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ABSTRACT: We study $\mathcal{N} = 2^*$ theories with gauge group $U(N)$ and use equivariant localization to calculate the quantum expectation values of the simplest chiral ring elements. These are expressed as an expansion in the mass of the adjoint hypermultiplet, with coefficients given by quasi-modular forms of the S-duality group. Under the action of this group, we construct combinations of chiral ring elements that transform as modular forms of definite weight. As an independent check, we confirm these results by comparing the spectral curves of the associated Hitchin system and the elliptic Calogero-Moser system. We also propose an exact and compact expression for the 1-instanton contribution to the expectation value of the chiral ring elements.
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1 Introduction

\( \mathcal{N} = 2 \) super Yang-Mills (SYM) theories in four dimensions are an extraordinarily fertile ground to search for exact results. Indeed, their non-perturbative behaviour can be tackled both via the Seiberg-Witten (SW) description of their low-energy effective theory [1, 2], and via the microscopic computation of instanton effects by means of localization techniques [3]–[8]. Understanding the far-reaching consequences of strong/weak coupling dualities in the effective theory has always been a crucial ingredient in the SW approach. On the other hand, the same dualities can also be exploited in the microscopic description through the associated modular structure. The comparison of how these dualities may be used to constrain physical observables in the two approaches is one of the main themes of this paper.

Among the \( \mathcal{N} = 2 \) models, much effort has been devoted to gaining a deeper understanding of superconformal theories and their massive deformations (see for example the
collection of reviews [9] and references therein), where many different approaches have been investigated. Among these we can mention the relation to integrable models [10], the 2d/4d AGT correspondence [11, 12], the use of matrix model techniques [13, 14] and the link to topological string amplitudes through geometric engineering [15]–[17]. Furthermore, the pioneering work of Gaiotto [18] has taught us that the duality properties are of the utmost relevance.

In this paper we focus on $\mathcal{N} = 2^*$ theories, which we briefly review in Section 2. Besides the gauge vector multiplet, they contain an adjoint hypermultiplet of mass $m$ that interpolates between the $\mathcal{N} = 4$ SYM theories (when $m \to 0$) and the pure $\mathcal{N} = 2$ SYM theories (when $m \to \infty$). The $\mathcal{N} = 2^*$ theories inherit from the $\mathcal{N} = 4$ models an interesting action of the S-duality group; in particular, their prepotential satisfies a modular anomaly equation which greatly constrains its form. Modular anomaly relations in gauge theories were first noticed in [19] and are related to the holomorphic anomaly equations that occur in topological string theories on local Calabi-Yau manifolds [20]–[23]. These equations have been studied in a variety of settings, for example in an $\Omega$ background [24]–[35], from the point of view of the AGT correspondence [36]–[39], in the large-$N$ limit [32], and in SQCD models with fundamental matter [29, 30, 40, 41].

Recently, the modular anomaly equation for $\mathcal{N} = 2^*$ theories with arbitrary gauge groups has been linked in a direct way to S-duality [42]–[44]. This approach has led to a very efficient way of determining the mass expansion of the prepotential in terms of: i) quasi-modular functions of the gauge coupling and ii) the vacuum expectation values $a_u$ of the scalar field $\Phi$ of the gauge multiplet such that only particular combinations, defined purely in terms of sums over the root lattice of the corresponding Lie algebra, appear. These results have been checked against explicit computations using equivariant localization.

In this work, we take the first steps towards showing that similar modular structures also exist for other observables of $\mathcal{N} = 2^*$ gauge theories. We choose to work with $U(N)$ gauge groups, and consider the quantum expectation values

$$\langle \text{Tr} \Phi^n \rangle .$$

(1.1)

The supersymmetry algebra implies that correlators of chiral operators factorize and can therefore be expressed in terms of the expectation values in (1.1).\(^1\)

A priori, it is not obvious that these chiral observables exhibit modular behaviour. However, we show that it is always possible to find combinations that transform as modular forms of definite weight under the non-perturbative duality group $SL(2, \mathbb{Z})$. These combinations have a natural interpretation as modular-covariant coordinates on the Coulomb moduli space, and can be analysed using two different techniques: i) the SW approach via curves and differentials, and ii) equivariant localization combined with the constraints arising from S-duality.

For $\mathcal{N} = 2^*$ theories there are many distinct forms of the SW curve that capture different properties of the chiral observables. In one approach, due to Donagi and Witten

\(^1\)More general correlators involving also one anti-chiral operator have recently been considered in [45].
[46, 47], the SW curve has coefficients $A_n$ that have a natural interpretation as modular-covariant coordinates on the Coulomb moduli space. Thus, this approach provides us with a natural setting to study the elliptic and modular properties of the observables (1.1). Another form of the SW curve was found by using the relation with integrable systems [48]. For the $\mathcal{N} = 2^*$ theory, the relevant curve was proposed by D'Hoker and Phong [49, 50], who used the close relation between the gauge theory and the elliptic Calogero-Moser system [51]. In this second formulation, the coefficients of the spectral curve of the integrable system are interpreted as symmetric polynomials built out of the quantum chiral ring elements (1.1). A third form of the SW curve for the $\mathcal{N} = 2^*$ theories was proposed by Nekrasov and Pestun [52] together with an extension to general quiver models. In Section 3 we review and relate the first two descriptions of the SW curve which are suitable for our purposes. This comparison will lead to interesting relationships between the coefficients of the respective curves. Along the way, we will find it necessary to modify the analysis of [46] in a subtle but important way.

It is clearly desirable to work with chiral observables that in the classical limit coincide with the symmetric polynomials built out of the vacuum expectation values $a_u$. As we discuss in Section 4, this can be done in two ways. The first is to compute the period integrals in the Donagi-Witten form of the curve as a series expansion in the mass $m$ of the adjoint hypermultiplet. Inverting this expansion order by order in $m$ gives us an expression for the $A_n$ in terms of the $a_u$. The second way is to postulate that the $A_n$ have a definite modular weight under the S-duality group, and use the well-understood action of S-duality to derive a modular anomaly equation that recursively determines them up to modular pieces. In this derivation, it is crucial that the prepotential and hence the dual periods of the $\mathcal{N} = 2^*$ theory are known in terms of quasi-modular forms. In both ways it turns out that the chiral observables can be expressed in terms of quasi-modular forms and of particular functions of the $a_u$ involving only sums over the weight and root lattices of the Lie algebra $\mathfrak{u}(N)$, generalizing those appearing in the prepotential.

In Section 5 we test our findings against explicit microscopic computations of the observables (1.1) using equivariant localization techniques [3–8] (for further technical details see also [53]). We find that the chiral observables computed using localization can be matched with those obtained from the SW curves by a redefinition of the chiral ring elements. Such a redefinition contains only a finite number of terms and is exact both in the mass of the hypermultiplet and in the gauge coupling. It is well known that the localization results for the chiral observables do not, in general, satisfy the classical chiral ring relations [8, 52, 54]. Strikingly, we show that the redefinition of the chiral ring elements which allow the matching of the two sets of results can be interpreted as a judicious choice of coordinates on the Coulomb moduli space in which the classical chiral ring relations are naturally satisfied.

In Section 6, we focus on the 1-instanton contributions and, just as it was done for the prepotential in [42, 43], we manage to resum the mass expansion to obtain an exact expression involving only sums over roots and weights of the corresponding Lie algebra.

Finally, we present our conclusions in Section 7 and collect various technical details in the appendices.
2 Brief review of $\mathcal{N} = 2^* \ U(N)$ SYM theories

The $\mathcal{N} = 2^*$ SYM theories are massive deformations of the $\mathcal{N} = 4$ SYM theories arising when the adjoint hypermultiplet is given a mass $m$. The classical vacua of these theories on the Coulomb branch are parametrized by the expectation values of the scalar field $\Phi$ in the vector multiplet, which in the $U(N)$ case is

$$\langle \Phi \rangle \equiv a = \text{diag} \left( a_1, a_2, \ldots, a_N \right). \quad (2.1)$$

When the complex numbers $a_u$ are all different, the gauge group is broken to its maximal torus $U(1)^N$. The low-energy effective action of this abelian theory is completely determined by a single holomorphic function $F(a)$, called the prepotential. It consists of a classical term

$$F_{\text{class}} = i\pi \tau a^2 \equiv i\pi \tau \sum_{u=1}^{N} a_u^2, \quad (2.2)$$

where $\tau$ is the complexified gauge coupling

$$\tau = \frac{\theta}{2\pi} + \frac{4\pi}{g^2}, \quad (2.3)$$

and a quantum part

$$f = F_{\text{1-loop}} + F_{\text{inst}} \quad (2.4)$$

accounting for the 1-loop and instanton corrections.

The 1-loop term $F_{\text{1-loop}}$ is $\tau$-independent and takes the simple form (see for instance [50])

$$F_{\text{1-loop}} = -\frac{1}{4} \sum_{\alpha \in \Psi} \left[ (\alpha \cdot a)^2 \log \left( \frac{\alpha \cdot a}{\Lambda} \right)^2 - (\alpha \cdot a + m)^2 \log \left( \frac{\alpha \cdot a + m}{\Lambda} \right)^2 \right], \quad (2.5)$$

where $\Lambda$ is an arbitrary scale and $\alpha$ is an element of the root system $\Psi$ of the gauge algebra. The first and seconds terms in (2.5) are, respectively, contributions from the vector multiplet and the massive hypermultiplet.

The instanton corrections to the prepotential are proportional to $q^k$, where

$$q = e^{2\pi i \tau} \quad (2.6)$$

is the instanton counting parameter and $k$ is the instanton number. These non-perturbative terms can be calculated either using the SW curve and corresponding holomorphic differential $\lambda_{\text{SW}}$ [1, 2], or by a microscopic evaluation of the prepotential using localization [3]–[8].

In the SW approach, besides the “electric” variables $a_u$, one introduces dual or “magnetic” variables defined by

$$a_u^D = \frac{1}{2\pi i} \frac{\partial F}{\partial a_u}. \quad (2.7)$$
The pairs \((a_u, a_D^u)\) describe the period integrals of the holomorphic differential \(\lambda_{SW}\) over cycles of the Riemann surface defined by the SW curve. More precisely, one has

\[
a_u = \oint_{A_u} \lambda_{SW} \quad \text{and} \quad a_D^u = \oint_{B_u} \lambda_{SW} .
\]

(2.8)

Here, the \(A\)- and \(B\)-cycles form a canonically conjugate symplectic basis of cycles with intersection matrix \(A_u \cap B_v = \delta_{uv}\).

For the \(\mathcal{N} = 2^*\) \(U(N)\) theory, the non-perturbative S-duality group has a simple embedding into the symplectic duality group \(\text{Sp}(4N, \mathbb{Z})\) of the Riemann surface. In particular, the \(S\)-transformation acts by exchanging electric and magnetic variables, while inverting the coupling constant, namely

\[
S(a_u) = a_D^u , \quad S(a_D^u) = -a_v , \quad S(\tau) = -\frac{1}{\tau} .
\]

(2.9)

Along with the \(T\)-transformation, given by

\[
T(a_u) = a_u , \quad T(a_D^u) = a_D^u + a_v , \quad T(\tau) = \tau + 1 ,
\]

(2.10)

one generates the modular group \(\text{SL}(2, \mathbb{Z})\).

To discuss the \(\mathcal{N} = 2^*\) prepotential and the action of the duality group on it, it is convenient to organize its quantum part (2.4) as an expansion in powers of the hypermultiplet mass, as

\[
f = \sum_{n=1}^{\infty} f_n m^{2n} .
\]

(2.11)

Notice that only even powers of \(m\) occur in this expansion as a consequence of the \(\mathbb{Z}_2\) symmetry that sends \(m \rightarrow -m\). In order to write the coefficients \(f_n\) in a compact form, it is useful to introduce the following lattice sums

\[
C_{n;m_1\ldots m_\ell}^p = \sum_{\lambda \in \mathcal{W}} \sum_{\alpha \in \Psi_\lambda} \sum_{\beta_1 \neq \ldots \neq \beta_\ell \in \Psi_\alpha} (\lambda \cdot a)^p (\alpha \cdot a)^n (\beta_1 \cdot a)^{m_1} \ldots (\beta_\ell \cdot a)^{m_\ell}
\]

(2.12)

where \(\mathcal{W}\) is the set of weights \(\lambda\) of the fundamental representation of \(U(N)\), while \(\Psi_\lambda\) and \(\Psi_\alpha\) are the subsets of the root system \(\Psi\) defined, respectively, by

\[
\Psi_\lambda = \left\{ \alpha \in \Psi \mid \lambda \cdot \alpha = 1 \right\} ,
\]

(2.13)

for any \(\lambda \in \mathcal{W}\), and by

\[
\Psi_\alpha = \left\{ \beta \in \Psi \mid \alpha \cdot \beta = 1 \right\} ,
\]

(2.14)

for any \(\alpha \in \Psi\). Notice that

\[
C_{n;m_1\ldots m_\ell}^0 = C_{n;m_1\ldots m_\ell}
\]

(2.15)

where \(C_{n;m_1\ldots m_\ell}\) are the lattice sums introduced in [42–44]. Furthermore, we have

\[
C_{0;0\ldots 0}^{\ell} = \sum_{u=1}^{N} a_u^\ell \equiv C^{\ell} .
\]

(2.16)
Using this notation, the first few coefficients in the mass expansion of the $U(N)$ prepotential were shown to be given by [42] \(^2\)

\[
\begin{align*}
f_1 &= \frac{1}{4} \sum_{\alpha \in \Psi} \log \left( \frac{\alpha \cdot a}{A} \right)^2 , \\
 f_2 &= -\frac{1}{24} E_2 C_2^0 , \\
 f_3 &= -\frac{1}{720} \left( 5E_2^2 + E_4 \right) C_4^0 - \frac{m^6}{576} \left( E_2^2 - E_4 \right) C_{2,11}^0 ,
\end{align*}
\] (2.17)

where $E_{2k}$ are the Eisenstein series (see Appendix A). These formulas encode the exact dependence on the coupling constant $\tau$. Indeed, by expanding the Eisenstein series in powers of $q$, one can recover the perturbative contributions, corresponding to the terms proportional to $q^0$, and the $k$-instanton contributions proportional to $q^k$. Analogous expressions can be obtained for the higher order mass terms in the $U(N)$ theory and for other gauge algebras as well [42–44].

As discussed in great detail in [29, 30, 32] the prepotential coefficients $f_n$ satisfy the recursion relation

\[
\frac{\partial f_n}{\partial E_2} = -\frac{1}{24} \sum_{m=1}^{n-1} \frac{\partial f_m}{\partial a} \cdot \frac{\partial f_{n-m}}{\partial a} ,
\] (2.18)

which in turn implies that the quantum prepotential $f$ obeys the non-linear differential equation

\[
\frac{\partial f}{\partial E_2} + \frac{1}{24} \left( \frac{\partial f}{\partial a} \right)^2 = 0 .
\] (2.19)

This equation, which is a direct consequence of the S-duality action (2.9) on the prepotential, is referred to as the modular anomaly equation since $E_2$ has an anomalous modular behavior

\[
E_2 \left( -\frac{1}{\tau} \right) = \tau^2 \left( E_2(\tau) + \frac{6}{\pi^2} \right) .
\] (2.20)

3 Seiberg-Witten curves for the $\mathcal{N} = 2^* U(N)$ SYM theories

In this section we review and compare two distinct algebraic approaches to describe the low-energy effective quantum dynamics of the $\mathcal{N} = 2^* U(N)$ SYM theory. The first approach is due to Donagi and Witten [46] (see also [47]), while the second approach is due to D’Hoker and Phong [49]. Even though some of the following considerations already appeared in the literature [55, 56], we are going to revisit the comparison between the two curves with the purpose of introducing the essential ingredients for the non-perturbative analysis presented in later sections.

\(^2\)We warn the reader that, for later convenience, we have changed notation with respect to [42] and have explicitly factored out the mass-dependence. So, $f_n^{\text{here}} = f_n^{\text{there}} m^{2n}$.
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3.1 The Donagi-Witten curve

In this first approach, the algebraic curve of the $\mathcal{N} = 2^*\ U(N)$ theory is given as an $N$-fold cover of an elliptic genus-one curve. The latter takes the standard Weierstraß form

$$y^2 = (x - e_1)(x - e_2)(x - e_3),$$

(3.1)

where the $e_i$ sum to zero and their differences are given in terms of the Jacobi $\theta$-constants [2] as

$$e_2 - e_3 = \frac{1}{4} \theta_2(\tau)^4, \quad e_2 - e_1 = \frac{1}{4} \theta_3(\tau)^4, \quad e_3 - e_1 = \frac{1}{4} \theta_4(\tau)^4.$$  

(3.2)

Here $\tau$ is the complex structure parameter of the elliptic curve which is identified with the gauge coupling (2.3) and the $\theta$-constants have the following Fourier expansions

$$\theta_2(\tau) = \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(n+\frac{1}{2})^2}, \quad \theta_3(\tau) = \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}n^2}, \quad \theta_4(\tau) = \sum_{n \in \mathbb{Z}} (-1)^n q^{\frac{1}{2}n^2},$$

(3.3)

where $q$ is as in (2.6). Using the relations between the $\theta$-constants and the Eisenstein series (see A.15), the elliptic curve (3.1) can be rewritten as

$$y^2 = x^3 - \frac{E_4}{48} x + \frac{E_6}{864}.$$  

(3.4)

Since $E_4$ and $E_6$ are modular forms of weight 4 and 6, for consistency $x$ and $y$ must have modular weight 2 and 3 respectively. If we recall the uniformizing solution in terms of the Weierstraß function $\wp(z)$, which obeys

$$\wp'(z)^2 = 4 \wp^3(z) - \frac{4\pi^4 E_4}{3} \wp(z) - \frac{8\pi^6 E_6}{27}$$

(3.5)

when $z \sim z + 1$ and $z \sim z + \tau$, then by comparing with (3.4) we straightforwardly obtain the following identifications:

$$2y = \frac{\wp'(z)}{(2\pi i)^3}, \quad x = \frac{\wp(z)}{(2\pi i)^2}.$$  

(3.6)

In this framework, the curve of the $\mathcal{N} = 2^*\ U(N)$ theory is described by the equation

$$F(t, x, y) = 0$$

(3.7)

where $F(t, x, y)$ is a polynomial of degree $N$. Modular covariance is extended to this equation by assigning modular weight 1 to the variable $t$. Certain technical conditions described in detail in [46, 47] allow one to fix the form of $F$ to be

$$F(t, x, y) = \sum_{n=0}^{N} (-1)^n A_n P_{N-n}(t, x, y),$$

(3.8)

---

We use a different notation and normalization as compared to Ref. [2]. In particular our normalizations are such that the $\alpha$-period of the uniformizing coordinate of the torus is $\omega_1 = 2\pi i$. 

---
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where $A_0 = 1$ and the remaining $N$ quantities $A_n$ parametrize the Coulomb branch of the moduli space. The polynomials $P_n(t, x, y)$ are of degree $n$ and are almost completely determined by the recursion relations [46]

$$\frac{dP_n}{dt} = n P_{n-1},$$

combined with physical requirements related to the behaviour of $F$ in the limits $x, y \to \infty$.

At the first two levels, $n = 0$ and $n = 1$, in view of the weights assigned to $x$ and $y$, the polynomials are uniquely fixed to be

$$P_0 = 1, \quad P_1 = t.$$ (3.10)

At the next order, $n = 2$, the solution to the recursion equation (3.9) is

$$P_2 = t^2 + cm^2$$

(3.11)

where the second term is an integration constant depending on the hypermultiplet mass that is allowed since $P_2$ has mass dimension 2. In addition, since $P_2$ has modular weight 2, the coefficient $c$ must be an elliptic or modular function of weight 2. There is a unique such function, namely $x$, and thus $P_2$ must be of the form

$$P_2 = t^2 + \alpha x m^2$$

(3.12)

where $\alpha$ is a numerical coefficient which is fixed by requiring a specific behavior at infinity [46].

If we choose coordinates such that $u = 0$ parametrizes the point at infinity, then taking into account that $x$ is an elliptic function of weight 2, we can write

$$x = \frac{1}{u^2}.$$ (3.13)

In terms of this variable, the required behavior at infinity is that under the shift

$$t \to t + \frac{m}{u},$$

(3.14)

the function $F$, and therefore all polynomials $P_n$, must have at most a simple pole in $u$, namely for $u \to 0$ they must behave as

$$P_n(t + \frac{m}{u}) \sim \frac{\alpha_n}{u} + \text{regular}.$$ (3.15)

This follows from the requirement in [46] that the adjoint scalar field $\Phi$ has the following behaviour near the point $u = 0$ on the torus:

$$\Phi = \frac{m}{u} \text{diag}(1, 1, \ldots, -(N - 1)) + \text{regular terms}.$$ 

The residue $m$ is identified with the mass of the adjoint hypermultiplet. The function $F(t, x, y)$, which defines the $N$-fold spectral cover of the torus, is identified with the equation $\det(tI - \Phi) = 0$. The shift in $t$ above ensures that $N - 1$ of the eigenvalues of $\Phi$ have no pole as $u \to 0$ and this is what constrains the growth of the polynomials $P_n$ near infinity (see [46] for more details).
The requirement that all higher order poles in $u$ cancel constrains the integration constants that are allowed to appear. For example, imposing this behavior, one can easily fix the constant $\alpha$ in (3.12) and find that final form of $P_2$ is

$$P_2 = t^2 - x m^2.$$  \hspace{1cm} (3.16)

To fix the higher order polynomials, it is necessary to know the behaviour of $y$ near $u = 0$. Using the algebraic equation (3.4), we easily find

$$y = \frac{1}{u^3} \sqrt{1 - \frac{E_4}{48} u^4 + \frac{E_6}{84} u^6} = \frac{1}{u^3} - \frac{E_4}{96} u - \frac{E_6}{1728} u^3 + \cdots.$$ \hspace{1cm} (3.17)

Using this and (3.13), we can completely determine the polynomial $P_3$ and get

$$P_3 = t^3 - 3 t x m^2 + 2 y m^3.$$ \hspace{1cm} (3.18)

However, at the next level, we find that

$$P_4 = t^4 - 6 t^2 x m^2 + 8 t y m^3 - (3 x^2 - \alpha E_4) m^4$$ \hspace{1cm} (3.19)

satisfies all requirements for any value of $\alpha$. In [46, 47] the simplest choice $\alpha = 0$ was made, but we will find that it is actually essential to keep the $\alpha$-dependence and fix it to a different value.

This procedure can be iterated without any difficulty and in Appendix B we list a few of the higher degree polynomials $P_n$ that we find in this way. They differ from the ones listed in [46, 47] by elliptic and modular functions. At first glance, these might seem trivial modifications since, for example in (3.19), the difference is proportional to $E_4$, which is a modular form of weight 4. However, for $\alpha \neq 0$, this new term feeds into the iterative procedure to calculate the higher $P_n$, which in turn depend on these coefficients. These modified higher degree polynomials will play a crucial role in the following.

Using the explicit form of the polynomials $P_n$ given in Appendix B and collecting the powers of $t$, we find that the curve equation (3.1) is

$$F(t, x, y) = t^N - A_1 t^{N-1} + t^{N-2} \left[ A_2 - \left( \begin{array}{c} N \\ 2 \end{array} \right) m^2 x \right]$$

$$- t^{N-3} \left[ A_3 - \left( \begin{array}{c} N - 1 \\ 2 \end{array} \right) m^2 A_1 x - \left( \begin{array}{c} N \\ 3 \end{array} \right) 2 m^3 y \right]$$

$$+ t^{N-4} \left[ A_4 - \left( \begin{array}{c} N - 2 \\ 2 \end{array} \right) m^2 A_2 x - \left( \begin{array}{c} N - 1 \\ 3 \end{array} \right) 2 m^3 A_1 y \right.$$  \hspace{1cm} (3.20)

$$- \left( \begin{array}{c} N \\ 4 \end{array} \right) m^4 (3 x^2 - \alpha E_4) \right] + O(t^{N-5}) = 0.$$

Since $F$ is a linear combination of the $P_n$, which are modular with weight $n$, it will transform homogeneously (with weight $N$) if the coefficients $A_n$ are modular with weight $n$. To verify this fact and provide a precise identification between the $A_n$ and the the gauge invariant quantum observables $\langle \text{Tr} \Phi^n \rangle$ which naturally parametrize the moduli space, we find that the modifications that we have made to the $P_n$ as compared to those of [46, 47] are essential.
3.2 The D’Hoker-Phong curve

The second form of the curve for the $\mathcal{N} = 2^*$ $U(N)$ theory is due to D’Hoker and Phong and was originally derived by using the relation between the SW curve and the spectral curve of the elliptic Calogero-Moser system [49]. This spectral curve is abstractly defined as

$$R(t, z) \equiv \det \left[ t \mathbb{1} - L(z) \right] = 0,$$

where $L(z)$ is the Lax matrix of the integrable system. We refer the reader to [49] for details and here we merely present the curve in the form that is most convenient for our purposes.

First, we define the degree $N$ polynomial $H(t)$:

$$H(t) = \prod_{u=1}^{N} (t - e_u) = \sum_{n=0}^{N} (-1)^n W_n t^{N-n}$$

where

$$W_n = \sum_{u_1 < \cdots < u_n} e_{u_1} \cdots e_{u_n}.$$  \hspace{1cm} (3.23)

The $e_u$ are interpreted as the quantum-corrected vacuum expectation values of the scalar field $\Phi$ and, at weak coupling, they have the following form

$$e_u = a_u + O(q)$$  \hspace{1cm} (3.24)

in terms of the classical vacuum expectation values $a_u$ (see (2.1)). Thus, the gauge invariant quantum expectation values, which parametrize the quantum moduli space, can be written as

$$\langle \text{Tr } \Phi^n \rangle = \sum_{u=1}^{N} e_u^n.$$  \hspace{1cm} (3.25)

Next, we define the function

$$f(t, z) = \sum_{n=0}^{N} (-1)^n \frac{m^n}{n!} h_n(z) H^{(n)}(t)$$

where

$$H^{(n)}(t) \equiv \frac{d^n H(t)}{dt^n} = \sum_{\ell=0}^{N-n} (-1)^\ell \frac{(N-\ell)!}{(N-\ell-n)!} W_\ell t^{N-n-\ell},$$

and

$$h_n(z) \equiv \frac{1}{\theta_1(z|\tau)} \left( \frac{1}{2\pi i} \frac{d}{dz} \right)^n \theta_1(z|\tau)$$

with $\theta_1(z|\tau)$ being the first Jacobi $\theta$-function

$$\theta_1(z|\tau) = \sum_{n \in \mathbb{Z}} e^{i\pi\tau(n-\frac{1}{2})^2 + 2\pi i(n-\frac{1}{2})}.$$  \hspace{1cm} (3.29)
Notice we have chosen normalizations so that the uniformizing coordinate \( z \) on the torus obeys \( z \sim z + 1 \) and \( z \sim z + \tau \), and that, as before, the complex structure parameter \( \tau \) is identified with the gauge coupling (2.3).

Using this notation, the spectral curve of the Calogero-Moser system (3.21), and hence the SW curve for the U(N) theory, takes the form [49]

\[
R(t, z) = f(t + m h_1, z) = 0 .
\] (3.30)

To make the modular properties of the curve more manifest, we rewrite the function \( f(t, z) \) in (3.26) in a slightly different way. We first observe that

\[
h_n(z) = \left( \frac{1}{2\pi i d} + h_1(z) \right) \right) n \right),
\] (3.31)

as one can easily check recursively. Plugging this into the definition (3.26) of \( f \) and using (3.27) (and after a simple rearrangement of the sums), we get

\[
R(t, z) = N \sum_{\ell=0}^{N} (-1)^{\ell} W_\ell \left[ t - m \left( \frac{1}{2\pi i d} + h_1(z) \right) \right]^{N-\ell}.
\] (3.32)

From this we see that the shift in \( t \) in (3.30) simply amounts to setting \( h_1 = 0 \) after taking the derivatives. Thus, the curve equation for the \( \mathcal{N} = 2^* \) U(N) theory in this formulation becomes

\[
R(t, z) = N \sum_{\ell=0}^{N} (-1)^{\ell} W_\ell \left[ t - m \left( \frac{1}{2\pi i d} + h_1(z) \right) \right]^{N-\ell}.
\] (3.33)

where the ' stands for the derivative with respect to \( 2\pi iz \).

3.3 Comparing curves

By comparing the two forms of the SW curve presented in the previous subsections, one can establish a relation between the \( W_n \), which are related to the quantum expectation values \( \langle \text{Tr } \Phi^n \rangle \), and the modular covariant combinations \( A_n \) on which S-duality acts in a simple way. A different method to relate the \( A_n \) and the \( W_n \), which only involves the D’Hoker-Phong form of the curve, is presented in Appendix C.
Equating the coefficients of the same power of $t$ in (3.20) and (3.33), we easily get

\[ A_1 = W_1 , \]
\[ A_2 = W_2 + \left( \frac{N}{2} \right) m^2 (h_1' + x) , \]
\[ A_3 = W_3 + \left( \frac{N - 1}{2} \right) m^2 (h_1' + x) W_1 + \left( \frac{N}{3} \right) m^3 (h_1'' + 2 y) , \]
\[ A_4 = W_4 + \left( \frac{N - 2}{2} \right) m^2 (h_1' + x) W_2 + \left( \frac{N - 1}{3} \right) m^3 (h_1'' + 2 y) \]
\[ + \left( \frac{N}{4} \right) m^4 (h_1'' + 3(h_1')^2 + 6 h_1' x + 9 x^2 - \alpha E_4) \]

and so on. Recalling that $x$ and $y$ are related to the Weierstraß function as shown in (3.6), and using the properties of $\theta_1(z|\tau)$ and its derivatives, one can show that all $z$-dependence cancels in the right hand side of (3.34) as it should, since

\[ h_1' + x = \frac{E_2}{12} , \]
\[ h_1'' + 2 y = 0 , \]
\[ h_1''' + 3(h_1')^2 + 6 h_1' x + 9 x^2 = \frac{E_2^2}{48} + \frac{E_4}{24} . \]

We have included proofs of these identities in Appendix A. Using these results, the relations (3.34) simplify and reduce to

\[ A_1 = W_1 , \]
\[ A_2 = W_2 + \left( \frac{N}{2} \right) m^2 \frac{E_2}{12} , \]
\[ A_3 = W_3 + \left( \frac{N - 1}{2} \right) m^2 \frac{E_2}{12} W_1 , \]
\[ A_4 = W_4 + \left( \frac{N - 2}{2} \right) m^2 \frac{E_2}{12} W_2 + \left( \frac{N}{4} \right) \left( \frac{m^4 E_2^2}{48} + \frac{m^4 E_4 (1 - 24 \alpha)}{24} \right) . \]

Notice that all terms proportional to $m^3$ cancel and that the formula for $A_4$ can be further simplified by setting the free parameter to $\alpha = \frac{1}{27}$. With this choice we eliminate the modular form $E_4$, leaving only the quasi-modular form $E_2$.

The same procedure may be carried out for the higher coefficients $A_n$ without any difficulty. Exploiting the freedom of fixing the parameters in front of the modular forms to systematically eliminate them, we obtain the following rather compact result:

\[ A_n = \sum_{\ell=0}^{[n/2]} \left( \frac{N - n + 2 \ell}{2 \ell} \right) (2 \ell - 1)!! \left( \frac{m^2 E_2}{12} \right)^\ell W_{n-2\ell} . \]

This formula can be easily inverted and one gets

\[ W_n = \sum_{\ell=0}^{[n/2]} (-1)^\ell \left( \frac{N - n + 2 \ell}{2 \ell} \right) (2 \ell - 1)!! \left( \frac{m^2 E_2}{12} \right)^\ell A_{n-2\ell} . \]
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We have verified these relations by working to higher orders in both $n$ and $N$. It is interesting to observe that, although both the Donagi-Witten curve and the D’Hoker-Phong curve separately have coefficients that are elliptic functions, the maps between the two sets of coefficients can be written entirely in terms of quasi-modular forms. For this to happen and, more importantly, in order that all dependence on the uniformizing coordinate $z$ disappears in the relations between the $A_n$ and the $W_n$, it is essential to use a set of polynomials $P_n$ that differ from those originally defined in [46, 47].

Both $W_n$ and $A_n$ are good sets of coordinates for the Coulomb moduli space of the $\mathcal{N} = 2^* \ U(N)$ SYM theory. The former naturally incorporate the quantum corrections that are calculable using either the curve analysis or by localization calculations while the latter are distinguished by their simple behavior under S-duality. In the following sections, we will independently calculate the $A_n$ and the $W_n$ in a weak-coupling expansion and show that they satisfy the general relations (3.37) and (3.38) provided some important caveats are taken into account.

4 Period integrals and modular anomaly equation

In this section, we present two methods to compute the modular covariant quantities $A_n$ and express them in terms of the classical vacuum expectation values $a_u$ of the adjoint scalar field $\Phi$ given in (2.1). The first method is based on a direct use of the curve and the associated differential, while the second exploits an extension of the modular anomaly equation (2.19).

4.1 Period integrals

By solving the Donagi-Witten curve equation (3.7) one can express the variable $t$ as a function of $x$ and $y$, and hence of the uniformizing coordinate of the torus $z$ through the identifications (3.6). Once this is done, the SW differential is given by [49]:

$$\lambda_{SW} = t(z) \, dz \, ,$$

and its periods are identified with the pairs of dual variables $a_u$ and $a_u^D$ according to (2.8). Of course, in order to obtain explicit expressions, a canonical basis of 1-cycles is needed. Since the curve is an $N$-fold cover of a torus, there is a natural choice for such a basis, as we now demonstrate. In fact, $F$ being a polynomial of degree $N$, we can factorize it as

$$F = \prod_{u=1}^{N} \left( t - t_u(x(z), y(z)) \right) = 0 \, ,$$

and then define

$$a_u = \oint_{A_u} \lambda_{SW} := \oint_{\alpha} t_u(x(z), y(z)) \, dz \, ,$$

$$a_u^D = \oint_{B_u} \lambda_{SW} := \oint_{\beta} t_u(x(z), y(z)) \, dz \, ,$$

where $\alpha$ and $\beta$ are, respectively, the $A$ and $B$ cycles of the torus. To see that this identification is correct, let us (for a moment) consider switching off the mass of the adjoint
hypermultiplet. If we do so, the supersymmetry is enhanced to $N = 4$ and Donagi-Witten polynomials simply become $P_n = t^n$, so that the curve takes the form

$$F = \sum_{n=0}^{N} (-1)^n t^{N-n} A_n = 0.$$  \hfill (4.4)

Since in the $N = 4$ SYM theory the classical moduli space does not receive quantum corrections, it makes sense to identify the modular covariant coordinates $A_n$ with the symmetric polynomials constructed from the classical vacuum expectation values, namely

$$A_n = \sum_{u_1 < \cdots < u_n} a_{u_1} \cdots a_{u_n}.$$  \hfill (4.5)

Substituting this into (4.4), we see that $F$ factorizes as

$$F = \prod_{u=1}^{N} (t - a_u) = 0,$$  \hfill (4.6)

so we may conclude that in the massless limit we have $t_u = a_u$. This is clearly consistent with our ansatz (4.3), since the integral over the $\alpha$-cycle gives unity. The integral over the $\beta$-cycle, instead, gives

$$a^D_u = \oint_{\beta} a_u = \tau a_u,$$  \hfill (4.7)

which is the expected answer in the $N = 4$ gauge theory.

Let us now revert to our original problem, and consider the scenario where the adjoint hypermultiplet has a mass $m$. In general, it is not possible to compute the period integrals (4.3) explicitly, as each of the $t_u(x,y)$ is a solution of a generic polynomial equation of degree $N$. However, progress can be made by assuming that each of these solutions has an expansion in powers of the hypermultiplet mass, of the form

$$t_u(x,y) = a_u + \sum_{\ell \in \mathbb{N}/2} t^{(\ell)}_u(x,y) m^{2\ell},$$  \hfill (4.8)

and by working perturbatively order by order in $m$. Notice that in (4.8) the sum is over both integers and half-integers in order to have in principle both even and odd powers of $m$, even though in the end only the even ones will survive. Of course, this assumption implies that the modular covariant coordinates on moduli space have a mass expansion of the form

$$A_n = \sum_{u_1 < \cdots < u_n} a_{u_1} \cdots a_{u_n} + \sum_{\ell \in \mathbb{N}/2} A^{(\ell)}_n m^{2\ell}.$$  \hfill (4.9)

Using this ansatz in the curve equation (3.20) leads to constraints on the $t^{(\ell)}_u$, which we solve in terms of the $A^{(\ell)}_n$. Finally, we substitute these into the expressions for the $A$-periods in (4.3) and demand that all higher order terms in $m$ vanish for self-consistency as that equation is already solved by $t^{(0)}_u$. The integrals for these higher order terms typically involve integrals of powers of the Weierstraß function and its derivative, which are known
in terms of quasi-modular forms. In this way we can construct the various mass corrections \( A_n^{(\ell)} \) in terms of the classical \( a_u \) and of quasi-modular forms.

Let us first illustrate this procedure in the simple case of the U(2) gauge theory. For \( N = 2 \) the Donagi-Witten curve is

\[
t^2 - tA_1 + (A_2 - m^2 x) = 0 .
\]

(4.10)

Inserting the mass expansions (4.8) and (4.9) and collecting the powers of \( m \), we obtain

\[
a_u^2 - a_u(a_1 + a_2) + a_1 a_2 + m \left( A_2^{(1/2)} + (2a_u - a_1 - a_2) t_u^{(1/2)} - a_u A_1^{(1/2)} \right) + m^2 \left( A_2^{(1)} + (t_u^{(1/2)})^2 + (2a_u - a_1 - a_2) t_u^{(1)} - t_u^{(1/2)} A_1^{(1/2)} - a_u A_1^{(1)} - x \right) + O(m^3) = 0
\]

for \( u = 1, 2 \). It is easy to check that the zeroth order term in the mass vanishes, as it should. Requiring the cancellation of the term at linear order in \( m \) amounts to setting

\[
t_u^{(1/2)} = \frac{A_2^{(1/2)} - a_u A_1^{(1/2)}}{a_1 + a_2 - 2a_u}
\]

(4.12)

for \( u = 1, 2 \). Now, in order to maintain the relation (4.3), the integral of \( t_u^{(\ell)} \) over the \( A \)-cycles has to vanish for all \( \ell \). In particular, for \( \ell = 1/2 \) and taking into account that \( t_u^{(1/2)} \) in (4.12) is constant with respect to \( z \), one has

\[
\oint t_u^{(1/2)} dz = \frac{A_2^{(1/2)} - a_u A_1^{(1/2)}}{a_1 + a_2 - 2a_u} = 0
\]

(4.13)

for both \( u = 1 \) and \( u = 2 \). In turn this leads to

\[
A_1^{(1/2)} = A_2^{(1/2)} = 0 .
\]

(4.14)

Substituting this into (4.11) and demanding the cancellation of the \( m^2 \) terms, we get

\[
t_u^{(1)} = \frac{A_2^{(1)} - a_u A_1^{(1)} - x}{a_1 + a_2 - 2a_u} .
\]

(4.15)

Imposing that

\[
\oint t_u^{(1)} dz = 0
\]

(4.16)

for \( u = 1, 2 \), and using the fact that, in view of the identification (3.6),

\[
\oint x dz = \frac{1}{(2\pi i)^2} \oint \phi(z) dz = \frac{E_2}{12} ,
\]

(4.17)

we get

\[
A_1^{(1)} = 0 , \quad A_2^{(1)} = \frac{E_2}{12} .
\]

(4.18)

Recapitulating, we have obtained

\[
A_1 = a_1 + a_2 , \quad A_2 = a_1 a_2 + \frac{m^2}{12} E_2 + O(m^3) .
\]

(4.19)
This process can be repeated in similar fashion to obtain all mass corrections in a systematic way. This procedure requires that we compute period integrals of polynomials in the Weierstraß function and its derivative which can be done using standard techniques (see for example [37] and references therein). We stress that although this approach is perturbative in \( m \), it is exact in the gauge coupling constant, since the coefficients are fully resummed quasi-modular forms in \( \tau \).

The same procedure can of course be carried out for \( N = 2^* \) theories with higher rank gauge groups, even if the calculations quickly become more involved as \( N \) increases. The results, however, can be organized in a rather compact way by using the lattice sums \( C_{n;m_1\ldots}^p \) defined in (2.12). In fact, the expressions we find for the first few \( A_n \) at the first few non-trivial orders in \( m \) in the \( U(N) \) theory are

\[
A_1 = \sum_u a_u ,
\]

\[
A_2 = \sum_{u_1 < u_2} a_{u_1} a_{u_2} + \left( \frac{N}{2} \right) \frac{m^2}{12} E_2 + \frac{m^4}{288} \left( E_2^2 - E_4 \right) C_2^0 + \frac{m^6}{4320} \left( 5E_2^3 - 3E_2 E_4 - 2E_6 \right) C_4^0
\]
\[+ \frac{m^6}{3456} \left( E_2^3 - 3E_2 E_4 + 2E_6 \right) C_{2;11}^0 + O(m^8) ,
\]

\[
A_3 = \sum_{u_1 < u_2 < u_3} a_{u_1} a_{u_2} a_{u_3} + \left( \frac{N - 1}{2} \right) \frac{m^2}{12} E_2 \sum_u a_u + \frac{m^4}{288} \left( E_2^2 - E_4 \right) \left( C_2^0 \sum_u a_u - 2C_2^1 \right)
\]
\[+ \frac{m^6}{4320} \left( 5E_2^3 - 3E_2 E_4 - 2E_6 \right) \left( C_2^0 \sum_u a_u - 2C_2^1 \right)
\]
\[+ \frac{m^6}{3456} \left( E_2^3 - 3E_2 E_4 + 2E_6 \right) \left( C_{2;11}^0 \sum_u a_u - 2C_{2;11}^1 \right) + O(m^8) ,
\]

\[
A_4 = \sum_{u_1 < \cdots < u_4} a_{u_1} a_{u_2} a_{u_3} a_{u_4} + \left( \frac{N - 2}{2} \right) \frac{m^2}{12} E_2 \sum_{u_1 < u_2} a_{u_1} a_{u_2} + \left( \frac{N}{4} \right) \frac{m^4}{48} E_2^2
\]
\[+ \frac{m^4}{288} \left( E_2^2 - E_4 \right) \left( C_2^0 \sum_{u_1 < u_2} a_{u_1} a_{u_2} - 2C_2^1 \sum_u a_u + 3C_2^2 - \left( \frac{N}{2} \right) \right)
\]
\[+ \frac{m^6}{4320} \left( 5E_2^3 - 3E_2 E_4 - 2E_6 \right) \left( C_2^0 \sum_{u_1 < u_2} a_{u_1} a_{u_2} - 2C_2^1 \sum_u a_u + 3C_2^2 - \frac{1}{2} C_2^0 \right)
\]
\[+ \frac{m^6}{3456} \left( E_2^3 - 3E_2 E_4 + 2E_6 \right) \left( C_{2;11}^0 \sum_{u_1 < u_2} a_{u_1} a_{u_2} - 2C_{2;11}^1 \sum_u a_u + 3C_{2;11}^2 \right)
\]
\[+ \left( \frac{N - 2}{2} \right) \frac{m^6}{3456} E_2 \left( E_2^2 - E_4 \right) C_2^0 + O(m^8) .
\]

Of course, only the \( A_n \) with \( n \leq N \) are the independent coordinates that can be used to parametrize the moduli space of the theory. Despite their appearance, it is not difficult to recognize a regular pattern in these expressions, which contain the same combinations of Eisenstein series appearing in the prepotential coefficients. Notice also that only even
powers of \( m \) are present, this being in full agreement with the \( \mathbb{Z}_2 \) symmetry of the theory that sends \( m \rightarrow -m \).

We have explicitly verified that under S-duality the above \( A_n \) transform with weight \( n \), namely

\[
S(A_n) = \tau^n A_n .
\]  

(4.24)

To do so we used the properties of the Eisenstein series under inversion, and replaced each \( a_u \) with the corresponding dual variable \( a_D^u \), which can be computed either by evaluating the periods of the SW differential along the \( B \)-cycles according to (4.3) or, more efficiently, by taking the derivative of the prepotential with respect to \( a_u \) according to (2.7). The fact that (4.24) holds true despite the explicit presence of the quasi-modular Eisenstein series \( E_2 \) in the \( A_n \) is a highly non-trivial consistency check. Finally, we observe that by inserting (4.20)–(4.23) in the map (3.38), one can obtain the quantum expectation values \( W_n \) in terms of the classical variables \( a_u \). The result is

\[
W_1 = \sum_u a_u ,
\]  

(4.25)

\[
W_2 = \sum_{u_1<u_2} a_{u_1} a_{u_2} + \frac{m^4}{288} (E_2^2 - E_4) C_2^0 + \frac{m^6}{4320} (5E_2^3 - 3E_2E_4 - 2E_6) C_4^0
\]

\[
+ \frac{m^6}{3456} (E_2^3 - 3E_2E_4 + 2E_6) C_{2;11}^0 + O(m^8) ,
\]  

(4.26)

\[
W_3 = \sum_{u_1<u_2<u_3} a_{u_1} a_{u_2} a_{u_3} + \frac{m^4}{288} (E_2^2 - E_4) \left( C_2^0 \sum_u a_u - 2 C_2^1 \right)
\]

\[
+ \frac{m^6}{4320} (5E_2^3 - 3E_2E_4 - 2E_6) \left( C_4^0 \sum_u a_u - 2 C_4^1 \right)
\]

\[
+ \frac{m^6}{3456} (E_2^3 - 3E_2E_4 + 2E_6) \left( C_{2;11}^0 \sum_u a_u - 2 C_{2;11}^1 \right) + O(m^8) ,
\]  

(4.27)

\[
W_4 = \sum_{u_1<\cdots<u_4} a_{u_1} a_{u_2} a_{u_3} a_{u_4}
\]

\[
+ \frac{m^4}{288} (E_2^2 - E_4) \left( C_2^0 \sum_{u_1<u_2} a_{u_1} a_{u_2} - 2 C_2^1 \sum_u a_u + 3 C_2^2 - \left( \frac{N}{2} \right) \right)
\]

\[
+ \frac{m^6}{4320} (5E_2^3 - 3E_2E_4 - 2E_6) \left( C_4^0 \sum_{u_1<u_2} a_{u_1} a_{u_2} - 2 C_4^1 \sum_u a_u + 3 C_4^2 - \frac{1}{2} C_4^0 \right)
\]

\[
+ \frac{m^6}{3456} (E_2^3 - 3E_2E_4 + 2E_6) \left( C_{2;11}^0 \sum_{u_1<u_2} a_{u_1} a_{u_2} - 2 C_{2;11}^1 \sum_u a_u + 3 C_{2;11}^2 \right)
\]

\[+ O(m^8) .
\]  

(4.28)

It is interesting to notice that these expressions are a bit simpler than the ones for the \( A_n \); in particular, all \( m^2 \) terms disappear and, up to a constant term in \( W_4 \), all other explicit dependence on \( N \) drops out. These formulas will be useful in later sections, where we compare them with results from explicit localization calculations. An important consistency check on our results is the fact that both \( W_3 \) and \( W_4 \) vanish for \( \text{U}(2) \), and that
$W_4$ vanishes for $U(3)$. This has to happen since the $W_n$ are symmetric polynomials in the quantum variables $e_u$, see (3.23).

4.2 Modular anomaly equation

We now explore an alternative route to express the $A_n$ in terms of the classical parameters $a_u$, which is based on the S-duality transformation properties. The main idea is simple: if we assume the mass expansion (4.9), then the requirement that $A_n$ transforms with weight $n$ under S-duality constrains the form of $A_n^{(ℓ)}$ once the previous mass terms are known. So, starting from the classical part it is possible to systematically reconstruct in this way all subleading terms.

Let us recall from Section 2 that

$$S(a) = a^D = \frac{1}{2\pi i} \frac{\partial F}{\partial a} = \tau \left( a + \frac{\delta}{12} \frac{\partial f}{\partial a} \right)$$

(4.29)

where $f$ is the quantum part of the prepotential and $\delta = \frac{6}{i\pi \tau}$. Furthermore, in order for the $A_n$ to have the correct mass dimension, the subleading terms $A_n^{(ℓ)}$ must be homogeneous functions of $a$ with weight $n - 2\ell$:

$$A_n^{(ℓ)}(\tau, \lambda a) = \lambda^{n-2\ell} A_n^{(ℓ)}(\tau, a) .$$

(4.30)

The other basic requirement is that they are quasi modular forms of weight $2\ell$. This implies that the $A_n^{(ℓ)}$ depend on the coupling constant $\tau$ only through the Eisenstein series $E_2$, $E_4$ and $E_6$, namely

$$A_n^{(ℓ)}(\tau, a) = A_n^{(ℓ)}(E_2(\tau), E_4(\tau), E_6(\tau), a) ,$$

(4.31)

so that

$$A_n^{(ℓ)}\left( -\frac{1}{\tau}, a \right) = A_n^{(ℓ)}\left( E_2\left( -\frac{1}{\tau} \right), E_4\left( -\frac{1}{\tau} \right), E_6\left( -\frac{1}{\tau} \right), a \right) = \tau^{2\ell} A_n^{(ℓ)}(E_2 + \delta, E_4, E_6, a) ,$$

(4.32)

where in the last step we have used the anomalous modular transformation (2.20) of the second Eisenstein series $E_2$. From now on, for ease of notation, we only exhibit the dependence on $E_2$. Putting everything together, we find

$$S(A_n^{(ℓ)}) = A_n^{(ℓ)}\left( E_2\left( -\frac{1}{\tau} \right), a^D \right) = \tau^n A_n^{(ℓ)}\left( E_2 + \delta, a + \frac{\delta}{12} \frac{\partial f}{\partial a} \right)$$

$$= \tau^n \left[ A_n^{(ℓ)} + \left( \frac{\partial A_n^{(ℓ)}}{\partial E_2} + \frac{1}{12} \frac{\partial A_n^{(ℓ)}}{\partial a} \cdot \frac{\partial f}{\partial a} \right) \delta + O(\delta^2) \right] .$$

(4.33)

The requirement that under S-duality $A_n$ be a modular form of weight $n$ leads to a modular anomaly equation:

$$\frac{\partial A_n}{\partial E_2} + \frac{1}{12} \frac{\partial A_n}{\partial a} \cdot \frac{\partial f}{\partial a} = 0 .$$

(4.34)

Notice that if (4.34) is satisfied, then all terms in (4.33) which are of higher order in $\delta$, vanish. Expanding both the $A_n$ and the quantum prepotential $f$ in powers of $m$, we can

---

5For simplicity we suppress the subscripts and denote the pair $(a_u, a_u^D)$ as $(a, a^D)$. 

---
rewrite the above modular anomaly equation in the form of a recursion relation for the \( A_n^{(l)} \), namely
\[
\frac{\partial A_n^{(l)}}{\partial E_2} + \frac{1}{12} \sum_{k=0}^{l} \frac{\partial A_n^{(k)}}{\partial a} \cdot \frac{\partial f_{l-k}}{\partial a} = 0 .
\] (4.35)

This shows that starting from the classical symmetric polynomials
\[
A_n^{(0)} = \sum_{u_1 < \cdots < u_n} a_{u_1} \cdots a_{u_n}
\] (4.36)
and the prepotential coefficients (some of which have been listed in (2.17)), one can systematically calculate the higher order terms and obtain the modular completion iteratively by integrating the modular anomaly equation (4.35). For example, at the first step \((\ell = 1)\) we have
\[
\frac{\partial A_n^{(1)}}{\partial E_2} = -\frac{1}{12} \frac{\partial A_n^{(0)}}{\partial a} \cdot \frac{\partial f_1}{\partial a} = -\sum_{u \neq v} \frac{\partial A_n^{(0)}}{\partial a_u} \frac{1}{a_u - a_v} ,
\] (4.37)
which is solved by
\[
A_n^{(1)} = \left( N - n + 2 \right) \frac{E_2}{12} A_n^{(0)} .
\] (4.38)

The higher order corrections \( A_n^{(l)} \) can be similarly derived up to terms that are purely composed of modular forms of weight \( 2l \). These cannot be determined from the recursion relation alone, which is a symmetry requirement, and some extra dynamical input is needed. To illustrate this point let us consider the explicit expressions of \( A_1 \) and \( A_2 \) for the \( U(N) \) theory that can be derived using the above procedure. Up to order \( m^8 \) we find
\[
A_1 = \sum_u a_u ,
\] (4.39)
\[
A_2 = \sum_{u_1 < u_2} a_{u_1} a_{u_2} + \left( \frac{N}{2} \right) \frac{m^2}{12} E_2 + \frac{m^4}{288} \left( E_2^3 - \alpha E_4 \right) C_4^0 + \frac{m^6}{4320} \left( 5E_2^4 + (2 - 5\alpha)E_2E_4 - \beta E_6 \right) C_4^0 + \frac{m^6}{3456} \left( E_2^3 - (2 + \alpha)E_2E_4 + \gamma E_6 \right) C_{2;11}^0 + O(m^8) ,
\] (4.40)
where \( \alpha, \beta, \gamma \) are free parameters. As anticipated, the terms that only depend on \( E_2 \) are completely fixed by the modular anomaly equation, while those involving also the modular forms \( E_4 \) and \( E_6 \) depend on integration constants. One can fix them by requiring that the perturbative limit of the above expressions, in which all Eisenstein series effectively are set to 1, matches with the known perturbative behavior that can be deduced from the relations between the modular \( A_n \) and the quantum \( W_n \) discussed in Section 3.3. In particular, from (3.37) with \( n = 2 \) we see that
\[
A_2|_{cl} = W_2|_{cl} + \left( \frac{N}{2} \right) \frac{m^2}{12} = \sum_{u_1 < u_2} a_{u_1} a_{u_2} + \left( \frac{N}{2} \right) \frac{m^2}{12} .
\] (4.41)
This perturbative behavior is matched by (4.40) only if
\[ \alpha = 1 \quad \text{and} \quad \beta = \gamma = 2 \, . \] (4.42)

It is reassuring to see that with this choice of parameters one precisely recovers the expression for \( A_2 \) in (4.21) that was obtained from the calculation of the period integrals. By extending this procedure to higher order we can also derive \( A_3 \) and \( A_4 \) and verify that they exactly agree with (4.22) and (4.23). This match is a very strong indication of the correctness of our calculations and the validity of the approach based on the modular anomaly equation (4.34).

Finally, we would like to remark that up to order \( m^{10} \) the matching with the perturbative results is enough to completely fix all integration constants, since there is a unique modular form of weight \( 2n \) up to \( n = 5 \). At \( n = 6 \), i.e. at order \( m^{12} \) there are two independent modular forms of weight 12, namely \( E_3^6 \) and \( E_2^6 \). So the knowledge of the perturbative behavior is not enough to fix all parameters and more information, for example from the 1-instanton sector, is needed. At \( n = 7 \), again the perturbative information is sufficient since only one modular form of weight 14 exists. However from that point on, some extra data from the non-perturbative sectors is necessary. This is exactly the same situation occurring also for the prepotential coefficients, as pointed out for instance in [42–44].

5 Chiral observables from localization

The discussion of the previous section clearly shows that in order to confirm the general relations among the chiral observables and their modular properties, and also to have data to fix the coefficients left undetermined by the modular anomaly equation, it is necessary to explicitly compute some instanton contributions. This is possible using the equivariant localization techniques.

Following the discussion in [42], we first deform the \( \mathcal{N} = 2^* \) theory by introducing the \( \Omega \)-background [3, 5] and then calculate the partition function in a multi-instanton sector. The \( \Omega \)-deformation parameters will be denoted \( \epsilon_1 \) and \( \epsilon_2 \). The partition function \( Z_k \) for the \( U(N) \) theory in the presence of \( k \)-instantons is obtained by doing the following multi-dimensional contour integral:
\[
Z_k = \oint_{\gamma} \prod_{i=1}^{k} \frac{d\chi_i}{2\pi i} \, z_k^{\text{gauge}} \, z_k^{\text{matter}} \, ,
\] (5.1)

where the integrand is given by
\[
z_k^{\text{gauge}} = \frac{(-1)^k}{k!} \left( \frac{\epsilon_1 + \epsilon_2}{\epsilon_1 \epsilon_2} \right)^k \frac{\Delta(0)\Delta(\epsilon_1 + \epsilon_2)}{\Delta(\epsilon_1)\Delta(\epsilon_2)} \prod_{i=1}^{k} \frac{1}{P(\chi_i + \frac{\epsilon_1 + \epsilon_2}{2}) P(\chi_i - \frac{\epsilon_1 + \epsilon_2}{2})} \] (5.2a)
\[
z_k^{\text{matter}} = \left( \frac{(\epsilon_1 + \epsilon_3)(\epsilon_1 + \epsilon_4)}{\epsilon_3 \epsilon_4} \right)^k \frac{\Delta(\epsilon_1 + \epsilon_2)\Delta(\epsilon_1 + \epsilon_4)}{\Delta(\epsilon_3)\Delta(\epsilon_4)} \prod_{i=1}^{k} \frac{1}{P(\chi_i + \frac{\epsilon_1 + \epsilon_2}{2}) P(\chi_i - \frac{\epsilon_1 + \epsilon_2}{2})} \] (5.2b)
with
\[ P(x) = \prod_{u=1}^{N} (x - a_u), \quad \Delta(x) = \prod_{i<j}^{k} (x^2 - \chi_{ij}^2), \] (5.3)

and \( \chi_{ij} = \chi_i - \chi_j \). The parameters \( \epsilon_3 \) and \( \epsilon_4 \) are related the hypermultiplet mass \( m \) according to
\[ \epsilon_3 = m - \frac{\epsilon_1 + \epsilon_2}{2}, \quad \epsilon_4 = -m - \frac{\epsilon_1 + \epsilon_2}{2}. \] (5.4)

The contour integrals are computed by closing the contours in the upper half planes of the \( \chi_i \) variables, assigning imaginary parts to the \( \epsilon \)'s, with the prescription [42]:
\[ \text{Im}(\epsilon_4) \gg \text{Im}(\epsilon_3) \gg \text{Im}(\epsilon_2) \gg \text{Im}(\epsilon_1) > 0. \] (5.5)

This prescription allows one to calculate the residues without ambiguity and obtain the partition function
\[ Z_{\text{inst}} = 1 + \sum_k q^k Z_k, \] (5.6)

from which one can derive the instanton part of prepotential
\[ F_{\text{inst}} = \lim_{\epsilon_1, \epsilon_2 \to 0} (-\epsilon_1 \epsilon_2 \log Z_{\text{inst}}) = \sum_{k=1}^{\infty} q^k F_k. \] (5.7)

In this way one can compute the non-perturbative contributions to the coefficients \( f_n \) and verify the agreement with the resummed expressions like those given in (2.17) (for details we refer to [42, 53] and references therein).

The same localization methods can be used to compute the chiral correlators, which are known to receive quantum corrections from all instanton sectors. In this framework the expectation value for the generating function of such chiral observables is given by [6–8, 53]
\[ \langle \text{Tr} e^{z \Phi} \rangle = \sum_{n=0}^{\infty} \frac{z^n}{n!} \langle \text{Tr} \Phi^n \rangle \bigg|_{\text{loc}} = \sum_{k=1}^{k} \sum_{i=1}^{\infty} q^k \int \frac{d\chi_i}{2\pi i} O(z, \chi_i) z_i^{\text{gauge}} z_i^{\text{matter}}, \] (5.8)

where the operator insertion in the instanton partition function is explicitly given by
\[ O(z, \chi_i) = k \sum_{i=1}^{k} e^{z \chi_i} (1 - e^{z \epsilon_1})(1 - e^{z \epsilon_2}), \] (5.9)

and the prescription to perform the contour integrals in (5.5) is the same as the one used for the instanton partition function. By explicitly computing these integrals order by order in \( k \) and then taking multiple derivatives with respect to \( z \), one obtains the various instanton contributions to the chiral observables \( \langle \text{Tr} \Phi^n \rangle \bigg|_{\text{loc}} \). Up to three instantons and for \( n \leq 5 \), we have explicitly verified that these instanton corrections can be compactly written using
the lattice sums (2.12) as follows

\[
\langle \text{Tr } \Phi^\nu \rangle \bigg|_{\text{loc}} = C^n - \left( \frac{n}{2} \right) 2 m^2 (q + 3q^2 + 4q^3 + \cdots) C^{n-2} \\
+ \left( \frac{n}{2} \right) 2 m^4 (q + 6q^2 + 12q^3 + \cdots) C^{n-2} + \left( \frac{n}{4} \right) 2 m^4 (3q^2 + 20q^3 + \cdots) C^{n-4} \\
- \left( \frac{n}{2} \right) 24 m^6 (q^2 + 8q^3 + \cdots) C^{n-2} + \left( \frac{n}{2} \right) m^6 (q + 12q^2 + 36q^3 + \cdots) C^{n-2} \\
- \left( \frac{n}{4} \right) 24 m^6 (q^3 + \cdots) C^{n-4} + O(m^8). 
\] (5.10)

Recall that \( C^n = \sum_n a^n \) and that one should set the Cs to zero when the superscript of the C’s is negative. Based on our previous experience we expect that the coefficients of the various structures in (5.10) are just the first terms of the instanton expansion of (quasi)-modular forms built out of Eisenstein series. This is indeed what happens. In fact, we find

\[
\langle \text{Tr } \Phi^\nu \rangle \bigg|_{\text{loc}} = C^n + \left( \frac{n}{2} \right) \frac{m^2}{12} (E_2 - 1) C^{n-2} \\
- \left( \frac{n}{2} \right) \frac{m^4}{144} (E_2^2 - E_4) C^{n-2} + \left( \frac{n}{4} \right) \frac{m^4}{720} (21 - 30E_2 + 10E_2^2 - E_4) C^{n-4} \\
- \left( \frac{n}{2} \right) \frac{m^6}{2160} (5E_2^3 - 3E_2E_4 - 2E_6) C^{n-2} - \left( \frac{n}{2} \right) \frac{m^6}{1728} (E_2^3 - 3E_2E_4 + 2E_6) C^{n-2} \\
+ \left( \frac{n}{4} \right) \frac{m^6}{4320} (15E_2^2 - 5E_2^3 - 15E_4 + 9E_2E_4 - 4E_6) C^{n-4} + O(m^8). 
\] (5.11)

By expanding the Eisenstein series in powers of \( q \) we can obtain the contributions at any instanton number. We have verified the correctness of our extrapolation by computing the 4 and 5 instanton terms in the U(4) theory and the 4 instanton terms in the U(5) theory, finding perfect match with the “predictions” coming from the Fourier expansion of (5.11). We also note that using the Matone relation [57], the result for \( n = 2 \) matches perfectly with the mass expansion of the prepotential obtained in [42, 43]. Another noteworthy feature of the formula (5.11) is that the same quasi-modular functions appear for all values of \( n \). Our results can therefore be thought of as a natural generalization of the result for the prepotential to other observables of the gauge theory.

To compare with our findings of the previous sections, it is convenient to change basis and make combinations of the above operators that describe the quantum version of the symmetric polynomials in the classical vacuum expectation values. At the first few levels
the explicit map is

\[ W_1^{\text{loc}} = \langle \text{Tr} \Phi \rangle_{\text{loc}}, \]
\[ W_2^{\text{loc}} = \frac{1}{2} \left( \langle \text{Tr} \Phi \rangle_{\text{loc}}^2 - \langle \text{Tr} \Phi^2 \rangle_{\text{loc}} \right), \]
\[ W_3^{\text{loc}} = \frac{1}{6} \left( \langle \text{Tr} \Phi \rangle_{\text{loc}}^3 - 3 \langle \text{Tr} \Phi \rangle_{\text{loc}} \langle \text{Tr} \Phi^2 \rangle_{\text{loc}} + 2 \langle \text{Tr} \Phi^3 \rangle_{\text{loc}} \right), \]
\[ W_4^{\text{loc}} = \frac{1}{24} \left( \langle \text{Tr} \Phi \rangle_{\text{loc}}^4 - 6 \langle \text{Tr} \Phi \rangle_{\text{loc}}^2 \langle \text{Tr} \Phi^2 \rangle_{\text{loc}} + 3 \langle \text{Tr} \Phi^2 \rangle_{\text{loc}}^2 \right. \]
\[ \quad + 8 \langle \text{Tr} \Phi \rangle_{\text{loc}} \langle \text{Tr} \Phi^3 \rangle_{\text{loc}} - 6 \langle \text{Tr} \Phi^4 \rangle_{\text{loc}} \right) \]

and so on. Plugging the localization results (5.11), after some long but straightforward algebra, we find

\[ W_1^{\text{loc}} = \sum_u a_u, \quad (5.13) \]
\[ W_2^{\text{loc}} = \sum_{u_1 < u_2} a_{u_1} a_{u_2} - \frac{N m^2}{24} (E_2 - 1) + \frac{m^4}{288} (E_2^2 - E_4) C_2^0 \]
\[ \quad + \frac{m^6}{4320} (5E_3^2 - 3E_2E_4 - 2E_6) C_4^0 + \frac{m^6}{3456} (E_2^3 - 3E_2E_4 + 2E_6) C_{2;11}^0 + O(m^8), \quad (5.14) \]
\[ W_3^{\text{loc}} = \sum_{u_1 < u_2 < u_3} a_{u_1} a_{u_2} a_{u_3} - \frac{(N - 2) m^2}{24} (E_2 - 1) \sum_u a_u + \frac{m^4}{288} (E_2^2 - E_4) \left( C_2^0 \sum_u a_u - 2C_2^1 \right) \]
\[ \quad + \frac{m^6}{4320} (5E_3^2 - 3E_2E_4 - 2E_6) \left( C_4^0 \sum_u a_u - 2C_2^1 \right) \]
\[ \quad + \frac{m^6}{3456} (E_2^3 - 3E_2E_4 + 2E_6) \left( C_{2;11}^0 \sum_u a_u - 2C_{2;11}^1 \right) + O(m^8), \quad (5.15) \]
\[ W_4^{\text{loc}} = \sum_{u_1 < \ldots < u_4} a_{u_1} a_{u_2} a_{u_3} a_{u_4} - \frac{m^2}{24} (E_2 - 1) \left( \left( \sum_u a_u \right)^2 + (N - 6) \sum_{u_1 < u_2} a_{u_1} a_{u_2} \right) \]
\[ \quad + \frac{m^4}{288} (E_2^2 - E_4) \left( C_2^0 \sum_{u_1 < u_2} a_{u_1} a_{u_2} - 2C_2^1 \sum_u a_u + 3C_2^2 - \frac{N}{2} \right) \]
\[ \quad + \frac{N m^4}{5760} \left( 5N (3E_2^2 - 2E_4 - 2E_2 + 1) - 30E_2^2 + 12E_4 + 60E_2 - 42 \right) \]
\[ \quad + \frac{m^6}{4320} (5E_3^2 - 3E_2E_4 - 2E_6) \left( C_4^0 \sum_{u_1 < u_2} a_{u_1} a_{u_2} - 2C_4^1 \sum_u a_u + 3C_4^2 - \frac{1}{2} C_2^0 \right) \]
\[ \quad + \frac{m^6}{3456} (E_2^3 - 3E_2E_4 + 2E_6) \left( C_{2;11}^0 \sum_{u_1 < u_2} a_{u_1} a_{u_2} - 2C_{2;11}^1 \sum_u a_u + 3C_{2;11}^2 \right) \]
\[ \quad - \frac{(N - 6) m^6}{6912} (E_2 - 1) (E_2^2 - E_4) C_2^0 + O(m^8). \quad (5.16) \]

It is remarkable to see in these expressions the same combinations of Eisenstein series and of lattice sums appearing in the \( W_n \) presented in (4.25)–(4.28). However, there are also some important differences which we are going to discuss.
The first observation is that, even though the classical part of the $W_n^{\text{loc}}$ is the degree $n$ symmetric polynomial in the vacuum expectation values, the full $W_n^{\text{loc}}$ do not satisfy the corresponding chiral ring relations. Indeed, it is not difficult to verify that
\[
W_{2,3,4}^{\text{loc}} \mid_{U(1)} \neq 0, \quad W_4^{\text{loc}} \mid_{U(2)} \neq 0, \quad W_4^{\text{loc}} \mid_{U(3)} \neq 0, \tag{5.17}
\]
whereas in all these cases one should expect a vanishing result if the $W_n^{\text{loc}}$ were the quantum version of the classical symmetric polynomials. We find that enforcing the chiral ring relations allows us to make contact with the results for the $W_n$ coming from the Seiberg-Witten curves. This amounts a redefinition of $W_n^{\text{loc}}$, and thereby a different choice of the generators for the chiral ring.

The second observation is that our explicit localization results allow us to perform this redefinition in a systematic way. Indeed, from
\[
W_2^{\text{loc}} \mid_{U(1)} = -\frac{m^2}{24} (E_2 - 1), \tag{5.18}
\]
we immediately realize that the “good” operator at level 2 can be obtained from $W_2^{\text{loc}}$ by removing the constant $m^2$ term proportional to $(E_2 - 1)$. We are thus led to define
\[
\tilde{W}_2 = W_2^{\text{loc}} + \frac{N m^2}{24} (E_2 - 1). \tag{5.19}
\]
Similarly, at level 3 we find that the term responsible for the inequalities in (5.17) is again the $m^2$ part proportional to $(E_2 - 1)$, so that the desired operator is
\[
\tilde{W}_3 = W_3^{\text{loc}} + \frac{(N - 2) m^2}{24} (E_2 - 1) \sum_{a} a_u. \tag{5.20}
\]
At level 4 we see that the non-vanishing results in (5.17) are due again to the $m^2$ terms proportional to $(E_2 - 1)$ but also to the $a$-independent terms at order $m^4$ and to the $m^6$ terms in the last line of (5.16). This motivates us to introduce
\[
\tilde{W}_4 = W_4^{\text{loc}} + \frac{m^2}{24} (E_2 - 1) \left( (\sum_{a} a_u)^2 + \frac{(N - 6) m^2}{24} \sum_{u_1 < u_2} a_{u_1} a_{u_2} \right) - \frac{N m^4}{5760} \left( 5N (3E_2^2 - 2E_4 - 2E_2 + 1) - 30E_2^2 + 12E_4 + 60E_2 - 42 \right) + \frac{(N - 6) m^6}{6912} (E_2 - 1) (E_2^2 - E_4) C_2^0. \tag{5.21}
\]
It is interesting to observe that the difference between $\tilde{W}_n$ and $W_n^{\text{loc}}$ only consists of terms whose coefficients are polynomials in the Eisenstein series that do not have a definite
modular weight, whereas the common terms at order $m^{2\ell}$ are quasi-modular forms of weight $2\ell$. Removing all such inhomogeneous terms from the $W^\text{loc}_n$ yields the one-point functions that satisfy the classical chiral ring relations. Furthermore, it is worth noticing that (5.21) can be rewritten as

\[
\hat{W}_4 = W^\text{loc}_4 + \frac{(N - 6) m^2}{24} (E_2 - 1) W^\text{loc}_2 + \frac{m^2}{24} (E_2 - 1) W^2_1
\]

\[
- \frac{N m^4}{5760} \left( 5N \left( E_2^2 - 2E_4 + 2E_2 - 1 \right) + 30E_2^2 + 12E_4 - 60E_2 + 18 \right).
\]

The fact that the $m^6$ terms are exactly reabsorbed is a very strong indication that the above formula is exact in $m$. Notice also that this redefinition, like the previous ones (5.19) and (5.20), is exact in the gauge coupling.

The most important point, however, is that the resulting expressions for the $\hat{W}_n$ derived from the localization formulas precisely match those for the $W_n$ obtained from the SW curves in the previous section. Indeed, comparing (5.19)–(5.21) with (4.26)–(4.28), we have

\[
\hat{W}_n = W_n.
\]

Our calculations provide an explicit proof of this equivalence for $n \leq 4$, but of course they can be generalized to higher levels.

Summarizing, we have found that the quantum coordinates of the moduli space computed using the SW curves for the $\mathcal{N} = 2^* U(N)$ theory agree with those obtained from the localization formulas provided on the latter we enforce the classical chiral ring relations obeyed by the symmetric polynomials. Enforcing these relations is clearly a choice that amounts to selecting a particular basis for the generators of the chiral ring. It would be interesting to explore the possibility of modifying the localization prescription in order to obtain chiral observables that automatically satisfy such relations without the need for subtracting the non-quasi-modular terms.

6 1-instanton results

In the previous sections we have presented a set of results that are exact in the gauge coupling constant for quantities that have been evaluated order by order in the hypermultiplet mass. Here instead, we exhibit a result that is exact in $m$ but is valid only at the 1-instanton level. To do so let us consider the localization results (5.10) for the one-point functions $\langle \text{Tr } \Phi^n \rangle_{\text{loc}}$, and focus on the terms proportional to $q$ corresponding to $k = 1$. Actually, the calculations at $k = 1$ can be easily performed also for higher rank groups and pushed to higher order in the mass without any problems. Collecting these results, it is does not take long to realize that they have a very regular pattern and can be written compactly as

\[
\langle \text{Tr } \Phi^n \rangle_{k=1} = -n(n - 1) q m^2 \left( C^{n-2} - m^2 \frac{C_{2}^{n-2}}{2} - \frac{m^4}{24} C_{2;1}^{n-2} - \frac{m^6}{24} C_{2;11}^{n-2} + \cdots \right)
\]

\[
= -n(n - 1) q m^2 \left( C^{n-2} - \sum_{\ell=0}^{\frac{m^2+n}{2}} \frac{m^{2+\ell}}{\ell!} C_{2;3\ldots1}^{n-2} \right).
\]

- 25 -
Notice that $C_{2;1}^{p}$ with an odd number of 1’s is zero, and that for a U($N$) theory only $N - 1$ terms are present in the sum over $\ell$. Using the explicit form of the lattice sums (2.12), one can resum the above expression and find

$$
\langle \text{Tr } \Phi^n \rangle |_{k=1} = -n(n - 1) q m^2 \sum_{\lambda \in W} (\lambda \cdot \phi)^{n-2} \left[ 1 - \sum_{\alpha \in \Psi_{\lambda}} \frac{m^2}{(\alpha \cdot \phi)^2} \prod_{\beta \in \Psi_{\alpha}} \left( 1 + \frac{m}{\beta \cdot \phi} \right) \right].
$$

This is a generalization of an analogous formula for the prepotential found in [42, 43], to the case of the chiral observables of the $\mathcal{N} = 2^*$ theory. Being exact in $m$, we can use (6.2) to decouple the hypermultiplet by sending its mass to infinity and thus obtain the 1-instanton contribution to the one-point function of the single trace operators in the pure $\mathcal{N} = 2$ U($N$) gauge theory. More precisely, this decoupling limit is

$$
m \to \infty \quad \text{and} \quad q \to 0 \quad \text{with} \quad q m^{2N} \equiv \Lambda^{2N} \quad \text{fixed}.
$$

Recalling that the number of roots $\beta$ in $\Psi_{\alpha}$ is $2N - 4$, we see that the highest mass power in (6.2) is precisely $m^{2N}$, so that in the decoupling limit we get

$$
\langle \text{Tr } \Phi^n \rangle |_{k=1} = n(n - 1) \Lambda^{2N} \sum_{\lambda \in W} \sum_{\alpha \in \Psi_{\lambda}} (\lambda \cdot \phi)^{n-2} \prod_{\beta \in \Psi_{\alpha}} \frac{1}{\beta \cdot \phi}.
$$

We remark that for $n = 2$ this formula agrees with the 1-instanton prepotential of the pure $\mathcal{N} = 2$ theory, which was derived in [58, 59] using completely different methods. Indeed, through the Matone relation [57] (Tr $\Phi^2$) and the prepotential at 1 instanton are proportional to each other.

Moreover, if we restrict to SU($N$), it is possible to verify that (6.4) is in full agreement with the chiral ring relations of the pure $\mathcal{N} = 2$ SYM theory that follow by expanding in inverse powers of $z$ the identity [54] [8] [52]

$$
\left\langle \text{Tr } \frac{1}{z - \Phi} \right\rangle = \frac{P'_N(z)}{\sqrt{P^2_N(z) - 4\Lambda^{2N}}}.
$$

where

$$
P_N(z) = z^N + \sum_{\ell=2}^{N} u_\ell z^{N-\ell},
$$

is a degree $N$ polynomial that encodes the Coulomb moduli $u_\ell$ appearing in the SW curve of the pure SU($N$) SYM theory.

It would be nice to see whether the formulas (6.2) and (6.4) for generic $n$ are valid also for other groups, as is the case for the $n = 2$ case [59][42, 43].

7 Conclusions and discussion

In this work we have performed a detailed analysis of the simplest chiral observables constructed from the adjoint scalar $\Phi$ of the $\mathcal{N} = 2^*$ U($N$) SYM theory. The expressions for $\langle \text{Tr } \Phi^n \rangle$ that we obtained using localization methods are written as mass expansions, with
the dependence on the gauge coupling constant being completely resummed into quasi-modular forms, and the dependence on the classical vacuum expectation values expressed through lattice sums involving the roots and weights of the gauge algebra. Therefore, these findings can be thought of as a natural generalization of the results obtained in [42]–[44] for the prepotential to other observables of the $\mathcal{N} = 2^*$ theory.

We also found that the symmetric polynomials $W_n$ constructed out of $\langle \text{Tr} \Phi^n \rangle$ do not satisfy the classical chiral ring relations [52], while some simple redefinitions allow one to enforce them. The redefined chiral observables obtained in this way perfectly match those we derived by completely independent means, namely from the SW curves and the associated period integrals, or from modular anomaly equations. We then identified particular combinations $A_n$ of chiral observables that transform as modular forms of weight $n$ under the non-perturbative S-duality group, and derived a relation between the $W_n$ and the $A_n$ which is exact both in the hypermultiplet mass and in the gauge coupling constant.

Given that our results are a generalization of what was found in [42]–[44], it is natural to ask ourselves about the possibility of extending the above analysis to $\mathcal{N} = 2^*$ theories with other classical groups. In this respect we recall that the integrable system that governs the quantum gauge theory for these cases and the associated Lax pair have been obtained in [60, 61]. However, for the $D_n$ series, the explicit form of the spectral curves in terms of elliptic and modular forms is only known for cases with low rank [50]. Thus, it would be very interesting to revisit this problem in the present context, especially given the significant progress that has been made relating gauge theories and integrable systems over the past decade [10, 62, 63]. The localization results available for a generic group $G$ would provide additional checks on the correctness of the proposed solution. Another important class of theories to consider would be the superconformal ADE quiver-type models studied in [52] and their $\Omega$-deformed generalizations [64].

It would also be worthwhile to calculate these chiral observables for other theories, such as SQCD-like theories. In these cases, the prepotential has been resummed in terms of quasi-modular forms of generalized triangle groups in a special locus on the moduli space [40, 41] and thus it would be interesting to see if one can obtain similar results for the one point functions of chiral observables as well.

Finally, we remark that the calculation of the one point functions $\langle \text{Tr} \Phi^n \rangle$ has an important role in the physics of surface operators [65, 66] (for a review see for instance [67]). The infrared physics of surface operators in $\mathcal{N} = 2$ gauge theories is in fact captured by a twisted effective superpotential in a two dimensional theory. As shown in [68], one of the ways in which this twisted superpotential can be determined is from the generating function of the expectation values of chiral ring elements in the bulk four dimensional theory. Our results can be interpreted as a first step in this direction. Furthermore, it would be interesting to explore if the existence of combinations of chiral ring elements that have simple modular behaviour under S-duality can be useful to improve our understanding of the two dimensional theory that captures the infrared physics of surface operators.
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A Eisenstein series and elliptic functions

- Eisenstein series

The Eisenstein series $E_{2n}$ are holomorphic functions of $\tau \in \mathbb{H}_+$ defined as

$$E_{2n} = \frac{1}{\zeta(2n)} \sum_{m,n \in \mathbb{Z} \setminus \{0,0\}} \frac{1}{(m+n\tau)^{2n}}. \quad (A.1)$$

For $n > 1$, they are modular forms of weight $2n$, namely under an $SL(2, \mathbb{Z})$ transformation $\tau \to \tau' = \frac{a\tau + b}{c\tau + d}$ with $a,b,c,d \in \mathbb{Z}$ and $ad - bc = 1$, they transform as

$$E_{2n}(\tau') = (c\tau + d)^{2n} E_{2n}(\tau). \quad (A.2)$$

For $n = 1$, the $E_2$ series is instead quasi-modular. Its modular transformation has in fact an anomalous term:

$$E_2(\tau') = (c\tau + d)^2 E_2(\tau) + \frac{6}{i\pi} c(c\tau + d). \quad (A.3)$$

All modular forms of weight $2n > 6$ can be expressed as polynomials of $E_4$ and $E_6$; the quasi-modular forms instead can be expressed as polynomials in $E_2$, $E_4$ and $E_6$.

The Eisenstein series admit a Fourier expansion in terms of $q = e^{2\pi i \tau}$ of the form

$$E_{2n} = 1 + \frac{2}{\zeta(1-2n)} \sum_{k=1}^{\infty} \sigma_{2n-1}(k) q^k, \quad (A.5)$$

where $\sigma_p(k)$ is the sum of the $p$-th powers of the divisors of $k$. In particular, this amounts to

$$E_2 = 1 - 24 \sum_{k=1}^{\infty} \sigma_1(k) q^k = 1 - 24q - 72q^2 - 96q^3 + \cdots,$$

$$E_4 = 1 + 240 \sum_{k=1}^{\infty} \sigma_3(k) q^k = 1 + 240q + 2160q^2 + 6720q^3 + \cdots, \quad (A.6)$$

$$E_6 = 1 - 504 \sum_{k=1}^{\infty} \sigma_5(k) q^k = 1 - 504q - 16632q^2 - 122976q^3 + \cdots.$$

The quasi-modular and modular forms are connected to each other by logarithmic $q$-derivatives as

$$q \frac{dE_2}{dq} = \frac{1}{12} \left( E_2^2 - E_4 \right), \quad q \frac{dE_4}{dq} = \frac{1}{3} \left( E_2 E_4 - E_6 \right), \quad q \frac{dE_6}{dq} = \frac{1}{2} \left( E_2 E_6 - E_4^2 \right). \quad (A.7)$$
while $E_2$ is related to the derivative of the Dedekind $\eta$-function

$$\eta(q) = q^{1/24} \prod_{k=1}^{\infty} (1-q^k).$$

(A.8)

In fact, we have

$$q \frac{d}{dq} \log \left( \frac{\eta}{q^{1/24}} \right) = -\sum_{k=1}^{\infty} \sigma_1(k)q^k = \frac{E_2 - 1}{24}.$$

(A.9)

• $\theta$-functions

The Jacobi $\theta$-functions are defined as

$$\theta_{[a,b]}(z|\tau) = \sum_n e^{\pi i r(n-a)^2 + 2\pi i (z-\frac{b}{2})(n-\frac{a}{2})},$$

(A.10)

for $a,b = 0,1$. These functions are quasi-periodic, in a multiplicative fashion, for shifts of the variable $z$ by a lattice element $\lambda = p\tau + q$, with $p,q \in \mathbb{R}$; in fact one has

$$\theta_{[a,b]}(z+\lambda|\tau) = e(\lambda,z) \theta_{[a,b]}(z|\tau),$$

(A.11)

where

$$e(\lambda,z) = e^{-\pi ir^2 - 2\pi i p(z-\frac{b}{2}) - \pi i a q}.$$

(A.12)

As customary, we use the notation

$$\theta_1(z|\tau) = \theta_{[1,0]}(z|\tau), \quad \theta_2(z|\tau) = \theta_{[1,1]}(z|\tau),$$

$$\theta_3(z|\tau) = \theta_{[0,1]}(z|\tau), \quad \theta_4(z|\tau) = \theta_{[0,0]}(z|\tau).$$

(A.13)

By evaluating these functions at $z = 0$, one obtains the so-called $\theta$-constants $\theta_4(\tau)$, which satisfy the abstruse identity:

$$\theta_3(\tau)^4 - \theta_2(\tau)^4 - \theta_4(\tau)^4 = 0,$$

(A.14)

while $\theta_1(\tau) = 0$.

The Eisenstein series $E_4$ and $E_6$ can be written as polynomials in the $\theta$-constants according to

$$E_4 = \frac{1}{2}(\theta_2(\tau)^8 + \theta_3(\tau)^8 + \theta_4(\tau)^8),$$

$$E_6 = \frac{1}{2}(\theta_3(\tau)^4 + \theta_4(\tau)^4)(\theta_2(\tau)^4 + \theta_3(\tau)^4)(\theta_1(\tau)^4 - \theta_4(\tau)^4).$$

(A.15)

• Weierstraß function

The Weierstraß function $\wp(z|\tau)$ defined by

$$\wp(z|\tau) = \frac{1}{z^2} + \sum_{m,n \in \mathbb{Z}^2 \setminus \{0,0\}} \left( \frac{1}{(z+m\tau+n)^2} - \frac{1}{(m\tau+n)^2} \right),$$

(A.16)
is a meromorphic function in the complex \( z \)-plane with a double pole in \( z = 0 \), which is doubly periodic with periods 1 and \( \tau \). We often leave the \( \tau \)-dependence implicit, and write simply \( \wp(z) \).

It is a Jacobi form of weight 2 and index 0, namely under a modular transformation (A.2) combined with \( z \to z' = z/(c\tau + d) \), it transforms as

\[
\wp(z'|\tau') = (c\tau + d)^2 \wp(z|\tau).
\]

(A.17)

It also satisfies the following differential equation

\[
\wp'(z|\tau)^2 = 4 \wp^3(z|\tau) - \frac{4\pi^4 E_4}{3} \wp(z|\tau) - \frac{8\pi^6 E_6}{27}.
\]

(A.18)

Using the quasi-periodicity properties of the \( \theta \)-functions given in (A.11), it is easy to show that second derivative of \( \theta_1 \) is a proper periodic function; indeed

\[
\frac{d^2}{dz^2} \log \theta_1(z + m + n\tau|\tau) = \frac{d^2}{dz^2} \log \theta_1(z|\tau).
\]

(A.19)

Furthermore, by studying its pole structure, it is possible to show that it coincides with the Weierstraß function, up to a \( z \)-independent term:

\[
\wp(z|\tau) = -\frac{d^2}{dz^2} \log \theta_1(z|\tau) + c.
\]

(A.20)

The explicit evaluation of the constant shows that

\[
c = -\frac{\pi^2}{3} \left( 1 - 24 \sum_{k=1}^{\infty} \frac{q^k}{(1 - q^k)^2} \right) = -\frac{\pi^2}{3} \left( 1 - 24 \sum_{k=1}^{\infty} \sigma_1(k) q^k \right) = -\frac{\pi^2}{3} E_2,
\]

(A.21)

so that we have

\[
\wp(z|\tau) = -\frac{d^2}{dz^2} \log \theta_1(z|\tau) - \frac{\pi^2}{3} E_2.
\]

(A.22)

Using the notation of Section 3.2 (see in particular (3.28)), from (A.22) one can easily show that

\[
h_1' = \frac{1}{2\pi i} \frac{d}{dz} h_1(z) = \frac{1}{(2\pi i)^2} \frac{d^2}{dz^2} \log \theta_1(z|\tau) = -\frac{\wp(z|\tau)}{(2\pi i)^2} + \frac{E_2}{12}
\]

(A.23)

which proves the first identity in (3.35). By taking further derivatives of this equation with respect to \( 2\pi iz \) and using the differential equation (A.18), one can straightforwardly prove the other identities in (3.35).

Using the periodicity property (A.19), it is possible to exploit the relation (A.22) to deduce the values of the integral of the \( \wp \) function along the \( \alpha \) and \( \beta \) cycles of the torus, that are parametrized respectively by \( z = \gamma \) and \( z = \gamma \tau \), with \( \gamma \in [0,1] \); for instance we have

\[
\int_\alpha \wp(z|\tau) = -\frac{\pi^2}{3} E_2.
\]

(A.24)

This result has been used in Section 4, see in particular (4.17).
By differentiating the differential equation (A.18) and using the previous result, one can compute also the integral of higher powers of \( \wp \). For instance, the first derivative of (A.18) yields the relation

\[
\wp(z|\tau)' = 6 \wp(z|\tau)^2 - \frac{2\pi^4}{3} E_4
\]

from which we find

\[
\int \wp^2(z|\tau) = \frac{\pi^4}{9} E_4 .
\]

Proceeding in this way, one can easily compute the period integrals for higher powers of \( \wp \), (see for example [37] and references therein).

B Generalized Donagi-Witten polynomials

In Section 3.1 we obtained the expression of the first polynomials \( P_n \) that appear in the Donagi-Witten curve, by imposing the requirements that they satisfy the recursion relation

\[
\frac{dP_n}{dt} = n P_{n-1} ,
\]

and that their behaviour at infinity is

\[
P_n(t + \frac{m}{u}) \sim \frac{\alpha_n}{u} + \text{regular} .
\]

This procedure can be iteratively carried out order by order in \( n \). The general form of the \( P_n \) required from (B.1) is

\[
P_n = t^n - \sum_{p=2}^{n} (-1)^p (p - 1) x_p m^p \binom{n}{p} t^{n-p} ,
\]

where the coefficients \( x_p \) are elliptic and modular forms of weight \( p \) that can be fixed recursively. As discussed in the main text, up to \( n = 3 \) the solution to the constraints is unique, namely

\[
P_0 = 1 , \quad P_2 = t^2 - m^2 x , \quad P_1 = t , \quad P_3 = t^3 - 3 tm^2 x + 2m^3 y .
\]

From \( n = 4 \) on, several combinations of elliptic and modular forms start to appear and their relative coefficients are not uniquely fixed by the requirement of the behaviour at infinity. For instance, for \( n = 4 \) and \( n = 5 \) one finds a one-parameter family of solutions, and for \( n = 6 \) a two-parameter family of solutions, given by

\[
\begin{align*}
P_4 &= t^4 - 6 t^2 m^2 + 8 t y m^3 - (3 x^2 - \alpha E_4) m^4 , \\
P_5 &= t^5 - 10 t^3 m^2 x + 20 t^2 m^3 y - 5 t (3 x^2 - \alpha E_4) m^4 + 4 m^5 x y , \\
P_6 &= t^6 - 15 t^4 m^2 x + 40 t^3 m^3 y - 15 t^2 (3 x^2 - \alpha E_4) m^4 + 24 t m^5 x y \\
&\quad - m^6 \left( (5 + \beta) x^3 - \beta y^2 - \frac{E_4}{48} (32 - 720 \alpha + \beta) x \right) .
\end{align*}
\]

These polynomials correspond to the expression in (B.3) where the first few \( x_p \) are

\[
\begin{align*}
x_2 &= x , & x_3 &= y , & x_4 &= x^2 - \alpha E_4 , \\
x_5 &= xy , & x_6 &= \frac{1}{5} \left( (5 + \beta) x^3 - \beta y^2 - \frac{E_4}{48} (32 - 720 \alpha + \beta) x \right) .
\end{align*}
\]
C Modular covariance from the D’Hoker-Phong curve

In this Appendix we explain how to obtain the relation (3.37) between the modular covariant \( A_n \) and the \( W_n \), directly from the D’Hoker-Phong form of the SW curve instead of comparing it with the Donagi-Witten curve as we did in Section 3.3.

Recall that in the D’Hoker-Phong approach the SW curve is given by

\[
R(t,z) = \sum_{\ell=0}^{N} (-1)^\ell W_\ell \left[ t - m \left( \frac{1}{2\pi i} \frac{d}{dz} + h_1(z) \right) \right] \bigg|_{h_1=0}^{N-\ell} = 0 \tag{C.1}
\]

As discussed in the main text, the coefficients \( W_\ell \) do not transform homogeneously under S-duality. One can see this clearly by analyzing how the other objects appearing in (C.1) transform. In fact, using (A.23), the modular property (A.17) of the Weierstraß function implies that \( h'_1 \) transforms as a quasi-modular form of weight 2. Acting with additional derivatives on both sides of (A.23) kills the term proportional to \( E_2 \) so that the \( n \)-th derivative of \( h_1 \) for \( n > 1 \) transforms homogeneously with weight \( n+1 \). On the other hand, from the analysis in section 3.1, we know that one can rewrite the equation for the curve such that it becomes modular of weight \( N \). Hence there must exist some inhomogeneous transformation law of the \( W_\ell \), compensating the inhomogeneous transformation of \( h'_1 \), such that the whole polynomial is modular covariant. Indeed, if not for this inhomogeneous transformation of \( h'_1 \), the curve would be manifestly modular covariant.

These observations suggest to introduce a new function \( R_{\text{mod}}(t,z) \) with coefficients \( A_\ell \), by substituting the quasi-modular \( h'_1 \) for the modular expression \( h'_1 - E_2/12 \), namely

\[
R_{\text{mod}}(t,z) = \sum_{\ell=0}^{N} (-1)^\ell A_\ell \left[ t - m \left( \frac{1}{2\pi i} \frac{d}{dz} + h_1(z) \right) \right] \bigg|_{h_1=0, h'_1 \to h'_1 - E_2/12}^{N-\ell} . \tag{C.2}
\]

By construction, this polynomial is modular of weight \( N \) if the coefficients \( A_\ell \) are modular of weight \( \ell \). Equating \( R_{\text{mod}} = R \) then yields a relation between the modular covariant \( A_\ell \) and the expectation values of symmetric polynomials \( W_\ell \), which agrees exactly with (3.37).

In fact, the asymptotic expansion at large \( t \) of \( R_{\text{mod}} \) reads

\[
R_{\text{mod}}(t,z) = t^N - t^{N-1} A_1 + t^{N-2} \left[ A_2 + \binom{N}{2} m^2 \left( h'_1 - \frac{E_2}{12} \right) \right] - t^{N-3} \left[ A_3 + \binom{N-1}{2} m^2 \left( h'_1 - \frac{E_2}{12} \right) A_1 + m^3 \binom{N}{3} h''_1 \right] + t^{N-4} \left[ A_4 + \binom{N-2}{2} m^2 \left( h'_1 - \frac{E_2}{12} \right) A_2 + m^3 \binom{N-1}{3} h''_1 A_1 \right]
\]

\[
+ \binom{N}{4} m^4 \left( h''_1 + 3 \left( h'_1 - \frac{E_2}{12} \right)^2 \right) A_1 + O(t^{N-5}) . \tag{C.3}
\]

By comparing this with (3.33) and equating the coefficients of the various \( t \) powers we can easily find the relation (3.37).
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