ON THE MARTINGALE PROPERTY IN THE ROUGH BERGOMI MODEL
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Abstract. We consider a class of fractional stochastic volatility models (including the so-called rough Bergomi model), where the volatility is a superlinear function of a fractional Gaussian process. We show that the stock price is a true martingale if and only if the correlation $\rho$ between the driving Brownian motions of the stock and the volatility is nonpositive. We also show that for each $\rho < 0$ and $m > \frac{1}{1-\rho^2}$, the $m$-th moment of the stock price is infinite at each positive time.

1. Introduction and main results

We are interested in fractional stochastic volatility models where the dynamics of (discounted) stock price under a risk-neutral measure take the form

\begin{align}
\frac{dS_t}{S_t} &= \sigma(t, Y_t) dW_t \\
Y_t &= \int_0^t K(t, s) dZ_s
\end{align}

where $Z_t = \rho W_t + \bar{\rho} \bar{W}_t$, $W, \bar{W}$ are two independent Brownian motions on a filtered probability space $(\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$, and $\rho^2 + \bar{\rho}^2 = 1$.

A specific example we have in mind is the so-called Rough Bergomi model introduced in [2]. In that model $Y$ is a Riemann-Liouville fractional Brownian motion of Hurst parameter $H \in (0, 1)$, i.e.

$$K(t, s) = C_H (t - s)^{H - \frac{1}{2}}$$

and the volatility function takes the form

$$\sigma(t, y) = \zeta(t) \exp(\eta y)$$

where $\eta > 0$ and $\zeta$ is a continuous function of $t$. The rough Bergomi model with $H \in (0, \frac{1}{2})$ is part of a larger class of fractional stochastic volatility models (so-called ”rough volatility models”) which has been recently observed to reproduce several features of historical [9] and pricing [1, 7, 2] data, and has been the subject of intense recent academic activity\(^1\).

The first question we consider in this note is whether the price process $S$, which is obviously a local martingale (and a supermartingale) is a true martingale. The true martingale property is very important in practice, since using a strict local martingale measure for pricing has some obvious drawbacks. For instance: if $S$ is a strict local martingale then $\mathbb{E}[S_T] < S_0$ for some $T > 0$, so that already the price given by the model for holding one unit of stock until time $T$ does not coincide with market data (this suggests that the asset price is greater than its actual ”fundamental” value

---

\(^1\)See for instance the website [https://sites.google.com/site/roughvol/home](https://sites.google.com/site/roughvol/home) for an up to date listing of the relevant litterature.
and for this reason strict local martingale models have been used in the modelisation of bubbles, see [15] and references therein.

Note that in the rough Bergomi model, due to the superlinear growth of $\sigma$, Novikov’s criterion for martingality is never satisfied. Nevertheless we show that if the correlation is nonpositive (which is typically the case in actual applications), the price process is indeed a true martingale. Actually our result does not rely on the specific form of $\sigma$ in the rough Bergomi model, and only requires a (rather weak) assumption on $K$ and $\sigma$. We also show the converse implication in the case of a Riemann-Liouville type kernel, under a more specific assumption of superlinear growth of $\sigma$.

**Theorem 1.** (1) Assume that the kernel $K$ is such that (2.3) defines a Gaussian process with continuous sample paths, $\sigma = [0, \infty) \times \mathbb{R} \to \mathbb{R}_+$ is continuous and bounded on $[0, T] \times (-\infty, a]$ for each $T, a > 0$. Then if $\rho \leq 0$, $(S_t)_{t \geq 0}$ defined by (1.1)-(1.2) is a true martingale.

(2) Assume in addition that there exists $T_0 > 0$ such that for some $\alpha > \frac{1}{2}$,

$$\forall 0 \leq s \leq t \leq T_0, \quad K(t, s) \geq \alpha(t-s)^{\alpha-1}$$

and $\sigma \geq \sigma_0$ on $[0, T_0] \times \mathbb{R}$, where $\sigma_0 : [0, T_0] \times \mathbb{R} \to \mathbb{R}_+$ is continuous, nondecreasing in $x$, locally Lipschitz in $x$ (uniformly in $t \in [0, T_0]$) and such that for some $A > 0$,

$$\int_A^{+\infty} \left( \inf_{t \in [0, T_0]} \sigma_0(t, w) \right)^{\frac{1}{\alpha}} \frac{dw}{w} < +\infty,$$

Then if $\rho > 0$, for each $t > 0$, one has $\mathbb{E}[S_t] < S_0$.

The second result of this note deals with the moments of the stock price. We show that, under a similar assumption (satisfied by the rough Bergomi model), for each value of $\rho \in (-1, 0]$, some of the higher order moments are infinite.

**Theorem 2.** Assume that there exists $T_0 > 0$ s.t. for some $\alpha > \frac{1}{2}$, $K(s, t) = \alpha(t-s)^{\alpha-1}$ for all $0 \leq s \leq t \leq T_0$ and $\sigma = \sigma_0$ on $[0, T_0] \times \mathbb{R}$ with $\sigma_0$ as in Theorem 1 (2). Then if $\rho \leq 0$, $m > 1$ are such that $\rho^2 < \frac{m-1}{m}$, it holds that for all $t > 0$, $\mathbb{E}[S_t^m] = +\infty$.

The finiteness of moments is important for instance in Monte Carlo simulation (to know that the Monte Carlo error is ruled by CLT estimates, finite variance is needed) and in asymptotic formulae (to go from stock price large deviations to call price asymptotics, see for instance [6, section 4.2]). It would therefore be very useful to obtain a converse (positive) result.

We remark that in the Brownian case ($K \equiv 1$), both of the above results are well known, cf. [17, 13, 14], and in that case the condition $\rho^2 > \frac{m-1}{m}$ is also a sufficient condition for the moments to be finite. The fact that all moments of order greater than 1 are infinite in the fractional case with $\rho = 0$ was recently obtained in [12] under slightly different assumptions (along with some partial results for $\rho \neq 0$). We also point out that in the case of the rough Heston model, [10] have recently obtained some results on moments of the stock price (which are similar in spirit to those for classical Heston, and therefore quite different from ours).

The remainder of this note is devoted to the proofs of Theorems 1 and 2, which we now outline. The proof of Theorem 1 follows the classical argument (found already in the aforementioned [17, 13, 14], see also [3, 16] for additional references) relating the martingale property of stochastic exponentials with explosions of a SDE (in our case, this will be a Volterra SDE). The martingale property (1) is then essentially immediate, while the proof of (2) follows from the fact that the Volterra SDE may blow up in arbitrarily short time with positive probability.
The proof of Theorem 2 relies on the Boué-Dupuis formula, which expresses the expectation of exponentials of Brownian functionals as values of (here: Volterra) stochastic control problems. We then show that for the considered values of the parameters, we may choose a feedback control such that, as in the previous proof, the process (and the value) blow up in arbitrarily small time. This proof is new even in the classical (Markovian) case.

2. Proofs

2.1. Preliminaries.

2.1.1. Volterra integral equations. In this subsection, we fix

\[ K_\alpha(r) = \alpha r^{\alpha-1} \text{ for some } \alpha > 0, \]
\[ z : [0, \infty) \to \mathbb{R} \text{ continuous} \]
\[ b : [0, \infty) \times \mathbb{R} \to \mathbb{R}_+ \text{ continuous} \]

and consider the Volterra equation

\[ y(t) = z(t) + \int_0^t K_\alpha(t - s) b(s, y(s)) ds, \quad t \geq 0, \]

of unknown \( y \).

We will use the following results.

**Proposition 1.** Assume that \( b \) is Lipschitz continuous in \( x \), uniformly in \( t \in [0, T] \) for each \( T > 0 \). Then (2.1) admits a unique continuous solution \( y \) on \( [0, \infty) \).

**Proof.** Uniqueness is easy to check directly, and existence follows from [11, Theorem 12.2.8]. \( \Box \)

**Proposition 2.** Assume that \( b \) is nondecreasing in \( x \) and locally Lipschitz in \( x \) (uniformly in \( t \in [0, T] \) for each \( T > 0 \)). Then:

1. there exists a unique pair \( (y, T_\infty) \) such that \( y \) is a continuous solution of (2.1) on \( [0, T_\infty) \), and \( \lim_{t \to T_\infty} y(t) = +\infty \).
2. Let \( T < T_\infty, u : [0, T] \to \mathbb{R} \) continuous such that

\[ u(t) \leq (\text{resp. } \geq) z(t) + \int_0^t K_\alpha(t - s) b(s, u(s)) ds, \quad \forall 0 \leq t \leq T. \]

Then \( u \leq y \) (resp. \( u \geq y \)) on \( [0, T] \).

3. Assume that \( t \mapsto z(t) \) and \( t \mapsto \sigma(t, x) \) are nondecreasing (for each \( x \in \mathbb{R} \)). Then so is \( t \mapsto y(t) \).

**Proof.** cf. [11, Theorems 13.5.1 and 13.4.7] and [5, Theorem 2.6]. \( \Box \)

We will also use the following lemma which gives an explicit upper bound on blow-up time for solutions to (2.1).

**Lemma 1.** In the setting of Proposition 2, assume that \( t \mapsto z(t) \) is nondecreasing. Then with \( T_\infty \) as in (1), it holds that for each \( T > 0 \)

\[ T_\infty \wedge T \leq \inf_{x \geq 0} \left( h(x) + \frac{1}{\alpha} \int_x^\infty \left( \frac{w}{\inf_{t \in [0,T]} b(t, w)} \right)^{\frac{1}{\alpha}} \frac{dw}{w} \right), \]

where \( h(x) = \sup\{t : z(t) \leq x\} \).
Proof. We follow arguments from [5]. By Proposition 2 (2), it suffices to consider the solution to (2.1) when \( b \) is replaced by \( b_0 := \inf_{t \in [0, T]} b(t, \cdot) \).

We fix \( x \geq 0 \) such that \( h(x) \) and \( \int_x^{\infty} \left( \frac{w}{\ln(w)} \right)^{\frac{1}{\alpha}} \frac{dw}{w} \) are finite, \( R > 1 \), and for each \( n \geq 0 \) we let

\[
T_n = \sup \{ t : y(t) \leq xR^n \} \in (0, +\infty].
\]

Note that \( T_0 \leq h(x) \). We then have for \( n \geq 1 \), for each \( t > T_{n-1} \)

\[
y(T_n \wedge t) = xR^n = z(T_n \wedge t) + \int_0^{T_n \wedge t} \alpha((T_{n-1} \wedge t) - s)^{\alpha-1} b_0(y(s))ds
\]

\[
\geq z(T_n \wedge t) + \int_{T_{n-1}}^{T_n \wedge t} \alpha((T_{n-1} \wedge t) - s)^{\alpha-1} b_0(y(s))ds
\]

\[
\geq xR^{n-1} + (T_n \wedge t - T_{n-1})^{\alpha} b_0(xR^{n-1})
\]

where we have used the monotonicity of \( y \) (Proposition 2 (3)). This implies that if \( T_{n-1} \) is finite, so is \( T_n \), with

\[
T_n \leq T_{n-1} + \left( \frac{x(R^n - R^{n-1})}{b(xR^{n-1})} \right)^{\frac{1}{\alpha}}.
\]

Hence

\[
T_\infty = T_0 + \sum_{n \geq 1} (T_n - T_{n-1})
\]

\[
\leq h(x) + \sum_{n \geq 1} \left( \frac{xR^n - xR^{n-1}}{b_0(xR^{n-1})} \right)^{\frac{1}{\alpha}} = h(x) + \sum_{n \geq 1} \frac{1}{\alpha} \int_{xR^{n-1}}^{xR^n} \frac{w^{\frac{\alpha-1}{\alpha}}}{b_0(xR^{n-1})} dw.
\]

We obtain the result by letting \( R \downarrow 1 \). \( \square \)

2.1.2. Stochastic convolutions. We consider the following stochastic convolution

\[
Y_t = \int_0^t K(t, s) dZ_s
\]

(recall that \((Z_t)_{t \geq 0}\) is a \(P\)-Brownian motion).

We recall the well-known condition for \( Y \) to be continuous (cf. e.g. [8, Theorem 2.1]).

**Proposition 3.** Assume that

\[
\forall t > 0, C_K(t, t) := \int_0^t K(t, s)^2 ds < \infty,
\]

and for each \( T \geq 0 \), letting

\[
\theta_T(h) := \sup_{0 \leq t, t' \leq T, |t-t'| \leq h} \{ C_K(t, t) + C_K(t', t') - 2C_K(t, t') \}
\]

it holds that

\[
\int_0^\infty \sqrt{\ln(1/u)} d\theta_T(u) < \infty.
\]

Then \( Y \) admits a version with continuous sample paths.

Note that the assumption above is satisfied for \( K(t, s) = \alpha(t - s)^{\alpha-1} \), any \( \alpha > -\frac{1}{2} \).

We will also need a result on the support of the law of \( Y \).
Proposition 4. In addition to the assumptions of Proposition 3, assume that for some \( \delta > 0 \), \( K(t, s) > 0 \) for all \( 0 \leq s \leq t \) with \( (t - s) \leq \delta \). Then for each \( T \geq 0 \), the law of \( Y \) has full support in \( C_0^T := \{ y \in C([0, T \mathbb{R}); y(0) = 0 \} \).

Proof. By a direct application of the Cameron-Martin theorem, the support of the law of \( Y \) is the closure in \( C_0^T \) of the maps

\[
y^f : t \mapsto \int_0^t K(t, s)f(s)ds, \quad f \in L^2([0, T]).
\]

Hence it suffices to show that these maps form a dense set in \( C_0^T \). Let \( \mu \) be a Radon measure on \((0, T]\) such that \( \int_0^T \mu(dt)y^f(t) = 0 \) for all \( f \in L^2 \). Then by Fubini’s theorem, this means that

\[
\int_0^T ds f(s) \int_s^T K(t, s)\mu(dt) = 0
\]

which by arbitrariness of \( f \) implies \( \int_0^T K(t, s)\mu(dt) = 0 \), hence \( \mu = 0 \) on \( (s, s+\delta\wedge T) \) for all \( s \in [0, T] \). This implies that \( \mu = 0 \), and we conclude that the \( y^f \)’s are dense in \( C_0^T \). \( \square \)

2.2. Proof of Theorem 1. Since \((S_t)\) is a nonnegative local martingale (hence supermartingale), it will be a martingale on \([0, T]\) if and only if \( \mathbb{E}[S_T] = S_0 \).

Letting \( \tau_n = \inf\{ t > 0, Y_t = n \} \), then since \( \sigma \) is bounded on \([0, T] \times (-\infty, n] \) it holds that

\[
S_0 = \mathbb{E}[S_{T\wedge \tau_n}] = \mathbb{E}[S_T \mathbb{1}_{\{T < \tau_n\}}] + \mathbb{E}[S_{\tau_n} \mathbb{1}_{\{\tau_n \leq T\}}].
\]

The first term converges to \( \mathbb{E}[S_T] \) when \( n \) goes to infinity, so that

\[
(2.4) \quad S_0 - \mathbb{E}[S_T] = \lim_{n \to \infty} \mathbb{E}[S_{\tau_n} \mathbb{1}_{\{\tau_n \leq T\}}].
\]

On the other hand, we can apply Girsanov’s theorem to write

\[
\mathbb{E}[S_{\tau_n} \mathbb{1}_{\{\tau_n < T\}}] = S_0 \hat{P}_n(\tau_n \leq T)
\]

where \( \hat{P}_n \) is such that

\[
\hat{W}^{(n)}_t = W_t - \int_0^{t \wedge \tau_n} \sigma(s, Y_s)ds
\]

is a Brownian motion under \( \hat{P}_n \). Note that for \( t \leq \tau_n \) one has

\[
Y_t = \int_0^t K(t, s) \left( \hat{Z}^{(n)}_s + \rho \sigma(s, Y_s)ds \right)
\]

\[
= \hat{Y}_t + \int_0^t K(t, s)\rho \sigma(s, Y_s)ds
\]

where \( \hat{Z}^{(n)} \) is a \( \hat{P}_n \)-Brownian motion, and

\[
\hat{Y}_t := \int_0^t K(t, s)d\hat{Z}^{(n)}_s.
\]

We first treat the case \( \rho \leq 0 \). Since \( Y_t \leq \hat{Y}_t \) (for \( t \leq \tau_n \)) one then has \( \tau_n \geq \tau_n^0 := \inf\{ t > 0, \hat{Y}_t = n \} \). In addition, since \( \hat{Z}^{(n)} \) is a \( \hat{P}_n \)-Brownian motion, one has

\[
\lim_{n \to \infty} \hat{P}_n(\tau_n^0 \leq T) = \lim_{n \to \infty} \mathbb{P}\left(\sup_{t \in [0, T]} Y_t \geq n \right) = 0,
\]
and it follows that
\[ S_0 - E[S_T] = S_0 \lim_{n \to \infty} \hat{\mathbb{P}}_n(\tau_n \leq T) = 0 \]
i.e. \( S \) is a martingale.

We now treat the case \( \rho > 0 \). We then have for \( t < \tau_n \)
\[ Y_t \geq \hat{Y}_t + \int_0^t \alpha (t-s)^{\alpha-1} \rho \sigma_0(s, Y_s) ds. \]

In particular, by Proposition 2 (2) and the fact that \( \hat{Z}^{(n)} \) is a Brownian motion under \( \hat{P}_n \), one has
\[ \lim_{n \to \infty} \hat{\mathbb{P}}_n(\tau_n \leq T) \geq \mathbb{P}(T_{\infty} < T) \]
where \( T_{\infty} \) is the explosion time of the solution \( \tilde{Y} \) to
\[ \tilde{Y}_t = Y_t + \int_0^t \alpha (t-s)^{\alpha-1} \rho \sigma_0(s, Y_s) ds \]
(which exists and is unique \( \mathbb{P} \)-a.s. by Proposition 2).

Let \( x, \lambda > 0 \) be chosen such that
\[ x + 1 \lambda + \int_x^\infty \left( \frac{w}{\rho \inf_{t \in [0,T]} \sigma_0(t, w)} \right)^{\frac{\beta}{\alpha}} \frac{dw}{w} < T. \]

Let \( z_\lambda(t) = \lambda t - 1 \) and \( y_\lambda \) be the solution to (2.1) with \( z = z_\lambda \) and \( b(t, \cdot) = \sigma_0 \). By Lemma 1, \( y_\lambda \) blows up on \([0, T] \).

By Proposition 4, the event \( \{ Y \geq z_\lambda \) on \([0, T] \} \) has positive probability under \( \mathbb{P} \). But on this event, one has \( \hat{Y} \geq y_\lambda \) on \([0, T] \), and \( T_{\infty} < T \). This proves that \( E[S_T] < S_0 \).

### 2.3. Proof of Theorem 2.

We again apply a Girsanov transformation: one has
\[ E[S_T^m] = S_0^m E \left[ \exp \left( \int_0^T m \sigma(s, Y_s) d\hat{W}_s - \int_0^T \frac{m}{2} \sigma^2(s, Y_s) ds \right) \right] \]
\[ = S_0^m \hat{E} \left[ \exp \left( \int_0^T \frac{m^2 - m}{2} \sigma^2(s, Y_s) ds \right) \right], \]
with
\[ \frac{d\hat{\mathbb{P}}}{d\mathbb{P}} = \exp \left( \int_0^T m \sigma(s, Y_s) dW_s - \int_0^T \frac{m^2}{2} \sigma^2(s, Y_s) ds \right) \]
(this defines a probability measure by Theorem 1 (1) since \( \rho \leq 0 \)), and we have that
\[ Y_t = Y_0 + \int_0^t K_\alpha(t-s)(d\hat{W}_s + m \sigma(s, Y_s) ds) \]
for a \( \hat{\mathbb{P}} \)-Brownian motion \( \hat{W} \). Letting \( Y_t^0 = Y_0 + \int_0^t K_\alpha(t-s) d\hat{W}_s \), this is rewritten as
\[ Y_t = Y_t^0 + \int_0^t K_\alpha(t-s) \rho m \sigma(s, Y_s) ds. \]

Note that since \( Y^0 \) is \( \hat{\mathbb{P}} \)-a.s. continuous, combining Proposition 1 with the a priori bounds
\[ Y_t^0 + \rho m \left( \int_0^t K_\alpha \right) \sup_{s \leq t} \sigma(s, \sup_{s \leq t} Y_s^0) \leq Y_t \leq Y_t^0 \]
one can show that (2.6) admits \( \hat{\mathbb{P}} \)-a.s. a unique continuous solution.

By the Boué-Dupuis formula [4, Theorem 5.1], this yields

\[
\ln \hat{\mathbb{E}} \left[ S_T^m / S_0^m \right] = \sup_{(v_t)_{t \geq 0} \in \mathcal{V}} \hat{\mathbb{E}} \left[ \int_0^T \left( \frac{m^2 - m}{2} \sigma^2(s, Y_s^v) - \frac{v_s^2}{2} \right) ds \right]
\]

where

\[
\mathcal{V} = \left\{ (v_t)_{t \geq 0} \text{ progressively measurable with } \hat{\mathbb{E}} \left[ \int_0^T v_t^2 dt \right] < +\infty \right\}
\]

and for \( v \in \mathcal{V} \), \( Y_s^v \) is the unique continuous solution to

\[
Y_t^v = Y_0 + \int_0^t K_\alpha(t-s)(d\hat{W}_s + (\rho m \sigma(s, Y_s) + v_s)ds).
\]

On the other hand, if \( \rho^2 < \frac{m-1}{m} \) one can find \( \gamma \) such that \( \rho m + \gamma > 0 \), \( m^2 - m - \gamma^2 > 0 \).

The idea is then that taking the feedback control \( v_s = \gamma \sigma(Y_s) \), using the first inequality, it holds that for each \( T > 0 \) \( Y^v \) has positive probability of blowing up before \( T \). On the other hand, the second inequality ensures that the gain is \( +\infty \) in this case, so that the value (and the moment) is infinite.

We now give a rigorous proof. We fix \( A > 0 \), \( n > 0 \), let \( \theta_A = \inf\{t; Y_t^0 \geq A\} \) and define

\[
v_{s}^{n,A} = \begin{cases} 
\lambda \sigma(Y_{s}^{n,A}) & \text{if } (\rho m + \gamma)\sigma(s, Y_{s}^{n,A}) \leq n \text{ and } s \leq \theta_A, \\
n - \rho \sigma(Y_{s}^{n,m}) & \text{if } (\rho m + \gamma)\sigma(s, Y_{s}^{n,A}) > n \text{ and } s \leq \theta_A \\
0 & \text{if } s > \theta_A 
\end{cases}
\]

where \( Y_{s}^{n,A} \) is the unique (by Proposition 1) solution to

\[
Y_{t}^{n,A} = Y_0 + \int_0^{t \wedge \theta_A} K(s, t) [(\rho m + \gamma)\sigma(s, Y_{s}^{n,A}) \wedge n] ds + \int_{t \wedge \theta_A}^{t} K_\alpha(t-s)\rho m \sigma(s, Y_{s}^{n,A}) ds
\]

Note that \( 0 \leq Y_{t}^{n,A} \leq Y_0 + nC T^\alpha \) for some \( C > 0 \), which implies that \( v_{s}^{n,A} \leq C_{n,A} \), and in particular \( v_{s}^{n,A} \in \mathcal{V} \).

We therefore have

\[
\ln \hat{\mathbb{E}} \left[ S_T^m \right] \geq \hat{\mathbb{E}} \left[ \int_0^T \left( \frac{m^2 - m}{2} \sigma^2(s, Y_s^{n,A}) - \frac{(v_{s}^{n,A})^2}{2} \right) ds \right]
\]

\[
\geq \hat{\mathbb{E}} \left[ 1_{\theta_A > T} \int_0^{T} \frac{m^2 - m - \gamma^2}{2} \sigma^2(s, Y_s^{n,A}) ds \right].
\]

Now as in the proof of Theorem 1, we fix \( x, \lambda \) such that

\[
\frac{x + 1}{\lambda} + \int_{-\infty}^\infty \left( \frac{w}{(\rho m + \gamma) \inf_{t \in [0,T]} \sigma(t, w)} \right) \frac{1}{w} dw < T,
\]

let \( z_{\lambda}(t) = \lambda t - 1 \) and for \( n \in \mathbb{N} \cup \{\infty\} \) let \( y_{\lambda}^n \) be the solution to (2.1) with \( z = z_{\lambda} \) and \( b(t, \cdot) = (\rho m + \gamma) \sigma_0 \wedge n \). Note that \( y_{\lambda}^\infty \) blows up in time \( T_{\infty} < T \) by Lemma 1. By Proposition 2 (2), \( y_{\lambda}^n \) is nondecreasing in \( n \), and therefore for each \( T_{\infty} < t < T \), \( y_{\lambda}^n(t) \to n \uparrow \infty \).
Fix $A = \lambda T + 1$. On the event $\{z_\lambda \leq Y^0 \leq z_\lambda + 1\}$, it holds that $\theta_A > T$, and by Proposition 2 (2), $Y_{t_n}^n, A \geq y^n_\lambda(t) \to +\infty$ on $[T_\infty, T]$. Letting $n \uparrow \infty$ in (2.7) we obtain

$$
\ln \mathbb{E}\left[ S_T^n / S_0^n \right] \geq \hat{P} \left( z_\lambda < Y^0 < z_\lambda + 1 \text{ on } [0, T] \right),
$$

and we can conclude since the above probability is nonzero by Proposition 4.

References

[1] Elisa Alós, Jorge A. León, and Josep Vives. On the short-time behavior of the implied volatility for jump-diffusion models with stochastic volatility. Finance Stoch., 11(4):571–589, 2007.

[2] Christian Bayer, Peter Friz, and Jim Gatheral. Pricing under rough volatility. Quant. Finance, 16(6):887–904, 2016.

[3] Stefan Blei and Hans-Jürgen Engelbert. On exponential local martingales associated with strong Markov continuous local martingales. Stochastic Process. Appl., 119(9):2859–2880, 2009.

[4] Michelle Boué and Paul Dupuis. A variational representation for certain functionals of Brownian motion. Ann. Probab., 26(4):1641–1659, 1998.

[5] H. Brunner and Z. W. Yang. Blow-up behavior of Hammerstein-type Volterra integral equations. J. Integral Equations Appl., 24(4):487–512, 2012.

[6] P. K. Friz, P. Gassiat, and P. Pigato. Precise asymptotics: robust stochastic volatility models. ArXiv e-prints, November 2018.

[7] Masaaki Fukasawa. Asymptotic analysis for stochastic volatility: martingale expansion. Finance Stoch., 15(4):635–654, 2011.

[8] A. M. Garsia, E. Rodemich, and H. Rumsey, Jr. A real variable lemma and the continuity of paths of some Gaussian processes. Indiana Univ. Math. J., 20:565–578, 1970/1971.

[9] Jim Gatheral, Thibault Jaisson, and Mathieu Rosenbaum. Volatility is rough. Quant. Finance, 18(6):933–949, 2018.

[10] Stefan Gerhold, Christoph Gerstenecker, and Arpad Pinter. Moment explosions in the rough heston model. Arxiv E-prints, 2018.

[11] G. Gripenberg, S.-O. Londen, and O. Staffans. Volterra integral and functional equations, volume 34 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 1990.

[12] Archil Gulisashvili. Gaussian stochastic volatility models: Large deviations, moderate deviations, and the central limit scaling regime. ArXiv e-prints, page arXiv:1808.00421, August 2018.

[13] B. Jourdain. Loss of martingality in asset price models with lognormal stochastic volatility. Preprint CERMICS 2004-267, 2004.

[14] P.-L. Lions and M. Musiela. Correlations and bounds for stochastic volatility models. Ann. Inst. H. Poincaré Anal. Non Linéaire, 24(1):1–16, 2007.

[15] Philip Protter. A mathematical theory of financial bubbles. In Paris-Princeton Lectures on Mathematical Finance 2013, volume 2081 of Lecture Notes in Math., pages 1–108. Springer, Cham, 2013.

[16] Johannes Ruf. The martingale property in the context of stochastic differential equations. Electron. Commun. Probab., 20:No. 34, 10, 2015.

[17] Carlos A. Sin. Complications with stochastic volatility models. Adv. in Appl. Probab., 30(1):256–268, 1998.

Université Paris-Dauphine, PSL University, UMR 7534, CNRS, CEREMADE, 75016 PARIS, FRANCE

E-mail address: gassiat@ceremade.dauphine.fr