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Abstract
This paper describes our submission for the End-to-end Multi-domain Task Completion Dialog shared task at the 9th Dialog System Technology Challenge (DSTC-9). Participants in the shared task build an end-to-end task completion dialog system which is evaluated by human evaluation and a user simulator based automatic evaluation. Different from traditional pipelined approaches where modules are optimized individually and suffer from cascading failure, we propose an end-to-end dialog system that 1) uses Generative Pretraining 2 (GPT-2) as the backbone to jointly solve Natural Language Understanding, Dialog State Tracking, and Natural Language Generation tasks, 2) adopts Domain and Task Adaptive Pretraining to tailor GPT-2 to the dialog domain before finetuning, 3) utilizes heuristic pre/post-processing rules that greatly simplify the prediction tasks and improve generalizability, and 4) equips a fault tolerance module to correct errors and inappropriate responses. Our proposed method significantly outperforms baselines and ties for first place in the official evaluation. We make our source code publicly available.

Introduction
Task-oriented dialog systems aim to communicate with users through natural language to accomplish a wide range of tasks, such as restaurant booking, weather querying, etc. With the rising trend of artificial intelligence, many devices are incorporated with virtual assistants, such as Alexa, Siri, and Cortana. Task-oriented dialog systems have attracted attention from both academia and industry as a key component in virtual assistants (Chen, Celikyilmaz, and Hakkani-Tur 2018). Real-world dialogue systems usually need to deal with complex tasks containing multiple goals and spanning over multiple domains, which poses great challenges to the existing task-oriented dialog systems. Traditionally a task-oriented dialog system uses a pipeline architecture that consists of the following modules: Natural Language Understanding (NLU), Dialog Manager (DM) that tracks dialog states and predicts actions, and Natural Language Generation (NLG) (Williams et al. 2014; Bocklisch et al. 2017; Gao et al. 2019; Zhang et al. 2019). These modules are usually isolated and optimized individually. Therefore, errors can propagate from module to module and hurt the overall performance (Ham et al. 2020a; Gao, Galley, and Li 2018). Further, such pipeline-based solutions usually deal with simple tasks within a single domain, requiring rich domain knowledge and expert experiences. Hence it is prohibitively expensive to build dialog systems at scale for complex tasks with multiple domains.

Fully data-driven dialog systems have been extensively studied recently due to the success of deep learning. They jointly learn to understand the user’s language, inquire databases, and compose responses. These end-to-end dialog systems do not rely on the traditional components and have shown great potentials (Wen et al. 2017; Yang et al. 2017; Ham et al. 2020b) demonstrate that end-to-end systems outperform the traditional pipeline approaches in task-oriented dialog scenarios. Zhang, Ou, and Yu (2019); Peng et al. (2020) focus on the benchmarks of the MultiWoz dataset and achieve top performance.

In this paper, we introduce our submission for the Multi-domain Task-oriented Dialog Challenge at Dialog System Technology Challenge 9 (DSTC9, Gunasekara et al. 2020). Participants in the shared task build end-to-end dialog systems that can assist human to fulfil single or multiple tasks, such as making a restaurant reservation, booking a hotel, etc. There are two types of evaluations: 1) human evaluation where the organizer recruits Amazon Mechanical Turkers (MTurkers) to chat with the system and assess whether tasks are accomplished, and 2) automatic evaluation where the organizer provides a user simulator that scores each submission based on its conversation with the system. Human evaluation result is the only metric used for final ranking. Both MTurkers and the user simulator are provided with a clear task-oriented goal prior to the conversation. They chat with the system by following the user goal. To support this, ConvLab-2 (Zhu et al. 2020) was released to serve as the platform for dialog system development and evaluation, providing a user simulator and evaluator so that participants can effectively run offline experiments and evaluations. The task provides the MultiWoz 2.1 dataset for the system development. In addition, any external datasets and resources are allowed in the shared task.

In this shared task, we adopt the idea of the end-to-end dialog system and propose several novel ideas to improve its performance in the real world scenario. There are five key
components in our system:

- **Domain/Task Adaptive Pretraining based on GPT-2** Following [Peng et al., 2020], we build our dialog model initialized with GPT-2 to inherit its capability of producing human-like responses and leverage external topically related datasets (e.g., Schema-guided Dialog [Ras-
togi et al., 2019], Taskmaster [Byrne et al., 2019]) for pretraining. However, unlike the conventional pretraining, we apply the domain/task adaptive pretraining (Gururangan et al., 2020) on the external topically related datasets to tailor GPT-2 from raw web-texts to the dialog domain before finetuning with MultiWoz. To the best of our knowledge, this is the first time to apply the this pretraining paradigm to the task-oriented dialog system. This pretraining brings us non-trivial gains in the automatic evaluation.

- **Multi-Task Finetuning** As suggested by [Peng et al., 2020], we flatten the dialog history, belief states, database query results, and the response into one string, and then finetune the pretrained model with the MultiWoz dataset optimizing a combination of three objective: 1) to generate belief states conditioned on the dialog history; 2) to generate response conditioned on the belief states and dialog history; and 3) to distinguish gold samples from a distractor with fake samples. In this way, we format the data generation process of dialog system (NLU, DST, POL, NLG) as a single neural model where the full sequence can be learned in an auto-regressive manner.

- **Domain-Aware Data Pre/Post-processing** Although the backbone of the proposed method is an end-to-end model, it is important to apply proper data pre-processing and post-processing because the input and the output of the model are not free-form natural language. As the MultiWoz dataset is human-human conversation based, we follow [Wen et al., 2017], [Zhang, Ou, and Yu, 2019] to create rules to clean up and delexicalize agent utterances into templates, such as

> “It’s a hotel. There are 5 guesthouses in the area. Do you prefer cheap or moderate for the price range?”

is transformed to:

> “It’s a [value type] hotel. There are 5 [value type] guesthouses in the area. Do you prefer [value price range] or [value price range] for the price range?”

It simplifies the training data and makes the model to only predict the templates. To encourage knowledge sharing through semantically similar slots in different domains, we apply domain-adaptive delexicalization (Zhang, Ou, and Yu, 2019) and compute the domain at each dialog turn to replace the placeholders with slots in the right domain.

- **Fault Tolerance** We adjust GPT-2’s decoder configuration, e.g., increasing the beam size, to generate additional responses when errors or inappropriate responses occur. We observe significant gains in both automatic and human evaluations during our system development.

- **“User Interface”** It is a special rule-based post-processing module that polishes agent utterances and make the conversation smooth. The modifications are only visible to the user. This improves the system performance a lot in the human evaluation.

Our submission significantly outperforms baseline methods and ties for first place in the official evaluation. We make our source code publicly available.

### Related Work

Building end-to-end trainable neural networks is becoming a new research trend for task-oriented dialog systems ([Wen et al., 2017], [Lei et al., 2018], [Mehri, Srinivasan, and Eskenazi, 2019]). The first efforts (e.g., [Mehri, Srinivasan, and Eskenazi, 2019]) are the fusion methods, which attempted to integrate pretrained dialog modules (i.e., NLU, DM, NLG) into a neural dialog model. Seq2Seq (Lei et al., 2018) is the first seq2seq architecture that integrates track dialogue believes in end-to-end task-oriented dialog. Though these methods have achieved promising results, they were usually designed for a specific domain, rendering difficulties in generalizing to multi-domains, e.g., the recently proposed multi-domain dataset MultiWoz (Eric et al., 2019). Subsequently, there are several models are proposed to handle the multi-domain response generation task (Zhao, Xie, and Eskenazi, 2019, Chen et al., 2019, Qin et al., 2020). To prevent dialog acts growing combinatorially with the number of domains, Chen et al. (2019) built a multi-layer hierarchical graph to represent dialog acts to generate responses using BERT-based dialog policy. Qin et al. (2020) leveraged domain-shared features across domains and proposed a shared-private network, Dynamic Fusion Network, to learn shared and specific knowledge, explicitly capturing the correlation between domains. However, these works need a significant number of in-domain training examples to achieve good performance. In our system, we aim to generalize to multiple new domains with a few labelled examples via pretraining.

To the best of our knowledge, the most related works to ours are [Ham et al., 2020a] and [Peng et al., 2020]. Ham et al. (2020a), DSTC8 Track 1 Winner, is the first attempt to leverage GPT-2 to finetune on the new task-oriented dialog task. Instead of finetuning GPT-2 directly on the target domain, both Peng et al. (2020) and our model finetuned GPT-2 further with a large-scale external task-oriented dialog data to tailor GPT-2 to the dialog domain and then finetuned it on the target new domain. However, Peng et al. (2020) used the same multi-task objectives during the two stages of external dialog data pretraining and target domain data finetuning. In our system, to endow the model with task-oriented language generation ability, we apply Domain/Task adaptive pretraining, i.e., optimizing the GPT-2 language model objective on the external domain dialog data and the target MultiWoz dataset, respectively.

### Method

Figure 1 shows an overview of our system. We first pretrain the GPT-2 model on external dialog related datasets [1], simply using the language modeling objective. Then

<1>https://github.com/boliangz/dstc9
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**Continued Pretraining**
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**Multi-task Finetuning**
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Figure 1: An overview of our system. Continued pre-training tailors GPT-2 to dialog related domain. Multi-task fine-tuning trains GPT-2 to predict turn domain, belief state and dialog response under the MultiWoz setting. Two post processing modules revise the system predictions and make them more human-readable.

we fine-tune the dialog domain tailored GPT-2 on the MultiWoz dataset with three distinct objectives. At last, we apply a fault tolerance mechanism and a special “user interface” to polish the predicted responses.

**The End-to-end Model**

The end-to-end model in our system consists of two parts: 1) Domain/Task adaptive pretraining that continues pretraining GPT-2 on external dialog related datasets to tailor GPT-2 to the dialog domain, and 2) finetuning GPT-2 on the MultiWoz dataset using three task specific objectives that are carefully designed to make the model learn to accurately predict belief state and response.

**Domain/Task Adaptive Pretraining**

Gururangan et al. (2020) propose the idea of “Don’t Stop Pretraining” and show that it is still helpful to tailor a pre-trained model to the domain of a target task. For Domain Adaptive Pretraining (DAPT), we collect publicly available dialog related datasets, such as Taskmaster and Schema-guided Dialog dataset, and pretrain GPT-2 on raw utterances using the original GPT-2 language model objective. For Task Adaptive Pretraining (TAPT), we pretrain GPT-2 only on raw utterances of the MultiWoz dataset. We show data statistics in Table 1.

**Multi-task Fine-tuning**

Many recent work attempt to use end-to-end neural models, such as sequence-to-sequence and GPT-2, to solve task-oriented dialog problems and achieve remarkable results (Wen et al. 2016b; Budzianowski et al. 2018; Zhang, Ou, and Yu 2019; Peng et al. 2020; Ham et al. 2020a). In our work, we follow the finetuning strategy of Peng et al. (2020) where we concatenate the dialog history and annotations and flatten them into a string, and then use a combination of three objectives to fine-tune GPT-2.

Figure 1 shows an overview of the system. As shown in the “Multi-task Fine-tuning” section of Figure 1, we flatten pre-processed dialog data into a string of six components:

- **c₁**: Dialog History. We concatenate history utterances (plus the user utterance of the current turn) and add “User:” and “System:” to show the role of the utterance.
- **c₂**: Turn Domain. The domain of the current turn. “<SOB>” (start of the belief state) and “<DMN>” (domain) are special delimiters.
- **c₃**: Belief State. The belief state of the current turn is annotated by human. It ends with “<EOB>” (end of the belief state).
- **c₄**: DB Match. We compute the number of entities that match the requirements in the belief state. It ends with “<EOKB>” (end of the KB).
c₅ : Dialog Response Delexicalized dialog response.

c₆ : EOS Token “<eos>” (end of the string) is used to compute the contrastive objective, which is elaborated below.

During training, we adopt the multi-task fine-tuning strategy of [Peng et al. 2020]:

• **Belief Prediction**: We use c₁ (dialog history) to predict c₂ (turn domain) and c₃ (belief state), and define the objective as:

  \[ L_B = \log p(c_2, c_3 | c_1) = \sum_{t=1}^{T_{c_{2,3}}} \log p(y_t | c_{\leq t}, c_1) \]

  , where \( c_{\leq t} \) indicates all tokens before \( t \).

• **Response Prediction**: We use c₃ (Belief State) to query the database and create c₄ (DB Match). Then we predict c₅ (Dialog Response) which is conditioned on c₁, c₂, c₃, and c₄. The response prediction objective is defined as:

  \[ L_R = \log p(c_5 | c_{1-4}) = \sum_{t=1}^{T_c} \log p(y_t | c_{\leq t}, c_{1-4}) \]

  , where \( c_{\leq t} \) indicates all tokens before \( t \).

• **Contrastive Objective**: It is a common practice to introduce contrastive samples for training machine learning models ([Peng et al. 2020] [Ham et al. 2020a]). We create the negative sample by modifying the positive sample, through one of the following three ways: 1) replace c₂ (belief state) with another random c₂, 2) replace c₅ (dialog response) with another random c₅, or 3) replace both c₂ and c₅ with another c₂ and c₅. We apply a binary classifier on “<eos>” token of the positive and negative samples. The objective function is:

  \[ L_C = y \log(p(y|positive)) + (1-y) \log(1-p(y|negative)) \]

Thus, the full fine-tuning objective is:

\[ L = L_B + L_R + L_C. \]

During inference, there are two stages of predictions: 1) given c₁ (dialog history), the model predicts c₂ (turn domain) and c₃ (belief state), and queries the database to generate c₄ (DB match), and 2) the model predicts c₅ (dialog response) based on c₁-₄.

**Pre/Post-processing**

We utilize heuristic pre/post-processing rules that largely simplify the prediction tasks and improve generalizability.

• **Domain-Adaptive Delexicalization** In order to address the problem of massive entity number in the system response, we follow the delexicalization pipeline suggested by [Wen et al. 2017] to generate delexicalized sentences with placeholders during pre-processing, and then apply the post-processing module to the predicted sentence by replacing the placeholders with the corresponding DB record. However, for the MultiWoz dataset, there are many slots which exist in multiple domains. For example, slots name, type and address exist in both domains restaurant and hotel. It results in great burden for the system to generate the placeholder tokens if delexicalizing the same slot into different placeholders, e.g., [restaurant_name] and [hotel_name]. To address this problem, we apply the domain-adaptive delexicalization ([Zhang, Ou, and Yu 2019] that uses an identical placeholder [value_name] to encourage knowledge sharing through semantically similar slots in different domains. Since our model could predict domain for each turn, there is no ambiguity in the post-processing step for the placeholder replacement.

• **Turn Domain Computing** Turn domain is referred as the domain involved in the current dialog turn. It is critical for a model to be able to predict an exact turn domain to facilitate post-processing, e.g., a domain-adaptive placeholder could be replaced with the slot in the right domain. To this end, we need compute the turn domain from the MultiWoz dataset to feed to the model during training. There is no turn domain label in the dataset. Although it may involve multiple domains in one dialog, domains in a dialog are usually not changed back and forth. Based on this feature, we could compute turn domains by tracking the changes of the labeled belief states among the dialog turns. Specifically, for each domain with non-empty constraint in the belief state of the current dialog turn, if the domain is a new domain, i.e., is not mentioned in the dialog history yet, or its corresponding constraint has been updated in the current turn, then the domain is appended to the turn domain. The computed turn domain is empty, then inherit from the turn domain at the previous turn which is initialized as the domain general. As at each dialog turn in MultiWoz it usually involves only one domain, the final computed turn domain includes one domain.

• **Data Cleaning and Normalization** We apply the following steps to clean the dataset during pre-processing. First, all the dialog utterances are set to be lower case for easier manipulations. Additionally, dialogs are processed as a set of dialog turns, each of which is in the form of one user utterance and one system response. Consecutive user utterances between system responses are merged into one. Recall that model training samples are composed of dialog history, belief state, database state and response. To get more dialog contexts, we maximize the number of dialog turns in the dialog history to keep each sample length within 512. Moreover, different slot names/values with the same semantics are normalized to the same slot/value. For example, departure and pickup_location are normalized to be departure. We apply this data cleaning and normalization process to MultiWoz and all of the external datasets used for pretraining.

**Fault Tolerance Mechanism**

When the system fails or produces inappropriate responses, we increase the beam size from the default which is 1 of the GPT-2 decoder to produce a different response to correct the error. We list a few representative errors and the corrected results after using this mechanism, sampled from our system outputs:

- Some predicted belief states are malformed. The comma in the following predicted belief state breaks the dictionary data structure and throws an exception.

**Dialog Context:**

**User:** What ’a the entrance fee for abbey pool, and astroturf pitch ?
Before:

Predicted belief: { name : abbey pool , and astroturf
pitch , area : north }

After:

Predicted belief: { name : abbey pool and astroturf
pitch , area : north }

• The system may predict bad templates where the place-
holders cannot be replaced by any of the slots in
the belief states. In the following example, placeholder
“{value_day}” cannot be replaced as slot type “day” is not
in the belief states. Therefore, the system uses the second
ranked candidate of the decoder instead and makes a cor-
correct response.

Dialog Context:

User: Can you book me a table for 4 people? Can you
try 13:00 ?

Predicted belief: restaurant { time = 13:00, people =
4 }

Before:

Predicted template: i have made your reservation for
[value_day] at 13:00 . your reference number is :
[value_ref] .

After:

Predicted template: what type of food do you like ?

• Sometimes the system constantly repeat its responses and
lead to bad user experience. It may also cause the dialog
fall off the track. The fault tolerance mechanism is trig-
generated when the system generates responses similar to its
last one (fuzzy match is used to measure the similarity).

Dialog Context:

User: i want a place to stay.

Sys: okay , what area of town would you like to stay
in ?

User: i don’t have preference.

Before:

Sys: okay , i can help you with that . what area of
town would you like to stay in ?

After:

Sys: i have 33 guest houses in the east . do you have
a price range ?

“User Interface”

In the human evaluation, we notice that some errors are due
to the missing information in responses. “User Interface” is a
special post-processing module to let us manually revise the
predicted responses to include more information to improve
user experience. Note that to avoid changing the data distri-
bution, the original utterances are used as the dialog history
for the next turn prediction, rather than the “User Interface”
revised responses. We show some examples below:

Dialog Context

User: i ‘ll be leaving from peterborough and going to
cambridge on tuesday , sometime after 15:15 . could you
book that for me for 2 people ?

Before:

Sys: sure thing . i ‘ve booked two tickets on tr5933
. the total fee is 33 gbp and your reference number is
tl4r46ys .

After:

Sys: booking was successful . departure: peterborough,
destination: cambridge, leave time: 15:19, people: 2,
price: 33 pounds, reference number: tl4r46ys . is there
anything else i can help with ?

In this example, the system correctly books two train tick-
ets based on the user’s requirement, while it does not provide
the full information of the train to the user and cannot con-
vince the user that it has booked the right train. In the human
evaluation error analysis, we notice that some users may fur-
ther ask questions to confirm the booking which may cause
the system to fall off the track. This type of error occurs in
booking in the train, hotel, and restaurant domains. There-
fore, we correct the system so that it provides more booking
information to the user to solve the problem.

In the above example, the user is supposed to provide the
system the area of the place, which should be one of the
pre-defined values: north, south, west, east and center. How-
ever, sometimes the user goal does not include the area in-
formation and the users do not know the pre-defined val-
ues, so they may reply with some requirements that the
system cannot handle, such as “is there anything by the
river?” or “i prefer anything close to the mountain.”. For
such cases, we let the system provide a few options to let the
user choose, or at least inform the user what types of choices
they may have. We apply this rule to many scenarios, for
example, attraction type and area, hotel price range, restaur-
aurant food type, etc. This rule is triggered when the system
response matches some certain patterns, such as “the utter-
ance starts with which/what/where and ends with question
mark”. This user interface is designed to solve problems in the
human evaluation as generally as possible. It does not affect
the automatic evaluation but is very helpful in the real world
scenario.

Experiments and Results

Datasets

Dataset for Finetuning The dataset model finetuning is
MultiWoz 2.1 (Eric et al.2019), which a large-scale human-
human multi-domain task-oriented dialog dataset. It con-
tains 8421/1000/1000 for training/validation/testing, respec-
tively. As this challenge does not utilize the testing data for
evaluation, we append it into the training data and use the
two datasets for the model finetuning.

Dataset for Pretraining Unlike the model finetuning sam-

ple that are composed of dialog history, belief state,
database state and response, the datasets for pretraining in-
clude user or system utterances only, excluding belief state
and database state information. The rationale for this is 1) the optimization objective for pretraining is based on language model; 2) external dialog datasets have good quality dialog utterances but have poor quality labels for belief states or database information. In our experiments, the Task-Adaptive Pretraining (TAPT) dataset is based on MultiWoz. For Domain-Adaptive Pretraining (DAPT), we use the external dialog data, i.e., Schema (Rastogi et al. 2019), CamRest (Wen et al. 2016a), Taskmaster2020, Taskmaster2019, and MSR-E2E, as shown in Table 1. As suggested in Gururangan et al. (2020), the DAPT corpus from the similar domain as the target domain could improve the performance whereas the irrelevant ones may even worsen the performance. Therefore, we extract the similar domains from the external dialog data as the ones in MultiWoz. For example, for Schema, there are 17 domains in total in the raw dataset, but we use the four domains Restaurants, Hotels, Trains, Travel (similar to the Attribute domain in MultiWoz). Each sample of the DAPT/TAPT dataset is dialog utterance within 512.

Table 1: Statistics of dialog corpora used in our system

| Name               | #Dialog | #Utterance | Domains                                   |
|--------------------|---------|------------|-------------------------------------------|
| MultiWoz 2.1       | 10,421  | 142,840    | Restaurant, Police, Hotel, Train, Taxi, Attraction, Hospital |
| Schema             | 6969    | 50,192     | Restaurants, Hotels, Trains, Travel       |
| CamRest            | 676     | 5488       | Restaurant                               |
| Taskmaster2020     | 5873    | 98,662     | Restaurant, Food, Hungry, Dessert, Lunch, Dinner, Hotel |
| Taskmaster2019     | 4349    | 89,076     | Uber, Restaurant                         |
| MSR-E2E            | 6969    | 50,192     | Restaurant, Taxi                         |

Table 2: Hyper-parameters

| Hyper-parameter     | Value |
|---------------------|-------|
| Max sequence length * | 512   |
| Max response length † | 128   |
| Optimizer           | SGD   |
| Learning rate       | 0.001 |
| Linear warm-up step | 500   |
| Early stopping countdown ‡ | 3     |

* Sequences longer than 512 are truncated from the head. Based on our calculation, 96% of the dialogs in MultiWoz can fit in 512 tokens.
† User or system utterances longer than 128 tokens are truncated from the tail.
‡ Training is terminated if the loss on development set does not decrease for three evaluations. The model converges in about three epochs.

Table 2: Hyper-parameters

and database state information. The rationale for this is 1) the optimization objective for pretraining is based on language model; 2) external dialog datasets have good quality dialog utterances but have poor quality labels for belief states or database information. In our experiments, the Task-Adaptive Pretraining (TAPT) dataset is based on MultiWoz. For Domain-Adaptive Pretraining (DAPT), we use the external dialog data, i.e., Schema (Rastogi et al. 2019), CamRest (Wen et al. 2016a), Taskmaster2020, Taskmaster2019, and MSR-E2E, as shown in Table 1. As suggested in Gururangan et al. (2020), the DAPT corpus from the similar domain as the target domain could improve the performance whereas the irrelevant ones may even worsen the performance. Therefore, we extract the similar domains from the external dialog data as the ones in MultiWoz. For example, for Schema, there are 17 domains in total in the raw dataset, but we use the four domains Restaurants, Hotels, Trains, Travel (similar to the Attribute domain in MultiWoz). Each sample of the DAPT/TAPT dataset is dialog utterance within 512.

Training Details

We use Huggingface [1] in our system. It has 124M parameters, consists of 12 transformer decoder blocks, and is pre-trained on a large crawled dataset of various domains (Radford et al. [2019]). The sub-word tokenizer we use is also from Huggingface transformers module.

We use the same configurations for the Domain/Task Adaptive pre-training and finetuning on the MultiWoz dataset. Training details are listed in Table 2.

Human Evaluation

Amazon Mechanical Turkers (MTurkers) are recruited to chat with the system to accomplish one or multiple tasks by following a pre-defined user goal. After the conversation, MTurkers annotate whether the tasks are successfully accomplished (Success or Fail), and rate the Language Understanding and Response Appropriateness of the systems with scores from 1 to 5. Also, the number of Turns of the conversation are measured.

As MTurkers have no access to the database, when provided entity related information such as train ticket ID/price, restaurant name, etc, they cannot verify the correctness of the information. Thus, MTurkers are asked to note down all entity related information at the end of the conversation and then the shared task organizers ground this information to the database to verify their correctness. In the official evaluation, three success rate related metrics are reported:

- **Success Rate w/o DB Grounding**: Annotation provided by MTurkers (Success or Fail).
- **Success Rate w/ DB Grounding**: The dialog is a success only if 1) MTurks mark it as “Success”, and 2) the provided entity related information can be found in the database.
- **Average Success**: The average of the above two scores.

The ranking of the participants is based on Average Success. Table 3 shows the official ranking. We tie for first place with Team 1.

Automatic Evaluation

To ease system development and setup an objective way to evaluate the system, ConvLab2 provides a user simulator based evaluation where the simulator talks to the system and measures the performance using several metrics. In the official evaluation, user simulator based automatic evaluation scores are reported for reference.

The user simulator is a pipelined dialog system that consists of: 1) BERTNLU that parses agent utterances into structured information, such as dialog act and slot name/value, 2) Rule-based Policy that generates user acts based on the provided entity related information can be found in the database.

- **Average Success**: The average of the above two scores.

The ranking of the participants is based on Average Success. Table 3 shows the official ranking. We tie for first place with Team 1.

**Automatic Evaluation**

To ease system development and setup an objective way to evaluate the system, ConvLab2 provides a user simulator based evaluation where the simulator talks to the system and measures the performance using several metrics. In the official evaluation, user simulator based automatic evaluation scores are reported for reference.

The user simulator is a pipelined dialog system that consists of: 1) BERTNLU that parses agent utterances into structured information, such as dialog act and slot name/value, 2) Rule-based Policy that generates user acts using pre-defined rules, and 3) Template NLG that generates natural languages utterances using 900+ templates.

**Evaluation metrics include:**

- **Success Rate** A dialog is considered as Success only if all informable and requestable slots are correctly filled.
- **Book Rate** The average booked entities satisfy the goal constraints among all domains.
- **Inform Rate** Precision, recall and F-1 scores of how the user requestable slots are filled.
- **Turns** The number of turns of successful dialogs and all dialogs.
### Table 3: Official results of the human evaluation. We tie for first place with Team 1. The rank is based on the average success rate. Please refer to the Human Evaluation section for details of the evaluation metric.

| Rank | Team  | Success Rate | Language Understanding | Response Appropriateness | Turns |
|------|-------|---------------|------------------------|--------------------------|-------|
|      |       | Avg.† w/ DB  | w/o DB                 |                          |       |
| 10   | Team 10 | 19.5          | 6.0                    | 33.0                     | 2.93  |
| 9    | Team 8  | 35.0          | 26.0                   | 44.0                     | 3.15  |
| 8    | Team 9  | 55.2          | 43.2                   | 67.2                     | 3.98  |
| 7    | Team 5  | 58.4          | 50.4                   | 66.4                     | 4.06  |
| 6    | Team 4  | 60.3          | 51.4                   | 69.2                     | 4.22  |
| 5    | Team 3  | 67.8          | 60.0                   | 75.6                     | 4.42  |
| 4    | Team 6  | 70.6          | 60.8                   | 80.4                     | 4.41  |
| 3    | Team 7  | 72.3          | 62.0                   | 82.6                     | 4.51  |
| 1    | Ours   | 74.8          | 70.2                   | 80.8                     | 4.51  |

† Ranking of the teams is based on the average success rate.

### Table 4: Official results of the user simulator based automatic evaluation. The rank is based on the success rate. Please refer to the Automatic Evaluation section for details of the evaluation metric.

| Rank | Team  | Success Rate | Book Inform Rate | Language Rate | Turns |
|------|-------|---------------|------------------|---------------|-------|
|      |       | Avg.† w/ DB  | w/o DB           | Rate          |       |
| 10   | Team 10 | 21.4          | 0.0              | 55.4          | 11.0  |
| 9    | Team 9  | 44.4          | 26.5             | 57.5          | 13.2  |
| 8    | Team 8  | 52.6          | 66.7             | 57.5          | 12.2  |
| 7    | Team 7  | 57.8          | 85.0             | 68.7          | 13.7  |
| 6    | Team 6  | 67.7          | 90.8             | 70.4          | 12.8  |
| 5    | Team 5  | 83.3          | 89.1             | 81.1          | 13.5  |
| 4    | Team 4  | 89.8          | 96.3             | 72.4          | 15.1  |
| 3    | Team 3  | 90.8          | 96.7             | 81.0          | 13.4  |
| 1    | Team 1  | 93.0          | 94.6             | 84.1          | 12.5  |

† Ranking of the teams is based on the success rate.

### Table 5: Ablation study of Domain Adaptive Pretraining (DAPT) and Task Adaptive Pretraining (TAPT). We use DAPT or/and TAPT to tailor GPT-2 to dialog domain and then finetune it on MultiWoz. The table shows that DAPT improves the automatic evaluation success rate by 3%.

| Method | Auto. Eval. Success Rate (%) |
|--------|------------------------------|
| Vanilla GPT-2 | 88                            |
| w/ DAPT        | 91                            |
| w/ TAPT        | 86                            |
| w/ DAPT + TAPT | 91                            |

Table 5 shows the official automatic evaluation results. We rank in second place. Table 5 shows an ablation study of the impact of Domain Adaptive Pretraining (DAPT) and Task Adaptive Pretraining (TAPT). We use DAPT or/and TAPT to pretrain GPT-2 on external dialog related datasets, and then finetune the dialog domain tailored GPT-2 on MultiWoz dataset. DAPT improves the system by 3% accuracy over the baseline, while TAPT hurts the system performance. The combination of DAPT and TAPT achieves similar performance as DAPT. As we use different random seed from the official evaluation, the scores in Table 5 are not official and not comparable with the official evaluation results.

### Conclusions and Future Work

In this paper, we introduce our submission for the End-to-end Multi-domain Task Completion Dialog shared task of the DSTC9. Our method proposes to use Domain Adaptive and Task Adaptive pretraining to tailor the GPT-2 model to dialog domain. Then we finetune it on the MultiWoz dataset using three different task specific objectives. At last, we use a fault tolerance mechanism and a special user interface to polish system predictions and make them more human readable. Our system ties for first place in the competition. Future work can focus on optimizing database grounding which can make the information in the response more consistent to the database.

### Acknowledgements

We would like to thank Arkady Arkhangodsky, Han Zhao and Jianwei Liu for their helpful comments and human evaluation.

### References

Bocklisch, T.; Faulkner, J.; Pawlowski, N.; and Nichol, A. 2017. Rasa: Open source language understanding and dialogue management. *arXiv preprint arXiv:1712.05181*. 
Budzianowski, P.; Wen, T.-H.; Tseng, B.-H.; Casanueva, I.; Ultes, S.; Ramadan, O.; and Gašić, M. 2018. MultiWOZ - A Large-Scale Multi-Domain Wizard-of-Oz Dataset for Task-Oriented Dialogue Modelling. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing.

Byrne, B.; Krishnamoorthi, K.; Sankar, C.; Neelakantan, A.; Duckworth, D.; Yavuz, S.; Goodrich, B.; Dubey, A.; Cedilnik, A.; and Kim, K.-Y. 2019. Taskmaster-1: Toward a realistic and diverse dataset. arXiv preprint arXiv:1909.05538.

Chen, W.; Chen, J.; Qin, P.; Yan, X.; and Wang, W. Y. 2019. Semantically Conditioned Dialog Response Generation via Hierarchical Disentangled Self-Attention. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics.

Chen, Y.-N.; Celikyilmaz, A.; and Hakkani-Tur, D. 2018. Deep learning for dialogue systems. In Proceedings of the 27th International Conference on Computational Linguistics: Tutorial Abstracts.

Eric, M.; Goel, R.; Paul, S.; Kumar, A.; Sethi, A.; Ku, P.; Goyal, A. K.; Agarwal, S.; Gao, S.; and Hakkani-Tur, D. 2019. MultiWOZ 2.1: A Consolidated Multi-Domain Dialogue Dataset with State Corrections and State Tracking Baselines.

Gao, J.; Galley, M.; and Li, L. 2018. Neural approaches to conversational AI. In The 41st International ACM SIGIR Conference on Research & Development in Information Retrieval.

Gao, S.; Sethi, A.; Agarwal, S.; Chung, T.; and Hakkani-Tur, D. 2019. Dialog state tracking: A neural reading comprehension approach. arXiv preprint arXiv:1908.01946.

Gunasekara, C.; Kim, S.; D’Haro, L. F.; Rastogi, A.; Chen, Y.-N.; Eric, M.; Hedayatnia, B.; Gopalakrishnan, K.; Liu, Y.; Huang, C.-W.; Hakkani-Tür, D.; Li, J.; Zhu, Q.; Luo, L.; Liden, L.; Huang, K.; Shayane, S.; Liang, R.; Peng, B.; Zhang, Z.; Shukla, S.; Huang, M.; Gao, J.; Mehri, S.; Fung, Y.; Gordon, C.; Alavi, S. H.; Traum, D.; Eskenazi, M.; Beirami, A.; Eenjoon; Cho; Crook, P. A.; De, A.; Geramifard, A.; Kottur, S.; Moon, S.; Poddar, S.; and Subba, R. 2020. Overview of the Ninth Dialog System Technology Challenge: DSTC9.

Gururangan, S.; Marasović, A.; Swayamdipta, S.; Lo, K.; Beltagy, I.; Downey, D.; and Smith, N. A. 2020. Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks. arXiv preprint arXiv:2004.10964.

Ham, D.; Lee, J.-G.; Jang, Y.; and Kim, K.-E. 2020a. End-to-End Neural Pipeline for Goal-Oriented Dialogue Systems using GPT-2. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics.

Ham, D.; Lee, J.-G.; Jang, Y.; and Kim, K.-E. 2020b. End-to-End Neural Pipeline for Goal-Oriented Dialogue Systems using GPT-2. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics.

Lei, W.; Jin, X.; Kan, M.-Y.; Ren, Z.; He, X.; and Yin, D. 2018. Sequicity: Simplifying task-oriented dialogue systems with single sequence-to-sequence architectures. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics.

Mehri, S.; Srinivasan, T.; and Eskenazi, M. 2019. Structured fusion networks for dialog. arXiv preprint arXiv:1907.10016.

Peng, B.; Li, C.; Li, J.; Shayane, S.; Liden, L.; and Gao, J. 2020. SOLOIST: Few-shot Task-Oriented Dialog with A Single Pre-trained Auto-regressive Model. arXiv preprint arXiv:2005.05298.

Qin, L.; Xu, X.; Che, W.; Zhang, Y.; and Liu, T. 2020. Dynamic Fusion Network for Multi-Domain End-to-End Task-Oriented Dialog. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics.

Radford, A.; Wu, J.; Child, R.; Luan, D.; Amodei, D.; and Sutskever, I. 2019. Language models are unsupervised multitask learners. OpenAI blog.

Rastogi, A.; Zang, X.; Sunkara, S.; Gupta, R.; and Khaitan, P. 2019. Towards scalable multi-domain conversational agents: The schema-guided dialogue dataset. arXiv preprint arXiv:1909.05855.

Wen, T.-H.; Gasic, M.; Mrksic, N.; Rojas-Barahona, L. M.; Su, P.-H.; Ultes, S.; Vandyke, D.; and Young, S. 2016a. Conditional generation and snapshot learning in neural dialogue systems. arXiv preprint arXiv:1606.03352.

Wen, T.-H.; Vandyke, D.; Mrkšić, N.; Gasic, M.; Barahona, L. M. R.; Su, P.-H.; Ultes, S.; and Young, S. 2017. A Network-based End-to-End Trainable Task-oriented Dialogue System. In Proceedings of the 15th Conference of the European Chapter of the Association for Computational Linguistics.

Williams, J. D.; Henderson, M.; Raux, A.; Thomson, B.; Black, A.; and Ramachandran, D. 2014. The dialog state tracking challenge series. AI Magazine.

Wolf, T.; Debut, L.; Sanh, V.; Chaumond, J.; Delangue, C.; Moi, A.; Cistac, P.; Rault, T.; Louf, R.; Funtowicz, M.; et al. 2019. HuggingFace’s Transformers: State-of-the-art Natural Language Processing. ArXiv.

Yang, X.; Chen, Y.-N.; Hakkani-Tür, D.; Crook, P.; Li, X.; Gao, J.; and Deng, L. 2017. End-to-end joint learning of natural language understanding and dialogue manager. In 2017 IEEE International Conference on Acoustics, Speech and Signal Processing.

Zhang, J.-G.; Hashimoto, K.; Wu, C.-S.; Wan, Y.; Yu, P. S.; Socher, R.; and Xiong, C. 2019. Find or classify? dual strategy for slot-value predictions on multi-domain dialog state tracking. arXiv preprint arXiv:1910.03544.

Zhang, Y.; Ou, Z.; and Yu, Z. 2019. Task-Oriented Dialogue Systems that Consider Multiple Appropriate Responses under the Same Context. arXiv preprint arXiv:1911.10484.
Zhao, T.; Xie, K.; and Eskenazi, M. 2019. Rethinking action spaces for reinforcement learning in end-to-end dialog agents with latent variable models. *arXiv preprint arXiv:1902.08858*.

Zhu, Q.; Zhang, Z.; Fang, Y.; Li, X.; Takanobu, R.; Li, J.; Peng, B.; Gao, J.; Zhu, X.; and Huang, M. 2020. Convlab-2: An open-source toolkit for building, evaluating, and diagnosing dialogue systems. *arXiv preprint arXiv:2002.04793*.