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Abstract: Commonly used sensors like accelerometers, gyroscopes, surface electromyography sensors, etc., which provide a convenient and practical solution for human activity recognition (HAR), have gained extensive attention. However, which kind of sensor can provide adequate information in achieving a satisfactory performance, or whether the position of a single sensor would play a significant effect on the performance in HAR is sparsely studied. In this paper, a comparative study to fully investigate the performance of the aforementioned sensors for classifying four activities (walking, tooth brushing, face washing, drinking) is explored. Sensors are spatially distributed over the human body, and subjects are categorized into three groups (able-bodied people, stroke survivors, and the union of both). Performances of using accelerometer, gyroscope, sEMG, and their combination in each group are evaluated by adopting the Support Vector Machine classifier with the Leave-One-Subject-Out Cross-Validation technique, and the optimal sensor position for each kind of sensor is presented based on the accuracy. Experimental results show that using the accelerometer could obtain the best performance in each group. The highest accuracy of HAR involving stroke survivors was 95.84 ± 1.75% (mean ± standard error), achieved by the accelerometer attached to the extensor carpi ulnaris. Furthermore, taking the practical application of HAR into consideration, a novel approach to distinguish various activities of stroke survivors based on a pre-trained HAR model built on healthy subjects is proposed, the highest accuracy of which is 77.89 ± 4.81% (mean ± standard error) with the accelerometer attached to the extensor carpi ulnaris.
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1. Introduction

There are 15 million people suffering from stroke globally each year [1]. One of the most post-stroke relevant symptoms is hemiparesis, causing abnormality in movements of one side of the body, which greatly affects the activities of daily living (ADLs) of post-stroke survivors [2,3]. Using impaired limbs to perform ADLs helps the rehabilitation of stroke...
survivors outside of the hospital [3]. However, stroke survivors are asked to report ADLs by specific questionnaires, which is quite subjective [3,4]. Therefore, an automatic and non-invasive recording approach for human activity recognition (HAR) is needed.

With the fast development of Internet of Things technologies, recent years have witnessed the great advance of HAR within a wide application range. The significant progress in micro-electromechanical systems, wireless communications, and battery technologies has paved the way for the smart, convenient, and cost-effective approach for HAR application [5-7]. Basically, there are three kinds of HAR data collection methods: wearable sensor-based method, video-based method, and ambient sensor-based method [8]. Although unobtrusive monitoring can be fulfilled by a video-based method, one prominent concern is the privacy disclosure of users. Furthermore, the shooting range of a camera is limited, more cameras are costly but needed to track the user activities [9], and it is impossible for the HAR in a privacy space, such as the bathroom. By contrast, the ambient sensor-based method embeds varieties of sensors (such as pressure sensors, object sensors, door sensors, etc.) into a domestic environment. Accordingly, various activity-related information is collected, for example, interactions with sensor-embedded objects (the chair embedded with a pressure sensor to detect whether a person is sitting on it, etc.), movements performed by the user [8]. A higher level of privacy can be ensured compared with the video-based method. However, HAR only works in a restricted area [10] and is limited to the sensor attached objects [11]. The wearable sensor-based method can settle the aforementioned shortcomings by adopting wireless sensors in an unobtrusive way [12].

As to the wearable sensor-based method, people wear the sensors on the body, and real-time data can be collected [13]. Wearable sensors, such as surface electromyography (sEMG) sensors, accelerometers (ACC), and gyroscopes (GYRO), have been widely utilized in HAR [14]. The acceleration measured by accelerometers and the angular velocity measured by gyroscopes indicate the motion information. Meanwhile, sEMG records the electrical potential induced by motor units, reflecting the patterns of muscle activation, and can be further utilized to distinguish the passive and active movements [14,15]. Studies showed HAR accuracy could be improved by adopting multiple sensors [16,17]. Nevertheless, overusing sensors leads to extra cost, inconvenience in sensor configuration, and high dimensional data issues, such as more computational complexity, storage space, and communication channels [18].

Studies focusing on HAR with one single sensor are getting more and more attention. For example, Lu et al. [19] utilized one tri-axial accelerometer on the wrist for classifying six kinds of human activities, achieving an average accuracy of 96%. Tian et al. [20] recognized seven activities with an accelerometer on the waist, reaching a mean accuracy of 94.79%. Mane et al. [21] used a single channel sEMG detector for three kinds of hand activity recognition, yielding an accuracy of 93.25%. However, which kind of sensor can provide adequate information in achieving a satisfactory performance, or whether the position of a single sensor would significantly affect the performance has not yet been studied. Cleland et al. [22] employed 8 healthy male subjects with 6 accelerometers placed on the chest, lower back, left thigh, left wrist, left hip, and left foot to perform 7 activities: walking, sitting, lying, standing, running on a motorized treadmill, and walking up and down stairs. They concluded the sensor placed on the left hip achieving the highest F-measure (0.978) by using the SVM classifier with 10-fold cross-validation. Olguin et al. [23] studied the best location using three accelerometers attached to the right wrist, left hip, and chest by performing 8 activities: walking, running, sitting down, standing, lying down (on the chest), hand movements (while standing), crawling, and squatting. The Hidden Markov Model was adopted to classify the activities with 9-fold cross-validation. The best mean accuracy (65.68%) was achieved by using the accelerometer attached to the left hip. Maurer et al. [24] used a watch consisting of an accelerometer and a light sensor to collect data. Six healthy subjects were recruited to perform walking, running, sitting, standing, ascending, and descending stairs with six watches placed on the bag, wrist, shirt, belt, necklace, pocket for each person. The Decision Tree classifier with 5-fold cross-validation
was used to classify the activities. They found the watch on the wrist achieving the highest mean accuracy (89%).

To the best of our knowledge, this is the first comparative study to fully investigate the performance of a single sensor like the accelerometer, gyroscope, and sEMG collector on both healthy subjects and stroke survivors and the optimal sensor placement on the body. Twenty-three subjects (9 stroke survivors and 14 healthy people) were recruited for the experiment. Due to motor impairment, stroke survivors cannot fulfill most ADLs with ease. We specially selected four ADLS: walking, tooth brushing, face washing, and drinking as our tasks, which could be potentially used for stroke impairment evaluation based on the four activities without recording the sequence of performing the activities. The data were collected using 12 delsys modules, each of which contained a tri-axial accelerometer, a tri-axial gyroscope, and an sEMG collector. The performance of each sensor and their combination (COMB) were evaluated. To be specific, HAR applications under two scenarios were explored. The first was to categorize the dataset into three kinds, i.e., dataset of stroke survivors, dataset of healthy people, and dataset of all subjects. The second was to distinguish the activities of stroke survivors using a generic model built on healthy subjects. In both scenarios, the optimal sensor placement among 12 modules spatially distributed over the upper and lower limb was presented. We adopted Support Vector Machine (SVM) with Radial Basis Function kernel as the classifier, compared with linear SVM and 7 other different commonly used classifiers. In order to obtain an objective result, we adopted the Leave-One-Subject-Out Cross-Validation (LOSOVC) technique to train and assess classification models. The main contributions of the paper are:

- A comprehensive survey on human activity recognition along with various prevailing sensors, namely, the accelerometer, the gyroscope, and sEMG, was investigated.
- The optimal position of each sensor that can obtain satisfactory performance in HAR was provided.
- The feasibility of a pre-trained HAR model built on healthy people for distinguishing the activities of stroke survivors was verified.

2. Materials and Methods

2.1. Materials

2.1.1. Subject Information

Brunnstrom stage (BS) is a widely used standard for the assessment of stroke-induced motor impairment [25]. Six levels of BS from I (the most serious level) to VI (the lightest level) can represent the impairment severity of the upper and lower extremity. Stroke survivors at BS I and BS II are not qualified to move their limbs voluntarily. As to subjects at BS III, they start to regain the ability to move their limbs voluntarily, but with a very limited range of motions [26]. Furthermore, the high muscle spasticity hinders them from relaxing the muscle and completing the movements [26]. Therefore, stroke survivors at BS III or lower were excluded in our experiment. For stroke survivors at BS IV or above, although the synergy pattern still exists, due to the significant increment of their muscle strength and endurance in most cases, a better muscle control enables them to finish the movements at a higher standard with some consistency [26]. Stroke survivors at BS VI are very rare in hospitals, and they can perform ADLs almost the same as healthy people [27]. To some extent, the participation of healthy subjects acts as that of stroke survivors at BS VI. Therefore, stroke survivors at BS VI were excluded from the group of stroke survivors in this study. For each stroke survivor we recruited, the BS levels of the upper and the lower limb were the same. Totally, we recruited 23 subjects (10 females and 13 males; aged at 42 ± 20.94 years old), including 7 subjects at BS V, 2 at BS IV, and 14 healthy subjects. All healthy subjects were right-handed, which is consistent with the side they used to perform the experiment. While eight stroke survivors were right-handed and one at BS V was left-handed. Both two stroke survivors at BS IV performed the experiment with their right affected side, which was the same for two stroke survivors at BS V (including the left-handed one). Others at BS V participated in the experiment with their left affected side.
As to the time they participated in the experiment, six subjects were in the morning, seven in the afternoon, and ten at night. Each volunteer signed the informed consents before participation. The selection criteria for stroke survivors include:

- Abilities to complete ADLs involved in this experiment independently without any assistant.
- No perceptual, cognitive, or communication problem.
- No major post-stroke complication.

The selection criterion for able-bodied subjects was that they did not have any musculoskeletal-related or neurological diseases before.

2.1.2. Data Collection

The research was approved by the Ethics Committee of Shanghai First Rehabilitation Hospital, Shanghai, China (HEC No. YK20190409-1-005). The movement signals of ADLs were collected by Delsys wireless trigno system (Delsys Inc., Boston, USA) containing a base and wireless modules. The delsys system is one of the most commonly used commercial sensor in the world, and each module contains three different kinds of sensors (accelerometer, gyroscope, and sEMG detector). Therefore, three different kinds of data (sEMG, acceleration, and angular velocity) could be collected simultaneously. Information from the three different kinds of data can interpret an activity from different aspects and provide comprehensive information for analyzing the activities, the classification performance of which could act as a benchmark to compare the that of using a single sensor.

For the purpose of investigating the optimal sensor and related position for classifying four activities, the same module with different sensors is a compact configuration and approach which uses one module to measure multiple modalities of the activity data. Figure 1a shows the axis of inertial sensors (accelerometer, gyroscope), Figure 1b shows data transmission through one module, the base, and the computer.

![Figure 1](image)

*Figure 1. Delsys system. (a) Inertial sensing Axis. (b) Process of data transmission.*

Considering the main body parts used in ADLs, we specially selected 12 key positions of the body to place delsys modules. The label abbreviation of each module and corresponding adherent muscle were illustrated in Table 1. As stroke survivors need to practice their paralyzed limbs and the information of impaired could be used for further exploration of stroke motor function evaluation, modules were placed on the dominant side of healthy subjects and the affected side of stroke survivors after skin preparation (light skin abrasion with Nuprep Skin Prep Gel, cleansing with 70% ethanol). In real life, a feasible solution for placing modules is to follow a picture (shown in Figure 2) with modules in specific positions. The sampling frequency of accelerometers and gyroscopes were set to 148 Hz. Meanwhile, the sampling frequency of sEMG was set to 1260 Hz.
Table 1. The list of muscles attached with modules and the label abbreviation of each module.

| Muscle                              | Sensor | Muscle                              | Sensor |
|-------------------------------------|--------|-------------------------------------|--------|
| Deltoid (anterior part)             | US1    | Tensor fasciae latae                | LS1    |
| Biceps brachii (short head)         | US3    | Rectus femoris                      | LS3    |
| Brachioradialis                     | US5    | Tibialis anterior                   | LS5    |
| Deltoid (posterior part)            | US2    | Gluteus maximus                     | LS2    |
| Triceps lateral head                | US4    | Biceps femoris longus               | LS4    |
| Extensor carpi ulnaris              | US6    | Gastrocnemius lateral               | LS6    |

Figure 2. Module positions on the body. (a) Module positions on the right upper limb. (b) Module positions on the right lower limb. The module direction from the white blank to the black triangle was consistent with the green arrow direction on the module surface of Figure 1a. The actual module placement was placed on the dominant side of healthy subjects and the affected side stroke survivors.

In order to intuitively observe the data differences among the 12 sensor positions, set the walking as the example, we draw the raw data picture of each sensor position using the x-axis of accelerometers, x-axis of gyroscopes, and sEMG (shown in Figure 3). Furthermore, the raw signals of four activities using the x-axis of accelerometer, x-axis of gyroscope, and sEMG of US6 were presented in Figure 4.

Figure 3. Raw signals of each sensor position using the x-axis of accelerometers, x-axis of gyroscopes, and surface electromyography (sEMG). The space between red slashes on the y-axis were ignored.

Figure 4. Raw signals of four activities using the x-axis of accelerometer, x-axis of gyroscope, and sEMG of US6.
Considering the daily movements related to the upper or lower extremity were more difficult for stroke survivors using the hemiplegia side than the able-bodied subject due to the motor impairment induced by stroke, we specially selected four ADLs necessary for life as our tasks (tooth brushing, face washing, drinking, and walking) involving movements of the upper and lower limb. The pictures taken in the experiment for one subject were shown in Figure 5. The automatic classification of the four activities can be further used to evaluate the stroke impairment without having to record the sequence of performing the activities. Healthy subjects were required to use the dominant side, while stroke survivors were asked to use the affected side to perform the four kinds of ADLs. There were three trials for each activity, and each trial lasted for 1 min. A one-minute interval was set between trials. Subjects were allowed to rest whenever they felt fatigued, and they could stop the experiment they were doing if they felt unable or in no mood to continue.

Figure 5. (a) Walking. (b) Tooth brushing. (c) Face washing. (d) Drinking.

Requirements for doing the designated ADLs are as follows:

- **Walking:** subjects walked straight at their normal walking speed without any assisted tools, such as the stick.
- **Tooth brushing:** subjects kept brushing their teeth without a break.
- **Face washing:** two steps were taken to fulfill a round of washing face. The first step was to clean the towel, lasting about 2 s. The second step was to wash the face, lasting about 3 s. The two steps were repeated until the end of the scheduled time.
- **Drinking:** Subjects picked up the cup to drink. The duration of drinking lasted about 2 s. Then, subjects put down the cup on the table and started to pick up the cup to drink 1 s later.

In order to get close to the practical application, we respected subjects’ living habits. The requirements were for reference only, they could adjust the ADLs requirements based on their habits. For example, they were free to use the towel or nor for washing face and allocate the duration of each step within each trial of face washing and drinking.

### 2.2. Methods

The overall system flowchart was shown in Figure 6. First, the collected data were filtered to eliminate the surrounding noise. Then, signals of each activity were normalized by z-score normalization, and different kinds of features were extracted after data pre-processing. Due to the physical or mental difficulty in keeping performing activities for stroke survivors, the number of data segments was less than the set number for several trials,
leading to imbalanced data. Therefore, we adopted the Synthetic Minority Over-sampling Technique (SMOTE) on the training set to solve the problem. At last, the optimal sensor and the corresponding placement was determined through the following classification method.

Figure 6. The block diagram of the assessment framework.

2.2.1. Data Pre-Processing

The data collected from accelerometers and gyroscopes were low-pass filtered with a fourth-order Butterworth filter (cut-off frequency: 5 Hz), while the sEMG signal was band-pass filtered with a fourth-order Butterworth filter (cut-off frequency: 10–500 Hz) to eliminate the surrounding noise [27]. The Z-score normalization method was used for signals of each activity. The fixed-size window technique (the most common data segmentation method [28]) was adopted to segment the data stream into fixed length with no gap between adjacent windows. 10-second window length with no overlap strategy was adopted in this study.

2.2.2. Feature Extraction

Time-domain features have been widely applied in the biomedical engineering field. As no transformation is required in the calculation process, time-domain features are qualified with the advantage of easy and quick implementation [29]. There are three accelerometer channels (x-, y-, z-axes), three gyroscope channels (x-, y-, z-axes), and one sEMG channel for each module. Thirteen common features were extracted for each channel, including mean, median, variance, absolute energy, root mean square, standard deviation, skewness, kurtosis, zero crossing, sample entropy, slope sign changes, interquartile range, mean absolute value [30–34]. Two complementary features (maximum jerk and mean jerk) [34,35] were extracted for accelerometers. Therefore, 45 (3 channels × 15 features) were extracted for one single accelerometer, 39 (3 channels × 13 common features) features for one gyroscope, 13 (1 channel × 13 common features) features for one sEMG sensor, and 97 (45/accelerometer + 39/gyroscope +13/sEMG) features for the combination of one module. The extracted for each sensor and their combination were used for the following analysis.

2.2.3. Imbalanced Data Processing

Subjects suffering stroke could try to control their hemiplegic side of their bodies to perform ADLs like able-bodied people. They tend to feel more fatigued (physically or mentally) than healthy people in the process of doing the same task. Therefore, subjects were allowed to end activities at any time. As there was a three-minute effective data stream for each activity and the segment length was 10 s, the total setting number of segments of each activity was 18 (60 s / 10 s × 3 trials × 1 activity). All healthy subjects fulfill the scheduled experiment. However, a couple of stroke survivors ended part of the trials in advance, leading to a class imbalance in the training set. To be specific, all stroke survivors finished the designed walking experiment. One stroke survivor at BS IV ended tooth brushing and face washing in advance, and the number of data segments of the subject’s tooth brushing and face washing were 9 and 11, respectively. Another one stroke survivor at BS V also quit face washing, the collected segment number of which was 16. In addition, two different stroke survivors at BS V ended drinking ahead of schedule, and the number of data segments were 8 and 17, respectively. Chawla et al. [36] proposed a heuristic oversampling technology: SMOTE, which has been widely used in processing class imbalance [37]. To balance the dataset, we adopted SMOTE for better recognition of minority classes. The key step of SMOTE is to linearly interpolate new points randomly.
between samples of a minority class and their neighbors. Suppose \( c \) was the minority class we intended to balance, the SMOTE could be explained mathematically as follow:

\[
p = x + w(y - x)
\]

where \( x \) denotes a point from the minority class \( c \); The typical and default value of \( K \) is 5 [38–40], so we adopted 5 nearest neighbors in this study. Based on the distance from \( x \), 5 nearest neighbors of \( x \) from the same class \( c \) are chosen [38]; \( y \) is the point randomly selected from the 5 nearest neighbors, \( x \) and \( y \) are from the same minority class \( c \); \( p \) denotes a newly interpolated point (class \( c \)).

We took advantage of SMOTE on the training set to solve the imbalance issue.

2.2.4. Classification

To investigate the performance of using one single sensor (accelerometer, gyroscope, and sEMG sensor) and the optimal position, we comprehensively compare the results under two different scenarios. The first scenario was to divide the dataset into three groups based on the kind of subjects recruited, i.e., stroke survivors, healthy subjects, and all subjects. Accordingly, the effects of different kinds of sensors on the HAR performance among different groups could be comprehensively evaluated based on the mean accuracy. The accuracy for each person was defined as the number of activities correctly classified divided by the number of all activities performed by the person. In each group, we adopted the LOSOCV technique to train and assess classification models. One step of LOSOCV is that one subject is left for testing the trained model, while the rest are used for training the classification model. The step is repeated until each subject has been used for testing the trained model. Instead of biased estimation of performance by other validation methods, LOSOCV offers an objective and realistic result when the trained classification model is tested on a new subject.

The second scenario was to train the model using the dataset of healthy subjects while test the model using the dataset of stroke survivors, which was more meaningful in practical application. The reported mean accuracy, accordingly, was utilized as the evaluation index.

In all cases, we utilized the SVM with the Radial Basis Function (RBF) kernel as the classifier. C and gamma were two important hyperparameters of SVM. We tuned the value of C (1, 10, or 100) and gamma (1, 0.1, or 0.01) for training the model by the grid search method. As a comparison, we selected linear SVM and 7 different commonly used machine learning classifiers with validated parameters in other HAR studies: (1) K-Nearest Neighbor (KNN) [41], (2) Decision Tree (DT) [42], (3) Adaboost [43], (4) Random Forest (RF) [44], (5) Linear Discriminant Analysis (LDA) [45], (6) Artificial Neural Network (ANN) [46], (7) Gaussian Naive Bayes (GNB) [47], and (8) Linear SVM [48]. To be specific, the C4.5 algorithm was selected for DT, 5-nearest neighbors were set for KNN, the number of Decision Tree classifiers in Random Forests was 30, the maximum number of estimators for Adaboost was 50. ANN with the structure of (50, 1) was investigated. As for the feature selection, The minimum-redundancy maximum-relevancy (mRMR) [49] was adopted as the feature selection method to prune the number of features and improve the accuracy of evaluation systems [50]. mRMR is a kind of mutual-information-based feature selection, which combines the criteria of Max-Relevance and Min-Redundancy. Mutual information is an approach to characterize the relevance of two variables. MI has the ability to measure various kinds of relations between variables, including nonlinear relations [51]. As to discrete variables, given two discrete random variables \( X \) and \( Y \), the MI is defined as follows:

\[
I(X; Y) = \sum_{x \in X} \sum_{y \in Y} p(x, y) \log(\frac{p(x, y)}{p(x)p(y)}).
\]
The aim of Max-Relevance is to choose features having the highest relevance to the target class \( c \), which could be fulfilled by searching a feature subset \( S \) satisfying (3) mathematically. To be specific, suppose we have \( m \) features in total. The first ranked feature is the one maximizing \( I(x_i; c) (i = 1, 2, \ldots, m) \). Then, the forward stepwise search scheme is adopted to add another one feature from the remaining features. The one maximizing \( D \) in Formula (3) is ranked as the second. The step is repeated until no feature is left.

\[
\max D(S, c), \quad D(S, c) = \frac{1}{|S|} \sum_{f_i \in S} I(f_i; c).
\]  

where \( f_i \) denotes an individual feature, \( c \) denotes a class.

However, using the combinations of individually good features can not always ensure a good classification accuracy. As a result of the dependency among features, the feature subset selected by the Max-Relevance could have rich redundancy, leading to a degradation of classification performance. Therefore, the Min-Redundancy criterion is introduced to deal with the redundancy problem by excluding dependent features [52]:

\[
\min R(S), \quad R(S) = \frac{1}{|S|^2} \sum_{f_i, f_j \in S} I(f_i, f_j).
\]  

The criteria of combining the Max-Relevance and Min-Redundancy constraints is called mRMR. The operator \( F(D, R) \) is defined to combine \( D \) and \( R \), which are optimized simultaneously following the Formula (5):

\[
\max \Phi(D, R), \quad \Phi = D - R
\]  

To evaluate the performance of a certain sensor, we selected the highest accuracy among the accuracies obtained using the top \( n (n = 1, 2, \ldots, \text{the number of all features}) \) features as the best performance of the certain sensor.

2.2.5. Statistics Analysis

The main objective of this study was to investigate the performance of one single sensor from different kinds. To explore whether different sensors and their combination had any effect on the final results under the first scenario, the one-way Friedman test was conducted on the accuracies. The factor was the kind of single sensor and the combination of the three kinds of sensors. If the overall significant difference was detected, post hoc analysis was applied for pair-wise comparison. The significance level was set to 0.05 for the statistics part.

3. Results

To comprehensively evaluate the performance of frequently used sensors for HAR, we studied the HAR performance using the data collected from the acceleration, angular velocity, sEMG, and their combination separately under two scenarios.

3.1. Comparison of Different Classifiers

HAR performance using different kinds of classifiers under the two scenarios was presented in Table 2. The SVM classifier with RBF kernel outperformed the rest classifiers except for two scenes. The first scene was using the accelerometer within the group of healthy subjects, the highest classification accuracy of which (96.73%) was achieved by the Adaboost classifier. While the second scene was using the sensor combination within the group of healthy subjects, the highest classification accuracy of which (97.82%) was achieved by the linear SVM classifier. Statistics analysis showed there was no significant difference between the SVM classifier with RBF kernel and Adaboost in the first scene, and between the SVM classifier with RBF kernel and linear SVM in the second scene. Therefore, the following analyses were conducted using the SVM classifier with RBF kernel.
Table 2. Best classification accuracy (%) using sEMG, gyroscope, accelerometer, and their combination among 12 locations.

| Classifier | Stroke Survivors | Healthy Subjects | All Subjects | Second Scenario |
|------------|------------------|------------------|--------------|-----------------|
|            | sEMG GYRO ACC COMB | sEMG GYRO ACC COMB | sEMG GYRO ACC COMB | sEMG GYRO ACC COMB |
| KNN        | 68.08 (3.17) | 90.81 (3.09) | 96.23 (2.3) | 93.52 (1.79) |
|            | 69.87 (3.64) | 92.96 (2.09) | 96.63 (2.3) | 93.52 (1.79) |
|            | 88.19 (3.91) | 76.76 (3.99) | 83.97 (2.96) | 67.05 (4.55) |
| DT         | 64.59 (2.84) | 90.57 (3.33) | 95.83 (2.28) | 94.34 (1.63) |
|            | 67.95 (3.91) | 90.97 (2.4) | 95.54 (2.28) | 94.34 (1.63) |
|            | 87.8 (3.14) | 78.56 (3.91) | 82.31 (2.92) | 69.86 (4.26) |
|            | 202x202x202x202 (5.66) | 95.34 (2.31) | 91.12 (1.82) | 72.35 (3.82) |
|            | 90.64 (3.14) | 85.82 (2.31) | 90.57 (2.09) | 71.09 (4.26) |
|            | 302x302x302x302 (5.66) | 90.57 (2.31) | 90.57 (2.09) | 71.09 (4.26) |
| AdaBoost   | 63.98 (5.17) | 86.6 (3.35) | 96.73 (2.11) | 94.05 (2.06) |
|            | 71.22 (4.03) | 88.29 (2.64) | 95.54 (2.44) | 94.05 (2.06) |
|            | 85.68 (2.37) | 92.33 (2.64) | 72.33 (1.78) | 70.27 (2.78) |
|            | 302x302x302x302 (5.17) | 92.33 (2.64) | 72.33 (1.78) | 70.27 (2.78) |
| RF         | 67.99 (2.76) | 92.45 (3.01) | 96.33 (2.29) | 94.43 (1.59) |
|            | 72.64 (5.51) | 86.41 (3.97) | 92.56 (2.27) | 94.43 (1.59) |
|            | 92.45 (3.01) | 92.56 (2.27) | 92.33 (1.78) | 70.27 (2.78) |
|            | 92.45 (3.01) | 92.56 (2.27) | 92.33 (1.78) | 70.27 (2.78) |
| LDA        | 70.33 (5.29) | 92.94 (3.69) | 96.23 (2.13) | 95.95 (1.52) |
|            | 74.8 (4.86) | 87.5 (3.59) | 92.96 (2.43) | 95.95 (1.52) |
|            | 91.29 (3.69) | 92.96 (2.43) | 92.33 (1.78) | 70.27 (2.78) |
|            | 91.29 (3.69) | 92.96 (2.43) | 92.33 (1.78) | 70.27 (2.78) |
| ANN        | 67.74 (3.2) | 93.42 (3.64) | 96.73 (2.51) | 95.95 (1.52) |
|            | 74.38 (5.83) | 88.29 (2.28) | 92.96 (2.51) | 95.95 (1.52) |
|            | 91.82 (2.99) | 92.96 (2.51) | 92.33 (1.78) | 70.27 (2.78) |
|            | 91.82 (2.99) | 92.96 (2.51) | 92.33 (1.78) | 70.27 (2.78) |
| GNB        | 68.03 (1.83) | 91.46 (3.69) | 96.33 (2.51) | 95.95 (1.52) |
|            | 71.69 (4.67) | 85.32 (2.15) | 89.58 (2.81) | 95.95 (1.52) |
|            | 90.38 (3.69) | 85.32 (2.15) | 89.58 (2.81) | 95.95 (1.52) |
|            | 91.46 (3.69) | 85.32 (2.15) | 89.58 (2.81) | 95.95 (1.52) |
| SVM-Linear | 71.16 (4.63) | 92.58 (3.07) | 96.13 (2.56) | 95.95 (1.52) |
|            | 72.23 (5.17) | 86.9 (3.96) | 93.45 (2.23) | 95.95 (1.52) |
|            | 91.18 (3.18) | 93.45 (2.23) | 92.33 (1.78) | 70.27 (2.78) |
|            | 91.18 (3.18) | 93.45 (2.23) | 92.33 (1.78) | 70.27 (2.78) |
| SVM-RBF    | 73.77 (3.73) | 94.05 (3.41) | 96.53 (2.35) | 96.56 (3.75) |
|            | 75.88 (5.53) | 94.22 (2.35) | 96.53 (2.35) | 96.56 (3.75) |
|            | 94.05 (3.41) | 96.53 (2.35) | 96.56 (3.75) | 96.56 (3.75) |
|            | 96.53 (2.35) | 96.56 (3.75) | 96.56 (3.75) | 96.56 (3.75) |

1 The font in red color highlights the best classification accuracy among the involved classifiers. The value in parenthesis denotes the standard error of the accuracy.
3.2. Analyses of the First Scenario

Figure 7 showed the best HAR accuracies among the 12 locations for each kind of sensors and their combination, the corresponding sensor utilized, and related statistics. As to the comparison among different subject groups, the performances among the group of healthy subjects were superior to other groups for each kind of sensor, while performances among the group of stroke survivors were at the lowest. Considering the effect of each sensor and the combination on the evaluation performance within each subject group, the highest accuracy was achieved by using the combination. As to one sensor, sEMG achieved the lowest accuracy, while the accelerometer reached the highest accuracy. The highest accuracy for the group of healthy subjects was (96.43 ± 2.35%), obtained by using the accelerometer (US5) attached to the brachioradialis. Meanwhile, using the accelerometer (US6) attached to the extensor carpi ulnaris achieved the highest accuracies for the group of stroke survivors (94.05 ± 3.1%) and the group of all subjects (95.84 ± 1.75%). The performance of using the accelerometer showed no significant difference with that of using the combination for each group.

In each group, statistics analysis of HAR classifications among three different sensors, and the combination showed that there were overall significant differences. To be specific, the p-value for the group of stroke survivors and the group of all subjects was less than 0.001. Meanwhile, p = 0.014 was for the group of healthy subjects. Then, the post hoc analysis was performed for pair-wise comparisons when an overall significant difference was detected. As a result, no significant difference was observed between items in the group of healthy subjects, while the significant difference distribution between items was the same for the group of stroke survivors and that of all subjects. Specifically, there was no significant difference between the sEMG and the gyroscope, and between the accelerometer and the combination, while the significant difference was discovered between non-aforementioned combinations.

![Figure 7](image-url)

**Figure 7.** Best human activity recognition (HAR) accuracies (mean ± standard error) using the accelerometer, gyroscope, sEMG collector, and the combination of three kinds of sensors in one delsys module within groups of stroke survivors, group of healthy subjects, and all subjects under the first scenario, and the second scenario. The sensor abbreviation at the bottom of the bar graph denotes the sensor achieving the highest accuracy. The line connection between two sensors indicates there is a significant difference between the two items, and the corresponding p-value is shown above the line. No significant difference (p > 0.05) is detected between two items if there is no line connection.

Figure 8 showed the overall confusion matrix using the accelerometer of US6 for the group of all subjects. We adopted the marco-average method to calculate the overall classification accuracy of each activity. To be more detailed, we first obtained the accuracy of each activity of each individual. Then we averaged the accuracy of each activity. As a result, the classification accuracies of walking, tooth brushing, face washing, and drinking...
were 100%, 92.75 ± 3.47%, 95.5 ± 1.69%, 94.69 ± 2.58%. In order to explore the HAR performance differences among the subject group of BS IV, BS V, and health, we sorted out the classification accuracy based on the kind of groups. Results showed the mean accuracy was 97.32 ± 2.68% for the group of BS IV, 90.08 ± 4.83% for the group of BS V, and 98.51 ± 1.07% for the group of health.

Figure 8. Overall confusion matrix using the accelerometer of US6 for the group of all subjects. W denotes walking; TB denotes tooth brushing; FW denotes face washing; D: denotes drinking.

Considering application involving stroke survivors, we dedicatedly carried out the pair-wise comparison of accelerometers in different sensor placements for the group of all subjects to investigate whether other sensors, except for the best performance sensor (US6), would have a significant effect on the performance. In Table 3, sensors were ranked according to their performances (from the best to the worst) using the acceleration data of all subjects. The accuracy of each sensor was shown in parenthesis below the related sensor in the first row. We could conclude that there was a trend that there was no significant difference between sensors having an adjacent position in Table 3. The accelerometer attached to the brachioradialis (US5) and that attached to rectus femoris (LS3) had no significant difference with US6.

Table 3. Pair-wise comparison of accelerometers in different positions for the group of all subjects.

| Sensor | US6 (95.84) | US5 (94.92) | LS3 (90.72) | LS4 (89.19) | US3 (88.52) | US1 (87.58) | US4 (87.58) | US2 (86.17) | LS2 (85.44) | LS6 (84.85) | LS5 (83.08) | LS1 (82.45) |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| US6    | -           | **          | ***         | ***         | **          | ***         | **          | ***         | ***         | ***         | ***         | ***         |
| US5    | -           | -           | *           | **          | ***         | **          | ***         | **          | ***         | ***         | ***         | ***         |
| LS3    | -           | -           | -           | *           | **          | *           | **          | ***         | ***         | ***         | ***         | ***         |
| LS4    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| US3    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| US1    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| US4    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| US2    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| LS2    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| LS6    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| LS5    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |
| LS1    | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           | -           |

1 The order of sensors was ranked based on their performances (from the best to the worst). The accuracy of each sensor was shown in the parenthesis under the sensor name on the first row. “-” denotes not filled, blank denotes there is no significant difference ($p > 0.05$) between related two items, * ($0.05 > p > 0.01$), ** ($0.01 > p > 0.001$), and *** ($p < 0.001$) denote there exists a significant difference between the related two items.
To further reveal the diverse classification performances, we explored the inter-individual and inter-activity differences, which could be illustrated through the feature differences among individuals and activities. The feature differences could be observed form distance between each feature in a figure intuitively. We utilized t-distributed stochastic neighbor embedding (t-SNE) technology [53] to present the inter-individual and inter-activity feature differences using the features extracted from all 12 modules. The distances between features were presented in Figure 9. We used the extracted features to classify the activities. Accordingly, the classification performance could be affected by the feature differences between each activity. While, the individual feature differences, especially between the stroke survivors and healthy people, could illustrate the accuracy degradation when the stroke survivors were involved in the experiment, and further interpret the different movement patterns between stroke survivors and healthy people.

![Figure 9. Feature distances for the inter-individual and inter-activity differences.](image)

There was a trend that the features of each individual gathered together, so did the features of each activity. Furthermore, features of stroke survivors in each activity tended to be together, showing there were differences between stroke survivors and healthy subjects.

3.3. Analyses of the Second Scenario

We evaluated the performances of using each of the accelerometers, gyroscopes, sEMG collectors, and their combinations under a practical scenario that the model was trained using the dataset of healthy subjects while tested using the data from stroke survivors. Figure 7 shows the highest classification mean accuracy during the 12 sensors for each kind of sensor and the combination, and the optimal sensor placement. Similar to the first scenario, the highest accuracy (82.47 ± 4.18%) was obtained by using the combination, and sEMG achieved the lowest accuracy. The highest accuracy using one sensor was 77.89 ± 4.81% by using the accelerometer (US6) on the extensor carpi ulnaris. Statistics showed there were no overall significant differences (p = 0.402) among the three kinds of sensors and their combination.

4. Discussion

Although wearing multiple sensors could improve the HAR accuracy, it brings burdens on purchasing sensors, inconvenience in sensor configuration, and high computational complexity data issues. As a result, one-sensor-based HAR is prevailing recently. However, there is no comparative study investigating the performance of various prevailing sensors on HAR involving stroke survivors and the optimal sensor placement on the body. In this
study, we investigated HAR performance involving stroke survivors using one single sensor from different positions of the body. The first scenario was to evaluate the HAR performance using the sEMG, accelerometer, gyroscope, and their combination within different subject groups (stroke subjects, healthy subjects, and all subjects). The second scenario was to classify activities of stroke survivors using a pre-trained HAR model built on the dataset of healthy subjects. We aimed to find the best placement and the related single sensor for achieving the same classification performance with the combination of sensors. The accelerometer (US5) placed on the brachioradialis perform the best for the group of healthy subjects in the first scenario, while the accelerometer (US6) placed on the extensor carpi ulnaris can achieve the highest accuracy for the rest situations. For the group of healthy subjects in the first scenario, the accuracy of using the accelerometer (US6) was 95.44 ± 2.71%, and there were no overall significant differences among the performance of using the accelerometer (US5), the accelerometer (US6), and the three sensor combination (US5). Therefore, the accelerometer (US6) attached to the extensor carpi ulnaris is recommended for the HAR. As for a single sensor, experimental results showed that the highest mean accuracy of activity classification (95.84%) involving stroke survivors was achieved by using the accelerometer attached to the extensor carpi. Although the highest mean accuracy of the combination of the accelerometer, gyroscope, and sEMG (96.56%), achieved on the same location (the extensor carpi) was a little higher than that of using the accelerometer (95.84%), there was no significant difference between them. In addition, the sampling rate of the accelerometer is far lower than that of sEMG, which could further lower the power consumption.

As to the sEMG signal, it is dynamic and complicated in nature [54]. In addition, instrument characteristics (such as the electrode deviation), anatomical properties, and physiological factors also affect the sEMG signal, leading to the variation of sEMG property from person to person [54,55]. Such individually unique properties of sEMG characteristics could even be used for user authentication [56]. Meanwhile, the physical disability (caused by the injured brain) of stroke survivors is characterized by loss of strength and dexterity to the afflicted side of the body [57,58]. The signal from the injured brain of stroke survivors for controlling limbs would be abnormal, leading to a larger sEMG variation among different stroke survivors. Therefore, HAR performance using the sEMG sensor was at the lowest. The data collected from the accelerometer and the gyroscope could be used to represent the kinematic information. Compared with sEMG, the kinematic information is only related to the properties of observed motions, which could represent a specific motion pattern, regardless of physiological factors. Therefore, the best HAR performance was achieved by using the accelerometer. The movement patterns of stroke survivors and health subjects are different, resulting in an unsatisfactory accuracy when we apply the pre-trained model built on the healthy subjects to test the stroke survivors. Accordingly, the classification performance would improve when the data of stroke survivors were involved in the training process, resulting in the high HAR accuracy of the group of all subjects under the first scenario. The classification accuracy using the accelerometer of US6 in the group of all subjects for the three healthy levels was: healthy > BS IV > BS V. The potential reason for the higher accuracy of BS IV than BS V was that there were only two stroke survivors at BS IV, which would bring out some accuracy deviation. However, due to the limited number of stroke survivors and the heavy body burden for them to perform ADLs, the data of stroke survivors are very scarce in practice. Meanwhile, we do not need to worry about the number of healthy people, the data can even be collected in a household scene, and we can easily acquire data from healthy subjects on a large scale. In addition to the explanation of the data scarcity of stroke survivors, we could see features of each activity tended to gather together in Figure 9, which indicated there was a possibility to classify the ALDs of stroke survivors with the model built on healthy subjects. We explored the second scenario with the hope of finding the actual classification performance. The practical use value can be greatly improved if the pre-trained model built on the healthy subjects could be used to test the stroke survivors.
To better illustrate the superiority of the HAR performances using one single sensor in our study, we compared the existing works involving stroke survivors. Zhang et al. [59] developed a shoe embedded with a tri-axis accelerometer and force-sensitive resistors for classifying three activities (standing, sitting, and walking), and mean classification accuracy of 91.5% was achieved for the group of 12 stroke survivors. Laudanski et al. [60] used two accelerometers and a gyroscope attached to both sides of shanks averagely for recognizing five kinds of activities (walking, stair ascent, and descent in the step-over-step and step-by-step manners), achieving a mean HAR accuracy of 94% for the group of 10 stroke survivors. Lonini et al. [61] recruited eleven able-bodied subjects and ten stroke survivors to perform five activities (walking, standing, sitting, climbing stairs up and down) with a tri-axial accelerometer on the waist. They achieved a mean HAR accuracy of 54.86% for the group of stroke survivors and 50.32% when a pre-trained model built on healthy subjects was used to test the HAR performance of stroke survivors, which was far from practical uses. Overall, our solution reached the competitive mean classification accuracy of 94.05% for the group of stroke survivors and 77.89% for the HAR classification of stroke survivors using the HAR model training on the dataset of healthy subjects. The mean accuracy could be improved to 95.84% when healthy subjects participated.

This was a preliminary study on exploring the suitable sensor among the accelerometer, gyroscope, and sEMG detector for HAR. Meanwhile, the optimal sensor position on the body was presented. In order to validate whether the reduced number of sensors would sacrifice the accuracy in distinguishing human activities, we compared the results obtained by using a single sensor and the results gained by using all the sensors in the same position. At last, a feasible approach to identify the activities of stroke survivors was proposed. However, this work can still be enhanced by addressing the following issues. First, only four ADLs were involved in the experiments. Second, the stroke survivors we recruited were mainly distributed at BS IV and V due to the limited number and the willingness of hospitalized patients. The presented work has demonstrated promising results of classifying ADLs for both stroke survivors and healthy people. However, extended works can be conducted in the future: (1) More stroke survivors dispersed throughout the BS level should be included to rigorously assess the generalization ability and the acceptability of the single sensor in HAR. (2) We can design HAR experiments involving more activities (such as lying, standing, ascending and descending stairs, etc.) with the more detailed consideration of physical conditions of the stroke survivors at different BS levels to further verify the reliability and the robustness of the proposed method. (3) As the data of stroke survivors are very scarce in practice and the classification will improve using the data combination of healthy people and stroke survivors, we can explore the performance improvement using the data combination of more healthy people and fewer stroke survivors to reach a satisfactory result. (4) In light of the presented study, we can evaluate the stroke impairment based on the involved activities without recording the sequence of performing the activities.

5. Conclusions

As sensors like accelerometers, gyroscopes, sEMGs, etc., gained widespread popularity and utilization in HAR, a comparative study to fully investigate the performance of these sensors was performed. These sensors were placed on the 12 key points of the upper/lower body limbs, and the optimal position for each kind of sensor under different groups in HAR was provided. Furthermore, in consideration of the practical scenario, a pre-trained HAR model on the healthy subjects was built and followed by the validation on the stroke survivors. The experimental results showed a great potential to use a single accelerometer attached to the extensor carpi ulnaris for the HAR applications.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- BS: Brunnstrom stage
- HAR: human activity recognition
- ADLs: activities of daily living
- sEMG: surface electromyography
- ACC: accelerometer
- GYRO: gyroscope
- COMB: combination
- SMOTE: Synthetic Minority Oversampling Technique
- mRMR: minimum-redundancy maximum-relevancy
- LOSOCV: Leave-One-Subject-Out Cross-Validation
- SVM: Support Vector Machine
- RBF: Radial Basis Function
- MI: mutual information
- MID: Mutual Information Difference
- W: walking
- TB: tooth brushing
- FW: face washing
- D: drinking
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