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Lay summary

Topology studies the geometric properties of spaces that are preserved by continuous deformations. Manifolds are the main examples of topological spaces, with the local properties of Euclidean space in an arbitrary dimension $n$. They are the higher dimensional analogs of curves and surfaces. For example a circle is a one-dimensional manifold. Balloons and doughnuts are examples of two-dimensional manifolds. A balloon cannot be deformed continuously into a doughnut, so we see that there are essential topological differences between them.

An “invariant” of a topological space is a number or an algebraic structure such that topologically equivalent spaces have the same invariant. For example the essential topological difference between the balloon and the doughnut is calculated by the “Euler characteristic”, which is 2 for a balloon and 0 for a doughnut.

In this thesis I investigate the relation between three different but related invariants of manifolds with dimension divisible by 4: the signature, the Brown-Kervaire invariant and the Arf invariant.

The signature invariant takes values in the set $\{\ldots, -3, -2, -1, 0, 1, 2, 3, \ldots\}$ of integers. In this thesis we focus on the signature invariant modulo 8, that is its remainder after division by 8.

The Brown-Kervaire invariant takes values in the set $\{0, 1, 2, 3, 4, 5, 6, 7\}$.

The Arf invariant takes values in the set $\{0, 1\}$.

The main result of the thesis uses the Brown-Kervaire invariant to prove that for a manifold with signature divisible by 4, the divisibility by 8 is decided by the Arf invariant.

The thesis is entirely concerned with pure mathematics. However it is possible that it may have applications in mathematical physics, where the signature modulo 8 plays a significant role.
Abstract

This thesis is divided into three Parts, which are concerned with the residues modulo 4 and 8 of the signature \( \sigma(M) \in \mathbb{Z} \) of an oriented \( d \)-dimensional geometric Poincaré complex \( M^d \): the usual signature if \( d = 4k \), and 0 otherwise.

In Part One we give a new chain complex proof of Morita’s theorem ([Mor71, Theorem 1.1])

\[
\sigma(M^{4k}) = BK(H^{2k}(M; \mathbb{Z}_2), \lambda, q) \in \mathbb{Z}_8
\]

with \( BK \) the Brown-Kervaire invariant, \( \lambda : H^{2k}(M; \mathbb{Z}_2) \times H^{2k}(M; \mathbb{Z}_2) \to \mathbb{Z}_2 \) the nonsingular intersection pairing and

\[
q = \mathcal{P}_2 : H^{2k}(M; \mathbb{Z}_2) \to H^{4k}(M; \mathbb{Z}_4) = \mathbb{Z}_4
\]

the \( \mathbb{Z}_4 \)-valued quadratic enhancement of \( \lambda \) defined by the Pontryagin square \( \mathcal{P}_2 \). The mod 4 signature is given by \( \sigma(M) = q(v^{2k}(M)) \in \mathbb{Z}_4 \) with \( v^{2k}(M) \in H^{2k}(M; \mathbb{Z}_2) \) the Wu class.

When \( \sigma(M) = 0 \in \mathbb{Z}_4 \) we identify \( \sigma(M) \in \mathbb{Z}_8 \) with a \( \mathbb{Z}_2 \)-valued Arf invariant, using the new construction of the maximal isotropic subquotient of \( (H^{2k}(M; \mathbb{Z}_2), \lambda, q) \).

Theorem 4.3.5 A 4k-dimensional geometric Poincaré complex \( M \) has signature \( \sigma(M) = 0 \in \mathbb{Z}_4 \) if and only if \( L = \langle v^{2k}(M) \rangle \subset H^{2k}(M; \mathbb{Z}_2) \) is a sublagrangian of \( (H^{2k}(M; \mathbb{Z}_2), \lambda, q) \), which we call the Wu sublagrangian. If such is the case, the maximal isotropic subquotient is a nonsingular symmetric form over \( \mathbb{Z}_2 \) with a \( \mathbb{Z}_2 \)-valued enhancement

\[
(W, \mu, h) = (L^\perp/L, [\lambda], h), \text{ with } h = [q]/2 \in \mathbb{Z}_2,
\]

and the signature mod 8 is given by

\[
\sigma(M) = BK(H^{2k}(M; \mathbb{Z}_2), \lambda, q) = 4Arf(W, \mu, h) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8.
\]

The proof is a direct application of an algebraic result, which we give in Proposition 2.4.5.

In Part Two we construct a chain complex model for the intersection form \( H^{2k}(E) \) of the total space of a Poincaré duality fibration \( F^{2m} \to E^{4k} \to B^{2n} \) with \( m + n = 2k \), following [LR88] and [Kor05].
In Part Three we apply the methods of Parts One and Two to obtain new results on \( \sigma(E) \) modulo 8 for the total space \( E \) of an Poincaré duality fibration \( F^{2m} \to E^{4k} \to B^{2n} \).

By the results in [Mey73] and [HKR07] we know that the signature of a Poincaré duality fibration \( F^{2m} \to E^{4k} \to B^{2n} \) is multiplicative mod 4, that is, \( \sigma(E) \equiv \sigma(B)\sigma(F) \) (mod 4). Now \( M = E \sqcup -(B \times F) \) (where \(-\) reverses the orientation) has \( \sigma(M) = \sigma(E) - \sigma(B)\sigma(F) \in \mathbb{Z} \), so that \( \sigma(M) \equiv 0 \) (mod 4), and Theorem 4.3.5 can be applied to \( M \).

**Theorem 6.2.1** The signatures mod 8 of the fibre, base and total space are related by

\[
\sigma(E) - \sigma(B)\sigma(F) = 4\text{Arf}(W, \mu, h) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8
\]

with \((W, \mu, h)\) the maximal isotropic subquotient of \((H^{2k}(M; \mathbb{Z}_2), \lambda, q)\) constructed in 4.3.5.

**Theorem 6.3.1** If the action of \( \pi_1(B) \) on \( (H^m(F; \mathbb{Z})/\text{torsion}) \otimes \mathbb{Z}_4 \) is trivial, then the Arf invariant in 6.2.1 is trivial, and the signatures in \( F^{2m} \to E^{4k} \to B^{2n} \) are multiplicative mod 8,

\[
\sigma(E) - \sigma(B)\sigma(F) = 0 \in \mathbb{Z}_8
\]

Finally we study surface bundles \( F^2 \to E^4 \to B^2 \) which have \( \sigma(E) = 4 \in \mathbb{Z} \), which provide examples of non-multiplicativity modulo 8. Such examples were first constructed by Endo. In Endo’s example the action of \( \pi_1(B) \) on \( H^1(F; \mathbb{Z}_2) \) is non-trivial. A Python module is used to find some further nontrivial examples of non-multiplicativity modulo 8.
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Chapter 0

Introduction

Overview

The following chart presents the structure of the thesis showing the main topics that will be developed and how they relate to each other.
0.1 The signature: an introduction

The signature $\sigma(M) \in \mathbb{Z}$ of an oriented $n$-dimensional Poincaré complex $M^n$ is defined as follows,

Definition 0.1.1. (i) If $n = 4k$ then $\sigma(M)$ is defined to be the number of positive eigenvalues minus the number of negative eigenvalues of the non-singular symmetric intersection form $(H^{2k}(M; \mathbb{R}), \lambda)$, where

$$\lambda : H^{2k}(M; \mathbb{R}) \times H^{2k}(M; \mathbb{R}) \to \mathbb{R}; (u, v) \mapsto \langle u \cup v, [M] \rangle$$

is the intersection pairing.

(ii) If $n \neq 4k$ then $\sigma(M) = 0 \in \mathbb{Z}$.

In general if we take the cartesian product of Poincaré complexes $X$ and $Y$ then the signature has multiplicative properties,

$$\sigma(X \times Y) - \sigma(X)\sigma(Y) = 0 \in \mathbb{Z}.$$

Chern, Hirzebruch and Serre \[CHS57\] were the first to consider the problem of the multiplicativity of the signature of a fibre bundle $F^{2m} \to E^{4k} \to B^{2n}$ of manifolds. They determined that if $\pi_1(B)$ acts trivially on the cohomology ring $H^*(F, \mathbb{Q})$, then the signature is multiplicative,

$$\sigma(E) - \sigma(F)\sigma(B) = 0 \in \mathbb{Z}.$$

Kodaira \[Kod67\], Hirzebruch \[Hir69\] and Atiyah \[Ati69\] considered the situation when the action of the fundamental group on $H^*(F; \mathbb{Q})$ is non-trivial and independently constructed examples of fibre bundles with non-multiplicative signature.

Meyer \[Mey73\] proved that $\sigma(E) = 0 \in \mathbb{Z}_4$ for a surface bundle $F^2 \to E^4 \to B^2$. Later on, Hambleton, Korzeniewski and Ranicki \[HKR07\] provided a high-dimensional version of this result. They proved that with $F \to E \to B$ a fibre bundle of closed, connected, compatibly oriented manifolds,

$$\sigma(E) - \sigma(F)\sigma(B) = 0 \in \mathbb{Z}_4.$$

Here we identify the signature modulo 8 with an Arf invariant.

Theorem 6.2.1 Let $F^{2m} \to E^{4k} \to B^{2n}$ be a Poincaré duality fibration. With $(V, \lambda) = (H^{2k}(E, \mathbb{Z}_2), \lambda)$ and $(V', \lambda') = (H^{2k}(B \times F), \mathbb{Z}_2), \lambda')$, the signatures mod 8 of the fibre, base and total space are related by

$$\sigma(E) - \sigma(B \times F) = 4\text{Arf} \left( L^\perp/L, [\lambda \oplus -\lambda'], \left[ \frac{\mathcal{P}_2 + -\mathcal{P}_2'}{2} \right] \right) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8,$$

where
\( (i) \lambda : H^{2k}(E; \mathbb{Z}_2) \times H^{2k}(E; \mathbb{Z}_2) \to \mathbb{Z}_2 \) and \( \lambda' : H^{2k}(B \times F; \mathbb{Z}_2) \times H^{2k}(B \times F; \mathbb{Z}_2) \to \mathbb{Z}_2 \) are given by the cup product structures.

\( (ii) \mathcal{P}_2 : H^{2k}(E; \mathbb{Z}_2) \to \mathbb{Z}_4 \) and \( \mathcal{P}_2' : H^{2k}(B \times F; \mathbb{Z}_2) \to \mathbb{Z}_4 \) are the Pontryagin squares.

\( (iii) L_\perp = \{(x, x') \in V \oplus V' \mid \lambda(x, x) = \lambda'(x', x') \in \mathbb{Z}_2 \}, \)

\( (iv) L = \langle v_{2k} \rangle \subset L_\perp, \) with \( v_{2k} = (v_{2k}(E), v_{2k}(B \times F)) \in V \oplus V' \) the Wu class of \( E \sqcup - (B \times F). \)

It is of interest to consider a weaker version of the trivial action condition of \cite{CHS57}.

The following result was conjectured by Klaus and Teichner \cite{KT03}:

**Conjecture.** (\cite{KT03}) Let \( F^{2m} \to E \to B^{2n} \) be a fibration of oriented Poincaré complexes such that the action of \( \pi_1(B) \) on \( H^m(F, \mathbb{Z}_2) \) is trivial, then

\[ \sigma(E) - \sigma(F) \sigma(B) = 0 \in \mathbb{Z}_8. \]

In \cite{Kor05} there is a tentative proof of this result for the case when both \( m \) and \( n \) are even. Unfortunately that proof had a gap which we discuss in chapter 6. Our Theorem \ref{thm6.3.1} differs from this conjecture in that the action of \( \pi_1(B) \) is on \( H^m(F, \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4. \)

**Theorem 6.3.1** Let \( F^{2m} \to E \to B^{2n} \) be a fibration of oriented Poincaré complexes. If the action of \( \pi_1(B) \) on \( H^m(F, \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4 \) is trivial, then

\[ \sigma(E) - \sigma(F) \sigma(B) = 0 \in \mathbb{Z}_8. \]

### 0.2 Chapter outline

**Part I**

In Part I we shall investigate properties of the signature of a symmetric Poincaré complex modulo 8. The material about hyperquadratic \( L \)-theory and twisted \( Q \)-groups presented in chapter 1 is very relevant for this purpose.

In chapter 2 we give definitions of the Arf and Brown-Kervaire invariants and discuss how they relate to each other. The main result in this chapter is Proposition 2.4.5 where we use a maximal isotropic subquotient construction to express a Brown-Kervaire invariant which is divisible by 4 as an Arf invariant.

In chapter 3 we shall concentrate on the definition of classical and equivariant Pontryagin squares.

Making use of the theory about the Brown-Kervaire invariant presented in \cite{BR06}, we provide in chapter 4 new chain complex proofs of the results in \cite{Mor71}. One
advantage of using chain complexes and the results in [BR06] is that the original proofs in [Mor71] and specially that of [Mor71, Thm 1.1] are simplified considerably. Another advantage is that we will be able to apply them in the algebraic proof of Theorem 6.3.1.

Part II

In Part II we shall give the construction of an appropriate algebraic model of the chain complex of the total space $C(E)$ of a fibration $F \to E \to B$ in terms of the chain complex of the fibre $C(F)$ and the universal cover of the base $C(\tilde{B})$ that will allow us to compute the signature of a fibration. This model was developed in [Kor05] and uses the idea of transfer maps in $L$-theory from [LR88].

Part III

In Part III we show how the obstruction to multiplicativity of the signature modulo 8 of a fibration with no condition on the action of the fundamental group of the base is in general given by the Arf invariant. The precise statement is given in Theorem 6.2.1.

In Part III we prove Theorem 6.3.1 about multiplicativity of the signature of a fibration modulo 8 when there is a $\mathbb{Z}_4$-trivial action, which has already been mentioned above. To prove this theorem, we first state its algebraic analogue. All the material presented in parts I and II will be relevant in the proof. Note that the statement of Theorem 6.3.1 includes the case when $m$ and $n$ are odd, so that base and fibre are of dimensions $4i + 2$ and $4j + 2$ respectively. In this case Theorem 6.3.1 takes the following form:

Corollary 0.2.1. Let $F^{4i+2} \to E^{4k} \to B^{4j+2}$ be a fibration of oriented Poincaré complexes such that the action of $\pi_1(B)$ on $H^{2m+1}(F, \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4$ is trivial, then

$$\sigma(E) \equiv 0 \in \mathbb{Z}_8.$$  

This is specially interesting because it includes the case of surface bundles which has been widely studied in the literature.

One major problem in the context of Theorem 6.3.1 has been to find non-trivial examples that satisfy this theorem. The surface bundle examples of Atiyah and Kodaira have signature equal to 8 or a multiple of 8.

Endo used Meyer’s arguments from [Mey73] to construct a surface bundle with signature $-4$ which has as basis an orientable surface of genus 111 and as fibre an orientable surface of genus 3. The action of the fundamental group is not given explicitly in the paper. I have written down the action explicitly to confirm that in this example the action of $\pi_1(B)$ on $H^1(F, \mathbb{Z}_2)$ is non-trivial, as expected from Theorem 6.3.1. Lefschetz fibrations are another important source of examples of surface bundles with non-trivial signature, see for example [BDS01], [Ozb02], [Sti02]. Nevertheless these fibrations have singular fibres and the computation of the signature of the total space
depends also on the blow-up of the singularities. An interesting construction of surface bundles with signature 4 is given in \[EKK^+02\].

Meyer [Mey72, section 9] constructed two examples of local coefficient systems with non-trivial signature. One of them has signature 4 and the other has signature 8.

The appendix contains a computer module using the Python programming language which calculates the signature of the total space of a surface bundle by giving the explicit action as input. This module is used in chapter 7 to construct new examples with non-trivial signatures modulo 8.
Part I

The signature modulo 8
Introduction to Part I

This part of the thesis is concerned with results about the signature modulo 4 and modulo 8 of symmetric Poincaré chain complexes over \( \mathbb{Z} \). The signature modulo 8 of a symmetric Poincaré complex can be expressed in general by a \( \mathbb{Z}_8 \)-valued Brown-Kervaire invariant. When the signature is 0 mod 4, we show that it can be expressed as 4 times a \( \mathbb{Z}_2 \)-valued Arf invariant modulo 8.

\[\text{[Mor71]}\] proved that for a \( 4k \)-dimensional Poincaré space \( X \), the signature mod 8 is the Brown-Kervaire invariant of a \( \mathbb{Z}_4 \)-valued quadratic enhancement of the symmetric form on \( H^{2k}(X, \mathbb{Z}_2) \). In \[\text{[Mor71]}\] Morita also proved that the signature mod 4 is given by the Pontryagin square evaluated on the Wu class \( v_{2k} \in H^{2k}(X, \mathbb{Z}_2) \). We shall prove both results using symmetric Poincaré complexes over \( \mathbb{Z} \). One advantage of doing this is that the results are stronger since they refer to chain complexes and not only to spaces. Another advantage is that the proof is significantly simplified. We shall need chain complex versions of the results in \[\text{[Mor71]}\] in part III of the thesis.

The overview of chapters in this part of the thesis is as follows:

In chapter 1 we shall start by presenting background results about \( L \)-theory that will be widely used throughout the thesis. Here we present a brief overview of the symmetric construction and symmetric, quadratic and hyperquadratic \( L \)-theory.

In chapter 2 we recall the definitions of the Arf and Brown-Kervaire invariants and describe how they relate to each other when the Brown-Kervaire takes values 0 or 4 in \( \mathbb{Z}_8 \).

In chapter 3 we recall the classical construction of Pontryagin squares and also the construction of the equivariant Pontryagin squares given in \[\text{[Kor05]}\]. We shall extend the definition of equivariant Pontryagin squares given in \[\text{[Kor05]}\] to the evaluation of the equivariant Pontryagin square on odd cohomology classes.

In chapter 4 we give chain complex proofs of the results in \[\text{[Mor71]}\] and discuss how divisibility of the signature by 4 and by 8 can be detected.
Chapter 1

Background

1.1 Symmetric, quadratic and hyperquadratic structures

In this section we shall present some background material which will be fundamental for all three parts of the thesis. The ideas presented in this chapter are a review of some fundamental aspects in [Ran80a], [Ran80b].

1.1.1 The algebraic theory

Let \( R \) denote a ring with involution with unit 1,

\[ \tau : R \to R; a \mapsto \bar{a}. \]

For \( a, b \in R \), this satisfies

\[
\begin{align*}
\bar{a + b} &= \bar{a} + \bar{b}, \\
\bar{a} &= a, \\
\bar{ab} &= \bar{b} \bar{a}, \\
\bar{1} &= 1.
\end{align*}
\]

\( R \)-modules are understood to be left \( R \)-modules, unless a right \( R \)-module action is specified.

Definition 1.1.1. (i) If \( M \) is an \( R \)-module, then the transpose \( R \)-module is the right \( R \)-module denoted by \( M^t \) with the same additive group and with

\[
M^t \times R \to M^t; (x, a) \mapsto \bar{ax}.
\]

(ii) The dual of the \( R \)-module is

\[
M^* = \text{Hom}_R(M, R)
\]

with \( R \) acting by

\[
R \times M^* \to M^*; (a, f) \mapsto (x \mapsto (f(x), \bar{a})).
\]
(iii) The slant map is the \( \mathbb{Z} \)-module morphism defined for \( R \)-modules \( M \) and \( N \) by

\[
M^t \otimes_R N \to \text{Hom}_R(M^*, N); \quad x \otimes y \mapsto (f \mapsto f(x)y)
\]

**Proposition 1.1.2.** The slant map is an isomorphism for f.g. projective \( R \)-modules \( M \) and \( N \). In particular for \( N = R \) the slant map is a natural \( R \)-module isomorphism

\[
M \to M^{**}; x \mapsto (f \mapsto f(x))
\]

which identifies \( M^{**} \cong M \).

**Proposition 1.1.3.**

(i) For any \( R \)-modules \( M, N \) \( \text{Hom}_R(M, N^*) \) is the abelian group of sesquilinear pairings

\[
\lambda : M \times N \to R ; \quad (x, y) \mapsto \lambda(x, y),
\]

such that for all \( x, x' \in M, y, y' \in N, r, s \in R \)

(a) \( \lambda(x + x', y) = \lambda(x, y) + \lambda(x', y) \in R \),
(b) \( \lambda(x, y + y') = \lambda(x, y) + \lambda(x, y') \in R \),
(c) \( \lambda(rx, sy) = s \lambda(x, y)r \in R \).

(ii) Transposition defines an isomorphism

\[
T : \text{Hom}_R(M, N^*) \to \text{Hom}_R(N, M^*); \lambda \mapsto T\lambda,
\]

with \( T\lambda(x, y) = \overline{\lambda(y, x)} \in R \).

**Definition 1.1.4.** A finite f.g. projective \( R \)-module chain complex

\[
C : \cdots \to C_{r+1} \overset{d}{\to} C_r \overset{d}{\to} C_{r-1} \to \cdots
\]

is \( n \)-dimensional if each \( C_r \) (\( 0 \leq r \leq n \)) is a finitely generated projective \( R \)-module and \( C_r = 0 \) for \( r < 0 \) and \( r > n \).

For an \( R \)-module chain complex we write \( C^r = (C_r)^* \) (\( r \in \mathbb{Z} \)).

**Definition 1.1.5.**

(i) For an \( R \)-module chain complex \( C \), the dual \( R \)-module chain complex \( C^{-*} \) is

\[
d_{C^{-*}} : (C^{-*})_r = C^{-r} \to (C^{-*})_{r-1} = C^{-r+1}.
\]

(ii) The \( n \)-dual \( R \)-module chain complex \( C^{n-*} \) is

\[
d_{C^{n-*}} : (C^{n-*})_r = C^{n-r} \to (C^{n-*})_{r-1} = C^{n-r+1}.
\]
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The \( n \)-fold suspension of the dual \( S^nC^{-*} \) is isomorphic to the \( n \)-dual \( C^{n-*} \).

If a chain complex \( C \) is \( n \)-dimensional then its \( n \)-dual is also \( n \)-dimensional.

**Proposition 1.1.6.** For finite f.g. projective \( R \)-module chain complexes \( C \) and \( D \), the slant map is an isomorphism

\[
C^t \otimes_R D \to \text{Hom}_R(C^{-*}, D)
\]

\[
x \otimes y \mapsto (f \mapsto f(x)y).
\]

**Definition 1.1.7.** Let \( C \) be an \( R \)-module chain complex, where \( R \) is a ring with involution. Let \( \varepsilon = \pm 1 \). Define an involution on \( C^t \otimes_R C \) by the \( \varepsilon \)-transposition map

\[
T_\varepsilon : C^t_p \otimes_R C_q \to C^t_q \otimes_R C_p
\]

\[
x \otimes y \mapsto (-1)^{pq}y \otimes \varepsilon x,
\]

with \( x \in C_p \) and \( y \in C_q \).

\( T_\varepsilon : C^t \otimes_R C \to C^t \otimes_R C \) is an automorphism of the \( \mathbb{Z} \)-module chain complex such that \( (T_\varepsilon)^2 = 1 \), giving \( C^t \otimes_R C \) a \( \mathbb{Z}[\mathbb{Z}_2] \)-module structure.

Using the identification via the slant map, we can see that for finite dimensional \( C \) the transposition map \( T_\varepsilon \) is an involution isomorphism

\[
T_\varepsilon : \text{Hom}_R(C_p, C_q) \to \text{Hom}_R(C_q, C_p)
\]

\[
\varphi \mapsto (-1)^{pq} \varepsilon \varphi^*.
\]

Mostly \( \varepsilon = 1 \) for us, but we shall need \( \varepsilon = -1 \) in Chapter 3.

Note that the transposition involution induces a \( \mathbb{Z}_2 \)-action on \( C^t \otimes_R C \).

**Lemma 1.1.8.** A cycle \( f \in \text{Hom}_R(C, D)_n \) is a chain map (up to sign)

\[
f : S^nC \to D.
\]

Note that \( H_n(\text{Hom}_R(C, D)) = H_0(\text{Hom}_R(S^nC, D)) \) is the \( \mathbb{Z} \)-module of chain homotopy classes of \( R \)-module chain maps \( S^nC \to D \).

\( H_n(C^t \otimes_R D) \) is the \( \mathbb{Z} \)-module of chain homotopy classes of chain maps \( C^{n-*} \to D \), since using the slant map we can identify

\[
H_n(C^t \otimes_R C) = H_n(\text{Hom}_R(C^{-*}, C)) = H_0(\text{Hom}_R(C^{n-*}, C)).
\]

A cycle \( \varphi \in \text{Hom}_R(C^{-*}, C)_n = (C^t \otimes_R C)_n \) is a chain map \( \varphi : C^{n-*} \to C \).

Let \( W \) be the standard free \( \mathbb{Z}[\mathbb{Z}_2] \)-module resolution of \( \mathbb{Z} \),

\[
W : \ldots \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1+T} \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1-T} \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1+T} \mathbb{Z}[\mathbb{Z}_2] \to 0
\]
and let $\hat{W}$ be the complete resolution,

$$\hat{W} : \ldots \rightarrow \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1+T} \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1-T} \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1+T} \mathbb{Z}[\mathbb{Z}_2] \rightarrow \ldots$$

We know from Definition 1.1.7 that the transposition involution $T_ε$ provides a $\mathbb{Z}_2$-action on $C^t \otimes_R C$, so we can define the $\mathbb{Z}$-module chain complexes

$$W^C = \text{Hom}_{\mathbb{Z}[\mathbb{Z}_2]}(W, C^t \otimes_R C)$$
$$W_R^C = W \otimes_{\mathbb{Z}[\mathbb{Z}_2]} (C^t \otimes_R C)$$
$$\hat{W}^C = \text{Hom}_{\mathbb{Z}[\mathbb{Z}_2]}(\hat{W}, C^t \otimes_R C)$$

In this context the chain complex $C$ is finite-dimensional, so we can use the slant map from Definition 1.1.6 to identify the tensor product $C^t \otimes_R C$ in the above expressions with $\text{Hom}_R(C^{-*}, C)$.

**Definition 1.1.9.** (i) An $n$-dimensional $\varepsilon$-**symmetric structure** on a finite dimensional $R$-module chain complex $C$ is a cycle

$$\varphi \in (W^C)_n,$$

that is, a collection of morphisms \{\varphi_r \in \text{Hom}_R(C^{n-r+s}, C_r) | r \in \mathbb{Z}, s \in \mathbb{Z}\} such that

$$d\varphi_r + (-1)^r \varphi_r d^* + (-1)^{n+s-1}(\varphi_{r-1} + (-1)^sT_ε\varphi_{r-1}) = 0 : C^{n-r+s} \rightarrow C_r,$$

with $s \geq 0$ and $\varphi_{-1} = 0$.

(ii) An $n$-dimensional $\varepsilon$-**quadratic structure** of a finite dimensional $R$-module chain complex $C$ is a cycle

$$\psi \in (W_R^C)_n$$

that is, a collection of morphisms \{\psi_r : C^{n-r-s} \rightarrow C_r | s \geq 0\} such that

$$d\psi_s + (-1)^r \psi_s d^* + (-1)^{n-s-1}(\psi_{s+1} + (-1)^sT_ε\psi_{s+1}) = 0 : C^{n-r-s} \rightarrow C_r$$

with $s \geq 0$.

(iii) An $n$-dimensional $\varepsilon$-**hyperquadratic structure** on a finite dimensional $R$-module chain complex is a cycle

$$\theta \in (\hat{W}^C)_n$$

that is, a collection of morphisms \{\theta_r \in \text{Hom}_R(C^{n-r+s}, C_r) | r \in \mathbb{Z}, s \in \mathbb{Z}\} such that

$$d\theta_r + (-1)^r \theta_r d^* + (-1)^{n+s-1}(\theta_{r-1} + (-1)^sT_ε\theta_{r-1}) = 0 : C^{n-r+s} \rightarrow C_r$$
with \( s \in \mathbb{Z} \).

In definition 1.1.9 each \( \varphi_s \) is a chain homotopy between \( \varphi_{s-1} \) and \( T_\varepsilon(\varphi_{s-1}) \), each \( \psi_s \) is a chain homotopy between \( \psi_{s-1} \) and \( T_\varepsilon(\psi_{s-1}) \), and each \( \theta_s \) is a chain homotopy between \( \theta_{s-1} \) and \( T_\varepsilon(\theta_{s-1}) \).

Definition 1.1.10.  

(i) Two \( n \)-dimensional \( \varepsilon \)-symmetric structures are equivalent if they differ by the boundary of a chain in \( (W^\%C)_n+1 \).

(ii) Two \( n \)-dimensional \( \varepsilon \)-quadratic structures are equivalent if they differ by the boundary of a chain in \( (W^\%C)_n+1 \).

(iii) Two \( n \)-dimensional \( \varepsilon \)-hyperquadratic structures are equivalent if they differ by the boundary of a chain in \( (W^\%C)_n+1 \).

Definition 1.1.11.  

(i) \( Q^n(C, \varepsilon) \) is the abelian group of equivalence classes of \( n \)-dimensional symmetric structures on \( C \).

(ii) \( Q_n(C, \varepsilon) \) is the abelian group of equivalence classes of \( n \)-dimensional quadratic structures on \( C \).

(iii) \( \hat{Q}^n(C, \varepsilon) \) is the abelian group of equivalence classes of \( n \)-dimensional hyperquadratic structures on \( C \).

Note that the following isomorphisms hold

\[
Q^n(C, \varepsilon) \cong H_n(W^\%C) = H_n(\text{Hom}_{\mathbb{Z}[\mathbb{Z}]}(W, C^t \otimes_R C)) = H^n(\mathbb{Z}_{\mathbb{Z}}; C^t \otimes_R C)
\]

\[
Q_n(C, \varepsilon) \cong H_n(W^\%C) = H_n(W \otimes_{\mathbb{Z}[\mathbb{Z}]} (C^t \otimes_R C)) = H_n(\mathbb{Z}_{\mathbb{Z}}; C^t \otimes C)
\]

\[
\hat{Q}^n(C, \varepsilon) \cong H_n(W^\%C) = H_n(\text{Hom}_{\mathbb{Z}[\mathbb{Z}]}(\hat{W}, C^t \otimes_R C)) = \hat{H}^n(\mathbb{Z}_{\mathbb{Z}}; C^t \otimes_R C).
\]

There is a long exact sequence of \( Q \)-groups,

\[
\cdots \rightarrow Q_n(C, \varepsilon) \xrightarrow{1 + T_\varepsilon} Q^n(C, \varepsilon) \xrightarrow{J} \hat{Q}^n(C, \varepsilon) \xrightarrow{H} Q_{n-1}(C, \varepsilon) \rightarrow \cdots
\]

with

\[
1 + T_\varepsilon : (W^\%C)_n \rightarrow W^\%(C)_n
\]

\[
\{ \psi_s \in (C^t \otimes_R C)_{n-s} | s \geq 0 \} \mapsto \{(1 + T_\varepsilon)\psi_s\}_s = \begin{cases} (1 + T_\varepsilon)\psi_0 & \text{if } s = 0 \\ 0 & \text{if } s \geq 1 \end{cases}
\]

\[
J : (W^\%C)_n \rightarrow \hat{W}^\%(C)_n
\]

\[
\{ \varphi_s \in (C^t \otimes_R C)_{n+s} | s \geq 0 \} \mapsto \{(J\varphi)_s\}_s = \begin{cases} \varphi_s & \text{if } s \geq 0 \\ 0 & \text{if } s \leq -1 \end{cases}
\]

\[
H : (\hat{W}^\%C)_n \rightarrow W^\%(C)_{n-1}
\]

\[
\{ \theta_s \in (C^t \otimes_R C)_{n+s} | s \in \mathbb{Z} \} \mapsto \{(H\theta)_s\}_s = \theta_{s-1} | s \geq 0 \}.
\]

Definition 1.1.12. An \( n \)-dimensional \( \varepsilon \)-symmetric complex \( (C, \varphi) \) is \textbf{Poincaré} if \( \varphi_0 : C^{n-*} \rightarrow C \) is a chain equivalence.
The symmetrization chain map is

\[ 1 + T_\varepsilon : W_\varepsilon^R(C) \to W_\varepsilon^R(C) \]

with \( \varphi_s = (1 + T_\varepsilon) \psi_0 \) if \( s = 0 \) and \( \varphi_s = 0 \) if \( s \geq 1 \).

**Definition 1.1.13.** An \( n \)-dimensional \( \varepsilon \)-quadratic complex \( (C, \psi) \) is **Poincaré** if the symmetrization \( (1 + T)\psi_0 \) is a chain equivalence.

**Definition 1.1.14.** The Wu classes of the \( \varepsilon \)-symmetric structure of a chain complex over a ring with involution \( R \) are defined by the function

\[ v_r(\varphi) : H^{n-r}(C) = H_0(\text{Hom}_R(C, S^{n-r} R)) \to Q^n(S^{n-r} R, \varepsilon); x \mapsto (x \otimes x)/(\varphi_{n-2r}). \]

The following are the definitions of \( \varepsilon \)-symmetric, \( \varepsilon \)-quadratic and \( \varepsilon \)-(symmetric, quadratic) Poincaré pairs, which we shall need later on. The definitions that I include here are quoted from [Ran01]. A relevant concept in these definitions is that of algebraic mapping cone \( \mathcal{C}(f) \) of \( f : C \to D \), which is defined by

\[
\begin{pmatrix}
  d_D & (-1)^{r-1} f \\
  0 & d_C
\end{pmatrix} : \mathcal{C}(f)_r = D_r \oplus C_{r-1} \to \mathcal{C}(f)_{r-1} = D_{r-1} \oplus C_{r-2}.
\]

**Definition 1.1.15.** An \( (n+1) \)-dimensional \( \varepsilon \)-symmetric Poincaré pair over \( R \)

\[ (f : C \to D, (\delta \varphi, \varphi)) \]

consists of

- an \( n \)-dimensional \( R \)-module chain complex \( C \),
- an \( (n+1) \)-dimensional \( R \)-module chain complex \( D \),
- a chain map \( f : C \to D \),
- a cycle \( (\delta \varphi, \varphi) \in C(f)_n : W_\varepsilon^R C \to W_\varepsilon^R D \) \( n+1 \) = \( (W_\varepsilon^R D)_n+1 \oplus (W_\varepsilon^R C)_n \)

such that the \( R \)-module chain map \( D^{n+1-r} \to \mathcal{C}(f) \) defined by

\[
(\delta \varphi, \varphi)_0 = \begin{pmatrix}
  \delta \varphi_0 \\
  \varphi_0 f_*
\end{pmatrix} : D^{n+1-r} \to \mathcal{C}(f)_r = D_r \oplus C_{r-1}
\]

is a chain equivalence.

**Definition 1.1.16.** An \( (n+1) \)-dimensional \( \varepsilon \)-quadratic Poincaré pair over \( R \)

\[ (f : C \to D, (\delta \psi, \psi)) \]

consists of
• an $n$-dimensional $R$-module chain complex $C$,
• an $(n+1)$-dimensional $R$-module chain complex $D$,
• a chain map $f : C \to D$,
• a cycle $(\delta \psi, \psi) \in C((1 + T_\varepsilon) f : W_\varepsilon C \to W_\varepsilon D)_{n+1} = (W_\varepsilon D)_{n+1} \oplus (W_\varepsilon C)_n$
such that the $R$-module chain map $D^{n+1-r} \to \mathcal{C}(f)$ defined by
\[(1 + T_\varepsilon)(\delta \psi, \psi)_0 = \begin{pmatrix} (1 + T_\varepsilon)\delta \psi_0 \\ (1 + T_\varepsilon)^{n+1-r} \to \mathcal{C}(f)_r = D_r \oplus C_{r-1}\end{pmatrix}
\]
is a chain equivalence.

**Definition 1.1.17.** An $(n+1)$-dimensional $\varepsilon$-(symmetric, quadratic) Poincaré pair over $R$
\[(f : C \to D, (\delta \varphi, \psi))\]
consists of
• an $n$-dimensional $R$-module chain complex $C$,
• an $(n+1)$-dimensional $R$-module chain complex $D$,
• a chain map $f : C \to D$,
• a cycle $(\delta \varphi, \psi) \in C((1 + T_\varepsilon) f : W_\varepsilon C \to W_\varepsilon D)_{n+1} = (W_\varepsilon D)_{n+1} \oplus (W_\varepsilon C)_n$
such that the $R$-module chain map $D^{n+1-r} \to \mathcal{C}(f)$ defined by
\[(\delta \varphi, (1 + T_\varepsilon)^{n+1-r} \to \mathcal{C}(f)_r = D_r \oplus C_{r-1}\]
is a chain equivalence.

### 1.1.2 A geometric application: the symmetric construction

In the geometric case $X$ will be a connected space with fundamental group $\pi_1(X) = \pi$
and $\tilde{X}$ its universal cover. The ring will be $R = \mathbb{Z}[\pi]$ and the involution is defined by
\[- : R \to R; \sum_{g \in \pi} n_g g \mapsto \sum_{g \in \pi} n_g g^{-1}.
\]
We set $\varepsilon = 1$, and write $T_\varepsilon = T$ and $Q^n(C, \varepsilon) = Q^n(C)$.

The symmetric construction is described in detail in [Ran80b]. Here we will give a brief summary of the construction together with the definition of symmetric $L$-theory,
which is also described in detail in [Ran80b]. In the geometric version, the $\varepsilon$ from the previous section is 1 and is left out of the notation of the $Q$-groups.
The diagonal map \( \Delta : X \to X \times X \) was used by Lefschetz on the level of homology to identify the Poincaré duality isomorphisms of an oriented manifold with the intersection numbers of submanifolds. The Alexander-Whitney-Steenrod symmetric construction \( \Delta : C(X) \to W^\% C(X) \) captures cup products, the Steenrod squares and the Pontryagin squares, and is key to the symmetry properties of Poincaré duality. (There are analogues for primes \( p \neq 2 \) but only \( p = 2 \) concerns us here.)

Given a CW complex \( X \), let \( C(X) \) be its singular chain complex of free \( \mathbb{Z} \)-modules.

**Theorem 1.1.18.** (Eilenberg-Zilber) Let \( X \) and \( Y \) be topological spaces and let \( X \times Y \) be the product space of both. There exists a natural chain homotopy equivalence

\[
EZ_0 : C(X \times Y) \simeq C(X) \otimes_\mathbb{Z} C(Y)
\]

with natural higher chain homotopies

\[
EZ_i : C(X \times Y)_r \to (C(X) \otimes_\mathbb{Z} C(Y))_r + i \quad (i \geq 1)
\]

such that

\[
\partial EZ_{i+1} + (-1)^i EZ_i \partial = EZ_i T + (-1)^{i+1} T EZ_i : C(X \times Y)_r \to (C(X) \otimes_\mathbb{Z} C(Y))_{r+i} \quad (i \geq 0),
\]

where the transposition isomorphisms are

\[
T : X \times Y \to Y \times X; (x,y) \mapsto (y,x)
\]

and

\[
T = T_1 : C(X) \otimes_\mathbb{Z} C(Y) \to C(Y) \otimes_\mathbb{Z} C(X); x \otimes y \mapsto \pm y \otimes x
\]

Note that \( EZ_{i+1} : EZ_i \simeq T(EZ_i) \) is a chain homotopy, and that for \( X = Y \) the collection of \( \{EZ_i\} \) defines a natural chain map

\[
EZ : C(X \times X) \to \text{Hom}_{\mathbb{Z}[\mathbb{Z}]}(W, C(X) \otimes_\mathbb{Z} C(X)).
\]

**Proof.** See [EZ53]. \(\square\)

The diagonal maps on the chain complex level are induced by the diagonal map of a space

\[
\Delta : X \to X \times X; x \mapsto (x,x).
\]

This map has a \( \pi_1(X) \)-equivariant generalisation for the universal cover \( \tilde{X} \) of \( X \). Writing \( \pi = \pi_1(X) \) and \( \pi \times \tilde{X} \to \tilde{X}, (g,\tilde{x}) \mapsto g\tilde{x} \), the generalisation is given by

\[
\tilde{\Delta}/\pi : \tilde{X}/\pi = X \to (\tilde{X} \times \tilde{X})/\pi = (\tilde{X} \times \tilde{X})/((x,y) \sim (gx,gy)) = (\tilde{X} \times_\pi \tilde{X}),
\]
so that

\[ \Delta \times \pi : \tilde{X} \times \pi \tilde{X} \to \tilde{X} \times \pi \tilde{X} \]

\[ \Delta \triangleleft \]

\[ \Delta \triangleright \]

\[ \Delta \triangleleft \]

\[ \Delta \triangleright \]

\[ \Delta \triangleleft \]

\[ \Delta \triangleright \]

From the diagonal map \( X \to \tilde{X} \times \pi \tilde{X} \) we get a \( \mathbb{Z}[\pi] \)-module chain map

\[ \Delta : C(X) \to C(\tilde{X} \times \pi \tilde{X}) \]

Composing this map with the Eilenberg-Zilber map we obtain a chain equivalence

\[ EZ \circ \Delta : C(X) \to C(\tilde{X} \times \pi \tilde{X}) \to C(\tilde{X})^t \otimes_{\mathbb{Z}[\pi]} C(\tilde{X}), \]

In general we take \( \mathbb{Z}[\pi] \)-modules to be left \( \mathbb{Z}[\pi] \)-modules. The superscript \( t \) denotes the involution \( \bar{g} = g^{-1} \) on \( \mathbb{Z}[\pi] \) being used to define the transposition isomorphism which sends the left \( \mathbb{Z}[\pi] \)-module \( C(\tilde{X}) \) to a right \( \mathbb{Z}[\pi] \)-module \( C(\tilde{X})^t \) in order to form the tensor product,

\[ \Delta_0 : C(\tilde{X}) \to C(\tilde{X})^t \otimes_{\mathbb{Z}} C(\tilde{X}). \]

Tensoring with \( \mathbb{Z} \) on the left we get

\[ \Delta_0 : \mathbb{Z} \otimes_{\mathbb{Z}[\pi]} C(\tilde{X}) \to \mathbb{Z} \otimes_{\mathbb{Z}[\pi]} (C(\tilde{X})^t \otimes_{\mathbb{Z}} C(\tilde{X})). \]

This is equivalent to a natural chain map

\[ \Delta_0 : C(X) \to C(\tilde{X})^t \otimes_{\mathbb{Z}[\pi]} C(\tilde{X}) \]

which is the chain complex version of the map \( X \to \tilde{X} \times \pi \tilde{X} \) from the diagram above. This also has natural higher chain homotopies

\[ \Delta_i : C(X) \to (C(\tilde{X})^t \otimes_{\mathbb{Z}[\pi]} C(\tilde{X}))_{r+i} \quad (i \geq 1) \]

such that

\[ \partial \Delta_{i+1} + (-1)^i \Delta_{i+1} \partial = (T + (-1)^{i+1}) \Delta_i : C(X)_r \to (C(\tilde{X})^t \otimes_{\mathbb{Z}[\pi]} C(\tilde{X}))_{r+i}. \]

The map \( \Delta_i : C(X) \to (C(\tilde{X})^t \otimes_{\mathbb{Z}[\pi]} C(\tilde{X}))_{r+i} \quad (i \geq 1) \) is a chain homotopy between \( \Delta_{i-1} \) and \( T \Delta_i-1 \), constructed by acyclic model theory. The symmetric construction is the natural chain map

\[ \varphi_X = \{ \Delta_i | i \geq 0 \} : C(X) \to W^\% C(\tilde{X}) = \text{Hom}_{\mathbb{Z}[\mathbb{Z}]}(W, C(\tilde{X})^t \otimes_{\mathbb{Z}[\pi]} C(\tilde{X})) \]
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which induces group morphisms in

\[ \varphi_X : H_n(X) \to H_n(W^\mathbb{C}(\mathcal{X})) = Q^n(C(\mathcal{X})). \]  

(1.1)

1.2 Symmetric, quadratic and hyperquadratic \( L \)-theory

In the remainder of this chapter we shall give a summarized presentation of symmetric, quadratic and hyperquadratic \( L \)-theory. Here we only need to consider \( \varepsilon = 1 \), although in the general theory \( \varepsilon = \pm 1 \) is also allowed. The origin of these theories is the classical Witt group of symmetric bilinear forms over a field \( k \), which were first introduced in \cite{Wit36}. Quadratic Witt groups are the surgery obstruction groups introduced by Wall in \cite{Wal99} (First published in 1970 and re-edited in 1999). Witt groups over a ring with involution were introduced in \cite{Ran80a}.

We shall be dealing with left \( R \)-modules, where \( R \) is a ring with involution. \( \text{Hom}_R(A,B) \) denotes the additive group of \( R \)-module morphisms \( f : A \to B \).

As in Definition 1.1.1, the dual \( R \)-module of a module \( V \) is \( V^* \cong \text{Hom}_R(V,R) \) with \( R \) acting by

\( R \times \text{Hom}_R(V,R) \to \text{Hom}_R(V,R); \ (v,r) \mapsto (x \mapsto f(x)r) \)

\((V,\lambda)\) is a finitely generated free \( R \)-module \( V \) with a morphism \( \lambda : V \to V^* = \text{Hom}_R(V,R) \).

The morphism \( \lambda : V \to V^* \) can be expressed as pairing \( \lambda : V \times V \to R \).

The form is \( \varepsilon \)-symmetric if \( \varepsilon \lambda(x,y) = \lambda(y,x) \in R \) for all \( x,y \in V \). The form is symmetric if \( \varepsilon = 1 \) in this expression.

The form is nonsingular if \( \lambda \) is an isomorphism and nondegenerate if \( \lambda \) is injective.

A Lagrangian subspace of a symmetric form \((V,\lambda)\) is a subspace \( L \) such that \( \lambda(L,L) = 0 \) and \( \dim(L) = (\frac{1}{2})\dim(V) \). A form which admits a Lagrangian is called metabolic.

Two nonsingular symmetric bilinear forms \((V,\lambda),(V',\lambda')\) are Witt equivalent if there exists an isomorphism \( (V,\lambda) \oplus (U,\mu) \cong (V',\lambda') \oplus (U',\mu') \) with \((U,\mu),(U',\mu')\) forms which admit Lagrangians.

The Witt group \( L^0(R) \) over a ring with involution \( R \) is the abelian group of Witt equivalence classes of nonsingular symmetric bilinear forms over \( R \), with the group operation corresponding to the orthogonal direct sum of forms. A nonsingular symmetric form \((V,\lambda)\) over a ring \( R \), with \( V \) a f.g free \( R \)-module and \( \lambda : V \times V \to R \), represents 0 in the Witt group \( L^0(R) \) if it contains a Lagrangian subspace.

Witt groups can also be defined for skew-symmetric forms, and for quadratic forms over a ring with involution \( R \). \( L^0(R) \) is the Witt group of non-singular symmetric forms over \( R \). \( L_0(R) \) is the Witt group of non-singular quadratic forms over \( R \).
1.2.1 Symmetric $L$-groups $L^*(R)$

Take $R$ to be a ring with involution. Then the symmetric $L$-group $L^n(R)$ is the abelian group of cobordism classes of $n$-dimensional symmetric complexes $(C, \varphi)$ over $R$. Addition is given by direct sum.

The computation of the symmetric $L$-groups of $\mathbb{Z}$ which is given in the following definition will be particularly important for the rest of the thesis.

**Proposition 1.2.1.** ([Ran80a]) The symmetric $L$-groups of $\mathbb{Z}$ are 4-periodic

\[
L^n(\mathbb{Z}) = \begin{cases} 
\mathbb{Z} \text{ (signature)} & \text{if } n \equiv 0 \pmod{4} \\
\mathbb{Z}_2 \text{ (de Rham invariant)} & \text{if } n \equiv 1 \pmod{4} \\
0 & \text{if } n \equiv 2 \pmod{4} \\
0 & \text{if } n \equiv 3 \pmod{4}
\end{cases}
\]

for $n \geq 0$.

We shall also deal with the $L$-groups of chain complexes over $\mathbb{Z}[\pi_1(X)]$. The symmetric signature of Mishchenko [Mis71] is defined for an $n$-dimensional geometric Poincaré complex $X$ by the symmetric Poincaré cobordism class

\[
\sigma^*(X) = (C(\widetilde{X}), \varphi_X) \in L^n(\mathbb{Z}[\pi_1(X)]).
\]

1.2.2 Quadratic $L$-groups $L_*(R)$

The cobordism group of $n$-dimensional quadratic complexes over a ring with involution $R$ is denoted by $L_n(R)$. These groups are the surgery obstruction groups of Wall. We shall give no further details about them here apart from the computation over $\mathbb{Z}$, and refer the reader to [KM63, Wal99, Ran80a, Ran80b] for an extensive treatment.

**Proposition 1.2.2.** It is proved in [Ran80b] that the quadratic $L$-groups are 4-periodic, that is, there is an isomorphism

\[
L_n(R) \cong L_{n+4}(R).
\]

With the definitions in [Ran80a, Ran80b], the symmetric $L$-groups are in general not 4-periodic, although there are morphisms

\[
\bar{S}^2 : L^n(R) \to L^{n+4}(R) \text{ (double skew-suspension)}
\]

and

\[
1 + T : L_n(R) \to L^n(R) \text{ (symmetrization)}
\]

which are isomorphisms modulo 8-torsion for all $n \geq 0$. 
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The quadratic $L$-groups over $\mathbb{Z}$ are given by

$$
L_n(\mathbb{Z}) = \begin{cases} 
\mathbb{Z} \text{ (signature/8)} & \text{if } n \equiv 0 \pmod{4} \\
0 & \text{if } n \equiv 1 \pmod{4} \\
\mathbb{Z}_2 \text{ (Arf invariant)} & \text{if } n \equiv 2 \pmod{4} \\
0 & \text{if } n \equiv 3 \pmod{4}
\end{cases}
$$

1.2.3 The hyperquadratic $L$-groups $\hat{L}^*(R)$

The symmetric, quadratic and hyperquadratic $L$-groups are related by an exact sequence

$$
\cdots \rightarrow L_n(R) \xrightarrow{1 + T} L^n(R) \xrightarrow{J} \hat{L}^n(R) \xrightarrow{\partial} L_{n-1}(R) \rightarrow \cdots,
$$

where $T$ is the involution and $1 + T$ is the symmetrization map. The symmetrization maps $1 + T : L_*(R) \rightarrow L^*(R)$ are isomorphisms modulo 8 torsion, so that the hyperquadratic $L$-groups $\hat{L}^*(R)$ are 8-torsion groups.

Recall that $L^0(\mathbb{Z})$ is the Witt group of nonsingular symmetric forms over $\mathbb{Z}$ and is isomorphic to $\mathbb{Z}$, the isomorphism given by the signature, and $\hat{L}^0(\mathbb{Z}) \cong \mathbb{Z}_8$ with the isomorphism given by the hyperquadratic signature. The map $J : L^0(\mathbb{Z}) \rightarrow \hat{L}^0(\mathbb{Z})$ sends a form $(F, \varphi)$ to $\varphi(v, v)$, where $v \in F$ is a characteristic element, that is an element such that for any $u \in F$ it holds that

$$
\varphi(u, u) = \varphi(u, v) \in \mathbb{Z}_2.
$$

The map $\partial : \hat{L}^n(R) \rightarrow L^n(R)$ is the boundary map. This boundary is described great detail for low dimensions in [BR06, page 546].

The hyperquadratic $L$-groups can be interpreted as the relative group in this exact sequence. This interpretation gives rise to definition 1.2.3.

Definition 1.2.3. The hyperquadratic $L$-groups $\hat{L}^n(R)$ are the cobordism groups of $n$-dimensional (symmetric, quadratic) Poincaré pairs $(f : C \rightarrow D, (\delta \varphi, \psi))$ over a ring with involution $R$ such that the $R$-module chain map

$$(\delta \varphi_0, (1 + T)\psi_0) : D^{n-*} \rightarrow \mathcal{C}(f)$$

is a chain equivalence.

Remark 1.2. As we shall see, the $\hat{L}$-groups can also be defined as cobordism groups of algebraic normal complexes $(C, \varphi, \gamma, \theta)$. We will come back to this definition after introducing chain bundle structures.

In general the symmetric and hyperquadratic $L$-groups $L^*(R)$ and $\hat{L}^*(R)$ are not 4-periodic. Nevertheless, they are 4-periodic in their simply-connected version, that is when $R = \mathbb{Z}$. The computation of the various simply-connected $L$-groups is given in Proposition 4.3.1 in [Ran81].
Proposition 1.2.4. The hyperquadratic $L$-groups over $\mathbb{Z}$ are given by

$$\hat{L}^n(\mathbb{Z}) = \begin{cases} 
\mathbb{Z}_8 \text{ (signature (mod 8))} & \text{if } n \equiv 0 \pmod{4} \\
\mathbb{Z}_2 \text{ (de Rham invariant)} & \text{if } n \equiv 1 \pmod{4} \\
0 & \text{if } n \equiv 2 \pmod{4} \\
\mathbb{Z}_2 \text{ (Arf invariant)} & \text{if } n \equiv 3 \pmod{4}
\end{cases}$$

Other computations of $L$-groups that will be relevant in chapter 2 are the algebraic $L$-groups of $R = \mathbb{Z}_2$,

$$L_n(\mathbb{Z}_2) = \begin{cases} 
\mathbb{Z}_2 \text{ (Arf invariant)} & \text{if } n \equiv 0 \pmod{2} \\
0 & \text{if } n \equiv 1 \pmod{2}
\end{cases}$$

$$L^n(\mathbb{Z}_2) = \begin{cases} 
\mathbb{Z}_2 \text{ (rank (mod 2))} & \text{if } n \equiv 0 \pmod{2} \\
0 & \text{if } n \equiv 1 \pmod{2}
\end{cases}$$

$$\hat{L}^n(\mathbb{Z}_2) = \mathbb{Z}_2.$$  

with $1 + T = 0 : L_n(\mathbb{Z}_2) \to L^n(\mathbb{Z}_2)$.

1.3 Normal complexes

An $n$-dimensional geometric Poincaré complex $X$ is a space with the homotopy type of a finite $CW$ complex which satisfies Poincaré duality, that is, it has a fundamental class $[X] \in H_n(X)$ such there is an isomorphism given by the cap product,

$$[X] \cap - : H^*(\tilde{X}) \to H_{n-*}(\tilde{X}),$$

where $\tilde{X}$ is the universal cover of $X$. Geometric Poincaré complexes were defined by Wall in [Wal67].

Let $G(j)$ denote the set of homotopy equivalences of $S^{j-1}$ with the compact-open topology. $BG(j)$ classifies homotopy $S^{j-1}$-bundles and $BSG(j)$ classifies oriented homotopy $S^{j-1}$-bundles. (These bundles are also called “spherical fibrations”).

If $X$ is an $n$-dimensional geometric Poincaré complex, a regular neighbourhood $N$ of an embedding $X \subset R^{n+j}$ ($j$ large) determines the Spivak normal fibration

$$\nu_X : (D^j, S^{j-1}) \to (N, \partial N) \to X$$

which has a classifying map

$$\nu_X : X \to BSG(j)$$

See [Spi67].
The geometric Poincaré complex $X$ has a Spivak normal structure

$$(\nu_X : X \to BSG(j), \rho_X : S^{n+j} \to T(\nu_X)),$$

where $T(\nu_X) = N/\partial N$ denotes the Thom space of $\nu_X$.

An $n$-dimensional normal complex $X$ is a space with the homotopy type of a finite CW complex together with a spherical fibration $\nu_X : X \to BSG(j)$ and a map $\rho_X : S^{n+j} \to T(\nu_X)$. The map $\rho_X$ determines a stable homotopy class

$$\rho_X \in \pi_{n+j}(T(\nu_X)) = \lim_{\to} \pi_{n+j+k}(\Sigma^k T(\nu_X)).$$

The Hurewicz image of $\rho_X \in \pi_{n+j}(T(\nu_X))$ is called the fundamental class $[X] \in H_n(X) \cong H_{n+j}(T(\nu_X))$, but the cap product does not necessarily give an isomorphism.

Normal complexes were defined by Quinn in [Qui72].

A $4k$-dimensional normal complex $X$ has both a signature $\sigma^*(X) \in \mathbb{Z}$, which is the signature of the symmetric form

$$H^{2k}(X)/\text{torsion} \times H^{2k}(X)/\text{torsion} \to \mathbb{Z};$$

$$(x, y) \mapsto \langle x \cup y, [X] \rangle,$$

and a normal signature $\hat{\sigma}^*(X) \in \hat{L}^{4k}(\mathbb{Z}) = \mathbb{Z}_8$. Both these signatures are homotopy invariants. If $X$ is Poincaré the normal signature is the mod 8 reduction of the signature. In general this is not case, see [RT].

### 1.3.1 Chain bundles and algebraic normal complexes

As mentioned before, the $\hat{L}$-groups can also be defined as the cobordism groups of normal complexes $(C, \varphi, \gamma, \theta)$. In the first place we need to define what is meant by a chain bundle structure on a symmetric complex. References giving a detailed exposition of the algebraic theory of chain complexes and chain bundle theory are [Ran80a], [Ran81], [Ran92], [Ran01], [Wei85]. Here we will summarize the main definitions.

**Definition 1.3.1.** A chain bundle over a finite dimensional chain complex $C$ is a 0-dimensional hyperquadratic structure

$$\gamma \in (\hat{W}^0 C^{0-*})_0.$$

**Definition 1.3.2.** An algebraic normal structure $(\gamma, \theta)$ on an $n$-dimensional symmetric complex $(C, \varphi)$ is a chain bundle $\gamma \in (\hat{W}^0 C^{0-*})$ together with an equivalence of $n$-dimensional hyperquadratic structures on $C$,

$$\theta : J(\varphi) \to (\hat{\varphi}_0)^\% (S^n \gamma)$$
as defined by a chain $\theta \in (\hat{W}^\tau C)_{n+1}$ such that

$$J(\varphi) - (\hat{\varphi}_0)^\tau (S^n \gamma) = d\theta \in (\hat{W}^\tau C)_n$$

**Definition 1.3.3.** An algebraic normal complex $(C, \varphi, \gamma, \theta)$ is a symmetric complex $(C, \varphi)$ together with a chain bundle structure $(\gamma, \theta)$, where $(\gamma, \theta)$ are as defined above.

Each $n$-dimensional symmetric Poincaré complex $(C, \varphi)$ has a unique equivalence class of normal structures $[\varphi] \in Q^n(C)$ under the composition

$$Q^n(C) \xrightarrow{\partial} \hat{Q}^n(C) \xrightarrow{((\hat{\varphi}_0)^\tau)^{-1}} \hat{Q}^n(C^{n-*}) \xrightarrow{(S^n)^{-1}} \hat{Q}^0(C^{0-*})$$

is the equivalence class of bundles $[\gamma] \in \hat{Q}^0(C^{0-*})$.

The Wu classes of the chain bundle $(C, \gamma)$ over a ring with involution $R$ are $R$-module morphisms,

$$v_r(\gamma) : H_r(C) \to \hat{H}^r(\mathbb{Z}_2, R)$$

$$(x : S^r R \to C) \mapsto \gamma_{-2r}(x)(x).$$

### 1.3.2 (Symmetric, quadratic) pairs and normal complexes

The one-one correspondence between $n$-dimensional algebraic normal complexes and the homotopy classes of $n$-dimensional (symmetric, quadratic) Poincaré pairs is carefully described in [Ran01, section 7]

An $n$-dimensional normal complex $(C, \varphi, \gamma, \theta)$ determines an $n$-dimensional (symmetric, quadratic) Poincaré pair $(\partial C \to C^{n-*}, (\delta \varphi, \psi))$ with $\partial C = C^{0-*} \to C_{n+1}$ Conversely, an $n$-dimensional (symmetric, quadratic) Poincaré pair $(f : C \to D, (\delta \varphi, \psi))$ determines an $n$-dimensional algebraic normal complex $(\mathcal{C}(f), \varphi, \gamma, \theta)$ with $\gamma \in \hat{Q}^0(\mathcal{C}(f)^{-*}).$

From this one-one correspondence it can be deduced that there are two alternative definitions of the hyperquadratic $L$-groups over a ring with involution $R$.

**Definition 1.3.4.** Let $R$ be a ring with involution. The hyperquadratic $L$-group $\hat{L}^n(R)$ can be defined in one two equivalent ways,

(i) the cobordism group of $n$-dimensional algebraic normal complexes $(C, \varphi, \gamma, \theta)$ over $R$,

(ii) the cobordism group of $n$-dimensional (symmetric, quadratic) Poincaré pairs over $R$. 
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1.3.3 Classifying chain bundle over a ring $R$ with involution

Chain bundles $\gamma$ over a chain complex $(C, \gamma)$ over a ring with involution $R$ are classified by the $R$-module chain maps $f : C \to B(\infty)$ and $\chi : \gamma \to \beta(\infty)$. Here $(B(\infty), \beta(\infty))$ is the universal chain bundle and thus has the property that the Wu classes give $R$-module isomorphisms,

$$v_r(\beta(\infty)) : H_r(B(\infty)) \xrightarrow{\cong} \hat{H}^r(\mathbb{Z}_2, R).$$

The universal chain bundle over a ring $R$ has the property that

$$H_0(\text{Hom}_\mathbb{Z}(C, B(\infty))) \to \hat{Q}^0(C^{-e})$$

is an isomorphism for any finite dimensional chain complex $C$.

In particular if $R = \mathbb{Z}$, then the universal chain bundle $(B(\infty), \beta(\infty))$ is defined by

$$d_{B(\infty)} = \begin{cases} 2 & \text{if } r \text{ is odd} \\ 0 & \text{if } r \text{ is even} \end{cases} : B(\infty)_r = \mathbb{Z} \to B(\infty)_{r-1} = \mathbb{Z},$$

That is, the universal chain bundle over $\mathbb{Z}$ is given by

$$B(\infty) : \cdots \to B_{2k+2} = \mathbb{Z} \xrightarrow{0} B_{2k+2} = \mathbb{Z} \xrightarrow{2} B_{2k} = \mathbb{Z} \xrightarrow{0} B_{2k-1} = \mathbb{Z} \to \cdots$$

and

$$\beta(\infty)_s = \begin{cases} 1 & \text{if } 2r = s \\ 0 & \text{otherwise} \end{cases} : B(\infty)_{r-s} = \mathbb{Z} \to B(\infty)^{-r} = \mathbb{Z}.$$  

**Definition 1.3.5.** A normal $(B, \beta)$-structure, $(\gamma, \theta, f, \chi)$, on an $n$-dimensional symmetric complex $(C, \varphi)$ is a normal structure $(\gamma, \theta)$ together with a chain bundle map,

$$(f, \chi) : (C, \gamma) \to (B, \beta).$$

Note that in the previous definition $(B, \beta)$ is not assumed to be the universal chain bundle.

**Definition 1.3.6.** ([Wei85]) The $(B, \beta)$-structure $L$-groups $L(B, \beta)^n(R)$ are the cobordism groups of $n$-dimensional $(B, \beta)$-normal complexes $(C, \varphi, \gamma, \theta, f, \chi)$ over $R$.

The quadratic $L$-groups and the $(B, \beta)$-structure $L$-groups fit into an exact sequence

$$\cdots \to L_n(R) \to L(B, \beta)^n(R) \to \hat{L}(B, \beta)^n(R) \to L_{n-1}(R) \to \cdots$$

1.3.4 Twisted $Q$-groups

**Definition 1.3.7.** An $n$-dimensional symmetric structure $(\varphi, \theta)$ on a chain bundle $(C, \gamma)$ is an $n$-dimensional symmetric structure $\varphi \in (W\%C)_n$ together with an equivalence of $n$-dimensional hyperquadratic structures on $C$,

$$\theta : J(\varphi) \to (\hat{\varphi}_0)^\%(S^n\gamma)$$
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as defined by a chain \( \theta \in (\hat{W}^\% C)_{n+1} \) such that

\[
J(\varphi) - (\hat{\varphi}_0)^\% (S^n \gamma) = d\theta \in (\hat{W}^\% C)_n
\]

An equivalence of \( n \)-dimensional symmetric structures on \((C, \gamma)\) is defined by an equivalence of symmetric structures together with an equivalence of hyperquadratic structures on \(C\).

**Definition 1.3.8.** [Ran01, page 24] The **twisted quadratic Q-group** \( Q_n(C, \gamma) \) is the abelian group of equivalence classes of \( n \)-dimensional symmetric structures on a chain bundle \((C, \gamma)\).

The twisted quadratic Q-groups fit into an exact sequence

\[
\ldots \hat{Q}^{n+1}(C) \rightarrow Q_n(C, \gamma) \xrightarrow{N_n} Q^n(C) \xrightarrow{J_n} \hat{Q}^n(C) \xrightarrow{H_n} Q_{n-1}(C, \gamma) \rightarrow \ldots
\]

\( (\varphi, \theta) \mapsto \varphi \mapsto J(\varphi) - (\varphi_0)^\% (S^n \gamma) \mapsto (0, \theta) \)

In the untwisted case, that is with \( \gamma = 0 \), we have the usual exact sequence of Q-groups,

\[
\ldots \rightarrow Q_n(C) \xrightarrow{1+T} Q^n(C) \xrightarrow{J} \hat{Q}^n(C) \xrightarrow{H} Q_{n-1}(C) \rightarrow \ldots
\]

**Definition 1.3.9.** The class \((\varphi, \theta) \in Q_n(\mathcal{C}(f), \gamma)\) is the **algebraic normal invariant** of \((f : C \rightarrow D, (\delta \varphi, \psi))\).

**Example 1.3.10.** An \( n \)-dimensional normal space \((X, \nu_X, \rho_X)\) determines a cycle for a chain bundle \( \gamma(\nu) \) and a cycle for an element \((\varphi, \theta)\), hence defining an algebraic normal complex \((C(X), \varphi, \gamma(\nu_X), \theta(X))\). An oriented spherical fibration \( \nu_X : X \rightarrow BSG \) determines an equivalence class of chain bundles \((C(X), \gamma(\nu))\) over \( \mathbb{Z} \).

The Wu classes of the chain bundle \( v_r(\gamma(\nu)) \in H_r(X; \mathbb{Z}_2) \rightarrow \mathbb{Z}_2 \) correspond to the usual Wu classes \( v_r(\nu) \in H_r(X; \mathbb{Z}_2) \), and the symmetric construction extends to the following commutative diagram,

\[
\begin{array}{ccc}
\rho_X \in \pi_{n+j}(M(\nu)) & \xrightarrow{\text{Hurewicz}} & \hat{H}_{n+j}(M(\nu)) = H_n(X) \\
\downarrow & & \downarrow \\
(\varphi, \theta) = \rho_\gamma \in Q_n(C(X), \gamma(\nu)) & \xrightarrow{\text{symmetric construction}} & Q^n(C(X))
\end{array}
\]

**Proposition 1.3.11.** [Wei85, Proposition 6.6] The homomorphism

\[
\hat{L}(B(\infty), \beta(\infty))^n(R) \xrightarrow{\cong} Q_n(B(\infty), \beta(\infty))
\]

is an isomorphism for \( n \geq 0 \).
Proof. An element \((C, \varphi, \gamma, \theta, g, \chi) \in \hat{L}(B, \beta)^n(R)\) is an \(n\)-dimensional algebraic normal complex, i.e. an \(n\)-dimensional symmetric complex \((C, \varphi)\) with a normal \((B, \beta)\)-structure \((\gamma, \theta)\), where

\[
\gamma \in (\hat{W}^\%C^{0-\ast})_0
\]

is a chain bundle, and

\[
\theta \in (\hat{W}^\%C)_{n+1}
\]

is an equivalence of \(n\)-dimensional hyperquadratic structures on \(C\),

\[
\theta : J(\varphi) \rightarrow (\hat{\gamma})^%{(S^n\gamma)}
\]

and \((g, \chi)\) is a chain bundle map, such that \(g : C \rightarrow B\) and \(\chi : \gamma \rightarrow \beta\).

This chain bundle map

\[
(g, \chi) : (C, \gamma) \rightarrow (B, \beta)
\]

induces a map in the twisted \(Q\)-groups

\[
(g, \chi)_\% : Q_n(C, \gamma) \rightarrow Q_n(B, \beta).
\]

The map \(\hat{L}(B, \beta)^n(R) \rightarrow Q_n(B, \beta)\) sends \((C, \varphi, \gamma, \theta, g, \chi)\) to \((g, \chi)_\%(\varphi, \theta)\).

Now suppose that \([\varphi, \theta] \in Q_n(B, \beta)\) so that,

\[
Q_n(B, \beta) \rightarrow \hat{L}(B, \beta)^n(R)
\]

\[
[(\varphi, \theta)] \mapsto (B, \varphi, \gamma, \theta, Id, Id).
\]

Consequently the following composition of maps gives the identity,

\[
\begin{array}{ccc}
Q_n(B, \beta) & \xrightarrow{Id} & \hat{L}(B, \beta)^n(R) \\
& & \xrightarrow{\%} Q_n(B, \beta)
\end{array}
\]

\[
[(\varphi, \theta)] \mapsto (B, \varphi, \gamma, \theta, Id, Id) \mapsto (Id, Id)_\%(\varphi, \theta) = (\varphi, \theta).
\]

Furthermore we can also consider the composite,

\[
\hat{L}(B, \beta)^n(R) \rightarrow Q_n(B, \beta) \rightarrow \hat{L}(B, \beta)^n(R).
\]

Start by considering an element in \(\hat{L}(B, \beta)^n(R)\), say \((C, \varphi, \gamma, \theta, g, \chi) \in \hat{L}(B, \beta)^n(R)\), so that,

\[
\hat{L}(B, \beta)^n(R) \rightarrow Q_n(B, \beta)
\]

\[
(C, \varphi, \gamma, \theta, g, \chi) \mapsto (g, \chi)_\%(\varphi, \theta).
\]
Composition of maps gives,
\[
\hat{L}(B, \beta)^n(R) \to Q_n(B, \beta) \to \hat{L}(B, \beta)^n(R)
\]
\[
(C, \varphi, \gamma, \theta, g, \chi) \mapsto (g, \chi) \% (\varphi, \theta) \mapsto (B, g(\varphi), \gamma, g(\theta), Id, Id).
\]

Here the map \(g : C \to B\) can be suitably chosen so that \((C, \varphi, \gamma, \theta, g, \chi)\) and \((B, g(\varphi), \gamma, g(\theta), Id, Id)\) are cobordant, because \((g, \chi)\) is a normal map between them. The fact that they belong to the same cobordism class means that they represent the same element in the group \(\hat{L}(B, \beta)^n(R)\), and hence the composition \(\hat{L}(B, \beta)^n(R) \to Q_n(B, \beta) \to \hat{L}(B, \beta)^n(R)\) is again the identity.

The symmetric \((B, \beta)\)-structure \(\hat{L}\)-groups \(\hat{L}(B, \beta)^n(Z)\) are the cobordism groups of \(n\)-dimensional \((B, \beta)\)-normal complexes over \(Z\). For the universal chain bundle \((B(\infty), \beta(\infty))\) over \(Z\),
\[
\hat{L}(B, \beta)^n(Z) = \hat{L}^n(Z).
\]
Hence there is an isomorphism,
\[
\hat{L}^n(Z) \cong Q_n(B, \beta),
\]
where \((B, \beta)\) is the universal chain bundle over \(Z\).

For \(n \geq 0\), there is a \((v_{n+1} = 0)\)-universal chain bundle over a ring with involution \(R\) \((B(n+1), \beta(n+1))\) which is defined by the following properties,

(i) The map \(v_r(\beta(n+1)) : H_r(B(n+1)) \to \hat{H}^r(\mathbb{Z}_2; R)\) is an isomorphism for \(r \neq n+1\),

(ii) \(H_{n+1}(B(n+1)) = 0\).

\(1.3.12\) Definition. (\cite{Ran01}) The \((v_{n+1} = 0)\)-symmetric \(L\)-groups of ring with involution \(R\) are defined as
\[
L(v_{n+1})^m(R) = L(B(n+1), \beta(n+1))^m(R) \text{ with } m \geq 0.
\]

1.3.5 Twisted \(Q\)-groups and the mod 8 signature of a normal complex

In this section we discuss an expression for the mod 8 signature in terms of the symmetric and hyperquadratic structures (See Theorem \(1.3.16\)). We shall need this theorem in the proof of Proposition 4.1.2. First we shall give some definitions that will be relevant for the proof of 1.3.16.

\(1.3.13\) Definition. (\cite{RT}) With \(k \geq 0\) and \(m \geq 1\), the chain bundle over \(Z\)
\[
(B(k, m), \beta(k, m)) = C(d, \chi)
\]
is the algebraic mapping cone \(C(d, \chi)\) of the chain bundle map
\[
(d, \chi) : (B(k, m)_{2k+1}, 0) \to (B(k, m)_{2k}, \delta),
\]
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where both $B(k,m)_{2k+1}$ and $B(k,m)_{2k}$ are regarded as chain complexes concentrated in degree $2k$, and

$$d = 2m : B(k,m)_{2k+1} = \mathbb{Z} \to B(k,m)_{2k} = \mathbb{Z}$$

$$\chi = 2m^2 : B(k,m)_{2k+1} = \mathbb{Z} \to B(k,m)_{2k} = \mathbb{Z}$$

**Definition 1.3.14.** The universal bundle over $\mathbb{Z}$ can be expressed as

$$(B(\infty), \beta(\infty)) = \sum_{k=0}^{\infty} (B(k,1), \beta(k,1)),$$

with $k \geq 0$. This is a consequence of the definitions of chain bundle and universal chain bundle.

In the proof of Proposition 4.1.2 we shall also need the following result which is proved in [BR06].

**Theorem 1.3.15.** ([BR06, Proposition 52, Corollary 61]) The $4k$-dimensional $\mathbb{Q}$-group of $(B(k,1), \beta(k,1))$ is given by the isomorphism

$$Q_{4k}(B(k,1), \beta(k,1)) \cong \mathbb{Z}_8$$

$$(\varphi, \theta) \mapsto \varphi_0(1,1) + 2\varphi_1(1,1) + 4\theta_{-2}(1,1).$$

The proof of Proposition 4.1.2 will be a direct consequence of the following theorem.

**Theorem 1.3.16.** ([RT]) The mod 8 signature of a $4k$-dimensional normal complex over $\mathbb{Z}$, $(C, \varphi, \gamma, \theta)$, is given by

$$\hat{\sigma}(C, \varphi, \gamma, \theta) = \varphi_0(v,v) + 2\varphi_1(v,u) + 4\theta_{-2}(u,u) \in Q_{4k}(B(k,1), \beta(k,1)) = \mathbb{Z}_8$$

with $(u,v) \in H_0(\text{Hom}_\mathbb{Z}(C, B(k,1)))$

$$\begin{array}{ccc}
C_{2k+1} & \xrightarrow{u} & B(k,1)_{2k+1} = \mathbb{Z} \\
\downarrow d & & \downarrow 2 \\
C_{2k} & \xrightarrow{v} & B(k,1)_{2k} = \mathbb{Z}
\end{array}$$

a chain map representing the $2k$-th Wu class $v_{2k} \in H^{2k}(C; \mathbb{Z}_2)$.

**Proof.** The chain bundle $(C, \gamma)$ is classified by a chain bundle map

$$(f, \chi) : (C, \gamma) \to (B(\infty), \beta(\infty))$$
such that
\[ C \xrightarrow{\nu_{2k}(\gamma)} B(k,1) \]
\[ B(\infty) = \sum_{k=0}^{\infty} B(k,1) \]

The inclusion
\[(B(k,1), \beta(k,1)) \to (B(\infty), \beta(\infty))\]
is a chain equivalence so it induces an isomorphism in the twisted $Q$-groups,
\[ Q_{4k}(B(k,1), \beta(k,1)) \xrightarrow{\sim} Q_{4k}(B(\infty), \beta(\infty)). \tag{1.3} \]

In [Wei85, Proposition 6.6] and [BR06, Proposition 46] there is described an isomorphism
\[ Q_{4k}(B, \beta) \xrightarrow{\sim} \hat{L}^{4k}(B, \beta)(\mathbb{Z}), \]
and for the universal chain bundle $(B(\infty), \beta(\infty))$ over $\mathbb{Z}$, the symmetric $(B, \beta)$ structure $\hat{L}$-groups $\hat{L}^{4k}(B(\infty), \beta(\infty))(\mathbb{Z})$ are just the hyperquadratic $L$-groups,
\[ \hat{L}^{4k}(B(\infty), \beta(\infty))(\mathbb{Z}) = \hat{L}^{4k}(\mathbb{Z}), \]
so using the isomorphism in (1.3) we have that
\[ Q_{4k}(B(k,1), \beta(k,1)) \xrightarrow{\sim} Q_{4k}(B(\infty), \beta(\infty)) \xrightarrow{\sim} \hat{L}^{4k}(\mathbb{Z}) = \mathbb{Z}_8. \]

Hence an element $\hat{\sigma}(C, \varphi, \gamma, \theta) \in \hat{L}^{4k}(\mathbb{Z})$ also represents an element in $Q_{4k}(B(k,1), \beta(k,1)) \xrightarrow{\sim} \mathbb{Z}_8$,
\[ \hat{\sigma}(C, \varphi, \gamma, \theta) \in Q_{4k}(B(k,1), \beta(k,1)) \xrightarrow{\sim} \mathbb{Z}_8. \]

By Theorem 1.3.15 we know that the 4k-dimensional $Q$-group of $(B(k,1), \beta(k,1))$ is given by the isomorphism
\[ Q_{4k}(B(k,1), \beta(k,1)) \xrightarrow{\sim} \mathbb{Z}_8 \]
\[ (\varphi, \theta) \mapsto \varphi_0(1,1) + 2\varphi_1(1,1) + 4\theta_2(1,1) \]
and the Wu class $\nu_{2k}(\gamma) : C \to B(k,1)$ can be represented as $(u, v) \in H^{2k}(C, \mathbb{Z}_2)$ with $v \in C^{2k}$ and $u \in \text{Ker}(d^* : C^{2k} \to C^{2k+1})$ such that
\[ d^*(v) = 2u \in C^{2k+1}. \]
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So there is an induced map,

\[
\begin{align*}
Q_{4k}(C, \gamma) & \xrightarrow{((u,v),\chi)} Q_{4k}(B(k,1), \beta(k,1)) \\
(\varphi, \theta) & \mapsto ((u,v), \chi) \quad (\varphi, \theta) = \varphi_0(v,v) + 2\varphi_1(v,u) + 4\theta_2(u,u),
\end{align*}
\]

so that,

\[
\hat{\sigma}(C, \varphi, \gamma, \theta) = \varphi_0(v,v) + 2\varphi_1(v,u) + 4\theta_2(u,u) \in Q_{4k}(B(k,1), \beta(k,1)) = \mathbb{Z}_8.
\]
Chapter 2

Arf and Brown-Kervaire invariants in algebra

2.1 Quadratic enhancements

In this chapter $(V, \lambda)$ will denote a nonsingular symmetric bilinear form over $\mathbb{Z}_2$. $(V, \lambda)$ is isotropic if $\lambda(x, x) = 0 \in \mathbb{Z}_2$ for all $x \in V$, and anisotropic otherwise. There are two indecomposable forms over $\mathbb{Z}_2$,

$$P = (\mathbb{Z}_2, 1) \quad \text{and} \quad H = \left( \mathbb{Z}_2 \oplus \mathbb{Z}_2, \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right),$$

(i) $P$ is anisotropic, $H$ is isotropic, so $P \oplus P \not\cong H$.

(ii) $H$ has complementary lagrangians $\mathbb{Z}_2 \oplus 0$ and $0 \oplus \mathbb{Z}_2$.

(iii) The form $P \oplus P \cong \left( \mathbb{Z}_2 \oplus \mathbb{Z}_2, \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix} \right)$ has a lagrangian $\{ (x, x) \in \mathbb{Z}_2 \oplus \mathbb{Z}_2 \mid x \in \mathbb{Z}_2 \}$ without a lagrangian complement.

The following result is well known.

**Proposition 2.1.1.** Every $(V, \lambda)$ decomposes as an orthogonal direct sum of copies of

$$P = (\mathbb{Z}_2, 1) \quad \text{and} \quad H = \left( \mathbb{Z}_2 \oplus \mathbb{Z}_2, \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right),$$

that is,

$$(V, \lambda) = \bigoplus_p P \oplus \bigoplus_k H.$$

**Proof.** For every non-zero element $x \in V$, either $\lambda(x, x) = 0 \in \mathbb{Z}_2$ or $\lambda(x, x) = 1 \in \mathbb{Z}_2$. If $\lambda(x, x) = 1 \in \mathbb{Z}_2$ have $(V, \lambda) = (\langle x \rangle, 1) \oplus (\langle x \rangle)_{\perp}/\langle x \rangle, [\lambda])$. We can then repeat the process of splitting off anisotropic subspaces (i.e with $\lambda(a, a) = 1 \in \mathbb{Z}_2$) until we are left with an isotropic subspace, that is, a subspace with $\lambda(b, b) = 0 \in \mathbb{Z}_2$. □
Proposition 2.1.2. With \((V, \lambda)\) as in the previous proposition, there is an isomorphism in symmetric \(L\)-theory given by,

\[
L^0(\mathbb{Z}_2) \longrightarrow \mathbb{Z}_2
\]

\((V, \lambda) \mapsto p \pmod{2}).

In particular the symmetric forms \(P \oplus P\) and \(H\) are both Witt equivalent to 0.

Definition 2.1.3. Let \(V\) be a \(\mathbb{Z}_2\)-vector space and \(\lambda : V \times V \rightarrow \mathbb{Z}_2\) a non-singular symmetric bilinear form.

(i) A \(\mathbb{Z}_2\)-valued quadratic enhancement of \(\lambda\) is a function \(h : V \rightarrow \mathbb{Z}_2\) such that for all \(x, y \in V\)

\[
h(x + y) = h(x) + h(y) + \lambda(x, y) \in \mathbb{Z}_2.
\]

(ii) A \(\mathbb{Z}_4\)-valued quadratic enhancement of \(\lambda\) is a function \(q : V \rightarrow \mathbb{Z}_4\) such that for all \(x, y \in V\)

\[
q(x + y) = q(x) + q(y) + i \lambda(x, y) \in \mathbb{Z}_4
\]

where \(i = 2 : \mathbb{Z}_2 \rightarrow \mathbb{Z}_4\) and \(x, y \in V\).

Remark 2.3. The quadratic enhancements \(h\) and \(q\) cannot be recovered uniquely from the \(\mathbb{Z}_2\)-valued symmetric bilinear pairing \(\lambda : V \times V \rightarrow \mathbb{Z}_2\). Let \(j : \mathbb{Z}_4 \rightarrow \mathbb{Z}_2\) denote mod 2 reduction and let \(q : V \rightarrow \mathbb{Z}_4\) be a \(\mathbb{Z}_4\)-valued enhancement of the bilinear pairing \(\lambda\). Then the composition \(jq\) is the mod 2 reduction of \(q\) and is given by

\[
jq(x) = \lambda(x, x) \in \mathbb{Z}_2.
\]

(The is a consequence of Equation (2.2).

For every \(\lambda\) there exists a non-unique \(\mathbb{Z}_4\)-enhancement \(q\), but there may not exist a \(\mathbb{Z}_2\)-enhancement \(h\). Furthermore every \(h\) determines a \(q\) by the identity \(q = 2h\).

If \(q(V) \subseteq 2\mathbb{Z}_2 \subset \mathbb{Z}_4\), we can define the \(\mathbb{Z}_2\)-enhancement \(h : V \rightarrow \mathbb{Z}_2; x \mapsto q(x)/2\) such that \(2h = q\).

We now discuss what are the possible \(\mathbb{Z}_2\) and \(\mathbb{Z}_4\)-valued quadratic enhancements of such a nonsingular symmetric bilinear form \((V, \lambda)\).

2.2 \(\mathbb{Z}_2\)-enhancements \(h\) of \((V, \lambda)\) and the Arf invariant

The following result is well-known.

Proposition 2.2.1. Let \((V, \lambda)\) be a non-singular symmetric form over \(\mathbb{Z}_2\); then the following conditions are equivalent

(i) \((V, \lambda)\) admits a \(\mathbb{Z}_2\)-valued quadratic enhancement \(h : V \rightarrow \mathbb{Z}_2\),
(ii) \( \lambda(x, x) = 0 \in \mathbb{Z}_2 \) for all \( x \in V \), (i.e. \( (V, \lambda) \) is isotropic)

(iii) \( \lambda \) can be split into an orthogonal sum of hyperbolics, \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), that is, \( (V, \lambda) = \bigoplus_k H \).

Proof. (i) \( \Rightarrow \) (ii) If \( (V, \lambda) \) admits a quadratic enhancement \( h \), this means that \( h(x+y) = h(x) + h(y) + \lambda(x, y) \in \mathbb{Z}_2 \), setting \( y = x \), we have that \( \lambda(x, x) = 2h(x) = 0 \in \mathbb{Z}_2 \).

(ii) \( \Rightarrow \) (iii) For each \( x \in V \) there exists a \( y \in V \) with \( \lambda(x, y) = 1 \). On the pair \( \{x, y\} \), the form is hyperbolic so the pair has an orthogonal complement in \( V \). That is, \( V = \langle x \rangle^\perp / \langle x \rangle \oplus \left( \mathbb{Z}_2 \oplus \mathbb{Z}_2, \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right) \). We can then repeat the process of splitting off hyperbolics until the whole of \( V \) has been expressed as a direct sum of hyperbolics. (iii) \( \Rightarrow \) (i) Clear from the definition of \( h : V \rightarrow \mathbb{Z}_2 \).

A \( \mathbb{Z}_2 \)-quadratic enhancement \( h \) of \( H \) will take value 0 when evaluated on 0, \( h(0) = 0 \), and can take values either 1 or 0 when evaluated on \( x \) and \( y \), where \( \{x, y\} \) form a basis for \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \). So we can form four \( \mathbb{Z}_2 \)-enhancements on \( H \), which we shall denote as \( h^{0,0}, h^{0,1}, h^{1,0} \) and \( h^{1,1} \) according to their values on \( x \) and \( y \).

From the definition of a quadratic enhancement (Definition 2.1.3) we know that the equation \( h(x+y) - h(x) - h(y) = \lambda(x, y) \in \mathbb{Z}_2 \) must be satisfied and \( \lambda(x, y) = 1 \).

A change of basis from \( \{x, y\} \) to \( \{x, x+y\} \) establishes an isomorphism from \( h^{0,0} \) to \( h^{0,1} \). Similarly a change of basis from \( \{x, y\} \) to \( \{x+y, y\} \) establishes an isomorphism from \( h^{0,0} \) to \( h^{1,0} \). So there are two isomorphism classes of \( \mathbb{Z}_2 \)-quadratic enhancements on \( H \),

\[
\begin{align*}
h^{0,0} &= \begin{cases} 
  x &\mapsto 0 \\
  y &\mapsto 0 \\
  x+y &\mapsto 1 
\end{cases}, \\
h^{1,1} &= \begin{cases} 
  x &\mapsto 1 \\
  y &\mapsto 1 \\
  x+y &\mapsto 1 
\end{cases}.
\end{align*}
\]

Proposition 2.2.2. \( \text{(Bro72a)} \) Every nonsingular \( \mathbb{Z}_2 \)-quadratic form \( (V, \lambda, h) \) can be expressed \textbf{non-uniquely} as

\[
(V, \lambda, h) = \left( \bigoplus_n h^{0,0} \oplus \bigoplus_k h^{1,1} \right).
\]

Proof. The decomposition is \textbf{non-unique} because there is an isomorphism

\[
h^{1,1} \oplus h^{1,1} \cong h^{0,0} \oplus h^{0,0}.
\]

This isomorphism is achieved by a change of basis. Note that the number of copies of \( h^{1,1} \) counted modulo 2 is unique. \( \square \)
2.2.1 The Arf invariant for \((V, \lambda, h)\)

Let \(V\) be a \(\mathbb{Z}_2\)-vector space and \(\lambda\) a non-singular symmetric bilinear form

\[ \lambda : V \otimes V \to \mathbb{Z}_2, \]

and let \(h : V \to \mathbb{Z}_2\) be a \(\mathbb{Z}_2\)-valued quadratic enhancement of this bilinear form which satisfies the following property,

\[ h(x + y) = h(x) + h(y) + \lambda(x, y) \in \mathbb{Z}_2, \]

as in the previous section. The Arf invariant was first defined in [Arf41] as follows,

**Definition 2.2.3.** With a symplectic basis \(\{e_1, \ldots, e_k, \bar{e}_1, \ldots, \bar{e}_k\}\) for \(V\), the Arf invariant is defined as

\[ \text{Arf}(h) = \sum_{j=1}^{k} h(e_j)h(\bar{e}_j) \in \mathbb{Z}_2. \]

**Theorem 2.2.4.** ([Arf41])

(i) Two non-singular \(\mathbb{Z}_2\)-valued quadratic forms on a \(\mathbb{Z}_2\)-vector space \(V\) of finite dimension are Witt equivalent if and only if they have the same Arf invariant.

(ii) There is an isomorphism in quadratic \(L\)-theory,

\[ L_0(\mathbb{Z}_2) \xrightarrow{\text{Arf}} \mathbb{Z}_2 \]

\[ (V, \lambda, h) \mapsto n \pmod{2}, \]

where \(n\) is the number of copies of \(h^{1,1}\) in \((V, \lambda, h) = \bigoplus_n h^{1,1} \oplus \bigoplus_k h^{0,0}\).

The Arf invariant counts the number of copies of \(h^{1,1}\) modulo 2, and \(\text{Arf}(h) = 1\) if \(h\) sends a majority of elements to 1.

Later on we will make use of the Brown-Kervaire invariant, which we now define. The definition of the Brown-Kervaire invariant was formulated in [Bro72b] and was used in [BR06]. This invariant has an important relationship with the signature [Mor71], which we shall discuss in section 4.2.1 and in chapter 4.

2.3 \(\mathbb{Z}_4\)-enhancements \(q\) of \((V, \lambda)\) and the Brown-Kervaire invariant

**Proposition 2.3.1.** Every symmetric bilinear form \((V, \lambda)\) over \(\mathbb{Z}_2\) admits a \(\mathbb{Z}_4\)-valued quadratic enhancement \(q : V \to \mathbb{Z}_4\).

**Proof.** Every \(q\) is constructed by lifting the \(\mathbb{Z}_2\)-valued symmetric bilinear form \(\lambda\) to a symmetric form \(\Lambda\) over \(\mathbb{Z}\) and setting \(q(x) = \Lambda(x, x)/4 \in \mathbb{Z}_4\). Clearly such a lift is
non-unique since adding even integers to the diagonal entries in $\Lambda$ does not change $\lambda$ but does change $q$.

We shall now discuss what the possible $\mathbb{Z}_4$-enhancements of both $H$ and $P$ are. $H$ has four enhancements depending on the values that $q$ takes on $(x, y) \in \mathbb{Z}_2 \oplus \mathbb{Z}_2$. We shall denote these as $q^{0,0}$, $q^{0,2}$, $q^{2,0}$ and $q^{2,2}$.

From the definition of a $\mathbb{Z}_4$-quadratic enhancement (Definition 2.1.3) we know that the equation $q(x + y) - q(x) - q(y) = 2\lambda(x, y) \in \mathbb{Z}_4$ must be satisfied and $\lambda(x, y) = 1$. A change of basis from $\{x, y\}$ to $\{x, x + y\}$ establishes an isomorphism from $q^{0,0}$ to $q^{0,2}$. Similarly a change of basis from $\{x, y\}$ to $\{x + y, y\}$ establishes an isomorphism from $q^{0,0}$ to $q^{2,0}$. So there are two isomorphism classes of $\mathbb{Z}_4$-quadratic enhancements on $H$, (see [Pin85, Lemma 7]),

$$q^{0,0} = \begin{cases} x \mapsto 0 \\ y \mapsto 0 \end{cases}, \quad q^{2,2} = \begin{cases} x \mapsto 2 \\ y \mapsto 2 \end{cases}, \quad x + y \mapsto 2$$

There are two isomorphism classes of quadratic forms on $P = (\mathbb{Z}_2, 1)$. These are given by $q(x) = 1$ or by $q(x) = -1$ and are denoted in [KM04] as $P_1$ and $P_{-1}$ respectively.

**Proposition 2.3.2.** Every $\mathbb{Z}_4$-valued quadratic form over $\mathbb{Z}_2$ $(V, \lambda, q)$ can be expressed non-uniquely as

$$(V, \lambda, q) = \left( \bigoplus_{p_+} P_1 \oplus \bigoplus_{p_-} P_{-1} \right) \oplus \left( \bigoplus_m q^{0,0} \oplus \bigoplus_n q^{2,2} \right).$$

**Proof.** The proof of this proposition can be found in [Pin85, pages 428, 429]. We stress here that the decomposition is non-unique as there are certain isomorphism relations:

- $q^{0,0} \oplus q^{0,0} \cong q^{2,2} \oplus q^{2,2}$,
- $P_1 \oplus P_1 \oplus P_1 \cong P_{-1} \oplus P_{-1} \oplus P_{-1} \oplus P_{-1}$,
- $q^{0,0} \oplus P_1 \cong P_1 \oplus P_1 \oplus P_{-1}$,
- $q^{2,2} \oplus P_1 \cong P_{-1} \oplus P_{-1} \oplus P_{-1}$,
- $q^{2,2} \oplus P_{-1} \cong P_1 \oplus P_1 \oplus P_1$.

These isomorphisms are achieved by choosing appropriate changes of basis in each case. They are proved in [Pin85].

We shall also be interested in the classification of $\mathbb{Z}_4$-enhancements up to Witt equivalence.

The forms which admit a lagrangian are referred to in [Mat86] as split and denoted by $S_i$. 
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Remark 2.4. ([Mat86, page 130]) Note that by Definition 2.3.3 two $\mathbb{Z}_4$-enhanced forms $(V, \lambda, q)$ and $(V', \lambda', q')$ belong to the same Witt class if

$$(V, \lambda, q) \oplus S_1 \cong (V', \lambda', q') \oplus S_2,$$

where $S_1$ and $S_2$ are split.

**Definition 2.3.3.** ([Ran01]) The group $L(v_1)^0(\mathbb{Z}_2)$ is the abelian group of Witt equivalence classes of nonsingular $\mathbb{Z}_4$-valued enhancements of nonsingular symmetric forms over $\mathbb{Z}_2$.

Remark 2.5. In the literature, the Witt group of nonsingular $\mathbb{Z}_4$-valued enhancements of nonsingular symmetric forms over $\mathbb{Z}_2$ is frequently denoted by $W_{\mathbb{Z}_4}(\mathbb{Z}_2)$.

A non-singular quadratic form $(V, \lambda, q)$ represents 0 in the Witt group of $\mathbb{Z}_4$-enhancements of a nonsingular $\mathbb{Z}_2$-symmetric bilinear form $L(v_1)^0(\mathbb{Z}_2)$, if it contains a subspace $L$ such that $q(L) = 0$, $\lambda(L, L) = 0$ and $\dim(L) = (\frac{1}{2})\dim(V)$. We call such a subspace $L$ a lagrangian.

**Example 2.3.4.** ([Mat86, page 130]) $q^{0,0}$ admits a lagrangian hence $(\mathbb{Z}_2 \oplus \mathbb{Z}_2, \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, q^{0,0})$ is 0 in the Witt group $L(v_1)^0(\mathbb{Z}_2)$.

Similarly $P_1 \oplus P_{-1}$ admits a lagrangian, $L = (1, 1)$, so $(\mathbb{Z}_2 \oplus \mathbb{Z}_2, 1 \oplus 1, P_1 \oplus P_{-1})$ is also 0 in the Witt group.

We shall denote the Witt class of a $\mathbb{Z}_4$-enhanced form $(V, \lambda, q)$ by a bracket notation $[V, \lambda, q]$.

**Proposition 2.3.5.** The Witt group of $\mathbb{Z}_4$-valued enhancements of a nonsingular $\mathbb{Z}_2$-valued symmetric form $\lambda$ is generated by the Witt class of $[P_1]$.

**Proof.** See [Mat86, page 130]. This will be discussed further in section 2.4.

**Example 2.3.6.** ([Mat86]) There is a Witt equivalence

$$[q^{2,2}] = [4P_1] \in L(v_1)^0(\mathbb{Z}_2)$$

These two forms are Witt equivalent because there is an isomorphism of forms

$$q^{2,2} \oplus P_{-1} \cong P_1 \oplus P_1 \oplus P_1$$

and therefore

$$q^{2,2} \oplus (P_{-1} \oplus P_1) \cong P_1 \oplus P_1 \oplus P_1 \oplus P_1.$$

$(P_{-1} \oplus P_1)$ admits a lagrangian as was explained in example 2.3.4, hence by Definition 2.3.3 the forms $q^{2,2}$ and $P_1 \oplus P_1 \oplus P_1 \oplus P_1$ are Witt equivalent.
2.3.1 The Brown Kervaire invariant for \((V, \lambda, q)\)

Let \(V\) be a \(\mathbb{Z}_2\) vector space, \(\lambda : V \otimes V \to \mathbb{Z}_2\) a non-singular symmetric pairing and let \(q : V \to \mathbb{Z}_4\) be a quadratic enhancement of the symmetric form so that

\[ q(x + y) = q(x) + q(y) + i\lambda(x, y) \in \mathbb{Z}_4, \]

where \(i = 2 : \mathbb{Z}_2 \to \mathbb{Z}_4\) and \(x, y \in V\).

**Definition 2.3.7.** \((\text{Bro72b})\) The Brown-Kervaire \(\text{BK}(V, \lambda, q)\) invariant is defined using a Gauss sum,

\[ \sum_{x \in V} iq(x) = \sqrt{2} \dim V e^{2\pi i \text{BK}(V, \lambda, q)/8}, \]

with \(i^2 = -1\) and \(x \in V\).

**Theorem 2.3.8.** \((\text{Bro72b, Pin85, GM86})\) Two non-singular \(\mathbb{Z}_4\)-valued quadratic forms on a \(\mathbb{Z}_2\)-vector space \(V\) of finite dimension are Witt equivalent if and only if they have the same Brown-Kervaire invariant. There is an isomorphism in \(L\)-theory given by

\[ L\langle v \rangle^0(\mathbb{Z}_2) \xrightarrow{\text{BK}} \mathbb{Z}_8 \]

\[ (V, \lambda, q) \mapsto 4n + p_+ - p_- \pmod{8}, \]

where \(n, p_+\) and \(p_-\) are the numbers of summands of \(q^{2,2}, P_1\) and \(P_{-1}\) respectively in the decomposition in Proposition 2.3.2.

**Proof.** It was proved in \(\text{Bro72b}\) that two non-singular \(\mathbb{Z}_4\)-valued quadratic forms on a \(\mathbb{Z}_2\)-vector space \(V\) of finite dimension are Witt equivalent if and only if they have the same Brown-Kervaire invariant. Brown also identified the group with \(\mathbb{Z}_8\). The \(L\)-theory interpretation is discussed in detail in \(\text{Ran01}\). The formula to compute the Brown-Kervaire invariant of a form in terms of the numbers of summands of \(q^{2,2}, P_1\) and \(P_{-1}\) is proved in \(\text{GM86}\). \(\square\)

The Brown-Kervaire invariant as an \(L\)-theory invariant will be discussed further in section 4.2.1 and in chapter 4 together with its relation with the signature and hyperquadratic signature.

2.4 Relation between the Arf and Brown-Kervaire invariants

**Theorem 2.4.1.** \((\text{Bro72b, Theorem 1.20 (vii)})\) Let \(h\) be a \(\mathbb{Z}_2\)-valued nonsingular quadratic enhancement of a nonsingular symmetric bilinear \(\mathbb{Z}_2\)-valued form \(\lambda\). If \(q = 2h\), then

\[ \text{BK}(V, \lambda, q) = 4(\text{Arf}(V, \lambda, h)) \in \mathbb{Z}_8. \]
A Brown-Kervaire invariant that is \(0 \in \mathbb{Z}_4\) can always be expressed as an Arf invariant. This will be proved in Proposition 2.4.5. Before we state Proposition 2.4.5, we shall discuss the relationship between \(\mathbb{Z}_2\)- and \(\mathbb{Z}_4\)-valued enhancements of a symmetric form \((V,\lambda)\) over \(\mathbb{Z}_2\).

**Proposition 2.4.2.** Let \(V\) be a \(\mathbb{Z}_2\) vector space and \(\lambda : V \otimes V \to \mathbb{Z}_2\) a nonsingular symmetric bilinear form over \(\mathbb{Z}_2\).

(i) There exists a \(\mathbb{Z}_2\)-enhancement \(h\) if and only if \(\lambda(x,x) = 0 \in \mathbb{Z}_2\).

(ii) There always exists a \(\mathbb{Z}_4\)-enhancement \(q\).

(iii) For every \(\mathbb{Z}_2\)-enhancement \(h\) there exists a \(\mathbb{Z}_4\)-enhancement \(q\) given by \(q = 2h\).

(iv) Every \((V,\lambda,q)\) is given by \((V,\lambda,q) = \bigoplus_m q_{0,0}^0 \oplus \bigoplus_n q_{2,2}^2 \oplus \bigoplus_{p_+} P_1 \oplus \bigoplus_{p_-} P_{-1}\). If \(4n + p_+ - p_- = 0\) or \(4 \equiv 0 \pmod{8}\), then \((V,\lambda,q)\) is Witt equivalent to \((V',\lambda',2h')\) in \(L(v_1)^0(\mathbb{Z}_2)\), where

\[
(V',\lambda',2h') = \bigoplus_m 2h_{0,0}^0 \oplus \bigoplus_n 2h_{1,1}^1
= \bigoplus_m q_{0,0}^0 \oplus \bigoplus_n q_{2,2}^2 = q.
\]

**Proof.**  
(i) See Proposition 2.2.1

(ii) See Proposition 2.3.1

(iii) Any \(\mathbb{Z}_2\)-enhancement \(h\) is isomorphic to

\[
h = \bigoplus_m h_{0,0}^0 \oplus \bigoplus_n h_{1,1}^1,
\]

so that

\[
2h = \bigoplus_m 2h_{0,0}^0 \oplus \bigoplus_n 2h_{1,1}^1
= \bigoplus_m q_{0,0}^0 \oplus \bigoplus_n q_{2,2}^2 = q.
\]

(iv) If \(4n + p_+ - p_- \equiv 0\) or \(4 \pmod{8}\), then \((V,\lambda,q)\) is isomorphic to

\[
(V,\lambda,q) = \bigoplus_m q_{0,0}^0 \oplus \bigoplus_n q_{2,2}^2 \oplus \bigoplus_k (P_1 \oplus P_{-1}).
\]

If \(p_+\) and \(p_-\) are both 0, then \((V,\lambda,q) = \bigoplus_m q_{0,0}^0 \oplus \bigoplus_n q_{2,2}^2\), we know by the previous part that this is isomorphic to \((V,\lambda,2h')\) with \((V,\lambda,h') = \bigoplus_m h_{0,0}^0 \oplus \bigoplus_n h_{1,1}^1\).
If \( p_+ \) or \( p_- \) (or both) are nonzero and \( 4n + p_+ - p_- = 0 \) or \( 4 \in \mathbb{Z}_8 \), then \( q \) is isomorphic to

\[
q \cong \bigoplus_m q^{0,0} \bigoplus_n q^{2,2} \bigoplus_k (P_1 \oplus P_{-1})
\]

with \( m \geq 0 \), \( n \geq 0 \) and \( k = 0 \) or \( 1 \). That is, the form can be written in a way such that all \( P_1 \) and \( P_{-1} \) can be paired. Since \((P_1 \oplus P_{-1})\) is a split form admitting a lagrangian, then it is zero in the Witt group \( L(v_1)^0(\mathbb{Z}_2) \), so by Definition 2.3.3

\[
[(V, \lambda, q)] = \left[ \bigoplus_m q^{0,0} \bigoplus_n q^{2,2} \right] \in L(v_1)^0(\mathbb{Z}_2).
\]

Example 2.4.3. The Witt equivalence of the forms \( 4P_1 \) and \( q^{2,2} \) was discussed in example 2.3.6. They both have Brown-Kervaire invariant \( 4 \in \mathbb{Z}_8 \). In this example we see how they can be expressed in terms of a \( \mathbb{Z}_2 \)-valued enhancement,

\[
[4P_1] = [q^{2,2}] = [2h^{1,1}] \in L(v_1)^0(\mathbb{Z}_2).
\]

Example 2.4.4. \([3P_1] \in L(v_1)^0(\mathbb{Z}_2)\) is not in the subgroup of \( L(v_1)^0(\mathbb{Z}_2) \) generated by \([q^{2,2}]\). Therefore the \( \mathbb{Z}_4 \)-enhancement \( 3P_1 \) is not Witt equivalent in \( L(v_1)^0(\mathbb{Z}_2) \) to a \( \mathbb{Z}_4 \)-enhancement that can be written as \((V, \lambda, 2h)\), where \( h \) is a \( \mathbb{Z}_2 \)-valued enhancement.

With the following proposition we describe how a Brown-Kervaire invariant that takes values 0 and 4 in \( \mathbb{Z}_8 \) can always be expressed as a classical \( \mathbb{Z}_2 \)-valued Arf invariant.

Proposition 2.4.5. If the Brown-Kervaire invariant of a nonsingular symmetric form over \( \mathbb{Z}_2 \) with a \( \mathbb{Z}_4 \)-valued quadratic enhancement \((V, \lambda, q)\) is divisible by 4, then this Brown-Kervaire invariant can be expressed as the classical Arf invariant of a \( \mathbb{Z}_2 \)-valued form,

\[
\text{BK}(V, \lambda, q) = 4\text{Arf}\left(\frac{L^\perp}{L}, [\lambda], \frac{[q]}{2}\right) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8
\]

where \( L^\perp = \{x \in V | \lambda(x, x) = 0 \in \mathbb{Z}_2\} \) and \( L = \langle v \rangle \) with \( v \) the characteristic element of \( \lambda \) in \( V \).

Proof. Let \((V, \lambda, q)\) be a nonsingular symmetric form over \( \mathbb{Z}_2 \) with a \( \mathbb{Z}_4 \)-valued quadratic enhancement, and denote its dimension by \( n = \dim(V) \). For any \( \mathbb{Z}_4 \)-enhanced form \((V, \lambda, q)\) there is a unique Wu class \( v \in V \) such that

\[
\lambda(x, x) = \lambda(x, v) \in \mathbb{Z}_2 \text{ with } x \in V.
\]

The following function is linear

\[
f : V \rightarrow \mathbb{Z}_2; x \mapsto \lambda(x, x) = jq(x) = \lambda(x, v),
\]

where \( jq(x) \in \mathbb{Z}_2 \) is the mod 2 reduction of \( q(x) \in \mathbb{Z}_4 \).
The following identity (2.6) relating the $\mathbb{Z}_4$-quadratic enhancement and the Brown-Kervaire invariant reduced modulo 4 is a consequence of [Mor71, theorem 1.1] and [Mor71, Proposition 2.3]. (We will discuss these results in more detail in chapter 4),

$$[\text{BK}(V, \lambda, q)] = q(v) \in \mathbb{Z}_4. \quad (2.6)$$

So \( \text{BK}(V, \lambda, q) \in \mathbb{Z}_8 \) is divisible by 4 if and only if \( q(v) = 0 \in \mathbb{Z}_4 \). If \( q(v) = 0 \in \mathbb{Z}_4 \) then \( \lambda(v,v) = 0 \in \mathbb{Z}_2 \) and the Wu sublagrangian \( L = \langle v \rangle \subset (V, \lambda, q) \) is defined, with \( L \subseteq L^\perp = \{ x \in V | \lambda(x,x) = 0 \in \mathbb{Z}_2 \} \). The maximal isotropic subquotient

\[
(L^\perp/L, [\lambda], [q])
\]

has a canonical \( \mathbb{Z}_2 \)-valued quadratic enhancement \( [h] : x \mapsto [q(x)]/2 \) and

\[
\text{BK}(V, \lambda, q) = 4\text{Arf}(L^\perp/L, [\lambda], [h]) \subset 4\mathbb{Z}_2 \subset \mathbb{Z}_8.
\]

For the dimension of \( L^\perp/L \) there are two cases, according as to whether \( v = 0 \) or \( v \neq 0 \):

(i) If the Wu class is \( v = 0 \) then \( (V, \lambda) \) is already isotropic as \( L^\perp/L = V \), and \( \dim(L^\perp/L) = n \).

(ii) If the Wu class is \( v \neq 0 \) then \( (V, \lambda) \) is anisotropic and \( \dim(L^\perp/L) = n - 2 \).

\[\square\]

**Remark 2.7.** In [Ran01, page 42] there is computed the inclusion of the quadratic \( L \)-group \( L_0(\mathbb{Z}_2) = \mathbb{Z}_2 \) defined by the Arf invariant into the Witt group of nonsingular \( \mathbb{Z}_4 \)-valued quadratic forms over \( \mathbb{Z}_2 \), \( L(v_1)^0(\mathbb{Z}_2) \),

\[
\begin{array}{ccc}
L_0(\mathbb{Z}_2) & \longrightarrow & L(v_1)^0(\mathbb{Z}_2) \\
\downarrow \text{Arf} & & \downarrow \text{BK} \\
\mathbb{Z}_2 & \longrightarrow & \mathbb{Z}_8 \\
\downarrow 4 & & \downarrow \mathbb{Z}_4
\end{array}
\]
Chapter 3

Classical and Equivariant Pontryagin squares

In this chapter we will review the definition of the classical Pontryagin squares and their relationship with cup-\(i\) products and Steenrod squares. Pontryagin squares provide a quadratic enhancement of the intersection form of a symmetric bilinear form.

The notion of an equivariant Pontryagin square was introduced in [Kor05]. Here we extend this notion to prove that the equivariant Pontryagin squares can also be defined on odd cohomology classes. With this definition we can reconstruct the Pontryagin square of the total space \(E\) of a fibration of the form \(F^{4n+2} \to E \to B^{4n+2}\) from the equivariant Pontryagin square on the base. The main tool for the definition of the equivariant Pontryagin square is the exact sequence in Proposition 19 of [BR06]. We shall start by giving some background on cup-\(i\) products and Steenrod squares necessary for the definition of the Pontryagin squares.

3.1 Cup-\(i\) products and Steenrod squares

Recall from Chapter [0] that we defined the chain approximation map

\[ \Delta_0 : C(X) \to C(X) \otimes C(X). \]

Writing \([X]\) for the fundamental class of \(X\), and using the slant map defined in 1.1.6 we defined

\[ \varphi_0 := \Delta_0([X]) : C^{n-r} \to C_r. \]

Recall that a chain homotopy \(\Delta_{i+1} : C \to C \otimes C\) between \(\Delta_i\) and \(T_\varepsilon \Delta_i\) can be constructed inductively, such that the following relation is satisfied

\[ \partial \Delta_{i+1} + (-1)^i \Delta_{i+1} \partial = (T_\varepsilon + (-1)^{i+1}) \Delta_i. \]
The higher chain homotopies give information about the failure of $\Delta_0$ to be symmetric, and they are used to define the entire symmetric structure on a symmetric complex. Composing these with the slant map induces,

$$\varphi_s := \Delta_s([X]) : C^{n-r+s} \to C_r.$$ 

**Definition 3.1.1.** The cup product of two cohomology classes $x \in H^p(X)$ and $y \in H^q(X)$ is

$$x \cup y = \Delta^0_p([X])(x \otimes y) \in H^{i+j}(C).$$

Cup products are signed-commutative in cohomology $x \cup y = (-1)^{pq}(y \cup x)$, but they do not commute on the chain level. This is a consequence of the fact that the chain approximation $\Delta_0$ is only defined up to chain homotopy. The transpose $T\Delta_0$ produces different maps $\varphi_0$ on the chain level, which then have the same effect on homology level, as they are homotopic. The non-trivial chain homotopy $\Delta_1 : T\Delta_0 \simeq \Delta_0$ gives the failure of the cup product to commute on the chain level.

**Definition 3.1.2.** ([MT68]) For each integer $i \geq 0$ define the cup-$i$ product on the chain level as

$$C^p(X) \otimes C^q(X) \to C^{p+q-i}(X) : (x, y) \to x \cup_i y$$

by the formula

$$x \cup_i y = \Delta_i(x \otimes y).$$

On cohomology, the cup-$i$ product of $x \in H^p(X)$ and $y \in H^q(X)$ is given by

$$x \cup_i y = \Delta^*_i([X])(x \otimes y) \in H^{p+q-i}(X).$$

The higher chain homotopies $\Delta_i$ are strongly related to the Steenrod squares.

**Definition 3.1.3.** ([Ste47,MT68]) The Steenrod square $Sq^i$ is a cohomology operation

$$Sq^i : H^r(X; \mathbb{Z}_2) \to H^{r+i}(X; \mathbb{Z}_2).$$

On the cochain level, the Steenrod squares are defined as

$$Sq^i : C^r(X; \mathbb{Z}_2) \to C^{r+i}(X; \mathbb{Z}_2),$$

such that $Sq^i(x) := x \cup_{r-i} x$, with $x \in C^r(X; \mathbb{Z}_2)$.

In particular for $X$ a $2n$-dimensional Poincaré space,

$$Sq^n : H^n(X; \mathbb{Z}_2) \to H^{2n}(X; \mathbb{Z}_2) = \mathbb{Z}_2$$

is the evaluation of the cup product,

$$x \mapsto \langle x \cup_0 x, [X] \rangle$$
In chapter 0 we presented the symmetric construction as being given by the natural chain map
\[ \varphi_X : C(X) \to \text{Hom}_{\mathbb{Z}[\mathbb{Z}_2]}(W, C(\tilde{X})^t \otimes_{\mathbb{Z}[\mathbb{Z}_2]} C(\tilde{X})) \]
induced by the diagonal chain approximation \( \Delta \), for any space \( X \). The mod 2 reduction of the composite
\[ H_{2n}(X) \xrightarrow{\varphi_X} Q^{2n}(C(X)) \xrightarrow{v_i} \text{Hom}_{\mathbb{Z}}(H^{2n-i}(X), Q^{2n}(S^{2n-i}\mathbb{Z})) \]
is given by
\[ v_i(\varphi_X(x))(y) = (v_i \cup y, x) = (Sq^i(y), x) \in \mathbb{Z}_2. \]

Steenrod squares are related to Wu classes in the following way.

**Definition 3.1.4.** With \( X \) a \( 2n \)-dimensional Poincaré space, the \( i \)-th Wu class
\[ v_i \in H^i(X; \mathbb{Z}_2) \]
is given by the Steenrod square, so that for all \( x \in H^{2n-i}(X; \mathbb{Z}_2) \) it holds that,
\[ Sq^i(x) = v_i \cup x \in H^{2n}(X; \mathbb{Z}_2) = \mathbb{Z}_2. \]

(See [MS74].)

### 3.2 Classical Pontryagin squares

Pontryagin first defined the cohomology operation known as Pontryagin square in [Pon42]. Pontryagin squares were also carefully studied by Whitehead in [Whi49] and [Whi50].

Thus with \( X \) a space, the Pontryagin square is an unstable cohomology operation
\[ \mathcal{P}_2 : H^n(X; \mathbb{Z}_2) \to H^{2n}(X; \mathbb{Z}_4). \]

Although the Pontryagin square is defined on modulo 2 cohomology classes, it cannot be constructed solely from the modulo 2 cup product structure.

Let \( d^* : C^n(X; \mathbb{Z}) \to C^{n+1}(X; \mathbb{Z}) \) be the singular cohomology coboundary operator. We shall represent an element \( x \in H^n(X; \mathbb{Z}_2) \) as a cycle
\[ x = (y, z) \in \text{Ker} \left( \begin{array}{cc} d^* & 0 \\ 2 & d^* \end{array} \right) : C^n(X) \oplus C^{n+1}(X) \to C^{n+1}(X) \oplus C^{n+2}(X) \]
Using this notation we define the Pontryagin square as follows.
Definition 3.2.1. The Pontryagin square is defined on the cochain level by

\[ P_2(x) = P_2(y, z) = y \cup_0 y + y \cup_1 d^* y \in H^{2n}(X; \mathbb{Z}_4) \]
\[ = y \cup_0 y + 2y \cup_1 z \in H^{2n}(X; \mathbb{Z}_4). \]

The construction of the cup-i products was introduced in section 3.1,
\[ \cup_i : C^p(X) \otimes C^q(X) \longrightarrow C^{p+q-i}(X) : (u, v) \mapsto u \cup_i v. \]

The coboundary formula for the cup-1 product, with \( u \in C^p(X) \) and \( v \in C^q(X) \) is given by

\[ d(u \cup_1 v) = (-1)^i du \cup_i v + (-1)^{i+p} u \cup_i dv + (-1)^{i+1} u \cup_{i-1} v + (-1)^{pq+1} v \cup_{i-1} u. \]

This formula can be applied to check that \( y \cup_0 y + y \cup_1 d^* y \mod 4 \) is a cocycle mod 4 and that its cohomology class only depends on that of \( x = (y, z) \in H^n(X; \mathbb{Z}_2) \) (see [MT68]).

Definition 3.2.2. The Pontryagin square is defined on cohomology by

\[ \mathcal{P}_2 : H^n(X; \mathbb{Z}_2) \rightarrow H^{2n}(X; \mathbb{Z}_4) \]
\[ x = (y, z) \mapsto y \cup_0 y + y \cup_1 d^* y, \]

where \( (y, z) \) are as defined above.

The maps in the exact sequence \( 0 \rightarrow \mathbb{Z}_2 \xrightarrow{i} \mathbb{Z}_4 \xrightarrow{r} \mathbb{Z}_2 \rightarrow 0 \) induce maps in cohomology,

\[ \ldots \rightarrow H^{2n}(X; \mathbb{Z}_2) \xrightarrow{i^*} H^{2n}(X; \mathbb{Z}_4) \xrightarrow{r^*} H^{2n}(X; \mathbb{Z}_2) \xrightarrow{\delta} \ldots \]

so

\[ r_* \mathcal{P}_2(x) = x \cup x \in H^n(X; \mathbb{Z}_2), \]

where \( r_* : H^n(X; \mathbb{Z}_4) \rightarrow H^n(X; \mathbb{Z}_2) \) is the map induced by the non-trivial map \( \mathbb{Z}_4 \rightarrow \mathbb{Z}_2 \).

Remark 3.1. The Steenrod square \( Sq^n \) is a mod 2 reduction of the Pontryagin square:

\[ \xymatrix{ H^{2n}(X; \mathbb{Z}_4) \ar[rd]^{r_*} \ar[rr]^{\mathcal{P}_2} & & H^{2n}(X; \mathbb{Z}_2) \ar[ld]^{r_*} } \]

Proposition 3.2.3. ([MT68])

(i) Let \( x \) and \( x' \) be cocycles in \( H^n(X; \mathbb{Z}_2) \), where \( X \) is a Poincaré space. The Pon-
tryagin square evaluated on a sum is given by,
\[ P_2(x + x') = P_2(x) + P_2(x') + (x \cup x') + (-1)^n(x \cup x') \in H^{2n}(X; \mathbb{Z}_4). \]

So that in particular for \( n \) even,
\[ P_2(x + x') = P_2(x) + P_2(x') + j(x \cup x') \in \mathbb{Z}_4, \]

where \( j \) is the non-trivial homomorphism \( j : \mathbb{Z}_2 \to \mathbb{Z}_4 \).

(ii) The Pontryagin square is a quadratic function with respect to cup product, that is,
\[ P_2(x + x') = P_2(x) + P_2(x') + j(x \cup x') \in H^{2n}(X; \mathbb{Z}_4) \]
for any \( x, x' \in H^n(X; \mathbb{Z}_2) \), where \( j : \mathbb{Z}_2 \to \mathbb{Z}_4 \) is the non-trivial homomorphism.

**Proof.** This follows directly from the definition of a quadratic enhancement 2.1.3 and the evaluation of the Pontryagin square on a sum of cocycles 3.2.3.

### 3.3 Algebraic Pontryagin squares

In this section we present the algebraic analog of the Pontryagin square. The image of the algebraic Pontryagin square lies in the \( 4k \)-dimensional symmetric \( \mathbb{Q} \)-group of a finitely generated free \( \mathbb{Z} \)-module concentrated in degrees \( 2k + 1 \) and \( 2k \)

\[ B(2k, s) : \cdots \to S^{2k+1} \mathbb{Z} \xrightarrow{d=s} S^{2k} \mathbb{Z} \to \cdots \]

Following the computations of \( \mathbb{Q} \)-groups presented in [BR06], it can be shown that this \( \mathbb{Q} \)-group is \( \mathbb{Z}_4 \), when \( s = 2 \).

**Definition 3.3.1.** (RT) The \( \mathbb{Z}_2 \)-coefficient Pontryagin square of a \( 4k \)-dimensional symmetric complex \( (C, \varphi) \) over \( \mathbb{Z} \) is the function

\[ P_2(\varphi) : H^{2k}(C; \mathbb{Z}_2) = H_0(\text{Hom}_\mathbb{Z}(C, B(2k, s))) \to Q^{4k}(B(2k, 2)) = \mathbb{Z}_4 \]

\[ (u, v) \mapsto (u, v)^\varphi = \varphi_0(u, v) + 2\varphi_1(v, u). \]

In definition 3.3.1, \( C \) is a \( 4k \)-dimensional chain complex with a \( 4k \)-dimensional symmetric structure, \( B(2k, s) \) is a finitely generated free \( \mathbb{Z} \)-module concentrated in degrees \( 2k + 1 \) and \( 2k \) and let \( g \) be a chain map \( g = (u, v) : C \to B(2k, d) \). Note that there is defined a \( \mathbb{Z} \)-module chain map as follows,

\[
\begin{array}{ccccccc}
C : & \ldots & d & C_{2k+1} & d & C_{2k} & d & C_{2k-1} & d & \ldots \\
\downarrow g=(u,v) & \downarrow u & \downarrow v & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
B(2k, s) : & \ldots & & \mathbb{Z} & s=2 & \mathbb{Z} & & 0 & \to & \ldots \\
\end{array}
\]

Here $u \in \text{Hom}_\mathbb{Z}(C_{2k+1}, \mathbb{Z})$, in fact $u$ is a cocycle such that

$$u \in \text{Ker}(d^*: C^{2k+1} \to C^{2k+2}).$$

Similarly $v \in \text{Hom}_\mathbb{Z}(C_{2k}, \mathbb{Z})$, $v$ is a cochain such that

$$d^*(v) \in \text{Im}(2: C^{2k} \to C^{2k+1}).$$

Moreover $d^* v = 2u$.

Since $v$ is a morphism $v: C_{2k} \to \mathbb{Z}$, we can compose $v$ with a map $\mathbb{Z} \to Z_2$,

$$[v] : C_{2k} \to \mathbb{Z} \to Z_2,$$

which represents a cocycle

$$[v] \in \text{Ker}(d^*: \text{Hom}_\mathbb{Z}(C_{2k}, \mathbb{Z}_2) \to \text{Hom}_\mathbb{Z}(C_{2k+1}, Z_2)).$$

There is an isomorphism

$$H_0(\text{Hom}_\mathbb{Z}(C, B(2k, s))) \to H^{2k}(C, Z_2); (u, v) \to [v].$$

Hence,

$$\mathcal{P}_2(\varphi) : H^{2k}(C, Z_2) = H_0(\text{Hom}_\mathbb{Z}(C, B(2k, s))) \to Z_4 \quad \varphi \mapsto \varphi_0(v, v) + 2\varphi_1(v, u).$$

The computation of $Q^{4k}(B(2k, s))$ is given in [RT] as

$$Q^{4k}(B(2k, s)) \to Z_4; \varphi \to \varphi_0 + d\varphi_1.$$

The $\mathbb{Z}$-module chain map $(u, v): C \to B(2k, s)$ induces a map in the $Q$-groups,

$$(u, v)^\% : Q^{4k}(C) \to Q^{4k}(B(2k, s)) = Q^{4k}\left(\begin{array}{c} S^{2k+1}Z \\ S^{2k}Z \end{array}\right),$$

which sends the symmetric structure of $(C, \varphi)$ to the Pontryagin square evaluated on $(u, v)$. That is, with $(u, v): C \to B(2k, s)$ we have,

$$Q^{4k}(C) \xrightarrow{(u, v)^\%} Q^{4k}(B) \xrightarrow{\cong} Z_4 \quad \varphi \mapsto (u, v)^\%(\varphi) = \varphi_0(v, v) + 2\varphi_1(u, v) \quad \xleftarrow{\cong} \quad H^{2k}(C; Z_4) \xleftarrow{\cong} H_0(\text{Hom}_\mathbb{Z}(C, B)) \xleftarrow{\cong} \quad [v] \xleftarrow{\cong} \quad (v, u)$$

**Remark 3.2.** If $C = C(X)$ is the chain complex of a space $X$ and $\varphi = \varphi_X[X] \in Q^{4k}(C)$ is the image of a homology class $[X] \in H_{4k}(X)$ under the symmetric construction $\varphi_X$ [1.1] then the evaluation of the Pontryagin square $\mathcal{P}_2 : H^{2k}(X; Z_2) \to H^{4k}(X; Z_4)$ on
the mod 4 reduction \([X]_4 \in H_{4k}(X; \mathbb{Z}_4)\) is the algebraic Pontryagin square

\[ \mathcal{P}_2(\varphi) : H^{2k}(C; \mathbb{Z}_2) = H^{2k}(X; \mathbb{Z}_2) \to \mathbb{Z}_4; x \mapsto (\mathcal{P}_2(x), [X]_4). \]

There is a commutative diagram,

\[
\begin{array}{ccc}
H^{2k}(C(X); \mathbb{Z}_2) & \xrightarrow{\mathcal{P}_2(\varepsilon)} & Q^{4k}(B(2k, 2)) = \mathbb{Z}_4 \\
\downarrow & & \downarrow \langle [X]_4, - \rangle \\
H^{2k}(X; \mathbb{Z}_2) & \xrightarrow{\mathcal{P}_2} & H^{4k}(X; \mathbb{Z}_4) = H^{4k}(X; Q^{4k}(B(2k, 2)))
\end{array}
\]

We are mainly interested in the case when \(X\) is a \(4k\)-dimensional geometric Poincaré space and \([X]\) is the fundamental class.

### 3.4 Equivariant Pontryagin squares

#### 3.4.1 The image of the equivariant Pontryagin square

In the definition of the equivariant Pontryagin square we will need an explicit description for the \(2k\)-dimensional \(Q\)-group of a chain complex \(B(k, d)\) concentrated in degrees \(k\) and \(k+1\). We then use this computation to prove the isomorphism

\[
Q^{2k}(B(k, d)) = Q^{2k} \left( \begin{array}{c} B_{k+1} = I \\ \downarrow^d \\ B_k = R \end{array} \right) \cong \mathbb{Z}[\pi]/(I^2 + 2I),
\]

which is described in Proposition 3.4.3. The image of the equivariant Pontryagin square lies in this group. The equivariant Pontryagin square was defined on an even cohomology class in [Kor05]. Here we will extend this definition to an odd class.

The \(n\)-dimensional \(\varepsilon\)-symmetric \(Q\)-group \(Q^n(C, \varepsilon)\) is the abelian group of equivalence classes of \(n\)-dimensional \(\varepsilon\)-symmetric structures on \(C\),

\[
Q^n(C, \varepsilon) = H_n(W^n C).n.
\]

**Example 3.4.1.** The simplest example for a \(Q\)-group is the computation of the \(\varepsilon\)-symmetric \(Q\)-groups of a f.g. projective \(R\)-module chain complex concentrated in degree \(k\). Proposition 16 in [BR06] gives the full computation of these \(\varepsilon\)-symmetric \(Q\)-groups. Following this proposition,

\[
Q^{2k}(B_k, \varepsilon) = H^0(\mathbb{Z}_2; S(B^k), (-1)^k T_\varepsilon) = H^0(\mathbb{Z}_2; \text{Hom}_R(B^k, B_k), (-1)^k T_\varepsilon) = \{ \gamma \in \text{Hom}_R(B^k, B_k) | T_\varepsilon \gamma = (-)^k \gamma \}.
\]
That is, \( Q^{2k}(B_k, \varepsilon) \) is the group of \((-)^k\varepsilon\)-symmetric forms on \( B^k \).

We will now focus on the computation of an explicit formula for the \( 2k \)-dimensional \( Q \)-group of a f.g projective \( R \)-module chain complex which is concentrated in degrees \( k, k+1 \):

\[
B(k, d) : \cdots \to 0 \to B_{k+1} \xrightarrow{d} B_k \to \cdots
\]

This group is given as part of the long exact sequence presented in Proposition 19 of [BR06]. Example 20 in [BR06] gives the explicit computation for the case \( k = 0 \).

We recall now the notation for the \( \varepsilon \)-duality involution \( T_\varepsilon \) which we will use in the next proposition. Let \( R \) be a ring with involution,

\[
T_\varepsilon : \text{Hom}_R(B^q, B_q) \to \text{Hom}_R(B^q, B_p); \gamma \mapsto (-1)^{pq}\varepsilon\gamma^*.
\]

**Proposition 3.4.2.** Let \( R = \mathbb{Z}[\pi] \) be a ring with involution. The map

\[
Q^{2k}(B(k, d), \varepsilon) \xrightarrow{\cong} \{ \gamma \in \text{Hom}_{\mathbb{Z}[\pi]}(B^k, B_k) | \gamma = (-1)^k\varepsilon\gamma^* \}
\]

\[
\{d\alpha d^* + (1 + (-1)^kT)d \text{ for } \alpha \in \text{Hom}_{\mathbb{Z}[\pi]}(B^{k+1}, B_{k+1}), \beta \in \text{Hom}_{\mathbb{Z}[\pi]}(B^k, B_{k+1}) \beta | \alpha = (-1)^k\varepsilon\alpha^* \};
\varphi \mapsto \varphi_0 + d\varphi_1.
\]

is an isomorphism.

**Proof.** We shall write \( B \) for \( B(k, d) \) where there is no confusion from the context. The exact sequence given in Proposition 19 of [BR06] is as follows

\[
\cdots \to Q^{2k+1}(B, \varepsilon) \to B_{k+1} \otimes_A H_{k+1}(B) \xrightarrow{F} Q^{2k}(d, \varepsilon) \xrightarrow{t} Q^{2k}(B, \varepsilon) \to 0. \quad (3.3)
\]

Since the sequence is exact, the \( Q \)-group \( Q^{2k}(B, \varepsilon) \) is the cokernel of the map

\[
B_{k+1} \otimes_A H_{k+1}(B) \xrightarrow{F} Q^{2k}(d, \varepsilon).
\]

So in the first place we shall compute the relative group \( Q^{2k}(d, \varepsilon) \). The chain map \( d : B_{k+1} \to B_k \) induces a map in the \( Q \)-groups

\[
d^*: Q^{2k}(B_{k+1}, \varepsilon) \to Q^{2k}(B_k, \varepsilon); \alpha \mapsto d\alpha^*.
\]

The relative group \( Q^{2k}(d, \varepsilon) \) fits into the long exact sequence of \( Q \)-groups,

\[
Q^{2k+1}(B_k) \to Q^{2k+1}(d) \to Q^{2k}(B_{k+1}) \xrightarrow{d^*} Q^{2k}(B_k) \to Q^{2k}(d) \to Q^{2k-1}(B_{k+1}) = 0.
\]

Regarding the f.g. free \( R \)-module chain complex

\[
B(k, d) : \cdots \to 0 \to B_{k+1} \xrightarrow{d} B_k \to \cdots
\]
as a chain map of chain complexes both concentrated in degree $k$,

$$\cdots \rightarrow B_{k+1} \xrightarrow{d} B_k \rightarrow 0 \rightarrow \cdots$$

we have that $B(k,d)$ is the algebraic mapping cone $\mathcal{C}(d)$ of the chain map $d : B_{k+1} \rightarrow B_k$.

We have seen in example 3.4.1 that the $\varepsilon$-symmetric $Q$-groups of a f.g. projective $R$-module chain complex concentrated in degree $k$ is given by,

$$Q^{2k}(B_k,\varepsilon) = \{ \gamma \in \text{Hom}_A(B^k, B_k) | T \varepsilon \gamma = (-)^k \gamma \}.$$ 

Similarly for $B_{k+1}$.

We have defined $d : B_{k+1} \rightarrow B_k$ to be a chain map of two chain complexes both concentrated in degree $k$, so that we are considering $B_{k+1}$ to be a chain complex concentrated in degree $k$, thus the computation following Proposition 16 of [BR06] is the same as the one given in example 3.4.1,

$$Q^{2k}(B_{k+1},\varepsilon) = \text{H}_0(\mathbb{Z}_2; \text{Hom}_A(B^{k+1}, B_k), (-)^k \varepsilon) = \{ \alpha \in \text{Hom}_A(B^{k+1}, B_{k+1}) | T \varepsilon \alpha = (-)^k \alpha \}.$$ 

Hence the relative group in the exact sequence is

$$Q^{2k}(d,\varepsilon) = \text{ker} \left( \frac{(-)^k \varepsilon \text{-Sym}(B^k)}{d \% (-)^k \varepsilon \text{-Sym}(B^{k+1})} \right) = \{ \gamma = (-)^k \gamma^* \in \text{Hom}_A(B^k, B_k) \}$$

and $Q^{2k}(B(k,d),\varepsilon)$ is the cokernel of the map

$$F : B_{k+1} \otimes_A H_{k+1}(B) \rightarrow \frac{(-)^k \varepsilon \text{-Sym}(B^k)}{d \% (-)^k \varepsilon \text{-Sym}(B^{k+1})}$$

in the long exact sequence (3.3) on page 54, so that,

$$Q^{2k}(B(k,d),\varepsilon) = \text{coker} \left( F : B_{k+1} \otimes_A H_{k+1}(B) \rightarrow \frac{(-)^k \varepsilon \text{-Sym}(B^k)}{d \% (-)^k \varepsilon \text{-Sym}(B^{k+1})} \right).$$

We now refer to Proposition 18 in [BR06] for the definition of the map $F$. First note that $B(k,d) = \mathcal{C}(d)$, as we have explained above. An element in $B_{k+1} \otimes H_{k+1}(B(k,d)) = B_{k+1} \otimes H_{k+1}(\mathcal{C}(d))$ is a pair $(\beta, h)$ where $\beta : B_k \rightarrow B_{k+1}$ is a chain map and $h$ is a chain homotopy $h : d\beta \simeq 0 : B^k \rightarrow B_k$. 
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Hence,

\[
Q^{2k}(B(k,d)) \cong \coker\left((1 + (-1)^k T)d : \text{Hom}_A(B^k, B_{k+1}) \to (-)^k \varepsilon \text{-Sym}(B^k)\right) \cong \{ \gamma \in \text{Hom}_{\mathbb{Z}[\pi]}(B^k, B_k) | (1 + (-1)^k \varepsilon \gamma^*) \}
\]

\[
\{ d\alpha + (1 + (-1)^k T)d \text{ for } \alpha \in \text{Hom}_{\mathbb{Z}[\pi]}(B^{k+1}, B_{k+1}), \beta \in \text{Hom}_{\mathbb{Z}[\pi]}(B^k, B_{k+1}) | \beta \alpha = (1 + (-1)^k \varepsilon \alpha^*) \}
\]

\[
\square
\]

**Proposition 3.4.3.** Let \( R \) be the ring \( R = \mathbb{Z}[\pi] \) and let \( I \) be the ideal given by \( I = \text{Ker}(\mathbb{Z}[\pi] \to \mathbb{Z}_2) \) and \( B(k,d) \) be the f.g free \( \mathbb{Z}[\pi] \)-module chain complex concentrated in degrees \( k \) and \( k+1 \), \( B(k,d) : \cdots \to B_{k+1} \to B_k \to R \to 0 \to \cdots \), then

\[
Q^{2k}(B(k,d)) = Q^{2k}\left( \begin{array}{c} B_{k+1} = I \\ \downarrow^{d} \\ B_k = R \end{array} \right) \cong \mathbb{Z}[\pi]/(I^2 + 2I).
\]

**Proof.** The ring \( R = \mathbb{Z}[\pi] \) is a ring with involution. This involution extends to the involution on \( R/I \). The ideal \( I \) is a two sided ideal which is invariant under the involution, so that \( I^* = I \). Note that by the definition of the ideal \( I = \text{Ker}(\mathbb{Z}[\pi] \to \mathbb{Z}_2) \) we can form an exact sequence of \( \mathbb{Z}[\pi] \) modules,

\[
0 \to I = \text{Ker}(\mathbb{Z}[\pi] \to \mathbb{Z}_2) \to R = \mathbb{Z}[\pi] \to \mathbb{Z}_2 \to 0,
\]

so that \( R/I = \mathbb{Z}_2 \). Also note that the differential in the chain complex

\[
B(k,d) : \cdots \to B_{k+1} \to B_k \to R \to 0 \to \cdots
\]

is now given by the inclusion of the ideal \( I \) into the ring \( R \). Using the isomorphism described in Proposition [3.4.2] we know that

\[
Q^{2k}\left( \begin{array}{c} B_{k+1} = I \\ \downarrow^{d} \\ B_k = R \end{array} \right) \cong \gamma = (-)^k \gamma^* \in \text{Hom}_{\mathbb{Z}[\pi]}(\mathbb{Z}[\pi], \mathbb{Z}[\pi])
\]

\[
\{ d\alpha + (1 + (-1)^k T)d \text{ for } \alpha \in \text{Hom}_{\mathbb{Z}[\pi]}(I^*, I), \beta \in \text{Hom}_{\mathbb{Z}[\pi]}(I, I) | \beta \alpha = (1 + (-1)^k \varepsilon \alpha^*) \}
\]

\[\varphi \mapsto \varphi_0 + d\varphi_1.\]

In this expression we have

\[
\gamma = (-)^k \gamma^* \in \text{Hom}_{\mathbb{Z}[\pi]}(\mathbb{Z}[\pi], \mathbb{Z}[\pi]) = \mathbb{Z}[\pi] \otimes_{\mathbb{Z}[\pi]} \mathbb{Z}[\pi] = \mathbb{Z}[\pi] = R.
\]

Also,

\[
\alpha = (-)^k \alpha^* \in \text{Hom}_{\mathbb{Z}[\pi]}(I^*, I) = I \otimes_{\mathbb{Z}[\pi]} I = (I^2).
\]
Since \( d \) is the inclusion of the ideal \( I \) into the ring \( R \), then an element in the image of \( d \) is an element in \( I \), so \( d\beta \in I \) and \( (1 + (-1)^k T)d\beta \in (2I) \). Hence,

\[
Q^{2k} \left( \begin{array}{c} B_{k+1} = I \\ d \\ B_k = R \end{array} \right) \xrightarrow{\cong} R/(I^2 + 2I). 
\]

### 3.4.2 Equivariant Pontryagin squares: definition

The notion of equivariant Pontryagin square was introduced in [Kor05] for even cohomology classes. Here we extend this notion to prove that the equivariant Pontryagin squares can also be defined on odd cohomology classes.

Let \( R = \mathbb{Z}[\pi] \) be a ring with involution and \( I \) the \( \mathbb{Z}_2 \) augmentation ideal \( I = \text{Ker}(\mathbb{Z}[\pi] \to \mathbb{Z}_2) \) as in the previous section. We now define a \( R \)-module chain map with \( C \) a \( 2k \)-dimensional chain complex \( \mathbb{Z}[\pi] = R \)-module, and \( B(k,d_R) : \ldots 0 \to B_{k+1} = I \to B_k = R \to 0 \to \ldots \)

\[
C : \quad \ldots \xrightarrow{d_C} C_{k+1} \xrightarrow{d_C} C_k \xrightarrow{d_C} C_{k-1} \xrightarrow{d_C} \ldots \\
\downarrow \quad u \quad \downarrow \quad v \\
B(k,d_R) : \quad \ldots \xrightarrow{d_{R=i}} I \xrightarrow{d_R} R \xrightarrow{d_R} 0 \xrightarrow{d_R} \ldots 
\]

This chain complex map is defined by a cocycle \( u \in \text{Ker}(d^*_C : C^{k+1} \to C^{k+2}) \) and a cochain \( d^*_C(v) \in \text{Im}(d^*_C : C^k \to C^{k+1}) \) such that \( d^*_C(v) = d_{R=i}u \).

An element \([x] \in H^k(C;\mathbb{Z}_2)\) is given by the composite morphism

\[
[x] : C_k \xrightarrow{\varphi} \mathbb{Z} \xrightarrow{\mod 2} \mathbb{Z}_2 = R/I
\]

so it is a cocycle of \( \text{Hom}_{\mathbb{Z}[\pi]}(C_k,\mathbb{Z}_2) \).

\[
[x] \in \text{Ker}(d^* : \text{Hom}_{\mathbb{Z}[\pi]}(C_k,\mathbb{Z}_2) \to \text{Hom}_{\mathbb{Z}[\pi]}(C_{k+1},\mathbb{Z}_2)).
\]

Then there is an isomorphism,

\[
H^k(C;\mathbb{Z}_2) \to H_0(\text{Hom}_{\mathbb{Z}[\pi]}(C, B(k,d_R)))
\]

\[
[x] \to (u,v).
\]

**Definition 3.4.4.** Let \( R \) be the ring \( R = \mathbb{Z}[\pi] \) and \( I \) be the ideal \( I = \text{Ker}(\mathbb{Z}[\pi] \to \mathbb{Z}_2) \). The \( R/I \)-coefficient Pontryagin square of a \( 2k \)-dimensional symmetric complex \( (C,\varphi) \)
over $R = \mathbb{Z}[\pi]$ is the function

$$
\mathcal{P}_d : H^k(C ; \mathbb{Z}_2) \rightarrow \mathbb{Q}^{2k}(B(k, d_R)) = R/(I^2 + 2I);
(u, v) \mapsto (u, v)^\%_k(\varphi) = \varphi_0(v, v) + d_R \varphi_1(v, u)
$$

with $(v, u) \in C^k \oplus C^{k+1}$ such that $d^*_C(v) = d_R u$, $d^*_C(u) = 0 \in C^{k+2}$.

Remark 3.4. Note that in definition 3.4.4 $k$ can be odd.
Chapter 4

The Signature, the Pontryagin square, the Brown-Kervaire and Arf invariants in topology

“Any good theorem should have several proofs, the more the better. For two reasons: usually, different proofs have different strengths and weaknesses, and they generalise in different directions, they are not just repetitions of each other.”

Sir Michael Atiyah

In this chapter we will give chain complex proofs of the main results in [Mor71]. We shall prove:

- Morita’s Theorem ([Mor71 theorem 1.1]) which gives the mod 8 relation between the signature of a $4k$-dimensional Poincaré space $X$ and the Brown-Kervaire invariant,

$$\sigma(X) = \operatorname{BK}(H^{2k}(X; \mathbb{Z}_2), \lambda, \mathcal{P}_2) \in \mathbb{Z}_8.$$  

(See theorem 4.2.13).

- the mod 4 relation between the signature and Pontryagin square,

$$\sigma(X) = \langle \mathcal{P}_2(v_{2k}), [X] \rangle \in \mathbb{Z}_4.$$  

This will be proved in the first section in this chapter. This proof is just the mod 4 reduction of the expression for the signature given in [BR06] Proposition 52, Corollary 61], which we discussed in section 1.3.5

The contents of section 4.3 in this chapter were not considered in [Mor71]. In that section we shall describe certain invariants which detect when the signature is divisible either by 4 or by 8, and in particular in subsection 4.3.2 we state the relation between the Brown-Kervaire and Arf invariants in topology.
4.1 The signature modulo 4 and the Pontryagin square

Morita [Mor71] proved that there exists a mod 4 relation between the signature of a 4k-dimensional Poincaré space and the Pontryagin square. Here we give a new proof of this result by proving its algebraic analogue. In [Mor71] this result is stated geometrically as follows,

**Proposition 4.1.1.** ([Mor71, Proposition 2.3]) Let $X^{4k}$ be an oriented Poincaré complex and $\mathcal{P}_2 : H^{2k}(X; \mathbb{Z}_2) \to \mathbb{Z}_4$ be the Pontryagin square, then

$$\sigma(X) = (\mathcal{P}_2(v_{2k}), [X]) \in \mathbb{Z}_4,$$

where $v_{2k} \in H^{2k}(X; \mathbb{Z}_2)$ is the 2k-th Wu class of $X$.

The algebraic analogue of this result is stated as follows, using the algebraic Wu class (defined in 1.1.14):

**Proposition 4.1.2.** Let $(C, \varphi)$ be a 4k-dimensional symmetric Poincaré complex over $\mathbb{Z}$, then

$$\sigma(C, \varphi) = \mathcal{P}_2(v_{2k}) \in \mathbb{Z}_4,$$

where $v_{2k} \in H^{2k}(C; \mathbb{Z}_2)$ is the 2k-th algebraic Wu class of $(C, \varphi)$.

**Proof.** The proof of this proposition is a direct consequence of Theorem 1.3.16. The chain complexes in this proposition are Poincaré so the hyperquadratic signature (also referred to in the literature as mod 8 signature) coincides with the signature reduced modulo 8 and we can simply write the relation in Theorem 1.3.16

$$\tilde{\sigma}(C, \varphi, \gamma, \theta) = \varphi_0(v, v) + 2\varphi_1(v, u) + 4\theta_2(u, u) \in Q_{4k}(B(k, 1), \beta(k, 1)) = \mathbb{Z}_8$$

as

$$\sigma(C, \varphi) = \varphi_0(v, v) + 2\varphi_1(v, u) + 4\theta_2(u, u) \in \mathbb{Z}_8.$$

Reducing modulo 4 we obtain,

$$\sigma(C, \varphi) = \varphi_0(v, v) + 2\varphi_1(v, u) + 4\theta_2(u, u) \in Q_{4k}(B(k, 1), \beta(k, 1)) \mod 4 = \mathbb{Z}_4.$$

Hence the result follows.

4.1.1 A condition for divisibility by of the signature by 4

In [Mor71] the following corollary is proved.
Corollary 4.1.3. ([Mor71, corollary 1.2]) Let $X$ be a $4k$-dimensional oriented Poincaré space, then $\sigma(X) = 0 \in \mathbb{Z}_4$ if and only if
\[ \mathcal{P}_2(v_{2k}) = 0 \in \mathbb{Z}_4. \]
Here $v_{2k}$ is the $2k$-th Wu class of $M$.

As before we give the algebraic analogue of this corollary.

Corollary 4.1.4. Let $(C, \varphi)$ be a $4k$-dimensional symmetric Poincaré complex, then $\sigma(C, \varphi) = 0 \in \mathbb{Z}_4$ if and only if,
\[ \mathcal{P}_2(v_{2k}) = 0 \in \mathbb{Z}_4 \]
where $v_{2k}$ is the $2k$-th algebraic Wu class of the symmetric chain complex $(C, \varphi)$.

Proof. The proof of this corollary is now a direct consequence of Proposition 4.1.2.

This corollary is specially interesting in the case of a fibration: From [HKR07, Theorem A] we know that for a fibration $F \to E \to B$, the signature is multiplicative modulo 4,
\[ \sigma(E) - \sigma(F)\sigma(B) = 0 \in \mathbb{Z}_4. \]

In the case of a fibration with dimensions of the base and fibre congruent to 2 modulo 4,
\[ F^{2i+2} \to E \to B^{2j+2}, \tag{4.1} \]
we know that for dimension reasons the signatures of base and fibre is 0, so that the signature of the total space is always divisible by 4,
\[ \sigma(E) = 0 \in \mathbb{Z}_4. \]

Thus by Corollary 4.1.3, a property of bundles of the form $F^{2i+2} \to E \to B^{2j+2}$ is that
\[ \langle \mathcal{P}_2(v_{E}), [E] \rangle = 0 \in \mathbb{Z}_4. \]

When the fibration has dimensions $F^{2j} \to E^{4k} \to B^{4i}$ we have that $\sigma(E) - \sigma(F)\sigma(B) = 0 \in \mathbb{Z}_4$, and hence
\[ \langle \mathcal{P}_2(v), [E \sqcup -F \times B] \rangle = 0 \in \mathbb{Z}_4, \]
where $v$ is the Wu class $v \in H^{2k}(E; \mathbb{Z}_2) \oplus H^{2k}(F \times B)$. 
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4.2 The signature modulo 8 and the Brown-Kervaire invariant

4.2.1 The Brown-Kervaire invariant and quadratic linking forms

In section 4.2.2 we shall give a proof of [Mor71, theorem 1.1] using chain complex methods. This theorem gives a relation between the signature mod 8 and the Brown-Kervaire invariant of a linking form over \((\mathbb{Z}, (2)^{\infty})\).

**Definition 4.2.1.** The Brown-Kervaire invariant \(BK(T, b, q) \in \mathbb{Z}_8\) of a nonsingular quadratic linking form \((T, b, q)\) is defined using a Gauss sum

\[
\sum_{x \in T} \varphi(x) = \sqrt{|T|} e^{2\pi ik BK(T, b, q)/8}.
\]

**Remark 4.2.** Note that this essentially is the same expression as that of Definition 2.3.7, which gives the Brown-Kervaire invariant of [Bro72b]. In [Bro72b] \(T\) is required to be a \(\mathbb{Z}_2\)-vector space. The more general application of this Gauss sum is given [BM73, page 109].

Here we will discuss the relation between the signature modulo 8, the hyperquadratic signature and the Brown-Kervaire invariant. Important references here are [Ran81], [BR06, section 4] and [RT].

We start by giving some general definitions about linking forms over \((R, S)\) where \(R\) is a ring with involution and \(S \subset R\) is a multiplicative subset of central nonzero divisors.

The following are standard definitions from [Ran81].

**Definition 4.2.2.** (i) A \((R, S)\)-**module** is an \(R\)-module \(T\) with a one-dimensional f.g. projective \(R\)-module resolution

\[
0 \to P \xrightarrow{d} Q \to T \to 0
\]

with \(S^{-1}d : S^{-1}P \to S^{-1}Q\) is an \(S^{-1}R\)-module isomorphism, and

\(S^{-1}T = 0\).

(ii) The **dual** of an \((R, S)\)-module \(T\) is given by

\[
T^\sim = \text{Ext}^1_R(T, R) = \text{Hom}_R(T, S^{-1}R/R) = \text{coker}(d^* : Q^* \to P^*).
\]

**Definition 4.2.3.** (i) A \(\varepsilon\)-**symmetric linking form** \((T, b)\) over \((R, S)\) is an
(R, S)-module T together with \( b \in \text{Hom}_R(T, T^\sim) \), such that \( b^\sim = \varepsilon b \), so that
\[
\overline{b(x, y)} = \varepsilon b(y, x) \in S^{-1}R/R \quad (x, y \in T)
\]

(ii) A lagrangian for \((T, b)\) is an \((R, S)\) module \( U \subset T \) such that
\[
U^\perp = \{ x \in T \mid b(x)(U) = 0 \in S^{-1}R/R \} = U,
\]
and the sequence
\[
0 \to U \to T \to U^\sim \to 0
\]
is exact, where \( U^\sim \) is the dual of \( U \).

Definition 4.2.4. (i) An \( \varepsilon \)-quadratic linking form \((T, b, q)\) over \((R, S)\) is an \( \varepsilon \)-symmetric linking form \((T, b)\) together with a function
\[
q : T \to Q_\varepsilon(R, S) = \left\{ c \in S^{-1}R \mid \varepsilon c = c \right\} / \left\{ a + \varepsilon a \mid a \in R \right\}
\]
such that
\[
q(ax) = aq(x)\overline{a},
q(x + y) = q(x) + q(y) + b(x, y) + b(y, x)
q(x) = b(x, x) \in S^{-1}R/R.
\]

(ii) A lagrangian \( U \) for the nonsingular quadratic linking form \((T, b, q)\) is a lagrangian of the nonsingular form \((T, b)\), such that \( q \) restricts to 0 on \( U \).

\( L_0(R, S) \) is the cobordism group of quadratic \((R, S)\)-module linking forms, and \( L^0(R, S) \) is the cobordism group of symmetric \((R, S)\)-module linking forms. These groups fit into the localization exact sequences
\[
\cdots \to L^n(R) \to L^n(S^{-1}R) \to L^n(R, S) \to L^{n-1}(R) \to \cdots \quad (4.3)
\]
\[
\cdots \to L_n(R) \to L_n(S^{-1}R) \to L_n(R, S) \to L_{n-1}(R) \to \cdots \quad (4.4)
\]
where \( S^{-1}R \) is the localized ring with involution obtained from \( R \) by inverting \( S \). These exact sequences are defined in detail in [Ran81].

We shall only be concerned with the case \( 1/2 \in S^{-1}R \)

Example 4.2.5. \( R = \mathbb{Z} \) and \( S = (2)\infty \), \( 1/2 \in S^{-1}R \).

With \( 1/2 \in S^{-1}R \) there is an isomorphism \( L_*(S^{-1}R) \cong L^*(S^{-1}R) \), so there is a braid of exact sequences,
Example 4.2.6. Let $R = \mathbb{Z}$, $S = (2)^\infty = \{2^i | i \geq 0\} \subset \mathbb{Z}$ and $S^{-1}R = \mathbb{Z}[\frac{1}{2}]$. Here is the braid in this case.
Nonsingular even symmetric forms

\[ L_{4k}(\mathbb{Z}) \xrightarrow{\cong} \mathbb{Z} \]
\[(C, \varphi) \mapsto \sigma(F^{2k}(C), \varphi_0)/8\]

2-primary nonsingular symmetric linking forms

\[ L^{4k}(\mathbb{Z}) \xrightarrow{\cong} \mathbb{Z} \]
\[(C, \varphi) \mapsto \sigma(F^{2k}(C), \varphi_0)\]

2-primary nonsingular quadratic linking forms

\[ L^{4k}(\mathbb{Z}) \xrightarrow{\cong} \mathbb{Z} \]
\[(C, \varphi, \gamma, \theta) \mapsto (g, \chi)_{4k}(\varphi, \theta)\]

Normal forms

\[ L^{4k}(\mathbb{Z}) \xrightarrow{\cong} Q_{4k}(B, \beta) = \mathbb{Z}_8 \]
\[(C, \varphi, \gamma, \theta) \mapsto (g, \chi)_{4k}(\varphi, \theta)\]

2-primary cyclic components in T.

\[ L^{4k}(\mathbb{Z}, (2)\infty) \xrightarrow{\cong} \mathbb{Z}_2 \]
\[(T, b) \mapsto |T|_2\]
\[|T|_2 = 2\text{-primary cyclic components in } T.\]

Figure 4.1: close up of the localization braid
The group $L_{4k}(\mathbb{Z}, (2^\infty))$ is the cobordism group of $(4k-1)$-dimensional $\mathbb{Z}[1/2]$-acyclic quadratic Poincaré complexes over $\mathbb{Z}$. A quadratic $(4k-1)$-dimensional Poincaré complex determines a nonsingular quadratic linking form over $(\mathbb{Z}, (2^\infty))$, hence the group $L_{4k}(\mathbb{Z}, (2^\infty))$ is also the Witt group of nonsingular quadratic linking forms over $(\mathbb{Z}, (2^\infty))$.

Similarly the $L^{4k}(\mathbb{Z}, (2^\infty))$ is the cobordism group of $(4k-1)$-dimensional $\mathbb{Z}[1/2]$-acyclic symmetric Poincaré complexes over $\mathbb{Z}$. These have a one-one correspondence with symmetric linking forms over $(\mathbb{Z}, (2^\infty))$. So that the group $L^{4k}(\mathbb{Z}, (2^\infty))$ is also the Witt group of nonsingular symmetric linking forms over $(\mathbb{Z}, (2^\infty))$.

An element $(T, b, q) \in \ker(L_0(\mathbb{Z}, (2^\infty)) \to L^{0}(\mathbb{Z}, (2^\infty)))$ is represented by a quadratic linking form $(T, b, q)$ such that $(T, b) \oplus (T', b') \cong (T'', b'')$ with $(T', b')$, $(T'', b'')$ symmetric linking forms which admit lagrangians $U' \subset T'$, $U'' \subset T''$. The Brown-Kervaire invariant determines the Witt class of $(T, b, q)$.

If $(T, b, q)$ has a lagrangian $U$ (i.e. a lagrangian for $(T, b)$ such that $q$ is 0 on $U$) then $(T, b, q) = 0 \in L_{4k}(\mathbb{Z}, (2^\infty))$ and $BK(T, b, q) = 0 \in \mathbb{Z}_8$.

As indicated in the braid above, the Brown-Kervaire invariant splits the sequence

$$
\cdots \longrightarrow L^1(\mathbb{Z}, (2^\infty)) = 0 \longrightarrow \tilde{L}^0(\mathbb{Z}) \longrightarrow L_0(\mathbb{Z}, (2^\infty)) \longrightarrow L^0(\mathbb{Z}, (2^\infty)) \longrightarrow \cdots
$$

so the Brown-Kervaire invariant of a nonsingular linking form determines the hyperquadratic signature of a normal complex. (See [BR06].)

A 4$k$-dimensional normal complex can be expressed as a (symmetric, quadratic) pair which has as boundary a $(4k-1)$-dimensional quadratic Poincaré complex.

A $(4k-1)$-dimensional quadratic Poincaré complex $(C, \psi)$ over $\mathbb{Z}$ is always null-cobordant by a quadratic Poincaré pair $(C \to \delta C, (\delta\psi, \psi))$ since $L_{4k-1}(\mathbb{Z}) = 0$. From the $4k$-dimensional quadratic Poincaré pair $(C \to \delta C, (\delta\psi, \psi))$ we can construct a $4k$-dimensional **quadratic** complex,

$$(\delta C/C, \delta\psi/\psi),$$

by the algebraic Thom construction (see [Ran92] proposition 1.15).

The symmetrization map $Q_{4k}(\delta C/C) \to Q_{4k}(\delta C/C)$ allows us to construct a $4k$-dimensional symmetric complex $(\delta C/C, (1 + T)\delta\psi/\psi)$.

**Definition 4.2.7.** ([RT]) The **hyperquadratic signature** of a $(4k-1)$-dimensional quadratic Poincaré complex $(C, \psi)$ over $\mathbb{Z}$ is defined by the mod 8 reduction of the signature of the $4k$-dimensional symmetric complex $(\delta C/C, (1 + T)\delta\psi/\psi)$,

$$\hat{\sigma}^*(C, \psi) = \sigma^*(\delta C/C, (1 + T)\delta\psi/\psi) \in \mathbb{Z}_8.$$

**Remark 4.5.** Note that the hyperquadratic signature of a $(4k-1)$-dimensional quadratic Poincaré complex $(C, \psi)$ over $\mathbb{Z}$ is a well defined homotopy invariant but not a cobordism
invariant. This is the case because two different nullcobordisms $\delta C$ and $\delta C'$ need not have the same signature. That is, if we consider the $4k$-dimensional quadratic Poincaré complex over $\mathbb{Z}$ given by $(\delta C \cup C \delta C')$, then by Novikov additivity,

$$\sigma(\delta C \cup C \delta C') = \sigma(\delta C) - \sigma(\delta C').$$

Since $(\delta C \cup C \delta C')$ is quadratic then

$$\sigma(\delta C \cup C \delta C') = \sigma(\delta C) - \sigma(\delta C') = 0 \in \mathbb{Z}_8,$$

so the signatures are only congruent mod 8.

**Definition 4.2.8.** ([RT]) The hyperquadratic signature of a (symmetric, quadratic) Poincaré pair $(C \rightarrow D, (\delta \varphi, \psi))$ over $\mathbb{Z}$ is

$$\hat{\sigma}^*(C \rightarrow D, (\delta \varphi, \psi)) = \sigma^*(D \cup C \delta C, \delta \varphi \cup -(1 + T)\delta \psi) = \sigma(D/C, \delta \varphi/(1 + T)\psi) - \hat{\sigma}^*(C, \psi) \in \mathbb{Z}_8,$$

with $L_{4k-1}(\mathbb{Z}) = 0$.

**Remark 4.6.** Note that the hyperquadratic signature of a (symmetric, quadratic) Poincaré pair is a cobordism invariant. If $(C \rightarrow D, (\delta \varphi, \psi))$ is nullcobordant then $D \cup C \delta C$ is the boundary of a symmetric complex $E$. A boundary has signature 0, so $\sigma^*(D \cup C \delta C) = 0$. This is an algebraic interpretation of Lemma C in [BM76].

We are interested in relating the signature modulo 8 of a $4k$-dimensional symmetric Poincaré complex over $\mathbb{Z}$ with the Brown-Kervaire invariant of a linking form. For this purpose, the following is the most relevant part of the braid in figure 4.1:

$$L_{4k}(\mathbb{Z}) \xrightarrow{\partial_*} L_{4k}(\mathbb{Z}[\frac{1}{2}]) \xleftarrow{BK} L_{4k}(\mathbb{Z}, (2)^\infty) \xrightarrow{\sigma^*} L_{4k}(\mathbb{Z}[\frac{1}{2}]) = L_{4k}(\mathbb{Z}[\frac{1}{2}])$$

We shall first discuss this diagram (4.7) for the case when $k = 0$, i.e. with forms.

A nonsingular symmetric form $(K, \lambda) \in L^0(\mathbb{Z})$ has signature $\sigma(K, \lambda) \in \mathbb{Z}$, which reduced modulo 8 is sent to the hyperquadratic signature of the normal complex $\hat{\sigma}^*(K, \lambda, \gamma, \theta)$ via the map $L^0(\mathbb{Z}) \rightarrow \hat{L}^0(\mathbb{Z})$, where $(\gamma, \theta)$ is a representative of the unique equivalence class of normal structures on the symmetric form $(K, \lambda)$ as defined in 1.3.1.

We can trace this diagram to see how a nonsingular symmetric form in $L^0(\mathbb{Z})$ corresponds to a nonsingular quadratic linking form in $L_0(\mathbb{Z}, (2)^\infty)$. The map $L^0(\mathbb{Z}) \rightarrow L_0(\mathbb{Z}[\frac{1}{2}]) = L^0(\mathbb{Z}[\frac{1}{2}])$ sends the nonsingular symmetric form $(K, \lambda)$ over $\mathbb{Z}$ to a nonsingular symmetric form $\mathbb{Z}[\frac{1}{2}] \otimes \mathbb{Z} (K, \lambda)$ over $\mathbb{Z}[\frac{1}{2}]$. Since 2 is a unit in $\mathbb{Z}[\frac{1}{2}]$, the
morphism of forms over \(\mathbb{Z}\)

\[2 : (K, \lambda) \rightarrow (K, 4\lambda)\]

becomes an isomorphism in \(\mathbb{Z}\left[\frac{1}{2}\right]\),

\[\mathbb{Z}\left[\frac{1}{2}\right] \otimes_{\mathbb{Z}} (K, \lambda) = \mathbb{Z}\left[\frac{1}{2}\right] \otimes_{\mathbb{Z}} (K, 4\lambda) \in L_0\left(\mathbb{Z}\left[\frac{1}{2}\right]\right)\].

Note that \(\mathbb{Z}\left[\frac{1}{2}\right] \otimes_{\mathbb{Z}} (K, 4\lambda) = \mathbb{Z}\left[\frac{1}{2}\right] \otimes_{\mathbb{Z}} (K, 2\lambda + 2\lambda^*)\), so this is an even symmetric, i.e. quadratic form. Following [RT], the form \((K, 2\lambda + 2\lambda^*)\) is mapped to a quadratic linking form \((T, b, q)\) under the boundary map \(L_0(\mathbb{Z}\left[\frac{1}{2}\right]) \xrightarrow{\partial} L_0(\mathbb{Z}, (2^\infty))\), described in detail below.

Recall that a symmetric form \((F, \alpha)\) over \(\mathbb{Z}\) is nondegenerate if \(\alpha : F \rightarrow F^*\) is injective. A symmetric form \((F, \alpha)\) over \(\mathbb{Z}\) determines a nondegenerate form \((F', \alpha') = (F/\text{Ker}(\alpha : F \rightarrow F^*), [\alpha])\)

which has the same signature,

\[\sigma(F', \alpha') = \sigma(F, \alpha) \in \mathbb{Z}\].

**Proposition 4.2.9.** ([RT, BM73]) The boundary of a nondegenerate symmetric form \((F, \alpha)\) over \(\mathbb{Z}\) is the nonsingular symmetric linking form over \((\mathbb{Z}, (2^\infty))\)

\[T = \partial^*(F, \alpha) = (\partial F, b),\]

with

\[\partial F = \text{coker}(\alpha : F \rightarrow F^*)\]

\[b : \partial F \times \partial F \rightarrow \mathbb{Z}\left[\frac{1}{2}\right]/\mathbb{Z}; (x, y) \mapsto \alpha^{-1}(x, y)\text{ with }x, y \in T.\]

If the nonsingular symmetric form is even then it admits a quadratic enhancement,

\[q : \partial F \rightarrow \mathbb{Z}_4; x \mapsto \frac{\alpha^{-1}(x, x)}{2}.\]

Applying this proposition to our nonsingular form \(\mathbb{Z}\left[\frac{1}{2}\right] \otimes_{\mathbb{Z}} (K, 4\lambda) \in L_0(\mathbb{Z}\left[\frac{1}{2}\right])\), we can construct a nonsingular quadratic linking form given by

\[T = \text{coker}(4 : K \rightarrow K)_{s+1} = K/4K,\]

\[b : T \times T \rightarrow \mathbb{Z}_2; (x, y) \mapsto (4\lambda)^{-1}(x, y)\text{ with }x, y \in T,\]

\[q : T \rightarrow \mathbb{Z}_4; x \mapsto \frac{(4\lambda)^{-1}(x, x)}{2}\]

where \(\lambda : K \rightarrow K^*\) is an isomorphism and \(\lambda^{-1} : K^* \rightarrow K\) defines a symmetric form on \(K^*\). There is an exact sequence

\[0 \rightarrow U = K/2K \rightarrow T = K/4K \rightarrow U^\sim = K/2K \rightarrow 0.\]
The form \((T, b, q) = \left( \frac{K}{4K}, (4\lambda)^{-1}, \frac{(4\lambda)^{-1}}{2} \right) \in L_{4k}(\mathbb{Z}, (2)^\infty)\) is quadratic and the non-singular symmetric form \((T, b)\) has a lagrangian \(U = K/2K\). Hence we can form a 0-dimensional (symmetric, quadratic) complex given by

\[
\left( \mathcal{C}(4 : K \to K)_{*+1} \to \mathcal{C}(2 : K \to K)_{*+1}, \left( 0, \frac{(4\lambda)^{-1}}{2} \right) \right) \in \tilde{L}^0(\mathbb{Z}).
\]

In the braid in figure 4.1 we see that the map \(\tilde{L}^0(\mathbb{Z}) \to L_{4k}(\mathbb{Z}, (2)^\infty)\) is an injection. The Brown-Kervaire invariant of the quadratic linking form \((T, b, q) = \left( \frac{K}{4K}, (4\lambda)^{-1}, \frac{(4\lambda)^{-1}}{2} \right) \in L_{4k}(\mathbb{Z}, (2)^\infty)\) determines the same Witt class as the hyperquadratic signature of the (symmetric, quadratic) pair \(\left( \mathcal{C}(4 : K \to K)_{*+1} \to \mathcal{C}(2 : K \to K)_{*+1}, \left( 0, \frac{(4\lambda)^{-1}}{2} \right) \right)\), that is,

\[
\tilde{\sigma}^* \left( \mathcal{C}(4 : K \to K)_{*+1} \to \mathcal{C}(2 : K \to K)_{*+1}, \left( 0, \frac{(4\lambda)^{-1}}{2} \right) \right) = \text{BK} \left( \frac{K}{4K}, (4\lambda)^{-1}, \frac{(4\lambda)^{-1}}{2} \right) \in \mathbb{Z}_8.
\]

(See BR06 section 4). We need to check that \(\tilde{\sigma}^* \left( \mathcal{C}(4 : K \to K)_{*+1} \to \mathcal{C}(2 : K \to K)_{*+1}, \left( 0, \frac{(4\lambda)^{-1}}{2} \right) \right)\) coincides with \(\sigma(K, \lambda) \pmod{8}\).

The (symmetric, quadratic) pair \(\left( \mathcal{C}(4 : K \to K)_{*+1} \to \mathcal{C}(2 : K \to K)_{*+1}, \left( 0, \frac{(4\lambda)^{-1}}{2} \right) \right)\) can be expressed as a normal complex,

\[
\left( \mathcal{C}(4 : K \to K)_{*+1} \to \mathcal{C}(2 : K \to K)_{*+1}, \left( 0, \frac{(4\lambda)^{-1}}{2} \right) \right) = \left( \mathcal{C}(2 : K \to K)_{*+1}, [\lambda], [\gamma], [\theta] \right) \in \tilde{L}^4(\mathbb{Z}).
\]

**Proposition 4.2.10.** The normal form \((K, \lambda, \gamma, \theta)\) is cobordant to \((\mathcal{C}(2 : K \to K)_{*+1}, [\lambda], [\gamma], [\theta])\).

**Proof.** The normal structure on \((K, \lambda, \gamma, \theta)\) restricts to 0 on \(2K \subset K\), so there is a quotient normal structure on \((\mathcal{C}(2 : K \to K)_{*+1}, [\lambda], [\gamma], [\theta])\). That is, there is an algebraic normal map \(K \to \mathcal{C}(2)\) as defined in Ran92 pages 48 and 49. The quotient normal structure on \((\mathcal{C}(2 : K \to K)_{*+1}, [\lambda], [\gamma], [\theta])\) is the pullback from the universal chain bundle \((B, \beta)\) by the Wu class \(K \to Z\).

\[
\begin{array}{ccc}
K & \overset{v}{\longrightarrow} & Z \\
\downarrow 2 & & \downarrow 2 \\
\frac{1}{2} K & \overset{v}{\longrightarrow} & Z
\end{array}
\]

(See section 1.3.5 for the definition of the universal chain bundle.) The normal structure is determined by this chain map to the universal chain bundle, which identifies its class in the universal twisted \(Q\)-group \(Q_0(B, \beta)\) and consequently its cobordism class in
$\hat{L}^0(\mathbb{Z})$ as a normal complex.

The classifying map of $(K, \lambda, \gamma, \theta)$ factors through that of the map for $(\mathcal{C}(2 : K \to K)_{s+1}, [\lambda], [\gamma], [\theta])$,

\[
\begin{array}{c}
K \xrightarrow{v} \mathbb{Z} \\
\downarrow \quad 2 \\
K \xrightarrow{1} \xrightarrow{v} \mathbb{Z}
\end{array}
\]

so the class of the normal structure of $(K, \lambda, \gamma, \theta)$ is identified with the same class as $(\mathcal{C}(2 : K \to K)_{s+1}, [\lambda], [\gamma], [\theta])$ in the universal twisted $Q$-group $Q_0(B, \beta)$. Consequently both complexes, $(K, \lambda, \gamma, \theta)$ and $(\mathcal{C}(2 : K \to K)_{s+1}, [\lambda], [\gamma], [\theta])$ are cobordant in $\hat{L}^0(\mathbb{Z})$.

If $(K, \lambda, \gamma, \theta)$ and $(\mathcal{C}(2 : K \to K)_{s+1}, [\lambda], [\gamma], [\theta])$ are cobordant, then $(K, \lambda, \gamma, \theta)$ is also cobordant to $(\mathcal{C}(4 : K \to K)_{s+1} \to \mathcal{C}(2 : K \to K)_{s+1}, \left(0, \frac{(4\lambda)^{-1}}{2}\right))$.

Hence,

\[
\hat{\sigma}^*(\mathcal{C}(4 : K \to K)_{s+1} \to \mathcal{C}(2 : K \to K)_{s+1}, \left(0, \frac{(4\lambda)^{-1}}{2}\right)) = \hat{\sigma}^*(K, \lambda, \gamma, \theta) \equiv \sigma(K, \lambda) \mod 8.
\]

This means that the diagram on page 67 coming from the relevant part of the braid in figure 4.1 is commutative, so that,

\[
\text{BK} \left(\mathcal{C}(4\lambda)_{s+1}, (4\lambda)^{-1}, \frac{(4\lambda)^{-1}}{2}\right) = \sigma(K, \lambda) \in \mathbb{Z}_8.
\]

**Example 4.2.11.** The symmetric form $(\mathbb{Z}, 4, 0)$ has signature 1. The boundary map gives a quadratic linking form

\[
\partial_*(\mathbb{Z}, 4, 0) = (\mathbb{Z}_4, 1/4, 1/8),
\]

We can compute the Brown-Kervaire invariant of this quadratic linking form by using the Gauss sum formula from Definition 4.2.1,

\[
\sum_{x \in T} e^{2\pi i q(x)} = e^{2\pi i/4} + e^{2\pi i} = i + 1
\]

This has argument $\pi/4$, hence

\[
\text{BK}(\mathbb{Z}_4, 1/4, 1/8) = \sigma(\mathbb{Z}, 4, 0) = 1 \in \mathbb{Z}_8.
\]
4.2.2 Morita’s theorem

The original statement of [Mor71, theorem 1.1] relating the Brown-Kervaire invariant and the signature modulo 8 is formulated geometrically and it relates the signature of a 4k-dimensional Poincaré space $X$ and the Brown-Kervaire invariant of a Pontryagin square, which is a quadratic enhancement of the cup product structure on the $\mathbb{Z}_2$-vector space $H^{2k}(X; \mathbb{Z}_2)$.

Before Morita proved his theorem, Brown had already given a proof in a special case:

**Theorem 4.2.12.** ([Bro72b, Theorem 1.20 (viii)]) Let $U$ be a finitely generated free abelian group. If $\Phi : U \otimes U \to \mathbb{Z}$ is a symmetric bilinear form over $\mathbb{Z}$ with determinant 1 or $-1$, and $\eta : U/2U \to \mathbb{Z}_4$ is defined by $\eta(u) = \Phi(u, u) \in \mathbb{Z}_4$, then $\eta$ is quadratic and

$$BK(U/2U, \Phi, \eta) = \sigma(U, \Phi) \in \mathbb{Z}_8.$$  

[Bro72b] Theorem 1.20 (viii)] is purely algebraic and has a straightforward proof. Morita’s theorem is given in [Mor71] as follows:

**Theorem 4.2.13.** ([Mor71, theorem 1.1]) Let $X$ be a 4k-dimensional Poincaré space, then

$$\sigma(X) \equiv BK(H^{2k}(X; \mathbb{Z}_2), \varphi) \in \mathbb{Z}_8.$$  

The proof given in [Mor71] involves spectral sequences, and a further proof given in [Tay] involves Gauss sums. In our proof we will reformulate the theorem in terms of symmetric Poincaré complexes $(C, \varphi)$. The Pontryagin square which geometrically depends on the cup and cup-1 products, depends algebraically on the symmetric structure $\varphi$ as was explained in Chapter 3. This is denoted by $\mathcal{P}_2(\varphi)$, although for simplicity we will write $\mathcal{P}_2$ in what follows.

**Theorem 4.2.14.** Let $(C, \varphi)$ be a 4k-dimensional symmetric Poincaré complex over $\mathbb{Z}$, then

$$\sigma(C, \varphi) \equiv BK(H^{2k}(C; \mathbb{Z}_2), \varphi, \mathcal{P}_2) \in \mathbb{Z}_8.$$  

The proof of Morita’s theorem (4.2.13) using the chain complex approach relies on the following key points:

(i) There is an isomorphism given by the signature $L^{4k}(\mathbb{Z}) \overset{\sigma}{\longrightarrow} \mathbb{Z},$

(ii) There is an injective map $\hat{L}^{4k}(\mathbb{Z}) \to L_{4k}(\mathbb{Z}, (2)^\infty),$

(iii) $BK(H^{2k}(C, \mathbb{Z}_2), \varphi, \mathcal{P}_2) \in L_{4k}(\mathbb{Z}, (2)^\infty),$

(iv) $\sigma(C, \varphi)$ maps to $BK(H^{2k}(C, \mathbb{Z}_2), \varphi, \mathcal{P}_2)$ under the composition of maps

$$L^{4k}(\mathbb{Z}) \to \hat{L}^{4k}(\mathbb{Z}) \to L_{4k}(\mathbb{Z}, (2)^\infty)$$

$$\sigma(C, \varphi) \mapsto \hat{\sigma}(C, \varphi, \gamma, \theta) \mapsto BK(H^{2k}(C, \mathbb{Z}_2), \varphi, \mathcal{P}_2).$$
It is not possible to pass directly from Theorem 4.2.12 (Brown) to Theorem 4.2.13 (Morita) because in general
\[ H^{2k}(X; \mathbb{Z}_2) \neq H^{2k}(X)/2H^{2k}(X), \]
the difference being given by the exact sequence,
\[ 0 \rightarrow H^{2k}(X)/2H^{2k}(X) \rightarrow H^{2k}(X; \mathbb{Z}_2) \rightarrow \operatorname{ker}(2) \rightarrow 0 \]
with \( 2 : H^{2k}(X) \rightarrow H^{2k}(X) \).

In the proof of Theorem 4.2.13 Morita uses spectral sequences to prove that the torsion in the middle dimension \( H^{2k}(X) \) does not contribute to the Brown-Kervaire invariant.

The proof of Morita’s theorem (as in 4.2.14) simplifies considerably by using algebraic symmetric Poincaré complexes \((C, \varphi)\). Every \( 4k \)-dimensional symmetric Poincaré complex over \( \mathbb{Z} \) is cobordant to one that is connected below the middle dimension. So it can be concentrated in the middle dimension
\[ C : \ldots \rightarrow 0 \rightarrow C_{2k} \rightarrow 0 \rightarrow \ldots \]
Such a symmetric Poincaré complex is homotopy equivalent to a symmetric form. The essential idea is that by using symmetric Poincaré complexes instead of Poincaré spaces we can reduce the proof of Morita’s theorem to Brown’s simpler case by chain complex methods.

**Proof.** (of Theorem 4.2.14) A \( 4k \)-dimensional symmetric Poincaré complex \((C, \varphi)\) over \( \mathbb{Z} \) is cobordant to the symmetric form \((F^{2k}(C), \varphi_0)\), where \( F^{2k}(C) \) is the finitely generated free abelian group given by \( F^{2k}(C) = H^{2k}(C, \mathbb{Z})/\text{torsion} \) and \((F^{2k}(C), \varphi_0)\) is a nonsingular symmetric form over \( \mathbb{Z} \) with \( \varphi_0 : F^{2k}(C) \times F^{2k}(C) \rightarrow \mathbb{Z} \). It is defined in [Ran80a] that the signature of a nonsingular symmetric Poincaré complex \((C, \varphi)\) over \( \mathbb{Z} \) is given by,
\[ \sigma(C, \varphi) = \sigma(F^{2k}(C), \varphi_0) \in \mathbb{Z}, \]
Every symmetric Poincaré complex gives rise to a normal complex,
\[ L^4k(\mathbb{Z}) \rightarrow \tilde{L}^4k(\mathbb{Z}) \]
\[ (C, \varphi) \rightarrow (C, \varphi, \gamma, \theta) \]
\[ L^4k(\mathbb{Z}) \rightarrow \tilde{L}^4k(\mathbb{Z}) \]
\[ (F^{2k}(C), \varphi_0) \rightarrow (F^{2k}(C), \varphi_0, [\gamma], [\theta]) \]
Clearly, since \((C, \varphi)\) and \((F^{2k}(C), \varphi_0)\) are cobordant, then the normal complexes \((C, \varphi, \gamma, \theta)\) and \((F^{2k}(C), \varphi_0, [\gamma], [\theta])\) are also cobordant. ([Ran80b])

From Proposition 4.2.10 we know that \((F^{2k}(C), \varphi, [\gamma], [\theta])\) is cobordant to the normal complex \((\mathcal{E}(2 : F^{2k}(C) \rightarrow F^{2k}(C)), [\varphi'], [\gamma'], [\theta'])\). Similarly \((C, \varphi, \gamma, \theta)\) is cobordant to \((\mathcal{E}(2 : C \rightarrow C), \varphi', \gamma', \theta')\).
Since $F^{2k}(C)$ is a finitely generated free abelian group, we can apply \cite{Bro72b} theorem 1.20 (viii). We define a $\mathbb{Z}_4$-valued quadratic form

$$\Phi : F^{2k}(C)/2F^{2k}(C) \to \mathbb{Z}_4$$

by $\Phi(u) = \varphi_0(u, u) \in \mathbb{Z}_4$. Hence applying Brown’s theorem, we find that

$$\sigma(F^{2k}(C), \varphi_0) = \text{BK} \left( F^{2k}(C)/2F^{2k}(C), \varphi_0, \Phi \right) \in \mathbb{Z}_8,$$

where $\varphi_0 : F^{2k}(C)/2F^{2k}(C) \times F^{2k}(C)/2F^{2k}(C) \to \mathbb{Z}_2$ is the mod 2 reduction of $\varphi_0$. Note that

$$F^{2k}(C)/2F^{2k}(C) = H^{2k}(\mathcal{E}(2 : F^{2k}(C) \to F^{2k}(C))).$$

Similarly, the normal complex $(\mathcal{E}(2 : C \to C), \varphi', \gamma', \theta') \in \tilde{L}_{4k}(\mathbb{Z})$ is mapped to $\text{BK}(H^{2k}(C; \mathbb{Z}_2), \varphi, q) \in L_{4k}(\mathbb{Z}, (2)\infty)$.

The description of the quadratic enhancement $q$ in the quadratic linking form $(H^{2k}(C; \mathbb{Z}_2), \varphi, q)$ as the Pontryagin square $\mathcal{P}_2$ follows directly from the argument in chapter 3 where we described how the symmetric structure $\varphi$ of the symmetric Poincaré complex $(C, \varphi)$ over $\mathbb{Z}$ is sent to the Pontryagin square,

$$(u, v) \% : Q^{4k}(C) \longrightarrow Q^{4k} \left( S^{2k+1} \mathbb{Z} \xrightarrow{2} S^{2k} \mathbb{Z} \right) = \mathbb{Z}_4$$

$$\varphi \mapsto \mathcal{P}_2(u, v) = \varphi_0(v, v) + 2\varphi_1(v, u),$$

that is,

$$\mathcal{P}_2 : H^{2k}(C; \mathbb{Z}_2) \longrightarrow \mathbb{Z}_4$$

$$(u, v) \mapsto \varphi_0(v, v) + 2\varphi_1(v, u).$$

Hence,

$$\sigma(C, \varphi) = \text{BK}(H^{2k}(C; \mathbb{Z}_2), \varphi, \mathcal{P}_2) \in \mathbb{Z}_8,$$

and the result follows.

Note also that since $\sigma(C, \varphi) = \sigma(F^{2k}(C), \varphi_0) \in \mathbb{Z}$, the corresponding Brown-Kervaire invariants are equal,

$$\text{BK} \left( H^{2k}(C; \mathbb{Z}_2), \varphi, \mathcal{P}_2 \right) = \text{BK} \left( F^{2k}(C)/2F^{2k}(C), \varphi_0, \Phi \right) \in \mathbb{Z}_8.$$
4.3 Obstructions to divisibility of the signature by 8

4.3.1 The normal structure

Both Theorem 1.3.16 which gives the mod 8 signature of a 4k-dimensional normal complex over $\mathbb{Z}$ by

$$\hat{\sigma}(C, \varphi, \gamma, \theta) = \varphi_0(v, v) + 2\varphi_1(v, u) + 4\theta(u, u) \in Q_{4k}(B(k, 1), \beta(k, 1)) = \mathbb{Z}_8$$

and Morita's theorem relating the signature and the Brown-Kervaire invariant of the Pontryagin square have important applications to the study of the signature of a fibration. The chain complex proof of Morita's theorem will be useful in Chapter 6. We now discuss the application of Theorem 1.3.16.

In [Wei85] the following exact sequence including the twisted $\mathbb{Q}$-groups is defined,

$$\ldots \hat{Q}^{n+1}(C) \rightarrow Q_n(C, \gamma) \xrightarrow{N_\gamma} Q^n(C) \xrightarrow{J_\gamma} \hat{Q}^n(C) \rightarrow \ldots$$

$$\theta \mapsto (0, \theta)$$

This exact sequence involving twisted $\mathbb{Q}$-groups is given in the particular case of the chain bundle $(B(k, m), \beta(k, m))$ by

$$Q^{4k+1}(B(k, 1)) \rightarrow \hat{Q}^{4k+1}(B(k, 1)) \rightarrow Q_{4k}(B(k, 1), \beta(k, 1)) \rightarrow Q^{4k}(B(k, 1)) \rightarrow \hat{Q}^{4k}(B(k, 1)).$$

(4.8)

From Theorem 1.3.16 we know that the mod 8 signature of a symmetric chain complex can be viewed as an element in the twisted $\mathbb{Q}$-group $Q_{4k}(B(k, 1), \beta(k, 1))$, so we are interested in explicit descriptions of the $\mathbb{Q}$-groups in the exact sequence (4.8). The following computation of appears in the preprint by A. Ranicki and L. Taylor [RT] and it can be deduced from the computations in Banagl and Ranicki [BR06, Proposition 52, Corollary 61]

**Theorem 4.3.1.** ([RT])

(i) The 4k-dimensional symmetric $\mathbb{Q}$-group of $B(k, m)$ is

$$Q^{4k}(B(k, m)) = \mathbb{Z}_{4m}$$

with an isomorphism

$$Q^{4k}(B(k, m)) \rightarrow \mathbb{Z}_{4m}; \varphi \mapsto \varphi_0(1, 1) + 2\varphi_1(1, 1).$$

(ii) The 4k-dimensional twisted $\mathbb{Q}$-group of $(B(k, m), \beta(k, m))$ is

$$Q_{4k}(B(k, m), \beta(k, m)) = \begin{cases} \mathbb{Z}_{8m} & \text{if } m \text{ is odd} \\ \mathbb{Z}_{4m} & \text{if } m \text{ is even} \end{cases}$$
In Theorem 1.3.16 we have proved that
\[ \hat{\vartheta}(C, \varphi, \gamma, \theta) = \varphi_0(v, v) + 2\varphi_1(v, u) + 4\theta_2(u, u) \in Q_{4k}(B(k, 1), \beta(k, 1)) = \mathbb{Z}_8. \]

So we are particularly interested in the computations in Theorem 4.3.1 when \( m = 1 \), that is
\[ Q_{4k}(B(k, 1)) \rightarrow \mathbb{Z}_4; \varphi \mapsto \varphi_0(1, 1) + 2\varphi_1(1, 1) \]
and
\[ Q_{4k}(B(k, 1), \beta(k, 1)) \rightarrow \mathbb{Z}_8; (\varphi, \theta) \mapsto \varphi_0(1, 1) + 2\varphi_1(1, 1) + 4\theta_2(1, 1). \]

Furthermore we are also interested in the following computations of \( Q \) groups of the chain complex \( B(k, 1) \):
\[ B(k, 1)_{2k+1} = \mathbb{Z}_2 \rightarrow B(k, 1)_{2k} = \mathbb{Z}_2, \]

**Proposition 4.3.2.** We have the following isomorphisms,

(i) \( \hat{Q}_{4k+1}(B(k, 1)) \cong \mathbb{Z}_2 \).

(ii) \( \hat{Q}_{4k}(B(k, 1)) \cong \mathbb{Z}_2 \).

(iii) \( Q_{4k+1}(B(k, 1)) \cong \mathbb{Z}_2 \).

(iv) The map \( Q_{4k+1}(B(k, 1)) \cong \mathbb{Z}_2 \xrightarrow{J_0=0} \hat{Q}_{4k+1}(B(k, 1)) \cong \mathbb{Z}_2 \) is the zero map.

(v) The map \( Q_{4k}(B(k, 1)) \cong \mathbb{Z}_4 \xrightarrow{J_0=0} \hat{Q}_{4k}(B(k, 1)) \cong \mathbb{Z}_2 \) is the zero map.

**Proof.** (i) , (ii) Using [BR06, Proposition 13 (i)] we know that \( \hat{Q}_{4k+1}(B(k, 1)) \) and \( \hat{Q}_{4k}(B(k, 1)) \) fit into the exact sequence
\[ \cdots \rightarrow H^1(\mathbb{Z}_2; \mathbb{Z}) = 0 \xrightarrow{d_2^\mathbb{Z}} H^1(\mathbb{Z}_2; \mathbb{Z}) = 0 \rightarrow \hat{Q}^{4k+1}(B(k, 1)) \rightarrow H^0(\mathbb{Z}_2; \mathbb{Z}) = \mathbb{Z}_2 \xrightarrow{d_2^\mathbb{Z}} H^0(\mathbb{Z}_2; \mathbb{Z}) = \mathbb{Z}_2 \rightarrow \hat{Q}^{4k}(B(k, 1)) \rightarrow H^{-1}(\mathbb{Z}_2; \mathbb{Z}) = 0 \quad (4.9) \]

As the differential \( d = 2 \) and \( \mathbb{Z} \) is a commutative ring with even involution then \( d_2^\mathbb{Z} = 0 \). So there are defined isomorphisms
\[ \hat{Q}^{4k+1}(B(k, 1)) \cong H^0(\mathbb{Z}_2; \mathbb{Z}) = \mathbb{Z}_2 \]
and
\[ H^0(\mathbb{Z}_2; \mathbb{Z}) = \mathbb{Z}_2 \cong \hat{Q}^{4k}(B(k, 1)). \]

(iii) We know from [BR06] that \( Q^{4k+1}(B(k, 1)) \neq 0 \). We also know that
\[ Q_{4k+1}(B(k, 1), \beta(k, 1)) \cong Q_{4k+1}(B(\infty), \beta(\infty)) \cong \hat{L}^{4k+1}(\mathbb{Z}) = \mathbb{Z}_2, \]
so from the exact sequence (4.8), we deduce that \( Q^{4k+1}(B(k, 1)) = \mathbb{Z}_2 \).
(iv) The map
\[ \hat{Q}^{4k+1}(B(k,1)) = \mathbb{Z}_2 \xrightarrow{4} Q_4(B(k,1), \beta(k,1)) = \mathbb{Z}_8 \]
is injective. This forces the map \( Q^{4k+1}(B(k,1)) = \mathbb{Z}_2 \xrightarrow{J_3=0} \hat{Q}^{4k+1}(B(k,1)) = \mathbb{Z}_2 \)
in the exact sequence of \( Q \)-groups in (4.8) to be the zero map.

(v) From the proof of Proposition 4.1.2 we know that the map \( Q_4(B(k,1), \beta(k,1)) \rightarrow Q_4(B(k,1)) \) is surjective. This implies that the next map in the exact sequence (4.8) has to be the zero map. Hence the map \( Q_4(B(k,1)) = \mathbb{Z}_4 \rightarrow \mathbb{Z}_8 \xrightarrow{\sigma} (\mathbb{Z}_2) \) is the zero map.

**Theorem 4.3.3.** Let \( (C, \varphi) \) be a 4\( k \)-dimensional symmetric Poincaré complex over \( \mathbb{Z} \), and let \( (\gamma, \theta) \) be the canonical algebraic normal structure, with classifying chain bundle map \( (f, \chi) : (C, \gamma) \rightarrow (B(k,1), \beta(k,1)) \). The induced morphism \( (f, \chi) : Q_4k(C, \gamma) \rightarrow Q_4k(B(k,1), \beta(k,1)) \) is such that
\[
(f, \chi) \sigma(\varphi, \theta) = \sigma_0(v, v) = \sigma(C, \varphi) \in Q_4k(B(k,1), \beta(k,1)) = \mathbb{Z}_8
\]
and is the signature of \( (C, \varphi) \) modulo 8, for any lift of \( v_{2k}(\varphi) \in H^{2k}(C; \mathbb{Z}_2) \) to a class \( v \in H^{2k}(C) \), with image
\[
f^\sigma(\varphi) = \mathcal{P}_2(v_{2k}(\varphi)) = \sigma(C, \varphi) \in Q_4k(B(k,1)) = \mathbb{Z}_4
\]
independent of \( \theta \). Here, \( \mathcal{P}_2 : H^{2k}(C; \mathbb{Z}_2) \rightarrow \mathbb{Z}_4 \) is the algebraic Pontryagin square. If \( \sigma(C, \varphi) \equiv 0 \) (mod 4) then
\[
(f, \chi) \sigma(\varphi, \theta) = \sigma_0(v, v) \in \text{Im}(\hat{Q}^{4k+1}(B(k,1)) \rightarrow Q_4k(B(k,1), \beta(k,1))) = 4\mathbb{Z}_2 \subset \mathbb{Z}_8
\]
depends on \( \theta \).

**Proof.** By van der Blij’s theorem [vdB59] the signature mod 8 of a nonsingular symmetric form \( (C, \varphi) \) over \( \mathbb{Z} \) is determined by any Wu class \( v \in E \)
\[
\sigma(C, \varphi) \equiv \sigma_0(v, v) \text{ mod } 8.
\]
We also know from [RT] that
\[
\sigma(C, \varphi) \in Q_4k(B(k,1), \beta(k,1)) = \mathbb{Z}_8.
\]

(The statement and proof of this result were reproduced in Theorem 1.3.16.)

Using the computations above we see that the exact sequence involving twisted \( Q \)-groups given in [Wei85] is given in the particular case of the chain bundle
\((B(k,1), \beta(k,1))\) by

\[ Q^{4k+1}(B(k,1)) \xrightarrow{0} \hat{Q}^{4k+1}(B(k,1)) \to Q_{4k}(B(k,1), \beta(k,1)) \to Q^{4k}(B(k,1)) \to \hat{Q}^{4k}(B(k,1)) \]

that is,

\[ \mathbb{Z}_2 \xrightarrow{0} \mathbb{Z}_2 \xrightarrow{4} \mathbb{Z}_8 \xrightarrow{0} \mathbb{Z}_2. \]

From this exact sequence we see that if

\[ \theta = 1 \in \hat{Q}^{4k+1}(B(k,1)) = \mathbb{Z}_2, \]

then this is mapped to

\[ \sigma(C, \varphi) = 4 \in Q_{4k}(B(k,1), \beta(k,1)) = \mathbb{Z}_8. \]

\[ \square \]

Remark 4.10. This is specially interesting in the case when the \((C, \varphi)\) is the chain complex of the total space of a fibration with base and fibre of dimensions congruent to 2 modulo 4. In this case we know that the signature will be a multiple of 4. So \(\theta \in \hat{Q}^{4k+1}(B(k,1))\) can be used to detect when the signature is divisible by 8.

### 4.3.2 The Arf invariant

From Theorem 4.2.14 we know that if \((C, \varphi)\) is a 4\(_k\)-dimensional symmetric Poincaré complex over \(\mathbb{Z}\), then

\[ \sigma(C, \varphi) = \text{BK}(H^{2k}(C; \mathbb{Z}_2), \varphi_0, \mathcal{P}_2(\varphi)) \in \mathbb{Z}_8. \]

In Proposition 2.4.5 we proved that if the Brown-Kervaire invariant of a \(\mathbb{Z}_4\)-valued nonsingular quadratic form \(\text{BK}(V, \lambda, q) \in \mathbb{Z}_8\) takes values 0 or 4 in \(\mathbb{Z}_8\), then this Brown-Kervaire invariant can be expressed as the classical Arf invariant of a \(\mathbb{Z}_2\)-valued form.

Combining Theorem 4.2.14 with the result in Proposition 2.4.5 we can state the following theorem.

**Theorem 4.3.4.** If the signature of a symmetric Poincaré complex \((C, \varphi)\) takes value 0 modulo 4, then this signature modulo 8 can be expressed as an Arf invariant as follows,

\[ \sigma(C, \varphi) = \text{BK}(H^{2k}(C; \mathbb{Z}_2), \varphi_0, \mathcal{P}_2(\varphi)) = 4\text{Arf}\left(\frac{L^\perp/L, [\varphi_0]}{2}\right) \in \mathbb{Z}_8, \]

where \(L^\perp = \{ x \in H^{2k}(C; \mathbb{Z}_2) | [\varphi_0(x, x)] = 0 \in \mathbb{Z}_2 \}\) and the Wu sublagrangian \(L = \langle v \rangle \subset L^\perp\), with \(v\) the algebraic Wu class \(v \in H^{2k}(C; \mathbb{Z}_2)\).

**Proof.** This is a direct application of the proof of Proposition 2.4.5. \(\square\)
This algebraic theorem has the following analogue in topology.

**Theorem 4.3.5.** An oriented $4k$-dimensional geometric Poincaré space $M$ has signature $0 \mod 4$ if and only if $L = \langle v_{2k}(M) \rangle \subset H^{2k}(M; \mathbb{Z}_2)$ is a sublagrangian of $(H^{2k}(M; \mathbb{Z}_2), \lambda, q)$. If such is the case, there is defined a sublagrangian quotient non-singular symmetric form over $\mathbb{Z}_2$ with a $\mathbb{Z}_2$-valued enhancement

$$(W, \mu, h) = (L^\perp / L, [\lambda], h = [q]/2)$$

and the signature $\mod 8$ is given by

$$\sigma(M) = BK(H^{2k}(M; \mathbb{Z}_2), \lambda, q) = 4\text{Arf}(W, \mu, h) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8.$$

The proof is a direct application of an algebraic result, which we give in Proposition

**Remark 4.11.** Let $(C, \varphi)$ be a $4k$-dimensional symmetric Poincaré complex over $\mathbb{Z}$, such that the signature is divisible by 4,

$$\sigma(C, \varphi) = 0 \in 4\mathbb{Z} \subset L^{4k}(\mathbb{Z}) = \mathbb{Z}.$$ 

Then by Theorem 4.3.4 we can express the $\mathbb{Z}_2$-obstruction to divisibility by 8 as an Arf invariant, since

$$\sigma(C, \varphi)/4 = \text{Arf} \left( L^\perp / L, [\varphi_0], \frac{[P_2(\varphi)]}{2} \right) \in \mathbb{Z}_2,$$

where $L^\perp = \{x \in H^{2k}(C; \mathbb{Z}_2)|\varphi_0(x, x) = 0 \in \mathbb{Z}_2\}$ and the Wu sublagrangian $L = \langle v \rangle \subset L^\perp$, with $v$ the algebraic Wu class $v \in H^{2k}(C; \mathbb{Z}_2)$.

We shall now give examples which illustrate some relevant applications of Theorem

Let $\varepsilon = \pm 1$. A nonsingular $\varepsilon$-symmetric form $(E, \varphi)$ over $\mathbb{Z}$ has a signature $\sigma(E, \varphi) \in \mathbb{Z}$ and a Wu class $v \in E$ such that

$$\varphi(x, x) \equiv \varphi(x, v) \mod 2 \ (x \in E).$$

The Wu class is unique up to $2E$. If $\varepsilon = -1$ then $\sigma(E, \varphi) = 0$ and $v = 0$.

By van der Blij’s theorem [vdB59] the signature $\mod 8$ of a nonsingular symmetric form $(E, \varphi)$ over $\mathbb{Z}$ is determined by any Wu class $v \in E$

$$\sigma(E, \varphi) \equiv \varphi(v, v) \mod 8.$$

As usual, $(E, \varphi)$ has an associated $\mathbb{Z}_4$-enhanced nonsingular symmetric form $(V, \lambda, q)$
over \( \mathbb{Z}_2 \) with

\[ V = E/2E, \lambda([x],[y]) = \varphi(x,y) \in \mathbb{Z}_2, q([x]) = \varphi(x,x) \in \mathbb{Z}_4 (x,y \in E), \]

such that the isomorphism \( BK : L(v_1)^0(\mathbb{Z}_2) \rightarrow \mathbb{Z}_8 \) sends the Witt class of \( (V,\lambda,q) \) to

\[ BK(V,\lambda,q) = [\sigma(E,\varphi)] = [\varphi(v,v)] \in \mathbb{Z}_8. \]

The image of a Wu class \( v \in E \) is the unique Wu class \([v] \in V\) for \( (V,\lambda) \), with

\[ \lambda(a,a) = \lambda(a,[v]) \in \mathbb{Z}_2 (a \in V), \]

and is such that

\[ q([v]) = [BK(V,\lambda,q)] = [\sigma(E,\varphi)] = [\varphi(v,v)] \in \mathbb{Z}_8/\mathbb{Z}_2 = \mathbb{Z}_4. \]

The following condition on \((E,\varphi)\) are equivalent

1. \( \sigma(E,\varphi) \equiv 0 \mod 4 \),
2. \( \varphi(v,v) \equiv 0 \mod 4 \),
3. \( q([v]) = 0 \in \mathbb{Z}_4 \),
4. \( BK(V,\lambda,q) \in \text{im}(4 : \mathbb{Z}_2 \rightarrow \mathbb{Z}_8) \).

If these conditions are satisfied the maximal isotropic subquotient of \( (V,\lambda) \)

\[ (W,\mu) = (\langle [v] \rangle^\perp/\langle [v] \rangle, [\lambda]) \]

has

\[ W = \{ y \in V | \lambda(y,[v]) = 0 \in \mathbb{Z}_2 \}/\langle [v] \rangle \]
\[ = \{ y \in V | q(y) \in \text{im}(2 : \mathbb{Z}_2 \rightarrow \mathbb{Z}_4) \}/\langle [v] \rangle \]

and admits a \( \mathbb{Z}_2 \)-enhancement

\[ h : W \rightarrow \mathbb{Z}_2 ; [x] \mapsto q([x])/2 = [\varphi(x,x)/2] \]

such that

\[ [\sigma(E,\varphi)] = [BK(V,\lambda,q)] = 4\text{Arf}(W,\mu,h) \in 4\mathbb{Z}_2 \subseteq \mathbb{Z}_8. \]

**Example 4.3.6.** Let

\[ (E,\varphi) = \bigoplus_{4}(\mathbb{Z},1), v = (1,1,1,1) \in E, (V,\lambda,q) = \bigoplus_{4}(\mathbb{Z}_2,1,1). \]
The $\mathbb{Z}_2$-enhanced symmetric form $(W, \mu, h)$ over $\mathbb{Z}_2$ is given by
\[
W = \{(x_1, x_2, x_3, x_4) \in V | x_1 + x_2 + x_3 + x_4 = 0 \in \mathbb{Z}_2\} /\langle (1,1,1,1) \rangle ,
\]
\[
\mu : W \times W \to \mathbb{Z}_2 : ((x_1, x_2, x_3, x_4), (y_1, y_2, y_3, y_4)) \mapsto \sum_{i=1}^{4} x_i y_i ,
\]
\[
h : W \to \mathbb{Z}_2 : x \mapsto 0 \text{ if } x = 0, x \mapsto 1 \text{ if } x \neq 0 .
\]
As $h(x) = 1$ for each of the three elements $x \neq 0 \in W$ $\text{Arf}(W, \mu, h) = 1 \in \mathbb{Z}_2$, in accordance with
\[
\sigma(E, \varphi) = 4 \text{Arf}(W, \mu, h) = 4 \in \mathbb{Z}_8 .
\]

**Example 4.3.7.** Let $(B, \varphi_B)$, $(F, \varphi_F)$ be nonsingular $\varepsilon$-symmetric forms over $\mathbb{Z}$ with Wu classes $v_B \in B$, $v_F \in F$. The product nonsingular symmetric form over $\mathbb{Z}$
\[
(E', \varphi') = (B \otimes \mathbb{Z}_2 F, \varphi_B \otimes \varphi_F)
\]
has signature
\[
\sigma(E', \varphi') = \sigma(B, \varphi_B)\sigma(F, \varphi_F) \in \mathbb{Z} .
\]
For any $a = \sum_i x_i \otimes y_i \in E'$
\[
\varphi'(a, a) = \sum_i \varphi_B(x_i, x_i)\varphi_F(y_i, y_i) + 2 \sum_{i<j} \varphi_B(x_i, x_j)\varphi_F(y_i, y_j) \in \mathbb{Z} ,
\]
so that $v' = v_B \otimes v_F \in E$ is a Wu class for $(E', \varphi')$, and the associated $\mathbb{Z}_4$-enhanced form over $\mathbb{Z}_2$ is
\[
(V', \lambda', q') = (E' / 2E', ([a], [b]) \mapsto [\varphi'(a, b)], [a] \mapsto [\varphi'(a,a)])
\]
with
\[
[\sigma(E', \varphi')] = \text{BK}(V', \lambda', q') = [\varphi'(v', v')] = [\varphi_B(v_B, v_B)](\varphi_F(v_F, v_F)) \in \mathbb{Z}_8 .
\]
Let $(E, \varphi)$ be a nonsingular symmetric form over $\mathbb{Z}$ with Wu class $v \in E$ and associated $\mathbb{Z}_4$-enhanced form over $\mathbb{Z}_2$
\[
(V, \lambda, q) = (E / 2E, ([x], [y]) \mapsto [\varphi(x, y)], [x] \mapsto [\varphi(x, x)]) .
\]
If
\[
\sigma(E, \varphi) \equiv \sigma(E', \varphi') \mod 4
\]
then
\[
(E'', \varphi'') = (E, \varphi) \oplus (E', -\varphi')
\]
is a nonsingular symmetric form over $\mathbb{Z}$ with Wu class $v'' = (v, -v') \in E''$. The
signature
\[ \sigma(E'', \varphi'') = \sigma(E, \varphi) - \sigma(E', \varphi') \in \mathbb{Z} \]

is such that
\[ \sigma(E'', \varphi'') \equiv 0 \mod 4. \]

The associated \( \mathbb{Z}_4 \)-enhanced form over \( \mathbb{Z}_2 \)
\[ (V'', \lambda'', q'') = (V, \lambda, q) \oplus (V', -\lambda', -q') \]
is such that
\[ q''([v'']) = q([v']) - q'([v']) = 0 \in \mathbb{Z}_4. \]

The maximal isotropic subquotient of \( (V'', \lambda'') \)
\[ (W, \mu) = (\langle [v''] \rangle / \langle [v''] \rangle, [\lambda'']) \]
adopts a \( \mathbb{Z}_2 \)-enhancement \( h : W \rightarrow \mathbb{Z}_2 \) and
\[ \sigma(E'', \varphi'') = 4 \text{Arf}(W, \mu, h) \in \mathbb{Z}_8. \]

**Example 4.3.8.** There are two special cases of the previous example which are of interest:

1. If there exists an isomorphism \( f : (V, \lambda) \rightarrow (V', \lambda') \) then
\[ f([v]) = [v'] \in V' \]
and
\[ [\sigma(E, \varphi)] - [\sigma(E', \varphi')] = [\text{BK}(V, \lambda, q)] - [\text{BK}(V', \lambda', q')] = 0 \in \mathbb{Z}_8/2\mathbb{Z}_4 = \mathbb{Z}_2 \]
so that
\[ \sigma(E, \varphi) \equiv \sigma(E', \varphi') \mod 2. \]

Furthermore
\[ [\sigma(E, \varphi)] - [\sigma(E', \varphi')] = [\text{BK}(V, \lambda, q)] - [\text{BK}(V', \lambda', q')] \]
\[ = q''([v, v']) = q([v]) - q'([v']) \]
\[ \in \ker(\mathbb{Z}_8 \rightarrow \mathbb{Z}_2)/\text{im}(\mathbb{Z}_4 \rightarrow \mathbb{Z}_8) = \mathbb{Z}_4/2\mathbb{Z}_4. \]

Thus \( \sigma(E, \varphi) \equiv \sigma(E', \varphi') \mod 4 \) if and only if \( q([v]) = q'([v']) \in \mathbb{Z}_4 \), if and only if the Wu class \( [v''] = ([v], [v']) \in E \oplus E' \) for \( (E'', \varphi'') = (E, \varphi) \oplus (E', -\varphi') \) is such that \( q''([v'']) = 0 \in \mathbb{Z}_4 \), in which case
\[ \sigma(E'', \varphi'') = \sigma(E, \varphi) - \sigma(E', \varphi') \equiv 4 \text{Arf}(W, \mu, h) \mod 8. \]
with

\[(W, \mu, h) = (\{(x, x') \in V''|q(x) - q'(x') \in 2\mathbb{Z}_4 \subset \mathbb{Z}_4\}/\langle\langle v''\rangle\rangle, \lambda \oplus -\lambda', (q \oplus -q')/2)\).

2. If there exists an isomorphism \(f : (V, \lambda, q) \rightarrow (V', \lambda', q')\) (this is the case of a \(\mathbb{Z}_4\)-trivial \(\pi_1(B)\)-action as will be discussed in Chapter 6) then

\[\sigma(E'', \varphi'') = \text{BK}(V'', \lambda'', q'') = \text{BK}(V, \lambda, q) - \text{BK}(V', \lambda', q') = 0 \in \mathbb{Z}_8\]

and

\[\sigma(E, \varphi) \equiv \sigma(E', \varphi') = \sigma(B, \varphi_B)\sigma(F, \varphi_F) \text{ mod 8} .\]

Note that

\[L = \{(x, f(x))|x \in V\}/\langle\langle v''\rangle\rangle \subset W\]

is a lagrangian of \((W, \mu, h)\), so that \(\text{Arf}(W, \mu, h) = 0 \in \mathbb{Z}_2\), in accordance with

\[\sigma(E'', \varphi'') = \sigma(E, \varphi) - \sigma(E', \varphi') = 4\text{Arf}(W, \mu, h) = 0 \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8 .\]

4.3.3 The Hasse-Witt invariant in \(K\)-theory

The Witt ring of \(\mathbb{R}\), \(W(\mathbb{R}) = L^0(\mathbb{R})\) is the abelian group of Witt-equivalence classes of nonsingular symmetric bilinear forms over \(\mathbb{R}\). These are classified by the signature, so there is an isomorphism

\[\sigma : W(\mathbb{R}) \xrightarrow{\cong} \mathbb{Z} .\]

The fundamental ideal of \(W(\mathbb{R})\) consisting of all Witt classes with even rank is given by \(I = 2\mathbb{Z}\). In [MH73] the chain of ideals \(I \supset I^2 \supset I^3 \supset \ldots\) is discussed. Here we are specially interested in the quotient \(I^2/I^3\) in the case when \(I = 2\mathbb{Z}\), so the case when the chain of ideals is

\[2\mathbb{Z} \supset 4\mathbb{Z} \supset 8\mathbb{Z} \supset \ldots\]

Each of these ideals gives us information about the divisibility of the signature by 2, by 4 and by 8 respectively. Each quotient \(I^n/I^{n+1}\) is a vector space over the field

\[W(\mathbb{R})/I \cong \mathbb{Z}_2 .\]

**Theorem 4.3.9.** [MH73, Theorem 5.8, chapter III] For each symbol \(\varphi\) the restriction of the Hasse-Witt function \(h_\varphi\) to the ideal \(I^2 = 4\mathbb{Z}\) yields a well defined homomorphism

\[h_\varphi : I^2 \rightarrow \mathbb{Z}_2 .\]

An element \(w \in I^2\) is annihilated by every one of these homomorphisms \(h_\varphi\) if and only
if $w \in I^3$.

Applying this theorem to the context of the divisibility of the signature, we see that a form $w \in I^3 = 8\mathbb{Z} \subset I^2 = 4\mathbb{Z}$ is divisible by 8 when $h_\varphi(w)$ is trivial. If $h_\varphi(w')$ is non-trivial then $w'$ is a form in $I^2$ but not in $I^3$, so that the form $w'$ has signature divisible by 4 but not by 8. In other words the Hasse-Witt invariant detects when a form has signature divisible by 8.

The relation between the Hasse-Witt invariant and the Arf invariant is discussed in [Gif87].
Part II

The signature of a fibration
Introduction to part II

A key feature for our study of the signature of a fibration is obtaining a model for the chain complex of the total space which gives us enough information to compute its signature. It has been known since the work in [CHS57], [Mey73] and [Kor05] that the signature of the total space depends only on the action of the fundamental group of the base $\pi_1(B)$ on the cohomology of the fibres. Clearly it is not possible to construct the chain complex of the total space by taking into account only the action of $\pi_1(B)$. For example, the base space of the Hopf fibration $S^1 \to S^3 \to S^2$ has trivial fundamental group $\pi_1(S^2) = \{1\}$, but the chain complex of the total space in this case is clearly not a product. So taking into account the information from the chain complexes of the base and fibre and the action of $\pi_1(B)$ is not enough to construct the chain complex of the total space, but it is enough to construct a model that will detect the signature.

The model that we will develop in this chapter and use in subsequent chapters is inspired by the transfer map in quadratic $L$-theory given in [LR88]. This model was previously used in [HKR07] and in [Kor05]. In [LR88] the surgery transfer of a fibration $F \to E \to B$ with fibre of dimension $m$ and base of dimension $n$ is given by the map

$$p^1 : L_n(\mathbb{Z}[\pi_1(B)]) \to L_{n+m}(\mathbb{Z}[\pi_1(E)]).$$

In [LR88] it is also proven that the surgery transfer map in quadratic $L$-theory agrees with the geometrically defined transfer maps.

A similar transfer map does not exist in symmetric $L$-theory. So it is not always possible to define a map

$$p^s : L^n(\mathbb{Z}[\pi_1(B)]) \to L^{n+m}(\mathbb{Z}[\pi_1(E)]).$$

There are two obstructions to lifting a symmetric chain complex $(C, \varphi) \in L^n(\mathbb{Z}[\pi_1(B)])$ to an $(m+n)$-dimensional chain complex $p^s(C, \varphi) \in L^{n+m}(\mathbb{Z}[\pi_1(E)])$ which are described in the appendix of [LR88]. Basically the difference with the quadratic $L$-theory transfer lies in the fact that the symmetric $L$-groups are not 4-periodic, so that one cannot assume that we may perform surgery below the middle dimension to make $(C, \varphi)$ is highly-connected.

The chain model that we shall discuss in this chapter will provide a well defined
map
\[ L^n(\mathbb{Z}[\pi_1(B)]) \to L^{n+m}(\mathbb{Z}) \]

This map was constructed in [Kor05, chapters 3, 4]. We review the main ideas of the construction here, as it is relevant for further results in part III.

The construction uses the fact that the chain complex of the total space is filtered, so the construction of our model for the total space is similar to that of a Serre spectral sequence. This was the approach taken by Meyer in [Mey73] where he describes the intersection form of the total space of a surface bundle in terms the intersection form on the base with coefficients in a local coefficient system.
Chapter 5

The algebraic model for the signature of a fibration

The ideas and notation in the following diagram have not yet been introduced. The purpose of the diagram is to give an overview of the key steps in the construction of a suitable model for a fibration $F \to E \to B$, which we will explain in detail in this chapter.

Theorem 5.4.3
$E$ is homotopy equivalent to a filtered $CW$-complex $X$

$\sigma(E) = \sigma(X) \in \mathbb{Z}$

Theorem 5.8.1
There is an isomorphism $G_\ast C(X) \cong C(\tilde{B}) \otimes (C(\tilde{F}), U)$

$\sigma_{D(\mathbb{Z})}(G_\ast C(X)) = \sigma_{D(\mathbb{Z})}(C(\tilde{B}) \otimes (C(\tilde{F}), U)) \in \mathbb{Z}$

Proposition 5.7.2
$\sigma(X) = \sigma_{D(\mathbb{Z})}(G_\ast C(X)) \in \mathbb{Z}$

Theorem 5.4.3 and Proposition 5.9.5
$\sigma(E) = \sigma_{D(\mathbb{Z})}((C(\tilde{B}), \varphi) \otimes (C(F), \alpha, U))$
$= \sigma((C(\tilde{B}), \varphi) \otimes (H^\alpha(F), \bar{\alpha}, \bar{U}))$
5.1 Fibrations and $\Gamma$-fibrations

**Definition 5.1.1.** A Hurewicz fibration is a continuous function $p : E \to B$ between topological spaces satisfying the homotopy lifting property. This property states that for all spaces $X$ and maps $f : X \to E$ there exist commutative diagrams

\[
\begin{array}{ccc}
X & \xrightarrow{f} & E \\
\downarrow{x \mapsto (x,0)} & & \downarrow{p} \\
X \times I & \xrightarrow{F} & B
\end{array}
\]

with $F(x,0) = f(x)$ such that

\[
\begin{array}{ccc}
X & \xrightarrow{f} & E \\
\downarrow{x \mapsto (x,0)} & & \downarrow{p} \\
X \times I & \xrightarrow{F} & B \\
\uparrow{H} & & \downarrow{F(x,t)}
\end{array}
\]

commutes. That is, there exists a map $H : X \times I \to E$ such that $H(x,0) = f(x)$ and $p(H(x,t)) = F(x,t)$.

For the fibrations that we will consider, the base space $B$ will be a path connected CW-complex and for any point $b_0 \in B$, the fibre $F = p^{-1}(b_0)$ has the homotopy type of a finite CW-complex. Furthermore all the fibres have the same homotopy type.

In order to consider the most general possible setting for the construction of our chain complex algebraic model of a fibration we will need to use the definition of $\Gamma$-fibration from [Luc86].

**Definition 5.1.2.** ([Luc86, Definition 1.1]) Let $\Gamma$ be a discrete group. A $\Gamma$-fibration is a $\Gamma$-equivariant map $p' : E' \to B'$ with $E'$ a $\Gamma$-space such that $\Gamma$ acts trivially on $B'$ and $p'$ has the $\Gamma$-equivariant lifting property for any $\Gamma$-space $X$

\[
\begin{array}{ccc}
X & \xrightarrow{f} & E' \\
\downarrow{x \mapsto (x,0)} & & \downarrow{p'} \\
X \times I & \xrightarrow{F} & B'.
\end{array}
\]

We will consider a fibration $p : E \to B$ with fibre $F = p^{-1}(b)$. $q : \tilde{E} \to E$ will denote the universal cover of $E$. The composition $p \circ q = \tilde{p} : \tilde{E} \to B$ is a $\Gamma$-fibration with $\Gamma = \pi_1(E)$. This fibration has fibre $\tilde{p}^{-1}(b) = \tilde{F}$, which is the cover of $F$ induced from the universal cover of $B$.

\[
\begin{array}{ccc}
\tilde{F} & \xrightarrow{\tilde{p} = p \circ q} & \tilde{E} \\
\downarrow{q} & & \downarrow{} \\
F & \xrightarrow{p} & B.
\end{array}
\]
5.2 Filtrations

The argument to construct an algebraic model of the total space appropriate for the computation of the signature is motivated by the well known result that the total space of a fibration is filtered. The following Theorem 5.2.1 was proved in [Sta63] using an inductive argument and by [Sch76] using a different argument based on the CW approximation theorem of Whitehead [Whi50], [Spa66, p. 412]. A similar argument to that of [Sta63] was used in [Lüs86], [HKR07] and [Kor05].

Theorem 5.2.1. ([Sta63, Sch76]) Let \( F \to E \to B \) be a Hurewicz fibration where \( B \) and \( F \) have the homotopy type of CW complexes, then the total space \( E \) is weakly homotopically equivalent to a CW complex \( X \).

5.2.1 Filtered spaces

Here we shall define what is meant by filtered spaces. We only consider compactly generated spaces, such as CW complexes.

Definition 5.2.2. A \( k \)-filtered topological space \( X \) is a topological space which is equipped with a series of subspaces

\[
X_{-1} = \emptyset \subset X_0 \subset X_1 \subset \cdots \subset X_k = X.
\]

In the context of this thesis we assume that each of the inclusions \( X_j \subset X_{j+1} \) is a cofibration.

The condition that \( X_j \subset X_{j+1} \) is a cofibration implies that the pair \((X_{j+1}, X_j)\) has the homotopy extension property. ([Hat02, page 14]). In particular, the inclusion of a CW subcomplex is a cofibration, and has the homotopy extension property.

The following gives a definition of a filtered map and a filtered homotopy equivalence.

Definition 5.2.3. Let \( X \) and \( Y \) be two filtered spaces,

- A map \( f : X \to Y \) is a filtered map if \( f(X_j) \subset Y_j \).
- A filtered homotopy between the maps \( f : X \to Y \) and \( g : X \to Y \) is a homotopy \( H : X \times I \to Y \) such that \( H(X_j \times I) \subset Y_j \).
- A filtered homotopy equivalence between two filtered maps \( f : X \to Y \) and \( h : Y \to X \) is such that \( fh \simeq Id \simeq hf \).

In the context established in this section, namely that each of the inclusions \( X_j \subset X_{j+1} \) (or \( Y_j \subset Y_{j+1} \)) is a cofibration, the following lemma holds.

Lemma 5.2.4. A filtered map \( f : X \to Y \) is a filtered homotopy equivalence if and only if each \( f_j : X_j \to Y_j \) is a homotopy equivalence of unfiltered spaces.
Proof. See [Bro68, 7.4.1].

**Definition 5.2.5.** A $k$-filtered CW-complex $X$ is a CW-complex $X$ together with a series of subcomplexes

$$X_{-1} = \emptyset \subset X_0 \subset X_1 \subset \cdots \subset X_k = X.$$ 

The cellular chain complex $C(X)$ is filtered with

$$F_j C(X) = C(X_j).$$

A $k$-filtered CW satisfies the conditions of [5.2.2].

The main application will be a filtered complex in the context of Theorem 5.2.1, a fibration $E \overset{p}{\rightarrow} B$ with $B$ a CW-complex. We will consider $B$ with a filtration given by its skeleta which induces a filtered structure on $E$ by defining $E_k := p^{-1}(B_k)$, where $B_k$ is the $k$-th skeleton of $B$. Note that here the inclusions $E_{k-1} \subset E_k$ are cofibrations.

### 5.2.2 Filtered complexes

Here $\mathcal{A}$ will denote an additive category.

**Definition 5.2.6.** ([HKR07])

(i) Let $M$ be an object in the additive category $\mathcal{A}$ and let $M$ have a direct sum decomposition,

$$M = M_0 \oplus M_1 \oplus \cdots \oplus M_k,$$

so that $M$ has a filtration of length $k$,

$$F_{-1}M = 0 \subseteq F_0M \subseteq F_1M \subseteq \cdots \subseteq F_kM = M$$

where

$$F_iM = M_0 \oplus M_1 \oplus \cdots \oplus M_i.$$

A $k$-filtered object $F_*M \in \mathcal{A}$ is the object $M \in \mathcal{A}$ together with the direct sum decomposition of $M$.

(ii) Let $F_*M$ and $F_*N$ be two $k$-filtered objects in the additive category $\mathcal{A}$. A filtered morphism is given by

$$f = \begin{pmatrix}
 f_0 & f_1 & f_2 & \cdots & f_k \\
 0 & f_0 & f_1 & \cdots & f_{k-1} \\
 0 & 0 & f_0 & \cdots & f_{k-2} \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
 0 & 0 & 0 & \cdots & f_0 
\end{pmatrix} : M = \bigoplus_{s=0}^k M_s \to N = \bigoplus_{s=0}^k N_s.$$
In the context of chain complexes in the additive category $\mathbb{A}$, a $k$-filtered complex $F_s C$ is defined as follows.

**Definition 5.2.7.** Let $C : C_n \rightarrow \cdots \rightarrow C_r \rightarrow C_{r-1} \rightarrow \cdots \rightarrow C_0$ be a chain complex, and let each $C_r$ be $k$-filtered, that is,

$$C_r = C_{r,0} \oplus C_{r,1} \oplus \cdots \oplus C_{r,s} \oplus \cdots \oplus C_{r,k} = \bigoplus_{s=0}^{k} C_{r,s}.$$ 

Then a $k$-filtered complex $F_s C$ in $\mathbb{A}$ is a finite chain complex $C$ in $\mathbb{A}$ where each of the chain groups is $k$-filtered and each of the differentials $d : F_s C_r \rightarrow F_s C_{r-1}$ is a filtered morphism. The matrix components of $d$ are the maps $C_{r,s} \overset{d_j}{\rightarrow} C_{r-1,s-j}$.

**Example 5.2.8.** The following diagram represents a $k$-filtered $n$-dimensional chain complex $F_s C$ in $\mathbb{A}$.

$$
C_n \rightarrow \cdots \rightarrow C_r \rightarrow C_{r-1} \rightarrow \cdots \rightarrow C_0 \\
C_{n,k} \rightarrow \cdots \rightarrow C_{r,k} \rightarrow C_{r-1,k} \rightarrow \cdots \rightarrow C_{0,k} \\
\vdots \quad \vdots \quad \vdots \quad \vdots \\
C_{n,s} \rightarrow \cdots \rightarrow C_{r,s} \overset{d_0}{\rightarrow} C_{r-1,s} \rightarrow \cdots \rightarrow C_{0,s} \\
\vdots \quad \vdots \quad \vdots \quad \vdots \\
C_{n,s-1} \rightarrow \cdots \rightarrow C_{r,s-1} \rightarrow C_{r-1,s-1} \rightarrow \cdots \rightarrow C_{0,s-1} \\
\vdots \quad \vdots \quad \vdots \quad \vdots \\
C_{n,s-j} \rightarrow \cdots \rightarrow C_{r,s-j} \rightarrow C_{r-1,s-j} \rightarrow \cdots \rightarrow C_{0,s-j} \\
\vdots \quad \vdots \quad \vdots \quad \vdots \\
\vdots \quad \vdots \quad \vdots \quad \vdots \\
C_{n,0} \rightarrow \cdots \rightarrow C_{r,0} \rightarrow C_{r-1,0} \rightarrow \cdots \rightarrow C_{0,0}
$$

$F_s C_r = \sum_{i=0}^{s} C_{r,i}$, and $F_s C_r / F_{s-1} C_r = C_{r,s}$. So $C_{r,s}$ represents the $s$-th filtration quotient of $C_r$. 
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5.3 The associated complex of a filtered complex

5.3.1 A complex in the derived category $\mathbb{D}(\mathbb{A})$

Given an additive category $\mathbb{A}$ we write $\mathbb{D}(\mathbb{A})$ for the homotopy category of $\mathbb{A}$, which is the additive category of finite chain complexes in $\mathbb{A}$ and chain homotopy classes of chain maps with

$$\text{Hom}_{\mathbb{D}(\mathbb{A})}(C, D) = H_0(\text{Hom}_\mathbb{A}(C, D)).$$

(See [LR88, Definition 1.5]).

A $k$-filtered complex $F_*C$ in $\mathbb{A}$ has an associated chain complex in the derived category $\mathbb{D}(\mathbb{A})$. The associated complex of a $k$-filtered space is denoted by $G_*(C)$ and is $k$-dimensional.

$$G_*(C) : G_k(C) \to \cdots \to G_r(C) \to G_{r-1}(C) \to \cdots \to G_0(C).$$

The morphisms in $G_*(C)$ are given by the (filtered) differentials

$$(-)^sd_1 : (G_kC)_s = C_{k+s,r} \to (G_kC)_{s-1} = C_{k+s-1,r-1}.$$

Each of the individual terms $G_r(C)$ is an object in $\mathbb{D}(\mathbb{A})$, hence a chain complex in $\mathbb{A}$,

$$G_r(C) : \cdots \to (G_rC)_s \to (G_rC)_{s-1} \to (G_rC)_{s-2} \to \cdots.$$

As a chain complex, $G_rC$ has differentials,

$$d_{G_r(C)} = d_0 : G_r(C)_s = C_{r+s,r} \to G_r(C)_{s-1} = C_{r+s-1,r}$$

such that

$$(d_{G_r(C)})^2 = d_0^2 = 0 : G_r(C)_s = C_{r+s,r} \to G_r(C)_{s-2} = C_{r+s-2,r}$$

Note that the differentials of a filtered complex $d : C_k \to C_{k-1}$ are such that $d^2 = 0 : C_r \to C_{r-2}$. These differentials are upper triangular matrices. If we write $d_0$ for the diagonal, $d_1$ for the superdiagonal we obtain some relations:

$$d_0^2 = 0 : C_{r,s} \to C_{r-2,s}$$

$$d_0d_1 + d_1d_0 = 0 : C_{r,s} \to C_{r-2,s-1}$$

$$(d_1)^2 + d_0d_2 + d_2d_0 = 0 : C_{r,s} \to C_{r-2,s-2}$$

up to sign. These are the required relations for the objects in the associated complex to be in $\mathbb{D}(\mathbb{A})$ and for the differentials to be morphisms in $\mathbb{D}(\mathbb{A})$ with square 0.
Example 5.3.1. The following diagram is an \( k \)-dimensional \( G_*C \) complex in \( \mathbb{D}(A) \),

\[
\begin{array}{ccccccccc}
G_k C : & \ldots & (G_k C)_s & \rightarrow & (G_k C)_{s-1} & \rightarrow & (G_k C)_{s-2} & \rightarrow & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
G_i C : & \ldots & (G_i C)_s & \rightarrow & (G_i C)_{s-1} & \rightarrow & (G_i C)_{s-2} & \rightarrow & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
G_{r-1} C : & \ldots & (G_{r-1} C)_s & \rightarrow & (G_{r-1} C)_{s-1} & \rightarrow & (G_{r-1} C)_{s-2} & \rightarrow & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
G_0 C : & \ldots & (G_0 C)_s & \rightarrow & (G_0 C)_{s-1} & \rightarrow & (G_0 C)_{s-2} & \rightarrow & \ldots \\
\end{array}
\]

Example 5.3.2. For a filtered CW-complex \( X \),

\[
G_k C(X) = S^{-k} C(X_k, X_{k-1}).
\]

When defining the symmetric structure of a filtered complex, we shall need to understand the behaviour of tensor products of filtered complexes. This is carefully described in [HKR07, section 12.2].

Definition 5.3.3. Let \( F_*C \) and \( F_*D \) be filtered chain complexes over \( \mathbb{A}(R) \) and \( \mathbb{A}(S) \), where \( R \) and \( S \) are rings, then the tensor product is a filtered complex,

\[
F_k(C \otimes D) = \bigoplus_{i+j=k} F_i C \otimes Z F_j D.
\]

5.3.2 Duality for a filtered complex and its associated complex in \( \mathbb{D}(A) \)

The definition of a filtered dual chain complex in an additive category with involution \( A \) is given in section 12.6 of [HKR07]. Here we will review the ideas that will be necessary in the construction of the symmetric structure in the derived category \( \mathbb{D}(A) \).

Namely we will need to define what the dual \( F_*^{\text{dual}} C \) of a \( k \)-filtered chain complex \( F_* C \) is.

Definition 5.3.4. [HKR07, Definition 12.21 (ii)] Let \( F_* C \) be a \( k \)-filtered \( n \)-dimensional chain complex in \( \mathbb{A} \).

(i) The filtered dual \( F_*^{\text{dual}} C \) of \( F_* C \) is the \( k \)-filtered complex with modules

\[
(F_*^{\text{dual}} C)_{r,s} = C_{n-r,k-s}^*.
\]
where $0 \leq r \leq n$ and $0 \leq s \leq k$.

(ii) The dual of the differential $C_r \xrightarrow{d} C_{r-1}$ is given by $d^{\text{dual}} : (F^{\text{dual}}_s)_{r} \to (F^{\text{dual}}_s)_{r-1}$. This dual differential is also $k$-filtered,

$$C^{\ast}_{n-r,k-s} \xrightarrow{(-)^{r+s+j(n+r)d^*}} C^{\ast}_{n-(r-1),k-(s-j)}.$$ 

**Definition 5.3.5.** (See [HKR07, 12.20]) The associated complex $G_*(F^{\text{dual}}_s)$ is the $k$-filtered dual of $G_*(C)^\ast$.

### 5.4 The total space of a fibration is homotopy equivalent to a filtered complex

The aim of this section will be to prove that the total space of a fibration $F \to E \to B$ (with $F$ and $B$ CW-complexes) is homotopically equivalent to a filtered CW-complex $X$, (see Theorem 5.4.3). The argument given here is similar to that given in [Lüc86]. This is a $\pi_1(E)$-equivariant version of the inductive proof in [Sta63].

Before going into the proof of Theorem 5.4.3 we need to recall some theory from [Lüc86] about the behaviour of the pull-back of a bundle over an attaching map on the base.

We consider $(D, d)$ to be a pointed contractible space and $f : D \to B$ a map. Given a morphism $\xi : f(d) \to b$ in $\pi_1(B)$ i.e. a homotopy class relative to $\{0, 1\}$ of paths from $b$ to $f(b)$ in $B$, we have the following definition:

**Definition 5.4.1.** ([Lüc86, Definition 7.3]) Let $h$ be any homotopy between the constant map $c : D \to \{b\}$ and $f$ such that $h(d, i)$ represents $\xi(i)$. Define

$$T_\xi : D \times \widetilde{F} \to f^* \tilde{E},$$

so that we can write a map

$$T(f, \xi) : D \times \widetilde{F} \to \tilde{E}$$

by composing the pullback map with $T_\xi$

$$D \times \widetilde{F} \xrightarrow{T_\xi} f^* \tilde{E} \xrightarrow{p} \tilde{E}$$

$$D \xrightarrow{f} B.$$

**Remark 5.1.** We will denote the $k$-cells in $B$ by an ordered set $I_k$ and the $k$-th skeleton of $B$ by $B_k$. 
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Lemma 5.4.2. ([Lüc86, Corollary 7.5]) Let $D$ be a contractible space and the map $h : (D, S^{k-1}) \times I \to (B_k, B_{k-1})$ be a homotopy between two maps $f_1, f_2 : D \to B$, $\xi_1, \xi_2$ paths from $f_1(d)$ and $f_2(d)$ to $b$ respectively and $\xi : f_1(d) \to f_2(d)$. The following diagram commutes up to homotopy,

\[
\begin{array}{ccc}
(D, S^{k-1}) \times \tilde{F} & \xrightarrow{T(f_1, \xi_1)} & (\tilde{E}_k, \tilde{E}_{k-1}) \\
\downarrow & & \downarrow \\
(D, S^{k-1}) \times \tilde{F} & \xrightarrow{T(f_2, \xi_2)} & (\tilde{E}_k, \tilde{E}_{k-1})
\end{array}
\]

The map $T(f, \xi)$ provides a trivialization of the bundle along the path $\xi$. This trivialization is an important element in the proof of Theorem 5.4.3.

To follow the same notation as in [Lüc86], we shall denote the attaching maps by $\left(Q(j), q(j)\right) : (D, S^{k-1}) \to (B_k, B_{k-1})$.

Theorem 5.4.3. ([Sta63, Sch76]) Let $F \to E \to B$ be a fibration such that $B$ and $F$ have the homotopy type of CW complexes. Then $\tilde{E}$ is $\pi_1(E)$-homotopically equivalent to a filtered $\pi_1(E)$-complex $\tilde{X}$.

Proof. This proof is based on [Lüc86, pages 114, 115]. The proof is by induction. We shall denote by $\tilde{E}_0$ the restriction of $\tilde{E}$ to $B_0$. As $B_0$ is the zeroth skeleton of $B$, then $\tilde{E}_0$ is a disjoint union of spaces homotopy equivalent to $\tilde{F}$. If we set $\tilde{X}_0$ to be a number of copies of $\tilde{F}$ one copy for each 0-cell in $B$, then there is a $\pi_1(E)$-homotopy equivalence between $\tilde{E}_0$ and $\tilde{X}_0$.

For the induction step, suppose we have a $\pi_1(E)$-homotopy equivalence between $\tilde{E}_{k-1}$ and $\tilde{X}_{k-1}$. Writing $\tilde{p}$ for the map $\tilde{E} \to \tilde{X}$, we have that $\tilde{E}_{k-1} := \tilde{p}^{-1}(B_{k-1})$ so that the filtration of $B$ by its skeleta induces a filtration on $\tilde{E}_{k-1}$. The attaching maps $\left(Q(j), q(j)\right) : (D, S^{k-1}) \to (B_k, B_{k-1})$ give rise to the following pullback diagrams

\[
\begin{array}{ccc}
Q(j)^* \tilde{E}_k & \to & \tilde{E}_k \\
\downarrow & & \downarrow \\
D^k & \xrightarrow{Q(j)} & B_k,
\end{array}
\quad
\begin{array}{ccc}
Q(j)^* \tilde{E}_{k-1} & \to & \tilde{E}_{k-1} \\
\downarrow & & \downarrow \\
S^{k-1} & \xrightarrow{Q(j)} & B_{k-1}.
\end{array}
\]
These give rise to the following pushout diagram

$$Q(j)^* \tilde{E}_k \longrightarrow \tilde{E}_k$$

Using the trivialization maps from 5.4.2 the above diagram extends to

$$\sum_{I_k} D^k \times \tilde{F} \longrightarrow Q(j)^* \tilde{E}_k \longrightarrow \tilde{E}_k$$

$$\sum_{I_{k-1}} S^{k-1} \times \tilde{F} \longrightarrow q(j)^* \tilde{E}_{k-1} \longrightarrow \tilde{E}_{k-1}.$$

From the induction step we have established that there exists a homotopy equivalence between $\tilde{E}_{k-1}$ and $\tilde{X}_{k-1}$, so the bottom row of the previous diagram extends to

$$\sum_{I_k} D^k \times \tilde{F} \longrightarrow \sum_{I_{k-1}} S^{k-1} \times \tilde{F} \longrightarrow q(j)^* \tilde{E}_{k-1} \longrightarrow \tilde{E}_{k-1} \longrightarrow \tilde{X}_{k-1}.$$

So $\tilde{X}_k$ can be obtained as a pushout from this diagram,

$$\sum_{I_k} D^k \times \tilde{F} \longrightarrow \tilde{X}_k$$

$$\sum_{I_{k-1}} S^{k-1} \times \tilde{F} \longrightarrow \tilde{X}_{k-1}.$$

Hence the attaching maps for $\tilde{X}_k$ are given by the attaching from the pushout diagram $\sum_{I_k} D^k \times \tilde{F} \longrightarrow \tilde{X}_k$ and by the attaching maps induced from those of $\tilde{X}_{k-1}$. So we deduce that $\tilde{X}_k$ is a $\pi_1(E)$-filtered space. To prove that there is a homotopy equivalence between $\tilde{E}_k$ and $\tilde{X}_k$ we reproduce the first diagram in [Lùc86, page 115].

$$\sum_{j \in I_k} Q(j)^* \tilde{E}_{k-1} \longrightarrow \sum_{j \in I_k} q(j)^* \tilde{E}_{k-1} \longrightarrow \tilde{E}_{k-1}$$

$$\sum_{j \in I_k} D^k \times \tilde{F} \longrightarrow \sum_{j \in I_k} S^{k-1} \times \tilde{F} \longrightarrow \tilde{E}_{k-1} \longrightarrow \tilde{X}_{k-1}$$

$$\sum_{j \in I_k} D^k \times \tilde{F} \times I \longrightarrow \sum_{j \in I_k} S^{k-1} \times \tilde{F} \times I \longrightarrow \tilde{X}_{k-1}$$

$$\sum_{j \in I_k} D^k \times \tilde{F} \longrightarrow \sum_{j \in I_k} S^{k-1} \times \tilde{F} \longrightarrow \tilde{X}_{k-1}.$$
We first note from this diagram that $\tilde{X}_k$ is the pushout of the bottom row and that $\tilde{E}_k$ is the pushout of the top row

$$
\sum I_k D^k \times \tilde{F} \rightarrow \tilde{X}_k
$$

$$
\sum I_{k-1} S^{k-1} \times \tilde{F} \rightarrow \tilde{X}_{k-1},
$$

$$
Q(j)^* \tilde{E}_k \rightarrow \tilde{E}_k
$$

$$
q(j)^* \tilde{E}_{k-1} \rightarrow \tilde{E}_{k-1}.
$$

The push-outs of the two central rows give filtered spaces. Hence by the argument in [Bro68, page 246] and [Die71, page 161] the diagram defines a $\pi_1(E)$-homotopy equivalence between $\tilde{E}_k$ and $\tilde{X}_k$, which completes the induction step. Thus the result follows.

5.5 The symmetric construction for the derived symmetric structure

We will now use the symmetric construction to define the derived symmetric structure $G_* \varphi$. We have shown in the previous section that we can find a $\pi_1(E)$-space $\tilde{X}$ filtered homotopy equivalent to $\tilde{E}$. So we can construct a filtered chain diagonal approximation

$$
\Delta^X : C(\tilde{X}) \rightarrow C(\tilde{X})^t \otimes \mathbb{Z}[\pi_1(X)] C(\tilde{X}).
$$

This chain diagonal approximation induces a map

$$
G_* \Delta^X : G_* C(\tilde{X}) \rightarrow G_* (C(\tilde{X})^t \otimes \mathbb{Z}[\pi_1(X)] C(\tilde{X})).
$$

Since there exists a chain equivalence,

$$
\theta_{X,X} : G_* (C(\tilde{X})^t \otimes \mathbb{Z}[\pi_1(X)] C(\tilde{X})) \rightarrow G_* (C(\tilde{X}))^t \otimes \mathbb{Z}[\pi_1(X)] G_* (C(\tilde{X})),
$$

we can compose this chain equivalence with $G_* \Delta^X$ to obtain a chain diagonal approximation in the derived category,

$$
\theta_{X,X} \circ G_* \Delta^X : G_* C(\tilde{X}) \rightarrow G_* (C(\tilde{X}))^t \otimes \mathbb{Z}[\pi_1(X)] G_* (C(\tilde{X})).
$$

The slant isomorphism allows us to identify

$$
G_* (C(\tilde{X}))^t \otimes \mathbb{Z}[\pi_1(X)] G_* C(\tilde{X}) = \text{Hom}_{\mathcal{D}_m \mathbb{Z}}(G_* C(\tilde{X})^{-*}, G_* C(\tilde{X})).
$$

Let $W$ be the standard free $\mathbb{Z}[\mathbb{Z}_2]$ resolution of $\mathbb{Z}$

$$
W : \cdots \rightarrow \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1-T} \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1+T} \mathbb{Z}[\mathbb{Z}_2] \xrightarrow{1-T} \mathbb{Z}[\mathbb{Z}_2] \rightarrow 0.
$$

Using the action of $T \in \mathbb{Z}_2$ on $G_* C(\tilde{X})^t \otimes_{\mathbb{Z}[\mathbb{Z}_2]} G_* C(\tilde{X})$ by the transposition involution
we define the $\mathbb{Z}$ module chain complex

$$W^{\%} G_* C(\tilde{X}) = \text{Hom}_{\mathbb{Z}[\mathbb{Z}_2]}(W, G_* C(\tilde{X})^t \otimes_{D_m \mathbb{Z}} G_* C(\tilde{X})).$$

**Definition 5.5.1.** An $n$-dimensional derived symmetric structure on the associated chain complex in $D(\mathbb{Z})$ of a filtered complex $C(\tilde{X})$ in $D(\mathbb{Z})$ is a cycle in $(W^{\%} G_* C(\tilde{X}))_n$

**Definition 5.5.2.** The $n$-dimensional $Q$-group $Q^n(G_* C(\tilde{X}))$ of a derived chain complex is the abelian group of equivalence classes of derived $n$-dimensional symmetric structure on $G_* C(\tilde{X})$,

$$Q^n(G_* C(\tilde{X})) = H^n(\mathbb{Z}_2; G_* C(\tilde{X})^t \otimes_{D_m \mathbb{Z}} G_* C(\tilde{X})) = H_n(W^{\%} G_* C(\tilde{X})).$$

### 5.6 Transfer functor associated to a fibration

In a fibration $F \to E \xrightarrow{p} B$ a point in the base lifts to a copy of the fibre $F$. The total space of a fibre bundle is determined by the homotopy action of $\Omega B$ on the fibre $U : \Omega B \to \text{Map}(F, F)$ with a homotopy equivalence $E \simeq EB \times_{\Omega B} F$

For any loop $\omega : S^1 \to B$ the pullback $F \to \omega^* E \to S^1$ is the mapping torus $\omega^* E = T(h)$ of the monodromy automorphism $h = U(\omega) : F \to F$.

So we are considering the homotopy action of $\Omega B$ on the fibre $F$,

$$\Omega B \to \text{Map}(F, F); \omega \mapsto h.$$

If $\omega$ is a loop in $\Omega B$, the homotopy class of its corresponding map $h_\omega : F \to F$ only depends on the homotopy class of $\omega \in \pi_1(B)$. So there is a homotopy action of the fundamental group $\pi_1(B)$ on the fibre $F$ given by the fibre transport

$$u : \pi_1(B) \to [F, F].$$

The homotopy action of $\Omega B$ on $F$ determines the chain homotopy action

$$u : \pi_1(B) \to [C(F), C(F)]^{op}.$$
which extends to a ring morphism

\[ U : H_0(\Omega B) = \mathbb{Z}[\pi_1(B)] \rightarrow H_0(\text{Hom}_\mathbb{Z}(C(F), C(F))). \quad (5.3) \]

It is also possible to give a \( \pi_1(E) \)-equivariant version of the fibre transport by considering the \( \pi_1(E) \)-fibration \( \tilde{E} \rightarrow B \), with fibres \( \tilde{F} \) the pullback to \( F \) of the universal cover \( \tilde{E} \) of \( E \). In this case the ring morphism is given by

\[ U : H_0(\Omega B) = \mathbb{Z}[\pi_1(B)] \rightarrow H_0(\text{Hom}_\mathbb{Z}[\pi_1(E)](C(\tilde{F}), C(\tilde{F}))). \quad (5.4) \]

The ring morphisms from 5.3 and 5.4 induce transfer functors as we now explain.

The idea of the transfer functor associated to a fibration \( F \rightarrow E \xrightarrow{p} B \) was developed in [LR88].

**Definition 5.6.1.** ([LR88, Definition 1.1]) A representation \( (A, U) \) of a ring \( R \) in an additive category \( \mathcal{A} \) is an object \( A \) in \( \mathcal{A} \) together with a morphism of rings \( U : R \rightarrow \text{Hom}_\mathcal{A}(A, A) \).

Following the notation in [LR88] we will denote by \( \mathcal{B}(R) \) the additive category of based finitely generated free \( R \)-modules, where \( R \) is an associative ring with unity. As above, \( \mathcal{D}(\mathcal{A}) \) denotes the derived homotopy category of the additive category \( \mathcal{A} \).

From [LR88] Definition 1.5] we know that

\[ \text{Hom}_{\mathcal{D}(\mathcal{A})}(C, D) = H_0(\text{Hom}_{\mathcal{A}}(C, D)). \]

**Definition 5.6.2.** ([LR88]) A representation \( (A, U) \) determines a transfer functor \(- \otimes (A, U) = F : \mathcal{B}(R) \rightarrow \mathcal{D}(\mathcal{A})\) as follows

\[ F(R^n) = A^n, \]
\[ F((a_{ij} : R^n \rightarrow R^m)) = (U(a_{ij})) : A^n \rightarrow A^m. \]

The ring morphism induced by the fibre transport,

\[ U : \mathbb{Z}[\pi_1(B)] \rightarrow H_0(\text{Hom}_\mathbb{Z}[\pi_1(E)](C(\tilde{F}), C(\tilde{F})))^{op}. \]

determines the representation \( (C(\tilde{F}), U) \) of the ring \( \mathbb{Z}[\pi_1(B)] \) into the derived category \( \mathcal{D}_m(\mathcal{A}(\mathbb{Z}[\pi_1(E)])) \),

\[ - \otimes (C(\tilde{F}), U) : \mathcal{B}(\mathbb{Z}[\pi_1(B)]) \rightarrow \mathcal{D}_m(\mathcal{A}(\mathbb{Z}[\pi_1(E)])) \]

where \( \mathcal{D}_m(\mathcal{A}(\mathbb{Z}[\pi_1(E)])) \) is the derived category \( \mathcal{D}(\mathcal{A}(\mathbb{Z}[\pi_1(E)])) \) with the \( m \)-duality involution \( C \mapsto C^{m-*} \). This functor induced maps in the \( L \)-groups. In [LR88] it is defined and used to construct a transfer map in the quadratic \( L \)-groups associated to a fibration.
\[ F^m \to E^{n+m} \to B^n, \]

\[ L_n(\mathbb{Z}[\pi_1(\widetilde{B})]) \xrightarrow{-\otimes(\mathcal{F},U)} L_n(\mathcal{D}_m(\mathbb{A}(\mathbb{Z}[\pi_1(E)]))) \xrightarrow{\mu} L_{n+m}(\mathbb{Z}[\pi_1(E)]), \]

where \( \mu \) is the Morita map given in [LR88].

In symmetric \( L \)-theory the transfer functor still induces a map,

\[ L_n(\mathbb{Z}[\pi_1(\widetilde{B})]) \xrightarrow{-\otimes(\mathcal{F},U)} L_n(\mathcal{D}_m(\mathbb{A}(\mathbb{Z}[\pi_1(E)]))), \]

but unlike in quadratic \( L \)-theory, in general in symmetric \( L \)-theory a well-defined Morita map does not exist.

In our context, since we are only interested in obtaining information about the ordinary signature of \( E \), we can forget about \( \pi_1(E) \). That is, we only need to work with the map which we will make precise in the next section,

\[ L_n(\mathbb{Z}[\pi_1(B)]) \xrightarrow{-\otimes(\mathcal{F},\alpha,U)} L^n(\mathcal{D}_m \mathbb{Z}) \xrightarrow{\sigma_{2m}} \mathbb{Z}, \]

This is defined in [Kor05, Lemma 4.10].

5.7 The signature of a filtered complex and its associated complex in the derived category

In section 5.4 we have given the proof that the total space of a fibration \( F^{2m} \to E \to B^{2n} \) is homotopically equivalent to a filtered \( CW \)-complex \( X \) with the filtration induced from the cellular structure of the base space. As \( X \) is a filtered complex over \( \mathbb{Z} \), it has an associated complex \( (G_*C(X), G_*\varphi \in Q^{2n}(G_*C(X))) \) in \( \mathcal{D}_{2m}(\mathbb{Z}) \), where \( \mathcal{D}_{2m}(\mathbb{Z}) \) is the derived category \( \mathcal{D}(\mathbb{Z}) \) with the \( 2m \)-duality involution \( C \mapsto C^{2m-\ast} \).

**Proposition 5.7.1.** ([Kor05, Lemma 4.10]) Let \( m, n \) be such that \( 2m + 2n = 0 \pmod{4} \), the derived signature of the associated chain complex of a filtered complex induces a well defined map

\[ \sigma_{2m,Z} : \mathcal{D}_{2m}(\mathbb{Z}) \to \mathcal{D}_{2m+2n}(\mathbb{Z}) = \mathbb{Z}. \]

**Proof.** The computation of the signature \( \sigma_{2m,Z}(G_*C(X), G_*\varphi) \) is done by a construction similar to that of the spectral sequence of a filtered complex. For details see [Kor05].

**Proposition 5.7.2.** ([Kor05, Lemma 4.12]) Let \( F^{2m} \to E \to B^{2n} \) be a fibration, and let \( X \) be a filtered complex homotopy equivalent to \( E \). The signature of \( X \) is equal to the signature of its associated complex \( (G_*C(X), G_*\varphi) \) in the derived category \( \mathcal{D}_{2m}(\mathbb{Z}) \)

\[ \sigma(C(X), \varphi) = \sigma_{2m,Z}(G_*C(X), G_*\varphi). \]
Proof. The signature of a filtered complex only depends on the second page of its Serre spectral sequence. For details about the spectral sequence construction see [Kor05].

For a fibration $F^{2m} \to E \xrightarrow{p} B^{2n}$, with the fibre a $2m$-dimensional geometric Poincaré complex, the derived signature of the associated chain complex of a filtered complex induces a well-defined derived signature map

$$\sigma_{D^{2m}(Z)} : L^{2n}(D^{2m}(Z)) \to L^{2m+2n}(Z) = \mathbb{Z}.$$ 

and the composite

$$p^! : L^{2n}(Z[\pi_1(B)]) \xrightarrow{-\otimes(C(F),\alpha,U)} L^{2n}(D_m Z) \xrightarrow{\sigma_{D^{2m}(Z)}} L^{2m+2n}(Z) = \mathbb{Z},$$

is a transfer map in symmetric $L$-theory. The functor $-\otimes(C(F),\alpha,U)$ was discussed in section 5.6 and will be reviewed again in section 5.9.

If $B$ is a $2n$-dimensional geometric Poincaré complex then $E$ is a $(2m + 2n)$-dimensional geometric Poincaré complex with the transfer of the symmetric signature $\sigma^*(B) \in L^{2n}(Z[\pi_1(B)])$ the ordinary signature $\sigma(E) = p^!(\sigma^*(B)) \in L^{2m+2n}(Z) = \mathbb{Z}$.

**Example 5.7.3.** With this example we shall illustrate Proposition 5.7.1 in two special cases, when the base is a point and when the fibre is a point.

- **Case 1:** Let $F^{2m} \to E \to \{pt\}$ be a fibration with base a point, that is, we take $n = 0$. Then $F \to E$ is a homotopy equivalence, and there is a symmetric $L$-theory transfer

  $$p^! : L^{0}(Z) \to L^{0}(D^{2m}(Z)) \to L^{2m}(Z) = \mathbb{Z}$$

  In general the ring morphism $Z[\pi_1(B)] \to \text{Hom}_{Z}(C(F),C(F))$ induces a map in $L$-theory $L^{0}(Z[\pi_1(B)]) \to L^{0}(\text{Hom}_{Z}(C(F),C(F)))$. Composing this with the canonical map $L^{0}(\text{Hom}_{Z}(C(F),C(F))) \to L^{0}(D^{2m}(Z))$ we obtain the first functor in the transfer map. If $B = \{pt\}$, the ring morphism is $Z \to \text{Hom}_{Z}(C(F),C(F)); 1 \mapsto 1$, and the canonical map sends 1 to $C(F)$ in the 0-th filtration. Therefore the transfer map is

  $$p^! : L^{0}(Z) = \mathbb{Z} \to L^{2m}(Z); 1 \mapsto \sigma(E) = \sigma(F).$$

  and

  $$p^!(\sigma^*(B)) = \sigma(F) = \sigma(E).$$

- **Case 2:** Let $\{pt\} \to E \to B^{2n}$ be a fibration with fibre a point, that is we take $m = 0$. Then $p : E \to B$ is a homotopy equivalence, and

  $$p^! : L^{2n}(Z[\pi_1(B)]) \to L^{2n}(Z) = \mathbb{Z}$$
is the forgetful map induced by the augmentation $\mathbb{Z}[\pi_1(B)] \to \mathbb{Z}$, and

$$p^!(\sigma^*(B)) = \sigma(B) = \sigma(E)$$

5.8 An isomorphism of derived complexes

At this point we know that for a fibration $F^n \to E \to B^n$,

$$\sigma(E) = \sigma(X) = \sigma_{\mathbb{D}(\mathbb{Z})}(G_*C(X)) \in \mathbb{Z},$$

and that there is a well defined functor

$$L^n(\mathbb{Z}[\pi_1(B)]) → L^n(\mathbb{D}_m \mathbb{Z}) → \mathbb{Z}.$$

To show that this functor describes the signature of the total space we will need that

$$\sigma_{\mathbb{D}(\mathbb{Z})}(G_*C(X)) = \sigma_{\mathbb{D}(\mathbb{Z})}(C(\tilde{B}) \otimes (C(F), \alpha, U)).$$

In Lemma 5.4.2 we saw that there exists a map

$$(D^k, S^{k-1}) × \tilde{F} \to (\tilde{E}_k, \tilde{E}_{k-1}).$$

We compose this map with $(\tilde{E}_k, \tilde{E}_{k-1}) → (\tilde{X}_k, \tilde{X}_{k-1})$, and write a map of chain complexes,

$$C((D^k, S^{k-1}) × \tilde{F}) \to C(\tilde{X}_k, \tilde{X}_{k-1}).$$

The complex $C((D^k, S^{k-1}) × \tilde{F})$ is canonically isomorphic to $C(\tilde{F})$ and we already showed in section 5.3.1 that

$$S^{-k}C(\tilde{X}_k, \tilde{X}_{k-1}) \cong G_kC(\tilde{X}).$$

So we take a $k$th-desuspension of the map $C((D^k, S^{k-1}) × \tilde{F}) \to C(\tilde{X}_k, \tilde{X}_{k-1})$ and obtain,

$$C(\tilde{F}) \cong S^{-k}C((D^k, S^{k-1}) × \tilde{F}) \to S^{-k}C(\tilde{X}_k, \tilde{X}_{k-1}) \cong G_kC(\tilde{X}).$$

Theorem 5.8.1. ([Kor05, Theorem 4.5]) Given a fibration $p : E \to B$, let $X$ be a filtered complex homotopically equivalent to $E$. Then there is

(i) a chain isomorphism of chain complexes in the derived category $\mathbb{D}(\mathbb{Z}[\pi_1(B)])$

$$\lambda : G_*C(X) \cong C(\tilde{B}) \otimes (C(F), U).$$

(ii) an equivalence of the derived symmetric structure defined on $C(\tilde{B}) \otimes (C(F), U)$

and the derived symmetric structure on $G_*C(X)$.  
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Proof. (i) Firstly we observe that there is a commutative diagram

\[
\begin{array}{c}
C(\bar{F}) \longrightarrow G_k C(\bar{X}) \\
\downarrow \quad \downarrow G_k d \\
C(\bar{F}) \longrightarrow G_{k-1} C(\bar{X}),
\end{array}
\]

and hence we can construct the following diagram

\[
\begin{array}{c}
\bigoplus_{j \in I_k} C(\bar{F}) \longrightarrow G_k C(\bar{X}) \longrightarrow C_k(\hat{B}) \otimes C(\bar{F}) \\
\downarrow \quad \downarrow d_{C(\hat{B}) \otimes (C(\bar{F}),U)} \\
\bigoplus_{j \in I_k} C(\bar{F}) \longrightarrow G_{k-1} C(\bar{X}) \longrightarrow C(\hat{B})_{k-1} \otimes C(\bar{F}).
\end{array}
\]

Here the square on the left

\[
\begin{array}{c}
\bigoplus_{j \in I_k} C(\bar{F}) \longrightarrow G_k C(\bar{X}) \\
\downarrow \quad \downarrow G_k d \\
\bigoplus_{j \in I_k} C(\bar{F}) \longrightarrow G_{k-1} C(\bar{X})
\end{array}
\]

commutes. The outer square also commutes

\[
\begin{array}{c}
\bigoplus_{j \in I_k} C(\bar{F}) \longrightarrow C_k(\hat{B}) \otimes C(\bar{F}) \\
\downarrow \quad \downarrow d_{C(\hat{B}) \otimes (C(\bar{F}),U)} \\
\bigoplus_{j \in I_k} C(\bar{F}) \longrightarrow C(\hat{B})_{k-1} \otimes C(\bar{F})
\end{array}
\]

with the above map being just the identity and the lower map being \(d_{C(\hat{B}) \otimes (C(\bar{F}),U)}\).

Since the left and the outer squares commute, we deduce that the right square

\[
\begin{array}{c}
G_k C(\bar{X}) \longrightarrow C_k(\hat{B}) \otimes C(\bar{F}) \\
\downarrow \quad \downarrow d_{C(\hat{B}) \otimes (C(\bar{F}),U)} \\
G_{k-1} C(\bar{X}) \longrightarrow C(\hat{B})_{k-1} \otimes C(\bar{F})
\end{array}
\]

also commutes. Hence \(\lambda : G_k C(\bar{X}) \to C(\hat{B})_k \otimes (C(\bar{F}),U)\) is a chain map.
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Using again the same argument now with the diagram

![Diagram](image)

We can show that the square

\[
\begin{array}{ccc}
C_k(\tilde{B}) \otimes C(\tilde{F}) & \xrightarrow{\varepsilon_k} & G_k C(\tilde{X}) \\
\downarrow^{d_{C(\tilde{B}) \otimes C(\tilde{F}), U}} & & \downarrow^{G_k d} \\
C(\tilde{B})_{k-1} \otimes C(\tilde{F}) & \xrightarrow{\varepsilon_{k-1}} & G_{k-1} C(\tilde{X})
\end{array}
\]

commutes, so that there is also a chain equivalence

\[
\varepsilon : G_k C(\tilde{X}) \to C(\tilde{B})_k \otimes (C(\tilde{F}), U).
\]

Furthermore \(\varepsilon\) and \(\lambda\) are chain homotopy equivalent. Since \(G_k C(\tilde{X})\) and \(C(\tilde{B}) \otimes (C(\tilde{F}), U)\) are homotopy equivalent chain complexes in the derived category \(\mathbb{D}(\mathbb{Z}[\pi_1(B)])\) then this implies that they are isomorphic.

(ii) We have already proved that there is a chain equivalence \(\lambda : G_* C(X) \to C(\tilde{B}) \otimes (C(F), U)\) and we also already described the filtered chain approximation \(\Delta^X : C(X) \to C(\tilde{X}) \otimes_{\mathbb{Z}[\pi_1(X)]} C(\tilde{X})\). The filtered chain approximation on \(C(\tilde{B}) \otimes (C(F), U)\) can be constructed in the same way.

![Diagram](image)

Clearly this diagram commutes. Hence, there is an equivalence of both symmetric structures induced from the chain isomorphism \(\lambda\).

\(\square\)

**Remark 5.5.** Using the results of Theorem 5.4.3, Proposition 5.7.2 and Theorem 5.8.1.
we know at this point that
\[ \sigma(E) = \sigma(X) = \sigma_{\mathbb{D}(Z)}(G_x C(X)) = \sigma_{\mathbb{D}(Z)}(C(B) \otimes (C(F), \alpha, U)) \in \mathbb{Z}. \]

5.9 Two equivalent functors for the signature of a fibration

We start by giving the definition of a \((\mathbb{Z}, m)\)-representation.

**Definition 5.9.1.** A \((\mathbb{Z}, m)\)-symmetric representation \((A, \alpha, U)\) of a group ring \(\mathbb{Z}[\pi]\) is a symmetric representation of \(\mathbb{Z}^{(m)}\) in the category \(\mathbb{A}(\mathbb{Z}^{(m)})\), where \(\mathbb{Z}^{(m)}\) is the ring \(\mathbb{Z}\) with involution given by \(a^* = (-1)^m a \quad (a \in A)\).

Let \((C(F), \alpha, U)\) be the \((\mathbb{Z}, m)\)-symmetric representation of the group ring \(\mathbb{Z}[\pi_1(B)]\) in \(\mathbb{D}_{2m}(\mathbb{Z})\) associated to the fibration \(F^{2m} \to E \to B^{2n}\).

**Definition 5.9.2.** The representation \((C(F), \varphi, U)\) gives rise to the following functor,

\[- \otimes (C(F), \alpha, U) : \mathbb{A}(\mathbb{Z}[\pi_1(B)]) \to \mathbb{D}_{2m}(\mathbb{Z}).\]

From this representation we can construct another \((\mathbb{Z}, m)\)-representation \((A, \alpha, U)\) associated to the same fibration which is given by

\[ A = H_m(C(F))/\text{torsion}, \]
\[ \alpha : A = H^m(C(F))/\text{torsion} \to A^* = H_m(C(F))/\text{torsion}, \]
\[ U : \mathbb{Z}[\pi_1(B)] \to H_0(\text{Hom}_Z(A, A)^{op}). \]

**Definition 5.9.3.** The \((\mathbb{Z}, m)\)-symmetric representation \((A, \alpha, U)\) associated to a fibration \(F^{2m} \to E \to B^{2n}\) is a \((-1)^m\)-symmetric form \((A, \alpha)\) together with the representation \(U\) of the group ring \(\mathbb{Z}[\pi_1(B)]\) in the additive category with involution \(\mathbb{A}(\mathbb{Z}^{(m)})\).

**Definition 5.9.4.** The representation \((A, \alpha, U)\) gives rise to the following functor,

\[- \otimes (A, \alpha, U) : \mathbb{A}(\mathbb{Z}[\pi_1(B)]) \to \mathbb{A}(\mathbb{Z}^{(m)})\]

where \(\mathbb{Z}^{(m)}\) is the ring of integers with involution given by \(e^* = (-1)^me\).

The two functors from Definitions 5.9.2 and 5.9.4 induce maps in symmetric \(L\)-theory,

\[- \otimes (C(F), \alpha, U) : L^{2n}(\mathbb{Z}[\pi_1(B)]) \to L^{2n}(\mathbb{D}_{2m}(\mathbb{Z}))\]

and

\[- \otimes (A, \alpha, U) : L^{2n}(\mathbb{Z}[\pi_1(B)]) \to L^{2n}(\mathbb{Z}).\]

**Remark 5.6.** Note that \((A, \alpha, U) \in L^0(\mathbb{Z}, (-1)^m)\), so the second functor does not immediately give us a chain complex of the dimension of the total space. Nevertheless,
since the $\varepsilon$-symmetric $L$-groups over $\mathbb{Z}$ are 4-periodic, we have an isomorphism given by skew suspension,

$$\tilde{S}^m : L^{2n}(\mathbb{Z}, (-1)^{n+m}) \xrightarrow{\cong} L^{2n+2m}(\mathbb{Z}) \quad (5.7)$$

sending the 2n-dimensional $(-1)^{n+m}$-symmetric complex $(C(\tilde{B}), \varphi) \otimes (A, \alpha, U)$ to the $2n + 2m$-dimensional symmetric complex $\tilde{S}(C(\tilde{B}), \varphi) \otimes (A, \alpha, U)$ so that the signatures are defined,

\[
\begin{align*}
L^{2n}(\mathbb{Z}, (-1)^{n+m}) & \xrightarrow{=} L^{2n+2m}(\mathbb{Z}, 1) \\
(C(\tilde{B}), \varphi) \otimes (A, \alpha, U) & \xrightarrow{\sigma} \tilde{S}^m(C(\tilde{B}), \varphi) \otimes (A, \alpha, U) \\
\sigma((C(\tilde{B}), \varphi) \otimes (A, \alpha, U)) & = \\
\sigma(\tilde{S}^m(C(\tilde{B}), \varphi) \otimes (A, \alpha, U)) \\
\end{align*}
\]

**Proposition 5.9.5.** ([Kor05, Lemma 4.11]) Using the functors for a fibration $F^{2m} \to E \to B^{2n}$ described in Definitions 5.9.2 and 5.9.4, the following diagram commutes.

\[
\begin{array}{ccc}
L^{2n}(\mathbb{Z}[\pi_1(B)]) & \xrightarrow{-\otimes(C(F), \alpha, U)} & L^{2n}(D_{2m}(\mathbb{Z})) \\
\downarrow{-\otimes(A, \alpha, U)} & & \downarrow{\sigma_{D_{2m}(\mathbb{Z})}} \\
L^{2n}(\mathbb{Z}, (-1)^{n+m}) & \xrightarrow{\tilde{S}^m} & L^{2n+2m}(\mathbb{Z}) \xrightarrow{\sigma} \mathbb{Z}
\end{array}
\]

**Proof.**

\[
\sigma_{D_{2m}(\mathbb{Z})}(- \otimes (C, \alpha, U)) = \sigma_{D_{2m}(\mathbb{Z})}(- \otimes (H_*(C \otimes \mathbb{R}), \alpha \otimes R, U \otimes \mathbb{R})) \\
= \sigma_{D_{2m}(\mathbb{Z})}(- \otimes (H_0(C \otimes \mathbb{R}), \alpha \otimes R, U \otimes \mathbb{R})) + \\
\quad \sigma_{D_{2m}(\mathbb{Z})}(- \otimes (H_1(C \otimes \mathbb{R}), \alpha \otimes R, U \otimes \mathbb{R})) + \\
\quad \cdots + \sigma_{D_{2m}(\mathbb{Z})}(- \otimes (H_m(C \otimes \mathbb{R}), \alpha \otimes R, U \otimes \mathbb{R})) + \\
\quad \cdots + \sigma_{D_{2m}(\mathbb{Z})}(- \otimes (H_{2m}(C \otimes \mathbb{R}), \alpha \otimes R, U \otimes \mathbb{R}))
\]

The signature only depends on the middle homology so the only non-zero term is $\sigma_{D_{2m}(\mathbb{Z})}(- \otimes (H_*(C \otimes \mathbb{R}), \alpha \otimes R, U \otimes \mathbb{R}))$ the other terms are just hyperbolic modules which are $0 \in L^{2n+2m}(\mathbb{Z})$. hence,

\[
\sigma_{D_{2m}(\mathbb{Z})}(- \otimes (C, \alpha, U)) = \sigma_{D_{2m}(\mathbb{Z})}(- \otimes (H_m(C \otimes \mathbb{R}), \alpha \otimes R, U \otimes \mathbb{R})) \\
= \sigma(- \otimes (A \otimes \mathbb{R}, \alpha \otimes \mathbb{R}, U \otimes \mathbb{R})).
\]

$\square$
Remark 5.8. We had already noted that

\[ \sigma(E) = \sigma_{D_2m}(C(\tilde{B}), \varphi) \otimes (C(F), \alpha, U). \]

Combining this result with Proposition 5.9.5 we have that

\[ \sigma(E) = \sigma((C(\tilde{B}), \varphi) \otimes (A, \alpha, U)). \]
Part III

The signature of a fibration modulo 8
Introduction to part III

In this part of the thesis we shall combine ideas from the two previous parts to prove results concerning the signature modulo 8 of a fibre bundle. As was mentioned before, in \cite{CHS57} Chern, Hirzebruch and Serre proved that multiplicativity of the signature of a fibre bundle holds when the action of the fundamental group $\pi_1(B)$ is trivial on the cohomology ring of the fibres $H^*(F; \mathbb{Q})$,

$$\sigma(E) - \sigma(B)\sigma(F) = 0 \in \mathbb{Z}.$$

Later on Kodaira, Hirzebruch and Atiyah constructed nonmultiplicative fibre bundles, with the action of $\pi_1(B)$ action on $H^*(F; \mathbb{Q})$ necessarily nontrivial.

The signature of a fibre bundle is multiplicative modulo 4, whatever the action. This was proved in \cite{Mey73} for surface bundles and in \cite{HKR07} for high dimensions. In Theorem 6.2.1 in chapter 6 we identify the obstruction to multiplicativity of the signature modulo 8 of a fibration with a $\mathbb{Z}_2$-valued Arf invariant. When shall prove that if the action of $\pi_1(B)$ is trivial on $H^m(F, \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4$, this Arf invariant takes value 0. And we shall prove the following theorem,

**Theorem 6.3.1.** Let $F^{2m} \to E^{4k} \to B^{2n}$ be an oriented Poincaré duality fibration. If the action of $\pi_1(B)$ on $H^m(F, \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4$ is trivial, then

$$\sigma(E) - \sigma(F)\sigma(B) = 0 \in \mathbb{Z}_8.$$

Chapter 7 is devoted to investigating examples with non-trivial signature modulo 8, that is example of fibre bundles which have signature equal to 4. The first of these examples, will be a review of the construction by Endo of a surface bundle with signature 4. A Python module is used to find some further nontrivial examples of non-multiplicativity modulo 8. The Python module used for these computations is included in the Appendix.
Chapter 6

Multiplicativity of the signature modulo 8

6.1 Notation

In this chapter we shall be using the notation presented in the following table. This notation has been introduced mainly in chapter 5.

**In Algebra:**

| Notation                  | Description                                                                 | Reference         |
|---------------------------|-----------------------------------------------------------------------------|-------------------|
| \((C, \varphi)\)          | A 2n-dimensional \((-1)^n\)-symmetric Poincaré complex over \(\mathbb{Z}[\pi]\). (Section 1.1) |                   |
| \((A, \alpha)\)          | A nonsingular \((-1)^m\)-symmetric form over \(\mathbb{Z}\) with \(\alpha : A \rightarrow A^*\) (Definition 5.9.3) |                   |
| \((A, \alpha, U)\)       | A \((\mathbb{Z}, m)\)-symmetric representation with \(U : \mathbb{Z}[\pi] \rightarrow H_0(\text{Hom}_{\mathbb{Z}}(A, A))^{op}\) (Definition 5.9.4) |                   |
| \(\tilde{S}^m(A, \alpha, U)\) | Skew-suspension of \((A, \alpha, U)\) (Equation 5.7) |                   |
| \((C, \varphi) \otimes \tilde{S}^m(A, \alpha, U) = (D, \Gamma)\) | A \(4k = 2m + 2n\)-dimensional symmetric complex over \(\mathbb{Z}\) with the action of \(\pi\) given by \(U\). (Proposition 5.9.5). |                   |
| \((C, \varphi) \otimes \tilde{S}^m(A, \alpha, \varepsilon) = (D', \Gamma')\) | The \(4k\)-dimensional symmetric complex over \(\mathbb{Z}\) with the action of \(\pi\) given by the trivial action \(\varepsilon\). (Proposition 5.9.5) |                   |
\( C^{(2n−r+s)} \otimes S^m A^* \xrightarrow{U(\varphi)(\alpha)} C_r \otimes S^m A \)

The symmetric structure of a twisted product.
(Theorem 5.8.1 and [LR88])

\( \mathcal{P}_2 \)

Pontryagin square depending on the symmetric structure \( \Gamma \) (Chapter 3)

\( \mathcal{P}'_2 \)

Pontryagin square depending on the symmetric structure \( \Gamma' \) (Chapter 3)

---

**In Topology:**

\((C(\tilde{B}), \varphi)\)

The 2\(m\)-dimensional symmetric complex over \(\mathbb{Z}[\pi_1(B)]\) of the universal cover of the base. (Section 1.1)

\(A = H^m(F, \mathbb{Z})\)

The middle dimensional cohomology of the fibre \(F^{2m}\) (Definition 5.9.3)

\((A, \alpha)\)

The nonsingular \((-1)^m\)-symmetric form with \(\alpha = (-1)^m \alpha^* : A \to A^*\)
(Definition 5.9.3)

\((A, \alpha, U)\)

The symmetric representation with \(U : \mathbb{Z}[\pi_1(B)] \to H_0(\text{Hom}_{\mathbb{Z}}(A, A))^\text{op}\)
(Definition 5.9.4)

\(\bar{S}^m(A, \alpha, U)\)

2\(m\)-dimensional \((-1)^m\)-symmetric complex given by skew-suspension of \((A, \alpha, U)\)
(Equation 5.7)

\((C(\tilde{B}), \varphi) \otimes_{\mathbb{Z}[\pi_1(B)]} \bar{S}^m(A, \alpha, U)\)

The chain complex model for the total space with the action of \(\pi_1(B)\) given by \(U\).
(Proposition 5.9.5)

\[ \sigma \left( (C(\tilde{B}), \varphi) \otimes_{\mathbb{Z}[\pi_1(B)]} \bar{S}^m(A, \alpha, U) \right) = \sigma(E) \in \mathbb{Z} \]

The signature of the total space
is the signature of the chain complex model for the total space with the action of \(\pi_1(B)\) given by \(U\).
([Kor05, Theorem 4.9])

\((C(\tilde{B}), \varphi) \otimes_{\mathbb{Z}[\pi_1(B)]} \bar{S}(A, \alpha, \varepsilon)\)

The chain complex model for the total space with trivial action of \(\pi_1(B)\), which we denote by \(\varepsilon\).
(Proposition 5.9.5)

\[ \sigma \left( (C(\tilde{B}), \varphi) \otimes_{\mathbb{Z}[\pi_1(B)]} \bar{S}^m(A, \alpha, \varepsilon) \right) = \sigma(C(\tilde{B}), \varphi) \otimes_{\mathbb{Z}[\pi_1(B)]} \sigma(\bar{S}^m(A, \alpha, \varepsilon)) = \sigma(B) \sigma(F) \in \mathbb{Z} \]

The signature of the trivial product \(B \times F\)
is the signature of the chain complex model for the total space with the action of \(\pi_1(B)\) given by \(\varepsilon\).
([Kor05, Theorem 4.9])
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$$C^{(2n-r+s)}(\tilde{B}) \otimes \tilde{S}A^* \xrightarrow{U(\varphi_s)(\alpha)} C_r(\tilde{B}) \otimes \tilde{S}A$$

\text{symmetric structure of a twisted product. (Theorem 5.8.1 and [LR88])}

$\mathcal{P}_2$

\text{Pontryagin square of twisted product depending on the symmetric structure of \((C(\tilde{B}), \varphi) \otimes \tilde{S}(A, \alpha, U)\) (Chapter 3)}

$\mathcal{P}'_2$

\text{Pontryagin square of untwisted product depending on the symmetric structure of \((C(\tilde{B}), \varphi) \otimes \tilde{S}(A, \alpha, \varepsilon)\) (Chapter 3)}

6.2 Obstructions to multiplicativity modulo 8 of a fibration

By the results in [Mey73] and [HKR07] the signature of a fibration \(F^{2m} \to E^{4k} \to B^{2n}\) of geometric Poincaré complexes is multiplicative mod 4

$$\sigma(E) - \sigma(B)\sigma(F) = 0 \in \mathbb{Z}_4.$$ 

If we set \(M = E \sqcup -(B \times F)\), where \(-\) reverses the orientation, then \(M\) has signature

$$\sigma(M) = \sigma(E) - \sigma(B)\sigma(F) \in \mathbb{Z},$$

so that \(\sigma(M) = 0 \in \mathbb{Z}_4\), and Theorem 4.3.5 can be applied to \(M\).

In Theorem 4.3.5 we have proved that when the signature is divisible by 4, it is detected modulo 8 by the Arf invariant. This can be applied in the situation of the signature of a fibration.

**Theorem 6.2.1.** Let \(F^{2m} \to E^{4k} \to B^{2n}\) be a Poincaré duality fibration. With \((V, \lambda) = (H^{2k}(E, \mathbb{Z}_2), \lambda)\) and \((V', \lambda') = (H^{2k}(B \times F), \mathbb{Z}_2), \lambda')\), the signatures mod 8 of the fibre, base and total space are related by

$$\sigma(E) - \sigma(B \times F) = 4\text{Arf}\left(L^1/L, [\lambda \oplus -\lambda'], \frac{[\mathcal{P}_2 + -\mathcal{P}'_2]}{2}\right) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8,$$

where \(L^1 = \{(x, x') \in V \oplus V'| \lambda(x, x) = \lambda'(x', x') \in \mathbb{Z}_2\}\) and \(L = \langle v_{2k} \rangle \subset L^\perp\), with \(v_{2k} = (v_{2k}(E), v_{2k}(B \times F)) \in V \oplus V'\) the Wu class of \(E \sqcup -(B \times F)\).

**Proof.** We first rewrite the signatures \(\sigma(E)\) and \(\sigma(F \times B)\) in terms of Brown-Kervaire invariants, and use the additivity properties of the Brown-Kervaire invariant described in [Mor71] Proposition 2.1 (i) as follows

$$\sigma(E) - \sigma(F \times B) = \text{BK}(H^{2k}(E; \mathbb{Z}_2), \lambda, \mathcal{P}_2) - \text{BK}(H^{2k}(B \times F; \mathbb{Z}_2), \lambda', \mathcal{P}'_2) \in \mathbb{Z}_8$$

$$= \text{BK}(V \oplus V', \lambda \oplus -\lambda', \mathcal{P}_2 \oplus -\mathcal{P}'_2) \in \mathbb{Z}_8,$$
We know by [Mey73] and by [HKR07, Theorem A] that
\[
\sigma(E) - \sigma(B \times F) = 0 \in \mathbb{Z}_4.
\]
Applying Theorem 4.3.4, \(\text{BK} (V \oplus V', \lambda \oplus -\lambda', \mathcal{P}_2 \oplus -\mathcal{P}_2') \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8\) can be written as an Arf invariant,
\[
4\text{Arf} \left( L^\perp / L, [\lambda \oplus -\lambda'], \frac{\mathcal{P}_2 \oplus -\mathcal{P}_2'}{2} \right) \in \mathbb{Z}_8,
\]
with \(L^\perp = \{(x, x') \in V \oplus V'| \lambda(x, x) = \lambda'(x', x') \in \mathbb{Z}_2\}\) and the Wu sublagrangian \(L = \{(v_{2k}(E), v_{2k}(B \times F)) \in L^\perp, \text{ with } (v_{2k}(E), v_{2k}(B \times F)) \text{ the Wu class given by}
\]
\[(v_{2k}(E), v_{2k}(B \times F)) \in H^{2k}(E; \mathbb{Z}_2) \oplus H^{2k}(B \times F; \mathbb{Z}_2) = V \oplus V'.
\]

In the following theorem we state the chain complex version of Theorem 6.2.1.

**Theorem 6.2.2.** Let \((C, \varphi)\) be the 2n-dimensional \((-1)^n\)-symmetric Poincaré complex, and let \((A, \alpha, U)\) be a \((\mathbb{Z}, m)\)-symmetric representation. We shall write as before \((D, \Gamma) = (C, \varphi) \otimes S^m(A, \alpha, U)\) and \((D', \Gamma') = (C, \varphi) \otimes S^m(A, \alpha, \varepsilon)\). Here \((D, \Gamma)\) and \((D', \Gamma')\) are \((2n + 2m)\)-dimensional symmetric complexes and \((2n + 2m)\) is divisible by 4. Then,
\[
\sigma(D, \Gamma) - \sigma(D', \Gamma') = 4\text{Arf} \left( L^\perp / L, [\Gamma_0 \oplus -\Gamma'_0], \frac{\mathcal{P}_2 \oplus -\mathcal{P}_2'}{2} \right) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8,
\]
where \(L^\perp = \{(x, x') \in H^{2k}(D; \mathbb{Z}_2) \oplus H^{2k}(D'; \mathbb{Z}_2)| \Gamma_0(x, x) = \Gamma'_0(x', x') \in \mathbb{Z}_2\}\) and the Wu sublagrangian \(L = \{(v_{2k}, v_{2k}'), \in L^\perp, \text{ with } (v_{2k}, v_{2k}') \text{ the algebraic Wu class}
\]
\[(v_{2k}, v_{2k}') \in H^{2k}(D; \mathbb{Z}_2) \oplus H^{2k}(D'; \mathbb{Z}_2).
\]
Note that when both \(m\) and \(n\) are odd in the fibration \(F^{2m} \to E^{4k} \to B^{2n}\) then by [Mey73] and [HKR07] we have that
\[
\sigma(E) = 0 \in \mathbb{Z}_4.
\]
So the general formula for the signature mod 8 of a fibration given geometrically in 6.2.1 and algebraically in 6.2.2 simplifies in the case of a fibration \(F^{4i+2} \to E^{4k} \to B^{4j+2}\) to the expression in Proposition 6.2.3 geometrically or 6.2.4 algebraically.

**Proposition 6.2.3.** Let \(F^{4i+2} \to E^{4k} \to B^{4j+2}\) be an oriented Poincaré duality fibration, then
\[
\sigma(E) = \text{BK}(H^{2k}(E; \mathbb{Z}_2), \lambda, \mathcal{P}_2) = 4\text{Arf} \left( L^\perp / L, [\lambda], \frac{\mathcal{P}_2}{2} \right) \in \mathbb{Z}_8,
\]
where \(L^\perp = \{x \in H^{2k}(E; \mathbb{Z}_2)| \lambda(x, x) = 0 \in \mathbb{Z}_2\}\) and \(L = \langle v_{2k} \rangle \subset L^\perp, \text{ with } v_{2k}(E) \text{ the Wu class } v_{2k}(E) \in H^{2k}(E; \mathbb{Z}_2).
\]
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Proof. Here for dimension reasons $\sigma(F)$ and $\sigma(B)$ are both 0. Thus, by [HKR07, Theorem A], we know that the signature of $E$ is divisible by 4. So that we can write

$$\sigma(E) - \sigma(B \times F) = \sigma(E) = \text{BK}(H^{2k}(E; \mathbb{Z}_2), \lambda, \mathcal{P}_2) \in \mathbb{Z}_8$$

and since $\sigma(E) = \text{BK}(H^{2k}(E; \mathbb{Z}_2), \lambda, \mathcal{P}_2) = 0 \in \mathbb{Z}_4$, then the result follows as an application of Theorem 4.3.4. \qed

Algebraically Proposition 6.2.3 is restated as follows,

**Proposition 6.2.4.** Let $(C, \varphi)$ be a $4i + 2$-dimensional $(-1)$-symmetric Poincaré complex, and let $(A, \alpha, U)$ be a $(\mathbb{Z}, 2j + 1)$-symmetric representation. We shall write $(D, \Gamma) = (C, \varphi) \otimes S^{2j+1}(A, \alpha, U)$ and $(D', \Gamma') = (C, \varphi) \otimes S^{2j+1}(A, \alpha, \varepsilon)$, then $\sigma(D', \Gamma') = 0 \in \mathbb{Z}$, $\sigma(D, \Gamma) = 0 \in \mathbb{Z}_4$ and

$$\sigma(D, \Gamma) = 4\text{Arf} \left( \frac{L^\perp/L, [\mathcal{P}_2]}{2} \right) \in 4\mathbb{Z}_2 \subset \mathbb{Z}_8,$$

where $L^\perp = \{ x \in H^{2k}(D; \mathbb{Z}_2) | \Gamma_0(x, x) = 0 \in \mathbb{Z}_2 \}$ and $L = \langle \nu_{2k} \rangle \subset L^\perp$, with $\nu_{2k}$ the algebraic Wu class $\nu_{2k} \in H^{2k}(D; \mathbb{Z}_2)$.

### 6.2.1 Relation to other expressions in the literature for the signature of a fibre bundle

**The Arf invariant and the second Stiefel-Whitney class**

In [Mey73] Meyer studied the signature of a surface bundle $F^2 \rightarrow E^4 \rightarrow B^2$, where both $F$ and $B$ are orientable surfaces of genus $h$ and $g$ respectively. Meyer expressed the signature of the total space in terms of the first Chern class of the complex vector bundle $\beta : B \rightarrow BU(h)$ associated to the local coefficient system $\tilde{B} \times \pi_1(B) \mathbb{R}^{2h}$,

$$\sigma(E) = 4c_1(\beta) \in \mathbb{Z}.$$ 

So that,

$$\frac{\sigma(E)}{4} = c_1(\beta) \in \mathbb{Z}, \quad (6.1)$$

From [MS74, problem 14-B] the Chern classes of an $h$-dimensional complex vector bundle $\beta : B \rightarrow BU(h)$ are integral lifts of the Stiefel-Whitney classes of the underlying oriented $2h$-dimensional real vector bundle $\beta^\mathbb{R} : B \rightarrow BSO(2h)$. That is, the mod 2 reduction of the first Chern class is the second Stiefel-Whitney class. Hence the mod 2 reduction of Equation (6.1) expresses the second Stiefel-Whitney class of the real vector bundle $\beta^\mathbb{R} : B \rightarrow BSO(2h)$ associated to the local coefficient system $\tilde{B} \times \pi_1(B) \mathbb{R}^{2h}$ as

$$\frac{\sigma(E)}{4} = w_2(\beta^\mathbb{R}) \in \mathbb{Z}_2. \quad (6.2)$$
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In Proposition 6.2.3 we have shown that for a fibration $F^{4i+2} \to E^{4k} \to B^{4j+2}$, the signature mod 8 can be expressed in terms of the Arf invariant. In particular for a surface bundle,

$$\sigma(E) = 4 \text{Arf} \left( \frac{L^\perp}{L}, [\lambda], \left\lfloor \frac{P_2}{2} \right\rfloor \right) \in \mathbb{Z}_8. \quad (6.3)$$

Combining both expressions in (6.2) and (6.3)

$$\text{Arf} \left( \frac{L^\perp}{L}, [\lambda], \left\lfloor \frac{P_2}{2} \right\rfloor \right) = w_2(\beta^R) \in \mathbb{Z}_2,$$

with $L^\perp = \{ x \in H^{2k}(E; \mathbb{Z}_2) | \lambda(x, x) = 0 \in \mathbb{Z}_2 \}$ and $L = \langle v_{2k} \rangle \subset L^\perp$.

### The Arf invariant and the Todd genus

In [Ati69] Atiyah considers a 4-manifold $E$ which arises as a complex algebraic surface with a holomorphic projection $\pi : E \to B$ for some complex structure on $B$. The fibres $F_b = \pi^{-1}(b)$ are algebraic curves but the complex structure varies with $b$. Atiyah establishes that the Todd genera of $E$, $B$ and $F$ are related to the signature of $E$ by the equation,

$$\frac{\sigma(E)}{4} = T(E) - T(B)T(F) \in \mathbb{Z}.$$

Following this equation the signature modulo 8 of the total space is detected by the reduction mod 2 of difference $T(E) - T(B)T(F)$, since $\sigma(E) = 4(T(E) - T(B)T(F)) \in \mathbb{Z}_8$ is equivalent to $\frac{\sigma(E)}{4} = T(E) - T(B)T(F) \in \mathbb{Z}_2$. Comparing this with Proposition 6.2.3 we have that

$$\text{Arf} \left( \frac{L^\perp}{L}, [\lambda], \left\lfloor \frac{P_2}{2} \right\rfloor \right) = T(E) - T(B)T(F) \in \mathbb{Z}_2,$$

with $L^\perp = \{ x \in H^{2k}(E; \mathbb{Z}_2) | \lambda(x, x) = 0 \in \mathbb{Z}_2 \}$ and $L = \langle v_{2k} \rangle \subset L^\perp$.

### 6.3 Multiplicativity mod 8 in the $\mathbb{Z}_4$-trivial case.

In the previous section we have shown that in general there is an obstruction to multiplicativity modulo 8 of a fibration $F^{2m} \to E^{4k} \to B^{2n}$ given by the Arf invariant.

We shall now prove that by imposing the condition that $\pi_1(B)$ acts trivially on $H^m(F, \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4$, the obstruction disappears and the fibration has signature multiplicative modulo 8. Geometrically the theorem is stated as follows.

**Theorem 6.3.1.** Let $F^{2m} \to E \to B^{2n}$ be an oriented Poincaré duality fibration. If the action of $\pi_1(B)$ on $H^m(F, \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4$ is trivial, then

$$\sigma(E) - \sigma(F)\sigma(B) = 0 \in \mathbb{Z}_8.$$
Remark 6.4. Clearly by the definition of the signature, when $m$ and $n$ are odd

$$\sigma(F)\sigma(B) = 0 \in \mathbb{Z}.$$ 

So in this case, the theorem establishes that

$$\sigma(E) \equiv 0 \in \mathbb{Z}_8.$$

6.3.1 Tools for proving Theorem 6.3.1

We shall prove Theorem 6.3.1 by proving its algebraic analogue, which we state as Theorem 6.3.9. In this section we prove some results that will be needed in the proof of the algebraic statement of the theorem (as in 6.3.9).

The algebraic analogue of the condition that $\pi_1(B)$ acts trivially on $H^m(F,\mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4$ is defined as follows:

Definition 6.3.2. A $(\mathbb{Z},m)$-symmetric representation $(A,\alpha,U)$ of a group ring $\mathbb{Z}[\pi]$ is $\mathbb{Z}_4$-trivial if

$$U(r) \otimes 1 = \epsilon(r) \otimes 1 : A \otimes \mathbb{Z}_4 \rightarrow A \otimes \mathbb{Z}_4$$

for all $r \in \mathbb{Z}[\pi]$, where $\epsilon$ denotes the trivial action homomorphism

$$\epsilon : \mathbb{Z}[\pi_1(B)] \rightarrow H_0(\text{Hom}_{\mathbb{Z}}(A,A))^{op}.$$

A weaker condition is that of $\mathbb{Z}_2$-triviality:

Definition 6.3.3. ($[Kor05, \text{chapter 8}]$) A $(\mathbb{Z},m)$-symmetric representation $(A,\alpha,U)$ of a group ring $\mathbb{Z}[\pi]$ is $\mathbb{Z}_2$-trivial if

$$U(r) \otimes 1 = \epsilon(r) \otimes 1 : A \otimes \mathbb{Z}_2 \rightarrow A \otimes \mathbb{Z}_2$$

for all $r \in \mathbb{Z}[\pi]$, where $\epsilon$ denotes the trivial action homomorphism as in the previous definition.

Remark 6.5. In particular any statement which holds under assumption of a $\mathbb{Z}_2$-trivial action is also true for an assumption of $\mathbb{Z}_4$-triviality. The converse may not be true.

In the statement of the algebraic analogue of Theorem 6.3.1 we shall let $(C,\varphi)$ be a $2n$-dimensional $(-1)^n$-symmetric Poincaré complex over $\mathbb{Z}[\pi]$, and $(A,\alpha,U)$ be a $(\mathbb{Z},m)$-symmetric representation with $\mathbb{Z}_4$-trivial $U : \mathbb{Z}[\pi] \rightarrow H_0(\text{Hom}_{\mathbb{Z}}(A,A))^{op}$. When a result is true with a $\mathbb{Z}_2$-trivial action we shall indicate this accordingly.

With $4k = 2m+2n$, we shall write $(D,\Gamma)$ for the $4k$-dimensional symmetric Poincaré complex over $\mathbb{Z}$ given by,

$$(D,\Gamma) = (C,\varphi) \otimes_{\mathbb{Z}[\pi]} \bar{S}^m(A,\alpha,U),$$
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and \((D', \Gamma')\) for the \(4k\)-dimensional symmetric Poincaré complex over \(\mathbb{Z}\) given by

\[(D', \Gamma') = (C, \varphi) \otimes_{\mathbb{Z}[\varepsilon]} \bar{S}^m(A, \alpha, \varepsilon),\]

where \((A, \alpha, \varepsilon)\) is the trivial representation.

**Lemma 6.3.4.** If the representation \((A, \alpha, U)\) is \(\mathbb{Z}_2\)-trivial then

\[\mathbb{Z}_2 \otimes_{\mathbb{Z}} (D, \Gamma) \cong \mathbb{Z}_2 \otimes_{\mathbb{Z}} (D', \Gamma').\]

That is,

1. \(H^{2k}(D, \mathbb{Z}_2) \cong H^{2k}(D', \mathbb{Z}_2)\).
2. the symmetric structure reduced mod 2 is the same for both symmetric complexes \((D, \Gamma)\) and \((D', \Gamma')\).

**Proof.** (i) We will first show that if the representation \((A, \alpha, U)\) is \(\mathbb{Z}_2\)-trivial then:

\[H^{2k}(D, \mathbb{Z}_2) \cong H^{2k}(D', \mathbb{Z}_2).\]

From Definition 5.9.4 we know that the representation \((A, \alpha, U)\) gives rise to the following symmetric Poincaré complex \((C, \varphi) \otimes \bar{S}^m(A, \alpha, U) = (D, \Gamma)\) over \(\mathbb{Z}\),

\[D = C \otimes \bar{S}^m(A, U) : \cdots \rightarrow C_n \otimes \bar{S}^m(A, U) \xrightarrow{d_{C \otimes \bar{S}^m(A, U)}} C_{n-1} \otimes \bar{S}^m(A, U) \rightarrow \cdots\]

\(H^{2k}(D; \mathbb{Z}_2)\) has coefficients in \(\mathbb{Z}_2\) so the chain groups of the chain complex are modules over \(\mathbb{Z}_2\) and the differentials are the mod 2 reduction of the differentials of the chain complex \(D = C \otimes \bar{S}^m(A, U)\) over \(\mathbb{Z}\),

\[D \otimes_{\mathbb{Z}_2} = C \otimes \bar{S}^m(A, U) \otimes_{\mathbb{Z}_2} : \cdots \rightarrow C_n \otimes \bar{S}^m(A, U) \otimes_{\mathbb{Z}_2} \xrightarrow{d_{C \otimes \bar{S}^m(A, U) \otimes_{\mathbb{Z}_2}}} C_{n-1} \otimes \bar{S}^m(A, U) \otimes_{\mathbb{Z}_2} \rightarrow \cdots\]

Using the definition of \(\mathbb{Z}_2\)-triviality there is an isomorphism of chain complexes

\[C \otimes \bar{S}^m(A, U) \otimes_{\mathbb{Z}_2} = C \otimes \bar{S}^m(A, \varepsilon) \otimes_{\mathbb{Z}_2},\]

since taking the mod 2 reduction of the chain complex means that the action \(U\) becomes the trivial action. It follows that \(H^{2k}(D; \mathbb{Z}_2)\) and \(H^{2k}(D'; \mathbb{Z}_2)\) are isomorphic vector spaces over \(\mathbb{Z}_2\). Note that this isomorphism only holds because the coefficients are in \(\mathbb{Z}_2\), and we have assumed \(\mathbb{Z}_2\)-triviality. The integral cohomologies need not be always isomorphic. So in general with \(\mathbb{Z}\) coefficients, we may have:

\[H^{2k}(D; \mathbb{Z}) \neq H^{2k}(D'; \mathbb{Z}).\]

As the result holds with a \(\mathbb{Z}_2\)-trivial assumption, this means that it also holds if we assume \(\mathbb{Z}_4\)-triviality.
(ii) Here we will prove that if the representation \((A, \alpha, U)\) is \(\mathbb{Z}_2\)-trivial then the symmetric structure reduced mod 2 is the same for both symmetric complexes \((D, \Gamma) \otimes_\mathbb{Z} \mathbb{Z}_2\) and \((D', \Gamma') \otimes_\mathbb{Z} \mathbb{Z}_2\):

Note that the chain complex \((D, \Gamma) = (C(\tilde{B}), \varphi) \otimes_{\mathbb{Z}[\pi]} \tilde{S}^m(A, \alpha, U)\) is a symmetric Poincaré complex over \(\mathbb{Z}\) with symmetric structure

\[
\begin{align*}
\mathbb{C}^{(2n)-r+s} \otimes \tilde{S}A^* \xrightarrow{U(\varphi)(\alpha)} C_r \otimes \tilde{S}A.
\end{align*}
\]

The mod 2 reduction of this chain complex is a symmetric Poincaré complex over \(\mathbb{Z}_2\). Using the definition of \(\mathbb{Z}_2\)-triviality (6.3.2), the symmetric structure of the mod 2 reduction is given by

\[
\begin{align*}
\mathbb{C}^{(2n)-r+s} \otimes \tilde{S}A^* \otimes \mathbb{Z}_2 \xrightarrow{U(\varphi)(\alpha) \otimes 1 = \varepsilon(\varphi_s)(\alpha) \otimes 1} C_r \otimes \tilde{S}A \otimes \mathbb{Z}_2.
\end{align*}
\]

From this we see that the mod 2 reductions of the symmetric structures in the trivial and the \(\mathbb{Z}_2\)-trivial cases are equal. Hence

\[
(D, \Gamma) \otimes_\mathbb{Z} \mathbb{Z}_2 \cong (D', \Gamma') \otimes_\mathbb{Z} \mathbb{Z}_2.
\]

From the proof of 6.3.4 (i) and 6.3.4 (ii) we know that for a \(\mathbb{Z}_2\)-trivial twisted product and for an untwisted product, the vector spaces given by the middle dimensional cohomology with \(\mathbb{Z}_2\) coefficients are isomorphic and the \(\mathbb{Z}_2\)-valued symmetric structure is also the same in both cases. Clearly the results in this lemma also hold when the action \(U\) is \(\mathbb{Z}_4\)-trivial.

**Comparing Pontryagin squares for the twisted and untwisted product:**

In chapter 3 we defined algebraic Pontryagin squares depending on the symmetric structure of a symmetric complex. A \(\mathbb{Z}_4\)-valued quadratic function such as the Pontryagin square cannot be recovered uniquely from the associated \(\mathbb{Z}_2\)-valued bilinear pairing \(\Gamma_0 : H^{2k}(D; \mathbb{Z}_2) \times H^{2k}(D; \mathbb{Z}_2) \to \mathbb{Z}_2\). It is crucial for the proof of Theorem 6.3.1 to note that the Pontryagin square depends on the definition of the symmetric structure on integral cochains. This was already described in Definition 3.2.2 where the Pontryagin square was defined by

\[
\mathcal{P}_2(\Gamma) : H^{2k}(D; \mathbb{Z}_2) \to \mathbb{Z}_4
\]

\[
x \mapsto \Gamma_0(x, x) + \Gamma_1(x, dx).
\]

Depending on the integral symmetric structures, we have two different lifts of the mod 2 symmetric structure on

\[
V = H^{2k}(D; \mathbb{Z}_2) = H^{2k}(D'; \mathbb{Z}_2)
\]
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which give rise to two different Pontryagin squares.

In other words we are considering two chain complexes which are different over \( \mathbb{Z} \), 
\((D, \Gamma)\) and \((D', \Gamma')\) but are chain equivalent when reduced over \( \mathbb{Z}_2 \),

\[
(D, \Gamma) \otimes_{\mathbb{Z}} \mathbb{Z}_2 = (D', \Gamma') \otimes_{\mathbb{Z}} \mathbb{Z}_2.
\]

In the situation of Theorem 6.3.9 we know from the proof of 6.3.9 (i)(a) and (i)(b) that we have the same \( \mathbb{Z}_2 \)-valued symmetric bilinear form for the twisted and untwisted products,

\[
(H^{2k}(D; \mathbb{Z}_2), \Gamma_0) = (H^{2k}(D'; \mathbb{Z}_2), \Gamma'_0),
\]

where

- \((H^{2k}(D; \mathbb{Z}_2), \Gamma_0) = (H^{2k}((C, \varphi) \otimes_{\mathbb{Z}[\pi]} \bar{S}^m(A, \alpha, U); \mathbb{Z}_2), U(\varphi)(\alpha)) \),
- \((H^{2k}(D'; \mathbb{Z}_2), \Gamma'_0) = (H^{2k}((C, \varphi) \otimes_{\mathbb{Z}[\pi]} \bar{S}^m(A, \alpha, \varepsilon); \mathbb{Z}_2), \varepsilon(\varphi)(\alpha)) \),

but the integral symmetric structures \( \Gamma \) and \( \Gamma' \) are different in the twisted and untwisted products, so this gives rise in general to two different Pontryagin squares of the same \( \mathbb{Z}_2 \)-valued symmetric bilinear form.

Remark 6.6. In what follows we will use the notation \( P_2 \) for the twisted Pontryagin square and \( P'_2 \) for the Pontryagin square on an untwisted product.

The following Proposition 6.3.5 applies precisely to the general situation of the two Pontryagin squares \( P_2 \) and \( P'_2 \) that we have just described above.

**Proposition 6.3.5.** Let \( V \) be a \( \mathbb{Z}_2 \)-valued vector space and \( \lambda : V \otimes V \rightarrow \mathbb{Z}_2 \) a non-singular symmetric bilinear pairing. Any two quadratic enhancements \( q, q' : V \rightarrow \mathbb{Z}_4 \) over \( \lambda \) differ by a linear map,

\[
q'(x) - q(x) = 2\lambda(x, t) \in \mathbb{Z}_4
\]

for some \( t \in V \).

**Proof.** See [Tay], [DM05], [RT, page 10]. \( \square \)

Consequently from this proposition we know that the two Pontryagin squares \( P_2 \) and \( P'_2 \) differ by linear map. Furthermore the Brown-Kervaire invariants of two quadratic enhancements as in Proposition 6.3.5 are related by the following theorem,

**Theorem 6.3.6.** [Bro72b, Theorem 1.20 (x)] Let \( V \) be a \( \mathbb{Z}_2 \)-valued vector space and \( \lambda : V \otimes V \rightarrow \mathbb{Z}_2 \) a non-singular symmetric bilinear pairing, then any two quadratic enhancements \( q, q' : V \rightarrow \mathbb{Z}_4 \) over \( \lambda \) differ by a linear map, \( q'(x) - q(x) = 2\lambda(x, t) \in \mathbb{Z}_4 \) and

\[
\text{BK}(V, \lambda, q) - \text{BK}(V, \lambda, q') = 2q(t) \in \mathbb{Z}_8
\]

for some \( t \in V \).
Note that when $BK(V, \lambda, q)$ and $BK(V, \lambda, q')$ are divisible by 4 we can write this relation in terms of the Arf invariant,

$$\operatorname{Arf}(W, \mu, h) - \operatorname{Arf}(W, \mu, h') = h(t) \in \mathbb{Z}_2.$$ 

We will now show that by setting the condition of a $\mathbb{Z}_4$-trivial action $U$ there is an isomorphism between the untwisted Pontryagin square and the $\mathbb{Z}_4$-twisted Pontryagin square, in which case $h(t) = 0$.

**Pontryagin squares in terms of the action $U$**

For the proof of 6.3.9 we will need to express the Pontryagin square of the symmetric Poincaré complex $(D, \Gamma)$ over $\mathbb{Z}$ in terms of the equivariant Pontryagin square of the $(-1)^n$-symmetric Poincaré complex $(C, \varphi)$ over $\mathbb{Z}[\pi]$ and symmetric structure of $(A, \alpha)$. For this we use [Kor05, Lemma 8.8] and Definition 3.4.4 which gives the expression of the equivariant Pontryagin square

$$P_{d_R} : H^n(C; \mathbb{Z}_2) \to Q^{2n}(B(k, d_R)) = R/(I^2 + 2I);$$

$$(u, v) \mapsto (u, v)^\varphi = \varphi_0(v, v) + d_R\varphi_1(v, u)$$

with $(v, u) \in C^n \oplus C^{n+1}$ such that $d^*_{C}(v) = d_Ru \in C^{n+1}$, $d^*_C(u) = 0 \in C^{n+2}$ and where $R = \mathbb{Z}[\pi]$ and $I$ is the ideal $I = \text{Ker}(\mathbb{Z}[\pi] \to \mathbb{Z}_2)$.

**Lemma 6.3.7.** ([Kor05, Lemma 8.8]) Let $(D, \Gamma) = (C, \varphi) \otimes S^m(A, \alpha, U)$ be a $4k$-dimensional symmetric Poincaré complex over $\mathbb{Z}$, with $U$ the action of $\mathbb{Z}[\pi]$ on $(A, \alpha)$. Then the Pontryagin square on $(D, \Gamma)$ can be expressed as

$$P_2(x) = (U (P_{d_R}) \alpha)(x) \in \mathbb{Z}_4,$$

where $x \in H^{2k}(D; \mathbb{Z}_2)$ and $P_{d_R}$ is the equivariant Pontryagin square on the symmetric Poincaré complex $(C, \varphi)$ over $\mathbb{Z}[\pi]$.

**Lemma 6.3.8.** If the action $U$ is $\mathbb{Z}_4$-trivial then the $\mathbb{Z}_4$-twisted Pontryagin square

$$P_2(x) = (U (P_{d_R}) \alpha)(x) \in \mathbb{Z}_4$$

is isomorphic to the untwisted Pontryagin square

$$P'_2(x) = (\varepsilon (P_{d_R}) \alpha)(x) \in \mathbb{Z}_4.$$ 

**Proof.** An element $x \in H^{2k}(D; \mathbb{Z}_2) = H^{2k}(D'; \mathbb{Z}_2)$ is described in general as a linear
combination of a product, \( x = \sum_i c_i \otimes a_i \), so that

\[
\mathcal{P}_2 \left( \sum_i c_i \otimes a_i \right) = \sum_i \mathcal{P}_2 (c_i \otimes a_i) + 2 \sum_{i<j} \Gamma_0 (a_i \otimes c_i, a_j \otimes c_j).
\]

As \( \Gamma_0 \) is isomorphic to \( \Gamma'_0 \), then the difference between \( \mathcal{P}_2 \) and \( \mathcal{P}'_2 \) is given by the difference between

\[
\sum_i (U (\mathcal{P}_{dR}) \alpha) (c_i \otimes a_i) \in \mathbb{Z}_4,
\]

and

\[
\sum_i (\varepsilon (\mathcal{P}_{dR}) \alpha) (c_i \otimes a_i) \in \mathbb{Z}_4.
\]

As the action \( U \) is trivial over \( \mathbb{Z}_4 \), then the terms in these two sums are equal, so that the two Pontryagin squares are isomorphic.

\[ \square \]

### 6.3.2 The algebraic analogue of 6.3.1

We can now state and prove the algebraic analogue of 6.3.1. The proof of the algebraic analogue implies the proof of the geometric statement.

**Theorem 6.3.9.** Let \( (D, \Gamma) = (C, \varphi) \otimes S^m(A, \alpha, U) \) be a \( 4k \)-dimensional symmetric Poincaré complex over \( \mathbb{Z} \), with \( U \) the action of the \( \mathbb{Z}[\pi] \) on \( (A, \alpha) \), if the representation \( (A, \alpha, U) \) is \( \mathbb{Z}_4 \)-trivial then:

\[
\sigma(D, \Gamma) - \sigma(D', \Gamma') = 0 \in \mathbb{Z}_8,
\]

where \( (D', \Gamma') = (C, \varphi) \otimes S^m(A, \alpha, \varepsilon) \) is the trivial product.

**Proof.** The signatures modulo 8 of both \( (D, \Gamma) \) and \( (D', \Gamma') \) are given by Morita’s theorem 4.2.14 to be

- \( \sigma(D, \Gamma) \equiv \text{BK}(H^{2k}(D; \mathbb{Z}_2), \Gamma_0, \mathcal{P}_2) \) (mod 8),
- \( \sigma(D', \Gamma') \equiv \text{BK}(H^{2k}(D'; \mathbb{Z}_2), \Gamma_0, \mathcal{P}'_2) \) (mod 8).

From Lemma 6.3.4 we know that

\[
(H^{2k}(D; \mathbb{Z}_2), \Gamma_0) \cong (H^{2k}(D'; \mathbb{Z}_2), \Gamma'_0)
\]

and from Lemma 6.3.8 we know that the two Pontryagin squares \( \mathcal{P}_2 \) and \( \mathcal{P}'_2 \) are isomorphic, hence

\[
\sigma(D, \Gamma) = \text{BK}(H^{2k}(D; \mathbb{Z}_2), \Gamma_0, \mathcal{P}_2)
= \text{BK}(H^{2k}(D'; \mathbb{Z}_2), \Gamma'_0, \mathcal{P}'_2)
= \sigma(D', \Gamma') \in \mathbb{Z}_8.
\]
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so the result follows.

The geometric proof of Theorem 6.3.1 which states that \( \sigma(E) - \sigma(B \times F) = 0 \in \mathbb{Z}_8 \)
for a fibration \( F^{2m} \to E^{4k} \to B^{2n} \) with trivial action of \( \pi_1(B) \) on \( H^m(F; \mathbb{Z})/\text{torsion} \otimes \mathbb{Z}_4 \)
is a consequence of the algebraic proof:

For the total space of a Poincaré fibration \( F^{2m} \to E^{4k} \to B^{2n} \) with \( \mathbb{Z}_4 \)-trivial action
the \( \mathbb{Z}_4 \)-enhanced symmetric forms over \( \mathbb{Z}_2 \)

\[
(H^{2k}(E; \mathbb{Z}_2), \lambda_E, q_E),\ (H^{2n}(B; \mathbb{Z}_2) \otimes \mathbb{Z}_2\ H^2m(F; \mathbb{Z}_2), \lambda_B \otimes \lambda_F, q_B \otimes q_F)
\]
of the symmetric Poincaré complexes over \( \mathbb{Z}_4 \)

\[
(C(E; \mathbb{Z}_4), \varphi_E),\ (C(B; \mathbb{Z}_4), \varphi_B) \otimes (C(F; \mathbb{Z}_4), \varphi_F)
\]
are Witt equivalent, so that

\[
\sigma(E) = \text{BK}(H^{2k}(E; \mathbb{Z}_2), \lambda_E, q_E)
= \text{BK}(H^n(B; \mathbb{Z}_2), \lambda_B, q_B)\text{BK}(H^m(F; \mathbb{Z}_2), \lambda_F, q_F)
= \sigma(B)\sigma(F) \in \mathbb{Z}_8.
\]

**Multiplicativity modulo 8 with a \( \mathbb{Z}_2 \)-trivial action**

In [KT03] S. Klaus and P. Teichner conjectured that for an oriented Poincaré fibration
\( F^{2m} \to E^{4k} \to B^{2n} \) with trivial action of \( \pi_1(B) \) on \( H^m(F; \mathbb{Z}_2) \),

\[
\sigma(E) - \sigma(F)\sigma(B) = 0 \in \mathbb{Z}_8.
\]

Their attempt at a proof involved spectral sequences in the style of [CHS57].

In [Kor05] there is another attempt of proof of this conjecture for the case when both
fibre and base have dimensions multiples of 4, i.e for a fibration \( F^{4m} \to E^{4n+4m} \to B^{4n} \).
This attempt in [Kor05] already used the algebraic model of the total space that we
have presented in chapter 5 so that the algebraic version of the theorem is similar
to the one that we are using here. The argument in [Kor05] was to reduce a general
fibration with \( \mathbb{Z}_2 \)-trivial action to the direct sum of a double covers. The double cover
of a 4n-dimensional complex is known to have multiplicative signature modulo 8 ( [Wei92, Ran92]). Unfortunately the proof in [Kor05] has the following gap: On page 98
there is an assumption that there is always a possible choice of basis \( \{a_i\} \)
for \( A = H^{2m}(F; \mathbb{Z})/\text{torsion} \) such that the symmetric form \( \alpha : A \to A^* \) is diagonal.
In general it is not always possible to diagonalize a symmetric form over \( \mathbb{Z} \), so this
assumption (which is crucial for the rest of the proof) is too strong.

For this conjecture to be true with a \( \mathbb{Z}_2 \)-trivial action, we would need to prove that
there exists an isomorphism of the untwisted and the twisted Pontryagin squares with
$U$ a $\mathbb{Z}_2$-trivial action. At the moment it is only clear that two such Pontryagin squares differ by a linear map as explained in Proposition 6.3.5. However there is no problem if the action is $\mathbb{Z}_4$-trivial, as shown in Theorem 6.3.1.
Chapter 7

Examples of surface bundles with non-trivial signature

“The abstractions and the examples have to go hand in hand.”

Sir Michael Atiyah

7.1 Review of the example in [End98]

Atiyah [Ati69], Kodaira [Kod67] and Hirzebruch [Hir69] constructed surface bundles with non-trivial action of the fundamental group which have signature divisible by 8. That these constructions have signature divisible by 8 is clarified by Hirzebruch in [Hir69, page 264]. Lefschetz fibrations also provide examples of fibrations with non-zero signature. Nevertheless in the case of a Lefschetz fibration, the signature does not depend solely on the action of the fundamental group, but also on the existence of singular fibres. The example in [End98] is a construction of a surface bundle with signature 4 depending only on the non-trivial action of $\pi_1(B)$. In [End98], Endo gives the computation of a surface bundle with fibre an orientable surface of genus 3 and base an orientable surface of genus 111. Although the action is not given explicitly in [End98], it has been possible to compute this from the information given in the paper. This action is defined by 222 matrices in $\text{Sp}(6, \mathbb{Z})$. Rather giving all 222 matrices we shall explain how they are constructed and will give some of them explicitly, so that it will become clear that the action of $\pi_1(B)$ is not $\mathbb{Z}_4$-trivial, since it is not even $\mathbb{Z}_2$-trivial. The method used by Endo for the construction of this example was initially formulated by Meyer in [Mey73].

Example 7.1.1. In this example we give a description of Endo’s construction and give explicitly some of the matrices of the action.

Let $F^2 \rightarrow E \rightarrow B^2$ be a surface bundle. The genus of the fibre in this example is
\( h = 3 \). The bundle \( E \) is determined by its monodromy homomorphism

\[
\pi_1(B) \xrightarrow{\chi} \mathcal{M}_h
\]

where \( \mathcal{M}_h \) is the mapping class group of the fibre \( F_h \).

Since every element of \( \mathcal{M}_h \) leaves the intersection form on \( H^1(F, \mathbb{Z}) \) invariant and since \( (H^1(F_h, \mathbb{R}), \langle , \rangle) \) is isomorphic to the standard symmetric form \( (\mathbb{R}^{2h}, \omega) \), there is a natural representation

\[
\mathcal{M}_h \xrightarrow{\sigma} \text{Sp}(2h, \mathbb{Z}).
\]

Hence the action \( U : \pi_1(B) \rightarrow \text{Sp}(2h, \mathbb{Z}) \) factors through

\[
\pi_1(B) \xrightarrow{\chi} \mathcal{M}_h \xrightarrow{\sigma} \text{Sp}(2h, \mathbb{Z}).
\]

Endo uses the presentation in [Waj83] for the mapping class group \( \mathcal{M}_h \) of the fibre.

**Remark 7.1.** The presentation given in the paper [Waj83] has some errata in the relations. These were corrected in a later paper [BW94]. Although Endo only refers to [Waj83] and not to the correction [BW94], he did not use any of the incorrect relations in [Waj83] in his example, so fortunately [End98] is not affected by these errata.

The generators of the presentation of the mapping class group \( \mathcal{M}_h \) of the fibre \( F_h \) are \( y_i, u_i \) and \( z_i \), and these can be interpreted as Dehn twists with respect to the curves in the following figure:

The relations are as given in [Waj83] and [BW94]. The convention in [End98] is that positive twists are interpreted as right twists:

For example the action of the generator \( u_2 \) on homology is given by:

\[
f_2 \mapsto f_2 + e_i,
\]
This map is given by a matrix in $\text{Sp}(2h, \mathbb{Z})$,

$$
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
1 \\
0
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{pmatrix}.
$$

The explicit representation of all the generators is given on [End98, page 920].

To find a non-trivial example Endo requires a long word of generators of the mapping class group $\mathcal{M}_h$. The construction of this word of generators is described in [End98, page 923]. Endo then follows a commutator collection process to rearrange the word as a product of commutators, so that the commutators in $\pi_1(B)$ are mapped to commutators in $\mathcal{M}_h$,

$$
\pi_1(B) \xrightarrow{\chi} \mathcal{M}_h \xrightarrow{\sigma} \text{Sp}(2h, \mathbb{Z})
$$

with $A_i$ and $B_i$ products of generators of $\mathcal{M}_h$.

As the genus of the base in this example is 111, the action is defined by 222 matrices in $\text{Sp}(6, \mathbb{Z})$, such that the product of the commutator is equal to 1. A generator of $\mathcal{M}_h$ is represented by a matrix in $\text{Sp}(6, \mathbb{Z})$. After the collection process on the word of generators we have commutators $[A_i, B_i]$, where each $A_i$ or $B_i$ is the product of generators of $\mathcal{M}_h$. Using the explicit representation given in [End98, page 920], $\sigma : \mathcal{M}_h \to \text{Sp}(6, \mathbb{Z})$, we can find the matrices corresponding to each $A_i$ or $B_i$ by taking the product of the matrices that represent each of the generators in $\text{Sp}(6, \mathbb{Z})$.

Two of them are for example,

$$
\begin{pmatrix}
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
, 
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
$$

These are clearly not trivial when reduced modulo 4, as expected from the proof of Theorem 6.3.1. Interestingly these matrices are also trivial when reducing mod 2, so Endo’s example does not provide a counterexample for disproving the conjecture in [KT03].
7.2 Constructing further examples

By Novikov additivity we know that if two compact oriented $4k$-dimensional manifolds are glued by an orientation reversing diffeomorphism of their boundaries, then the signature of the union is the sum of the signature of the components. Following this idea Meyer computed the signature of the fibre bundle by dividing the base $B$ into pairs of pants $X$ and then computing the signature of the lift in the total space of each of these pairs of pants.

![Diagram](image)

The manifold on the right in figure 7.2 is a 4-dimensional manifold with three boundary components, where each boundary component is a mapping torus given by an automorphism of the fibre. We shall refer to this as $T(f, g)$ as it is the part of the total space depending on the two symplectic automorphisms $f, g : (H, \varphi) \to (H, \varphi)$

of the skew-symmetric form $(H, \varphi) = (H^1(F, \mathbb{Z}), \varphi)$.

Define $(V = H \oplus H, \Phi = \varphi \oplus -\varphi)$ and three Lagrangians

- $A = \{(x, x) \in H \oplus H | x \in H\}$
- $B = \{(y, f(y)) \in H \oplus H | y \in H\}$
- $C = \{(z, g(z)) \in H \oplus H | z \in H\}$

The form $\Phi : V \times V \to \mathbb{Z}$ is a skew-symmetric bilinear map with

$\Phi(A \times A) = \Phi(B \times B) = \Phi(C \times C) = 0.$

As in [Wal69], we consider the additive relation between $A$ and $B$ defined as $a \sim b$ if $\exists c \in C$ such that $a = b + c$. The domain of this relation is the set of $(x, x) = a \in A$ that can be expressed as $(b + c) = (y + z, f(y) + g(z))$, with $b = (y, f(y))$ and $c = (z, g(z))$. That is, the set

$A \cap (B + C) = \{(x, x) = (y, f(y)) + (z, g(z)) | x = y + z = f(y) + g(z)\}.$
We define (as in [Wal69]) a bilinear map $\Psi : A \cap (B + C) \times A \cap (B + C) \to \mathbb{R}$ by

$$
\Psi((x, x), (x', x')) = \Phi((x, x), (y', f(y')))
$$

$$
= \varphi(x, y') - \varphi(x, f(y'))
$$

$$
= \varphi(x, (1 - f)y').
$$

The form $\Psi$ is symmetric as we now check,

$$
\Psi((x, x), (x', x')) - \Psi((x', x'), (x, x)) = \varphi(x, (1 - f)y') - \varphi(x', (1 - f)y)
$$

$$
= \varphi(x, (1 - f)y') + \varphi((1 - f)y, x')
$$

$$
= \varphi(x, y') - \varphi(x, f(y')) + \varphi(y, x') - \varphi(f(y), x')
$$

$$
= \varphi(x + y, x' + y') - \varphi(x, x') - \varphi(y, y')
$$

$$
- \varphi(x + f(y), x' + f(y')) + \varphi(x, x') + \varphi(f(y), f(y'))
$$

$$
= \varphi(z, z') - \varphi(g(z), g(z'))
$$

$$
= \Phi((z, g(z)), (z', g(z'))) = 0
$$

The signature of $(A \cap (B + C), \Psi)$ is the nonadditivity invariant of [Wal69] such that $\sigma(T(f, g)) = \sigma(A \cap (B + C), \Psi) \in \mathbb{Z}$.

**Constructing an isomorphism $H \cong A \cap (B + C)$**

If $1 - f$ is an automorphism, then from the equality $y + z = f(y) + g(z)$ we obtain the relation

$$
y = -(1 - f)^{-1}(1 - g)z \quad \text{for any } z \in H
$$

and we define,

$$
H \cong A \cap (B + C)
$$

$$
z \mapsto (y + z, f(y) + g(z)) = (x, x)
$$

$$
= (-1 - f)^{-1}(1 - g)z + z, f(-1 - f)^{-1}(1 - g)z + g(z)
$$

$$
= ((1 - f)^{-1}(-1 - g) + 1 - f)z, (1 - f)^{-1}(-f(1 - g)z + 1 - f)g(z))
$$

$$
= ((1 - f)^{-1}(g - f)z, (1 - f)^{-1}((-f + f)g)z + (g - f)z)
$$

$$
= ((1 - f)^{-1}(g - f)z, (1 - f)^{-1}((g - f)z))
$$

That is, the isomorphism is given by

$$
h : H \cong A \cap (B + C)
$$

$$
z \mapsto ((1 - f)^{-1}(g - f)z, (1 - f)^{-1}((g - f)z))
$$

As $\Psi$ above is symmetric, then composition with the isomorphism $h$ gives a sym-
metric matrix.

\[ h^* \psi h(z, z') = \varphi ((1 - f)^{-1}(g - f)z, -(1 - g)z') \]

We can now choose two arbitrary automorphisms \( f \) and \( g \) and find that the form \( S(f, g) = \varphi(1 - g^{-1})(1 - f)^{-1}(g - f) \) is indeed symmetric. The signature of this symmetric form \( S(f, g) \) is the signature of \( T(f, g) \), which is the part of the total space corresponding to the pair of pants that is determined by the two automorphisms \( f \) and \( g \). \( T(f, g) \) has boundary components three mapping tori \( T(f), T(g) \) and \( T(fg) \).

Now consider the space \( T(f, gf^{-1}g^{-1}) \). This has boundary components, \( T(f), T(gf^{-1}g^{-1}) \) and \( T([f, g]) \), where \( [f, g] = fgf^{-1}g^{-1} \).

It can be proved that the boundary components \( T(f), T(gf^{-1}g^{-1}) \) are related by a homeomorphism, and identifying these two boundary components gives a bundle over a punctured torus with one boundary component, \( T(fg^{-1}g^{-1}) = T([f, g]) \), and this space has the same signature as \( T(f, gf^{-1}g^{-1}) \).

**Example 7.2.1.** Our first example is a local coefficient system. The base has genus 2 and the fibre genus 1.

As the base has genus 2 we need to define have four automorphisms \( f_1, g_1, f_2, g_2 \), all of them symplectic matrices.

\[
\begin{align*}
f_1 &= \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & g_1 &= \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix}, \\
f_2 &= \begin{pmatrix} 0 & -1 \\ 1 & -1 \end{pmatrix}, & g_2 &= \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\end{align*}
\]

Here we have made a choice of the first two automorphisms \( f_1 \) and \( g_1 \) and then constructed the other bearing in mind that the product of the commutators has to be equal to 1, \([f_1, g_1], [f_2, g_2] = 1 \). So in this example, \( f_1 = g_2 \) and \( g_1 = -f_2 \).

All four matrices are invertible. And none of \( \det(I - f_1), \det(I - g_1), \det(I - f_2), \det(I - g_2) \) is 0.

The symmetric form for \( f_1, g_1 \) is:

\[
S(f_1, g_1 f_1^{-1} g_1^{-1}) = \begin{pmatrix} 4 & -3 \\ -3 & 3.5 \end{pmatrix},
\]

this has 2 positive eigenvalues, i.e, signature 2.

The symmetric form for \( f_2, g_2 \) is:

\[
S(f_2, g_2 f_2^{-1} g_2^{-1}) = \begin{pmatrix} -4/3 & -2/3 \\ -2/3 & -10/3 \end{pmatrix},
\]

this has 2 negative eigenvalues, i.e, signature \(-2\).

Hence the local coefficient system has signature 4.
Example 7.2.2. Another example is a local coefficient system. The base has genus 2 and the fibre genus 1.

As the base has genus 2 we need to define have four automorphisms $f_1, g_1, f_2, g_2$, all of them symplectic matrices.

\[
f_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad g_1 = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix},
\]
\[
f_2 = \begin{pmatrix} 4 & -3 \\ 7 & -5 \end{pmatrix}, \quad g_2 = \begin{pmatrix} -3 & 2 \\ -5 & 3 \end{pmatrix},
\]

The product of the commutators $[f_1, g_1], [f_2, g_2] = 1$ In this example we have made the same choice as in the previous example for the first two commutators $f_1$ and $g_1$ and we have constructed the other two by conjugating both by an suitable matrix. So with 

\[
D = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix},
\]

we have the following relations

\[
f_2 = -D.g_1.D^{-1} \quad \text{and} \quad g_2 = D.f_1.D^{-1}
\]

All four matrices are invertible. And none of $\det(I - f_1), \det(I - g_1), \det(I - f_2), \det(I - g_2)$ is 0.

The symmetric form for $f_1, g_1$ is:

\[
S(f_1, g_1f_1^{-1}g_1^{-1}) = \begin{pmatrix} 4 & -3 \\ -3 & 3.5 \end{pmatrix},
\]

this has 2 positive eigenvalues, i.e., signature 2.

The symmetric form for $f_2, g_2$ is:

\[
S(f_2, g_2f_2^{-1}g_2^{-1}) = \begin{pmatrix} -6 & 4 \\ 4 & -3.33333333 \end{pmatrix},
\]

this has 2 negative eigenvalues, i.e., signature $-2$. Hence the local coefficient system has signature 4.
Appendix A

Python module for computations in section 7.2

In this appendix we give the Python module used to compute the examples in section 7.2. We shall not give any detailed explanations as this material has already been discussed in section 7.2. What we give here is the Python module, which we have written using the Python 3.4.1. version.

```python
from numpy import linalg as LA
import numpy as NP

#THIS IS THE FORMULA FOR THE SYMMETRIC FORM:
def symm(I1, P, f, g):
    return P*(I1-g*I)*(I1-f)*I*(g-f)

#THIS IS THE FORMULA TO FIND THE COMMUATATOR OF TWO MATRICES
def com(a, b):
    return a*b+a*I*b*I

I1 = NP.matrix("1 0; 0 1")
P = NP.matrix("0 2; -1 0")
f = NP.matrix("0 1; -1 0")
g = NP.matrix("0 1; -1 1")
f2 = NP.matrix("0 -1; 1 -1")
g2 = NP.matrix("0 1; -1 0")
```
print("THIS IS A CHECK THAT THE PRODUCT \nOF THE COMMUTATORS GIVES THE IDENTITY")

print(com(f, g)*com(f2, g2))
d = com(f, g)*com(f2, g2)
e = [[1, 0],[0, 1]]
if (d == e).all() :
    print ('OK')
else :
    print("The product of the commutators is not 1")
exit()

#
# signatuure for f, g
#
#

print("NOW WE COMPUTE THE SIGNATURE \nOF THE FORM CORRESPONDING TO f AND g")

print("Check that the matrices \ngiven by (I1−f) and (I1−g*f.I*g.I) are nonsingular.")
# So we begin by checking this by computing their determinants

print("The determinant of (I−f) is")
print(LA.det(I1−f))
x = LA.det(I1−f)
if not (x == 0) :
    print ('OK')
else :
    print("I−g is nonsingular")
exit()

print("The determinant of (I−g*f.I*g.I) is")
print(LA.det(I1−g*f.I*g.I))
y = LA.det(I1−g*f.I*g.I)
if not (y == 0) :
    print ('OK')
else:
    print("I−g is nonsingular")
    exit()

print("The symmetric form \( S(f, g^*\{−1\}g^\{-1\}) \) is:")
print(symm(I1, P, f, g*f.I*g.I))

# print("This has eigenvalues:")
# print(LA.eigvals(symm(I1, P, f, g*f.I*g.I)))

a = LA.eigvals(symm(I1, P, f, g*f.I*g.I))

# print("The number of positive eigenvalues is")
# print(((0 < a)).sum())
# print("The number of negative eigenvalues is")
# print(((0 > a)).sum())
print("The signature of \( S(f, g^*\{−1\}g^\{-1\}) \) is:")
print(((0 < a)).sum()−((0 > a)).sum())

# print("The number of positive eigenvalues is")
# k = LA.eigvals(symm(I1, P, f, g*f.I*g.I))
# x = symm(I1, P, f, g*f.I*g.I)
# sum(k>0 for k in x)
# print(sum(k>0 for k in x))

#-----------------------------------------------------------------------
# signature for f2, g2
#-----------------------------------------------------------------------

print("NOW WE COMPUTE THE SIGNATURE OF \)
THE FORM CORRESPONDING TO f2 AND g2")

print("Check that the matrices given \)
by \((I1−f2)\) and \((I1−g2*f2.I*g2.I)\) are nonsingular.")
# Begin by checking this by computing their determinants

print("The determinant of \((I-f2)\) is")
print(LA.det(I1-f2))
x = LA.det(I1-f2)
if not (x == 0) :
    print ('OK')
else :
    print("I-f2 is nonsingular")
    exit()

print("The determinant of \((I-g2*f2.I*g2.I)\) is")
print(LA.det(I1-g2*f2.I*g2.I))
y = LA.det(I1-g2*f2.I*g2.I)
if not (y == 0) :
    print ('OK')
else :
    print("I-g2 is nonsingular")
    exit()

print("The symmetric form \(S(f, g*f^\{-1\}*g^\{-1\})\) is:")
print(symm(I1, P, f2, g2*f2.I*g2.I ))

# print("This has eigenvalues:")

# print(LA.eigvals(symm(I1, P, f2, g2*f2.I*g2.I )))
i = LA.eigvals(symm(I1, P, f2, g2*f2.I*g2.I ))

# print("The number of positive eigenvalues is")
# print(((0 < i)).sum())
# print("The number of negative eigenvalues is")
# print(((0 > i)).sum())
print("The signature of \(S(f2, g2*f2^\{-1\}*g2^\{-1\})\) is:")
print(((0 < i)).sum() - ((0 > i)).sum())

# print("The number of positive eigenvalues is")
# k = LA.eigvals(symm(I1, P, f, g*f.I*g.I ))
x = symm(I1, P, f, g*f*I*g*I)
sum(k>0 for k in x)
print(sum(k>0 for k in x))

print("TAKING ORIENTATIONS INTO ACCOUNT, \nTHE SIGNATURE FOR THIS LOCAL COEFFICIENT SYSTEM IS:")

s1 =((0 < a)).sum()−((0 > a)).sum()
s2 =((0 < i)).sum()−((0 > i)).sum()
print(s1−s2)
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