The Jun-dependent axon regeneration gene program: Jun promotes regeneration over plasticity
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Abstract

The regeneration-associated gene (RAG) expression program is activated in injured peripheral neurons after axotomy and enables long-distance axon re-growth. Over 1000 genes are regulated, and many transcription factors are upregulated or activated as part of this response. However, a detailed picture of how RAG expression is regulated is lacking. In particular, the transcriptional targets and specific functions of the various transcription factors are unclear. Jun was the first-regeneration-associated transcription factor identified and the first shown to be functionally important. Here we fully define the role of Jun in the RAG expression program in regenerating facial motor neurons. At 1, 4 and 14 days after axotomy, Jun upregulates 11, 23 and 44% of the RAG program, respectively. Jun functions relevant to regeneration include cytoskeleton production, metabolic functions and cell activation, and the downregulation of neurotransmission machinery. In silico analysis of promoter regions of Jun targets identifies stronger over-representation of AP1-like sites than CRE-like sites, although CRE sites were also over-represented in regions flanking AP1 sites. Strikingly, in motor neurons lacking Jun, an alternative SRF-dependent gene expression program is initiated after axotomy. The promoters of these newly expressed genes exhibit over-representation of CRE sites in regions near to SRF target sites. This alternative gene expression program includes plasticity-associated transcription factors and leads to an aberrant early increase in synapse density on motor neurons. Jun thus has the important function in the early phase after axotomy of pushing the injured neuron away from a plasticity response and towards a regenerative phenotype.

Introduction

Neurons axotomized by peripheral nerve injury initiate a gene expression program, which not only facilitates long-distance regeneration in peripheral nerves, but can also achieve growth in inhibitory areas such as sites of spinal cord injury (1). A strong neuron-intrinsic regeneration response is likely to be required to promote regeneration of central nervous system neurons (2,3). Understanding how regeneration-associated genes (RAGs) are regulated is thus an important step towards the therapeutic goal of the artificial induction of the RAG program. RAG expression appears to be triggered after peripheral axotomy by a combination of retrograde signals and calcium signaling, leading to the upregulation and/or activation of a considerable number of transcription factors (TFs), including ATF3, Jun, CREB, STAT3, Smad1, CEBPD and Klf family factors (4), and is also accompanied by epigenetic changes, in particular histone acetylation and increased chromatin accessibility (5–7). In general, attempts to activate the RAG program by over-expressing these TFs or activating them by delivering upstream signaling partners have had positive but limited effects in peripheral neurons (8–12) and in corticospinal neurons (13,14).

Thus, although a fairly complete picture of the regulated genes in regenerating neurons has been acquired (15–21), many TFs are known to be involved, and it is still not well understood how this gene expression program is regulated. Although in the case of several TFs a small number of targets have been identified (8,22–24), and indeed an important role for ATF3 in activating regenerative gene transcription was shown in sensory neurons (25), in general, it is not known which RAGs are regulated by which TF and to what degree, and whether key RAG TFs also upregulate other RAG TFs. Little is known about how TFs co-operate in regenerating peripheral neurons. More broadly for most TFs, including Jun, it is not possible to ascribe to them a particular function in the regeneration program.

Jun was the first TF to be identified as regulated during regeneration (26) and the first shown to be functionally important for regeneration (22). A study of the RAG regulatory network identified Jun as one of the key hubs
of this network (27). Jun forms dimers with Jun, Fos, ATF and JDP family proteins to create the TF complex known as AP1 (28). Footprinting analysis of regulatory regions with increased accessibility after axotomy also identified many variations of AP1-like binding sites as over-represented (7). However, as we showed previously, over-expression of Jun along with 3 of its binding or hub network partners (ATF3, STAT3 and Smad1) failed to significantly boost regeneration in a CNS injury model and did not exceed the effects of over-expressing ATF3 alone in the more permissive dorsal root injury model (11). A more complete understanding of how Jun regulates RAG expression would therefore be of great benefit.

Jun homo- and heterodimers can act via AP1 sites and CRE sites (29), with the preference varying according to the dimerization partner. During axon regeneration, it is not clear whether Jun acts more via AP1-like sites or CRE-like sites, or both, and in a recent ChipSEQ study of Jun binding sites both types of binding site were bound during regeneration (30).

In this study, we have carried out gene expression profiling by microarray of regenerating mouse facial motor neurons in which Jun was knocked out. We have made a comprehensive determination of the contribution of Jun to successful regeneration in facial motor neurons, in terms of target genes, functions and regulatory mechanisms at the promoter level. We quantify the contribution of Jun to the RAG program and show it is essential for the upregulation of 254 genes. Jun target genes are found in a variety of functional categories. Deep in silico analysis of the promoter regions of Jun-dependent RAGs reveals that these promoters display over-representation of AP1 sites, much more than of CRE sites, although these are found more frequently near to AP1 sites. Furthermore, we show that in the absence of Jun the neuronal response to axotomy begins with a plasticity-type response involving an increase in synapses on the motor neurons. In facial motor neurons, Jun thus has a specific function in pushing the neuronal injury response towards regeneration rather than synaptic plasticity.

Results

Jun deletion causes profound differences in gene expression after axotomy

Floxed Jun mice crossed with nestin-cre mice (referred to as KO), in which Jun is deleted in the central nervous system, and cre-negative littermates (referred to as WT) received a facial nerve injury. Facial motor nuclei, visualized by cresyl violet staining (Fig. 1a), were excised by laser dissection from a total of 29 animals after 1 day, 4 days or 14 days after facial nerve injury or after no injury. RNA was extracted and gene expression was performed by means of microarray.

Principle component analysis of the 500 most variable genes (Fig. 1b), and hierarchical clustering of samples (Fig. 1c) showed that, with the exception of one WT animal, the uninjured WT and KO animals clustered together. At day one, separation between the genotypes is already visible and is clear at days 4 and 14, with the main difference being an obviously reduced change in principal component 1. The trajectories of the expression profiles of the two genotypes are indicated by arrows in Figure 1b. Expression of the cell-type specific marker genes GFAP, Aldh1h, Tubb3, Eno2 and Mobp in intact animals were similar (Supplementary Material, Fig. S1), suggesting that the overall contribution of different cell types to the RNA was not substantially different between genotypes. For a number of selected genes the gene expression changes were verified by quantitative RT-PCR with the RNA samples used for microarray analysis (Supplementary Material, Fig. S2). In almost all cases, the expression profiles generated by qPCR very closely reflected those generated by microarray.

Jun both induces and suppresses gene regulation in both directions

Jun deletion had little effect on gene expression prior to axotomy; only 25 genes (other than Jun) were differentially expressed between WT and KOs uninjured animals (listed in Supplementary Material, Dataset 1). Jun deletion resulted in both reduced up- and downregulation of axotomy-responsive genes, as well as increased regulation of some genes in both directions, and de novo regulation of other genes (defined as up- or downregulation of genes not regulated after axotomy in WT animals). Differentially expressed genes were thus categorized into four classes at each time point, based on the regulation induced by axotomy in wild type animals and the effect of Jun deletion on expression (see section Materials and Methods and Table 1). The JunUP class, indicated in Figure 1d, contains RAGs with Jun-dependent upregulation after axotomy, genes which are likely to be transcriptional targets of Jun. JunUP genes grew as a proportion of RAGs from 11% at day 1 to 44% at day 14 (Fig. 1d and e). Approximately half the JunUP genes at each time point are completely dependent on Jun for their upregulation, meaning that they are not regulated at all by axotomy in the absence of Jun (Fig. 1e), with the remainder defined as partially dependent (still regulated by axotomy in KO animals but significantly less than in WT mice). Over the whole time course, 254 genes, or about 10% of the RAG population, were in the JunUP category at some time point and not regulated in the knockouts at any time point (Fig. 1e). The full classification of differentially expressed genes between WT and KO animals at each time point is given in Supplementary Material, Dataset 1.

The JunDOWN class (see Fig. 1d) contains genes showing Jun-dependent downregulation after axotomy. Jun downregulates relatively fewer genes than it upregulates (growing from 2% of downregulated genes at 1 day to 19% at day 14). Also indicated in Figure 1d are the AltUP class, containing genes, which are de novo upregulated after axotomy and RAGs with increased upregulation in the KO; and the small AltDOWN class, genes which are newly downregulated or with increased downregulation in the KO.
Figure 1. Jun deletion causes profound differences in gene expression after axotomy. (a) Cresyl violet-stained facial nucleus (outlined in green) shown before (left) and after laser dissection. Scale bar 500 μm. (b) Principle component analysis of WT and KO gene expression profiles 1–14 days after facial nerve injury and in uninjured animals, performed with the 500 most variable genes. Each point represents one animal. While uninjured WT and KO animals cluster together, at day 1 after injury the two genotypes begin to move apart and are clearly separable at day 4 and day 14, while within each time point/genotype animals cluster near each other, apart from one uninjured wild-type animal. The trajectory of KO animals (blue arrow) shows a reduced distance of travel in principle component 1 compared to the WT trajectory (green arrow), reflecting the reduced regulation of Jun target genes. (c) Heatmap of gene expression profiles with hierarchical clustering. Genotype and time point are indicated by color on the x-axis as shown in the key. In general, animals at the same time point and genotype cluster together. (d) Numbers of genes regulated by axotomy and differentially regulated with Jun deletion in facial motor neurons. In the left panel the overlap of the two boxes represents genes upregulated in a Jun-dependent manner (the JunUP class). The AltDOWN class (newly or more strongly downregulated genes in the KO) is also indicated. In the right-panel, the overlapping areas represent Jun-dependent downregulated genes (the JunDOWN class) while the purple area indicates genes that are de novo upregulated or more strongly upregulated by axotomy in KO animals (the AltUP class). (e) Percentages of regeneration-associated genes that show complete dependence on Jun after axotomy at each time point (so not significantly regulated in KO animals after axotomy, compared to uninjured animals), partial dependence (still upregulated after axotomy in KO mice but significantly less than in WT mice) and complete dependence on Jun over the whole time-course (no residual upregulation seen at any time point).

Table 1. Classification scheme for genes that were differentially expressed between WT and KO animals. For each time point, genes were first classified according to wild-type regulation after axotomy, compared to uninjured animals, and then according to the differential expression between WT and KO animals.

| Regulation in WT following axotomy | Relative expression in KO compared to WT | Regulatory class | Description |
|-----------------------------------|----------------------------------------|-----------------|-------------|
| Up                                | Lower                                  | JunUP           | Jun-upregulated |
| Down                              | Higher                                 | JunDOWN         | Jun-downregulated |
| Up                                | Higher                                 | AltUP           | Alternative upregulated |
| No change                         | Higher                                 | AltDOWN         | Alternative repressed |
| Down                              | Lower                                  |                 |              |
| No change                         | Lower                                  |                 |              |

Jun regulates a subset of classical RAGs and many previously unidentified RAGs

RAGs with complete dependence on Jun over days 1–4 are shown in gene expression heatmaps in Figure 2a, while genes with partial dependence are shown in Figure 2b. Some known RAGs are found in each category (e.g. Flrt3 is fully Jun-dependent in Figure 2a and Sprr1a partially so in Fig. 2b). Many novel RAGs with strong Jun-dependent upregulation are also seen (e.g. Pop5, Ccdc68, Lce1i, Speer1 and a long non-coding RNA, 9230110K08Rik).

Several additional classical or well-known RAGs showed a range of effects as shown in Figure 2c, with
Jun controls expression of a subset of other regeneration-associated transcription factors (RAG TFs)

Expression profiles of RAG TFs are of interest because they indicate how Jun may be positioned relatively in the hierarchy of the gene regulatory network. At day 1, no TFs showed dependency on Jun for their upregulation. Eight TFs were fully dependent on Jun at later time points: Ascl1, Cebpa, Esr2, Maf, Stat5b, Zfp367 (Fig. 2d), and, at 14 days only, Rela and Six1. At day 4, a further seven TFs were upregulated in a partially Jun-dependent manner, including the known RAG TFs Klf6 and Klf7, plus Dmrt2, Elk3, Mafb, Nfil3 and Sna12 (Fig. 2e) and eight more Jun-dependent TFs at 14 days. Two known RAG TFs, JunB and Cebpb, were also upregulated by axotomy but were in fact more highly expressed in mutant animals and thus belong in the AltUP class. Other well-known RAG TFs (e.g. Atf3, Stat3, Smad1) were not significantly affected by Jun deletion (examples are shown in Supplementary Material, Fig. S3b). Six additional AP1 family members were upregulated by axotomy: Batf3, Batf, Fosl1, Fosl2, Atf4 and Atf5, but these were mostly unaffected by Jun deletion (Supplementary Material, Fig. S3c). Thus, Jun commands a segment (approximately 10%) of the regeneration-associated transcription factor response.
from day 4. A full list of differentially expressed Jun-dependent TFs is given in Supplementary Material, Dataset 1.

**An alternative gene upregulation program takes place in the KO**

Strikingly, in the absence of Jun, a large number of genes were upregulated that are not upregulated in WT animals, and some RAGs showed increased upregulation instead of decreased expression. Together, these genes form the AltUP class, indicated in Figure 1d. Thus, it appears that an alternative gene expression program is triggered by axotomy in the absence of Jun. Expression heatmaps of some of these genes are shown in Figure 2f-g. Notably, a number of TFs are members of this class, including Fos, Egr1, Egr2 and Ddit3 (Fig. 2g).

**Functions of Jun in regeneration**

To understand more about the targets of Jun in regeneration, we performed Gene Ontology (GO) over-representation analysis on the genes in the JunUP, JunDOWN and AltUP classes. Over-represented GO classes were grouped into broader categories for summarization (Fig. 3) (The full analysis is available in Supplementary Material, Dataset 2.)

In the JunUP class, most identified categories of function were regeneration-related activities (labeled pink in Fig. 3), a number of which have not previously been ascribed to Jun. The remaining functions (labeled yellow in Fig. 3) include well-known activities of Jun in other cell types, such as cell-death and cell cycle/cell division. At day 1, classes related to cell death were the most significant (expression profiles are shown in Supplementary Material, Fig. S4a), along with both extracellular and intracellular signaling, and classes related to secretion. At day 4, classes related to cell cycle and cell division (see Supplementary Material, Fig. S4b) were among the most significant. However, the most significant class overall was cell activation, while classes relevant to regeneration, such as cytoskeleton organization (including several myosins; Supplementary Material, Fig. S4c) and cell adhesion, were also over-represented. Metabolic functions also feature prominently. In general, at 4 days, JunUP targets appear to contribute to a general activation of the cell, increased metabolism and structural components of the regenerating axon. At day 14, additional relevant classes such as cell migration and transport appear. Immune and inflammatory processes also become prominent, likely due to the greater influx of T-cells in WT animals (22) at this time point. The genes in cell death-related GO classes, such as Casp6, Msh6, Hax1 and Lgfbp3, are all previously unidentified pro-apoptotic targets of Jun and do not include the already reported pro-apoptotic Jun targets, Hrk (31) and Bcl2l11 (32). Similarly, although control of the cell cycle is a known Jun function (33), the JunUP genes with this function are newly identified targets, e.g. the cyclins Ccn2a, Ccnb1, Ccnb2 and the cyclin-dependent kinase Cdk6.

**Jun downregulates genes for neurotransmission**

In the JunDOWN set of genes (Jun-dependent axotomy-downregulated genes), over-representation of genes related to neurotransmission was seen at 4 days (labeled green in Fig. 3). Specifically, members of the GO classes for voltage-gated potassium channels and post-synaptic cell components (Supplementary Material, Fig. S4d and e) were all downregulated in a Jun-dependent manner. Jun thus appears to control a reduction in neurotransmission machinery after axotomy.

**Jun suppresses a gene expression response directed at synaptic plasticity**

The AltUP program represents a gene expression response to axotomy that is usually suppressed by Jun. GO analysis of the early AltUP program (genes induced by axotomy when Jun is absent) revealed GO classes related to synaptic plasticity and learning and memory (labeled blue in Fig. 3). In the day 1 AltUP program, these classes included the TFs Fos, Egr1 and Egr2, and several other rapidly upregulated plasticity-associated genes, shown in Supplementary Material, Figure S4f. The AltUP class also contained some categories of over-represented GO classes similar to those found in the JunUP group (even though the two groups contain no shared genes, by definition), such as cell death and cell communication at day 1, and numerous metabolic processes at days 4 and 14, suggesting compensatory changes that take place in response to Jun deletion and the resultant lack of certain (particularly metabolic) functions.

**Histochemical validation shows JunUP and AltUP genes are regulated specifically in neurons**

The nestin-Cre mouse line used here should delete Jun in all cells of the facial motor nucleus and not just motor neurons. Jun expression is confined to motor neurons after axotomy (34), so the effects on gene expression are expected to be neuronal. Nonetheless, we sought to confirm that most gene expression changes we detected were in motor neurons. We carried out in situ hybridization (ISH) or immunohistochemistry for a number of genes in the JunUP and AltUP groups. Targets for validation were selected that showed clear differential expression between WT and KO animals. Targets in Figure 4 were selected to represent the following different facets of Jun function: apoptosis, well-known RAGs, and the AltUP program.

All selected targets were upregulated specifically in motor neurons, in a manner consistent with the gene expression profiling. Figure 4a shows ISH for two apoptosis related genes, Msh6 and Casp6, while Figure 4b shows ISH for Sprr1a, Npy and Fitr3, all known RAGs that are Jun dependent. Figure 4c shows ISH for Egr1, Reg3b and Gdf15, all genes that take part in the AltUP program, while Figure 4d shows immunohistochemistry for two TFs in the AltUP program: Fos and Egr2. These AltUP genes can also be seen to be upregulated specifically in motor neurons. Validation was carried
Figure 3. GO analysis of the JunUP, AltUP and JunDOWN regulatory classes shows that most functions of Jun-dependent genes after axotomy are relevant to regeneration. Shown is an overview of broad categories of over-represented GO classes. Circle fill color indicates FDR of the most significant GO class per category. Size represents percentage of genes in the regulatory class, as shown in the key (only categories with at least 5% of genes are shown). Categories are color-coded to distinguish regeneration-relevant functions, other functions, Jun-downregulated neurotransmission-related classes and the Jun-suppressed plasticity response. Initially (at day 1), the range of over-represented functions is small, but these become broader with time as many more processes are affected at day 4 and day 14. Known functions of Jun such as cell-death and control of cell cycle are represented but are outnumbered by classes related to regeneration, such as cytoskeleton organization, cell adhesion and intracellular signaling. Together with cell activation and metabolic functions, these suggest an overall activation of cellular metabolism and cytoskeleton production as major pro-regenerative functions of Jun. Meanwhile, Jun also downregulates genes related to neurotransmission (in the JunDOWN class), and AltUP genes contain synaptic plasticity classes as well as metabolic functions. See Figs S3 and S4 for expression profiles of genes by functional category.

Out at all time points in multiple animals (n = 2–3). The time point shown for each gene was chosen where the differential regulation between genotypes was the strongest according to the gene expression profiles. Quantification of gene expression and protein expression differences observed by ISH and immunohistochemistry, expressed as the ratio of intensities in facial motor neurons in WT and KO sections, is shown in Figure 4e, and confirms the differential expression of these genes after axotomy over the time course in facial motor neurons.

Lastly, Supplementary Material. Figure S5 shows seven other genes, selected to represent the following functional categories: cytoskeleton, novel RAGs, apoptosis, cell signaling and cell division. These genes are as follows: Ccdd68, Nrap (cytoskeletal functions); Speer3, Pop5 (novel RAGs); Rras2 (cell death); Shh (cell signaling); and Fgf3 (cell division). Again, these genes were all upregulated specifically in motor neurons, and in a manner consistent with the gene expression profiling.

In silico analysis of promoter regions identifies much greater over-representation of AP1 sites than CRE sites

In order to learn more about possible mechanisms of Jun-dependent RAG regulation, we performed an in silico analysis of sequences up to 5 kb upstream of the transcription start sites (TSS). These sequences include the core promoters (35–50 bp upstream of the TSS), the proximal promoters (up to 250 bp upstream) and distal promoter elements (over 250 bp upstream). We refer to the sequences up to 5 kb upstream of the TSS as ‘promoter regions’. These regions are important sites of transcriptional regulation. Although regulation also takes place outside these regions in distal enhancers and also in downstream sequences, analysis of these regions can shed light on the subset of regulatory mechanisms that take place in these areas. We sought evidence for the presence of AP1-like or CRE-like sites in the promoter regions of Jun-dependent RAGs, and we aimed, where possible, to determine if motifs corresponding
Figure 4. JunUP and AltUP genes are regulated specifically in neurons. (a-c)ISH and (d) immunohistochemistry (IHC). Time points after axotomy are indicated by the labels. (a) ISH for two apoptosis-linked Jun targets, Msh6 and Casp6. (b) ISH for three known regeneration-associated genes, Sprr1a, Npy and Flrt3, with strong Jun dependence. (c) ISH for three genes in the AltUP category, Egr1, Reg3b and Gdf15. (d) IHC for two genes in the AltUP category at day 1, namely Fos and Egr2. All targets are regulated as expected and upregulation is confined to the facial motor neurons. Scale bar 50 μm. See Supplementary Material, Figure S5 for further examples. (e) Quantification of gene and protein expression differences in histological stainings between WT and KO animals. Graphs show the ratio of WT to KO staining intensities in cytoplasm (ISH) and nuclei (IHC for Fos and Egr2) and confirm the differential expression profiles after axotomy in facial motor neurons between WT and KO animals.

to particular dimerization partners were preferred. We also looked for binding site motifs present in promoter regions of de novo upregulated genes in the AltUP class. Sequence motifs of typical AP1 and CRE sites are shown for comparison in Supplementary Material, Figure S6a. Note that CRE sites are highly similar to AP1, with the addition of a single base in the motif center.

We looked for over-representation (OR) of target sites in promoters of interest compared to a control set of promoters of unregulated genes. We found that using a flexible scoring threshold (explained in section Materials and Methods) improved sensitivity. The efficacy of this approach is demonstrated in Suppl. Fig. S6b, where over-representation of an AP1 site is tested in the day 1 JunUP promoters and the day 4 JunUP promoters, compared to an unregulated promoter set, at a range of scoring thresholds. At day 1, OR is significant at a range of thresholds below 88%, whereas at day 4, OR is achieved at a set of thresholds mostly above 88%, and the two sets of thresholds are nearly mutually exclusive. With a fixed threshold, OR of AP1 sites in either or both promoter sets would likely not be found. The flexible threshold therefore ensures superior sensitivity compared to a fixed threshold approach.

We also incorporated a requirement for conservation across multiple species (conservation in rat, guinea pig, rabbit, human and marmoset was considered) (see section Materials and Methods). We searched for over-representation of AP1 sites and of ATF2, ATF3 and CREB1 binding sites (all CRE-like), optimizing first for over-representation ratio and then for ‘Additional Sites’ (AS) i.e. the increase in number of sites found over that expected based on the control promoters. We searched exhaustively, varying conservation (in 0–5 species besides mouse) and promoter length. AP1 site over-representation was found at all time points in the JunUP promoters (Fig. 5a and b), while CRE-like sites were less strongly over-represented and only found at day 1 (Fig. 5c). Imposing a requirement for conservation across species markedly improved the signal of both
Figure 5. Promoter analysis reveals predominant over-representation of AP1 sites in Jun-dependent genes. (a) Over-representation (OR) ratio of sites in regulated promoters to sites in an unregulated promoter set of AP1 sites in JunUP promoters at each time point was calculated for varying promoter lengths and requirements for cross-species conservation, using the AP1 position weight matrix in Supplementary Material, Figure S6. The requirement for conservation of binding site scores across additional species dramatically improves the OR ratios, and is essential to detect OR ratios above 2.5 (indicated by a dotted line) in most cases. Short promoter sequences give higher ratios, likely because of clustering of AP1 sites near transcription start sites. Here, all over-representation is significant at \( P < 0.005 \) (binomial test, FDR <0.01). Conservation in rat, guinea pig, rabbit, human and marmoset was included. (b) As an alternative measure to the ratio of sites, we calculated the number of additional sites (‘AS’) compared to that expected from the control promoter set. Optimizing the AS score identifies more binding sites than optimizing for ratio. AS increases with promoter length (shown on the x-axis), unlike OR ratio. AS also benefits from the requirement for conservation. Here, a minimum ratio threshold of 2.5 was imposed. (c) Over-representation of CRE sites in JunUP promoters, optimized for AS score. ATF2 and ATF3 binding sites (both CRE-like) were only over-represented at day 1, and less robustly so than AP1 sites. Results for CREBP1 sites were similar to ATF3 (not shown). (d) Promoter analysis of binding sites for Jun dimers with various partners. AS score is plotted against expression level, for day 1 (circle) and day 4 (triangle) for position weight matrices representing JUN dimerized with the factor indicated. JUN/JUND and JUN/BATF3 matrices were not available, so JUND and BATF3 homodimers are shown instead with dotted lines. The data are consistent with regulation by Jun dimers with ATF3, as well as JUNB, ATF3 binding sites. For subsequent analyses, a promoter length of 1 kb and conservation in mouse plus three species was chosen, as this gave clear signals for both types of binding site.

We examined AS scores for Jun dimers with specific partners (Fig. 5d), and plotted these against expression level. Our analysis is compatible with target gene regulation by Jun dimerizing with ATF3, as well as JUNB.
**Figure 6.** Further analysis of JunUP promoters and AltUP promoters, leading to proposed modes of regulation by Jun (a–c). Using 1 kb promoters, requirement for conservation in three additional species besides mouse, and optimizing for the additional sites (AS) score, we analyzed the JunUP promoters for all binding sites in our database. Often, multiple position weight matrices (PWMs) corresponding to different TFs detect sites at the same locations, so PWMs detecting hits at the same locations were grouped together. The PWM with highest AS score is indicated first. In brackets is the highest-expressed TF in the same location group with at least 75% of the highest score. AP1 sites (red bars) show highest over-representation scores at day 1 and day 4, and second highest at day 14. CRE sites were 10th highest at day 1. (b) Analysis of AltUP promoters shows SRF sites as the only type over-represented at day 1, while at later time points CEBP sites dominate. (c) We analyzed the flanking regions of AP1 sites found in (a) to identify possible co-operating factors. Here, we found CRE sites (blue bars) over-represented in these flanking regions. (d) Flanking region analysis of SRF sites found in (b) identifies CRE sites (blue bar) over-represented in these regions. (e) Four proposed modes of transcriptional regulation by Jun suggested by the analysis in (a–e). Jun increases transcription predominantly via AP1 sites, and at AP1 and CRE sites in proximity, but only weakly from CRE sites by themselves, while Jun suppression of the AltUP program is via CRE sites near to SRF sites.

FOSL2 and other AP1 members, but strong signals were also found for BATF and BATF3.

We then tested all binding site matrices for the AS measure in JunUP promoters (Fig. 6a). At day 1 and day 4, AP1 sites are the most strongly over-represented sites and are second highest at day 14, while the only appearance of CRE sites is at day 1, as 10th highest.

We also analyzed the promoters of the AltUP genes. We found over-representation of binding sites for serum response factor (SRF) in these promoters. At day 1, this was the only site showing significant over-representation (P = 10^-7, binomial test; false discovery rate (FDR) = 0.24). At day 4 and day 14, SRF sites were still over-represented, but CEBP family sites showed the greatest AS score (Fig. 6b).

To identify factors potentially co-operating with Jun in transcriptional regulation, we examined flanking regions (100 bp on either side) of AP1 sites in JunUP promoters, and of SRF sites in AltUP promoters. At day 1 and day 4 we found over-representation of CRE sites near AP1 sites (Fig. 6c). Lastly, we found CRE sites over-represented near SRF binding sites in day 1 AltUP promoters (Fig. 6d).

These in silico findings lead us to hypothesize that, in promoter regions, Jun acts via the four modes of transcriptional regulation shown in Figure 6e, where Jun-induced upregulation is predominantly via AP1 sites, and also via AP1 and CRE sites in close proximity, but only weakly from CRE sites by themselves, while Jun suppression of the AltUP program is via CRE sites near to SRF sites.

**The aberrant plasticity response, usually suppressed by Jun, manifests as an increase in synaptic density**

GO analysis of the AltUP program, containing genes usually suppressed by Jun, revealed GO classes related to synaptic plasticity, learning and cognition. We found SRF binding sites over-represented in AltUP promoters, and indeed AltUP members Fos, Egr1 and Egr2 are known targets of SRF [35]. Furthermore all four TFs are linked to regulation of synaptic plasticity and learning [36–39].

The synaptic plasticity functional class included three out of eight TFs in the AltUP class, and Egr1 in particular was one of the most strongly upregulated genes. Several other strongly upregulated genes (Fgf21, Gdf15) may affect synaptic plasticity [40,41] and are SRF targets [42,43]. Together, these data indicate that a synaptic plasticity response is a major component of the AltUP program. Thus, it appears that Jun suppresses a plasticity program in facial motor neurons that can nonetheless be triggered by axotomy when Jun is absent.

The existence of a plasticity response in axotomized facial motor neurons is of interest because neuronal...
plasticity, rather than regeneration, is characteristic of the CNS response to injury (e.g. stroke or traumatic brain injury). Motor neurons are located in the CNS but normally respond with a regeneration response following injury to their axons. The existence of this plasticity response in KO facial motor neurons is significant because it suggests Jun has evolved a specific role to favor regeneration in these motor neurons. We therefore chose to study this unexpected response further.

We first investigated whether increased plasticity was detectable in the axotomized facial nuclei in Jun mutants, by quantifying synapse density on motor neuron profiles and on perineuronal dendrites.

Axotomized (1 day post-injury) and uninjured facial nuclei were immunostained for synaptophysin and MAP2, along with a fluorescent Nissl stain to identify motor neurons. Motor neuron profiles were identified using the neural network U-NET via its ImageJ plug-in, trained on manually segmented images. Synapse density was quantified on cell body profile boundaries and on MAP2-stained dendrites within 50 μm of cell bodies.

Surprisingly, in Jun KO motor neurons, the baseline synaptic density was significantly lower than in WT mice (P < 0.05). In wild type mice, synaptic density appears to decrease, consistent with the known phenomenon of synaptic stripping (45,46) (Fig. 7e). The decline over the 14 day period was significant (P = 0.04; interaction of synaptic density with time over whole time course). Synaptic density decreased in the first day after axotomy and then remained stable, although this initial decrease is not significant. Strikingly, in KO motor neurons a significant increase in synaptic density was observed on cell bodies at day 1 (P = 0.01; Fig. 7e), consistent with the idea that Jun-negative motor neurons initially activate a plasticity response. Thus synapse densities in WT and KO show opposite responses in the first day after axotomy, and the time course of synapse density on motor neuron cell bodies over the first day was significantly different between WT and KO animals (interaction of time with genotype, P = 0.002).

Synapse density on dendrites close to motor neuron cell bodies showed a similar pattern. Synapse density on dendrites increased significantly (P = 7 x 10⁻⁵) after axotomy (Fig. 7f), while in WT animals, a slight decline in density was seen (n.s.). Again, the time course of synapse density on proximal dendrites over the first day was significantly different between WT and KO animals (interaction of time with genotype, P = 0.008). The change in synaptic density can be seen in the images of motor neurons shown in Figure 7g-j. Each neuron shown has a synaptic density close to the means depicted in Figure 7e.

SRF is constitutively expressed in mouse facial motor neurons, but SRF mRNA levels are unaffected by axotomy (Supplementary Material, Fig. S2). No difference was found in SRF protein expression between WT and KO animals (Fig. 7k, l, m). If anything, SRF protein expression was marginally lower in KO animals (n.s.).

The synaptic density increase is driven by SRF target genes

Fos, Egr1 and Egr2 are well known targets of SRF, and indeed SRF binding sites were heavily over-represented in the AltUP promoters. We therefore hypothesized that blocking expression of SRF target genes after axotomy would substantially block the AltUP program and the accompanying plasticity response. We therefore investigated the effect of expressing a dominant-negative SRF (dnSRF) construct in the KO facial nucleus, using adeno-associated viral (AAV) vectors. A comparison of AAV serotypes revealed that AAV6 gave robust neuron-specific transduction in the mouse facial nucleus (Supplementary Material, Fig. S7). AAV6 vectors containing a dual vector construct expressing dnSRF and fGFP (47), or just fGFP, were injected into the facial nucleus. After 2 weeks, animals were given a facial axotomy and sacrificed after 1 more day, or were sacrificed uninjured.

Immunohistochemistry revealed that dnSRF does indeed block expression of Fos (Fig. 8a) and Egr2 (Supplementary Material, Fig. S8a), while ISH shows it also blocks expression of Gdf15 (Fig. 8b), Egr1 and Fgf21 (Supplementary Material, Fig. S8b, c). However, Reg3b upregulation still occurred in dnSRF-expressing neurons (Supplementary Material, Fig. S8d), indicating that other pathways are also active in the AltUP program after axotomy.

Synaptic density measurements in uninjured animals and at 1 day after axotomy were performed on GFP-positive motor neurons and on GFP-positive perineuronal dendrites. As shown in Figure 8c and d, expression of dnSRF reversed the effect of Jun deletion on synaptic density on motor neuron cell bodies, restoring baseline synaptic density to WT levels and restoring the WT pattern of synaptic density changes over the first day (c.f. Fig. 7e). In neurons transduced with GFP-only expressing virus, cell body synapse density increases (P = 0.018; Fig. 8c), while in dnSRF/GFP expressing neurons, it decreases slightly (n.s.; Fig. 8c), as it does in WT animals (Fig. 7e). The interaction between virus transgene and time is significant (P = 0.013) indicating the two groups behave differently. Synapse density changes can be seen in the images of GFP-positive motor neurons in Figure 8d, corresponding to the four conditions plotted in Figure 8c.

Synaptic density on dendrites shows a similar response (Fig. 8e), with a significant interaction between virus transgene and time (P = 0.013). In the GFP-only virus group, the increase in synaptic density is not significant. However, a significant decrease is seen in the dnSRF group (P = 0.006), indicating that synaptic stripping is taking place. These results show that the plasticity response in response to axotomy, resulting in new synapse formation on motor neurons, is driven by SRF target genes.

Discussion

In this study, we have defined the role of Jun in the regeneration-associated gene program of injured facial
Figure 7. The aberrant plasticity gene expression response, usually suppressed by Jun, manifests as an increase in synaptic density. (a) Immunohistochemistry for motor neuron cell bodies (Nissl stain; red), synaptophysin to visualize synapses (green) and MAP2 to label dendrites (blue). (b) Single channel image of the Nissl stain. (c) Mask generated by the U-NET neural network trained to recognize facial motor neurons. (d) Rim of motor neurons identified in (c) overlaid (in magenta) on a thresholded image of the synaptophysin staining. Synapse density was calculated as fraction of green pixels in the neuronal rim area. Scale bar: 20 μm. (e) Synapse density changes on motor neuron cell bodies after axotomy in WT and KO mice. In WT animals, synaptic stripping can be observed beginning at day 1. Synapse density remains lower over the time course. (The decline over the whole time course is significant, \( P = 0.04 \).) In KO animals, on the other hand, synapse density is lower than in WT animals but increases significantly in the first day \( (P=0.01) \), consistent with the observed expression of a plasticity related set of genes in these animals (Fos, Egr1, Egr2). The changes in density over the first day are significantly different between genotypes \( (P=0.002) \). (f) Synapse density changes on motor neuron dendrites after axotomy in WT and KO mice. Again, synapse density declines slightly on perineuronal dendrites (n.s.). In KO animals, as on the cell bodies, a marked increase is seen in the first day \( (P=7 \times 10^{-5}) \). The changes in density over the first day are significantly different between genotypes \( (P=0.008) \). Data in (e) and (f) are shown as mean ± 95% confidence intervals. (g-j) Synaptophysin staining (green) and Nissl stain (red) shows synapse density changes in WT and KO mice over the first day. Synapse densities of the neurons shown are close to the mean values depicted in panel (e). A decrease in density is visible in WT mice from uninjured (g) to day 1 after axotomy (h), while the low initial density in uninjured KO animals (i) and sharp increase 1 day after axotomy (j) are visible. Scale bar 10 μm. (k, l) Immunohistochemistry for SRF in WT (k) and KO (l) facial nuclei 1 day after axotomy. SRF staining intensity was similar between genotypes. Scale bar: 50 μm. (m) Quantification of nuclear SRF labeling at all time points. No difference between genotypes and no significant regulation of SRF protein after axotomy was seen. Data are shown as mean ± SEM. Thus, the expression of SRF target genes in KO mice is not due to higher SRF expression in these animals.
Figure 8. Synaptic density increase is driven by SRF target genes. (a-d) Dominant negative SRF blocks AltUP gene expression and restores normal synapse density responses. AAV6 vectors expressing both dominant negative SRF (dnSRF) and farnesylated GFP (fGFP), or control vectors expressing fGFP only, were delivered to the facial nucleus in KO mice. See Supplementary Material, Figure S7 for AAV serotype testing. (a, b). Immunohistochemistry for Fos (a) and ISH for Gdf15 (b) in KO animals in neurons expressing fGFP and dnSRF, or fGFP only. The left set of six panels show Fos and Gdf15 induction in motor neurons expressing fGFP only, while this is blocked in neurons expressing dnSRF (right set of six panels). Arrows indicate motor neurons visible in Nissl staining that are GFP positive and thus transduced. Scale bar 25 μm. See Supplementary Material, Figure S8 for more examples. (c) DnSRF restores normal synapse density responses. Synapse density was quantified in GFP positive motor neurons and GFP-positive dendrites 1 day after facial nerve injury and in uninjured animals. Baseline synapse density on motor neurons expressing GFP and thus dnSRF is restored to WT levels and decreases slightly (n.s.) as in WT animals, while motor neurons expressing only fGFP show an increase in synapse density, similar to that seen in Figure 7e. Data are shown as mean ± 95% confidence intervals. (d) Synaptophysin (green) and Nissl stain to identify motor neurons (red) (top row). Each motor neuron is GFP-positive and thus transduced (bottom row). The synapse density changes quantified in (c) can be seen. Each motor neuron shown has a rim synapse density close to the mean value shown in (c) for the condition indicated. Scale bar 10 μm. (e) On dendrites, while the increase in synapse density on dendrites of fGFP-only expressing neurons is not significant, dnSRF induces a significant decrease, indicating that synaptic stripping is restored. Data are shown as mean ± 95% confidence intervals. (f) Schematic depiction of the effect of Jun on neuronal phenotype early after axotomy. In WT animals, axotomy leads to Jun upregulation and activity, leading to RAG upregulation. Synaptic stripping occurs as part of the regeneration program. Axotomy also leads to SRF activation, but SRF activity is normally blocked by Jun (see also Fig. 6e). In the absence of Jun, SRF activity leads to an aberrant plasticity response involving Fos, Egr1 and Egr2 and increased synapse density. Thus, Jun pushes the cell away from a plasticity response towards a regeneration response.
motor neurons, identifying its regulatory targets, its biological functions and modes of gene regulation, and revealing its key importance in directing the axotomized facial motor neuron towards a regenerative response over a plasticity response. Currently, while many TFs have been linked to functional effects on axon regeneration (8–10,13,22,24,48), relatively little data are available on what these TFs do in terms of gene regulation. Targets of KLF7 have been identified in CNS neurons (49), but not in peripheral neurons, where regeneration is much more efficient. In a conceptually similar study to this one, gene expression profiling in injured facial motor neurons of ATF3 knockout mice was performed, but only a handful of genes were identified as statistically significant (23), although recently a large number of differentially expressed genes were identified in axotomized ATF3-deleted sensory neurons (25). Thus, currently there is a lack of knowledge about the target genes of each RAG TF, its contribution to the RAG program, and the interplay between RAG TFs.

The contribution of Jun to the RAG program

We find that Jun contributes to upregulation of a significant fraction of the RAG program in facial motor neurons, increasing over time from about 10% at day 1 to around 40% of the RAG genes at 14 days. Approximately half of these genes are absolutely dependent on Jun for their upregulation in response to axon injury. The initial phase of the response to axotomy appears to proceed by multiple pathways, since the upregulation of most other TFs associated with axotomy appears to be largely unaffected in the first 24 hours, but Jun appears to drive expression of 10–20% of the transcription factors going up after axotomy (about half of these being fully Jun-dependent) at later post-lesion time points. In a gene regulatory network, key TFs at the network hubs drive expression of other TFs, and this appears to be the case for Jun.

Successful regeneration occurs after axotomy in multiple types of neurons, e.g. sensory and autonomic neurons in the peripheral nervous system and spinal motor neurons. It remains to be seen whether Jun deletion has similar impact on RAG expression in these other regenerating cell types.

Potential modes of regulation by Jun

We find, by in silico analysis, heavier over-representation of AP1 sites than CRE sites in Jun-dependent RAG promoter regions. While such an analysis does not allow firm conclusions to be drawn about regulatory mechanisms, these findings suggest that, in regions upstream of transcription start sites, direct Jun regulation of RAG targets may occur predominantly via AP1 sites rather than CRE sites, although we find evidence for some CRE-dependent targets as well as regulation via adjacent AP1 and CRE sites. This is in contrast to a recent Chip-SEQ analysis of Jun binding-sites in regenerating neurons, which did not clearly favor AP1 or CRE sites (30). Although it is unclear which are the major Jun dimerization partners during regeneration, our data are compatible with Jun forming dimers with ATF3 (a known growth-promoting combination (30,50)), AP1 factors such as JUNB and FOSL2, but also BATF and the upregulated BATF3. Several other binding sites were identified in the promoter region analysis, notably MEF2 in the day 1 JunUP promoters, and MAF/MAFB, whose binding sites arise in the flanking regions of AP1 sites in these promoters. Both MAF forms are upregulated in a Jun-dependent manner. We hypothesize that these factors may co-operate with Jun in early regulation of RAG expression.

As well as acting via promoters, it is likely that Jun activity at enhancer sequences also contributes to regulation after axotomy. Indeed, a ChipSEQ study of Jun binding in sensory neurons showed changes in Jun binding at enhancers after axotomy (30). Regulation by Jun via enhancers may use different mechanisms and binding partners to those suggested by analysis of the promoter regions. However, the difficulty in linking specific genes to their enhancers precludes a similar analysis of these sequences.

Functions of Jun targets

Jun target genes have a broad range of functions relevant for regeneration, including many signaling pathways and cell adhesion. Furthermore, Jun appears to have a general activating effect on the cell, increasing both metabolism and cytoskeleton production. Jun also appears to control the downregulation of neurotransmission machinery, such as post-synaptic components (including GABA receptors), which may be the gene expression correlate of synaptic stripping, and potassium channels, which may be related to the changes in electrical properties that occur post-axotomy (46,51). Some Jun targets recapitulate functions of Jun known in other cell types, such as control of cell death and the cell cycle. Regulation of these genes may be largely an unavoidable side effect of Jun activity, since if they are transcriptionally available there is limited scope for evolution to impose cell-type specific controls (52).

Jun promotes regeneration over plasticity

Finally, as summarized in Figure 8f, a key role of Jun appears to be to direct the cell towards a regenerative response to axotomy rather than a plasticity-type response. The latter is a notable part of the early phase of the ‘alternative’ gene expression program occurring after axotomy in the absence of Jun and appears to invoke SRF as a key regulator. While the early regenerative response includes synaptic stripping, thought to be a mechanism to reduce excitotoxicity, this plasticity response involves the induction of synapse formation. Baseline synaptic density is reduced in KO motor neurons. This may result
in reduced excitotoxic input when an axotomy occurs, so synaptic stripping may be unnecessary. However, by itself this does not explain why synaptic density increases in KO animals. Indeed, the trajectories of synapse density are quite opposite in KO and WT motor neurons. The lower baseline density suggests an imbalance in synapse homeostasis in the absence of Jun, although it is not clear what the mechanism may be here. At the same time, the reduced synapse density in uninjured neurons may allow the processes leading to synapse density increases to be more easily triggered.

The increase in synapse density is accompanied by expression of the plasticity-linked SRF target genes Fos, Egr1 and Egr2. Activation of SRF after axotomy is known to occur via phosphorylation of the cofactor Elk1, likely by axoplasmic ERK (53,54). However, normally the SRF target genes Fos and Egr1 are not upregulated in axotomized neurons (55). This pathway is linked to learning and plasticity, and in Jun KO mice appears to manifest as an increase in synapse density. In many neurons, particularly in the CNS, compensatory plasticity might be the appropriate response to the (partial) loss of an axon, explaining why this pathway is activated by axotomy. However, in a neuron that needs to regenerate, it appears that the SRF transcriptional response is suppressed and our data suggests Jun is critical to this suppression.

It is likely that, at least in the mammalian CNS, neurons have evolved to favor plasticity over axon regeneration by default, as this is an effective response to stroke and traumatic brain injury, and also given the importance of learning as a CNS function. Facial motor neurons, surprisingly, seem to express the pathway that leads to a plasticity response to axotomy, although it is normally latent. In this case, Jun, as well as coordinating a large part of the RAG program, appears to have the additional role of suppressing this pathway in favor of regeneration. It will be interesting to determine if the plasticity response would also manifest in other motor neuron types when Jun is knocked out, and in sensory neurons, which lie outside the CNS. Interestingly, the activation of SRF by axotomy was demonstrated in mouse sensory neurons (53). Overall, in injured facial motor neurons, Jun appears to boost the expression of the cell machinery for regeneration, and simultaneously suppress unwanted functions, including neurotransmission and plasticity, to favor axon regeneration.

In summary, in this work, we have fully defined the role of a specific TF in the control of the regeneration gene expression program in facial motor neurons. A similar approach applied to other factors, and the promoter analysis techniques employed here, will lead to a more complete understanding of the control of the RAG program, and thus enable development of rational TF-based strategies to promote axon regeneration in the injured CNS.

### Materials and Methods

#### Animals

Homogzygous floxed Jun mice (56) were crossed with mice expressing Cre recombinase under the Nestin promoter (57), as previously (22), and then bred and maintained as homogzygous floxed-Jun/heterozygous nestin-Cre mice. Cre-positive mice have Jun deleted in the central nervous system and are referred to throughout as KO. Cre-negative offspring served as Jun-positive controls, referred to as WT. Male and female adult mice were used for experiments. Animals were kept on a 12 hour light/dark cycle and given food and water ad libitum.

#### Surgery

All procedures were carried out in accordance with local animal experimentation rules. Animals operated in the UK were carried out with approval under the Scientific Procedures Act in the United Kingdom and in the Netherlands experimental procedures were approved by the local laboratory animal welfare committee and performed in accordance with European guidelines (2010/63/EU).

Animals that received facial nerve injury were anaesthetized with Avertin or isoflurane and the right facial nerve was exposed and cut near the stylomastoid foramen, taking care to cut also the retroauricular branch. The wound was closed with suture clips and the animals were allowed to recover in a heated chamber.

For gene expression profiling, a total of 37 animals were utilized. 29 animals were operated on. After 1 day (4 WT, 4 KO), 4 days (6 WT, 6 KO) and 14 days (5 WT, 4 KO), animals were anaesthetized with isoflurane and sacrificed. Brains were removed and frozen in OCT (Finetek) on dry ice. Brains of 8 uninjured animals (4 WT, 4 KO) were also obtained and frozen in the same way.

For validation of gene expression with histology and for quantification of synapse density, a further 30 animals were operated and 10 unoperated animals were sacrificed (n = 5 for each condition). At 1 day, 4 days or 14 days after surgery, animals were euthanized with pentobarbitone and perfused transcardially with PBS followed by 4% paraformaldehyde (PFA).

For experiments with adeno-associated viral vectors (AAV) expressing dominant negative SRF, 26 animals were used. Animals were injected with AAV6 expressing farne-sylated GFP (fGFP) and dominant negative SRF or fGFP only. After allowing 2 weeks for transgene expression, animals either received a facial nerve injury (n = 7) or were sacrificed uninjured (n = 6). Animals were euthanized with pentobarbitone and perfused with PFA as before.

AAV delivery to the facial nucleus was carried out as follows. Mice were anaesthetized with isoflurane, an incision was made in the scalp along the midline, and the animal was mounted in a stereotaxic frame. The skull was positioned such that bregma and lambda were
level to within 50 \( \mu \)m. The rostro-caudal position for injection was calculated as the midpoint of 1.75 mm caudal to bregma and 6.08 mm caudal to lambda. The other coordinates used for injection were 1.25 to the right of midline and to a depth of 6.05 mm. The distance from lambda to the caudal skull suture was measured and used to scale the coordinates appropriately, the standard measure being 7.75 mm. A hole was drilled in the skull, the dura mater opened with a fine needle and a glass needle containing AAV vector, mounted on the frame, inserted into the brain to the required depth. After a 3 min delay, 0.5 \( \mu \)L of viral vector (titer \( 1 \times 10^{12} \) genomic copies/ml) was injected over 5 min. After a further 2 min delay, the needle was removed and the wound closed, post-operative analgesia was given, and the animals were allowed to recover.

**Laser dissection microscopy**

Sections of brainstem were cut on a cryostat at 20 \( \mu \)m thickness onto PALM PEN-coated slides (Carl Zeiss b.v.), allowed to dry and stored at \(-80^\circ\)C. To visualize the facial nuclei, slides were transferred to 70% alcohol containing 0.1% Cresyl Violet for 5 min at 4\( ^\circ\)C. Slides were then dehydrated in 100% EtOH at 4\( ^\circ\)C (2 \times 5 min) and dried at room temperature. This allowed clear visualization of the facial nucleus, which was then excised using a PALM Laser Microbeam Microdissection (Carl Zeiss b.v.). RNA was extracted using Trizol and RNeasy microcolumns as described (58). RNA sample quality was assessed using an Agilent 2100 BioAnalyser (Agilent Technologies). RNA Integrity Numbers were in the range of 7.9 to 9.0.

**Gene expression profiling**

Samples were amplified and labeled with the Agilent Low RNA Input Fluorescent Linear Amplification Kit (Agilent Technologies) using Cy3-CTP or Cy5-CTP (Perkin Elmer). Samples were hybridized to Agilent 44 k Mouse Whole Genome Arrays (part no. G4122F) and scanned using an Agilent DNA Microarray Scanner. Amplification, labeling and scanning were carried out as described (58). Expression profiles were analyzed using single channel intensity analysis, using the LIMMA package in R (59,60). Array channels were normalized first between and then within arrays using LIMMA with the 'quantile' method. Pairwise comparisons between groups were made using LIMMA. At each time point, WT animals were compared to KO animals, and expression profiles of WT animals at day 1, day 4 and day 14 were compared to those of the unoperated WT animals to determine the regulation after axotomy in WT animals. For all comparisons, a fold-change cut-off of 1.5 was used. A FDR, calculated using the Benjamini-Hochberg method (61), of 0.01 was used.

**Classification of genes and GO analysis**

At each time point, all genes were classified first by their expression change in the WT animals following axotomy, as either upregulated (i.e. RAGs), downregulated or not regulated, compared to intact facial motor nuclei. Genes were then classified by the effect of Jun deletion on the expression profiles, as either higher in the KO, lower in the KO, or unchanged. Genes were then grouped as shown in Table 1. The resulting classes represent genes that are regulated after axotomy up or down in a Jun dependent manner (JunUP and JunDOWN) or are aberrantly up- or downregulated after axotomy in the absence of Jun (AltUP and AltDOWN). Genes in JunUP were further classified as completely Jun-dependent if no residual upregulation was observed in KO animals (using the fold change and FDR cut-offs given above), or partially Jun-dependent otherwise, i.e. genes which were still upregulated, but significantly less so than in WT animals. This classification was applied at each time point separately.

GO over-representation analysis was performed in R (60) with the TopGO package (62) using the 'parentChild' algorithm (63), and Fisher’s exact test. Annotations were downloaded from the Mouse Genome Informatics consortium (http://www.informatics.jax.org/) and the European Bioinformatics Institute (https://www.ebi.ac.uk/GOA/) and the two sources combined. The background gene list was taken as all genes with probes present on the array. Only over-represented GO classes with \( P < 0.05 \), an over-representation ratio > 2, and over 4 steps from the root node were considered. For a group with \( n \) genes classes with fewer than \( \log_{n} \) \( n \) genes or fewer than 2 genes were discarded. The FDR was determined for each significant GO class in a gene list by random resampling of the background gene set and determining how many GO classes were found to be over-represented, meeting the criteria above, with a p-value lower than that of the GO class under test, taking the geometric mean of 100 trials. For presentation and classification, GO classes were grouped according to their parent-child relationships in the GO tree structure. Classification of GO classes into broader categories was performed manually.

**qPCR**

cDNA for qPCR was made with random hexamer primers and MMLV Reverse Transcriptase (Invitrogen, Carlsbad, California). Quantitative PCR was carried out using 2x SYBR green mastermix (Applied Biosystems) and ABI 7300 real-time PCR system. qPCR primers used for validation are given in Supplementary Material, Table S2.

**Histological validation**

Targets for validation of gene expression were chosen to represent over-represented GO functions in the JunUP class and genes in the AltUP class, including plasticity related TFs. Validation was performed at all time points with \( n = 2 \) or 3.

**ISH**

Sequences used to generate probes for ISH are detailed in Supplementary Material, Table S1. These sequences were amplified by PCR from mouse cDNA and cloned into pBluescript SK. For 4 genes, the 60 bp sequence
used in the microarray probe was used. To increase the signal of these short sequences, 700 bp of sequence of GAP43 mRNA in the sense orientation was included in the probe, 3′ to the specific sequence. For these probes, the control sense probe consisted of the 60 bp specific sequence in the sense orientation followed by the same GAP43 sense sequence. Digoxigenin-labeled sense and antisense riboprobes were generated using T7 and T3 RNA polymerases.

ISH was carried out as previously described (64), with the following modifications for fixed tissue. Sections were cut at 20 μm thickness onto SuperFrost plus slides (ThermoFisher) and allowed to dry overnight before being stored at −80°C. Sections were incubated for 30 min in 40 μg/ml proteinase K in PBS, followed by 10 min in 4% paraformaldehyde/PBS. The cited procedure was then followed from the triethanolamine step onwards, with 0.1% Triton X100 added to the hybridization and prehybridization buffers. Hybridization temperatures for each probe are given in Supplementary Material, Table S1. Washes were carried out at 55°C. None of the sense probes gave a signal under the conditions used.

For combined localization of fGFP with ISH signal, sections were first coverslipped with PBS containing RNaseOUT (Promega) diluted 1:50 and 500 ng/ml ethidium bromide (as a Nissl stain), and fluorescent microscopy images were taken of GFP native fluorescence and the red Nissl stain. Coverslips were then removed and slides placed in cold 70% EtOH prior to ISH being carried out. Subsequently images of ISH and fluorescence were aligned with ImageJ (plug-in ‘Align Image by line ROI’).

**Immunohistochemistry**

The following antibodies and final dilutions were used: rabbit anti-Fos (Santa Cruz, sc253, 1:4000), rabbit anti-Egr2 (Covance, PRB-236P, 1:1600); mouse anti-MAP2 (Chemicon MAB3418, 1:500), rabbit anti-synaptophysin (Abcam Ab14692, 1:200), chicken anti-GFP (Chemicon MAB3418, 1:500), rabbit anti-Fos (Santa Cruz, sc-524, 1:4000), rabbit anti-Bnap2 (Chemicon MAB3418, 1:500), rabbit anti-synaptophysin (Abcam Ab14692, 1:200), chicken anti-GFP (Chemicon MAB3418, 1:500). All primary antibodies were incubated overnight, and all antibodies were diluted in IHC blocking medium (10% fetal calf serum, 1% bovine serum albumin, 0.1% Triton X100 in PBS) for incubation. Fos and Egr2 incubations were followed with biotinylated anti-rabbit (Vector labs, 1:200, 1.5 h), followed by ABC kit (Vector labs, 1:200, 1 h) and visualization with 3,3′-Diaminobenzidine (DAB) (0.025% DAB, 0.003% H2O2, 0.07% nickel ammonium sulphate in TBS).

MAP2 staining in combination with synaptophysin, Nissl staining and GFP was carried out as follows. To avoid cross-reactivity with endogenous immunoglobulins when using the mouse MAP2 antibody, this antibody was first incubated at 10× concentration with an Fab fragment anti-mouse secondary antibody conjugated to DyeLight 649 (Jackson Immunoresearch Labs) at 1:50 in PBS. After 2 hours, mouse serum was added to 10% volume. After 1 more hour, the mixture was diluted 1:10 in IHC blocking medium, the synaptophysin and GFP antibodies added, and the mixture applied to the sections. After an overnight incubation and washes, the secondary antibodies anti-rabbit AlexaFluor594 and anti-chicken AlexaFluor 488 (both from Invitrogen; 1:600) were applied for 2 h.

For MAP2/synaptophysin/Nissl staining, ethidium bromide was applied at 500 ng/ml for 5 min to provide a red fluorescent Nissl stain (65), before coverslipping. For MAP2/synaptophysin/GFP/Nissl four-color staining, NeuroTrace Blue (Invitrogen) fluorescent Nissl stain was applied at 1:50 in PBS for 20 min.

**Microscopy**

Images were acquired on a Zeiss Axioplan 2 microscope with a Retiga2000DC camera (fluorescence) or an Evolution MP color camera (brightfield), where a standard gamma correction was applied to color brightfield images, and on an Axioscan Z1 slide scanner.

**Quantification of gene expression in histological sections**

Quantification of validation stainings (Fig. 4) was performed as follows. Areas of cytoplasm (ISH) or nuclei (immunohistochemistry for Fos and Egr2) of facial motor neurons and areas of background staining were manually labeled by a blinded experimenter. Staining intensities were quantified using ImageJ functionality, and the average background intensity was subtracted from neuronal intensities for each slide. Each slide always contained one WT and one KO section at the same time point, and the ratio of staining intensity of WT to KO was calculated within the slide for each pair of animals.

**AAV vectors**

For AAV serotype testing in the facial nucleus AAV vectors packaged with pTR CGW (66) (containing GFP under a CMV promoter) was used, packaged in serotypes 2, 6, 7 and 8. Dominant negative SRF (dnSRF) was generated by fusing the engrailed transcriptional repressor (67) to SRF. Amino acids 1–245 of human SRF (containing the DNA binding domain) was 3′ fused to amino acids 1–296 of Drosophila engrailed. SRF plasmid was obtained from David Ginty and the engrailed sequence was derived from MEF2-En plasmid (68) obtained from Eric Olson. This was cloned into our previously described dual vector construct pAGLWFI (47), which contains back-to-back promoters and expresses farnesylated GFP on one side. DnSRF was cloned into the other expression slot. The resulting plasmid and pAGLWFI were packaged into AAV serotype 6. AAV production and titration were carried out as described (69). All viral titers were matched to 1 × 10^12 genomic copies/ml for injection.

**Image processing**

Seven training images of fluorescent Nissl-stained facial nuclei and 2 test images were manually segmented for
facial motor neuron cell bodies and were used to train the U-NET neural network for image segmentation (44) using the ImageJ plugin as described in the tutorial. Training was carried out for 500 iterations with the learning rate of 0.1 and a further 500 with 0.01 learning rate. The resulting weights file was used to segment the Nissl stainings of facial nuclei. Subsequent analysis was carried out with scripts using ImageJ functionality. Motor neuron profiles were further filtered on size, and were kept if in the range 1500–5000 pixels. Outlines of the facial nuclei themselves were manually defined. Images of synaptophysin and MAP2 staining were processed with a band-pass filter and then thresholded with the Triangle automatic threshold function to obtain binary images. For motor neuron profiles, a 3-pixel rim of each motor neuron profile was taken for synapse quantification. Synaptophysin-positive and negative pixels were counted in each rim. For synapse quantification on dendrites, a 50-μm rim around each motor neuron profile was considered, and MAP2-positive areas only were quantified for synaptophysin staining as before.

Synapse density was expressed as a proportion of the area measured. Since proportions are not normally distributed, these were analyzed using quasibinomial general linear models using R (60). Where changes over time were being compared between WT and KO animals or viral vectors, a model including genotype, time and the interaction between the two or viral vector, time and the interaction was used.

Promoter analysis
Transcription factor binding site (TFBS) position-frequency matrices were obtained from the CORE and PBM collections of JASPAR2020 (70) and from TRANSFAC public (71). Additional matrices for Jun dimers were derived from published SELEX data (72). Position weight matrices (PWMs) were derived from these by weighting for information content at each position (73,74). Each position in a promoter sequence can then be scored using the PWM, and a threshold applied to determine whether a site matches sufficiently. Because binding site motifs are generally short, there is a high occurrence of chance matches in any sequence for any given TFBS scoring matrix and threshold, most of which are non-functional. However, promoters regulated by a TF should have more matching sequences than non-regulated promoters, due to the presence of genuine functional binding sites. Therefore, we looked for over-representation of target sites in promoter regions of interest compared to a control set of unregulated genes. Promoter regions were defined as sequences up to 5 kb upstream of transcription start sites. Lengths of promoter regions analyzed were from 100 bp to 5 kb.

Flexible threshold testing
Many algorithms are available for identification of TFBS in promoter sequences. Almost all algorithms employ fixed scoring thresholds to determine whether a sequence matches a given PWM, typically either the same fixed threshold for all PWMs, or a pre-calculated one for each PWM. For example, TRANSFAC offered thresholds for each PWM to maximize false positives, based on the presumed lack of functional binding sites in the second exon of coding mRNAs, or false negatives, or both (74). The score of a given sequence with a PWM is related to the binding affinity for the relevant TF. However, this affinity may vary depending on the presence of co-factors, and so the threshold between binding and non-binding may also vary depending on the biological states being compared.

An alternative approach, used by the F-match algorithm (75), is to optimize the threshold for each PWM for the given set of promoters to attain the maximum sensitivity (see below for how this is implemented). Although the resulting thresholds may then vary between datasets, this reflects the fact that binding affinity of a given TF for target sequences, and thus the optimum score to differentiate bound and non-bound sites, may vary between biological conditions.

A control promoter set was chosen of genes that showed no significant difference in expression due to Jun knockout and that also showed fold-change differences between genotypes of less than 1.3 fold. In addition, only genes with a maximum expression level over 7 (approximately the mean baseline expression level) were included, to exclude promoter regions, which might be in heterochromatin regions and thus inaccessible.

The following matrices were used to look for over-representation of AP1 and CRE sites in JunUP promoters: V$AP1_C from TRANSFAC; MA0018.3 (CREB1); MA0605.2 (ATF3); MA1632.1 (ATF2) (all from JASPAR).

Threshold optimization
For each PWM representing a TF, scores at potential match sites were generated for the test promoter set and the control promoter set. Next, an optimized threshold was determined. This is achieved by compiling all the scores for a given PWM in the test and control promoter regions, to create the list of all possible thresholds, which are then tested exhaustively. For each possible threshold, the over-representation (OR) ratio, the ‘Additional Sites’ (AS) score, and the significance were calculated. Only scores were considered that gave a site frequency in the control promoter set of 0.01–0.2 sites/kilobase.

OR ratio was calculated as \((A/\text{lenA})/(B/\text{lenB})\), where \(A\) is the number of matches in the promoter set under test, \(\text{lenA}\) is the total length of the promoters under test, \(B\) is the number of matches in the control promoter set, \(\text{lenB}\) is the total length of the control promoters. The ‘Additional Sites’ measure is calculated as \(A-(B/\text{lenA}/\text{lenB})\).

Statistical significance of TFBS over-representation and under-representation was calculated with one-sided binomial tests, using the number of sites found in the
test promoters and in the control promoters and the total respective lengths of each promoter set.

Conserved score generation
To further improve sensitivity and specificity, we incorporated cross-species conservation in the scoring method. Functional binding sites are likely to be conserved by evolution, so much of the noise of false positives due to random occurrence of sequences can be removed by considering only conserved binding sites, a fact used by several available tools for identifying regulatory elements (76–78). Whole genome pairwise alignments of mouse genomes with those of rat, rabbit, guinea pig, human and marmoset were downloaded from UCSC (79) and used to create a map of each position in the mouse promoter sequences to its corresponding position in the other species. Mouse promoter sequences were first scanned for matches to each PWM with a low threshold (calculated to give a high frequency of matches). For each match in the mouse sequence, a central position in the match site was used for mapping to the other genomes. PWMs were scored on the aligned genomes at the mapped position with alignment gaps removed.

At each initial match in the mouse genome, the ‘conserved score’ was calculated as follows. If the requirement is that a site is conserved in n species, the scores across all the genomes are ranked in descending order and the nth score is taken. Whatever threshold is chosen, the site will meet the conservation requirement if and only if this conserved score is over the threshold. Thus, the multiple scores from the various species at each position are reduced to a single score at that position, and the algorithm can proceed as for the single species case, as described above.

Grouping
Because many of these TFBS scoring matrices are similar, matrices were grouped if they identified sites in identical locations. If at least 50% of a given PWM’s hits were in the same location (within 4 bp) as those of another PWM they were grouped together.

FDR
The FDR was calculated for binding site groups (group-wise FDR) for each analysis by a resampling method. For each resampling run, the analysis was carried out on randomized sets of genes drawn from the combined sets of test and control genes. If an analysis compared a promoters of interest to b control promoters, each test run compared a random promoters from the combined promoter set to the remaining b promoters. Over-represented sites were grouped by location as above, 100 test runs were performed and the average number of groups with an equal or better optimum value of the score under optimization was calculated. All reported results have a group-wise FDR < 0.05 unless otherwise stated.

Flanking region analysis
Regions flanking 100 bp on either side of previously identified sites matching given PWMs were used, where all initial matching sites were excluded, and random 200 bp fragments from the control promoter set were used for the comparison.

Code for the analysis of promoter regions will be made available on request.

Supplementary Material
Supplementary Material is available at HMG online.

Acknowledgements
We thank Barbara Hobo and Ruben Eggers (Netherlands Institute for Neuroscience, Amsterdam) for technical support, and Wilma Verweij (Netherlands Institute for Neuroscience, Amsterdam) for proof-reading and editing of the manuscript.

Conflict of Interest statement. The authors have no conflict of interest to disclose.

Funding
The International Foundation for Research in Paraplegia (Zurich, Switzerland) [grant no. IRP-NL-011/05]; the Van den Houtenfonds; the International Spinal Research Trust [STR 111], the Nederlandse Organisatie voor Wetenschappelijk Onderzoek (ZonMW TOP) [grant no. 91211043]; ERA-NET/Hersenstichting Nederland [Axon-Repair].

References
1. Neumann, S. and Woolf, C.J. (1999) Regeneration of dorsal column fibers into and beyond the lesion site following adult spinal cord injury. Neuron, 23, 83–91.
2. Fernandes, K.J., Fan, D.P., Tsui, B.J., Cassar, S.L. and Tetzlaff, W. (1999) Influence of the axotomy to cell body distance in rat rubrospinal and spinal motoneurons: differential regulation of GAP-43, tubulins, and neurofilament-M. J. Comp. Neurol., 414, 495–510.
3. Fawcett, J.W. (2020) The struggle to make CNS axons regenerate: why has it been so difficult? Neurochem. Res., 45, 144–158.
4. Sun, F. and He, Z. (2010) Neuronal intrinsic barriers for axon regeneration in the adult CNS. Curr. Opin. Neurobiol., 20, 510–518.
5. Finelli, M.J., Wong, J.K. and Zou, H. (2013) Epigenetic regulation of sensory axon regeneration after spinal cord injury. J. Neurosci., 33, 19664–19676.
6. Weng, Y.L., An, R., Cassin, J., Joseph, J., Mi, R., Wang, C., Zhong, C., Jin, S.G., Pfeifer, G.P., Bellacosa, A. et al. (2017) An intrinsic epigenetic barrier for functional axon regeneration. Neuron, 94, 337–346.e6.
7. Palmisano, I., Danzi, M.C., Hutson, T.H., Zhou, L., McLachlan, E., Serger, E., Shkura, K., Srivastava, P.K., Hervera, A., Neill, N.O. et al. (2019) Epigenomic signatures underpin the axonal regenerative ability of dorsal root ganglia sensory neurons. Nat. Neurosci., 22, 1913–1924.
8. Seijffers, R., Mills, C.D. and Woolf, C.J. (2007) ATF3 increases the intrinsic growth state of DRG neurons to enhance peripheral nerve regeneration. J. Neurosci., 27, 7911–7920.

9. Parikh, P., Hao, Y., Hosseinikhani, M., Patil, S.B., Huntley, G.W., Tessier-Lavigne, M. and Souz, H. (2011) Regeneration of axons in injured spinal cord by activation of bone morphogenetic protein/Smad1 signaling pathway in adult neurons. Proc. Natl. Acad. Sci., 108, E99–E107.

10. Barea, F.M., Garzorz, N., Lang, C., Misgeld, T., Buning, H. and Kerschensteiner, M. (2011) In vivo imaging reveals a phase-specific role of STAT3 during central and peripheral nervous system axon regeneration. Proc. Natl. Acad. Sci., 108, 6282–6287.

11. Fagoe, N.D., Attwell, C.L., Kouwenhoven, D., Verhaagen, J. and Mason, M.R.J. (2015) Overexpression of ATF3 or the combination of ATF3, c-Jun, STAT3 and Smad1 promotes regeneration of the central axon branch of sensory neurons but without synergistic effects. Hum. Mol. Genet., 24, 6788–6800.

12. Gao, Y., Deng, K., H., Jou, B.Y., Barco, A., Nikulina, E., Spencer, T., Mellado, W., Kandel, E.R. and Filbin, M.T. (2004) Activated CREB is sufficient to overcome inhibitors in myelin and promote spinal axon regeneration in vivo. Neuron, 44, 609–621.

13. Blackmore, M.G., Wang, Z., Lerch, J.K., Mott, D., Zhang, Y.P., Shields, C.B., Lee, J.K., Goldberg, J.L., Lemmon, V.P. and Bixby, J.L. (2012) Kruppel-like factor 7 engineered for transcriptional activation promotes axon regeneration in the adult corticospinal tract. Proc. Natl. Acad. Sci., 109, 7517–7522.

14. Wang, Z., Reynolds, A., Kirby, A., Nienhaus, C. and Blackmore, M.G. (2015) Overexpression of Sox11 promotes corticospinal tract regeneration after spinal injury while interfering with functional recovery. J. Neurosci., 35, 3139–3145.

15. Stamat, F.J., MacGillivray, H.D., Armstrong, N.J., De Gunst, M.C.M., Zhang, Y., Van Kesteren, R.E., Smit, A.B. and Verhaagen, J. (2007) Identification of candidate transcriptional modulators involved in successful regeneration after nerve injury. Eur. J. Neurosci., 25, 3629–3637.

16. Michaelenokv, I., Segal-Ruder, Y., Rozenbaum, M., Medzhiradszky, K.F., Shalem, O., Coppola, G., Horn-Saban, S., Ben-Yakob, K., Dagan, S.Y., Rishal, I. et al. (2010) Signaling to transcription networks in the neuronal retrograde injury response. Sci. Signal., 3, ra53.

17. Geeneen, G., MacGillivray, H.D., Eggers, R., Sassen, M.M., Verhaegen, J., Smit, A.B., de Gunst, M.C.M. and van Kesteren, R.E. (2011) LLM3D: a log-linear modeling-based method to predict functional gene regulatory interactions from genome-wide expression data. Nucleic Acids Res., 39, 5313–5327.

18. Hu, G., Huang, K., Hu, Y., Du, G., Xue, Z., Zhu, X. and Fan, G. (2016) Single-cell RNA-seq reveals distinct injury responses in different types of DRG sensory neurons. Sci. Rep., 6, 1–11.

19. Costigan, M., Befort, K., Karchewski, L., Griffen, R.S., D’Urso, D., Allchorne, A., Sitarski, J., Mannion, J.W., Pratt, R.E. and Woolf, C.J. (2002) Replicate high-density rat genome oligonucleotide microarrays reveal hundreds of regulated genes in the dorsal root ganglion after peripheral nerve injury. BMC Neurosci., 3, 16.

20. Kruse, F. (2011) Cortical gene expression in spinal cord injury and repair: insight into the functional complexity of the neural regeneration program. Front. Mol. Neurosci., 4, 1–16.

21. Blesch, A., Lu, P., Tsukada, S., Alto, L.T., Roet, K., Coppola, G., Geschwind, D. and Tuszynski, M.H. (2012) Conditioning lesions before or after spinal cord injury recruit broad genetic mechanisms that sustain axonal regeneration: superiority to camp-mediated effects. Exp. Neurol., 235, 162–173.

22. Raivich, G., Bohatschek, M., Da Costa, C., Iwata, O., Galiano, M., Hristova, M., Nateri, A.S., Makwana, M., Riera-Sans, L., Wolfer, D.P. et al. (2004) The AP-1 transcription factor c-Jun is required for efficient axonal regeneration. Neuron, 43, 57–67.

23. Gey, M., Wanner, R., Schilling, C., Pedro, M.T., Sinske, D. and Knoll, B. (2016) Atf3 mutant mice show reduced axon regeneration and impaired regeneration-associated gene induction after peripheral nerve injury. Open Biol., 6, 160091.

24. Nadeau, S., Hein, P., Fernandes, K.J.L., Peterson, A.C. and Miller, F.D. (2005) A transcriptional role for C/EBP β in the neuronal response to axonal injury. Mol. Cell. Neurosci., 29, 525–535.

25. Renthall, W., Tochtzky, I., Yang, L., Cheng, Y.C., Li, E., Kawaguchi, B., Geschwind, D.H. and Woolf, C.J. (2020) Transcriptional reprogramming of distinct peripheral sensory neuron subtypes after axonal injury. Neuron, 108, 128–144.e9.

26. Jenkins, B. and Hunt, S.P. (1991) Long-term increase in the levels of c-Jun mRNA and Jun protein-like immunoreactivity in motor and sensory neurons following axon damage. Neurosci. Lett., 129, 107–110.

27. Chandran, V., Coppola, G., Nawabi, H., Ornara, T., Versano, R., Huebner, E.A., Zhang, A., Costigan, M., Yekkirtala, A., Barrett, L. et al. (2016) A systems-level analysis of the peripheral nerve intrinsic axonal growth program. Neuron, 89, 956–970.

28. Raivich, G. and Behrens, A. (2006) Role of the AP-1 transcription factor c-Jun in developing, adult and injured brain. Prog. Neurobiol., 78, 347–363.

29. Haim, T. and Curran, T. (1991) Cross-family dimerization of transcription factors Fox/Jun and ATF/CREB alters DNA binding specificity. Proc. Natl. Acad. Sci. U. S. A., 88, 3720–3724.

30. Danzi, M.C., Mehta, S., Dula, K., Zunino, G., Cooper, D.J., Bixby, J.L. and Lemmon, V.P. (2018) The effect of Jun dimerization on neurite outgrowth and motif binding. Mol. Cell. Neurosci., 92, 114–127.

31. Towers, E., Gilley, J., Randall, R., Hughes, R., Kristiansen, M. and Ham, J. (2009) The proapoptotic dp5 gene is a direct target of the MLK-JNK-c-Jun pathway in sympathetic neurons. Nucleic Acids Res., 37, 3044–3060.

32. Whitfield, J., Neame, S.J., Paquet, L., Bernard, O. and Ham, J. (2001) Dominant-negative c-Jun promotes neuronal survival by reducing BIM expression and inhibiting mitochondrial cytochrome c release. Neuron, 29, 629–643.

33. Wisdom, R., Johnson, R.S. and Moore, C. (1999) C-Jun regulates cell cycle progression and apoptosis by distinct mechanisms. EMBO J., 18, 188–197.

34. Park, B.G., Lee, J.S., Lee, J.Y., Song, D.Y., Jeong, S.W. and Cho, B.P. (2011) Co-localization of activating transcription factor 3 and phosphorylated c-Jun in axotomized facial motoneurons. Anat. Cell Biol., 44, 226.

35. Ramaman, N., Shen, Y., Sarsfield, S., Lemberger, T., Schütz, G., Linden, D.J. and Ginty, D.D. (2005) SRF mediates activity-induced gene expression and synaptic plasticity but not neuronal viability. Nat. Neurosci., 8, 759–767.

36. Jaworski, J., Kalita, K. and Knapinska, E. (2018) C-Fos and neuronal plasticity: the aftermath of Kaczmarek’s theory. Acta Neurobiol. Exp. (Wars), 78, 287–296.

37. Benito, E. and Barco, A. (2015) The neuronal activity-driven transcriptome. Mol. Neurobiol., 51, 1071–1088.

38. Veyrac, A., Besnard, A., Cacho, J., Davis, S. and Laroche, S. (2014) Chapter Four - The Transcription Factor Zif268/Egr1, Brain Plasticity, and Memory. In Khan, Z. U., Muly, E.C. (eds.), Molecular Basis of Memory, Progress in Molecular Biology and Translational Science, Academic Press, Cambridge, Massachusetts, US, Vol. 122, pp. 89–129.
39. DeSteno, D.A. and Schmauss, C. (2008) Induction of early growth response gene 2 expression in the forebrain of mice performing an attention-set-shifting task. Neuroscience, 152, 417–428.

40. Sa-nguanmoo, P., Tanajak, P., Kerdphoo, S., Satjaritanun, P., Wang, X., Liang, G., Li, X., Jiang, C., Pratchayasakul, W., Chittipakorn, N. et al. (2016) FGFR21 improves cognition by restored synaptic plasticity, dendritic spine density, brain mitochondrial function and cell apoptosis in obese-insulin resistant male rats. Horm. Behav., 85, 86–95.

41. Liu, D.D., Lu, J.M., Zhao, Q.R., Hu, C. and Mei, Y.A. (2016) Growth...

42. Xia, Erickson, A., Yi, X. and Moreau, R. (2016) Mapping the response of human fibroblast growth factor 21 (FGF21) promoter to serum availability and lipic acid in HepG2 hepatoma cells. Biochim. Biophys. Acta, Gen. Subj., 1860, 498–507.

43. Zhang, X., Azhar, G., Helms, S., Burton, B., Huang, C., Zhong, Y., Gu, X., Fang, H., Tong, W. and Wei, J.Y. (2011) Identification of new SRF binding sites in genes modulated by SRF over-expression in mouse hearts. Gene Regul. Syst. Biol., 2011, 41–59.

44. Falk, T., Mai, D., Bensch, R., Çiçek, Ö., Abdulkadir, A., Marrakchi, Y., Böhm, A., Deubner, J., Jackel, Z., Seiwald, K. et al. (2019) U-Net: deep learning for cell counting, detection, and morphometry. Nat. Methods, 16, 67–70.

45. Blinzingker, C. and Kretzberg, G. (1968) Displacement of synaptic terminals from regenerating motoneurons by microglial cells. Z. Zellforsch. Mikros. Anat., 85, 145–157.

46. Alvarez, F.J., Rotterman, T.M., Akhter, E.T., Lane, A.R., English, A.W. and Cope, T.C. (2020) Synaptic plasticity on motoneurons after axotomy: A necessary change in paradigm. Front. Mol. Neurosci., 13, 1–23.

47. Fagoe, N.D., Eggers, R., Verhaegen, J. and Mason, M.R.J. (2014) A compact dual promoter adeno-associated viral vector for efficient delivery of two genes to dorsal root ganglion neurons. Gene Ther., 21, 242–252.

48. Moore, D.L., Blackmore, M.G., Hu, Y., Kaestner, K.H., Bixby, J.L., Lemmon, VP. and Goldberg, J.L. (2009) KLF family members regulate intrinsic axon regeneration ability. Science (80-), 326, 298–301.

49. Galvao, J., Iwao, K., Apara, A., Wang, Y., Ashouri, M., Shah, T.N., Blackmore, M., Kunzevitzky, NJ., Moore, D.L. and Goldberg, J.L. (2018) The Krüppel-like factor gene target dusp14 regulates axon growth and regeneration. Invest. Ophthalmol. Vis. Sci., 59, 2736–2747.

50. Pearson, A.G., Gray, C.W., Pearson, J.F., Greenwood, J.M., During, M.J. and Dragunow, M. (2003) ATF3 enhances c-jun-mediated neurite sprouting. Mol. Brain Res., 120, 38–45.

51. Toyoda, H., Ohno, K., Yamada, J., Ikeda, M., Okabe, A., Sato, K., Hashimoto, K. and Fukuda, A. (2003) Induction of NMDA and GABA receptor-mediated Ca2+ oscillations with KCC2 mRNA downregulation in injured facial motoneurons. J. Neurophysiol., 89, 1353–1362.

52. Arendt, D., Musser, JM., Baker, C.V.H., Bergman, A., Cepko, C., Erwin, D.H., Pavlicev, M., Schlosser, G., Widder, S., Laubichler, M.D. et al. (2016) The origin and evolution of cell types. Nat. Rev. Genet., 17, 744–757.

53. Lin, H., Bao, J., Ying, J., Walters, E.T. and Ambron, R.T. (2003) Rapid electrical and delayed molecular signals regulate the seizure response element after nerve injury: convergence of injury and learning signals. J. Neurobiol., 57, 204–220.

54. Aghthong, S., Kaeawsema, A., Tanomsridejchai, N. and Chentanez, V. (2006) Activation of MAPK ERK in peripheral nerve after injury. BMC Neurosci., 7, 45.

55. Leah, J.D., Herdegen, T. and Bravo, R. (1991) Selective expression of Jun proteins following axotomy and axonal transport block in peripheral nerves in the rat: evidence for a role in the regeneration process. Brain Res., 566, 198–207.

56. Behrens, A. (2002) Impaired postnatal hepatocyte proliferation and liver regeneration in mice lacking c-Jun in the liver. EMBO J., 21, 1782–1790.

57. Trocche, F., Kellendonk, C., Kretz, O., Gass, P., Anlag, K., Orban, P.C., Bock, R., Klein, R. and Schütz, G. (1999) Disruption of the glucocorticoid receptor gene in the nervous system results in reduced anxiety. Nat. Genet., 23, 99–103.

58. Bossers, K., Wirz, K.T.S., Meerhoff, G.F., Essing, A.H.W., Van Dongen, J.W., Houbi, F., Kruse, C.G., Verhaegen, J. and Swaab, D.F. (2010) Concerted changes in transcripts in the prefrontal cortex precede neuropathology in Alzheimer’s disease. Brain, 133, 3699–3723.

59. Ritchie, M.E., Phipson, B., Wu, D., Hu, Y., Law, C.W., Shi, W. and Smyth, G.K. (2015) Limma powers differential expression analyses for RNA-sequencing and microarray studies. Nucleic Acids Res., 43, e47–e47.

60. R Core Team (2020). R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria. https://www.R-project.org/.

61. Benjamini, Y. and Hochberg, Y. (1995) Controlling the false discovery rate: A practical and powerful approach to multiple testing. J. R. Stat. Soc. Ser. B, 57, 289–300.

62. Alexa, A., Rahnenführer, J. and Lengauer, T. (2006) Improved scoring of functional groups from gene expression data by decorrelating GO graph structure. Bioinformatics, 22, 1600–1607.

63. Grossmann, S., Bauer, S., Robinson, PN. and Vingron, M. (2007) Improved detection of overrepresentation of gene-ontology annotations with parent-child analysis. Bioinformatics, 23, 3024–3031.

64. Mason, M.R.J., Lieberman, A.R., Genningslo, G. and Anderson, PN. (2002) Transcriptional upregulation of SCG10 and CAP-23 is correlated with regeneration of the axons of peripheral and central neurons in vivo. Mol. Cell. Neurosci., 20, 595–615.

65. Schmued, L.C., Swanson, L.W. and Sawchenko, P.E. (1982) Some fluorescent counterstains for neuroanatomical studies. J. Histochem. Cytochem. Off. J. Histochem. Soc., 30, 123–128.

66. Ruitenberg, M.J., Eggers, R., Boer, G.J. and Verhaegen, J. (2002) Adeno-associated viral vectors as agents for gene delivery: application in disorders and trauma of the central nervous system. Methods, 28, 182–194.

67. Vickers, E.R. and Sharrock, A.D. (2002) The use of inducible engrafted fusion proteins to study the cellular functions of eukaryotic transcription factors. Methods, 26, 270–280.

68. Arnold, M.A., Kim, Y., Czubryt, M.P., Phan, D., McNally, J., Qi, X., Shelton, J.M., Richardson, J.A., Basel-Duby, R. and Olson, E.N. (2007) MEF2C transcription factor controls chondrocyte hypertrophy and bone development. Dev. Cell, 12, 377–389.

69. Verhaegen, J., Hobo, B., Ehlert, E.M.E., Eggers, R., Korecka, J.A., Hoyng, S.A., Attwell, C.L., Harvey, A.R. and Mason, M.R.J. (2018) Small scale production of recombinant adeno-associated viral vectors for gene delivery to the nervous system. In Boon, C.J.F. and Wijnholds, J. (eds), Retinal Gene Therapy: Methods and Protocols. Springer, New York, New York, NY, Vol. 1715, pp. 3–17.

70. Fornes, O., Castro-Mondragon, J.A., Khan, A., van der Lee, R., Zhang, X., Richmond, P.A., Modi, B.P., Correard, S., Gheorghe, M., Baranalić, D. et al. (2020) JASPAR 2020: update of the open-access
database of transcription factor binding profiles. Nucleic Acids Res., 48, D87–D92.

71. Matys, V., Kel-Margoulis, O.V., Fricke, E., Liebich, I., Land, S., Barre-Dirrie, A., Reuter, I., Chekmenev, D., Krull, M., Hornischer, K. et al. (2006) TRANSFAC and its module TRANSCompel: transcriptional gene regulation in eukaryotes. Nucleic Acids Res., 34, D108–D110.

72. Rodríguez-Martínez, J.A., Reinke, A.W., Bhimsaria, D., Keating, A.E. and Ansari, A.Z. (2017) Combinatorial bZIP dimers display complex DNA-binding specificity landscapes. elife, 6, 1–29.

73. Quandt, K., Frech, K., Karas, H., Wingender, E. and Werner, T. (1995) MatInd and MatInspector: new fast and versatile tools for detection of consensus matches in nucleotide sequence data. Nucleic Acids Res., 23, 4878–4884.

74. Kel, A.E., Gößling, E., Reuter, I., Cheremushkin, E., Kel-Margoulis, O.V. and Wingender, E. (2003) MATCH™: A tool for searching transcription factor binding sites in DNA sequences. Nucleic Acids Res., 31, 3576–3579.

75. Kel, A., Voss, N., Jauregui, R., Kel-Margoulis, O. and Wingender, E. (2006) Beyond microarrays: find key transcription factors controlling signal transduction pathways. BMC Bioinformatics, 7, S13.

76. Ho Sui, Mortimer, J.R., Arenillas, D.J., Brumm, J., Walsh, C.J., Kennedy, B.P. and Wasserman, W.W. (2005) oPOSSUM: identification of over-represented transcription factor binding sites in co-expressed genes. Nucleic Acids Res., 33, 3154–3164.

77. Hestand, M.S., Van Galen, M., Villerius, M.P., Van Ommen, G.J.B., den Dunnen, J.T. and t Hoen, P.A.C. (2008) CORE_TF: A user-friendly interface to identify evolutionary conserved transcription factor binding sites in sets of co-regulated genes. BMC Bioinformatics, 9, 1–11.

78. Arnold, P., Erb, I., Pachkov, M., Molina, N. and Van Nimwegen, E. (2012) MotEvo: integrated bayesian probabilistic methods for inferring regulatory sites and motifs on multiple alignments of DNA sequences. Bioinformatics, 28, 487–494.

79. Kuhn, R.M., Haussler, D. and Kent, W.J. (2013) The UCSC genome browser and associated tools. Brief. Bioinform., 14, 144–161.