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Abstract—We seek to rigorously evaluate the benefit of using a few beams rather than a single beam for a low-cost obstacle avoidance sonar for small AUVs. For a small low-cost AUV, the complexity, cost, and volume required for a multi-beam forward-looking sonar are prohibitive. In contrast, a single-beam system is relatively easy to integrate into a small AUV, but does not provide the performance of a multi-beam solution. To better understand this trade-off, we seek to rigorously quantify the improvement with respect to obstacle avoidance performance of adding just a few beams to a single-beam forward-looking sonar relative to the performance of the single-beam system. Our work fundamentally supports the goal of using small low-cost AUV systems in cluttered and unstructured environments. Specifically, we investigate the benefit of incorporating a port and starboard beam to a single-beam sonar system for collision avoidance. A methodology for collision avoidance is developed to obtain a fair comparison between a single-beam and multi-beam system, explicitly incorporating the geometry of the beam patterns from forward-looking sonars with large beam angles, and simulated using a high-fidelity representation of acoustic signal propagation.

I. INTRODUCTION

We address the problem of collision avoidance for an autonomous underwater vehicle (AUV) using noisy sensor data in an unknown environment using an array of inexpensive single-beam sonars. Forward-looking sonar systems for smaller AUVs usually consist of either a single-beam, such as in [1], or many beams, such as in [2]. The performance of the former is necessarily limited, and the cost and power required for the latter may be prohibitive for small AUVs. We rigorously evaluate what benefit, if any, arises from choosing a middle-ground solution that consists of a few sonar beams. Through a rigorous fundamental evaluation of the benefit of additional beams, we seek to aid in the development of a robust collision avoidance system feasible for small AUVs.

In this work, we specifically address the obstacle avoidance problem by proposing a method for detecting obstacles and selecting avoidance maneuvers that provides a fair comparison for a forward-looking sonar system with only a few beams. We explicitly compare obstacle avoidance performance in the horizontal plane for the case of adding two additional forward-looking beams to a single-beam sonar through simulation using a high-fidelity environmental model from [3]. The performance of the single-beam and multi-beam sonars are evaluated in environments with various object densities and sizes, at various depths and heights above the seafloor, and at varying levels of uncertainty in the dynamics of the AUV. Simulations of obstacle avoidance are in the horizontal plane in order to simplify, yet make rigorous, the comparison between the sonar systems. We present a method for obstacle mapping which explicitly incorporates sensor geometry and a reactive obstacle avoidance method using Bayesian expected loss, providing the optimal decision function for obstacle avoidance given the costs of collision and deviation from the original path.

A sonar with a low number of beams serves as a middle ground between single-beam sonars, such as the mechanically steered Imagex 881L Profiling Sonar [4] or a stationary sonar [5], and forward-looking imaging sonars such as DIDSON [6] or the Blueview P450-15E [7], which use many fixed beams to build an extensive map of the surroundings. Several approaches to mapping and collision avoidance such as in [8] and [9] exist for multi-beam imaging sonars. These solutions are not practical for a system with a few beams due to the large uncertainty in object location and low resolution of sonar images.

Underwater detection and obstacle avoidance methods for AUVs is a challenging task since the system needs to be robust to the high levels of uncertainty present underwater. Several approaches to the mapping and detection problem have been presented in the literature, many of which are developed using ultrasonic sensors for indoor mobile robots such as in [10], [11], [12]. These approaches have limited utility to our application due to the dynamics of an AUV since most AUVs must maintain a minimum forward velocity for depth control and have high levels of uncertainty in the dynamics. In contrast to many of the methods using ultrasonic sensors in the literature, we rigorously incorporate a physics-based sonar model to try to address some of these limitations [3].

A popular approach to collision avoidance in the literature is the artificial potential field [13], for which obstacles are associated with repulsive forces. The forces are summed and the resultant force determines the resulting action of the AUV. The limitation of potential fields is that they require complete knowledge of the obstacles in the environment. Modifications to the potential field have been proposed by Borenstein and Koren in [14] which can react to unexpected obstacles. However, potential fields can result in the robot becoming trapped at local minima and oscillations, and are not practical for robots with dynamic constraints, such as AUVs. Vector field histograms [11] reportedly solve some of these issues, however, most artificial potential field methods remain difficult to implement on vehicles with a restrictive turn radius [10].
Our approach to the mapping problem uses a variation of an occupancy grid [15]. Occupancy grids are probabilistic representations of the environment for which the environment is partitioned into cells. For each measurement, cells are updated by a recursive Bayesian update. Several variations to the standard occupancy grid [16], [17] have been proposed to improve some of the limitations of the method. Ganesan et al. [16] approach the mapping problem using a local $n \times m$ occupancy grid and a motion model to propagate the grid. Using a local map improves obstacle localization by eliminating the AUV’s positional error growth. The motion model is able to incorporate motion uncertainty of the obstacles relative to the AUV. In contrast, our approach uses a local occupancy grid with cells specifically constructed to match the volume ensonified by the sonar, leading to reduced computational complexity and a more accurate representation of sonar returns. Fulgenzi et al. [17] present a method using velocity obstacles based on the Bayesian Occupancy Filter proposed by Coué et al. in [18]. Due to the large uncertainty and beam widths of our systems, using the sonar for characterizing the velocity of an object is impractical.

A robust collision avoidance approach must be able to minimize the effect of inaccurate sensor data which can reduce the performance of a collision avoidance system. Jansson and Gustafsson [19] present an approach to collision avoidance using Bayes’ risk for a collision mitigation system on a ground vehicle. Hu and Brady [10] approach the collision avoidance problem from decision theory, obtaining the optimal decision rule by minimizing the Bayesian expected loss to select a minimum cost action for an industrial robot. A ground vehicle and industrial robot have the advantage of being able to stop, whereas an AUV does not. To overcome the challenges caused by dynamic constraints of an AUV, our approach utilizes Bayesian expected loss by incorporating the uncertainty in vehicle dynamics and incorporating the probability that a collision is unavoidable if no action is taken.

The remainder of the paper is organized as follows. The detection model for mapping the environment relative to the AUV is presented in Section II. Our approach to reactive collision avoidance is outlined in Section III. Discussion of the simulator and results from Monte Carlo simulations are presented in Section IV.

II. DETECTION MODEL

A detection model is constructed to identify potential obstacles in the field of view of the AUV. The model maps measurements from the sonar to the probability of an obstacle at a discretized set of distances ahead of the AUV.

A. Polar Map

A polar map is constructed using the returns of a single-beam forward-looking sonar for which sound energy is returned to the sonar from reflections at a discrete set of times or equivalently, discrete distances. In this work, we consider a map in $\mathbb{R}^2$ for simplicity. Extending the framework into $\mathbb{R}^3$ would require additional considerations for the continuous nature of the sea floor and surface. The map is similar to the occupancy grid proposed in [15], however, we explicitly adapt the cells to our sensor instead of using an $m \times n$ rectangular grid of cells. The beam pattern loss for a single-beam sonar is shown in Figure 1. Cut-off angles are selected such that an object between the cut-off angles is detectable 50 meters ahead of the sonar and are shown as red dotted lines at -5 and 5 degrees in Figure 1.

Fig. 1. Beam pattern loss in dB (solid blue line) and cutoff angles (dashed red line) for a single-beam forward-looking sonar

To characterize the returns from each beam at each of the discretized distances, a map $\mathcal{M} \in \mathbb{R}^2$ comprised of $n \times m$ cells $c_{i,j}$ is constructed such that each cell represents the probability that an obstacle is present within the bounds of the cell. The cells are constructed such that the area of each cell is the 5 dB area for a single return from the sonar for a 5 dB beam pattern loss, such that

$$c_{i,j} = \left\{ x \in \mathbb{R}^2 : \frac{i-1}{l_c} < x < \frac{i}{l_c}, x \in [\theta_j, \theta_{j+1}] \right\}$$

where $l_c$ is the length of the cell in meters defined by the return from the sonar. The map is in the vehicle frame, and each cell $c_{i,j}$ comprises the area $\left[\frac{i-1}{l_c}, \frac{i}{l_c}\right]$ meters away from the vehicle and within $(\theta_j, \theta_{j+1})$ degrees from the centerline. Figure 2 shows an example of the discretized map using three beams where $c_{5,2}$ corresponds to the shaded cell.

The probability of an obstacle in each cell is initially assumed to be uniform since the system has no information about the environment prior to the first sensor return. Each cell is assumed to be independent of every other cell so that the computations are tractable.

B. Measurement Model

The measurement model is used to update the map when the sensor measurements are received. The sensor receives a set of measurements $z_t^i \in \mathbb{Z}$, where $t$ denotes the time at which the measurement is received. The measurements are stochastic in nature, and the probability of a measurement
given an obstacle, \( p(z^t | \text{obstacle} \in c_{i,j}^t) \), can be computed using our measurement model [3].

### C. Motion Model

The motion model uses the relative rotational and translational velocity of the AUV with respect to the environment to update the obstacle map. The rotational and translational motion are decoupled to simplify computations for real-time performance. Each cell \( c_{i,j} \in \mathcal{M} \) uses the same distribution for motion of the AUV.

The relative translational and rotational velocity are denoted by \( \dot{v}_z \) and \( \dot{\omega} \), respectively. To propagate the map, the probability of an obstacle in each cell given the elapsed time \( \tau \) between sensor measurements is computed. The probability of an obstacle in cell \( c_{i,j} \) at time \( t + \tau \) is

\[
p(c_{i,j}^{t+\tau} = 1) = \sum_{m=1}^{M} \sum_{n=1}^{N} \left[ p(c_{m,n}^t = 1) \int_{\mathcal{V}} \frac{A(c_{i,j}, c_{m,n}|\hat{v}, \tau)}{A(c_{i,j})} p(\hat{v}) d\hat{v} \right]
\]

(1)

where \( A(c_{i,j}, c_{m,n}|\hat{v}, \tau) \) is the overlapping area of cells \( c_{i,j} \) and \( c_{m,n} \) at time \( t + \tau \) given velocity \( \hat{v} \), \( A(c_{m,n}) \) is the total area of cell \( c_{m,n} \), and \( \mathcal{V} \) is the velocity distribution.

Since each cell is independent and a constant velocity distribution is used, the unions in (1) can be written as sums, thus,

\[
p(c_{i,j}^{t+\tau} = 1) = \sum_{m=1}^{M} \sum_{n=1}^{N} \left[ p(c_{m,n}^t = 1) \int_{\mathcal{V}} \frac{A(c_{i,j}, c_{m,n}|\hat{v}, \tau)}{A(c_{i,j})} p(\hat{v}) d\hat{v} \right]
\]

(2)

For real-time computation, the translational and rotational motion are decoupled and (2) is first computed with \( \mathcal{V} \) as the distribution for translational motion. For a given translational velocity, \( v_z \), the overlapping area of two cells is

\[
\begin{align*}
A(c_{i,j}, c_{m,n}|v_z, \tau) &= \int_{\alpha}^{\beta} \int_{f(\theta, \tau)}^{g(\theta, \tau)} r dr d\theta
\end{align*}
\]

(3)

where \( f(\theta, \tau) \) and \( g(\theta, \tau) \) are the bounds of the overlapping cell given \( \theta \) and \( \tau \). The angles \( \alpha \) and \( \beta \) are the minimum and maximum angles, respectively, for which a point in cell \( c_{m,n} \) at that angle overlaps with cell \( c_{i,j} \). Figure 3 shows an illustration on the left for computing the area of a cell which overlaps with itself after a displacement given by \( \Delta x = v_x \tau \).

The overlapping area, \( A(c_{i,j}, c_{m,n}|\omega, \tau) \) given rotational velocity \( \omega \) over time \( \tau \) is

\[
A(c_{i,j}, c_{m,n}|\omega, \tau) = \begin{cases} 
\frac{2\gamma}{\pi} & i = m \\
0 & i \neq m 
\end{cases}
\]

where \( \alpha \) and \( \beta \) are the minimum and maximum overlap angles, respectively, and \( \gamma \) is the total width of the shifted cell \( c_{m,n} \).

Figure 3 shows an example computation on the right for computing the overlap of an adjacent cell, given an angular rotation \( \theta \).

The translational and rotational velocity distributions can be chosen using navigation data from the vehicle, when available. If navigation data is unknown, a distribution should be selected with a large variance.

### D. Bayesian update

A Bayesian update is performed to combine new sets of measurements, \( z^t \), received by the sonar. For each cell \( c_{i,j} \in \mathcal{M} \),

\[
p(c_{i,j}^t = 1 | z^t) = \frac{p(z^t | c_{i,j}^t = 1) p(c_{i,j}^t = 1)}{\sum_{k=0}^{1} p(z^t | c_{i,j}^t = k) p(c_{i,j}^t = k)}
\]

where \( p(z^t | c_{i,j}^t = 1) \) is from the sensor model and \( p(c_{i,j}^t = 1) \) is the prior which is given by the propagated probabilities from the velocity distributions. The probability of no obstacle in a cell is \( p(c_{i,j}^t = 0) = 1 - p(c_{i,j}^t = 1) \).

### E. Sonar Model

A high-fidelity sonar model [3] is used to model the acoustic propagation of the sonar. The model consists of a set of equations for the sound velocity [20], attenuation [21], [22], spread loss [23], beam pattern loss using the single-point-source approach [24], backscatter [25], sonar resolution [26] and noise [27]. The backscatter is computed for the seafloor, sea surface, and volume. The noise sources
considered are turbulence, shipping traffic, sea state and thermal noise.

III. COLLISION AVOIDANCE

In this section, we present a reactive collision avoidance approach. In Section III-A, we present a loss function and a decision rule for when the AUV should react to an obstacle given a pencil beam sonar. In Section III-B we present a framework for the case with the additional port and starboard beams where multiple actions are available. Our approach uses the posterior expected loss which, given a map and multiple possible actions, such as for the pencil beam sonar described in the previous section, or it can combine additional knowledge. To represent a collision becoming unavoidable within the threat assessment interval, an indicator function is used

\[ C_U(X_{t:t+\tau}) = \begin{cases} 0 & \text{no unavoidable collision} \\ 1 & \text{unavoidable collision} \end{cases} \]

The probability of collision given a set of measurements is a stochastic process that can be written as a hypothesis test,

\[ H_0 : C_U(X_{t:t+\tau}) = 0 \]
\[ H_1 : C_U(X_{t:t+\tau}) = 1 \]

where \( \Theta = \{H_0, H_1\} \) is our state space. The decision rule determines if an intervention is necessary. Posterior expected loss is used to determine the optimal decision rule. The cost of no intervention is \( R(H_0|z_{0:t}) \) and the cost of an intervention is \( R(H_1|z_{0:t}) \) where

\[ R(H_i|z_{0:t}) = \sum_{j=0}^{1} L(H_i, H_j)P(H_j|z_{0:t}) \]

The optimal decision rule given our loss function selects the minimum risk for these two actions, thus,

\[ \delta(X) = 1 \text{ if } R(H_0|z_{0:t}) > R(H_1|z_{0:t}) \]

where \( \delta(X) = 1 \) is an intervention. The two decision rules are each binary, leading to four possible scenarios and their associated costs,

\[ L(H_i, H_j) = \begin{cases} C_{0,0} & \text{Correct non-intervention} \\ C_{0,1} & \text{Collision} \\ C_{1,0} & \text{False alarm} \\ C_{1,1} & \text{Correct intervention} \end{cases} \]

where \( C_{H_i, H_j} \) is the cost of assuming \( H_i \) given \( H_j \). The costs of correct intervention and false alarm incorporate a prior probability for an intervention that results in collision due to an additional obstacle outside the field of view of the sonar. The posterior expected loss for non-intervention and intervention are \( R(H_0|z_{0:t}) \) and \( R(H_1|z_{0:t}) \), respectively, where

\[ R(H_i|z_{0:t}) = C_{i,0}P(H_0|z_{0:t}) + C_{i,1}P(H_1|z_{0:t}) \tag{4} \]

The decision rule selects the action with the least posterior expected loss, thus, if \( R(H_0|z_{0:t}) > R(H_1|z_{0:t}) \), an intervention is performed. Substituting formula (4),

\[ R(H_0|z_{0:t}) > R(H_1|z_{0:t}) \Rightarrow \frac{P(H_1|z_{0:t})}{P(H_0|z_{0:t})} > \frac{C_{1,0} - C_{0,0}}{C_{0,1} - C_{1,1}} \]

Using this decision rule is useful if a single forward-looking pencil beam sonar is used, however, if further knowledge of the environment is available either a priori or from an additional sensor, this method does not incorporate the additional knowledge.

B. Multiple Actions

If further knowledge of the environment is known, it can be incorporated into the decision process by the collision avoidance system. Denote the action space \( \mathcal{A} \), for which action \( k \) is denoted by \( a^k \). The action space can simply be a decision on whether to intervene, such as for the pencil beam sonar described in the previous section, or it can combine multiple possible actions, such as

\[ \mathcal{A} = \{a^0 \text{ go straight}, a^1 \text{ turn left}, a^2 \text{ turn right}\} \]

The posterior expected loss given that the AUV takes action \( a^k \) is

\[ R(a^k|z_{0:t}) = \sum_{j=0}^{1} L(a^k, H_j)P(H_j|z_{0:t}) \]

The decision function is modified to take action \( a^* \),

\[ a^* = \argmin_{a^k} R(a^k|z_{0:t}) = \argmin_{a^k} \sum_{j=0}^{1} L(a^k, H_j)P(H_j|z_{0:t}) \]
which is the optimal action to minimize the overall posterior expected loss.

The loss function determines the trade-off between the cost of a collision and the cost of a false alarm or unnecessary maneuver. The loss for action \(a^k\) given \(H_0\) is \(C^k_0\), where \(C^k_0\) is the cost for taking the trajectory from action \(k\), for which an example metric could be the additional distance from the end goal. The loss for action \(a^k\) given \(H_1\) is \(C^k_0 + C^k_1\), where \(C^k_1\) is the cost of collision for action \(k\) and \(C^k_1 = C^i_j \forall j, k\), since the cost of collision is the same for each action. To tune based on the cost of false alarm, the cost is \(C^k_0 - C^0_0\) \(\forall k \neq 0\) where the cost for a missed detection (collision) is \(C^0_0 + C^0_0\).

C. Probabilistic Trajectory

We use a stochastic approximation of the AUV dynamics such that for some desired action, the AUV trajectory will be one of the possible trajectories \(X_{t:t+T} \in \mathcal{X}\) where \(\mathcal{X}\) is the set of all possible trajectories. The probability \(p(X_{t:t+T})\) that the AUV trajectory is \(X_{t:t+T}\) is dependent on the selected action. The decision function is constructed to estimate the probability of a collision given a command over the possible trajectories. Given a command to perform action \(a^k \in \mathcal{A}\), the trajectory incorporates a variance to account for positional uncertainty. The cells in the trajectory of the AUV given action \(a^k\) over \(T\) seconds is \(X^k_{t:t+T}\). The probability that the trajectory passes through a cell \(c_{i,j}\) within \(T\) seconds given action \(a^k\) is

\[
p(c_{i,j} \in X_{t:t+T} | a^k) = \int_{X^k_{t:t+T} \in \mathcal{X}} I(x \in c_{i,j}) p(x | a^k) dx
\]

where \(I(x \in c_{i,j})\) is an indicator function which is 1 if the trajectory passes through cell \(c_{i,j}\).

The probability of collision given an action \(a^k\) incorporates the probability that the trajectory passes through each cell and the probability of each cell containing an obstacle. Thus,

\[
p(C(X_{t:t+T}) = 1 | a^k) = \sum_i \sum_j p(c_{i,j} = 1) p(X_{t:t+T} \in c_{i,j} | a^k)
\]

The probability of collision makes the assumption that if a cell \(c_{i,j}\) contains an obstacle, passing through cell \(c_{i,j}\) will result in a collision.

IV. SIMULATIONS

To evaluate the performance of our method using a local occupancy grid and motion model, Monte Carlo simulations are performed comparing a single-beam sonar system to a three-beam sonar system. Simulations are performed comparing the effects of dense obstacle fields, uncertainty in yaw and surge velocity, height above the seafloor, and varying the size of obstacles. The maneuvers for the AUV are in the horizontal plane, however, returns from the seafloor and sea surface are incorporated. To extend the collision avoidance framework to the vertical plane, an approach incorporating the continuous nature of the seafloor and surface would be beneficial.

The forward beam has a 5 dB beam width of 10 degrees as shown in Figure 1, and both the port and starboard beams have a 5 dB beam width of 20 degrees. The centers of the port and starboard beams are offset at -15 and 15 degrees, respectively. A high-fidelity environmental model from [3] is used to simulate the returns to the sonar, which models effects from sound velocity, transmission loss, beam patterns, noise, sonar resolution, and backscatter from the seafloor, sea surface, and volume. The AUV motion is approximated with a simple unicycle model such that the velocity \(\mathbf{U}\) is

\[
\mathbf{U} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{\phi} \end{bmatrix} = \begin{bmatrix} V \cos \phi \\ V \sin \phi \\ \omega \end{bmatrix}
\]

where \(x\) and \(y\) are the AUV positions in x-y coordinates, \(V\) is the surge velocity, \(\phi\) is the heading angle and \(\omega\)
is the rotational velocity. The collision avoidance methods described in Section III are used for both the single and multi-beam simulations.

The simulation environment is $100 \times 100$ meters with obstacles randomly placed between 50 and 100 meters ahead of the AUV. The target strength of the obstacles is selected such that they are detected by the sensor 50 meters ahead of the AUV, and have a minimum target strength of -30 dB. Simulations are run in $\mathbb{R}^2$ but can be extended to $\mathbb{R}^3$. We perform Monte Carlo runs for each simulation on randomly generated maps, with each map run once using a single-beam and once using three beams.

Figure 4 contains the results of the simulations using various object densities, run 1000 times for each density. The AUV is simulated 25 meters above the seafloor and 50 meters below the sea surface, with no uncertainty in the AUV dynamics, a surge velocity of 5 knots, and each obstacle has a radius of 2 meters. The number of collisions using a single-beam sonar is shown as a red dotted line and the number of collisions using three forward-looking beams is a solid blue line. The 95% confidence intervals are computed using the Clopper-Pearson method. In sparse environments with few obstacles ahead of the AUV, both the single and multi-beam sonars successfully avoid the obstacles. When more than 3 obstacles are present, using the additional two beams outperforms using a single-beam. The additional two beams outperform the single-beam sonar by more than a factor of 10 when there are 10 obstacles, however, when more than 20 obstacles are added to the environment, both methods fail more frequently and the sonar with two additional beams outperforms the single-beam by a smaller factor.

A sample Monte Carlo run in a randomly generated map is shown in Figure 5 where the path of the AUV taken using a single-beam is shown as a red dotted line, the path taken by the AUV using the two additional beams is shown as the blue solid line, and obstacles are denoted by red circles. The point immediately before the AUV with three beams turns left is denoted by an orange asterisk in Figure 5. The local map of the AUV with three beams at the orange asterisk is shown in Figure 6, where darker cells represent higher probability of an obstacle. The additional two beams can detect that the AUV is significantly less likely to result in collision by maneuvering to the left, as shown in Figure 6, allowing the AUV to avoid a potential collision, whereas the single-beam only detects the obstacle directly ahead, resulting in a collision. Figure 7 shows the simulated returns from each beam when the AUV is at the orange asterisk in Figure 5 where the returns from the port beam is a green dashed line, the center beam is a red dotted line, and the starboard beam is a solid blue line.

Varying the size of objects can affect the performance of the obstacle avoidance algorithm, since smaller obstacles require smaller maneuvers to avoid. Simulations are run with 10 obstacles each with a radius between 0.5 meters and 4 meters, with 1000 runs for each radius. The AUV has a surge velocity of 5 meters, 25 meters above the seafloor. The results of the simulations are shown in Table I. As the size of the obstacles increase, the number of collisions for both the AUV with a single-beam and the AUV with multiple beams increase. When objects have a 4 meter radius the additional beams outperform the single-beam by a factor of 3.25 compared to a factor of 9.5 when objects have a 2 meter radius.

| Object Radius (m) | Single-Beam Number of Collisions | Three Beams Number of Collisions |
|------------------|---------------------------------|----------------------------------|
| 0.5              | 0                               | 0                                |
| 1                | 3                               | 0                                |
| 2                | 19                              | 2                                |
| 3                | 28                              | 5                                |
| 4                | 39                              | 12                               |

Small AUVs may not directly measure ground relative velocity, leading to uncertainty in surge velocity. Simulations
are performed with varying uncertainty in surge velocity, using 10 obstacles each with a radius of 2 meters. The AUV’s estimate of its surge velocity is 5 knots. Results of the simulations show that if the true velocity of the AUV is within 5 knots of the estimated velocity, which is far beyond a reasonable velocity estimation error, there is no change in obstacle avoidance performance for both the single-beam and multi-beam case. Uncertainty in rotational velocity is also simulated with an error of 0.01 rad/s. No change in performance was found for either the single-beam or multi-beam case. The results of these simulations show that our algorithm is feasible for a low-cost navigation solution.

Our current analysis is limited to the horizontal plane, although the simulation environment fully captures the effect of the seafloor on sonar returns. Simulations are performed with the AUV at varying heights above seafloor. When the height above the seafloor is small, side beams have significantly more uncertainty at further distances, leading to higher false alarm rates. Since the center beam is small, there is less backscatter from the seafloor keeping false positives to a minimum. We perform 1000 Monte Carlo runs for various heights between 3 meters and 50 meters above the seafloor, with no uncertainty in the AUV dynamics, a surge velocity of 5 knots, and 10 obstacles with a radius of 2 meters. No change in performance at different heights above the seafloor was found with either the single-beam or multi-beam sonars.

V. CONCLUSION

Our analysis shows that adding two additional beams outperforms using a single-beam when more than 3 obstacles are present in the environment and outperforms a single-beam by more than a factor of 10 when there are 10 objects present in the environment. The proposed solution is shown to work 3 meters or higher above the seafloor and is useful for small AUVs with high uncertainty in surge velocity and yaw. Looking forward, experimentation on a real system will help validate this approach for practical use.
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