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Abstract

The Krasnosel’skii type degree formula for the equation \[ \dot{u} = -Au + F(u) \]
where \( A : D(A) \to E \) is a linear operator on a separable Banach space \( E \) such that \( -A \) is a generator of a \( C_0 \) semigroup of bounded linear operators of \( E \) and \( F : E \to E \) is a locally Lipschitz \( k \)-set contraction, is provided. Precisely, it is shown that if \( V \) is an open bounded subset of \( E \) such that \( 0 \not\in (-A + F)(\partial V \cap D(A)) \), then the topological degree of \( -A + F \) with respect to \( V \) is equal to the fixed point index of the operator of translation along trajectories for sufficiently small positive time. The obtained degree formula is crucial for the method of translation along trajectories. It is applied to the non-autonomous periodic problem and an average principle is derived. As an application a first order system of partial differential equations is considered.

1 Introduction

We are concerned with the periodic problem associated with a differential equation of the form

\[
(P_{A,F}) \quad \begin{cases} 
\dot{u}(t) = -Au(t) + F(t, u(t)) & \text{on } [0, T] \\
u(0) = u(T)
\end{cases}
\]

where \( A : D(A) \to E \) is a linear operator on a separable Banach space such that \( -A \) generates a \( C_0 \) semigroup \( \{S_A(t) : E \to E\}_{t \geq 0} \) of bounded linear operators such that \( \|S_A(t)\| \leq e^{-\omega t} \), for some fixed \( \omega > 0 \) and any \( t \geq 0 \), and \( F : [0, T] \times E \to E \) is a locally Lipschitz map with respect to the second variable, having sublinear growth and with \( k \in [0, \omega) \) such that, for any bounded \( \Omega \subset E \), \( \beta(F(\Omega)) \leq k\beta(\Omega) \) where \( \beta \) stands for the Hausdorff measure of noncompactness.

In general, one may speak of two topological approaches to the \( T \)-periodic problem.
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problem associated with \((P_{A,F}) (T > 0 \text{ is a fixed period})\). One is to formulate it as a fixed point problem for a proper solution operator in a suitable space of functions (see e.g. \[10\]) and the second way for finding \(T\)-periodic solutions, which we follow, is to seek fixed points of the translation along trajectory operator \(\Phi_T : E \to E\) associated with the equation \((P_{A,F})\) (see e.g. \[4\] and \[3\]). The crucial point in our approach is the proper version of a degree formula stating that, if \(F\) is time-independent, then the fixed point index of the operator \(\Phi_t : E \to E\), for small \(t > 0\), is equal to the topological degree of \(-A + F\) (with respect to proper open bounded subsets of \(E\)). We shall prove such a degree formula, which is an infinite dimensional extension of the Krasnosel’skii theorem for ordinary differential equations in finite dimensional spaces (see \[12\]). By use of the obtained formula, we prove a criterion for finding periodic solutions of \((P_{A,F})\) in the spirit of Mawhin (\[14\]), Schiaffino-Schmitt (\[17\]) and Kamenskii-Obukhovskii-Zecca (\[10\]). The obtained abstract method is applied to a system of partial differential equations. The paper is organized as follows. In Section 2 we provide basic definitions and facts concerning the topological degrees for \(k\)-set contractions and perturbations of operators generating \(C_0\) semigroups of contractions. In Section 3, we prove the degree formula, which is to be used in one of the next sections, for the equation \(\dot{u} = -u + F(u)\), where \(F\) is a \(k\)-set contraction. Section 4 is devoted to general compactness properties of solution operators for \(\dot{u} = -Au + F(t,u)\) with initial conditions. In Section 5 we prove the main result of the paper – the degree formula. We reduce it, by a proper homotopy, to the result of Section 3. Finally, Section 6 provides an abstract continuation principle for periodic solutions and its application.

2 Topological degree

In the first part of this section we provide basic information on the degree theory for \(k\)-set contraction, mainly due to \[15\]. In the second part of the section we carry out a standard construction of the degree for perturbations of generators of \(C_0\) semigroups of contractions. For a survey on the topological degree theory for perturbations of accretive operators we refer to \[11\].

Recall that a continuous map \(F : X \to E\), where \(X\) is a closed bounded subset of a Banach space \(E\), is called a \(k\)-set contraction if there exists a constant \(k \in [0, 1)\) such that, for any \(\Omega \subset X\),

\[
\beta(F(\Omega)) \leq k\beta(\Omega)
\]

where \(\beta\) stands for the Hausdorff measure of noncompactness given by \(\beta(\Omega) := \inf\{r > 0 | \Omega \text{ can be covered with a finite number of balls (in } E) \text{ of radius } r\}\) (see
e.g. [1], [7] or [10]). A compact convex set \( C \subset E \) is said to be a fundamental set (for \( F \)) provided \( F(X \cap C) \subset C \) and, for any \( x \in X \), the condition \( x \in \text{conv}(\{F(x)\} \cup C) \) implies \( x \in C \).

**Remark 2.1** Let \( F : X \to E \) be as above and define \((C_n)_{n \geq 0}\) a sequence by

\[
C_0 := \text{conv}(\{x_0\} \cup F(X)), \quad C_n := \text{conv}(\{x_0\} \cup F(X \cap C_{n-1})), \quad \text{for } n \geq 1 \text{ where } x_0 \text{ is an arbitrary point from } X.
\]

Then, one can verify that, \( C_n \subset C_{n-1} \), for \( n \geq 1 \), and \( C := \bigcap_{n=1}^{\infty} C_n \) is a fundamental set for \( F \).

A vector field \( I - F : \overline{U} \to E \), where \( U \subset E \) is an open bounded set, is called admissible if \( F \) is a \( k \)-set contraction (with some \( k \in [0, 1) \)) and \( F \) has no fixed points in the boundary \( \partial U \). Let \( C \) be any fundamental set for \( F \) and \( F_C : \overline{U} \to E \) be a continuous extension of \( F|_{\overline{U} \cap C} \) such that \( F_C(\overline{U}) \subset \text{conv}(\overline{U} \cap C) \), existing due to the Dugundji extension theorem (see [3]). Then, by the invariance of \( C \), \( F_C(\overline{U}) \subset C \), which implies that \( F_C \) is compact. Moreover, if, for some \( x \in \overline{U} \), \( F_C(x) = x \), then \( x \in C \), which gives \( F(x) = F_C(x) = x \) and \( x \in U \). Therefore the following definition of the topological degree makes sense

\[
\deg(I - F, U) := \deg_{LS}(I - F_C, U)
\]

where \( \deg_{LS} \) stands for the Leray-Schauder degree (with respect to \( 0 \in E \)). One may prove that the degree is independent of the choice of a fundamental set and an extension \( F_C \). It has the following standard properties of a topological degree:

**D1** If \( \deg(I - F, U) \neq 0 \), then there exists \( x \in U \) such that \( F(x) = x \).

**D2** If \( F : \overline{U} \to E \) is admissible and \( U_1, U_2 \subset U \) are open and disjoint sets such that \( \{x \in \overline{U} | F(x) = x\} \subset U_1 \cup U_2 \), then

\[
\deg(I - F, U) = \deg(I - F, U_1) + \deg(I - F, U_2).
\]

**D3** Let \( H : \overline{U} \times [0, 1] \to E \) be an admissible homotopy, i.e. a continuous map such that

(i) there exists \( k \in [0, 1) \) such that, for any \( \Omega \subset \overline{U} \),

\[
\beta(H(\Omega \times [0, 1])) \leq k \beta(\Omega),
\]

(ii) \( H(x, \lambda) \neq x \) for any \( (x, \lambda) \in \partial U \times [0, 1] \).

Then

\[
\deg(I - H(\cdot, 0), U) = \deg(I - H(\cdot, 1), U).
\]

**D4** If \( x_0 \in U \), then \( \deg(I - x_0, U) = 1 \).

**Remark 2.2** It will be useful in the sequel to know that if \( I - F : \overline{U} \to E \) is an admissible \( k \)-set contraction vector field, then there exists a locally Lipschitz
compact vector field $I - F_L : \overline{U} \to E$ homotopic to $I - F$ via an admissible homotopy. Indeed, find $F_C$ as in (1). Since $F$ is a $k$-set contraction, its fixed point set is compact and one has $\rho := \inf\{\|x - F(x)\| : x \in \partial U\} > 0$. By the Lasota-Yorke theorem there exists a locally Lipschitz map $F_L : \overline{U} \to E$ such that $\|F_L(x) - F_C(x)\| \leq \rho/2$, for any $x \in \overline{U}$ and $F_L(\overline{U}) \subset \overline{\text{conv} F_C(\overline{U})} \subset C$. To see that $I - F_L$ is homotopic to $I - F$, define $H : \overline{U} \times [0, 1] \to E$ by

$$H(x, \lambda) := (1 - \lambda)F(x) + \lambda F_L(x).$$

Clearly, for any $\Omega \subset \overline{U}$, one gets

$$\beta(H(\Omega \times [0, 1])) \leq \beta(\text{conv} [F(\Omega) \cup C]) = \beta(F(\Omega)) \leq k\beta(\Omega).$$

Furthermore, if for some $(x, \lambda) \in \partial U \times [0, 1]$, $H(x, \lambda) = x$, then $x \in \text{conv} (\{F(x)\} \cup C)$, which implies $x \in C$ and, consequently, $\|x - F(x)\| = \lambda\|F_L(x) - F(x)\| = \lambda\|F_L(x) - F_C(x)\| \leq \rho/2$, a contradiction.

The topological degree can be extended onto the class of condensing vector fields. For any admissible condensing vector field $I - F : \overline{U} \to E$ with open bounded $U \subset E$, i.e. such that $F$ is continuous, $\beta(F(\Omega)) < \beta(\Omega)$ for any $\Omega \subset \overline{U}$ with $\beta(\Omega) > 0$, and $0 \not\in (I - F)(\partial U)$, there exists $\overline{\lambda} \in (0, 1)$ such that

$$0 \not\in (I - (1 - \lambda))F(\partial U) \quad \text{for any } \lambda \in (0, \overline{\lambda}).$$

Indeed, if we suppose to the contrary, then there are $\lambda_n \to 0^+$ and $(x_n) \subset \partial U$ such that $x_n = (1 - \lambda_n)F(x_n)$, for each $n \geq 1$. Then, either $\beta(\{x_n\}_{n \geq 1}) = 0$ or we note that $\{x_n\}_{n \geq 1} \subset \{\gamma F(\{x_n\}_{n \geq 1}) \mid \gamma \in [0, 1]\}$, which gives

$$\beta(\{x_n\}_{n \geq 1}) \leq \beta(\{\gamma F(\{x_n\}_{n \geq 1}) \mid \gamma \in [0, 1]\}) = \beta(F(\{x_n\}_{n \geq 1})) < \beta(\{x_n\}_{n \geq 1}).$$

But the latter case gives a contradiction and, therefore, $(x_n)$ is relatively compact. Assume that $x_n \to x_0 \in \partial U$. By continuity, it is clear that $x_0 = F(x_0)$, a contradiction with the admissibility of $I - F$, and the proof of (2) is finished.

Thus one can put

$$\deg(I - F, U) := \lim_{\lambda \to 0^+} \deg(I - (1 - \lambda)F, U)$$

as $I - (1 - \lambda)F$ is a $k$-set contraction, for any $\lambda \in (0, 1)$, and (2) holds. In view of the homotopy invariance property – (D3), (3) is correct. It can be easily verified that the extended degree admits all the properties (D1)–(D4), meaning by an admissible homotopy a continuous map $I - H : \overline{U} \times [0, 1] \to E$ such that $0 \not\in (I - H)(\partial U \times [0, 1])$ and, for any $\Omega \subset \overline{U}$ with $\beta(\Omega) > 0$, $\beta(H(\Omega \times [0, 1])) < \beta(\Omega)$.

We shall now pass to the version of topological degree for perturbations of generators of $C_0$ semigroups of contractions. We say that a mapping $-A + F$
is *admissible* with respect to an open bounded $U \subset E$ if $A : D(A) \to E$ is a linear operator on a Banach space $E$ such that $-A$ generates a $C_0$ semigroup $S_A = \{S_A(t) : E \to E\}_{t \geq 0}$ of linear contractions, i.e. there exists $\omega > 0$ such that

$$\|S_A(t)\| \leq e^{-\omega t} \text{ for any } t \geq 0,$$

$F : \overline{U} \to E$ is a $k$-set contraction with a constant $k \in [0, \omega)$ and $0 \notin (-A + F)(\partial U \cap D(A))$. By an *admissible homotopy* we shall understand a mapping $(x, \lambda) \mapsto -A(\lambda)x + F(x, \lambda)$ where the family of operators $\{A(\lambda)\}_{\lambda \in [0,1]}$ and continuous $F : \overline{U} \times [0,1] \to E$ with open bounded $U \subset E$ satisfy the following conditions

- the family of semigroups $\{S_{A(\lambda)}\}_{\lambda \in [0,1]}$ is uniformly contractive, i.e. there is $\omega > 0$ such that $\|S_{A(\lambda)}(t)\| \leq e^{-\omega t}$ for any $t \geq 0$ and $\lambda \in [0,1]$,
- the family $\{A(\lambda)\}_{\lambda \in [0,1]}$ is resolvent continuous, that is if $\lambda_n \to \lambda_0$ (as $n \to \infty$) in $[0,1]$, then $A(\lambda_n) \stackrel{res}{\to} A(\lambda_0)$ (with respect to resolvent or graphs), i.e. for any $\nu > -\omega$ and $u \in E$, $R(\nu : -A(\lambda_n))u \to R(\nu; -A(\lambda_0))u$ as $n \to \infty$,
- there exists $k \in [0, \omega)$ such that, for any $\Omega \subset \overline{U}$, $\beta(F(\Omega \times [0,1])) \leq k\beta(\Omega)$,
- for any $\lambda \in [0,1]$, $0 \notin (-A(\lambda) + F(\cdot, \lambda))(\partial U \cap D(A(\lambda)))$.

**Remark 2.3** The resolvent continuity condition for the family $\{A(\lambda)\}_{\lambda \in [0,1]}$ of $C_0$ semigroups implies that, for any $\lambda_n \to \lambda_0$ and $x \in E$, $S_{A(\lambda_n)}(t)x \to S_{A(\lambda_0)}(t)x$ uniformly with respect to $t$ from bounded intervals (see [16]).

**Lemma 2.4** If $\{A(\lambda)\}_{\lambda \in [0,1]}$ and $F : \overline{U} \times [0,1] \to E$ determine an admissible homotopy, then

(i) for any $t \geq 0$ and bounded $\Omega \subset E$,

$$\beta \left( \bigcup_{\lambda \in [0,1]} S_{A(\lambda)}(t)\Omega \right) \leq e^{-\omega t}\beta(\Omega);$$

(ii) for $\nu \geq -\omega$ and bounded $\Omega \subset E$,

$$\beta \left( \bigcup_{\lambda \in [0,1]} R(\nu : -A(\lambda))\Omega \right) \leq \frac{1}{\omega + \nu}\beta(\Omega)$$

where $R(\nu : -A(\lambda)) := (\nu I + A(\lambda))^{-1}$;

(iii) for any $\nu \geq 0$, the map $\Psi : \overline{U} \times [0,1] \to E$, given by $\Psi(x, \lambda) := R(\nu : -A(\lambda)(\nu u + F(u, \lambda))$, is a set contraction with constant $\frac{k + \nu}{\omega + \nu} < 1$ and $R(\nu : -A(\lambda)(\nu u + F(u, \lambda)) \neq x$ for any $(x, \lambda) \in \partial U \times [0,1]$. 
Proof. (i) Take an arbitrary \( t > 0 \) and \( \varepsilon > 0 \). Let \( \{x_k\}_{k=1}^{m_\varepsilon} \subset E \) be such that

\[
\Omega \subset \bigcup_{k=1}^{m_\varepsilon} B(x_k, \beta(\Omega) + \varepsilon/2).
\]

By the continuity property – see Remark 2.3 – the maps \([0, 1] \ni \lambda \mapsto S_{A(\lambda)}(t)x_k \in E, \ k = 1, \ldots, m_\varepsilon\), are uniformly continuous, therefore there exist \( \{\lambda_j\}_{j=1}^{n_\varepsilon} \) and \( \delta > 0 \) such that, for any \( k = 1, \ldots, m_\varepsilon \) and \( j = 1, \ldots, n_\varepsilon \),

\[
\|S_{A(\lambda)}(t)x_k - S_{A(\lambda_j)}(t)x_k\| \leq \varepsilon/2 \quad \text{for any } \lambda \in B(\lambda_j, \delta)
\]

and \( \bigcup_{j=1}^{n_\varepsilon} (\lambda_j - \delta, \lambda_j + \delta) \supset [0, 1] \). Take any \( x \in \Omega \) and \( \lambda \in [0, 1] \) and observe that, there are \( k_x \in \{1, \ldots, m_\varepsilon\} \) and \( j_x \in \{1, \ldots, n_\varepsilon\} \), such that \( \|x - x_{k_x}\| < \beta(\Omega) + \varepsilon/2 \) and \( |\lambda - \lambda_{j_x}| < \delta \). Further, by the contractivity,

\[
\|S_{A(\lambda)}(t)x - S_{A(\lambda_{j_x})}(t)x_{k_x}\| \leq \|S_{A(\lambda)}(t)x - S_{A(\lambda)}(t)x_{k_x}\| + \|S_{A(\lambda)}(t)x_{k_x} - S_{A(\lambda_{j_x})}(t)x_{k_x}\| \\
\leq e^{-\omega t}\|x - x_{k_x}\| + \varepsilon/2 \leq r_\varepsilon := e^{-\omega t}\beta(\Omega) + \varepsilon.
\]

Hence, the family \( \{B(S_{A(\lambda)}(t)x_k, r_\varepsilon)\}_{j=1,\ldots,n_\varepsilon, k=1,\ldots,m_\varepsilon} \) covers the set \( \bigcup_{\lambda \in [0, 1]} S_{A(\lambda)}(t)\Omega \),

which implies \( \beta \left( \bigcup_{\lambda \in [0, 1]} S_{A(\lambda)}(t)\Omega \right) \leq r_\varepsilon \). Since \( \varepsilon \) was arbitrary, the proof is finished.

(ii) can be shown in the same manner as (i) with use of the inequality \( \|R(\nu : -A(\lambda))\| \leq 1/(\omega + \nu) \) for any \( \nu \geq -\omega \) and \( \lambda \in [0, 1] \).

(iii) Note that in view of (ii)

\[
\beta \left( \bigcup_{\lambda \in [0, 1]} R(\nu : -A(\lambda))(\nu I + F)(\Omega \times \{\lambda\}) \right) \leq \beta \left( \bigcup_{\lambda \in [0, 1]} R(\nu : -A(\lambda))(\nu I + F)(\Omega \times [0, 1]) \right) \\
\leq \frac{1}{\omega + \nu} \beta((\nu I + F)(\Omega \times [0, 1])) \leq \frac{1}{\omega + \nu}(\nu \beta(\Omega) + k\beta(\Omega)) = \left(\frac{k + \nu}{\omega + \nu}\right)\beta(\Omega).
\]

Finally, if \( R(\nu : -A(\lambda))(\nu I + F)(x, \lambda) = x \) for some \( x \in \partial U \) and \( \lambda \in [0, 1] \), then \( x \in D(A(\lambda)) \) and \( -A(\lambda)x + F(x, \lambda) = 0 \), which contradicts the admissibility assumption. \( \square \)

Therefore, if \( -A + F \) is admissible with respect to an open bounded \( U \subset E \), then, by Lemma 2.4, we may put properly

\[
(4) \quad \text{Deg}(-A + F, U) := \deg(I - R(\nu : -A)(\nu I + F), U)
\]
where $\nu \geq 0$ is arbitrary. By the continuity of the resolvent and the homotopy invariance of $\deg$ it is clear that the definition (1) is independent of $\nu$. It has also all the expected properties, i.e. the existence, additivity, homotopy invariance and normalization. The latter property states that: if $v_0 \in A(U \cap D(A))$, then $\text{Deg}(-A + v_0, U) = 1$. It is a straightforward conclusion from (1) and (D4).

To define the topological degree of $-A + F$ in the situation $k = \omega$ it is sufficient to apply in (1) the topological degree for condensing vector fields.

3 Degree formula for $k$-set contracting and condensing fields

Before we shall deal with the degree formula, we verify basic properties of the translation along trajectories operator associated with the parameterized problem

$$(P_{G,\lambda}) \quad \dot{u}(t) = -u(t) + G(u(t), \lambda), \quad t > 0, \quad \lambda \in [0, 1]$$

where $G : U \times [0, 1] \rightarrow E$, with an open bounded subset $U$ of a separable Banach space $E$, satisfy the following conditions

(G1) $G$ is locally Lipschitz in the first variable uniformly with respect to the second one, i.e. for any $x \in U$ there exist $\delta_x > 0$ and $L_x > 0$ such that, for any $x_1, x_2 \in B(x, \delta_x) \cap U$ and $\lambda \in [0, 1],$

$$\|G(x_1, \lambda) - G(x_2, \lambda)\| \leq L_x\|x_1 - x_2\|;$$

(G2) $G(U \times [0, 1])$ is bounded;

(G3) $G$ is a $k$-set contraction, i.e. there is $k \in [0, 1)$ such that, for any bounded $\Omega \subset U,$

$$\beta(G(\Omega \times [0, 1])) \leq k\beta(\Omega).$$

Let $V$ be any open subset of $U$ such that $V \subset \nabla + B(0, \rho) \subset U$ with some $\rho > 0$. For $t > 0$, define $\Phi_t : \nabla \rightarrow E$ by

$$\Phi_t(x) := u(t; 0, x, \lambda)$$

where $u(\cdot, 0, x, \lambda)$ stands for the (local) solution of $(P_{G,\lambda})$ with the initial condition $u(0) = x$.

**Proposition 3.1** Under the above assumptions

(i) there exists $\bar{T} > 0$ such that, for any $x \in \nabla$ and $\lambda \in [0, 1]$, there exists a unique
solution $u(\cdot; 0, \bar{t}, x, \lambda)$ of $(P_{G, \lambda})$ on $[0, \bar{t}]$ starting at $x$ and the map
\[
\nabla \times [0, 1] \ni (x, \lambda) \mapsto u(\cdot; 0, \bar{t}, x, \lambda) \in C([0, \bar{t}], E);
\]
is continuous.

(ii) for any $t \in (0, \bar{t}]$, $\Phi_t$ is a $k$-set contraction, i.e. for any $\Omega \subset \nabla$,
\[
\beta(\Phi_t(\Omega \times [0, 1])) \leq e^{(k-1)t} \beta(\Omega).
\]

In the proof we shall use the following property of the measure of noncompactness.

**Proposition 3.2** (see [7] or [10]) Let $E$ be a separable Banach space, $B \subset L^1([a, b], E)$ be countable and integrably bounded (i.e. there exists $c \in L^1([a, b])$ such that $\|w(t)\| \leq c(t)$ for all $w \in B$ and a.e. $t \in [a, b]$) and $\phi : [a, b] \to \mathbb{R}$ be given by $\phi(t) := \beta(\{u(t) \mid u \in B\})$. Then $\phi \in L^1([a, b])$ and
\[
\beta\left( \left\{ \int_a^b u(\tau) \, d\tau \mid u \in B \right\} \right) \leq \int_a^b \phi(\tau) \, d\tau.
\]

**Proof of Proposition 3.1** (i) By the standard local existence and uniqueness theorem for ordinary differential equations in a Banach space, we infer that, for any $x \in \nabla$ and $\lambda \in [0, 1]$, there exists a unique solution $u$ of $(P_{G, \lambda})$ on some maximal interval $[0, \omega_x)$ with $\omega_x > 0$. By (G2), the exists $K > 0$ such that $U \cup G(U \times [0, 1]) \subset B(0, K)$. Hence
\[
\|u(t) - x\| \leq \int_0^t \|u(\tau) - G(u(\tau), \lambda)\| \, d\tau \leq 2Kt \text{ for any } t \in [0, \omega_x).
\]

This means that if $t \in [0, \rho/(4K)]$ and $t < \omega_x$, then $u(t) \in \nabla + D(0, \rho/2) \subset U$, which means that $\omega_x > \bar{t} := \rho/(4K)$. The continuity of $(x, \lambda) \mapsto u(\cdot; 0, \bar{t}, x, \lambda)$ is a classical property of parameterized ordinary differential equations in Banach spaces. The proof of the part (i) is completed.

(ii) Take any $\Omega \subset \nabla$ and choose a countable set $\Omega_0 \subset \Omega$ such that $\Omega \subset \overline{\Omega_0}$ and a countable and dense in $[0, 1]$ subset $\Lambda_0$. By the variation of constant formula, for any $t \in [0, \bar{t}]$, $x \in \nabla$ and $\lambda \in [0, 1]$
\[
\Phi_t(x, \lambda) = e^{-t}x + \int_0^t e^{-t+\tau}G(\Phi_\tau(x, \lambda), \lambda) \, d\tau.
\]

This provides, in view of Proposition 3.2,
\[
\beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq e^{-t} \beta(\Omega_0) + \beta\left( \left\{ \int_0^t e^{-t+\tau}G(\Phi_\tau(x, \lambda), \lambda) \, d\tau \mid x \in \Omega_0, \lambda \in \Lambda_0 \right\} \right)
\leq e^{-t} \beta(\Omega_0) + \int_0^t \beta\left( e^{-t+\tau}G(\Phi_\tau(\Omega_0 \times \Lambda_0 \times \Lambda_0)) \right) \, d\tau
\leq e^{-t} \beta(\Omega_0) + k \int_0^t e^{-t+\tau} \beta(\Phi_\tau(\Omega_0 \times \Lambda_0)) \, d\tau.
\]
Hence, by the Gronwall inequality, 
\[ e^t \beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq e^{kt} \beta(\Omega_0), \]
which gives
\[ (5) \quad \beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq e^{(k-1)t} \beta(\Omega_0). \]

Finally, note that \( \beta(\Omega) = \beta(\Omega_0) \), and, by the continuity, \( \Phi_t(\Omega_0 \times \Lambda_0) \subset \Phi_t(\Omega_0 \times \Lambda_0) \), which together with (5) gives
\[ \beta(\Phi_t(\Omega \times [0, 1])) = \beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq \beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq e^{(k-1)t} \beta(\Omega_0) = e^{(k-1)t} \beta(\Omega). \]

The proof of (ii) is completed. \( \square \)

We pass now to the first degree formula for the equation
\[ (P_F) \quad \dot{u} = -u + F(u) \]
where \( F : U \to E \) is a locally Lipschitz bounded \( k \)-set contraction on an open bounded set \( U \subset E \).

**Theorem 3.3** Let \( F \) be as above and \( V \subset U \) be an open set such that \( \mathcal{V} + B(0, \rho) \subset U \), for some \( \rho > 0 \), and \( 0 \notin (I - F)(\partial V) \). Then there exists \( \mathcal{T} > 0 \) such that, for any \( t \in (0, \mathcal{T}] \),
(i) the translation along trajectories operator for \((P_F)\), \( \Phi_t : \mathcal{V} \to E \) is well-defined and \( \Phi_t(x) \neq x \) for any \( x \in \partial \mathcal{V} \);
(ii) \( \text{deg}(I - F, V) = \text{deg}(I - \Phi_t, V) \).

**Proof.** We reduce the proof to the case when \( F \) is a compact map (see e.g. [5]).

Due to Remark 2.2 there is a locally Lipschitz compact map \( F_L : \mathcal{V} \to E \) homotopic to \( F \) via an admissible homotopy \( H : \mathcal{V} \times [0, 1] \to E \), \( H(x, \lambda) := (1 - \lambda)F(x) + \lambda F_L(x) \). Then obviously
\[ (6) \quad \text{deg}(I - F, V) = \text{deg}(I - F_L, V). \]

Consider the parameterized problem given by
\[ (P_{H,\lambda}) \quad \dot{u} = -u + H(u, \lambda). \]

Obviously, \( H(\cdot, \lambda) \) is locally Lipschitz and, by Proposition 3.1 (i), there exists \( \overline{t}_1 > 0 \) such that, for any \( x \in \mathcal{V} \) and \( \lambda \in [0, 1] \), \((P_{H,\lambda})\) admits a solution on \([0, \overline{t}_1]\). Define \( \Psi_t : \mathcal{V} \times [0, 1] \to E \) by
\[ \Psi_t(x, \lambda) := u(t; 0, \overline{t}_1, x, \lambda) \]
where \( u(\cdot; 0, \overline{t}_1, x, \lambda) \) stands for the solution of \((P_{H,\lambda})\) with the initial condition \( u(0) = x \). By Proposition 3.1 (ii), for any \( \Omega \subset \mathcal{V} \),
\[ \beta(\Psi_t(\Omega \times [0, 1])) \leq e^{(k-1)t} \beta(\Omega). \]
Now we claim that there exists $\bar{t}_2 \in (0, \bar{t}_1]$ such that, for any $t \in (0, \bar{t}_2],$
\begin{equation}
(7) \quad \Psi_t(x, \lambda) \neq x \text{ for any } (x, \lambda) \in \partial V \times [0, 1].
\end{equation}
Indeed, suppose to the contrary. Then there exist sequences $t_n \to 0^+, (\lambda_n) \subset [0, 1]$ and $(x_n) \subset \partial V$ such that \(\Psi_{t_n}(x_n, \lambda_n) = x_n\) for each $n \geq 1$. Note that this implies $\Psi_{j t_n}(\lambda_n, x_n) = x_n$ for integer $j > 0$ such that $jt_n \leq \bar{t}_1$ and, in particular, $\Psi_{\bar{t}_1/2 + r_n}(x_n, \lambda_n) = x_n$, where $r_n := \left(\left[\left(\bar{t}_1/2\right)/t_n\right] + 1\right)t_n - \bar{t}_1/2 < t_n \to 0^+$. Clearly, $0 < r_n < t_n \to 0^+$ as $n \to \infty$. Since
\[
\|\Psi_{\bar{t}_1/2 + r_n}(x_n, \lambda_n) - \Psi_{\bar{t}_1/2}(x_n, \lambda_n)\| \leq \int_{\bar{t}_1/2}^{t_n/2} \|x - \Psi_{\tau}(x_n, \lambda_n) + F(\Psi_{\tau}(x_n, \lambda_n))\| \, d\tau
\leq 2K r_n \to 0^+,
\]
one gets
\[
\beta(\{x_n\}_{n \geq 1}) = \beta(\{\Psi_{\bar{t}_1/2 + r_n}(x_n, \lambda_n)\}_{n \geq 1}) = \beta(\{\Psi_{\bar{t}_1/2}(x_n, \lambda_n)\}_{n \geq 1})
\leq e^{(k-1)\bar{t}_1/2} \beta(\{x_n\}_{n \geq 1}),
\]
which means that $\beta(\{x_n\}_{n \geq 1}) = 0$. Hence, without loss of generality, one may assume that $x_n \to x_0 \in \partial V$ and $\lambda_n \to \lambda_0 \in [0, 1]$. Denote $u_n := u(x, 0, \bar{t}_1, x_n, \lambda_n)$, for $n \geq 0$, and observe that using the $t_n$-periodicity of $u_n$, for any $t \in [0, \bar{t}_1]$, we get
\begin{equation}
(8) \quad \|u_0(t) - x_0\| \leq \|u_0 - u_n\| + \|u_n(t) - u_n(t/t_n)[t_n]\| + \|x_n - x_0\|.
\end{equation}
Furthermore, by Proposition 3.1 (i), $u_n \to u_0$ in $C([0, \bar{t}_1, E])$ and, this together with (8) provides $u_0(t) = x_0$ for each $t \in [0, \bar{t}_1]$, i.e. $0 = -x_0 + H(x_0, \lambda_0)$, a contradiction, since $I - H$ is an admissible homotopy. Thus, the proof of (7) is completed. As an immediate conclusion of (7), one obtains
\begin{equation}
(9) \quad \deg(I - \Psi_t(. , 1), V) = \deg(I - \Psi_t(. , 0), V) \text{ for any } t \in (0, \bar{t}_2].
\end{equation}

By the compact version of the theorem – see [5, Prop. 4.3], there exists $\bar{t} \in (0, \bar{t}_2]$ such that, for any $t \in (0, \bar{t}]$,
\begin{equation}
(10) \quad \deg(I - F_{Lt}, V) = \deg(I - \Psi_t(. , 1), V).
\end{equation}
Finally, combining (9), (10) and (9), we end the proof. \(\Box\)

Now let us extend Theorem 3.3 to the class of condensing vector fields.

**Theorem 3.4** Let $F : U \to E$ be a locally Lipschitz bounded condensing (with respect to the Hausdorff measure of noncompactness) map on an open bounded set $U$ and $V \subset U$ be an open set such that $V + B(0, \rho) \subset U$ and $0 \notin (I - F)(\partial V)$. Then there exists $\bar{t} > 0$ such that, for any $t \in (0, \bar{t}]$,

(i) the translation along trajectories operator for $(P_F)$, $\Phi_t : V \to E$ is a well-defined condensing map and $\Phi_t(x) \neq x$ for any $x \in \partial V$;

(ii) $\deg(I - F, V) = \deg(I - \Phi_t, V)$. 

\[ \]
Remark 3.5 Under the assumptions of Theorem 3.4 the thesis of Proposition 3.1 holds and the inequality in thesis (ii) has the form \( \beta(\Phi_t(\Omega \times [0, 1])) \leq \beta(\Omega) \).

Proof of Theorem 3.4. Consider the parameterized family of equations

\[ (P_{F, \lambda}) \quad \dot{u} = -u + (1 - \lambda)F(u) \quad \lambda \in [0, 1]. \]

By Remark 3.5 there is \( \bar{t}_1 > 0 \) such that the map \( \Phi_t : \bar{V} \times [0, 1] \to E, t \in [0, \bar{t}_1], \)
given by \( \Phi_t(x, \lambda) := u(t; 0, \bar{t}_1, x, \lambda) \), where \( u(\cdot; 0, \bar{t}_1, x, \lambda) \) is the unique solution of \((P_{F, \lambda})\) at time 0 from \( x \), is well-defined, continuous and, for any \( \Omega \subset \bar{V} \),

\[ \beta(\Theta_t(\Omega \times [0, 1])) \leq \beta(\Omega). \]

We shall show that there exists \( \bar{t} \in [0, \bar{t}_1] \), such that, for \( t \in [0, \bar{t}] \), \( I - \Theta_t \) is an admissible homotopy in the sense of the topological degree for condensing maps. First, we need to prove that for any \( t \in (0, \bar{t}_1] \) and \( \Omega \subset \bar{V} \) with \( \beta(\Omega) > 0 \),

\[ (11) \quad \beta(\Theta_t(\Omega \times [0, 1])) < \beta(\Omega). \]

Take any fixed \( t \in (0, \bar{t}_1] \), \( \Omega \subset \bar{V} \) with \( \beta(\Omega) > 0 \), \( \Omega_0 \subset \Omega \) a countable set such that \( \Omega \subset \overline{\Omega_0} \) and \( \Lambda_0 \subset [0, 1] \) a countable dense subset of \( [0, 1] \). Then, obviously, for any \( t \in [0, \bar{t}] \), by Proposition 3.2,

\[
\beta(\Theta_t(\Omega_0 \times \Lambda_0)) \leq e^{-t}\beta(\Omega_0) + \int_0^t e^{-t+\tau}\beta \left( \bigcup_{\gamma \in [0, 1]\cap \mathbb{Q}} \gamma F(\Theta_\tau(\Omega_0 \times \Lambda_0)) \right) \, d\tau \\
\leq e^{-t}\beta(\Omega_0) + \int_0^t e^{-t+\tau} \beta(\Theta_\tau(\Omega_0 \times \Lambda_0)) \, d\tau.
\]

Clearly, either \( \beta(\Theta_\tau(\Omega_0 \times \Lambda_0)) = 0 \), for a.e. \( \tau \in [0, t] \) and \((11)\) follows clearly or there exists \( J \subset [0, t] \) of positive Lebesgue measure such that \( \beta(\Theta_\tau(\Omega_0 \times \Lambda_0)) > 0 \) for any \( \tau \in J \). Hence

\[
\beta(\Theta_t(\Omega_0 \times \Lambda_0)) < e^{-t}\beta(\Omega_0) + \int_0^t e^{-t+\tau} \beta(\Theta_\tau(\Omega_0 \times \Lambda_0)) \, d\tau \\
\leq e^{-t}\beta(\Omega_0) + \int_0^t e^{-t+\tau}\beta(\Omega_0) \, d\tau = \beta(\Omega_0),
\]

which implies \((11)\).

Next, one has to show that there exist \( \lambda_1 \in (0, 1] \) and \( \bar{t}_2 \in (0, \bar{t}_1] \) such that, for any \( t \in (0, \bar{t}_2] \),

\[ \Theta_t(x, \lambda) \neq x \quad \text{for} \ (x, \lambda) \in \partial V \times [0, \lambda_1]. \]

If we suppose to the contrary that, then there exist \( (x_n) \subset \partial V, \lambda_n \to 0^+ \) and \( t_n \to 0^+ \) such that \( \Theta_{t_n}(x_n, \lambda_n) = x_n \) for each \( n \geq 1 \). This clearly implies that
\[ \Theta_{jt_n}(x_n, \lambda_n) = x_n \text{ for any integer } j > 0 \text{ such that } jt_n \leq \bar{t}_1, \text{ which gives, for large } n, \Theta_{\bar{t}_1/2+r_n}(x_n, \lambda_n) = x_n \text{ where } r_n := \left(\left[\bar{t}_1/2\right]/t_n \right) + 1\bar{t}_1 - \left(\bar{t}_1/2\right). \]

Clearly \( 0 < r_n < t_n \to 0^+ \) and

\[ \left\| \Theta_{\bar{t}_1/2+r_n}(x_n, \lambda_n) - \Theta_{\bar{t}_1/2}(x_n, \lambda_n) \right\| \leq \int_{\bar{t}_1/2}^{\bar{t}_1/2+r_n} \left\| - \Theta_{\tau}(x_n, \lambda_n) + (1 - \lambda_n)F(\Theta_{\tau}(x_n, \lambda_n)) \right\| \, d\tau \leq 2Kr_n \to 0^+ \]

where \( K > 0 \) is such that \( U \cup F(U) \subset B(0, K) \). Therefore either \( \beta(\{x_n\}_{n \geq 1}) = 0 \) or

\[ \beta(\{x_n\}_{n \geq 1}) = \beta(\{\Theta_{\bar{t}_1/2+r_n}(x_n, \lambda_n)\}_{n \geq 1}) = \beta(\{\Theta_{\bar{t}_1/2}(x_n, \lambda_n)\}_{n \geq 1}) < \beta(\{x_n\}_{n \geq 1}). \]

The latter inequality gives a contradiction and we infer that \( (x_n) \) is relatively compact. Without loss of generality we may assume that \( x_n \to x_0 \in \partial V \). If one puts \( u_n := u(\cdot; 0, \bar{t}_1, x_n, \lambda_n) \), then, by use of Proposition 3.1 (i), \( u_n \to u_0 \) in \( C([0, \bar{t}_1], E) \) and, by the same argument as in (8), \( u_0 \equiv x_0 \), that is \( 0 = -x_0 + F(x_0) \), a contradiction.

Finally, according to (2), there is \( \lambda_0 \in (0, \lambda_1] \) such that \( \deg(I - F, V) = \deg(I - (1 - \lambda_0)F, V) \) and, in view of Theorem 3.3, there exists \( \bar{t} \in (0, \bar{t}_2] \) such that, for any \( t \in (0, \bar{t}] \), \( \deg(I - F, V) = \deg(I - (1 - \lambda_0)F, V) = \deg(I - \Theta_t, \cdot, \lambda_0, V) \). This together with the homotopy invariance for the topological degree of condensing vector fields yields \( \deg(I - F, V) = \deg(I - \Theta_t(\cdot, 0), V) = \deg(I - \Phi_t, V) \). \( \Box \)

4. Differential equations governed by perturbations of generators of contractive \( C_0 \) semigroups

We provide some general properties of solution operators generated by perturbations of generators of \( C_0 \) semigroups. They enable us to apply homotopy arguments in the next section.

Suppose that \( \{A(\lambda) : D(A(\lambda)) \to E\}_{\lambda \in [0, 1]} \) is a family of densely defined linear operators such that

(A1) for any \( \lambda \in [0, 1] \), \(-A(\lambda)\) is an infinitesimal generator of a \( C_0 \) semigroup \( \{S_{A(\lambda)}(t)\}_{t \geq 0} \) of bounded linear operators on \( E \) and there exists \( \omega > 0 \) such that \( \|S_{A(\lambda)}(t)\| \leq e^{-\omega t} \) for any \( t \geq 0 \) and \( \lambda \in [0, 1] \);

(A2) if \( \lambda_n \to \lambda_0 \) (as \( n \to \infty \)) in \([0, 1] \), then \( A(\lambda_n) \xrightarrow{\text{res}} A(\lambda_0) \) (with respect to graphs or resolvent), i.e. for any \( \nu > -\omega \) and \( u \in E \), \( R(\nu : -A(\lambda_n))u \to R(\nu, -A(\lambda_0))u \),
and that $F : [0, T] \times E \times [0, 1] \to E$, where $T > 0$, is a continuous mapping satisfying the following conditions

**F1** $F$ is locally Lipschitz in the second variable uniformly with respect to the others, i.e. for any $x \in E$ there exist $\delta_x > 0$ and $L_x > 0$ such that, for any $x_1, x_2 \in B(x, \delta_x)$, $t \in [0, T]$ and $\lambda \in [0, 1]$, $\|F(t, x_1, \lambda) - F(t, x_2, \lambda)\| \leq L_x \|x_1 - x_2\|$;

**F2** $F$ has a (uniform) linear growth, i.e. there exists $c > 0$ such that $\|F(t, x, \lambda)\| \leq c(1 + \|x\|)$ for any $x \in E$, $t \in [0, T]$ and $\lambda \in [0, 1]$;

**F3** there is $k \geq 0$ such that, for any bounded $\Omega \subset E$, $\beta(F([0, T] \times \Omega \times [0, 1])) \leq k \beta(\Omega)$.

Below we collect some basic facts concerning mild solutions (see [16]) for the family of differential equations

\[(P_{A,F,\lambda}) \quad \dot{u}(t) = -A(\lambda)u(t) + F(t, u(t), \lambda) \text{ on } [0, T].\]

**Proposition 4.1**

(i) (Existence) For any $x \in E$ and $\lambda \in [0, 1]$, the equation $(P_{A,F,\lambda})$ with the initial condition $u(0) = x$ has a unique mild solution $u(\cdot; 0, T, x, \lambda)$. Moreover, if $T = +\infty$, then the assertion holds, too.

(ii) (Continuity) If $(x_n, \lambda_n) \to (x_0, \lambda_0)$ in $E \times [0, 1]$, then
\[u(\cdot; 0, T, x_n, \lambda_n) \to u(\cdot; 0, T, x_0, \lambda_0) \text{ in } C([0, T], E).\]

(iii) (Compactness) If $\Phi_t : E \times [0, 1] \to E$, for $t \in [0, T]$, is given by
\[\Phi_t(x, \lambda) := u(t; 0, T, x, \lambda),\]
then, for any bounded $\Omega \subset E$,
\[\beta\left(\Phi_t(\Omega \times [0, 1])\right) \leq e^{(k-\omega)t} \beta(\Omega).\]

**Remark 4.2** (a) If $u : [0, T] \to E$ is a mild solution of $(P_{A,F,\lambda})$, for some fixed $\lambda \in [0, 1]$, with the initial condition $u(0) = x$ for some $x \in E$, then $\|u(t)\| \leq \|S_{A(\lambda)}(t)x\| + \int_0^t \|S_{A(\lambda)}(t-\tau)F(\tau, u(\tau), \lambda)\| \, d\tau \leq e^{-\omega t}\|x\| + \int_0^t e^{-\omega(t-\tau)}c(1 + \|u(\tau)\|) \, d\tau,$ for any $t \in [0, T]$, and, in view of the Gronwall inequality, $\|u(t)\| \leq (\|x\| + cTe^{\omega T})e^{\omega T}$, for $t \in [0, T]$.

(b) It follows from (a) that if $\Omega \subset E$ is bounded, then $\{\Phi_t(x, \lambda) | (x, \lambda) \in \Omega \times [0, 1], t \in [0, T]\}$ is bounded.
Proof. The proof of (i) follows from the arguments of [16, Ch. 6, Th. 2.2], the local existence theorem and Remark 4.2.

To justify (ii) and (iii), observe that, by the definition of mild solution,

$$ \Phi_t(x, \lambda) = S_{A(\lambda)}(t)x + \int_0^t S_{A(\lambda)}(t-\tau)F(\tau, \Phi_\tau(x, \lambda), \lambda) \, d\tau,$$

for any $x \in \Omega$, $\lambda \in [0, 1]$ and $t \in [0, T]$. In view of Remark 4.2, the set $\Phi_t(\Omega \times [0, 1])$ is bounded. Hence, acting with the measure of noncompactness, one obtains

$$ \beta(\Phi_t(\Omega \times [0, 1])) \leq \beta \left( \bigcup_{\lambda \in [0, 1]} S_{A(\lambda)}(t)\Omega \right) + \beta \left( \left\{ \int_0^t w_{x,\lambda,t}(\tau) \, d\tau \mid x \in \Omega, \lambda \in [0, 1] \right\} \right) \leq \int_0^t \beta \left( \bigcup_{\lambda \in \Lambda_0} S_{A(\lambda)}(t-\tau)F([\tau] \times \Phi_\tau(\Omega_0 \times \Lambda_0) \times \Lambda_0) \right) \, d\tau.$$

(12)

where $w_{x,\lambda,t}(\tau) := S_{A(\lambda)}(t-\tau)F(\tau, \Phi_\tau(x, \lambda), \lambda)$.

Suppose $\Omega_0$ is a countable subset of $\Omega$ such that $\Omega \subset \overline{\Omega_0}$ and $\Lambda_0$ is a countable dense subset of $[0, 1]$. Then, in view of Proposition 3.2 for any $t \in [0, T]$,

$$ \beta \left( \left\{ \int_0^t w_{x,\lambda,t}(\tau) \, d\tau \mid x \in \Omega_0, \lambda \in \Lambda_0 \right\} \right) \leq \int_0^t \beta \left( \left\{ w_{x,\lambda,t}(\tau) \mid x \in \Omega_0, \lambda \in \Lambda_0 \right\} \right) \, d\tau$$

$$ \leq \int_0^t \beta \left( \bigcup_{\lambda \in \Lambda_0} S_{A(\lambda)}(t-\tau)[F([\tau] \times \Phi_\tau(\Omega_0 \times \Lambda_0) \times \Lambda_0)] \right) \, d\tau.$$

and, in view of Lemma 2.4 and (F3), one has

$$ \beta \left( \left\{ \int_0^t w_{x,\lambda,t}(\tau) \, d\tau \mid x \in \Omega_0, \lambda \in \Lambda_0 \right\} \right) \leq \int_0^t e^{-\omega(t-\tau)}\beta(F([0, T] \times \Phi_\tau(\Omega_0 \times \Lambda_0) \times \Lambda_0)) \, d\tau$$

$$ \leq \int_0^t k e^{-\omega(t-\tau)}\beta(\Phi_\tau(\Omega_0 \times \Lambda_0)) \, d\tau.$$

Hence, by (12) and (13), one has

$$ e^{\omega t} \beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq \beta(\Omega_0) + \int_0^t k e^{\omega \tau} \beta(\Phi_\tau(\Omega_0 \times \Lambda_0)) \, d\tau,$$

which, by the Gronwall inequality, yields

$$ \beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq e^{(k-\omega)t} \beta(\Omega_0).$$

(14)
Before we conclude (iii) for $\Omega$, we shall prove (ii). To this end take any sequence $(x_n, \lambda_n) \subset E \times [0, 1]$ with $(x_n, \lambda_n) \to (x_0, \lambda_0)$. In view of (14), for any $t \in [0, T]$,

$$\beta(\{u(t; 0, T, x_n, \lambda_n)\}_{n \geq 1}) \leq e^{(k-\omega)t} \beta(\{x_n\}_{n \geq 1}) = 0,$$

which together with (F2) and [3] Prop. 2.7, implies the relative compactness of $\{u(\cdot; 0, T, x_n, \lambda_n)\}_{n \geq 1}$ in $C([0, T], E)$. Hence, any subsequence of $(u(\cdot; 0, T, x_n, \lambda_n))$ contains a convergent subsequence. Without loss of generality we may assume that the sequence of solutions $u_n := u(\cdot; 0, T, x_n, \lambda_n)$ converges in $C([0, T], E)$ to some $u_0$. Since, for any $n \geq 1$, $u_n(t) = S_{A(\lambda_n)}(t)x_n + \int_0^t S_{A(\lambda_n)}(t-\tau)F(\tau, u(\tau), \lambda_n) \, d\tau$, passing to the limit and using Remark 2.3, one obtains $u_0(t) = S_{A(\lambda_0)}(t)x_0 + \int_0^t S_{A(\lambda_0)}(t-\tau)F(\tau, u_0(\tau), \lambda_0) \, d\tau$, i.e. $u_0(u(\cdot; 0, T, x_0, \lambda_0))$. Thus, since we have shown that any subsequence of $(u(\cdot; 0, T, x_n, \lambda_n))$ contains a subsequence converging to $u(\cdot; 0, T, x_0, \lambda_0)$, the assertion of (ii) is proved.

Return now to (iii) for $\Omega$. Clearly, $\beta(\Omega) = \beta(\Omega_0)$ and, by the continuity from (ii), for any $t \in [0, T]$, $\Phi_t(\Omega_0 \times \Lambda_0) \subseteq \Phi_t(\Omega_0 \times \Lambda_0)$, therefore $\beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq \beta(\Phi_t(\Omega_0 \times \Lambda_0)) \leq e^{(k-\omega)t} \beta(\Omega_0) = e^{(k-\omega)t} \beta(\Omega).$ \hfill \Box

**Remark 4.3** In the above theorem, it is possible to relax or get rid of the separability assumption on $E$ at cost of stronger assumptions on $k$ or geometry of $E$ – see e.g. [3].

## 5 Krasnosel’skiĭ type degree formula

Now we are concerned with the differential equation

$$(P_{A,F}) \quad \dot{u}(t) = -Au(t) + F(u(t)), \ t > 0$$

where $A : D(A) \to E$ is a densely defined linear operator on a separable Banach space such that $-A$ is an infinitesimal generator of a $C_0$ semigroup $\{S_t\}_{t \geq 0}$ of bounded linear operators and $F : E \to E$ is a locally Lipschitz map and suppose the following properties hold

- **(H1)** there exists $\omega > 0$ such that $\|S_t\|_{\mathcal{L}(E,E)} \leq e^{-\omega t}$ for any $t \geq 0$;

- **(H2)** $F$ has **sublinear growth**, i.e. there exists $c > 0$ such that $\|F(x)\| \leq c(1 + \|x\|)$ for any $x \in E$;

- **(H3)** there is $k \in [0, \omega)$ such that, for any bounded $\Omega \subset E$, $\beta(F(\Omega)) \leq k\beta(\Omega)$.

By $\Phi_t : E \to E$, for $t > 0$, denote the translation along trajectories operator given by

$$\Phi_t(x) := u(t; 0, x)$$
where \(u(\cdot, 0, x)\) is a mild solution of \((P_{A,F})\) with the initial value condition \(u(0) = x\). It is well-defined due to Proposition \ref{prop1}.

Let us now state one of the main results of the paper, i.e. the Krasnosel’skii type formula for \((P_{A,F})\).

**Theorem 5.1** Let \(A\) and \(F\) be as above. Then, if \(V \subset E\) is open bounded and \(0 \not\in (-A + F)(\partial V \cap D(A))\), then there exists \(\bar{t} > 0\) such that for any \(t \in (0, \bar{t}]\) and \(x \in \partial V\), \(\Phi_t(x) \neq x\), and

\[
\deg(I - \Phi_t, V) = \text{Deg}(-A + F, V).
\]

**Lemma 5.2** Assume that \(\{A(\lambda)\}_{\lambda \in [0, 1]}\) and \(F : E \times [0, 1] \to E\) satisfy assumptions (A1)–(A2) and (F1)–(F3) from Section 4 and \(k \in [0, \omega)\). Let \(\Phi_t : E \times [0, 1] \to E\), \(t \geq 0\), be given by \(\Phi_t(x, \lambda) := u(t; 0, x, \lambda)\) where \(u(\cdot; 0, x, \lambda)\) is a unique mild solution of

\[
\begin{align*}
\dot{u} &= -A(\lambda)u + F(u, \lambda) \quad \text{on } [0, +\infty) \\
u(0) &= x.
\end{align*}
\]

If \(V \subset E\) is an open bounded set such that \(0 \not\in (-A + F)(\partial V \cap D(A) \times [0, 1])\), then there exists \(\bar{t} > 0\) such that, for any \(t \in (0, \bar{t}]\),

\(\Phi_t(x, \lambda) \neq x\) for any \((x, \lambda) \in \partial V \times [0, 1]\).

**Proof.** Suppose to the contrary that there exist \(t_n \to 0^+, \ (x_n) \subset \partial V\) and \((\lambda_n) \subset [0, 1]\) such that \(\Phi_{t_n}(x_n, \lambda_n) = x_n\) for any \(n \geq 1\). Then, for any \(N \geq 1\),

\(\tag{15} \{x_n\}_{n \geq 1} \subset \{\Phi_{N+s_n(N)}(x_n, \lambda_n)\}_{n \geq 1} = \{\Phi_N(\Phi_{s_n(N)}(x_n, \lambda_n), \lambda_n)\}_{n \geq 1}\)

where \(s_n(N) := ([N/t_n] + 1)t_n - N\). Clearly \(0 < s_n(N) \leq t_n\). In view of Remark \ref{rem1,2} there exists \(R > 0\) such that, for any \(N \geq 1\), \(\{\Phi_{s_n(N)}(x_n, \lambda_n)\}_{n \geq 1} \subset B(0, R)\). Hence, by use of \((15)\) and Proposition \ref{prop1} (iii), one has

\[
\beta(\{x_n\}_{n \geq 1}) \leq \beta(\Phi_N(\{\Phi_{s_n(N)}(x_n, \lambda_n)\}_{n \geq 1} \times [0, 1])) \\
\leq e^{(k-\omega)N} \beta(\{\Phi_{s_n(N)}(x_n, \lambda_n)\}_{n \geq 1}) \leq Re^{(k-\omega)N}.
\]

Passing to the limit with \(N \to \infty\), one gets \(\beta(\{x_n\}_{n \geq 1}) = 0\). Hence, without loss of generality, one may assume that \(x_n \to x_0 \in \partial V\) and \(\lambda_n \to \lambda_0\) in \([0, 1]\). Let \(u_n : [0, 1] \to E\) be given by \(u_n(t) := u(t; 0, x_n, \lambda_n)\), for any \(t \in [0, 1]\) and \(n \geq 0\). Then, by Proposition \ref{prop1} (ii), \(u_n \to u_0\) in \(C([0, 1], E)\), and, consequently, using the \(t_n\)-periodicity of \(u_n\) and the equicontinuity of \(\{u_n\}_{n \geq 1}\), one obtains, for any \(t \in [0, 1]\),

\[
\|u_0(t) - x_0\| \leq \|u_0 - u_n\| + \|u_n(t) - u_n([t/t_n]t_n)\| + \|x_n - x_0\| \to 0 \quad \text{as } n \to \infty,
\]
i.e. $u_0 \equiv x_0$ on $[0,1]$. By the definition of mild solution, one has, for any $n \geq 1$ and $t \in [0,1]$, $u_n(t) = S_{A(\lambda_n)}(t)x_n + \int_0^t S_{A(\lambda_n)}(t-\tau)F(u_n(\tau),\lambda_n)\,d\tau$. Passing to the limit, for any $t \in [0,1]$,

$$x_0 = S_{A(\lambda_0)}(t)x_0 + \int_0^t S_{A(\lambda_0)}(t-\tau)F(x_0,\lambda_0)\,d\tau,$$

which yields

$$\lim_{t \to 0^+} \frac{1}{t}(x_0 - S_{A(\lambda_0)}(t)x_0) = \lim_{t \to 0^+} \frac{1}{t} \int_0^t S_{A(\lambda_0)}(t-\tau)F(x_0,\lambda_0)\,d\tau = F(x_0,\lambda_0),$$

i.e. $x_0 \in D(A(\lambda_0))$ and $0 = A(\lambda_0)x_0 + F(x_0,\lambda_0)$, a contradiction. \ \[ \square \]

**Proof of Theorem 5.1**

**Step 1.** Assume first that $F : E \to E$ is completely continuous and define the family $\{\tilde{A}(\lambda)\}_{\lambda \in [0,1]}$ and the map $\tilde{F} : E \times [0,1] \to E$ by

$$\tilde{A}(\lambda) := (1 - \lambda)I + \lambda A \quad \text{for } \lambda \in [0,1],$$

$$\tilde{F}(x,\lambda) := [\lambda I + (1 - \lambda)A^{-1}]F(x) \quad \text{for } x \in E, \lambda \in [0,1].$$

By a direct verification (with use of the resolvent identity and limit property) it can be seen that $\tilde{A}(\lambda_n) \to \tilde{A}(\lambda_0)$ whenever $\lambda_n \to \lambda_0$ (as $n \to \infty$) and that $\|S_{\tilde{A}(\lambda)}(t)\|_{L(E,E)} = \|e^{-(1-\lambda)t}S_{A(\lambda)}(t)\|_{L(E,E)} = \|e^{-(1-\lambda)t}S_{A(\lambda_0)}(t)\|_{L(E,E)} \leq e^{-(1-\lambda)t-\lambda \tilde{\omega}t} \leq e^{-\tilde{\omega}t}$ where $\tilde{\omega} := \min\{1,\omega\}$, i.e. $\{\tilde{A}(\lambda)\}_{\lambda \in [0,1]}$ satisfies conditions (A1)–(A2). It is obvious that $\tilde{F}$ satisfies (F1)–(F2) and, for any bounded $\Omega \subset E$, $\tilde{F}(\Omega \times [0,1]) \subset \text{conv}[F(\Omega) \cup A^{-1}F(\Omega)]$ is relatively compact. Moreover,

$$\text{(16) } -\tilde{A}(\lambda)x + \tilde{F}(x,\lambda) \neq 0 \quad \text{for any } (x,\lambda) \in \partial V \cap D(A(\lambda)) \times [0,1].$$

Indeed for $\lambda = 0$ it is obvious and if there exists $(x_0,\lambda_0) \in \partial V \cap D(A) \times (0,1]$ such that $-\tilde{A}(\lambda_0)x_0 + \tilde{F}(x_0,\lambda_0) = 0$, then

$$[(1 - \lambda_0)I + \lambda_0 A]x_0 = [\lambda_0 I + (1 - \lambda_0)A^{-1}]F(x_0)$$

$$x_0 = ((\lambda_0^{-1} - 1 - \lambda_0)I + A)^{-1}[I + \lambda_0^{-1}(1 - \lambda_0)R(0 : -A)]F(x_0)$$

$$x_0 = R(\mu_0; -A)(I + \mu_0 R(0; -A))F(x_0)$$

where $\mu_0 := \lambda_0^{-1}(1 - \lambda_0)$. By the resolvent identity, $x_0 = R(0; -A)F(x_0)$, i.e. $-Ax_0 + F(x_0) = 0$, a contradiction with the assumption, which completes the proof of (16).

In view of Proposition 4.1, for any $t \in (0,1]$, the map $\Psi_t : E \times [0,1] \to E$, given by

$$\Psi_t(x,\lambda) := u(t; 0, 1, x, \lambda)$$
where \( u(\cdot; 0, 1, x, \lambda) \) is a unique mild solution of

\[
\begin{aligned}
\dot{u}(t) &= -A(\lambda)u(t) + \bar{F}(u(t), \lambda) \quad \text{on } [0, 1] \\
u(0) &= x,
\end{aligned}
\]

is continuous and, for any bounded \( \Omega \subset E \),

\[
\beta(\Psi_t(\Omega \times [0, 1])) \leq e^{-\tilde{\omega}t} \beta(\Omega).
\]

By \((16)\) and Lemma \(5.2\), there exists \( \tilde{t}_1 > 0 \) such that, for any \( t \in (0, \tilde{t}_1] \), \( \Psi_t(x, \lambda) \neq x \), for any \((x, \lambda) \in \partial V \times [0, 1] \). Hence \( I - \Psi_t \) is an admissible homotopy in the degree theory and, by use of the homotopy invariance, for \( t \in (0, \tilde{t}_1] \),

\[
\deg(I - \Phi_t, V) = \deg(I - \Psi_t(\cdot, 1), V) = \deg(I - \Psi_t(\cdot, 0), V).
\]

In view of Theorem \(3.3\), there exists \( \tilde{t}_2 \in (0, \tilde{t}_1] \), such that, for any \( t \in (0, \tilde{t}_2] \),

\[
\deg(I - \Psi_t(\cdot, 0), V) = \deg(I - R(0; -A)F, V),
\]

which together with \((15)\) and the definition of the degree completes the proof for completely continuous \( F \).

**Step 2.** Now suppose that \( F \) satisfies (H3) with \( k \in [0, \omega) \). Obviously, \( A^{-1}F : E \to E \) is a \( k \)-set contraction with the constant \( k/\omega < 1 \). Let \( C \subset E \) be a fundamental set for \( A^{-1}F|_C \) (see Remark \(2.1\)) and \( F_0 : E \to E \) be a compact extension of \( F|_C \) such that \( F_0(\Omega) \subset \text{conv} \overline{F(C \cap \overline{V})} \) existing by the Dugundji extension theorem (see e.g. \([6]\)). Furthermore let \( F_L : E \to E \) be a locally Lipschitz map such that, for any \( x \in E \),

\[
\|F_L(x) - F_0(x)\| \leq \rho \omega/2,
\]

with \( \rho := \inf\{\|x - A^{-1}F(x)\| : x \in \partial V\} > 0 \), and \( F_L(\Omega) \subset \text{conv} F_0(\Omega) \) existing by the Lasota-Yorke approximation theorem. Note that since \( F_L(\Omega) \subset \text{conv} F_0(\Omega) \subset \text{conv} F(C \cap \overline{V}) \), \( F_L \) is compact. Observe also that \( A^{-1}(F_L(\Omega)) \subset A^{-1}(\text{conv} F(C \cap \overline{V})) \subset A^{-1}(\text{conv} F(C \cap V)) = \text{conv} A^{-1}F(\Omega \times [0, 1]) \subset A^{-1}F|_C \subset C \).

Now define \( \overline{F} : E \times [0, 1] \to E \) by \( \overline{F}(x, \lambda) := (1 - \lambda)F(x) + \lambda F_L(x) \). It is clear that, for any bounded \( \Omega \subset E \), \( \beta(\overline{F}(\Omega \times [0, 1])) \leq k \beta(\Omega) \). Moreover, note that

\[
-Ax + \overline{F}(x, \lambda) \neq 0 \quad \text{for any } x \in \partial V \cap D(A) \text{ and } \lambda \in [0, 1].
\]

Indeed, if \(-Ax + \overline{F}(x, \lambda) = 0\) for some \((x, \lambda) \in \partial V \cap D(A) \times [0, 1] \), then \( x = A^{-1}[\overline{F}(x, \lambda)] \in A^{-1}(\text{conv} [F(x) \cup F_L(\overline{V}))] \subset \text{conv} [A^{-1}F(x) \cup A^{-1}F_L(\overline{V})] \subset \text{conv} [A^{-1}F(x) \cup C] \), and, since \( C \) is fundamental for \( A^{-1}F|_C \), we infer that \( x \in C \); hence, by use of \((19)\),

\[
\|x - A^{-1}F(x)\| = \lambda\|A^{-1}F_L(x) - A^{-1}F(x)\| \leq (1/\omega)\|F_L(x) - F_0(x)\| \\
\leq (1/\omega)\rho \omega/2 \leq \rho/2.
\]
which contradicts the definition of $\rho$ and proves (20).

Using the homotopy invariance of the degree for $-A + F$ we obtain

\[(21) \quad \text{Deg}(-A + F_L, V) = \text{Deg}(-A + F, V).\]

For $t \in (0, 1]$, define $\Upsilon_t : \overline{V} \times [0, 1] \to E$ by $\Upsilon_t(x, \lambda) := u(t; 0, 1, x, \lambda)$ where $u(t; 0, 1, x, \lambda)$ is a solution of $\dot{u} = -Au + F(u, \lambda)$ on $[0, 1]$ with the initial condition $u(0) = x$. In view of Proposition 4.1, $\Upsilon_t$ is well-defined and

\[\beta(\Upsilon_t(\Omega \times [0, 1])) \leq e^{(k-\omega)t} \beta(\Omega)\quad \text{for any}\; \Omega \subset \overline{V}.\]

In view of (20) and Lemma 5.2 there exists $\overline{t} \in (0, 1]$ such that, for any $t \in (0, \overline{t})$,

\[(22) \quad \Upsilon_t(x, \lambda) \neq x\quad \text{for any}\; (x, \lambda) \in \partial V \times [0, 1].\]

Using the homotopy invariance of the degree, one has

\[(23) \quad \text{deg}(I - \Phi_t, V) = \text{deg}(I - \Upsilon_t(\cdot, 0), V) = \text{deg}(I - \Upsilon_t(\cdot, 1), V).\]

On the other hand, by Step 1, there exists $\overline{t} \in (0, \overline{t}]$, such that, for each $t \in (0, \overline{t}]$,\n
$$\text{deg}(I - \Upsilon_t(\cdot, 1), V) = \text{Deg}(-A + F_L, V),$$

which together with (23) and (21) ends the proof. \hfill \square

**Remark 5.3** Theorem 5.1 is a version of Th. 5.1 from [5], where $-A$ was assumed to generate a compact $C_0$ semigroup and $F$ to be locally Lipschitz with sublinear growth (and without any compactness properties).

In the rest of the section we extend Theorem 5.1 to the case $k = \omega$, i.e. we assume that (H1) and (H2) hold and, instead of (H3), we suppose that

\[(H3a)\quad \text{for any bounded } \Omega \subset E \text{ with } \beta(\Omega) > 0,

\[\beta(F(\Omega \times [0, 1])) < \omega \beta(\Omega).\]

**Theorem 5.4** If $A : D(A) \to E$ and $F : E \to E$ satisfies (H1), (H2), (H3a) and, for some open bounded $V \subset E$, $0 \notin (-A + F)(\partial V \cap D(A))$, then there exists $\overline{t} > 0$ such that, for any $t \in (0, \overline{t})$ and $x \in \overline{V}$, $\Phi_t(x) \neq x$, and

$$\text{Deg}(-A + F, V) = \text{deg}(I - \Phi_t, V).$$
Lemma 5.5 Let $T_n : E \to E$, $n \geq 1$ be a sequence of bounded linear operators such that, for any $x \in E$, $(T_nx)$ is a Cauchy sequence. Then, for any bounded set $\{x_n\}_{n \geq 1} \subset E$,

$$\beta(\{T_nx_n\}_{n \geq 1}) \leq \left(\limsup_{n \to \infty} \|T_n\|\right) \beta(\{x_n\}_{n \geq 1}).$$

Proof. Observe first that, by the Banach-Steinhaus uniform boundedness theorem, the sequence $(\|T_n\|)$ is bounded. Next take any $\varepsilon > 0$ and choose $y_1, y_2, \ldots, y_k \in E$ making a $\beta(\{x_n\}_{n \geq 1}) + \varepsilon$ net for $\{x_n\}_{n \geq 1}$. There exists an integer $N \geq 1$ such that, for any $l, n \geq N$ and $i = 1, \ldots, k$, $\|T_ny_i - T_iy_i\| \leq \varepsilon$ and $\|T_n\| \leq g + \varepsilon$ with $g := \limsup_{m \to \infty} \|T_m\|$. Hence, for any $n \geq N$,

$$\|T_nx_n - T_Ny_i\| \leq \|T_nx_n - T_ny_i\| + \|T_ny_i - T_Ny_i\| \leq \|T_n\|\|x_n - y_i\| + \varepsilon \leq (g + \varepsilon) \beta(\{x_m\}_{m \geq 1}) + \varepsilon + \varepsilon$$

where $i \in \{1, \ldots, k\}$ is chosen so that $\|x_n - y_i\| < \beta(\{x_m\}_{m \geq 1}) + \varepsilon$. This means that $\beta(\{T_nx_n\}_{n \geq 1}) = \beta(\{T_nx_n\}_{n \geq N}) \leq (g + \varepsilon) \beta(\{x_m\}_{m \geq 1}) + \varepsilon + \varepsilon$. Since $\varepsilon > 0$ was arbitrary, we are done. \(\square\)

Proof of Theorem 5.4 We reduce the proof to the $k$-set contraction case (i.e. the situation of Theorem 5.1). To this end consider the parameterized family of differential problems

(24) \[ u = -Au + (1 - \lambda)F(u), \quad \lambda \in [0, 1]. \]

Define $\Theta_t : \overline{V} \times [0, 1] \to E$, for $t \in (0, 1]$, by $\Theta_t(x, \lambda) := u(t; 0, 1, x, \lambda)$ where $u(\cdot; 0, 1, x, \lambda)$ is a unique mild solution of (24) starting from $x$ at time 0. In view of Proposition 4.1, $\Theta_t$ is well-defined, continuous and

(25) \[ \beta(\Theta_t(\Omega \times [0, 1])) \leq \beta(\Omega) \text{ for any } \Omega \subset \overline{V}. \]

We shall now prove that, for any $t \in (0, 1]$, $\Theta_t$ is a condensing map, i.e.

(26) \[ \beta(\Theta_t(\Omega \times [0, 1])) < \beta(\Omega) \text{ for any } \Omega \subset \overline{V} \text{ with } \beta(\Omega) > 0. \]

Take any $\Omega$ with $\beta(\Omega) > 0$. Let $\Omega_0 \subset \Omega$ be a countable set such that $\Omega \subset \overline{\Omega_0}$ and $\Lambda_0 \subset [0, 1]$ be countable and dense in $[0, 1]$ (we use here the density argument as in the proof of Proposition 4.1). Then, clearly, for any $t \in (0, 1]$, by Proposition 3.2

$$\beta(\Theta_t(\Omega_0 \times \Lambda_0)) \leq e^{-\omega t} \beta(\Omega_0) + \beta \left( \left\{ \int_0^t (1 - \lambda)S_A(t - \tau)F(\Theta_{\tau}(x, \lambda)) \, d\tau \bigg| x \in \Omega_0, \lambda \in \Lambda_0 \right\} \right)$$
\[
\begin{align*}
\leq e^{-\omega t}\beta(\Omega_0) + \beta \left( \int_0^t \gamma S_A(t - \tau) F(\Theta_\tau(x, \lambda)) \, d\tau \bigg| x \in \Omega_0, \gamma, \lambda \in \Lambda_0 \right) \\
\leq e^{-\omega t}\beta(\Omega_0) + \beta \left( \int_0^t S_A(t - \tau) F(\Theta_\tau(x, \lambda)) \, d\tau \bigg| x \in \Omega_0, \lambda \in \Lambda_0 \right) \\
\leq e^{-\omega t}\beta(\Omega_0) + \int_0^t \beta (S_A(t - \tau) F(\Theta_\tau(\Omega_0 \times \Lambda_0))) \, d\tau \\
\leq e^{-\omega t}\beta(\Omega_0) + \int_0^t e^{-\omega(t - \tau)} \beta(F(\Theta_\tau(\Omega_0 \times \Lambda_0))) \, d\tau.
\end{align*}
\]

Further, either \(\beta(\{\Theta_\tau(x_n, \lambda_n)\}_{n \geq 1}) = 0\), for a.e. \(\tau \in [0, t]\), and (26) holds immediately or \(\beta(\{\Theta_\tau(x_n, \lambda_n)\}_{n \geq 1}) > 0\) on a subset \(J \subset [0, t]\) of positive measure. In the latter case, by use of (25), for any \(\tau \in J\),

\[
\beta(F(\Theta_\tau(\Omega_0 \times \Lambda_0))) < \omega \beta(\Theta_\tau(\Omega_0 \times \Lambda_0)) \leq \omega \beta(\Omega_0)
\]

and, consequently,

\[
\beta(\Theta_t(\Omega \times [0, 1])) = \beta(\Theta_t(\Omega_0 \times \Lambda_0)) \leq e^{-\omega t}\beta(\Omega_0) + \int_0^t e^{-\omega(t - \tau)} \beta(F(\Theta_\tau(\Omega_0 \times \Lambda_0))) \, d\tau \\
< e^{-\omega t}\beta(\Omega_0) + \int_0^t e^{-\omega(t - \tau)} \omega \beta(\Omega_0) \, d\tau \\
= e^{-\omega t}\beta(\Omega_0) + (1 - e^{-\omega t})\beta(\Omega_0) = \beta(\Omega_0) = \beta(\Omega),
\]

i.e. (26) holds.

Next we shall show that there exist \(\lambda_0 \in (0, 1]\) and \(T \in (0, 1]\) such that, for any \(t \in (0, T]\),

\[
(27) \quad \Theta_t(x, \lambda) \neq x \quad \text{for} \quad (x, \lambda) \in \partial V \times [0, \lambda_0].
\]

If it were not so, then there would exist \((x_n) \subset \partial V, \lambda_n \to 0^+\) and \(t_n \to 0^+\) such that \(\Theta_{t_n}(x_n, \lambda_n) = x_n\) for each \(n \geq 1\). This would give \(\Theta_{j t_n}(x_n, \lambda_n) = x_n\) for any integer \(j > 0\) such that \(j t_n \leq 1\), and

\[
(28) \quad \Theta_{1/2 + r_n}(x_n, \lambda_n) = x_n
\]

where \(r_n := ([(1/2)/t_n] + 1)t_n - 1/2 < t_n\), for \(n \geq 1\). By the Duhamel formula

\[
(29) \quad \Theta_{1/2 + r_n}(x_n, \lambda_n) = S_A(r_n) \Theta_{1/2}(x_n, \lambda_n) + I_n
\]

where

\[
I_n := \int_0^{r_n} S_A(r_n - s) F(\Theta_{1/2 + s}(x_n, \lambda_n)) \, ds.
\]

Since \(r_n \to 0^+,\) we get \(I_n \to 0\) as \(n \to +\infty\). Hence either \(\{x_n\}_{n \geq 1}\) is relatively compact or, by (28), (29), Lemma 5.5 and (26),

\[
\beta(\{x_n\}_{n \geq 1}) = \beta(\{\Theta_{1/2 + r_n}(x_n, \lambda_n)\}_{n \geq 1}) \leq \beta(\{S_A(r_n) \Theta_{1/2}(x_n, \lambda_n)\}_{n \geq 1}) \\
\leq \beta(\{\Theta_{1/2}(x_n, \lambda_n)\}_{n \geq 1}) < \beta(\{x_n\}_{n \geq 1}).
\]
a contradiction proving that \( \{ x_n \}_{n \geq 1} \) is relatively compact. Without loss of generality we may assume that \( x_n \to x_0 \in \partial V \). If we put \( u_n := u(\cdot; 0, 1, x_n, \lambda_n) \), then, by Proposition 4.1, \( u_n \to u_0 \) in \( C([0, 1], E) \), and, using the \( t_n \)-periodicity of \( u_n \), we infer that \( u_0 \equiv x_0 \), for some \( x_0 \in \partial V \cap D(A) \), and \(-Ax_0 + F(x_0) = 0\), a contradiction completing the proof of (27).

Finally, decreasing \( \lambda_0 > 0 \) if necessary, we get

\[
\text{(30)} \quad \text{Deg}(−A + F, V) = \text{Deg}(−A + (1 − \lambda_0)F, V)
\]

and, in view of Theorem 5.1 and (27), there exists \( \mathfrak{t} \in (0, 1] \) such that, for any \( t \in (0, \mathfrak{t}] \), \( \text{Deg}(−A + (1 − \lambda_0)F, V) = \text{deg}(I − \Theta_t(\cdot, \lambda_0), V) = \text{deg}(I − \Theta_t(\cdot, 0), V) \), which, together with (30), ends the proof. \( \square \)

6 Periodic problem

In this section we shall apply the degree formula from Theorem 5.1 to the periodic problem of the form

\[
(P_T) \quad \begin{cases} \dot{u} = −Au + F(t, u) \text{ on } [0, T] \\ u(0) = u(T) \end{cases}
\]

where \( A : D(A) \to E \) and \( F : [0, T] \times E \to E \) satisfy conditions (H1)-(H2) and the following version of (H3)

(\text{H3b}) there exist \( k \in [0, \omega) \) such that, for any bounded \( \Omega \subset E \),

\[
\beta(F([0, T] \times \Omega)) \leq k \beta(\Omega).
\]

Our approach is based on the idea of branching periodic solutions from the equilibrium point of the right-hand side (see \( \S \) and \( \S \)) in the parameterized differential equation. To this end consider the following parameterized family of equations

\[
(P_{T, \lambda}) \quad \dot{u} = −\lambda Au + \lambda F(t, u) \text{ on } [0, T], \ \lambda \geq 0.
\]

By \( u(\cdot; x, \lambda) \) denote the unique mild solution of \( (P_{T, \lambda}) \) with the initial condition \( u(0) = x \). Recall that a point \( (x, \lambda) \in E \times [0, \infty) \) is called a \textit{T-periodic point} for \( (P_{T, \lambda}) \) if \( u(0; x, \lambda) = u(T; x, \lambda) \). Let \( U \subset E \) be open and bounded. One says that \( x_0 \in \overline{U} \) is a \textit{branching point} (or \textit{cobifurcation point}) if there exists a sequence of \( T \)-periodic points \( (x_n, \lambda_n) \in \overline{U} \times (0, +\infty) \) converging to \( (x_0, 0) \).
**Theorem 6.1** Let $A$, $F$ and $U$ be as above. If $x_0 \in U$ is a branching point, then $x_0 \in D(A)$ and
\[-Ax_0 + \hat{F}(x_0) = 0\]
where $\hat{F} : E \to E$ is given by $\hat{F}(x) := \frac{1}{T} \int_0^T F(t, x) \, dt$.

**Remark 6.2** Clearly $\hat{F}$ is continuous and, combining Proposition 3.2 and assumptions (H2), (H3b), one has $\beta(\hat{F}(\Omega)) \leq k\beta(\Omega)$ for any $\Omega \subset U$.

Since the Proof of Theorem 6.1 goes along the lines of [5, Th. 5.1], we skip it.

The Krasnosel’skii type degree formula allows us to derive a continuation principle.

**Theorem 6.3** (Continuation Principle)
Assume that $(H1), (H2)$ and $(H3b)$ hold and, for any $x \in E$, $F(0, x) = F(T, x)$. If $(P_{T, \lambda})$ has no periodic points in $\partial U \times (0, 1)$ and $\text{Deg}(-A + \hat{F}, U) \neq 0$, then $(P_T)$ admits a solution with $u(0) = u(T) \in \overline{U}$.

The proof of the theorem is based on the following averaging formula.

**Proposition 6.4** Under the assumptions of Theorem 6.3, if $0 \notin (-A + \hat{F})(\partial U \cap D(A))$, then there exists $\lambda_0 > 0$ such that, for any $\lambda \in (0, \lambda_0)$,
\[\text{deg}(I - \Phi^\lambda_T, U) = \text{Deg}(-A + \hat{F}, U),\]
where $\Phi^\lambda_T : U \to E$ is given by $\Phi^\lambda_T(x) := u(T; x, \lambda)$.

**Proof.** Let $\tilde{F} : [0, +\infty) \times E \to E$ be a continuous extension of $F$ given by $\tilde{F}(t, x) := F(t - \lfloor t/T \rfloor T, x)$. And, for any $\lambda \geq 0$, define $\Psi^\lambda_T : \overline{U} \times [0, 1] \to E$ by $\Psi^\lambda_T(x, \mu) := u(t; x, \mu, \lambda)$, for $(x, \mu) \in \overline{U} \times [0, 1]$, where $u(\cdot; x, \mu, \lambda)$ is a mild solution of
\[
\begin{align*}
\dot{u} &= -\lambda Au + \lambda \overline{F}(t, u, \mu) \quad \text{on } [0, +\infty) \\
u(0) &= x
\end{align*}
\]
with $\overline{F} : [0, +\infty) \times E \times [0, 1] \to E$ given by $\overline{F}(t, x, \mu) := (1 - \mu)\hat{F}(x) + \mu\tilde{F}(t, x)$.

Further note that, for any bounded $\Omega \subset E$,
\[
\beta(\overline{F}([0, +\infty) \times \Omega \times [0, 1])) \leq \beta(\text{conv}(\lambda\hat{F}(\Omega) \cup \lambda F([0, T] \times \Omega))) = \\
\lambda \max \left\{ \beta(\hat{F}(\Omega)), \beta(\tilde{F}([0, T] \times \Omega)) \right\} \leq \lambda k\beta(\Omega),
\]
by (H2), for any \((t, x, \mu) \in [0, +\infty) \times E \times [0, 1],\)
\[
\|F(t, x, \mu)\| \leq \frac{(1 - \mu)}{T} \int_0^T c \, dt + \mu c)(1 + \|x\|) = c(1 + \|x\|).
\]
and \(\|S_{\lambda A}(t)\| \leq e^{-\lambda \omega t}\) for any \(t \geq 0\) and \(\lambda \geq 0\). Hence, by Proposition [4.1], \(\Psi_t^\lambda\) is continuous and
\[
\beta (\Psi_t^\lambda(\Omega \times [0, 1])) \leq e^{\lambda(k-\omega)t}\beta(\Omega)\text{ for any } \Omega \subset U.
\]
We claim that there exist \(\lambda_1 > 0\) such that, for any \(\lambda \in (0, \lambda_1],\)
\[
\Psi_t^\lambda(x, \mu) \neq x, \text{ for any } (x, \mu) \in \partial U \times [0, 1].
\]
If we suppose to the contrary, then there exist \((\lambda_n) \subset (0, +\infty), (\mu_n) \subset [0, 1]\) and
\((x_n) \subset \partial U\) such that \(\lambda_n \to 0^+\) and
\[
\Psi_t^{\lambda_n}(x_n, \mu_n) = x_n \text{ for each } n \geq 1.
\]
Since, \(\overline{F}(\cdot, x, \mu)\) are \(T\)-periodic, we get, for any \(t > 0,\)
\[
\Psi_t^{\lambda_n}(x_n, \mu_n) = \Psi_{t+T}^{\lambda_n}(x_n, \mu_n) = S_{\lambda_n T}(\Psi_t^{\lambda_n}(x_n, \mu_n) + \lambda_n \int_t^{t+T} S_{\lambda_n(T + t - \tau)} (\overline{F}(\tau, \Psi_{\tau}^{\lambda_n}(x_n, \mu_n), \mu_n)) \, d\tau
\]
and, consequently, for any integer \(k \geq 1,\)
\[
S_{\lambda_n T}((k-1)\lambda_n T)\Psi_t^{\lambda_n}(x_n, \mu_n) = S_{\lambda_n(k-1)T}^{\lambda_n}(x_n, \mu_n) + +\lambda_n S_{\lambda_n T}((k-1)\lambda_n T) \int_t^{t+T} S_{\lambda_n(T + t - \tau)} (\overline{F}(\tau, \Psi_{\tau}^{\lambda_n}(x_n, \mu_n), \mu_n)) \, d\tau.
\]
If we put \(k_n := [1/\lambda_n] + 1\) and sum up the equalities (33) with \(k = 1, \ldots, k_n,\) then we obtain
\[
\Psi_t^{\lambda_n}(x_n, \mu_n) = S_{\lambda_n(k_n-1)T}^{\lambda_n}(x_n, \mu_n) + \lambda_n \left( \sum_{k=1}^{k_n} S_{\lambda_n(k-1)T} \right) \int_t^{t+T} S_{\lambda_n(T + t - \tau)} (\overline{F}(\tau, \Psi_{\tau}^{\lambda_n}(x_n, \mu_n), \mu_n)) \, d\tau
\]
\[
= S_{\lambda_n(k_n-1)T}S_{\lambda_n T}(\Psi_t^{\lambda_n}(x_n, \mu_n) + R_n \left( \frac{1}{T} \int_t^{t+T} w_n(\tau) \, d\tau \right).
\]
where \(R_n := \lambda_n T \sum_{k=1}^{k_n} S_{\lambda_n(k-1)T}) : E \to E\) and \(w_n : [t, t + T] \to E, n \geq 1,\) are given by
\[
w_n(\tau) := S_{\lambda_n(T + t - \tau)} (\overline{F}(\tau, \Psi_{\tau}^{\lambda_n}(x_n, \mu_n), \mu_n)).
It is clear that, λₙkₙ → 1 and, for any x ∈ E, \( Rₙx → \int_{0}^{T} Sₜ(t)x \, dt \) and

\[
\limsup_{n→∞} \|Rₙ\| ≤ \limsup_{n→∞} \sum_{k=1}^{kₙ} e^{-ωλₙ(k-1)T} λₙT = \int_{0}^{T} e^{-ωτ} \, dτ = \omega^{-1}(1 - e^{-ωT}).
\]

Hence, by use of (31), Proposition 3.2 and Lemma 5.3, we have

\[
\beta \left( \{Ψₜⁿ(xₙ, μₙ)\}_{n≥1} \right) ≤ e^{-ωT} \beta \left( \{Ψₜⁿ(xₙ, μₙ)\}_{n≥1} \right) + \\
\frac{1 - e^{-ωT}}{ωT} \int_{t}^{t+T} wₙ(τ) \, dτ \leq e^{-ωT} \beta \left( \{Ψₜⁿ(xₙ, μₙ)\}_{n≥1} \right) + \\
\frac{1 - e^{-ωT}}{ωT} \int_{t}^{t+T} \beta(\{wₙ(τ)\}_{n≥1}) \, dτ \leq e^{-ωT} \beta \left( \{Ψₜⁿ(xₙ, μₙ)\}_{n≥1} \right) + \frac{1 - e^{-ωT}}{ωT} \int_{t}^{t+T} kβ(\{Ψₜⁿ(xₙ, μₙ)\}_{n≥1}) \, dτ,
\]

which implies

(35) \[ \beta \left( \{Ψₜⁿ(xₙ, μₙ)\}_{n≥1} \right) ≤ \frac{k}{ωT} \int_{t}^{t+T} \beta(\{Ψₜⁿ(xₙ, μₙ)\}_{n≥1}) \, dτ. \]

Now define \( φ : [0, +∞) → ℝ \) by \( φ(τ) := \beta(\{Ψₜⁿ(xₙ, μₙ)\}_{n≥1}) \). By Remark 1.2 it is clear that \( φ \) is bounded and, consequently, \( M := \sup_{τ∈[0,T]} φ(τ) < +∞ \). If \( M > 0 \), then there exists \( 0 < ε < M(1 - k/ω) \) and \( t_ε ≥ 0 \) such that \( φ(t_ε) > M - ε \). Then, (35), gives

\[ M - ε < φ(t_ε) \leq \frac{k}{ωT} \int_{t_ε}^{t_ε+T} φ(τ) \, dτ ≤ (k/ω)M < M - ε, \]

a contradiction meaning that \( M = 0 \). Hence \( β(\{xₙ\}_{n≥1}) = 0 \). Hence without loss of generality we may assume that \( xₙ → x₀ \) and \( μₙ → μ₀ \) for some \( x₀ \in ∂U \) and \( μ₀ ∈ [0,1] \). If we put \( uₙ := u(\cdot, xₙ, μₙ, λₙ) \), then, obviously, for any \( t ∈ [0,T] \),

\[ uₙ(t) = Sₜ(t)x₀ + λₙ \int_{0}^{t} Sₜ(λₙ(t - τ))F(τ, uₙ(τ), μₙ) \, dτ \]

and, further,

\[ \|uₙ(t) - x₀\| ≤ \|Sₜ(t)x₀ - x₀\| + λₙcT(1 + K) \]

where \( K \) is the bound for solutions starting from \( U \). Passing to the limit, one sees that \( (uₙ) \) converges uniformly on \([0,T]\) to \( u₀ \equiv x₀ \). Therefore, using again (32), we obtain

\[ -\frac{Sₜ(λₙT)xₙ - xₙ}{λₙT} = \frac{1}{T} \int_{0}^{T} Sₜ(λₙ(T - τ))F(τ, uₙ(τ), μₙ) \, dτ, \]
and, in consequence,

$$A\left(\frac{1}{\lambda_n T} \int_0^{\lambda_n T} S_A(\tau)x_n \, d\tau\right) = \frac{1}{T} \int_0^T S_A(\lambda_n (T-\tau))\overline{F}(\tau, u_n(\tau), \mu_n) \, d\tau.$$

Since $\frac{1}{\lambda_n T} \int_0^{\lambda_n T} S_A(\tau)x_n \, d\tau \to x_0$,

$$\frac{1}{T} \int_0^T S_A(\lambda_n (T-\tau))\overline{F}(\tau, u_n(\tau), \mu_n) \, d\tau \to \frac{1}{T} \int_0^T \overline{F}(\tau, x_0, \mu_0) \, d\tau = \hat{F}(x_0),$$

and $A$ is closed, we get $-Ax_0 + \hat{F}(x_0) = 0$, which is a contradiction ending the proof of (31).

Thus, using the homotopy invariance of the topological degree, we get, for any $\lambda \in (0, \lambda_1]$,

$$\deg(I - \Phi^\lambda_T, U) = \deg(I - \Psi^\lambda_T(\cdot,1), U) = \deg(I - \Psi^\lambda_T(\cdot,0), U) = \deg(I - \hat{\Phi}^\lambda_T, U)$$

where $\hat{\Phi}^\lambda_T$ is the translation along trajectory operator for the equation $\dot{u} = -\lambda Au + \lambda \hat{F}(u)$. In view of Theorem 5.1 there exists $\lambda_0 \in (0, \lambda_1]$ such that, for any $\lambda \in (0, \lambda_0]$, $\deg(I - \hat{\Phi}^\lambda_T, U) = \text{Deg}(-A + \hat{F}, U)$, which, by rescaling the time, gives

$$\deg(I - \hat{\Phi}^\lambda_T, U) = \deg(I - \hat{\Phi}^\lambda_T, U) = \text{Deg}(-A + \hat{F}, U).$$

Combining (36) and (37) together, we complete the proof. \(\square\)

**Proof of Theorem 6.3** In view of Proposition 6.4 there exists $\lambda_0 > 0$ such that, for $\lambda \in (0, \lambda_0]$,

$$\deg(I - \Phi^\lambda_T, U) = \text{Deg}(-A + \hat{F}, U).$$

Either $\Phi^\lambda_T$ has a fixed point in $\partial U$ or, by the assumption and the homotopy invariance of the degree,

$$\deg(I - \Phi^\lambda_T, U) = \deg(I - \Phi^\lambda_T, U) = \text{Deg}(-A + \hat{F}, U) \neq 0.$$

and there exists $x \in U$ such that $(x, 1)$ is a periodic point. In both cases one gets the existence of a $T$-periodic solution starting (and ending) at a point of $\overline{U}$. \(\square\)

**Remark 6.5** (a) If $U := B(x_0, r)$ for some $x_0 \in D(A)$ and $r > 0$ such that $-Ax_0 + \hat{F}(x_0) = 0$, and $\text{Deg}(-A + \hat{F}, B(x_0, r)) \neq 0$ and $(P_{T, T})$ has no periodic points in $\partial B(x_0, r) \times (0, 1)$, then the thesis of Theorem 6.3 follows also from Theorem 6.2.1 in [10]. It is worth mentioning that in [10] the authors work with set-valued $F$ and a periodic solution comes up as a fixed point of a certain
operator in the space of periodic functions from $C([0, T], E)$.

(b) For the set-valued upper semicontinuous $F$ with compact convex values, the translation along trajectories approach also applies. Obviously, in general, the inclusion $\dot{u} \in -Au + F(u)$ has not a unique solution, i.e. the translation along trajectories operator $\Phi_t : E \to E$ has the form

$$\Phi_t^F(x) = e_t(L(x, -A + F))$$

where $L(x, -A+F)$ is the set of solution starting from $x$ and $e_t : C([0, T], E) \to E$ is the evaluation at $t$. However, due to results of [3], the solution set $L(x, -A+F)$, for any $x \in E$, is cell-like (or of $R_δ$ type). This enables to apply the fixed point index theory for a general class of maps given by a superposition $e \circ L : E \to E$ where $L : E \to E_1$ is a set-valued upper semicontinuous map with $R_δ$ values and $e : E_1 \to E$ is a continuous map – see [13] and [2]. Using this degree and the related approximation method, we reduce the problem to the single-valued one. Roughly speaking, taking sufficiently close graph approximation $f$ of $F$, we know that the topological degree of $-A + f$ is equal to that of $-A + F$ and the degree of $I - \Phi_t^F$ is equal to the degree of $I - \Phi_t^F$.

Applying Theorem 6.3, we obtain the following simple existence criterion.

**Theorem 6.6** Suppose (H1) and (H3b) hold, $F(0, x) = F(T, x)$ for any $x \in E$, and there exists $K > 0$ such that

$$\|F(t, x)\| \leq K \text{ for any } (t, x) \in [0, T] \times E,$$

then the periodic problem $(P_T)$ admits a mild solution $u$ with $\|u(0)\| = \|u(T)\| \leq K/\omega$.

**Proof.** We claim that $(P_{T, \lambda})$ has no periodic points in $\partial B(0, R) \times (0, 1)$ if $R > K/\omega$. Indeed, suppose to the contrary, that there exists a periodic point $(\overline{x}, \overline{\lambda}) \in \partial B(0, R) \times (0, 1)$. Then

$$\overline{x} = S_{\lambda A}(T)\overline{x} + \overline{\lambda} \int_0^T S_{\lambda A}(T - \tau)F(\tau, \overline{u}(\tau)) \, d\tau$$

where $\overline{u}$ is the corresponding periodic mild solution of $(P_{T, \overline{\lambda}})$. By the assumption, we get

$$\|\overline{x}\| \leq e^{-\overline{\lambda}\omega T}\|\overline{x}\| + \overline{\lambda}K \int_0^T e^{-\overline{\lambda}\omega(T - \tau)} \, d\tau,$$

which gives $R \leq Re^{-\overline{\lambda}\omega T}(1 + \overline{\lambda}K/R(\overline{\lambda})^{-1}(e^{\overline{\lambda}\omega T} - 1)) = Re^{-\overline{\lambda}\omega T}(1 + K/(R\omega)(e^{\overline{\lambda}\omega T} - 1)) < R$, a contradiction.
Applying Theorem 6.3, we get the desired periodic solution in $\mathbb{R}$. (It is admissible, since $\beta$ where (38)

Example 6.7 Consider the following system of equations (cf. [9] and [10]) coming from the theory of transmission lines:

$$
\begin{aligned}
\frac{\partial I}{\partial t}(t, x) + \alpha \frac{\partial V}{\partial x}(t, x) + \beta I(t, x) &= f(t, x, I(t, x), V(t, x)) \quad x \in [0, l], t \geq 0 \\
\frac{\partial V}{\partial t}(t, x) + \gamma \frac{\partial x}{\partial x}(t, x) + \delta V(t, x) &= g(t, x, I(t, x), V(t, x)) \quad x \in [0, l], t \geq 0 \\
V(t, 0) + \rho I(t, 0) &= 0 \quad t \geq 0 \\
-I(t, l) + \sigma \frac{\partial V}{\partial t}(t, l) + h(V(t, l) + e(t)) + j(t) &= 0 \quad t \geq 0
\end{aligned}
$$

where $\alpha, \beta, \gamma, \delta, \rho, \sigma > 0$, continuous $j, e : \mathbb{R} \to \mathbb{R}$ are $T$-periodic, $f, g : \mathbb{R} \times [0, l] \times \mathbb{R}^2 \to \mathbb{R}$ are continuous, bounded, $T$-periodic with respect to the first variable and there are $L_f, L_g \geq 0$ such that, for any $(t, x) \in \mathbb{R} \times [0, l]$ and $(v_1, v_2), (w_1, w_2) \in \mathbb{R}^2$,

$$
|f(t, x, v_1, w_1) - f(t, x, v_2, w_2)| \leq L_f |(v_1, w_1) - (v_2, w_2)| \quad \text{and} \quad |g(t, x, v_1, w_1) - g(t, x, v_2, w_2)| \leq L_g |(v_1, w_1) - (v_2, w_2)|
$$

($| \cdot |$ stands for the Euclidean norm in $\mathbb{R}^2$), $h : \mathbb{R} \to \mathbb{R}$ is Lipschitz with a constant $L_h \geq 0$ and with the property that there exist $a > \sigma \min\{\beta, \delta\}, b \geq 0$ such that

$$(39) \quad |h(s) - as| \leq b \quad \text{for any } s \in \mathbb{R}$$

and

$$(40) \quad \max \left\{ L_f^2 + \alpha L_g^2 / \gamma, \gamma L_f^2 / \alpha + L_g^2, 2(a^2 + L_h^2) / \sigma \right\} < (\min\{\beta, \delta\})^2.$$

Let $E := L^2(0, l) \times L^2(0, l) \times \mathbb{R}$ be a linear space equipped with the scalar product given by

$$\langle (p_1, q_1, r_1), (p_2, q_2, r_2) \rangle_E := \gamma \langle p_1, p_2 \rangle + \alpha \langle q_1, q_2 \rangle + \alpha \gamma r_1 r_2.$$
where $\langle \cdot, \cdot \rangle$ stands for the scalar product in $L^2(0, l)$ Define $A : D(A) \to E$ by

$$A(p, q, r) := \begin{pmatrix} \beta & \alpha \partial_x & 0 \\ \gamma \partial_x & \delta & 0 \\ -\sigma^{-1}e_l & 0 & \sigma^{-1}a \end{pmatrix} \begin{pmatrix} p \\ q \\ r \end{pmatrix}, (p, q, r) \in D(A)$$

where $D(A) := \{(p, q, r) \in E \mid p, q \in H^1(0, l), q(0) + pp(0) = 0, q(l) = r, e_l\}$ is the evaluation at $l$ operator on $H^1(0, l)$. Observe that, for any $(p, q, r) \in D(A)$, integrating by parts

$$\langle A(p, q, r), (p, q, r) \rangle_E = \gamma \langle \beta p + \alpha q', p \rangle + \alpha \gamma \langle p' + \delta q, q \rangle + \alpha \gamma \sigma \langle -\sigma^{-1}(p(l) - ar)r \rangle$$

$$= \gamma \beta \|p\|_{L^2}^2 + \alpha \gamma \|q\|_2^2 + \alpha \partial \|q\|_{L^2}^2 + \alpha \gamma \langle \beta p', q \rangle - \alpha \gamma \rho p(l)r + \alpha \gamma \sigma$$

$$= \gamma \beta \|p\|_{L^2}^2 + \alpha \delta \|q\|_{L^2}^2 + \alpha \gamma \sigma \langle \beta p', q \rangle - \alpha \gamma \rho p(l)r + \alpha \gamma \sigma \geq \min \{\beta, \delta, \alpha/\sigma\}\|p, q, r\|_{E}^2 + \alpha \gamma \rho p(0)^2$$

Moreover, by direct computation we can see that the range of $A + \lambda I$, for $\lambda > 0$, is equal to $E$. Hence, due to the Lumer-Philips theorem, $-A$ generates a $C_0$ semigroup $S_A$ on $E$ and $\|S_A(t)\| \leq \exp(-\min \{\beta, \delta, \alpha/\sigma\}t)$ for any $t \geq 0$, i.e. (H1) is satisfied.

If we define $F : [0, +\infty) \times E \to E$ by

$$F(t, p, q, r) := \begin{pmatrix} N_f(t, p, q) \\ N_g(t, p, q) \\ \sigma^{-1}(ar - h(r + e(t)) - j(t)) \end{pmatrix}$$

where $N_f, N_g$ are given by $N_f(t, p, q)(x) := f(t, x, p(x), q(x))$, $N_g(t, p, q)(x) := f(t, x, p(x), q(x))$, for a.e. $x \in [0, l]$, then it is clear that (38) can be put as an abstract equation (with $u := (p, q, r)$)

$$\dot{u} = -Au + F(t, u).$$

We shall apply Theorem 6.6 to find a periodic (mild) solution of the system (38).

To this end, observe that, under these assumptions, for any $(p_1, q_1, r_1), (p_2, q_2, r_2) \in E$ and $t > 0$,

$$\|F(t, p_1, q_1, r_1) - F(t, p_2, q_2, r_2)\|_E^2 = \gamma \|N_f(t, p_1, q_1) - N_f(t, p_2, q_2)\|_{L^2}^2 +$$

$$+ \alpha \|N_g(t, p_1, q_1) - N_g(t, p_2, q_2)\|_{L^2}^2 + \alpha \gamma \sigma \|\sigma^{-1}(a(r_1 - r_2) - (h(r_1 + e(t)) - h(r_2 + e(t))))\|_2^2$$

$$\leq (\gamma L_f^2 + \alpha L_g^2)(\|p_1 - p_2\|_{L^2}^2 + \|q_1 - q_2\|_{L^2}^2 + \alpha \gamma 2(a^2 + L^2_h)/\sigma) \|r_1 - r_2\|_{L^2}^2$$

$$\leq \max \{L_f^2 + \alpha L_g^2/\gamma, L_f^2/\alpha + L^2_h, 2(a^2 + L^2_h)/\sigma\} \|(p_1, q_1, r_1) - (p_2, q_2, r_2)\|_E^2,$$

which, in view of (40), means that (H3b) is satisfied. It is also easy to see that $F$ is bounded, since first two coordinates are bounded directly by the assumption and, for the third one,

$$|\sigma^{-1}(ar - h(r + e(t)) - j(t))| \leq \sigma^{-1}|a(r + e(t)) - h(r + e(t))| + \max_{\tau \in [0, T]} |e(\tau)| + \max_{\tau \in [0, T]} |j(\tau)|.$$
We finish with an example showing that the results of the paper may be also applied to parabolic partial differential equations where the semigroup of the proper differential operator may not be compact and the results of [5] do not apply.

**Example 6.8** Suppose \( \Omega \subset \mathbb{R}^N \) is an open set contained in a strip of with \( d > 0 \), i.e. there is \( j_0 \in \{1, \ldots, N\} \) such that, for any \( x \in \Omega \), \( |x_{j_0}| \leq d \). Define \( A : D(A) \to L^2(\Omega) \) by \( D(A) := \{ u \in H^1_0(\Omega) \mid \Delta u \in L^2(\Omega) \} \) and \( Au := -\Delta u \). Then \(-A\) generates a \( C_0 \) semigroup \( S_A \) on \( L^2(\Omega) \) such that \( \|S_A(t)\| \leq e^{-\omega t} \) for some \( \omega > 0 \) and all \( t \geq 0 \). Indeed, by the Poincaré inequality,

\[
\langle Au, u \rangle_{L^2} = \int_{\Omega} |\nabla u|^2 \, dx \geq 4d^{-2} \|u\|_{L^2}^2,
\]

which guarantees that \(-A\) generates a \( C_0 \) semigroup such that \( \|S_A(t)\| \leq e^{-\omega t} \) with \( \omega := 4d^{-2} \).
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