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Abstract: In this paper we prove that the Euler–Lagrange equations for the limit shape for the inhomogeneous six vertex model on a cylinder have infinitely many conserved quantities.
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Introduction

In the thermodynamic limit, the height function of the homogeneous 6-vertex model develops a limit shape [ZJ, AR, CP, PR]. Moreover, the limit shape height function can be derived from a variational principle similar to the one proven for bipartite dimer models [CKP]. The Euler–Lagrange equations for this variational principle considered as an evolution equations in Euclidean time admit infinitely many conserved quantities [RS]. For the homogeneous six vertex model on a cylinder the limit shape height function can also be interpreted as a Hamiltonian flow in Euclidean time along the cylinder. The conservation laws are obtained by [RS] in the Hamiltonian framework. They form a Poisson commutative family of functionals and therefore it is natural to expect that this Hamiltonian system is integrable.

One can argue that the existence of infinite number of conservation laws for the PDE defining the limit shape is related to the commutativity of transfer matrices and that it is a semiclassical version of this property. The integrable inhomogeneities that we consider here correspond to shifts of the spectral parameters. They do not change the commutativity of transfer-matrices. This was first observed by Baxter, see [B1] and was used many times in literature, see for example [FR].

In this paper we extend the results of [RS] to the case of the six vertex model with integrable inhomogeneities. We prove that Euler–Lagrange equations for critical points of the large deviation functional for this model on a cylinder have infinitely many conserved quantities. As in the homogeneous case we use the Hamiltonian framework and show that there exists a family of commuting Hamiltonians. However, proving the commutativity of the Hamiltonians in the inhomogeneous case requires a much more detailed analysis of the defining integral equations. Understanding these integral equations makes up the bulk of this paper. See [SS] for a discussion relating the Poisson commutativity of Hamiltonians to the Lagrangian framework.

Theorem 4.1 states the main result on the Poisson commutativity of an infinite family of integrals of motion. The theorem follows from bilinear differential identities for the semicanonical free energy function. These identities are proven in Theorem 4.3. The proof is based on properties of integral equations involved in the description of the ground state of the model. These properties are presented in Sect. 3. The analysis largely follows [NK, IKR]. The description of the free energy uses standard conjectures about the ground state of the 6-vertex model which were confirmed numerically in numerous cases and in some cases, such as a free fermionic point, are proven.

The organization of the paper is as follows: In Sect. 1, we briefly describe the transfer matrix and partition function of the six vertex model, including a review of the Bethe ansatz for the eigenvectors of the transfer matrix. In Sect. 2 we review the structure of the maximal eigenvalue in the thermodynamic limit. Integral equations describing the density of the free energy on a torus in the thermodynamic limit are analyzed in Sect. 3. In Sect. 4, we outline the variational principle and the Hamiltonian framework for the limit shape and prove the main theorem. In the concluding Sect. 5, we give concluding remarks and present some open problems.

1. The Six Vertex Model on a Cylinder

1.1. The six vertex model. Here we recall some basic facts about the six vertex model (see [B1], survey [Re] and section 1 of [RS] and references therein). Recall that the ice rule implies that the six vertex model can be seen as a set of paths which do not cross,
but may touch at vertex. Figure 1 show the possible states for a single vertex, note that we orient the paths up and right.

An important parameter of the six vertex model is

$$\Delta = \frac{w_1 w_2 + w_3 w_4 - w_5 w_6}{2\sqrt{w_1 w_2 w_3 w_4}}$$

Baxter gave the following important parameterizations of the weights for the symmetric six vertex model when $w_1 = w_2 = a$, $w_3 = w_4 = b$, and $w_5 = w_6 = c$.

1. When $\Delta > 1$:
   (a) If $a > b + c$, let $(a, b, c) = (r \sinh(u + \eta), r \sinh u, r \sinh \eta)$, with $\eta > 0$.
   (b) If $b > a + c$, let $(a, b, c) = (r \sinh(u - \eta), r \sinh u, r \sinh \eta)$, with $0 < \eta < u$.
   Here $\Delta = \cosh \eta$.

2. When $\Delta < -1$: let $(a, b, c) = (r \sinh(u - \eta), r \sinh u, r \sinh \eta)$ with $0 < u < \eta$.
   Here $\Delta = -\cosh \eta$.

3. When $-1 < \Delta < 1$:
   (a) If $a > b + c$, let $(a, b, c) = (r \sin(u - \gamma), r \sin u, r \sin \gamma)$, with $0 < \gamma < u < \frac{\pi}{2}$.
   Here $\Delta = \cos \gamma$.
   (b) If $b > a + c$, let $(a, b, c) = (r \sin(\gamma - u), r \sin u, r \sin \gamma)$, with $0 < u < \gamma < \frac{\pi}{2}$.
   Here $\Delta = -\cos \gamma$.

Here, $u$ is called the spectral parameter.

In the non-symmetric case the weights can be naturally parametrized as

$$w_1 = a e^{H+V}, \quad w_3 = b e^{H-V}, \quad w_5 = c \lambda$$
$$w_2 = a e^{-H-V}, \quad w_4 = b e^{-H+V}, \quad w_6 = c \lambda^{-1}$$  \hspace{1cm} (1.1)$$

where $H$ and $V$ can be viewed as magnetic (or electric, depending on the interpretation) field. The magnetic fields can be introduced as edge weights in the symmetric model if we assign each occupied horizontal edge a weight of $e^{H}$ and each unoccupied $e^{-H}$. Similarly, each occupied vertical edge gets a weight of $e^{V}$ and each unoccupied $e^{-V}$.

Note that on the cylinder and torus the number of vertices with weight $w_5$ is equal to those with weight $w_6$, so we may set $\lambda = 1$ without loss of generality. As we are primarily concerned with these cases, we set $\lambda = 1$ for what follows.
1.2. The Yang–Baxter equation. Let \( e_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) and \( e_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \) be the standard basis of \( \mathbb{C}^2 \). To each edge we assign a vector in \( \mathbb{C}^2 \), with \( e_1 \) corresponding to an occupied edge, and \( e_2 \) to an unoccupied edge. Then, in the tensor product basis \( e_1 \otimes e_1, e_1 \otimes e_2, e_2 \otimes e_1, e_2 \otimes e_2 \), we can arrange the six vertex weights into the \( 4 \times 4 \) matrix

\[
R(u, H, V) = \begin{pmatrix}
    ae^{H+V} & 0 & 0 & 0 \\
    0 & be^{H-V} & c & 0 \\
    0 & c & be^{-H+V} & 0 \\
    0 & 0 & 0 & ae^{-H-V}
\end{pmatrix}
\]  

(1.2)

Here we explicitly write the dependence on the spectral parameter and magnetic fields. Let \( R(u) = R(u, 0, 0) \). We can write \( R(u, H, V) \) as

\[
R(u, H, V) = \left( D^H \otimes D^V \right) R(u) \left( D^H \otimes D^V \right)
\]

(1.3)

where \( D^H = \begin{pmatrix} e^{\frac{H}{2}} & 0 \\ 0 & e^{-\frac{H}{2}} \end{pmatrix} \). The ice rules imply the identity

\[
(D \otimes D) R(u, H, V) = R(u, H, V) (D \otimes D)
\]

(1.4)

for any diagonal matrix \( D \).

In [B1] Baxter showed that the R-matrix satisfies the Yang–Baxter equation

\[
R_{12}(u)R_{13}(u + v)R_{23}(v) = R_{23}(v)R_{13}(u + v)R_{12}(u)
\]

(1.5)

in \( \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \), where the subscripts indicate which factors of the tensor product the matrix acts on and \( R(u) = R(u, 0, 0) \). This along with equations (1.3) and (1.4) imply that

\[
R_{12}(u)R_{13}(u + v, H, 0)R_{23}(v, H, 0) = R_{23}(v, H, 0)R_{13}(u + v, H, 0)R_{12}(u)
\]

(1.6)

1.3. The transfer matrix and partition function. Using the R-matrix above, we can construct the partition function for the six vertex model on a cylinder.

Consider the inhomogeneous 6-vertex model on a cylinder with inhomogeneity parameters \( v_k, k = 1, \cdots, N \) corresponding to vertical lines of the lattice. That is, for a single row the spectral parameter at site \( k \) is given by \( u - v_k \). Construct that quantum monodromy matrix \( T_a(u, \{ v_k \}, H, 0) : \mathbb{C}^2 \otimes (\mathbb{C}^2)^{\otimes N} \rightarrow \mathbb{C}^2 \otimes (\mathbb{C}^2)^{\otimes N} \) by

\[
T_a(u, \{ v_k \}, H, 0) = D^2_{aH}R_{1a}(u - v_1)D^2_{aH}R_{2a}(u - v_2) \cdots D^2_{aH}R_{Na}(u - v_N)
\]

(1.7)

Here, the first factor is enumerated by \( a \), others by \( 1, \cdots, N \). The matrix elements of \( T_a(u, H, 0) \) can be thought of as weight of the configuration on a single row with given boundary conditions. Taking the trace over the first factor and adding a vertical magnetic field we have the row-to-row transfer matrix \( t(u, \{ v_k \}, H, V) : (\mathbb{C}^2)^{\otimes N} \rightarrow (\mathbb{C}^2)^{\otimes N} \)

\[
t(u, \{ v_k \}, H, V) = (D^2_{1V} \cdots D^2_{NV}) \text{Tr}_a T_a(u, \{ v_k \}, H, 0).
\]

(1.8)
The elements of this can be seen as the weight of a configuration of a single row on the cylinder with specified boundary conditions and magnetic fields $H$ and $V$. Finally, we can construct the partition function on a cylinder with $M$ rows with free boundary conditions and inhomogeneity parameters $u_i, i = 1, \cdots, M$ corresponding to the horizontal lines of the lattice

$$Z_{MN}^cyl([u_i], [v_k], H, V) = \prod_{i=1}^M t(u_i, [v_k], H, V) t(u_{i+1}, [v_k], H, V) \cdots t(u_M, [v_k], H, V).$$

The partition function with boundary states $\xi_1$ and $\xi_2$ is

$$Z_{MN,\xi_1,\xi_2}^cyl([u_i], [v_k], H, V) = (\xi_1 \cdot t(u_1, [v_k], H, V) t(u_2, [v_k], H, V) \cdots t(u_M, [v_k], H, V) \xi_2).$$

where $(x, y)$ is the natural scalar product on $\mathbb{C}^2 \otimes \mathbb{C}^2$. Note that equations (1.4) and (1.8) imply that in the case of the cylinder the vertical magnetic field only contributes an overall factor of $e^{M(N-2n)V}$ to the partition function, where $n$ is number of vertical edges occupied by paths in each row. Because of this we will focus on the partition function of a cylinder with $V = 0$.

If we then take the trace over $(\mathbb{C}^2 \otimes \mathbb{C}^2)^N$, we get the partition function for the $M \times N$ torus

$$Z_{MN}^{torus}([u_i], [v_k], H, V) = \text{Tr} \left( Z_{MN}^cyl([u_i], [v_k], H, V) \right).$$

Note that

$$Z_{MN}^{torus}([u_i], [v_k], H, V) = \sum_{n=0}^N e^{M(N-2n)V} Z_{MN}^{torus, n}([u_i], [v_k], H).$$

According to the terminology in statistical mechanics, it is natural to call $Z_{MN}^{torus}(u, H, V)$ the grand canonical partition function, where we sum over all possible topological configurations of paths on the torus. The partition function $Z_{MN}^{torus, n}(u, H)$ in this sense should be called the semigrand canonical partition function, where the number of paths crossing a horizontal cycle is fixed by $n$.

1.4. The spectrum of transfer-matrices for finite $N$. Here we assume $\Delta = \frac{(a^2 + b^2 - c^2)}{2ab} < -1$. In this region Baxter’s parametrization is

$$a = \sinh(\eta - u), \quad b = \sinh u, \quad c = \sinh \eta.$$

In this parametrization $\Delta = -\cosh \eta$ and $0 < u < \eta$. Later we will comment on other values of $\Delta$.

The following construction is known as an algebraic Bethe ansatz. It states that if $\{\alpha_j\}$ satisfy the Bethe equations

$$\prod_{k=1}^N \frac{\sinh(\frac{\eta}{2} + i\alpha_j - v_k)}{\sinh(\frac{\eta}{2} - i\alpha_j + v_k)} = e^{2HN} \prod_{m=1, m \neq j}^n \frac{\sinh(i(\alpha_j - \alpha_m) + \eta)}{\sinh(i(\alpha_j - \alpha_m) - \eta)} \quad (1.9)$$

The idea of using a superposition of plane waves as an eigenfunction for the Heisenberg spin Hamiltonian (which is the logarithmic derivative of the transfer-matrix of the homogeneous 6-vertex model at $u = 0$) goes back to H. Bethe [B]. It was first applied to the 6-vertex model by E. Lieb in [L] for zero magnetic fields. Shortly after C.P. Yang [Y] applied it to the asymmetric 6-vertex model (with magnetic fields). The algebraic form we use is due to L. Faddeev and L. Takhtajan [FT2].
then the vector

\[ B(\alpha_1) \cdots B(\alpha_n) \Omega, \quad \Omega = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \otimes \cdots \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix} \]  

(1.10)

is an eigenvector of the transfer-matrix (1.8) with the eigenvalue

\[
\Lambda(u, \{v_k\}, H, 0) = e^{NH} \prod_{k=1}^{N} \sinh(\eta - u + v_k) \prod_{j=1}^{n} \frac{\sinh(\frac{\eta}{2} + u - i\alpha_j)}{\sinh(\frac{\eta}{2} - u + i\alpha_j)} \\
+ e^{-NH} \prod_{k=1}^{N} \sinh(u - v_k) \prod_{j=1}^{n} \frac{\sinh(\frac{3\eta}{2} - u + i\alpha_j)}{\sinh(u - \frac{\eta}{2} - i\alpha_j)}.
\]

(1.11)

This is the description of the spectrum of the transfer-matrix for the model in the horizontal magnetic field \( H \) with inhomogeneities \( \{v_k\} \) for \( \Delta < -1 \).

Define functions \( p \) and \( \Theta \) defined by,

\[
\begin{align*}
   e^{ip(\alpha)} & = \frac{e^{\eta + 2i\alpha} - 1}{e^{\eta} - e^{2i\alpha}} \\
   & = \frac{\sinh(\frac{\eta}{2} + i\alpha)}{\sinh(\frac{\eta}{2} - i\alpha)}, \\
   e^{i\Theta(\alpha - \beta)} & = \frac{1 + e^{ip(\alpha) + ip(\beta)} - 2\Delta e^{ip(\alpha)}}{1 + e^{ip(\alpha) + ip(\beta)} - 2\Delta e^{ip(\beta)}} \\
   & = -\frac{\sinh(i\alpha - i\beta + \eta)}{\sinh(i\alpha - i\beta - \eta)}.
\end{align*}
\]

(1.12)

The following identities can be checked directly:

\[
\begin{align*}
p(\alpha^*) & = p(\alpha)^* \quad p(-\alpha) = -p(\alpha) \\
\Theta(\alpha^*) & = \Theta(\alpha)^* \quad \Theta(-\alpha) = -\Theta(\alpha)
\end{align*}
\]

(1.13)

Here \( a^* \) is the complex conjugate of \( a \). In terms of these functions Bethe equations can be conveniently written as

\[
\prod_{k=1}^{N} e^{ip(\alpha_j + iv_k)} = e^{2HN} \prod_{m=1, m \neq j}^{n} \left( -e^{i\Theta(\alpha_j - \alpha_m)} \right).
\]

Remark 1.1. The spectrum of the transfer-matrix for other values of \( \Delta \) can be obtained similarly, using the analytical continuation. In terms of functions \( a(u), b(u), c(u) \) parametrizing weights of the model, the eigenvalues of the transfer matrix for all values of \( \Delta \) can be written as

\[
\Lambda(u, \{v_k\}, H, 0) = e^{NH} \prod_{k=1}^{N} a(u - v_k) \prod_{i=1}^{n} \frac{a(\lambda_i - u)}{b(\lambda_i - u)} \\
+ e^{-NH} \prod_{k=1}^{N} b(u - v_k) \prod_{i=1}^{n} \frac{a(u - \lambda_i)}{b(u - \lambda_i)}
\]
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encompassing any choice of parametrization, where the \( \lambda_j \) solve the Bethe equations

\[
\prod_{k=1}^{N} \frac{b(\lambda_j - v_k)}{a(\lambda_j - v_k)} = e^{2NH(-1)^{n-1}} \prod_{i=1, i \neq j}^{n} \frac{a(\lambda_i - \lambda_j)}{a(\lambda_j - \lambda_i)}.
\]

Equations (1.11) and (1.9) follow from choosing the parametrization for \( \Delta < -1 \) and letting \( \lambda_j = i\alpha_j + \frac{\eta}{2} \). For details, see, for example, [KBI].

Introduce notation

\[
e^\psi_{+}(\alpha+iu) = \frac{e^{\eta+2u} - e^{2i\alpha}}{e^{\eta-2i\alpha} - e^{2u}} = \frac{\sinh(\frac{\eta}{2} + u - i\alpha)}{\sinh(\frac{\eta}{2} - u + i\alpha)}
\]

\[
e^\psi_{-}(\alpha+iu) = \frac{e^{2\eta+2i\alpha} - e^{2u-\eta}}{e^{2u} - e^{\eta+2i\alpha}} = \frac{\sinh(\frac{3\eta}{2} - u + i\alpha)}{\sinh(u - \frac{\eta}{2} - i\alpha)}.
\] (1.14)

Then the formula for eigenvalues of in terms of solutions to Bethe equations can be written as

\[
\Lambda(u, \{v_k\}, H, 0) = e^{NH} \prod_{k=1}^{N} \sinh(\eta - u + v_k) \prod_{j=1}^{n} e^{\psi_{+}(\alpha_j + iu)}
\]

\[
+ e^{-NH} \prod_{k=1}^{N} \sinh(u - v_k) \prod_{j=1}^{n} e^{\psi_{-}(\alpha_j + iu)}.
\] (1.15)

2. The Thermodynamic Limit

In this section we will describe the asymptotic of the partition function when \( N, M \to \infty \) using the analysis of the Bethe equations in the limit \( N \to \infty \). We will first describe the case of homogeneous weights.

2.1. The ground state for finite \( N \). Recall the Bethe equations are

\[
\prod_{k=1}^{N} e^{ip(\alpha_j + iv_k)} = e^{2HN(-1)^{n-1}} \prod_{m=1, m \neq j}^{n} e^{i\Theta(\alpha_j - \alpha_m)}.
\]

Choosing branches of logarithms in the definition of \( p(\alpha) \) and \( \Theta(\alpha - \beta) \) we can write them as

\[
\sum_{k=1}^{N} \frac{1}{N} p(\alpha_j + iv_k) = -2iH + \frac{2\pi I_j}{N} + \sum_{m=1, m \neq j}^{n} \frac{1}{N} \Theta(\alpha_j - \alpha_m)
\]

where \( I_j \) are integers for odd \( n \) and half-integers for even \( n \).

The first basic conjecture in the Bethe ansatz description of the largest eigenvalue of the transfer matrix, in the subspace with fixed \( n \), states that
Conjecture 2.1. When the inhomogeneities and $H$ are sufficiently small, or when the system is homogeneous, the maximal eigenvalue corresponds to solutions of Bethe equations with

$$I_j = \frac{n + 1 - 2j}{2}, \quad j = 1, \cdots, n$$

This conjecture has a long history. Perhaps, the first detailed study of this conjecture, applied to the Heisenberg XXZ spin chain was done in [YY] where the authors also give an account of prior results. It was used to characterize the ground state when $N \to \infty$ and to compute the free energy in this limit in [Y] [SYY]. An account of this and other works on the 6-vertex model can be found in a survey [LW] and in [B1]. Among more recent results are: a detailed exposition of results from [Y] [SYY] was done in [N], for a rather detailed study of analytic properties of solutions to Bethe equations for SOS model with twisted boundary conditions see [BM], an explicit description of the ground state energy and the free energy for the 5-vertex model was found in [GKW], a rigorous proof of Conjectures 2.1 and 2.2 in the case of $\Delta < 1$ and $H = 0$ is given in [DKKMT].

2.2. The ground state in the limit $N \to \infty$, homogeneous case. The following conjecture describes the behavior of the solution to the Bethe equations corresponding to the maximal eigenvalue of the transfer-matrix in the limit when $N \to \infty$ and the ration $n/N$ is fixed.

Conjecture 2.2. Fix the ratio $n/N$. As $N \to \infty$, the roots of Bethe equations corresponding to $I_j$ from conjecture 2.1 become distributed along a contour $C$ which is described below.

To describe $C$, let us introduce

$$2\pi t_j = 2\pi \frac{I_j}{N} \quad \frac{-q}{2} \leq t_j \leq \frac{q}{2} \quad (2.1)$$

where $q = n/N$. We will write $\alpha(t_j)$ for $\alpha_j$.

As $N \to \infty$ with $q$ fixed, according to the conjecture 2.2, the roots $\alpha(t_j)$ of Bethe equations form a complex-valued function $\alpha(t)$, $t \in \left[ -\frac{q}{2}, \frac{q}{2} \right]$. The Bethe equations become the non-linear integral equation for $\alpha(t)$

$$2\pi t = p(\alpha(t)) + 2Hi - \int_{-\frac{q}{2}}^{\frac{q}{2}} \Theta(\alpha(t) - \alpha(s)) \, ds. \quad (2.2)$$

The image of the function $\alpha$ is the contour $C$. This contour connects the endpoints $A = \alpha(-q/2)$ and $B = \alpha(q/2)$. Note that $A = A(q, H)$ depends on both the density and the magnetic field (and similarly for $B$).

Conversely, denote by $t(\alpha) : C \to \left[ -\frac{q}{2}, \frac{q}{2} \right]$ the inverse of $\alpha(t)$. The function $t$ can be analytically continued off the contour, yielding a complex valued function $t(\alpha)$ which analytic away from singularities and branch cuts. Define $\rho$ to be the density of roots of Bethe equations along $C$. We have

$$\rho(z) = \frac{\partial t(z)}{\partial z} \bigg|_{z \in C}. \quad (2.3)$$
Note that $\text{Im}(\rho(z) \, dz|_C) = 0$ and

$$
\int_A^B \rho(\alpha) \, d\alpha = q.
$$

(2.4)

From the Bethe equations we obtain the equation for $t(\alpha)$ given by

$$
2\pi t(\alpha) = p(\alpha) + 2iH - \int_A^B \Theta(\alpha - \beta)t'(\beta)d\beta.
$$

(2.5)

Here $\alpha \in C$ and the integral is taken along $C$.

Note that $|\text{Re}(t(\alpha))| \leq \frac{q}{2}$ and $t(B) = \frac{q}{2}$, $t(A) = -\frac{q}{2}$.

Consider equation (2.2). Since $t$ is real the LHS is unchanged under conjugating, while on the RHS we compute

$$
2\pi t = p(\alpha(t))^* - 2iH - \int_{-q/2}^{q/2} \Theta(\alpha(t) - \alpha(s))^*ds
$$

$$
= p(\alpha(t))^* - 2iH - \int_{-q/2}^{q/2} \Theta(\alpha(t)^* - \alpha(s))^*ds
$$

$$
= -p(-\alpha(t)^*) - 2iH + \int_{-q/2}^{q/2} \Theta(-\alpha(t)^* + \alpha(s)^*)ds
$$

$$
= -\left(p(-\alpha(t)^*) + 2iH - \int_{-q/2}^{q/2} \Theta(-\alpha(t)^* - (-\alpha(s)^*))ds\right)
$$

from which we have that $\alpha(-t) = -\alpha(t)^*$. We see that the contour $C$ satisfies $C = -C^*$. In particular, $B = -A^*$. Inverting the identity for $\alpha(t)$ to get an identity for $t(\alpha)$ gives $t(\alpha) = -t(-\alpha^*)$.

Differentiating equation (2.5) we obtain an integral equation for $\rho(\alpha)$ given by

$$
2\pi \rho(\alpha) = p'(\alpha) - \int_C K(\alpha - \beta)\rho(\beta)d\beta
$$

(2.6)

where $K = \Theta'$. Note that the kernel in the integral equation (2.6) is a meromorphic function of $\alpha$. This means that the contour can be deformed as long as it does not cross a pole of $K(\alpha - \beta)$. The condition (2.3) selects a representative of the equivalence class of continuous deformations of the contour, such that $\rho(\alpha) \, d\alpha$ is a positive density.

Given the solution to (2.6), the equation (2.5) defines $t(\alpha)$.

2.3. Maximal eigenvalue in the thermodynamic limit. Recall the form of the eigenvalues (1.15) of the homogeneous transfer matrix

$$
\Lambda(u, H, 0) = \Lambda_+(u, H, 0) + \Lambda_-(u, H, 0)
$$

where

$$
\Lambda_+(u, H, 0) = e^{NH} \sinh(\eta - u) \prod_{j=1}^n e^{\psi_j(\alpha_j + iu)}
$$
\[
\Lambda_\pm(u, H, 0) = e^{-NH} \sinh(u) e^{\sum_{j=1}^{n} e^{\psi_j - (\alpha_j + iu)}}.
\]

For generic values of \(H\), only one of \(\Lambda_\pm\) contributes in the thermodynamic limit. Define

\[
\psi^\pm_u(\alpha) = \psi^\pm(\alpha + iu)
\]

where \(\psi^\pm\) are defined by Eq. (1.14). These functions satisfy

\[
\psi^\pm_u(\alpha)^* = \psi^\pm_u(-\alpha^*).
\]

Define as well

\[
l^+ = \ln \sinh(\eta - u), \quad l^- = \ln \sinh u,
\]

(2.7)

where we recall that in our parametrization \(0 < u < \eta\).

Fix \(H\) and the ratio \(q = \frac{n}{N}\). As \(N \to \infty\), one of the two terms, \(\Lambda_+\) or \(\Lambda_-\) dominates and for the largest eigenvalue of the transfer matrix is

\[
\Lambda_{\text{max}}(u, q, H) = e^{N\mathcal{H}_u(q, H)} (1 + o(1)),
\]

where the function \(\mathcal{H}_u(q, H)\) is the semigrand canonical free energy of the six vertex model

\[
\mathcal{H}_u(q, H) = \max_{\pm} \mathcal{H}_u^\pm(q, H)
\]

(2.8)

where

\[
\mathcal{H}_u^\pm(q, H) = \pm H + l_\pm + \int_C \psi^\pm_u(\alpha) \rho(\alpha) d\alpha
\]

(2.9)

is the limit of \(\frac{1}{N} \ln(\Lambda_\pm(u, q, H))\) when \(q\) is fixed, and \(\rho(\alpha)\) is the density of Bethe roots along the contour \(C\) where they concentrate in the limit \(N \to \infty\).

2.4. The free energy of the six vertex model on a torus. Recall that grand canonical partition function of the six vertex model on a torus can be written as

\[
Z_{MN}^{\text{torus}}(u, H, V) = \sum_{n=0}^{N} e^{M(N-2n)V} Z_{MN}^{\text{torus}, n}(u, H)
\]

(2.10)

where \(Z_{MN}^{\text{torus}, n}(u, H)\) is the semigrand canonical partition function. The semigrand canonical partition function itself may be written as

\[
Z_{MN}^{\text{torus}, n}(u, H) = \sum_{\{\alpha_i\}} (\Lambda_{\{\alpha_i\}}(u, H))^M
\]

where the sum is over all collections \(\{\alpha_1, \ldots, \alpha_n\}\) that solve the Bethe equations, and \(\Lambda_{\{\alpha_i\}}\) is the eigenvalue of the transfer matrix \(t(u, H, 0)\) corresponding to these Bethe roots.
Thus, when $N, M \to \infty$ with $q = \frac{N}{M}$ fixed, and $M \gg N$, one expects the asymptotic of $Z^\text{torus}_{MN}(u, H)$ is determined by the contribution from the maximum eigenvalue. From this we have

$$Z^\text{torus}_{MN}(u, H) = e^{NM \mathcal{H}_u(q, H)}(1 + o(1))$$

(2.11)

with $\mathcal{H}_u(q, H)$ the semigrand free energy defined in (2.8). One can argue that this asymptotic is uniform in $\frac{N}{M}$ and is given by the same formula when $N, M \to \infty$ and the ratio $\frac{N}{M}$ is finite. Combining this asymptotic with (2.10) we obtain the following asymptotic of the grand canonical partition function as $N, M \to \infty$

$$Z^\text{torus}_{MN}(u, H, V) = e^{NMV}e^{NMf_u(H, V)}(1 + o(1)).$$

(2.12)

Here the grand canonical free energy is the Legendre transform of the semigrand canonical free energy with the vertical magnetic field $V$ conjugate to $q$:

$$f_u(H, V) = \max_q (\mathcal{H}_u(q, H) - 2qV).$$

(2.13)

3. Analysis of Density Integrals and Integral Equations

In this section we will study integral equations that appear from Bethe equations in the thermodynamic limit and prove the properties that we use in the proof of the Poisson commutativity of Hamiltonians. In Table 1, below, we summarize multiple notations that we use.
3.1. Integrals kernels and integral equations. The integral equation (2.6) for $\rho$ can be written as

$$\rho + \left( \frac{1}{2\pi} K \ast \rho \right) = \frac{1}{2\pi} p'$$

or

$$\left( I + \frac{1}{2\pi} K \right) \ast \rho = \frac{1}{2\pi} p'$$

where $\ast$ is convolution, $I$ is the convolution identity, and we recall $K(\alpha) = \Theta'(\alpha)$. Below convolution always involves integration from $A$ to $B$ along a contour homotopic to $C$ as in Eq. (2.6).

Define $F$ by

$$F(\alpha, \gamma) + \frac{1}{2\pi} \int_C K(\alpha - \beta) F(\beta, \gamma) \, d\beta = \frac{1}{2\pi} \Theta(\alpha - \gamma).$$

(3.1)

Let $R(\alpha, \gamma) = \frac{\partial}{\partial \gamma} F(\alpha, \gamma)$. It satisfies

$$R(\alpha, \gamma) + \frac{1}{2\pi} \int_C K(\alpha - \beta) R(\beta, \gamma) d\beta = - \frac{1}{2\pi} K(\alpha - \gamma).$$

(3.2)

In other words,

$$R + \frac{1}{2\pi} K \ast R = - \frac{1}{2\pi} K$$

$$\Rightarrow (I + \frac{1}{2\pi} K) \ast R = - \frac{1}{2\pi} K$$

$$\Rightarrow (I + \frac{1}{2\pi} K) \ast R + (I + \frac{1}{2\pi} K) = I$$

$$\Rightarrow (I + \frac{1}{2\pi} K) \ast (I + R) = I$$

or as operators

$$I + R = \left( I + \frac{1}{2\pi} K \right)^{-1}.$$

We see that $F$ and $R$ satisfy

$$\left( I + \frac{1}{2\pi} K \right) \ast F = \frac{1}{2\pi} \Theta$$

(3.3)

$$\left( I + \frac{1}{2\pi} K \right) \ast (I + R) = I$$

(3.4)

Lemma 3.1. The functions satisfy the following symmetries:

a) $K(\alpha^*) = K(\alpha)^*$

b) $F(-\alpha^*, -\beta^*) = - F(\alpha, \beta)^*$

c) $\rho(\alpha)^* = \rho(-\alpha^*)$

d) $R(\alpha, \beta)^* = R(-\alpha^*, -\beta^*)$
Lemma 3.2.
\[
\frac{\partial F(\alpha, \gamma)}{\partial \alpha} = -R(\alpha, \gamma) - R(\alpha, B)F(B, \gamma) + R(\alpha, A)F(A, \gamma)
\]

Proof. Starting with the definition (3.1) of \( F \) and taking the \( \alpha \) derivative, we have
\[
\frac{1}{2\pi} K(\alpha - \gamma) = \frac{\partial F}{\partial \alpha} + \frac{1}{2\pi} \int_C \frac{\partial}{\partial \alpha} K(\alpha - \beta)F(\beta, \gamma)d\beta
\]
\[
= \frac{\partial F}{\partial \alpha} - \frac{1}{2\pi} \int_C \frac{\partial}{\partial \beta} K(\alpha - \beta)F(\beta, \gamma)d\beta
\]
\[
= \frac{\partial F}{\partial \alpha} - \frac{1}{2\pi} (K(\alpha - B)F(B, \gamma) - K(\alpha - A)F(A, \gamma))
\]
\[
+ \frac{1}{2\pi} \int_C K(\alpha - \beta) \frac{\partial F(\beta, \gamma)}{\partial \beta}d\beta.
\]
Equivalently
\[
\frac{1}{2\pi} \left( K(\alpha - \gamma) + K(\alpha - B)F(B, \gamma) - K(\alpha - A)F(A, \gamma) \right)
\]
\[
= \left( I + \frac{1}{2\pi} K \right) \ast \frac{\partial F}{\partial \alpha}(\alpha, \gamma).
\]
Multiplying by \((I + R)\) and using
\[
\left( (I + R) \ast \frac{1}{2\pi} K \right)(\alpha, \beta) = -R(\alpha, \beta)
\]
we have the lemma.

3.2. Analysis of density integrals. In the next section we will study integrals of the form
\[
g(q, H) = \int_C f(\alpha) \rho(\alpha) d\alpha
\]
for arbitrary functions \( f \), where \( \rho \) and \( C \) are determined by Bethe integral equation (2.6), as well as conditions (2.3) and (2.4). We will also call these density integrals. Integrals of this type describe largest eigenvalue in the thermodynamic limit (see equations (2.8) and (2.9)). This section is a survey of [IKR] and [NK].

Lemma 3.3. \( g(q, H) \) is real if \( f(\alpha)^* = f(-\alpha^*) \).

Proof. Since \(-C^* = C\)
\[
g^* = \int_{C^*} f(\alpha)^* \rho(\alpha)^* d\alpha^*
\]
\[
= \int_{-C^*} f(\gamma) \rho(\gamma) d\gamma
\]
\[
= \int_C f(\gamma) \rho(\gamma) d\gamma = g
\]
We will assume \( f(\alpha)^* = f(-\alpha^*) \) since the functions \( \psi_\pm(\alpha) \) satisfy this assumption.
3.3. First derivatives of \( g(q, H) \). Here we will compute first derivatives of \( g \) in \( q \) and \( H \). Recall that the endpoints of the contour also depend on \( q \) and \( H \). Let \( dg(q, H) = \frac{\partial g}{\partial q} dq + \frac{\partial g}{\partial H} dH \) be the total derivative with respect to \( q \) and \( H \).

For the total derivative of \( g(q, H) \) we have

\[
dg = dB \ f(B) \ \rho(B) - dA \ f(A) \ \rho(A) + \int_{A}^{B} f(\alpha) \ \frac{\partial dt(\alpha)}{\partial \alpha} \ d\alpha
\]

(3.6)

Recall from Eq. (2.3) that \( \rho(\alpha) \) is the partial derivative of \( t(\alpha) \) along the contour \( C \). We can use this in the above and integrate by parts to obtain

\[
dg = dB \ f(B) \ \rho(B) - dA \ f(A) \ \rho(A) + f(B) dt(B) - f(A) dt(A)
\]

(3.7)

We know that at the endpoints we have

\[
t(B) = \frac{1}{2} q
\]

\[
t(A) = -\frac{1}{2} q
\]

(see Eq. (2.5)). Varying these equations in \( A \) and \( B \) we obtain

\[
dt(B) + \rho(B) dB = \frac{1}{2} dq
\]

\[
dt(A) + \rho(A) dA = -\frac{1}{2} dq
\]

(3.8)

**Lemma 3.4.** The variation of \( t(\alpha) \) satisfies the following integral equation

\[
(I + \frac{1}{2\pi} K) \ * dt(\alpha) = i \ \frac{dH}{\pi} - \frac{1}{4\pi} \ (\Theta(\alpha - B) + \Theta(\alpha - A)) \ dq
\]

Proof. Starting from Eq. (2.5) and using the previous calculation (3.7) with \( f(\beta) = \Theta(\alpha - \beta) \), we have

\[
2\pi \ dt(\alpha) = 2i \ dH - dB \ \Theta(\alpha - B) \ \rho(B) + dA \ \Theta(\alpha - A) \rho(A)
\]

\[
- \Theta(\alpha - B) \ dt(B) + \Theta(\alpha - A) \ dt(A) - \int_{C} K(\alpha - \beta) \ dt(\beta) \ d\beta.
\]

Then substituting equations (3.8) for \( \rho(A) dA \) and \( \rho(B) dB \) gives

\[
dt(\alpha) + \frac{1}{2\pi} K \ * dt(\alpha) = i \ \frac{dH}{\pi} - \frac{1}{4\pi} \Theta(\alpha - B) \ dq - \frac{1}{4\pi} \Theta(\alpha - A) \ dq
\]

which can be rearranged to give the desired result. \( \square \)
Define functions $D_{\pm} (\alpha)$ as solutions to integral equations

\[
\left( I + \frac{1}{2\pi} K \right) * D_{-}(\alpha) = \frac{1}{2\pi}
\]
\[
\left( I + \frac{1}{2\pi} K \right) * D_{+}(\alpha) = \frac{1}{2\pi} \left( \Theta(\alpha - B) + \Theta(\alpha - A) \right).
\]  

(3.9)

Lemma 3.5. The functions $D_{\pm}$ satisfy

1) $D_{-}(\alpha) = \frac{1}{2\pi} (1 + F(\alpha, B) - F(\alpha, A))$
2) $D_{+}(\alpha) = F(\alpha, B) + F(\alpha, A)$.

Proof. 1) By definition of $R$ we have

\[
\left( I + \frac{1}{2\pi} K \right) * (I + R) = I, \quad (I + R) * \left( I + \frac{1}{2\pi} K \right) = I.
\]

Inverting $I + \frac{1}{2\pi} K$ in the definition of $D_{-}$ we obtain

\[
D_{-}(\alpha) = \left( (I + R) * \frac{1}{2\pi} \right)(\alpha)
= \frac{1}{2\pi} + \frac{1}{2\pi} \int_{A}^{B} R(\alpha, \beta) \, d\beta
= \frac{1}{2\pi} + \frac{1}{2\pi} \int_{A}^{B} \frac{\partial F(\alpha, \beta)}{\partial \beta} \, d\beta
= \frac{1}{2\pi} (1 + F(\alpha, B) - F(\alpha, A)).
\]

2) Similarly for $D_{+}$ we obtain

\[
D_{+}(\alpha) = (I + R) * \frac{1}{2\pi} \left( \Theta(\alpha - B) + \Theta(\alpha - A) \right)
= (I + R) * \left( \left( I + \frac{1}{2\pi} K \right) * F(\alpha, B) + \left( I + \frac{1}{2\pi} K \right) * F(\alpha, A) \right)
= F(\alpha, B) + F(\alpha, A).
\]

It is easy to see now that the variation of $t(\alpha)$ can be written as

Lemma 3.6.

\[
\frac{dt}{dt}(\alpha) = 2i \, D_{-}(\alpha) \, dH - \frac{1}{2} \, D_{+}(\alpha) \, dq.
\]  

(3.10)

Note the following properties of the functions $D_{\pm}$:

a) When we vary $q$ and $H$, $t(\alpha)$ remains real which implies that $dt(\alpha)$ is real. It follows then that

\[
\text{Re} \, D_{-}(\alpha) = 0
\]
\[
\text{Im} \, D_{+}(\alpha) = 0.
\]
b) The functions $D_{\pm}(\alpha)$ have the following symmetries with respect to the complex conjugation

$$D_{\pm}(\alpha)^* = \frac{1}{2\pi} (1 + F(-\alpha^*, -\beta^*) + F(-\alpha^*, -A^*)) = D_{\pm}(\alpha^*)$$

$$D_{\pm}(\alpha)^* = -F(-\alpha^*, A) - F(-\alpha^*, B) = -D_{\pm}(\alpha^*).$$

In particular,

$$D_{\pm}(B) = D_{\pm}(A)$$

$$D_{\pm}(B) = -D_{\pm}(A).$$

(3.11)

**Lemma 3.7.**

$$\frac{\partial D_{\pm}(\alpha)}{\partial \alpha} = -R(\alpha, B)(1 + D_{\pm}(B)) - R(\alpha, A)(1 - D_{\pm}(A))$$

$$\frac{\partial D_{\pm}(\alpha)}{\partial \alpha} = R(\alpha, A)D_{\pm}(A) - R(\alpha, B)D_{\pm}(B)$$

**Proof.** This follows from a simple computation using Lemmas 3.2 and 3.5. □

Now, using the variation of $t(\alpha)$, let us complete the first variation of $g(q, H)$.

**Proposition 3.8.** Partial derivatives of $g(q, H)$ can be written as

$$\frac{\partial g}{\partial H} = -2i \int_C f'(\alpha)D_{\pm}(\alpha) \, d\alpha$$

$$\frac{\partial g}{\partial q} = \frac{1}{2} (f(B) + f(A)) + \frac{1}{2} \int_C f'(\alpha)D_{\pm}(\alpha) \, d\alpha.$$

**Proof.** Using Eq. (3.8) and Lemma 3.6, we have

$$dg(q, H) = dB \ f(B) \ \rho(B) - dA \ f(A) \ \rho(A) + \int_C f(\alpha) \ \partial_\alpha (dt(\alpha)) \ d\alpha$$

$$= (dB \ \rho(B) + dt(B)) f(B) - (dA \ \rho(A) + dt(A)) f(A) - \int_C f'(\alpha) \ dt(\alpha) \ d\alpha$$

$$= \frac{1}{2} (f(B) + f(A)) \ dq - \int_C f'(\alpha) (2i \ D_{\pm}(\alpha) \ dH - \frac{1}{2} \ D_{\pm}(\alpha) \ dq) \ d\alpha$$

$$= \frac{dq}{2} \left( (f(B) + f(A)) + \int_C f'(\alpha)D_{\pm}(\alpha) \ d\alpha \right) - 2i \ dH \int_C f'(\alpha)D_{\pm}(\alpha) \ d\alpha$$

from which the proposition follows. □

**3.4. Second derivatives of $g(q, H)$.** Next we turn to calculating the second derivatives of $g(q, H)$. To begin we prove several lemmas that will be useful for later computations.

**Lemma 3.9.**

$$dF(\alpha, \gamma) = R(\alpha, B) \ F(B, \gamma) \ dB - R(\alpha, A) \ F(A, \gamma) \ dA$$
Proof. Starting with the definition (3.1) and taking the total derivative we have
\[
d F(\alpha, \gamma) + \frac{1}{2\pi} \int_A^B K(\alpha - \beta) \, d F(\beta, \gamma) \, d \beta
\]
\[
\quad + \frac{1}{2\pi} \left( K(\alpha - B) F(B, \gamma) \, dB - K(\alpha - A) F(A, \gamma) \, dA \right) = 0
\]
So
\[
\left( I + \frac{1}{2\pi} K \right) * d F(\alpha, \gamma) = -\frac{1}{2\pi} \left( K(\alpha - B) F(B, \gamma) \, dB - K(\alpha - A) F(A, \gamma) \, dA \right)
\]
(3.12)

Acting with \( I + R \) on both sides and using Eq. (3.5) gives the lemma. \( \square \)

Lemma 3.10. For the total derivative of \( D_-(\alpha) \) we have
\[
d D_-(\alpha) = R(\alpha, B) \, D_-(B) \, dB - R(\alpha, A) \, D_-(A) \, dA.
\]

Proof. From the formula for \( D_-(\alpha) \) in Lemma 3.5 we get
\[
d D_-(\alpha) = \frac{1}{2\pi} \left( d F(\alpha, B) - d F(\alpha, A) + \frac{\partial F(\alpha, B)}{\partial B} dB - \frac{\partial F(\alpha, A)}{\partial A} dA \right).
\]
Substituting the result from Lemma 3.9 into the variation of \( D_-(\alpha) \) we have
\[
d D_-(\alpha) = \frac{1}{2\pi} \left( R(\alpha, B) \, F(B, B) \, dB - R(\alpha, A) \, F(A, B) \, dA - R(\alpha, B) \, F(B, A) \, dB \right.
\]
\[
\left. + R(\alpha, A) \, F(A, A) \, dA + \frac{\partial F(\alpha, B)}{\partial B} dB - \frac{\partial F(\alpha, A)}{\partial A} dA \right)
\]
\[
= \frac{1}{2\pi} \left( R(\alpha, B) (F(B, B) - F(B, A) + 1) \, dB - R(\alpha, A) (F(A, B) - F(A, A) + 1) \, dA \right) = R(\alpha, B) \, D_-(B) \, dB - R(\alpha, A) \, D_-(A) \, dA
\]
as desired. \( \square \)

Lemma 3.11. For the total derivative of \( D_+(\alpha) \) we have
\[
d D_+(\alpha) = R(\alpha, B) \left( 1 + D_+(B) \right) \, dB + R(\alpha, A) \left( 1 - D_+(A) \right) \, dA
\]

Proof. By straightforward computation starting from Lemma 3.5 we obtain
\[
d D_+(\alpha) = d F(\alpha, B) + d F(\alpha, A) + dB \, \frac{\partial F(\alpha, B)}{\partial B} + dA \, \frac{\partial F(\alpha, A)}{\partial A}
\]
\[
= d F(\alpha, B) + d F(\alpha, A) + dB \, R(\alpha, B) + dA \, R(\alpha, A)
\]
\[
= R(\alpha, B) \, dB + R(\alpha, A) \, dA + R(\alpha, B) \, F(B, B) \, dB - R(\alpha, A) \, F(A, B) \, dA
\]
\[
+ R(\alpha, B) \, F(B, A) \, dB - R(\alpha, A) \, F(A, A) \, dA
\]
\[
= R(\alpha, B) \left( 1 + F(B, B) + F(B, A) \right) \, dB + R(\alpha, A) \left( 1 - F(A, B) - F(A, A) \right) \, dA.
\]
Using Lemma 3.5 again gives the desired result. \( \square \)
Lemma 3.12.

\[(1 + D_+(B)) D_-(B) = \frac{1}{2\pi}\]

Proof. Let \(J = (1 + D_+(B)) D_-(B)\). It could be that \(D_+, D_-\) depend on \(A = -a + ib, B = a + ib\). Note, however, that \(F(\alpha, \gamma)\) is invariant under a pure imaginary shift in \(\alpha, \gamma\), and the contour, so \(D_+(B), D_-(B)\) can only depend on \(a\). When \(a = 0\), we have \(F(\alpha, \gamma) = \frac{1}{2\pi} \Theta(\alpha - \gamma)\) and it follows \(J = \frac{1}{2\pi}\). It is left to show that the full derivative of \(J\) with respect to \(a\) is zero.

Taking derivatives we have

\[
\begin{align*}
\frac{d}{da} D_-(B) &= \frac{\partial D_-(\alpha)}{\partial \alpha} \bigg|_{\alpha = B} \frac{\partial B}{\partial a} + \frac{\partial D_-(\alpha)}{\partial A} \bigg|_{\alpha = B} \frac{\partial A}{\partial a} + \frac{\partial D_-(\alpha)}{\partial B} \bigg|_{\alpha = B} \frac{\partial B}{\partial a} \\
\frac{d}{da} D_+(B) &= \frac{\partial D_+(\alpha)}{\partial \alpha} \bigg|_{\alpha = B} \frac{\partial B}{\partial a} + \frac{\partial D_+(\alpha)}{\partial A} \bigg|_{\alpha = B} \frac{\partial A}{\partial a} + \frac{\partial D_+(\alpha)}{\partial B} \bigg|_{\alpha = B} \frac{\partial B}{\partial a}.
\end{align*}
\]

Using Lemmas 3.7, 3.10, and 3.11 for the derivatives and recalling \(D_{\pm}(A) = \mp D_{\pm}(B) = \mp D_{\pm}\), these become

\[
\begin{align*}
\frac{d}{da} D_-(B) &= R(B, A)D_-(A) - R(B, B)D_-(B) + R(B, A)D_-(A) + R(B, B)D_-(B) \\
&= 2R(B, A)D_-(B) \\
\frac{d}{da} D_+(B) &= -R(B, B)(1 + D_+(B)) - R(B, A)(1 - D_+(A)) - R(B, A)(1 - D_+(A)) + R(B, B)(1 + D_+(B)) \\
&= -2R(B, A)(1 - D_+(A)) \\
&= -2R(B, A)(1 + D_+(B)).
\end{align*}
\]

From which it follows

\[
\frac{d}{da} J = D_-(B) \frac{d}{da} D_+(B) + (1 + D_+(B)) \frac{d}{da} D_-(B)
\]

\[
= -2D_-(B)R(B, A)(1 + D_+(B)) + 2(1 + D_+(B))R(B, A)D_-(B)
\]

\[
= 0.
\]

We see that \((1 + D_+(B)) D_-(B) = \frac{1}{2\pi}\), independent of the endpoints of the contour. □

Introduce

\[
\xi = 2\pi i \left( f'(B) + \int_C f'(\alpha) R(\alpha, B) \, d\alpha \right),
\]

\[
\tilde{\xi} = 2\pi i \left( f'(A) + \int_C f'(\alpha) R(\alpha, A) \, d\alpha \right).
\]

Note that since \(f(\alpha)^* = f(-\alpha)^*\) we have that \(f'(\alpha)^* = -f'(-\alpha)^*\), from which it follows \(\tilde{\xi} = \xi^*\).

Proposition 3.13. The following hold

\[
\frac{d}{dH} \frac{\partial g}{\partial H} = -\frac{1}{\pi} D_-(B) \xi \, dB + \frac{1}{\pi} D_-(A) \tilde{\xi} \, dA \tag{3.14}
\]

\[
\frac{d}{dq} \frac{\partial g}{\partial q} = -\frac{i}{4\pi} (1 + D_+(B)) \xi \, dB - \frac{i}{4\pi} (1 - D_+(A)) \tilde{\xi} \, dA. \tag{3.15}
\]
Proof. We first prove (3.14). Starting from Prop. 3.8 we have

\[ \frac{d \hat{g}}{dH} = -2i \int_C f'(\alpha) D_-(\alpha) d\alpha \]

\[ = -2i \left( dB \ f'(B) D_-(B) - dA \ f'(A) D_-(A) + \int_C f'(\alpha) dD_-(\alpha) \ d\alpha \right) \]

\[ = -2i \left( dB \ f'(B) D_-(B) - dA \ f'(A)D_-(A) \right. \]

\[ + \int_C f'(\alpha) \left( R(\alpha, B) D_-(B) dB - R(\alpha, A) D_-(A) dA \right) d\alpha \]

\[ = -2i \left( dB \ D_-(B)(f'(B) + \int_C f'(\alpha) R(\alpha, B) d\alpha) \right. \]

\[ - dA \ D_-(A)(f'(A) + \int_C f'(\alpha) R(\alpha, A) d\alpha) \]

where we use Lemma 3.10. Now let us prove equation (3.15). From Prop. 3.8 we have

\[ \frac{d \hat{g}}{dq} = \frac{1}{2} \left( f'(B) dB + f'(A) dA \right) + \frac{1}{2} \left( f'(B) D_+(B) dB - f'(A) D_+(A) dA \right. \]

\[ + \frac{1}{2} \int_C f'(\alpha) \left( R(\alpha, B) \left( 1 + D_+(B) \right) dB + R(\alpha, A) \left( 1 - D_-(A) \right) dA \right) d\alpha \]

\[ = \frac{1}{2} \left( f'(B) (1 + D_+(B)) + (1 + D_+(B)) \int_C f'(\alpha) R(\alpha, B) d\alpha \right) dB \]

\[ + \frac{1}{2} \left( f'(A)(1 - D_-(A)) + (1 - D_-(A)) \int_C f'(\alpha) R(\alpha, A) d\alpha \right) dA \]

where we use Lemma 3.11. □

Now let us express \( dA, dB \) in terms of \( dH, dq \). Substituting the formula (3.10) for \( dt(\alpha) \) into equation (3.8) we obtain

\[ 2i \ D_-(B) \ dH - \frac{1}{2} \ D_+(B) \ dq + \rho(B)dB = \frac{1}{2} dq \]

\[ 2i \ D_-(A) \ dH - \frac{1}{2} \ D_+(A) \ dq + \rho(A)dA = -\frac{1}{2} dq \]

or

\[ dB = \left( \frac{-2i D_-(B)}{\rho(B)} \right) dH + \left( \frac{1 + D_+(B)}{2\rho(B)} \right) dq \]

\[ dA = \left( \frac{-2i D_-(A)}{\rho(A)} \right) dH - \left( \frac{1 - D_+(A)}{2\rho(A)} \right) dq. \] (3.16)

Proposition 3.14. The second derivatives of \( g(q, H) \) are given by

\[ \frac{\partial^2 g}{\partial H^2} = \frac{2i}{\pi} \left( \frac{D_-(B)^2}{\rho(B)} - \frac{D_-(A)^2}{\rho(A)} \right) \]

\[ \frac{\partial^2 g}{\partial H \partial q} = -\frac{1}{2\pi} \left( \frac{1 + D_+(B)}{\rho(B)} D_-(B) \xi + \frac{1 - D_+(A)}{\rho(A)} D_-(A) \tilde{\xi} \right) \]
\[
\frac{\partial^2 g}{\partial q^2} = -\frac{i}{8\pi} \left( \frac{(1 + D_+(B))^2}{\rho(B)} \xi - \frac{(1 - D_+(A))^2}{\rho(A)} \tilde{\xi} \right)
\]

**Proof.** Combining (3.16) with formulas for the second variation, (3.14) and (3.15), we obtain

\[
d \frac{\partial g}{\partial H} = -\frac{1}{\pi} \left( \left( \frac{-2iD_-(B)}{\rho(B)} \right) dH + \frac{1 + D_+(B)}{2\rho(B)} dq \right) D_-(B) \xi
+ \frac{1}{\pi} \left( \left( \frac{-2iD_-(A)}{\rho(A)} \right) dH - \frac{1 - D_+(A)}{2\rho(A)} dq \right) D_-(A) \tilde{\xi}
= \frac{2i}{\pi} \left( \frac{D_-(B)^2}{\rho(B)} \xi - \frac{D_-(A)^2}{\rho(A)} \tilde{\xi} \right) dH
- \frac{1}{2\pi} \left( \frac{1 + D_+(B)}{\rho(B)} D_-(B) \xi + \frac{1 - D_+(A)}{\rho(A)} D_-(A) \tilde{\xi} \right) dq.
\]

and

\[
d \frac{\partial g}{\partial q} = -\frac{i}{4\pi} (1 + D_+(B)) \xi \left( \left( \frac{-2iD_-(B)}{\rho(B)} \right) dH + \frac{1 + D_+(B)}{2\rho(B)} dq \right)
- \frac{i}{4\pi} (1 - D_+(A)) \tilde{\xi} \left( \left( \frac{-2iD_-(A)}{\rho(A)} \right) dH - \frac{1 - D_+(A)}{2\rho(A)} dq \right)
= -\frac{1}{2\pi} \left( (1 + D_+(B)) \frac{D_-(B)}{\rho(B)} \xi + (1 - D_+(A)) \frac{D_-(A)}{\rho(A)} \tilde{\xi} \right) dH
- \frac{i}{8\pi} \left( (1 + D_+(B))^2 \xi - (1 - D_+(A))^2 \tilde{\xi} \right) dq.
\]

Recall that the quantity we are interested in is equation (2.9) in which the role of \( f(\alpha) \) is played by \( \psi_u(\alpha) \). The functions \( \psi_u(\alpha) \) depend on the spectral parameter \( u \) as \( \psi^\pm(\alpha + iu) \). We will assume then that \( f \) depends on the spectral parameter in the same way. In particular, \( \frac{\partial f}{\partial u} = if' \).

**Proposition 3.15.**

\[
\frac{\partial^2 g}{\partial H \partial u} = -\frac{i}{\pi} \left( D_-(B) \xi - D_-(A) \tilde{\xi} \right)
\]

\[
\frac{\partial^2 g}{\partial q \partial u} = \frac{1}{4\pi} \left( (1 + D_+(B)) \xi + (1 - D_+(A)) \tilde{\xi} \right)
\]

**Proof.** Starting with Proposition 3.8

\[
\frac{\partial g}{\partial H} = -2i \int_C f'(\alpha) D_-(\alpha) \, d\alpha
= -2i \left( f(B) D_-(B) - f(A) D_-(A) - \int_C f(\alpha) D'_-(\alpha) \, d\alpha \right)
= -2i \left( f(B) D_-(B) - f(A) D_-(A) + \int_C f(\alpha) (R(\alpha, B) D_-(B) - R(\alpha, A) D_-(A)) \, d\alpha \right).
\]
Differentiating with respect to $u$ gives

\[
\frac{\partial^2 g}{\partial H \partial u} = 2 \left( f'(B)D_-(B) - f'(A)D_-(A) + \int_C f'(\alpha)(R(\alpha, B)D_-(B) - R(\alpha, A)D_-(A)) \, d\alpha \right)
\]

\[
= 2D_-(B)\left( f'(B) + \int_C f'(\alpha)R(\alpha, B) \, d\alpha \right) - 2D_-(A)\left( f'(A) + \int_C f'(\alpha)R(\alpha, A) \, d\alpha \right)
\]

\[
= -\frac{i}{\pi} \left( D_-(B) \xi - D_-(A) \tilde{\xi} \right).
\]

Similarly

\[
\frac{\partial g}{\partial q} = \frac{1}{2} \left( f(B) + f(A) \right) + \frac{1}{2} \int_C f'(\alpha)D_+(\alpha) \, d\alpha
\]

\[
= \frac{1}{2} f(B)(1 + D_+(B)) + \frac{1}{2} f(A)(1 - D_+(A)) - \frac{1}{2} \int_C f(\alpha)D'_+(\alpha) \, d\alpha
\]

\[
= \frac{1}{2} f(B)(1 + D_+(B)) + \frac{1}{2} f(A)(1 - D_+(A)) + \frac{1}{2} \int_C f(\alpha)R(\alpha, B)(1 + D_+(B)) \, d\alpha
\]

\[
+ \frac{1}{2} \int_C f(\alpha)R(\alpha, A)(1 - D_+(A)) \, d\alpha.
\]

Differentiating with respect to $u$ gives

\[
\frac{\partial^2 g}{\partial q \partial u} = \frac{1}{4\pi} \left( (1 + D_+(B)) \xi + (1 - D_+(A)) \tilde{\xi} \right).
\]

\[
\square
\]

4. Limit Shape Shape and Its Integrability

4.1. The variational principle. Using the same arguments as in the case of dimer models [CKP], and in the homogeneous six vertex model [ZJ, PR, RS], one can formulate the variational principle for the six vertex model with inhomogeneous weights.

Introduce the height function for the six vertex model in the usual way, see for example [RS]. It is an integer valued function $\theta_{n,m}$ defined on faces of the square grid. Its value on a face is determined by local rules shown in Fig. 2. After choosing the value $\theta_{a,b}$ at a single face, the local rules give a bijection between possible height functions and six vertex configurations on a planar simply connected domain.

However, local rules do not define a height function on a cylinder. In this case, the local definition of the height function may lead to a discontinuity along a noncontractible path. This simply means that the global object defined by these local rules is not a function but a section of the corresponding line bundle.

To have a height function be a true function we cut the cylinder at column $n = 0$ and fix its value at a face with the condition $\theta_{0,0} = 0$. Thus, the height function for us is a function $\theta_{n,m}$ with $n = 0, 1, \ldots, N, m = 0, 1, \ldots, M$. If a six vertex configuration has $n_0$ paths entering from the bottom and exiting from the top, the height function has monodromy

\[
\theta_{N,m} - \theta_{0,m} = 2n_0 - N.
\]
Let us describe the thermodynamic limit for a torus and the formation of the limit shape.

Fix a sequence \( \{\epsilon_k\}_{k=1}^{\infty} \) such that \( \epsilon_k \to 0 \) as \( k \to \infty \) and \( \epsilon_k > 0 \). One should think of it as a sequence of mesh lengths. Consider a sequence of cylinders of size \( N_k \times M_k \) such that \( N_k \epsilon_k \to L \) and \( M_k \epsilon_k \to T \) as \( k \to \infty \). Fix two functions \( \phi_1, \phi_2 : [0, L] \to \mathbb{R} \) satisfying conditions

\[
|\phi_i(x) - \phi_i(x')| \leq |x - x'|
\]

assuming that \( \phi_i(L) = \phi_i(0) + 2q - L \) for some \( 0 < q < L \).

Fix a sequence of nonnegative integers \( n_k^i \) such that \( \epsilon_k n_k^i \to q \) as \( k \to \infty \). For each \( k \) fix functions \( \theta^{k,1}, \theta^{k,2} : [0, 1, \ldots, N_k] \to \mathbb{Z} \) such that

\[
|\theta_n^{k,i} - \theta_{n'}^{k,i}| \leq |n - n'|, \quad \theta_{N_k}^{k,i} - \theta_{0}^{k,i} = 2n_k^i - N_k
\]

Assume that as \( k \to \infty \), normalized boundary height functions \( \epsilon_k \theta^{k,i} \), regarded as a piece-wise linear function on \([0, L]\), converges to \( \phi_i \) in \( L^\infty \) topology. Also, assume that \( u_i = u(\epsilon_k i) \) and \( v_i = v(\epsilon_k i) \) where \( u(x) \) and \( v(y) \) are smooth functions.

Define the space \( H^{\phi_1, \phi_2}_{L,T,q} \) of asymptotic height functions as the space of mappings \( h : [0, L] \times [0, T] \to \mathbb{R} \) with the properties

\[
|h(x, y) - h(x', y')| < |x - x'|, \quad |h(x, y) - h(x, y')| < |y - y'|
\]

\[
h(L, y) = h(0, y) + 2q - L, \quad h(x, 0) = \phi_1(x), \quad h(x, T) = \phi_2(x)
\]

where \( 0 \leq q \leq L \).

Applying the same arguments as [CKP] we expect that the sequence of random variables \( \theta_{n,m}^k \) (height functions for the six vertex model on \( N_k \times M_k \) cylinders with boundary conditions \( \theta^{k,1} \) and \( \theta^{k,2} \)) have the following asymptotic:

\[
\epsilon_k \theta_{n,m} \to h_0(x, y) + \epsilon_k \phi(x, y) + \ldots
\]

Here we assume that \( \epsilon_k n \to x, \epsilon_k m \to y \). The deterministic functions \( h_0(x, y) \) is the limit shape and the random variable \( \phi(x, y) \) describes Gaussian fluctuations around the limit shape. The convergence is in probability, with respect to to the six vertex probability measures on \( N_k \times M_k \) cylinders.

The limit shape \( h_0 \) in the inhomogeneous six vertex model is the minimizer of the functional

\[
S[h] = \int_0^L \int_0^T \sigma_{u(y) - v(x)}(\partial_x h, \partial_y h) dy dx
\]

in the space \( H^{\phi_1, \phi_2}_{L,T,q} \). Here \( \sigma(s, t) \) is known as the surface tension for the model and is given by the full Legendre transform of the grand canonical free energy from section 2.4.
4.2. Hamiltonian formulation. As was done in the homogeneous case [RS] let us reformulate the variational principle in the Hamiltonian framework. For the time being we will assume that the six vertex model is homogeneous in the vertical direction, i.e. \( u(y) = u \).

Define the space of asymptotic height functions \( \mathcal{H}_{L,q} \) in one horizontal layer as the space of mappings \( h : [0, L] \to \mathbb{R} \) satisfying the Lipschitz and periodicity conditions

\[
|h(x) - h(x')| < |x - x'|, \quad h(L, y) = h(0, y) + 2q - L,
\]

where \( 0 < q < L \) is fixed. Elements of the cotangent space \( T^*\mathcal{H}_{L,q} \) can be identified with pairs of functions \((\pi(x), h(x))\) where \( h(x) \) is as above and \( \pi(x) \) is a function periodic in \( x \). It is an infinite dimensional symplectic manifold with symplectic form

\[
\omega = \int_0^L \delta\pi(x) \wedge \delta h(x) dx. \tag{4.2}
\]

Now let us formulate the Hamiltonian version of the variational principal. It is an easy exercise to check that if \( \pi(\cdot, h(\cdot)) \) is a flow line of the Hamiltonian vector field on \( T^*\mathcal{H}_{L,q} \) generated by the Hamiltonian function

\[
H_u(\pi, h) = \int_0^L \mathcal{H}_{u-v(x)}(\partial_x h(x), \pi(x)) dx. \tag{4.3}
\]

then \( h(x, y) \) is a solution to the Euler–Lagrange equations. Here the function \( \mathcal{H}_u(q, H) \) is the semigrand canonical free energy (2.8).

Moreover, there is unique flow line \((\pi_0, h_0)\) of this Hamiltonian vector field which connects Lagrangian subspaces \( T^*\mathcal{H}_{q,L} \) and \( T^*\mathcal{H}_{\phi_2,q,L} \) in Euclidian time \( T \). And the component \( h_0 \) is the minimizer of 4.1. Also, the pair \((\pi_0, h_0)\) is the unique critical point

in \( T^*\mathcal{H}_{L,T,q}^{\phi_1,\phi_2} \) of the Hamilton-Jacobi functional

\[
\mathcal{S}_{HJ}(\pi, h) = \int_0^L \int_0^T (\pi(x, y)\partial_x h(x, y) - \mathcal{H}_{u-v(x)}(\partial_x h(x, y), \pi(x, y))) dy dx \tag{4.4}
\]

Indeed, first minimizing in \( \pi \) and evaluating this functional at the unique critical point we will arrive to the minimization problem for (4.1). The existence and uniqueness of the critical point follows from the convexity of \( \mathcal{H}_u(s, t) \) in \( t \).

4.3. Poisson commutativity of the Hamiltonians. The main result of this paper is the Poisson commutativity of the family \( H_u(\pi, h) \) where \( v(x) \) is an arbitrary smooth functions as described in 4.1. The first step is the following proposition that characterizes the commutativity of the Hamiltonians \( H_u \) in terms of differential identities for the densities \( \mathcal{H}_{u-v(x)} \).

**Theorem 4.1.** The Hamiltonians 4.3 form Poisson commutative family

\[
\{H_u, H_w\} = 0
\]

for any \( u \) and \( w \) if the following identities hold for \( \mathcal{H} = \mathcal{H}(\pi, h, u - v(x)) \) and \( \tilde{\mathcal{H}} = \mathcal{H}(\pi, h, w - v(x)) \):

\[
\begin{align*}
\mathcal{H}_{11}\tilde{\mathcal{H}}_{22} - \tilde{\mathcal{H}}_{11}\mathcal{H}_{22} &= 0 \\
\mathcal{H}_{11}\tilde{\mathcal{H}}_{23} + \mathcal{H}_{12}\tilde{\mathcal{H}}_{13} - \mathcal{H}_{13}\tilde{\mathcal{H}}_{12} - \mathcal{H}_{23}\tilde{\mathcal{H}}_{11} &= 0 \\
\mathcal{H}_{12}\tilde{\mathcal{H}}_{23} + \mathcal{H}_{22}\tilde{\mathcal{H}}_{13} - \mathcal{H}_{13}\tilde{\mathcal{H}}_{22} - \mathcal{H}_{23}\tilde{\mathcal{H}}_{12} &= 0
\end{align*}
\tag{4.5}
\]
where \( f_i \) means the derivative of \( f \) with respect to the \( i \)th argument.

**Remark 4.2.** The assumption that \( v(x) \) is smooth can be relaxed; for example, the computations are almost identical when \( v(x) \) is piecewise smooth, but with some subtleties that we will not discuss here.

**Proof.** Straightforward computation (see [RS, Lemma 1]) gives

\[
\{ H_u, H_w \} = \int_0^L \left( A \, \partial_x \pi + B \, \partial_x^2 h + C \, \partial_x (-v(x)) \right) \, dx \tag{4.6}
\]

where

\[
A = \mathcal{H}_{11} \tilde{\mathcal{H}}_2 - \mathcal{H}_{11} \mathcal{H}_2 \\
B = \mathcal{H}_{12} \tilde{\mathcal{H}}_2 - \mathcal{H}_{12} \mathcal{H}_2 \\
C = \mathcal{H}_{13} \tilde{\mathcal{H}}_2 - \mathcal{H}_{13} \mathcal{H}_2. 
\tag{4.7}
\]

The integrand in (4.6) will be a total derivative if all the mixed derivatives are zero (a closed one form), that is

\[
\begin{align*}
\partial_2 A - \partial_1 B &= 0 \\
\partial_3 A - \partial_1 C &= 0 \\
\partial_3 B - \partial_2 C &= 0.
\end{align*}
\tag{4.8}
\]

\( \square \)

In Sect. 4.4, we will prove that the identities (4.5) hold for the 6-vertex model.

**4.4. Proof of commuting Hamiltonians.** Let us apply the analysis of integral equations in the previous section to the case of interest eqn. (2.9), reproduced here

\[
\mathcal{H}^\pm_{u-v(x)}(q, H) = \pm H + l^\pm + \int_C \psi^\pm_u(\alpha) \rho(\alpha) \, d\alpha
\]

where \( l^\pm \) depend only on the spectral parameter. Note that when we take second derivatives, only the contributions from the integral above will remain. This integral is precisely of the form of \( g(q, H) \). Using Prop. 3.14 and 3.15 and Lemma 3.12, we have

\[
\begin{align*}
\mathcal{H}_{11} &= \frac{(1 + D_+)^2}{4\pi} \quad \text{Im}(\xi/\rho(B)) \\
\mathcal{H}_{12} &= -\frac{1}{2\pi^2} \quad \text{Re}(\xi/\rho(B)) \\
\mathcal{H}_{22} &= -\frac{4D_+^2}{\pi} \quad \text{Im}(\xi/\rho(B)) \\
\mathcal{H}_{13} &= \frac{1 + D_+}{2\pi} \quad \text{Re}(\xi) \\
\mathcal{H}_{23} &= \frac{2D_+}{\pi} \quad \text{Im}(\xi)
\end{align*}
\]

where we write \( D_\pm \) for \( D_\pm(B) \). As these identities hold for both \( \mathcal{H}^+ \) and \( \mathcal{H}^- \), they hold the max as well. Note that all these quantities depend on the spectral parameter.
Theorem 4.3. The identities (4.5) hold for the 6-vertex model.

Proof. Start with the second equation of (4.5). Substituting the above expressions for $\mathcal{H}$ give

$$\mathcal{H}_{11}\tilde{\mathcal{H}}_{23} + \mathcal{H}_{12}\tilde{\mathcal{H}}_{13} - \mathcal{H}_{13}\tilde{\mathcal{H}}_{12} - \mathcal{H}_{23}\tilde{\mathcal{H}}_{11}$$

$$= \frac{(1 + D_+)}{4\pi^3} (\text{Im}(\xi/u/\rho(B)) \text{Im}(\xi_w) - \text{Re}(\xi/u/\rho(B)) \text{Re}(\xi_w) - (u \leftrightarrow w))$$

$$= -\frac{(1 + D_+)}{4\pi^3} (\text{Re}(\xi_u/\rho(B)) \text{Im}(\xi_w) - \text{Re}(\xi_w/\rho(B))) = 0.$$

Here we used the fact that $q$ and $H$ are fixed (the same for $\mathcal{H}$ and $\tilde{\mathcal{H}}$), and that the roots of the Bethe equations do not depend on the spectral parameter $u$ (so that $D_-$ does not depend on $u$).

Similarly, for the third equation

$$\mathcal{H}_{12}\tilde{\mathcal{H}}_{23} + \mathcal{H}_{22}\tilde{\mathcal{H}}_{13} - \mathcal{H}_{13}\tilde{\mathcal{H}}_{22} - \mathcal{H}_{23}\tilde{\mathcal{H}}_{12}$$

$$= -\frac{D_-}{\pi^3} (\text{Re}(\xi_u/\rho(B)) \text{Im}(\xi_u) + \text{Im}(\xi_u/\rho(B)) \text{Re}(\xi_u) - (u \leftrightarrow w))$$

$$= -\frac{D_-}{\pi^3} (\text{Im}(\xi_u\xi_w/\rho(B)) - \text{Im}(\xi_u/\rho(B))) = 0.$$

The first equation follows from commutativity of homogeneous Hamiltonians. Reproducing this for completeness, we have

$$\mathcal{H}_{11}\tilde{\mathcal{H}}_{22} - \tilde{\mathcal{H}}_{11}\mathcal{H}_{22}$$

$$= -\frac{1}{4\pi^4} (\text{Im}(\xi_u/\rho(B))\text{Im}(\xi_w/\rho(B)) - \text{Im}(\xi_w/\rho(B))\text{Im}(\xi_u/\rho(B)))$$

$$= 0.$$

□

5. Concluding Remarks

We proved the Poisson commutativity of the family of Hamiltonians (4.3). It implies that the Euler–Lagrange equations, regarded as an evolution equation in Euclidean time, have infinitely many conservation laws. Thus, we can conjecture that the equations describing the 6-vertex model with integrable inhomogeneities in the horizontal direction, and which is homogeneous in the vertical direction, is integrable.

When the model is inhomogeneous in the vertical direction, i.e. when $u(y)$ is not a constant function of $y$, we have the same conservation laws for the time dependent Hamiltonian

$$H_{u(y)}(\pi, h) = \int_0^L \mathcal{H}_{u(y) - v(x)}(\partial_x h(x), \pi(x))dx.$$

This fact has a simple illustration in the finite dimensional case.

Assume $(M, \omega)$ is a symplectic manifold and and $H_1, \ldots, H_n$ are Poisson commuting functions on $M$. Consider a time dependent Hamiltonian

$$H_t(x) = f(H_1(x), \ldots, H_n(x), t)$$
where $f$ is a smooth function. It is easy to check that functions $H_1, \ldots, H_n$ remain constant along Hamiltonian flow lines generated by $H_t$, i.e. along solutions to differential equations

$$\frac{dx^i(t)}{dt} = \sum_j \left(\omega^{-1}(x(t))_{ij} \frac{\partial H_t}{\partial x^i}(x(t))\right)$$

where this is written in local coordinates $x^i$ on $M$ and $\omega^{-1}(x)$ is the inverse matrix to the tensor $\omega_{ij}(x)$ representing $\omega(x) = \sum_{ij} \omega_{ij}(x) dx^i \wedge dx^j$, $\sum_j \omega^{-1}(x)_{ij} \omega_{jk}(x) = \delta^i_k$.

We were focusing on the case $\Delta < -1$ and small inhomogeneities. Extending these results to $-1 \leq \Delta \leq 1$ and to $\Delta > 1$ is straightforward. In the describing the Hamiltonian framework we were assuming smoothness of $\mathcal{H}_t(q, H)$ in $q$ and $H$ which is not alway true. However, this assumption is valid when the values of $(\partial_x h, \partial_y h)$ are in the disordered region. This can always be achieved by choosing appropriate initial and target values of the height function.

The very interesting problem of finding out whether the Hamiltonian flow in question is really integrable remains. We conjecture that this is the case. To prove this one should find corresponding action angle variables as in other Hamiltonian systems [FT1].
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