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Abstract

In 2018 the “Onderweg in Nederland” (translation: the Dutch Travel Survey) project by Statistics Netherlands was commenced, where participants were asked to track their location using an app, and check if the data is correct. An issue that occurs is so-called ‘gaps’ in the location data, where a whole sequence of data points is missing. The easiest way to fill such a gap is with a straight line, but this leads to systematic errors such as an underestimation of the distance travelled. A more realistic way to fill this gap is with a stochastic process. We use a Brownian bridge to model the movement of a traveller, as these have been used before successfully in ecological research. We find an explicit expression for the distance travelled in terms of some parameters that can be obtained from the data. To test whether this method gives an accurate estimation of the distance travelled, we simulate travel data using multiple different processes.
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1 Introduction

In 2019 the Dutch population travelled a total distance of well over 200 billion kilometres within the Netherlands [2], or equivalently, 250,000 round trips to the moon [1]. To be able to construct and maintain the right infrastructure for all these travel movements, it is very important to have reliable data regarding the travel habits of the Dutch population. Statistics Netherlands (CBS from the Dutch name: Centraal Bureau voor de Statistiek) aims to use travel surveys based on Mobile Device Location Tracking (MDLT), which includes GPS and other location tracking methods, to study the mobility of the Dutch population. Respondents use an app that tracks their location over a period of seven days. At the end of each day, they are asked to check whether the app has detected stops correctly and predicted the right mode of travel (for example: walking, cycling or taking the train). Using MDLT has many benefits over the more traditional way of mobility studies. Traditionally respondents were asked to write down all their travel movements at the end of the day. This leads to an underestimation of travel distance, number of trips and travel time, as respondents do not recollect every movement [10]. Writing down all travel movements is also more time consuming for respondents than verifying the data already collected by the app.

The usage of MDLT in travel surveys is a relatively new development and doing so at a national scale is unique [12]. However, ecologists have been using GPS trackers for a long time to study the territories or migrational routes of animals [6]. Compared to the MDLT travel surveys of humans, the GPS trackers used on animals have a low sample rate: the CBS app measures the location of a moving participant every second, while animal GPS trackers typically measure the location every few minutes or even every few hours.

A difficulty with the use of MDLT travel surveys is that there can be gaps of missing data points. These gaps are periods of time during which no location data is collected. The reasons for these gaps vary, ranging from loss of connection due to a tunnel or bridge, to the respondents phone shutting down the app, or the phone running out of battery. As there are multiple reasons for missing data, the gaps can vary from relatively small, perhaps only a few data points, to gaps of thousands of consecutive data points. Filling in the missing data perfectly is not possible, though by using an approximation it is still possible to get a good idea of the travel habits of the population. However, the missing data cannot be ignored.

Hence, it is necessary to find a way to properly describe travel habits, in particular the distance travelled and in what area an individual is travelling. To quantify these travel habits we look at the length of a path taken by the traveller to quantify distance travelled and the so called Radius of Gyration (RoG) to quantify the area an individual is travelling through. The latter is a time weighted measure of the spread of the location of a person during a certain period of time. A low RoG indicates that a person spends most of their time in more or less the same area or that their travel paths are "bunched up", while a high RoG indicates that a person travels great distances. To fill the missing data we are now interested in making a good estimate for the missing data with respect to the above attributes of the data. A very simple model would be filling the gap with a straight line path, but it has some disadvantages. For example, it can significantly underestimate the distance travelled, as people probably did not travel in an exact straight line. A gap of many missing data points may also contain one or several stops. Conversely in such a gap a small round trip, for example to walk your dog, can be missed completely.

Our aim is to contribute to methods that can better estimate relevant attributes of the missing data. To do this we will be using a stochastic model, called a Brownian bridge, to approximate the missing paths.

We will start this report by introducing our ideas, experiments, and models in Chapter 2. Then we will give the background theory to understand the specific models we are using in Chapter 3. A detailed explanation of the ideas, experiments, and models that were briefly discussed before, can be found in Chapter 4. We then present the results of our experiments in Chapter 5, which we discuss afterwards in Chapter 6. Then in the end we formulate a conclusion based on those results in Chapter 7.
2 Methods

To fill up gaps in the data, we generally want to assume that a person moves in accordance with some stochastic process. Suppose that we have a missing segment in some movement data, then we want to use the available data to predict the movement in the gap. We will assume that the movement in the gap is realised by the same stochastic process with the same parameters as in the available data. Therefore, we now want to characterise our process in case we know it starts at a specific point and ends at a specific point. A stochastic process conditioned on its endpoint is called a bridge.

2.1 Approaches

The first of the processes we will discuss is Brownian motion, the continuous limit of a random walk. We looked into this for two reasons. The first and main reason is that Brownian motion is easy to do calculations with. This means it is possible to get theoretical results and to obtain good estimators for model parameters. The second reason is that on average Brownian motion usually captures the dynamics of a process very well. When given two coordinates and a time between them, one can then construct the so-called Brownian bridge.

This concept has already been used in ecology to model the movement of animals [6]. Now, whereas ecologists are interested in finding the habitat of the animal based on limited data points, we primarily want to know the path length, i.e. the distance travelled. However, as Brownian motion is nowhere differentiable, its path length is not well-defined [8]. To solve this problem, we discretise the Brownian bridge, so we get a random walk of which we can calculate the path length. We have found an expression for the expected value [1] of the distance travelled for such a discretised Brownian bridge.

The second type of process we have briefly looked into, are Feller processes. This is a special type of continuous time process. For the interested reader, see [8]. Specifically, we considered a type of the Feller process, which consists of a position and an internal state. The movement of the process is determined by the internal state, which is independent of the actual position of the process. The internal state can be used to model the velocity of the person or different modes of transportation. In such a case, transition probabilities of the internal state represent changing one’s modes of transportation, direction or speed. For example, we say that someone who is stationary has a certain probability to remain stationary or to start moving again. Similarly, for motion, we expect that the velocity of a person is dependent on their previous velocity, i.e. we do not expect someone to suddenly turn 180 degrees at high speed. It turns out that calculating a bridge for such processes was too difficult for us. So, for filling gaps in the location data, we have only considered the Brownian bridge model. However, we have still simulated processes with an internal state numerically to assess how well the Brownian bridge model performs on motion that does not behave precisely as Brownian motion. All the stochastic models that we are going to describe, besides the Brownian bridge model, are purely for data generating purposes which will be more clear later on.

2.2 Implementation

Note that we have briefly mentioned two type of models. For a formal definition of these models and their properties, the reader can look at Chapters 3 and 4. The aim of this section is to give a brief overview of our implementation of these models and how we have set up our experiments. Each model and experiment is implemented in Python. For the reader who is interested in our code, we refer to our notebook. The results of our experiments will be displayed in Chapter 5.

First, we have implemented the Brownian bridge model. The parameters of our model are the following:

- The starting position of the bridge.
- The ending position of the bridge.
- The number of time steps.
- The diffusion coefficient $\sigma_m$.

With the above parameters, we can simulate a Brownian bridge and choose where it will be located. Furthermore, we can also choose what its deviation will be from the mean by fixing the diffusion coefficient $\sigma_m$. This coefficient will thoroughly be discussed in Section 3.2. Another important parameter is the number of time steps, as this number is the same as the total number of location points that form the path.
The model itself basically simulates a path that follows a Brownian motion. Of course, we can calculate certain properties of this path. The two properties that we will see in several parts throughout the paper are the path length and the RoG. The formal definition of the RoG can be found in Section 4.3. These properties can be extracted from a complete path, meaning that for a given path without gaps, we can numerically calculate the path length and the RoG. However, as we will discuss paths with a gap, we want to extract the same properties by filling the gap by a certain procedure.

We followed the procedure as outlined in [6] to be able to estimate the diffusion coefficient. More precisely, it is of interest to estimate the mobility of a person during the travel. This description coincides with the definition of the diffusion coefficient. Thus, this procedure actually derives an estimate of this coefficient.

The Estimation Procedure

Suppose the location data is of the form $(z_0, t_0), \ldots, (z_{2n}, t_{2n})$. At each time $t_i$, there is a location $z_i$. The estimation procedure can be described by three steps.

1. Between every other point we construct independent Brownian bridges with the same unknown parameter $\sigma_m$, so there is a bridge between $z_0$ and $z_2$, then a bridge between $z_2$ and $z_4$, and so on.

2. We consider each skipped point $z_{2k+1}$ as a realisation at time $t_{2k+1}$ of the Brownian bridge between $z_{2k}$ and $z_{2k+2}$.

3. Then, we can use maximum likelihood estimation for these odd observations $(z_1, z_3, z_5, \ldots)$ to estimate the unknown parameter $\sigma_m$. The explicit likelihood function can be found in [6].

The difference between our procedure and the procedure in the paper [6] is that we maximise the log-likelihood function. Besides this, we also use a different algorithm for finding the maximum of the function, namely ternary search.

An illustration of the estimation procedure is given in Figure 1.

![Figure 1](image)

**Figure 1**: We have created seven “fake” points. The green dots are the even location points $(z_0, z_2, z_4, z_6)$ and the blue dots are the odd location points $(z_1, z_3, z_5)$. Between each pair of green dots, a Brownian bridge is simulated. All three bridges are modelled independently and form a large path. Each blue dot is interpreted as a location that results from the corresponding Brownian bridge. This location does not have to be on the path, and is used for our estimation procedure that obtains the most likely $\sigma_m$ for the three Brownian bridges.

Given some movement data with a gap, we can now estimate the diffusion coefficient. Moreover, we can also extract the starting and ending position of the gap and the number of time steps of this gap. This means we have all the parameters for the Brownian bridge model, and therefore we can calculate the expected path length during the gap. This expected value as a function of the parameters will be given in Section 4.1.

For the RoG we were not able to find an analytical expression for the expected value. However, since we have all the parameters for the Brownian bridge model we can simulate paths for the gap, and then calculate the RoG. To estimate the RoG we simulate this numerous times and take the average RoG over all simulations.

### 2.3 Experiments

We have introduced our estimation procedure for the diffusion coefficient, whose accuracy we want to quantify in terms of path length and RoG. Therefore, we have constructed two main experiments. One
experiment concentrates on the path length and the other experiment is based on the RoG. The general setup of these experiments is as follows:

1. A path is created from some process.
2. The actual values of the path length and RoG are calculated.
3. A gap is created, by deleting a certain number of consecutive location points.
4. We estimate $\sigma_m$ by feeding our estimation procedure the incomplete path.
5. With the estimated $\sigma_m$, we also estimate the path length and RoG.

In Figure 2 an illustration of the above framework is given.

Figure 2: In 2a, a path is created of 500 time steps which follows from the fixed velocity random walk model. Then, in 2b, a gap is created where we omit the location points of all time steps in [200, 350]. Thereafter, in 2c, the gap is filled by creating a Brownian bridge of 150 time steps with an estimated $\sigma_m$ from the incomplete path of 2b.

With this setup we can measure how our estimation procedure compares to the actual value in terms of path length and RoG. Moreover, we will also compare our estimation procedure with linear interpolation. Linear interpolation fills the gap with a straight line with constant velocity.

In the next two sections we will discuss in more detail which specific choices we have made regarding the production of data. We have used different models and different choices of parameters for the experiments. For the interested reader, we refer to Appendix B for the technical details of these data generating models. The reason behind this is that we had no access to empirical data. Note that comprehension of the generating models is not important for understanding our experiment.

2.3.1 Experiments Regarding the Path Length

For the experiments regarding path length, we have used four different models. These models are the discrete Brownian motion model, angular random walk model, random walk with internal state model and run-and-tumble model. Each model has its own parameters (for the details we refer again to Appendix B). These parameters affect the amount of randomness in their realisations. We will now describe our choices of parameters for reproducibility of the experiments.

The discrete Brownian motion model has a clear parameter for the randomness, since it is made by realisations of a normal distribution with some variance. We will see that this variance $\sigma$ is indirectly controlled by the diffusion coefficient. In our experiments, we will use a fixed travelling distance of 10 in 200 time steps and model this with different standard deviations of $\sigma \in \{0.01, 0.1, 1, 10\}$ to give a far spread in the amount of randomness in the system. As our estimation procedure is based on the assumption that the movement is a Brownian motion, we expect our procedure to perform well on this type of data. The result of this experiment should therefore be mainly seen as a sanity check that our procedure works for the best possible case.

The angular random walk model gives quite a natural way of moving in an open space without any abrupt stops or tight corners. This kind of movement can correspond to a car on a highway or a person walking in a field. Here the amount of randomness is dictated by the variance for the angular acceleration. For a very large variance we will almost get a completely uniform random direction in each time step (which is referred to as the fixed velocity random walk model), which will give more chaotic behaviour. We will
consider standard deviations $\sigma \in \{0.1, 0.5, 1, 5\}$. The spread here is a bit smaller, since this model converges to straight lines quite fast for small $\sigma$, which is not that interesting to consider.

The run-and-tumble model has more sharp corners and sudden changes in behaviour. This looks more of a movement in urban areas. The parameter $l$ here that we will vary is related to the chance that the direction will be changed. We will use the parameter $l \in \{0.1, 0.5, 1, 3\}$.

One of the similarities between the discrete Brownian motion-, angular random walk- and run-and-tumble model is that they all seem to behave the same at all times. In the random walk with internal state model, there is an internal state where it can occur that the movement stops for a while. Here there are discrete chances for what will be the next move. To dictate the randomness that will appear, we have varied the chances that the state changes and certain movements will happen. In the most extreme case, all options will be performed uniformly random.

For each such model, we have simulated paths of 200 data points and created a large gap by removing 100 data points in the middle of these paths. We have simulated this process 1000 times for each choice of parameters. We have normalised each simulation with the actual path length. The results of the specific comparison with linear interpolation will be displayed in Figure 7.

2.3.2 Experiments Regarding the RoG

To be as concise as possible, we have considered three models (fixed velocity random walk, fixed angular random walk and run-and-tumble). The main idea of this experiment is to compare the RoG of a path with the RoG of the same path, but a part of the path is deleted and filled by a Brownian bridge (according to the estimation procedure).

Each model has generated 1000 paths where the corresponding parameter is fixed. Fixed velocity random walk with a velocity of 1, fixed angular random walk with $\sigma = 0.1$ and run-and-tumble model with $l = 1$. We have chosen these settings, as they create paths with a small RoG and with a larger RoG. This way, we have more diversity in our results. For each path, the first half of the location points is deleted. The reason behind this is to consider an extreme case where the gap is rather large. The number of location points are 1000, so the first 500 points will be deleted. These are all the choices that we have made for these particular experiments. The results can be found in Section 5.2.
3 Introduction to Brownian Bridges

In the CBS travel survey, we sometimes encounter gaps in the data. We want to fill in these gaps by modelling a path between the last data point before and the first data point after the gap. One of the most common methods modelling this path is called the Brownian bridge. In this chapter we will set up a two-dimensional Brownian bridge and derive its distribution.

In the first section, we will elaborate on the mathematical theory of Brownian motion, and in the second section we construct a Brownian bridge. If the reader is already familiar with the concept of a Brownian bridge, then this chapter may be skipped.

3.1 Brownian Motion

Before we introduce Brownian motion, we will first explain the notion of a stochastic process in an informal manner, for more details and background one can look at [8]. To do so, let us consider the Euclidean space $\mathbb{R}^n$ and the movement of a particle in such a space. For example, such a particle could model a molecule in a solution or a person walking around. However, in most cases we cannot possibly predict such movement exactly. To capture such non-deterministic behaviour, we turn to probability theory and view the path itself as a collection of random vectors.

In general, a stochastic process in continuous time [9, pg. 189] is a collection $X = \{X_t : t \in I\}$ of random vectors in $\mathbb{R}^n$, where $I$ is some continuous index set, like $(0, \infty)$ or $[0, T]$. A continuous-time process $X$ is called continuous if $t \mapsto X_t$ is continuous almost surely. And in the case of movement through Euclidean space, $X_t$ represents the distribution of our paths at time $t$.

Now, there exist many types of continuous stochastic processes. Although these processes are useful, as they can capture quite general dynamics, it can be difficult to explicitly calculate their distribution. So, we will only consider Brownian motion. For a concrete definition, see Definition A.3. This is a stochastic process where all time increments are independent, normally distributed random variables. Specifically, let $W_t$ be a Brownian motion process. Then, for times $t$ and $s$ with $t \geq s$ we have that

$$W_t - W_s \sim W_{t-s} \sim N(0, t-s),$$

where $N(\mu, \sigma^2)$ denotes a normal distribution with mean $\mu$ and variance $\sigma^2$. Since we have such a concrete distribution for the intervals, it is very feasible to do calculations with Brownian motion.

One particular property we wish to highlight, is the scale invariance of the Brownian motion process. Notably, suppose we scale space by $\varepsilon$ and time by $\varepsilon^{-2}$, then we get the process $\varepsilon W_{\varepsilon^{-2}t}$. In particular, we see that for $t \geq s$

$$\varepsilon W_{\varepsilon^{-2}t} - \varepsilon W_{\varepsilon^{-2}s} \sim \varepsilon N(0, \varepsilon^{-2}(t-s)) \sim N(0, t-s).$$

As the above in a sense entirely characterises the Brownian motion, we see that $\varepsilon W_{\varepsilon^{-2}t} \sim W_t$. This scale invariance means that the movement of the process looks the same no matter at what scale one considers the process. In general, this scale invariance is not observed in the movement of people. On a scale of centimetres, a person will walk in a straight line. On a scale of hundreds of metres, they will not move in a straight line due to constraints of the local environment i.e. how one is forced to move due to obstructions such as buildings. However, on a scale of kilometres, they will move roughly in a straight line, since one generally wants to take the shortest path between two locations. Hence, when modelling any type of movement, one should account for the scale of the movement being modelled. We will see this again in Chapter 5.

3.2 Brownian Bridge

Now let us move on to a formal construction of the Brownian bridge. This section is inspired by [10]. Let $\{W_t\}_{t \geq 0}$ be a Brownian motion and fix a time $T \in (0, \infty)$. Then we can define a standard one-dimensional Brownian bridge [11, pg. 175] by $X = \{X_t : t \in [0, T]\}$, with

$$X_t := W_t - \frac{t}{T} W_T.$$

This is a standard one-dimensional Brownian bridge in the sense that one can interpret it as a continuous walk on the real line that begins and ends in zero. We can also write $X_t$ as

$$X_t = \frac{T-t}{T} W_t - \frac{t}{T}(W_T - W_t).$$
Since $W$ is a Brownian motion, it follows that $W_T - W_t \sim W_{T-t}$. This implies that
\[ \frac{T-t}{T} W_t \sim N \left( 0, \frac{t(T-t)^2}{T^2} \right) \quad \text{and} \quad \frac{t}{T} (W_T - W_t) \sim N \left( 0, \frac{t^2(T-t)}{T^2} \right). \]

A Brownian motion has independent increments, so
\[ X_t \sim N \left( 0, \frac{t(T-t)^2}{T^2} + \frac{t^2(T-t)}{T^2} \right) \sim N \left( 0, \frac{t(T-t)}{T} \right) \]
as the sum of independent normals is again normal, see Proposition A.1.

Note that the process is still purely one-dimensional. The application to location data is of course two-dimensional, so we need to extend this idea. Since we expect there to be no preference for a specific cardinal direction, we may assume that the coordinates will be independent. That way, if we let $Y$ be another standard Brownian bridge distributed identically to $X$, then the standard Brownian bridge in two dimensions is simply
\[ \begin{pmatrix} X_t \\ Y_t \end{pmatrix} \sim N_2 \left( 0, \frac{t(T-t)}{T} I_2 \right), \]
as a vector of two i.i.d. normal random variables becomes a bivariate normal random vector, by Proposition A.3.

When we look at this process, we see that when $t = 0$ and when $t = T$, the process has a $N_2(0,0I_2)$ distribution, which means it is a constant in the origin $O$, i.e. the process will always begin and end in $O$.

As we can see in the figure above, this process simulates a round trip: we begin and end in the origin. However, we will be using this process to fill in a gap between two different points. We can do this easily by adding a time dependent path between these points. Suppose we want to model a path from the origin $O$ to some $d \in \mathbb{R}^2$, then on average, we assume the path to be a straight line. This is parametrised by the function
\[ \mu(t) = \frac{t}{T} d. \]
(1)

This is a two dimensional vector, so we can simply say that our process becomes $\mu(t) + (X_t, Y_t)$. Recall here that we have made the assumption that the traveller travels in a straight line. With no further information about the traveller or their surroundings, this is a valid assumption. If one has reason to believe the traveller would behave differently, one can model that with a different function for $\mu$.

Since there are many different ways of travel, we want to include another parameter that accounts for this. In the literature it is often called the diffusion coefficient, and we denote it by $\sigma_m$. It works as follows. If
we consider $\mu(t) + \sigma_m(X_t, Y_t)$, then this is a normally distributed random vector with covariance matrix

$$\sigma_m \frac{t(T - t)}{T} I_2.$$  

We see that if $\sigma_m$ is small, the process is unlikely to move far from its expected value, in this case $\mu(t)$. If $\sigma_m$ is large, it becomes quite likely to do so. In this way we can model different modes of transport: a train is much more likely to move in a straight line than someone on a bicycle, so the train will have a lower $\sigma_m$ than the bicycle.

With this, we can finally define the process we will use to model what happens in a gap in the data. We define a general Brownian bridge $Z = \{Z_t : t \in [0, T] \}$ by

$$Z_t := \mu(t) + \sigma_m \begin{pmatrix} X_t \\ Y_t \end{pmatrix}.$$  

If we let $\sigma^2(t) := \sigma_m^2 \frac{t(T - t)}{T}$, then $Z_t \sim N_2(\mu(t), \sigma^2(t) I_2)$. Let us look at a simulated realisation of such a process.

![Figure 4: A simulated realisation of a general Brownian bridge with $\sigma_m = 2$, $T = 100$ and $d = (30, 15)$.](image)

We see that this process indeed simulates a path from $O$ to $d$. As is usual for a Brownian movement, the path is fairly erratic. However, on average it doesn’t stray too far from the path. This is because $\sigma_m$ is quite small.
4 Model

We are interested in modelling gaps in the location data of a traveller. A common way to model movement of a person or animal is with the Brownian Bridge Movement Model, or BBMM [6]. This can be used to fill the gaps in between each measurement, or to fill in a larger gap, where data is missing. We will be doing the latter. Recall that we are not interested in the exact path a traveller takes, as this can be very different with each realisation. Furthermore, to be realistic it should depend on the traveller’s environment, which is something that we cannot take into consideration, as it would make the problem much too complex. Instead, we are interested in more general properties, like the expected length of the travellers path and the RoG. We will define these concepts in the following sections.

4.1 Expectation of Discrete Brownian Bridge Path Length

In this section we will derive an expression for the expectation of the length of a realisation of a discretised Brownian bridge. To do this, we first need to discretise the continuous time Brownian bridge we have already seen, and then we define a path using that discrete process. We will investigate the distribution of the length of that path, and look at some limiting properties of its expected value.

4.1.1 Path Length of a Discretised Brownian Bridge

The paths that are defined in Section 3.2 are all paths continuous over time. We discretise the general Brownian bridge process as follows.

Consider the process $Z = \{ Z_t : t \in [0, T] \}$ with

$$Z_t = \mu(t) + \sigma_m \left( \frac{X_t}{Y_t} \right) \sim N_2 \left( \mu(t), \sigma^2(t)I_2 \right), \quad (2)$$

where $\mu(t) = td/T$ and $\sigma^2(t) = \sigma^2_m t(T-t)/T$, as defined in Section 3.2. Fix $n \in \mathbb{N}$ and let $0 = t_0 < t_1 < \cdots < t_{n-1} < t_n = T$ be any discretisation of the interval $[0, T]$. A path can now be defined as taking straight lines between these $n+1$ points. That is, define the path

$$t \mapsto \sum_{k=1}^{n} 1_{(t_{k-1}, t_k]}(t) \left( Z_{t_{k-1}} + (Z_{t_k} - Z_{t_{k-1}})(t - t_{k-1}) \right).$$

The length of this path is then given by

$$\ell^n(Z) = \sum_{k=1}^{n} \lVert Z_{t_k} - Z_{t_{k-1}} \rVert.$$

This path length is a random variable, and though it is a function of a process with a fairly simple distribution, the square root makes the situation a bit more complicated. In the next part we will find the distribution of this path length.

4.1.2 Distribution and Results

To find an explicit distribution for $\ell^n(Z)$, we need to look at the distribution of $Z_{t_k} - Z_{t_{k-1}}$. Recall from (2) that $Z_t$ has a normal distribution with parameters $\mu(t)$ and $\sigma^2(t)$. Then

$$Z_{t_k} - Z_{t_{k-1}} = \frac{t_k - t_{k-1}}{T} d + \sigma_m \left( \frac{X_{t_k} - X_{t_{k-1}}}{Y_{t_k} - Y_{t_{k-1}}} \right),$$

so we first need to find the distributions of $X_{t_k} - X_{t_{k-1}}$ and $Y_{t_k} - Y_{t_{k-1}}$. This follows fairly straightforwardly from one of the properties of the Brownian motion, as seen in the proof of Proposition A.5. This proposition tells us that $X_{t_k} - X_{t_{k-1}} \sim X_{t_k-t_{k-1}}$ and $Y_{t_k} - Y_{t_{k-1}} \sim Y_{t_k-t_{k-1}}$, so

$$Z_{t_k} - Z_{t_{k-1}} \sim \mu(t_k - t_{k-1}) + \sigma_m \left( \frac{X_{t_k-t_{k-1}}}{Y_{t_k-t_{k-1}}} \right) = Z_{t_k-t_{k-1}}.$$

This implies that we can write

$$\ell^n(Z) \sim \sum_{k=1}^{n} \lVert Z_{t_k-t_{k-1}} \rVert.$$
This holds for any discretisation \(0 = t_0 < \cdots < t_n = T\) of the interval \([0, T]\). A reasonable assumption would be to split \([0, T]\) into \(n\) intervals of equal length by setting \(t_k = kT/n\). Then, \(Z_{t_k - t_{k-1}} = Z_{T/n}\) for each \(k \in \{1, \ldots, n\}\). That means that

\[
\ell^n(Z) = \sum_{k=1}^{n} \|Z_{T/n}\| = n \|Z_{T/n}\| = n \|nZ_{T/n}\|.
\]

(3)

As \(\mu(T/n) = d/n\) and \(\sigma^2(T/n) = \sigma_m^2 T(n-1)/n^2\), we see that \(nZ_{T/n}\) is distributed as

\[
nZ_{T/n} \sim N_2\left(d, \sigma_m^2 T(n-1)I_2\right).
\]

Definition A.7 now tells us that \(\ell^n(Z) \sim n \|nZ_{T/n}\|\) has the Rice distribution with parameters

\[
A = \|d\|, \quad B = \sigma_m^2 T(n-1).
\]

By that same definition we find that the expected value of the path length \(\ell^n(Z)\) is given by

\[
E[\ell^n(Z)] = \sigma_m \sqrt{T(n-1)} \sqrt{\frac{\pi}{2} L_{\frac{1}{2}} \left(-\frac{\|d\|^2}{2\sigma_m^2 T(n-1)}\right)}.
\]

(4)

Note here that \(L_{\frac{1}{2}}\) is a Laguerre function [5]. This expected value is the main result of this section. In the next part, we will look at limits of this expectation, but first we will see that this expected value has a lower bound of \(\|d\|\). This is quite a logical lower bound: you cannot find a shorter distance than the shortest distance, the norm. Applying Jensen’s inequality [4, pg. 107] to the convex function \((x, y) \mapsto \|x, y\|\) we indeed see that

\[
E[\ell^n(Z)] = E\left[n \|nZ_{T/n}\|\right] = n E\left[\|Z_{T/n}\|\right] \geq n \|E[\|Z_{T/n}\|]\| = \|d\|.
\]

4.1.3 Limiting Properties of the Expected Path Length

Let us look at some limits of the expected path length, i.e. the function

\[
f(\sigma_m, T, d, n) := E[\ell^n(Z)] = \sigma_m \sqrt{T(n-1)} \sqrt{\frac{\pi}{2} L_{\frac{1}{2}} \left(-\frac{\|d\|^2}{2\sigma_m^2 T(n-1)}\right)}.
\]

parameter by parameter. We will use the following property of the Laguerre function to calculate limits of \(f\),

\[
\lim_{x \to -\infty} \sqrt{\frac{\pi}{2x}} L_{\frac{1}{2}} \left(-\frac{1}{2} x\right) = 1.
\]

(5)

Although it is possible to show this analytically using Bessel functions, we have simply plugged this expression into a graphing software. First, let us look at limits of \(\sigma_m\). If \(\sigma_m \downarrow 0\), we know for certain that the traveller moves over the straight line from origin \(O\) to endpoint \(d\), without deviating from that path. However, if \(\sigma_m\) is large, the traveller is very likely to deviate from the straight line. So likely in fact, that the length of the path they walk blows up, as they might go very far from the straight line before they finally end up in \(d\). Using (5), we indeed see that

\[
\lim_{\sigma_m \downarrow 0} f(\sigma_m, T, d, n) = \|d\|, \quad \lim_{\sigma_m \to \infty} f(\sigma_m, T, d, n) = \infty.
\]

For \(T\) the intuition is a bit different. We get the limits

\[
\lim_{T \to 0} f(\sigma_m, T, d, n) = \|d\|, \quad \lim_{T \to \infty} f(\sigma_m, T, d, n) = \infty,
\]

but if \(T = 0\), our problem is undefined whenever \(d \neq O\). When \(d = O\), the Brownian bridge process is just a constant, namely \(O\), so then the limit is reasonable, but useless. The limit \(T \to \infty\) makes a bit more sense. Then the traveller wanders around so long, they will never arrive, which means that their path length must be infinite as well. Note that although \(n\) is discrete, we might consider an analytic continuation. In this case, the behaviour of \(n-1\) is exactly identical to that of \(T\). The limit \(n \to 1\) then corresponds to estimating the path by a single line segment for which we get an expectation of \(\|d\|\). On the other hand, if \(n\) goes to infinity, the path length goes to infinity. This is as expected, since as \(n\) goes to infinity, the random walk becomes Brownian motion, which has an infinite path length.
Moving on to limits of $d$, it follows that since $\|d\|$ is a lower bound for the expected path length, the expected path length blows up as $\|d\| \to \infty$. The limit where $\|d\| \downarrow 0$, i.e. $d \to O$, is a round trip. We find

$$\lim_{\|d\| \to \infty} f(\sigma_m, T, d, n) = \infty, \quad \lim_{\|d\| \downarrow 0} f(\sigma_m, T, d, n) = \sigma_m \sqrt{\frac{\pi}{2}} T(n - 1).$$

Recall that $\ell^n(Z)$ has the Rice distribution. It turns out that when $\mu(t) = 0$, as it is when $d = O$, the distribution of $\ell^n(Z)$ is a special case of the Rice distribution, called the Rayleigh distribution, see Definition A.6. This distribution indeed has the expected value given above.

We see that all limits of this function are as we would expect them to be, so it does seem to make sense. Since $d$ and $T$ follow directly from the data, and the choice of $n$ is up to us, the only thing we need to consider is how to choose $\sigma_m$. It turns out that we can estimate a value for $\sigma_m$ based on the data points we do have, i.e. the data points before and/or after the gap.

### 4.2 Estimating the Diffusion Coefficient

It is essential to estimate $\sigma_m$ correctly since the modelled path depends heavily on this. We expect that this diffusion coefficient can be very different when considering two distinct travel movements. For example, a train moves in a very straight line compared to a pedestrian walking in a city centre and thus their diffusion coefficients should reflect that. Note that we can not determine a uniform diffusion coefficient for a fixed mode of transportation, there are many more parameters that have an influence on the value of $\sigma_m$. For instance, a car driving on a highway is expected to have a different diffusion coefficient than a car driving in the centre of a city, as a car on a highway has a very linear path and in a city centre there are a lot of opportunities to turn.

Hence, we want to estimate $\sigma_m$ for some travel movement based on the available location data for that movement. To do this, we consider location data in a single movement, with a single mode of transportation. The following is based on the section Parameter estimation in [6].

Let us assume we have $2n+1$ location measurements, denoted by $(z_0, t_0), (z_1, t_1), \ldots, (z_{2n}, t_{2n})$, where $z \in \mathbb{R}^2$ is the travellers location at time $t$. On each time interval $[t_{2k}, t_{2k+2}]$ we will construct a Brownian bridge with diffusion coefficient $\sigma_m$ between $z_{2k}$ and $z_{2k+2}$, and then we will view $z_{2k+1}$ as a realisation of that Brownian bridge at time $t_{2k+1}$. Doing this for every increment, we can find a maximum likelihood estimator for $\sigma_m$.

Let us look at the distribution of the random variable of which we assume that $z_{2k+1}$ is a realisation. Define

$$T_k = t_{2k+2} - t_{2k}, \quad d_k = z_{2k+2} - z_{2k}, \quad m_k(t) = \frac{t}{T_k}d_k, \quad s^2_k(t) = \sigma_m^2 \frac{t(T_k - t)}{T_k}$$

for $t \in [0, T_k]$. Now the Brownian bridge between $z_{2k}$ and $z_{2k+2}$ looks like $z_{2k} + Z^k$, where $Z^k = \{Z^k_t : t \in [t_{2k}, t_{2k+2}]\}$ with

$$Z^k_t \sim N_2(m_k(t), s^2_k(t)I_2).$$

The observation $z_{2k+1}$ is then a realisation of the random vector $z_{2k} + Z^k_{t_{2k+1} - t_{2k}}$. This random vector has the probability density function

$$f_k(z) = \frac{1}{2\pi s^2_k(T_{2k+1} - t_{2k})} \exp \left( -\frac{1}{2} \frac{\|z - z_{2k} - m_k(T_{2k+1} - t_{2k})\|^2}{s^2_k(T_{2k+1} - t_{2k})} \right),$$

see Definition A.2. We assume that all these bridges are independent, so the likelihood function of $\sigma_m$ given the realisations $(z_0, t_0), \ldots, (z_{2n}, t_{2n})$ is

$$L(\sigma_m \mid (z_0, t_0), \ldots, (z_{2n}, t_{2n})) = \prod_{k=0}^{n} f_k(z_{2k+1}) \tag{6}$$

As all parameters in this equation are known except for $\sigma_m^2$, we can use the maximum likelihood estimator to estimate it. To do this we can numerically optimise the likelihood function over values of $\sigma_m^2$. By using

\footnote{Note that compared to the discussion in [6], we ensure our time interval for each Brownian bridge $k$ starts in 0. Furthermore, in [6] there is a parameter $\delta$ which represents the vector of the locations error in the data. We assume that our data is perfectly correct.}
the known data points we can estimate $\sigma_m^2$ such that the probability that the odd locations came from the Brownian bridges between the even locations is maximal.

Now that we have estimated $\sigma_m$, we can estimate the path length through equation 4. Here, we have currently fixed $n$ to be number of missing data points. However, this might not be the best choice, as a choice of discretisation is essentially a choice of minimum straight path length. Increasing $n$ will break up a straight segment into a few smaller segments increasing the path length. So, for different types of processes, we might tune the number of points in our discretisation to more accurately model the path length behaviour of the considered process. One might use data for which the path length is known to get an estimate of what $n$ gives a good estimate of the path length. We will not consider this idea further because it goes beyond the scope of this report.

### 4.3 Radius of Gyration

Consider a dataset of the form $(z_0,t_0),\ldots,(z_n,t_n)$, so at time $t_i$ we observe the location $z_i$. We call this a path $P$. Considering the fact that our location data is given as coordinates in a plane, we can model the RoG of $P$ as

\[
\text{RoG} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \|z - z_c\|^2},
\]

where $z_c = \bar{z}_n = \frac{1}{n} \sum_{i=1}^{n} z_i$ can be seen as a weighted centre, akin to a centre of gravity. This definition for the RoG originates from equation (4) in [7]. Note that we have simplified this formula due to our assumption that the location points are coordinates in a plane.

![Figure 5](image.png)

Figure 5: A path generated by the fixed velocity random walk of 1000 time steps with $\sigma = 1$. A circle is plotted with the RoG as a radius. The blue dot is the centre. This circle can be seen as the “territory” of the person.

---

2This notation will be useful later.
5 Results of the Simulation

In Section 2.2, we have discussed the implementation of the Brownian bridge model. After that, we described the setup of our experiments. One of the topics that we have discussed is the filling of a gap by a Brownian bridge. A question regarding this topic could for example be: **If we use a Brownian bridge with an estimated diffusion coefficient to fill a gap, is the path length then similar to the original part of the path that is missing?** In this section, we will show the results of the experiments. The main idea of these results is to see if our estimator for the path length works compared to linear interpolator (draw a straight line that connects the two sub paths divided by the gap).

Also recall that in Section 2.2 and Chapter 3, we have shortly described a procedure to estimate the diffusion coefficient assuming that the path follows a Brownian bridge. To determine the correctness of our estimator, we have simulated a thousand Brownian bridges with different variances. For each simulated path, the estimation procedure is used to obtain the most likely estimate for $\sigma_m$. Thereafter, we have used $\sigma_m$ to derive the actual variance $\sigma$. In Figure 6, a plot of the actual variance versus this estimated variance is displayed. We see that our estimation procedure comes quite close to the actual diffusion coefficient. As the diffusion coefficient becomes greater the absolute error seems to increase.

![Figure 6: The actual variance $\sigma$ ranges from 0 to 1. On the x-axis, the actual variance is given. On the y-axis, the estimated variance is given. The orange line is drawn as a reference to the perfect estimation or “true value”. So, if the actual variance is 1, on the orange line the estimated variance is also 1. For each actual variance, the blue dots are the estimated variances.](image)

5.1 Path Length

In Section 2.3, we have fully described our experiment to quantify the accuracy of our estimation procedure. We have performed those simulations and got the results depicted in Figure 7. The error of our estimation is shown as a fraction of the actual path length. In particular the estimated path length divided by the actual path length is shown, this means an error of 1 is a perfect estimation.

In Figure 7, it can be seen how our estimation procedure and the straight line estimate performed on different kind of datasets. For all described choices of parameters, a box plot is shown with the estimated path length as a fraction of the actual path length.
Our estimation procedure
Linear interpolation

(a) Results for discrete Brownian motion model

(b) Results for angular random walk model

(c) Results for random walk with internal state model.

(d) Results for run and tumble model

Figure 7: In these figures it can be seen how our estimation procedure performed compared to the straight-line estimator. In each figure it can be seen on the x-axis what choice of parameters is made and there are two boxplots for each choice. One that describes the estimation from our estimation procedure and one that comes from linear interpolation. For the internal state model there are 19 outliers not visible for the first boxplot, the greatest outlier is 5.89.

In Figure 7a we see that our estimator for the path length consistently performs a lot better than the straight line estimator. This is not unexpected, as in our model we assume the travel movement to be a realisation of a Brownian bridge. Figure 7b shows that especially for large values of $\sigma$, our estimator performs better. Moreover we also see that our estimation procedure generally underestimates the path length. Figure 7c looks a lot like Figure 7a but our estimator applied to random walks generated by the internal state model has more outliers, especially for low values of $S$. Lastly, Figure 7d shows a trend where our estimation procedure works better for higher values of $l$. Similarly to the Figure 7b our estimation procedure seems to underestimate the path length.

We conclude that, as we expected, linear interpolation always underestimates the path length, and that this underestimation becomes greater for more random behaviour.

5.2 Radius of Gyration

Similar comparisons have been performed regarding the RoG. First, we will quantify the error of the procedure as

$$\text{error} = \frac{\text{RoG}(P_{\text{after}})}{\text{RoG}(P_{\text{before}})}$$

where $P_{\text{after}}$ is the path after filling the gap and $P_{\text{before}}$ is the simulated path before the gap. In Figure 8 the results are shown. Every error value has been rounded off to 1 decimal place. Figure 8 shows histograms of different data generating models, where for each rounded error the number of simulations (out of 1000)
with that certain error can be found. An error of 1 implies that the RoG has been perfectly estimated. If the error is less than 1, then the RoG is being underestimated. If the error is greater than 1, then the RoG is being overestimated.

Figure 8: For every path generating model, a thousand paths have been simulated. For each path, we have omitted the first half of the location data and filled the gap by a Brownian bridge that follows from our estimation procedure. On the x-axis one can find the error and on the y-axis the number of paths with this error.

For each model, the majority of the errors are less than 1. This implies that we tend to underestimate the RoG. In general, interpolating by the Brownian bridge, gives a path that is more close to the centre point. There are certain outliers, where we have a strong underestimation or overestimation, and these are the cases where the missing part of the path behaves very differently in comparison with the part of the path that is available. Note that the half of the path is deleted and that indeed our data generating models can produce this random behaviour, where in the first half of the path we have a movement that is similar to a straight line and in the second half it could be that the path deviates a lot from the straight line.

In Table 1, we summarise these results. Again, one can see that on average, the RoG is being underestimated. We approach the paths that are obtained from the fixed velocity random walk the best in terms of RoG. However, there is a large deviation from the mean. Again, this shows how difficult it is to capture a trend when half of the path is missing.

| Model                | Mean RoG($P_{\text{before}}$) | Mean RoG($P_{\text{after}}$) | Mean error | Std. dev. |
|----------------------|-------------------------------|-------------------------------|------------|-----------|
| Fixed velocity       | 12.300                        | 9.807                         | 0.841c     | 0.231     |
| Fixed angular        | 194.250                       | 112.265                       | 0.600      | 0.135     |
| Run-and-tumble       | 25.693                        | 18.130                        | 0.737      | 0.198     |

Table 1: The mean RoG($P_{\text{before}}$), RoG($P_{\text{after}}$), error and standard deviation of the errors over the 1000 paths per model. Recall that the error is not a difference but a fraction that measures the RoG($P_{\text{after}}$) relative to the actual RoG, i.e. RoG($P_{\text{before}}$).

In the same way, we have obtained results by using linear interpolation to fill the gap, instead of our estimation procedure. In Figure 9, these results are shown in similar fashion as above.

Figure 9: For every path generating model, a thousand paths have been simulated. For each path, we have omitted the first half of the location data and filled the gap by a straight line from the origin to the end of the gap. On the x-axis one can find the error and on the y-axis the number of paths with this error.
For each model, linear interpolation also tends to underestimate the RoG. However, we can also see that there is less overestimation. Besides this, the overestimation is limited to an error of 1.2.

In Table 2 we summarise these results. Again, one can see that on average, the RoG is being underestimated. We approach the paths that are obtained from the run-and-tumble model the best in terms of RoG. However, for each model, the mean RoG after linear interpolation is less than the mean RoG after interpolating with a Brownian bridge. Also note that the deviation of the errors is less, so there is more stability in this case.

|                  | Mean RoG($P_{\text{before}}$) | Mean RoG($P_{\text{after}}$) | Mean error | Std. dev. |
|------------------|-------------------------------|-----------------------------|------------|-----------|
| Fixed velocity   | 12.319                        | 8.115                       | 0.684      | 0.188     |
| Fixed angular    | 196.910                       | 113.531                     | 0.594      | 0.130     |
| Run-and-tumble   | 25.437                        | 16.933                      | 0.690      | 0.184     |

Table 2: The mean RoG($P_{\text{before}}$), RoG($P_{\text{after}}$), error and standard deviation of the errors over the 1000 paths per model. Note that $P_{\text{after}}$ in this context means: path after filling the gap by linear interpolation.
6 Discussion

6.1 Interpretation of the Theoretical Results

Suppose we have a dataset 

\[(z_0, t_0), \ldots, (z_i, t_i), (z_{i+j+1}, t_{i+j+1}), \ldots, (z_k, t_k),\]

so the data points \((z_{i+1}, t_{i+1}), \ldots, (z_{i+j}, t_{i+j})\) are missing. Our first step would be to calculate an estimator for \(\sigma_m\) based on the data that we do have, as explained in Section 2.2. Now, we have \(T = t_{i+j+1} - t_i\) and \(d = z_{i+j+1} - z_i\). For now, let us choose our discretisation such that we simulate exactly one point for each missing data point, so \(n = T\). In this case, an estimator for the expected path length of the gap is given by

\[
\hat{L} = \hat{\sigma}_m \sqrt{T(T-1)} \sqrt{\frac{\pi}{2}} L_\frac{1}{2} \left( -\frac{\|d\|^2}{2\hat{\sigma}_m^2 T(T-1)} \right),
\]

where \(L_\frac{1}{2}\) is a Laguerre function [5]. As we have seen in Section 4.1, this estimator is bounded from below by \(\|d\|\). We think that \(\hat{L}\) can be a more accurate estimator for the length of the path taken in the gap than \(\|d\|\).

Note that it can be quite hard to estimate \(\sigma_m\). First, one needs to make sure that the properties of the travel movement stay the same for all the points you use to estimate \(\sigma_m\), and the points that are missing. This also means that in principle it does not matter how large the gap is, as long as the properties of the travel movement stay the same.

It can also be quite computationally expensive to calculate \(\sigma_m\) for every single gap one encounters. Therefore, one could do empirical research into what value of \(\sigma_m\) belongs to which travel movement. A couple of parameters \(\sigma_m\) could depend on are the following:

- Mode of transportation (walking, cycling, riding a car, taking the train, et cetera)
- Demographic properties of the respondent: age, medical condition, marital status, owning a car, owning a dog, address, job (and therefore educational background)
- Area of the travel movement (rural area, city centre, suburban, etc.)
- Temporal factors (time of day and day of the week)
- The weather
- Motivation and mood of traveller.

6.2 Interpretation of the Experimental Results

As expected the estimating procedure gives a great accuracy for estimation of data that was realised from the discrete Brownian motion model. This should not be a surprise and mainly shows that our estimating procedure is correctly implemented. Nonetheless, this is a natural form of motion that can certainly appear, so this is already a good sign for our procedure. The decrease of accuracy that the straight line estimation has for more chaotic behaviour does not appear for the accuracy of our procedure.

For the angular random walk model we see that there is a local minimum for the accuracy of our procedure. This mainly seems to be because our procedure increases in precision when more chaotic behaviour appears. Moreover almost straight line movement is also relatively easy to detect and estimate. There seem to be quite a few outliers for both our procedure and the straight line estimate. An explanation for these outliers was not found, but as there were 1000 simulations some outliers can be expected.

For the random walk with internal state model we again see that our procedure seems to work a lot better than the straight line estimate. It is interesting however that this seems to be the only model where our procedure makes big overestimations. In the most extreme of the 1000 simulations it overestimated the distance travelled by a factor 5.89. It also seems to be that the straight line estimation does well on these outlier cases. A complete explanation for these outliers cannot be given at the moment, but this does correspond with the idea that this model has different possible states. If the path was moving around before and after the gap but had a long pause in the middle our estimation procedure does not factor in this idea of another state.
For the run-and-tumble model it looks like our procedure does not work that well with this structure of behaviour. It did quite poorly for small variances and little chaos. As less of the run and tumble structure is visible because of higher variances and more random behaviour we see that our procedure starts to perform better. In all cases it did still outperform the straight line approach on average.

Besides the path length, we have also obtained results regarding the RoG. In these results, we have defined an error that quantifies how well the RoG is being estimated. Again, our estimation procedure was compared with linear interpolation. On average, the estimation procedure seems to underestimate the RoG as the error is on average less than 1. For the fixed velocity random walk, we see that the mean error comes closest to 1. Therefore, the RoG is estimated the best for the fixed velocity random walk. The reason for this could be that the movement is more similar to the Brownian bridge. Intuitively, it has the same deviation from its expected path. Another aspect is the size of the RoG. It could also be that a larger RoG is harder to estimate than a smaller RoG. In other words, a path that has more points far away from the centre point is more difficult to estimate. This is in line with our intuition, as paths with unexpected behaviour are in general more difficult to comprehend.

In conclusion, our estimates seem to work fine on paths that are modelled by some stochastic process. We have not looked at empirical data. However, we believe that our procedure can also be useful for such data. The gaps can be filled by the Brownian bridge with an estimated diffusion coefficient, and we can see that the path length of this Brownian bridge can be realistic: it comes close to the underlying path of the gap. For the radius of gyration, there are more dependencies which should be examined. One could also look at the RoG of the incomplete path and use this as a parameter for estimating the diffusion coefficient. This way, it could also be possible to tackle incomplete paths with a larger RoG.

6.3 Possible Flaws in the Experiment

Quite an important difficulty in the test of our estimating procedure is that we were not able to use real location data of actual travellers. All of our experimentation has been performed on artificial data, which we could not compare to real life data, so we cannot say what kind of models depict real life best. For example, we did not model change in mode of transport, but we do expect this quite regularly in real-life travel movements. A person walking to their car and then driving gives quite a different estimation for their diffusion coefficient in time. In our procedure this is averaged over all available data points which gives a less complete picture. Moreover, there are a lot of reasonable assumptions you can make for real life movement, such as a velocity or turn-frequency dependent on the mode of travel. Our procedure does not take into account any of such assumptions.

Another more theoretical problem with our procedure is that Brownian motion is highly dependent on the discretisation of the model. If we would take a finer discretisation, the expectation value of the path length would increase. Our procedure is bases on a discretisation with one point every second. This is an arbitrary choice that does match up with actual measurements. One way to avoid this problem would be to use our estimation procedure to calculate the expected length for the intervals that we do have complete data of. Then we can use the error from these known intervals to tweak the expected value for the gap.

Our procedure works by estimating the variance as if the given movement was Brownian motion. The variance could have been estimated differently, for example dependent on the scale and discretisation.
7 Conclusion and Outlook

In summary, we have used the Brownian Bridge Movement Model to model a person’s movement and to fill up gaps between measurements. Through a maximum likelihood estimator the relevant parameter is can be estimated. By discretisation of a Brownian bridge, we have found a distribution for the path length. This distribution is given by Equation 3.

To test the Brownian bridge model, we have applied it to gaps in four numerically simulated processes meant to mimic travel data. Then, we estimated two properties of the simulated paths. The length of a part of the path and the radius of gyration. From these numerical results we can conclude we consistently estimate path length better in comparison to a straight line. This means that when we would use the Brownian bridge as a way to fill a gap, it would have a better estimate of the length of the sub-path (that has been deleted) than a straight line procedure. This is a meaningful result, as it could indicate that Brownian bridge interpolation is more realistic than linear interpolation.

We have also measured the estimation procedure in terms of RoG. Again, we have compared the estimation procedure with linear interpolation and the results show that the estimation procedure has a better estimate for the RoG than that of a straight line. However, we still strongly underestimate the actual RoG. Thus, there seems to be a small improvement, but there is still room for more.

7.1 Outlook

First of all, due to privacy regulations we could not access any data from actual people travelling, so it is natural to suggest for future work the CBS verifies our results with their data.

The CBS could also look into the sample rate the app uses. Perhaps equally good results can be achieved by lowering the sample rate, or even making the rate dynamic. For instance, a high sample rate could be used in cases where the diffusion coefficient is high, meaning the travel behaviour is less predictable, and a low rate in cases where the travel behaviour is very predictable and has a low diffusion coefficient. A consequence of this could be that the app uses less battery power, making the amount of data per survey increase both because the internal software is less likely to shut the app to preserve battery power and because respondents are more likely to continue with the survey if it is less of a battery strain.

In particular, future work can be done on estimating the diffusion coefficient in various cases. For instance, empirical data can be used to decide on which variables the diffusion coefficient depends. Possible variables could be the mode of transportation, the demographic properties of the respondent, the area of the travel movement, temporal factors or the weather.
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A Useful Mathematical Background

In this section, several definitions and theorems that were used in the report are stated.

**Proposition A.1** (Sum of two independent normal random variables). Let \( X, Y \) be two independent random variables where \( X \sim N(\mu_1, \sigma_1^2) \) and \( Y \sim N(\mu_2, \sigma_2^2) \). Then the sum \( X + Y \) is again normally distributed:

\[
X + Y \sim N(\mu_1 + \mu_2, \sigma_1^2 + \sigma_2^2).
\]

**Definition A.2** (Probability density function of a bivariate normal distributed random variable). A random vector \( Z \) with bivariate normal distribution \( N_2(\mu, \Sigma) \) has the probability density function

\[
f(x, y) = \frac{1}{2\pi\sqrt{\det(\Sigma)}} \exp\left(-\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu)\right).
\]

**Proposition A.3** (Distribution of two independent marginal normal random variables). Let \( X, Y \) be two independent random variables where \( X \sim N(\mu_1, \sigma_1^2) \) and \( Y \sim N(\mu_2, \sigma_2^2) \). Then the vector \( (X, Y) \) has a bivariate normal distribution \( N_2(\mu, \Sigma) \), where

\[
\mu = \begin{pmatrix} \mu_1 \\ \mu_2 \end{pmatrix} \quad \text{and} \quad \Sigma = \begin{pmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix}.
\]

**Proof.** As \( X \) and \( Y \) are independent, their joint probability density function can be written as

\[
f_{X,Y}(x, y) = f_X(x) f_Y(y) = \frac{1}{2\pi\sigma_1\sigma_2} \exp\left(-\frac{1}{2} \left(\frac{(x - \mu_1)^2}{\sigma_1^2} + \frac{(y - \mu_2)^2}{\sigma_2^2}\right)\right).
\]

**Definition A.4** (Brownian motion). A (standard) Brownian motion or Wiener process is a stochastic process \( W = \{W_t : t \in [0, \infty)\} \) such that

1. \( P(W_0 = 0) = 1 \);
2. if \( 0 \leq s < t, \) then \( W_t - W_s \sim N(0, t-s) \);
3. if \( 0 \leq t_1 < t_2 < \ldots < t_n, \) then the increments \( W_{t_1}, W_{t_2} - W_{t_1}, \ldots, W_{t_n} - W_{t_{n-1}} \) are independent;
4. if \( t > 0, \) then \( W_t \sim N(0, t) \);
5. the mapping \( t \mapsto W_t \) is almost surely continuous.

**Proposition A.5.** Let \( X = \{X_t : t \geq 0\} \) be a one-dimensional standard Brownian bridge. Then \( X_t - X_s \sim X_{t-s} \) for all \( 0 \leq s < t \leq T \).

**Proof.** Let us write

\[
X_t = W_t + \frac{t}{T} W_T,
\]

where \( W \) is a standard Brownian motion. Now we can calculate

\[
X_t - X_s = W_t - \frac{t}{T} W_T - W_s + \frac{s}{T} W_T = (W_t - W_s) - \frac{t-s}{T} W_T.
\]

Since \( W \) is a Brownian motion we have \( W_t - W_s \sim N(0, t-s) \), so

\[
X_t - X_s \sim W_{t-s} - \frac{t-s}{T} W_T = X_{t-s}.
\]

\[^{3}\text{Throughout this chapter } X \sim Y \text{ if } X \text{ is distributed as } Y.\]
**Definition A.6 (Rayleigh distribution).** [3 pg. 276] Let \( X, Y \sim N(0, \sigma^2) \). Then \( R = \sqrt{X^2 + Y^2} \) has the Rayleigh distribution, with the following mean:

\[
E[R] = \sqrt{\frac{\pi}{2}} \sigma.
\]

**Definition A.7 (Rice distribution).** [3 pg. 278] Let \( Z \sim N_2(\mu, \sigma^2 I_2) \). Then \( \|Z\| \) has the Rician distribution with parameters \( A = \|\mu\| \) and \( B = \sigma^2 \). The expected value of \( R \) is given by

\[
E[R] = \sqrt{B} \sqrt{\frac{\pi}{2}} L\left( -\frac{A^2}{2B} \right).
\]

## B Simulated processes

For our experiments, we have used data from five different simulated stochastic processes. We will now describe in more detail how these processes work.

We have used a range of simulated stochastic process to test the performance of the Brownian bridge method. The simplest model we considered, was a random walk with normally distributed increments. This process at time step \( n \) is given by the sum of normally distributed random variables with a variance \( \sigma \). We will refer to this model as **discrete Brownian motion**. Quite similarly, we considered a process where we normalised the increments to all be the same distance. We refer to this model as the **fixed velocity random walk**.

The next model we considered, was a process that moves at some fixed speed \( v \), but its movement direction changes. In this case, the angle that specifies the movement direction in \( \mathbb{R}^2 \) is a sum of independent normally distributed random variables with variance \( \sigma \). We will refer to this model as an **angular random walk**. For very high variances of these random variables the direction for some time step will almost be independent of the previous direction and therefore this behaviour will be similar to the fixed velocity random walk.

Furthermore, we considered a random walk model which keeps track of an internal state which affects the chance to move in a certain direction. This model has a moving agent with a predetermined probability for the agent to either change direction on a grid or start/stop moving at each time step. The agent then either moves a set length in the determined direction or does not move. Ideally the chosen probabilities are gained from real movement data though we had to make educated guesses since we did not have access to this data. For our probabilities we used the assumptions that there is no inherent preference for turning left or right, that the chance of someone not changing state is large, and that the chance of suddenly making a 180 degree turn is small. We will refer to this model as the **random walk with internal state**.

We also used this model to make a bridge between two points by generating random paths until one got to the correct endpoint. Even though this model had some nice properties the computational power needed to find a bridge this way quickly becomes huge if the bridge is long. This is why we stopped using this method, the code for this model can be found in our [notebook](#).

Finally, we also considered a **run-and-tumble model**. Most of the time the particle moves in a straight line. However, at each time step, there is a probability of \( 1 - e^{-l} \) with \( l > 0 \) that the movement direction is changed. In case the movement direction is changed, a new direction is chosen with uniform probability. The run part refers to the straight line movement, whilst the tumble refers the random change of direction. We will refer to this model as a run-and-tumble.