REFLECTION MATRICES, COIDEAL SUBALGEBRAS
AND GENERALIZED SATAKE DIAGRAMS OF AFFINE TYPE

VIDAS REGELSKIS AND BART VLAAR

Abstract. We present a generalization of the theory of quantum symmetr ic pairs as developed
by Kolb and Letzter. We introduce a class of generalized Satake diagrams that give rise to (not
necessarily involutive) automorphisms of the second kind of symmetrizable Kac-Moody algebras \( \mathfrak{g} \).
These lead to right coideal subalgebras \( B_{c,s} \) of quantized enveloping algebras \( U_q(\mathfrak{g}) \).

In the case that \( \mathfrak{g} \) is a twisted or untwisted affine Lie algebra of classical type Jimbo found
intertwiners (equivariant maps) of the vector representation of \( U_q(\mathfrak{g}) \) yielding trigonometric solutions
to the parameter-dependent quantum Yang-Baxter equation. In the present paper we compute
intertwiners of the vector representation restricted to the subalgebras \( B_{c,s} \) when \( \mathfrak{g} \) is of type \( A^{(1)}_n \),
\( B^{(1)}_n \), \( C^{(1)}_n \) and \( D^{(1)}_n \). These intertwiners are matrix solutions to the parameter-dependent quantum
reflection equation known as trigonometric reflection matrices. They are symmetric up to conju-
gation by a diagonal matrix and in many cases satisfy a certain sparseness condition: there are at
most two nonzero entries in each row and column. Conjecturally, this classifies all such solutions
in vector spaces carrying this representation.

A group of Hopf algebra automorphisms of \( U_q(\mathfrak{g}) \) acts on these reflection matrices, allowing us
to show that each reflection matrix found is equivalent to one with at most two additional free
parameters. Additional characteristics of the reflection matrices such as eigendecompositions and
affinization relations are also obtained. The eigendecompositions suggest that for all these matrices
there should be a natural interpretation in terms of representations of Hecke-type algebras.
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1. Introduction

1.1. The Yang-Baxter equation. Let \( \mathfrak{g} \) be a derived symmetrizable Kac-Moody algebra defined over an algebraically closed field of characteristic 0, say \( \mathbb{C} \). Let \( q \) be an indeterminate. The quantized enveloping algebra \( U_q(\mathfrak{g}) \) of \( \mathfrak{g} \) over \( \mathbb{C}(q) \), discovered independently by Drinfeld [Dr1, Dr2] and Jimbo [Ji1] plays an important role in representation theory and the theory of quantum integrable models, see e.g. [CRAS, JiMi, KISg, STS].

One of the key properties of \( U_q(\mathfrak{g}) \) is the existence of the universal R-matrix. More precisely, one extends \( U_q(\mathfrak{g}) \) by certain Cartan elements to obtain an extended algebra \( U_q(\mathfrak{g}^{\text{ext}}) \) which is, up to a completion of the tensor product, a quasitriangular Hopf algebra \([\mathfrak{g}^{\text{ext}}] \). Its universal R-matrix yields various important relations and structures in the theory of quantum groups. Subsequently it can be used to generate different classes of quantum integrable models and explore their properties, see e.g. [BGKNR, FrHz, FrRt, GnTL]. However to construct a universal R-matrix for a particular choice of \( \mathfrak{g} \) is a rather nontrivial task; as an alternative we highlight the so-called method of the intertwining equation, pioneered by Jimbo in [Ji3].

Let \( \mathbb{K} \) be an algebraic closure of \( \mathbb{C}(q) \) and let \( \mathcal{T}_u : U_q(\mathfrak{g}) \to \mathbb{K}^N \) be any finite-dimensional representation of \( U_q(\mathfrak{g}) \) over \( \mathbb{K} \) depending rationally on \( u \in \mathbb{K} \), called the spectral parameter. Furthermore, let \( \Delta : U_q(\mathfrak{g}) \to U_q(\mathfrak{g}) \otimes U_q(\mathfrak{g}) \) be the coproduct of \( U_q(\mathfrak{g}) \).

It is well-known [Ji2] that, assuming certain irreducibility and regularity conditions, an intertwiner \( \hat{R}(u/v) \in \text{End}(\mathbb{K}^N)^{\otimes 2} \) of the tensor product of two such representations,

\[
\hat{R}(\frac{u}{v}) (\mathcal{T}_u \otimes \mathcal{T}_v) (\Delta(a)) = (\mathcal{T}_u \otimes \mathcal{T}_v) (\Delta(a)) \hat{R}(\frac{u}{v}),
\]

is unique, up to a scalar, and satisfies the quantum Yang-Baxter equation (YBE)

\[
(\hat{R}(u/v) \otimes \text{Id}) (\text{Id} \otimes \hat{R}(u)) (\hat{R}(v) \otimes \text{Id}) = (\text{Id} \otimes \hat{R}(v)) (\hat{R}(u) \otimes \text{Id}) (\text{Id} \otimes \hat{R}(u/v)),
\]

an identity of \( \text{End}(\mathbb{K}^N)^{\otimes 3} \)-valued rational functions; here \( \text{Id} : \mathbb{K}^N \to \mathbb{K}^N \) is the identity operator. Such solutions \( \hat{R}(u) \) are known as “trigonometric” solutions since, roughly speaking, a rational dependence on \( u \) can be restated as a trigonometric dependence on \( x \) by setting \( u = e^{2\sqrt{-1} x} \). In this way Jimbo found trigonometric solutions of the YBE when \( \mathfrak{g} \) is an (untwisted or twisted) affine Lie algebra of classical Lie type and \( \mathcal{T}_u \) is the vector (first fundamental) representation of \( U_q(\mathfrak{g}) \).

1.2. The reflection equation. The reflection equation (RE), also called the boundary quantum Yang-Baxter equation, is a quaternary analogue of the quantum Yang-Baxter equation and plays a fundamental role in the representation theory of coideal quantum groups [CGM, GoMo, Mo, MoRa, MRS] and quantum integrable systems with open boundary conditions [Sk, Ch1, Ch3]. In general it is not straightforward to classify solutions of the RE, called reflection matrices or K-matrices. First of all, in contrast to the YBE there are several reflection equations, such as twisted and untwisted left and right reflection equations. However, owing to the symmetry properties of the R-matrices we consider in this paper, left and right versions and in many cases also twisted and untwisted versions are related via certain transformation rules. Hence it is enough to find a solution for one of them. More significantly, the scale of the task of solving a particular reflection equation lies in the fact that given an R-matrix there exists a large number of inequivalent solutions. In the theory of quantum integrable systems each K-matrix corresponds to a different choice of boundary conditions that are compatible with the underlying integrability [Mk].

Many K-matrices for various R-matrices are known. The task is much simpler when R-matrices involved in the reflection equation are of rational type. In this case they are associated to Yangians and exhibit additional symmetries that do not extend to the trigonometric case in general; thus, classifying solutions of the rational reflection equation is largely well understood [AACDFR1, DMS,
GuRg1, MoRa]. When R-matrices are of trigonometric type, K-matrices that are solutions of the constant reflection equation have been thoroughly studied in [KSS, NoSu]. Solutions of the (nonconstant) reflection equation with a particular choice for the R-matrix have been studied by many authors, see e.g. [AbRi, BCDR, BCR, BeFo, Ch1, DeGe, DeMk, dVGR, FNR, Gb, JKKKM]. In [MLS], the densest solutions to the untwisted reflection equation are found: those with most nonzero entries. However it appears that they are not the most general: not every possible solution to the untwisted reflection equation can be obtained from these by specializations of their free parameters. In other words, a unifying framework for classifying trigonometric K-matrices does not exist so far. Consequently, also the specialization to the rational case requires further investigation.

In this paper we address the classification problem of trigonometric K-matrices from the point of view of quantum symmetric pair (QSP) algebras. Let us explain what we mean by this. Let \( \theta : g \to g \) be an involutive Lie algebra automorphism. The pair of algebras \((g, g^\theta)\) is called a symmetric pair. Let \( \theta \) be of the second kind, that is the standard Borel subalgebra \( b^+ \) of \( g \) is required to satisfy \( \dim (\theta(b^+) \cap b^+) < \infty \). Then the works [Le1, Le2, Ko1] by Letzter and Kolb provide quantized versions of such symmetric pairs, denoted \( B_{c,s} \), which are right coideal subalgebras of \( U_q(g) \) depending on parameter tuples \( c \) and \( s \).

Note that the Kac-Moody algebra \( g \), as well as the quantum group \( U_q(g) \), can be defined combinatorially, by means of its Drinfeld-Jimbo realization, in terms of a Dynkin diagram. In the same way these fixed-point Lie subalgebras and coideal subalgebras, as well as the involution \( \theta \) and its quantum analogon, can be defined in terms of a decoration of this diagram, called a Satake diagram. Furthermore, only for suitable (combinatorially conditioned) values of the parameters \( c \) and \( s \), does the algebra \( B_{c,s} \) specialize to the universal enveloping algebra of \( g^\theta \); in this case \( B_{c,s} \) is called a QSP algebra.

By a suitable adjustment to the setting of coideal subalgebras, Jimbo’s method of the intertwining equation can be used to find K-matrices. More precisely, we will be interested in pairs \((K(u), \eta)\), where \( K(u) \in \text{End}(\mathbb{K}^N) \), depending rationally on \( u \), is invertible and \( \eta \in \mathbb{K}^\times \), satisfying the untwisted boundary intertwining equation

\[
K(u) \mathcal{T}_{\eta u}(b) = \mathcal{T}_{\eta/u}(b) K(u) \quad \text{for all } b \in B_{c,s},
\]

or the twisted boundary intertwining equation

\[
K(u) \mathcal{T}_{\eta u}(b) = \mathcal{T}_{\eta/u}(S(b)) K(u) \quad \text{for all } b \in B_{c,s},
\]

where \( t \) is the usual transposition of matrices and \( S \) is the antipode map. Then, following an argument made in [DeGe, DeMk], provided the representation \( \mathcal{T}_u \otimes \mathcal{T}_v \) of \( U_q(g) \) restricts to an irreducible representation of \( B_{c,s} \) and an additional regularity condition is satisfied, \( K(u) \) satisfies the appropriate (untwisted or twisted) reflection equation. This method of finding trigonometric K-matrices was used, for example, in [DeGe, DeMk, Gb] for affine Toda field theories on the half-line, and in [dLMR, dLR] for integrable open spin-chain models, where certain superalgebra analogues of \( B_{c,s} \) were constructed.

Note that the fact that a quantum group has many inequivalent coideal subalgebras is responsible for the multitude of inequivalent K-matrices. For the coideal subalgebras considered in this paper this is reflected in the fact that to a Dynkin diagram are associated many different Satake diagrams. It is also worth noting that the problem of classifying K-matrices is closely related to the problem of constructing universal K-matrices, i.e. analogues of universal R-matrices in the setting of coideal subalgebras. Certain universal K-matrices associated with coideal subalgebras \( B_{c,s} \subseteq U_q(g) \) were recently shown to exist by Balagović and Kolb in [BbgKo2, Ko2]; also see [BaWa]. The constant K-matrices classified in [NDS, NoSu] are, up to scalar factors, images of these universal K-matrices.
of $U_q(\mathfrak{g})$ under its vector representation, when $\mathfrak{g}$ is of finite type. The constant K-matrices can also be obtained as $\lim_{u \to 0} K(u)$ whenever $K(u)$ satisfies (1.2) or (1.3) for all $b$ in a natural affinization of $B_{c,s}$. The main drawback of this method is that there is not yet an explicit expression for the universal K-matrix, even if $\mathfrak{g}$ is of finite type.

1.3. Summary of present work. We study coideal subalgebras $B_{c,s} \subseteq U_q(\mathfrak{g})$ defined in terms of more general decorations of Dynkin diagrams called \textit{generalized Satake diagrams}. These diagrams yield automorphisms $\theta$, which are not always involutive, and Lie subalgebras $\mathfrak{t}_c \subseteq \mathfrak{g}$ depending on the tuple $c$, which are not always fixed-point subalgebras. However, the subalgebras $\mathfrak{t}_c$ preserve a property of $\mathfrak{g}^\theta$ (where it is trivially true): the only Cartan elements in $\mathfrak{t}_c$ are those fixed by $\theta$. We call this the \textit{intersection property}. The coideal subalgebras $B_{c,s}$ enjoy a quantum version of this property; this in turn is essential to showing that these algebras at $q = 1$ specialize to the universal enveloping algebra of $\mathfrak{t}_c$. We call these $B_{c,s}$ the \textit{quantum pair (QP) algebras}.

The diagrammatic approach allows us to easily construct the algebra $B_{c,s}$ for any generalized Satake diagram. Given a generalized Satake diagram, the corresponding algebra $B_{c,s}$ is parametrized by tuples $c$ and $s$ with entries in $\mathbb{K}^x$ and $\mathbb{K}$, respectively. If $B_{c,s}$ is to be a suitable quantum deformation of $U(\mathfrak{t}^c)$, conditions must be imposed on $c$ and $s$. In this paper we will only consider the constraints as derived in [Ko1, Sec. 5.1].

We restrict our attention to the case where $\mathfrak{g}$ is an untwisted affine Kac Moody algebra of classical Lie type, i.e. of type $A_n^{(1)}$, $B_n^{(1)}$, $C_n^{(1)}$ or $D_n^{(1)}$, and $\mathcal{V}$ is the vector representation of $U_q(\mathfrak{g})$. The solutions $K(u)$ of the corresponding boundary intertwining equations (1.2) or (1.3) have elegant representation-theoretic properties. In particular, with respect to the standard basis of $\mathbb{K}^N$, these matrices are rather sparse; the number of nonzero entries in each row and column of $K(u)$ is at most 4. In fact, this number is at most 2 if the algebra $B_{c,s}$ is \textit{quasistandard}. This amounts to an additional combinatorial condition on the tuple $s$, see Definition 9.5, which fails only for certain coideal subalgebras of $U_q(\mathfrak{so}_N)$ and $U_q(\mathfrak{sp}_N)$. It is worth noting that less sparse K-matrices can be obtained by imposing mixed constraints on the tuples $c$ and $s$, namely combinations of those given in [Ko1, Sec. 5.1] and the so-called $q$-Onsager type constraints studied by Baseilhac and Belliard in [BsBe1, Sec. 2]. We leave the analysis of such cases for a further study.

The main result of this paper is Theorem 9.3, which provides explicit formulas of K-matrices for QP algebras when $\mathfrak{g} = \mathfrak{sl}_N$, $\mathfrak{so}_N$ or $\mathfrak{sp}_N$. We conjecture that this classifies all matrix solutions to the untwisted and twisted reflection equations that have at most two nonzero entries in each row or column and are symmetric (with respect to the main diagonal or counter-diagonal, respectively) up to conjugation by a diagonal matrix. We also study supplementary properties of the K-matrices such as unitarity and regularity relations, eigendecompositions and, when $B_{c,s}$ is an affine extension of a coideal subalgebra of the corresponding quantum group of finite type, affinization identities. This eigendecomposition allows us to obtain the minimal polynomial of such a K-matrix and leads to connections with the representation theory of Hecke-type algebras.

1.4. Outline. This paper is organized as follows. In section 2 we recall the necessary preliminaries regarding Kac-Moody Lie algebras $\mathfrak{g}$. In particular we introduce the notion of a \textit{generalized Satake diagram} and use it to define an automorphism and a subalgebra of $\mathfrak{g}$. The motivation for this is that certain properties of Satake diagrams and the associated symmetric pairs hold for these more general diagrams. Then in Section 3 we consider the associated quantized enveloping algebras following [KiSg, KaWa, ChPr1] for the quantum groups and following [Ko1, BgKo2] for the coideal subalgebras.

In Section 4 we discuss the vector representation of $U_q(\mathfrak{g})$, the evaluation module obtained by affinization (in the homogeneous grading) of the vector (first fundamental) representation of the corresponding Hopf subalgebra of finite type.
In Section 5 we discuss the quantum Yang-Baxter equation and review properties of quantum R-matrices associated with the vector representation. The main references for these sections are [Ji2, FRT] and [KlSg, Sec. 8.4 and 8.7].

In Section 6 we survey properties of twisted and untwisted reflection equations and discuss their solutions: twisted and untwisted reflection matrices. In particular, we explain how solutions to the boundary intertwining equations (1.2) and (1.3) for arbitrary coideal subalgebras yield solutions of the quantum reflection equation.

In Section 7 we describe the “rotational” symmetries which relate K-matrices associated with QP algebras that are equivalent under the Hopf algebra automorphisms corresponding to the symmetries of the Satake diagrams, cf. [Ko1, Def. 9.1]. This means we only need to study one representative for each family of equivalent QP algebras. In addition, we discuss the “dressing” method that allows us to write a K-matrix as being diagonally equivalent to a bare K-matrix, which contains at most two free parameters; the other free parameters appear in the diagonal change-of-basis matrices. Also dressing is underpinned by an equivalence of QP algebras by particular Hopf algebra automorphisms.

In Section 8 we extend the classification of affine Satake diagrams in [BBBR] to generalized Satake diagrams (restricting to untwisted affine diagrams of classical type). We introduce diagrammatic terminology and a new notation for the generalized Satake diagrams that are directly in aid of the classification of reflection matrices.

In Section 9 we present the main results of this paper. In Section 9.1 we make general statements regarding the obtained K-matrices for QP algebras when \( g = \widehat{\mathfrak{sl}}_N, \widehat{\mathfrak{so}}_N \) or \( \widehat{\mathfrak{sp}}_N \). Sections 9.2–9.8 provide details of the computations that were performed with the computer algebra system Wolfram Mathematica.

Section 10 contains a brief overview of some further directions of study that are implied by the results of the present paper. In Section 10.1 we review how reflection equations naturally underpin integrability in quantum integrable systems with reflecting boundary conditions expressed in terms of qKZ equations, transfer matrices as well as Hamiltonians. In Section 10.2 we give a synopsis of twisted quantum loop algebras in the RTT presentation of quantum groups. Such algebras have been constructed in [CGM, MRS], and their representations were studied in [GoMo, Mo]. In Section 10.3 we demonstrate that some of the obtained K-matrices provide representations of baxterized operators in cyclotomic Hecke algebras studied in [IsOg, KuMv]. This part is aimed to motivate a similar study for cyclotomic Birman-Wenzl-Murakami algebras.

Appendix A contains the classification of generalized Satake diagrams associated to affine Dynkin diagrams of classical Lie type. In Appendix B we list isomorphisms of affine generalized Satake diagrams of low rank. Appendix C contains a summary of key properties of the K-matrices studied in this paper. In Appendix D we present an example of a coideal subalgebra of a generalized \( q \)-Onsager type and its reflection matrix.

1.5. **Notation.** We will use the following conventions throughout the document:

- the symbol \( \varnothing \) indicates the end of a definition, remark or example;
- for any proposition \( P \), we write
  \[
  \delta_P := \begin{cases} 
  1 & \text{if } P \text{ is true,} \\
  0 & \text{if } P \text{ is false;}
  \end{cases}
  \]
- we abbreviate \( \delta_{i=j} \) by the usual Kronecker delta symbol \( \delta_{ij} \).
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2. Kac-Moody Lie algebras and generalized Satake diagrams

2.1. Kac-Moody Lie algebras. Let I be a finite set and let $A = (a_{ij})_{i,j \in I}$ be a symmetrizable generalized Cartan matrix, i.e. for all $i, j \in I$ we have $a_{ii} = 2$, $a_{ij} \in \mathbb{Z}_{\leq 0}$ if $i \neq j$ and

$$d_i a_{ij} = d_j a_{ji}$$

for some $d_i \in \mathbb{Q}_{>0}$. For any $X \subseteq I$, consider the submatrix $A_X := (a_{ij})_{i,j \in X}$. We will assume that $A$ is indecomposable: for all $\emptyset \neq X \subset I$ we have $A \neq A_X \oplus A_{I \setminus X}$ (up to any permutation of $I$), in other words there exists $(i, j) \in X \times I \setminus X$ such that $a_{ij} \neq 0$. For most of Sections 2 and 3, we will consider general A, but for the remainder of this paper we will assume that $A$ is of finite type, i.e. $\det(A_X) \neq 0$ for all $X \subseteq I$, or of affine type, i.e. $\det(A) = 0$ and $\det(A_X) \neq 0$ for all $X \subset I$.

Consider a complex vector space $\mathfrak{h}$ with basis $\{h_i\}_{i \in I}$. It can be extended to a Lie algebra in which $\mathfrak{h}$ appears as a Cartan subalgebra:

Definition 2.1. The derived Kac-Moody Lie algebra associated to $A$ is the Lie algebra $\mathfrak{g} = \langle e_i, f_i, h_i \rangle_{i \in I}$, subject to the following relations for $i, j \in I$:

$$[h_i, h_j] = 0, \quad [h_i, e_j] = a_{ij} e_j, \quad [h_i, f_j] = -a_{ij} f_j, \quad [e_i, f_j] = \delta_{ij} h_i,$$

$$\text{ad}(e_i)^{1-a_{ij}}(e_j) = \text{ad}(f_i)^{1-a_{ij}}(f_j) = 0 \quad \text{if } i \neq j,$$

where

$$\text{ad}(x)(y) := [x, y].$$

We denote the upper and lower nilpotent subalgebras by $\mathfrak{n}^+ := \langle e_i \rangle_{i \in I}$ and $\mathfrak{n}^- := \langle f_i \rangle_{i \in I}$, respectively, and the upper and lower Borel subalgebras by $\mathfrak{b}^\pm := \langle \mathfrak{h}, \mathfrak{n}^\pm \rangle$.

We briefly review some additional properties of $\mathfrak{g}$, see e.g. [Ca] for more detail. Choose simple roots $\{\alpha_j\}_{j \in I}$, i.e. a linearly independent subset of $\mathfrak{h}^*$ satisfying $\alpha_j(h_i) = a_{ij}$ for all $i, j \in I$. There exists a symmetric bilinear form $(\cdot, \cdot)$ on $\mathfrak{h}$ such that $(h_i, h_j) = d_j^{-1} a_{ij}$ for $i, j \in I$. The induced bilinear form on $\mathfrak{h}^*$ is given by $(\alpha_i, \alpha_j) = d_i a_{ij}$ for $i, j \in I$ so that $d_i = (\alpha_i, \alpha_i)/2$. 
The Weyl group $W \subset GL(\mathfrak{h})$ is generated by the simple reflections $\{r_i\}_{i \in I}$; they act on $\mathfrak{h}$ and dually on $\mathfrak{h}^*$ according to
\begin{equation}
(2.5) \quad r_j(h_i) = h_i - a_{ij}h_j, \quad r_i(\alpha_j) = \alpha_j - a_{ij}\alpha_i \quad \text{for all } i, j \in I;
\end{equation}
in particular, the bilinear form $(\cdot, \cdot)$ is $W$-invariant. It follows that $W$ is a Coxeter group, i.e. $r_i^2 = 1$ for all $i \in I$ and the braid relations associated to $A$ are satisfied:
\begin{equation}
(2.6) \quad \underbrace{r_ir_j\cdots}_{m_{ij} \text{ factors}} = \underbrace{r_jr_i\cdots}_{m_{ij} \text{ factors}} \quad \text{for } i, j \in I \text{ such that } i \neq j,
\end{equation}
where $m_{ij} = 2, 3, 4, 6$ and $\infty$ if $a_{ij}a_{ji} = 0, 1, 2, 3$ and $\geq 4$, respectively.

As an $\mathfrak{h}$-module, $\mathfrak{g}$ has the triangular decomposition
\begin{equation}
(2.7) \quad \mathfrak{g} = n^+ \oplus \mathfrak{h} \oplus n^-
\end{equation}
and, more precisely, is a direct sum of root spaces:
\begin{equation}
(2.8) \quad \mathfrak{g} = \bigoplus_{\mu \in \mathfrak{h}^*} \mathfrak{g}_\mu, \quad \text{where } \mathfrak{g}_\mu = \{x \in \mathfrak{g} \mid \forall i \in I : [h_i, x] = \mu(h_i)x\} \quad \text{for } \mu \in \mathfrak{h}^*,
\end{equation}
with $\pi_\mu : \mathfrak{g} \to \mathfrak{g}_\mu$ the corresponding projection. Note that $\mathfrak{g}_0 = \mathfrak{h}$. Let $Q = \sum_{i \in I} \mathbb{Z}\alpha_i \subset \mathfrak{h}^*$ be the root lattice. Then (2.8) induces a $Q$-grading:
\begin{equation}
(2.9) \quad [\mathfrak{g}_\mu, \mathfrak{g}_\nu] \subseteq \mathfrak{g}_{\mu + \nu} \quad \text{for all } \mu, \nu \in Q.
\end{equation}
Furthermore the root system $\Phi = \{\mu \in \mathfrak{h}^* \setminus \{0\} \mid \mathfrak{g}_\mu \neq \{0\}\}$ is contained in $Q^+ \cup (-Q^+)$, where $Q^+ := \sum_{i \in I} \mathbb{Z}_{\geq 0}\alpha_i$. We have $r_i(\Phi) = \Phi$ for all $i \in I$; call $\beta \in \Phi$ real if $\beta = w(\alpha_i)$ for some $w \in W$, $i \in I$. If $\beta \in \Phi$ is real then $\dim(\mathfrak{g}_\beta) = 1$, $(\beta, \beta) > 0$ and $m_\beta \in \Phi$ for $m \in \mathbb{Z}$ implies $m \in \{\pm 1\}$.

We will consider various Lie algebra automorphisms on $\mathfrak{g}$, closely following [Ko1, Sec. 2.1-2.3]. First of all, denote by $\omega$ the Chevalley involution on $\mathfrak{g}$:
\begin{equation}
(2.10) \quad \omega(e_i) = -f_i, \quad \omega(f_i) = -e_i, \quad \omega(h_i) = -h_i \quad \text{for all } i \in I.
\end{equation}
Denote by $\text{Aut}(A)$ the group of diagram automorphisms of $A$:
\begin{equation}
\text{Aut}(A) = \{\sigma : I \to I \text{ bijective} \mid \forall i, j \in I : a_{ij} = a_{\sigma(i)\sigma(j)}\}.
\end{equation}
Note that $\text{Aut}(A) < \text{Aut}(\mathfrak{g})$ by setting, for arbitrary $\sigma \in \text{Aut}(A)$,
\begin{equation}
(2.11) \quad \sigma(e_i) = e_{\sigma(i)}, \quad \sigma(f_i) = f_{\sigma(i)}, \quad \sigma(h_i) = h_{\sigma(i)} \quad \text{for all } i \in I.
\end{equation}
The induced map on $\mathfrak{h}^*$, also denoted $\sigma$, satisfies $\sigma(\alpha_i) = \alpha_{\sigma(i)}$ for all $i \in I$; note that $\sigma(Q) = Q$.

Consider the Kac-Moody group $G$ associated to $A$. The adjoint action of $\mathfrak{g}$ on itself corresponds to the group homomorphism $\text{Ad} : G \to \text{Aut}(\mathfrak{g})$ (see [KaWa, 1.3] for more details):
\begin{equation}
\text{Ad}(\exp(x)) = \exp(\text{ad}(x)) \quad \text{for all } x \in \mathfrak{g}.
\end{equation}
This allows us to extend the action of the Weyl group $W$ on $\mathfrak{h}$ to an action on $\mathfrak{g}$ which preserves Lie brackets. For $i \in I$ define $m_i \in G$ by
\begin{equation}
(2.11) \quad m_i = \exp(e_i)\exp(-f_i)\exp(e_i)
\end{equation}
and consider $\text{Ad}(m_i) \in \text{Aut}(\mathfrak{g})$ (note that $\text{ad}(e_i)$ and $\text{ad}(-f_i)$ act locally nilpotently on $\mathfrak{g}$ for all $i \in I$). According to [Ko, §3.8], $\text{Ad}(m_i)(\mathfrak{g}_\mu) = \mathfrak{g}_{m_i(\mu)}$ and $\text{Ad}(m_i)|_{\mathfrak{h}} = r_i$. Crucially, the $m_i$ satisfy the braid relations (2.6) associated to $A$. Hence given $w \in W$ with reduced decomposition $w = r_{i_1}r_{i_2}\cdots r_{i_\ell}$ with $i_1, \ldots, i_\ell \in I$, $m_w := m_{i_1}m_{i_2}\cdots m_{i_\ell} \in G$ is well-defined.
2.2. Generalized Satake diagrams. Given further combinatorial data, namely a subset $X \subseteq I$ and $\tau \in \text{Aut}(A)$ satisfying certain additional properties, there is a canonical way to construct an involutive Lie algebra automorphism of $\mathfrak{g}$ and an associated fixed point Lie subalgebra of $\mathfrak{g}$, see [Ko1, Sec. 2] and references therein. By relaxing some conditions on $(X, \tau)$, essentially the same construction produces a Lie algebra automorphism $\theta$, not necessarily involutive, and a Lie subalgebra $\mathfrak{k}$ whose elements are not all fixed by $\theta$; nevertheless these objects retain crucial properties.

It is customary to associate to $(I, A)$ a Dynkin diagram as follows:

- Identify the set of vertices (nodes) with $I$.
- Between nodes $i$ and $j$, draw an edge of multiplicity $\max(-a_{ij}, -a_{ji})$ provided $a_{ij}a_{ji} \leq 4$ and draw an edge with the label $(-a_{ij}, -a_{ji})$ otherwise.
- Furthermore, if $d_i > d_j$ orient the edge towards $j$.

Then pairs $(X, \tau)$ with $X \subseteq I$ and $\tau \in \text{Aut}(A)$ such that $\tau^2 = \text{id}$ will be referred to as decorated diagrams with the decorations applied to the Dynkin diagram associated to $(I, A)$ as follows:

- Fill all nodes labelled by elements of $X$.
- For all nontrivial orbits $\{i, \tau(i)\}$ (i.e. $i \neq \tau(i)$) a bidirectional arrow is drawn between the nodes $i$ and $\tau(i)$.

**Example 2.2.** Let $A$ be the Cartan matrix of type $B_3^{(1)}$ with $I = \{0, 1, 2, 3\}$ (assuming the standard labelling, i.e. $a_{02} = a_{20} = a_{12} = a_{21} = a_{23} = -1, a_{32} = -2$ and $a_{ij} = 0$ for all other values $i, j \in I$ with $i \neq j$). Then the pair $(X, \tau) = (\{2\}, (01))$ corresponds to the decorated Dynkin diagram

This diagram does not satisfy the condition [Ko1, Def. 2.3 (3)] so does not correspond to an involutive Lie algebra automorphism of $\mathfrak{so}_7$.

Let $X \subseteq I$. Recall the notation $A_X$ and in the same vein denote

$$
\mathfrak{g}_X = \langle e_i, f_i, h_i \rangle_{i \in X}, \quad \mathfrak{h}_X = \langle h_i \rangle_{i \in X}, \quad W_X = \langle r_i \rangle_{i \in X}, \quad Q_X = \sum_{i \in X} \mathbb{Z}a_i.
$$

Furthermore, we introduce some terminology that is natural from the interpretation of $(I, A)$ as a Dynkin diagram. For $i, j \in X$, a path from $i$ to $j$ in $X$ is a tuple $\mathbf{k} \in X^{D+1}$ for some $D \in \mathbb{Z}_{\geq 0}$, called the length of $\mathbf{k}$, such that $k_1 = i, k_{D+1} = j$ and for all $1 \leq r \leq D$ we have $a_{k_r, k_{r+1}} \neq 0$. We call $X$ connected if it is nonempty and for all $i, j \in X$ there exists a path from $i$ to $j$ in $X$.

A component of $X$ is a subset $Y \subseteq X$ such that $a_{ij} = 0$ for all $i \in Y, j \in X \setminus Y$ (note that components may be disconnected or empty). A decomposition of $X$ is a collection $\{X_1, \ldots, X_k\}$ of disjoint components of $X$ for some $k \in \mathbb{Z}_{\geq 0}$ such that $X = \bigcup_{t=1}^k X_t$; note that components may be disconnected or empty, which can be useful in decompositions.

If $A_X$ is of finite type and $\{X_1, \ldots, X_k\}$ is a decomposition of $X$, then

$$
w_X = \prod_{t=1}^k w_{X_t} \in W_X, \quad \rho_X^\vee = \sum_{t=1}^j \rho_{X_t}^\vee \in \mathfrak{h}_X
$$
where \( w_X \) is the longest element in \( W_X \) and \( \rho_X^+ \) is the half-sum of positive coroots (note that \( w_X \) commutes with \( w_X \), as elements of \( W_X \), for all \( 1 \leq s, t \leq m \)). Also, for \( j \in I \setminus X \), denote

\[
X(j) = \bigcup_{\substack{t=1 \to k \atop \exists i \in X_t : a_{ij} \neq 0}} X_t,
\]

i.e. \( X(j) \) is the smallest component of \( X \) containing all \( i \in X \) such that \( a_{ij} \neq 0 \) or, equivalently, \( X(j) \) is the largest component of \( X \) such that \( X(j) \cup \{ j \} \) is connected. Note that \( X(j) = \emptyset \) if \( a_{ij} = 0 \) for all \( i \in X \).

**Lemma 2.3.** Let \( X \subseteq I \) with \( A_X \) of finite type and let \( j \in I \setminus X \). For all \( i \in X(j) \) there exist \( v_i(\alpha_j) \in \mathbb{Z}_{\geq 0} \) such that

\[
w_X(\alpha_j) = \alpha_j + \sum_{i \in X(j)} v_i(\alpha_j)\alpha_i.
\]

**Proof.** As a consequence of (2.5), (2.13) holds with \( v_i(\alpha_j) \in \mathbb{Z}_{\geq 0} \). It remains to prove that for all \( i \in X(j) \), \( v_i(\alpha_j) > 0 \). If \( X(j) = \emptyset \) then \( w_X(\alpha_j) = \alpha_j \) and we are done. For all \( i \in X(j) \) we have

\[
\alpha_j(w_X(h_i)) = w_X(\alpha_j)(h_i) = \alpha_j(h_i) + \sum_{i' \in X(j)} v_i'(\alpha_j)\alpha_i'(h_i).
\]

Because \( w_X \) sends the fundamental Weyl alcove in \( h_X \) to minus itself, i.e. \( -w_X \) permutes the sets \( \{ \alpha_i \}_{i \in X} \) and \( \{ h_i \}_{i \in X} \), we have \( w_X(h_i) = -h_{\sigma_X(i)} \) for some bijection \( \sigma_X : X \to X \). It follows that

\[
-a_{\sigma_X(i)j} - a_{ij} - \sum_{i' \in X(j) \setminus \{ i \}} v_i'(\alpha_j)a_{ii'} = 2v_i(\alpha_j),
\]

with each term nonnegative. Define the distance \( D_i \) of the node \( i \in X(j) \) to the node \( j \) to be the minimum of the lengths of all paths from \( i \) to \( j \) in \( X(j) \cup \{ j \} \). By definition of \( X(j) \) the \( D_i \) are well-defined positive integers and there exists \( D_{\text{max}} \in \{ 1, 2, \ldots, |I| - 1 \} \) such that \( D_i \leq D_{\text{max}} \) for all \( i \in X(j) \) and, conversely, for all \( D \in \mathbb{Z}_{\geq 0} \) there exists \( i \in X(j) \) with \( D_i = D \) precisely if \( D \leq D_{\text{max}} \).

We now proceed by induction with respect to \( D_i \). The initial case is when \( D_i = 1 \), i.e. \( a_{ij} \neq 0 \). Then the left-hand side of (2.14) is positive as it contains the positive term \( -a_{ij} \), yielding \( v_i(\alpha_j) > 0 \) as required. Suppose now that the statement is true for all \( i \in X(j) \) with \( D_i < D \) for some \( D \in \mathbb{Z}_{\geq 0} \). If there are no \( i \in X(j) \) with \( D_i = D \), then \( D > D_{\text{max}} \) and we are done. Hence assume that \( D_i = D \) for some \( i \in X(j) \); then there exists \( i' \in X(j) \) such that \( a_{ij} \neq 0 \), \( D_{i'} = D - 1 \) and, by the induction hypothesis, \( v_i'(\alpha_j) > 0 \). In this case the left-hand side of (2.14) is positive as it contains the positive term \( -v_i'(\alpha_j)a_{ii'} \), so that \( v_i(\alpha_j) > 0 \) as required.

We will only be interested in pairs \((X, \tau)\) where \( X \) and \( \tau \) satisfy certain compatibility criteria. If \( A_X \) is of finite type, \( -w_X \) is an involution of the set \( \{ \alpha_i \}_{i \in X} \). A useful compatibility criterion on the pair \((X, \tau)\) is that \( -w_X \) and \( \tau \) coincide on \( Q_X \), i.e.

\[
-w_X(\alpha_i) = \alpha_{\tau(i)} \quad \text{for all } i \in X.
\]

Note that (2.15) implies that \( \tau(X) = X \) and furthermore \( \tau(Y) = Y \) if \( Y \) is a component of \( X \).

**Definition 2.4.** Let \( X \subseteq I \) with \( A_X \) of finite type and let \( \tau \in \text{Aut}(A) \) be an involution such that (2.15) is satisfied. The *Lie algebra automorphism associated to* \((X, \tau)\) is

\[
\theta = \theta(X, \tau) := \text{Ad}(m_{w_X}) \tau \omega \in \text{Aut}(g).
\]
Hence $\theta$ acts on $\mathfrak{h}$ as the involution $-w_X \tau$. The dual involution on $\mathfrak{h}^*$ also acts as $-w_X \tau$ and we also denote it by $\theta$. We collect several basic properties of $\theta$ for later use.

**Proposition 2.5.** Let $X \subseteq I$ with $A_X$ of finite type and let $\tau \in \text{Aut}(A)$ be an involution such that (2.15) is satisfied. Then

\begin{align*}
(2.17) & \quad \theta(x) = x \quad \text{for all } x \in \mathfrak{g}_X, \\
(2.18) & \quad \theta(\mathfrak{g}_\mu) = \mathfrak{g}_{\theta(\mu)} \quad \text{for all } \mu \in Q, \\
(2.19) & \quad \theta^2(x) = (-1)^{2\mu(\rho_X)} x \quad \text{for all } x \in \mathfrak{g}_\mu, \\
(2.20) & \quad \mathfrak{h}^\theta = \bigoplus_{i \in X} \mathbb{C} h_i \oplus \bigoplus_{j \in I^*} \mathbb{C}(h_j - h_{\tau(j)}),
\end{align*}

where $I^*$ is any subset of $I \setminus X$ that intersects each $\tau$-orbit in a singleton.

**Proof.** Note that (2.17) is [BBBR, Lem. 4.9]. Secondly, (2.18) follows immediately from the corresponding properties of the component Lie algebra automorphisms, in particular $\text{Ad}(m_{w_X}(\mathfrak{g}_\mu)) = \mathfrak{g}_{w_X(\mu)}$ for all $\mu \in Q$. Next, for (2.19) note that $\text{Ad}(m_{w_X})$ commutes with $\tau$ and with $\omega$ (see [Ko1, Prop. 2.2 (3)]), so that $\theta^2 = \text{Ad}(m_{w_X}^2)$. Now [BBBR, Cor. 4.10.3] implies the statement.

We note that, by duality, (2.20) is equivalent to

\begin{equation}
(2.21) \quad \theta(\mu) = \mu \iff \exists \mathbf{m} \in \mathbb{Z}^I : \mu = \sum_{i \in X} m_i \alpha_i + \sum_{j \in I^*} m_j (\alpha_j - \alpha_{\tau(j)})
\end{equation}

for all $\mu \in Q$. Consider $A_i(X, \tau) := \alpha_i - \alpha_{\tau(i)} + w_X(\alpha_{\tau(i)}) - w_X(\alpha_i) \in Q_X$ for $i \in I$. By applying $\theta$ we obtain

\begin{equation}
(2.22) \quad A_i(X, \tau) = 0
\end{equation}

(also see [BgKo1, Lem. 3.1]). Hence from (2.15) we infer that, for all $\mu \in Q$,

\begin{equation}
(2.23) \quad \theta(\mu) = \mu \iff \sum_{j \in I^* \cap \tau^{-1}(i)} m_j (\alpha_j + w_X(\alpha_j)) + \sum_{j \in I^* \setminus \tau^{-1}(i)} (m_j + m_{\tau(j)})(\alpha_j + w_X(\alpha_{\tau(j)})) = 0.
\end{equation}

Note that for $j \in I \setminus X$, $w_X(\alpha_j) - \alpha_j \in Q_X$ so that the right-hand side of (2.23) implies

\[ \sum_{j \in I^* \cap \tau^{-1}(i)} 2m_j \alpha_j + \sum_{j \in I^* \setminus \tau^{-1}(i)} (m_j + m_{\tau(j)})(\alpha_j + \alpha_{\tau(j)}) \in Q_X \]

and we obtain the right-hand side of (2.21). The implication $\Leftarrow$ in (2.21) follows from a straightforward calculation using (2.15) and (2.22). \hfill \Box

**Definition 2.6.** Let $X \subseteq I$ with $A_X$ of finite type and let $\tau \in \text{Aut}(A)$ be an involution such that (2.15) is satisfied. Furthermore, let $\mathbf{c} \in (\mathbb{C}^\times)^{I \setminus X}$ and denote

\begin{equation}
(2.24) \quad g_i := \begin{cases} f_i & \text{if } i \in X, \\ f_i + c_i \theta(f_i) & \text{otherwise} \end{cases}
\end{equation}

and

\begin{equation}
(2.25) \quad n^+_X := n^+ \cap \mathfrak{g}_X = \langle \alpha_i \rangle_{i \in X}.
\end{equation}

The Lie algebra associated to the triple $(X, \tau, \mathbf{c})$ is

\begin{equation}
(2.26) \quad \mathfrak{k}_c = \mathfrak{k}_c(X, \tau) = \langle n^+_X, \mathfrak{h}^\theta, (g_i)_{i \in I} \rangle \subseteq \mathfrak{g}.
\end{equation}
Now we recall the notion of a Satake diagram (also called “admissible pair”) for symmetrizable Kac-Moody algebras as per [Ko1, Defn. 2.3] (but compare e.g. [BBBR, Def. 4.10 (b)]).

**Definition 2.7.** Let $X \subseteq I$ with $A_X$ of finite type and let $\tau \in \text{Aut}(A)$ be an involution such that (2.15) is satisfied. The pair $(X, \tau)$ is called a Satake diagram (associated to $A$) if

$$\tau(j) = j \implies \alpha_j(\rho_X^\tau) \in \mathbb{Z} \quad \text{for all } j \in I \setminus X$$

where $\rho_X^\tau$ is the half-sum of positive coroots associated to $g_X$. The class of all Satake diagrams associated to $A$ is denoted $\text{Sat}(A)$.

For a complete listing of Satake diagrams associated to affine Cartan matrices (both twisted and untwisted, both of classical and exceptional Lie type), see [BBBR, Sec. 6]. If $(X, \tau)$ is a Satake diagram, then the automorphism $\theta$ can be made into an involution and the Lie subalgebra $\mathfrak{t}_c$ into a fixed point subalgebra of this involution, as will become clear in the proof of the following proposition. More relevant to us is the conclusion drawn with respect to the Cartan elements contained in the algebra $\mathfrak{t}_c$.

**Proposition 2.8.** If $(X, \tau) \in \text{Sat}(A)$ then there exists $c \in (\mathbb{C}^\times)^{I \setminus X}$ such that the intersection property holds:

$$\mathfrak{t}_c \cap \mathfrak{h} = \mathfrak{h}^\theta.$$  

**Proof.** Fix $(X, \tau) \in \text{Sat}(A)$. Consider $\overline{H} := \text{Hom}(Q, \mathbb{C}^\times)$, the group of characters of $Q$ over $\mathbb{C}$. For $\chi \in \overline{H}$, define $\text{Ad}(\chi) \in \text{Aut}(g)$ by

$$\text{Ad}(\chi)(a) = \chi(\mu)(a) \quad \text{for all } a \in g_\mu, \mu \in Q.$$  

As $X = \tau(X)$ we have $\alpha_j(2\rho_X^\tau) = \alpha_{\tau(j)}(2\rho_X^\tau) \in \mathbb{Z}$ for all $j \in I \setminus X$. Choose $\chi \in \overline{H}$ such that

$$\frac{\chi(\alpha_{\tau(j)})}{\chi(\alpha_j)} = (-1)^{\alpha_j(2\rho_X^\tau)} \quad \text{if } j \notin X \text{ and } j \neq \tau(j),$$  

$$\chi(\alpha_j) = 1 \quad \text{otherwise},$$  

see [Ko1, Eqn. (2.7)] and [BgKo2, (5.1-5.2)]. Then $\theta' := \text{Ad}(\chi)\theta$ is an involution as per [Ko1, Thm. 2.5]. Defining $c \in (\mathbb{C}^\times)^{I \setminus X}$ by $c_j = \chi(\theta(\alpha_j))^{-1}$, we have $c_j \theta(f_j) = \theta'(f_j)$ for all $j \in I \setminus X$ and hence $\mathfrak{t}_c$ equals the fixed-point Lie subalgebra $g^{\theta'}$. Moreover, owing to [Ko1, Lem. 2.8], $g^{\theta'} \cap \mathfrak{h} = \mathfrak{h}^\theta$. Noting that $\text{Ad}(\chi)$ fixes $\mathfrak{h}$ pointwise, we derive (2.28). \qed

**Remark 2.9.** A Lie algebra automorphism $\psi \in \text{Aut}(g)$ is said to be of the second kind if $\dim(\psi(b^+) \cap b^+) < \infty$. The automorphism $\theta$ defined by (2.16) is of the second kind, since $A_X$ is of finite type. Hence, if $\psi$ equals the involution $\theta'$ appearing in the proof of Proposition 2.8, then $\psi$ is of the second kind and $(g, g^{\psi})$ is called the symmetric pair associated to $(X, \tau)$. All involutive automorphisms of $g$ of the second kind are related to a Satake diagram in this way, see [Ko1, Thm. 2.7]. \qed

Let us consider some basic examples of pairs $(X, \tau)$ satisfying (2.15) and study the Lie algebra automorphism $\theta$ and the Lie subalgebra $\mathfrak{t}_c$.

**Example 2.10.** Let $A$ be of finite type and rank 2. Write $I = \{1, 2\}$ for the labelling set. Choose $\tau = \text{id}$ and $X = \{2\}$. Then $-w_X = -r_2$ fixes $\alpha_2$ so that (2.15) is satisfied. Also, $\theta = \text{Ad}(r_2)\omega$ (in particular, $\mathfrak{h}^\theta = \mathbb{C}h_2$) and $\mathfrak{t}_c$ is generated by $e_2, g_2 = f_2$ and $g_1 = f_1 + c_1\theta(f_1)$.

(i) Suppose $A$ is of type $B_2$, i.e. $g = \mathfrak{so}_5$. The Satake diagram is $\begin{array}{cc} & \circ \\ \circ & \bullet \end{array}$. Note that $\alpha_1(\rho_X^\tau) = \frac{1}{2}\alpha_1(h_2) = \frac{1}{2}a_{21} = -1$. Hence $(X, \tau) \in \text{Sat}(A)$. According to Proposition 2.8, for $c_1 = \ldots$
\chi(\theta(\alpha_1))^{-1} = 1 \text{ we have } (2.28). \text{ In fact, a direct calculation establishes that } (2.28) \text{ holds for all } c_1 \in \mathbb{C}^\times. \text{ Namely, note that }

\theta(f_1) = -\exp(\text{ad}(e_2)) \exp(\text{ad}(-f_2)) \exp(\text{ad}(e_2))(e_1)
\quad = -\exp(\text{ad}(e_2)) \exp(\text{ad}(-f_2))(e_1 + [e_2, e_1] + \frac{1}{2}[e_2, [e_2, e_1]])
\quad = -\frac{1}{2} \exp(\text{ad}(e_2))([e_2, [e_2, e_1]])
\quad = -\frac{1}{2}[e_2, [e_2, e_1]]

so that \(g_1 = f_1 - \frac{c_1}{2}[e_2, e_1]\). Defining
\(g_{(2,1)} := [g_2, g_1] = [f_2, f_1] - c_1[e_2, e_1]\), \(g_{(2,2,1)} := [g_2, g_{(2,1)}] = [f_2, [f_2, f_1]] - 2c_1 e_1\)
we have \([g_{(2,2,1)}, f_2] = 0\) and
\[
\begin{align*}
[g_1, h_2] &= -2g_1, & [g_{(2,1)}, h_2] &= 0, & [g_{(2,2,1)}, h_2] &= 2g_{(2,2,1)}, \\
[g_1, e_2] &= 0, & [g_{(2,1)}, e_2] &= -2g_1, & [g_{(2,2,1)}, e_2] &= -2g_{(2,1)}, \\
[g_1, g_{(2,1)}] &= 2c_1 e_2, & [g_1, g_{(2,2,1)}] &= -2c_1 h_2, & [g_{(2,1)}, g_{(2,2,1)}] &= -4c_1 g_2.
\end{align*}
\]
Hence
\(\mathfrak{k}_c = C e_2 \oplus C h_2 \oplus C g_2 \oplus C g_1 \oplus C g_{(2,1)} \oplus C g_{(2,2,1)} \cong \mathfrak{so}_4\)
so that \(\mathfrak{k}_c \cap \mathfrak{h} = \mathfrak{h}^\theta\) for all \(c_1 \in \mathbb{C}^\times\).

(ii) If \(A\) is of type \(C_2\), \textit{i.e.} \(g = \mathfrak{sp}_4\). The Satake diagram is \(\begin{picture}(50,30)
\put(25,0){\circle{10}}\put(25,15){\circle{10}}\put(25,15){\line(0,1){10}}\end{picture}\). Now \(\alpha_1(\nu_X^\vee) = \frac{1}{2} \alpha_1(h_2) = \frac{1}{2} g_{21} = -\frac{1}{2}\), so \((X, \tau) \notin \text{Sat}(A)\). Nevertheless, we have
\[
\theta(f_1) = -\exp(\text{ad}(e_2)) \exp(\text{ad}(-f_2)) \exp(\text{ad}(e_2))(e_1 + [e_2, e_1])
\quad = -\exp(\text{ad}(e_2))([e_2, e_1]) = [e_1, e_2]
\]
so that \(g_1 = f_1 + c_1[e_1, e_2]\). Define \(g_{(1,2)} := [g_1, g_2] = [f_1, f_2] + c_1 e_1\). Then \([g_{(1,2)}, g_2] = 0\) and
\[
[g_1, h_2] = -g_1, \quad [g_{(1,2)}, h_2] = g_{(1,2)}, \quad [g_1, e_2] = 0, \quad [g_{(1,2)}, e_2] = -[g_1, h_2] = g_1.
\]
Also define
\(g_{(1,1,2)} := [g_1, g_{(1,2)}] = [f_1, [f_1, f_2]] - 2c_1(h_1 + h_2) - c_1^2 [e_1, [e_1, e_2]]\).

Straightforward calculations show that this element is central in \(\mathfrak{k}_c\). Hence
\(\mathfrak{k}_c = C e_2 \oplus C h_2 \oplus C g_2 \oplus C g_1 \oplus C g_{(1,2)} \oplus C g_{(1,1,2)}\)
so that, again, for all \(c_1 \in \mathbb{C}^\times\) we have \(\mathfrak{k}_c \cap \mathfrak{h} = \mathfrak{h}^\theta\). Hence, the subalgebra \(\mathfrak{k}_c\) has a nontrivial Levi decomposition in terms of the simple Lie algebra \(\langle e_2, g_2, h_2 \rangle \cong \mathfrak{sl}_2\) and the solvable Lie algebra \(\langle g_1, g_{(1,2)}, g_{(1,1,2)} \rangle\) (isomorphic to the three-dimensional Heisenberg algebra).

(iii) Finally, if \(A\) is of type \(A_2\), \textit{i.e.} \(g = \mathfrak{sl}_3\). The Satake diagram is \(\begin{picture}(50,30)
\put(25,0){\circle{10}}\put(25,15){\circle{10}}\put(35,0){\circle{10}}\end{picture}\). As in the previous example, \((X, \tau) \notin \text{Sat}(A)\). Also, \(\theta(f_1) = [e_1, e_2]\) so that \(g_1 = f_1 + c_1[e_1, e_2]\). Defining \(g_{(1,2)} = [g_1, g_2] = [f_1, f_2] + c_1 e_1\) we obtain
\[
[g_1, g_{(1,2)}] = [f_1 + c_1[e_1, e_2], [f_1, f_2] + c_1 e_1] = -c_1(2h_1 + h_2) \in \mathfrak{k}_c \cap \mathfrak{h},
\]
but \(\theta([g_1, g_{(1,2)}]) = -[g_1, g_{(1,2)}]\), so that the intersection condition (2.28) fails for all values of \(c \in (\mathbb{C}^\times) \setminus X\). In fact, since \(c_1 \neq 0\) a straightforward computation yields \(\mathfrak{k}_c = \mathfrak{sl}_3\). \(\square\)
Clearly, Example 2.10 (iii) can be generalized to the following statement. Suppose \( X \subseteq I \) with \( A_X \) of finite type and \( \tau \in \text{Aut}(A) \) is an involution such that (2.15) and (2.28) are satisfied. Then there are no \((i,j) \in X \times I \setminus X\) such that \( \tau(j) = j, \ X(j) = \{i\} \) and \( a_{ij} = a_{ji} = -1 \). In other words,
\[
(2.29) \quad \theta(\alpha_j) = -(\alpha_i + \alpha_j) \implies a_{ji} \neq -1 \quad \text{for all} \ (i,j) \in X \times I \setminus X.
\]
Here we have used Lemma 2.3 to rewrite the condition on \((i,j)\) in a more compact way. This leads to the following definition.

**Definition 2.11.** Let \( X \subseteq I \) with \( A_X \) of finite type and let \( \tau \in \text{Aut}(A) \) be an involution such that (2.15) is satisfied. The pair \((X, \tau)\) is called a *generalized Satake diagram (associated to \(A\))* if (2.29) holds. We denote the class of all generalized Satake diagrams associated to \(A\) by \( \text{GSat}(A) \).

Diagrammatically, condition (2.29) means that among all the connected components of all decorated diagrams obtained from \((X, \tau)\) by repeatedly deleting unfilled \(\tau\)-orbits (along with all adjacent edges) there are no copies of \( \bullet \rightarrow \bullet \).

**Example 2.12.** The following decorated diagrams are all examples of generalized Satake diagrams:

\[
\begin{align*}
\begin{array}{c}
\bullet & \rightarrow & \bullet \\
\bullet & \rightarrow & \bullet & \rightarrow & \bullet \\
\bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet \\
\bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet
\end{array}
\end{align*}
\]

If (2.29) does not hold, *i.e.* there exist \((i,j) \in X \times I \setminus X\) such that \( \tau(j) = j, \ X(j) = \{i\}, a_{ij} = a_{ji} = -1 \), then \( \alpha_j(\rho_X^\tau) = \frac{1}{2}\alpha_j(h_i) = \frac{-a_{ij}}{2} = -\frac{1}{2} \) and we see that (2.27) fails too. We obtain the following statement.

**Lemma 2.13.** \( \text{Sat}(A) \subseteq \text{GSat}(A) \).

**Definition 2.14.** Let \( X \subseteq I \) with \( A_X \) of finite type and let \( \tau \in \text{Aut}(A) \) be an involution such that (2.15) is satisfied. The pair \((X, \tau)\) is called a *weak Satake diagram (associated to \(A\))* if \((X, \tau) \in \text{WSat}(A) := \text{GSat}(A) \setminus \text{Sat}(A) \).

Example 2.10 (ii) shows that, at least for some \(A\), \( \text{WSat}(A) \) is non-empty. More precisely, if \( A \) is of type \( A_n \) or \( A_n^{(1)} \) then \( \text{WSat}(A) \) is empty; for all other finite or affine Cartan matrices, there exist weak Satake diagrams. All generalized Satake diagrams for untwisted affine Cartan matrices of classical Lie type are listed in Appendix A.

The motivation for considering generalized Satake diagrams is that the corresponding Lie subalgebra \( \mathfrak{f}_c \) satisfy the key intersection property (2.28) (and in the case of Satake diagrams, not just for one specific choice of \(c\) as in the proof of Proposition 2.8).

**Remark 2.15.** We will see that the quantum analogons \( B_{c,s} \) of these Lie subalgebras satisfy a similar intersection condition (see Proposition 3.7) and that the vector representation restricted to \( B_{c,s} \) has nontrivial intertwiners, yielding solutions to the reflection equation. It would be good to find a Lie-algebraic motivation for the notion of generalized Satake diagrams that does not rely on the algebra \( \mathfrak{f}_c \), which is defined in a rather *ad hoc* manner.

In order to prove (2.28), it is convenient to have a vector space basis of \( \mathfrak{f}_c \). This can be established in a similar way to the arguments in [Ko1, Secs. 5.3 & 6]. First of all, define a partial order on \(Q\) in the usual way: \( \alpha \geq \beta \) if and only if \( \alpha - \beta \in Q^+ \); we also write \( \alpha > \beta \) if and only if \( \alpha \geq \beta \) and \( \alpha \neq \beta \). For \( i = (i_1, \ldots, i_\ell) \in I^\ell \) with \( \ell \in \mathbb{Z}_{>0} \) define
\[
(2.30) \quad \alpha_i = \sum_{m=1}^\ell \alpha_{im}, \quad f_i = \text{ad}(f_{i_1}) \cdots \text{ad}(f_{i_{\ell-1}})(f_{i_\ell}), \quad g_i = \text{ad}(g_{i_1}) \cdots \text{ad}(g_{i_{\ell-1}})(g_{i_\ell}).
\]
Let \( j \in I \). From (2.2), (2.17) and the explicit formula (2.24) we immediately obtain
\[
[e_i, g_j] = \delta_{ij} h_i \in \mathfrak{h}^\theta \text{ for all } i \in X, \quad [h, g_j] = -\alpha_j(h)g_j \text{ for all } h \in \mathfrak{h}^\theta.
\]

It follows that, as vector spaces,
\[
f_e = n_X^+ + \mathfrak{h}^\theta + \langle g_j \rangle_{j \in I} = n_X^+ + \mathfrak{h}^\theta + \sum_{\ell \in \mathbb{Z}_{\geq 0}} \sum_{i \in I^\ell} Cg_i.
\]

Now we establish some relations for elements of \( f_e \). As a preliminary result, we have the following.

**Lemma 2.16.** Let \((X, \tau) \in \text{GSat}(A)\) and \( i \in I \setminus X \) be such that \( i = \tau(i) \). Also let \( m \in \mathbb{Z}_{\geq 0} \).

(i) If \( j \in X \) is such that \( j \in X(i) \) then
\[
\text{ad}(g_i)^m(g_j) - \text{ad}(f_i)^m(f_j) - c_i^m \theta(\text{ad}(f_i)^m(f_j)) \in n_X^+ + \mathfrak{h}_X + \sum_{\alpha_j < \omega_{1i} + \alpha_j} Cg_j.
\]

(ii) If \( j \notin \{i, \tau(i)\} \) and \( X(i) = \emptyset \)
\[
\text{ad}(g_i)^m(g_j) - \text{ad}(f_i)^m(f_j) - c_i^m c_j \theta(\text{ad}(f_i)^m(f_j)) \in \sum_{\alpha_j < \omega_{1i} + \alpha_j} Cg_j.
\]

**Proof.** We prove both statements by induction with respect to \( m \).

(i) For \( m = 1 \), the statement follows immediately from \([f_i + c_i \theta(f_i), f_j] = f_{(i,j)} + c_i \theta(f_{(i,j)})\). Suppose \( m \in \mathbb{Z}_{>1} \) and assume the statement is satisfied when we replace \( m \) by any smaller positive integer. The induction hypothesis then yields
\[
\text{ad}(g_i)^m(g_j) - \text{ad}(f_i)^m(f_j) - c_i^m \theta(\text{ad}(f_i)^m(f_j)) = c_i \left( \langle \theta(f_i), \text{ad}(f_i)^{m-1}(f_j) \rangle + c_i^{m-2} \langle f_i, \theta(\text{ad}(f_i)^{m-1}(f_j)) \rangle \right)
\]
\[
+ \text{ad}(g_i)(\text{an element of } n_X^+ + \mathfrak{h}_X + \sum_{\alpha_j < \omega_{1i} + \alpha_j} Cg_j).
\]

We have \( \langle \theta(f_i), \text{ad}(f_i)^{m-1}(f_j) \rangle \in \mathfrak{g}_{w_X(\alpha_i)}(\langle \omega_{1i} - (m-1)\alpha_i - \alpha_j \rangle, \Phi \cup \{0\}) \) is nonzero. This occurs only if \( w_X(\alpha_i) \geq (m-1)\alpha_i - \alpha_j \) or \( w_X(\alpha_i) < (m-1)\alpha_i - \alpha_j \). Because of \( j \in X(i) \) and Lemma 2.3 the latter inequality is not satisfied for any \( m \). The former implies \( m \leq 2 \), again by virtue of Lemma 2.3; by assumption this means \( m = 2 \). In this case \( \langle \theta(f_i), \text{ad}(f_i)(f_j) \rangle \in \mathfrak{g}_{w_X(\alpha_i) - \omega_{1i} - \alpha_j} \subseteq n_X^+ + \mathfrak{h}_X \). Owing to (2.19), \([f_i, \theta(\text{ad}(f_i)^{m-1}(f_j))]\) equals \( \theta(\langle \theta(f_i), \text{ad}(f_i)(f_j) \rangle) \) up to a sign, so that it is an element of \( n_X^+ + \mathfrak{h}_X \) as well. Now (2.33) implies that
\[
\text{ad}(g_i)^m(g_j) - \text{ad}(f_i)^m(f_j) - c_i^m \theta(\text{ad}(f_i)^m(f_j)) \in n_X^+ + \mathfrak{h}_X + \sum_{\alpha_j < \omega_{1i} + \alpha_j} Cg_j.
\]

(ii) We will repeatedly use that \( f_i = -\theta(e_i) \) and \( \theta(f_i) = -e_i \); in particular \( g_i = f_i - c_i f_{\tau(i)} \). For \( m = 1 \) the statement is simply a consequence of \([g_i, g_j] = [f_i, f_j] + c_i c_j \theta([f_i, f_j]) \) since \( \theta(f_i, f_j) = -\langle e_i, f_j \rangle = 0 \) and, owing to (2.19), \([f_i, \theta(f_j)]\) equals \( \theta(\theta(f_i, f_j)) \) up to a sign. Suppose \( m \in \mathbb{Z}_{>1} \) and assume the statement is true with \( m \) replaced by any smaller positive
integer. By the induction hypothesis,
\[
\text{ad}(g_i)^m(g_j) - \text{ad}(f_i)^m(f_j) - c_i^m c_j \theta(\text{ad}(f_i)^m(f_j))
\]
\[
= -c_i \left[ [e_i, \text{ad}(f_i)^{m-1}(f_j)] + c_i^{m-2} c_j \theta([e_i, \text{ad}(f_i)^{m-1}(f_j)]) \right]
+ \text{ad}(g_i)(\text{an element of } \mathfrak{n}_X^+ + \mathfrak{h}^\theta + \sum_{\alpha_j < (m-1)\alpha_i + \alpha_j} \mathbb{C}g_j).
\]
(2.34)
We have
\[
[e_i, \text{ad}(f_i)^{m-1}(f_j)] = \sum_{r=1}^{m-1} \text{ad}(f_i)^{r-1} \text{ad}(h_i) \text{ad}(f_i)^{m-1-r}(f_j)
\]
\[
= - \sum_{r=1}^{m-1} (2(m-1-r) + a_{ij}) \text{ad}(f_i)^{m-2}(f_j)
\]
so that
\[
[e_i, \text{ad}(f_i)^{m-1}(f_j)] + c_i^{m-2} c_j \theta([e_i, \text{ad}(f_i)^{m-1}(f_j)])
\]
\[
= -(m-1)(m-2 + a_{ij}) \text{ad}(f_i)^{m-2}(f_j) + c_i^{m-2} c_j \theta(\text{ad}(f_i)^{m-2}(f_j))
\]
\[
= -(m-1)(m-2 + a_{ij}) \text{ad}(g_i)^{m-2}(g_j) + \text{an element of } \sum_{\alpha_j < (m-2)\alpha_i + \alpha_j} \mathbb{C}g_j
\]
\[
\in \sum_{\alpha_j < m\alpha_i + \alpha_j} \mathbb{C}g_j,
\]
because of the induction hypothesis once again and \(\theta(\alpha_j) < 0\) if \(0 < \alpha_j < m\alpha_i + \alpha_j\). Now (2.34) yields the desired conclusion. \(\square\)

For \(i, j \in I\) denote \(\lambda_{ij} := (1 - a_{ij})\alpha_i + \alpha_j \in \mathbb{Q}^+\); note that (2.3) implies that \(\lambda_{ij} \notin \Phi\).

**Lemma 2.17.** Let \((X, \tau) \in \text{GSat}(A)\). Suppose that \(c \in (\mathbb{C}^\times)^I\setminus X\) satisfies
\[
a_{j, \tau(j)} = 0 \quad \text{and} \quad X(j) = \emptyset \quad \Rightarrow \quad c_j = c_{\tau(j)} \quad \text{for all } j \in I \setminus X.
\]
Then for all \(i, j \in I\) such that \(i \neq j\) the modified Serre relations are satisfied
\[
\text{ad}(g_i)^{1-a_{ij}}(g_j) \in \mathfrak{n}_X^+ + \mathfrak{h}^\theta + \sum_{\alpha_j < \lambda_{ij}} \mathbb{C}g_j.
\]

**Proof.** We will repeatedly use the explicit formula (2.24). If \(i \in X\), then using (2.17) we obtain
\[
\text{ad}(g_i)^{1-a_{ij}}(g_j) = \begin{cases} 
\text{ad}(f_i)^{1-a_{ij}}(f_j) & \text{if } j \in X, \\
\text{ad}(f_i)^{1-a_{ij}}(f_j) + c_j \theta(\text{ad}(f_i)^{1-a_{ij}}(f_j)) & \text{otherwise}
\end{cases}
\]
which in both cases vanishes due to the Serre relations (2.3). Hence we may assume that \(i \in I \setminus X\). By induction with respect to \(m \in \mathbb{Z}_{\geq 0}\) we straightforwardly obtain
\[
\text{ad}(g_i)^m(g_j) \in \sum_{r=0}^m \left( \mathfrak{g}_{-\beta_{ij}^{(r)}} + \mathfrak{g}_{-\theta(\beta_{ij}^{(r)})} \right)
\]
(2.36)
where we have used (2.18) and denoted
\[
\beta_{ij}^{(r)} = (m-r)\alpha_i + \alpha_j - rw_X(\alpha_{\tau(i)}) \in \mathbb{Q}.
\]
(2.37)
Note that the \( r \)-th term in (2.36) survives precisely if \( \beta^{(r)}_{ij} \in \Phi \cup \{0\} \). Now fix \( m = 1 - a_{ij} \). In particular, the term with \( r = 0 \) vanishes because of the Serre relations (2.3). Let \( r > 0 \); because \( \Phi \subset Q^+ \cup (-Q^+) \), the \( r \)-th term in (2.36) survives only if one of the following conditions is satisfied:

\[
(1 - a_{ij} - r)\alpha_i + \alpha_j \leq r w_X(\alpha_{\tau(i)}) \\
(1 - a_{ij} - r)\alpha_i + \alpha_j \geq r w_X(\alpha_{\tau(i)}).
\]

Let us first deal with the case (2.38). Lemma 2.3 implies \( \{i, j\} \subseteq X(i) \cup \{\tau(i)\} \); hence \( \tau(i) = i \) and \( j \in X(i) \). Furthermore, as a consequence of Lemma 2.16 (i) with \( m = 1 - a_{ij} \) we have

\[
\ad(g_i)^{1-a_{ij}}(g_j) \in n_X^+ + h_X + \sum_{\alpha_j < \lambda_{ij}} C g_j.
\]

Hence it suffices to consider (2.39). Then \( X(i) \subseteq \{j\} \) so there are two possibilities for \( X(i) \), which we treat separately below.

\( X(i) = \{j\} \): We must have \( \tau(i) = i \) and \( w_X(\alpha_{\tau(i)}) = \alpha_i - a_{ji} \alpha_j \), so that we obtain \( 1 \geq r |a_{ji}| \) and \( 1 - a_{ij} \geq 2r \). Because we may assume \( r \neq 0 \), we obtain \( r = 1 = -a_{ji} \) so that \( \beta^{(r)}_{ij} = (-a_{ij} - 1)\alpha_i \). Since \( \alpha_i \) is real, we must have \( a_{ij} \in \{-1, -2\} \). Because \( (X, \tau) \in \GSat(A) \) it must in fact be \( a_{ij} = -2 \). Hence the configuration as in Example 2.10 (i) applies; it follows that \( \ad(g_i)^3(g_j) = 0 \).

\( X(i) = \emptyset \): We have \( \tau(i) \in \{i, j\} \) and \( w_X(\alpha_{\tau(i)}) = \alpha_{\tau(i)} \). Assume that \( \tau(i) = j \) so that \( a_{ij} = a_{ji} \). Then \( r = 1 \), so that \( \beta^{(r)}_{ij} = -a_{ij} \alpha_i \); since \( \alpha_i \) is real it follows that \( a_{ij} \in \{0, -1\} \). If \( a_{ij} = 0 \), then by assumption we have \( c_i = c_j \) so that

\[
\ad(g_i)^{1-a_{ij}}(g_j) = [f_i - c_i e_j, f_j - c_j e_i] = c_i (h_i - h_{\tau(i)}) \in h^0.
\]

If \( a_{ij} = -1 \) then a straightforward computation yields

\[
\ad(g_i)^{1-a_{ij}}(g_j) = [f_i - c_i e_j, [f_i, f_j] - c_i c_j [e_i, e_j]]
= c_i ([h_i, f_i] + c_j [h_i, e_j])
= c_i g_i \in \sum_{\alpha_j < \lambda_{ij}} C g_j.
\]

Finally, we must consider the case \( \tau(i) = i \). Lemma 2.16 (i) with \( m = 1 - a_{ij} \) implies that

\[
\ad(g_i)^{1-a_{ij}}(g_j) \in \sum_{\alpha_j < \lambda_{ij}} C g_j.
\]

From (2.2-2.3) it follows that \( n^- \) is spanned by \( \bigcup_{\ell \in \mathbb{Z}_{\geq 0}} \{f_i\}_{i \in I^\ell} \). Now choose \( J \subseteq \bigcup_{\ell \in \mathbb{Z}_{>0}} I^\ell \) such that \( \{f_j\}_{j \in J} \) is a basis of \( n^- \); note that for each \( j \in J \), \( \alpha_j \in \Phi \cap Q^+ \).

**Theorem 2.18.** Let \((X, \tau) \in \GSat(A)\). Suppose that \( c \in (\mathbb{C}^\times)^{I^\ell \setminus X} \) satisfies (2.35). Then, as vector spaces,

\[
t_c = n_X^+ + h^0 + \bigoplus_{j \in J} C g_j.
\]

**Proof.** First we prove that \( t_c = n_X^+ + h^0 + \sum_{j \in J} C g_j \). Fix \( \ell \in \mathbb{Z}_{>0} \) and fix \( k \in I^\ell \). We may assume that \( k \notin J \). Considering (2.32) we see that it suffices to prove that

\[
g_k \in n_X^+ + h^0 + \sum_{j \in J} C g_j.
\]
Since \( \{f_j\}_{j \in J} \) spans \( n^- \), we have \( f_k = \sum_{j \in J} a_j f_j \) for some \( a_j \in \mathbb{C} \). One obtains such a decomposition for \( f_k \) by repeatedly applying only Serre relations (2.3) for \( f_i \) and \( f_j \) for some \( i, j \in I \) such that \( \lambda_{ij} \leq \alpha_k \). This defines a finite sequence \( ((i_1, j_1), (i_2, j_2), \ldots, (i_r, j_r)) \) of pairs of nodes for some \( r \in \mathbb{Z}_{\geq 0} \). Now repeatedly apply the modified Serre relations to \( g_k \) given by the same sequence of pairs of nodes, see Lemma 2.17. At each step, using (2.31) where necessary, we obtain (instead of zero) an element of

\[
n_X^+ + h^\theta + \sum_{\alpha_j < \alpha_k} \mathbb{C} g_j = n_X^+ + h^\theta + \sum_{\alpha_j < \alpha_k} \mathbb{C} g_j + \sum_{j \in J} \mathbb{C} g_j
\]

so that \( g_k \) lies in this subspace of \( \mathfrak{e}_c \). By induction on \( \ell \) we obtain

\[
g_k \in n_X^+ + h^\theta + \sum_{\alpha_j < \alpha_k} \mathbb{C} g_j \subseteq n_X^+ + h^\theta + \sum_{j \in J} \mathbb{C} g_j
\]

as required. It remains to show that the sum is direct. Let \( j \in J \). Then \( f_j \) is nonzero. Because of \( \theta(g_j) = g_{-w_X \tau(j)} \) and the explicit formula (2.24), we have

\[
(2.41) \quad g_j - f_j \in n_X^+ + h_X + \sum_{\alpha_k < \alpha_j} \mathbb{C} g_k.
\]

Hence \( f_j = \pi_{-\alpha_j}(g_j) \) for all \( j \in J \). Thus the linear independence of \( \{f_k\}_{k \in J} \) together with the triangular decomposition \( \mathfrak{g} = n^+ \oplus h \oplus n^- \) implies that, as required,

\[
n_X^+ + h^\theta + \sum_{j \in J} \mathbb{C} g_j = n_X^+ + h^\theta + \bigoplus_{j \in J} \mathbb{C} g_j. \tag*{\Box}
\]

Remark 2.19. It is possible to write explicit expressions for the right-hand side of the modified Serre relations appearing in Lemma 2.17, at least when \( |a_{ij}| \leq 4 \), i.e. at least when \( A \) is of finite or affine type. Together with the relations (2.31) and the usual relations for \( \langle n_X^+, h^\theta \rangle \) inherited from \( \mathfrak{g} \), we claim that this yields an efficient presentation of \( \mathfrak{e}_c \) in terms of generators and relations for \( (X, \tau) \in \text{WSat}(A) \). See [Ko2, Sec. 7] for the analogous theory for the quantized versions of \( U(\mathfrak{e}_c) \) for \( (X, \tau) \in \text{Sat}(A) \): it can be immediately generalized to \( (X, \tau) \in \text{WSat}(A) \) because at no point is condition (2.27) necessary, just the weaker condition (2.29).

Corollary 2.20. Let \( (X, \tau) \in \text{GSat}(A) \). Suppose that \( c \in (\mathbb{C}^\times)^{I \setminus X} \) satisfies (2.35). Then the intersection condition (2.28) is satisfied.

Proof. Clearly \( h^\theta \subseteq \mathfrak{e}_c \cap h \); it remains to show the reverse inclusion. Suppose \( h \in \mathfrak{e}_c \cap h \). From \( \pi_{-\alpha_j}(g_j) = f_j \in n^- \) and the triangular decomposition \( \mathfrak{g} = n^+ \oplus h \oplus n^- \) we immediately deduce that \( h \in n_X^+ \oplus h^\theta \). From (2.17) we obtain \( h \in h^\theta \). \( \Box \)

In the next section we will consider an analogue of \( \mathfrak{e}_c \) in the quantum setting. It is worth noting that the universal enveloping algebra corresponding to \( \mathfrak{e}_c \) can be modified by scalar terms, allowing us to introduce another tuple \( s \in \mathbb{C}^{I \setminus X} \): \( U(\mathfrak{e}_c)_s \) is generated as a unital associative algebra by the subalgebras \( U(n_X^+) \) and \( U(h^\theta) \) and the elements \( g_i := f_i \) (for \( i \in X \)) and \( g_i := f_i + c_i \theta(f_i) + s_i \) (for \( j \in I \setminus X \)), see [Ko1, Cor. 2.9].

3. Quantum groups and quantum pair algebras

3.1. Drinfeld-Jimbo quantum groups. In the Drinfeld-Jimbo presentation [Dr1, Dr2, Ji1] quantum groups are typically defined as unital associative algebras over \( \mathbb{C}(q) \), the field of rational expressions in an indeterminate \( q \), with specific generators and relations. As we will be invoking Schur’s
lemma in Section 6 when discussing intertwiners, instead we will define them over an algebraic

closure \( \mathbb{K} \) of \( \mathbb{C}(q) \). Elsewhere one may replace \( \mathbb{K} \) by a quadratic closure of \( \mathbb{C}(q) \), in which case one

must choose the \( d_i \) appearing in (2.1) to be dyadic fractions. Note that \( q_i := q^{d_i} \in \mathbb{K} \) for \( i \in I \).

**Definition 3.1.** We denote by \( U_q(\mathfrak{g}) \) the Hopf algebra over \( \mathbb{K} \) with generators \( x_i, y_i \) and invertible \( k_i \) for \( i \in I \) satisfying the defining relations

\[
(3.1) \quad k_i k_j = k_j k_i, \quad k_i x_j = q^{a_{ij}} x_j k_i, \quad k_i y_j = q^{-a_{ij}} y_j k_i, \quad [x_i, y_j] = \delta_{ij} \frac{k_i - k_i^{-1}}{q_i - q_i^{-1}},
\]

\[
(3.2) \quad \sum_{r=0}^{1-a_{ij}} (-1)^r x_i^{(1-a_{ij}-r)} x_j x_i^{(r)} = \sum_{r=0}^{1-a_{ij}} (-1)^r y_i^{(1-a_{ij}-r)} y_j y_i^{(r)} = 0
\]

for all \( i, j \in I \). Here we have introduced the notations, for \( i \in I \) and \( r \in \mathbb{Z}_0 \),

\[
[r]_q = \frac{q^r - q^{-r}}{q - q^{-1}}, \quad [r]_q! = [r]_q [r-1]_q \cdots [2]_q [1]_q, \quad x_i^{(r)} = \frac{x_i^r}{[r]_q!}, \quad y_i^{(r)} = \frac{y_i^r}{[r]_q!}.
\]

The following assignments for \( i \in I \) determine the coproduct, counit and antipode:

\[
\Delta(x_i) = x_i \otimes 1 + k_i \otimes x_i, \quad \epsilon(x_i) = 0, \quad S(x_i) = -k_i^{-1} x_i,
\]

\[
\Delta(y_i) = y_i \otimes k_i^{-1} + 1 \otimes y_i, \quad \epsilon(y_i) = 0, \quad S(y_i) = -y_i k_i,
\]

\[
\Delta(k_i) = k_i \otimes k_i, \quad \epsilon(k_i) = 1, \quad S(k_i) = k_i^{-1}.
\]

For \( \mu = \sum_{i \in I} m_i \alpha_i \in \mathbb{Q} \) with \( m \in \mathbb{Z}^I \) write \( k_\mu = \prod_{i \in I} k_i^{m_i} \). We have the Hopf subalgebra

\[
(3.4) \quad U_q(\mathfrak{h}) := \langle k_i^{\pm 1} \rangle_{i \in I} = \bigoplus_{\mu \in \mathbb{Q}} \mathbb{K} k_\mu.
\]

Define the quantum root space of \( U_q(\mathfrak{g}) \) corresponding to \( \mu \in \mathbb{Q} \) by

\[
U_q(\mathfrak{g})_\mu = \{ a \in U_q(\mathfrak{g}) \mid \forall i \in I \ k_i a k_i^{-1} = q^{(\alpha_i, \mu)} a \} \subset U_q(\mathfrak{g})
\]

and one obtains a \( \mathbb{Q} \)-grading: \( U_q(\mathfrak{g}) = \bigoplus_{\mu \in \mathbb{Q}} U_q(\mathfrak{g})_\mu \).

Following [Ko1, Sec. 3.2], for \( \chi \in \widetilde{H}_q := \text{Hom}(Q, \mathbb{K}^\times) \), define \( \text{Ad}(\chi) \in \text{Aut}_{\text{Hopf}}(U_q(\mathfrak{g})) \) by

\[
\text{Ad}(\chi)(a) = \chi(\mu)(a), \quad \text{for all } a \in U_q(\mathfrak{g})_\mu, \mu \in \mathbb{Q},
\]

In other words, \( \text{Ad}(\chi)(x_i) = \chi(\alpha_i) x_i \) and \( \text{Ad}(\chi)(y_i) = \chi(\alpha_i)^{-1} y_i \) for all \( i \in I \) and \( \text{Ad}(\chi) \) acts as the identity on \( U_q(\mathfrak{h}) \). We may also view \( \text{Aut}(A) < \text{Aut}_{\text{Hopf}}(U_q(\mathfrak{g})) \) by setting

\[
(3.5) \quad \sigma(x_i) = x_{\sigma(i)}, \quad \sigma(y_i) = y_{\sigma(i)}, \quad \sigma(k_i) = k_{\sigma(i)} \quad \text{for all } \sigma \in \text{Aut}(A), i \in I.
\]

In \( \text{Aut}_{\text{Hopf}}(U_q(\mathfrak{g})) \) we may form the semidirect product \( \text{Ad}(\widetilde{H}_q) \rtimes \text{Aut}(A) \). According to [Tw, Thm. 2.1], in fact

\[
(3.6) \quad \text{Aut}_{\text{Hopf}}(U_q(\mathfrak{g})) = \text{Ad}(\widetilde{H}_q) \rtimes \text{Aut}(A).
\]

Coideal subalgebras \( \mathcal{B}, \mathcal{B}' \subseteq U_q(\mathfrak{g}) \) are called equivalent if there exists \( \phi \in \text{Aut}_{\text{Hopf}}(U_q(\mathfrak{g})) \) such that \( \phi(\mathcal{B}) = \mathcal{B}' \).

**Remark 3.2.** The full quantum Kac-Moody algebra \( U_q(\mathfrak{g})^{\text{ext}} \) is a larger Hopf algebra obtained as follows. We extend \( \mathfrak{h} \) to a larger vector space \( \mathfrak{h}^{\text{ext}} \) by adding basis elements \( \{ \lambda_s \}_{s=1}^{n'} \) with
\[ n' = \text{corank}(A) \text{ satisfying } \alpha_j(\lambda_s) \in \{0,1\} \text{ for all } j \in I \text{ and } 1 \leq s \leq n'. \]

Then \( U_q(\mathfrak{g}^{\text{ext}}) \) is the extension of \( U_q(\mathfrak{g}) \) by the invertible generators \( \{\Lambda_s\}_{s=1}^{n'} \) satisfying

\[
\Lambda_s x_i = q^{\alpha_i(\lambda_s)} x_i \Lambda_s, \quad \Lambda_s y_i = q^{-\alpha_i(\lambda_s)} y_i \Lambda_s, \quad [\Lambda_s, k_i] = 0, \quad [\Lambda_s, \Lambda_r] = 0.
\]

for \( i \in I \) and \( 1 \leq s, r \leq n' \). The Hopf algebra structure on \( U_q(\mathfrak{g}^{\text{ext}}) \) is the one on \( U_q(\mathfrak{g}) \) extended by

\[
\Delta(\Lambda_s) = \Lambda_s \otimes \Lambda_s, \quad \epsilon(\Lambda_s) = 1, \quad S(\Lambda_s) = \Lambda_s^{-1}
\]

for \( 1 \leq s \leq n' \). Note that a completion of \( U_q(\mathfrak{g}^{\text{ext}}) \) is used in the construction of the universal \( R \)-matrix when \( A \) is of affine type, see \textit{e.g.} [Dr1, FrRt, KhTo]. If the minimal realization \( (h^{\text{ext}}, \{h_i\}_{i \in I}, \{\alpha_i\}_{i \in I}) \) of \( A \) is compatible with \( \tau \) in the sense that there exists a permutation \( \tau \) of \( \{s\}_{1 \leq s \leq n'} \) such that \( \alpha_{\tau(s)}(\lambda_{\tau(s)}) = \alpha_i(\lambda_s) \) for all \( i \in I \) and \( 1 \leq s \leq n' \), then the theory set out in the next section can be extended to \( U_q(\mathfrak{g}^{\text{ext}}) \); see [Ko1, Sec. 2.6] for more detail and note also [BgKo2, Rmk. 8.2].

We now introduce various algebra automorphisms of \( U_q(\mathfrak{g}) \), again following [Ko1, Sec. 3.4 & 4.1]. Define \( \omega_q : U_q(\mathfrak{g}) \rightarrow U_q(\mathfrak{g}) \) by

\[
\omega_q(x_i) = -k_i^{-1} y_i, \quad \omega_q(y_i) = -x_i k_i, \quad \omega_q(k_i) = k_i^{-1} \quad \text{for } i \in I.
\]

For \( i \in I \) denote by \( T_i \) the algebra automorphism of \( U_q(\mathfrak{g}) \) called \( T_{i, 1} \) in [Lu, 37.1]:

\[
T_i(x_i) = -y_i k_i, \quad T_i(x_j) = \sum_{r=0}^{-a_{ij}} (-q_i)^r x_i^{(-a_{ij}+r)} x_j x_i^{(r)},
\]

\[
T_i(y_i) = -k_i^{-1} x_i, \quad T_i(y_j) = \sum_{r=0}^{-a_{ij}} (-q_i)^r y_i^{(r)} x_j y_i^{(-a_{ij}+r)},
\]

where \( j \in I \backslash \{i\} \), and \( T_i(k_{i\mu}) = k_{\tau(i\mu)} \) for \( \mu \in Q \); in particular \( T_i(U_q(\mathfrak{g})_\mu) = U_q(\mathfrak{g})_{\tau(i\mu)} \). Owing to [Lu, 39.4.3] the \( T_i \) satisfy the braid relations \( (2.6) \) associated to \( A \). Hence we have a well-defined

\[
T_w := T_{i_1} T_{i_2} \cdots T_{i_\ell} \in U_q(\mathfrak{g})
\]

where \( w = r_{i_1} r_{i_2} \cdots r_{i_\ell} \) with \( i_1, \ldots, i_\ell \in I \) is a reduced decomposition for \( w \in W \).

### 3.2. Quantum pair algebras

We consider an algebra automorphism which is a quantum analog of \( \theta(X, \tau) \) following [Ko1, Def. 4.3].

**Definition 3.3.** Let \( X \subseteq I \) with \( A_X \) of finite type and let \( \tau \in \text{Aut}(A) \) be an involution such that \( (2.15) \) is satisfied. The \textit{algebra automorphism associated to} \( (X, \tau) \) is

\[
\theta_q = \theta_q(X, \tau) := T_w X \tau \omega_q.
\]

**Proposition 3.4.** Let \( X \subseteq I \) with \( A_X \) of finite type and let \( \tau \in \text{Aut}(A) \) be an involution such that \( (2.15) \) is satisfied. Then

\[
\theta_q(a) = a \quad \text{for all } a \in U_q(\mathfrak{g}_X),
\]

\[
\theta_q(U_q(\mathfrak{g})_\mu) = U_q(\mathfrak{g})_{\theta(\mu)} \quad \text{for all } \mu \in Q,
\]

\[
\theta_q(k_{i\mu}) = k_{\theta(i\mu)} \quad \text{for all } \mu \in Q,
\]

\[
U_q(\mathfrak{h})^{\theta_q} = \langle \{k_j^{\pm 1}\}_{j \in X}, \{k_j k_{\tau(j)}^{-1}, k_j^{-1} k_{\tau(j)}\}_{j \in I^*} \rangle,
\]

where \( I^* \subseteq I \backslash X \) is as in Proposition 2.5.
Proof. Identity (3.10) is a consequence of [Ko1, Lem. 3.4]. We obtain (3.11) as a consequence of the corresponding properties of the three constituent automorphisms $T_{wx}$, $\tau$ and $\omega_q$. Next, (3.12) immediately follows from $\omega_q(k_{\mu}) = k_{-\mu}$, $\tau(k_{\mu}) = k_{\tau(\mu)}$ and $T_i(k_{\mu}) = k_{\tau(\mu)}$ for $i \in I$. Finally, (3.13) follows from (3.12) and the proof of (2.20) in Proposition 2.5. \hfill \Box

The following definition is due to [Ko1, Def. 5.6] (also see [Le2, Sec. 7, Variation 2]).

**Definition 3.5.** Let $X \subseteq I$ with $A_X$ of finite type and let $\tau \in \text{Aut}(A)$ be an involution such that (2.15) is satisfied. Let $c = (c_j)_{j \in I \setminus X} \in (\mathbb{K}^\times)^{I \setminus X}$ and $s = (s_j)_{j \in I \setminus X} \in \mathbb{K}^{I \setminus X}$ and denote

$$
(3.14) \quad b_i = \begin{cases} y_i & \text{if } i \in X, \\ y_i + c_i\theta_q(y_i k_i)k_i^{-1} - s_i k_i^{-1} & \text{otherwise} \end{cases}
$$

and

$$
U_q(n^+_X) = \langle x_i \rangle_{i \in X}.
$$

The subalgebra associated to $(X, \tau, c, s)$ is

$$
(3.15) \quad B_{c,s} = B_{c,s}(X, \tau) := \langle U_q(n^+_X), U_q(\mathfrak{h})^{\theta_q}, \{b_i\}_{i \in I} \rangle.
$$

**Proposition 3.6.** Let $X \subseteq I$ with $A_X$ of finite type and let $\tau \in \text{Aut}(A)$ be an involution such that (2.15) is satisfied. Let $c = (c_j)_{j \in I \setminus X} \in (\mathbb{K}^\times)^{I \setminus X}$ and $s = (s_j)_{j \in I \setminus X} \in \mathbb{K}^{I \setminus X}$. Then $B_{c,s}$ is a right coideal of $U_q(\mathfrak{g})$:

$$
\Delta(B_{c,s}) \subseteq B_{c,s} \otimes U_q(\mathfrak{g}).
$$

**Proof.** This is [Ko1, Prop. 5.2]. We emphasize that neither (2.27) nor the weaker condition (2.29) is needed to establish this. \hfill \Box

Note that a left coideal subalgebra is obtained by applying the antipode or its inverse to $B_{c,s}$. The arguments in [Ko1, Sec. 10], which crucially do not rely on (2.27), imply the following.

**Proposition 3.7.** Let $(X, \tau) \in \text{GSat}(A)$. Suppose $c \in (\mathbb{K}^\times)^{I \setminus X}$ and $s \in \mathbb{K}^{I \setminus X}$ are such that

$$
(3.16) \quad B_{c,s} \cap U_q(\mathfrak{h}) = U_q(\mathfrak{h})^{\theta_q}
$$

holds. Then $B_{c,s}(X, \tau)$ specializes to $U(\mathfrak{k}_c(X, \tau))_s$ at $q = 1$.

Equation (3.16) holds if the tuples $c$ and $s$ satisfy certain constraints.

**Remark 3.8.** The same constraints also arise when trying to find a nontrivial intertwiner for the restrictions of the vector representation $\mathcal{T}_u$ of $U_q(\mathfrak{g})$ to $B_{c,s}$, see Theorem 9.1. This can be understood roughly as follows. The vector representation $\mathcal{T}_u$ of $U_q(\mathfrak{g})$ is a particular representation on a finite-dimensional vector space, which has the property that elements of $U_q(\mathfrak{h})$ are mapped to diagonal matrices; on the other hand the images of the generators $b_j$ are non-diagonal matrices. An intertwiner of $\mathcal{T}_u|_{B_{c,s}}$ is a matrix $K(u)$ that commutes with the action of $B_{c,s}$ given by the representation $\mathcal{T}_u$. If there are too many elements of $U_q(\mathfrak{h})$ in $B_{c,s}$ compared to the number of $b_j$ (given by the cardinality of $I \setminus X$) then this puts too many restrictions on the intertwiner $K(u)$ and forces it to be as zero matrix. It appears that the subalgebra $B_{c,s} \cap U_q(\mathfrak{h})$ is of the “correct” size precisely if it is as small as possible, i.e. if it equals $U_q(\mathfrak{h})^{\theta_q}$. \hfill \Box

To describe these constraints on $c$ and $s$ one needs to single out certain $\tau$-orbits of $I \setminus X$. As in Proposition 2.5, choose a subset $I^* \subseteq I \setminus X$ containing precisely one element of every $\tau$-orbit.
Consider the following subsets of $I^*$:

\[ I_{\text{diff}} = \{ j \in I^* | j \neq \tau(j) \text{ and } (\alpha_j, \theta(\alpha_j)) \neq 0 \}, \]
\[ I_{\text{ns}} = \{ j \in I^* | j = \tau(j) \text{ and } a_{ij} = 0 \forall i \in X \}, \]
\[ I_{\text{nsf}} = \{ j \in I_{\text{ns}} | a_{ij} \in 2\mathbb{Z} \forall i \in I_{\text{ns}} \}. \]

**Definition 3.9.** Let $(X, \tau) \in \text{GSat}(A)$. We call a $\tau$-orbit $Y \subseteq I \setminus X$ special if

\[ Y = \{ j \} \text{ such that } j \in I_{\text{nsf}}, \quad \text{or} \]
\[ Y = \{ j, \tau(j) \} \text{ such that one of } j, \tau(j) \text{ is in } I_{\text{diff}}. \]

\[ \varnothing \]

**Example 3.10.** In these examples we choose the standard labelling $I = \{0,1,\ldots,n\}$ for untwisted affine Dynkin diagrams; in particular $\{1,\ldots,n\}$ labels the associated finite Dynkin diagram.

(i) Consider the Cartan matrix of type $A_3^{(1)}$ with $I = \{0,1,2,3\}$. It can be straightforwardly verified that $(X, \tau) = (\{2\}, (13)) \in \text{Sat}(A) \subseteq \text{GSat}(A)$. The diagram is

We have $w_X = r_2$ and hence

\[ \theta(\alpha_0) = \alpha_0, \quad \theta(\alpha_1) = -\alpha_2 - \alpha_3, \quad \theta(\alpha_2) = \alpha_2, \quad \theta(\alpha_3) = -\alpha_1 - \alpha_2. \]

Choose $I^* = \{0,1\}$. We obtain $I_{\text{diff}} = \{1\}$ and $I_{\text{ns}} = I_{\text{nsf}} = \{0\}$.

(ii) Fix $n \geq 4$ and consider the Cartan matrix of type $C_n^{(1)}$ with $I = \{0,1,\ldots,n\}$. Then $(X, \tau) = (\{0,1,\ldots,n-3\}, \text{id}) \in \text{GSat}(A) \setminus \text{Sat}(A)$. The diagram in this case is

\[ 0 \quad 1 \quad \cdots \quad n-3 \quad n-2 \quad n \]

Necessarily, $I^* = I \setminus X$. From $a_{n-1,n} = -2$ and $a_{n,n-1} = -1$ we derive

\[ I_{\text{diff}} = \emptyset, \quad I_{\text{ns}} = \{ n-1, n \}, \quad I_{\text{nsf}} = \{ n \}. \]

The special $\tau$-orbits in $I \setminus X$ are characterized diagrammatically as follows. Note that for $j \in I \setminus X$, by virtue of [Ko1, Lem. 5.3], $\tau(X) = X$ and Lemma 2.3, the condition $j \neq \tau(j)$ and $(\alpha_j, \theta(\alpha_j)) \neq 0$ appearing in the definition of $I_{\text{diff}}$ is equivalent to the premise in (2.35). Hence $I_{\text{diff}}$ corresponds to those nontrivial $\tau$-orbits of unfilled nodes which neighbour each other or at least one filled node. Next, $I_{\text{ns}}$ corresponds precisely to all unfilled nodes which are fixed by $\tau$ and do not neighbour any filled nodes. One obtains $I_{\text{nsf}}$ by taking those nodes $j \in I_{\text{ns}}$ all of whose neighbours $i \in I_{\text{ns}}$ are connected to $j$ by edges with even multiplicity and not directed towards $j$ (in particular $d_i \leq d_j$, i.e. $\alpha_i$ must not be longer than $\alpha_j$).

The sets $I_{\text{diff}}$ and $I_{\text{nsf}}$ will be important for $\text{Ad}(\tilde{H}_q)$-equivalences of algebras $B_{c,s}$, see Corollary 7.13. For now, following [Ko1, (5.9) and (5.11)], we define the sets of suitable parameters:

\[ C = C(X, \tau) = \{ c \in (\mathbb{K}^*)^{I \setminus X} | \forall j \in I^*: c_j \neq c_{\tau(j)} \Rightarrow j \in I_{\text{diff}} \}, \]
\[ S = S(X, \tau) = \{ s \in \mathbb{K}^{I \setminus X} | \forall j \in I^*: s_j \neq 0 \Rightarrow j \in I_{\text{nsf}} \}. \]

**Definition 3.11.** Fix $(X, \tau) \in \text{GSat}(A)$. If $c \in C$ and $s \in S$ we call $B_{c,s}$ a quantum pair (QP) algebra. If in addition $(X, \tau) \in \text{Sat}(A)$, then $B_{c,s}$ is known as a quantum symmetric pair (QSP) algebra, see [Ko1, Def. 5.6].
Proposition 3.12. Let \((X, \tau) \in \text{GSat}(A), \ c \in \mathcal{C}\) and \(s \in \mathcal{S}\).

(i) The number of free parameters in \(B_{c,s}\) is \(|I^*| + |I_{\text{diff}} \cup I_{\text{nsf}}|\).

(ii) The intersection condition (3.16) holds.

Proof. To prove statement (i), note that for each \(j \in I^*\) there is a free parameter \(c_j \in \mathbb{K}^\times\). The defining conditions of the sets \(\mathcal{C}\) and \(\mathcal{S}\) in (3.20-3.21) imply that there can only be one additional free parameter for each \(j \in I_{\text{diff}} \cup I_{\text{nsf}}\).

Statement (ii) follows from the arguments in [Ko1, Secs. 5–7]. In these sections the only place in [Ko1] where (2.27) is used is in [Ko1, Proof of Lem. 5.11, Step 1]. However, it is clear that the necessary condition in there is precisely (2.29). \(\square\)

Remark 3.13.

(i) We will see in Section 7.2 that \(B_{c,s}\) is equivalent to a coideal subalgebra with \(|I_{\text{diff}} \cup I_{\text{nsf}}|\) free parameters. This can be accomplished by applying a suitable Hopf algebra automorphism, which carries the remaining \(|I^*|\) degrees of freedom.

(ii) For \((X, \tau) = (\emptyset, \text{id})\) Basilehac and Belliard in [BsBe1, Prop. 2.1] considered the algebra \(B_{c,s}\) with, according to some combinatorial prescription, either \(s_j^2 c_j^{-1}\) a particular rational expression in \(q_j, s_j = 0 \text{ or } s_j \in \mathbb{K} \text{ free}, \) for each \(j \in I_{\text{ns}} = I\). In this case the algebra \(B_{c,s}\) is called a generalized q-Onsager algebra. However it appears that for arbitrary \((X, \tau) \in \text{GSat}(A)\) the same prescription for \(s_j\) with \(j \in I_{\text{ns}}\) yields a coideal subalgebra \(B_{c,s}\) satisfying (3.16); in this case it is convenient to redefine \(\mathcal{S}\) and \(I_{\text{nsf}}\). In order to obtain an algebra inequivalent to any QP algebra, one must have \(I_{\text{nsf}} \neq I_{\text{ns}}\). A unified theoretical treatment of QP algebras and such generalized q-Onsager algebras will be presented elsewhere.

3.3. Untwisted affine Dynkin diagrams of classical Lie type. We now restrict to the case where \(A\) is of affine type. Then the kernel of \(A\) is one-dimensional; in other words, there exists a unique tuple \((a_i)_{i \in I}\) of coprime positive integers such that

\[
\sum_{j \in I} a_{ij} a_j = 0
\]

(see e.g. [Ca, Ch. 17]). Hence (2.1) implies that

\[
k_c := \prod_{j \in I} k_j^{a_{ij}}
\]

is central in \(U_q(\mathfrak{g})\). The quotient \(U_q(\mathfrak{g})/(k_c - 1)U_q(\mathfrak{g})\) is called the quantum loop algebra. A theory of coideal subalgebras of \(U_q(\mathfrak{g})/(k_c - 1)U_q(\mathfrak{g})\) can be developed (see [Ko1, Sec. 11] and references therein) which is very similar to the one for \(U_q(\mathfrak{g})\). Furthermore, all finite-dimensional representations \(\rho : U_q(\mathfrak{g}) \to \text{End}(V)\), including \(\mathcal{T}_\lambda\), satisfy \(\rho(k_c) = \text{Id}_V\) (level-zero representations) so that \(\rho\) factors through a representation of \(U_q(\mathfrak{g})/(k_c - 1)U_q(\mathfrak{g})\).

We furthermore assume that \(A\) is an untwisted affine Cartan matrix. We choose \(I = \{0, \ldots, n\}\) such that \(n = \text{rank}(A)\) and \(I \setminus \{0\}\) indexes the corresponding Cartan matrix \(A_{\text{fin}} := (a_{ij})_{1 \leq i, j \leq n}\) of finite type; in particular \(a_0 = 1\). Finally, we assume \(A_{\text{fin}}\) is one of the classical Lie types \(A_{\geq 1}, B_{\geq 1}, C_{\geq 1}, D_{\geq 3}\). Accordingly, the associated (semi)simple Lie algebra \(\mathfrak{g}_{\text{fin}} := \langle e_i, f_i \rangle_{1 \leq i \leq n} \subset \mathfrak{g}\) equals \(\mathfrak{sl}_N\) with \(N := n + 1\), \(\mathfrak{so}_N\) with \(N := 2n + 1\), \(\mathfrak{sp}_N\) with \(N := 2n\) or \(\mathfrak{so}_N\) with \(N := 2n\), respectively. In Table 1 we list the untwisted affine Cartan matrices \(A\) of classical Lie type and our choice of the corresponding \((d_i)_{i \in I}\), see (2.1).
Table 1. Dynkin diagrams of untwisted affine Lie algebras of classical types, the
generalized Cartan matrix $A$ and the positive rationals $d_i$. We refer the reader to
[Ca, Appendix] for more details on the Cartan matrices of finite and affine type.

| Name       | Diagram                  | Cartan matrix $A = (a_{ij})_{0 \leq i,j \leq n}$ | $d_i$ ($0 \leq i \leq n$) |
|------------|--------------------------|--------------------------------------------------|-----------------------------|
| $A_{1}^{(1)}$ | \( \begin{array}{c}
0 \quad 1 \\
\end{array} \) \( \begin{array}{cc}
2 & -2 \\
-2 & 2 \\
\end{array} \) | $d_0 = d_1 = 1$ |
| $A_{n\geq2}^{(1)}$ | \( \begin{array}{c}
n \quad 0 \\
1 \quad 2 \\
\end{array} \) \( \begin{array}{ccc}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2 \\
\end{array} \) | $d_0 = \ldots = d_n = 1$ |
| $B_{n\geq3}^{(1)}$ | \( \begin{array}{c}
1 \quad 2 \quad 3 \\
n-2 \quad n-1 \\
\end{array} \) \( \begin{array}{ccc}
2 & -1 & -1 \\
-1 & -1 & -1 \\
-1 & 2 & -1 \\
\end{array} \) | $d_0 = \ldots = d_{n-1} = 1$ $d_n = \frac{1}{2}$ |
| $C_{n\geq2}^{(1)}$ | \( \begin{array}{c}
1 \quad 2 \quad 3 \\
n-2 \quad n-1 \\
\end{array} \) \( \begin{array}{ccc}
2 & -1 & -1 \\
-1 & -1 & -1 \\
-1 & 2 & -1 \\
\end{array} \) | $d_0 = d_n = 2$ $d_1 = \ldots = d_{n-1} = 1$ |
| $D_{n\geq4}^{(1)}$ | \( \begin{array}{c}
1 \quad 2 \quad 3 \\
n-2 \quad n-1 \\
\end{array} \) \( \begin{array}{ccc}
2 & -1 & -1 \\
-1 & -1 & -1 \\
-1 & 2 & -1 \\
\end{array} \) | $d_0 = \ldots = d_n = 1$ |

Define the following elements of $\text{Aut}(A)$:

$$
\psi := \begin{cases}
\prod_{i=1}^{\lfloor \frac{n}{2} \rfloor} (i, n + 1 - i) & \text{for } A_{n}^{(1)}, \\
\text{id} & \text{otherwise,}
\end{cases}
$$

$$
\psi' := \prod_{i=0}^{\lfloor \frac{n-1}{2} \rfloor} (i, n - i) & \text{for } A_{n}^{(1)},
\rho := (01 \ldots n) & \text{for } A_{n}^{(1)},
\pi := \begin{cases}
\prod_{i=0}^{\lfloor \frac{n-1}{2} \rfloor} (i, i + \frac{n+1}{2}) & \text{for } A_{n}^{(1)} \text{ if } n \text{ is odd,}
\prod_{i=0}^{\lfloor \frac{n-1}{2} \rfloor} (i, n - i) & \text{for } C_{n}^{(1)} \text{ and } D_{n}^{(1)},
\end{cases}
\phi_1 := (01) & \text{for } B_{n}^{(1)} \text{ and } D_{n}^{(1)},
\phi_2 := (n-1n) & \text{for } D_{n}^{(1)},
\phi_{12} := (01)(n-1n) & \text{for } D_{n}^{(1)}.
$$
In Table 2 we have summarized relevant properties of $\text{Aut}(A)$.

**Table 2. Properties of $\text{Aut}(A)$.** For $A$ of type $A_n^{(1)}$ or $D_n^{(1)}$ we first list our chosen generators of $\text{Aut}(A)$ and subsequently other relevant elements. For $A$ of type $B_n^{(1)}$ or $C_n^{(1)}$ the group $\text{Aut}(A)$ is of order 2, so there is only one choice of generator (which is automatically an involution). We denote by $\text{Cyc}_N$, $\text{Dih}_N$ and $\text{Sym}_N$ the cyclic, dihedral and symmetric groups of order $N$, $2N$ and $N!$, respectively.

| Type       | $\text{Aut}(A)$ | Important elements | Relations |
|------------|------------------|--------------------|-----------|
| $A_n^{(1)}$ | $\text{Dih}_N$ if $n \geq 2$ | $\rho$ | $\rho^N = \psi^2 = \text{id}$, $(\psi \cdot \rho)^2 = \text{id}$ |
|            | $\text{Cyc}_2$ if $n = 1$ | $\psi$ | $\psi' = \psi \cdot \rho$, $\psi'^2 = \text{id}$ |
|            |                  | $\pi$ | $\pi = \rho^{N/2}$ |
| $B_n^{(1)}$ | $\text{Cyc}_2$ | $\phi_1$ | $\phi_1^2 = \text{id}$ |
| $C_n^{(1)}$ | $\text{Cyc}_2$ | $\pi$ | $\pi^2 = \text{id}$ |
| $D_n^{(1)}$ | $\text{Dih}_4$ | $\pi$ | $\pi^2 = \phi_1^2 = \text{id}$, $(\pi \cdot \phi_1)^4 = \text{id}$ |
|            |                  | $\phi_1$ | $\phi_2 = \pi \cdot \phi_1 \cdot \pi$ |
|            |                  | $\phi_{12}$ | $\phi_{12} = (\pi \cdot \phi_1)^2$ |
| $D_4^{(1)}$ | $\text{Sym}_4$ | (14) | As for $n > 4$, and additionally $(14)^2 = \text{id}$, $((14) \cdot \pi)^4 = \text{id}$, $((14) \cdot \phi_1)^3 = \text{id}$ |
4. The vector representation

In this section, adhering closely to [KISg, Sec. 8.4.1] we give the description of the vector (also called natural or first fundamental) representation\(^1\) \(\mathcal{T}\) of \(U_q(\mathfrak{g}^{\text{fin}})\) on \(\mathbb{K}^N\), when \(\mathfrak{g}^{\text{fin}}\) is \(\mathfrak{sl}_N\), \(\mathfrak{so}_N\) and \(\mathfrak{sp}_N\). We then turn this representation into an evaluation representation \(\mathcal{T}_u\) of \(U_q(\mathfrak{g})\) by means of affinization in the homogeneous grading defined by \(x_i \mapsto \delta_{i0}, y_i \mapsto -\delta_{i0}\) (see [KKMMNN]). However, we first need to introduce some additional notation that we will make use of throughout the remaining parts of the paper.

4.1. Notation. In will be convenient to label the standard basis of \(\mathbb{K}^N\) by

\[
\langle N \rangle = \begin{cases} 
\{1, 2, \ldots, N\} & \text{for } \mathfrak{sl}_N, \\
\{-n, \ldots, -1, 1, \ldots, n\} & \text{for } \mathfrak{so}_{2n} \text{ and } \mathfrak{sp}_{2n}, \\
\{-n, \ldots, -1, 0, 1, \ldots, n\} & \text{for } \mathfrak{so}_{2n+1}.
\end{cases}
\]

Define \(\vartheta, \vartheta_i, \nu_i \in \frac{1}{2} \mathbb{Z}\) for \(i \in \langle N \rangle\) by

\[
\vartheta = \begin{cases} 
(1)^n, & \\
1, & \\
-1, &
\end{cases}
\]

\[
\vartheta_i = \begin{cases} 
(-1)^i, & \\
1, & \\
\text{sgn}(i), &
\end{cases}
\]

\[
\nu_i = \begin{cases} 
i - \frac{N+1}{2} & \text{for } \mathfrak{sl}_N, \\
i - \text{sgn}(i)(n - \kappa) & \text{for } \mathfrak{so}_N, \\
i & \text{for } \mathfrak{sp}_N,
\end{cases}
\]

where

\[
\kappa = \frac{N}{2} - \vartheta.
\]

We also note that for orthogonal and symplectic cases our tuple \((-\nu_n, \ldots, -\nu_1)\) corresponds to the tuple \((\varrho_1, \ldots, \varrho_N)\) in [FRT, §1] and in [KISg, Sec. 8.4.2].

Let \(E_{ij}\) denote the usual \(N \times N\) elementary matrices, i.e. \((E_{ij})_{kl} = \delta_{ik}\delta_{jl}\) with \(i, j, k, l \in \langle N \rangle\). Given \(m_i \in \mathbb{Z}\) for all \(i \in \langle N \rangle\), we write

\[
q^{-\sum_{i \in \langle N \rangle} m_i E_{ii}} = \sum_{i \in \langle N \rangle} q^{m_i} E_{ii}.
\]

We denote by \(\text{Id} = \sum_{i \in \langle N \rangle} E_{ii}\) the identity matrix in \(\text{End}(\mathbb{K}^N)\). For orthogonal and symplectic cases, we additionally set

\[
F_{ij} = E_{ij} - \vartheta_i \vartheta_j E_{-j,-i}, \quad \text{so that } F_{ij} + \vartheta_i \vartheta_j F_{-i,-j} = 0
\]

and, for ease of notation, we will write \(j = n + 1 - j\) for any \(j \in I\).

4.2. The representations \(\mathcal{T}\) and \(\mathcal{T}_u\). The vector representation \(\mathcal{T} : U_q(\mathfrak{g}^{\text{fin}}) \to \text{End}(\mathbb{K}^N)\) is the \(N\)-dimensional irreducible highest-weight representation of \(U_q(\mathfrak{g}^{\text{fin}})\) with the highest weight \((q, 1, \ldots, 1) \in \mathbb{K}^n\) and a highest weight vector \((1, 0, \ldots, 0)^t \in \mathbb{K}^N\) defined as follows. For \(\mathfrak{sl}_N\) it is

\[
x_i \mapsto E_{i,i+1}, \quad y_i \mapsto E_{i+1,i}, \quad k_i \mapsto q^{E_{ii} - E_{i+1,i+1}} \quad \text{for } 1 \leq i \leq n.
\]

For \(\mathfrak{so}_N\) and \(\mathfrak{sp}_N\), upon defining \(c = [\varrho]_{l/2}^{1/2}\), it is

\[
x_i \mapsto F_{-i,-i+1}, \quad y_i \mapsto F_{-i+1,-i}, \quad k_i \mapsto q^{F_{i,i+1} - F_{i+1,i+1}} \quad \text{for } 1 \leq i < n.
\]

\(^1\)Our choice of the vector representation agrees with [KISg, Sec. 8.4.1] up to the Chevalley automorphism; for \(U_q(\mathfrak{sl}_N)\) it agrees with [FrMn, Lem. 3.4].
and
\begin{equation}
(4.7) \quad x_n \mapsto \begin{cases} c(E_{-1,0} - q^{\frac{n}{2}}E_{01}), & \text{for } so_{2n+1}, \\
\frac{1}{2}F_{-1,1}, & \text{for } sp_n, \\
F_{-2,1}, & \text{for } so_{2n}.
\end{cases}
\end{equation}

Consider the natural inclusion of Hopf algebras $\iota : U_q(\mathfrak{g}^{\text{fin}}) \to U_q(\mathfrak{g})$. Let $u \in \mathbb{K}^\times$. We extend the highest-weight representation $\mathcal{T} : U_q(\mathfrak{g}^{\text{fin}}) \to \text{End}(\mathbb{K}^N)$ to a pseudo-highest-weight representation $\mathcal{T}_u : U_q(\mathfrak{g}) \to \text{End}(\mathbb{K}^N)$, depending polynomially on $u^{\pm 1}$. We fix $\mathcal{T}_u(u(a)) := \mathcal{T}(a)$ for all $a \in U_q(\mathfrak{g}^{\text{fin}})$ and for the remaining generators $x_0, y_0$ and $k_0$ we define
\begin{equation}
(4.8) \quad x_0 \mapsto \begin{cases} uE_{1N}, & \text{for } \mathfrak{sl}_N, \\
uF_{n-1,-n}, & \text{for } \mathfrak{sp}_N, \\
\frac{1}{2}uF_{n,n}, & \text{for } \mathfrak{so}_N.
\end{cases}
\end{equation}

\begin{equation}
(4.9) \quad \phi^* \in \text{Hom}(V^*, V) \quad \text{for all } a \in \mathcal{H}, \ v \in V, \ \phi \in V^*.
\end{equation}

If $\varphi^\ast$ is equivalent to $\varphi$, i.e. if there exists an invertible $\phi \in \text{Hom}(V, V^*)$ such that for all $a \in \mathcal{H}$ we have $\varphi^\ast (a) \circ \phi = \phi \circ \varphi(a)$, then $\varphi$ is called a self-dual representation. The following definition is a generalization of this notion.

**Definition 4.1.** Let $\mathcal{H}$ be a Hopf algebra and $\sigma \in \text{Aut}_{\text{Hopf}}(\mathcal{H})$ an involution. Let $\varphi$ be a representation of $\mathcal{H}$ on a finite-dimensional vector space $V$ over a field $F$. Then $\varphi$ is called $\sigma$-skewed self-dual if $\varphi^\ast$ is equivalent to $\varphi \circ \sigma$.

Recall the involution $\psi$ from (3.24); note that $\psi$ restricts to an element of $\text{Aut}(A^{\text{fin}})$. We will show below that $\mathcal{T}$ and $\mathcal{T}_u$ are $\psi$-skewed self-dual representations. Let us identify the vector spaces $(\mathbb{K}^N)^*$ and $\mathbb{K}^N$ in the natural way. Denote the usual transposition in $\text{End}(\mathbb{K}^N)$ by $t$, viz. $E_{ij}^t = E_{ji}$ and write $\mathcal{T}^t(a) = (\mathcal{T}(a))^t$ for all $a \in U_q(\mathfrak{g}^{\text{fin}})$ and $\mathcal{T}_u^t(a) = (\mathcal{T}_u(a))^t$ for all $a \in U_q(\mathfrak{g})$. Then the $\psi$-skewed self-duality of $\mathcal{T}$ is equivalent to the statement that there exists $C \in \text{GL}(\mathbb{K}^N)$ such that
\begin{equation}
(4.10) \quad C \mathcal{T}(\psi(a)) = \mathcal{T}^t(S(a)) C \quad \text{for all } a \in U_q(\mathfrak{g}^{\text{fin}}).
\end{equation}

For the representation $\mathcal{T}_u$ we need to allow a shift in $u$. It follows that $\mathcal{T}_u$ is $\psi$-skewed self-dual if and only if there exists $C \in \text{GL}(\mathbb{K}^N)$ and $\bar{q} \in \mathbb{K}^\times$ such that
\begin{equation}
(4.11) \quad C \mathcal{T}_u(\psi(a)) = \mathcal{T}_u^t(S(a)) C \quad \text{for all } a \in U_q(\mathfrak{g}).
\end{equation}

We now give explicit expressions for $C$ and $\bar{q}$, using which we can derive (4.10-4.11) (in other words, the $\psi$-skewed self-duality properties):
\begin{equation}
C = \begin{cases} \sum_{i \in \langle N \rangle} \theta_i q^{\kappa_i} E_{-N+1-i,i} & \text{for } \mathfrak{sl}_N, \\
\sum_{i \in \langle N \rangle} \theta_i q^{\kappa_i} E_{-i,i} & \text{for } \mathfrak{sp}_N, \\
\bar{q} = \begin{cases} (-1)^{N/2} q^{N/2} & \text{for } \mathfrak{sl}_N, \\
q^\kappa & \text{otherwise}.
\end{cases}
\end{cases}
\end{equation}
Note that $C^2 = \theta \text{Id}$. Taking (4.12) into account, we have the following statements.

**Lemma 4.2.** The representation $\mathcal{F}$ of $U_q(\mathfrak{g}^{\text{fin}})$ is $\psi$-skewed self-dual.

**Proof.** We only need to show this property for the generators of the algebra. For $\mathfrak{so}_N$ and $\mathfrak{sp}_N$ it was shown in Prop. 20 in [KISg, Sec. 8.4.2]. For $\mathfrak{sl}_N$ it follows by a direct computation using

(4.13) \[ C^{-1}E_{ij}C = (-q)^{i-j}E_{N-i+1,N-j+1}. \]

Recall that $\psi : x_i \mapsto x_{N-i}$, $y_i \mapsto y_{N-i}$ and $k_i \mapsto k_{N-i}$. Thus

\[
C^{-1}\mathcal{F}^t(S(k_i))C = C^{-1}q^{E_{i+1,i+1}-E_{ii}}C = q^{E_{N-i,N-i}+E_{ii}+1} = \mathcal{F}(\psi(k_i)),
\]
\[
C^{-1}\mathcal{F}^t(S(x_i))C = C^{-1}E_{i+1,i}q^{E_{i+1,i+1}-E_{ii}}C = E_{N-i,N-i+1} = \mathcal{F}(\psi(x_i)),
\]
\[
C^{-1}\mathcal{F}^t(S(y_i))C = C^{-1}q^{-E_{ii}-E_{i+1,i+1}}E_{i+1,i}C = E_{N-i+1,N-i} = \mathcal{F}(\psi(y_i)). \]

□

**Lemma 4.3.** For any $u \in \mathbb{K}^\times$ the representation $\mathcal{F}_u$ of $U_q(\mathfrak{g})$ is $\psi$-skewed self-dual.

**Proof.** It is enough to check that (4.11) holds for $x_i$, $y_i$, and $k_i$ with $0 \leq i \leq n$. By Lemma 4.2 we already know that this is true when $1 \leq i \leq n$. Thus we only need to check that (4.11) holds when $i = 0$, which again follows by a direct computation. For $\mathfrak{sl}_N$, using (4.13), we have

\[
C^{-1}\mathcal{F}^t_u(S(k_0))C = C^{-1}q^{E_{11}-E_{NN}}C = q^{E_{NN}-E_{11}} = \mathcal{F}^t_u(\psi(k_0)),
\]
\[
C^{-1}\mathcal{F}^t_u(S(x_0))C = (-q)^N u C^{-1}E_{11}q^{E_{11}-E_{NN}}C = u E_{11} = \mathcal{F}_u(\psi(x_0)),
\]
\[
C^{-1}\mathcal{F}^t_u(S(y_0))C = (-q)^{-N} u^{-1} C^{-1}q^{E_{NN}-E_{11}}E_{11}C = u^{-1} E_{11} = \mathcal{F}_u(\psi(y_0)). \]

Next, analogous to (4.13), for $\widehat{\mathfrak{so}}_N$ and $\widehat{\mathfrak{sp}}_N$ we derive $C^{-1}F_{ij}C = -q^{\nu_i-\nu_j}F_{ji}$. Thus, for $\widehat{\mathfrak{so}}_N$ we have $q^2 = q^{N-2} = q^{2\nu_n}$. It follows that

\[
C^{-1}\mathcal{F}^t_u(S(k_0))C = C^{-1}q^{-F_{n-1,n-1}}F_{nn}C = q^{F_{n-1,n-1}+F_{nn}} = \mathcal{F}_u(\psi(k_0)),
\]
\[
C^{-1}\mathcal{F}^t_u(S(x_0))C = -q^{2\nu_n} u C^{-1}F_{n-1,n}q^{-F_{n-1,n}-F_{nn}}C = u F_{n-1,n} = \mathcal{F}_u(\psi(x_0)),
\]
\[
C^{-1}\mathcal{F}^t_u(S(y_0))C = -q^{-2\nu_n} u^{-1} C^{-1}q^{F_{n-1,n-1}+F_{nn}}F_{n-1,n}C = u^{-1} F_{n-1,n} = \mathcal{F}_u(\psi(y_0)). \]

For $\widehat{\mathfrak{sp}}_N$ we have $q^2 = q^{N+2} = q^{2\nu_n+2}$ and

\[
C^{-1}\mathcal{F}^t_u(S(k_0))C = C^{-1}q^{-2F_{nn}}C = q^{2F_{nn}} = \mathcal{F}_u(\psi(k_0)),
\]
\[
C^{-1}\mathcal{F}^t_u(S(x_0))C = -\frac{1}{2} q^{2\nu_n+2} u C^{-1}F_{n,n}q^{-2F_{nn}}C = \frac{1}{2} u F_{n,n} = \mathcal{F}_u(\psi(x_0)),
\]
\[
C^{-1}\mathcal{F}^t_u(S(y_0))C = -\frac{1}{2} q^{-2\nu_n-2} u^{-1} C^{-1}q^{2F_{nn}}F_{n,n}C = \frac{1}{2} u^{-1} F_{n,n} = \mathcal{F}_u(\psi(y_0)). \]

□

5. **R-matrices and the quantum Yang-Baxter equation**

This section summarizes and elaborates on various results involving trigonometric solutions of the quantum Yang-Baxter equation listed in [Bzh, FRT, Ji2, Ji3, KISg].

5.1. **Constant R-matrices.** We start by defining certain linear operators acting on the tensor product $\mathbb{K}^N \otimes \mathbb{K}^N$. The identity matrix in $\text{End}(\mathbb{K}^N)^{\otimes 2}$ given by $\sum_{i,j \in \{N\}} E_{ii} \otimes E_{jj}$ will be denoted by $\text{Id}$. (Note that $\text{Id}$ also denotes the identity matrix in $\text{End}(\mathbb{K}^N)$; it will always be clear from the
context which \( \text{Id} \) is used.) We introduce the permutation operator \( P \) and a projection-like operator \( Q_q \), both in \( \text{End}(\mathbb{K}^N) \otimes 2 \), by

\[
P = \sum_{i,j \in \langle N \rangle} E_{ij} \otimes E_{ji}, \quad Q_q = \begin{cases} 0 & \text{for } \mathfrak{sl}_N, \\ \sum_{i,j \in \langle N \rangle} \vartheta i \vartheta j q^{\nu_i - \nu_j} E_{ij} \otimes E_{-i,-j} & \text{otherwise}, \end{cases}
\]

which satisfy \( P^2 = \text{Id} \) and \( Q_q^2 = NQ_q \). Next, introduce the constant \( R \)-matrix \( R_q \in \text{End}(\mathbb{K}^N) \otimes 2 \).

\[
R_q = \sum_{i,j \in \langle N \rangle} \left( q^{\delta ij} E_{ii} \otimes E_{jj} + \delta_{i<j}(q - q^{-1})E_{ij} \otimes E_{ji} \right).
\]

For \( \mathfrak{so}_N \) and \( \mathfrak{sp}_N \) it is

\[
R_q = \sum_{i,j \in \langle N \rangle} \left( q^{\delta ij - \delta i,j} E_{ii} \otimes E_{jj} + \delta_{i<j}(q - q^{-1})(E_{ij} \otimes E_{ji} - \vartheta i \vartheta j q^{\nu_i - \nu_j} E_{ij} \otimes E_{-i,-j}) \right).
\]

The \( R \)-matrix \( R_q \) is a solution of the constant quantum Yang-Baxter equation, viz.

\[
R_{12}R_{13}R_{23} = R_{23}R_{13}R_{12},
\]

where \( R_{ij} \) denotes \( R_q \) acting nontrivially on the \( i \)-th and \( j \)-th factors of \( (\mathbb{K}^N)^{\otimes 3} \) only. It can be checked by a direct computation that matrices defined in (5.1-5.3) satisfy the identity

\[
R_q - PR_q^{-1}P = (q - q^{-1})(P - Q_q).
\]

In order to state some useful properties of the matrices \( P, Q_q \) and \( R_q \) that will be important later we need the following. We will use the notation \( t \) for transposition in \( \text{End}(\mathbb{K}^N) \otimes 2 \), viz. \( (E_{ij} \otimes E_{kl})^t = E_{ji} \otimes E_{lk} \). Furthermore, \( t_1 \) and \( t_2 \) will denote partial transpositions on \( \text{End}(\mathbb{K}^N) \otimes 2 \) with respect to the first and the second tensor factor, respectively: \( (E_{ij} \otimes E_{kl})^{t_1} = E_{ji} \otimes E_{kl} \) and \( (E_{ij} \otimes E_{kl})^{t_2} = E_{ij} \otimes E_{lk} \).

\textbf{PT-symmetry:} We have

\[
P^t = P, \quad Q_q^t = PQ_qP, \quad R_q^t = PR_qP.
\]

\textbf{Bar-symmetry:} We have

\[
Q_q^{-1} = PQ_qP, \quad R_q^{-1} = R_q^{-1}.
\]

\textbf{C-symmetry:} In the orthogonal and symplectic cases we have the following identities involving \( C \):

\[
P^{t_1} = C_1Q_q^{-1}C_1, \quad Q_q^{t_1} = C_1PC_1^{-1}, \quad R_q^{t_1} = C_1R_q^{-1}C_1^{-1},
\]

\[
P^{t_2} = C_2^tQ_q^{-1}(C_2^t)^{-1}, \quad Q_q^{t_2} = C_2^tP(C_2^t)^{-1}, \quad R_q^{t_2} = C_2^tR_q^{-1}(C_2^t)^{-1},
\]

where \( C_1 = C \otimes \text{Id}, \; C_2 \; \text{Id} \otimes C \). For \( \mathfrak{sl}_2 \) we have

\[
P^{t_1} = \frac{qC_1R_q^{-1}C_1^{-1} - q^{-1}C_2R_qC_2^{-1}}{q - q^{-1}}, \quad R_q^{t_1} = qC_1R_q^{-1}C_1^{-1},
\]

\[
P^{t_2} = \frac{qC_2^tR_q^{-1}(C_2^t)^{-1} - q^{-1}C_1R_q(C_1^t)^{-1}}{q - q^{-1}}, \quad R_q^{t_2} = qC_2^tR_q^{-1}(C_2^t)^{-1}.
\]

In all cases, including \( \mathfrak{sl}_N > 2 \), we have

\[
C_1C_2P = P^tC_1C_2, \quad C_1C_2Q_q = Q_q^tC_1C_2, \quad C_1C_2R_q = R_q^tC_1C_2.
\]
**Eigenvalues and polynomial identities:** Writing $\hat{R}_q = PR_q$ and $\hat{Q}_q = PQ_q$, from (5.5) we infer

\[(5.11) \quad \hat{Q}_q \hat{R}_q = \hat{R}_q \hat{Q}_q = \vartheta q^{\kappa-N} \hat{Q}_q,\]

\[(5.12) \quad \hat{Q}_q^2 = (1 + \vartheta [N - \vartheta] q) \hat{Q}_q,\]

and the identities

\[(5.13) \quad \hat{R}_q^2 = (q - q^{-1})(\hat{R}_q - \vartheta q^{\kappa-N} \hat{Q}_q) + \text{Id},\]

\[(5.14) \quad (\hat{R}_q - q \text{Id})(\hat{R}_q + q^{-1} \text{Id})(\hat{R}_q - \vartheta q^{\kappa-N} \text{Id}) = 0,\]

which simplify to $(\hat{R}_q - q \text{Id})(\hat{R}_q + q^{-1} \text{Id}) = 0$ for $\mathfrak{sl}_N$. More precisely, the eigenvalues $q, -q^{-1}$ and $\vartheta q^{\kappa-N}$ of $\hat{R}_q$ have the following multiplicities:

\[(N+1)/2, \quad N/2, \quad 0 \text{ for } \mathfrak{sl}_N,\]

\[(N+1)/2 - 1, \quad N/2, \quad 1 \text{ for } \mathfrak{so}_N,\]

\[(N+1)/2, \quad (N/2) - 1, \quad 1 \text{ for } \mathfrak{sp}_N,\]

which are the dimensions of the symmetric, antisymmetric and trivial representations of $\mathfrak{g}^{\text{fin}}$.

**5.2 R-matrices with spectral parameter.** The R-matrix $R(u) \in \text{End}(\mathbb{K}^N)^{\otimes 2}$, depending rationally on the spectral parameter $u$, is defined by

\[(5.16) \quad R_q(u) = R(u) = f_q(u) R_q + \frac{(q - q^{-1})u}{q - q^{-1}} \left( P - \frac{1 - u}{q^{2\kappa} - u} Q_q \right) \quad \text{ where } f_q(u) = \frac{1 - u}{q - q^{-1}u}.\]

The constant R-matrices are recovered by setting $u = 0$: $R_q(0) = q^{-1} R_q$. We will mostly write $R(u)$ and reserve the notation $R_q(u)$ to special cases such as $R_{q^{-1}}(u)$ when needed. These R-matrices are solutions of the quantum Yang-Baxter equation with spectral parameters,

\[(5.17) \quad R_{12}(\frac{u}{w}) R_{13}(\frac{v}{w}) R_{23}(\frac{w}{u}) = R_{23}(\frac{u}{w}) R_{13}(\frac{v}{w}) R_{12}(\frac{w}{u}),\]

where $R_{ij}(u)$ is $R(u)$ acting nontrivially on the $i$-th and $j$-th factors of $(\mathbb{K}^N)^{\otimes 3}$. This can be checked directly using (5.4), the Yang-Baxter equation for $R_q$ (5.4) and identities such as (5.5).

The R-matrices with spectral parameter satisfy many additional properties that will be relevant later on. First we list properties in which the spectral parameter plays a role; these are not direct analogues of properties of $R_q$.

**Regularity:** Immediately from (5.16) we have

\[(5.18) \quad R(1) = P.\]

**Unitarity:** From (5.17-5.18) it follows that $R(u)R_{21}(u^{-1})$ is a scalar multiple of $\text{Id}$, where $R_{21}(u) := PR(u)P$. Owing to the chosen normalization we in fact have, for generic values of $u$,

\[(5.19) \quad R(u)^{-1} = R_{21}(u^{-1})\]

and, in particular, $R(u)$ is invertible.

**Affinization identity:** From (5.5) and (5.16) one finds that $\hat{R}(u) := PR(u)$ satisfies

\[(5.20) \quad \hat{R}(u) = \frac{\hat{R}_q - u \hat{R}_q^{-1}}{q - q^{-1}u} + \frac{(q - q^{-1})(q^\kappa - q^{-\kappa})u}{(q - q^{-1}u)(q^\kappa - q^{-\kappa}u)} \hat{Q}_q\]

\[= \frac{(1 - u)(q^\kappa \hat{R}_q - q^{-\kappa}u \hat{R}_q^{-1}) + (q - q^{-1})(q^\kappa - q^{-\kappa})u \text{Id}}{(q - q^{-1}u)(q^\kappa - q^{-\kappa}u)}.\]

Relations such as (5.20) are also known as Baxterization identities, see [KLSh, Sec. 8.7.1].
In addition to the properties listed above, the matrix $R(u)$ inherits properties obeyed by the matrices $P$, $Q_u$ and $R_u$. 

**PT-symmetry:** As a consequence of (5.6) we have

$(5.21)$ \[ R(u)^t = R_{21}(u), \quad R(u)^{\prime t} = PR(u)^{\prime t}P. \]

**Bar-symmetry:** Define $\bar{R}(u) = R_{0-1}(u)$. Then from (5.7) one obtains

$(5.22)$ \[ \bar{R}(u) = R(u)^{-1}. \]

**C-symmetry:** For $\mathfrak{so}_N$, $\mathfrak{sp}_N$ and $\mathfrak{sl}_2$, owing to (5.8-5.10) and (5.19), we obtain

$(5.23)$ \[ R(u)^{\prime t} = \tilde{f}_q(u) C_1 R(\tilde{q}^{-2} u)^{-1} C_1^{-1}, \quad R(u)^{t_2} = \tilde{f}_q(u) C_2^t R(\tilde{q}^{-2} u)^{-1} (C_2^t)^{-1}, \]

where $\tilde{f}_q(u) := f_q(u)$ for $\mathfrak{sl}_2$ and $\tilde{f}_q(u) := \frac{f_q(u)}{\tilde{f}_q(q^{2u-a-i})}$ otherwise. For all types of $A$ (including $\mathfrak{sl}_{N>2}$) we have

$(5.24)$ \[ R(u)^{t} C_1 C_2 = C_1 C_2 R(u). \]

**Eigenvalues and polynomial identities:** As a consequence of (5.11-5.14), the matrix $\hat{R}(u)$ satisfies

$(5.25)$ \[ \hat{Q}_q \hat{R}(u) = \hat{R}(u) \hat{Q}_q = \vartheta \frac{q^{-\vartheta} - q^{\vartheta} u q^{-\kappa} - q^{\kappa} u}{q - q^{-1} u} \hat{Q}_q, \]

and the identities

$(5.26)$ \[ \hat{R}(u)^2 = \frac{(q - q^{-1}) (1 + u)}{q - q^{-1} u} \left( \hat{R}(u) - \vartheta \frac{q^{-\vartheta} - q^{\vartheta} u}{q - q^{-1} u} \left( \frac{1 - u}{q^{\kappa} - q^{-\kappa} u} \right)^2 \hat{Q}_q \right) + \frac{q^{-1} - qu}{q - q^{-1} u} \text{Id}, \]

$(5.27)$ \[ \left( \hat{R}(u) - \text{Id} \right) \left( \hat{R}(u) + \frac{q^{-1} - qu}{q - q^{-1} u} \text{Id} \right) \left( \hat{R}(u) - \vartheta \frac{q^{-\vartheta} - q^{\vartheta} u q^{-\kappa} - q^{\kappa} u}{q - q^{-1} u} \text{Id} \right) = 0, \]

which for $\mathfrak{sl}_N$ simplifies to

\[ \left( \hat{R}(u) - \text{Id} \right) \left( \hat{R}(u) + \frac{q^{-1} - qu}{q - q^{-1} u} \text{Id} \right) = 0. \]

The multiplicities of the eigenvalues $1$, $-\frac{q^{-1} - qu}{q - q^{-1} u}$ and $\vartheta \frac{q^{-\vartheta} - q^{\vartheta} u q^{-\kappa} - q^{\kappa} u}{q - q^{-1} u}$ of $\hat{R}(u)$ are as in (5.15).

**Remark 5.1.** Note that the R-matrices $R_q(u)$ for $\mathfrak{sl}_2$ and $R_{q^{1/2}}(u)$ for $\mathfrak{sp}_2$ are both equal to

$(5.28)$ \[ R(u) = P + f_q(u) \left( E_{11} \otimes E_{22} + E_{22} \otimes E_{11} - q^{-1} E_{12} \otimes E_{21} - q E_{21} \otimes E_{12} \right) \]

which, up to a similarity transformation, is Baxter’s R-matrix for the six-vertex model [Ba2].

**5.3. The R-matrix as intertwiner of vector representations.** The R-matrix $R(\frac{u}{v})$ is the intertwiner for the representation $\mathcal{T}_u \otimes \mathcal{V}_v$, that is

$(5.29)$ \[ R(\frac{u}{v})(\mathcal{T}_u \otimes \mathcal{V}_v)(\Delta_{op}(a)) = (\mathcal{T}_u \otimes \mathcal{V}_v)(\Delta(a)) R(\frac{u}{v}) \quad \text{for all } a \in U_q(\mathfrak{g}). \]

This equality can be used to define the R-matrix up to a scalar factor, provided (5.29) has a nonzero solution. This follows from the well-known fact that for generic values of $u/v$ the tensor product $\mathcal{T}_u \otimes \mathcal{V}_v$ is an irreducible representation of $U_q(\mathfrak{g})$ and an application of Schur’s lemma. Indeed, Schur’s lemma guarantees that $R(\frac{u}{v})$ is invertible for generic values of $u/v$. Now let $R'(\frac{u}{v})$ be any other nonzero solution to (5.29), then $(\mathcal{T}_u \otimes \mathcal{V}_v)(\Delta(a)) R(\frac{u}{v}) R'(\frac{u}{v})^{-1} = R(\frac{u}{v})(\mathcal{T}_u \otimes \mathcal{V}_v)(\Delta_{op}(a)) R'(\frac{u}{v})^{-1} = R(\frac{u}{v}) R'(\frac{u}{v})^{-1} (\mathcal{T}_u \otimes \mathcal{V}_v)(\Delta(a))$. Since $\mathbb{K}$ is algebraically closed, it follows by Schur’s lemma (e.g. as formulated in [EGHLSVY, Sec. 1.3]) that $R(\frac{u}{v}) R'(\frac{u}{v})^{-1} \in \mathbb{K}$Id. In [Ji2] this approach was taken to construct R-matrices for the vector representation $\mathcal{T}_u$ when $\mathfrak{g}$ ranges over all (untwisted and twisted) affine Lie algebras of classical Lie type.
Furthermore, the properties listed in Section 5.2 can be obtained, even without relying on an explicit expression for \( R(u) \). Most importantly, the Yang-Baxter equation (5.17) can be derived by observing that both sides of (5.17) intertwine the action of \( U_q(\mathfrak{g}) \) on \((\mathbb{K}^N)^{\otimes 3}\) given by \((\mathcal{T}_u \otimes \mathcal{T}_v \otimes \mathcal{T}_w)((\Delta \otimes \text{id})(\Delta(u)))\). Since \( \mathcal{T}_u \otimes \mathcal{T}_v \otimes \mathcal{T}_w \) is also an irreducible representation of \( U_q(\mathfrak{g}) \) for generic values of \( u/v \) and \( v/w \), both sides must be identical up to a scalar. To show that the scalar factor equals 1 one uses that \( R(u) \) has a constant eigenvector of the form \( e \otimes e \) with \( e \in \mathbb{K}^N \). Alternatively (and this argument can be applied in a more general context), one takes determinants to show that the scalar factor must be an \( N^3 \)-th root of unity; since it also depends rationally on the spectral parameters it must be constant with respect to \( u/v \) and \( v/w \). By setting \( u/v = v/w = 1 \) and using (5.18) one sees that the factor is 1.

**Remark 5.2.**

(i) We note that the representation \( \mathcal{T} \otimes \mathcal{T} \) of the quantum group \( U_q(\mathfrak{g}^{\text{fin}}) \) is reducible. In particular, the equality \( R_q(\mathcal{T} \otimes \mathcal{T})(\Delta(a)) = (\mathcal{T} \otimes \mathcal{T})(\Delta^{\text{op}}(a))R_q \) for all \( a \in U_q(\mathfrak{g}^{\text{fin}}) \) (cf. (5.29)) does not have a unique solution, thus cannot be viewed as the defining relation for the constant \( R \)-matrices (5.2) and (5.3).

(ii) Recall that a universal \( R \)-matrix \( R \) of a Hopf algebra \( \mathcal{H} \) (see e.g. [Dr1]) is an invertible element in \( \mathcal{H} \otimes \mathcal{H} \) satisfying the following properties:

\[
(\Delta \otimes \text{id})(R) = R_{23}R_{13}, \quad (\text{id} \otimes \Delta)(R) = R_{12}R_{13},
\]

from which one obtains

\[
R_{12}R_{13}R_{23} = R_{23}R_{13}R_{12}.
\]

Given representations \( \rho_i : \mathcal{H} \to \text{End}(V_i) \) for some vector space \( V_i \) with \( i \in \{1,2,3\} \), denote \( R^{(i,j)} = (\rho_i \otimes \rho_j)(R) \) for \( i,j \in \{1,2,3\} \). Then applying \( \rho_1 \otimes \rho_2 \otimes \rho_3 \) to (5.32) and viewing \( R^{(i,j)} \) as an element of \( \text{End}(V_1 \otimes V_2 \otimes V_3) \) acting nontrivially on \( V_i \otimes V_j \) only, one obtains the Yang-Baxter equation

\[
R^{(1,2)}R^{(1,3)}R^{(2,3)} = R^{(2,3)}R^{(1,3)}R^{(1,2)},
\]

whether \( \rho_1 \otimes \rho_2 \otimes \rho_3 \) is irreducible or not. Such a universal \( R \)-matrix \( R \) exists if \( \mathcal{H} = U_q(\mathfrak{g}) \).

6. K-matrices and the reflection equation

6.1. Reflection equation. Solutions of the constant reflection equation corresponding to Riemannian quantum symmetric spaces of classical type have been obtained in [NoSu, Sec. 3] and [NDS, Sec. 2]. In this section we will introduce versions of the (parameter-dependent) reflection equation (RE) and discuss these in the context of irreducible finite-dimensional representations of suitable coideal subalgebras of a Hopf algebra.

More precisely, let \( R(u) \) be one of the \( R \)-matrices with spectral parameter discussed in Section 5.2. Our goal is to find invertible \( K \)-matrices \( K(u) \in \text{End}(\mathbb{K}^N) \), depending rationally on \( u \), that are solutions of the un twisted reflection equation [Ch1]

\[
R_{21}(\frac{u}{v})K_1(u)R(uv)K_2(v) = K_2(v)R_{21}(uv)K_1(u)R(\frac{u}{v}),
\]

and the twisted reflection equation [KuSk2]

\[
R(\frac{u}{v})K_1(u)R(\frac{uv}{w})K_2(v) = K_2(v)R(\frac{uv}{w})K_1(u)R(\frac{u}{v}),
\]
where \( K_1(u) = K(u) \otimes \text{Id} \) and \( K_2(u) = \text{Id} \otimes K(u) \). Using unitarity (5.19) and PT-symmetry (5.21), we note that the twisted reflection equation can be written alternatively as
\[
R_{21}(\frac{\eta}{v})^t K_1(u) (R(uv)^{-1}) t^2 K_2(v) = K_2(v) (R_{21}(uv)^{-1}) t^1 K_1(u) R(\frac{\eta}{v}).
\]
Equation (6.3) is more natural in the sense that unitarity (5.19) and PT-symmetry (5.21) are no longer needed when proving statements involving this reflection equation.

We will be interested in solutions of the reflection equations above which are associated to right coideal subalgebras \( \mathcal{B} \subset U_q(\mathfrak{g}) \). This will be explained in detail in Section 6.2 below. For now we will briefly comment on some general properties of solutions of (6.1) and (6.2).

**Lemma 6.1.** Assume that \( \mathfrak{g}^{\text{fin}} = \mathfrak{sl}_2, \mathfrak{so}_N \) or \( \mathfrak{sp}_N \). Then \( \tilde{K}(u) := CK(\tilde{u}) \) is a solution of (6.3) precisely if \( K(u) \) is a solution of (6.1).

**Proof.** Using the second equation in (5.23) we derive that
\[
(R(uv)^{-1}) t^2 C_2 = \tilde{f}_q(uv) C_2 R(q^2 uv)
\]
and hence, by conjugating with \( P \),
\[
(R_{21}(uv)^{-1}) t^1 C_1 = \tilde{f}_q(uv) C_1 R_{21}(q^2 uv).
\]
By virtue of (5.24) we see that the left-hand side of (6.3) for \( K(u) = \tilde{K}(u) \) equals
\[
\tilde{f}_q(uv) C_1 C_2 R_{21}(\frac{\eta}{v}) K_1(\tilde{u}) R(q^2 uv) K_2(\tilde{q} v),
\]
whereas the right-hand side becomes
\[
\tilde{f}_q(uv) C_1 C_2 K_2(\tilde{q} v) R_{21}(q^2 uv) K_1(\tilde{u}) R(\frac{\eta}{v}).
\]
The equivalence of (6.1) with \( K(u) \) and (6.3) with \( \tilde{K}(u) = CK(\tilde{u}) \) is now obvious.

Because in most cases Lemma 6.1 implies that a classification of solutions of (6.1) produces a classification of solutions of (6.2), it is only necessary to consider (6.2) if \( \mathfrak{g}^{\text{fin}} = \mathfrak{sl}_N > 2 \).

**Lemma 6.2.** Suppose \( K(u) \in \text{End}(\mathbb{K}^N) \) is a solution of (6.1) or (6.3). Then
\begin{itemize}
  \item[(i)] \( \tilde{K}(u) := K(-u) \) is a solution of the same equation;
  \item[(ii)] \( \tilde{K}(u) := m(u) K(u) \) is a solution of the same equation for any \( m(u) : \mathbb{K} \to \mathbb{K} \);
  \item[(iii)] \( K^Z(u) := Z(\frac{\eta}{v})^{-1} K(u) Z(\eta u) \) is a solution of (6.1) or \( K^Z(u) := Z(\frac{\eta}{v})^{-1} K(u) Z(\eta u) \) is a solution of (6.3), respectively, for any \( \eta \in \mathbb{K}^\times \) and any \( Z(u) \in \text{End}(\mathbb{K}^N) \) depending rationally on \( u \) and satisfying
\end{itemize}
\[
[R(\frac{\eta}{v}), Z(u) \otimes Z(v)] = 0.
\]

**Proof.** Statements (i) and (ii) are obvious. Statement (iii) is a special case of [Sk, Prop. 2] in the case of the untwisted reflection equation; for the twisted reflection equation it is entirely analogous, relying on the identities
\[
R_{21}(\frac{\eta}{v})^t Z_1(\eta u) Z_2(\eta v) = Z_1(\eta u) Z_2(\eta v) R(\frac{\eta}{v}),
\]
\[
R_{21}(\frac{\eta}{v})^t Z_1(\frac{\eta}{v})^t Z_2(\frac{\eta}{v})^t = Z_1(\frac{\eta}{v})^t Z_2(\frac{\eta}{v})^t R_{21}(\frac{\eta}{v})^t,
\]
\[
Z_1(\eta u) (R(uv)^{-1}) t^2 Z_2(\eta v) = Z_2(\frac{\eta}{v})^t (R(uv)^{-1}) t^2 Z_1(\eta u),
\]
\[
Z_2(\eta v) (R_{21}(uv)^{-1}) t^1 Z_1(\frac{\eta}{v})^t = Z_1(\frac{\eta}{v})^t (R_{21}(uv)^{-1}) t^1 Z_2(\eta v),
\]
all of which follow straightforwardly from (6.4). \( \square \)
Equation (6.4) can be thought of as a version of the Yang-Baxter equation with one tensor factor replaced by the ground field $\mathbb{K}$. To our best knowledge, all invertible solutions of (6.4), with $R(u)$ defined by (5.16), form a group of matrices depending rationally on $u$ isomorphic to $\text{Ad}(\hat{H}_q) \rtimes \Sigma_A$, cf. (3.6). The elements of $\text{Ad}(\hat{H}_q)$ correspond to certain constant diagonal matrices, whereas elements of $\Sigma_A \leq \text{Aut}(A)$ correspond to matrices possibly with a nontrivial dependence on $u$. We explore this in more detail in Section 7.

Remark 6.3. Equations (6.1) and (6.2) are often referred to as right reflection equations, since they have an interpretation of a factorized scattering of particles off the right end of a semi-infinite line or a segment, see e.g. [Ch1, GhZa, Sk]. For example for (6.1) this can be seen by writing it as

\begin{equation}
\hat{R}(uv)K_2(v)\hat{R}(u)K_2(u) = K_2(v)\hat{R}(uv)K_2(u)\hat{R}(u).
\end{equation}

where $\hat{R}(u) = PR(u)$; in this presentation $K$-matrices appear in the right tensorand only. Note that this is at odds with other conventions, see for instance [BgKo2], where (6.5) holds but with $\hat{R}(u) = R(u)P$ instead. In Section 10.1 we discuss how reflection equations appear in the theory of quantum integrable systems, including left reflection equations.

6.2. Boundary intertwining equation. Fix a right coideal subalgebra $\mathcal{B} \subset U_q(\mathfrak{g})$. The untwisted boundary intertwining equation for the pair $(K(u), \eta) \in \text{End}(\mathbb{K}^N) \times \mathbb{K}^\times$ is the equation

\begin{equation}
K(u)\mathcal{T}_u(b) = \mathcal{T}_{u/b}(b)K(u) \quad \text{for all } b \in \mathcal{B}.
\end{equation}

The twisted boundary intertwining equation for the pair $(K(u), \eta) \in \text{End}(\mathbb{K}^N) \times \mathbb{K}^\times$ is the equation

\begin{equation}
K(u)\mathcal{T}_u(b) = \mathcal{T}_{u/b}(S(b))K(u) \quad \text{for all } b \in \mathcal{B}.
\end{equation}

We view these as equations for matrix-valued rational functions of $u$. We call $\eta$ the scaling parameter. We say that $K(u)$ is an (un)twisted $K$-matrix if it is a solution of the (un)twisted boundary intertwining equation, respectively.

The equations above are analogues of the intertwining equation (5.29). We will use these equations to find solutions of the reflection equations (6.1) and (6.3), respectively, following the arguments presented in [DeMk, Sec. 2] and [DeGe, Sec. 3]. We will make this more precise shortly. The main benefit of using boundary intertwining equations to find $K$-matrices is that they are linear in $K(u)$, whereas REs are quadratic in $K(u)$.

We make the following observations about solutions of (6.6) and (6.7). Note that we will only be interested in nontrivial solutions $(K(u), \eta)$, i.e. with $K(u) \neq 0$.

Lemma 6.4. Let $\mathcal{B} \subset U_q(\mathfrak{g})$ be a right coideal subalgebra. Suppose $(K(u), \eta)$ is a solution of (6.6) or (6.7). Then:

(i) $(K(u), -\eta)$ with $\tilde{K}(u) := K(-u)$ is a solution of the same equation.

(ii) $(K(u), \eta)$ with $\tilde{K}(u) := m(u)K(u)$ is a solution of the same equation for any $m(u) : \mathbb{K} \to \mathbb{K}$.

Proof. We obtain (i) by applying $(u, \eta) \mapsto (-u, -\eta)$ in (6.6) and (6.7). Statement (ii) is obvious.

Lemma 6.4 corresponds directly to Lemma 6.2 (i)-(ii). We will discuss analogs of Lemma 6.2 (iii) on the level of the intertwining equation in Section 7.

Lemma 6.5. Let $\mathcal{B} \subset U_q(\mathfrak{g})$ be a right coideal subalgebra. Suppose $\mathcal{T}_u|_{\mathcal{B}}$ is irreducible for generic values of $u$. If a nontrivial solution $(K(u), \eta)$ to (6.6) or (6.7) exists, then $K(u)$ is invertible for generic values of $u$ and is unique, up to a scalar factor.
Proof. Suppose $u$ is generic. Let $(K(u, \eta))$ be a nontrivial solution of (6.6). By Schur’s lemma $K(u)$ is invertible. Now let $(K'(u, \eta))$ be any other nontrivial solution with the same $\eta$. Then $K'(u)^{-1}K(u)\tau_{\eta}(b) = K(u)^{-1}\tau_{\eta}(b)K(u) = \tau_{\eta}(b)K'(u)^{-1}K(u)$ for any $b \in \mathcal{B}$. It follows by Schur’s lemma for algebraically closed fields that $K'(u)^{-1}K(u)$ must be proportional to a scalar. Proving invertibility and uniqueness of a solution $K(u)$ of (6.7) is analogous.

By multiplying $K(u)$ by a suitable polynomial in $u$ of minimal degree we may clear denominators in $K(u)$ and obtain a matrix with polynomial entries, which is uniquely defined up to an element of $\mathbb{K}^\times$. We define $d_{\text{eff}}(K)$, the effective degree of $K(u)$, to be the degree of this polynomial matrix. We now demonstrate that solutions of (6.6) and (6.7) indeed satisfy (6.1) and (6.2), under suitable assumptions.

**Proposition 6.6.** Let $\mathcal{B} \subset U_\eta(\mathfrak{g})$ be a right coideal subalgebra and let $(K(u, \eta))$ be a nontrivial solution of the boundary intertwining equation (6.6). If $(\tau_u \otimes \tau_v)|_{\mathcal{B}}$ is irreducible for generic values of $u$ and $v$, then $K(u)$ is a solution of the reflection equation (6.1).

Proof. The main idea of this proof first appeared in [DeMk, Sec. 2.2] and [DeGe, Sec. 3]; it is an adaptation of an argument by Jimbo [Ji2, Proof of Prop. 3]. Let $u$ and $v$ be generic. Now note that (5.29) is equivalent to

$$R_{21}(\frac{a}{b})(\tau_{u\otimes\tau_v})(\Delta(a)) = (\tau_{u\otimes\tau_v})(\Delta_{\text{op}}(a))R_{21}(\frac{a}{b}) \quad \text{for all } a \in U_\eta(\mathfrak{g}).$$

Since $\mathcal{B}$ is a right coideal subalgebra of $U_\eta(\mathfrak{g})$, for all $b \in \mathcal{B}$ we have

$$K_2(v)(\tau_u \otimes \tau_v)(\Delta_{\text{op}}(b)) = (\tau_u \otimes \tau_v)(\Delta_{\text{op}}(b))K_2(v),$$

$$(\tau_u \otimes \tau_v)(\Delta(b)) = (\tau_u \otimes \tau_v)(\Delta(b))K_1(u).$$

Denote the left and right hand sides of (6.1) by $\text{RE}_1(u, v)$ and $\text{RE}_2(u, v)$, respectively. Applying $\text{RE}_1(u, v)$ to $(\tau_u \otimes \tau_v)(\Delta_{\text{op}}(b))$ we obtain

$$R_{21}(\frac{a}{b})K_1(u)R(uv)K_2(v)(\tau_u \otimes \tau_v)(\Delta_{\text{op}}(b)) =$$

$$\overset{(6.9)}{=} R_{21}(\frac{a}{b})K_1(u)R(uv)(\tau_u \otimes \tau_v)(\Delta_{\text{op}}(b))K_2(v)$$

$$\overset{(5.29)}{=} R_{21}(\frac{a}{b})K_1(u)(\tau_u \otimes \tau_v)(\Delta(b))R(uv)K_2(v)$$

$$\overset{(6.10)}{=} R_{21}(\frac{a}{b})(\tau_u \otimes \tau_v)(\Delta(b))K_1(u)R(uv)K_2(v)$$

$$\overset{(6.8)}{=} (\tau_u \otimes \tau_v)(\Delta_{\text{op}}(b))R_{21}(\frac{a}{b})K_1(u)R(uv)K_2(v),$$

for all $b \in \mathcal{B}$. In a similar way we can show $\text{RE}_2(u, v)$ also intertwines $(\tau_u \otimes \tau_v)(\Delta_{\text{op}}(b))$ with $(\tau_{u\otimes\tau_v})(\Delta_{\text{op}}(b))$ for all $b \in \mathcal{B}$.

Since $(\tau_u \otimes \tau_v)|_{\mathcal{B}}$ is irreducible, it follows that $\tau_u|_{\mathcal{B}}$ and $\tau_v|_{\mathcal{B}}$ are also irreducible and, by Lemma 6.5, both $K(u)$ and $K(v)$ are invertible. Hence $\text{RE}_2(u, v)$ is also invertible and $\text{RE}_2(u, v)^{-1}\text{RE}_1(u, v)$ intertwines $(\tau_u \otimes \tau_v)(\Delta_{\text{op}}(B))$ with itself. By Schur’s lemma $\text{RE}_1(u, v) = \zeta(u, v)\text{RE}_2(u, v)$ for some $\zeta(u, v) \in \mathbb{K}$. It remains to show that $\zeta(u, v) = 1$. Note that $\zeta(u, v)$ depends rationally on $u$ and $v$ since the operators appearing in (6.1) depend rationally on $u$ and $v$. Taking the determinant of both sides of (6.1) yields $\zeta(u, v)^{N^2} = 1$. Because the set of $N^2$-th roots of unity is discrete in $\mathbb{K}$, it follows that $\zeta(u, v) = \zeta$ must be constant. Now by virtue of (5.18), taking $u = v$ in both sides of (6.1) we obtain $\zeta = 1$ as required.

To demonstrate the analogous statement in the twisted case, i.e. that a solution of (6.7) is also a solution of (6.2), we need the additional lemma stated below.
Lemma 6.7. The following identities hold for all \( a \in U_q(\mathfrak{g}) \) and generic values of \( u \) and \( v \):

\[
(6.11) \quad (R(uv)^{-1})^{t_2}(\mathcal{F}_a \otimes \mathcal{F}_{1/v}^t)(\text{id} \otimes S)(\Delta^{\text{op}}(a)) = (\mathcal{F}_a \otimes \mathcal{F}_{1/v}^t)(\text{id} \otimes S)(\Delta(a))(R(uv)^{-1})^{t_2},
\]

\[
(6.12) \quad (R(uv)^{-1})^{t_1}(\mathcal{F}_{1/u}^t \otimes \mathcal{F}_v)(S \otimes \text{id})(\Delta(a)) = (\mathcal{F}_{1/u}^t \otimes \mathcal{F}_v)(S \otimes \text{id})(\Delta^{\text{op}}(a))(R_21(uv)^{-1})^{t_1},
\]

\[
(6.13) \quad R_{21}(\mathfrak{k})^{t_1}(\mathcal{F}_{1/u} \otimes \mathcal{F}_{1/v})(S \otimes S)(\Delta(a)) = (\mathcal{F}_{1/u} \otimes \mathcal{F}_{1/v})(S \otimes S)(\Delta^{\text{op}}(a)) R_{21}(\mathfrak{k})^{t_1}.
\]

Proof. To prove (6.11), we will repeatedly use the identity

\[
(6.14) \quad X^{t_2}(Y \otimes Z^t) = ((Y \otimes \text{Id}_V)X(\text{Id}_V \otimes Z))^{t_2} \in \text{End}(V \otimes V),
\]

where \( V \) is any vector space, \( X \in \text{End}(V \otimes V) \) and \( Y, Z \in \text{End}(V) \). First of all, note that

\[
a \mapsto (\mathcal{F}_a \otimes \mathcal{F}_{1/v}^t)(\text{id} \otimes S)(\Delta^{\text{op}}(a))
\]

defines an algebra homomorphism: \( U_q(\mathfrak{g}) \to \text{End}(\mathbb{K}^N) \). To establish this it is sufficient to show that it preserves products. This follows from a straightforward argument involving (6.14), the fact that \( S \) is an algebra antiautomorphism of \( U_q(\mathfrak{g}) \) and transposition is an algebra antiautomorphism of \( \text{End}(\mathbb{K}^N) \). Hence it suffices to prove (6.11) for the generators \( x_i, y_i \) and \( k_i \) \((i \in \mathcal{I})\). Note that

\[
(5.29) \quad (\mathfrak{g})^{-1}(\mathcal{F}_a \otimes \mathcal{F}_v)(\Delta(a)) = (\mathcal{F}_a \otimes \mathcal{F}_v)(\Delta^{\text{op}}(a)) R(\mathfrak{g})^{-1}, \quad \text{for all } a \in U_q(\mathfrak{g}).
\]

To prove (6.11) for \( a = x_i \), note that

\[
(id \otimes S)(\Delta^{\text{op}}(x_i)) = x_i \otimes k_i^{-1} - 1 \otimes k_i^{-1} x_i, \quad (id \otimes S)(\Delta(x_i)) = x_i \otimes 1 - k_i \otimes k_i^{-1} x_i
\]

so that

\[
(R(uv)^{-1})^{t_2}(\mathcal{F}_a \otimes \mathcal{F}_{1/v}^t)(\text{id} \otimes S)(\Delta^{\text{op}}(x_i)) =
\]

\[
= (R(uv)^{-1})^{t_2}(\mathcal{F}_a(x_i) \otimes \mathcal{F}_{1/v}(k_i^{-1})) - (R(uv)^{-1})^{t_2}(\text{Id} \otimes \mathcal{F}_{1/v}(k_i^{-1} x_i))
\]

\[
(6.14) = \left( (\text{Id} \otimes \mathcal{F}_{1/v}(k_i^{-1})) R(uv)^{-1} (\mathcal{F}_a(x_i) \otimes \text{Id}) - (\text{Id} \otimes \mathcal{F}_{1/v}(k_i^{-1} x_i)) R(uv)^{-1} \right)^{t_2}
\]

\[
(6.15) = \left( (\mathcal{F}_a(x_i) \otimes \text{Id}) R(uv)^{-1} - (\text{Id} \otimes \mathcal{F}_{1/v}(k_i^{-1} x_i)) R(uv)^{-1} (\mathcal{F}_a(k_i) \otimes \mathcal{F}_{1/v}(x_i)) \right)^{t_2}
\]

\[
= \left( (\mathcal{F}_a(x_i) \otimes \text{Id}) R(uv)^{-1} \right)^{t_2} - \left( \mathcal{F}_a(k_i) \otimes \mathcal{F}_{1/v}(k_i^{-1} x_i) \right) R(uv)^{-1}^{t_2}
\]

\[
= (\mathcal{F}_a \otimes \mathcal{F}_{1/v})(\text{id} \otimes S)(\Delta(x_i)) (R(uv)^{-1})^{t_2}.
\]

The analogous calculation for \( y_i \) is very similar and we leave it to the reader. Finally, we have

\[
(id \otimes S)(\Delta^{\text{op}}(k_i)) = (id \otimes S)(\Delta(k_i)) = k_i \otimes k_i^{-1}
\]

so that

\[
(R(uv)^{-1})^{t_2}(\mathcal{F}_a \otimes \mathcal{F}_{1/v}^t)(id \otimes S)(\Delta^{\text{op}}(k_i)) = (R(uv)^{-1})^{t_2}(\mathcal{F}_a(k_i) \otimes \mathcal{F}_{1/v}(k_i^{-1}))
\]

\[
= \left( (\text{Id} \otimes \mathcal{F}_{1/v}(k_i^{-1})) R(uv)^{-1} (\mathcal{F}_a(k_i) \otimes \text{Id}) \right)^{t_2}
\]

\[
(6.14) = \left( (\mathcal{F}_a(k_i) \otimes \text{Id}) R(uv)^{-1} \right)^{t_2} - \left( \mathcal{F}_a(k_i) \otimes \mathcal{F}_{1/v}(k_i^{-1}) \right) R(uv)^{-1}^{t_2}
\]

\[
= (\mathcal{F}_a \otimes \mathcal{F}_{1/v})(\text{id} \otimes S)(\Delta(k_i)) (R(uv)^{-1})^{t_2}.
\]
To obtain (6.12) we only need to conjugate (6.11) with $P$ and swap $u$ and $v$. Finally, (6.13) is equivalent to (5.29); this follows by transposing, conjugating by $P$ and using that the antipode is a coalgebra antiautomorphism. 

**Proposition 6.8.** Let $B \subseteq U_q(\mathfrak{g})$ be a right coideal subalgebra and let $(K(u), \eta) \in \text{End}(\mathbb{K}^N) \times \mathbb{K}^N$ be a nontrivial solution of the twisted boundary intertwining equation (6.7). If $(\mathcal{T}_u \otimes \mathcal{T}_v)_B$ is irreducible for generic values of $u$ and $v$, then $K(u)$ is a solution of the twisted reflection equation (6.2).

**Proof.** Let $u$ and $v$ be generic. We will use the alternative form of the twisted RE (6.3). We need to use (6.11) and (6.13), as well as the identities

\begin{equation}
K_2(v)(\mathcal{T}_u \otimes \mathcal{T}_v)(\Delta^{\text{op}}(b)) = (\mathcal{T}_u \otimes \mathcal{T}_v^t)(\text{id} \otimes S)(\Delta^{\text{op}}(b))K_2(v),
\end{equation}

\begin{equation}
K_1(u)(\mathcal{T}_u \otimes \mathcal{T}_v)(\Delta(b)) = (\mathcal{T}_u^t \otimes \mathcal{T}_v)(S \otimes \text{id})(\Delta(b))K_1(u),
\end{equation}

for $b \in B$. Applying the left-hand side of (6.3) to $(\mathcal{T}_u \otimes \mathcal{T}_v)(\Delta^{\text{op}}(b))$ we obtain

\begin{equation*}
R_{21}(\frac{\eta}{u})K_1(u)(R(uv)^{-1})^2K_2(v)(\mathcal{T}_u \otimes \mathcal{T}_v)(\Delta^{\text{op}}(b)) =
\end{equation*}

\begin{equation}
= R_{21}(\frac{\eta}{u})K_1(u)(R(uv)^{-1})^2(\mathcal{T}_u \otimes \mathcal{T}_v^t)(\text{id} \otimes S)(\Delta^{\text{op}}(b))K_2(v) =
\end{equation}

\begin{equation}
= R_{21}(\frac{\eta}{u})K_1(u)(\mathcal{T}_u \otimes \mathcal{T}_v^t)(\text{id} \otimes S)(\Delta^{\text{op}}(b))R_{21}(\frac{\eta}{u})K_1(u)(R(uv)^{-1})^2K_2(v) =
\end{equation}

\begin{equation}
= (\mathcal{T}_u^t \otimes \mathcal{T}_v)(S \otimes S)(\Delta^{\text{op}}(b))R_{21}(\frac{\eta}{u})K_1(u)(R(uv)^{-1})^2K_2(v),
\end{equation}

for all $b \in B$. It follows from a similar computation using (5.29) and (6.12) that the right-hand side of (6.3) also intertwines $(\mathcal{T}_u \otimes \mathcal{T}_v)(\Delta^{\text{op}}(b))$ with $(\mathcal{T}_u^t \otimes \mathcal{T}_v^t)(S \otimes S)(\Delta^{\text{op}}(b))$. The rest of the proof is analogous to that of Proposition 6.6.

Analogous to Lemma 6.1 we have the following.

**Proposition 6.9.** Assume that $\mathfrak{g}^{\text{fin}} = \mathfrak{sl}_2$, $\mathfrak{so}_N$ or $\mathfrak{sp}_N$. Let $B \subseteq U_q(\mathfrak{g})$ be a right coideal subalgebra. Then $(K(u), \eta) := (CK(\eta u), \eta \eta)$ is a solution of (6.7) precisely if $(K(u), \eta)$ is a solution of (6.6).

**Proof.** This follows immediately from (4.11).

**Remark 6.10.** There exist universal structures that are analogues of (5.30) and (5.32) for certain coideal subalgebras of quantum groups. Such universal structures have been proposed in [DKM] and more recently in [BaWa, BgKo2, Ko2]. More precisely, let $\mathfrak{g}$ be an arbitrary symmetrizable Kac-Moody algebra. Following [BgKo2, Defn. 4.12 and Cor. 7.7] and analogous statements in [Ko2], we consider an associated quantized Kac-Moody algebra $U = U_q(\mathfrak{g}^{\text{ext}})$ and a Satake diagram $(X, \tau)$ for the associated generalized Cartan matrix $A$. We assume the minimal realization $\langle h^{\text{ext}}, \{h_i\}_{i \in I}, \{\alpha_i\}_{i \in I} \rangle$ of $A$ is compatible with $\tau$. In this case one may consider a right coideal subalgebra $B = B(X, \tau) \subseteq U$ (essentially given by Definition 3.5) and a $\tau_0$-universal $K$-matrix exists, i.e. an invertible element $K$ in a suitable completion of $B \otimes U$ satisfying

\begin{equation}
K(\Delta(b)) = (\text{id} \otimes \tau_0)(\Delta(b))K \quad \text{for all } b \in B,
\end{equation}

\begin{equation}
(\Delta \otimes \text{id})(K) = R_{21}^{\tau_0}K_{02}R_{12}^{-1},
\end{equation}

\begin{equation}
(\text{id} \otimes \Delta)(K) = K_{01}R_{12}^{\tau_0}K_{02}R_{21}.
\end{equation}

Here $R$ is the universal R-matrix as in Remark 5.2, we have written $R_{12}^{\tau_0} = (\text{id} \otimes \tau_0)(R_{12})$ and $R_{21}^{\tau_0} = (\tau_0 \otimes \text{id})(R_{21})$, and $\tau_0$ is a particular diagram automorphism satisfying certain compatibility
conditions with $\tau$, see [BgKo2, Sec. 7.1]. It would be nice to generalize it to the larger class of coideal subalgebras defined in terms of generalized Satake diagrams studied in this paper.

Identity (6.20) implies that $\mathcal{K}$ satisfies the universal reflection equation

\begin{equation}
\mathcal{K}_{01}\mathcal{R}_{12}^{\tau_{0}}\mathcal{K}_{02}\mathcal{R}_{21} = \mathcal{R}_{12}\mathcal{K}_{02}\mathcal{R}_{21}^{\tau_{0}}\mathcal{K}_{01}.
\end{equation}

If $\mathcal{U}$ is of finite type, for $\tau_{0}$ we may take the unique diagram automorphism such that the longest element $w_{0} \in W$ satisfies $w_{0}(\alpha_{i}) = -\alpha_{\tau_{0}(i)}$ for all $i \in I$. The existence of such a $\tau_{0}$ in the general Kac-Moody case is not proven.

Suppose that $\mathcal{U}$ is of affine type and its minimal realization is compatible with $\tau$. Let $\epsilon : \mathcal{B} \to \mathbb{K}$ be a one-dimensional representation. Then, upon applying $\epsilon \otimes T_{u} \otimes T_{v}$ to both sides of (6.21) and conjugating with $P$, one should obtain the untwisted reflection equation (6.1) or the twisted reflection equation (6.2), depending on the explicit form of $\tau\tau_{0}$. Similarly, applying $\epsilon \otimes T_{u}$ to both sides of (6.18) one should obtain the untwisted intertwining equation (6.6) or the twisted intertwining equation (6.7), or in other words, we expect that $K(u) = k_{0}(u)(\epsilon \otimes T_{\eta_{u}})(\mathcal{K})$ for some meromorphic function $k_{0} : \mathbb{C} \to \mathbb{C}$. If $s \in \mathbb{K}^{-X}$ is such that $s_{j} \neq 0$ implies $j = \tau(j)$ (in particular, if $s \in \mathcal{S}$) then we may choose $\tau_{0} = \tau$, although this does not always produce the desired universal intertwining equation. The choice $\tau_{0} = \psi$ seems to produce the correct intertwining equation, see Theorem 9.1. When $\mathcal{U}$ is of type $\Lambda_{n>1}$ and $\tau \in \{\text{id}, \pi\}$ this imposes conditions $c_{i} = c_{j}$ for some $i, j \in \Lambda_{X}$. It will become clear that in those cases it is in fact sufficient to consider QP algebras with $c_{i} = c_{j}$ for all $i, j \in \Lambda_{X}$ (see Propositions 7.12 and 7.15), so this does not pose a restriction.

**Remark 6.11.** In many cases it is relevant to consider R- and K-matrices acting on arbitrary vector spaces which carry irreducible representations of $U_{q}(\mathfrak{g})$ (or more generally of any symmetrizable quantized Kac-Moody algebra). Of a particular importance are R-matrices acting on tensor products of two vector spaces of different dimensions. For example, this enables one to generalize the construction of qKZ transport matrices, transfer matrices and Hamiltonians (see Section 10.1) as elements of $\text{End}(V_{1} \otimes \cdots \otimes V_{L})$ with the vector spaces $\{V_{i}\}_{1 \leq i \leq L}$ not all of the same dimension.

In many instances higher-dimensional R- and K-matrices are related to their lower-dimensional counterparts by the so-called fusion rules or the bootstrap method, see e.g. [CDRS, FgKö, KRS, KuSk2, MeNe2, ZaZa], see also [Is, BbRg]. However it is unknown whether all solutions of higher-dimensional reflection equations can be obtained this way. An example is the K-matrix given in [BsKz1, Eqns. (17), (18), (20)]. To obtain such K-matrices from a universal K-matrix formalism, it is crucial that, as in [Ko2], $K$ lies in (a completion of) $\mathcal{B} \otimes \mathcal{U}$, with $\mathcal{B}$ a right coideal subalgebra of a Hopf algebra $\mathcal{U}$, and satisfies (6.19).

**6.3. Unitarity and regularity of K-matrices.** There exist notions of unitarity and regularity for K-matrices which are analogous to the corresponding properties for R-matrices (5.18-5.19). These properties are important in the theory of integrable systems with reflecting boundary conditions, see Section 10.1. First we deal with the untwisted case. Let $(K(u), \eta)$ be a solution of (6.6). We say that $K(u)$ is unitary if, for generic values of $u$,

\begin{equation}
K(u)^{-1} = K(u^{-1}).
\end{equation}

**Lemma 6.12.** Let $\mathcal{B} \subset U_{q}(\mathfrak{g})$ be a right coideal subalgebra. Suppose $\mathcal{Z}_{u}|_{\mathcal{B}}$ is irreducible for generic values of $u$. If $(K(u), \eta)$ is nontrivial solution of (6.6), then then $K(u^{-1})$ equals $K(u)^{-1}$ up to a scalar and there exists a rational function $m : \mathbb{K} \to \mathbb{K}$ such that $K(u) := m(u)K(u)$ is unitary.

**Proof.** Let $u$ be generic. Substitute $u \to u^{-1}$ in (6.6) and left- and right-multiply with $K(u^{-1})$. This gives

\[K(u^{-1})^{-1} \mathcal{Z}_{\eta, u}(b) = \mathcal{Z}_{\eta/u}(b) K(u^{-1})^{-1} \quad \text{for all } b \in \mathcal{B}.\]
Hence, by irreducibility and Schur’s lemma, $K(u)$ equals $K(u^{-1})^{-1}$ up to a scalar as required.

For the second part of the lemma, we may assume that $K(u)^{-1} = n(u)K(u^{-1})$ for some rational function $n(u)$ (since $K(u)$ is rational in $u$). By substituting $u \rightarrow u^{-1}$ it follows that $n(u^{-1}) = n(u)$. It is sufficient to show that there exists a rational function $m : \mathbb{K} \rightarrow \mathbb{K}$ such that $n(u) = m(u)m(u^{-1})$. Because $\mathbb{K}[u]$ is a unique factorization domain whose irreducibles are precisely the linear polynomials over $\mathbb{K}$ (here we need that $\mathbb{K}$ is algebraically closed), we have

$$n(u) = c \prod_{a \in \mathbb{K}} (u - a)^{ja}$$

with unique $c \in \mathbb{K}^\times$ and unique $j_a \in \mathbb{Z}$, finitely many of which are nonzero. Again by unique factorization, $n(u) = n(u^{-1})$ implies that

$$\prod_{a \in \mathbb{K}^\times} (-a)^{ja} = 1, \quad -2j_0 = \sum_{a \in \mathbb{K}^\times} j_a, \quad j_a = j_{a^{-1}} \quad \text{for } a \in \mathbb{K}^\times.$$ 

Hence $j_1$ and $j_{-1}$ are even. Choose a subset $\mathbb{H} \subset \mathbb{K}^\times \setminus \{\pm 1\}$ such that for all $a \in \mathbb{K}^\times \setminus \{\pm 1\}$ either $a \in \mathbb{H}$ or $a^{-1} \in \mathbb{H}$. Let $\bar{c} \in \mathbb{K}^\times$ be a square root of $c(-1)^{-j_1/2} \prod_{a \in \mathbb{H}} (-a)^{-ja}$ and define

$$m(u) = \bar{c}(u - 1)^{j_1/2}(u + 1)^{-j_1/2} \prod_{a \in \mathbb{H}} (u - a)^{ja}.$$ 

Then it can be straightforwardly checked that $m(u)m(u^{-1}) = n(u)$. \hfill \Box

Suppose $(K(u), \eta)$ is a nontrivial solution of (6.6). If both $K(1)$ and $K(-1)$ are equal to $\pm \text{Id}$ we call $K(u)$ doubly regular; if precisely one of $K(1)$ and $K(-1)$ equals $\pm \text{Id}$ we call $K$ singly regular; finally, if neither $K(1)$ nor $K(-1)$ equals $\pm \text{Id}$ we call $K$ non-regular.

**Lemma 6.13.** Let $B \subset U_q(\mathfrak{g})$ be a right coideal subalgebra, $(K(u), \eta)$ a nontrivial solution of (6.6) and $\zeta \in \{\pm 1\}$. Suppose $\mathcal{R}_{\zeta\eta}|_B$ is irreducible. Then $K(\zeta)$ equals $\text{Id}$ up to a scalar. Moreover, if $K(u)$ is unitary then $K(\zeta) = \pm \text{Id}$.

**Proof.** Setting $u = \zeta$ in (6.6) we see that $K(\zeta)$ and $\text{Id}$ intertwine the representation $\mathcal{R}_{\zeta\eta}$ with itself. The first statement now follows using Schur’s lemma. The second statement follows immediately by observing that $K(\zeta) = K(\zeta)^{-1}$ and $K(\zeta) = n_\zeta \text{Id}$ for $n_\zeta \in \mathbb{K}^\times$ imply that $n_\zeta = n_{\zeta^{-1}}$. \hfill \Box

We now present an analogue of Lemma 6.12 for the twisted case.

**Lemma 6.14.** Let $B \subset U_q(\mathfrak{g})$ be a right coideal subalgebra such that $\psi(B) = B$. Suppose $\mathcal{R}_u|_B$ is irreducible for generic values of $u$. If $(K(u), \eta)$ is nontrivial solution of (6.7), then there exists a rational function $n_{tw} : \mathbb{K} \rightarrow \mathbb{K}$ such that

$$(C^{-1}K(q^{-1}u))^{-1} = n_{tw}(u)C^{-1}K(q^{-1}u^{-1}).$$

**Proof.** Let $u$ be generic and let $b \in B$. From (6.7) and $B = \psi(B)$ we derive

$$K(u) \mathcal{R}_{\eta u}(\psi(b)) = \mathcal{R}_{\eta u}^t(S^{-1}(\psi(b))) K(u)$$

so that, using Lemma 4.3,

$$(C^{-1}K(q^{-1}u))^{-1}C^{-1}\mathcal{R}_{\eta q^{-1}u}(S^{-1}(b)) = C^{-1}K(q^{-1}u^{-1})\mathcal{R}_{\eta q^{-1}u}(S^{-1}(b))C^{-1} = C^{-1}\mathcal{R}_{\eta q^{-1}u}(S^{-1}(\psi(b)))K(q^{-1}u^{-1})C^{-1}$$

(6.24)

$$= \mathcal{R}_{\eta q^{-1}u}(S^{-1}(\psi(b)))K(q^{-1}u^{-1})C^{-1}$$

(6.10)

$$= \mathcal{R}_{\eta q^{-1}u}(b)C^{-1}K(q^{-1}u^{-1})C^{-1},$$
where we have used that \( \psi \in \text{Aut}_{\text{Hopf}}(U_q(\mathfrak{g})) \) is involutive. On the other hand, by left- and right-multiplying (6.7) by \( K(u)^{-1} \) and replacing \( u \) by \( \tilde{q}^{-1}u \) we obtain
\[
K(\tilde{q}^{-1}u)^{-1} \mathcal{T}_{\tilde{q}^{-1}u}(S^{-1}(b)) = \mathcal{J}_{\tilde{q}^{-1}u}(b)K(\tilde{q}^{-1}u)^{-1}.
\]
Because \( C^{-1}K(\tilde{q}^{-1}u)^{-1}C^{-1} \) and \( K(\tilde{q}^{-1}u)^{-1} \) intertwine the same representations of \( B \), by Schur’s Lemma, they agree up to a scalar factor. As \( K(u) \) depends rationally on \( u \), so does this factor. \( \square \)

For \( \mathfrak{g}^{\text{fin}} = \mathfrak{sl}_2, \mathfrak{so}_N \) and \( \mathfrak{sp}_N \) the condition \( \psi(\mathcal{B}) = \mathcal{B} \) in Lemma 6.14 is trivially true; in this case Lemma 6.14 can also be obtained by combining Proposition 6.9 and Lemma 6.12. For \( \mathfrak{sl}_{N>2} \) we will see in Lemma 7.8 that, for all QP algebras \( \mathcal{B} = B_{c,s}(X,\tau) \) associated to the twisted reflection equation, the condition \( \psi(\mathcal{B}) = \mathcal{B} \) is equivalent to a simple condition on \( c \).

Remark 6.15.

(i) It is possible to renormalize a twisted K-matrix so that \( (C^{-1}K(\tilde{q}^{-1}u))^{-1} = C^{-1}K(\tilde{q}^{-1}u)^{-1} \), i.e. such that \( n_{tw}(u) = 1 \); the proof for Lemma 6.12 can be straightforwardly modified. However it is more convenient for the presentation of our results to have a different proportionality factor \( n_{tw}(u) \) for different \( \mathcal{B} \).

(ii) A notion of regularity for the twisted case, namely that \( K(\pm \tilde{q}^{-1}) \) equals \( C \) up to a scalar exists only if \( \mathfrak{g}^{\text{fin}} = \mathfrak{sl}_2, \mathfrak{so}_N \) or \( \mathfrak{sp}_N \). In those cases it can be simply derived from the transformation appearing in Lemma 6.1, provided that the corresponding untwisted K-matrix at \( \pm 1 \) equals \( \text{Id} \) up to a scalar. If \( \mathfrak{g}^{\text{fin}} = \mathfrak{sl}_{N>2} \), because \( \psi \) does not fix \( \mathcal{B} = B_{c,s}(X,\tau) \) pointwise, such a regularity property cannot be derived from the intertwining equation. Our case-by-case results (see Section 9.2) indeed confirm that \( K(\pm \tilde{q}^{-1}) \) is not a scalar multiple of \( C \). \( \mathcal{O} \)

7. Rotation and dressing of quantum pair algebras and K-matrices

Let \( \Sigma \leq \text{Aut}_{\text{Hopf}}(U_q(\mathfrak{g})) \). Coideal subalgebras \( \mathcal{B}, \mathcal{B}' \subseteq U_q(\mathfrak{g}) \) are called \( \Sigma \)-equivalent if there exists \( \phi \in \Sigma \) such that \( \phi(\mathcal{B}) = \mathcal{B}' \). Note that (3.6) implies that essentially there are two types of equivalences of coideal subalgebras of \( U_q(\mathfrak{g}) \): those induced by diagram automorphisms and those induced by characters of the root lattice; we will refer to them as rotational and dressing equivalences, respectively. In this section we will see that both types of equivalences are crucial for studying the intertwiners of \( \mathcal{T}_a|_{B_{c,s}} \).

7.1. Rotation. QP algebras which are \( \text{Aut}(A) \)-equivalent are related by natural transformations on the underlying generalized Satake diagram and the tuples \( c \) and \( s \). Furthermore, for each generalized Cartan matrix \( A \) of untwisted affine type, there exist a subgroup \( \Sigma_A \leq \text{Aut}(A) \) such that the solutions of the boundary intertwining equation (6.6) or (6.7) of \( \Sigma_A \)-equivalent QP algebras are, ignoring a \( u \)-deformation, similar or congruent as matrices, respectively. Thus the classification of solutions of these intertwining equations is simplified: we only need to solve them for QP algebras \( B_{c,s}(X,\tau) \) for representatives \( (X,\tau) \) of the \( \Sigma_A \)-equivalence classes.

7.1.1. \( \text{Aut}(A) \)-equivalences of QP algebras. Here we review how \( \text{Aut}(A) \)-equivalent coideal subalgebras \( B_{c,s} \) are related to each other by transformations of the underlying generalized Satake diagram \( (X,\tau) \) and the tuples \( c \in C, s \in S \). Let \( \sigma \in \text{Aut}(A) \) and \( (X,\tau) \in \text{GSat}(A) \). Then \( (X^\sigma,\tau^\sigma) \in \text{GSat}(A) \) where
\[
(7.1) \quad X^\sigma := \sigma(X), \quad \tau^\sigma := \sigma \tau \sigma^{-1}.
\]
This follows immediately from
\[
(7.2) \quad a_{\sigma(i)\sigma(j)} = a_{ij} \quad \text{for all} \quad i, j \in I \quad \text{and} \quad \rho^v_X = \sigma(\rho^v_X).
\]
Furthermore, two generalized Satake diagrams \((X, \tau), (X', \tau')\) associated to \(A\) are called \(\text{Aut}(A)\)-equivalent if there exists \(\sigma \in \text{Aut}(A)\) such that \(X' = X^\sigma\) and \(\tau' = \tau^\sigma\).

For \(c \in (\mathbb{K}^\times)^{I \setminus X}, s \in \mathbb{K}^{I \setminus X}\) and \(\sigma \in \text{Aut}(A)\), define \(\sigma(c) \in (\mathbb{K}^\times)^{I \setminus X}, \sigma(s) \in \mathbb{K}^{I \setminus X}\) by \((\sigma(c))_{\sigma(i)} = c_i\) and \((\sigma(s))_{\sigma(i)} = s_i\) for \(i \in I \setminus X\). With respect to \(\text{Aut}(A)\)-equivalence classes of coideal subalgebras of \(U_q(\hat{g})\) we have the following.

**Proposition 7.1.** Let \((X, \tau) \in \text{GSat}(A)\) and \(\sigma \in \text{Aut}(A)\). Given \(c \in C\) and \(s \in S\), we have \(\sigma(c) \in \sigma(C), \sigma(s) \in \sigma(S)\) and

\[
(7.3) \quad \sigma(B_{c,s}(X, \tau)) = B_{\sigma(c), \sigma(s)}(X^\sigma, \tau^\sigma).
\]

**Proof.** From \(r_{\sigma(i)} = \sigma r_i \sigma^{-1}\) (as maps on \(\mathfrak{h}^*\)) and \(a_{\sigma(i)} a_{\sigma(j)} = a_{ij}\) one obtains that \(T_{\sigma(i)} = \sigma T_i \sigma^{-1}\) so that, combined with \(\tau(X) = X, T_{wx} = \sigma T_{wx} \sigma^{-1}\). Now using (7.2) and the fact that \(\tau^\sigma = \sigma \tau \sigma^{-1}\) it follows that
\[
\theta_q^{\sigma} := \theta_q(X^\sigma, \tau^\sigma) = \sigma \theta_q(X, \tau) \sigma^{-1}.
\]

Since \(\sigma\) permutes \(Q\), it follows that \(k_{\sigma(\mu)} = k_\mu\) for all \(\mu \in Q\) so that \(U_q(h) \theta_q^\sigma = \sigma(U_q(h) \theta_q)\). Also, from (3.5) we immediately obtain \(U_q(\mathfrak{g}_X) = \sigma(U_q(\mathfrak{g}_X))\).

Fix tuples \(c \in (\mathbb{K}^\times)^{I \setminus X}\) and \(s \in \mathbb{K}^{I \setminus X}\). It follows that
\[
\sigma(b_j) = b_{\sigma(j)}|_{(X, \tau) \rightarrow (X^\sigma, \tau^\sigma)},
\]
which proves that (7.3) holds for \(c \in (\mathbb{K}^\times)^{I \setminus X}\) and \(s \in \mathbb{K}^{I \setminus X}\). To complete the proof, it suffices to prove that
\[
C(X^\sigma, \tau^\sigma) = \sigma(C(X, \tau)), \quad S(X^\sigma, \tau^\sigma) = \sigma(S(X, \tau)),
\]
which follows directly from the definitions (3.17-3.21), \(a_{\sigma(i)} a_{\sigma(j)} = a_{ij}\) and (7.2). \(\square\)

### 7.1.2. Rotational symmetries of the representation \(\mathcal{F}_u\).

Recall the definitions made in (3.24).

**Definition 7.2.** Define \(\Sigma_A \subset \text{Aut}(A)\) as follows:

\[
(7.4) \quad \Sigma_A = \left\{ \begin{array}{ll}
    \langle \rho \rangle \cong \text{Cyc}_N & \text{for } \mathfrak{sl}_N, \\
    \langle \phi_1 \rangle \cong \text{Cyc}_2 & \text{for } \mathfrak{so}_{2n+1}, \\
    \langle \pi \rangle \cong \text{Cyc}_2 & \text{for } \mathfrak{sp}_{2n}, \\
    \langle \phi_1, \pi \rangle \cong \text{Dih}_4 & \text{for } \mathfrak{so}_{2n}.
\end{array} \right.
\]

For the specified generators of \(\Sigma_A\) and generic \(u\), define \(Z^\sigma(u) \in \text{GL}(\mathbb{K}^N)\) as follows:

\[
(7.5) \quad Z^\rho(u) = \sum_{i=1}^n E_{i,i+1} + u E_{N1} \quad \text{for } \mathfrak{sl}_N,
\]

\[
Z^{\phi_1}(u) = \sum_{|i|<n} E_{ii} - u E_{n,-n} - u^{-1} E_{-n,n} \quad \text{for } \mathfrak{so}_N,
\]

\[
Z^\pi(u) = \sum_{i \in (N)} (-1)^{i+1} (-\vartheta u)^{\delta_{i,0}} E_{i,-\text{sgn}(i)(n+1),i} \quad \text{for } \mathfrak{sp}_{2n} \text{ and } \mathfrak{so}_{2n}.
\]

We wish to extend these assignments to a map \(\xi_u : \Sigma_A \rightarrow \text{GL}(\mathbb{K}^N) : \sigma \mapsto Z^\sigma(u)\). If \(\Sigma_A\) is cyclic, each of its elements can be written as \(\sigma^i\) with \(0 \leq i < |\Sigma_A|\) with \(\sigma\) the generator specified in (7.4). For \(\mathfrak{so}_{2n}\) we use the following expressions for the elements of \(\Sigma_A\) in terms of the generators:

\[
\Sigma_A = \{ \text{id}, \phi_1, \pi, \phi_1 \pi, \pi \phi_1, \phi_1 \pi \phi_1, \pi \phi_1, \phi_1 \pi \phi_1 \pi \}.\]
Correspondingly we extend the assignments (7.5) multiplicatively, obtaining \( Z^\sigma(u) \in \text{GL}(K^N) \subset \text{End}(K^N) \) for all \( \sigma \in \Sigma_A \). Note that the centre of \( \text{GL}(K^N) \) is isomorphic to, and will be identified with, \( K^\times \).

**Proposition 7.3.** Let \( u \) be generic. The composition of the above map \( \xi_u \) with the canonical map \( \text{GL}(K^N) \to \text{GL}(K^N)/K^\times \) defines a group homomorphism \( \Sigma_A \to \text{GL}(K^N)/K^\times \).

**Proof.** In \( \text{GL}(K^N)/K^\times \), the correct relations are satisfied. This follows from

\[
\begin{align*}
Z^\rho(u)^N &= u \text{Id} & \text{for } \hat{\mathfrak{sl}}, \\
Z^{\phi_1}(u)^2 &= \text{Id} & \text{for } \hat{\mathfrak{so}}, \\
Z^\pi(u)^2 &= (-1)^n \vartheta u \text{Id} & \text{for } \hat{\mathfrak{sp}}_{2n} \text{ and } \hat{\mathfrak{so}}_{2n}, \\
(Z^{\phi_1}(u)Z^{\pi}(u))^4 &= u^2 \text{Id} & \text{for } \hat{\mathfrak{so}}_{2n}.
\end{align*}
\]

Hence the pertinent map is a homomorphism. The injectivity can be straightforwardly verified: in (7.6) the exponents in the left hand sides are the smallest ones such that the respective right hand sides are multiples of \( \text{Id} \). \( \square \)

The matrices \( Z^\sigma(u) \) intertwine the representations \( \mathcal{T}_u \circ \sigma \) and \( \mathcal{T}_u \) of \( U_q(\mathfrak{g}) \).

**Proposition 7.4.** We have

\[
(7.7) \quad Z^\sigma(u) \mathcal{T}_u(\sigma(a)) = \mathcal{T}_u(a) Z^\sigma(u) \quad \text{for all } a \in U_q(\mathfrak{g}).
\]

**Proof.** It is sufficient to check (7.7) for the specified generators \( \sigma \) and for \( a \in \{ \xi_i^\pm, k_i^\pm \}_{i \in I} \). This can be straightforwardly accomplished using (4.5-4.8) and (7.5). \( \square \)

Since the representation \( \mathcal{T}_u \otimes \mathcal{T}_v \) of \( U_q(\mathfrak{g}) \) is irreducible for generic values of \( u/v \), Schur’s lemma implies the following statement.

**Corollary 7.5.** Let \( \sigma \in \Sigma_A \). The \( R \)-matrices defined by (5.16) satisfy \( [R(\frac{u}{v}), Z^\sigma(u) \otimes Z^\sigma(v)] = 0 \).

For \( \hat{\mathfrak{so}}_{2n} \) we will additionally use the notations

\[
Z^{\phi_2} := Z^\pi(u)Z^{\phi_1}(u)Z^\pi(u)^{-1} = \sum_{|i|>1} E_{ii} + E_{-1,1} + E_{1,-1},
\]

\[
(7.8) \quad Z^{\phi_{12}}(u) := Z^{\phi_1}(u)Z^{\phi_2} = \sum_{1<|i|<n} E_{ii} + E_{-1,1} + E_{1,-1} - uE_{n,-n} - u^{-1}E_{-n,n}.
\]

Note that \( Z^{\phi_2} \) does not depend on \( u \). Indeed \( \phi_2 \) is a rotational symmetry of the representation \( \mathcal{T} \) of \( U_q(\mathfrak{so}_{2n}) \): \( Z^{\phi_2}(\phi_2(a)) = \mathcal{T}(a)Z^{\phi_2} \) for all \( a \in U_q(\mathfrak{so}_{2n}) \). (We note that \( Z^{\phi_2} \) corresponds to the matrix \( T \) in [Ji2, Sec. 3].)
Remark 7.6. The matrices $Z^\sigma(u)$ can be expressed as images under $\mathcal{F}_u$ of certain elements of $U_q(\mathfrak{g})$ fixed by $\sigma$:

$$Z^\rho(u) = \mathcal{F}_u \sum_{i \in I} x_i$$

for $\widehat{\mathfrak{sl}}_N$, $m$\footnote{\fbox{}}\footnote{\fbox{}} follows that $\tau$ implies that the equivalence of the Satake diagrams can be lifted to an equivalence of $QP$ algebras.

$$Z^{\phi_1}(u) = \mathcal{F}_u (1 + x_0 y_1 + y_0 x_1 - x_0 y_0 y_1 x_1 - y_0 x_0 x_1 y_1)$$

for $\widehat{\mathfrak{so}}_N$, $\mathcal{F}_u \left( x_{(n-1)} \cdots (2) x_0 + x_0 x_{(n-2)} x_n + x_n x_{(n-2)} \cdots (1) \right)$

for $\widehat{\mathfrak{sp}}_{2n}$, $\mathcal{F}_u \left( \sum_{i=2}^{n-1} \left( x_{(i-1)} \cdots (0) x_{(i)} \cdots (i-1) + x_{(i)} \cdots (n) x_{(n-1)} \cdots (i) \right) \right)$

for $\widehat{\mathfrak{sp}}_{2n}$,

where $x_{(i)} \cdots (j) = x_i x_{i+1} \cdots x_j$ if $i \leq j$ or $x_{(i)} \cdots (j) = x_{i-1} \cdots x_j$ if $i \geq j$. We expect that these elements of $U_q(\mathfrak{g})$ are truncations of certain universal elements $Z^\sigma$, satisfying $Z^\sigma \sigma(a) = a Z^\sigma$ for all $a \in U_q(\mathfrak{g})$.

We emphasize that $\Sigma_A \neq \text{Aut}(A)$ precisely for $\widehat{\mathfrak{sl}}_{N>2}$ and $\widehat{\mathfrak{so}}_8$. In particular, for $\widehat{\mathfrak{sl}}_{N>2}$ we have $\psi \notin \Sigma_A$. However, in order to study $\text{Aut}(A)$-equivalence classes it is sufficient to study $\Sigma_A$-equivalence classes.

Lemma 7.7. Let $A$ be of type $A_{n>1}^{(1)}$. Then $\text{Aut}(A)$-equivalent $QP$ algebras are $\Sigma_A$-equivalent.

Proof. Since $\text{Aut}(A)$ is generated by $\rho$ and $\psi$, it is sufficient to show that $\psi(A_{c,s}) = \rho^m(A_{c,s})$ for some $m \in \{0,1,\ldots,n\}$. First we prove that $(X^\psi, \tau^\psi) = (X^{\rho^m}, \tau^{\rho^m})$ for all $(X, \tau) \in \text{GSat}(A)$. Because $\text{Aut}(A) \cong \text{Dih}_N$, we have $\tau = \rho^s \psi^s$ with $r \in \{0,1,\ldots,n\}$ and $s \in \{0,1\}$. Suppose $s = 1$. Then $\psi = \rho^r \tau$ so that, the property $\tau(X) = X$ implies $\tau^\psi = \psi \tau \psi^{-1} = \rho^{-r} \tau \rho^r = \rho^r$, $X^\psi = \psi(X) = \rho^{-r} (\tau(X)) = \rho^{-r} (X) = X^{\rho^r}$ and we may take $m \in \{0,1,\ldots,n\}$ congruent to $-r$ modulo $n+1$.

If on the other hand $s = 0$ then $\tau = \rho^r$. Since $\tau$ is an involution we must have $r = 0$ or $r = \frac{N}{2}$ with $N$ even. In both cases $\tau$ commutes with $\psi$. Let $X'$ be a component of $X$. If $\tau = \text{id}$, then note that $w_{X'} \neq \text{id}$ if $X'$ is of type $A_{1>2}$; hence, $X' = \emptyset$, or $X' = \{i\}$ for some $i \in I$. In that case condition (2.29) implies that $N$ is even and $X$ is of type $A_{1}^{X/N/2}$. If $\tau = \pi$, then because $\tau(X') = X'$, $X'$ must be a union of pairs $\{i, i+N/2\}$ (with addition modulo $N$ implied). Since $X \neq \emptyset$ it follows that $X' = \emptyset$. The only possibilities are $(X, \tau) = (\emptyset, \text{id})$, $(X, \tau) = (\{0,2,\ldots,N-1\}, \text{id})$, $(X, \tau) = (\{1,3,\ldots,N-2\}, \text{id})$, $(X, \tau) = (\emptyset, \pi)$; in all cases $(X^\psi, \tau^\psi) = (X, \tau)$ and we may take $m = 0$.

Proposition 7.1 now implies that the equivalence of the Satake diagrams can be lifted to an equivalence of $QP$ algebras.

As a byproduct of the proof of the previous lemma we are able to improve on Lemma 6.14 for type $A_{n>1}^{(1)}$.

Lemma 7.8. Let $(X, \tau) \in \text{Sat}(A)$ with $A$ of type $A_{n>1}^{(1)}$ such that $\tau \in \Sigma_A$. Let $c \in (\mathbb{K}^\times)^{1/X}$ such that $c = \psi(c)$. Let $(K(u), \eta)$ be a nontrivial solution of (6.7) for the coideal subalgebra $B_{c,s}(X, \tau)$. Then there exists $n_{tw}(u) \in \mathbb{K}(u)$ such that (6.23) holds for generic values of $u$. 

Proof. From the proof of Lemma 7.7 we know that \((X^\psi, \tau^\psi) = (X, \tau)\); moreover we straightforwardly see that \(I_{\text{diff}} = \emptyset = I_{\text{nst}}\); in particular \(s = 0 := (0, \ldots, 0) \in \mathbb{K}^{I/X}\). The proof of Proposition 7.1 implies \(\psi(Bc_0^0(X, \tau)) = Bc_0^0(X, \tau)\). Hence, Lemma 6.14 can be used. \(\square\)

Remark 7.9. For type \(\text{D}_4^{(1)}\) not all diagram automorphisms are elements of \(\Sigma_A \cong \text{Dih}_4\) (note that \(\Sigma_A = \text{Aut}(A) \cong \text{Dih}_4\) for type \(\text{D}_n^{(1)}\)). For example, \((14) \in \text{Aut}(A)\) is not a symmetry of \(\mathcal{T}_u\). This is corroborated by our computations (see Sections 9.4-9.7 as opposed to Section 9.8.3). This is also true for the representation \(\mathcal{T}\) of \(U_q(\mathfrak{so}_8)\). Although \(\text{Aut}(A) \cong \text{Sym}_3\) in type \(\text{D}_4\), the equation \(Z \mathcal{T}(\sigma(a)) = \mathcal{T}(a) Z\) for all \(a \in U_q(\mathfrak{so}_8)\) has a nontrivial solution \(Z \in \text{End}(\mathbb{K}^N)\) for \(\sigma \in \{\text{id}, (34)\}\), only, so that the \(n = 4\) case matches the situation for \(n > 4\), where \(\text{Aut}(A) = \langle \phi_2 \rangle\).

Elements of \(\Sigma_A\) are called rotational symmetries of \(\mathcal{T}_u\) and the corresponding \(Z^\sigma(u)\) are called rotation matrices. For \(\tau \in \text{Aut}(A)\) we denote the corresponding \(\Sigma_A\)-conjugacy class by

\[
[\tau] := \{\tau' \in \text{Aut}(A) | \tau' = \sigma \tau \sigma^{-1} \text{ for some } \sigma \in \Sigma_A\}.
\]

For example, for type \(\text{D}_4^{(1)}\) we have \([14] = \{(03), (04), (13), (14)\}\).

7.1.3. Rotation of K-matrices. K-matrices associated to \(\Sigma_A\)-equivalent QP coideal subalgebras can be related as follows.

Proposition 7.10. Let \(\sigma \in \Sigma_A\) and recall the matrices \(Z^\sigma(u)\) defined in Section 7.1.2. Fix \((X, \tau) \in \text{GSat}(A), c \in C\) and \(s \in S\). The pair \((K(u), \eta)\) is a solution to the boundary intertwining equation (6.6) or \((6.7)\) for all \(b \in B_{c,s}(X, \tau)\) precisely if \((K^\sigma(u), \eta)\), where

\[
K^\sigma(u) := \begin{cases} 
\left[Z^\sigma(\frac{u}{a})\right]^{-1}K(u)Z^\sigma(\eta u) & \text{if } K(u) \text{ is untwisted,} \\
\left[Z^\sigma(\frac{u}{a})\right]K(u)Z^\sigma(\eta u) & \text{if } K(u) \text{ is twisted,}
\end{cases}
\]

is a solution to the same equation for all \(b \in \sigma(B_{c,s}(X, \tau))\).

Proof. Let \(b \in B_{c,s}(X, \tau)\). Using the expression (7.9) and the relation (7.7), one straightforwardly derives that \(K^\sigma(u) \mathcal{T}_{\eta u}(\sigma(b)) = \mathcal{T}_{\eta/u}(\sigma(b))K^\sigma(u)\) is equivalent to \((K(u) \mathcal{T}_{u}(b) = \mathcal{T}_{\eta/u}(b)K(u)\). In the twisted case one additionally uses that the antipode \(S\) and \(\sigma\) commute. \(\square\)

Proposition 7.10 implies that it is sufficient to solve the intertwining relation (6.6) for one representative \((X, \tau)\) of each \(\Sigma_A\)-orbit in \(\text{GSat}(A)\). K-matrices associated to other generalized Satake diagrams in the same \(\Sigma_A\)-orbit can then be obtained from the K-matrix associated to the chosen representative diagram by means of (7.9).

Example 7.11. For \(A_3^{(1)}\) the following Satake diagrams \((X, \tau)\) form one \(\Sigma_A\)-orbit:

\[
\{(2), (13)\}, \quad \{(3), (02)\}, \quad \{(0), (13)\}, \quad \{(1), (02)\}.
\]

The last three diagrams are related to the first by means of the automorphisms \(\rho, \rho^2\) and \(\rho^3\), respectively. Proposition 7.10 entails that it is sufficient to find K-matrix associated to the Satake diagram \((2), (13)\) and then apply (7.9) with an appropriate power of \(\rho\).

To make things more explicit, set \((X', \tau') = (\{2\}, (02))\). Suppose we wish to solve \(K'(u) \mathcal{T}_{\eta'/u}(b) = \mathcal{T}_{\eta'/u}(b)K'(u)\) for all \(b \in B_{c,s}(X', \tau')\) for some \(c' = (c_0', c_1', c_2') \in C(X', \tau')\) and \(s' = (0, s_1', 0) \in S(X', \tau')\). Note that \((X', \tau') = (X^\sigma, \tau')\) where \(\sigma = (0123)\) and \((X, \tau) = (\{2\}, (13))\) is the above representative. In Section 9.3 we solve \(K(u) \mathcal{T}_{u}(b) = \mathcal{T}_{u}(b)K(u)\) for all \(b \in B_{c,s}(X, \tau)\) and all \(c = (c_0, c_1, c_2) \in C(X, \tau), s = (s_0, 0, 0) \in S(X, \tau)\). In particular, we may take \(c = \sigma^{-1}(c') \in \)
\[ \sigma^{-1}(\mathcal{C}(X', \tau')) = \mathcal{C}(X, \tau) \text{ and } s = \sigma^{-1}(s') \in \sigma^{-1}(\mathcal{S}(X', \tau')) = \mathcal{S}(X, \tau). \] As per Proposition 7.1, we have \( c_i = c'_\sigma(i) \) and \( s_i = s'_\sigma(i) \) so that
\[
\begin{align*}
(7.10) & \quad c_0 = c'_1, \quad c_1 = c'_2, \quad c_3 = c'_0, \quad s_0 = s'_1.
\end{align*}
\]
Consider a pair \((K(u), \eta)\) that solves (6.6) for these particular values \( c \) and \( s \); it is uniquely defined up to a scalar factor and a choice of sign. Then according to Proposition 7.10, the pair \((K^{\sigma}(u), \eta)\) with \( K^{\sigma}(u) = Z^{\sigma}(\frac{2}{n})^{-1} K(u) Z^{\sigma}(\eta u) \) given by (7.9) solves \( K^{\sigma}(u) \mathcal{T}_{\eta u}(b) = \mathcal{T}_{\eta u}(b) K^{\sigma}(u) \) for all \( b \in \sigma(B_c,s(X, \tau)) = \mathcal{T}_{\sigma(c),\sigma(s)}(X^{\sigma}, \tau^{\sigma}) = B_{c',s'}(X', \tau') \) as required. To express \( K'(u) = K^{\sigma}(u) \) and \( \eta' = \eta \) in terms of the original \( c' \) and \( s' \), in the expressions for \( K^{\sigma}(u) \) and \( \eta \) one should replace the \( c_i \) and \( s_i \) by the appropriate \( c'_j \) and \( s'_j \) according to (7.10).

7.2. Dressing. Let us consider QP algebras which are \( \text{Ad}(\tilde{H}_q) \)-equivalent. We will see that the underlying diagrams \((X, \tau)\) must be the same and the respective tuples \( c \) and \( s \) are related by straightforward transformations. The corresponding solutions of the boundary intertwining equation (6.6) or (6.7) are similar or congruent as matrices, respectively. It allows us to reduce our workload further: we only have to solve the intertwining equations for QP algebras \( B_{c,s}(X, \tau) \) for suitably chosen \( c \in \mathcal{C} \) and \( s \in \mathcal{S} \).

7.2.1. \( \text{Ad}(\tilde{H}_q) \)-equivalences of QP algebras. The following is a straightforward extension of [Ko1, Prop. 9.2 (1)] and [BgKo1, Prop. 3.16 (2)].

**Proposition 7.12.** Fix \((X, \tau) \in \text{GSat}(A), \ c \in \mathcal{C} \text{ and } s \in \mathcal{S} \). For all \( \chi \in \tilde{H}_q \) we have
\[
(7.11) & \quad \text{Ad}(\chi)(B_{c,s}) = B_{c',s'}
\]
where \( c' \in \mathcal{C} \) and \( s' \in \mathcal{S} \) are determined by
\[
(7.12) & \quad c'_j = \chi(\alpha_j + w_X(\alpha_{\tau(j)}))c_j, \quad s'_j = \chi(\alpha_j)s_j, \quad \text{for } j \in I \setminus X.
\]

**Proof.** Note that (3.14) implies that, for \( j \in I \setminus X \), we have
\[
(7.13) & \quad b_j = y_j - c_j T_{w_X(x_{\tau(j)})} k_j^{-1} - s_j k_j^{-1}
\]
so that, using (3.11), we have
\[
(7.13) & \quad \text{Ad}(\chi)(b_j) = \chi(\alpha_j)^{-1} \left( y_j - \chi(\alpha_j + w_X(\alpha_{\tau(j)}))c_j T_{w_X(x_{\tau(j)})} k_j^{-1} - \chi(\alpha_j)s_j k_j^{-1} \right).
\]
The observation that \( \text{Ad}(\chi) \) acts on the natural generators of \( U_q(\mathfrak{g}_X) \) and \( U_q(\mathfrak{h})^{\text{diff}} \) by scalar multiplication completes the proof.

Recall the set \( I^* \subseteq I \setminus X \) parametrizing the \( \tau \)-orbits in \( I \setminus X \). Let \( c \in \mathcal{C} \) and \( s \in \mathcal{S} \) be given and consider (7.12). By choosing \( \chi \) suitably, it is possible to fix those \( c'_j \) with \( j \in I^* \) to arbitrary values (e.g. to 1) as follows (here we need that \( \mathbb{K} \) is quadratically closed).

Suppose \( j \) is such that \( j \neq \tau(j) \). Then (2.22) implies \( c'_{\tau(j)} = c_{\tau(j)} c_j / c_j \); however if \( j \in I^{\text{diff}} \) the value \( c_{\tau(j)} \) cannot be fixed to an arbitrary value, since \( c'_j \) has been fixed already and \( c_j \) and \( c_{\tau(j)} \) are given. Alternatively, if \( j = \tau(j) \) then either \( j \notin I^{\text{diff}} \) or \( j \in I^{\text{nsf}} \). In the former case \( s'_j = s_j = 0 \); in the latter case \( a_{ij} = 0 \) for all \( i \in X \) so, using Lemma 2.3, we obtain \( \chi(w_X(\alpha_{\tau(j)})) = \chi(\alpha_j) \). Therefore \( s'_j = s_j (c'_j / c_j)^{1/2} \); we see that \( s'_j \) cannot be assigned an arbitrary value.

Combining this with Proposition 3.12 (i) we obtain the following corollary.
Corollary 7.13. Let \((X, \tau) \in \text{GSat}(A)\), \(c \in C\) and \(s \in S\). Then \(B_{c,s}(X, \tau)\) is \(\text{Ad}(\hat{H}_q)\)-equivalent to a QP algebra with \(|I_{\text{diff}} \cup I_{\text{nsf}}|\) free parameters. The Hopf algebra automorphism accomplishing this equivalence will contain the remaining \(|\Gamma^*|\) degrees of freedom.

To have uniform expressions for the intertwiners \(K(u)\) it is convenient to let the generators of \(B_{c,s}\) associated to a special orbit depend on a free parameter \(\lambda\) appearing in \(K(u)\) in the following way. For all \(j \in I_{\text{diff}}\) it is convenient to choose \(c_j/c_{r(j)}\) equal to \(\lambda^2\) times a signed integer power of \(q_j\), unless \(A\) is of type \(C_n^{(1)}\) or \(D_n^{(1)}\), \(\tau \in [\pi]\) and \(X\) is of maximal size, in which case we choose \(c_j/c_{r(j)} = \lambda^3\). Similarly for all \(j \in I_{\text{nsf}}\) we will choose \(s_j/c_j^{1/2}\) equal to \(\frac{\lambda-\lambda^{-1}}{q_j-q_j^{-1}}\) or \(\frac{\lambda+\lambda^{-1}}{q_j-q_j^{-1}}\) times a square root of a signed integer power of \(q_j\).

7.2.2. Dressing symmetries of the representation \(\mathcal{T}_u\). On the level of the representation \(\mathcal{T}_u\), Hopf algebra automorphisms induced by elements of \(\hat{H}_q\) appear as conjugations by diagonal matrices; in other words there are diagonal matrices which intertwine the representations \(\mathcal{T}_u\) and \(\mathcal{T}_u \circ \text{Ad}(\chi)\) for arbitrary \(\chi \in \hat{H}_q\). Let us make this statement precise.

Definition 7.14. Denote

\[
\Omega_n = \begin{cases} 
\{ \omega \in (\mathbb{K}^\times)^N | \prod_{i=1}^{n} \omega_i = 1 \} & \text{for } \hat{\mathfrak{sl}}_N, \\
(\mathbb{K}^\times)^n & \text{for } \hat{\mathfrak{so}}_N \text{ and } \hat{\mathfrak{sp}}_N.
\end{cases}
\]

For \(\omega \in \Omega_n\), define the dressing matrix \(G(\omega) \in \text{SL}(\mathbb{K}^N)\) by

\[
G(\omega) = \begin{cases} 
\sum_{i=1}^{n} \omega_i E_{ii} & \text{for } \hat{\mathfrak{sl}}_N, \\
E_{00} + \sum_{i=1}^{n} (\omega_i E_{-i,-i} + \omega_i^{-1} E_{ii}) & \text{for } \hat{\mathfrak{so}}_{2n+1}, \\
\sum_{i=1}^{n} (\omega_i E_{-i,-i} + \omega_i^{-1} E_{ii}) & \text{for } \hat{\mathfrak{sp}}_n \text{ and } \hat{\mathfrak{sp}}_{2n}.
\end{cases}
\]

Finally, for \(\omega \in \Omega_n\) and \(\eta \in \mathbb{K}^\times\) define \(\zeta(\omega, \eta) \in \hat{H}_q\) as follows:

\[
\zeta(\omega, \eta)(\alpha_i) = \omega_i \omega_i^{-1} & \text{for } 1 \leq i \leq n-1, \\
\zeta(\omega, \eta)(\alpha_n) = \begin{cases} 
\omega_n & \text{for } \hat{\mathfrak{sl}}_N, \\
\omega_n & \text{for } \hat{\mathfrak{so}}_{2n+1}, \\
\omega^{-1}_{n-1} \omega_n & \text{for } \hat{\mathfrak{sp}}_n, \\
\omega^{-1}_{n-1} \omega_n & \text{for } \hat{\mathfrak{sp}}_{2n},
\end{cases}
\]

\[
\zeta(\omega, \eta)(\alpha_0) = \begin{cases} 
\eta \omega_1^{-1} \omega_N & \text{for } \hat{\mathfrak{sl}}_N, \\
\eta \omega_1^{-1} \omega_2^{-1} & \text{for } \hat{\mathfrak{so}}_N, \\
\eta \omega_1^{-2} & \text{for } \hat{\mathfrak{sp}}_2, \\
\end{cases}
\]

The matrices \(G(\omega)\) intertwine the representations \(\mathcal{T}_{nu}\) and \(\mathcal{T}_u \circ \text{Ad}(\zeta(\omega, \eta))\) of \(U_q(\mathfrak{g})\):

Proposition 7.15. Let \(\omega\) be as in Definition 7.14 and let \(\eta \in \mathbb{K}^\times\). For all \(a \in U_q(\mathfrak{g})\) we have

\[
G(\omega) \mathcal{T}_{nu}(a) = \mathcal{T}_u(\text{Ad}(\zeta(\omega, \eta))(a)) G(\omega).
\]

Proof. This follows from a straightforward check using the formulas (4.5-4.8) and (7.15-7.16). \(\square\)

Analogously to Corollary 7.5 we have the following.
Corollary 7.16. Let $\omega$ be as in Definition 7.14. The $R$-matrices defined by (5.16) satisfy

\begin{equation}
[R(\frac{2}{\omega}), G(\omega) \otimes G(\omega)] = 0.
\end{equation}

7.2.3. Dressing of $K$-matrices. We have a statement analogous to Proposition 7.10 for $\text{Ad}(\bar{H}_q)$-equivalent QP algebras.

Proposition 7.17. Let $\omega$ be as in Definition 7.14 and $\eta \in \mathbb{K}^\times$. Fix $(X, \tau) \in \text{GSat}(A)$, $c \in C$ and $s \in S$. The pair $(K(u; \omega), \eta)$, where

\begin{equation}
K(u; \omega) := \begin{cases}
G(\omega)^{-1}K(u)G(\omega) & \text{if } K(u) \text{ is untwisted}, \\
G(\omega)K(u)G(\omega) & \text{if } K(u) \text{ is twisted},
\end{cases}
\end{equation}

is a solution to the boundary intertwining equation (6.6) or (6.7), respectively, for all $b \in B_{c,s}(X, \tau)$ precisely if $(K(u), 1)$ is a solution to the same equation for all $b \in \text{Ad}(\zeta(\omega, \eta))B_{c,s}(X, \tau)$.

Proof. This is completely analogous to the proof of Proposition 7.10. Let $b \in B_{c,s}(X, \tau)$. Using the expression (7.19) and the relation (7.17), one straightforwardly derives that $K(u; \omega) \mathcal{F}_{\eta/\omega}(b) K(u; \omega)$ is equivalent to $K(u) \mathcal{F}_u(\text{Ad}(\zeta(\omega, \eta))(b)) = \mathcal{F}_{1/u}(\text{Ad}(\zeta(\omega, \eta))(b)) K(u)$. In the twisted case one additionally uses that that the antipode $S$ and $\text{Ad}(\zeta(\omega, \eta))$ commute. \qed

Proposition 7.17 implies that we need to solve the intertwining equation (6.6) or (6.7) only for $\eta = 1$ and for particular representatives of the $\text{Ad}(\bar{H}_q)$-equivalence classes. We will use this to simplify and structure the presentation of the $K$-matrices classified in this paper, by combining it with Corollary 7.13; in that light it turns out to be natural to call the matrix $K(u; \omega)$ a dressed $K$-matrix and the matrix $K(u)$ a bare $K$-matrix; furthermore the free parameters $\omega_i$ are called dressing parameters and the remaining free parameters in $K(u)$ the non-removable free parameters, which are associated to the sets $I_{\text{diff}}$ and $I_{\text{nsf}}$, i.e. to the special orbits.

Let us explain this in more detail. Consider $(X, \tau) \in \text{GSat}(A)$ and let $c \in C$ and $s \in S$ be given. According to Corollary 7.13, $\text{Ad}(\chi)(B_{c,s}) = B_{c',s'}$ with $\chi$, depending on the free parameters $c_i$ with $i \in I^*$, chosen so that $B_{c',s'}$ only has $|I_{\text{diff}} \cup I_{\text{nsf}}|$ degrees of freedom (those $c_{\tau(i)}$ with $i \in I^* \cap I_{\text{diff}}$ and those $s_i$ with $i \in I_{\text{nsf}}$). Now choose

$\chi = \zeta(\omega, \eta)$.

Then from Proposition 7.17 we know that $(K(u; \omega), \eta)$ satisfies the boundary intertwining equation associated to $B_{c,s}$ if and only if $(K(u), 1)$ satisfies the boundary intertwining equation for $B_{c',s'}$. According to Corollary 7.13, the number of degrees of freedom in $\chi$ is $|I^*|$; since we equate $\chi$ to $\zeta(\omega, \eta)$ there are also $|I^*|$ degrees of freedom among the dressing parameters and the scaling parameter. The scaling parameter $\eta$ will take one of these degrees of freedom and there are $|I^*| - 1$ degrees of freedom to be distributed over $n$ dressing parameters $\omega_i$. This means, unless $I^* = I$, there is some redundancy among the dressing parameters. It is always possible to set $n + 1 - |I^*|$ of them to 1; the remaining $|I^*| - 1$ are called effective dressing parameters.

In our case-by-case results we will write the ensuing relations between the algebra parameters $c$ and $s$ on the one hand and the effective dressing parameters, the scaling parameter and any non-removable free parameters on the other in the form $c_j = \ldots$ and $s_j = \ldots$ for $j \in I \backslash X$.

Example 7.18. Let $A$ be of type $A_3^{(1)}$. Then the choice $X = \{2\}$, $\tau = (13)$ defines a Satake diagram. Choose $I^* = \{0, 1\}$. We have $I_{\text{nsf}} = \{0\}$ and $I_{\text{diff}} = \{1\}$. Note that $\omega = r_2$ so that $w_X(\alpha_1 - \alpha_1 = w_X(\alpha_3 - \alpha_3 = \alpha_2$. Then $c = (c_0, c_1, c_3)$ and $s = (s_0, 0, 0)$ with four free parameters. From Proposition 7.12 it follows that $B_{c,s} = \text{Ad}(\chi)(B_{c',s'})$, where

$c_0' = \chi(\alpha_0)^2 c_0, \quad c_1' = \chi(\alpha_1)\chi(\alpha_2)\chi(\alpha_3)c_1, \quad c_3' = \chi(\alpha_1)\chi(\alpha_2)\chi(\alpha_3)c_3, \quad s_0' = \chi(\alpha_0)s_0$
for some $\chi \in \widetilde{H}_q$. On the other hand, Proposition 7.15 suggests to consider $\text{Ad}(\zeta(\omega, \eta))(B_{c,s})$. The choice $\chi = \zeta(\omega, \eta)$ implies

$$c_0 = c_0' \eta^{-2} \omega_1 \omega_4^{-2}, \quad c_1 = c_1' \omega_1^{-1} \omega_4, \quad c_3 = c_3' \omega_1^{-1} \omega_4, \quad s_0 = s_0' \eta^{-1} \omega_1 \omega_4^{-1}$$

or, equivalently,

$$\eta^2 = \frac{c_0' c_1' c_3'}{c_0 c_1 c_3}, \quad \left(\frac{\omega_1}{\omega_4}\right)^2 = \frac{c_1 c_3}{c_1' c_3'}, \quad \frac{c_1'}{c_3'} = \frac{c_1}{c_3}, \quad (s_0')^2 = s_0' c_0 \left(\frac{c_1' c_3'}{c_1 c_3}\right)^2.$$

8. Classification of generalized Satake diagrams of affine type

Satake diagrams associated to (untwisted and twisted) affine Dynkin diagrams were classified in [BBBR]. In this section we will in part review the classification in as much it pertains to Dynkin diagrams of untwisted affine Lie type $A$, $B$, $C$ or $D$, extend it to include weak Satake diagrams, and introduce additional notation that will be useful in classifying $K$-matrices. We restrict to untwisted affine Cartan matrices of classical Lie type, although many observations apply to twisted affine Cartan matrices or affine Cartan matrices of exceptional Lie type.

8.1. Diagram involutions. We introduce additional terminology involving diagram involutions.

Definition 8.1. Let $\tau \in \text{Aut}(A)$ be an involution. Those $Y \subseteq I$ consisting of the labelled nodes subject to $|i - i'| = 1$ in the following subdiagrams and low-rank diagrams are called $\tau$-lateral:

(8.1) ...$$\ell$$i ... $\ell$$i ... $\ell$$i $i' $i' $i' $i'$ \ell$ with $\tau \neq \phi_{12}$

Moreover,

- the subsets $\{i\}$ appearing in the first diagram of (8.1) and the first diagram of (8.2) are said to be of type $B_1$;
- the subsets $\{i\}$ appearing in the second diagram of (8.1) and the first diagram of (8.2) are said to be of type $C_1$;
- the subsets $\{i, i'\}$ appearing in the middle two diagrams of (8.1) are said to be of type $D_2$;
- the subsets $\{i\}$ and $\{i, i'\}$ appearing in the last two diagrams of (8.1) or anywhere in (8.2) are called hinges.

The set of all $\tau$-lateral sets is denoted $L(\tau)$. For $(X, \tau) \in \text{GSat}(A)$, write

$$I' = (I \setminus X) \setminus \bigcup_{Y \in L(\tau)} Y.$$

If $\tau$ fixes $I'$ elementwise it is said to be of identity type. In particular, $\tau$ is called a flip if it acts nontrivially on a $\tau$-lateral set and fixes all other nodes of $I$.

Note that both nodes of the diagram of type $A_1^{(1)}$ with $\tau = \psi = \text{id}$ constitute hinges and subdiagrams of type $B_1$ and $C_1$; this is convenient as this diagram appears as the first case in many infinite series. The conditions $|i - i'| = 1$ and $\tau \neq \phi_{12}$ are imposed to ensure compatibility with $\Sigma_A$, the group of symmetries of $\mathcal{T}$ and $\mathcal{T}_u$, in the case that $\mathfrak{g}_{\text{fin}} = \mathfrak{so}_8$ (see Remark 7.9). Hence
we treat the diagram involutions (03), (04), (13) and (14) separately from (01) and (34) and the diagram involutions (01)(34) separately from (03)(14) and (04)(13).

In view of Section 7.1, for our purposes it is sufficient to consider $\Sigma_A$-equivalence classes of involutive diagram automorphisms. As representative diagram involutions we will use the following (see (3.24) for their definitions):

- The identity id.
- The flip $\phi_1$ for diagrams of type $B_n^{(1)}$ and the flip $\phi_2$ for diagrams of type $D_n^{(1)}$.
- The composition of distinct commuting flips $\phi_1 \circ \phi_2$ for diagrams of type $D_n^{(1)}$.
- The involution $\psi$ for diagrams of type $A_n^{(1)}$, which has two hinges.
- For diagrams of type $A_{N-1}^{(1)}$ with $N$ even: the involutions $\psi'$ (which has two hinges) and $\pi$ (there are no $\pi$-lateral sets if $N > 2$).
- The involution $\pi$ for diagrams of type $C_n^{(1)}$ and $D_n^{(1)}$, which has one hinge.
- For diagrams of type $D_4^{(1)}$, the automorphism (14) $\notin [\phi_2]$. Because $\Sigma_A < \text{Aut}(A)$ and there is no a statement analogous to Lemma 7.7, the classification of Satake diagrams in [BBBR] in the case $D_4^{(1)}$, yields all $\Sigma_A$-conjugacy classes of diagram involutions except [(14)].

Note that in type $A_{n+1}^{(1)}$, we have $\text{Aut}(A) \setminus \Sigma_A = [\psi] \cup [\psi']$. On the other hand, $\psi = \text{id} \in \Sigma_A$ and $\psi' = \pi \in \Sigma_A$ in type $A_1^{(1)}$.

### 8.2. Classification of generalized Satake diagrams of affine type

As an aid to determining the set $\text{GSat}(A)$ for untwisted affine Cartan matrices $A$ of classical Lie type, in Table 3 we list explicit expressions for $w_X$ and $\rho_X^\vee$ for subsets $X \subseteq I$ such that $A_X$ is a of finite type.
From now on assume that \((X, \tau) \in \text{GSat}(A)\). The following definitions will enable us to organize the pertinent diagrams into natural families. For any \(Y \subseteq I\) such that \(\tau(Y) = Y\) we denote
\[
o_Y = |\{ Z \subseteq Y \mid Z \text{ is a } \tau \text{ -- orbit and } |Z| = 2 \}|,
\]
i.e. the number of nontrivial \(\tau\)-orbits in \(Y\). Also, let \(X_Y\) be the smallest component of \(X\) containing \(Y\); if \(X\) does not contain \(Y\) then set \(X_Y = \emptyset\). It will also be convenient to write
\[
p_Y = |\{ Z \subseteq X_Y \mid Z \text{ is a } \tau \text{ -- orbit} \}|.
\]

We observe the following with respect to the lateral sets of \(\tau\). If \(\tau\) is of identity type then \(|\mathcal{L}(\tau)| = 2\), except in type \(A_n^{(1)}\) where \(|\mathcal{L}(\tau)| = 0\). If \(\tau = \pi\) then \(|\mathcal{L}(\tau)| = 1\), except again in type \(A_n^{(1)}\) where \(|\mathcal{L}(\tau)| = 0\). Finally, if \(\tau \notin \Sigma_A\) then \(|\mathcal{L}(\tau)| = 2\) in type \(A_n^{(1)}\) and \(|\mathcal{L}(\tau)| = 0\) in type \(D_4^{(1)}\).

Let \(Y \in \mathcal{L}(\tau)\). Then \(o_Y = 1\) implies that \(Y\) is a hinge or a subset of type \(D_2\). From (2.15) one may draw two pertinent conclusions. Namely, if \(Y\) is a hinge then \(X_Y\) is of type \(A_t\) (or empty) and arranged symmetrically around the hinge. Also, if \(X_Y\) is of type \(D_{2,2}\), then \(p_Y\) is even.

Recall the subsets \(X(j) \subseteq X\) defined by (2.12) and \(I' \subseteq I \setminus X\) defined by (8.3).

**Definition 8.2.** Let \((X, \tau) \in \text{GSat}(A)\) with \(\tau\) of identity type. We call \((X, \tau)\) **plain** if \(I'\) is connected and no connected component of \(X\) is a proper subset of a \(\tau\)-lateral set. If \((X, j)\) has precisely two connected components for all \(j \in I'\), we call \((X, \tau)\) **alternating**.

Note that if \((X, \tau)\) is alternating then \(I_{\text{inf}} = I_{\text{inf}}\). There exist generalized Satake diagrams of identity type which are plain as well as alternating, namely those for which \(I \setminus X\) consists of one \(\tau\)-orbit, i.e. \(|I'| = 1\) (in this case \(A\) is of type \(B_n^{(1)}\), \(C_n^{(1)}\) or \(D_n^{(1)}\) and \((X, \tau) \in \text{Sat}(A)\)). For \(A\) of classical Lie type, using (2.29) one checks straightforwardly that all generalized Satake diagrams with \(\tau\) of identity type are plain or alternating.

**Remark 8.3.** In the more restrictive case that \((X, \tau) \in \text{Sat}(A)\), using the expressions for \(\rho_X^I\) in Table 3, from (2.27) one derives that the number of components of \(X\) neighbouring \(j\) which are of type \(A_1\) and not in \(\mathcal{L}(\tau)\) has the same parity as the number of components of \(X\) neighbouring \(j\) of type \(C_{\geq 1}\).

If \((X, \tau) \in \text{GSat}(A)\) is not of identity type, then any connected component of \(X\) must be of type \(A_t\). More precisely, if \(A\) is of type \(A_N^{(1)}\) with \(N\) even and \(\tau = \pi\), in the proof of Lemma 7.7 we have seen that \(X\) must be empty. If \(\tau\) has at least one hinge, then \((X, \tau)\) with \(A_X\) of finite type is a generalized Satake diagram precisely if each connected component of \(X\) is of type \(A_t\) and symmetrically arranged around a hinge. Finally, if \(A\) is of type \(D_4^{(1)}\) and \(\tau \in [\{(14)\}]\) then there are three possibilities for \(X\); for example, if \(\tau = (14)\), then \(X = \emptyset, X = \{0, 3\}\) or \(X = \{1, 2, 4\}\).

Given an enumeration \(Y_1, Y_2, \ldots, Y_k\) of lateral sets, we will abbreviate
\[
o_i := o_{Y_i}, \quad p_i := p_{Y_i}, \quad X_i := X_{Y_i}.
\]
From the above definitions and arguments we obtain that, if \(A\) is an (untwisted or twisted) affine Cartan matrix of classical Lie type and \((X, \tau) \in \text{GSat}(A)\), there are at most 2 \(\tau\)-lateral sets and \(X\) decomposes as follows:
\[
X = X_1 \cup X_{\text{alt}} \cup X_2.
\]
Here \(X_{\text{alt}}\) is the largest component of \(X\) of the form \(A_1^{\times t}\) which does not contain any \(\tau\)-lateral sets (note that \(X_{\text{alt}} = \emptyset\) unless \((X, \tau)\) is alternating).

Classifying the generalized Satake diagrams now amounts to a straightforward enumeration of possibilities for \(o_i\) and \(p_i\). For Satake diagrams, we recover the classification of [BBBR], apart from
Table 4. Overview of the generalized Satake diagrams considered in this paper.

| A.1 | B.1ab | C.1 | D.1abc |
|-----|-------|-----|--------|
| ![Diagram A.1](image1.png) | ![Diagram B.1ab](image2.png) | ![Diagram C.1](image3.png) | ![Diagram D.1abc](image4.png) |

| A.2 | B.2ab | C.2 | D.2abc |
|-----|-------|-----|--------|
| ![Diagram A.2](image5.png) | ![Diagram B.2ab](image6.png) | ![Diagram C.2](image7.png) | ![Diagram D.2abc](image8.png) |

| A.3abc | D.3 |
|-------|-----|
| ![Diagram A.3abc](image9.png) | ![Diagram D.3](image10.png) |

and so on...

the subtlety of the case where $A$ is of type $D_{4}^{(1)}$ and $\tau \in [(14)]$. Additionally, we obtain weak Satake diagrams when $A$ is of type $B_{n}^{(1)}$, $C_{n}^{(1)}$, or $D_{n}^{(1)}$ and $\tau$ is of identity type; these are alternating if $A$ is of type $B_{n}^{(1)}$ or $D_{n}^{(1)}$ and plain if $A$ is of type $C_{n}^{(1)}$. The result is given in Table 4.

8.3. Notation and choice of representatives for generalized Satake diagrams of affine type. We will denote families of generalized Satake diagrams by the format $T_{ts}$ where $T \in \{A,B,C,D\}$ indicates the type of underlying Dynkin diagram; $t \in \{1,2,3,4\}$ and $s \in \{a,b,c\}$ indicate a type and subtype, respectively. The specifications $t = 1$ and $t = 2$ correspond to plain and alternating generalized Satake diagrams respectively. Furthermore, $t = 3$ corresponds to $\tau \not\in \Sigma_A$ (in this case the Lie type is $A$ or $D_4$) and $t = 4$ corresponds to $\tau = \pi$ (then the Lie type is $A$, $C$ or $D$).

The subtype $s$ is defined to be $a$, $b$ or $c$ according as $\sum_i o_i$ equals 0, 1 or 2, where the summation is over all $\tau$-lateral subsets of $I$. Note that for generalized Satake diagrams of types $A.1$, $A.2$, $A.4$, $C.1$ and $C.2$ the distinction in subtypes is trivial and will be suppressed in the notation. For example, the family $A.3c$ consists of Satake diagrams whose underlying Dynkin diagram is of type $A_{n \geq 1}$, where $\tau \in [\psi] \cup [\psi']$ and $\tau$ acts nontrivially on each hinge (at once we see that $n$ must be odd and in fact $\tau \in [\psi']$).
It is often convenient in the notation to unite families across different types, e.g. BCD.1 is the union of the B.1, C.1 and D.1 families, A.124 is the union of the A.1, A.2 and A.4 families and D.12ac is the union of the D.1a, D.1c, D.2a and D.2c families.

By swapping the labels 1 and 2 if necessary, we may assume for generalized Satake diagrams of types A.3ac, C.12 and D.12ac (i.e. those with two \( \tau \)-lateral sets such that \( \tau \) commutes with \( \pi \)) that
\[
o_1 \leq o_2, \quad \text{and} \quad o_1 = o_2 \implies p_1 \leq p_2.
\]

The representatives of the \( \Sigma_A \)-orbits of generalized Satake diagrams that we will use in Section 9 are chosen in such a way that the involution \( \tau \) is as specified in Section 8.1. The above conventions imply that, assuming the standard labelling, if there are two \( \tau \)-lateral sets, the affine node 0 is automatically in \( Y_1 \). Moreover, if a \( \Sigma_A \)-orbit intersects \( \text{GSat}_0(A) \) then we can and will choose the representative to be an element of \( \text{GSat}_0(A) \).

We will employ a second notation to describe the generalized Satake diagrams of affine type more precisely. It has the format
\[
(T_n^{(1)})_{\text{specification of } X},
\]
where \( T \in \{A, B, C, D\} \), so that \( T_n^{(1)} \) indicates the type of the underlying affine Dynkin diagram. In view of (8.6) we specify \( X \) as follows:
- For generalized Satake diagrams in the families A.3ac, C.1 and D.1ac (for which we have fixed \( p_1 \leq p_2 \)) the specification is written in the format \( p_1, p_2 \). For generalized Satake diagrams in the families A.3b, B.1 and D.1b (for which we have imposed an ordering by specifying the types of the \( \tau \)-lateral subsets of \( I \)) the specification format is \( p_1; p_2 \).
- For Satake diagrams in the family CD.4, \( X \) has only one component and the specification format is simply \( p_1 \).
- If \((X, \tau)\) is alternating, this will be indicated by “alt”; for \((X, \tau)\) in the families BCD.2 there may be up to two components \( X_1, X_2 \) involving the nodes 0 and \( n \), respectively, and we combine this with the aforementioned convention, yielding a specification format \( p_1, \text{alt}, p_2 \) (for types C.2 and D.2ac) and \( p_1, \text{alt}, p_2 \) (for types B.2 and D.2b).
- In the families A.1 and A.4 we will specify \( X \) by writing \( \emptyset \).
- For Satake diagrams of type \( D^{(1)}_4 \) with \( \tau \in [(14)] \) we simply specify \( X \) as a subset of \( I = \{0, 1, 2, 3, 4\} \).

Appendix A lists all subfamilies of \( \Sigma_A \)-equivalence classes of generalized Satake diagrams for untwisted affine Dynkin diagrams \((I, A)\) of classical Lie type, along with relevant properties. In Appendix B we list bijections between low-rank \((n \leq 4)\) \( \Sigma_A \)-equivalence classes.

8.4. **Restrictable diagrams.** Owing to the standard choice of labelling, deleting the node 0 from an untwisted affine Dynkin diagram, one obtains the corresponding Dynkin diagram of finite type. It leads to the following definition for (generalized) Satake diagrams.

**Definition 8.4.** Let \( A \) be an untwisted affine Cartan matrix. Define
\[
\text{GSat}_0(A) = \{(X, \tau) \in \text{GSat}(A) \mid \tau(0) = 0 \notin X\}.
\]
The elements of \( \text{GSat}_0(A) \) are called **restrictable generalized Satake diagrams**. We also define
\[
\text{Sat}_0(A) = \text{GSat}_0(A) \cap \text{Sat}(A) = \{(X, \tau) \in \text{Sat}(A) \mid \tau(0) = 0 \notin X\},
\]
the element of which are called **restrictable Satake diagrams**.
There is a natural one-to-one correspondence between $\text{GSat}(A^{\text{fin}})$ and $\text{GSat}_0(A)$ for the Cartan matrices under consideration.

**Proposition 8.5.** Let $A$ be an untwisted affine Cartan matrix of classical Lie type. For $\tau \in \text{Aut}(A^{\text{fin}})$, define $\hat{\tau} \in \text{Aut}(A)$ by $\hat{\tau}(i) = \tau(i)$ if $i \in \{0\}$ and $\hat{\tau}(0) = 0$. The assignment $(X, \tau) \mapsto (X, \hat{\tau})$ defines an invertible map $\text{Aff}_A : \text{GSat}(A^{\text{fin}}) \to \text{GSat}_0(A)$ such that $\text{Aff}_A(\text{Sat}(A^{\text{fin}})) = \text{Sat}_0(A)$.

**Proof.** Let $(X, \tau) \in \text{GSat}(A^{\text{fin}})$. First we show that $(X, \hat{\tau}) \in \text{GSat}(A)$. Note that evidently $X$ is of finite type and $\hat{\tau}$ is an involution. Condition (2.15) holds since $\hat{\tau}_{|X} = \tau_{|X}$. For condition (2.29), consider $X(0)$, the union of connected components of $X$ neighbouring node $0 \in I \setminus X$. We have the following case-by-case analysis for the four infinite families of $A$:

1. $A_{n>1}$: Here $X(0)$ cannot be a single node. In type $A.1$, $X = \emptyset$ and in type $A.2$, $X(0) = \{1, n\}$. In type $A.3$, either $X(0) = \emptyset$ or $X(0) = \{1, n\}$.

2. $A^{(1)}_1$ and $C^{(1)}_n$: If $X(0)$ consists of a single node, it must be 1. We have $a_{00} = -2$.

3. $B^{(1)}_n$ and $D^{(1)}_n$: Again, $X(0)$ cannot be a single node. Namely, only $i = 2$ is a possibility which would leave $1$ in $I \setminus X$, contradicting (2.29) for $(X, \tau) \in \text{GSat}(A^{\text{fin}})$.

Hence, if $X(0) = \{i\}$ for some $i \in \{1, \dots, n\}$, $a_{0i}a_{i0} \neq 1$; therefore $(X, \hat{\tau}) \in \text{GSat}(A)$. It follows immediately from Definition 8.4 that in fact $(X, \tau) \in \text{GSat}_0(A)$. The invertibility of $\text{Aff}_A$ follows at once upon noting that $(X, \tau_{|\{0\}}) \in \text{GSat}(A^{\text{fin}})$ if $(X, \tau) \in \text{GSat}_0(A)$ and that restriction to $I \setminus \{0\}$ is a left- and right-inverse of the map $\tau \mapsto \hat{\tau}$.

Finally, to show that $\text{Aff}_A(\text{Sat}(A^{\text{fin}})) = \text{Sat}_0(A)$, assume that $(X, \tau) \in \text{Sat}(A^{\text{fin}})$. Then $\alpha_j(\rho_X^\vee) \in Z$ for all $j \in I \setminus X$ such that $\tau(j) = j$ by assumption, so that it remains to verify that $\alpha_0(\rho_X^\vee) \in Z$. Recall the tuple $(a_i)_{i \in I}$ satisfying (3.22); as $A$ is of untwisted affine type we have $a_0 = 1$. Then the basic imaginary root $\delta := \sum_{i \in I} a_0\alpha_i \in \Phi$ satisfies $\delta(h_i) = 0$ for all $i \in I$ and $\phi := \delta - \alpha_0 = \sum_{i \in I \setminus \{0\}} a_i\alpha_i$ is the highest root of $\Phi_{I \setminus \{0\}}$. Immediately we have $\delta(\rho_X^\vee) = 0$. Also, $\phi(\rho_X^\vee) \in Z$. Indeed, having chosen a subset $(I \setminus \{0\})^* \subseteq (I \setminus \{0\}) \setminus X$ intersecting the $\tau$-orbits of $(I \setminus \{0\}) \setminus X$ in singletons, we obtain

$$\phi(\rho_X^\vee) = \sum_{i \in X} a_0\alpha_i(\rho_X^\vee) + \sum_{i \in \{1 \}^*} a_i\alpha_i(\rho_X^\vee) + \sum_{i \in \tau(\{0\})} (a_i\alpha_i + a_{\tau(i)}\alpha_{\tau(i)})(\rho_X^\vee).$$

Each summation is in $Z$: the first because $\rho_X^\vee$ is the sum of fundamental coweights associated to $\Phi_X$, the second because $(X, \tau) \in \text{Sat}(A^{\text{fin}})$ and the third because $a_i = a_{\tau(i)}$ (since $\phi = \tau(\phi)$) and $\alpha_{\tau(i)}(\rho_X^\vee) = \alpha_i(\rho_X^\vee)$ (since $X = \tau(X)$).

Since $\text{Aff}_A$ is bijective, generalizes Satake diagrams of finite type appear in a natural way as subdiagrams of restrictable generalized Satake diagrams of affine type. Hence, for Satake diagrams, we recover their classification (listed in [Ara, §4 and §5] and [Le3, Sec. 7]), see Table 17 in Appendix A. Note that the families B.12b, D.12c, A.3c and ACD.4 do not contain any restrictable Satake diagrams. Generalized Satake diagrams from the remaining families are restrictable up to rotation by an element of $\Sigma_A$ precisely if $X \setminus X_{\text{alt}}$ is connected or empty.

### 8.5 The special orbits revisited

Let $(X, \tau) \in \text{Sat}(A)$. In [Le2, Sec. 7, Variation 1] it was noted that $|I_{\text{diff}}| \leq 1$ if $A$ is of finite type. Moreover, in [Ko1, Rmk. 9.3] it is argued that $|I_{\text{diff}}| \leq 2$ if $A$ is of affine type. It is natural to generalize this in two directions: also involve the set $I_{\text{nfs}}$ and allow $(X, \tau) \in \text{GSat}(A)$. It turns out that the same upper bounds hold.

**Lemma 8.6.** Let $A$ be a finite or untwisted affine Cartan matrix of classical Lie type and fix $(X, \tau) \in \text{GSat}(A)$. Then $|I_{\text{diff}} \cup I_{\text{nfs}}|$ is bounded above by 1 or 2, respectively.
Proof. This follows from a straightforward case-by-case analysis using the tables in Appendix A. □

It would be nice to prove this upper bound without resorting to the case-by-case analysis. Even if we would be able to prove this for generalized Satake diagrams of finite type, there would not be an obvious way to derive a proof of this for affine type, since Lemma 8.6 applies also to non-restrictable affine generalized Satake diagrams.

Remark 8.7.

- Lemma 8.6 applies equally for generalized Satake diagrams associated to twisted affine Cartan matrices, as well as finite and affine Cartan matrices of exceptional Lie type. Furthermore, the upper bound can be lowered by 1 in some cases.

- From the tables in Appendix A it also follows that instances of generalized Satake diagrams with $|I_{\text{diff}} \cup I_{\text{nsf}}| = 2$ exist for all untwisted affine Cartan matrices of classical Lie type. For example, let $A$ be of type $A_n^{(1)}$, i.e. $I = \{0, 1, \ldots, n\}$, $a_{ii} = 2$ and, for $i \neq j$, $a_{ij} = a_{ji} = -1$ precisely if $|i - j| = 1$ or $|i - j| = n$. Note that $\text{Aut}(A)$ is a dihedral group. Then $|I_{\text{diff}} \cup I_{\text{nsf}}| = 2$ for all $(X, \tau) \in \text{GSat}(A)$ such that $|I^*| > 1$ and $\tau \notin \Sigma_A$. Moreover, each of the three possibilities for $(|I_{\text{diff}}|, |I_{\text{nsf}}|)$ is attained by some $(X, \tau)$ provided $|I|$ is even.

Combining Corollary 7.13 and Lemma 8.6 we obtain the following.

Corollary 8.8. Fix $(X, \tau) \in \text{GSat}(A)$ and let $c \in C$ and $s \in S$. Then $B_{c,s}$ is $\text{Ad}(\tilde{H}_q)$-equivalent to a QP algebra with at most two free parameters.

9. Classification of K-matrices

In this section we present the main results of this paper, a comprehensive list trigonometric reflection matrices for QP algebras $B_{c,s} = B_{c,s}(X, \tau)$ in the vector representation of $U_q(\mathfrak{g})$ for all $(X, \tau) \in \text{GSat}(A)$, when $A$ is of a classical untwisted affine type.

9.1. Methodology and the main results. The reflection matrices are obtained by solving (6.6) or (6.7) for all generators of the algebras $B_{c,s}$ for each representative $(X, \tau)$ of the $\Sigma_A$-orbits of the generalized Satake diagrams as defined in Section 8. We remind the reader that whenever generalized Satake diagrams are in the same $\Sigma_A$-orbit, the associated K-matrices are related according to Proposition 7.10. Now fix $(X, \tau) \in \text{GSat}(A)$ to be such a representative. We choose

$$I^* = \{j \in I \setminus X \mid j \geq \tau(j) \text{ if } \{j, \tau(j)\} = \{0, 1\} \text{ and } j \leq \tau(j) \text{ otherwise}\}$$

The condition $\tau(0) = 1$ only applies to some representative generalized Satake diagrams of types BD.2c and BD.1b; in those cases we will reiterate our choice for $I^*$. Note that this fixes the sets $I_{\text{diff}}$ and $I_{\text{nsf}}$. As explained in Section 7.2.3, we express $c$ and $s$ in terms of dressing parameters $\omega$, non-removable free parameters and the scaling parameter $\eta$ in such a way that solving (6.6) or (6.7) for all $b_j$ and the generators of the subalgebras $U_q(\mathfrak{g}_X)$ and $U_q(\mathfrak{h})^{\mathfrak{g}_q}$ for the given value of $\eta$ yields a dressed K-matrix $K(u; \omega)$ given by (7.19). Recall from Section 7.2 that the bare K-matrix $K(u)$ contains $|I_{\text{diff}} \cup I_{\text{nsf}}|$ degrees of freedom and the dressing matrix $G(\omega)$ contains $|I^*| - 1$ degrees of freedom; the remaining degree of freedom is accounted for by the scaling parameter $\eta$.

Recall that if a nontrivial solution $(K(u), \eta)$ of (6.6) or (6.7) exists, $(K(-u), -\eta)$ is also a nontrivial solution (it may occur that $K(u)$ and $K(-u)$ coincide); as a matter of convenience we always present only one of them. Our case-by-case computations suggest that if a nontrivial solution of (6.6) or (6.7) exists, then $K(u)$ is unique up to this choice of sign and up to scalar multiples.

The following statement refers to the existence of solutions.
**Theorem 9.1.** Fix \((X, \tau) \in \text{GSat}(A)\) and consider the corresponding coideal subalgebra \(B_{c,s}\) with \(c \in (\mathbb{K}^x)^{I \setminus X}\) and \(s \in \mathbb{K}^{I \setminus X}\). The untwisted boundary intertwining equation (6.6) has nontrivial solutions if and only if \(\tau \psi \in \Sigma_A\). More precisely we have the following:

Type \(A_{n>1}^{(1)}\): Either (6.6) or (6.7) has a nontrivial solution, and (6.6) has nontrivial solutions precisely if \(\tau \not\in \Sigma_A \cong \text{Cyc}_N\).

Types \(A_1^{(1)}, B_1^{(1)}\) and \(C^{(1)}_{n>1}\): We have \(\psi = \text{id}\) and \(\Sigma_A = \text{Aut}(A)\) and indeed we have found nontrivial solutions to (6.6) for all \((X, \tau) \in \text{GSat}(A)\) which are in 1-to-1 correspondence with nontrivial solutions to (6.7) according to Proposition 6.9.

Type \(D_{n>3}^{(1)}\): We have \(\psi = \text{id}\) and, provided \((X, \tau) \in \text{GSat}(A)\) such that \(\tau \in \Sigma_A\), again (6.6) turns out to have nontrivial solutions which are in 1-to-1 correspondence with nontrivial solutions to (6.7). Only if \((X, \tau)\) is of type D.3, i.e. \(n = 4\) and \(\tau \in [(14)]\), the condition \(\tau \in \Sigma_A\) fails and, for all \(c \in (\mathbb{K}^x)^{I \setminus X}\) and \(s \in \mathbb{K}^{I \setminus X}\), the only solution to (6.6) or (6.7) is \(K(u) = 0\).

In accordance with the above, assume that \((X, \tau)\) is not of type D.3 and select the appropriate intertwining equation (6.6) or (6.7) if \(A\) is of type \(A_{n>1}^{(1)}\). The existence of solutions to (6.6) or (6.7) depends on \(c\) and \(s\) as follows. The boundary intertwining equation has a nontrivial solution only if \(c \in C\). Assuming that \(c \in C\), the only values of \(s\) for which there are nontrivial solutions to (6.6) or (6.7) are as follows:

- If \(|I^*| = 1\) (in particular \(I_{\text{ns}} = \emptyset\)), the boundary intertwining equation has a nontrivial solution for any \(s \in \mathbb{K}^{I \setminus X}\); these solutions are diagonal. Note that the additional term in \(b_j\) is mapped by \(\mathcal{F}_a\) to a diagonal matrix and, as we will see, the solution \(K(u)\) is itself diagonal and does not depend on \(s\).
- If \(|I^*| > 1\) and \(I_{\text{ns}} = I_{\text{nst}}\), the boundary intertwining equation has a nontrivial solution precisely if \(s \in S\) (i.e. \(s_j = 0\) if \(j \notin I_{\text{nst}}\)).
- There exists a nontrivial solution if \(s \in (\mathbb{K}^x)^{I \setminus X}\) satisfies \(q\)-Onsager type constraints, see [BsBe1, Prop. 2.1], which include particular \(K\)-linear relations between \(s_j^2\) and \(c_j\) for certain values of \(j \in I_{\text{ns}}\). These solutions are genuinely different from the aforementioned ones only if \(I_{\text{nst}} \neq I_{\text{nst}}\), which requires that \((X, \tau)\) is plain.

**Remark 9.2.**

(i) The above theorem is based on computational work for low values of \(n\); thus it is only a conjecture for general \(n\). It is possible on a case-by-case basis to give lengthy but straightforward proofs which we omit here.

(ii) A detailed study of the reflection matrices associated to generalized \(q\)-Onsager algebras will be presented elsewhere, although we briefly review the K-matrix associated with the family A.1 in Appendix D.

Our main result is the following list of trigonometric reflection matrices for QP algebras of classical Lie type. In order to present this succinctly, recall the sign \(\vartheta\) as defined in (4.2) and, if \(A\) is of type \(A_{n}^{(1)}\), denote, for \(a \in \mathbb{Z}_{\geq 0}\),

\[
(9.2) \quad a \mod N = \begin{cases} N & \text{if } a \text{ is an integer multiple of } N, \\ a \mod N & \text{otherwise.} \end{cases}
\]

In particular, for \((X, \tau)\) of type A.3, we denote \(t = \tau(0) \mod N\).
**Theorem 9.3.** The bare twisted $K$-matrices are:

A.1: \[ K(u) = \text{Id} \] if $N > 2$,

A.2: \[ K(u) = \sum_{1 \leq i \leq N/2} (q^{1/2}E_{2i-1,2i} - q^{-1/2}E_{2i,2i-1}) \] if $N > 2$ even,

A.4: \[ K(u) = \sum_{1 \leq i \leq N/2} (uE_{i+N/2,i} + E_{i,i+N/2}) \] if $N > 2$ even.

In the other cases, in terms of

\[ \ell = \begin{cases} p_1 & \text{for A.3}, \\ p_1 + o_1 & \text{for BCD.12}, \\ (n-o)/2 - p & \text{for CD.4}, \end{cases} \]

\[ r = \begin{cases} (N - o_1 - o_2)/2 - p_2 & \text{for A.3}, \\ n - p_2 - o_2 & \text{for BCD.12} \end{cases} \]

the bare untwisted $K$-matrices are given by the formula

\[ K(u) = \text{Id} + \frac{u - u^{-1}}{k_1(u)} \left( M_1(u) + \frac{M_2(u)}{k_2(u)} \right) \]

where

\[ k_1(u) = \lambda \mu - u, \quad k_2(u) = \begin{cases} \lambda^{-1} - (\mu u)^{-1} & \text{for C.1 and BD.2}, \\ \lambda^{-1} + (\mu u)^{-1} & \text{for other types} \end{cases} \]

and

\[ M_1(u) = \begin{cases} \sum_{1 \leq i \leq \ell} \lambda \mu u E_{ii} + \sum_{t+1 \leq i \leq N} E_{ii} & \text{for A.3}, \\ \sum_{1 \leq i \leq n} (\lambda \mu u E_{i,-i} + E_{ii}) & \text{for BCD.12}, \\ \sum_{1 \leq i \leq n} E_{ii} & \text{for CD.4}, \end{cases} \]

and

\[ M_2(u) = \begin{cases} \sum_{\ell \leq i \leq r} (\lambda E_{ii} + \lambda^{-1} E_{i,t+1-i,t+1-i} + E_{i,t+1-i} + E_{t+1-i,i}) & \text{for A.3}, \\ \sum_{\ell \leq i \leq \ell} (\lambda E_{-i,-i} + \lambda^{-1} E_{ii} + E_{-i,i} + E_{i,-i}) & \text{for BD.1}, \\ -\delta_{\ell,1} u^{-1} (\mu - \mu^{-1}) E_{nn} - \delta_{N,2n} \delta_{\ell,n-1} (\lambda - \lambda^{-1}) E_{11} \\ + \sum_{\ell \leq i \leq \ell} (-\lambda E_{-i,-i} + \lambda^{-1} E_{ii} + \epsilon_i (E_{i,-i,-i} - E_{-i,-i,i})) & \text{for BD.2}, \\ \sum_{\ell \leq i \leq \ell} (-\lambda E_{-i,-i} + \lambda^{-1} E_{ii} + E_{-i,i} - E_{i,-i}) & \text{for C.1}, \\ \sum_{\ell \leq i \leq \ell} (\lambda E_{-i,-i} + \lambda^{-1} E_{ii} + \epsilon_i (E_{i,-i,-i} + E_{i,-i,i})) & \text{for C.2}, \\ \sum_{\ell \leq i \leq \ell} (\lambda E_{-i,-i} + \lambda^{-1} E_{-i,-i} - E_{-i,-i} - E_{i,-i}) \\ - u^{-1} (\mu E_{ii} + \mu^{-1} E_{ii} - E_{ii} - E_{ii}) & \text{for CD.4}, \end{cases} \]
with $\epsilon_i = (-1)^{i-\ell}$ for BCD.2. The parameters $\lambda, \mu$ have the following values:

\[
\begin{align*}
\lambda &\in \mathbb{K}^x \text{ is free} \quad \text{for A.3, CD.4 and for C.1 if } r = n, \\
\lambda &= q^{N/2-r} \quad \text{for BD.1 and C.2,} \\
\lambda &= q^{N/2-r-\theta} \quad \text{for B.2, for C.1 if } r < n \text{ and for D.2 if } r < n-1, \\
\mu &\in \mathbb{K}^x \text{ is free} \quad \text{for A.3, for C.1 if } \ell = 0 \text{ and for BD.2 if } \ell \leq 1, \\
\mu &= q^{-\ell} \quad \text{for BD.1 and C.2,} \\
\mu &= q^{-\ell+\theta} \quad \text{for C.1 if } \ell > 0, \text{ for BD.2 if } \ell > 1, \\
\mu &= q^{-n+2\ell}\lambda \quad \text{for CD.4.} \\
\end{align*}
\]

For D.4 if $\ell = 1$ the above formulas should be replaced by

\[
K(u) = \text{Id} + \frac{u - u^{-1}}{k_1(u)} \left( M_1 + \frac{M_2^+(u)}{k_2^+(u)} - \frac{M_2^-(u)}{k_2^-(u)} \right),
\]

where $M_1 = \sum_{1 \leq i \leq n} E_{ii}$ (as for $\ell \neq 1$) and

\[
\begin{align*}
k_2^+(u) &= k_2(u) = \lambda^{-1} + \mu u^{-1}, \\
M_2^+(u) &= u^{-1} (\mu^{-1}E_{11} + \mu E_{nn} + E_{1n} + E_{n1}), \\
k_2^-(u) &= (\alpha \lambda)^{-1} + \alpha (\mu u)^{-1}, \\
M_2^- &= (\alpha \lambda)^{-1}E_{-1,-1} + \alpha \lambda E_{-n,-n} + E_{-1,-n} + E_{-n,-1},
\end{align*}
\]

with $\mu = q^{-n+2\alpha \lambda}$ and free parameters $\alpha, \lambda \in \mathbb{K}^x$.

For certain QP algebras of types BCD.1 the above formulas should be replaced as follows (the expressions for $k_1(u)$ and $k_2(u)$ and the values for $\lambda$ and $\mu$ remain the same).

For BD.1 with $(\ell, r) = (0, 2)$:

\[
K(u) = \text{Id} + \frac{(u - u^{-1})\lambda^2 u^2}{k_1(\frac{u}{v_0 v_1}) k_1(\frac{u}{v_1}) k_1(\frac{\mu}{v_0 v_1}) k_1(\frac{u}{v_0 v_1})} \left( k_1(u) k_2(u) M_2 + \alpha \left( \frac{\mu}{\lambda} \right) \tilde{M}_3^+ + \alpha \left( \frac{\lambda}{\mu} \right) \tilde{M}_3^- \right),
\]

where $\alpha(u) = (\nu_1 + \nu_1^{-1}) u - (\nu_0 + \nu_0^{-1})$ and

\[
M_2 = \sum_{n-i \leq i \leq n} (\lambda E_{-1,-i} + \lambda^{-1} E_{i,i} + E_{-i,i} + E_{i,-i}),
\]

\[
\tilde{M}_3^\pm = E_{\mp(n-1),\pm n} - E_{\pm n,\mp(n-1)} + \lambda^{\mp 1}(E_{\pm(n-1),\pm n} - E_{\pm n,\mp(n-1)} \mp (\nu_1 + \nu_1^{-1}) E_{\pm n,\pm n}).
\]

For BCD.1 with $1 \leq \ell \leq n-2$, $r = \ell + 2$:

\[
K(u) = \text{Id} + \frac{u - u^{-1}}{k_1(u)} \left( \tilde{M}_1(u) + \frac{k_2(u) \tilde{M}_2(u) + \nu_+ \tilde{M}_3(u)}{k_2(-\nu^{-2} u) k_2(-\nu^2 u)} \right),
\]

where

\[
\tilde{M}_1(u) = \sum_{\ell-1 \leq i \leq n} (\lambda \mu u E_{-i,-i} + E_{ii}),
\]

\[
\tilde{M}_2(u) = \theta \lambda E_{-\ell,2-\ell} + \lambda^{-1} E_{2-\ell,\ell-2} + \theta E_{2-\ell,\ell-2} + E_{\ell-2,2-\ell} - \mu u E_{-1,-1-\ell} - \theta (\mu u)^{-1} E_{\ell-1,-1-\ell} + E_{1-\ell,\ell-1} + \theta E_{\ell-1,1-\ell},
\]

\[
\tilde{M}_3(u) = \theta (E_{-1,-\ell,2-\ell} - E_{2-\ell,1-\ell}) + \lambda^{-1} (E_{1-\ell,\ell-2} - \theta E_{\ell-2,1-\ell}) + (\mu u)^{-1} (\theta E_{2-\ell,\ell-1} - E_{\ell-1,-2-\ell} + \theta \lambda^{-1} (E_{\ell-2,\ell-1} - E_{\ell-1,\ell-2}).
\]
For $B.1$ with $(\ell, r) = (n - 1, n)$:

$$K(u) = \text{Id} + \frac{u - u^{-1}}{k_1(u)} \left( \tilde{M}_1(u) + \frac{k_1(u^{-1})^2 \tilde{M}_2(u) + q^{1/4}[2]_{q^{1/2}}^{1/2}(\nu - \nu^{-1}) \tilde{M}_3(u)}{k_1(\nu^2 u^{-1}) k_1(\nu^{-2} u^{-1}) k_2(u)} \right),$$

where

$$\tilde{M}_1(u) = \sum_{1 \leq i \leq n} (q^{1/2} \mu u E_{-i, -i} + E_{ii}),$$

$$\tilde{M}_2(u) = -\mu u E_{-1, -1} - (\mu u)^{-1} E_{11} + E_{-1, 1} + E_{1, -1},$$

$$\tilde{M}_3(u) = k_1(u^{-1}) (u^{-1}(E_{01} + E_{10}) - \mu(E_{-1, 0} + E_{0, -1})) - q^{1/4}[2]_{q^{1/2}}^{1/2} \mu(\nu - \nu^{-1}) u^{-1} E_{00}.$$

Remark 9.4.

(i) The new parameters $\ell$, $r$ and $t$ are such that the tuples $(n, \ell)$, $(n, \ell, r)$ and $(n, \ell, r, t)$ uniquely parametrize generalized Satake diagrams of the families CD.4, BCD.12 and A.3, respectively (across all subfamilies a,b,c, when applicable).

(ii) In each case $M_1(u)$ is always diagonal and vanishes if $(X, \tau)$ is restrictive. Matrix $M_2(u)$ contains the off-diagonal entries of $K(u)$, with $M_2(u) = 0$ if $|T^*| = 1$.

(iii) Theorem 9.3 summarizes the main results obtained in Sections 9.2–9.6. We used computational software to solve intertwining equations for $n$ in the range $1 \leq n \leq 15$, depending on the type of $B_{e,s}$, and extrapolated the results for general $n$. Thus it is a theorem for small $n$, but only a conjecture for large $n$. Proving that the above expressions solve the boundary intertwining equation for arbitrary $n$ in most cases involves lengthy but direct computations; in some cases these calculations are somewhat simpler, see Remark 9.11 for the A.4 case. The uniqueness (up to a scalar multiple and up to a sign) of these solutions for general $n$ would follow if we could establish indecomposability of $\mathcal{F}_u|_{B_{e,s}}$.

(iv) We have solved the intertwining equations (6.6–6.7) for representative generalized Satake diagrams $(X, \tau)$ in each $\Sigma_A$-orbit, corresponding to the special values of the parameters $\ell$, $r$ and $t$ as mentioned in Theorem 9.3. Expressions for the K-matrices corresponding to other generalized Satake diagrams are determined by Proposition 7.10. However, in many cases the $(\ell, r, t)$-dependent formulas in Theorem 9.3 are valid for more generalized Satake diagrams; see Remarks 9.13, 9.15, 9.17, 9.21 and 9.23 for more precise statements in types A.3 and CD.12.

In each case we compare our results with known solutions of the reflection equation. In [MLS] Malara and Lima-Santos give a detailed description of the “densest” solutions (i.e. with most entries nonzero) of the untwisted reflection equation for a larger class of R-matrices, which are obtained by directly solving the reflection equation. In particular, for type A they find K-matrices corresponding to Satake diagrams of type A.3 with $X$ empty. However they admit they cannot completely describe the relations between these matrices, which is accounted for by the action of $\Sigma_A \cong \text{Cyc}_N$ in our setup. Their solutions for types B, C and D are related to generalized q-Onsager algebras, see [BsBc1]. Some untwisted K-matrices found here are special parameter limits of these more general K-matrices and we highlight this in the results where appropriate. A more comprehensive comparison will be made in a future publication dealing with K-matrices associated to generalized q-Onsager algebras.

9.1.1. Nonzero entries of K-matrices and quasistandard QP algebras. The K-matrices classified in this paper are relatively sparse, i.e. the number of nonzero entries with respect to the standard
basis of $\mathbb{K}^N$ is small compared to $N^2$. In fact, it is clear from Theorem 9.3 that, except in some cases of type BCD.1, the number of nonzero entries in each row and column of each K-matrix is at most 2. This can be characterized in terms of the generalized Satake diagram underlying the associated QP algebra as follows.

**Definition 9.5.** Let $A$ be an untwisted affine Cartan matrix of classical Lie type and let $(X, \tau) \in \text{GSat}(A)$. We call $(X, \tau)$ **quasistandard** if for each $Y \in \mathcal{L}(\tau)$, $I_{\text{nsf}} \cap Y = \{j\}$ with $\alpha_j$ long (note that for simply-laced diagrams, all roots are considered to be long). Let $c \in \mathcal{C}$ and $s \in \mathcal{S}$. The QP algebra $B_{c,s}(X, \tau)$ is called quasistandard if $s_j \neq 0$ implies that $\alpha_j$ is long and $\{j\} = Y \cap I_{\text{nsf}}$ for some $Y \in \mathcal{L}(\tau)$.

This terminology is natural: evidently all standard QP algebras (those with $s_j = 0$ for all $j \in I \setminus X$, see [Ko1, Defn. 5.6]) are quasistandard. Most nonstandard QP algebras considered in this paper are also quasistandard; in fact, the only non-quasistandard QP algebras for untwisted affine Cartan matrices of classical Lie type occur in type BCD.1.

Note that a generalized Satake diagram $(X, \tau)$ is quasistandard precisely if each element of $I_{\text{nsf}}$ is one of the nodes labeled $j$ in the following subdiagrams:

- $j \quad \ldots \quad j \quad \ldots$
- or one of the nodes labelled $j$ or $j'$ in one of the following low-rank diagrams:

  - $j \quad j'$ with $\tau \neq \phi_1 \phi_2$
  - $j \quad j' \quad \text{ or } \text{ with } |j - j'| \neq 1$

Hence, quasistandard generalized Satake diagrams with nonempty $I_{\text{nsf}}$ occur in types A.3, C.1, BD.2 and CD.4, as can be easily seen from Table 4. (See also Table 16 in Appendix A.)

Non-quasistandard generalized Satake diagrams are of type BCD.1 and contain one of the following subdiagrams (where $j$ and $j'$ indicate the elements of $I_{\text{nsf}}$):

- or special low-rank versions of these. The corresponding QP algebras are studied in Section 9.7.

The K-matrices associated to quasistandard QP algebras are of a particular simple form. Recall that a **generalized permutation matrix** is an element of $\text{End}(\mathbb{K}^N)$ whose nonzero entries pattern in the same way as a permutation matrix, in other words a $\mathbb{K}$-linear combination of elementary matrices $E_{i,\gamma(i)}$ with $i \in \langle N \rangle$ for some permutation $\gamma$ of $\langle N \rangle$. For example, for generic values of $u$, any matrix $Z^\sigma(u)$ with $\sigma \in \Sigma_A$ is a generalized permutation matrix. The subgroup of generalized permutation matrices in $\text{GL}(\mathbb{K}^N)$ normalizes the maximal abelian subgroup of $\text{GL}(\mathbb{K}^N)$ consisting of diagonal matrices, whose Weyl group is $S_N$. If the permutation $\gamma$ is an involution, we call a generalized permutation matrix a **generalized involution matrix** (g.i.m.). Note that any g.i.m. squares to a diagonal matrix.

**Definition 9.6.** We call an element of $\text{End}(\mathbb{K}^N)$ a **generalized cross matrix** (g.c.m.) if it is a $\mathbb{K}$-linear combination of a diagonal matrix and a g.i.m. $\varnothing$

Note that, up to a reordering of the basis, a generalized cross matrix is a direct sum of $2 \times 2$- and $1 \times 1$-blocks. It follows from Theorem 9.3 that, for generic values of $u$, a K-matrix associated to a quasistandard QP algebra is a generalized cross matrix. The explicit expressions of the involution $\gamma$ are listed in Table 5; see also Table 24 in Appendix C. In certain cases, the K-matrix reduces
to a generalized involution matrix, which are in addition independent of $u$ if and only if $(X, \tau) \in \text{GSat}_0(A)$. This occurs precisely for the following QP algebras:

- QP algebras with one of the following underlying Satake diagrams ($n \geq 2$):

  - QP algebras of type A.3, C.1 or D.2 with $s_j = 0$ and $c_j = c_{\tau(j)}$ for all $j \in I^*$.
  - QP algebras of type CD.4 with $X = \emptyset$, $n$ even and $s_{n/2} = 0$.
  - QP algebras such that $|I^*| = 1$, in which case $K(u)$ is diagonal.

Another property of all untwisted $K$-matrices obtained in this paper is that $K_{ij}(u) \neq 0$ if and only if $K_{ji}(u) \neq 0$ for all $i, j \in (N)$, i.e. that $K(u)$ is symmetric up to conjugation by a diagonal matrix. In fact, it follows from the definitions of the representation $\mathcal{T}_u$ and of the coideal subalgebras under consideration in this paper that solutions of (6.6) have this property. For the same reason, solutions $K(u)$ of (6.7) satisfy the property that $K_{ij}(u) \neq 0$ if and only if $K_{ji'}(u) \neq 0$ for all $i, j \in (N)$, where $i' = N + 1 - i$ if $g = \tilde{s}_N$ and $i' = -i$ otherwise, i.e. $C^{-1}K(\tilde{q}^{-1}u)$ is symmetric up to conjugation by a diagonal matrix. In other words, for the untwisted $K$-matrices classified in this paper the off-diagonal nonzero entries come in pairs; the number of such pairs is $|I^*| - 1$ for quasistandard QP algebras of type A.3 or BCD.1, $2(|I^*| - 1)$ for quasistandard algebras of type BCD.24 and $3(|I^*| - 1)$ for non-quasistandard QP algebras of type BCD.1. In particular, if $|I^*| = 1$ then an untwisted $K$-matrix is diagonal. Indeed, by construction any such $K$-matrix commutes with all diagonal matrices in $\text{End}(K^N)$, which follows from the fact that the QP algebra contains $n = |I| - 1$ linearly independent elements of $U_q(\mathfrak{b})$ and from the explicit formulas for $\mathcal{T}_u(k_i)$ for $0 \leq i \leq n$ (in particular one needs that $\mathcal{T}_u(k_c) = \text{Id}$).

Attempting to solve the reflection equation (6.1) or (6.2) starting from various ansätze with prescribed matrix entries set to zero in $\text{End}(K^N)(u)$ for some low values of $N$, leads us to believe that the listing in Theorem 9.3 is complete in the following sense.

**Conjecture 9.7.** Let $R(u)$ be given by (5.16). All solutions $K(u)$ of the reflection equation (6.1) or (6.2) which satisfy the conditions
11. K(u) or \(C^{-1}K(q^{-1}u)\), respectively, is symmetric up to conjugation by a diagonal matrix; 
12. no row or column in K(u) has more than two nonzero entries; 
are generalized cross matrices. Up to application of Lemma 6.1, rotation, dressing, scalar multiple 
and choice of sign of the spectral parameter, they are listed in Theorem 9.3 for quasistandard 
\((X, \tau) \in \text{GSat}(A)\).

9.1.2. Additional properties of K-matrices. For each of the K-matrices obtained, where applicable 
we discuss the following properties in the case-by-case results:

Unitarity: In accordance with Lemma 6.12, all untwisted K-matrices classified in Theorem 9.3 
have been normalized so as to satisfy the unitarity property (6.22). We will not highlight 
this property in the case-by-case results. For the twisted bare K-matrices of types A.1.24 we 
have chosen \(e \in (\mathbb{K}^\times)^{(L,X)}\) to be of the form \((a, \ldots, a)\) for some \(a \in \mathbb{K}^\times\). Lemma 7.8 implies 
that (6.23) holds for some there exists \(n_{tw}(u) \in \mathbb{K}\). It is not convenient to renormalize these 
K-matrices to make \(n_{tw}(u) = 1\); instead we will state (6.23) in each case.

Regularity: Unless otherwise stated, all untwisted K-matrices obtained are doubly regular; again, 
we will not emphasize double regularity in the case-by-case results. All doubly and singly 
regular K-matrices can be and have been normalized such that \(K(\zeta) = +\text{Id}\) for \(\zeta = -1, \zeta = 1\) or both (this can be accomplished by multiplying the K-matrix by \(-1\) and/or by \(u\) as 
required, neither of which affects the unitarity property).

Eigendecomposition: All untwisted K-matrices obtained are diagonalizable for generic values of the 
non-removable free parameters. More precisely, we have

\[
K(u) = V D(u) V^{-1},
\]

where \(V\) is independent of \(u\) and \(D(u)\) is diagonal. If \(B_{e,s}\) is quasistandard, \(V\) is a generalized 
cross matrix with the same involution \(\gamma\) as \(K(u)\). In each case we will give the matrices \(V\) 
and \(D(u)\). It will be convenient to use the notation

\[
h_i(u) = \frac{k_i(u^{-1})}{k_i(u)}.
\]

We will order the eigenvalues and eigenvectors in such a way that \(V\) is a generalized cross 
matrix with the same involution \(\gamma\) as \(K(u)\) (see Table 5). For twisted K-matrices one has to 
replace \(K(u)\) by \(C^{-1}K(q^{-1}u)\) in (9.9).

The number of distinct eigenvalues is low compared to \(N\), namely at most 5 (4 in the 
quasistandard case). From (9.9) it follows that, in analogy with (5.27), this number equals 
the degree of the minimal polynomial of \(K(u)\); furthermore \([K(u), K(v)] = 0\) for all \(u, v\). 
These properties suggest that the K-matrices obtained here in terms of representations of 
coideal subalgebra of affine quantum groups can also be related to representations of suitable 
cyclotomic Hecke or Birman-Murakami-Wenzl algebras, i.e. certain quotients of affine versions 
of these algebras. As an example, in Section 10.3 we work this out in detail for K-matrices of 
type A.3. In turn, this may help in establishing a version of quantum Schur-Weyl duality 
for coideal subalgebras.

Affinization: If \((X, \tau) \in \text{GSat}_0(A)\), the limit \(K_0 := \lim_{u \to 0} K(u)\) exists and is invertible. This can 
be seen by taking the limits \(u \to 0, v \to 0 \in (6.1)\) and (6.3) appropriately and noting that 
\(K_0\) is a solution to the constant untwisted or twisted reflection equations, viz.

\[
\begin{align*}
(R_q)_{21}(K_0)_1 R_q(K_0)_2 &= (K_0)_2 (R_q)_{21}(K_0)_1 R_q, \\
(R_q)_{21}(K_0)_1 (R_q^{-1})_{21}(K_0)_2 &= (K_0)_2 (R_q^{-1})_{21}(K_0)_1 R_q.
\end{align*}
\]
respectively. The matrix $K_0$ satisfies the constant boundary intertwining equation $K_0 \mathcal{F}(b) = \mathcal{F}(b) K_0$ in the untwisted case, or $K_0 \mathcal{F}(b) = \mathcal{F}'(S(b)) K_0$ in the twisted case, for all $b \in B_{c,s} \cap U_q(g)$. Conversely, if $(X, \tau)$ is not restrictable, we find that $K_0$ is not invertible, so it cannot be interpreted as an intertwiner of any coideal subalgebra of $U_q(g)$ in the usual sense.

In [NoSu] a classification of solutions of the constant twisted RE was given; the case of the quantum complex Grassmannian (corresponding to our type A.3, for which the reflection equation cannot be brought to the twisted form) was discussed in [NDS]. In order to compare our results with those obtained by Noumi, Dijkhuizen and Sugitani, for each restrictable case we will indicate to which of their constant K-matrices our $K(u)$ corresponds. It is useful to remark that, owing to (5.6), (9.12) is equivalent to

$$\tilde{R}_q(K_0) \tilde{R}_q^1(K_0)_2 = (K_0)_2 \tilde{R}_q^1(K_0)_1 \tilde{R}_q$$

with $\tilde{R}_q = (R_q^{-1})_{21}$, which is the twisted RE used in [NoSu].

If $X = I \setminus \{0\}$ we always have $K(u) = K_0 = \text{Id}$. More generally, K-matrices associated to restrictable generalized Satake diagrams turn out to have at most three distinct eigenvalues, i.e. there exists a linear combination of $K(u)$, $K(u)^{-1}$ and $\text{Id}$ which is zero. In the quasistandard restrictable cases there are in fact at most two distinct eigenvalues (there is only one family of non-quasistandard restrictable Satake diagrams: BD.1 with $I \setminus X = \{0, 1, 2\}$).

Analogously to (5.20) we find (boundary) affinization identities: if $(X, \tau) \in \text{GSat}_q(A)$ and $K(u)$ is the corresponding K-matrix then there exist $f_{\pm}(u), f_0(u), g_{\pm}(u) \in K$ such that

$$K(u) = f_{\pm}(u) K_0 + f_0(u) \text{Id} + f_{-}(u) K_0^{-1},$$

$$K(u) = g_{\pm}(u) K_0 + g_{-}(u) K_0^{-1}$$

if $(X, \tau)$ is quasistandard.

**Rotations:** When $(X^\sigma, \tau^\sigma) = (X, \tau)$ for some $\sigma \in \Sigma_A$ then according to Proposition 7.10, the rotated K-matrix $K^\sigma(u)$ given by (7.9) associated to the same generalized Satake diagram, can be presented as a modification of $K(u)$ in terms of dressing, scalar multiplication and a different choice of $c \in C, s \in S$. When applicable, we list such identities for rotated K-matrices $K^\sigma(u)$.

**Bar-symmetry:** K-matrices of types A.3 and BCD.12 exhibit a boundary analogon of the “bar-symmetry” (5.22), namely $K(u)^{-1}$ can be expressed in terms of $JK(u)J$ with an involution applied to its parameters, where

$$J = \sum_{i \in (N)} E_{i',i}$$

where $i' = N + 1 - i$ if $g = \hat{s}_N$ and $i' = -i$ otherwise (see Section 9.1.1). The appearance of $J$ is quite natural since (5.22) is equivalent to $\hat{R}(u)^{-1} = J_1 J_2 \hat{R}(u)|_{q \to q^{-1}} J_1 J_2$ owing to $R_{21}(u) = J_1 J_2 R(u) J_1 J_2$.

**Half-period:** In many cases there is a simple relation between $K(-u)$ and $K(u)$. We call this half-period symmetry since in the trigonometric realization of these K-matrices, obtained by substituting $u$ by $\exp(\sqrt{-1} \text{t})$ for a new spectral parameter $t$, the transformation $u \to -u$ corresponds to $t \to t + \pi$. If $0 \notin X$ the only generators of $B_{c,s}$ whose image under $\mathcal{F}_{\eta u}$ depends on $\eta$ are $b_0$ and $b_{\tau(0)}$; if $0 \in X$ there is a unique $\tau$-orbit $Y \subseteq I \setminus X$ neighbouring the connected component of $X$ containing 0 and only the $b_j$ with $j \in Y$ depend on $\eta$. As follows from Section 7.2, if $\tau(0) = 0 \notin X$, $c_0$ is proportional to $\eta^{-2}$ and $s_0$ is proportional to $\eta^{-1}$. If $\tau(0) \neq 0 \notin X$ then $c_0$ and $c_{\tau(0)}$ are both proportional to $\eta^{-1}$. Finally, if $0 \in X$ then for all $j \in Y$ we have $c_j$ proportional to $\eta^{-1}$. Hence, if $\tau(0) = 0 \notin X$ with $s_0 = 0$ then $K(u) = K(-u)$. Furthermore, if $0 \in I_{\text{nsf}}$ with $s_0 \neq 0$ or if either $\{0, \tau(0)\}$ or $Y$ intersects...
\[ I_{\text{diff}} \] then \( K(-u) \) can be obtained from \( K(u) \) by applying to a nonremovable free parameter a certain transformation, which we will specify.

**Reductions and diagonal cases:** We highlight if any of the following behaviour occurs for special values of the "classification" parameters \( \ell, \tau \) and \( t \) or for special values of the free parameters:

- The effective degree \( d_{\text{eff}}(K) \) defined in Section 6.2 is not equal to the number of distinct eigenvalues of \( K(u) \) (i.e. the degree of the minimal polynomial of \( K(u) \)).
- The K-matrix is not doubly regular (i.e. \( K(1) \) or \( K(-1) \) is not equal to \( \pm \text{Id} \)); this is always accompanied by a reduction in \( d_{\text{eff}}(K) \). In particular, w.r.t. the formulas listed in Theorem 9.3, the functions \( k_i(u) \) may develop a zero at \( u = \pm 1 \), yielding a reduction in the regularity property (in these cases it follows that the representation \( \mathcal{T}_u \) restricted to \( B_{c,s} \) is reducible when evaluated at \( u = \pm \eta \)).
- The K-matrix is a generalized involution matrix.
- The K-matrix is independent of \( q \). This is possible in some cases by expressing \( c \) and \( s \) suitably in terms of \( q \), the dressing parameters \( \omega_j \), the scaling parameter \( \eta \) and additional free parameters.

Whenever we restrict to a certain values of \( \ell, r \) and \( t \), or impose a relation between \( \ell \) and \( r \) we will denote the corresponding K-matrix by notations such as \( K_{\ell=t_0}(u), K_{\ell=t, r=r_0}(u), K_{\ell=t}(u) \), etc.

We present results in the case-by-case manner by grouping them according to the type of reflection equation and the number of special \( \tau \)-orbits, i.e. by \( |I_{\text{diff}} \cup I_{\text{nsf}}| \):

- **Families A.12:** \( |I_{\text{diff}} \cup I_{\text{nsf}}| = 0 \). The cases with \( n > 1 \) are studied in Section 9.2. Some of the \( n = 1 \) cases have nonempty \( I_{\text{diff}} \cup I_{\text{nsf}} \) and are studied in Section 9.8 (they are related to the \( n = 1 \) case of the A.3 family).
- **Family A.3:** \( |I_{\text{diff}} \cup I_{\text{nsf}}| = 2 \) for most of the cases, with \( |I_{\text{diff}} \cup I_{\text{nsf}}| < 2 \) for certain specializations; all cases are studied together in Section 9.3.
- **Families C.1 and BD.2:** \( I_{\text{diff}} \cup I_{\text{nsf}} = \emptyset \) for most of the cases, with \( |I_{\text{diff}} \cup I_{\text{nsf}}| = 1,2 \) for certain specializations. These families mostly consist of weak Satake diagrams; the Satake diagrams are those such that \( |I_{\text{diff}} \cup I_{\text{nsf}}| = 2 \) or \(|\mathcal{I}^*| = 1 \). All cases are studied together in Section 9.4.
- **Families CD.4:** most of these Satake diagrams have \( |I_{\text{diff}} \cup I_{\text{nsf}}| = 1 \) and are treated in Section 9.5.1. There is a special case with \( |I_{\text{diff}}| = 2 \), namely Satake diagrams of type D.4 with \(|\mathcal{X}| = 4 \), which are dealt with in Section 9.5.2.
- **Families C.2 and BD.1:** Most of the cases have \( I_{\text{diff}} \cup I_{\text{nsf}} = \emptyset \) and are studied in Sections 9.6.1-9.6.2. The cases with \(|\mathcal{I}^*| = 1 \) are also of type C.1 or BD.2, respectively; in particular in the family BD.1 there are special cases with \( |I_{\text{diff}}| = 1 \) which are dealt with in Section 9.4.
- **Finally,** we study the non-quasistandard cases, which occur in the families BCD.1. These are dealt with in Section 9.7. Of these, the BD.1 diagrams are Satake diagrams and the C.1 diagrams are weak Satake diagrams.

Low-rank QP algebras with \( n = 1 \) and the exceptional D.3 cases (where \( n = 4 \) and \( \tau \in [(14)] \)) are studied in Section 9.8. In Appendix C we give a summary of the main properties of the K-matrices classified in this paper.

### 9.2. Twisted K-matrices of types A.1, A.2 and A.4

In this section we compute reflection matrices for the QP algebras associated with Satake diagrams \((X, \tau) \in \text{Sat}(A)\) when \( A \) is of type \( A_n^{(1)} \) and either \( \tau = \text{id} \) or \( \tau = \pi \) that correspond to types (families) A.1, A.2 and A.4 listed in Table 6. These QP algebras provide us with solutions of the twisted boundary intertwining equation (6.7)
that are also solutions of the twisted reflection equation (6.2). In this section we also give additional
details of intermediate computations. In later sections we will be more concise.

**Table 6. Satake diagrams and special \( \tau \)-orbits for families A.1, A.2 and A.4.**

| Type | Name          | Diagram | Restrictions | \( I_{\text{diff}} \) | \( I_{\text{nsf}} \) |
|------|---------------|---------|--------------|---------------------|---------------------|
| A.1  | \((A_1^{(1)})_0^{id}\) | 0 - 1  | \( n = 1 \) | \( \emptyset \) | \( \{0,1\} \) |
| A.1  | \((A_n^{(1)})_0^{id}\) | 0 - 1  | \( n \geq 2 \) | \( \emptyset \) | \( I \) |
| A.2  | \((A_n^{(1)})_0^{id}\) | 0 - 1  | \( n \text{ odd} \) | \( \emptyset \) | \( \emptyset \) |
| A.4  | \((A_1^{(1)})^{\pi}\) | 0 - 1  | \( n = 1 \) | \( \{0\} \) | \( \emptyset \) |
| A.4  | \((A_n^{(1)})^{\pi}\) | 0 - 1  | \( n \geq 3, \text{ odd} \) | \( \emptyset \) | \( \emptyset \) |

The \( n = 1 \) case is special for QP algebras of types A.1 and A.4 (this will be explained in detail
below). We will postpone the study of this case to Section 9.8.

We note that the K-matrices of types A.1, A.2 and A.4 are rather simple. Nevertheless we give
a complete list of their properties (or rather, of the associated matrix \( C^{-1}K(q^{-1}u) \)) to allow the
reader to compare with K-matrices of types BCD.1, BCD.2 and CD.4, respectively.

9.2.1. **Family A.1.** This family consists of Satake diagrams \((X,\tau) = (\emptyset, \text{id})\) parametrized by \( n \geq 1 \)
only. All diagrams in this family are quasistandard and restrictable, and have \( I^* = I \). The special
\( \tau \)-orbits are \( I_{\text{diff}} = \emptyset \), \( I_{\text{nsf}} = I \) if \( n = 1 \) and \( I_{\text{nsf}} = \emptyset \) otherwise; see Table 6. The case \( n = 1 \) is
special and will be studied in Section 9.8. Here we focus on the case \( n \geq 2 \).

Since \( I_{\text{diff}} = I_{\text{nsf}} = \emptyset \), we have \( s = 0 \) and the QP algebra \( B_{c,0} \) is generated by the elements \( b_j \)
defined by

\[
(9.13) \quad b_j = y_j - c_j x_j k_j^{-1} \quad \text{for} \quad 0 \leq j < N
\]

with \( c = (c_0, \ldots, c_n) \in C = (\mathbb{K}^\times)^I \). Let \( \eta \in \mathbb{K}^\times \) and \( K(u) \in \text{End}(\mathbb{K}^N)(u) \) be arbitrary. Combining
(9.13) with (4.5) and (4.8) we have that

\[
\mathcal{S}_u(b_0) = (\eta u)^{-1} E_{1N} - q c_0 \eta u E_{N1}, \quad \mathcal{S}_{\eta/u}^t(S(b_0)) = c_0 \eta u^{-1} E_{1N} - q \eta^{-1} u E_{N1},
\]

\[
\mathcal{S}_u(b_j) = E_{j+1,j} - q c_j E_{j,j+1}, \quad \mathcal{T}_{\eta/u}(S(b_j)) = c_j E_{j+1,j} - q E_{j,j+1}.
\]
for \(1 \leq j < N\). Solving the twisted boundary intertwining equation (6.7) for \(b_j\) with \(1 \leq j < N\) gives a unique, up to a scalar multiple, \(q\)-independent solution, which we denote by \(K_c(u)\),

\[
K_c(u) = \sum_{1 \leq i \leq N} \left( \prod_{1 \leq j < i} c_j \right) E_{ii},
\]

satisfying the twisted reflection equation (6.2). Solving (6.7) with (9.14) for \(b_0\) fixes \(\eta^2 = \prod_j c_j^{-1}\). Next we want to rewrite \(K_c(u)\) in the canonical form. We introduce the effective dressing parameters \(\omega_1, \ldots, \omega_N\), all in \(\mathbb{K}^\times\), and set

\[
c_0 = \eta^{-2} \omega_1^2 \omega_N^{-2} \quad \text{and} \quad c_j = \omega_j^{-2} \omega_{j+1}^2 \quad \text{for} \quad 1 \leq j \leq n.
\]

Then, upon multiplying by \(\omega_1^2\), (9.14) becomes \(\sum_{i=1}^N \omega_i^2 E_{ii}\), which coincides with the type AI solution of the constant twisted reflection equation reported in [NoSu, Sec. 3]. Hence, upon undressing according to (7.19), we reach the following result.

**Result 9.8.** The bare \(K\)-matrix of type A.1 is \(K(u) = \text{Id}\).

The properties this \(K\)-matrix are rather trivial, nevertheless we state them for completeness. The affinization identity is simply \(K(u) = K_0\). The rotational symmetry is \(K^\rho(u) = K(u)\), cf. (7.9). The twisted unitarity relation (6.23) is

\[
(C^{-1}K(q^{-1}u))^{-1} = (-1)^n C^{-1}K(q^{-1}u^{-1}).
\]

The eigendecomposition of \(C^{-1}K(q^{-1}u)\) is

\[
V = \text{Id} + (-1)^{\frac{N+1}{2}} \sum_{i \in \langle N \rangle} \text{sgn}(\frac{N+1}{2} - i) \eta^i q^i E_{N+1-i,i}, \quad D(u) = (-1)^{\frac{N+1}{2}} \sum_{1 \leq i \leq N} \left( \delta_{i \leq N+1} - \delta_{i > N+1} \right) E_{ii}.
\]

9.2.2. **Family A.2.** This family consists of Satake diagrams \((X, \tau) = (\{1, 3, \ldots, n\}, \text{id})\) and \((X, \tau) = (\{0, 2, \ldots, n-1\}, \text{id})\) with \(n \geq 1\) odd; see Table 6. All diagrams in this family are quasistandard. Proposition 7.10 with \(\sigma = \rho\) allows us to restrict to the study of the restrictive \((0 \notin X)\) case only. Note that \(X\) is of type \(A_1^{N/2}\). We have \(I^* = \{0, 2, \ldots, n-1\}\) and there are no special \(\tau\)-orbits, i.e. \(I_{\text{diff}} = I_{\text{nsf}} = I_{\text{nst}} = \emptyset\). In contrast to the A.1 family the \(n = 1\) case is not special; nevertheless we will give additional comments on it in Section 9.8.

The QP algebra \(B_{c,0}\) is generated by elements \(x_i, y_i, k_i\) with \(i \in X\) and elements \(b_j\) defined by

\[
b_j = y_j - c_j T_{j-1} T_{j+1} (x_j) k_j^{-1} \quad \text{with} \quad j \in \{0, 2, \ldots, n-1\}
\]

and \(c_j \in \mathbb{K}^\times\) all independent; here \(x_{-1} := x_n\). Next we proceed in a similar way as we did for the A.1 family above. Combining (9.16) with (4.5) and (4.8) we have that

\[
\mathcal{T}_\eta(b_0) = (\eta u)^{-1} E_{1N} - q^{-1} c_0 \eta u E_{N-1,2}, \quad \mathcal{T}_\eta^t(S(b_0)) = -q \eta^{-1} u E_{N1} - q^{-4} c_0 \eta u^{-1} E_{2,N-1},
\]

\[
\mathcal{T}_\eta(b_j) = E_{j+1,j} + q^{-1} c_j E_{j-1,j+2}, \quad \mathcal{T}_\eta^t(S(b_j)) = -q E_{j+1,j} - q^{-4} c_j E_{j+2,j-1},
\]

for \(j \in \{2, 4, \ldots, n-1\}\). Solving the twisted boundary intertwining equation (6.7) for all generators of the QP algebra yields a unique, up to a scalar multiple, solution

\[
K_c(u) = \sum_{1 \leq i \leq N/2} \left( \prod_{1 \leq j < i} q^{-3} c_{2j} \right) \left( E_{2i,2i-1} - q E_{2i-1,2i} \right).
\]

It satisfies the twisted reflection equation (6.2). Substituting (9.17) for \(K(u)\) in (6.7) with \(b = b_0\) fixes \(\eta^2 = q^{3N/2} \prod_j c_j^{-1}\). To obtain the canonical form of \(K_c(u)\) we introduce the effective dressing parameters \(\omega_2, \omega_4, \ldots, \omega_N\) and set

\[
c_0 = q^3 \eta^{-2} \omega_2 \omega_N^{-1} \quad \text{and} \quad c_j = q^3 \omega_j^{-1} \omega_{j+2} \quad \text{for} \quad j \in \{2, 4, \ldots, N-2\}.
\]
Then, upon multiplying by $\omega_2$, (9.17) becomes $\sum_{1 \leq i \leq N/2} \omega_{2i}(E_{2i,2i-1} - qE_{2i-1,2i})$, which coincides with the type AII solution reported in [NoSu, Sec. 3]. Upon undressing and multiplying with $-q^{-1/2}$, we obtain the following result.

**Result 9.9.** The bare $K$-matrix of type A.2 is

$$K(u) = \sum_{1 \leq i \leq N/2} \left( q^{1/2}E_{2i-1,2i} - q^{-1/2}E_{2i,2i-1} \right).$$

As in the A.1 case, the affinization identity is simply $K(u) = K_0$. The rotational symmetry is $K^{R^2}(u) = K(u)$. The twisted unitarity relation (6.23) is

$$(C^{-1}K(q^{-1}u))^{-1} = C^{-1}K(q^{-1}u^{-1}).$$

The inverse of the $K$-matrix is given by the simple formula $K(u)^{-1} = -K(u)$. The eigendecomposition of $C^{-1}K(q^{-1}u)$ is

$$V = \text{Id} + \sum_{i=1}^{N/2} \left( q^{\nu_i \eta u/2}E_{N+1-i+i}, -q^{(-1)^i/2-\nu_i}E_{i,N+1-i+i} \right)$$

$$D(u) = \sum_{i \in \langle N \rangle} \left( \delta_{i \leq 2[N/4]} - \delta_{i > 2\lfloor N/4 \rfloor} \right) E_{ii}.$$

**9.2.3. Family A.4.** This family consists of Satake diagrams $(X, \tau) = (\emptyset, \pi)$ with $n \geq 1$ odd. All diagrams in this family are quasistandard and non-restrictable. We choose $I^* = \{0, 1, \ldots, N/2-1\}$ so that $I_{nsf} = I_{nsf} = \emptyset$ and $I_{diff} = \{0\}$ if $n = 1$ and $I_{diff} = \emptyset$ otherwise; see Table 6. As for the A.1 family, the $n = 1$ case is special; we will study this case in Section 9.8. Here we study the $n \geq 3$ case only.

The QP algebra $B_{c,0}$ is generated by the elements $k_jk^{-1}_{j+N/2}$ with $0 \leq j < N/2$ and elements $b_j$ with $0 \leq j < N$ defined by

$$b_j = y_j - c_jx_{j+N/2}k^{-1}_{j},$$

where $c_j = c_{j+N/2}$ for $0 \leq j < N/2$; all indices must be read modulo $N$. Combining (9.20) with (4.5) and (4.8) we have that

$$\mathcal{T}_u(b_0) = (\eta u)^{-1}E_{1N} - c_0E_{N/2,N/2+1},$$

$$\mathcal{T}^t_u(S(b_0)) = -q\eta^{-1}uE_{N1} + q^{-1}c_0E_{N/2+1,N/2},$$

$$\mathcal{T}_u(b_{N/2}) = E_{N/2+1,N/2} - c_0\eta uE_{N1},$$

$$\mathcal{T}^t_u(S(b_0)) = -qE_{N/2,N/2+1} + q^{-1}c_0\eta u^{-1}E_{1N},$$

$$\mathcal{T}_u(b_j) = E_{j+1,j} - c_jE_{j+N/2,j+N/2+1},$$

$$\mathcal{T}^t_u(S(b_j)) = -qE_{j+1,j} + q^{-1}c_jE_{j+N/2+1,j+N/2},$$

$$\mathcal{T}_u(b_{j+N/2}) = E_{j+N/2+1,j+N/2} - c_jE_{j+1,j+1},$$

$$\mathcal{T}^t_u(S(b_{j+N/2})) = -qE_{j+N/2,j+N/2+1} + q^{-1}c_jE_{j+1,j+1},$$

for $0 < j < N/2$. Solving the twisted boundary intertwining equation (6.6) for all generators of the QP algebra fixes $\eta = \prod_{0 \leq j < N/2} q^{-1}c_j$ and gives a unique, up to a scalar multiple, solution

$$K_c(u) = \sum_{1 \leq i \leq N/2} \left( \prod_{i \leq j < N/2} q^{-1}c_j \right) (uE_{i+N/2,i} + E_{i,i+N/2})$$

satisfying the twisted reflection equation (6.2). Next, in terms of the effective dressing parameters $\omega_1, \ldots, \omega_{N/2}$ and the scaling parameter $\eta$ we set

$$c_0 = q\eta^{-1}\omega_1/\omega_{N/2} \quad \text{and} \quad c_j = q\omega_{j+1}/\omega_j \quad \text{for all} \quad 1 \leq j < N/2.$$
Then, upon multiplying by \(\omega_{N/2}\), (9.21) becomes \(\sum_{1 \leq i \leq N/2} \omega_i (uE_{i+N/2,i} + E_{i,i+N/2})\) and we arrive at the following result.

**Result 9.10.** The bare K-matrix of type A.4 is

\[
K(u) = Z^\pi(u) = \sum_{1 \leq i \leq N/2} (uE_{i+N/2,i} + E_{i,i+N/2}).
\]

This K-matrix has the following properties. The constant K-matrix \(K_0 = \lim_{u \to 0} K(u)\) is not invertible; this is typical for K-matrices associated with non-restrictable Satake diagrams. The rotational symmetry is \(K^\rho(u) = K(u)\). The twisted unitarity relation (6.23) is

\[
(C^{-1}K(\overline{q}^{-1}u))^{-1} = -\overline{q}C^{-1}K(\overline{q}^{-1}u^{-1}).
\]

The inverse if given by \(C^{-1}K(\overline{q}^{-1}u)\) has four distinct eigenvalues. Its eigendecomposition is

\[
V = \text{Id} + (-1)^{N/4}q^{N/4} \sum_{i=1}^{[N/4]} \left( (-1)^{\nu_i} q^{\nu_i} (E_{N/2+1-i,i} + E_{N+1-i,i+N/2}) 
- (-1)^{-\nu_i-N/2} q^{-\nu_i-N/2} (E_{i,N/2+1-i} + E_{i+N/2,N+1-i}) \right),
\]

\[
D(u) = (-1)^{(N+2)/4} q^{-N/4} \sum_{i=1}^{N/2} (-1)^{\delta_{i\leq(N+2)/4}} (uE_{ii} + E_{N/2+i,N/2+i}).
\]

**Remark 9.11.** The boundary intertwining equation can be straightforwardly verified for the A.4 family (we keep the assumption \(N > 2\)). Owing to Proposition 7.17, it suffices to verify it for the “bare” case when \(c_{j+N/2} = c_j = q\) for all \(0 \leq j < N/2\). From \(K(u) = Z^\pi(u)\) and Proposition 7.7 it follows that \(K(u) \mathcal{T}_u(b) K(u)^{-1} = \mathcal{T}_u(\pi(b))\) for all \(b \in B_{c,0}\) and the boundary intertwining equation simplifies to

\[
\mathcal{T}_u(\pi(b)) = \mathcal{T}_{1/u}(S(b)) \quad \text{for all} \quad b \in \{b_j, k_j k_{j+N/2}^{-1}\}_{0 \leq j < N}.
\]

When \(b = k_j k_{j+N/2}^{-1}\) this is clear: we have \(\pi(b) = b^{-1} = S(b)\) and \(\mathcal{T}_u|_{U_q(b')} = \mathcal{T}_1|_{U_q(b')} = \mathcal{T}_{1/u}|_{U_q(b')}\). It remains to verify (9.24) when \(b = b_j\), see (9.20). We have

\[
\mathcal{T}_u(\pi(b_j)) = \mathcal{T}_u(y_{j+N/2} - qx_j k_{j+N/2}^{-1}) = \mathcal{T}_u(y_{j+N/2}) - q \mathcal{T}_u(x_j) \mathcal{T}_1(k_{j+N/2}^{-1}),
\]

\[
\mathcal{T}_{1/u}(S(b_j)) = \mathcal{T}_{1/u}(q k_j k_{j+N/2}^{-1} x_j N/2 - y_j k_j)
= q \mathcal{T}_{1/u}(x_j) \mathcal{T}_1(k_{j+N/2}^{-1}) \mathcal{T}_1(k_j) - \mathcal{T}_1(k_j) \mathcal{T}_{1/u}(y_j).
\]

Hence, it is sufficient to establish the equations

\[
\mathcal{T}_u(y_{j+N/2}) = q \mathcal{T}_{1/u}(x_j) \mathcal{T}_1(k_{j+N/2}^{-1}) \mathcal{T}_1(k_j), \quad q \mathcal{T}_u(x_j) \mathcal{T}_1(k_{j+N/2}^{-1}) = \mathcal{T}_1(k_j) \mathcal{T}_{1/u}(y_j).
\]

By transposing and replacing \(j\) by \(j + N/2\) in the first equation and replacing \(u\) by \(1/u\) in the second, we see that this system is equivalent to

\[
\mathcal{T}_1(k_j) \mathcal{T}_u(y_j) = q \mathcal{T}_1(k_{j+N/2}^{\pm 1}) \mathcal{T}_{1/u}(x_j)
\]

(for both sign choices in the exponent). But this is a direct consequence of (4.5) and (4.8).
9.3. **Untwisted K-matrices of type A.3.** The A.3 family consists of Satake diagrams $(X, \tau) \in \text{Sat}(A)$ with $\tau \in \text{Aut}(A) \setminus \Sigma_A = [\psi] \cup [\psi']$ and $A$ of type $A_n^{(1)}$. All diagrams in this family are quasi-standard and are parametrized by the tuple $(N, p_1, p_2, a_1, o_2)$ and location of the affine node. We assume the underlying Dynkin diagram is labelled clockwise. We recall that $o_i \in \{0, 1\}$ determines the type of the unique $\tau$-lateral set $Y_i$ and $p_i$ equals the number of $\tau$-orbits in $X_i$. According to the value of $o_1 + o_2$ we distinguish three subfamilies: A.3a (with $o_1 + o_2 = 0$), A.3b (with $o_1 + o_2 = 1$) and A.3c (with $o_1 + o_2 = 2$).

Set $\ell = p_1 + [(t + N)/2]$ and $r = [t/2] - p_2$, where $t = \tau(0) \text{ mod } N$ (recall the notation (9.2)). It follows that $o_1 = N - t$ and $o_2 = t \text{ mod } 2$, and the quadruple $(N, \ell, r, t)$ uniquely determines $(X, \tau)$. By rotating $(X, \tau)$ with an appropriate $\sigma \in \Sigma_A$ we may assume that either $\tau = \psi$ with $N$ even (subfamily A.3c) or $\tau = \psi'$ (subfamilies A.3ab). This determines the representative diagrams (note that $p_1 \leq p_2$ for even $N$) and implies that $0 \in Y_1$, $t \in \{N - 1, N\}$ and $\ell, r$ are bounded by $0 \leq \ell \leq r \leq \lfloor t/2 \rfloor$ and, for even $N$, $\ell + r \leq \lfloor t/2 \rfloor$. We thus have that $|I^*| - 1 = r - \ell$, $X_1 = \{0, \ldots, \ell - 1\} \cup \{t - \ell + 1, \ldots, n\}$ and $X_2 = \{r + 1, \ldots, t - r - 1\}$. A Satake diagram is restrictable precisely if $(\ell, t) = (0, N)$. The representative diagrams and special $\tau$-orbits, subject to the choice $I^* = \{\ell, \ldots, r\}$, are listed in Table 7. In all cases $I_{\text{nst}} = I_{\text{ns}}$.

The QP algebra is generated by $x_i, y_i, k_i$ with $i \in X$ and $k_\ell k_{r(j)}$ with $j \in (I \setminus X) \setminus I_{\text{nst}}$ and elements $b_j$ whose reduced expressions are

\[
\begin{align*}
b_\ell &= \begin{cases} 
ye - c_\ell x k_\ell^{-1} - s_\ell k_\ell^{-1} & \text{if } \ell < r, (\ell, t) = (0, N), 
ye - c_\ell T_{w_{x_\ell}}(x_{t-\ell}) k_\ell^{-1} & \text{if } \ell < r, (\ell, t) \neq (0, N), 
ye - c_\ell T_{w_{x_\ell}}(x_\ell) k_\ell^{-1} & \text{if } \ell = r, (\ell, t) = (0, N), 
ye - c_\ell T_{w_{x_\ell}}(x_{t-\ell}) k_\ell^{-1} & \text{if } \ell = r, (\ell, t) \neq (0, N), 
\end{cases} \\
b_{t-\ell} &= \begin{cases} 
ye - c_{t-\ell} T_{w_{x_\ell}}(x_\ell) k_{t-\ell}^{-1} & \text{if } \ell < r, (\ell, t) \neq (0, N), 
ye - c_{t-\ell} T_{w_{x_\ell}}(x_{t-\ell}) k_{t-\ell}^{-1} & \text{if } \ell = r, (\ell, t) \neq (0, N), 
\end{cases} \\
b_r &= \begin{cases} 
ye - c_r x k_r^{-1} - s_r k_r^{-1} & \text{if } \ell < r = N/2, 
ye - c_r T_{w_{x_\ell}}(x_{t-r}) k_r^{-1} & \text{if } \ell < r < N/2, 
\end{cases} \\
b_{t-r} &= \begin{cases} 
ye - c_{t-r} T_{w_{x_\ell}}(x_r) k_{t-r}^{-1} & \text{if } \ell < r < N/2, 
\end{cases} \\
b_j &= \begin{cases} 
ye - c_j x_{t-j} k_j^{-1} & \text{if } \ell < j < r \text{ or } t - r < j < t - \ell, 
\end{cases}
\end{align*}
\]

where $c_j = c_{t-j}$ for all $\ell < j < r$. Next, we introduce the effective dressing parameters $\omega_{\ell+1}, \ldots, \omega_r$, the scaling parameter $\eta$ and additional free parameters $\lambda$ and $\mu$, all in $\mathbb{K}^\times$, and we set

\[
\begin{align*}
c_\ell &= \begin{cases} 
-\eta^{-2} \omega_\ell^2 & \text{if } \ell < r, (\ell, t) = (0, N), 
(-q)^{N-t+2\ell} \eta^{-1} \mu \omega_{\ell+1} & \text{if } \ell < r, (\ell, t) \neq (0, N), 
(-q)^N \eta^{-2} & \text{if } \ell = r, (\ell, t) = (0, N), 
\end{cases} \\
c_{t-\ell} &= \begin{cases} 
-\eta - 1 \omega_{\ell+1} & \text{if } \ell < r, (\ell, t) \neq (0, N), 
(-q)^{t-2\ell} (\eta \lambda \mu)^{-1} & \text{if } \ell = r, (\ell, t) \neq (0, N), 
\end{cases} \\
c_r &= \begin{cases} 
\lambda \omega_r^{-1} & \text{if } \ell < r < N/2, 
-\eta^{-1} \omega_r^{-2} & \text{if } \ell < r = N/2, 
\end{cases} \\
c_{t-r} &= \begin{cases} 
-(-q)^{t-2r} \lambda^{-1} \omega_r^{-1} & \text{if } \ell < r < N/2, 
\end{cases}
\end{align*}
\]
Table 7. Family A3: representative Satake diagrams.

| Type | Name | Diagram | $(o_1, o_2)$ | Restrictions | $I_{\text{diff}}$ | $I_{\text{nsf}}$ |
|------|------|---------|--------------|--------------|-----------------|----------------|
| A.3a | $(A_n^{(1)})^{\psi}_{p_1, p_2}$ | ![Diagram](image) | $(0, 0)$ | $t = N$ even, $0 < \ell < r \leq \frac{N}{4}$ | $\{\ell, r\}$ | $\emptyset$ |
| A.3a | $(A_n^{(1)})^{\psi}_{0, p_2}$ | ![Diagram](image) | $(0, 0)$ | $t = N$ even, $0 = \ell < r < \frac{N}{2}$ | $\{r\}$ | $\{0\}$ |
| A.3a | $(A_n^{(1)})^{\psi}_{0,0}$ | ![Diagram](image) | $(0, 0)$ | $t = N$ even, $\ell = 0$, $r = \frac{N}{2}$ | $\emptyset$ | $\{0, \frac{N}{2}\}$ |
| A.3a | $(A_n^{(1)})^{\psi}_{\frac{N}{2}, p_2}$ | ![Diagram](image) | $(0, 0)$ | $t = N$ even, $0 < \ell = r \leq \frac{N}{2}$ | $\{\ell\}$ | $\emptyset$ |
| A.3a | $(A_n^{(1)})^{\psi}_{0, \frac{N}{2}}$ | ![Diagram](image) | $(0, 0)$ | $t = N$ even, $\ell = r = 0$ | $\emptyset$ | $\emptyset$ |
| A.3b | $(A_n^{(1)})^{\psi}_{p_1, p_2}$ | ![Diagram](image) | $(0, 1)$ | $t = N$ odd, $0 < \ell < \frac{N+1}{2}$ | $\{\ell, r\}$ | $\emptyset$ |
| A.3b | $(A_n^{(1)})^{\psi}_{0, p_2}$ | ![Diagram](image) | $(0, 1)$ | $t = N$ odd, $0 = \ell < r \leq \frac{N+1}{2}$ | $\{r\}$ | $\{0\}$ |
| A.3b | $(A_n^{(1)})^{\psi}_{\frac{N-1}{2}, p_2}$ | ![Diagram](image) | $(0, 1)$ | $t = N$ odd, $0 < \ell = r \leq \frac{N+1}{2}$ | $\{\ell\}$ | $\emptyset$ |
| A.3b | $(A_n^{(1)})^{\psi}_{0, \frac{N-1}{2}}$ | ![Diagram](image) | $(0, 1)$ | $t = N$ odd, $\ell = r = 0$ | $\emptyset$ | $\emptyset$ |
| A.3c | $(A_n^{(1)})^{\psi'}_{p_1, p_2}$ | ![Diagram](image) | $(1, 1)$ | $t+1 = N$ even, $0 \leq \ell < r < \frac{N}{4}$ | $\{\ell, r\}$ | $\emptyset$ |
| A.3c | $(A_n^{(1)})^{\psi'}_{\frac{N-2}{2}, p_2}$ | ![Diagram](image) | $(1, 1)$ | $t+1 = N$ even, $0 \leq \ell = r < \frac{N}{4}$ | $\{\ell\}$ | $\emptyset$ |
\[ c_j = -\omega_j^{-1} \omega_{j+1} \quad \text{if } \ell < j < r, \]
\[ s_0 = \frac{\mu - \mu^{-1}}{q - q^{-1}} \eta^{-1} \omega_1 \quad \text{if } \ell < r, \ (\ell, t) = (0, N), \]
\[ s_{N/2} = \frac{\lambda - \lambda^{-1}}{q - q^{-1}} \omega_{N/2}^{-1} \quad \text{if } \ell < r, \ (\ell, r) = (0, N/2). \]

Then solving the boundary intertwining equation (6.6) for all generators of the QP algebra subject to the assignments above we obtain the following solution of the reflection equation (6.1), which is independent of \( q \) for all \( \ell, r \) and \( t \).

**Result 9.12.** The bare K-matrix of type A.3 is of the form (9.3) with \( \lambda, \mu \in \mathbb{K}^\times \) and
\[
M_1(u) = \sum_{1 \leq i \leq \ell} \lambda \mu u E_{ii} + \sum_{t - \ell < i \leq N} E_{ii},
\]
\[
M_2(u) = \sum_{\ell < i \leq r} (\lambda E_{ii} + \lambda^{-1} E_{i+1-t, t+1-i} + E_{i, t+1-i} + E_{t+1-i, i}).
\]

The K-matrices corresponding to the Satake diagrams with \( X = 0 \) and at least one element of \( I \) fixed by \( \tau \) (i.e. \( \sigma_1 = 0 \)) were found in [AbRi]. Up to rotation and dressing, they correspond to the \( K(u) \) defined above when \( (\ell, r, t) = (0, \lfloor \frac{N}{2} \rfloor, N) \); in this case it is a linear combination of a diagonal matrix and the antidiagonal matrix \( J \). In [MLS], the so-called type I solutions, for which only one pair of non-diagonal entries is nonzero, correspond to the rotated and dressed versions of \( K(u) \) when \( r - \ell = 1 \). The type II solutions in *ibid.* are the rotated and dressed analogues of \( K(u) \) with \( r - \ell > 1 \). Around the same time, in [KuMv, Sec. 5] the dressed versions of this class of K-matrices were derived by means of a baxterization procedure (also see Remark 10.14 in Section 10.3). Finally we note that for restrictable Satake diagrams, \( K(u) \) coincides with the one in [CGM, eq. (31)] by setting \( \lambda = \xi \) and \( \mu = 1 \).

The K-matrix defined above satisfies the following properties.

**Eigendecomposition:**
\[
V = \text{Id} + \lambda \sum_{\ell < i \leq r} (E_{i, t+1-i} - E_{\ell+1-i, i}),
\]
\[
D(u) = u^2 h_1(u) \sum_{1 \leq i \leq \ell} E_{ii} + \sum_{\ell < i \leq \ell - r} E_{ii} + h_1(u) h_2(u) \sum_{t - \ell < i \leq \ell - \ell} E_{ii} + h_1(u) \sum_{t - \ell < i \leq N} E_{ii}.
\]

**Affinization:** For \( (\ell, t) = (0, N) \) the Satake diagram is restrictable and the affinization identity is
\[
K(u) = \frac{\lambda u^{-1} K_0 - \lambda^{-1} u K_0^{-1} + \mu \text{Id}}{\lambda u^{-1} - \lambda^{-1} u + \mu} = \frac{\lambda(u^{-1} + \mu - \lambda^{-1}) K_0 - \lambda^{-1} (u + \mu - \lambda^{-1}) K_0^{-1}}{\lambda(u^{-1} + \mu - \lambda^{-1}) - \lambda^{-1} (u + \mu - \lambda^{-1})}.
\]

Here we have introduced the notation \( \nu := \nu - \nu^{-1} \) for \( \nu \in \mathbb{K}^\times \). Also, \( K_0 = \lim_{u \to 0} K(u) \) is the constant K-matrix, independent of \( \mu \), having eigenvalues 1 and \( -\lambda^{-2} \) with respective multiplicities \( \bar{r} \) and \( r \). It coincides with \( J^\sigma \) in [NDS, eq. (2.14)] upon identifying \( \lambda = q^{-\sigma} \) and conjugating by \( \sum_{i=1}^{N} E_{i, N+1-i} \), and with \( J^\xi \) in [CGM, eq. (30)] upon identifying \( \lambda = \xi \).

**Bar-symmetry:**
\[
K(u) = Z^\rho(u) \xi J K(u) |_{\lambda \to -\lambda^{-1}, \mu \to -\mu^{-1}} J Z^\rho(u^{-1})^{-\alpha_1}.
\]

**Half-period:**
\[
K(-u) = K(u) |_{\mu \to -\mu}.
\]

**Rotations:** For \( N \) odd there is no nontrivial rotational symmetry. For \( N \) even the Satake diagrams with \( p_1 = p_2 \) are invariant under rotation by \( \pi = \rho^2 \). The corresponding K-matrices satisfy
\[
K^\pi(u) = u^2 h_1(u) K(u) |_{\lambda \to -\lambda^{-1}, \mu \to -\mu^{-1}}.
\]
Reductions: For \( \ell < r \) and \( \mu = \pm \lambda^{\pm 1} \) with \( \lambda \) generic it has \( d_{\text{eff}} = 2 \) and is singly regular, \( K(\mp 1)|_{\mu = \pm \lambda} \neq \text{Id} \) and \( K(\pm 1)|_{\mu = \pm \lambda^{1}} \neq \text{Id} \). For \( \ell < r \) and \( \lambda = -\mu = \pm 1 \) it has \( d_{\text{eff}} = 1 \) and is a non-regular g.i.m.:

\[
K(u)|_{\lambda = -\mu = \pm 1} = \sum_{1 \leq i \leq \ell} (u E_{i i} + u^{-1} E_{t+1-i, t+1-i}) + \sum_{\ell < i \leq r} (E_{i, t+1-i} + E_{t+1-i, i}) + \sum_{r < i \leq t-r} E_{i i}.
\]

Diagonal cases: For \( \ell = r \) it is parametrized by \( \xi := \lambda \mu \) only,

\[
K_{\ell=r}(u) = u^{2} \xi - u^{-1} \sum_{1 \leq i \leq \ell} E_{i i} + \sum_{\ell < i \leq t} E_{i i} + \sum_{t-r < i \leq N} E_{i i}.
\]

Addingitionally setting \( \xi = \pm 1 \) yields

\[
K_{\ell=r}(u)|_{\xi = \pm 1} = \mp u \sum_{1 \leq i \leq \ell} E_{i i} + \sum_{\ell < i \leq t} E_{i i} + u^{-1} \sum_{t-r < i \leq N} E_{i i}.
\]

For \( \ell = r = 0 \) and \( t = N \) it specializes to \( K_{\ell=r=0, t=N}(u) = \text{Id} \); it is associated to the unique restrictable Satake diagram with \( |I^{*}| = 1 \), namely \( (X, \tau) = (I \setminus \{0\}, \psi) \). For \( \ell < r \) we have the following diagonal limits:

\[
\lim_{\lambda \to 0} K(u) = \sum_{1 \leq i \leq N} u^{-2 \delta_{i > t-r}} E_{i i}, \quad \lim_{\lambda \to \infty} K(u) = \sum_{1 \leq i \leq N} u^{2 \delta_{i < t}} E_{i i},
\]

\[
\lim_{\mu \to 0} K(u) = \sum_{1 \leq i \leq N} u^{-2 \delta_{i > t-\ell}} E_{i i}, \quad \lim_{\mu \to \infty} K(u) = \text{Id}.
\]

Moreover, by first imposing a relation between \( \lambda \) and \( \mu \) and then taking such a limit we may recover a rotated version of a K-matrices associated to a particular Satake diagram with \( |I^{*}| = 1 \). More precisely, given \( 0 \leq r \leq \ell \leq (N - o_{1} - o_{2})/2 \), choose \( o_{1}' \in \{0, 1\} \) of the same parity as \( r - \ell \) and write \( \ell' = (r - \ell + o_{1}')/2 \). Consider the Satake diagram of type A.3 with the same \( N \), but with \( \tau(0) = o_{1}' \) and \( I^{*} = \{\ell'\} \); this is a representative Satake diagram and denote the corresponding diagonal K-matrix by \( K'(u) \). It is given by (9.26) with \( \ell \) replaced by \( \ell' \) and \( t \) replaced by \( N - o_{1}' \), with a free parameter \( \xi \in \mathbb{K}^{*} \). We have:

\[
\lim_{\lambda \to 0} K(u)|_{\mu = -\xi^{-1} \lambda} = \sum_{1 \leq i \leq t-r} E_{i i} + \frac{\xi - u^{-1}}{\xi - u} \sum_{t-r < i \leq t-\ell} E_{i i} + u^{-2} \sum_{t-\ell < i \leq N} E_{i i} = \sum_{1 \leq i \leq t-r} E_{i i} + \frac{\xi - u^{-1}}{\xi - u} \sum_{t-r < i \leq t-\ell} E_{i i} + u^{-2} \sum_{t-\ell < i \leq N} E_{i i} = Z^{(u-1)^{o_{1}+\ell+\ell'}}(u)Z^{(u)^{-o_{1}-\ell-\ell'}}.
\]

Remark 9.13. Consider a non-representative Satake diagram \((X, \tau)\) of type A.3 parametrized by \((N, \ell', r', \ell')\) with \(0 \leq \ell' \leq r' \leq \ell'/2 \) and \( \ell' < N - 1\), i.e. one of the following:

These diagrams can be obtained from those in Table 7 by the action of \( \rho = (01 \ldots n) \in \Sigma_{A}\). Let \( m = \lfloor (N - t')/2 \rfloor \). Then \((N, \ell' + m, r' + m, t' + 2m)\) parametrizes a representative Satake diagram. It turns out that the formula appearing in Result 9.12 defining bare K-matrix also applies to the non-representative Satake diagram given by \((N, \ell', r', \ell')\), so that up to a factor the K-matrix \(K_{\ell=t',r=r',t=t'}(u)\) defined in Result 9.12 equals the rotated K-matrix \(K_{\ell=t'+m,r=r'+m,t=t'+2m}(u)\). Hence,
if \(0 \leq \ell \leq r \leq t/2 \leq N/2\), the K-matrix given by Result 9.12 is a solution of the reflection equation. In fact, we have:

\[
K^m_{\ell \ell + m, r = r + m, t = t + 2m}(u) = K_{\ell \ell, r = r, t = t}(u).
\]

9.4. **Untwisted K-matrices of types C.1 and BD.2.** The C.1 family consists of generalized Satake diagrams \((X, \text{id}) \in \text{GSat}(A)\) with \(A\) of type \(C^{(1)}_n\). Moreover \((X, \tau) \in \text{Sat}(A)\) if and only if \(|I^*| \in \{1, n + 1\}\). This family has both quasistandard and non-quasistandard generalized Satake diagrams. The quasistandard diagrams have \(I_{\text{diff}} = \emptyset\) and \(I_{\text{nsf}} \subseteq \{0, n\}\). The non-quasistandard diagrams have \(I_{\text{nsf}} = \{i\} \) with \(2 \leq i \leq n - 2\) and lead to K-matrices that are not generalized cross matrices. These cases will be studied in Section 9.7.

The BD.2 family consists of generalized Satake diagrams \((X, \tau) \in \text{GSat}(A)\) with \(\tau \in \langle \phi_1, \phi_2 \rangle\) and \(A\) of type \(B^{(1)}_n\) or \(D^{(1)}_n\). In this case \((X, \tau) \in \text{Sat}(A)\) if and only if \(X = X_{\text{alt}}\) for type D.2 or \(|I^*| = 1\). All diagrams in the BD.2 family are quasistandard.

9.4.1. **Family C.1 (quasistandard case).** Generalized Satake diagrams in this family are parametrized by the tuple \((\ell, p_1, p_2)\) with \(N \geq 4\). By rotating with \(\pi \in \Sigma_A\), if necessary, we may assume that the affine node satisfies \(0 \in X \Rightarrow 0 \in X_1\). With this choice, the diagrams are restrictable precisely if \(p_1 = 0\).

Set \(\ell = p_1\) and \(r = n - p_2\), so that \(\ell\) and \(r\) are bounded by \(0 \leq \ell \leq r \leq n - \ell\). It follows that \((X, \text{id}) \in \text{Sat}(A)\) if \(\ell = r\) or if \(\ell = 0\) and \(r = n\). The cases with \(1 \leq \ell \leq n - 3\) and \(r = \ell + 2\) are non-quasistandard and will be studied in Section 9.7. We have \(I^* = I/X = \{\ell, \ell + 1, \ldots, r\}\) so that \(|I^*| = 1 = r - \ell\) and \(X_1 = \{0, 1, \ldots, \ell - 1\}\) and \(X_2 = \{r + 1, r + 2, \ldots, n\}\), which, unless \(\ell = 1\) or \(r = n - 1\), are of respective type \(C^\ell\) and \(C_{n-r}\); otherwise they are of type \(A_1\). The representative diagrams and special \(\tau\)-orbits are listed in Table 13. In all cases \(I_{\text{diff}} = \emptyset\) and \(I_{\text{nsf}} = \{\ell + \delta_{\ell \neq 0}, \ell + \delta_{\ell \neq 0} + 1, \ldots, r - \delta_{r \neq n}\}\).

**Table 8. Family C.1: representative quasistandard generalised Satake diagrams.**

| Type | Name | Diagram | Restrictions | \(I_{\text{nsf}}\) |
|------|------|---------|--------------|----------------|
| C.1  | \((C^{(1)}_n)_{p_1, p_2}^{\text{id}}\) | \[\odot\odot \quad \ell \quad r \quad \cdots \quad n-1\] \[\odot\odot\] | \(r \neq \ell + 2\) \(0 < \ell \leq r \leq n - \ell\) | \(\emptyset\) |
| C.1  | \((C^{(1)}_n)_{p_1, p_2}^{\text{id}}\) | \(=\ell \quad 1 \quad \cdots \quad r \quad \cdots \quad n-1\] \[\odot\odot\] | \(0 < \ell < r < n\) | \(\{0\}\) |
| C.1  | \((C^{(1)}_n)_{p_1, p_2}^{\text{id}}\) | \(=\ell \quad 1 \quad \cdots \quad n-1\] \[\odot\odot\] | \(0 < \ell < r < n\) | \(\emptyset\) |
| C.1  | \((C^{(1)}_n)_{p_1, p_2}^{\text{id}}\) | \(=\ell \quad 1 \quad \cdots \quad n-1\] \[\odot\odot\] | \(0 < \ell < r < n\) | \(\{0, n\}\) |

The QP algebra is generated by \(x_i, y_i, k_i\) with \(i \in X\) and

\[
b_{\ell} = \begin{cases} 
y_0 - c_0 T_{w_{X_{\ell}}} (x_0) k_{0}^{-1} & \text{if } 0 = \ell = r, 
\end{cases}
\[
y_0 - c_0 x_0 k_{0}^{-1} - s_0 k_{0}^{-1} & \text{if } 0 = \ell < r, 
y_0 - c_{\ell} T_{w_{X_{\ell}}} (x_\ell) k_{\ell}^{-1} & \text{if } 0 < \ell < r, 
y_\ell - c_{\ell} T_{w_{X_{\ell}}} (x_\ell) k_{\ell}^{-1} & \text{if } 0 < \ell = r,
\end{cases}
\]
\[ b_j = y_j - c_j x_j k_j^{-1} \quad \text{if } \ell < j < r, \]
\[ b_r = \begin{cases} 
  y_r - c_r T_{x_r} (x_r) k_r^{-1} & \text{if } \ell < r < n, \\
  y_n - c_n x_n k_n^{-1} - s_n k_n^{-1} & \text{if } \ell < r = n,
\end{cases} \]

with all \( c_j \) independent. Next, in terms of the effective dressing parameters \( \omega_{\ell+1}, \ldots, \omega_r \), the scaling parameter \( \eta \) and additional free parameters \( \lambda \) and \( \mu \) we set

\[ c_\ell = \begin{cases} 
  q^{2n} \eta^{-2} & \text{if } 0 = \ell = r, \\
  q^{-2} \eta^{-2} \omega_1^4 & \text{if } 0 = \ell < r, \\
  (-q)^{\ell-1} \omega_{\ell+1}^2 & \text{if } 0 < \ell < r, \\
  (-q)^{n+1} \eta^{-1} & \text{if } 0 < \ell = r, 
\end{cases} \]

\[ c_j = q^{-1} \omega_j^{-2} \omega_{j+1}^2 & \text{if } \ell < j < r, \\
 e_r = \begin{cases} 
  (-q)^{n-r} \omega_r^{-2} & \text{if } \ell < r < n, \\
  q^{-2} \omega_n^{-4} & \text{if } \ell = r < n, 
\end{cases} \]

\[ s_j = \begin{cases} 
  \mu + \mu^{-1} \omega_1^{-2} & \text{if } j = 0 = \ell < r, \\
  \frac{\mu + \mu^{-1}}{q^2 - q^{-2}} \omega_n^{-2} & \text{if } \ell < r = j = n.
\end{cases} \]

Solving the boundary intertwining equation (6.6) for all generators of the QP algebra we obtain the following result.

**Result 9.14.** The bare \( K \)-matrix of type C.1 is of the form (9.3) with

\[ (9.28) \quad M_1(u) = \sum_{\ell \leq i \leq n} \left( \lambda \mu u E_{-i,-i} + E_{ii} \right), \quad M_2(u) = \sum_{r \leq i < \ell} \left( -\lambda \mu E_{-i,-i} + \lambda^{-1} E_{ii} + E_{-i,i} - E_{ii} \right) \]

where \( \lambda = q^\nu, \mu = q^{2\ell-1} \) except \( \mu \in \KK^\times \) if \( \ell = 0 \) and \( \lambda \in \KK^\times \) if \( r = n \).

This \( K \)-matrix has the following properties.

**Eigendecomposition:** \[ V = \text{Id} + \lambda \sum_{r \leq i < \ell} \left( E_{-i,i} + E_{i,-i} \right), \]

\[ D(u) = \sum_{1 \leq i < r} \left( E_{-i,-i} + E_{ii} \right) + \sum_{r \leq i < \ell} \left( E_{-i,-i} + h_1(u) h_2(u) E_{ii} \right) + h_1(u) \sum_{\ell \leq i \leq n} \left( u^2 E_{-i,-i} + E_{ii} \right). \]

**Affinization:** For \( \ell = 0 \) the generalized Satake diagram is restrictive and the affinization identity is

\[ K(u) = \frac{\lambda u^{-1} K_0 + \lambda^{-1} u K_0^{-1} - \mu + \text{Id}}{\lambda u^{-1} + \lambda^{-1} u - \mu} = \frac{\lambda(u^{-1} - \mu + \lambda^{-1}) K_0 + \lambda^{-1} (u - \mu + \lambda^{-1}) K_0^{-1}}{\lambda(u^{-1} - \mu + \lambda^{-1}) + \lambda^{-1} (u - \mu + \lambda^{-1})}. \]

Here \( \nu_+ := \nu + \nu^{-1} \) for all \( \nu \in \KK^\times \). The constant \( K \)-matrix \( K_0 \) has eigenvalues \( 1 \) and \( \lambda^{-2} \) with respective multiplicities \( N - r \) and \( r \). If additionally \( r = n \), then \((X, r) \in \text{Sat}(A)\), and, upon setting \( \lambda^2 = -1 \) and multiplying by \( C \) and dressing, \( K_0 \) corresponds to the CI solution of the constant twisted RE reported in [NoSu, Sec. 3].

**Bar-symmetry:** \[ K(u)^{-1} = JK(u)|_{\lambda \rightarrow \lambda^{-1}, \mu \rightarrow \mu^{-1}}. \]

**Half-period:** \[ K(-u) = K(u)|_{\mu \rightarrow -\mu} \text{ if } \ell = 0. \]

**Rotations:**

\[ K^\pi(u) = -u K(u) \quad \text{if } \ell + r = n \text{ and } \ell > 0, \]

\[ K^\pi(u) = h_2(u) K(u)|_{\lambda \rightarrow \mu} \quad \text{if } \ell + r = n \text{ and } \ell = 0, \]
where \( \lambda \leftrightarrow \mu \) corresponds to \((c_0, s_0) \leftrightarrow (c_n, s_n)\).

**Reductions:** For \( \ell + r = n \) and \( \ell < r \) it has \( d_{\text{eff}} = 3 \) and for \( \ell = r = n/2 \) it has \( d_{\text{eff}} = 2 \). In both cases it is singly regular, \( K(1) \neq \text{Id} \). For \( \ell = 0 \), \( r > \ell \) and \( \mu \in \{\pm \lambda, \pm \lambda^{-1}\} \) it has \( d_{\text{eff}} = 1 \) and is singly regular, \( K(\pm 1)|_{\mu \in \{\pm \lambda, \pm \lambda^{-1}\}} \neq \text{Id} \). For \( \ell = 0 \), \( r = n \) and \( \mu^2 = \lambda^2 = -1 \) (so that \( s_0 = s_n = 0 \)) it is a non-regular g.i.m.: \( K(u)|_{\lambda^2 = \mu^2 = -1} = \pm G(\omega)^{-1} J G(\omega) \) with \( \omega = ((-1)^{1/4}, \ldots, (-1)^{1/4}) \in \mathbb{K}^n \).

**Diagonal cases:** For \( \ell = r \):

\[
K(u) = \text{Id} + \frac{u - u^{-1}}{K_1(u)} M_1(u).
\]

For \( \ell = 0 \), \( r > 0 \):

\[
\lim_{\mu \to \infty} K(u) = \lim_{\mu \to 0} K(u) = \text{Id}.
\]

For \( \ell = 0 \), \( r = n \):

\[
\lim_{\lambda \to 0} K(u) = u^2 \lim_{\lambda \to 0} K(u) = \sum_{1 \leq i \leq n} \left( u^2 E_{-i,-i} + E_{ii} \right),
\]

\[
\lim_{\lambda \to \infty} K(u)|_{\mu = \lambda^\pm 1} = -u \lim_{\lambda \to 0} K(u)|_{\mu = \lambda^\pm 1} = \sum_{1 \leq i \leq n} \left( -u E_{-i,-i} + E_{ii} \right),
\]

\[
\lim_{\lambda \to \infty} K(u)|_{\mu = -\lambda^\pm 1} = u \lim_{\lambda \to 0} K(u)|_{\mu = -\lambda^\pm 1} = \sum_{1 \leq i \leq n} \left( u E_{-i,-i} + E_{ii} \right).
\]

**Remark 9.15.** Non-representative generalized Satake diagrams \((X, \tau)\) of type C.1 are parametrized by \((n, \ell', r')\) such that \(0 \leq \ell' \leq r' \leq n\) and, crucially, \(\ell' + r' > n\). Then \((X, \tau)\) is the \(\pi\)-rotation of the representative diagram parametrized by \((n, n - r', n - \ell')\). Hence, owing to Proposition 7.10, \(K_{\ell = n - r', r = n - \ell'}(u)\), with \(K(u)\) the K-matrix defined in Result 9.14, is a bare K-matrix associated to \((X, \tau)\). In fact, the formula appearing in Result 9.14 defining bare K-matrices turns out to apply to any non-representative diagram of type C.1. If \(\ell' + r' > n\), up to a factor the K-matrix \(K(u)\) defined in Result 9.14 equals the rotated K-matrix \(K_{\ell = n - r', r = n - \ell'}(u)\):

\[
K_{\ell = n - r', r = n - \ell'}(u) = \left( \frac{k_1(u)}{K_1(u^{-1})} K(u) \right)|_{\ell = \ell', r = r'}.
\]

**9.4.2. Family BD.2.** Generalized Satake diagrams in this family are parametrized by the quintuple \((N, p_1, p_2, o_1, o_2)\) with \(N \geq 7\). According to the value of \(o_1 + o_2\) we distinguish three subfamilies: BD.2a (with \(o_1 + o_2 = 0\)), BD.2b (with \(o_1 + o_2 = 1\)) and D.2c (with \(o_1 + o_2 = 1\)). Recall that \(p_i\), the number of \(\tau\)-orbits in \(X_i = X_{Y_i}\), is even unless \(N\) is odd and \(i = 2\). Rotating with a suitable \(\sigma \in \Sigma_A\), if necessary, we may assume that the affine node satisfies \(0 \in X \Rightarrow 0 \in X_1\). With this choice, the diagrams are restrictable if \(o_1 = p_1 = 0\).

Set \(\ell = p_1 + o_1\) and \(r = n - p_2 - o_2\), so that \(\ell\) and \(r\) are bounded by \(0 \leq \ell \leq r \leq n\) and \(r - \ell\) is even. The diagram \((X, \tau)\) is restrictable if \(o_1 = p_1 = 0\). Moreover, \((X, \tau)\) is in Sat.(A) if \(\ell = r\) or if \((\ell, r) \in \{(0, n), (0, n - 1), (1, n - 1)\}\). We have \(|\tau'| = r - \ell - 2 = (r - \ell)/2\) and \(X = X_1 \cup X_{alt} \cup X_2\). Here \(X_1 = \{0, 1, \ldots, \ell - 1\}\) is of type \(D_\ell\) if \(\ell \geq 2\), and empty otherwise. Also, \(X_2 = \{r + 1, r + 2, \ldots, n\}\) is of type \(D_{n-r}\) if \(r \leq n - 2\) and \(N\) even, of type \(B_{n-r}\) if \(r \leq n - 1\) and \(N\) odd, and empty otherwise. Finally, \(X_{alt} = \{\ell + 1, \ell + 3, \ldots, r - 1\}\) is of type \(A_1^{(\ell-r)}\) if \(\ell < r\) and empty otherwise. The representative diagrams and special \(\tau\)-orbits are listed in Table 9. In all cases \(I_{\text{nst}} = I_{\text{ns}}\).
Table 9. Family BD.2: representative generalized Satake diagrams.

| Type | Name                  | Diagram | \((o_1, o_2)\) | Restrs. | \(I_{\text{diff}}\) | \(I_{\text{nsf}}\) |
|------|-----------------------|---------|----------------|---------|---------------------|---------------------|
| B.2a | \(B_n^{(1)}\)\(^{\text{id}}\) \(_{p_1;\text{alt};p_2}\) |  | \((0, 0)\) | \(\ell\) even \(2 \leq \ell \leq r \leq n\) | \(\emptyset\) | \(\emptyset\) |
| B.2b | \(B_n^{(1)}\)\(^{\phi_1}\) \(_{p_1;\text{alt};p_2}\) |  | \((1, 0)\) | \(\ell\) odd \(3 \leq \ell \leq r \leq n\) | \(\emptyset\) | \(\emptyset\) |
| B.2a | \(B_n^{(1)}\)\(^{\text{id}}\) \(_{0;\text{alt};p_2}\) |  | \((0, 0)\) | \(\ell = 0\) \(0 \leq r \leq n\) | \(\emptyset\) | \(\{0\}\) |
| B.2b | \(B_n^{(1)}\)\(^{\phi_1}\) \(_{0;\text{alt};p_2}\) |  | \((1, 0)\) | \(\ell = 1\) \(1 \leq r \leq n\) | \(\{0\}\) | \(\emptyset\) |
| D.2a | \(D_n^{(1)}\)\(^{\text{id}}\) \(_{p_1;\text{alt};p_2}\) |  | \((0, 0)\) | \(\ell\), \(n-r\) even \(2 \leq \ell \leq r \leq n-2\) \(\ell + r < n\) | \(\emptyset\) | \(\emptyset\) |
| D.2b | \(D_n^{(1)}\)\(^{\phi_2}\) \(_{p_1;\text{alt};p_2}\) |  | \((0, 1)\) | \(\ell\) even, \(n-r\) odd \(2 \leq \ell \leq r \leq n-3\) | \(\emptyset\) | \(\emptyset\) |
| D.2c | \(D_n^{(1)}\)\(^{\phi_{12}}\) \(_{p_1;\text{alt};p_2}\) |  | \((1, 1)\) | \(\ell\), \(n-r\) odd \(3 \leq \ell \leq r \leq n-3\) | \(\emptyset\) | \(\emptyset\) |
| D.2a | \(D_n^{(1)}\)\(^{\text{id}}\) \(_{0;\text{alt};p_2}\) |  | \((0, 0)\) | \(\ell = 0\), \(n-r\) even \(0 \leq r \leq n-2\) | \(\emptyset\) | \(\{0\}\) |
| D.2b | \(D_n^{(1)}\)\(^{\phi_2}\) \(_{0;\text{alt};p_2}\) |  | \((0, 1)\) | \(\ell = 0\), \(n-r\) odd \(0 \leq r \leq n-3\) | \(\emptyset\) | \(\{0\}\) |
| D.2c | \(D_n^{(1)}\)\(^{\phi_{12}}\) \(_{0;\text{alt};p_2}\) |  | \((1, 1)\) | \(\ell = 1\), \(n-r\) odd \(1 \leq r \leq n-3\) | \(\{0\}\) | \(\emptyset\) |
| D.2a | \(D_n^{(1)}\)\(^{\text{id}}\) \(_{0;\text{alt},0}\) |  | \((0, 0)\) | \(\ell = 0\), \(r = n\) \(n\) even | \(\emptyset\) | \(\{0, n\}\) |
| D.2b | \(D_n^{(1)}\)\(^{\phi_2}\) \(_{0;\text{alt};0}\) |  | \((0, 1)\) | \(\ell = 0\), \(r = n-1\) \(n\) odd | \(\{n\}\) | \(\{0\}\) |
| D.2c | \(D_n^{(1)}\)\(^{\phi_{12}}\) \(_{0;\text{alt},0}\) |  | \((1, 1)\) | \(\ell = 1\), \(r = n-1\) \(n\) even | \(\{0, n\}\) | \(\emptyset\) |
Recall that $I' = (I, X) \setminus (Y_1 \cup Y_2)$. The QP algebra is generated by $x_i, y_i, k_i$ with $i \in X$, $(k_0 k_1^{-1})^{\pm 1}$ if $\ell = 1$, $(k_1 k_{n-1}^{-1})^{\pm 1}$ if $r = n - 1$ and $N$ even, and elements $b_j$ whose reduced expressions are

$$b_0 = \begin{cases} y_0 - c_0 T_{w_{x_0}}(x_0) k_0^{-1} & \text{if } 0 = \ell = r, \\ y_0 - c_0 x_0 k_0^{-1} - s_0 k_0^{-1} & \text{if } 0 = \ell < r, \\ y_0 - c_0 T_{w_{x_1}}(x_1) k_0^{-1} & \text{if } 1 = \ell = r, \\ y_0 - c_0 T_{2}(x_1) k_0^{-1} & \text{if } 1 < \ell < r, \end{cases}$$

$$b_1 = \begin{cases} y_1 - c_1 T_{w_{x_2}}(x_0) k_1^{-1} & \text{if } 1 = \ell = r, \\ y_1 - c_1 T_{2}(x_0) k_1^{-1} & \text{if } 1 < \ell < r, \end{cases}$$

$$b_\ell = \begin{cases} y_\ell - c_\ell T_{\ell+1} T_{w_{x_1}}(x_\ell) k_\ell^{-1} & \text{if } 1 < \ell < r, \\ y_\ell - c_\ell T_{w_{x_2}} T_{w_{x_1}}(x_\ell) k_\ell^{-1} & \text{if } 1 < \ell < r, \end{cases}$$

$$b_j = y_j - c_j T_{j-1} T_{j+1}(x_j) k_j^{-1} \quad \text{if } j \in I',$$

$$b_r = y_r - c_r T_{r-1} T_{w_{x_2}}(x_r) k_r^{-1} \quad \text{if } \ell < r < n - (-1)^N,$$

$$b_{n-1} = y_{n-1} - c_{n-1} T_{n-2}(x_{n-1}) k_{n-1}^{-1} \quad \text{if } \ell < r = n - (-1)^N,$$

$$b_n = \begin{cases} y_n - c_n T_{n-2}(x_{n-1}) k_n^{-1} & \text{if } \ell < r = n - (-1)^N, \\ y_n - c_n x_n k_n^{-1} - s_n k_n^{-1} & \text{if } \ell < r = N/2, \end{cases}$$

where all $c_j$ are independent. Next, in terms of the effective dressing parameters $\omega_{\ell+2}, \omega_{\ell+4}, \ldots, \omega_r$, the scaling parameter $\eta$ and additional free parameters $\lambda$ and $\mu$ we set

$$c_0 = \begin{cases} q^{2([N/2]-1)} \eta^{-2} & \text{if } 0 = \ell = r, \\ q^2 \eta^{-2} \omega_2^2 & \text{if } 0 = \ell < r, \\ -(q)^{[N/2]-1} (\mu \eta)^{-1} & \text{if } 1 = \ell = r, \\ -q \mu^{-1} \eta^{-1} \omega_3 & \text{if } 1 = \ell < r, \end{cases}$$

$$c_1 = \begin{cases} -(q)^{[N/2]-1} \mu \eta^{-1} & \text{if } 1 = \ell = r, \\ q \mu \eta^{-1} \omega_3 & \text{if } 1 = \ell < r, \end{cases}$$

$$c_\ell = \begin{cases} -(q)^\ell \eta^{-1} \omega_{\ell+2} & \text{if } 1 < \ell < r, \\ -(q)^{[N/2]-1} \eta^{-1} & \text{if } 1 < \ell = r, \end{cases}$$

$$c_j = q \omega_j^{-1} \omega_{j+2} \quad \text{if } j \in I',$$

$$c_r = -(q)^{[N/2]-r} \omega_r^{-1} \quad \text{if } \ell < r < n - (-1)^N,$$

$$c_{n-1} = q \lambda \omega_{n-1}^{-1} \quad \text{if } \ell < r = n - (-1)^N,$$

$$c_n = \begin{cases} -q \lambda^{-1} \omega_n^{-1} & \text{if } \ell < r = n - (-1)^N, \\ q^{-1} \omega_n^{-2} & \text{if } \ell < r = N/2, \end{cases}$$

$$s_0 = \frac{\mu + \mu^{-1}}{q - q^{-1} \eta^{-1}} \omega_2 \quad \text{if } 0 = \ell < r,$$

$$s_n = \frac{\lambda + \lambda^{-1}}{q - q^{-1} \omega_n^{-1}} \quad \text{if } \ell < r = N/2.$$
Then, solving the boundary intertwining relation (6.6) for all generators of the QP algebra we obtain the following result.

**Result 9.16.** The bare $K$-matrix of type BD.2 is of the form (9.3) with

$$M_1(u) = \sum_{\ell \leq i \leq n} \left( \lambda \mu u E_{-i,-i} + E_{i,i} \right),$$

$$M_2(u) = -\delta_{\ell,1} u^{-1} (\mu - \mu^{-1}) E_{\ell n} - \delta_{N,2n} \delta_{r,n-1} (\lambda - \lambda^{-1}) E_{11} + \sum_{\ell \leq i \leq \ell} (-\lambda E_{-i,-i} + \lambda^{-1} E_{ii} + \epsilon_i (E_{i,-i,-i} - E_{i,-i-i})).$$

(9.30)

where $\epsilon_i = (-1)^{i-\ell}$, $\mu = q^{\ell+1}$, $\lambda = q^{N/2-r-1}$ except $\mu \in \mathbb{K}^\times$ if $\ell \in \{0, 1\}$ and $\lambda \in \mathbb{K}^\times$ if $r \in \{n-1, n\}$ for type D.2 only.

This K-matrix has the following properties.

**Eigendecomposition:**

$$V = \text{Id} - \lambda \sum_{\ell \leq i < \ell} \epsilon_i (E_{-i,-i} - E_{i,i}),$$

$$D(u) = \sum_{1 \leq i \leq \ell} (E_{-i,-i} + E_{i,i}) + \sum_{\ell \leq i \leq \ell} \left( E_{-i,-i} + h_1(u) h_2(u) E_{i,i} \right) - \frac{u-u^{-1}}{k_1(u) k_2(u)} (\delta_{\ell,1} u^{-1} \mu E_{\ell n} + \delta_{N,2n} \delta_{r,n-1} \lambda ) + \sum_{\ell \leq i \leq \ell} (u^2 E_{-i,-i} + E_{i,i}).$$

**Affinization:** For $\ell = 0$ the generalized Satake diagram is restrictable and the affinization identity is as in the C.1 case. If additionally $r = n$ if $n$ is even or $r = n-1$ if $n$ is odd, then $(X, \tau) \in \text{Sat}(A)$, and, upon setting $\lambda = \sqrt{-1}$ and multiplying by $C$ and dressing, $K_0$ corresponds to the CI solution of the constant twisted RE reported in [NoSu, Sec. 3].

**Bar-symmetry:**

$$K(u)^{-1} = Z^{\phi_1}(u) o_1 (Z^{\phi_2})o_2 J K(u)|_{\lambda \rightarrow -\lambda^{-1}, \mu \rightarrow -\mu^{-1}} J Z^{\phi_1}(u)^{-1} o_1 (Z^{\phi_2})^{-o_2}.$$ 

**Half-period:**

$$K(-u) = K(u)|_{\mu \rightarrow -\mu}$$ if $\ell \in \{0, 1\}$.

**Rotations:**

$$K^{\phi_1}(u) = K(u)|_{\mu \rightarrow \mu^{-1}}$$ if $\ell = 1$.

$$K^{\phi_2}(u) = h_1(u) h_2(u) K(u)|_{\lambda \rightarrow -\lambda^{-1}}$$ if $r = n-1$ for D.2,

$$K^\pi(u) = h_2(u) K(u)|_{\lambda \rightarrow \mu}$$ if $\ell + r = n$ and $\ell \leq 1$ for D.2,

$$K^\pi(u) = -u K(u)$$ if $\ell + r = n$ and $\ell \geq 2$ for D.2,

where $\mu \rightarrow \mu^{-1}$ corresponds to $c_0 \leftrightarrow c_1$, $\lambda \rightarrow -\lambda^{-1}$ to $c_{n-1} \leftrightarrow c_n$ and $\lambda \leftrightarrow \mu$ to $(c_0, c_1, s_0) \leftrightarrow (c_n, c_{n-1}, s_n)$.

**Reductions:** For $\ell = 1$ and $\mu \in \{\pm \lambda, \pm \lambda^{-1}\}$ it has $d_{\text{eff}} = 3$. For $\ell = 0$ and $\mu \in \{\pm \lambda, \pm \lambda^{-1}\}$ it has $d_{\text{eff}} = 1$. In the latter two cases it is singly regular, $K(\pm 1)|_{\mu \in \{\pm \lambda, \pm \lambda^{-1}\}} \neq \text{Id}$.

For $N$ even, $\ell + r = n$ and $1 < \ell < r$ it has $d_{\text{eff}} = 3$. For $\ell = r = n/2$ it has $d_{\text{eff}} = 2$. In both cases it is singly regular, $K(1) \neq \text{Id}$.

For $N$ and $n$ even, $l = 0$, $r = n$ and $\lambda^2 = \mu^2 = -1$ (so that $s_0 = s_n = 0$) it is a non-regular g.i.m.: $K(u)|_{\lambda^2 = \mu^2 = -1} = -\sqrt{-1} \sum_{\ell \leq i \leq \ell} \epsilon_i (E_{i,-i,-i} - E_{i,-i-i}).$

**Diagonal cases:** For $\ell = r$:

$$K(u) = \text{Id} + \frac{u-u^{-1}}{k_1(u)} \sum_{\ell \leq i \leq \ell} (\lambda \mu u E_{-i,-i} + E_{i,i}).$$
For $\ell \leq 1$, $r \geq n-1$ for D.2:

$$\lim_{\lambda \to 0} K(u) = \sum_{1 \leq i \leq n} (E_{i,-i} + u^{-2}E_{ii}), \quad \lim_{\lambda \to 0} K(u)_{\mu = \pm \lambda} = \sum_{1 \leq i \leq n} (E_{i,-i} \mp u^{-1}E_{ii}),$$

$$\lim_{\lambda \to 0} K(u)_{\mu = \pm \lambda} = \delta_{\ell 1} (\mp uE_{n,-n} + u^2E_{nn}) + \sum_{1 \leq i < \ell} (E_{i,-i} \mp u^{-1}E_{ii}),$$

$$\lim_{\lambda \to \infty} K(u) = \delta_{\ell, n-1} (E_{-1,-1} + uE_{11}) + \sum_{r \leq j < \ell} (u^2E_{-j,-i} + E_{ii}),$$

$$\lim_{\lambda \to \infty} K(u)_{\mu = \pm \lambda} = \delta_{\ell, n-1} (E_{-1,-1} \mp uE_{11}) + \sum_{r \leq j < \ell} (\mp uE_{-j,-i} + E_{ii}).$$

For $\ell = 0$, $r \geq 2$:

$$\lim_{\mu \to 0} K(u) = \lim_{\mu \to \infty} K(u) = \text{Id}.$$

For $\ell = 1$, $r \geq 2$:

$$\lim_{\mu \to 0} K(u) = \text{Id}, \quad \lim_{\mu \to \infty} K(u) = \text{Id} + (u^2 - 1)E_{n,-n} + (u^2 - 1)E_{nn}.$$ 

Remark 9.17. K-matrices of type D.2ac also satisfy (9.29), see Remark 9.15.

9.5. Untwisted K-matrices of type CD.4. The CD.4 family consists of $(X, \pi) \in \text{Sat}(A)$ with $A$ of type $C_n^{(1)}$ or $D_n^{(1)}$. All diagrams in this family are quasistandard, non-restrictable and $|I_{\text{diff}} \cup I_{\text{nsf}}|$ equals 1 (generic case) or 2 (special case).

9.5.1. Family CD.4 (generic case). Satake diagrams in this family are parametrized by the tuple $(n, o_1, p_1)$. According to the value of $o_1$ we distinguish two subfamilies: CD.4a (with $o_1 = 0$) and CD.4b (with $o_1 = 1$).

Set $\ell = (n - o_1)/2 - p_1 = |I^*| - 1$ so that $0 \leq \ell \leq (n - o_1)/2$. We additionally require $\ell \neq 1$ for type D.4; the excluded case is the special case and is studied in Section 9.5.2 below. In terms of this parametrization we have $X = \{\ell + 1, \ldots, n - \ell - 1\}$, which, unless $\ell = n/2$, is of type $A_{n-2\ell-1}$. We choose $I^* = \{0, 1, \ldots, \ell\}$. The representative diagrams and special $r$-orbits are listed in Table 10.

The QP algebra is generated by $x_i, y_i, k_i$ with $i \in X$ and $(k_j k_{n-j}^{-1})^{\pm 1}$ with $j \in I^*$ and elements $b_j$ whose reduced expressions are

$$b_\ell = \begin{cases} y_\ell - c_\ell T_{wx}(x_{n-\ell})k_\ell^{-1} & \text{if } \ell < n/2, \\ y_\ell - c_\ell x_\ell k_\ell^{-1} - s_\ell k_\ell^{-1} & \text{if } \ell = n/2, \\ b_{n-\ell} = y_{n-\ell} - c_{n-\ell} T_{wx}(x_\ell)k_{n-\ell}^{-1} & \text{if } \ell < n/2, \\ b_j = y_j - c_j x_{n-j} k_j^{-1} & \text{if } j < \ell \text{ or } j > n-\ell, \end{cases}$$

where $c_j = c_{n-j}$ if $j \notin I_{\text{diff}}$. Next, in terms of the effective dressing parameters $\omega_1, \ldots, \omega_\ell$, the scaling parameter $\eta$, an additional free parameter $\lambda$ and $\mu = q^{-n+2\ell}\lambda$, we set

$$c_\ell = \begin{cases} q^{-\eta} \eta^{-1} \lambda^2 & \text{if } \ell = 0, \\ \lambda \omega_\ell^{-1} & \text{if } \frac{1}{2} < \ell < n/2, \\ -q^{-1} \omega_\ell^{-2} & \text{if } \ell = n/2, \end{cases}$$
Table 10. Family CD.4: representative Satake diagrams with $|I_{\text{diff}} \cup I_{\text{nsf}}| = 1$.

| Type | Name | Diagram | Restrictions | $I_{\text{diff}}$ $I_{\text{nsf}} = I_{\text{nsf}}$ |
|------|------|---------|--------------|----------------------------------|
| C.4a | $(C_{n}^{(1)})_{p_{1}}$ | $n$ even $\ell < n/2$ $\ell \notin \{\ell\}$ $\emptyset$ |
| C.4a | $(C_{n}^{(1)})_{0}$ | $n$ even $\ell = n/2$ $\emptyset$ $\{n/2\}$ |
| C.4b | $(C_{n}^{(1)})_{p_{1}}$ | $n$ odd $\ell < n/2$ $\ell \notin \{\ell\}$ $\emptyset$ |
| D.4a | $(D_{n}^{(1)})_{p_{1}}$ | $n$ even $\ell < n/2$ $\ell \neq 1$ $\emptyset$ |
| D.4a | $(D_{n}^{(1)})_{0}$ | $n$ even $\ell = n/2$ $\emptyset$ $\{n/2\}$ |
| D.4b | $(D_{n}^{(1)})_{p_{1}}$ | $n$ odd $\ell < n/2$ $\ell \neq 1$ $\emptyset$ |

\[ c_{n-\ell} = \begin{cases} q^{-\vartheta} \eta^{-1} \mu^{-2} & \text{if } \ell = 0, \\ (-1)^{n} \mu^{-1} \omega_{\ell}^{-1} & \text{if } \frac{1+\vartheta}{2} < \ell < n/2, \end{cases} \]

\[ c_{j} = \begin{cases} \eta^{-1} \omega_{1}^{-1} \omega_{2}^{-1} & \text{if } 0 = j < \ell, \\ -\omega_{j}^{-1} \omega_{j+1} & \text{if } 0 < j < \ell, \end{cases} \]

\[ s_{\ell} = \frac{\mu - \mu^{-1}}{q - q^{-1}} \omega_{\ell}^{-1} & \text{if } \ell = n/2, \]

where $\vartheta = -1$ for type C and $\vartheta = 1$ for type D, see (4.2). Then, solving the boundary intertwining equation (6.6) for all generators of the QP algebra we obtain the following result.

**Result 9.18.** The bare $K$-matrix of type CD.4, when $|I_{\text{diff}} \cup I_{\text{nsf}}| = 1$, is of the form (9.3) with $M_{1}(u) = \sum_{1 \leq i \leq n} E_{ii}$ and

\[ M_{2}(u) = \sum_{\ell \leq i \leq n} \left( \lambda E_{-i,-i} + \lambda^{-1} E_{-i,-i} + E_{-i,-i} + E_{-i,-i} - u^{-1}(\mu E_{ii} + \mu^{-1} E_{ii} + E_{ii} + E_{ii}) \right), \]

where $\mu = q^{-n+2\ell} \lambda$ and $\lambda \in \mathbb{K}^{\times}$.

This $K$-matrix has the following properties.
Eigendecomposition: \( V = \Id + \sum_{1 \leq i \leq \ell} \left( \lambda (E_{-i,-i} - E_{-i,i}) + \mu (E_{i,i} - E_{i,i}) \right) \),

\[
D(u) = \sum_{1 \leq i \leq \ell} \left( h_1(u) h_2(u) E_{-i,-i} + u^{-2} h_2(u) E_{ii} \right) + \sum_{\ell < i \leq n} \left( E_{-i,-i} + h_1(u) E_{ii} \right).
\]

Rotations: \( K^\pi(u) = u^2 h_1(u) K(u)|_{\lambda \rightarrow q^{-2} \lambda^{-1}}, \)

\( K^{\phi_{12}}(u) = K(u) \) for D.4 if \( \ell > 0 \).

Reducions: For \( \ell = n/2 \) it is independent of \( q \), has \( d_{\text{eff}} = 2 \) and is singly regular, \( K(-1) \neq \Id \).

Setting \( \lambda = \pm 1 \) it becomes a nonregular g.i.m. with \( d_{\text{eff}} = 1 \).

For \( \ell < n/2 \) and \( \lambda = \pm q^{n/2-\ell} \) or \( \lambda = \pm \sqrt{-1} q^{n/2-\ell} \) it has \( d_{\text{eff}} = 2 \) and is singly regular, \( K(1) \neq \Id \) or \( K(-1) \neq \Id \), respectively.

Diagonal cases: For \( \ell > 0 \) it has the following diagonal limits, both with \( d_{\text{eff}} = 3 \):

\[
\lim_{\lambda \rightarrow 0} K(u) = u^{-2} h_2(u) \sum_{1 \leq i \leq \ell} (E_{-i,-i} + E_{ii}) + \sum_{\ell < i \leq n} (E_{-i,-i} + u^{-2} E_{ii}),
\]

\[
\lim_{\lambda \rightarrow \infty} K(u) = \sum_{1 \leq i \leq \ell} (E_{-i,-i} + E_{ii}) + h_2(u) \sum_{\ell < i \leq n} (E_{-i,-i} + u^{-2} E_{ii}).
\]

For \( \ell = 0 \) it is diagonal and has \( d_{\text{eff}} = 2 \). By writing \( \xi = \lambda \mu = q^{-n} \lambda^2 \), it is independent of \( q \),

\[
K(u) = \sum_{i=1}^{n} \left( E_{-i,-i} + \frac{\xi - u^{-1}}{\xi - u} E_{ii} \right),
\]

and has the half-period symmetry \( K(-u) = K(u)|_{\xi \rightarrow -\xi}. \)

9.5.2. Family D.4 (special case). The diagrams with \( |I_{\text{diff}} \cup I_{\text{nsf}}| = 2 \) are parametrized by the tuple \((n, \alpha_1, \beta_1)\) with \( \beta_1 = (n - \alpha_1)/2 - 1 \), so that \( \ell = 1 \) and \( X = \{2, \ldots, n-2\} \). We choose \( I'=\{0,1\} \). The representive Satake diagrams and the special \( \tau \)-orbits are listed in Table 11. In both cases \( I_{\text{nsf}} = I_{\text{nsf}} = \emptyset \).

The QP algebra is generated by \( x_i, y_i, k_i \) with \( i \in X \) and \( (k_j)_{n-j}^{\pm k_j} \) with \( j \in I^* \) and elements \( b_j \) whose reduced expressions are

\[
b_j = y_j - c_j T_{wx}(x_{n-j}) k_j^{-1}, \quad b_{n-j} = y_{n-j} - c_{n-j} T_{wx}(x_j) k_{n-j}^{-1}
\]

with \( j \in I^* \), and all \( c_j \), \( c_{n-j} \) independent. Next, in terms of the effective dressing parameter \( \omega_1 \), the scaling parameter \( \eta \) and the additional free parameters \( \alpha \) and \( \lambda \) and with \( \mu = q^{-n+2} \alpha \lambda \) we set

\[
c_0 = \eta^{-1} \lambda \omega_1, \quad c_1 = \alpha \lambda \omega_1^{-1}, \quad c_{n-1} = (-1)^n(\mu \omega_1)^{-1}, \quad c_n = (-1)^n(\eta \mu)^{-1} \alpha \omega_1.
\]

Repeating the same steps as before we obtain the following result.

Result 9.19. The bare K-matrix of type D.4, when \( |I_{\text{diff}} \cup I_{\text{nsf}}| = 2 \), is

\[
K(u) = \Id + \frac{u - u^{-1}}{k_{1}(u)} \left( M_1 - \frac{M_2^+ (u)}{k_2^+(u)} + \frac{M_2^- (u)}{k_2^-(u)} \right),
\]

where \( k_1(u) \) and \( k_2^\pm(u) = k_2(u) \) are as in (9.4), \( M_1 = \sum_{1 \leq i \leq n} E_{ii} \) is as in Result 9.18, and the remaining terms are \( \alpha \)-deformations of the matrix \( M_2(u) \) given by (9.31):

\[
M_2^+ (u) = u^{-1} (\mu^{-1} E_{11} + \mu E_{nn} + E_{1n} + E_{n1}), \quad k_2^+(u) = (\alpha \lambda)^{-1} + \alpha (\mu u)^{-1},
\]

\[
M_2^- = (\alpha \lambda)^{-1} E_{-1,-1} + \alpha \lambda E_{-n,-n} + E_{-1,-n} + E_{-n,-1}.
\]

Here \( \mu = q^{-n+2} \alpha \lambda \) with \( \alpha, \lambda \in \mathbb{K}^\times \).
Table 11. Family D.4: representative Satake diagrams with $|I_{\text{diff}} \cup I_{\text{ref}}| = 2$.

| Type  | Name | Diagram | Restrictions | $I_{\text{diff}}$ |
|-------|------|---------|--------------|------------------|
| D.4a  | $(D_n^{(1)})^\pi_{n/2-1}$ | $n$ even $\ell = 1$ | $\{0, 1\}$ |
| D.4b  | $(D_n^{(1)})^\pi_{(n-3)/2}$ | $n$ odd $\ell = 1$ | $\{0, 1\}$ |

Setting $\alpha = 1$ the K-matrix defined above specializes to the one defined in Result 9.18 when $\ell = 1$. The K-matrix defined in (9.32) has the following properties.

Eigendecomposition: $V = \text{Id} + \alpha \lambda (E_{-n,-i} - E_{-i,-n}) + \mu (E_{n,1} - E_{1,n})$,

$$D(u) = h_1(u) h_2^\pi(u) E_{-i,-i} + u^{-2} h_2^+(u) E_{ii} + \sum_{1<i\leq n} \left( E_{-i,-i} + h_1(u) E_{ii} \right).$$

Half-period: $K(-u) = K(u)|_{\alpha \rightarrow -\alpha, \lambda \rightarrow -\lambda}$.

Rotations: $K^\pi(u) = u^2 h_1(u) K(u)|_{\alpha \rightarrow -\alpha^{-1}, \lambda \rightarrow -(q)^{n-2}\lambda^{-1}}$,

$K^{\phi_{12}}(u) = K(u)|_{\alpha \rightarrow -\alpha^{-1}, \lambda \rightarrow \lambda}$.

Reductions: For $\lambda \in \{\mu, -\mu^{-1}, \alpha^2, -\alpha^{-2}\}$ or $\lambda \in \{-\mu, \mu^{-1}, -\alpha^2, -\alpha^{-2}\}$ it has $d_{\text{eff}} = 3$ and is singly regular, $K(-1) \neq \text{Id}$ or $K(1) \neq \text{Id}$, respectively.

Diagonal cases:

$$\lim_{\alpha \rightarrow 0} K(u) = \sum_{1<i\leq n} (E_{-i,-i} + u^2 E_{ii}) + u^{-2} E_{-1,-1} + E_{11},$$

$$\lim_{\alpha \rightarrow \infty} K(u) = \sum_{1\leq i<n} (E_{-i,-i} + E_{ii}) + u^2 E_{-n,-n} + u^{-2} E_{nn},$$

$$\lim_{\lambda \rightarrow 0} K(u) = \sum_{1<i\leq n} (E_{-i,-i} + u^{-2} E_{ii}) + \frac{q^{n-2}\alpha + u}{q^{n-2}\alpha + u} E_{-1,-1} + \frac{q^{n-2}\alpha^{-1} + u^{-1}}{q^{n-2}\alpha^{-1} + u} E_{11},$$

$$\lim_{\lambda \rightarrow \infty} K(u) = \sum_{1\leq i<n} (E_{-i,-i} + E_{ii}) + \frac{1 + q^{n-2}\alpha u}{1 + q^{n-2}\alpha u^{-1}} E_{-n,-n} + \frac{q^{n-2}\alpha^{-1} + u^{-1}}{q^{n-2}\alpha^{-1} + u} E_{nn},$$

$$\lim_{\alpha \rightarrow 0, \lambda \rightarrow \infty} K(u) = \text{Id}, \quad \lim_{\alpha \rightarrow \infty, \lambda \rightarrow 0} K(u) = \sum_{1\leq i\leq n} (E_{-i,-i} + u^{-2} E_{ii}).$$

9.6. Untwisted K-matrices of types C.2 and BD.1. The C.2 family consists of Satake diagrams $(X, \text{id}) \in \text{Sat}(A)$ with $A$ of type $C_n^{(1)}$. All diagrams in this family are quasistandard and have $|I_{\text{diff}} \cup I_{\text{ref}}| = 0$. Note that diagrams with $|I \setminus X| = 1$ are also members of the C.1 family and were studied in Section 9.4.1.

The BD.1 family consist of Satake diagrams $(X, \tau) \in \text{Sat}(A)$ with $\tau \in \{\text{id}, \phi_1, \phi_2, \phi_{12}\}$ and $A$ of type $B_n^{(1)}$ or $D_n^{(1)}$. This family has both quasistandard and non-quasistandard Satake diagrams. The quasistandard diagrams have $|I_{\text{ref}}| = 0$ and $|I_{\text{diff}}|$ equal to 0 (general case) or 1 (special case). The special case only occurs if $|I^*| = 1$ and the corresponding diagrams are also members of the
BD.2 family and were studied in Section 9.4.2. The non-quasistandard diagrams have $|I_{\text{diff}}| = 0$ and $|I_{\text{nst}}| \in \{1, 2\}$ and will be studied in Section 9.7.

9.6.1. *Family C.2.* Satake diagrams in this family are parametrized by the triple $(n, p_1, p_2)$ with $n \geq 2$. By rotating with $\pi \in \Sigma_A$, if necessary, we may assume that the affine node satisfies $0 \in X \Rightarrow 0 \in X_1$. With this choice, the diagrams are restrictable precisely if $p_1 = 0$.

Set $\ell = p_1$ and $r = n - p_2$, so that $\ell$ and $r$ are bounded by $0 \leq \ell \leq r \leq n - \ell$ and $r - \ell$ is even. We also have $|I^*| - 1 = (r - \ell)/2$ and $X_1 = \{0, \ldots, \ell - 1\}$, $X_2 = \{r + 1, \ldots, n\}$ and $X_{\text{alt}} = \{\ell + 1, \ell + 3, \ldots, r - 3, r - 1\}$. Thus $X_1$ is of type $C_\ell$ (empty if $\ell = 0$), $X_2$ is of type $C_{n-r}$ (empty if $r = n$) and $X_{\text{alt}}$ is of type $A_1^{\times \ell} / \mathbb{Q}$ (empty if $\ell = r$). Note that $I^* = I \setminus X$ and there are no special $r$-orbits. The representative diagrams are listed in Table 12.

The QP algebra is generated by the elements $x_i, y_i, k_i$ with $i \in X$ and elements $b_j$ whose reduced expressions are

$$
\begin{align*}
    b_\ell &= \begin{cases}
        y_\ell - c_\ell T_{w_{X_1}} T_{r+1}(x_\ell) k^{-1}_\ell & \text{if } \ell < r, \\
        y_\ell - c_\ell T_{w_{X_1}} T_{w_{X_2}}(x_\ell) k^{-1}_\ell & \text{if } \ell = r,
    \end{cases} \\
    b_r &= y_r - c_r T_{r-1} T_{w_{X_2}}(x_r) k^{-1}_r \text{ if } \ell < r,
    b_j &= y_j - c_j T_{j-1} T_{j+1}(x_j) k^{-1}_j \text{ if } \ell < j < r \text{ and } j - \ell \text{ even},
\end{align*}
$$

with $c_j$ all independent. Next, in terms of the effective dressing parameters $\omega_{\ell+2}, \omega_{\ell+4}, \ldots, \omega_r$ and the scaling parameter $\eta$ we set

$$
\begin{align*}
    c_\ell &= \begin{cases}
        q^{2(n+1)} \eta^{-2} & \text{if } 0 = \ell = r, \\
        q^{-2} \eta^{-2} \omega_{\ell+2} & \text{if } 0 = \ell < r, \\
        -(-q)^n \eta^{-1} & \text{if } 0 < \ell = r < n, \\
        (-q)^{\ell+1} \eta^{-1} \omega_{\ell+2} & \text{if } 0 < \ell < r < n,
    \end{cases} \\
    c_r &= \begin{cases}
        (-q)^{r} \omega_{r}^{-1} & \text{if } \ell < r < n, \\
        q \omega_{n}^{-2} & \text{if } \ell < r = n,
    \end{cases} \\
    c_j &= q \omega_{j+2}^{-1} \omega_{j+2} \text{ if } \ell < j < r \text{ and } j - \ell \text{ even}.
\end{align*}
$$

Then, solving the boundary intertwining equation (6.6) for all generators of the QP algebra we obtain the following result.

**Table 12.** Family C.2: representative Satake diagrams.

| Type | Name | Diagram | Restrictions |
|------|------|---------|--------------|
| C.2  | $(C_n^{(1)})^{id}_{p_1,alt,p_2}$ | $0 \odot_{p_1} \bullet \cdots \bullet \odot_{p_2}$ | $0 \leq \ell \leq r \leq n - \ell$ |
| C.2  | $(C_n^{(1)})^{id}_{0,alt,p_2}$ | $0 = \ell \odot_{p_1} \bullet \cdots \bullet \odot_{p_2}$ | $0 \leq \ell < r \leq n$ |
| C.2  | $(C_n^{(1)})^{id}_{0,alt,0}$ | $0 = \ell \odot_{p_1} \bullet \cdots \bullet \odot r = n$ | $r \text{ even}$ |
Result 9.20. The bare $K$-matrix of type C.2 is of the form (9.3) with
\begin{align}
M_1(u) &= \sum_{\ell \leq i \leq n} (\lambda \mu u E_{-i,-i} + E_{ii}), \\
M_2(u) &= \sum_{p \leq i < \ell} (\lambda E_{-i,-i} + \lambda^{-1} E_{i,i} + \epsilon_i (E_{i,-i-\ell} + E_{-i-\ell,i})),
\end{align}
where $\lambda = q^{N/2-r}$, $\mu = q^{-\ell}$ and $\epsilon_i = (-1)^{i+\ell}$.

This $K$-matrix has the following properties.

Eigendecomposition: \[ V = \text{Id} + \lambda \sum_{p \leq i < \ell} \epsilon_i (E_{-i,-i-\ell} - E_{i,i}) \]

Affinization: For $\ell = 0$ the Satake diagram is restrictable and the affinization identity is
\[ K(u) = \frac{\lambda u^{-1} K_0 - \lambda^{-1} u K_0^{-1}}{\lambda u^{-1} - \lambda^{-1} u}, \]
where, upon multiplying by $C$ and dressing, $K_0$ corresponds to the CII solution of the constant twisted RE reported in [NoSu, Sec. 3]. In this case we also have a half-period symmetry: \[ K(-u) = K(u). \]

Rotations: For $n$ even and $\ell + r = n$ we have $K^r(u) = -u K(u)$.

Bar-symmetry: \[ K(u)^{-1} = G(\omega) J K(u)|_{\lambda \rightarrow \lambda^{-1}, \mu \rightarrow \mu^{-1}} J G(\omega) \] where $\omega = (-1, \ldots, -1) \in \mathbb{K}^n$.

Reductions: For $n$ even and $\ell + r = n$, when $0 < \ell < n/2$, it has $d_{\text{eff}} = 3$ and is singly regular, \[ K(1) \neq \text{Id}; \] when $\ell = 0$ it is a non-regular g.i.m.: \[ K(u) = -\sum_{1 \leq i \leq n} \epsilon_i (E_{i,-i-\ell} + E_{-i-\ell,i}). \]

Diagonal cases: For $\ell = r$ it coincides with the one of type C.1 with $\ell = r$.

Remark 9.21. K-matrices of type C.2 also satisfy (9.29), see Remark 9.15.

9.6.2. Family BD.1 (generic case). Satake diagrams in this family are parametrized by the tuple $(N, p_1, p_2, a_1, o_2)$ with $N \geq 7$. According to the value of $o_1 + o_2$ we may distinguish two subfamilies if $N$ is odd: B.1a $(o_1 + o_2 = 0)$ and B.1b $(o_1 = 1, o_2 = 0)$, and three subfamilies if $N$ is even: D.1a $(o_1 + o_2 = 0)$, D.1b $(o_1 + o_2 = 1)$ and D.1c $(o_1 + o_2 = 2)$. Recall that $p_i$, the number of $\tau$-orbits in $X_i = X_{Y_i}$, is even unless $N$ is odd and $i = 2$. Rotating with a suitable $\sigma \in \Sigma_A$, if necessary, we may assume that the affine node satisfies $0 \in X \Rightarrow 0 \in X_1$. With this choice, the diagrams are restrictable if $o_1 = p_1 = 0$.

Set $\ell = p_1 + o_1$ and $r = n - p_2 - o_2$, so that $\ell$ and $r$ are bounded by $0 \leq \ell \leq r \leq n$ and, if $N$ is even and $o_1 = o_2$, in addition by $\ell + r \leq n$. We restrict to the generic case, $|I_{\text{ins}} \cup I_{\text{diff}}| = 0$, hence $(\ell, r) \notin \{(1, 1), ([N/2] - 1, [N/2] - 1)\}$ and $r \neq \ell + 2$. In terms of this parametrization we have $|I^* - 1 = r - \ell$ and $X_1 = \{0, \ldots, \ell - 1\}$ if $\ell > 1$ and $X_2 = \{r + 1, \ldots, n\}$ if $N$ is odd or $r < n - 1$, so that $X_1$ is of type $D_\ell$ and $X_2$ is of type $B_{r-n}$ if $N$ is odd and of type $D_{n-r}$ if $N$ is even; otherwise respectively $X_1 = \emptyset$ and $X_2 = \emptyset$. We choose $I^* = \{\ell, \ell + 1, \ldots, r\}$. The representative diagrams are listed in Table 13. They have $I_{\text{ins}} = \{\ell + \delta_{\ell \neq 0}, \ell + \delta_{\ell \neq 0} + 1, \ldots, r - \delta_{r \neq n}\}$. 


The QP algebra is generated by \( x_i, y_i, k_i \) with \( i \in X \) and \((k_0 k_1^{-1})^{\pm 1}\) if \( \ell = 1 \) and \((k_{n-1} k_n^{-1})^{\pm 1}\) if \( r = n - 1 \) and \( N \) is even, and elements \( b_j \) whose reduced expressions are

\[
\begin{align*}
  b_0 &= \begin{cases} 
    y_0 - c_0 T_{w_0 x_2} (x_0) k_0^{-1}, & \text{if } 0 = \ell \leq r \leq 1, \\
    y_0 - c_0 x_0 k_0^{-1}, & \text{if } 0 \leq \ell \leq 1 < r,
  \end{cases} \\
  b_1 &= y_1 - c_1 x_1 - o_1 k_1^{-1}, \quad \text{if } 0 \leq \ell \leq 1 < r, \\
  b_\ell &= \begin{cases} 
    y_\ell - c_\ell T_{w_\ell x_{1\ell}} (x_\ell) k_\ell^{-1}, & \text{if } 2 \leq \ell < r, \\
    y_\ell - c_\ell T_{w_2 x_2} (x_\ell) k_\ell^{-1}, & \text{if } 2 \leq \ell = r,
  \end{cases} \\
  b_j &= y_j - c_j x_j k_j^{-1}, \quad \text{if } \ell < j < r < n - (-1)^N, \\
  b_r &= y_r - c_r T_{w_2 x_2} (x_r) k_r^{-1}, \quad \text{if } \ell < r < n - (-1)^N, \\
  b_{n-1} &= y_{n-1} - c_{n-1} x_{n-1} - o_2 k_{n-1}^{-1}, \quad \text{if } \ell < n - (-1)^N \leq r, \\
  b_n &= y_n - c_n x_{n-2} k_n^{-1}, \quad \text{if } \ell < n - (-1)^N \leq r,
\end{align*}
\]
where \( c_0 = c_1 \) if \( \ell = 1 \) and \( c_{n-1} = c_n \) if \( r = n - (-1)^N \). Next, in terms of the effective dressing parameters \( \omega_{\ell+1}, \ldots, \omega_r \) and the scaling parameter \( \eta \) we assign

\[
\begin{align*}
  c_\ell &= \begin{cases}
    q^{2(\lceil N/2 \rceil - 1)} \eta^{-2} & \text{if } 0 = \ell = r, \\
    (-q)\lceil N/2 \rceil - 2 \eta^{-2} \omega_1^2 & \text{if } 0 = \ell < r = 1, \\
    q^{-1} \eta^{-2} \omega_1^2 \omega_2^2 & \text{if } 0 = \ell < r - 1, \\
    (-q)^{\ell-1} \eta^{-1} \omega_{\ell+1}^2 & \text{if } 1 \leq \ell < r, \\
    (-q)\lceil N/2 \rceil - 1 \eta^{-1} & \text{if } 2 \leq \ell = r,
  \end{cases} \\
  c_j &= q^{-1} \omega_j^{-2} \omega_{j+1}^2 & \text{if } \ell < j < r, \\
  c_r &= \begin{cases}
    (-q)\lceil N/2 \rceil - 1 - r \omega_r^{-2} & \text{if } \ell < r < \lceil N/2 \rceil, \\
    q^{-1} \omega_{n-1}^{-2} \omega_n^{-2} & \text{if } \ell < r = N/2.
  \end{cases}
\]

Then, solving the boundary intertwining equation (6.6) for all generators of the QP algebra we obtain the following result.

**Result 9.22.** The bare K-matrix of type BD.1 when \( |I_{\text{nsf}} \cup I_{\text{diff}}| = 0 \) is given by (9.3) with \( M_1(u) \) as in (9.33) and \( \lambda = q^{N/2 - r}, \mu = q^{-\ell} \) as before, and

\[
M_2(u) = \sum_{\ell \leq i < \ell} (\lambda E_{-i, -i} + \lambda^{-1} E_{ii} + E_{-i, i} + E_{i, -i}).
\]

For \( N \) odd and \((\ell, r) = (0, n)\) this K-matrix, upon dressing, coincides with the one in [MLS, (163-164)]; for \( N \) even and \((\ell, r) = (0, 1)\) it corresponds to [MLS, (199)]. Moreover, it has the same properties as the one of type C.2 except for the following.

- **Eigendecomposition:** \( V = \text{Id} + \lambda \sum_{\ell \leq i < \ell} (E_{-i, i} - E_{i, -i}) \) and \( D(u) \) as for type C.2.
- **Affinization:** The constant K-matrix \( K_0 \) corresponds to the BDI solution of the constant twisted RE reported in [NoSu, Sec. 3].
- **Rotations:** \( K^{\phi_1}(u) = K(u) \) if \( r > 0 \) and \( K^{\phi_2}(u) = K(u) \) if \( N \) is even.
- **Bar-symmetry:** \( K(u)^{-1} = J K(u)_{\lambda \rightarrow \lambda^{-1}, \mu \rightarrow \mu^{-1}, J} \).
- **Reductions:** For \( N \) even and \((\ell, r) = (0, n)\) it is a non-regular g.i.m. \( K(u) = -J \).
- **Diagonal cases:** For \( \ell = r \neq 1 \) it coincides with the one of type BD.2 with \( \ell = r \).

**Remark 9.23.** K-matrices of type D.1ac also satisfy (9.29), see Remark 9.15.

### 9.7. Untwisted K-matrices for non-quasistandard QP algebras of types BCD.1

In this section we study non-quasistandard weak Satake diagrams for the family BCD.1. The representative diagrams and special \( \tau \)-orbits are listed in Table 14. Note that \((X, \tau) \in \text{Sat}(A)\) for the BD.1 family, but \((X, \tau) \in \text{WSat}(A)\) for the C.1 family. It will be shown below that all these diagrams yield K-matrices that are not generalized cross matrices, which sets them apart from the other cases studied in this paper.

**9.7.1. Family BD.1 with \(|I_{\text{nsf}}| = 2\).** Satake diagrams in this family are parametrized by \( \ell = 0 \) and \( r = 0 \) and have \( X = \{3, 4, \ldots, n\} \). The QP algebra is generated by \( x_i, y_i, k_i \) with \( i \in X \) and elements \( b_j \) whose reduced expressions are

\[
b_j = y_j - c_j x_j k_j^{-1} - s_j k_j^{-1} \quad \text{for } j \leq 1 \quad \text{and} \quad b_2 = y_2 - c_2 T_{w_X}(x_2) k_2^{-1},
\]
TABLE 14. Family BCD.1: representative non-quasistandard weak Satake diagrams. In all cases $I_{\text{diff}} = \emptyset$ and $I_{\text{nsf}} = I_{\text{ns}}$, except when $(\ell, r) = (n - 2, n)$ and $N$ is odd, in which case $I_{\text{ns}} = \{n - 1, n\}$.

| Type | Name | Diagram | $(\nu_1, \nu_2)$ | Restrictions | $I_{\text{nsf}}$ |
|------|------|---------|------------------|--------------|----------------|
| B.1a | $(B_n^{(1)})_{\ell, n-2}^{\text{id}}$ | ![Diagram](image1) | $(0, 0)$ | $(\ell, r) = (0, 2)$ | $\{0, 1\}$ |
| D.1a | $(D_n^{(1)})_{\ell, n-2}^{\text{id}}$ | ![Diagram](image2) | $(0, 0)$ | $n$ even | $(\ell, r) = (0, 2)$ |
| D.1b | $(D_n^{(1)})_{\ell, n-3}^{\phi_2}$ | ![Diagram](image3) | $(0, 1)$ | $n$ odd | $(\ell, r) = (0, 2)$ |
| C.1  | $(C_n^{(1)})_{\ell, n-\ell}^{\text{id}}$ | ![Diagram](image4) | $(0, 0)$ | $1 \leq \ell \leq n - 3$ | $\{\ell+1\}$ |
| B.1a | $(B_n^{(1)})_{\ell, n-\ell}^{\text{id}}$ | ![Diagram](image5) | $(0, 0)$ | $1 \leq \ell < n - 1$ | $\{\ell+1\}$ |
| B.1b | $(B_n^{(1)})_{\ell-1, n-\ell}^{\phi_1}$ | ![Diagram](image6) | $(1, 0)$ | $1 \leq \ell < n - 1$ | $\{\ell+1\}$ |
| D.1a | $(D_n^{(1)})_{\ell, n-\ell}^{\phi_2}$ | ![Diagram](image7) | $(0, 0)$ | $1 \leq \ell < n - 3$, $r = \ell + 2$ | $\{\ell+1\}$ |
| D.1b | $(D_n^{(1)})_{\ell, n-\ell}^{\phi_2}$ | ![Diagram](image8) | $(0, 1)$ | $1 \leq \ell < n - 3$, $r = \ell + 2$ | $\{\ell+1\}$ |
| D.1c | $(D_n^{(1)})_{\ell, n-\ell}^{\phi_2}$ | ![Diagram](image9) | $(1, 1)$ | $1 \leq \ell < n - 3$, $r = \ell + 2$ | $\{\ell+1\}$ |
| B.1a | $(B_n^{(1)})_{n-1, 0}^{\text{id}}$ | ![Diagram](image10) | $(0, 0)$ | $\ell$ odd | $\{n\}$ |
| B.1b | $(B_n^{(1)})_{n-2, 0}^{\phi_1}$ | ![Diagram](image11) | $(1, 0)$ | $\ell$ odd | $\{n\}$ |

With $c_0, c_1, c_2$ and $s_0, s_1$ all independent. Upon setting

$$c_0 = q^{-1} \eta^{-2} \omega_1^2 \omega_2^2, \quad c_1 = q^{-1} \omega_1^{-2} \omega_2^2, \quad c_2 = -(-q)^{n-2} \omega_2^2,$$

$$s_0 = \frac{\nu_0 + \nu_1^{-1}}{q - q^{-1}} \eta^{-1} \omega_1 \omega_2, \quad s_1 = \frac{\nu_1 + \nu_0^{-1}}{q - q^{-1}} \omega_1^{-1} \omega_2,$$

where $\nu_0, \nu_1 \in K^\times$ are additional free parameters, and solving the boundary intertwining equation (6.6) for all generators of the QP algebra we obtain the following result.

**Result 9.24.** When $(\ell, r) = (0, 2)$ the bare $K$-matrix of type BD.1 is

$$K(u) = \text{Id} + \frac{(u - u^{-1})^2}{k_1(n_\nu)} \frac{u^2}{k_1(n_\nu)} \left( k_1(n_\nu) k_1(\nu_1 u) k_1(\nu_0 u) \left( k_1(u) k_2(u) M_2 + \alpha(\frac{n}{2}) M_3^+ + \alpha(\frac{n}{2}) M_3^- \right) \right)$$
where $\lambda = q^{N/2 - 2}$, $\mu = 1$ are as in Result 9.22 and $\alpha(u) = (\nu_1 + \nu_1^{-1})u - (\nu_0 + \nu_0^{-1})$. Furthermore, $M_2$ equals the expression $M_2(u)$ defined in (9.35), i.e.

$$M_2 = \sum_{n-1 \leq i \leq n} (\lambda E_{-i,-i} + \lambda^{-1} E_{i,i} + E_{-i,i} + E_{i,-i})$$

and we have introduced

$$\tilde{M}_3^\pm = E_{\mp(n-1),\pm n} - E_{\pm n,\mp(n-1)} + (\nu_1 + \nu_1^{-1})E_{\pm n,\pm(n-1)} \mp (\nu_1 + \nu_1^{-1})E_{\pm n,\pm n}.$$
9.7.2. Family C.1 with $I_{\text{raf}} = \{ j \}$ with $2 \leq j \leq n - 2$. Weak Satake diagrams in this family are parametrized by $\ell = j - 1$ and $r = j + 1$ with $j \in \{2, \ldots, n - 2\}$. Hence $X = X_1 \cup X_2$ with $X_1 = \{0, \ldots, \ell - 1\}$ and $X_2 = \{r + 1, \ldots, n\}$. The QP algebra is generated by $x_i, y_i, k_i$ with $i \in X$ and elements $b_j$ whose reduced expressions are

\[ b_{\ell+1} = y_{\ell+1} - c_{\ell+1} x_{\ell+1} k_{\ell+1}^{-1} - s_{\ell+1} k_{\ell+1}^{-1}, \]

\[ b_\ell = y_\ell - c_\ell T_{wX_1}(x_\ell) k_\ell^{-1}, \quad b_{\ell+2} = y_{\ell+2} - c_{\ell+2} T_{wX_2}(x_{\ell+2}) k_{\ell+2}^{-1}, \]

with $c_\ell, c_{\ell+1}, c_{\ell+2}, s_{\ell+1}$ independent. Upon setting the parameters $c_j$ in the same way as in the general case given in Section 9.4.1 and $s_{\ell+1}$ as

\[ c_\ell = \begin{cases} q^{-2} \eta^{-2} \omega_1^4 & \text{if } \ell = 0, \\ (-q)^{\ell} \eta^{-1} \omega_1^2 & \text{if } \ell > 0, \end{cases} \]

\[ c_{\ell+1} = q^{-1} \omega_1^2, \]

\[ c_{\ell+2} = \begin{cases} (-q)^{\ell-1} \omega_2^{-2} & \text{if } \ell + 2 < n, \\ q^{-2} \omega_n^{-2} & \text{if } \ell + 2 = n, \end{cases} \]

\[ s_{\ell+1} = \frac{\nu + \nu^{-1}}{q - q^{-1}} \omega_1^{-1} \omega_\ell^{-1} \omega_{\ell+2}, \]

and repeating the same steps as before we obtain the following result.

**Result 9.25.** When $1 \leq \ell \leq n - 3$, $r = \ell + 2$ the bare $K$-matrix of type C.1 is

\[ K(u) = \text{Id} + \frac{u - u^{-1}}{k_1(u)} \left( \tilde{M}_1(u) + \frac{k_2(u) \tilde{M}_2(u) + (\nu + \nu^{-1}) \tilde{M}_3(u)}{k_2(-\nu^{-2} u) k_2(-\nu^2 u)} \right) \]

with $\lambda = q^\ell$, $\mu = q^{-\ell-1}$ as in Result 9.14 and

\[ \tilde{M}_1(u) = \sum_{\ell-1 \leq i \leq n} (\lambda \mu u E_{i-1,i} + E_{ii}), \]

\[ \tilde{M}_2(u) = -\lambda E_{2-\ell,2-\ell} + \lambda^{-1} E_{\ell-2,\ell-2} + E_{2-\ell,\ell-2} + E_{\ell-2,2-\ell} - \mu u E_{1-\ell,1-\ell} + (\mu u)^{-1} E_{\ell-1,1-\ell} + E_{1-\ell,\ell-1} - E_{\ell-1,1-\ell}, \]

\[ \tilde{M}_3(u) = -E_{1-\ell,2-\ell} + E_{2-\ell,1-\ell} + \lambda^{-1} (E_{1-\ell,\ell-2} + E_{\ell-2,1-\ell}) - (\mu u)^{-1} (E_{2-\ell,\ell-1} + E_{\ell-1,2-\ell} + \lambda^{-1} E_{\ell-2,\ell-1} - E_{\ell-1,\ell-2}). \]

This K-matrix has four non-zero entries in the rows and columns labelled $\pm(\ell - 1)$ and $\pm(\ell - 2)$. For $\nu^2 = -1$ it specializes to the one in Result 9.14 with $1 \leq \ell < n - 2$ and $r = \ell + 2$. This K-matrix has the following properties.

**Eigendecomposition:**

\[ V = \text{Id} + (\nu + \nu^{-1}) E_{2-\ell,1-\ell} - \nu (E_{1-\ell,\ell-2} + E_{\ell-2,1-\ell}) + \lambda (-\nu^2 E_{1-\ell,1-\ell} + E_{2-\ell,2-\ell} + E_{\ell-2,2-\ell} + E_{1-\ell,1-\ell} + \nu^{-1} E_{1-\ell,\ell-2} - \nu E_{2-\ell,\ell-1}), \]

\[ D(u) = \sum_{1-\ell \leq i < \ell-2} E_{ii} + p_1(u) \left( \frac{k_2(-u^2 \nu^{-1})}{k_2(-\nu^2 u)} E_{2-\ell,\ell-2} + \frac{k_2(-\nu^{-2} u)}{k_2(-\nu^{-2} u)} E_{\ell-1,1-\ell} + \sum_{\ell \leq i \leq n} (u^2 E_{i-1,i} + E_{ii}) \right). \]

**Rotations:** For $\nu^2 = (\lambda / \mu)^{\pm 1}$ it has $d_{\text{eff}} = 3$ and is singly regular, $K(1) \neq \text{Id}$. 

**Reductions:**
Diagonal cases: \( \lim_{\nu \to 0} K(u) = \lim_{\nu \to \infty} K(u) = p_1(u) \sum_{i \geq \ell} (u^2 E_{-i,-i} + E_{i,i}) + \sum_{|i| < \ell} E_{i,i}. \)

9.7.3. Family BD.1 with \( I_{\text{nsf}} = \{ j \} \) with \( \alpha_j \) long. Satake diagrams in this family are parametrized by \( \ell \) and \( r \) satisfying \( 1 \leq \ell < \lfloor N/2 \rfloor - 2 \) and \( r = \ell + 2 \), so that \( j = \ell + 1 \). Hence \( X = X_1 \cup X_2 \) with \( X_1 = \{ 0, \ldots, \ell \} \) if \( \ell > 1 \) or \( X_1 = \emptyset \) if \( \ell = 1 \), and \( X_2 = \{ r + 1, \ldots, n \} \). When \( \ell = 1 \), the QP algebra is generated by \( x_i, y_i, k_i \) with \( i \in X \), \((k_0k_1)^{\pm 1}\) and the elements \( b_j \) whose reduced expressions are

\[
\begin{align*}
b_2 &= y_2 - c_2 x_2 k_2^{-1} - s_2 k_2^{-1}, \\
b_j &= y_j - c_1 x_{1-j} k_j^{-1} \text{ for } j \in \{0,1\}, \\
b_3 &= y_3 - c_3 T_{wX_2}(x_3) k_3^{-1}.
\end{align*}
\]

When \( 1 < \ell < \lfloor N/2 \rfloor - 1 \), the QP algebra is generated by \( x_i, y_i, k_i \) with \( i \in X \) and

\[
\begin{align*}
b_{\ell+1} &= y_{\ell+1} - c_{\ell+1} x_{\ell+1} k_{\ell+1}^{-1} - s_{\ell+1} k_{\ell+1}^{-1}, \\
b_\ell &= y_\ell - c_{\ell} T_{wX_1}(x_\ell) k_\ell^{-1}, \\
b_{\ell+2} &= y_{\ell+2} - c_{\ell+2} T_{wX_2}(x_{\ell+2}) k_{\ell+2}^{-1}.
\end{align*}
\]

Upon setting the parameters \( c_j \) in the same way as in the generic case, cf. Section 9.6.2,

\[
\begin{align*}
c_\ell &= (-q)^{\ell-1} \eta^{-1} \omega_{\ell+1}^2, \\
c_{\ell+1} &= q^{-1} \omega_{\ell+1} \omega_{\ell+2}^2, \\
c_{\ell+2} &= (-q)^{\ell-2} \omega_{\ell+2}^2,
\end{align*}
\]

and \( s_{\ell+1} = \frac{\omega_{\ell+1}}{q-q^{-1}} \omega_{\ell+2} \omega_{\ell+1}^{-1} \), and repeating the same steps as before we obtain the following result.

**Result 9.26.** When \( 1 \leq \ell \leq n-2, r = \ell + 2 \) the bare K-matrix of type BD.1 is given by the formula (9.37) only with \( \lambda = q^{N/2-\ell-2}, \mu = q^{-\ell} \) as in Result 9.22 and

\[
\begin{align*}
\tilde{M}_1(u) &= \sum_{1 \leq i \leq n} (\lambda \mu u E_{i,i} - E_{i,i}), \\
\tilde{M}_2(u) &= \lambda E_{-\ell,2-\ell} + \lambda^{-1} E_{-2,\ell-2} + E_{-2,\ell-2} + E_{-2,2-\ell} + E_{-2,2-\ell} + E_{-2,2-\ell} + E_{-2,2-\ell} + E_{-2,2-\ell} + E_{-2,2-\ell} + E_{-2,2-\ell} + E_{-2,2-\ell}, \\
\tilde{M}_3(u) &= E_{-1,2-\ell} + E_{-2,1-\ell} + \lambda^{-1} (E_{-1,2-\ell} - E_{-2,1-\ell}) + \lambda^{-1} (E_{-1,2-\ell} - E_{-2,1-\ell}).
\end{align*}
\]

This K-matrix is very similar to that in Result 9.25. For \( \nu^2 = -1 \) it specializes to the one in Result 9.22 with \( 1 \leq \ell < \lfloor N/2 \rfloor - 2 \) and \( r = \ell + 2 \). We list below only those properties that differ from the ones above.

**Eigendecomposition:** \( D(u) \) is the same as for the non-quasistandard C.1 case, but \( V \) is given by

\[
V = \text{Id} + \lambda \left( -\nu^2 E_{-1,\ell-1} + E_{-2,\ell-2} - E_{-2,\ell-2} + E_{-2,1-\ell} + \nu^{-1} E_{-1,\ell-1} - \nu E_{-2,1-\ell} \right) + \lambda^{-1} \left( E_{-1,\ell-1} - E_{-2,1-\ell} + \lambda^{-1} (E_{-2,1-\ell} - E_{-2,1-\ell}) \right).
\]

**Rotations:** There are additional rotations \( K^\phi(u) = K(u) \) and \( K^{\phi_2}(u) = K(u) \) if \( N \) and even.

**Reductions:** The singly regular K-matrix has \( K(-1) \neq \text{Id} \) instead.

9.7.4. Family B.1 with \( I_{\text{nsf}} = \{ j \} \) with \( \alpha_j \) short. Satake diagrams in this family are parametrized by \( (\ell, r) = (n-1, n) \) with \( N \) odd. We have \( j = \ell + 1 \) and \( X = \{ 0,1,\ldots, n-2 \} \). The QP algebra is generated by \( x_i, y_i, k_i \) with \( i \in X \) and

\[
b_{n-1} = y_{n-1} - c_{n-1} T_{wX_1}(x_{n-1}) k_{n-1}^{-1}, \\
b_n = y_n - c_n x_n k_n^{-1} - s_n k_n^{-1}.
\]
Upon setting \( c_{n-1}, c_n, s_n \) as
\[
c_{n-1} = -(-q)^{n-2}q^{-1/2}\omega_n^2, \quad c_n = -\omega_n^2, \quad s_n = q^{1/4}(\nu - \nu^{-1})q^{1/2}/q^{-1/2}\omega_n^{-1},
\]
where \( \nu \in \mathbb{K}^\times \) (for \( c_{n-1} \) and \( c_n \) this is the same as in Section 9.6.2), and proceeding in the same way as before we obtain the following result.

**Result 9.27.** When \((\ell, r) = (n - 1, n)\) the bare \( K\)-matrix of type \( B.1 \) is
\[
K(u) = \text{Id} + \frac{u - u^{-1}}{k_1(u)} \left( \tilde{M}_1(u) + \frac{k_1(u^{-1})^2 \tilde{M}_2(u) + q^{1/4}(\nu - \nu^{-1})[2]_q^{1/2} \tilde{M}_3(u)}{k_1(\nu^2u^{-1})k_1(\nu^{-2}u^{-1})k_2(u)} \right)
\]
with \( \lambda = q^{1/2} \), \( \mu = q^{-1/2} \) as in Result 9.22 and
\[
\tilde{M}_1(u) = \sum_{1 \leq i \leq n} (\lambda \mu u E_{-i,-i} + E_{ii}),
\]
\[
\tilde{M}_2(u) = -\mu u E_{-1,-1} - (\nu u)^{-1}E_{11} + E_{-1,1} + E_{1,-1},
\]
\[
\tilde{M}_3(u) = k_1(u^{-1})(u^{-1}(E_{01} + E_{10}) - \mu(E_{-1,0} + E_{0,-1})) - q^{1/4}(\nu - \nu^{-1})[2]_q^{1/2}\mu^{-1}u^{-1}E_{00}.
\]

This K-matrix has three nonzero entries in the rows and columns labelled \(-1, 0\) and \(1\). (Note the appearance of the factor \([2]_q^{1/2}\), cf. (4.7).) For \( \nu^2 = 1 \) (so that \( s_n = 0 \)) it specializes to the one in Result 9.22 with \( N \) odd and \((\ell, r) = (n - 1, n)\). This K-matrix has the following properties.

**Eigendecomposition:**
\[
V = \text{Id} + \lambda \left( E_{-1,1} - \nu^2E_{1,-1} \right.
\]
\[
+ q^{-1/4}[2]_{q^{1/2}}^{-1/2}(\mu((\nu - \nu^{-1})E_{01} + [2]_q^{1/2}\nu E_{0,-1}) + \mu^{-1}(\nu^{-1}E_{10} - \lambda^{-1}\nu E_{-1,0})) \right),
\]
\[
D(u) = p_1(u) \left( \frac{k_1(\nu^{-2}u)}{k_1(\nu^{-2}u)}E_{1,-1} + \frac{k_1(\nu^2u)}{k_1(\nu^2u)}E_{00} + p_2(u)E_{11} + \sum_{1 \leq i \leq n} u^2E_{-i,-i} + E_{ii} \right).
\]

**Rotations:**
\[
K^{\phi_1}(u) = K(u).
\]

**Diagonal cases:**
\[
\lim_{\nu \to 0} K(u) = \lim_{\nu \to \infty} K(u) = p_1(u) \left( p_2(u)E_{00} + \sum_{i=1}^n u^2E_{-i,-i} + E_{ii} \right).
\]

9.8. **Special low-rank cases.** Here we highlight some peculiarities that occur when the underlying Lie algebra is of low rank. In Appendix B we have listed all isomorphisms of \((\Sigma_A\text{-classes of) affine Satake diagrams of low rank } (n \leq 4)\). When two affine Kac-Moody algebras are isomorphic, necessarily the rank \( n \) is the same for both. However the value for \( N \) (the dimension of the vector representation) can be different. In particular, \( N = 2 \) for \( A_1^{(1)} \) and \( C_1^{(1)} \) but \( N = 3 \) for \( B_1^{(1)} \). Similarly, \( N = 4 \) for \( C_2^{(1)} \) but \( N = 5 \) for \( B_2^{(1)} \). Finally, \( N = 4 \) for \( A_3^{(1)} \) but \( N = 6 \) for \( D_3^{(1)} \). For simplicity, here we will focus on the cases when vector spaces have the same dimensions.
9.8.1. Untwisted cases of $A_1^{(1)}$ and $C_1^{(1)}$. The solutions of the untwisted RE (6.1) involving Baxter's R-matrix (5.28) are given by the low-rank cases of the formulas for K-matrices of type A.3 in Result 9.12, type C.1 in Result 9.14, type C.4 in Result 9.18 and type C.2 in Result 9.20, upon a suitable choices of the classification parameters and relabelling of the basis vectors. Note that these K-matrices are independent of $q$, thus the substitution $q \rightarrow q^{1/2}$ required to identify R-matrices of types $A_1^{(1)}$ and $C_1^{(1)}$ does not affect the K-matrices. Here we review these K-matrices starting with the most simple case and working our way up to the K-matrix of the most general form.

\[ (A_1^{(1)})_0^{\psi} \cong (C_1^{(1)})_{0,\text{id}} \quad 0 \circ \bullet 1 \]

The Satake diagram is $(X, \tau) = (\{1\}, \text{id})$. The bare K-matrix in this case is simply

\[ K(u) = \text{Id}. \]

By rotating with $\rho = (01)$ we obtain $(X^\rho, \tau^\rho) = (\emptyset, \text{id})$ and the K-matrix becomes

\[ K^{(01)}(u) = Z^{(01)}(\frac{\eta}{u})^{-1} K(u) Z^{(01)}(\eta u) = u^2 E_{11} + E_{22}. \]

\[ (A_1^{(1)})_0^{\psi} \cong (C_1^{(1)})_{0,\text{id}} \quad 0 \circ 0 \circ 1 \]

The Satake diagram is now $(X, \tau) = (\emptyset, (01))$. The bare K-matrix has a free parameter $\xi \in \mathbb{K}^\times$:

\[ K(u) = E_{11} + \frac{\xi - u^{-1}}{\xi - u} E_{22}. \]

This K-matrix was one of several found by Cherednik in [Ch1] and featured in Sklyanin’s adaptation of the algebraic Bethe ansatz to quantum integrable systems with boundaries [Sk].

\[ (A_1^{(1)})_0^{\psi} \cong (C_1^{(1)})_{0,\text{id}} \quad 0 \circ \circ \circ 1 \]

The Satake diagram is $(X, \tau) = (\emptyset, \text{id})$. The bare K-matrix has two free parameters:

\[ K(u) = \frac{(\mu - \mu^{-1})\text{Id} + (\lambda - \lambda^{-1})(uE_{11} + u^{-1}E_{22}) + (u - u^{-1})(E_{12} + E_{21})}{(\lambda \mu - u)(\lambda^{-1} + (\mu u)^{-1})}. \]

This K-matrix was first obtained in [dVGR].

Remark 9.28. Specialize $q$ to be a nonzero complex number which is not a root of unity and consider the reflection equation (6.1) with the $A_1^{(1)}$-type R-matrix. Then it can be checked directly that $K(u)$ given by (9.40) is the most general meromorphic diagonal solution. Here we have ignored the limit cases $\xi \rightarrow 0, \xi \rightarrow \infty$, which up to a scalar yield the two solutions $\text{Id}$ and $u^2 E_{11} + E_{22}$ above. Also, $K(u)$ given by (9.41) is, upon dressing, the most general nondiagonal meromorphic solution.

9.8.2. Twisted cases of $A_1^{(1)}$ and $C_1^{(1)}$. Solutions of the twisted RE (6.2) can be obtained from the ones above using Proposition 6.9 as follows.

From $(A_1^{(1)})_0^{\psi}$ to $(A_1^{(1)})_{\text{id}}^{\text{alt}}$:

The K-matrix $K(u) = \text{Id}$ (cf. (9.39)) corresponds to $K(u) = C$, which is indeed what formula (9.19) yields in the case $n = 1$.

From $(A_1^{(1)})_0^{\psi'}$ to $(A_1^{(1)})^\rho$:
The diagonal K-matrix \( \tilde{K}(u) \) corresponds to the twisted K-matrix
\[
\tilde{K}(u) = CK(qu) \propto (u^{-1} + q\xi)E_{12} - (qu + \xi)E_{21},
\]
which has one more free parameter compared to the K-matrix in (9.23). This owes to the fact that the set \( I_{\text{diff}} \) is empty in the case when \( n = 1 \), so that an additional parameter plays a role in the intertwining equation. By setting \( \xi = -1 \) in (9.42) one recovers (a scalar multiple of) the matrix \( \tilde{K}(u) = uE_{21} + E_{12} \), the low-rank limit of the formula (9.23).

\[\text{From } (A_{1}^{(1)})_{0,0}^\psi \text{ to } (A_{1}^{(1)})_{0}^\text{id} :\]

The nondiagonal bare K-matrix discussed above leads to the following solution of the twisted RE:
\[
\tilde{K}(u) = CK(qu)
\]
\[
\propto (qu - (qu)^{-1})(q^{1/2}E_{11} - q^{-1/2}E_{22})
- (q^{1/2}(\mu^{-1} - \mu) + q^{-1/2}(\lambda^{-1} - \lambda)u^{-1})E_{12}
+ (q^{-1/2}(\mu^{-1} - \mu) + q^{1/2}(\lambda^{-1} - \lambda)u)E_{21}.
\]

Upon dressing, this K-matrix has three free parameters. However, the \( n = 1 \) analogue of the K-matrix of type A.1 found in Section 9.2.1, namely \( \omega_{1}^{2}E_{11} + \omega_{2}^{2}E_{22} \), only has one (upon multiplying the K-matrix by a scalar). It can be obtained from (9.43) by setting \( \lambda^{2} = \mu^{2} = 1 \) and left- and right-multiplying by the appropriate \( G(\omega_{1}, \omega_{2}) \), cf. (7.19).

In Appendix D we will discuss the q-Onsager K-matrix for \( A_{n>1}^{(1)} \); the one above can be viewed as a special case of the q-Onsager case provided we take into account the following subtlety. Uniquely for \( n = 1 \) among the A.1 family, \( I_{\text{nsf}} = I \) and hence the generators \( b_{0}, b_{1} \) have four independent parameters \( c_{0}, c_{1}, s_{0}, s_{1} \) that enter the intertwining relation (in the q-Onsager case for \( n > 1 \) a relation is imposed between \( c_{j} \) and \( s_{j} \) for \( j \in I \)). This exceptional status for \( n = 1 \) where \( a_{01} = a_{10} = -2 \) is accounted for in the description by Baseilhac and Belliard, see [BsBe1, Prop. 2.1].

In terms of dressing parameters \( \omega_{1}, \omega_{2} \), additional free parameters \( \lambda, \mu \) and the scaling parameter \( \eta \) set
\[
c_{0} = -q\eta^{-2}\omega_{1}^{-2}\omega_{2}^{-2}, \quad c_{1} = -q^{-1}\omega_{1}^{-2}\omega_{2}^{-2}, \quad s_{0} = q\frac{\mu - \mu^{-1}}{q - q^{-1}}\eta^{-1}\omega_{1}^{-1}\omega_{2}, \quad s_{1} = \frac{\lambda - \lambda^{-1}}{q - q^{-1}}\omega_{1}\omega_{2}^{-1}.
\]
Solving the boundary intertwining equation we find, up to dressing by \( G(\omega_{1}, \omega_{2}) \) and multiplication by a scalar, the K-matrix given by (9.43).

9.8.3. Exceptional cases of \( D_{4}^{(1)} \). Let \((I, A)\) be of type \( D_{4}^{(1)} \). There are three \( \Sigma_{A} \)-equivalence classes of Satake diagrams of type D.3. We consider their representatives \((X, \tau)\) with \( \tau = \{14\} \) and \( X = \emptyset, X = \{1, 2, 4\} \) or \( X = \{0, 3\} \), which are \( \text{Aut}(A) \)-equivalent to the Satake diagrams \((\emptyset, \{34\}) \), \((\{2, 3, 4\}, \{34\}) \) and \((\{0, 1\}, \{34\}) \) respectively (see Table 23 in Appendix B), which were studied in Sections 9.4-9.6. However as they are not \( \Sigma_{A} \)-equivalent, these exceptional Satake diagrams need to be considered separately.

In particular, we need to solve the boundary intertwining equation (6.6) for the exceptional QSP algebras \( B_{c,a} \) whose details are listed in Table 15. By doing so in each case we find that the only solution of (6.6) is the trivial solution, \( K(u) = 0 \). For example, in the case with \( X = \{0, 3\} \) this can
be established as follows. First, note that the representation $\mathcal{T}_u$ of generators of $U_q(\mathfrak{h})$ is given by

$$\mathcal{T}_u(k_1 k_4^{-1}) = \sum_{1 \leq i \leq 3} (q^{-1} E_{-i,-i} + q E_{ii}) + q E_{-4,-4} + q^{-1} E_{44},$$

$$\mathcal{T}_u(k_0) = q^{-1} (E_{-4,-4} + E_{-3,-3}) + q (E_{33} + E_{44}) + \sum_{1 \leq i \leq 2} (E_{-i,-i} + E_{i,i}),$$

$$\mathcal{T}_u(k_3) = q^{-1} (E_{-1,-1} + E_{22}) + q (E_{-2,-2} + E_{11}) + \sum_{3 \leq i \leq 4} (E_{-i,-i} + E_{i,i}).$$

Then observe that for all $i, j \in \{4\}$ with $i \neq j$ the $(i, i)$- and $(j, j)$-entries are distinct for at least one of three matrices above. Hence the relation $K(u) \mathcal{T}_{nu}(b) = \mathcal{T}_{nu/u}(b) K(u)$ for $b \in \{k_1 k_4^{-1}, k_0, k_3\}$ implies that $K(u)$ is a diagonal matrix, say $K(u) = \sum_{i \in \{4\}} k^{(i)}(u) E_{ii}$ with some $k^{(i)}(u) \in \mathbb{K}(u)$. Next, the representation $\mathcal{T}_u$ of generators $x_j$ for $j \in \{0, 3\}$ and $b_j$ for $j \in \{1, 2\}$ is given by

$$\mathcal{T}_u(x_3) = E_{-2,-1} - E_{12}, \quad \mathcal{T}_u(x_0) = u (E_{3,-4} - E_{4,-3}),$$

$$\mathcal{T}_u(b_1) = E_{-3,-4} - E_{43} + c_1 (E_{1,-2} - E_{-2,1}), \quad \mathcal{T}_u(b_2) = E_{-2,-3} - E_{32} + c_2 q^{-1} u (E_{1,4} - E_{-1,4}).$$

By a direct computation we see that $K(u) \mathcal{T}_{nu}(x_2) = \mathcal{T}_{nu/u}(x_2) K(u)$ implies that $k^{(2)}(u) = k^{(-2)}(u)$. Likewise, equality $K(u) \mathcal{T}_{nu}(b_1) = \mathcal{T}_{nu/u}(b_1) K(u)$ further implies that $k^{(4)}(u) = k^{(-4)}(u)$ and $k^{(1)}(u) = k^{(-1)}(u)$, and $K(u) \mathcal{T}_{nu}(x_0) = \mathcal{T}_{nu/u}(x_0) K(u)$ implies that $k^{(-3)}(u) = u^2 k^{(3)}(u)$. It remains to compute $K(u) \mathcal{T}_{nu}(b_2) = \mathcal{T}_{nu/u}(b_2) K(u)$, giving two more relations, $k^{(-1)}(u) = k^{(1)}(u)$ and $k^{(-1)}(u) = u^2 k^{(3)}(u)$, which are only true if $k^{(-1)}(u) = k^{(3)}(u) = 0$. Hence $K(u) = 0$.

**Remark 9.29.** It would be interesting to understand if the absence of nontrivial solutions to (6.6) for the exceptional coideal subalgebras $B_{e,s}$ described in Table 15 is an artefact of the vector representation $\mathcal{T}_u$ or it is also true for other finite-dimensional representations of $U_q(\mathfrak{so}_8)$ that remain irreducible when restricted to $B_{e,s}$.

### 10. Outlook and applications

In this section we apply the results obtained to related topics in mathematical physics and representation theory.
10.1. Quantum integrable systems with boundaries. We briefly review some existing results that place the right REs (6.1) and (6.2) and counterparts of them for the left boundary in the context of quantum integrable systems using the example of a quantum Heisenberg spin chain of length $k \in \mathbb{Z}_{>0}$ (see e.g. [Ba2]). Such a system describes particles labelled by $1, 2, \ldots, k$, each with $N \in \mathbb{Z}_{>0}$ internal degrees of freedom called “spin” (e.g. magnets), which are arranged on a line. Since it is a quantum-mechanical system, the space of states is a vector space, namely $(\mathbb{C}^N)^{\otimes k}$.

The particles are assumed to obey nearest-neighbour interactions only. Such interactions can be encoded in a solution of the quantum Yang-Baxter equation (5.17), i.e. an R-matrix. If particles 1 and $k$ are not considered to be neighbours the chain is called open. In particular, the spin chain may be thought of as being between two boundaries in which case the particle-boundary interaction is related to a choice of solution of an appropriate reflection equation, i.e. a K-matrix. The integrability of such a system can be characterized using different frameworks. We will consider here the quantum Knizhnik-Zamolodchikov (qKZ) equations, the transfer matrix and the Hamiltonian. The integrability in each formalism always follows from just the Yang-Baxter and appropriate reflection equations; the relations between the different formalisms require unitarity and regularity conditions on the R- and K-matrices. Therefore it applies to all K-matrices classified in this paper except possibly where the regularity property $K(\pm 1) = \text{Id}$ is needed. One may distinguish between boundary conditions given by untwisted and twisted K-matrices; we will first treat the untwisted case in detail and briefly review the twisted case in Section 10.1.2.

To simplify the presentation the indeterminate $q$ is specialized to a nonzero complex number which is not a root of unity. Furthermore we assume that we are given matrices $R(u)$, $K^+(u)$, $K^-(u)$, meromorphically depending on $u$ such that $R(u) \in \text{End}(\mathbb{C}^N \otimes \mathbb{C}^N)$ satisfies the Yang-Baxter equation (5.17), $K^+(u) \in \text{End}(\mathbb{C}^N)$ satisfies the right reflection equation (6.1) and $K^-(u) \in \text{End}(\mathbb{C}^N)$ satisfies the left reflection equation:

$$R(\frac{u}{v}) K_1^-(u) R_{21}(uv) K_2^- (v) = K_2^- (v) R(uv) K_1^- (u) R_{21}(\frac{u}{v}).$$

(10.1)

Using the fact that image of a right coideal subalgebra under the antipode (or its inverse) is a left coideal subalgebra, the entire construction of solutions of (6.1) followed in this paper in terms of right coideal subalgebras can be modified to left coideal subalgebras in order to produce solutions of (10.1). However, it can be checked that if $K^+(u)$ is a solution of (6.1), then $K^-(u) = C^{-1} K^+(u)^t C$ is a solution of (10.1) (and all solutions of (10.1) arise in this way). Thus, assuming $R(u)$ is one of the R-matrices discussed in Section 5.2, Section 9 provides a pool of solutions of both (6.1) and (10.1). Although the two given K-matrices $K^+(u)$, $K^-(u)$ are necessarily associated to coideal subalgebras of the same affine quantum group, these two coideal subalgebras do not need to be related to each other in any further way (in particular the underlying generalized Satake diagrams do not need to be the same).

10.1.1. qKZ equations. The qKZ equations are noteworthy difference equations appearing in a wide range of contexts in mathematical physics, representation theory and beyond; in their original form they are defined in terms of R-matrices only [DFZJ1, EFK, FrRt, JiMi, Sm, TaVa]. Cherednik [Ch2, Ch3] studied generalizations of these equations defined in terms of an R-matrix datum associated to an arbitrary affine root system; taking this to be of type A one recovers the aforementioned equations. If instead we choose the type to be B, C or D, we obtain the boundary qKZ equations.

More precisely, for $p \in \mathbb{C}^k$, the qKZ equations are the (multiplicative) difference equations for meromorphic functions $f : \mathbb{C}^k \to (\mathbb{C}^N)^{\otimes k}$ defined by

$$f(z_1, \ldots, p z_r, \ldots, z_k) = A_r(z;p)f(z) \quad \text{for} \ 1 \leq r \leq k.$$
Here the transport matrices $A_r(z; p)$ are particular elements of $\text{End}((\mathbb{C}^N)^{\otimes k})$, depending meromorphically on $z$ and $p^{1/2}$ and satisfying the condition

\begin{equation}
A_r(z_1, \ldots, p z_s, \ldots, z_k; p) A_s(z_1, \ldots, p z_r, \ldots, z_k; p) A_r(z; p) = A_s(z_1, \ldots, z_k; p) A_r(z; p)
\end{equation}

for $1 \leq r, s \leq k$; consequently the system (10.2) is consistent (and thus defines a “discrete connection”). For the qKZ transport matrices at $p = 1$, also called scattering matrices, (10.3) turns into an ordinary integrability (i.e. commutativity) statement. The qKZ equations can then be seen as $p$-deformations of ordinary eigenvector equations of the scattering matrices (with eigenvalue 1).

Specifically, for the boundary qKZ equations, we have

\begin{equation}
A_r(z; p) = R_{r, r-1}(\frac{pz}{z_r-1}) \cdots R_{r, 1}(\frac{pz}{z_1}) K_r^-(p^{1/2} z_r) R_{1, r-1}(z_1 z_r) \cdots R_{1, 1}(z_r z_r) \\
\times R_{r+1, r}(z_r z_{r+1}) \cdots R_{1, 1}(z_1 z_r) R_{k, r}(\frac{z_k}{z_r})^{-1} \cdots R_{1, 1}(\frac{z_{r+1}}{z_r})^{-1}.
\end{equation}

In this case the consistency condition (10.3) is a consequence of (5.17), (6.1) and (10.1).

Solutions of the boundary qKZ equations in special cases exist in various forms. They are best understood for representations of $U_q(\mathfrak{sl}_2)$. Correlation functions of $U_q(\mathfrak{sl}_2)$-vertex operators with respect to so-called boundary states were obtained in [JKKKM, JKKMW]. In other types of solutions the importance of the representation theory of affine Hecke algebras of type B, C or D comes to the fore. For example, Laurent polynomial solutions in terms of nonsymmetric Macdonald-Koornwinder polynomials were found in [StV]; when $p$ is a specific rational power of $q$, polynomials solutions involve connections with combinatorics, see [DFZJ2] and references therein.

Finally, if the underlying QSP algebra is of type $(\mathfrak{A}_1^{(1)}),_{0,0} \cong (\mathfrak{C}_1^{(1)})_0$, solutions in the form of Jackson $q$-vertex operators on two-dimensional vertex models of statistical mechanics. Of particular relevance is his result that the transfer matrix of a two-dimensional vertex model is simply related to the Hamiltonian of a quantum spin chain [Ba1]. In the 1970s and 1980s the concept of commuting transfer matrices was developed further by the St. Petersburg school [Fa, KuSk1]. This directly led to the RTT formulation of quantum groups [FRT]. Commuting transfer matrices for reflecting systems can be constructed from solutions of the Yang-Baxter equation and appropriate reflection equations, following the ideas and conventions used in [Sk, MeNe1].

To formalize this, it is convenient to consider the larger vector space $\mathbb{C}^N \otimes (\mathbb{C}^N)^{\otimes k}$ where the solitary tensor factor, called auxiliary space, is labelled 0; for any $M \in \text{End}(\mathbb{C}^N \otimes (\mathbb{C}^N)^{\otimes k})$ denote by $\text{Tr}_0 M \in \text{End}((\mathbb{C}^N)^{\otimes k})$ the relative trace with respect to the auxiliary space. Define $K^d(u) \in \text{End}(\mathbb{C}^N)$ meromorphically depending on $u$ by means of

\begin{equation}
K_1^-(u) = \text{Tr}_0 K_0^d(u) P_{01} R_{01}(u^2) \quad \text{or, equivalently,} \quad K_1^d(u) = \text{Tr}_0 K_0^d(u) P_{01} \tilde{R}_{01}(u^2).
\end{equation}

As a consequence of (5.17), (10.5) provides a one-to-one correspondence between meromorphic solutions of the left RE (10.1) and meromorphic solutions of the dual reflection equation (also see [Sk, MeNe1, Vi] and [WYCS, Sec. 1.2]):

\begin{equation}
R_{12}(u/v)^{-1} K_1^d(u) \tilde{R}_{21}(uv) K_2^d(v) = K_2^d(v) \tilde{R}_{12}(uv) K_1^d(u) \tilde{R}_{21}(u/v)^{-1},
\end{equation}

where $\tilde{R}(u) \equiv (R(u)^{t_1})^{-1} t_1$. We have assumed here that $R(u)^{t_1}$ is generically invertible, which is the case for the $R$-matrices considered in this paper.
The (inhomogeneous) boundary transfer matrix is the operator $\mathcal{T}(u; z_1, \ldots, z_k) \in \text{End}((\mathbb{C}^N)^\otimes k)$, depending meromorphically on $u$ and $z$ and defined by

\begin{equation}
\mathcal{T}(u; z) := \text{Tr}_0 K^0_0(u) R_{10}(uz_1) \cdots R_{k0}(uz_k) K^+_0(u) R_{0k}(\frac{u}{z_k}) \cdots R_{01}(\frac{u}{z_1}).
\end{equation}

We have

\begin{equation}
[\mathcal{T}(u; z), \mathcal{T}(v; z)] = 0
\end{equation}

as a consequence of (5.17), (10.1) and (10.6).

Owing to (5.18) certain transfer matrices interpolants are equal to the scattering matrices:

\begin{equation}
\mathcal{T}(z_r; z) = A_r(z; 1), \quad \mathcal{T}(z_r^{-1}; z) = A_r(z; 1)^{-1}
\end{equation}

for the second relation of (10.9) we also need the unitarity of the left and right $K$-matrices, viz. $K^\pm(u)^{-1} = K^\pm(u^{-1})$. Then, under suitable conditions on the $R$-matrix datum, see e.g. [VI, Sec. 4.2], the commutativity of the $\mathcal{T}(u; z)$ can be derived from the commutativity of the $A_r(z; 1)$.

Sklyanin related the boundary transfer matrices in the homogeneous case ($z_1 = \ldots = z_k = 1$) to quantum Hamiltonians for spin chains in the case that $R(u)$ and $K^+(u)$ have a suitable regularity condition at $u = 1$, provided the $R$-matrix satisfies additional symmetries [Sk, Prop. 4]. Similar expressions for these Hamiltonians can be found in [MeNe1, Eqn. (25-26)] and, in the $U_q(\mathfrak{sl}_2)$-case with various choices for the $K$-matrices, [BsBe2, BsKz2, JKKKM, JKKMW, StVl]. We will now generalize this to a larger class of $R$-matrices and associated $K$-matrices. For any meromorphic matrix-valued function $X$ we denote $X'(u) = \frac{d}{du} X(u)$ and define the Hamiltonian for the open chain of length $k$ as

\begin{equation}
\mathcal{H} := (K^-)^0(1) + 2 \sum_{s=1}^{k-1} \hat{R}_{s,s+1}^r(1) + (K^+)^0(1).
\end{equation}

Following [Sk, Rmk. 3] we note that $K^+$ and $K^-$ appear in a symmetric fashion in (10.10).

**Proposition 10.1.** Suppose we have a meromorphic $\text{End}(\mathbb{C}^N \otimes \mathbb{C}^N)$-valued function $R$ satisfying (5.18-5.19) and meromorphic $\text{End}(\mathbb{C}^N)$-valued functions $K^\pm$ satisfying $K^\pm(1) = \text{Id}$. Defining $A_r$, $\mathcal{T}$ and $\mathcal{H}$ according to (10.4), (10.7) and (10.10), respectively. We have

\begin{equation}
\mathcal{H} = \mathcal{T}'(1; 1) = \frac{\partial A_r(z; 1)}{\partial z_r}|_{z=1} \quad \text{for } 1 \leq r \leq k.
\end{equation}

**Proof.** From the first relation in (10.5) we obtain

\begin{equation}
\text{Id} = \text{Tr} K^d(1), \quad (K^-)^0(1) = \text{Tr}_0 (K^0_0)^0(1) + 2 \text{Tr}_0 K^0_0(1) \hat{R}_{01}(1)
\end{equation}

where $\hat{R}(u) := PR(u)$. We may express the homogenized transfer matrix as

$$
\mathcal{T}(u; 1) = \text{Tr}_0 K^d_0(u) \hat{R}_{01}(u) \hat{R}_{12}(u) \cdots \hat{R}_{k-1,k}(u) K^+_k(u) \hat{R}_{k-1,k}(u) \cdots \hat{R}_{12}(u) \hat{R}_{01}(u).
$$

Thus, by a straightforward calculation,

$$
\mathcal{T}'(1; 1) = \text{Tr}_0 (K^d_0)^0(1) + 2 \sum_{s=0}^{k-1} \text{Tr}_0 K^d_0(1) \hat{R}_{s,s+1}(1) + \text{Tr}_0 K^d_0(1) (K^+)_{s-1,s}(1).
$$

Using (10.12) we obtain $\mathcal{T}'(1; 1) = \mathcal{H}$. To obtain the identity $\frac{\partial}{\partial z_r} A_r(z; 1)|_{z=1} = \mathcal{H}$, note that it is straightforward to establish that $\frac{\partial}{\partial z_r} A_r(z; 1)|_{z=1} = \mathcal{T}'(1; 1)$ by differentiating the first identity in (10.9) with respect to $z_r$ and using that $\mathcal{T}(1; z) = \text{Id}^\otimes k$ for generic values of $z$. \qed
Remark 10.2.

(i) Equation (10.8) and Proposition 10.1 yield \([\mathcal{H}, T(u; 1)] = 0\), relating diagonalization problems of the Hamiltonian to simultaneous diagonalization problems of the transfer matrices. Higher-order Hamiltonians can be defined through linear combinations of higher-order derivatives of the homogenized transfer matrix \(T(u; 1)\) at \(u = 1\).

(ii) Proposition 10.1 is applicable to all singly or doubly regular K-matrices discussed in this paper. In the case when \(K(-1) = \text{Id} \neq K(1)\) one should redefine \(K^\pm(u)\) as \(K^\pm(-u)\).

It turns out that there exist natural rotation and dressing transformation formulas for the qKZ transport matrices, transfer matrices and Hamiltonians defined above, provided the transformations at the level of the K-matrices are chosen in a compatible way at the two boundaries. More precisely, fix \(\eta \in \mathbb{K}^\times\). According to Lemma 6.2 (iii), the assignment

\[
(10.13) \quad K^{+,Z}(u) := Z(\eta/u)^{-1}K^+(u)Z(\eta u)
\]

maps solutions of the right RE (6.1) to itself. Here \(Z(u)\) is a solution of (6.4), e.g. a rotation matrix \(Z^\sigma(u)\) with \(\sigma \in \Sigma_\Delta\) or a dressing matrix \(G(\omega)\) with \(\omega\) as in Definition 7.14. Fix another parameter \(\zeta \in \mathbb{K}^\times\). Similarly, the assignments

\[
(10.14) \quad K^{-,Z}(u) := Z(\zeta u)^{-1}K^-(u)Z(\zeta/u) \quad \text{and} \quad K^{d,Z}(u) := Z(\zeta u)^{-1}K^d(u)Z(\zeta/u)
\]

permute the solutions of the left RE (10.1) and those of the dual RE (10.6), respectively.

It follows from repeated application of (6.4) that

\[
\mathcal{A}_r^Z(z; p) := \mathcal{A}_r(z; p)|_{K^\pm(u) \to K^\pm,Z(u), \zeta \to \eta} = \left( \prod_{s \neq r} Z_s(\eta z_s) \right)^{-1} Z_r(\eta p z_r)^{-1} \mathcal{A}_r(z; p) \prod_s Z_s(\eta z_s),
\]

\[
\mathcal{T}^Z(u; z) := T(u; z)|_{K^\pm(u) \to K^\pm,Z(u), \zeta \to \eta} = \left( \prod_s Z_s(\eta z_s) \right)^{-1} T(u; z) \prod_s Z_s(\eta z_s),
\]

\[
\mathcal{H}^Z := \mathcal{H}|_{K^\pm(u) \to K^\pm,Z(u), \zeta \to \eta} = \left( \prod_s Z_s(\eta) \right)^{-1} \mathcal{H} \prod_s Z_s(\eta).
\]

Note that these \(Z\)-transformed objects satisfy the same consistency and compatibility conditions as before, e.g.

\[
\mathcal{A}_r^Z(z_1, \ldots, p z_s, \ldots, z_k; p) \mathcal{A}_s^Z(z_1, \ldots, p z_r, \ldots, z_k; p) = \mathcal{A}_r^Z(z_1, \ldots, p z_s, \ldots, z_k; p) \mathcal{A}_s^Z(z_1, \ldots, p z_r, \ldots, z_k; p) \quad \text{for} \quad 1 \leq r, s \leq k.
\]

We end this discussion with a comment about the diagonalizability of \(\mathcal{A}_r(z; p)\) and \(T(u; z)\). Note that \(\mathcal{T}(a) := \mathcal{T}_a(a)\) are independent of \(u\) for all \(a \in U_q(\mathfrak{h})\) and the R-matrices considered in this paper satisfy

\[
(10.15) \quad [\hat{R}(u/v), (\mathcal{T} \otimes \mathcal{T})(\Delta(a))] = 0 \quad \text{for all} \quad a \in U_q(\mathfrak{h}).
\]

This is essentially a generalization of the ice rule (see [Ba2]) enjoyed by the matrix \(R(u)\) given by (5.28) associated to \(U_q(\mathfrak{sl}_2)\). Suppose \(K^+(u)\) is not diagonal (e.g. \(|\mathcal{I}^*| \neq 1\). Then \(K^+(u)\) and \(\mathcal{T}(a)\) do not commute for all \(a \in U_q(\mathfrak{h})\). Hence operators such as \(\mathcal{A}_r(z; p), T(u; z) \in \text{End}(\mathbb{C}^N)^{\otimes k}\) do not commute with \(\mathcal{T}^{\otimes k}(\Delta^{(k)}(a))\) for all \(a \in U_q(\mathfrak{h})\), where we have recursively defined

\[
\Delta^{(k)} = (\Delta \otimes \text{id}^{\otimes (k-2)}) \Delta^{(k-1)} : U_q(\mathfrak{g}) \to U_q(\mathfrak{g})^{\otimes k} \quad \text{for} \quad k \in \mathbb{Z}_{>1}, \quad \Delta^{(1)} = \text{id}.
\]

Furthermore, the diagonalization (9.9) of \(K^+(u)\) does not help, because as far as the authors are aware the equation

\[
R(v)W_1(u)V_2 = \hat{W}_1(u)V_2R(v)
\]
is not solvable for invertible $W(u), \widetilde{W}(u) \in \text{End}(\mathbb{K}^N)$ unless $V = W(u) = \widetilde{W}(u)$. It may be possible to diagonalize $\mathcal{A}_r(z,p)$ and $\mathcal{T}(u,z)$ by using R-matrices with a dynamical parameter, see [FK] for the case of $U_q(sl_2)$. One may expect that K-matrices which are generalized cross matrices (i.e. those corresponding to quasistandard QP algebras) are most likely to be amenable to (generalizations of) this technique.

10.1.2. **Integrability in the twisted case.** Here we briefly outline the analogues of the above constructions and statements in the twisted case. For more detail on quantum integrable systems with twisted boundary conditions see e.g. [BCDR, BCR, Gb]. Notably, in [AACDFR2, Do1] transfer matrices and Hamiltonians are constructed for such systems; here we use a different approach although the underlying reflection equations are essentially the same. Assume we have a meromorphic solution $\tilde{K}^+(u)$ of the right twisted RE (6.3) and a meromorphic solution $\tilde{K}^-(u)$ of the left twisted reflection equation

\begin{equation}
R(\frac{z}{r})\tilde{K}^-_1(u)(R_{21}(uv)^{-1})^t \tilde{K}^-_2(v) = \tilde{K}^-_2(v)(R(uv)^{-1})^t_2 \tilde{K}^-_1(u) R_{21}(\frac{z}{r})^t.
\end{equation}

We remark that (6.3) describes particle-to-antiparticle scattering and (10.16) describes antiparticle-to-particle scattering, so that composition of these two K-matrices corresponds to particle-to-particle scattering. Note that (10.16) is equivalent to (6.3) by PT-symmetry (5.21). Similar to the untwisted case, solutions of (10.16) can be bijectively related to solutions of (6.3): if $\tilde{K}^+(u)$ is a solution of (6.3), then $\tilde{K}^-(u) = C^{-1} \tilde{K}^+(u)^t (C^{-1})^t$ is a solution of (10.16).

The twisted boundary qKZ transport operator is given by

$$
\tilde{\mathcal{A}}_r(z;p) = R_{r, r-1}(\frac{p z}{r z-1}) \cdots R_{r, 1}(\frac{p z}{1 z}) K_r(p^{1/2} z_r) (R_{1 r}(z_1 z_r)^{-1})^t_r \cdots (R_{r-1, r}(z_{r-1} z_r)^{-1})^t_r \times (R_{r+1, r}(z_r z_{r+1})^{-1})^t_r \cdots (R_{k r}(z_k z_r)^{-1})^t_r \tilde{K}^+_r(z_r) R_{k r}(\frac{z}{z_r})^{-1} \cdots R_{r+1, r}(\frac{z_{r+1}}{z_r})^{-1}.
$$

and satisfies (10.3) as a consequence of (5.17), (6.3) and (10.16).

The analogon of the relation (10.5) in the twisted case is

$$
\tilde{K}^-_1(u) = \text{Tr}_0 \tilde{K}^d_0(u) P_{01}(R_{01}(u^2)^{-1})^{t_1}, \quad \tilde{K}^-_1(u) = \text{Tr}_0 \tilde{K}^-_0(u) P_{01}(R_{01}(u^2)^{-1})^{t_1}.
$$

As follows from a proof along the lines of [VI, App. B] and relying on (5.17), it provides a bijection between solutions of the left twisted RE (10.16) and solutions of the dual twisted RE:

\begin{equation}
R(\frac{z}{r})^{-1} \tilde{K}^d_1(u) R_{21}(uv)^{t_1} \tilde{K}^d_2(v) = \tilde{K}^d_2(v) R(uv)^{t_2} \tilde{K}^d_1(u) R_{21}(\frac{z}{r})^{-1}.
\end{equation}

The twisted boundary transfer matrix is given by

\begin{equation}
\tilde{T}(u;z) := \text{Tr}_0 \tilde{K}^d_0(u) (R_{10}(uz_1)^{-1})^{t_0} \cdots (R_{k0}(uz_k)^{-1})^{t_0} \tilde{K}^+_0(u) R_{0k}(\frac{z}{z_k}) \cdots R_{01}(\frac{z}{z_1}).
\end{equation}

and satisfies (10.8). We have the following relation between the twisted boundary transfer matrix and the twisted boundary qKZ transport matrix:

$$
\tilde{T}(z_r; z) = \text{scalar} \cdot \tilde{\mathcal{A}}_r(z; 1) \quad \text{for } 1 \leq r \leq k.
$$

If $g^\text{fin} \neq st_{N>2}$ then owing to Lemma 6.1 and its analogon for the left K-matrices, viz. $\tilde{K}^-(u) = K^-(qu)C^{-1}$, we also have

$$
\tilde{T}(q^{-2} z_r^{-1}; z) = \text{scalar} \cdot \tilde{\mathcal{A}}_r(z; 1)^{-1} \quad \text{for } 1 \leq r \leq k.
$$

For the same reason, for the Hamiltonian

$$
\tilde{H} := (\tilde{K}^-_1)'(q^{-1}) + 2 \sum_{s=1}^{k-1} \tilde{R}_{s,s+1}(1) + (\tilde{K}^+_k)'(q^{-1})
$$
we have the following version of Proposition 10.1:

\[ \widetilde{\mathcal{H}} := \widetilde{T}(q^{-1}; q^{-1}) = \frac{\partial \widetilde{A}_r(z; 1)}{\partial z_r} \bigg|_{z = \tilde{z}^{-1}} \text{ for } 1 \leq r \leq k. \]

Whenever the twisted K-matrix cannot be specialized to C (for example owing to being a generalized involution matrix, as in types A.124) it is not possible to relate the Hamiltonian in this way to the transfer matrix and qKZ transport matrices.

Finally, the analogues of (10.13-10.14) in the twisted case are

\[ \begin{align*}
\overset{\theta}{K}^+,Z(u) & := Z(\eta/u)^t \widetilde{K}^+(u) Z(\eta u), \\
\overset{\theta}{K}^-,Z(u) & := Z(\zeta u)^{-1} \widetilde{K}^-(u)(Z(\zeta/u)^{-1})^t, \\
\overset{\theta}{K}^d,Z(u) & := Z(\zeta/u)^{-1} \widetilde{K}^+(u)(Z(\zeta/u)^{-1})^t.
\end{align*} \]

The transformation rules for the qKZ transport matrices, transfer matrices and Hamiltonian are

\[ \begin{align*}
\widetilde{A}^Z_r(z; p) & := \widetilde{A}_r(z; p)|_{\tilde{K}^\pm(u) \to \tilde{K}^\pm(Z(u), \zeta \mapsto p/z)} = \left( \prod_{s \neq r} Z_s(\eta z_s) \right)^{-1} \widetilde{T}(\eta p z_r)^{-1} \widetilde{A}_r(z; p) \prod_s Z_s(\eta z_s), \\
\widetilde{T}^Z(u; z) & := \widetilde{T}(u; z)|_{\tilde{K}^\pm(u) \to \tilde{K}^\pm(\zeta z, \eta \mapsto \eta z)} = \left( \prod_s Z_s(\eta z_s) \right)^{-1} \widetilde{T}(u; z) \prod_s Z_s(\eta z_s), \\
\widetilde{H}^Z & := \widetilde{H}|_{\tilde{K}^\pm(u) \to \tilde{K}^\pm(\zeta z, \eta \mapsto \eta)} = \left( \prod_s Z_s(\eta) \right)^{-1} \widetilde{H} \left( \prod_s Z_s(\eta) \right).
\end{align*} \]

10.2. **R-matrix presentation of quantum loop algebras and coideal subalgebras.** It is well-known (see *e.g.* [DeMk, Sec. 2.3]) that K-matrices can be used to construct coideal subalgebras of quantum loop algebras, the so-called twisted quantum loop algebras, using the RTT presentation of quantum groups [FRT]. Motivated by the pioneering works of Cherednik [Ch1] and Sklyanin [Sk], Olshanski [Ol] constructed twisted orthogonal and symplectic Yangians, denoted by \( Y^+(N) \) and \( Y^-(N) \), respectively, that are coideal subalgebras of the Yangian \( Y(N) \) [Dr1, Dr2]. These twisted Yangians are certain quantizations of the twisted current Lie algebra \( \mathfrak{gl}_N[x]^\theta \), where the involution \( \theta \) is such that \( \theta(x) = -x \) and \( \mathfrak{gl}_N^\theta = \mathfrak{so}_N \) or \( \mathfrak{gl}_N^\theta = \mathfrak{sp}_N \), corresponding to the symmetric pairs of type AI or AI, respectively.

In [MRS], Molev, Ragoucy and Sorba constructed their q-analogues, coideal subalgebras of quantum loop algebras, called twisted orthogonal and twisted symplectic q-Yangians denoted by \( Y^\text{tw}_q(\mathfrak{so}_N) \) and \( Y^\text{tw}_q(\mathfrak{sp}_N) \), respectively. It was shown by Kolb [Ko1, Thm. 11.7] that certain specializations of the q-Yangians \( Y^\text{tw}_q(\mathfrak{so}_N) \) and \( Y^\text{tw}_q(\mathfrak{sp}_N) \) are isomorphic to QSP algebras of types A.1 and A.2, respectively.

In [CGM], Chen, Guay and Ma constructed a family of twisted quantum loop algebras, denoted by \( U^\text{tw}_q(\mathfrak{gl}_N) \) and parametrized by \( 0 \leq r \leq \lfloor N/2 \rfloor \), that correspond to the pairs of type AIII and are q-analogues of reflection algebras \( \mathcal{B}(N, r) \) introduced by Molev and Ragoucy in [MoRa]. Kolb noted in [Ko1, Rmk. 11.8], that it is to be expected that these algebras are isomorphic to a certain family of QSP algebras.

In this section we recall the RTT presentation of quantum loop algebras and briefly survey the description of coideal subalgebras by summarizing and extending the constructions presented in [CGM, DeMk, MRS]. We then make a connection with the results obtained in the previous sections. In particular, we demonstrate how one obtains boundary intertwining equations studied in Section 6.2 starting with the RTT presentation of coideal subalgebras and answer the question raised in [Ko1, Rmk. 11.8].
10.2.1. R-matrix presentation of quantum groups. Let \( \mathcal{R} \) be the universal R-matrix of \( U_q(\mathfrak{g}^{\text{ext}}) \) and let \( \mathfrak{b}^{\text{ext}}, \pm \) denote the standard Borel subalgebras of \( \mathfrak{g}^{\text{ext}} \). Introduce \( L \)-operators by

\[
L^+(u) = (\mathcal{T}_u \otimes \text{id})(\mathcal{R}), \quad L^-(u) = (\mathcal{T}_u \otimes \text{id})(\mathcal{R}^{-1}_{23}).
\]

Recall that the universal R-matrix \( \mathcal{R} \) is an element in a completion of \( U_q(\mathfrak{b}^{\text{ext}})^{\pm} \otimes U_q(\mathfrak{b}^{\text{ext}})^{\pm} \) [KhTo]. Thus the matrix elements \( L^\pm_{ij}(u) \) of \( L^\pm(u) \), where \( i, j \in \mathcal{N} \), are formal series

\[
L^\pm_{ij}(u) = \sum_{r \geq 0} L^\pm_{ij}[r] u^{\pm r} \in U_q(\mathfrak{b}^{\text{ext}}, \pm)[[u^{\pm 1}]]
\]

with coefficients satisfying \( L^\pm_{ii}[0] L^\pm_{ii}[0] = 1 \) for all \( i \) and \( L^\pm_{ij}[0] = L^\pm_{ji}[0] = 0 \) for all \( i < j \), which follows from the fact that \( \mathcal{T}_u(y_i) \) and \( \mathcal{T}_u(x_i) \) for \( 1 \leq i \leq n \) are lower and upper triangular matrices, respectively; see Section 4 (the elements \( L^\pm_{ij}[0] \) also satisfy additional symmetry relations that depend on the choice of \( \mathfrak{g} \), see [FRT, §2]). Introduce the elements \( L^+_1(u) \) and \( L^+_2(u) \) by

\[
L^+_1(u) = \sum_{i,j \in \mathcal{N}} E_{ij} \otimes I \otimes L^+_1(u), \quad L^+_2(u) = \sum_{i,j \in \mathcal{N}} I \otimes E_{ij} \otimes L^+_1(u).
\]

**Proposition 10.3.** The \( L \)-operators satisfy the following commutation relations

\[
R^+(\frac{u}{v}) L^+_1(u) L^+_2(v) = L^+_2(v) L^+_1(u) R^+(\frac{u}{v}),
\]

\[
R^+(\frac{u}{v}) L^+_1(u) L^-_2(v) = L^-_2(v) L^+_1(u) R^+(\frac{u}{v}).
\]

**Proof.** This is a standard computation. We follow the arguments presented in the proof of Prop. 27 in [KlsG, Sec. 8.5.1]. Let \( \sigma : a \otimes b \mapsto b \otimes a \) denote the flip operator. Applying \( \mathcal{T}_u \otimes \mathcal{T}_v \otimes \text{id} \) to both sides of \( \mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23} = \mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} \) we obtain the relation with the ‘+’ sign in (10.21). Next, applying \( \text{id} \otimes \mathcal{T}_u \otimes \mathcal{T}_v \) to both sides of \( \mathcal{R}_{23} \mathcal{R}_{12}^{-1} \mathcal{R}_{13}^{-1} = \mathcal{R}_{13}^{-1} \mathcal{R}_{12}^{-1} \mathcal{R}_{23} \) yields the relation

\[
R^+(\frac{u}{v}) \sigma(L^+_2(u)) \sigma(L^-_3(v)) = \sigma(L^+_3(v)) \sigma(L^+_2(u)) R^+(\frac{u}{v}),
\]

which is equivalent to the one with the ‘−’ sign in (10.21). Lastly, applying \( \mathcal{T}_u \otimes \text{id} \otimes \mathcal{T}_v \) to both sides of \( \mathcal{R}_{13} \mathcal{R}_{12} \mathcal{R}_{23}^{-1} = \mathcal{R}_{23}^{-1} \mathcal{R}_{12} \mathcal{R}_{13} \) we obtain the relation

\[
R^+(\frac{u}{v}) L^+_1(u) \sigma(L^-_3(v)) = \sigma(L^-_3(v)) L^+_1(u) R^+(\frac{u}{v}),
\]

which is equivalent to (10.22). \( \square \)

Relations (10.21-10.22) are conveniently called the RTT (or LLR) relations. The algebra generated by the coefficients \( L^\pm_{ij}[r] \) with \( r \geq 0 \) is called the RTT (or R-matrix) presentation of \( U_q(\mathfrak{g}) \); we will denote this algebra by \( U^R_q(\mathfrak{g}) \). Note that \( U^R_q(\mathfrak{g}) \) is a quantum loop algebra. This is because the universal R-matrix factorizes as \( \mathcal{R} = \mathcal{R}_0 \mathcal{R} \) with quasi R-matrix \( \mathcal{R} \) independent of the central element \( k \) and \( (\mathcal{T}_u \otimes \text{id})(\mathcal{R}_0) = (\text{id} \otimes \mathcal{T}_u)(\mathcal{R}_0) = I \), see Section 3.3 and [FrRt, Sec. 4]. The subalgebra generated by the coefficients \( L^+_3[0] \) is isomorphic to \( U_q(\mathfrak{g}^{\text{fin}}) \). (Isomorphisms between different presentations of \( U_q(\mathfrak{g}) \) and \( U_q(\mathfrak{g}^{\text{fin}}) \) are studied in [FrMn]. The RTT presentation of \( U_q(\mathfrak{so}_N) \) and \( U_q(\mathfrak{sp}_N) \) is studied in [GRW].)

The coalgebra structure on \( U^R_q(\mathfrak{g}) \) is as follows. Recall that \( (\Delta \otimes \text{id})(\mathcal{R}) = \mathcal{R}_{23} \mathcal{R}_{13} \) (5.31). Let \( \hat{L}^\pm_{ij}(u) \) denote the matrix elements of the inverses \( L^\pm(u)^{-1} \). Then the coproduct on the elements \( L^\pm_{ij}(u) \) and \( \hat{L}^\pm_{ij}(u) \) is given by

\[
\Delta(L^\pm_{ij}(u)) = \sum_{a \in \mathcal{N}} L^\pm_{ia}(u) \otimes L^\pm_{aj}(u), \quad \Delta(\hat{L}^\pm_{ij}(u)) = \sum_{a \in \mathcal{N}} \hat{L}^\pm_{aj}(u) \otimes L^\pm_{ia}(u).
\]
10.2.2. **R-matrix presentation of coideal subalgebras.** We will focus on coideal subalgebras of $U_q(\mathfrak{g})$ that are constructed via certain embeddings of the so-called $S$-operators of untwisted and twisted type. In particular, we introduce untwisted and twisted $S$-operators by

\[
S(u) = L^{-\left(\frac{1}{u}\right)}K(u)L^{+}(u), \quad \tilde{S}(u) = L^{+\left(\frac{1}{u}\right)}\tilde{K}(u)L^{-}(u),
\]

where $K(u)$ and $\tilde{K}(u)$ are solutions of the untwisted and twisted reflection equations, respectively with matrix elements being rational functions in $u$ over $\mathbb{K}$, so that expanding in series at $u = 0$ we have $K(u) \in \text{End}(\mathbb{K}^N)[[u]]$ and at $u = \infty$ we have $\tilde{K}(u) \in \text{End}(\mathbb{K}^N)[[u^{-1}]]$. With these assumptions $S$-operators are well-defined elements in $U_q^R(\mathfrak{g})[[u]]$ and $U_q^R(\mathfrak{g})[[u^{-1}]]$, respectively.

Let $S_1(u), S_2(u)$ and $\tilde{S}_1(u), \tilde{S}_2(u)$ be defined in an analogous way as $L_1^+(u)$ and $L_2^+(u)$. We can write commutation relations for matrix elements of $S(u)$ and $\tilde{S}(u)$ as follows.

**Proposition 10.4.** The untwisted $S$-operator satisfies the untwisted algebraic reflection equation

\[
R_{21}\left(\frac{u}{v}\right)S_1(u)R(uv)S_2(v) = S_2(v)R_{21}(uv)S_1(u)R\left(\frac{u}{v}\right),
\]

in $\text{End}(\mathbb{K}^N)^{\otimes 2} \otimes U_q^R(\mathfrak{g})[[u,v]]$. The twisted $S$-operator satisfies the twisted algebraic reflection equation

\[
R\left(\frac{u}{v}\right)\tilde{S}_1(u)R(\frac{1}{uv})\tilde{S}_2(v) = \tilde{S}_2(v)R(\frac{1}{uv})\tilde{S}_1(u)R\left(\frac{u}{v}\right)
\]

in $\text{End}(\mathbb{K}^N)^{\otimes 2} \otimes U_q^R(\mathfrak{g})[[u^{-1}, v^{-1}]]$.

**Proof.** It is a standard computation to show that $S(u)$ satisfies (10.25). This was first observed in [Sk, Prop. 2]; for a detailed proof see e.g. [CGM, Thm. 6.3] (note that $R(u,v)$ in ibid. corresponds to our $R_{21}\left(\frac{u}{v}\right)$ for $\mathfrak{g} = \mathfrak{sl}_N$). The proof of (10.26) is analogous; this was shown in [MRS, Sec. 3].

Let $\mathcal{B}$ denote the algebra generated by the coefficients $S_{ij}[r]$ with $r \geq 0$ of the matrix entries $S_{ij}(u)$ of $S(u)$, and let the algebra $\tilde{\mathcal{B}}$ be defined analogously in terms of $\tilde{S}(u)$. The coalgebra structure on $\mathcal{B}$ and $\tilde{\mathcal{B}}$ is described by the proposition below.

**Proposition 10.5.** The algebras $\mathcal{B}$ and $\tilde{\mathcal{B}}$ are right coideal subalgebras of $U_q^R(\mathfrak{g})$.

**Proof.** This is easy to show using (10.24) and (10.23). A direct computation gives

\[
\Delta(S_{ij}(u)) = \sum_{b,c \in \langle N \rangle} \Delta(L_{db}\left(\frac{1}{u}\right)K_{bc}(u)L_{cj}^{+}(u)) = \sum_{a,b,c,d \in \langle N \rangle} L_{ab}\left(\frac{1}{u}\right)K_{bc}(u)L_{ad}^{+}(u) \otimes L_{ia}\left(\frac{1}{u}\right)L_{dj}^{+}(u)
\]

in the untwisted case, and

\[
\Delta(\tilde{S}_{ij}(u)) = \sum_{b,c \in \langle N \rangle} \Delta(L_{db}\left(\frac{1}{u}\right)\tilde{K}_{bc}(u)L_{cj}^{-}(u)) = \sum_{a,b,c,d \in \langle N \rangle} L_{ba}\left(\frac{1}{u}\right)\tilde{K}_{bc}(u)L_{ad}^{-}(u) \otimes L_{ia}\left(\frac{1}{u}\right)L_{dj}^{-}(u)
\]

in the twisted case.

We are now ready to obtain the RTT presentation of the boundary intertwining relations.
Proposition 10.6. The following intertwining relations hold
\begin{align}
(10.27) \quad &K_2(v)(\id \otimes \mathcal{T}_v)(S_1(u)) = (\id \otimes \mathcal{T}_{1/v})(S_1(u))K_2(v), \\
(10.28) \quad &\widetilde{K}_2(v)(\id \otimes \mathcal{S}_v)(\widetilde{S}_1(u)) = (\id \otimes \mathcal{T}_{1/v}^t)(\id \otimes S)(\widetilde{S}_1(u))\widetilde{K}_2(v).
\end{align}

Proof. We demonstrate (10.27) first. Observe that
\begin{align*}
(\id \otimes \mathcal{T}_v)(L^+(u)) &= (\mathcal{T}_u \otimes \mathcal{T}_v)(\mathcal{R}) = r_0(\frac{u}{v})R(\frac{u}{v}), \\
(\id \otimes \mathcal{T}_v)(L^-(-\frac{1}{n})^{-1}) &= (\mathcal{T}_{1/u} \otimes \mathcal{T}_v)(\mathcal{R}_{21}) = r_0(uv)R_{21}(uv).
\end{align*}
Combining this with (10.24) we obtain
\begin{align*}
(\id \otimes \mathcal{T}_v)(S_1(u)) &= r_0(\frac{u}{v})r_0(uv)R_{21}(uv)K_1(u)R(\frac{u}{v}), \\
(\id \otimes \mathcal{T}_{1/v})(S_1(u)) &= r_0(\frac{u}{v})r_0(uv)R_{21}(\frac{u}{v})K_1(u)R(\frac{u}{v}),
\end{align*}
Finally, by combining the expressions above with (6.1) we deduce that (10.27) is indeed true. Let us now demonstrate (10.28). For the left hand side we have
\begin{align*}
(\id \otimes \mathcal{T}_v)(L^+(\frac{1}{n})^{-1}) &= (\mathcal{T}_{1/u}^t \otimes \mathcal{T}_v)(\mathcal{R}) = r_0(\frac{1}{uv})R(\frac{1}{uv})^{11}, \\
(\id \otimes \mathcal{T}_v)(L^-(u)) &= (\mathcal{T}_u \otimes \mathcal{T}_v)(\mathcal{R}_{21}^{-1}) = r_0(\frac{u}{n})^{-1}R_{21}(\frac{u}{n})^{-1} = r_0(\frac{u}{n})^{-1}R(\frac{u}{n}),
\end{align*}
giving
\begin{align*}
(\id \otimes \mathcal{T}_v)(\widetilde{S}_1(u)) = r_0(\frac{1}{uv})r_0(\frac{u}{n})^{-1}R(\frac{1}{uv})^{11}\widetilde{K}_1(u)R(\frac{u}{n}).
\end{align*}
For the right hand side of (10.28) we compute
\begin{align*}
(\id \otimes \mathcal{T}_{1/v}^t)(\id \otimes S)(L^+(\frac{1}{n})^{-1}) &= (\mathcal{T}_{1/u}^t \otimes \mathcal{T}_{1/v}^t)(\id \otimes S)(\mathcal{R}) = r_0(\frac{n}{u})^{-1}(R(\frac{n}{u})^{-1})^t = r_0(\frac{n}{u})^{-1}R(\frac{n}{u}), \\
(\id \otimes \mathcal{T}_{1/v}^t)(\id \otimes S)(L^-(-u)) &= P(\mathcal{T}_{1/v}^t \otimes \mathcal{T}_u)(S \otimes \id)(\mathcal{R}^{-1})P = r_0(\frac{1}{uv})PR(\frac{1}{uv})^{11}P = r_0(\frac{1}{uv})R(\frac{1}{uv})^{11}.
\end{align*}
Hence
\begin{align*}
(\id \otimes \mathcal{T}_{1/v}^t)(\id \otimes S)(\widetilde{S}_1(u)) &= r_0(\frac{1}{uv})r_0(\frac{n}{u})^{-1}R(\frac{1}{uv})^{11}\widetilde{K}_1(u)R(\frac{1}{uv})^{11}.
\end{align*}
Combining the equations above with (6.2) proves (10.28) as required. \[\square\]

The boundary intertwining equations (10.27-10.28) can be written in a more convenient form as
\begin{align*}
K(v)\mathcal{T}_v(b) &= \mathcal{T}_{1/v}(b)K(v) \quad \text{for all } b \in \mathcal{B}, \\
\widetilde{K}(v)\mathcal{T}_v(b) &= \mathcal{T}_{1/v}^t(S(b))\widetilde{K}(v) \quad \text{for all } b \in \mathcal{B}.
\end{align*}
By introducing an additional parameter \(\eta\) into the definitions (10.20) we recover the boundary intertwining equations studied in Section 6.2.

We have shown above that K-matrices for the vector representation of QP algebras can be used to construct coideal subalgebras of quantum loop algebras in the RTT presentation of quantum groups. The natural question to ask is whether coideal subalgebras in the RTT presentation and in the quantum symmetric pair description are isomorphic as algebras. As we have mentioned in the beginning of this section, a positive answer was given by Kolb in [Ko1, Thm. 11.7] for QSP algebras of types AI and AII for a certain choice of tuples \(c\) (that in our notation correspond to types A.1 and A.2). It is natural to expect that the same is true for all the remaining cases.

Remark 10.7. In [Ko1, Rmk. 11.8], Kolb noted that a family \(U_q^r(\hat{gl}_N)\) of twisted quantum loop algebras of type AIII/IV constructed by Chen, Guay and Ma in [CGM] is expected to be isomorphic (by taking the intersection with \(U_q(\hat{gl}_N)\)) to a family of QSP algebras of type AIII/AIV, that in our notation corresponds to type A.3. Coideal subalgebras \(U_q^r(\hat{gl}_N)\) are constructed via the untwisted \(S\)-operator, which in our notation corresponds to \(S(u)\), and using the K-matrix \(G^k(u)\), which coincides
with the restrictable K-matrix $K_{s=N}(u)$ of type A.3 (after setting $\lambda = \xi$ and $\mu = 1$). Thus the family $U_q^r(\widehat{\mathfrak{gl}}_N)$ can be viewed as a subfamily of a larger family $U_q^{\ell,r}(\widehat{\mathfrak{gl}}_N)$ defined using the ‘general’ K-matrix $K(u)$ of type A.3. Note that this K-matrix provides a two-parameter one-dimensional representation of $U_q^{\ell,r}(\widehat{\mathfrak{gl}}_N)$ parametrized by $\lambda$ and $\mu$. This is an analogy of the one-parameter one-dimensional representation $V(\gamma)$ of the reflection algebras $B(N,r)$ constructed in [MoRa, Sec. 4.3]. This answers the question of Kolb about the role of the second parameter.

10.3. **Representations of the cyclotomic Hecke algebra.** Affine Hecke algebras play an important role in the representation theory of $U_q(\mathfrak{sl}_N)$ (see e.g. [ChPr1, Sec. 12.3] and [ChPr2]) and its coideal subalgebras (see e.g. [CGM, JoMa]). Moreover, its cyclotomic quotients have wide applications in Kazhdan-Lusztig theory [BaWa] and the theory of quantum integrable models with open boundary conditions (see e.g. [BbRg, Do2, IsOg, Is, LvMt]). In this section we briefly recall representation of the Hecke algebra on $(\mathbb{K}^N)^\otimes k$ when $k \in \mathbb{Z}_{\geq 2}$. We then demonstrate that baxterized solutions of the reflection equation within a cyclotomic Hecke algebra found in [KuMv] and [IsOg, Sec. 1] can be represented by K-matrices of type A.3 obtained in Section 9.3. This motivates a study of representations of cyclotomic Birman–Murakami–Wenzl (BMW) algebras on $(\mathbb{K}^N)^\otimes k$. In particular, we expect that K-matrices of types B, C, D given by Theorem 9.3 provide representations of certain baxterized solutions of the reflection equation obtained in [IsOg, Sec. 2]. Such connections between coideal subalgebras and representations of cyclotomic Hecke or BMW algebras point towards an analogue of the Schur–Weyl duality for coideal subalgebras, see [CGM, Sec. 7.2] and [JoMa, Sec. 7 & 8] for such a duality for certain coideal subalgebras of type A.3; the role of K-matrices in this case is analogous to that of R-matrices in the Schur–Weyl duality for the quantum group $U_q(\mathfrak{sl}(g))$.

10.3.1. **Finite and affine Hecke algebras.** We start by recalling the relevant definitions.

**Definition 10.8.** The Hecke algebra $H_k(q)$ is the unital associative $\mathbb{K}$-algebra with generators $\sigma_1, \ldots, \sigma_{k-1}$ and defining relations

$$
(10.29) \quad \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}, \quad \sigma_i^2 = (q - q^{-1}) \sigma_i + 1, \quad \sigma_i \sigma_j = \sigma_j \sigma_i \quad \text{if} \quad |i - j| > 1.
$$

Let $\hat{R}_q = PR_q$ be as in Section 5, and let $\hat{R}_{i,i+1}$ denote $\hat{R}_q$ acting nontrivially on spaces $i$ and $i + 1$ in the tensor product $(\mathbb{K}^N)^\otimes k$ only. Then there exists a unique representation $\pi_k$ of the Hecke algebra $H_k(q)$ on $(\mathbb{K}^N)^\otimes k$ such that $\pi_k(\sigma_i) = \hat{R}_{i,i+1}$. Introduce baxterized elements

$$
(10.30) \quad \sigma_i(u) = \frac{\sigma_i - u \sigma_i^{-1}}{q - q^{-1}u}
$$

satisfying unitarity $(\sigma_i(u) \sigma_i(u^{-1}) = 1)$ and the baxterized braid relation

$$
(10.31) \quad \sigma_i(u) \sigma_{i+1}(uv) \sigma_i(v) = \sigma_{i+1}(v) \sigma_i(uv) \sigma_{i+1}(u).
$$

Recall that the R-matrix with a spectral parameter for the vector representation of $U_q(\widehat{\mathfrak{sl}}_N)$ is given by (5.20)

$$
(10.32) \quad R(u) = \frac{R_u - uPR_u^{-1}P}{q - q^{-1}u}.
$$

Denote by $\hat{R}_{i,i+1}(u) = P_{i,i+1} R_{i,i+1}(u)$ the R-matrix above acting nontrivially on spaces $i$ and $i + 1$ in $(\mathbb{K}^N)^\otimes k$ only. Comparing (10.30) and (10.32) we see that $\pi_k(\sigma_i(u)) = \hat{R}_{i,i+1}(u)$. Moreover, (10.31) is mapped to the braided quantum Yang-Baxter equation (cf. (5.17))

$$
\hat{R}_{i,i+1}(u) \hat{R}_{i+1,i+2}(uv) \hat{R}_{i,i+1}(v) = \hat{R}_{i+1,i+2}(v) \hat{R}_{i,i+1}(uv) \hat{R}_{i+1,i+2}(u).
$$
Definition 10.9. The affine Hecke algebra $\hat{H}_k(q)$ of type $A_{k-1}$ is an extension of $H_k(q)$ by one more element $\tau_1$ satisfying

$$\sigma_1\tau_1\sigma_1 = \tau_1\sigma_1\tau_1 \quad \text{and} \quad \tau_j\sigma_i = \sigma_i\tau_j \quad \text{for} \quad j \neq i, i + 1.$$

It was shown in [IsOg, Prop. 1] that the baxterized element

$$\tau_1(u) = \frac{\tau_1 - \xi u}{\tau_1 - \xi u^{-1}}$$

is a unitary $(\tau_1(u)\tau_1(u^{-1}) = 1)$ solution of the baxterized reflection equation

$$\sigma_1(u/v)\tau_1(u)\sigma_1(uv)\tau_1(v) = \tau_1(v)\sigma_1(uv)\tau_1(u)\sigma_1(u/v).$$

This is a local solution in the sense that $[\tau_1(u), \sigma_j] = 0$ for all $1 < j < k$, and a regular solution: $\tau_i(\pm 1) = 1$.

10.3.2. Cyclotomic Hecke algebra. Fix a positive integer $m \in \mathbb{Z}_{\geq 1}$ and let $\alpha_j \in \mathbb{K}$ for $0 \leq j \leq m$. Consider the two-sided ideal $\hat{I}(\alpha_1, \ldots, \alpha_m)$ of $\hat{H}_k(q)$ generated by the identity

$$\tau_1^{m+1} + \sum_{0 \leq j \leq m} \alpha_j \tau_1^j = 0.$$

The cyclotomic Hecke algebra is $H_{m,1,k}(\alpha_0, \ldots, \alpha_m; q) := \hat{H}_k(q)/\hat{I}(\alpha_0, \ldots, \alpha_m)$ (for more details see [Ari]). The identity (10.36) is called the characteristic identity.

Let us focus on the case $m = 1$. The characteristic identity is now $\tau_1^2 + \alpha_1\tau_1 + \alpha_0 = 0$, and the cyclotomic Hecke algebra in this case amounts to the Hecke algebra of type B. We have

$$\frac{1}{\tau_1 - \xi u^{-1}} = -\frac{(\alpha_1u + \xi)(\xi u^{-1} + \alpha_1)}{(\xi u^{-1} + \alpha_1)(\alpha_0u + \xi^2u^{-1} + \alpha_1\xi)}.$$

Hence $\tau_1(u)$ specializes to the simplest polynomial solution [IsOg, Eq. (1.17)]:

$$\tau_1(u) = \frac{u - u^{-1}}{\xi u^{-2} + \alpha_1u^{-1} + \alpha_0\xi^{-1}} \left( \tau_1 + \frac{\alpha_1u + \xi + \alpha_0\xi^{-1}}{u - u^{-1}} \right).$$

It is a direct computation to check that (10.37) is indeed a solution of (10.35). Our goal is to show that $\tau_k$ can be naturally extended to $\hat{H}_{1,1,k}(\alpha_0, \alpha_1; q)$ and that this extension maps $\tau_1(u)$ to a scalar multiple of the inverse of a particular restrictable $K$-matrix of type $A.3$ (see Section 9.3).

More precisely, define $\hat{K}(u) := K_{t=N,\ell=0}(u)^{-1}$ with $0 < r \leq N/2$. Note that $K_{t=N,\ell=0}(u)$ does not depend on $q$; hence (5.22) implies that $\hat{K}(u)$ is a solution of the left reflection equation (10.1). Define $\hat{K} = \lambda^{-1}\lim_{u \to 0} \hat{K}(u)$. In particular,

$$\hat{K} = \lambda^{-1}\Id - \sum_{1 \leq i \leq r} (\lambda E_{ii} + \lambda^{-1} E_{N-i+1,N-i+1} + E_{i,N-i+1} + E_{N-i+1,i}).$$

The matrix $\hat{K}$ satisfies $(\hat{K} + \lambda\Id)(\hat{K} - \lambda^{-1}\Id) = 0$ (its minimal polynomial) and the constant left reflection equation

$$\hat{R}_q(\hat{K} \otimes \Id)\hat{R}_q(\hat{K} \otimes \Id) = (\hat{K} \otimes \Id)\hat{R}_q(\hat{K} \otimes \Id)\hat{R}_q.$$

We also note that $\hat{K}(u)$ can be written as

$$\hat{K}(u) = \frac{u - u^{-1}}{(\lambda^{-1} + \mu^{-1}u)(\lambda\mu - u^{-1})} \left( \hat{K} + \frac{(\lambda - \lambda^{-1})u + \mu - \mu^{-1}}{u - u^{-1}}\Id \right).$$
Due to the automorphism $\tau_1 \mapsto c\tau_1$ of $\hat{H}_k(q)$, where $c \in \mathbb{C}^\times$ is arbitrary, we can fix one of the free parameters without loss of generality. Thus we choose $a_1 = \lambda - \lambda^{-1}$, $a_0 = -1$ and $\xi = \mu$, so that $\lambda$ and $\mu$ are independent free parameters. Then $(\tau_1 + \lambda)(\tau_1 - \lambda^{-1}) = 0$ and (10.37) becomes

$$
\tau_1(u) = \frac{u^2(u-u^{-1})}{(\lambda - 1 + \mu mu^{-1})(\lambda - 1 - u^{-1})} \left( \tau_1 + \left( \frac{\lambda - 1 - \lambda^{-1}}{u-u^{-1}} \right) \right).
$$

(10.41)

Denote by $\bar{K}$ and $\bar{K}(u)$ the matrices $K$ in (10.38) and $\bar{K}(u)$ in (10.40), respectively, acting on the space $i$ in $(\mathbb{K}^N)^{i,k}$ only.

**Proposition 10.10.** The assignments

$$
\tilde{\pi}_k(\sigma_i) = \tilde{R}_{i,i+1} \quad \text{for} \quad 1 \leq i < k \quad \text{and} \quad \tilde{\pi}_k(\tau_1) = \bar{K}_1
$$

with $\bar{K}_1$ as in (10.38) define a unique representation $\tilde{\pi}_k$ of $H_{1,1,k}(\alpha_0, \alpha_1; q)$ on $(\mathbb{K}^N)^{i,k}$.

**Proof.** Since $\tilde{\pi}_k$ restricts on $H_k(q)$ to the representation $\pi_k$ it is enough to show that $\bar{K}_1$ satisfies the same relations as $\tau_1$. But this is straightforward: we have $(\bar{K}_1 + \lambda \text{Id})(\bar{K}_1 - \lambda^{-1}\text{Id}) = 0$, $[\bar{K}_1, \bar{R}_{j,j+1}] = 0$ for all $1 < j < k$ and (10.39).

By comparing (10.41) with (10.40) we obtain the following.

**Corollary 10.11.** The baxterized solution $\tau_1(u)$ given by (10.37) satisfies:

$$
\tilde{\pi}_k(\tau_1(u)) = \frac{1 - \lambda \mu u}{1 - \lambda \mu u^{-1}} \bar{K}_1(u).
$$

(10.43)

Next, let us study the case when $m = 2$. The characteristic identity is now of degree three,

$$
\tau_1^3 + \alpha_2 \tau_1^2 + \alpha_1 \tau_1 + \alpha_0 = 0,
$$

(10.44)

where $\alpha_3 = 1$, and $\tau_1(u)$ specializes to $[\text{IsOg, Eq. (1.18)}]$

$$
\tau_1(u) = \frac{\xi(u-u^{-1})}{\sum_{0 \leq j \leq 2} \alpha_j \xi(u)^{2j}} \left( \tau_1^2 + \left( \frac{\xi}{u} + \alpha_2 \right) \tau_1 + \frac{\xi^2 + \alpha_2 \xi + \alpha_1 u + \alpha_0}{u - u^{-1}} \right).
$$

(10.45)

Showing that (10.44) is indeed a solution of (10.45) requires to use the identity

$$
(q - q^{-1})\tau_1 \tau_1 \sigma_1 \tau_1 - \sigma_1 \tau_1 \sigma_1 \tau_1 + \tau_1 \sigma_1 \tau_1 \sigma_1^{-1} = 0.
$$

Note that the inverse of $\tau_1$ is not required in checking (10.35). Hence we need not assume that $\tau_1$ has an inverse. This will be important later on.

Now we want to show that $\pi_k$ can be naturally extended to $H_{2,1,k}(\alpha_0, \alpha_1, \alpha_2; q)$ and that $\tau_1(u)$ given by (10.44) is mapped to a scalar multiple of the inverse of a particular non-restrictible $K$-matrix of type A.3, namely $\bar{K}(u) = K_{t=0}(u)^{-1}$ with $0 < t < N$ and $0 < r \leq t/2$. Define $K = \lambda^{-1}\text{lim}_{u \to 0} \bar{K}(u)$. More precisely,

$$
\bar{K}(u) = \frac{u - u^{-1}}{1 + \frac{u}{u^{-1}}(\lambda \mu - u^{-1})} \left( \bar{K}^2 + \left( \frac{\xi}{u} + \lambda - \lambda^{-1} \right) \bar{K} + \frac{(1 + \frac{\xi}{u})(\lambda \mu - u^{-1})}{u - u^{-1}} \text{Id} \right).
$$

(10.46)
Set $\alpha_2 = \lambda - \lambda^{-1}$, $\alpha_1 = -1$, $\alpha_0 = 0$ and $\xi = \mu$. Then (10.44) becomes

$$\tau_1(u) = \frac{u^2(u - u^{-1})}{(1 + \frac{\mu}{\lambda u})(\lambda \mu - u)} \left( \tau_1^2 + (\frac{\mu}{u} + \lambda - \lambda^{-1}) \tau_1 - \frac{(1 + \frac{\mu}{\lambda u})(\lambda \mu - u)}{u - u^{-1}} \text{Id} \right).$$

The characteristic identity of $\tau_1$ can now be written as $(\tau_1 + \lambda)(\tau - \lambda^{-1}) \tau_1 = 0$. Next, as in the $m = 1$ case, we denote by $K$ and $K_i(u)$ the matrices $\bar{K}$ in (10.45) and $\bar{K}$ in (10.46), respectively, acting on the space $i$ in $(\mathbb{K}^N)^{\otimes k}$ only.

**Proposition 10.12.** The assignments

$$\tilde{\pi}_k(\sigma_i) = \tilde{R}_{i,i+1} \quad \text{for} \quad 1 \leq i < k \quad \text{and} \quad \tilde{\pi}_k(\tau_1) = \tilde{K}_1$$

with $\tilde{K}_1$ as in (10.45) define a unique representation $\tilde{\pi}_k$ of $H_{2,1,k}(\alpha_0, \alpha_1, \alpha_2; q)$ on $(\mathbb{K}^N)^{\otimes k}$.

**Proof.** The proof is analogous to that of Proposition 10.10. $\square$

Finally, by comparing (10.44) with (10.46) we obtain the following.

**Corollary 10.13.** The baxterized solution $\tau_1(u)$ given by (10.44) satisfies:

$$\tilde{\pi}_k(\tau_1(u)) = 1 - \lambda \mu u - \lambda \mu u^{-1} \tilde{K}_1(u).$$

**Remark 10.14.** The representation (10.49) was first obtained in [KuMv, Sec. 5]. In particular, the K-matrix $\bar{K}$ in (10.45) and $\bar{K}(u)$ in (10.46) correspond to the one in equation (36) in *ibid.* and the matrix $K(x)$ immediately below it, respectively. Note that these K-matrices have three free parameters. However one of them can be removed by the dressing method, which leaves two non-removable parameters, as expected.

### A. Generalized Satake Diagrams of Classical Lie Type

In Table 16, following [BBBR], we present a complete classification of generalized Satake diagrams whose underlying Dynkin diagram is untwisted affine and of classical Lie type in terms of $n$, $o_i$ (the number of nontrivial $\tau$-orbits in $Y_i$) and $p_i$ (the number of $\tau$-orbits in $X_i = X_{\gamma_i}$). We additionally indicate the restrictions placed on the parameters and $|\Sigma_A(X, \tau)|$, the cardinality of the $\Sigma_A$-orbit under consideration. Recall that $N = n + 1$ if the diagram is of type $A_n^{(1)}$.

**Table 16.** Classification of generalized Satake diagrams of affine type

| Name | Diagram | $o_1, o_2$ | Restrictions | $|\Sigma_A(X, \tau)|$ |
|------|---------|------------|--------------|------------------|
| A.1  | $(A_n^{(1)})^{id}_\theta$ | - | - | 1 |
| A.2  | $(A_n^{(1)})^{id}_{alt}$ | - | $N$ even | 2 |
| Name | Diagram | $o_1, o_2$ | Restrictions | $|\Sigma_A(X, \tau)|$ |
|------|---------|------------|--------------|----------------|
| A.3a $\left(A_n^{(1)}\right)^\psi_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 0$ | $N + o_1 + o_2$ even | |
| A.3b $\left(A_n^{(1)}\right)^\psi_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 1$ | $p_1 + p_2 \leq \frac{N + o_1 + o_2}{2}$ $p_1 \leq p_2$ if $o_1 = o_2$ | $N/2$ if $o_1 = o_2$ |
| A.3c $\left(A_n^{(1)}\right)^\psi_{p_1, p_2}$ | | $o_1 = 1$ $o_2 = 1$ | | $N$ otherwise |
| A.4 $\left(A_n^{(1)}\right)_\emptyset$ | | - | $N$ even | 1 |
| B.1a $\left(B_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 0$ | $p_1, p_2 \geq 0$ | 2 if $p_2 = n$ |
| B.1b $\left(B_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 1$ $o_2 = 0$ | $p_1 + p_2 \leq n - o_1$ $p_1$ even | 1 otherwise |
| B.2a $\left(B_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 0$ | $p_1, p_2 \geq 0$ | 2 if $p_2 = n$ |
| B.2b $\left(B_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 1$ $o_2 = 0$ | $p_1 + p_2 \leq n - o_1$ $p_1$ even | 1 otherwise |
| C.1 $\left(C_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 0$ | $0 \leq p_1 \leq p_2$ | 1 if $p_1 = p_2$ |
| C.2 $\left(C_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 0$ | $0 \leq p_1 \leq p_2$ | 2 otherwise |
| C.4a $\left(C_n^{(1)}\right)^{id}_{p_1}$ | | $o_1 = 0$ | $n - o_1$ even | \[2 \leq 0 \leq \frac{n - o_1}{2} \] \[1\] |
| C.4b $\left(C_n^{(1)}\right)^{id}_{p_1}$ | | $o_1 = 1$ | | |
| D.1a $\left(D_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 0$ | $p_1, p_2 \geq 0$ | 4 if $p_2 = n - o_2$ |
| D.1b $\left(D_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 0$ $o_2 = 1$ | $p_1 + p_2 \leq n - o_1 - o_2$ $p_1, p_2$ even | 1 if $o_1 = o_2$ |
| D.1c $\left(D_n^{(1)}\right)^{id}_{p_1, p_2}$ | | $o_1 = 1$ $o_2 = 1$ | $p_1 \leq p_2$ if $o_1 = o_2$ | 2 otherwise |
Restrictions on the parameters $o_1, o_2$ and $p_1, p_2$ are given, with conditions for different values of $o_1, o_2$. For example, for $o_1 = 0, o_2 = 0$, the restrictions are $p_1, p_2 \geq 0$ and $p_1 + p_2 \leq n - o_1 - o_2$.

### Table 17. Classification of generalized Satake diagrams of finite type

| Symm. pair | Name | Diagram | Restrictions | Affinization |
|------------|------|---------|--------------|--------------|
| $(\mathfrak{sl}_N, \mathfrak{so}_N)$ | A1 | $A_n^{\text{id}}$ | $\circ \circ \circ \circ$ | A.1 $A_n^{(1)}$ |
| $(\mathfrak{sl}_N, \mathfrak{sp}_N)$ | AII | $A_n^{\text{id}}$ | $\bullet \bullet \bullet \bullet$ | A.2 $A_n^{(1)}$ |
| $(\mathfrak{sl}_N, \mathfrak{sl}_N)$ | AIII, AIV | $A_n^{\psi}$ | $\circ \circ \circ \circ$ | A.3a $A_n^{(1)}$ |
| $\left( \mathfrak{g}_{\frac{N}{2}} \right)^{-p} \oplus \mathfrak{g}_{\frac{N}{2}+p}$ | AIV | $A_n^{\psi}$ | $0 \leq p \leq \frac{N-1}{2}$ | A.3b $A_n^{(1)}$ |
### Generalized Satake Diagrams of Low Rank

In this appendix we list isomorphisms between generalized Satake diagrams of low rank when the underlying Dynkin diagram is of affine type. For the restrictable cases these are in one-to-one correspondence with isomorphisms of irreducible Hermitian symmetric spaces listed in [He, Sec. X.6]. Mainly, we consider degenerations of affine Dynkin diagrams that follow from the well-known isomorphisms of simple Lie algebras of low rank:

\[
\begin{align*}
A_1 &\cong B_1 \cong C_1, & B_2 &\cong C_2, & A_4 &\cong D_3, \\
\mathfrak{sl}_2 &\cong \mathfrak{so}_3 \cong \mathfrak{sp}_2, & \mathfrak{so}_5 &\cong \mathfrak{sp}_4, & \mathfrak{sl}_4 &\cong \mathfrak{so}_6.
\end{align*}
\]

For the affine Dynkin diagrams the corresponding isomorphisms are

\[
\begin{align*}
A_1^{(1)} &\cong B_1^{(1)} \cong C_1^{(1)}, & B_2^{(1)} &\cong C_2^{(1)}, & A_3^{(1)} &\cong D_3^{(1)}
\end{align*}
\]

allowing us to let \( n \) for types \( B_n^{(1)}, C_n^{(1)} \) and \( D_n^{(1)} \) start at the values \( n = 1, n = 1 \) and \( n = 3 \), respectively, with the corresponding diagrams listed in Table 18 being the natural degenerations of the families of diagrams listed in Table 1 in Section 4.

### Table 18. Degenerate Dynkin diagrams of affine type.

| Symm. pair | Name       | Diagram | Restrictions | Affinization |
|------------|------------|---------|--------------|--------------|
| \((\mathfrak{so}_{2n+1},\mathfrak{so}_{n-p} \oplus \mathfrak{so}_{n+1+p})\) | BI, BII | \((B_n)_{p}^{id}\) | \(0 \leq p \leq n\) | B.1a \((B_n^{(1)})_{0,p}^{id}\) |
| - | BIII | \((B_n)_{p}^{id}\) | \(0 \leq p \leq n\) | B.2a \((B_n^{(1)})_{0,alt;p}^{id}\) |
| \((\mathfrak{sp}_{2n},\mathfrak{gl}_{n})\) if \( p = 0 \) \((\mathfrak{sp}_{2n},\mathfrak{sp}_{2n})\) if \( p = n \) | CI | \((C_n)_{p}^{id}\) | \(0 \leq p \leq n\) | C.1 \((C_n^{(1)})_{0,p}^{id}\) |
| \((\mathfrak{sp}_{2n},\mathfrak{sp}_{n-p} \oplus \mathfrak{sp}_{n+p})\) | CII | \((C_n)_{p}^{id}\) | \(0 \leq p \leq n\) | C.2 \((C_n^{(1)})_{0,alt;p}^{id}\) |
| \((\mathfrak{so}_{2n},\mathfrak{so}_{n-p} \oplus \mathfrak{so}_{n+p})\) | DI, DII | \((D_n)_{p}^{id}\) | \(1 \leq p \leq n\) | D.1a \((D_n^{(1)})_{0,p}^{id}\) |
| --- | --- | \((D_n)_{p}^{\phi_2}\) | \(1 \leq p < n\) | D.1b \((D_n^{(1)})_{0,p}^{\phi_2}\) |
| \((\mathfrak{so}_{2n},\mathfrak{gl}_{n})\) if \( p = 0 \) \((\mathfrak{so}_{2n},\mathfrak{so}_{2n})\) if \( p = n \) | DIII | \((D_n)_{p}^{id}\) | \(0 \leq p \leq n\) | D.2a \((D_n^{(1)})_{0,alt;p}^{id}\) |
| --- | --- | \((D_n)_{p}^{\phi_2}\) | \(0 \leq p \leq n\) | D.2b \((D_n^{(1)})_{0,alt;p}^{\phi_2}\) |
Moreover, for Dynkin diagrams of type $A^{(1)}_n$ certain diagram involutions coincide which are distinct when $n > 1$ so that certain Satake diagrams can be identified. In Tables 19–21 we list the isomorphisms of generalized Satake diagrams of low rank. Finally, if $A$ is of type $D^{(1)}_4$ the group $\text{Aut}(A)$ is strictly larger than $\Sigma_A$; some $\text{Aut}(A)$-equivalence classes coincide with a $\Sigma_A$-equivalence class (see Table 22) whereas others are the union of two $\Sigma_A$-equivalence classes (see Table 23).

**Table 19.** Isomorphisms between the three representative Satake diagrams of type $A^{(1)}_1$ (written in two different ways), $B^{(1)}_1$ and $C^{(1)}_1$, respectively.

\[
\begin{align*}
\begin{array}{c}
0 \ &\cong \ &0 \ &\cong \ &0 \\
1 \ &\cong \ &1 \\
\end{array}
\end{align*}
\]
\[
\begin{align*}
(A^{(1)}_1)^{\text{id}}_0 &\cong (A^{(1)}_1)^{\psi}_0 \cong (B^{(1)}_1)^{\text{id}}_{0,0} \cong (C^{(1)}_1)^{\text{id}}_{0,0}, \\
(A^{(1)}_1)^{\text{id}}_0 &\cong (A^{(1)}_1)^{\psi}_1 \cong (B^{(1)}_1)^{\text{id}}_{0,1} \cong (C^{(1)}_1)^{\text{id}}_{0,\text{alt},1}, \\
(A^{(1)}_1)^{\text{alt}}_0 &\cong (A^{(1)}_1)^{\psi'}_0 \cong (B^{(1)}_1)^{\text{alt}}_{0,0} \cong (C^{(1)}_1)^{\text{alt}}_{0}. \\
\end{align*}
\]

**Table 20.** Isomorphisms between the seven representative generalized Satake diagrams of types $B^{(1)}_2$ and $C^{(1)}_2$. The diagram in the bottom row is the only weak Satake diagram. Because of the different labelling of the nodes the isomorphism is given by $1 \leftrightarrow 2$.
we summarize some key properties of the K-matrices obtained in Section 3.9.11.

Table 21. Isomorphisms between the nine representative Satake diagrams of type $A_3^{(1)}$ and $D_3^{(1)}$. Again, the nodes are labelled differently and accordingly the isomorphism is given by $1 \leftrightarrow 2$.

$$
\begin{array}{ccc}
(A_3^{(1)})^{id}_{0,0} & \cong & (D_3^{(1)})^{id}_{0,0} \\
(A_3^{(1)})^{id}_{alt} & \cong & (D_3^{(1)})^{id}_{0,2} \\
(A_3^{(1)})^{\phi_2}_{0,0} & \cong & (D_3^{(1)})^{\phi_2}_{0,0} \\
(A_3^{(1)})^{\psi}_{0,0} & \cong & (D_3^{(1)})^{\psi}_{0,0} \\
(A_3^{(1)})^{\psi}_{0,1} & \cong & (D_3^{(1)})^{\psi}_{0,1} \\
(A_3^{(1)})^{\psi}_{2,0} & \cong & (D_3^{(1)})^{\psi}_{2,0} \\
(A_3^{(1)})^{\phi_2}_{0,0} & \cong & (D_3^{(1)})^{\phi_2}_{0,0} \\
(A_3^{(1)})^{\phi_2}_{0,1} & \cong & (D_3^{(1)})^{\phi_2}_{0,1} \\
(A_3^{(1)})^{\phi_2}_{2,0} & \cong & (D_3^{(1)})^{\phi_2}_{2,0} \\
\end{array}
$$

Table 22. Satake diagrams of type $D_4^{(1)}$ whose $\text{Aut}(A)$- and $\Sigma_A$-equivalence class coincide.

$$
\begin{array}{ccc}
(D_4^{(1)})^{id}_{0,0} & (D_4^{(1)})^{id}_{0,4} & (D_4^{(1)})^{id}_{2,2} \\
(D_4^{(1)})^{id}_{0,2} & (D_4^{(1)})^{id}_{0,4} & (D_4^{(1)})^{id}_{2,2} \\
(D_4^{(1)})^{\phi_2}_{0,0} & (D_4^{(1)})^{\phi_2}_{0,0} & (D_4^{(1)})^{\phi_2}_{0,0} \\
(D_4^{(1)})^{\phi_2}_{0,4} & (D_4^{(1)})^{\phi_2}_{0,4} & (D_4^{(1)})^{\phi_2}_{0,4} \\
(D_4^{(1)})^{\phi_2}_{2,0} & (D_4^{(1)})^{\phi_2}_{2,0} & (D_4^{(1)})^{\phi_2}_{2,0} \\
(D_4^{(1)})^{\phi_2}_{2,4} & (D_4^{(1)})^{\phi_2}_{2,4} & (D_4^{(1)})^{\phi_2}_{2,4} \\
\end{array}
$$

Table 23. $\text{Aut}(A)$-equivalent Satake diagrams of type $D_4^{(1)}$ which are $\Sigma_A$-inequivalent.

$$
\begin{array}{ccc}
(D_4^{(1)})^{id}_{0,2} & \not\cong & (D_4^{(1)})^{id}_{alt} \\
(D_4^{(1)})^{\phi_2}_{0,0} & \not\cong & (D_4^{(1)})^{\phi_2}_{0,0} \\
(D_4^{(1)})^{\phi_2}_{0,4} & \not\cong & (D_4^{(1)})^{\phi_2}_{0,4} \\
(D_4^{(1)})^{\phi_2}_{2,0} & \not\cong & (D_4^{(1)})^{\phi_2}_{2,0} \\
(D_4^{(1)})^{\phi_2}_{2,4} & \not\cong & (D_4^{(1)})^{\phi_2}_{2,4} \\
\end{array}
$$

C. Summary of K-matrix properties

In Table 24 we summarize some key properties of the K-matrices obtained in Section 9. First we indicate the type of generalized Satake diagram. Then we give constraints on the classification parameters $n, \ell, r$ (or $N, t, \ell, r$ in case of A.3). For each K-matrix of the given type with the constraints as indicated we indicate (for generic values of any free parameters) the locations and the number of its nonzero entries, the parameters appearing in the bare K-matrix (including any powers of $q$) and $d_{\min}$, the degree of the minimal polynomial of $K(u)$ in the untwisted case and of $C^{-1}K(\bar{q}^{-1}u)$ in the twisted case.
We list some further properties where appropriate, namely whether the K-matrix is twisted (tw), restrictable (rstr), non-quasistandard (nqs), half-period symmetric (hps), singly regular (sreg) and also the value of its effective degree $d_{\text{eff}} = d_{\text{eff}}(K)$ if this is unequal to $d_{\text{min}}$. As an aid to the reader we also highlight if the corresponding Satake diagram is weak (W). If the generalized Satake diagram is such that $I \setminus X = \{0\}$ then we will indicate this; in this case $K(u) = \text{Id}$ and automatically we have the (trivial) properties that $d_{\text{eff}} = 0$, $K(u)$ is restrictable and half-period-symmetric; we will not specify these properties. Similarly, if $K(u)$ is otherwise constant then we will indicate this (cst); in this case $K(u)$ is automatically restrictable, half-period-symmetric and nonregular and satisfies $d_{\text{eff}} = 0$; again, we will not specify these properties.

Table 24. A summary of properties of K-matrices.

| Type | Restrictions | Nonzero entries | Parameters in bare K | $d_{\text{min}}$ | Comments |
|------|--------------|----------------|----------------------|------------------|----------|
| A.1  | $N > 2$      | $N$            | -                    | 2                | tw, cst  |
| A.2  | $N > 2$ even | $N$            | $q^\pm$             | 2                | tw, cst  |
| A.4  | $N > 2$ even | $N$            | -                    | 4                | tw, $d_{\text{eff}} = 1$ |
| A.3a | $0 = \ell = r$ | $N$            | -                    | 1                | $I \setminus X = \{0\}$ |
|      | $0 = \ell < r \leq \frac{N}{2}$ | $N+2r$ | $\lambda, \mu$ | 2 | rstr, hps |
|      | $0 < \ell < r < \frac{N}{2} - \ell$ | $N+2(r-\ell)$ | $\lambda, \mu$ | 4 | hps |
|      | $0 < \ell = r \leq \frac{N}{4}$ | $N$ | $\xi = \lambda \mu$ | 3 | hps |
| A.3b | $0 = \ell = r$ | $N$            | $\xi = \lambda \mu$ | 2 | hps |
|      | $0 = \ell < r \leq \frac{N+1}{2}$ | $N+2r$ | $\lambda, \mu$ | 2 | rstr, hps |
|      | $0 < \ell < r < \frac{N+1}{2}$ | $N+2(r-\ell)$ | $\lambda, \mu$ | 4 | hps |
|      | $0 < \ell = r \leq \frac{N+1}{4}$ | $N$ | $\xi = \lambda \mu$ | 3 | hps |
| A.3c | $0 \leq \ell < r < \frac{N}{2} - \ell$ | $N+2(r-\ell)$ | $\lambda, \mu$ | 4 | hps |
|      | $0 < \ell = r < \frac{N}{4}$ | $N$ | $\xi = \lambda \mu$ | 3 | hps |
| C.1  | $0 = \ell = r$ | $N$            | -                    | 1                | $I \setminus X = \{0\}$ |
|      | $0 = \ell < r < n$ | $N+2r$ | $q^\ell, \mu$ | 2 | rstr, hps, W |
|      | $0 = \ell < r = n$ | $2N$ | $\lambda, \mu$ | 2 | rstr, hps |
|      | $0 < \ell < r < n-\ell$, $r \neq \ell+2$ | $N+2(r-\ell)$ | $q^\ell, q^{-\ell-1}$ | 4 | W |
|      | $1 \leq \ell \leq n-3$, $r = \ell+2$ | $N+12$ | $q^\ell, q^{-\ell-1}, \nu$ | 5 | nqs, W |
|      | $0 < \ell < r = n-\ell$ | $2(N-2\ell)$ | $q^{-\ell-1}$ | 4 | sreg, $d_{\text{eff}} = 3$, W |
|      | $0 < \ell = r < \frac{n}{2}$ | $N$ | $q^{n-2\ell}$ | 3 | |
|      | $0 < \ell = r = \frac{n}{2}$ | $N$ | - | 3 | sreg, $d_{\text{eff}} = 2$ |
| Type | Restrictions | Nonzero entries | Parameters in bare $K$ | $d_{\text{min}}$ | Comments |
|------|--------------|-----------------|------------------------|------------------|----------|
|      |              | Loc. Number     |                        |                  |          |
| 0 = $\ell = r$ | $N$ | - | 1 | $\Gamma \setminus X = \{0\}$ |          |
| 0 = $\ell < r$ | $N + 2r$ | $q^{\ell - \frac{3}{2}}, \mu$ | 2 | rstr, hps, W |          |
| 1 = $\ell = r$ | $N$ | $q^{\ell - \frac{3}{2}}, \mu$ | 3 | hps, $d_{\text{eff}} = 4$, W |          |
| B.2 1 = $\ell < r$ | $N + 2(r - 1)$ | $q^{\ell - \frac{3}{2}}, \mu$ | 4 | hps, W |          |
|      | 1 < $\ell < r$ | $N + 2(r - \ell)$ | $q^{\ell - \frac{3}{2}}, q^{\ell - 1}$ | 4 | W |          |
|      | 1 < $\ell = r$ | $N$ | $q^{\ell - \frac{3}{2}}$ | 3 | - |          |
| 0 = $\ell = r$ | $N$ | - | 1 | $\Gamma \setminus X = \{0\}$ |          |
| 0 = $\ell < r < n - 1$ | $N + 2r$ | $q^{n - r - 1}, \mu$ | 2 | rstr, hps, W |          |
| 0 = $\ell < r = n - 1$, n odd | $N + 2r$ | $\lambda, \mu$ | 2 | rstr, hps |          |
| 0 = $\ell < r = n$, n even | $N + 2r$ | $\lambda, \mu$ | 2 | rstr, hps |          |
| 1 = $\ell = r$ | $N$ | $q^{n - 2}, \mu$ | 3 | hps |          |
| D.2 1 = $\ell < r < n - 1$ | $N + 2(r - 1)$ | $q^{n - r - 1}, \mu$ | 4 | hps, W |          |
|      | 1 = $\ell < r = n - 1$ | $2N - 4$ | $\lambda, \mu$ | 4 | hps |          |
|      | 1 < $\ell < r < n - \ell$ | $N + 2(r - \ell)$ | $q^{n - r - 1}, q^{\ell - 1}$ | 4 | W |          |
|      | 0 < $\ell < r = n - \ell$ | $2(N - 2\ell)$ | $q^{\ell - 1}$ | 4 | sreg, $d_{\text{eff}} = 3$, W |          |
|      | 1 < $\ell = r < \frac{n}{2}$ | $N$ | $q^{n - 2\ell}$ | 3 | - |          |
|      | $\ell = r = \frac{n}{2}$ | $N$ | - | 3 | sreg, $d_{\text{eff}} = 2$ |          |
| C.4 0 = $\ell$ | $N$ | $\xi = q^{-n/2} \lambda^2$ | 2 | hps |          |
|      | 0 < $\ell < \frac{n}{2}$ | $N + 4\ell$ | $\lambda, q^{-2\ell} \lambda$ | 4 |          |          |
|      | $\frac{n}{2} = \ell$ | $2N$ | $\lambda$ | 4 | sreg, $d_{\text{eff}} = 2$ |          |
|      | 0 = $\ell$ | $N$ | $\xi = q^{-n/2} \lambda^2$ | 2 | hps |          |
|      | 1 = $\ell$ | $N + 4$ | $\alpha, \lambda, q^{-n/2} \alpha \lambda$ | 4 | hps |          |
|      | $\frac{n}{2} = \ell$ | $N + 4\ell$ | $\lambda, q^{-n/2} \lambda$ | 4 |          |          |
|      | 0 = $\ell = r$ | $N$ | - | 1 | $\Gamma \setminus X = \{0\}$ |          |
|      | 0 = $\ell < r < n$ | $N + 2r$ | $q^{n - r}$ | 2 | rstr, hps |          |
|      | 0 = $\ell < r = n$ | $N$ | - | 2 | cst |          |
| C.2 0 < $\ell < r < n - \ell$ | $N + 2(r - \ell)$ | $q^{n - r}, q^{\ell}$ | 4 | - |          |
|      | 0 < $\ell < r = n - \ell$ | $2(N - 2\ell)$ | $q^{\ell}$ | 4 | sreg, $d_{\text{eff}} = 3$ |          |
|      | 0 < $\ell = r < \frac{n}{2}$ | $N$ | $q^{n - 2\ell}$ | 3 |          |          |
|      | 0 < $\ell = r = \frac{n}{2}$ | $N$ | - | 3 | sreg, $d_{\text{eff}} = 2$ |          |
D. A K-matrix of generalized $q$-Onsager type

Here we present an example of a generalized $q$-Onsager algebra, namely the one of type A defined in [BsBe1]. Let us return to the family A.1 considered in Section 9.2.1. Recall that the Satake diagram is given by $(X,\tau) = (\emptyset,\text{id})$. Assume $n \geq 2$. Choose tuples $c,s \in (\mathbb{K}^\times)^I$ such that the generalized $q$-Onsager type constraints $c_j = (q^{-1} - 1)^2s_j^2$ for all $j \in I$ are satisfied (cf. [BsBe1, Prop. 2.1]). Then the associated algebra $B_{c,s}$ is the generalized $q$-Onsager algebra generated by

\begin{equation}
(D.1) \quad b_j = y_j - c_j x_j k_j^{-1} - s_j k_j^{-1} \quad \text{for all} \quad j \in I.
\end{equation}

Introduce dressing parameters $\omega_1,\omega_2,\ldots,\omega_N$ satisfying $\omega_1 \omega_2 \cdots \omega_N = 1$ and, for all $j \in I$, set $s_j = (q^{-1} - 1)^{-1}\omega_j^{-1}\omega_{j+1}$, where $\omega_0 := \eta \omega_N$. Next, we solve the twisted boundary intertwining equation (6.7) for all $b_j$ in (D.1). This gives a solution

\begin{equation}
(D.2) \quad K(u;\omega) = G(\omega)K(u)G(\omega), \quad \text{where} \quad K(u) = \sum_{1 \leq i,j \leq N} \frac{q^{-1/2}u^{\delta_{i,j}} + q^{1/2}u^{\delta_{i,j}}}{1-u} E_{ij},
\end{equation}

satisfying the twisted reflection equation (6.2). This K-matrix was first obtained in [Gb]. It has the following additional properties (recall that $\tilde{q} = (-1)^{N/2}q^{N/2}$):

Twisted unitarity:

\begin{equation}
(C^{-1}K(\tilde{q}^{-1}u))^{-1} = (-1)^N C^{-1}K(\tilde{q}^{-1}u^{-1}).
\end{equation}
Eigenvalues of $C^{-1}K(q^{-1}u)$: $(-1)^{\frac{N-1}{2}}$ (with multiplicity $\frac{N-1}{2}$), $(-1)^{\frac{N-1}{2}}$ (with multiplicity $\lceil\frac{N-1}{2}\rceil$), $(-1)^{\frac{N-1}{2}}\frac{1-qu}{q-u}$ (with multiplicity 1). This particular K-matrix also has a basis of eigenvectors, but we leave the explicit eigendecomposition of $C^{-1}K(q^{-1}u)$ out of consideration.

Affinization: 

$$K(u) = \frac{K_0 + uCK_0^{-1}C^{-1}}{1-u},$$

where $K_0 := \lim_{u \to 0} K(u)$.

Rotations:

$$K^\rho(u) = K(u).$$

Additionally, $K(u)$ satisfies $K(u)^t + K(u^{-1}) = (q^{-1/2} - q^{1/2})\text{Id}$ and $K(u)^t = JK(u)J$. Note that although the degree of the minimal polynomial of $C^{-1}K(q^{-1}u)$ is 3, the effective degree is only 1.

Contrary to the solutions to the twisted RE in Section 9.2, $K(u)$ maps each basis vector of $\text{End}(\mathbb{K}^N)$ to a linear combination of all of them. This approach can be used to obtain similar “dense” reflection matrices associated with Satake diagrams of types B.1, C.1 and D.1 when the parameters $c_j$ and $s_j$ satisfy generalized q-Onsager type constraints. Examples of these most general non-diagonal K-matrices are already known: for type D such a K-matrix was obtained in [DeGe] and a wider class of such dense K-matrices was found in [MLS, Sec. 3.2].
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