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Abstract
In this note, we first recall the nonconvex problem setting and introduce the optimal PAGE algorithm (Li et al., 2021). Then we provide a simple and clean convergence analysis of PAGE for achieving optimal convergence rates. Moreover, PAGE and its analysis can be easily adopted and generalized to other works. We hope that this note provides the insights and is helpful for future works.

1 Problem Setting
We consider the nonconvex optimization problem \( \min_{x \in \mathbb{R}^d} f(x) \). The nonconvex function \( f \) has the following two forms:

1. **Finite-sum form**

\[
\min_{x \in \mathbb{R}^d} \left\{ f(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x) \right\},
\]

where functions \( f_i \)s are differentiable and possibly nonconvex, e.g., there are \( n \) data samples and \( f_i \) is a nonconvex loss on data \( i \);

2. **Online form**

\[
\min_{x \in \mathbb{R}^d} \left\{ f(x) := \mathbb{E}_{\zeta \sim D}[F(x, \zeta)] \right\},
\]

where \( F(x, \zeta) \) is also differentiable and possibly nonconvex, e.g., in the online/streaming case, data is drawn from an unknown distribution \( D \).

For notational convenience, we will simply denote the online form as the finite-sum form via letting \( f_i(x) := F(x, \zeta_i) \) and treating \( n \) as a very large value or even infinite.

Now we define the following standard assumptions.

**Assumption 1 (Average L-smoothness)** The function \( f \) is average L-smooth if \( \exists L > 0, \)

\[
\mathbb{E}_i[\|\nabla f_i(x) - \nabla f_i(y)\|^2] \leq L^2\|x - y\|^2, \quad \forall x, y \in \mathbb{R}^d.
\]

**Assumption 2 (Bounded variance)** The stochastic gradient has bounded variance if \( \exists \sigma > 0, \)

\[
\mathbb{E}_i[\|\nabla f_i(x) - \nabla f(x)\|^2] \leq \sigma^2, \quad \forall x \in \mathbb{R}^d.
\]

Note that the average L-smoothness Assumption 1 implies \( f \) is L-smooth (see Lemma 1 of Li et al., 2021). The Assumption 2 usually is only needed for the online case (2) since the full gradient (\( \nabla f(x) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x) \)) may not be available (e.g., if \( n \) is infinite).
2 PAGE Algorithm

In each iteration, the gradient estimator $g^{t+1}$ of PAGE is defined in Line 4 of Algorithm 1, which indicates that PAGE uses the vanilla minibatch SGD update with probability $p_t$, and reuses the previous gradient $g^t$ with a small adjustment (which lowers the computational cost if $b' \ll b$) with probability $1 - p_t$. In particular, the $p_t = 1$ case reduces to minibatch SGD, and to GD if we further set the minibatch size $b = n$.

**Algorithm 1** ProbAbilistic Gradient Estimator (PAGE) (Li et al., 2021)

**Input:** initial point $x^0$, stepsize $\eta$, minibatch size $b$ and $b'$, probability $\{p_t\} \in (0, 1]$

1. $g^0 = \frac{1}{b} \sum_{i \in I} \nabla f_i(x^0)$ // $I$ denotes random minibatch samples with $|I| = b$
2. for $t = 0, 1, 2, \ldots$ do
3. 
4. $g^{t+1} = \begin{cases} 
\frac{1}{b} \sum_{i \in I} \nabla f_i(x^{t+1}) & \text{with probability } p_t \\
 g^t + \frac{1}{b'} \sum_{i \in I'} (\nabla f_i(x^{t+1}) - \nabla f_i(x^t)) & \text{with probability } 1 - p_t
\end{cases}$
5. end for

**Output:** $\hat{x}_T$ chosen uniformly from $\{x^t\}_{t \in [T]}$

2.1 Optimal Convergence rates of PAGE

In Theorem 1, we show that a parameter choice of PAGE can lead to optimal convergence rates, matching the lower bound $\Omega(n + \frac{\sqrt{n}}{c^2})$ (Theorem 2 of Li et al., 2021) and $\Omega(b + \frac{\sqrt{b}}{c^2})$ (Corollary 5 of Li et al., 2021).

**Theorem 1** Let stepsize $\eta \leq \frac{1}{L(1 + \sqrt{\frac{1}{2c^2}})}$ and probability $p_t = \frac{b'}{b + b'}$. Then PAGE (Algorithm 1) can find an $\epsilon$-approximate solution, i.e.,

$$E[\|\nabla f(\hat{x}_T)\|] \leq \epsilon.$$ 

We distinguish the following two cases:

1. **(Finite-sum case)** Under Assumption 1, let minibatch size $b = n$ and any $b' \leq \sqrt{b}$, then the number of iterations can be bounded by

$$T = \frac{2L\Delta_0}{c^2} \left(1 + \sqrt{\frac{1 - p}{pb'}}\right) \leq \frac{4L\Delta_0\sqrt{n}}{c^2b'}$$

and the number of stochastic gradient computations (i.e., gradient complexity) is

$$\#\text{grad} = b + T(pb + (1 - p)b') \leq n + \frac{8L\Delta_0\sqrt{n}}{c^2} = O\left(n + \frac{\sqrt{n}}{c^2}\right),$$

where $\Delta_0 := f(x^0) - \min_{x \in \mathbb{R}^d} f(x)$, and the first $b$ in $\#\text{grad}$ is due to $g^0$ (Line 1 in Algorithm 1).

2. **(Online case)** Under Assumptions 1 and 2, let minibatch size $b = \min \{\lceil \frac{2n}{c^2} \rceil, n\}$ and any $b' \leq \sqrt{b}$, then the number of iterations can be bounded by

$$T = \frac{4L\Delta_0}{c^2} \left(1 + \sqrt{\frac{1 - p}{pb'}}\right) + \frac{1}{p} \leq \frac{8L\Delta_0\sqrt{b}}{c^2b'} + \frac{b + b'}{b'},$$

and the number of stochastic gradient computations (i.e., gradient complexity) is

$$\#\text{grad} = b + T(pb + (1 - p)b') \leq 3b + \frac{16L\Delta_0\sqrt{b}}{c^2} = O\left(b + \frac{\sqrt{b}}{c^2}\right).$$
3  Simple Convergence Analysis for Theorem 1

First, we use the following key Lemma 1 which describes a useful relation between the function values after and before a gradient descent step, i.e., between \( f(x^{t+1}) \) and \( f(x^t) \) with \( x^{t+1} = x^t - \eta g^t \) for any gradient estimator \( g^t \in \mathbb{R}^d \) and stepsize \( \eta > 0 \).

**Lemma 1** (Lemma 2 of Li et al., 2021) Suppose that function \( f \) is \( L \) smooth and let \( x^{t+1} = x^t - \eta g^t \). Then for any \( g^t \in \mathbb{R}^d \) and \( \eta > 0 \), we have

\[
 f(x^{t+1}) \leq f(x^t) - \frac{\eta}{2} \| \nabla f(x^t) \|^2 - \left( \frac{1}{2\eta} - \frac{L}{2} \right) \| x^{t+1} - x^t \|^2 + \frac{\eta}{2} \| g^t - \nabla f(x^t) \|^2. \tag{5}
\]

**Finite-sum case:** Then we use the following Lemma 2 to deal with the last variance term of (5) for the finite-sum case (1).

**Lemma 2** (Lemma 3 of Li et al., 2021) Suppose that Assumption 1 holds. If the gradient estimator \( g^{t+1} \) is defined in Line 4 of Algorithm 1, then we have

\[
 \mathbb{E}[\| g^{t+1} - \nabla f(x^{t+1}) \|^2] \leq (1 - p_t) \| g^t - \nabla f(x^t) \|^2 + \frac{(1 - p_t)L^2}{b^2} \| x^{t+1} - x^t \|^2. \tag{6}
\]

Now, we are ready to prove Theorem 1 by combining Lemmas 1 and 2. We add (5) with \( \frac{\eta}{2p} \times (6) \) (here we simply let \( p_t \equiv p \)), and take expectation to get

\[
 \mathbb{E} \left[ f(x^{t+1}) - f^* + \frac{\eta}{2p} \| g^{t+1} - \nabla f(x^{t+1}) \|^2 \right]
\]

\[
 \leq \mathbb{E} \left[ f(x^t) - f^* - \frac{\eta}{2} \| \nabla f(x^t) \|^2 - \left( \frac{1}{2\eta} - \frac{L}{2} \right) \| x^{t+1} - x^t \|^2 + \frac{\eta}{2} \| g^t - \nabla f(x^t) \|^2 \right]
\]

\[
 + \frac{\eta}{2p} \mathbb{E} \left[ (1 - p) \| g^t - \nabla f(x^t) \|^2 + \frac{(1 - p)L^2}{b^2} \| x^{t+1} - x^t \|^2 \right]
\]

\[
 = \mathbb{E} \left[ f(x^t) - f^* + \frac{\eta}{2p} \| g^t - \nabla f(x^t) \|^2 - \frac{\eta}{2} \| \nabla f(x^t) \|^2 - \left( \frac{1}{2\eta} - \frac{L}{2} - \frac{(1 - p)\eta L^2}{2pb^2} \right) \| x^{t+1} - x^t \|^2 \right]
\]

\[
 \leq \mathbb{E} \left[ f(x^t) - f^* + \frac{\eta}{2p} \| g^t - \nabla f(x^t) \|^2 - \frac{\eta}{2} \| \nabla f(x^t) \|^2 \right], \tag{7}
\]

where \( f^* := \min_{x \in \mathbb{R}^d} f(x) \) and the last inequality (7) holds due to \( \frac{1}{2\eta} - \frac{L}{2} - \frac{(1 - p)\eta L^2}{2pb^2} \geq 0 \) by choosing stepsize

\[
 \eta \leq \frac{1}{L \left( 1 + \sqrt{\frac{pb}{2p} + 1} \right)}. \tag{8}
\]

If we define \( \Phi_t := f(x^t) - f^* + \frac{\eta}{2p} \| g^t - \nabla f(x^t) \|^2 \), then summing up (7) from \( t = 0 \) to \( T - 1 \), we get

\[
 \mathbb{E}[\Phi_T] \leq \mathbb{E}[\Phi_0] - \frac{\eta}{2} \sum_{t=0}^{T-1} \mathbb{E}[\| \nabla f(x^t) \|^2]. \tag{9}
\]

Thus according to the output of PAGE, i.e., \( \hat{x}_T \) is randomly chosen from \( \{x^t\}_{t \in [T]} \) and \( \Phi_0 := f(x^0) - f^* + \frac{\eta}{2p} \| g^0 - \nabla f(x^0) \|^2 = f(x^0) - f^* \equiv \Delta_0 \), we have

\[
 \mathbb{E}[\| \nabla f(\hat{x}_T) \|^2] \leq \frac{2\Delta_0}{\eta T} = \epsilon^2, \tag{10}
\]

where the last equality holds if the number of iterations is

\[
 T = \frac{2\Delta_0}{\epsilon^2 \eta} = \frac{2\Delta_0 L}{\epsilon^2} \left( 1 + \sqrt{\frac{1 - p}{pb^2}} \right). \tag{11}
\]

Note that \( \mathbb{E}[\| \nabla f(\hat{x}_T) \|^2] \leq \sqrt{\mathbb{E}[\| \nabla f(\hat{x}_T) \|^2]} \leq \epsilon \) from (10) via Jensen’s inequality.
Online case: Similarly, for the online case (2), we use the following Lemma 3 instead of Lemma 2 to deal with the last variance term of (5). Note that we refer the online problem (2) as the finite-sum problem (1) with large or infinite $n$. The additional bounded variance Assumption 2 usually is needed for this online case since the full gradient ($\nabla f(x) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x)$) may not be available.

**Lemma 3 (Lemma 4 of Li et al., 2021)** Suppose that Assumptions 1 and 2 hold. If the gradient estimator $g^{t+1}$ is defined in Line 4 of Algorithm 1, then we have

$$
\mathbb{E}[\|g^{t+1} - \nabla f(x^{t+1})\|^2] \leq (1 - pt)\|g^t - \nabla f(x^t)\|^2 + \left(\frac{1 - pt}{b}\right)L^2\|x^{t+1} - x^t\|^2 + 1_{\{b \ll n\}} \frac{p_0 \sigma^2}{b},
$$

where $1_{\{\cdot\}}$ denotes the indicator function.

Then the remaining proof is similar to previous finite-sum case. Similar to (7), here we add $\frac{n}{2p} \times (12)$ to get

$$
\mathbb{E}\left[f(x^{t+1}) - f^* + \frac{n}{2p} \|g^{t+1} - \nabla f(x^{t+1})\|^2\right] 
\leq \mathbb{E}\left[f(x^t) - f^* + \frac{n}{2p} \|g^t - \nabla f(x^t)\|^2 - \frac{n}{2} \|\nabla f(x^t)\|^2 + 1_{\{b \ll n\}} \frac{\eta \sigma^2}{2b}\right],
$$

where the stepsize $\eta$ is chosen the same as in (8). Using the same definition $\Phi_t := f(x^t) - f^* + \frac{n}{2p} \|g^t - \nabla f(x^t)\|^2$ and summing up (13) from $t = 0$ to $T - 1$, we get

$$
\mathbb{E}[\Phi_T] \leq \mathbb{E}[\Phi_0] - \frac{n}{2} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla f(x^t)\|^2] + 1_{\{b \ll n\}} \frac{\eta T \sigma^2}{2b}.
$$

For the term $\mathbb{E}[\Phi_0]$, we have

$$
\mathbb{E}[\Phi_0] := \mathbb{E}\left[f(x^0) - f^* + \frac{n}{2p} \|g^0 - \nabla f(x^0)\|^2\right] = \mathbb{E}\left[f(x^0) - f^* + \frac{1}{2b} \|\sum_{i \in I} \nabla f_i(x^0) - \nabla f(x^0)\|^2\right]
\leq f(x^0) - f^* + 1_{\{b \ll n\}} \frac{\eta \sigma^2}{2pb},
$$

where (15) follows from the definition of $g^0$ (see Line 1 of Algorithm 1), and (16) is due to Assumption 2, i.e., (4). Plugging (16) into (14) (noting that $\Delta_0 := f(x^0) - f^*$) and according to the output of PAGE, i.e., $\tilde{x}_T$ is randomly chosen from $\{x^t\}_{t \in [T]}$, we have

$$
\mathbb{E}[\|\nabla f(\tilde{x}_T)\|^2] \leq \frac{2 \Delta_0}{\eta T} + 1_{\{b \ll n\}} \frac{\sigma^2}{pbT} + 1_{\{b \ll n\}} \frac{\sigma^2}{b}
\leq \left(\frac{2 \Delta_0}{\eta} + \frac{\epsilon^2}{2p}\right) \frac{1}{T} + \frac{\epsilon^2}{2}
\leq \epsilon^2,
$$

where (17) follows from the parameter setting of minibatch size $b = \min \left\{\lfloor \frac{2 \sigma^2}{\epsilon^2} \rfloor, n \right\}$, and the last equality (18) holds if the number of iterations

$$
T = \frac{4 \Delta_0}{\epsilon^2 \eta} + \frac{1}{p} \frac{4 \Delta_0 L}{\epsilon^2} \left(1 + \sqrt{\frac{1 - p}{pb'}}\right) + \frac{1}{p}.
$$

\[\square\]
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