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Abstract

Staggered quantum walks on graphs are based on the concept of graph tessellation and generalize some well-known discrete-time quantum walk models. In this work, we address the class of 2-tessellable quantum walks with the goal of obtaining an eigenbasis of the evolution operator. By interpreting the evolution operator as a quantum Markov chain on an underlying multigraph, we define the concept of quantum detailed balance, which helps to obtain the eigenbasis. A subset of the eigenvectors is obtained from the eigenvectors of the double discriminant matrix of the quantum Markov chain. To obtain the remaining eigenvectors, we have to use the quantum detailed balance conditions. If the quantum Markov chain has a quantum detailed balance, there is an eigenvector for each fundamental cycle of the underlying multigraph. If the quantum Markov chain does not have a quantum detailed balance, we have to use two fundamental cycles linked by a path in order to find the remaining eigenvectors. We exemplify the process of obtaining the eigenbasis of the evolution operator using the Kagome lattice (the line graph of the hexagonal lattice), which has symmetry properties that help in the calculation process.

1 Introduction

The interest of the scientific community on quantum walks has been increasing unremittingly since the first papers of quantum walks on graphs, such as [6, 1]. This interest seems to be based on at least three reasons: (1) the quantum walk is useful to simulate complex physical systems [13, 4], (2) it is an important tool to build new quantum algorithms [22, 2, 29], and (3) it can be implemented directly in laboratories independently of quantum computers [7, 5]. Besides those physical and computational aspects, the mathematical aspects of the quantum walk are very rich and have been the focus of many papers [26, 10, 27].

A quantum walk is defined on a discrete space, which is modeled by a graph. On the other hand, its time evolution can be either continuous or discrete. There are many attempts to prove the equivalence between the continuous-time and discrete-time approaches, which are successful only at asymptotic limits or on restricted settings [24, 5, 18]. The continuous-time version comes basically in one form, whose evolution operator is local and is obtained from
the graph’s adjacency or Laplacian matrix. In this case, the spectral analysis of the graph Laplacian helps to understand the quantum dynamics. The discrete-time versions have evolution operators that are the product of at least two local operators, and the most general models are (1) the coined model, (2) Szegedy’s model, and (3) the staggered model. An extensive comparison of those models is performed in [15]. In the discrete-time case, there is no relation between the eigenvectors of the graph Laplacian and the eigenvectors of the evolution operator.

In this work, we focus on 2-tessellable quantum walks defined on a set of graphs that can be characterized in many ways, for instance, (1) the set of graphs whose clique graphs are 2-colorable, or (2) the set of graphs that are line graphs of bipartite multigraphs. To obtain the evolution operator of a 2-tessellable quantum walk, we need to find two tessellations $T_1$ and $T_2$ whose union covers the edges of the graph. A tessellation is a partition of the vertex set into cliques, called polygons or tiles. For instance, $T_1 = \{\alpha_1, \alpha_2, \ldots, \alpha_m\}$ is a tessellation of a graph $G = (V, E)$ if each $\alpha_\ell$ is a clique, $\alpha_\ell \cap \alpha_j = \emptyset$ when $\ell \neq j$, and $\cup_{\ell=1}^m \alpha_1 = V$. $G$ is 2-tessellable if $E(T_1 \cup T_2) = E(G)$. After finding the tessellations, we define two subspaces $A$ and $B$ spanned by the polygons of tessellations $\alpha$ and $\beta$, respectively. Using orthogonal projections on these subspaces, there is a standard procedure to obtain self-adjoint unitary operators $H_1$ and $H_2$ associated with the tessellations $T_1$ and $T_2$ [21]. The evolution operator of the quantum walk is $U_\theta = -e^{i\theta_2}e^{i\theta_1}H$, where $\theta_1, \theta_2$ are angles and $i = \sqrt{-1}$. In this work, we address the case $\theta_1 = \theta_2 = \theta$ [20].

In order to find the eigenvalues and eigenvectors of the evolution operator of a 2-tessellable quantum walk, we interpret $U_\theta$ as a quantum Markov chain on the edges of an underlying multigraph $G_{\text{un}}$, whose line graph is the original graph, that is, $G = L(G_{\text{un}})$. We define the notion of quantum detailed balance using the amplitudes of the polygons and an (+1)-eigenvector of a matrix $T$, whose biadjacent matrix is the discriminant of the polygons of tessellations $T_1$ and $T_2$. $T$ is a double discriminant matrix and is a self-adjoint operator. We say that a quantum Markov chain is reversible when $T$ has an (+1)-eigenvector, which is called a reversible eigenfunction of $T$. A classical Markov chain is obtained from the quantum chain and the classical detailed balance conditions are obtained from the square modulus of the quantum detailed balance conditions. When $T$ has a quantum detailed balance, the reversible eigenfunction is the only (+1)-eigenvector of $T$, which means that in the quantum case, the invariant state is always a reversible eigenstate and vice versa, different from the classical Markov chain, whose transition matrix may have a stationary probability distribution even in the irreducible case.

In the staggered model, the Hilbert space is spanned by the vertex set. We split the Hilbert space as a direct sum of $(A + B)$ and $(A + B)$. The eigenvectors of $U_\theta$ in $(A + B)$ are inherited from the eigenvectors of $T$. On the other hand, the eigenvectors of $U_\theta$ in $(A + B)$ are obtained from the fundamental cycles of the underlying multigraph $G_{\text{un}}$. The definition of fundamental cycles relies on the concept of a spanning tree, which is a subgraph of $G_{\text{un}}$ that is a tree and includes all vertices of $G_{\text{un}}$ [3]. Adding one edge to the spanning tree creates a cycle, which is called fundamental cycle. The number of fundamental cycles is equal to the number of edges of $G_{\text{un}}$ not in the spanning tree. If $T$ has a quantum detailed balance, there is an eigenvector of $U_\theta$ with support on each fundamental cycle, whose expression is described in this work. The dimension of $(A + B)$ is the first Betti number in this case. If $T$ does not have a quantum detailed balance, we have to use two fundamental cycles $c_0$ and $c_1$ in order to obtain an eigenvector. If $c_0$ and $c_1$ do not have common vertices, we have to link them with a path, and the support of the eigenvector is the cycle-path subgraph. The dimension of $(A + B)$ in this case is the first Betti number minus 1. The eigenvectors in $(A + B)$ play an important role in the quantum dynamics.
role in determining the efficiency of search algorithms on finite graphs.

We use the kagome lattice \([28, 25, 16]\) as an example to show the techniques created in this work because this lattice has interesting symmetries. The dynamic of the staggered quantum walk on the kagome lattice, which is an infinite graph, reduces to a 2-tessellable staggered walk on a triangle, which is the quotient graph of the kagome lattice. The quantum Markov chain is defined on the underlying graph of the quotient graph and is nonreversible. We show how to use the method based on the fundamental cycles to find the eigenvectors in \((A + B)\).

This work generalizes Ref. [29], which introduced the notion of Markov chain-based quantum walks, in many aspects: (1) We address forms of quantum walks that were not addressed in [29]. In fact, Szegedy’s model is a subset of quantum walks obtained from the set of 2-tessellable quantum walks if we set \(\theta = \pi/2\) and employ a graph whose underlying graph does not have multiedges, (2) Ref. [29] does not describe the eigenvectors associated with the cycle-path space \((A + B)\), and (3) Ref. [29] does not describe the quantum detailed balance conditions, which have been proposed for quantum walks in this work, as far as we know. This work generalizes Ref. [14] in two directions: (1) We consider the staggered model with Hamiltonians with a generic \(\theta\) while Ref. [14] addressed only the case \(\theta = \pi/2\), and (2) we obtain a complete eigenbasis while Ref. [14] missed a subset of eigenvectors corresponding to the space \((A + B)\).

Primitive ideas related to the cycle-path space were first introduced in [23] from the point of view of simple random walks on line and para-line graphs. After that the ideas are applied to the spectral analysis of twisted random walks [11] and twisted Grover walks [10]. The twisted Grover walk on the para-line graph is a special case of the model presented in this work, since there is an equivalence between the Grover walk and the 2-tessellable quantum walk [15]. Here, we have further developed the concept of cycle-path space, which can now be used in a more general setting. The structure of this paper is as follows. In Sec. 2 we define the staggered quantum walk, its evolution operator, and the subspaces spanned by the polygons. In Sec. 3 we obtain the eigenvalues of the evolution operator of 2-tessellable quantum walks. In Sec. 4 we define the quantum detailed balance conditions and obtain an eigenbasis of the evolution operator \(U_\theta\) of 2-tessellable quantum walks. This section is divided into three subsections, which address the eigenvectors in the following subspaces: \((A \cap B)\), \((A + B)\), and \((A + B)\). In Section 5 we summarize our results in a theorem. In Section 6 we use the kagome lattice as an example.

## 2 The 2-tessellable quantum walk

The evolution operator of a staggered quantum walk on a graph \(G = (V, E)\) is associated with a graph tessellation cover. A tessellation cover is a set of graph tessellations whose union covers the edge set. The formal definition is as follows [21].

**Definition 1.** A graph tessellation \(T_1\) of \(G = (V, E)\) is a partition of the vertex set \(V\) into cliques. An edge belongs to the tessellation \(T_1\) if and only if the edge endpoints belong to the same clique in \(T_1\). The set of edges belonging to \(T_1\) is denoted by \(E(T_1)\). An element of the tessellation is called a polygon (or tile). The size of a tessellation \(T_1\) is the number of polygons in \(T_1\). A tessellation cover of size \(k\) of \(G\) is a set of \(k\) tessellations \(T_1, ..., T_k\) whose union covers the edges, that is, \(\cup_{i=1}^{k} E(T_i) = E(G)\). If there is a tessellation cover of size at most \(k\), graph \(G\) is called \(k\)-tessellable.

A staggered quantum walk on a \(k\)-tessellable graph is called \(k\)-tessellable quantum walk. Since this paper addresses 2-tessellable quantum walks, we assume from now on that \(k = 2\). A graph is 2-tessellable if and only if its clique graph is 2-colorable [19]. Besides, it is known
that the clique graph of a graph $G$ is 2-colorable if and only if $G$ is the line graph of a bipartite multigraph. Then, throughout this paper, $G$ is the line graph of a bipartite multigraph on which we now define a 2-tessellable quantum walk.

Suppose that $\{T_1, T_2\}$ is a tessellation cover of $G$, where $T_1 = \{\alpha_1, \alpha_2, \ldots, \alpha_m\}$, $T_2 = \{\beta_1, \beta_2, \ldots, \beta_n\}$, where $m = |T_1|$ and $n = |T_2|$. Let us assume that $n \geq m$. Generic polygons of $T_1$ and $T_2$ are denoted by $\alpha_i$ and $\beta_j$, respectively. Let $\mathcal{H}$ be the Hilbert space $\ell^2(V)$, that is, $\mathcal{H}$ is spanned by the vertices. The standard basis of $\mathcal{H}$ is denoted by $\{|u\rangle | u \in V\}$ which coincides with the delta function on each vertex. We assign a complex-valued unit vector in $\mathcal{H}$ to each polygon: $|\alpha_1\rangle, |\alpha_2\rangle, \ldots, |\alpha_m\rangle, |\beta_1\rangle, |\beta_2\rangle, \ldots, |\beta_n\rangle$, that is, if $u \notin \alpha_i$, then $\langle u | \alpha_i \rangle = 0$ $(i = 1, \ldots, m)$, and if $v \notin \beta_j$, then $\langle v | \beta_j \rangle = 0$ $(j = 1, \ldots, n)$. For any $u \in V$, let $T_1(u) \in T_1$ and $T_2(u) \in T_2$ be the polygons that include $u$. A vertex $u$ belongs to exactly two polygons, which we call $\alpha_i$ and $\beta_j$. Let $a, b \in \mathcal{H}$ be the functions such that for $u \in \alpha_i \cap \beta_j$,

$$a(u) := \langle u | \alpha_i \rangle; \ b(u) := \langle u | \beta_j \rangle.$$  

(2.1)

Let $A : \ell^2(T_1) \to \ell^2(V)$ and $B : \ell^2(T_2) \to \ell^2(V)$ be $A = \{|\alpha_1\rangle, |\alpha_2\rangle, \ldots, |\alpha_m\rangle\}$ and $B = \{|\beta_1\rangle, |\beta_2\rangle, \ldots, |\beta_n\rangle\}$, that is, $(Af)(u) = a(u)f(T_1(u))$ and $(Bg)(u) = b(u)g(T_2(u))$ for any $u \in V$, $f \in \ell^2(T_1)$, and $g \in \ell^2(T_2)$. Then, $(A^\dagger \psi)(\alpha_i) = \langle \alpha_i | \psi \rangle$ and $(B^\dagger \psi)(\beta_j) = \langle \beta_j | \psi \rangle$.

Hamiltonians $H_A$ and $H_B$ associated with tessellations $T_1$ and $T_2$, respectively, are defined by

$$H_A = 2AA^\dagger - I_\mathcal{H},$$  

(2.2)

$$H_B = 2BB^\dagger - I_\mathcal{H}.$$  

(2.3)

Note that $AA^\dagger$ and $BB^\dagger$ are projection operators on

$$A : = \text{span}\{|\alpha_i\rangle | i = 1, 2, \ldots, m\} = \{Af | f \in \ell^2(T_1)\},$$  

(2.4)

$$B : = \text{span}\{|\beta_j\rangle | j = 1, 2, \ldots, n\} = \{Bg | g \in \ell^2(T_2)\},$$  

(2.5)

respectively, and besides

$$A^\dagger A = I_{\ell^2(T_1)}; \ B^\dagger B = I_{\ell^2(T_2)}.$$  

(2.6)

Then, $H_A$ and $H_B$ are self-adjoint unitary operators, that is, $H_A^2 = H_B^2 = I_\mathcal{H}$. The evolution operator of a 2-tessellable quantum walk is defined as

$$U_\theta = -e^{i\theta H_B} e^{i\theta H_A},$$  

(2.7)

where $\theta \in (0, \pi)$ is a fixed parameter and a minus sign was added for convenience. The values $\theta = 0$ and $\pi$ are excluded because the walk is trivial in these cases. In the next sections, we address the problem of finding the eigenvalues and eigenvectors of $U_\theta$.

### 3 Eigenvalues

Let $U_\theta$ be the evolution operator of a 2-tessellable staggered quantum walk on $G$, as described in Section 2. In this section we obtain the spectrum of $U_\theta$. Let us start with a useful lemma.

**Lemma 1.** Let

$$M = I_\mathcal{H} + \frac{b}{a}BB^\dagger, \ N = I_\mathcal{H} - \frac{b}{a + b}BB^\dagger,$$

where $a, b$ are complex numbers. Then, $MN = I$ and

$$\det(M) = \left( \frac{a + b}{a} \right)^n.$$
Besides Lemma 1, the proof of the next theorem uses the fact
\[ \det(I_{m_1} - M_1 M_2) = \det(I_{m_2} - M_2 M_1), \]
where \( M_1 \) and \( M_2 \) are \( m_1 \times m_2 \) and \( m_2 \times m_1 \) matrices, respectively.

**Theorem 1.** The characteristic polynomial of \( U_\theta \) is
\[ \det(\lambda I_\theta - U_\theta) = (\lambda + 1)^{n-m} \left( \lambda + e^{-2i\theta} \right)^{\nu-m-n} \det \left( (\lambda + 1)^2 I_m - 4\lambda \sin^2(\theta) A^\dagger B B^\dagger A \right), \]
where \( \nu = |V| \).

**Proof.** Using equation (2.7), we have
\[ \det(I_H - u U_\theta) = \det(I_H + ue^{i\theta} B e^{i\theta} A), \]
where \( |u| = 1 \). Commuting the order of the matrices inside the determinant, using that \( e^{i\theta} A = \cos \theta I_H + i \sin \theta H_A, \) \( e^{i\theta} B = \cos \theta I_H + i \sin \theta H_B \), equations (2.2) and (2.3), we obtain
\[ \det(I_H - u U_\theta) = \det \left( (1 + ue^{-2i\theta}) I_H + 2iu \sin(\theta) e^{-i\theta} B B^\dagger \right) - 2u \sin^2(\theta) A A^\dagger (2BB^\dagger - (1 + i \cot \theta) I_H). \]
Factoring out the term \( (1 + ue^{-2i\theta}) \) and using that the determinant of a matrix product of square matrices equals the product of their determinants, we obtain
\[ \det(I_H - u U_\theta) = a^n \det \left( I_H - \frac{c}{a} AA^\dagger (2BB^\dagger - (1 + i \cot \theta) I_H) \right) \times \]
\[ \det \left( I_H + \frac{b}{a} BB^\dagger \right), \]
where \( a = 1 + ue^{-2i\theta}, \) \( b = 2iu \sin \theta e^{-i\theta}, \) and \( c = 2u \sin^2 \theta. \)

By Lemma 1 we have
\[ \det \left( I_H + \frac{b}{a} BB^\dagger \right) = \frac{(a + b)^n}{a^n}. \]
and
\[ \left( I_H - \frac{b}{a} BB^\dagger \right)^{-1} = I_H - \frac{b}{a + b} BB^\dagger. \]
Using these identities and equation (2.6), we obtain
\[ \det(I_H - u U_\theta) = a^n b^n (a + b) \times \]
\[ \det \left( I_H - \frac{c}{a} AA^\dagger \left( \frac{2a + b + ib \cot \theta}{a + b} BB^\dagger - (1 + i \cot \theta) I_H \right) \right). \]
Commuting the order of the matrices inside the determinant and factoring out the denominator, we obtain
\[ \det(I_H - u U_\theta) = a^{\nu-m-n} (a + b)^{n-m} \times \]
\[ \det \left( (a + c + ic \cot \theta)(a + b) I_m - c(2a + b + ib \cot \theta) A A^\dagger B B^\dagger A \right). \]
Using that \( a + b = a + c + ic \cot \theta = 1 + u \) and \( 2a + b + ib \cot \theta = 1 \), we obtain
\[ \det(I_H - u U_\theta) = (1 + ue^{-2i\theta})^{\nu-m-n}(1 + u)^{n-m} \times \]
\[ \det \left( (1 + u)^2 I_m - 4u \sin^2(\theta) A A^\dagger B B^\dagger A \right). \]
Setting \( u = 1/\lambda \) in the above equation, we obtain the characteristic polynomial of \( U_\theta \) in terms of the characteristic polynomial of \( A^\dagger B B^\dagger A. \)
The spectrum of $U_\theta$ is obtained from the solutions $\lambda$ of the equation $\det(\lambda I - U_\theta) = 0$. We need the next lemma before describing the spectrum of $U_\theta$.

**Lemma 2.** Let $T$ be the following $(n + m) \times (n + m)$ matrix:

$$T = \begin{bmatrix} 0 & A^\dagger B \\ B^\dagger A & 0 \end{bmatrix}.$$  

Then,  

$$\det(\mu I - T) = \mu^{n-m} \det(\mu^2 I - A^\dagger B B^\dagger A).$$  

The next corollary describes the spectrum of $U_\theta$ in terms of the spectrum of $T$.

**Corollary 1.** The spectrum of $U_\theta$ is

$$\sigma(U_\theta) = \left\{ e^{2i\phi} \mid \left(e^{2i\phi} + e^{-2i\theta}\right)^{\nu - m - n} \det\left(\frac{\cos \phi}{\sin \theta} I_{n+m} - T\right) = 0 \right\}.$$  

**Proof.** Using Theorem 1 and factoring out $4\lambda\sin^2(\theta)$, the spectrum of $U_\theta$ is obtained from equation

$$(\lambda + 1)^{n-m} \left(\lambda + e^{-2i\theta}\right)^{\nu - m - n} \det\left(\frac{(\lambda + 1)^2}{4\lambda\sin^2(\theta)} I_m - A^\dagger B B^\dagger A\right) = 0.$$  

Setting $\lambda = e^{2i\phi}$ and $\cos \phi/\sin \theta = \mu$, using the fact that $(\lambda + 1)^2/(4\lambda) = \cos^2 \phi$, we obtain

$$\left(e^{2i\phi} + e^{-2i\theta}\right)^{\nu - m - n} \mu^{n-m} \det(\mu^2 I - A^\dagger B B^\dagger A) = 0.$$  

Using Lemma 2, we obtain $\sigma(U_\theta)$.

Lemma 2 implies that $\dim(\ker(T)) \geq n - m$ and, since $\cos \phi = \mu \sin \theta$, the 0-eigenvalues of $T$ are associated with the $(-1)$-eigenvalues of $U_\theta$. Besides, the $(+1)$-eigenvalues of $T$ are associated with the $(-e^{-2i\theta})$-eigenvalues of $U_\theta$. Summarizing, the spectrum of $U_\theta$ can be described as follows (see Fig. 1):

1. $\lambda = -e^{-2i\theta}$ with multiplicity at least $\max\{\nu - m - n, 0\}$.

2. There are $\max\{n + m, \nu\}$ eigenvalues $\lambda = e^{2i\phi}$, where $\cos \phi = \mu \sin \theta$ and

$$\mu \in \begin{cases} \sigma(T) & \text{if } n + m \leq \nu, \\ \sigma(T) \setminus \{1\} & \text{if } n + m > \nu, \end{cases}$$

and, in particular, $\lambda = -1$ with multiplicity at least $n - m$.

The multiplicity of $(-e^{-2i\theta})$ depends on the reversibility of $T$ (see Theorem 2). Note that $\nu - m - n < 0$ if and only if $\nu = m + n - 1$. Take for example $G = P_3$ ($P_3 =$ •——•) and $V(G) = \{1, 2, 3\}$ with $T_1 = \{\{1, 2\}, \{3\}\}$, $T_2 = \{\{1\}, \{2, 3\}\}$, which has $\nu = 3$ and $m = n = 2$.  
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Figure 1: The mapping from $\mu \in \sigma(T)$ to $2\phi \in \sigma(U|_{A+B})$: The red triangle ▲ on the $\mu$-axis is mapped to the red square ■ on the unit circle in the complex plane. The blue curve depicted in bold face on the unit circle corresponds to $A+B$. The empty point at angle $(\pi - 2\theta)$ corresponds to $(A+B)^\perp$ and the full point at angle $(\pi + 2\theta)$ corresponds to $A \cap B$. The point at angle $\pi$ mapped from $0 \in \sigma(T)$ corresponds to $A^\perp \cap B + A \cap B^\perp$.

4 Eigenvectors

In the previous section, we have shown that the self-adjoint matrix $T$ plays a key role in the description of the spectrum of $U_\theta$. In this section, we discuss some extra properties of $T$ in order to obtain the eigenvectors of $U_\theta$. Let $\mathcal{K}$ be the Hilbert spanned by $T_1$ and $T_2$, that is, $\mathcal{K} := \{ \psi : T_1 \cup T_2 \to \mathbb{C} \mid ||\psi||^2 < \infty \}$. We employ the standard inner product.

As in Lemma 2, we write $T : \mathcal{K} \to \mathcal{K}$ as

$$T = \begin{bmatrix} 0 & T_{AB} \\ T_{BA} & 0 \end{bmatrix},$$

where $T_{AB} = A^\dagger B$ and $T_{BA} = T_{AB}^\dagger$. The entries of $T$ are given by $(T_{AB})_{i,j} = \langle \alpha_i | \beta_j \rangle$. Now we define the notions of reversible eigenfunction and quantum detailed balance (QDB) for a pair $(a,b)$, where $a$ and $b$ are given by Eq. (2.1).

**Definition 2.** The pair $(a,b)$ obeys the quantum detailed balance conditions if there exists an eigenfunction $\pi$ of $T$ such that

$$a(u)\pi(T_1(u)) = b(u)\pi(T_2(u)),$$

for every $u \in V(G)$. We call this function $\pi$ a reversible eigenfunction.

We say that $T$ is reversible or $T$ has a quantum detailed balance if there is a pair $(a,b)$ that obeys the QDB conditions. A useful property of the spectrum of $T$ is as follows.

**Lemma 3.** The spectrum of $T$ obeys $\sigma(T) \subseteq [-1,1]$. 
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Proof. Let \( f \oplus g \in \ker(\lambda I - T) \). Then,
\[
|\lambda^2|^2 ||f||^2 = ||T_{AB}T_{BA}f||^2 \leq \langle B^\dagger Af, B^\dagger Af \rangle \\
= \langle Af, BB^\dagger Af \rangle \\
\leq \langle Af, Af \rangle \\
= ||f||^2.
\]
Since \( T \) is self-adjoint and \( \lambda^2 \leq 1 \), the result follows. \( \square \)

Define an underlying bipartite multigraph \( G_{un} = (V_{un}, E_{un}) \) whose vertex set is \( V_{un} = T_1 \sqcup T_2 \) and two vertices are adjacent if and only if \( |\alpha \cap \beta| > 0 \) for \( \alpha \in T_1 \) and \( \beta \in T_2 \) and the number of multiple edges is given by \( |\alpha \cap \beta| \). The adjacency matrix of \( G_{un} \) is obtained in the following way. Let \( A' \) and \( B' \) be the matrices obtained from \( A \) and \( B \) by replacing the nonzero entries by 1, respectively. The adjacency matrix of \( T' \) is
\[
T' = \begin{bmatrix} 0 & (A')^T B' \\ (B')^T A' & 0 \end{bmatrix}.
\]
The entries of \( T' \) are nonnegative integers and \( T_{ij}' \) is the number of multiedges linking vertices \( \alpha_i \) and \( \beta_j \) of \( G_{un} \). Note that (1) \( G_{un} \) is an intersection multigraph whose family of sets are the polygons of the tessellations \( T_1 \) and \( T_2 \), and (2) \( G_{un} \) is a root multigraph of \( G \), that is, the line graph of \( G_{un} \) is \( G \) and there is a one-to-one correspondence between \( E_{un} \) and \( V(G) \).

In order to find the eigenvectors of \( U_\theta \), we decompose the total state space as \( \mathcal{H} = (A + B) \oplus (A + B)^\perp \). In the next subsection, we address the subspace \( A \cap B \subset A + B \), which is the one most amenable in terms of algebraic manipulations. In Subsection 4.2, we obtain the eigenvectors in subspace \( (A + B)^\perp \), and in Subsection 4.3 obtain the eigenvectors in subspace \( (A + B)^\perp = A^\perp \cap B^\perp \).

4.1 Space \( A \cap B \)

The following lemma shows a useful necessary and sufficient condition that the spectrum of \( T \) must obey in order to include eigenvalues \( \pm 1 \), which is important for obtaining the eigenvectors of \( U_\theta \). Besides, in the proof of this lemma, we describe a classical Markov chain induced by the quantum chain and how to obtain the classical detailed balance conditions from the quantum detailed balance conditions.

Lemma 4. \( T \) is reversible with a reversible eigenfunction \( \pi = \pi_1 \oplus \pi_2 \) if and only if \( \dim(\ker(I - T)) = \dim(\ker(I + T)) = 1 \), \( \ker(I - T) = \mathbb{C}(\pi_1 \oplus \pi_2) \), and \( \ker(I + T) = \mathbb{C}(\pi_1 \oplus (-\pi_2)) \).

Proof. The following equivalences hold
\[
f = f_1 \oplus f_2 \in \ker(I - T) \iff T_{BA}f_1 = f_2, \ T_{AB}f_2 = f_1 \\
\iff Af_1 = Bf_2 \\
\iff a(u)f_1(T_1(u)) = b(u)f_2(T_2(u)),
\]
for any \( u \in V \), which means that \((a, b)\) obeys the QDB conditions and \( f \) is a reversible measure. The second equivalence is obtained as follows. If \( T_{BA}f_1 = f_2, \ T_{AB}f_2 = f_1 \), then \( B^\dagger(Af_1 - Bf_2) = 0, \ A^\dagger(Bf_1 - Af_2) = 0 \), which implies \( Af_1 = Bf_2 \); the opposite direction is obtained by taking \( B^\dagger \) and \( A^\dagger \) to both sides. Then,
\[
\ker(I - T) = \{ \pi \mid \pi \text{ is a reversible measure} \}.\]
Let us show that \( \dim(\ker(I - T)) \leq 1 \). Note that if \( T \) is nonreversible, then \( \dim(\ker(I - T)) = 0 \). Now we consider the reversible case and show \( \dim(\ker(I - T)) = 1 \).

By taking the square modulus of both sides of the QDB equation, and putting \( p(e) := |a(e)|^2 \) and \( q(e) := |b(e)|^2 \), we have \( p(e)\zeta(T_1(e)) = q(e)\zeta(T_2(e)) \) for every \( e \in E(G_{un}) \simeq V(G) \), where \( \zeta(\gamma) = |\pi(\gamma)|^2 \) for \( \gamma \in V(G_{un}) = T_1 \cup T_2 \). Now we consider a classical Markov chain on \( G_{un} \) with the stochastic transition matrix \( P \) such that the transition probability from \( \alpha \in T_1 \) to \( \beta \in T_2 \) is

\[
\langle \delta_\beta, P\delta_\alpha \rangle = \sum_{e : T_1(e) = \alpha, T_2(e) = \beta} p(e),
\]

the transition probability from \( \beta \in T_2 \) to \( \alpha \in T_1 \) is

\[
\langle \delta_\alpha, P\delta_\beta \rangle = \sum_{e : T_1(e) = \alpha, T_2(e) = \beta} q(e).
\]

Note that the classical detailed balance conditions are

\[
\langle \delta_\beta, P\delta_\alpha \rangle \zeta(\alpha) = \langle \delta_\alpha, P\delta_\beta \rangle \zeta(\beta).
\]

By the Perron-Frobenius theorem, we have \( \ker(I - P) = \mathbb{C} \zeta \). Besides, \( T = \mathcal{M}^{-1} P \mathcal{M} \), where \( (\mathcal{M}f)(\gamma) = \pi(\gamma)f(\gamma), \forall f \in \mathcal{K} \), and \( \forall \gamma \in T_1 \cup T_2 \). If there are two reversible eigenfunctions \( \pi \neq \pi' \) of \( T \), then \( \pi'(\gamma) = e^{i\eta_\gamma} \pi(\gamma) \) for some \( \eta_\gamma \in \mathbb{R} \). Then, by the definition of the QDB, we conclude that \( \pi' = e^{i\eta_\gamma} \pi \) for some constant \( \eta_\gamma \in \mathbb{C} \), and we obtain \( \dim(\ker(I - T)) = 1 \).

In general, by the property of the bipartiteness, \( f_1 \oplus f_2 \in \ker(\mu - T) \) if and only if \( f_1 \oplus (-f_2) \in \ker(\mu + T) \). We conclude that if \( T \) is reversible and \( \pi_1 \oplus \pi_2 \) is a reversible eigenfunction, then \( \ker(I + T) = \mathbb{C}(\pi_1 \oplus (-\pi_2)) \).

**Corollary 2.** \( T \) is nonreversible if and only if \( \dim(\ker(I - T)) = \dim(\ker(I + T)) = 0 \).

Recall that \( \mathcal{A} \) and \( \mathcal{B} \) are defined in Eqs. (2.4) and (2.5). If \( \psi \in \mathcal{A} \cap \mathcal{B} \), then there exist \( f \in \ell^2(T_1) \) and \( g \in \ell^2(T_2) \) such that \( \psi = Af = Bg \). This implies that \( a(u)f(T_1(u)) = b(u)g(T_2(u)) \) for every \( u \in V \). By putting

\[
\pi(\gamma) := \begin{cases} f(\gamma) & : \gamma \in T_1, \\ g(\gamma) & : \gamma \in T_2, \end{cases}
\]

then \( a(u)\pi(T_1(u)) = b(u)\pi(T_2(u)) \) for every \( u \in V \) and \( (a, b) \) obeys the QDB conditions and \( \pi \) is a reversible eigenfunction. If \( f \oplus g \) is a reversible eigenfunction, then \( f \oplus (-g) \in \ker(I + T) \).

**Lemma 5.** The dimension of \( \mathcal{A} \cap \mathcal{B} \) obeys

\[
\dim(\mathcal{A} \cap \mathcal{B}) \leq 1.
\]

Moreover, \( \dim(\mathcal{A} \cap \mathcal{B}) = 1 \) if and only if \( T \) is reversible. The subspace \( \mathcal{A} \cap \mathcal{B} \) is invariant under the action of \( U_\theta \) whose eigenvalue is \( -e^{i2\theta} \), and the eigenspace is described by

\[
\mathcal{A} \cap \mathcal{B} = \mathbb{C}\pi_1 = \mathbb{C}\pi_2,
\]

where \( \pi_1 \oplus \pi_2 \) is a reversible eigenfunction.

**Proof.** Let us prove the nontrivial part. If \( \psi \in \mathcal{A} \cap \mathcal{B} \), then \( \psi \) is a \( (e^{i\theta}) \)-eigenvector of \( e^{i\theta}H_A \) and \( e^{i\theta}H_B \) because \( H_A \) and \( H_B \) are unitary and self-adjoint operators. Then, \( \psi \) is an eigenvector of \( U_\theta \) with eigenvalue \( -e^{i2\theta} \). \( \square \)

These lemmas and corollary show that the reversibility of \( T \) plays an important role in the spectral analysis.
4.2 Space $\mathcal{A} + \mathcal{B}$ inherited from $T$

The next lemma shows that the action of $U_\theta$ on $\mathcal{A} + \mathcal{B}$ can be expressed in terms of $T_{BA}$ and $T_{AB}$.

**Lemma 6.** Let $L : \ell^2(T_1) \oplus \ell^2(T_2) \rightarrow \ell^2(V)$ be defined as $L(f \oplus g) = Af + Bg$ or, equivalently, $L = [A \ B]$. Then, we have

$$U_\theta L = \Lambda_\theta L,$$

where

$$\Lambda_\theta = -\begin{bmatrix} I & 2ie^{-i\theta} \sin(\theta)T_{AB} \\ 2ie^{i\theta} \sin(\theta)T_{BA} & I - 4\sin^2(\theta)T_{BA}T_{AB} \end{bmatrix}. \tag{4.10}$$

**Proof.** The proof is obtained by employing Eqs. (2.7), property (2.6), the definitions of $T_{AB}$ and $T_{BA}$, and by performing a straightforward calculation.

If $f \oplus g \in \ker(\lambda - \Lambda_\theta) \setminus \ker L$, then Lemma [1] implies that $Af + Bg \in \ker(\lambda - U_\theta) \setminus \{0\}$. This shows that the spectral decomposition of $\Lambda_\theta$ helps to obtain the spectral decomposition of $U_\theta$.

In the next subsection, we focus on the spectral decomposition of $\Lambda_\theta$, and in the following one we address the kernel of $L$.

4.2.1 Spectral decomposition of $\Lambda_\theta$

In Corollary [1] we have defined $\phi$ using equation $\cos \phi = \mu \sin \theta$, where $\mu$ is an eigenvalue of $T$ and $\phi \in [0, \pi]$. Sometimes we denote $\phi$ by $\phi(\mu)$ to stress its relation with $\mu$. The eigenspace of $\Lambda_\theta$ associated with the eigenvalue $e^{2i\phi(\mu)}$ is related with the eigenspace of $T$ associated with eigenvalue $\mu$ as described by the following lemma.

**Lemma 7.** Assume that $\theta \notin \{0, \pi\}$. Then,

$$\ker(e^{2i\phi(\mu)} - \Lambda_\theta) = D \ker(\mu - T), \tag{4.11}$$

where $D$ is the diagonal matrix defined by

$$D(f \oplus g) = f \oplus (ie^{i(\theta + \phi(\mu))}g).$$

**Proof.** After applying the Gaussian elimination method to $(e^{2i\phi} - \Lambda_\theta)$, we obtain

$$\ker(e^{2i\phi} - \Lambda_\theta) = \ker(B): \ker(\Lambda_\theta).$$

As a last step we use the fact that $\ker(\mu - DTD^{-1}) = D \ker(\mu - T).$

The last lemma shows that the spectrum of $\Lambda_\theta$ can be obtained from the spectrum of $T$, that is, $e^{2i\phi}$ can be obtained from $\mu$ using $\cos \phi = \mu \sin \theta$. Now we list some relevant observations about the eigenvalues of $\Lambda_\theta$ (see Fig. [1]).

1. There is a spectral gap if $\theta \neq \pi/2$. In fact, $\sigma(\Lambda_\theta) \subset \{e^{2i\phi} : \cos 2\phi \in [-1, \cos(\pi - 2\theta)]\}$ because $\cos 2\phi = 2\mu^2 \sin^2 \theta - 1$ and $|\mu| \leq 1$.

2. Map $\phi$ is a bijection if $\theta \neq \pi/2$. In fact, all eigenvalues of $\Lambda_\theta$ are inherited from eigenvalues of $T$ and there is a one-to-one correspondence between $\sigma(\Lambda_\theta)$ and $\sigma(T)$. On the other hand, if $\theta = \pi/2$, the spectral gap disappears. In this case, if $T$ has a quantum detailed balance, $\phi$ is not a bijection because $\phi(1) = \phi(-1) = 0$.

3. The spectrum of $\Lambda_\theta$ is symmetric. In fact, $e^{2i\phi} \in \sigma(\Lambda_\theta)$ if and only if $e^{2i(\pi - \phi)} = e^{-2i\phi} \in \sigma(\Lambda_\theta)$ because there is an equivalence between “$\mu \in \sigma(T)$ with $f \oplus g \in \ker(\mu - T)$” and “$-\mu \in \sigma(T)$ with $f \oplus (-g) \in \ker(\mu + T)$” since $G_{un}$ is bipartite.
4.2.2 Kernel of $L$

From now on, to obtain an eigenfunction of $U_\theta$ restricted to the subspace $\mathcal{A} + \mathcal{B}$, we use a lift-up operation $LD$ from the set of the eigenfunctions of $\Lambda_\theta$ in $\ell^2(T_1) \oplus \ell^2(T_2)$ to the original space $\ell^2(V)$. Recall that the eigenfunctions of $\Lambda_\theta$ should not be in the kernel of $L$. It is therefore natural to characterize the kernel of $L$.

**Lemma 8.**

$$\ker(L) = \ker(I + T) = \ker(e^{-2i\theta} + \Lambda_\theta)$$

**Proof.** If $f \oplus g \in \ker(L)$, then $Af + Bg = 0$ which implies that $f + T_{AB}g = 0$ and $g + T_{BA}f = 0$ after left-multiplying by $A^\dagger$ and $B^\dagger$, respectively. Then, $f \oplus g \in \ker(I + T)$. On the other hand, if $f \oplus g \in \ker(I + T)$, then $f + T_{AB}g = 0$ and $g + T_{BA}f = 0$, which implies that $A^\dagger(Af + Bg) = 0$ and $B^\dagger(Af + Bg) = 0$. Then, $Af + Bg$ must be 0, or equivalently, $f \oplus g \in \ker L$. We conclude that $\ker L = \ker(I + T)$.

The second equality $\ker(I + T) = \ker(e^{-2i\theta} + \Lambda_\theta)$ is obtained by applying the Gaussian elimination method to $(e^{-2i\theta} + \Lambda_\theta)$.

Let us make a useful characterization of the eigenspace described by $\ker(\lambda - U|_{\mathcal{A} + \mathcal{B}})$. From Lemmas\[7\] and $8$, it follows that

$$\ker((\lambda - U_\theta)L) = \ker((I + T)(\lambda - \Lambda_\theta)) = \ker((e^{-2i\theta} + \Lambda_\theta)(\lambda - \Lambda_\theta)).$$

(4.12)

Consider the nonreversible case. Corollary\[2\] states that in this case $\ker(I + T) = \{0\}$, that is, $I + T$ is invertible and Eq. (4.12) can be further reduced to

$$\ker((e^{2i\phi} - U_\theta)L) = \ker(e^{2i\phi} - \Lambda_\theta) = D \ker\left(\frac{\cos \phi}{\sin \theta} - T\right).$$

Then, when $T$ is nonreversible, all eigenvalues of $U_\theta$ associated with the invariant subspace $\mathcal{A} + \mathcal{B}$ are obtained from the eigenvalues of $T$.

Consider the reversible case. By (4.12) and Lemma\[8\], if $e^{2i\phi} \neq -e^{-2i\theta}$, then

$$\ker((e^{2i\phi} - U_\theta)L) \setminus \ker L = \ker(e^{2i\phi} - \Lambda_\theta) = D \ker\left(\frac{\cos \phi}{\sin \theta} - T\right).$$

(4.13)

Note that we obtain the eigenvalues of $U_\theta$ associated only with eigenvectors that do not belong to the kernel of $L$. Now we analyze the boundaries of the spectrum of $\Lambda_\theta$, which are $2\phi_+ := \pi - 2\theta$ and $2\phi_- := \pi + 2\theta$. These boundaries exist only if $\theta \neq \pi/2$ as can be seen in Fig.\[1\]. Still in the reversible case, we split the analysis into two cases.

**Case $\theta \neq \pi/2$.** Counting the dimension of $\mathcal{A} + \mathcal{B}$ inherited from the eigenspace of $\Lambda_\theta$ except the eigenspace with the eigenvalue $e^{2i\phi_+}$, we have

$$\sum_{\phi \neq \phi_+} \dim \ker\left(e^{2i\phi} - U_\theta|_{\mathcal{A} + \mathcal{B}}\right) = \sum_{\phi \neq \phi_+} \dim \left(D \ker\left(\frac{\cos \phi}{\sin \theta} - T\right)\right)$$

$$= |V_{un}| - \dim \ker(I - T)$$

$$= |V_{un}| - 1.$$  

On the other hand, since $T$ is reversible, then $\dim(\mathcal{A} + \mathcal{B})^\perp = b_1(G_{un}) = |E_{un}| - |V_{un}| + 1$ by (4.10). If $e^{2i\phi_+} \in \sigma(U_\theta|_{\mathcal{A} + \mathcal{B}})$, then $\sum_\Lambda \dim(\ker(\lambda - U_\theta)) > |E_{un}| = |V(G)|$, which is a contradiction. Then, $e^{2i\phi_+} \not\in \sigma(U_\theta|_{\mathcal{A} + \mathcal{B}})$. 
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Case $\theta = \pi/2$. Eq. (4.13) and the same results of the case $\theta \neq \pi/2$ hold in the present case, unless $\phi = 0$, which implies that $\theta = \pi/2$. When $\phi = 0$, we have
\[
\ker((I - U_{\pi/2})L) = \ker((I - \Lambda_{\pi/2})^2) = \ker((I - T)(I + T)) = \ker(I - T) \oplus \ker L. \tag{4.14}
\]
The third expression is obtained by a Gaussian elimination and the final expression comes from Lemma 8. Using Lemma 5, we obtain $\ker((I - U_{\pi/2}|A + B) = L \ker(I - T) = C A_{\pi_1}$.

Now we summarize the statements related to $\ker(\lambda - U|A + B)$:

(1) Non-reversible case:
\[
\ker(e^{2i\phi} - U|A + B) = LD \ker \left( \frac{\cos \phi}{\sin \theta} - T \right)
\]

(2) Reversible case:

(a) If $\theta \neq \pi/2$, then
\[
\ker(e^{2i\phi} - U|A + B) = \begin{cases} 
LD \ker \left( \frac{\cos \phi}{\sin \theta} - T \right) & \text{if } \phi \neq \phi_+, \\
0 & \text{if } \phi = \phi_+.
\end{cases}
\]

(b) If $\theta = \pi/2$, then
\[
\ker(e^{2i\phi} - U|A + B) = \begin{cases} 
LD \ker (\cos \phi - T) & \text{if } \phi \neq 0, \\
CA_{\pi_1} & \text{if } \phi = 0.
\end{cases}
\]

4.3 Cycle-path space $(A + B)^\perp$

In this subsection we address the subspace $A^\perp \cap B^\perp$, the dimension of which depends on the reversibility of $T$. Using
\[
dim(A + B) = dim(A) + dim(B) - dim(A \cap B)
\]
and Lemma 8 we have
\[
dim(A^\perp \cap B^\perp) = \begin{cases} 
\nu - m - n + 1 & \text{if } T \text{ is reversible,} \\
\nu - m - n & \text{otherwise.}
\end{cases} \tag{4.15}
\]
The dimension is expressed by the first Betti number $b_1(G_{un})$ of the underlying bipartite multigraph $G_{un}$, that is,
\[
dim(A^\perp \cap B^\perp) = \begin{cases} 
b_1(G_{un}) & \text{if } T \text{ is reversible,} \\
b_1(G_{un}) - 1 & \text{otherwise.}
\end{cases} \tag{4.16}
\]
because the number of edges of $G_{un}$ is $\nu$ ($G$ is the line graph of $G_{un}$), the number of vertices of $G_{un}$ is $|T_1| + |T_2| = m + n$, and by definition $b_1(G_{un}) = |E_{un}| - |V_{un}| + 1$. In fact, the first Betti number is equal to the number of fundamental cycles. Here a fundamental cycle is the cycle generated by adding one edge of the original graph to the spanning tree. Since there is a one-to-one correspondence between the set of fundamental cycles and the set of edges.
not in the spanning tree, \( b_1(G_{\text{un}}) \) is equal to the number of edges of \( G_{\text{un}} \) not in the spanning tree. The number of edges in the spanning tree of \( G_{\text{un}} \) is \( |V(G_{\text{un}})| - 1 = m + n - 1 \). Then, \( b_1(G_{\text{un}}) = n - m - n + 1 \).

Let \( \Gamma_{\text{un}} \) be a set of fundamental cycles of \( G_{\text{un}} \). In the reversible case, there is a one-to-one correspondence between \( \Gamma_{\text{un}} \) and a basis of the vector space \( A^\perp \cap B^\perp \), which is isomorphic to the cycle space \([8]\). In Proposition \( 1 \) we show how to obtain an eigenvector of \( U_\theta \) with eigenvalue \((-e^{-2i\theta})\) associated with a fundamental cycle. In the nonreversible case, we have to fix one fundamental cycle and choose a second fundamental cycle and then link these cycles with a path when they have no overlap forming a cycle-path subgraph. Since one cycle in \( \Gamma_{\text{un}} \) remains fixed, this explains why there is a \((-1)\) in Eq. (14.10) in the nonreversible case. The vector space \( A^\perp \cap B^\perp \) is not isomorphic to the cycle space. In Proposition \( 2 \) we show how to obtain an eigenvector of \( U_\theta \) with eigenvalue \((-e^{-2i\theta})\) associated with the cycle-path subgraph.

**Lemma 9.** If \( \psi \in A^\perp \cap B^\perp \), then \( \psi \) is an eigenfunction of \( U_\theta \) with eigenvalue \((-e^{-2i\theta})\).

**Proof.** If \( \psi \in A^\perp \cap B^\perp \), then \( \psi \) is a \((e^{-i\theta})\)-eigenvector of \( e^{i\theta}H_A \) and \( e^{i\theta}H_B \) because \( H_A \) and \( H_B \) are unitary and self-adjoint operators. Then, \( \psi \) is an eigenfunction of \( U_\theta = (-e^{i\theta}H_B e^{i\theta}H_A) \) with eigenvalue \((-e^{-2i\theta})\). \( \square \)

Since \( G \) is the line graph of \( G_{\text{un}} \), there is a bijection map \( \eta : E_{\text{un}} \to V(G) \), which we use in the following propositions.

**Proposition 1.** Suppose that \( T \) is reversible. Then, for each \( c \in \Gamma_{\text{un}} \), there is an eigenfunction \( \psi_c \) in \( A^\perp \cap B^\perp \) whose support is \( \text{supp}(\psi_c) = \{ \eta(e) | e \in E(c) \} \). Moreover,

\[
A^\perp \cap B^\perp = \ker \left( e^{-2i\theta} + U_\theta \right|_{A^\perp \cap B^\perp} \right) = \text{span}\{ \psi_c | c \in \Gamma_{\text{un}} \}. \quad (4.17)
\]

**Proof.** Define \( U_\eta : \ell^2(E_{\text{un}}) \to \ell^2(V(G)) \) so that \( U_\eta(\psi)(u) = \psi(\eta^{-1}(u)) \). Note that \( U_\eta(\psi) \in A^\perp \) if and only if

\[
\sum_{e \in T_1(\eta(e)) = \alpha} \overline{\eta(e)} \psi(e) = 0 \quad (4.18)
\]

for \( \alpha \in T_1 \), where the sum runs over the edges incident to \( \alpha \in T_1 \) in \( G_{\text{un}} \) and \( \eta(e) \) is the complex conjugate of \( a(\eta(e)) \). \( U_\eta(\psi) \in B^\perp \) if and only if

\[
\sum_{e \in T_2(\eta(e)) = \beta} \overline{\eta(e)} \psi(e) = 0 \quad (4.19)
\]

for \( \beta \in T_2 \), where the sum runs over the edges incident to \( \beta \in T_2 \) in \( G_{\text{un}} \). We use Eqs. (4.18) and (4.19) to obtain the entries of an eigenfunction with support on a fundamental cycle. From now on, we consider space \( \ell^2(E_{\text{un}}) \), which is lifted to \( \ell^2(V(G)) \) by the unitary map \( U_\eta \). For the sake of simplicity, we denote \( a(\eta(e)) \) by \( a(e) \) and \( b(\eta(e)) \) by \( b(e) \) for \( e \in E_{\text{un}} \).

Let \( c \in \Gamma_{\text{un}} \). Since \( G_{\text{un}} \) is a bipartite multigraph, \( c \) is an even cycle. In the following, we describe an important property of a reversible measure on \( V_{\text{un}} \) using this cycle and then construct an eigenfunction \( \psi_c \in \ell^2(E_{\text{un}}) \) so that \( U_\eta(\psi_c) \in A^\perp \cap B^\perp \) and whose support is \( E(c) = \{ e_1, e_2, \ldots, e_{2k} \} \). The vertices are labeled by \( u_1 = e_1 \cap e_2, u_2 = e_2 \cap e_3, \ldots, u_{2k} = e_{2k} \cap e_1 \) and \( u_{2j} \in T_1 \) and \( u_{2j-1} \in T_2 \) for \( j = 1, \ldots, k \).

Since \( T \) is reversible, there is a reversible measure \( \pi \) on \( V_{\text{un}} \). Redefining \( \pi \) so that \( \pi(u_{2k}) = 1 \) and considering the vertices \( u_{2k} \) and \( u_1 \) connected by the edge \( e_1 \), the quantum detailed balance equation of Def. \( 2 \) implies that \( a(e_1)\pi(u_{2k}) = b(e_1)\pi(u_1) \), which simplifies to \( \pi(u_1) = \)
Now we consider the neighboring vertices $u_1$ and $u_2$ connected by the edge $e_2$. We have $b(e_2)\pi(u_1) = a(e_2)\pi(u_2)$, which simplifies to $\pi(u_2) = b(e_2)a(e_1)/a(e_2)b(e_1)$. We proceed systematically considering the edges of the cycle $c$ until the final edge $e_{2k}$, which must satisfy
\[
\frac{b(e_{2k})a(e_{2k}-1)\cdots b(e_2)a(e_1)}{a(e_{2k})b(e_{2k}-1)\cdots a(e_2)b(e_1)} = \pi(u_{2k}) = 1. \tag{4.20}
\]

Now we describe the procedure that generates the eigenfunction $U_\theta(\psi_c) \in A^\perp \cap B^\perp$ so that $\text{supp}(\psi_c) = E(c)$. Setting $\psi_c(e_1) = 1$ and considering the edges $e_1$ and $e_2$ with the common vertex $u_1$, Eq. (4.19) implies that $b(e_1)\psi_c(e_1) + b(e_2)\psi_c(e_2) = 0$ because $U_\theta(\psi_c) \in B^\perp$, which simplifies to $\psi_c(e_2) = -b(e_1)/b(e_2)$. Next, since $U_\theta(\psi_c) \in A^\perp$, considering the edges $e_2$ and $e_3$ with the common vertex $u_2$, Eq. (4.18) implies that $\bar{a}(e_2)\psi_c(e_2) + \bar{a}(e_3)\psi_c(e_3) = 0$, which simplifies to $\psi_c(e_3) = \bar{a}(e_2)b(e_1)/\bar{a}(e_3)b(e_2)$. We proceed systematically until the final vertex $u_{2k}$. Then, we close the cycle with no conflict because if we take one step further, we use (4.20) and we obtain the consistency equation
\[
\frac{\bar{a}(e_{2k})b(e_{2k-1})\cdots \bar{a}(e_2)b(e_1)}{\bar{a}(e_1)b(e_{2k})\cdots \bar{a}(e_3)b(e_2)} = \psi_c(e_1) = 1.
\]
Summing up, the even entries of the eigenfunction are
\[
\psi_c(e_{2j}) = -\frac{\bar{b}(e_{2j-1})\cdots \bar{a}(e_2)b(e_1)}{b(e_{2j})\cdots \bar{a}(e_3)b(e_2)}, \tag{4.21}
\]
and the odd entries of the eigenfunction are
\[
\psi_c(e_{2j+1}) = \frac{\bar{a}(e_{2j})\bar{b}(e_{2j-1})\cdots \bar{a}(e_2)b(e_1)}{\bar{a}(e_{2j+1})\bar{b}(e_{2j})\cdots \bar{a}(e_3)b(e_2)}. \tag{4.22}
\]
Note that by construction $U_\theta(\psi_c) \in A^\perp \cap B^\perp$ and $\text{supp}(U_\theta(\psi_c)) = \{\eta(e) \mid e \in E(c)\}$. Using Lemma [6] we conclude that the above procedure generates a linearly independent eigenfunction with eigenvalue $(-e^{-2i\theta})$ for each fundamental cycle. Since the number of fundamental cycles is equal to $\dim(A^\perp \cap B^\perp)$ in the reversible case, the set of the eigenfunctions $U_\theta(\psi_c)$ is an eigenbasis of $A^\perp \cap B^\perp$.

In the nonreversible case, we need to construct a graph using two fundamental cycles.

**Construction 1.** Let $c_0$ and $c$ be fundamental cycles. Define graph $G^\circ_c$, subgraph of $G_{un}$, obeying the following rules: (1) If $V(c_0) \cap V(c) \neq \emptyset$, then $G^\circ_c = (V(c_0) \cup V(c), E(c_0) \cup E(c))$, that is, $G^\circ_c$ is the union of $c_0$ and $c$, and (2) if $V(c_0) \cap V(c) = \emptyset$, then $G^\circ_c$ is the union of $c_0$, $c$, and a path $p$ connecting $c_0$ and $c$ so that $E(p) \cap (E(c_0) \cup E(c)) = \emptyset$.

**Proposition 2.** Suppose that $T$ is nonreversible. Let $c_0$ and $c$ be cycles in $\Gamma_{un}$ and let $G^\circ_c$ be a graph obtained from Construction 1. Then, for each $c \in \Gamma_{un} \setminus \{c_0\}$, there is an eigenfunction $\psi^\circ_c$ in $A^\perp \cap B^\perp$ whose support is $\text{supp}(\psi^\circ_c) = \{\eta(e) \mid e \in E(G^\circ_c)\}$. Moreover,
\[
A^\perp \cap B^\perp = \ker \left(e^{-2i\theta} + U_\theta|_{A^\perp \cap B^\perp}\right) = \text{span}\{\psi^\circ_c \mid c \in \Gamma_{un} \setminus \{c_0\}\}. \tag{4.23}
\]

**Proof.** Let $c_0$ and $c$ be fundamental cycles. The vertices of $c_0$ and $c$ are labeled by $\{x_1, \ldots, x_{2k}\}$ and $\{y_1, \ldots, y_{2k}\}$, respectively, and the edges of $c_0$ are $e_1 = \{x_{2k}, x_1\}$, $e_2 = \{x_1, x_2\}$, $\ldots$, $e_{2k} = \{x_{2k-1}, x_{2k}\}$, and the edges of $c$ are $f_1 = \{y_{2k'}, y_1\}$, $f_2 = \{y_1, y_2\}$, $\ldots$, $f_{2k'} = \{y_{2k'-1}, y_{2k'}\}$, where $x_{2j} \in T_1$ and $x_{2j-1} \in T_2$. Let $U_\theta$ be the operator defined in the proof of Proposition [6].
Case 1. Suppose that \( V(c_0) \cap V(c) = \emptyset \). Then, there is a path \( p \) connecting the two cycles from \( x_{2k} \in V(c_0) \) to \( y_{2k'} \in V(c) \). Denote the vertices of the path by \( \{x_{2k} = z_1, z_2, \ldots, z_{\ell} = y_{2k'}\} \) and the edges by \( g_1 = \{z_1, z_2\}, g_2 = \{z_2, z_3\}, \ldots, g_\ell = \{z_\ell, z_{\ell+1}\} \).

Now we construct function \( \bar{\psi}^c_0 \) whose support is \( E(G^c_0) \). Let us define balancing indices \( \Delta(c_0) \) and \( \Delta(c) \) for cycles \( c_0 \) and \( c \), so that

\[
\Delta(c_0) = \frac{a(e_{2k})b(e_{2k-1}) \cdots a(e_2)b(e_1)}{b(e_{2k})a(e_{2k-1}) \cdots b(e_2)a(e_1)} - 1,
\]

\[
\Delta(c) = \frac{a(f_{2k'})b(f_{2k'-1}) \cdots a(f_2)b(f_1)}{b(f_{2k'})a(f_{2k'-1}) \cdots b(f_2)a(f_1)} - 1.
\]

Note that in the reversible case we would have \( \Delta(c_0) = \Delta(c) = 0 \). Since we are addressing the nonreversible case, we do have \( \Delta(c_0) = \Delta(c) \neq 0 \). Using the same procedure of Proposition \([\square]\) we start from vertex \( x_1 \) with \( \bar{\psi}^c_0(e_1) = 1 \) and proceed until \( x_{2k'} \). The entries of \( \bar{\psi}^c_0 \) on \( c_0 \) are given by Eqs. \([4.21]\) and \([4.22]\).

The last vertex \( x_{2k} \) has three incident edges in \( G^c_0 \) and Eq. \([4.18]\) implies that \( a(e_1)\bar{\psi}^c_0(e_1) + a(e_{2k})\bar{\psi}^c_0(e_{2k}) + a(g_1)\bar{\psi}^c_0(g_1) + a(g_{2k})\bar{\psi}^c_0(g_{2k}) = 0 \) because \( \mathcal{U}_h(\psi^c_0) \in \mathcal{A}^1 \). Using the expression of \( \bar{\psi}^c_0(e_{2k}) \) and the balancing index \( \Delta(c_0) \), we obtain

\[
\bar{\psi}^c_0(g_1) = \frac{a(e_1)}{a(g_1)} \Delta(c_0).
\]

Continuing to use the procedure from \( z_2 \) going along the path \( p \) until \( z_\ell \), we obtain

\[
\bar{\psi}^c_0(g_\ell) = \begin{cases} 
- \frac{\kappa(p)a(e_1)\Delta(c_0)}{a(g_1)} & \text{if } \ell \text{ is even,} \\
\frac{\kappa(p)a(e_1)\Delta(c_0)}{b(g_1)} & \text{if } \ell \text{ is odd,}
\end{cases}
\]

where

\[
\kappa(p) = \begin{cases} 
a(g_{\ell-1})a(g_\ell) - b(g_{\ell-1})b(g_\ell) & \text{if } \ell \text{ is even,} \\
\frac{b(g_1)a(g_{\ell-1}) - a(g_1)b(g_{\ell-1})}{b(g_{\ell-1})a(g_\ell) - a(g_{\ell-1})b(g_\ell)} & \text{if } \ell \text{ is odd.}
\end{cases}
\]

Now we restart the procedure in order to find the entries of \( \bar{\psi}^c_0 \) on the cycle \( c \). We start from \( y_1 \) with an arbitrary \( \bar{\psi}^c_0(f_1) \) and proceed until \( y_{2k'-1} \). The goal is to obtain \( \bar{\psi}^c_0(f_1) \) that consistently closes the process. Suppose that the length \( \ell \) of path \( p \) is even. Then, \( y_{2j} \in T_1 \) and \( y_{2j-1} \in T_2 \). In this case, the tessellations of cycles \( c_0 \) and \( c \) are symmetric and we can use the result of Eq. \([4.21]\) by replacing \( g_1 \) by \( g_\ell \) and edges \( e \) by edges \( f \), that is,

\[
\bar{\psi}^c_0(g_\ell) = \frac{a(f_1)}{a(g_\ell)} \Delta(c)\bar{\psi}^c_0(f_1).
\]

In order to obtain a consistent result, we use Eq. \([4.25]\) (even \( \ell \)) to determine \( \bar{\psi}^c_0(f_1) \), which is the only one missing. The result is

\[
\bar{\psi}^c_0(f_1) = -\kappa(p)\frac{a(e_1)\Delta(c_0)}{a(f_1)\Delta(c)}.
\]

Suppose that the length of path \( p \) is odd, where the length is the number of edges. Then, \( y_{2j-1} \in T_1 \) and \( y_{2j} \in T_2 \). In this case, the tessellations of cycles \( c_0 \) and \( c \) are antisymmetric and we have to recalculate Eq. \([4.21]\). The new result is

\[
\bar{\psi}^c_0(g_\ell) = \frac{b(f_1)}{b(g_\ell)} \Delta(c)\bar{\psi}^c_0(f_1),
\]
where $\tilde{\Delta}(c)$ is obtained from $\Delta(c)$ by interchanging $a$ and $b$. Again, in order to obtain a consistent result, we use Eq. (4.25) (odd $\ell$) to determine the $\psi_c^{(0)}(f_1)$. The result is

$$\psi_c^{(0)}(f_1) = \kappa(p)\frac{a(e_1)\Delta(c_0)}{b(f_1)\Delta(c)}.$$  

(4.28)

By construction $U_0(\psi_c^{(0)}) \in A^\perp \cap B^\perp$ and $\text{supp}(\psi_c^{(0)}) = E(G_c^{(0)})$.

**Case 2.** Suppose that $V(c_0) \cap V(c) \neq \emptyset$. In this case, the intersection of the two fundamental cycles of $G_c^{(0)}$ is either a vertex or a path \cite{12}. The path length is odd if $|V(c_0) \cap V(c)|$ is even and the path length is even if $|V(c_0) \cap V(c)|$ is odd. In both situations, we start with the cycle $c_0$ using the same procedure of Case 1, but this time there are two degree-3 vertices (or one degree-4 if $|V(c_0) \cap V(c)| = 1$). As before, we assume that $\psi_c^{(0)}(e_1) = 1$ and proceed along the edges of $c_0$. Then, we restart the procedure with cycle $c$ with arbitrary $\psi_c(f_1)$ and proceed along $c$. The entries of $\psi_c^{(0)}$ on $c_0$ are given by Eqs. (4.21) and (4.22) and the entries of $\psi_c$ on $c$ are given by Eqs. (4.21) and (4.22) after multiplying the right-hand side by $\psi_c(f_1)$ and after interchanging $e_{2j}$ and $e_{2j+1}$ by $f_{2j}$ and $f_{2j+1}$, respectively. There is an identification of edges of $c_0$ and $c$ along the path. The eigenvector with support on the union of the cycles is $\psi_c = \psi_c^{(0)} + \psi_c$. In order to close the set of all equations based on Eqs. (4.18) and (4.19), we have to set

$$\psi_c(f_1) = -\frac{a(e_1)\Delta(c_0)}{a(f_1)\Delta(c)},$$

(4.29)

which is the same as the one given by Eq. (4.27) if we take $\kappa(p) = 1$.

Note that by construction $U_0(\psi_c^{(0)}) \in A^\perp \cap B^\perp$ and $\text{supp}(U_0(\psi_c^{(0)})) = \{\eta(e) \mid e \in E(G_c^{(0)})\}$. Using Lemma \[3\] we conclude that the above procedure generates a linearly independent eigenfunction with eigenvalue $(-e^{-2\theta})$ for each fundamental cycle $c \in \Gamma_{\text{un}} \setminus \{c_0\}$. Since the number of fundamental cycles in $\Gamma_{\text{un}} \setminus \{c_0\}$ is equal to $\text{dim}(A^\perp \cap B^\perp)$ in the non reversible case, the set of the eigenfunctions $U_0(\psi_c^{(0)})$ is an eigenbasis of $A^\perp \cap B^\perp$. \[\square\]

5 Main theorem

Suppose we have defined a 2-tessellable quantum walk as described in Section \[2\]. We also assume that the quantities and the notations of Secs. \[3\] and \[4\] are known. For instance, $\phi$ and $\phi_\pm$ are defined as $\cos \phi(\mu) = \mu \sin \theta$ and $\phi_\pm = \pi/2 \mp \theta$. We summarize our results in the following theorem.

**Theorem 2.** $U_\theta$ can be decomposed into $U_\theta|_{A+B} \oplus U_\theta|_{(A+B)^\perp}$ under the decomposition of $\mathcal{H} = (A + B) \oplus (A + B)^\perp$. Each invariant space is further decomposed as follows.

1. Space $A + B$.

$$\sigma(U_\theta|_{A+B}) = \begin{cases} 
\{e^{2i\phi(\mu)} \mid \mu \in \sigma(T)\} & \text{if } T \text{ is nonreversible}, \\
\{e^{2i\phi(\mu)} \mid \mu \in \sigma(T) \setminus \{1\}\} & \text{if } T \text{ is reversible and } \theta \neq \pi/2, \\
\{e^{2i\phi(\mu)} \mid \mu \in \sigma(T) \setminus \{-1\}\} & \text{if } T \text{ is reversible and } \theta = \pi/2.
\end{cases}$$
\[
\ker(U_{\theta}|_{A+B - e^{2i\phi}}) = \begin{cases} 
Af + ie^{i(\phi + \theta)}Bg | f \oplus g \in \ker \left( \frac{\cos \phi}{\sin \theta} - T \right) 
& \text{if } \phi \neq \phi_-, \\
A \cap B = C \pi_1 & \text{if } \phi = \phi_- \text{ and } T \text{ is reversible}, \\
0 & \text{if } \phi = \phi_- \text{ and } T \text{ is nonreversible},
\end{cases}
\]

where \( \pi_1 \oplus \pi_2 \in \ker(1 - T) \), which is a reversible measure of \( T \).

(2) Space \((A + B)^\perp\).

\[
\sigma(U_{\theta}|_{(A+B)^\perp}) = \begin{cases} 
\emptyset & \text{if } G_{un} \text{ is a tree or } "b(G_{un}) = 1 \text{ and } T \text{ is nonreversible}" , \\
-e^{2i\theta} & \text{otherwise}.
\end{cases}
\]

\[
\ker(U_{\theta}|_{(A+B)^\perp} + e^{-2i\theta}) = \begin{cases} 
\text{span}\{\psi_c | c \in \Gamma(G_{un})\} & \text{if } T \text{ is reversible}, \\
\text{span}\{\psi_{c0} | c \in \Gamma(G_{un}) \setminus \{c_0\}\} & \text{otherwise}.
\end{cases}
\]

If \( T \) is reversible, then the dimension of \((A+B)^\perp\) is \( \nu - (m+n) + 1 \), otherwise, \( \nu - (m+n) \).

Note that the eigenvalues of \( U_{\theta} \) were obtained via two different methods. The first method is described in Section 3 and the eigenvalues are listed in Corollary 11 items (1) and (2). The second method is described in Section 4 and were obtained using Gaussian elimination method. Note that those methods are consistent with each other.

6 Example: kagome lattice

The kagome (or trihexagonal) lattice \([28, 25, 16]\) is known to be the line graph of the hexagonal lattice and it is straightforward to check that the hexagonal lattice is the clique graph of the kagome lattice. The kagome lattice is 2-tessellable because the hexagonal lattice is 2-colorable, as can be checked in Fig. 2(a). Fig. 2(a) also shows how we have embedded the kagome lattice in \( \mathbb{R}^2 \). For each horizontal line, there are upper and lower triangles at each crossing with a vertical line. Take the lower red triangle in the center of Fig. 2(a), whose vertices are labeled by \{1, 2, 3\}, as a representative cell at \((x, y) \in \mathbb{Z}^2\). Then, each vertex of the kagome lattice is represented by \( \mathbb{Z}^2 \times \{1, 2, 3\} \). Fig. 2(b) shows the underlying graph, which is the hexagonal lattice.

Figure 2: Graph (a) depicts the embedding of the kagome lattice and a tessellation cover, where \( T_1 \) is comprises the red tiles and \( T_2 \) the blue tiles. Note the labeling of the red clique in the center. Graph (b) describes the underlying bipartite graph, which is the hexagonal lattice.
Let \( T_1 \) and \( T_2 \) be the tessellations comprising the upper triangles and the lower triangles, respectively. Define the 3-dimensional self-adjoint unitary operators associated with each clique \( E_1 = 2|\alpha\rangle\langle\alpha| - 1 \) and \( E_2 = 2|\beta\rangle\langle\beta| - 1 \), where \(|\alpha\rangle\) and \(|\beta\rangle\) are unit vectors in \( \mathbb{C}^3 \). Set \( H_1 := \oplus T_1 E_1 \) and \( H_2 := \oplus T_1 E_2 \). Then, the evolution operator is \( U_\theta = -e^{iH_2}e^{iH_1} \).

Due to the translational symmetries of the kagome lattice, we can use the Fourier transform \( \mathcal{F} : l^2(\mathbb{Z}^2 \times \{1, 2, 3\}) \rightarrow L^2([0, 2\pi]^2 \times \{1, 2, 3\}) \), which is defined by

\[
\hat{\psi}(k, l, j) := \langle \mathcal{F}\psi \rangle(k, l, j) = \sum_{x, y \in \mathbb{Z}} \psi(x, y, j)e^{ikx + ily},
\]

where \( j \in \{1, 2, 3\} \), and its inverse by

\[
\psi(x, y, j) := \langle \mathcal{F}^{-1}\hat{\psi} \rangle(x, y, j) = \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} \hat{\psi}(k, l, j)e^{-ikx - ily}dkdl.
\]

In the Fourier space, the dynamic is described by a reduced \( 3 \times 3 \) evolution operator

\[
\hat{U}_\theta(k, l) := -W_{k,l}e^{i\theta E_2}W_{k,l}^\dagger e^{i\theta E_1} = -e^{i\theta E_2(k, l)}e^{i\theta E_1},
\]

where \( W_{k,l} = \text{diag}(1, e^{i\theta}, e^{i(k+l)}) \) and \( E_2(k, l) = 2|\beta'(k, l)\rangle\langle\beta'(k, l)| - 1 \) with \(|\beta'(k, l)\rangle = W_{k,l}|\beta\rangle\), which can be obtained directly from the quotient graph of the kagome lattice (see left-hand graph of Fig. 3). A tessellation cover of the quotient graph comprises two polygons, which are associated with vectors \( |\alpha\rangle \) and \(|\beta'(k, l)\rangle\). The intersection graph of the quotient graph is the right-hand graph of Fig. 3. The discriminant operator of \( \hat{U}_\theta(k, l) \) for \(|\alpha\rangle = |\beta\rangle = 1/\sqrt{3}[1 1 1]^\dagger \) is given by

\[
\hat{T}(k, l) = \frac{1}{3} \begin{bmatrix} 0 & \langle \alpha|\beta'(k, l)\rangle \\ \langle \beta'(k, l)|\alpha\rangle & 0 \end{bmatrix} - \frac{1}{3} \begin{bmatrix} 1 + e^{-ik} + e^{-i(k+l)} & 0 \\ 0 & 1 + e^{iH} + e^{i(k+l)} \end{bmatrix}.
\]

\( \hat{T}(k, l) \) is defined on the intersection graph and its spectrum is \( \sigma(\hat{T}(k, l)) = \{\pm |1 + e^{iH} + e^{i(k+l)}|/3\} \).

Using Theorem 2, we obtain

\[
\sigma(\hat{U}_\theta(k, l)|_{A+B}) = \left\{ e^{i\eta} \mid \cos \eta = -1 + \frac{2}{3 \sin^2 \theta} + \frac{4}{9 \sin^2 \theta} (\cos l + \cos k + \cos(k+l)) \right\},
\]

\[
\sigma(\hat{U}_\theta(k, l)|_{(A+B)^\perp}) = \{-e^{-2i\theta}\}.
\]

The eigenvectors of \( \hat{U}_\theta(k, l) \) in \((A + B)\) are obtained from the eigenvectors of \( \hat{T}(k, l) \) and the eigenvectors in \((A+B)^\perp\) are obtained using the cycle-path method. Let us focus on the latter. Let the set of edges of the quotient graph be \( \{1, 2, 3\} \) as depicted in Fig. 3. The labeling can be converted to the notation of Section \[13\] by using \( \{e_1, e_2, f_1\} \) and by identifying \( f_2 \) with \( e_2 \). Since \( \hat{T}(k, l) \) does not have \((+1)\)-eigenvectors when \((k, l) \neq (0, 0)\), \( \hat{T}(k, l) \) is nonreversible. The spanning tree of the intersection graph contains only one edge (take the one with label 2). There are two fundamental cycles: \( c_0 = \{1, 2\} \) and \( c = \{2, 3\} \). We use Case 2 of Proposition 2 in order to compute an eigenvector \( \hat{\psi}^{c_0} \in \ker(e^{-2i\theta} + \hat{U}_\theta) \). We have \( a(1) = a(2) = e(3) = 1/\sqrt{3} \) and \( b(1) = 1/\sqrt{3}, b(2) = e^{iH}/\sqrt{3}, b(3) = e^{i(k+l)}/\sqrt{3} \). We set \( \hat{\psi}^{c_0}(1) = 1 \), and using Eq. \[4.21\] we obtain \( \hat{\psi}^{c_0}(2) = -e^{iH} \). Using Eq. \[4.23\] we obtain \( \hat{\psi}^{c_0}(3) = (e^{iH} - 1)/(1 - e^{-ik}) \) and then \( \hat{\psi}^{c_0}(2) = (1 - e^{iH})/(e^{ik} - 1) \). Adding vectors \( \hat{\psi}^{c_0} \) and \( \hat{\psi}^{c} \), we obtain \( \hat{\psi}^{c} = (1, e^{iH} - 1)/(1 - e^{-ik}), (e^{iH} - 1)/(1 - e^{-ik}) \), which is an eigenvector of \( \hat{U}_\theta(k, l) \) with eigenvalue \(-e^{-2i\theta}\).
By applying the inverse Fourier transform, the eigenvectors, which have finite support, are lifted up to the real space of the original graph $G$ and are expressed by

$$\psi_{(x,y)}(x',y',j) = \begin{cases} 
1 & \text{if } (x',y',j) = \{(x,y,1), (x,y+1,3), (x-1,y,2)\}, \\
-1 & \text{if } (x',y',j) = \{(x,y,3), (x,y+1,2), (x-1,y,1)\}, \\
0 & \text{otherwise}, 
\end{cases}$$

for any $(x,y) \in \mathbb{Z}^2$. The support of $\psi_{(x,y)}$ is a 6-cycle of the kagome lattice. Note that if the initial state has overlap with any of these eigenvectors, there will be localization.
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