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Abstract. Community Health Centers (Puskesmas) are health service institutions that provide individual health services for outpatient, inpatient and emergency care services. In the outpatient service, there are several polyclinics, including the polyclinic of Ear, Nose, and Throat (ENT), Eyes, Dentistry, Children, and internal disease. Dental Poli is a form of dental and oral health services which is directed to the community. At this moment, the management team in dental poli often has difficulties when they do the preparation and planning to serve a number of patients. It is because the dental poli does not have the appropriate workers with the right qualification. The purpose of this study is to make the system of forecasting the patient's visit to predict how many patients will come; so that the resources that have been provided will be in accordance with the needs of the Puskesmas. In the ELM method, input and bias weights are initially determined randomly to obtain final weights using Generalized Invers. The matrix used in the final weights is a matrix whose outputs are from each input to a hidden layer. So ELM has a fast learning speed. The result of the experiment of ELM method in this research is able to generate a prediction of a number of patient visit with the RMSE value which is equal to 0.0426.

1. Introduction

The Center for Public Health is a functional organization with health efforts that are comprehensive, integrated, equitable, acceptable and affordable by the community. Health services provided by puskesmas is a comprehensive service that includes curative services (treatment), preventive (prevention), promotive (health improvement) and rehabilitative (health restoration). The service is addressed to all residents with no distinction between sex and age group. Puskesmas have working areas covering one sub-district or part of the kecamatan. Population density factors, area size, geography condition and other infrastructure conditions are considered in determining the working area of puskesmas. Health development efforts are selected from the list of primary health care efforts of existing puskesmas that are school health efforts, health efforts by the body, public health care efforts, work health efforts, dental and oral health efforts, mental health efforts, eye health efforts, and efforts to foster traditional medicine.

Puskesmas Kamal is a government-owned health service that provides health services for the Kamal sub-district. In the outpatient service there are several poly clinics, including Nose and Throat Ear Pole (ENT), Eye Poly, Dental Poly, Child Poly, and Poly Disease. Dentistry is a form of dental and oral health services directed to the community. Actions in dentistry are removal, patching, non-specialist neurological treatment and cleansing of tartar. In addition, it also provides counseling to
patients about the importance of maintaining oral health as part of maintaining personal health, and improve knowledge and public awareness in the field of oral health.

Important factor to be considered is the availability of resources, because with the lack of resources will reduce the awareness and quality of service to patients. The existing resources, especially the material must be prepared in order to maintain the quality of services Puskesmas. Currently, the management of dental clinic of Kamal Puskesmas often experience difficulties in preparing and planning. The number of fluctuating patient visits makes it difficult for the planning party to predict how many patients will be coming so that the resources that have been provided are not in accordance with the requirements.

Forecasting technique is a technique to estimate a value in the future by taking into account past and current information. This forecasting technique has been studied in the last period which has many applications used to support in modeling forecasts such as stock forecasting, weather forecasting and so forth[1]. Standardized quantitative frameworks or techniques and mathematically explained rules are the definitions of a forecast. Forecasting is a vital part of any business organization and for any significant management decision-making because forecasting can be the basis for long-term planning. Each forecasting method has its limits and shortcomings. For example, traditional statistical methods are heavily dependent on time series data features that greatly affect the accuracy of forecasting [2].

Artificial Neural Network (ANN) is able to perform the introduction of data-based activities of the past. The past data which is studied by ANN has the ability to make decisions on data that has not been studied. ANN does not require a mathematical model but the problem is solved based on existing data.

ANN has a learning method which is called as Extreme Learning Machine (ELM), Single Hidden Layer Feedforward Neural Networks (SLFNs)[2]. ELM has attracted much attention from many researchers because it has advantages in terms of learning speed and good accuracy [3]. In addition to having universal capabilities ELM also has the ability to classify. So with this method, the output produced can approach the optimal settlement and computation time is relatively short. ELM performance can produce good generalizations in many cases and can do training faster than the current popular conventional learning algorithm [4]. ELM can be implemented with ease and the smallest weights so as to produce the smallest error value in the training process. While on the conventional network, all the parameters for the learning process then local minimum is set iteratively.

In the ELM method, input and bias weights are initially determined randomly. After that, Generalized Invers can be used to look for final weights. The matrix used in the final weights is a matrix whose outputs are from each input to a hidden layer [3]. Based on this, the study will predict how much the number of patient visits dentist in Kamal Community Health Center using ELM learning method. So by knowing how much the number of patient visits in the next period, it will help the puskesmas in providing resources needed by patients so that the optimal service.

2. Methodology

Data collection

The source of data in this study was obtained from Puskesmas Kamal. The data used is daily dental patient visit data for the last year that is year 2016 from January to December with total counted 248 data. Several studies divided the training and testing process with the composition of 80% of training data and 20% of the total data testing [5]. Therefore in this study, the data is divided into two data training and testing. January-October data is data training as much as 198 daily data, while November-December is used as data testing with the amount of 50 data daily.

Extreme Learning Machine (ELM)

ANN is one of the many applied methods in forecasting. Like the human brain, ANN consists of several neurons. Neurons will transform information received through the outgoing connection to other neurons. In neural networks, this relationship is known by the name of weight. The information is stored at a certain value on the weight [6].
Table 1. Visitors of Dental Poly in January 2016

| No. | Date         | Number of Patient Visits Daily |
|-----|--------------|-------------------------------|
| 1   | 04/01/2016   | 23                            |
| 2   | 05/01/2016   | 17                            |
| 3   | 06/01/2016   | 12                            |
| 4   | 07/01/2016   | 14                            |
| 5   | 08/01/2016   | 12                            |
| 6   | 11/01/2016   | 11                            |
| 7   | 12/01/2016   | 8                             |
| 8   | 13/01/2016   | 10                            |
| 9   | 14/01/2016   | 14                            |
| 10  | 15/01/2016   | 6                             |
| 11  | 18/01/2016   | 2                             |
| 12  | 19/01/2016   | 9                             |
| 13  | 20/01/2016   | 18                            |
| 14  | 21/01/2016   | 2                             |
| 15  | 22/01/2016   | 15                            |
| 16  | 25/01/2016   | 19                            |
| 17  | 26/01/2016   | 5                             |
| 18  | 27/01/2016   | 21                            |
| 19  | 28/01/2016   | 16                            |
| 20  | 29/01/2016   | 8                             |

ELM is one of the models of ANN which uses Single Hidden Layer Feedforward Neural Networks (SLFNs) applications. ELM is an evolving learning technique of ANN by providing an efficient and unlimited solution to the feedforward network [7]. ELM shows how important the number of neurons in the hidden layer, but the number can be done randomly. ELM also has the ability to approach and universal classification. So ELM can produce high learning speed process. ELM has a simple level of complexity that unites popular learning algorithms and can be an appropriate solution for classification, regression, binary and multikas [2]. In the classification feature, features are randomized using a matrix so that the ELM can produce a final decision [8].

The process of normalization is the process of changing the value of a data into a value with a certain range. This process must be done first before the data is input into the input neuron in the ELM. Normalization is required because the activation function used will produce output with the data range [0,1] or [-1,1]. In this study the training data is normalized so that it has a range of values [-1,1]. The formulation of normalization is shown by equation (1),

\[ X = 2 \times \frac{(x_p - \min \{x_p\})}{(\max \{x_p\} - \min \{x_p\})} - 1 \]  

There is the result of normalization which ranges between [-1,1], by the actual data, min\(x_p\) is the minimum value, whereas max\(x_p\) Is the maximum value in the data set. The results of normalization can be seen in table 2.

Table 2. Normalization of data

| Pattern | Actual data | Normalization |
|---------|-------------|---------------|
|         | X1 X2 X3 X4 X5 Target | X1 X2 X3 X4 X5 Target |
| 1       | 23 17 12 14 12 11 | 0.9167 0.4167 0.0000 0.1667 0.0000 -0.0833 |
| 2       | 17 12 14 12 11 8  | 0.4167 0.0000 0.1667 0.0000 -0.0833 -0.3333 |
| 3       | 12 14 12 11 8 10  | 0.0000 0.1667 0.0000 -0.0833 -0.3333 -0.1667 |
The most important thing in the forecasting process with the ELM is the process of training and testing. The training process aims to gain input weight, bias and output weight with a small error rate. While the testing process is to forecast based on the weight of input and output is, obtained from the training process. In the ELM training, it is used to develop the model, while in the testing process is used to evaluate the ability of ELM as a method of forecasting.

At the training stage, input and output are connected by the network. The input is supplied to the input neuron, the input layer processing by giving the activation function. The output generated from this layer is the input to the next neuron down to the neuron in the output layer. The connected relationship between neurons has a weight, which will always be updated to get a minimal error value. The error rate depends on the learning algorithm, the quality of the data and the type of network used [9].

Input on the network will be processed by a function that will add up the values of all weights. The result of the weighted sum will be compared with a threshold value through the activation function of each neuron [6]. The number of hidden neurons and activation functions must be determined to perform the training process. The trials in this study used the sigmoid log activation function because the function is most often used for forecasting problems. For the number of hidden neurons, ELM produces stable forecasting output with the number of neurons in the hidden layer 5-30 by evaluating every 5 neurons[10]. But if the output obtained from the ELM is less than optimal, it will be used to alternate transfer function or change the number of hidden neurons.

The input and output weights and biases of the hidden neurons with low error rates measured by MSE are the outputs of the ELM method. Input weight is determined randomly, while the output weight is the inverse of the hidden layer matrix and output. The new weight value is shown by table 3, while calculating the mathematical weight value can be seen in equation (2):

$\beta = H^T T$ \hspace{1cm} (2)

returning the value of the output to its true value. while denormalization is shown by equation (3).

$X = 0.5 \times (xp +1) \times (\max\{xp\} - \min\{xp\}) + \min\{x p\}$ \hspace{1cm} (3)

| Table 3. Weight and Bias |
|--------------------------|
| **Weight** | **Bias** |
| w1 | w2 | w3 | w4 | w5 | w1 | w2 | w3 | w4 | w5 |
| 0.1996 | 0.2140 | 0.4003 | 0.4705 | 0.4305 | 0.1046 |
| 0.5208 | 0.8745 | 0.6328 | 0.5144 | 0.2818 | 0.7350 |
| 0.0931 | 0.1667 | 0.0552 | 0.6172 | 0.0540 | 0.6508 |
| 0.9123 | 0.3128 | 0.7046 | 0.7248 | 0.2397 | 0.7966 |
| 0.2380 | 0.7907 | 0.3283 | 0.2306 | 0.0452 | 0.2643 |

| Table 4. Activation and new weight |
|-----------------------------------|
| **Activation** | **Error** | **New Weight** |
| w1 | w2 | w3 | w4 | w5 | w1 | w2 | w3 | w4 | w5 |
| 0.199858 | 0.218018 | 0.400888 | 0.470163 | 0.430179 |
| 0.521994 | 0.87576 | 0.634027 | 0.515599 | 0.28301 |
| 0.098367 | 0.1817 | 0.094538 | 0.166669 | 0.055201 | 0.617198 | 0.053805 |
| 0.914432 | 0.312758 | 0.704574 | 0.724752 | 0.237104 |
| 0.238698 | 0.790741 | 0.328328 | 0.230555 | 0.044491 |

After doing the forecasting process, the next step is to do the process of denormalization.
Denormalization is the process of

Size Errors Forecasting
To evaluate the performance of the ELM method, this study used Root Mean Square Error (RMSE) [5]. To see if the method has been used is sufficient to predict a data then made an error measurement, because there is no forecasting method that can predict future data appropriately. The more precise a method of generating predictions, then the resulting error rate is smaller.

$$\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{n} (X_t - F_t)^2}{n}}$$  \hspace{1cm} (4)

The RMSE is obtained by subtracting the value of Xt which is the expected forecast value of period t with the Ft value which is the forecasting value of the system in the squared period t. Last is leveling as much n the amount of data.

3. Results and Discussion
The methods performed and the data used are described in the methodology section. This section describes accurate and effective forecasts that can assist decision makers in planning the amount of resources which needed in puskesmas especially dental polyclinic. So that the service to patient
can be maximum. In the implementation stage, it is tested by using the sigmoid activation function with the hidden number of combining 5, 10, 15, and 20. In table 3, it shows the comparison of learning speed and error size using RMSE.

Table 5 RMSE comparison uses a combination of hidden layer neuron changes

| Hidden Layer | Time  | RMSE  |
|--------------|-------|-------|
| 5            | 0.0468| 0.0851|
| 10           | 0.0313| 0.0638|
| 15           | 0.0312| 0.0426|
| 20           | 0.2184| 0.1064|

4. Conclusions

The conclusions that can be drawn from this research are as follows:
1. The test results using different number of hidden neurons, then the ELM produces the optimal output with the number of hidden fifteen neurons.
2. ELM produces forecasting output with low error rate of 0.0426
3. Learning speed required by ELM is very short, that is average 0.0312 seconds.
4. The output of the ELM is determined by parameter determination such as the activation function and the number of hidden neurons.
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