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Self-assembly of 5,6-dihydroxyindole-2-carboxylic acid: polymorphism of a eumelanin building block on Au(111)

F. De Marchi,‡a G. Galeotti,‡a M. Simenas,b P. Ji,ac L. Chi,c E. E. Tornaud,e A. Pezzella,ef J. MacLeod,*gh M. Ebrahimi§a and F. Rosei*ah

Abstract

Investigating two-dimensional (2D) self-assembled structures of biological monomers governed by intermolecular interactions is a prerequisite to understand the self-assembly of more complex biomolecular systems. 5,6-Dihydroxyindole carboxylic acid (DHICA) is one of the building blocks of eumelanin – an irregular heteropolymer and the most common form of melanin which has potential applications in organic electronics and bioelectronics. By means of scanning tunneling microscopy, density functional theory and Monte Carlo calculations, we investigate DHICA molecular configurations and interactions underlying the multiple 2D patterns formed on Au(111). While DHICA self-assembled molecular networks (SAMNs) are dominated by the hydrogen bonding of carboxylic acid dimers, a variety of 2D architectures are formed due to the multiple weak interactions of the catechol group. The hydroxyl group also allows for redox reactions, caused by oxidation via O₂ exposure, resulting in molecular rearrangement. The susceptibility of the molecules to oxidation is affected by their SAMNs architectures, giving insights on the reactivity of indoles as well as highlighting non-covalent assembly as an approach to guide selective oxidation reactions.

Introduction

The design of new organic materials is inspired by observation of biological systems, in which self-assembled structures are fundamental to the complex functions of living cells.1,2 Scanning tunneling microscopy (STM) allows the imaging of these systems on atomically flat surfaces at the nanoscale, in a reduced complexity environment, probing the interfacial and intermolecular interactions that regulate the self-assembly processes. This has enabled progress towards the fundamental understanding of these interactions, leading to valuable insights into the macroscopic behaviour of biological systems.3,4 In addition, these investigations further improve our ability to predict a priori the outcome of self-assembly processes,5 which is a critical step toward engineering the properties of 2D nanostructures. For example, the investigation of the nucleic acid self-assembly on Au(111) helped unravel the molecular recognition process in RNA strands,6 while at the same time laid the foundation for the formation of 2D nucleic acid oligomers.7,8

In this framework, we investigated the self-assembly of the monomers of eumelanin – an elusive class of black insoluble polymers derived biogenetically from tyrosine, which exist in human and mammalian skin, hair, eyes as well as in cephalopod ink.9,10 Eumelanin’s unique characteristics, such as strong optical absorption and hydration-dependent electrical conductivity,11 have motivated research towards its potential application in organic electronics and bioelectronics.12–14 However, in depth study of eumelanin is hampered by its chemical intractability and the multiple cross-linked bonds that its building blocks form upon polymerization.15,16 Despite extensive experimental studies, the relation between the structure, composition, and aggregation of eumelanin is still an intriguing open question.17

To shed light upon the interactions between eumelanin monomers, we deposited indole molecules on a surface to investigate the effect of each functional group on the self-assembly process. As we have seen for indole 2-carboxylic acid (I2CA), regardless of the preparation condition, a head–head dimer pair is formed by hydrogen bonding between two carboxylic groups that are arranged in lamellae stabilized by weak side interactions between the indole backbones.18 For 5,6-dihydroxyindole (DHI), the presence of two hydroxyls in ortho position on the phenyl ring (catechol) opens the door to redox reactions.19 As
such, DHI molecules generate metal–organic complexes on silver, while on gold, a covalent dimer of DHI is formed at room temperature (RT).\textsuperscript{20–22}

To further extend this investigation, here we report our results regarding the deposition of 5,6-dihydroxyindole-2-carboxylic acid (DHICA) on Au(111) in ultra-high vacuum (UHV) conditions, studying the intermolecular interactions that lead to the formation of DHICA non-covalent 2D nanostructures. DHICA is another intermediate in the biosynthesis of eumelanin which presents the functional groups of both the aforementioned molecules: a carboxylic acid and a catechol similar to I2CA and DHI, respectively (Fig. 1a). Compared to I2CA and DHI, the presence of both functional groups in DHICA increases the possible number of interactions, allowing the creation of self-assembled molecular networks (SAMNs) with different bonding motifs (Fig. 1b and c).

When exposed to O\textsubscript{2},\textsuperscript{23} DHI undergoes an oxidation in which catechol group converts into quinone. Here we show that the susceptibility to this process in DHICA is perturbed by the carboxyl group as its presence affects the redox potential of the molecule.\textsuperscript{24} In addition, the position of the –COOH on the pyrrole ring of DHICA avoids the formation of a planar covalent dimer, which was previously witnessed for DHI on Au(111). We show that DHICA SAMNs can be affected by exposure to O\textsubscript{2} on Au, triggering a phase transition toward more complex structures reminiscent of the mixed DHI/indolequinone (IQ) phases.\textsuperscript{23,25,26}

We used STM to gain information about the network architecture, and density functional theory (DFT) as well as Monte Carlo (MC) calculations to corroborate our interpretation of the molecular structures.

**Experimental**

DHICA was obtained commercially (Toronto Research Chemicals) and also synthesized by reacting L-DOPA with K\textsubscript{3}Fe(CN)\textsubscript{6} and NaHCO\textsubscript{3}.\textsuperscript{27} The purity of the chemical was 95+%, and no significant change in the data was witnessed between different manufacturers. DHICA powder was stored at −20 °C to avoid polymerization.

All the experiments were performed under UHV conditions in a system with a base pressure of 10\textsuperscript{−10} mbar. The Au(111) surface (Princeton Scientific Corp.) was cleaned by sequential sputtering (0.8 to 1.2 keV at 10\textsuperscript{−5} mbar of Ar for 15 minutes) and annealing (480 °C for 30 minutes) prior to deposition. DHICA was deposited on the surface in a Molecular Beam Epitaxy (MBE) chamber using an effusion (Knudsen) cell. The evaporator was kept at 85 °C for 60 minutes to achieve monolayer coverage on Au(111). The STM imaging was performed using a SPECS Aarhus 150 STM.

To trigger oxidation, samples were exposed to gaseous O\textsubscript{2} by dosing through a leak valve to a pressure of 10\textsuperscript{−5} mbar for 30 minutes.

STM images were analyzed using WSxM software.\textsuperscript{28} The images were calibrated using the known Au(111) lattice constant, either from the same image or from images of the clean surface acquired on the same day. Additional details on how the lattice correction was performed are reported in section 1 of the ESI.
DFT calculations were performed with the Vienna *Ab initio* Simulation Package (VASP).\textsuperscript{29,30} The calculations were carried out using the Perdew–Burke–Ernzerhof\textsuperscript{31} approximation (PBE) of the exchange–correlation potential, the projector augmented wave (PAW) method,\textsuperscript{32,33} and a plane-wave basis set with an energy cut-off of 450 eV. DFT-D3 method of Grimme,\textsuperscript{34,35} was applied to account for the dispersion forces, the non-covalent interactions between the molecules. For the simulations of the reported SAMNs, the structures were optimized in the gas phase in which all atoms were relaxed. All the calculations were performed at the gamma point until the net force on each atom was less than 0.02 eV Å\textsuperscript{−1} and the energy change between the two steps was smaller than 0.00001 eV. The optimized structures are presented using VESTA software.\textsuperscript{36} Unless stated otherwise, the reported energies are per molecule. The supercell dimensions were taken from the experimental data (Table 1).

### Table 1 Lattice parameters and molecular density for the phases reported in Fig. 2 and 3

|            | \(u\) (nm) | \(v\) (nm) | \(\theta\) (°) | Density (mol nm\(^{-2}\)) |
|------------|------------|------------|---------------|--------------------------|
| Open lattice | 1.83       | 1.83       | 92            | 1.20                     |
| Brick Wall  | 0.74       | 2.06       | 133           | 1.79                     |
| Ladder      | 1.25       | 2.05       | 125           | 1.43                     |
| Mixed       | 1.25       | 3.05       | 98            | 1.32                     |
| Filled ladder | 1.23       | 2.27       | 110           | 1.52                     |

The bonding energies of the dimer and trimer DHICA arrangements required for MC simulations were performed using B3LYP functional and 6-31G(d,p) basis set with DFT-D3 correction\textsuperscript{34,35} included. To mimic the planar arrangement, the out-of-plane relaxation of the carbon atoms was restrained.

MC simulations\textsuperscript{37} were performed using the Metropolis algorithm and Kawasaki dynamics keeping the molecular concentration fixed close to the concentration value of the ideal phases. A square lattice with the periodic boundary conditions of size \(L \times L\) (\(L = 50–100\)) was implemented. A randomly selected molecule was allowed to rotate and jump into an unoccupied lattice site with a probability \(P = \min[1, e^{-\Delta E/kT}]\), where \(\Delta E\) is the energy difference between the final (after the jump) and the initial (before the jump) state of the system. The Boltzmann constant and temperature are denoted by \(k\) and \(T\), respectively. Up to \(10^7\) MC steps per site were performed to ensure proper equilibration at each temperature.

### Results and discussion

Once deposited on Au(111), DHICA molecules self-assemble into a number of different motifs, with multiple phases, often simultaneously present on the surface. The most abundant ones are shown in Fig. 2. In all the phases, the unaltered herringbone reconstruction of Au(111) can be seen in the STM images, indicating that the interactions between the molecule and substrate are not strong enough to perturb the surface reconstruction.\textsuperscript{38}
Fig. 2 10 × 10 nm² STM images of DHICA on Au (111). (a) Open lattice (\( I_t = 0.1 \text{nA}, V_t = 0.9 \text{V} \)), (b) brick wall (\( I_t = 0.1 \text{nA}, V_t = 0.9 \text{V} \)) and (c) ladder phases (\( I_t = 0.1 \text{nA}, V_t = 0.6 \text{V} \)). DFT simulated structures corresponding to a, b, c are shown in d, e, f, respectively.

The most commonly imaged assembly is presented in Fig. 2a, which we refer to as the open lattice phase. DHICA forms dimer couples, disposed in a square lattice (\( u = 1.83 \pm 0.05 \text{nm}, v = 1.83 \pm 0.05 \text{nm}, \theta = 92 \pm 3^\circ \)), forming large 2D domains. Each dimer is oriented almost perpendicular to its neighbours, with its extremities pointing towards the middle of the neighbouring pairs. These observations suggest that the phase is stabilized by the hydrogen bonding between carboxylic groups, as well as being further strengthened by the intermolecular interactions between the catechol and the carboxyl, as shown in Fig. 2a and d.

DHICA molecules also self-assemble in a brick wall structure, presented in Fig. 2b, with lattice parameters \( u = 0.74 \pm 0.05 \text{nm}, v = 2.06 \pm 0.05 \text{nm}, \theta = 133 \pm 3^\circ \). In this phase, DHICA molecules are arranged in a tightly packed linear conformation. From the STM images it is not clear how each single molecule is disposed, since both head–head and head–tail conformations could match the unit cell. By comparing the cohesive energy of the two systems simulated by DFT (Fig. 2e and Fig. S2), we find that the head–head conformation is more stable by 6.0 kcal mol⁻¹.

The last major structure, which we refer to as the ladder phase, incorporates DHICA molecules in a conformation similar to the open lattice, composed of perpendicular rows of monomers and dimers disposed to form small porous square in a chain-like motif (\( u = 1.25 \pm 0.05 \text{nm}, v = 2.05 \pm 0.05 \text{nm}, \theta = 125 \pm 3^\circ \), Fig. 2c). DFT simulations show that this structure presents bonding motifs common to both the other two self-assembled phases: the molecules are arranged in carboxylic dimer pairs, stacked side by side similarly to the brick wall, surrounded by molecules with their functional groups pointing toward the –COOH dimer as in the open lattice phase (Fig. 2f).

Furthermore, we observed other phases (Fig. 3 and Fig. S4) which present bonding motifs very similar to the three phases described in Fig. 2. Such polymorphism is not uncommon for self-assembled molecular system, and different bonding architectures can be obtained by controlling deprotonation with surface temperature,³⁹ by varying the molecular density on the surface,⁴⁰,⁴¹ or by adsorption/desorption of additional chemical species.⁴²,⁴³
In contrast, in our experiments the annealing of the self-assembled phases does not alter the molecular rearrangement. Multiple phases are often simultaneously present on the same terrace, and even the most close-packed arrangements are obtained for submonolayer coverages (Fig. S5). Furthermore, a phase transition from a porous to a dense phase does not occur by depositing more molecule via subsequent depositions. A possible reason behind the DHICA polymorphism is that we are instead looking into a multicomponent system, with the molecules partially oxidized on the surface. In fact, it has been shown that by changing the ratio between the components of the molecular overlayer, different self-assembled phases can be obtained.44,45

On the other hand, coexistence of multiple phases is not limited to multi-components systems. The molecular interactions that drive the self-assembly process toward different outcomes could be balanced by one another; as a consequence, there would be no predominance of a given phase with respect to another.46 The presence of multiple functional groups may support this hypothesis and explain the observed molecular polymorphism. Taking a closer look at the bonding geometries of the observed phases, it is apparent that in all cases DHICA is stabilized through strong interactions between the carboxyl groups. The reason can be elucidated by comparing the energies of different hydrogen bonds (Fig. 4), where the cyclic –COOH dimer is at least twice as strong as the other interactions. On the other hand, the catechol group can adopt several different bonding conformations to form hydrogen bonds, either linear with another catechol or perpendicular by interaction with the nitrogen and oxygen of a neighbouring DHICA. These catechol bonding arrangements are rather close in energy, so multiple phases would be accessible at RT, which is consistent with our experimental observations.

![Fig. 3 7 × 7 nm² STM images of two less common self-assembled structures of DHICA on the Au(111) surface, that we call (a) mixed (I = 0.1 nA, V = 1.2 V) and (b) filled ladder (I = 0.1 nA, V = 0.5 V).](image)

![Fig. 4 DFT calculation of the bonding energies per molecule between DHICA molecules in (a) axial, (b) perpendicular and (c) side arrangements. In the denotations of dimeric interaction energies, subscripts “hh”, “th” and “tt” are attributed to carboxyl–carboxyl, carboxyl–catechol and catechol–catechol interactions. Superscripts “p” and “s” denote perpendicular and side arrangements of the molecules.](image)

To further support this claim, we performed MC simulations of DHICA self-assembly using a four-state statistical model which includes axial, perpendicular and side dimeric interactions between the
molecules (see ESI section 3). Similar models were previously applied to study the ordering of other molecules, including DHI.23,47–49

We were able to obtain the open lattice, brick wall and ladder experimental phases (Fig. 5) by MC simulation, using slightly different interaction energies as compared with the gas phase DFT calculated energies (Fig. 4). However, we tried to keep the energy parameters (reported in Table 2) as close as possible to the DFT results. It should be noted that the set of parameters for the brick wall phase almost coincides with the values determined by DFT except for smaller $e_{hh}$ (DFT value is −17.09 kcal mol$^{-1}$). The very close sets of energies support the idea that the polymorphism of DHICA at RT is due to similar interaction energies of these phases rather than different redox state of the molecule. While this is in agreement with our previous study of DHI,23 where we did not observe any catechol-to-quinone oxidation conversion for the adsorbed molecules on the gold surface, we cannot exclude the presence of different redox forms of DHICA based only on the simulation results.

![Fig. 5](image)

The ordered structures of DHICA obtained by MC calculations: (a) open lattice, (b) brick wall, and (c) ladder phases.

### Table 2

Energy parameters for three DHICA/Au(111) self-assembled networks. Values are reported in kcal mol$^{-1}$

|            | $e_{hh}$ | $e_{ht}$ | $e_{tt}$ | $e_{vh}$ | $e_{vh}$ | $e_{vt}$ | $e_{s1}$ | $e_{s2}$ |
|------------|----------|----------|----------|----------|----------|----------|----------|----------|
| Open lattice | −25.1    | −8.8     | −6.3     | −13.8    | −5.0     | −3.8     | −3.8     |
| Brick Wall  | −25.1    | −11.6    | −8.5     | −12.6    | −10.0    | −5.0     | −5.0     |
| Ladder      | −25.1    | −8.8     | −6.3     | −12.6    | −10.0    | −5.0     | −3.8     |

To evaluate if the network polymorphism is related to different oxidation states ratios in the molecular assembly, we attempted to trigger the oxidation of the catecholic part of the molecule by exposing the molecule to O$_2$ gas, up to the highest pressure that can sustain UHV conditions. As reported in the literature,50 the partial pressure of oxygen adopted for such experiments (up to 10$^{-5}$ mbar for 30 minutes) is not high enough to have a significant effect on the clean surface at RT.

We found that the exposure of DHICA/Au(111) samples to O$_2$ leads to several outcomes, depending on the starting phase. Similar to our previous observation on the DHI covalent dimer phase,23 the DHICA open lattice phase is found to be unaffected by O$_2$ exposure (Fig. S6a). The other phases are more strongly affected, becoming disordered as they are exposed to increasing partial pressures of O$_2$. A phase transition occurs after exposing the molecule to 10$^{-5}$ mbar of O$_2$, producing a structure with dimer pairs arranged in rows, separated by thin lines that could correspond to the diffusing species (Fig. S7b).

In contrast to the SAMNs unexposed to oxygen, annealing the disordered phases obtained after O$_2$ exposure leads to a rearrangement of the SAMNs. After thermal annealing at 100 °C, oxygen-exposed DHICA rearranges into a complex honeycomb structure lattice ($\nu = 3.85 \pm 0.1$ nm, $\nu = 3.85 \pm 0.1$ nm, $\theta = 120 \pm 3^\circ$) whose unit cell contains 18 molecules, as shown in Fig. 6. Molecules are arranged in a flower-like circular structure, forming two concentric rings: six molecules are located at the centre of the structure, pointing inward toward the centre of the honeycomb, while twelve more are closely packed to form a second concentric ring. The molecules in the outer ring are oriented to accommodate the formation of linear dimer pairs, in an arrangement reminiscent of the ladder structure obtained at RT. In
contrast to a similar cyclic structure formed from I2CA, we notice that we have high symmetry (without any apparent chirality) in the assembly. This suggests that the central molecular flower-like arrangement may not arise from hydrogen bonding of the carboxylic moieties, since that has been observed to break the symmetry and induce a chiral twist. Another possible interpretation for this configuration is that the molecules are deprotonated, and six of them are coordinated around one or more Au adatoms, in a conformation similar to the one observed for 1,3,5-benzenetricarboxylic acid on Ag(111) by Lipton-Duffin et al. This hypothesis is further strengthened by lower bias STM images that show the presence of a dot-like feature at the centre of the flower-like structure, that can be inferred to be related to a gold adatom. Although the carboxylic group may deprotonate after annealing, on gold surfaces this phenomenon has not been reported, probably because the used precursors desorb before the required temperature could be achieved. Furthermore, we witness no change when the annealing step is performed without previous O₂ exposure.

![STM image of DHICA/Au(111) after exposure to O₂, followed by annealing. (a) 9 × 9 nm² image (I = 1.1 nA, V = 1.7 V). (b) 20 × 20 nm² (I = −1.0 nA, V = −1.1 V). (c) Proposed model for the molecular disposition of phase (b).](image)

The deprotonation could have instead taken place on the hydroxyl moieties. In fact, the difference in contrast between the molecules composing the central structure and the one in their surroundings (Fig. 6a and b), suggests that these inner cycle molecules may be in a different chemical state than their outer cycle counterparts. In line with what is observed for DHI, in which the catechol and quinone forms of the molecule show a different STM contrast, this suggests that a different redox form of DHICA can be formed after exposure to O₂.

We can therefore hypothesize that DHICA molecules are still in their catechol form when deposited on the Au(111) surface. Following the O₂ exposure part of the molecules have their catechol group oxidized into quinone, which reduces their capability to form hydrogen bonds and leads to an increased disorder in the molecular overlayer. The additional annealing step allows the molecule to diffuse on the surface and triggers the phase transition into the flower structure. This puts DHICA in contrast with its counterpart, DHI, which is stabilized through covalent dimerization on Au(111) at RT and does not convert into quinone. It is interesting to note how the open lattice phase, which present a more porous structure and relies mainly on the carboxylic cyclic hydrogen bond, is resistant to oxidation even when exposed to O₂ with a pressure as high as 10⁻⁵ mbar.
Conclusions

We studied the self-assembly of DHICA on Au(111), with the goal of investigating how the interaction between the carboxyl and catechol groups drive the self-assembly process. Once on the surface, DHICA molecules rearrange in several polymorphs with different symmetries and packing densities. However, various DHICA SAMNs share a number of similar bonding motifs, suggesting that the self-assembly is driven mainly by the formation of hydrogen bonds between carboxylic acids, which marks the most stable intermolecular interaction of DHICA.

The formation of multiple self-assembled phases can be attributed to the relatively weak molecule–substrate interactions, under which the molecules do not react. The molecules remain in their catechol form, exhibiting multiple non-covalent bonding configurations allowed by their functional groups. While the carboxylic cyclic dimer is a feature of all the formed networks, the catechol group participates in a range of different bonding motifs. Our DFT calculations suggest that these geometries have similar interaction energies. MC simulations of the DHICA systems show how even slight perturbations to the relative strength of these interactions can shift the balance, producing the different phases on the surface in line with our experimental observations.

We have also observed that the susceptibility of the molecule to oxidation is affected by the morphology of the formed self-assembled structure. After being exposed to O₂, the open lattice phase remains unaltered, while others react to form new phases. It is possible to trigger an additional molecular rearrangement upon thermal annealing. This phase may be composed of a mixed redox forms of DHICA that form a metal–organic structure.

Controlled formation of SAMNs, which are prone or resistant to rearrangements following oxidation and annealing, is a promising feature that could form the foundation for the development of sensors or responsive devices. Additional exploration in this arena could lead to implementation of SAMNs in various applications. Moreover, further investigation of similar systems may help to elucidate the fundamental mechanisms underpinning these behaviours which control the architecture of 2D molecular networks.
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