Climate Change Policy Exploration using Reinforcement Learning

Learning and Interpreting Trajectories in a World-Earth System model

Authored by

Theodore Wolf

Research Project for

MSc Machine Learning

Supervised by

Dr. María Pérez Ortiz, Prof. John Shawe-Taylor

Submission date: September 2022

Disclaimer: This report is submitted as part requirement for the MSc Machine Learning at UCL. It is substantially the result of my own work except where explicitly indicated in the text. The report may be freely copied and distributed provided the source is explicitly acknowledged.
Acknowledgement

I would like to thank María and John for their unwavering support throughout this work. Special thanks go to Félix, who helped me understand his work better, which was invaluable for my research. I also thank all my peers at the UCL Centre for Artificial Intelligence for valuable input and interesting discussions.
Abstract

Climate Change is an incredibly complicated problem that humanity faces. When many variables interact with each other, it can be difficult for humans to grasp the causes and effects of the very large-scale problem of climate change. The climate is a dynamical system, where small changes can have considerable and unpredictable repercussions in the long term. Understanding how to nudge this system in the right ways could help us find creative solutions to climate change.

In this research, we combine Deep Reinforcement Learning and a World-Earth system model to find, and explain, creative strategies to a sustainable future. This is an extension of the work from Strnad et al. [1], where we extend on the method and analysis, by taking multiple directions. We use four different Reinforcement Learning agents varying in complexity to probe the environment in different ways and to find various strategies. The environment is a low-complexity World Earth system model where the goal is to reach a future where all the energy for the economy is produced by renewables by enacting different policies. We use a reward function based on planetary boundaries that we modify to force the agents to find a wider range of strategies. To favour applicability, we slightly modify the environment, by injecting noise and making it fully observable, to understand the impacts of these factors on the learning of the agents.

We discover that our Reinforcement Learning agents learn to reach a carbon-free future, but for some initial conditions, strong feedback loops in the system prevent the agents from being able to control the environment. We find that in this simplistic model, the growth of the economy is a significant feature for the agents when deciding which policies to enact. While this approach shows some promise, there is much more to be done for this framework to be applicable to climate related policy. We hope this novel research will inspire more work on this topic.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 A Safe Space for Humanity

“It is unequivocal that human influence has warmed the atmosphere, ocean, and land. Widespread and rapid changes in the atmosphere, ocean, cryosphere, and biosphere have occurred.” according to the latest Intergovernmental Panel on Climate Change (IPCC) report [2].

The relatively stable climate of the last 10-12 millennia, the Holocene, has seen the majority of human advancement: from the first agricultural societies to the start of the industrial revolution. The geological period before the Holocene, is known as the Pleistocene, colloquially known as the Ice Age [3]. Recently, due to the consequential effect of humans on the climate, scientists have started naming the era of human industrialisation the Anthropocene [4, 5]. This proposed geological era is characterised by the effects of humans on the environment and the climate.

Tipping Points refer to certain thresholds at which small perturbations can drastically change a system [6]. For the climate, different tipping elements can cause dramatic changes to the overall climate balance. According to scientists, the climate of the Holocene has a delicate balance [6, 7], one that should not be perturbed lest disastrous consequences for life on Earth, which would be difficult to counteract. It is understood that the climate is a part of a complex coupled socio-ecological system that is also adaptive [8]. So, any actions taken by humans can have many cascading and unpredictable effects [7]. Therefore, the coupled system has to be considered when constructing policy that relates to the climate [9].

To mitigate the effects of future climate change, scientists recommend staying within Planetary Boundaries [10, 11]. These boundaries define limits for measurable quantities, that are linked with significant tipping points, such as keeping warming below $+2^\circ C$ above pre-industrial levels. Crossing planetary boundaries can provoke feedback loops (or “snowballing” effects) in the climate system that
can lead to rapid and uncontrollable climate destabilisation [7].

1.1.2 Climate Change as a Control Problem

The IPCC uses SSP (Shared Socioeconomic Pathways) to make predictions on the possible pathways for the climate given different behaviours of humans. There are five pathways described, ranging from heavily reducing Green House Gas (GHG) emissions, to heavily increasing them. Each potential behaviour has consequences for the Earth and the life on it. Predicting these pathways requires models that have incredibly high uncertainties attached to them, since modelling all the complexities of the Earth is infeasible. The IPCC does not give exact probabilities for each scenario; instead, they predict using terms such as “very high probability”, “low probability”, “medium probability”. These SSP are generated by Integrated Assessment Models (IAM). These models encompass a wide range of scientific knowledge in different fields such as climate, biology, and economics [12].

We know that the weather system and, consequently, the climate are dynamical systems where small changes in initial conditions can lead to startlingly different answers over time [13, 14]. Dynamical systems are deterministic. If the initial conditions are perfectly known, then we can predict outcomes accurately. Having fully accurate data and models is not technically possible, so meteorologists start multiple simulations at different initial conditions and then average the answers, also called ensembles models. This is the approach also taken by the IPCC to generate SSP, they use information from multiple IAMs from the Integrated Assessment Model Consortium and average them out. In dynamical systems, this can yield an incredibly wide range of answers with enough time, which is why weather predictions are often inaccurate further in the future.

Climate is defined as the “general weather conditions usually found in a particular place” [Cambridge Dictionary]. The global climate is then the general weather patterns of the Earth. The global climate is easier to predict than the weather over long periods, since it is an average of the weather over long periods. However, due to human influence, this system is being perturbed very fast [15]. Adding perturbations to a dynamical system makes the system even harder to predict. Perturbations can include a change in human carbon emissions, which has cascading and unpredictable effects. Ideally, if we can predict accurately, we can control accurately. We would like to control the climate to negate its most disastrous effects for humans by staying within planetary boundaries. Control would be done by policymakers and worldwide organisations by changing the actions of humans to enable a sustainable future.

The task of keeping a dynamical system within certain boundaries is called Optimal Control Theory (OCT), often referred to more simply as control [16]. This sub-field of mathematics looks at methods that aim to optimise some objective function in a system by controlling the variables of the system. In the case of the climate, we would like to minimise climate destabilisation by staying within planetary boundaries.

[Cambridge Dictionary]
1.2 Context of this Work

1.2.1 Reinforcement Learning for Control

Recently, considerable leaps forward in control have been achieved thanks to Reinforcement Learning (RL). RL is a subfield of machine learning where an agent learns to interact with an environment, with actions, to maximise a reward signal. The leaps forward can be attributed to the advances in Deep Learning [17]. Due to this, RL agents have started performing superhuman feats, first in computer games that have easily definable rewards (score) and actions (controller inputs) [18]. More complexity has been added and is enabling agents to learn more and more intricate environments, such as the game of Go [19], where the number of possible states is larger than the number of atoms in the universe. As Deep RL gains popularity, it starts being successfully used in real-world scenarios, such as the magnetic control of hydrogen plasma in a fusion reactor [20]. RL can be used in any simulation environment where a goal can be defined. These agents are increasingly complex and execute a series of creative actions for control that even experts do not find intuitive [21].

RL’s superhuman ability to find pathways in systems and flexibility has spurred scientists to use it in a range of tasks such as video compression [22] and power grid optimisations [23]. It is easily applicable to any control environment or simulation. This includes climate models.

By applying RL to climate models, there is the potential to find solutions to the challenge of climate change that are difficult to predict by human intuition: it has been shown that humans often underestimate the effects of exponential growth, known as Exponential Growth Bias [24, 25]. Exponential growth is the solution to the most basic dynamic equation:

\[
\frac{dA(t)}{dt} = kA(t) \iff A(t) = Ce^{kt},
\]

where \(k, C\) are constants. Recently, Exponential Growth Bias has been shown to have an impact on the real world with the Covid-19 pandemic [26, 27], where the exponential increase in infections was underestimated by the public and consequently affected individual response, which is believed to have contributed to higher infection rates. Human intuition struggles with the concept of exponential growth and consequently dynamical systems, so having algorithms inform climate change related policy could be vital.

1.2.2 Previous Work

Combining Machine Learning and climate research is an emerging field, that shows tremendous promise. Rolnick et al. [28] summarise many approaches for combining the two fields in a landmark paper written by leaders in their respective fields, both from academia and industry. Chapter 7 of this paper details approaches for constructing data-driven climate models for better prediction and that reduce the huge computational cost of the current climate models. Data-driven models, that can
accurately predict outcomes, are possible thanks to the enormous wealth of data generated by satellites and the current climate models. Bury et al. [29] use Deep Learning techniques to identify early warning signs for climate tipping points. Work such as from Mansfield et al. [30], who use Gaussian Processes for climate prediction, show that advanced Machine Learning techniques can indeed be used for climate modelling. Making climate models computationally cheaper with Machine Learning enables more intricate components to be included, such as social variables, to create Social-Climate models [31]. Including social variables could be vital for constructing policy relating to climate, where additionally, game theory can be included to create a wide range of scenarios [32–34].

As far as we know, the idea of combining Deep RL and Social-Climate models was only ever explored by Strnad et al. [1] using World-Earth System models, a different nomenclature for Social-Climate models. Two models were used by Strnad et al., one from Kittel et al. [35], and a higher dimension environment adapted from Nitzbon et al. [36]. The authors of Strnad et al. apply variants of the Deep RL algorithm DQN (Deep Q-Learning) to these models and analyse how the agents learn strategies that lead to a sustainable future. The agents learn to “solve” the environments and achieve a sustainable future through various actions, but lack interpretability, as it is not made clear why some actions are taken rather than others.

1.3 Approach

Overall, the work we conduct here follows strongly from Strnad et al. as we are using the same environment and a similar approach. In this work, we take a deeper dive into the decision-making of the RL agents compared to Strnad et al., as well as introducing a different set of agents: actor critics. By analysing the policy and value functions of these agents, we hope to draw meaningful conclusions. In addition, we present experiments that aim to extend the real-world applications of our agents. We do this by changing components of the environment without altering its fundamental dynamics:

- We use the same environment and reward setup as Strnad et al. for comparison.
- Then, we add a cost to using actions that manage the environment to see how the agent learns in an environment where enacting policy has a cost attached to it.
- Next, the reward function is radically changed to make rewards more sparse. This affects the learning of the agents in various ways.
- To test the applicability of our framework, noise is introduced in the model to see how the agents learn with non-deterministic environment parameters.
- We make the environment fully observable to compare with the previous partially observed environment from Strnad et al. and see how the learning of the agents changes.
These experiments aim to test the limits of the learning of the agents. We present many plots to evaluate the learning of our agents, and understand their decision-making. This is a very novel research area, and therefore we will not be able to answer all the questions this work will raise. We will focus on the following questions;

- To what extent can Reinforcement Learning agents inform us about climate change?
- Can they help us explain how to navigate its feedback loops?

**Document Outline**

In this research, we first present in Chapter 2 the basics of Reinforcement Learning that are required for this work. We attempt to be as succinct as possible while giving all the relevant background. In this same chapter, we introduce dynamical systems and World-Earth system models, which are useful for a more profound understanding of this work.

Then, in Chapter 3, we explain our methods in detail: we describe the agents we use as well as summarise the environment we use for our agents: the AYS model. We show the similarities of our methods to those used in Strnad et al.

We follow this in Chapter 4 by showing the results of our experiments, and analysing these in detail, highlighting specific trends.

We will discuss these results in Chapter 5, attempt to draw meaningful conclusions from them, and propose extensions to this work in the final chapter.
Chapter 2

Background

2.1 A Primer on Reinforcement Learning

In this section, we will go through the essentials of Reinforcement Learning (RL) that are required for this work but, for a full introduction to the topic, Sutton & Barto’s book [37] is highly recommended.

2.1.1 Markov Decision Process

The Markov Decision Process (MDP) is the basis of most RL and is defined as a tuple \((S, A, p, r, \gamma)\), where:

- \(S\) is the set of all possible states,
- \(A\) is the set of all actions,
- \(p(s'|s, a)\) is the probability of transition to \(s'\), given a state \(s\) and action \(a\),
- \(r : S \times A \rightarrow \mathbb{R}\) is the expected reward achieved on a transition starting in \((s, a)\):
  \[ r = \mathbb{E}[R|s, a], \]
- \(\gamma \in [0, 1)\) is a discount factor that trades off later rewards to earlier ones

MDP’s follow the Markov property: the present is independent of the past. Each state has all the relevant information from the history. The goal in RL is to solve the MDP, equivalent to finding the optimal policy \(\pi^*\) to maximise the reward that an agent can collect in an environment. A policy is a mapping \(\pi : S \times A \rightarrow [0, 1]\) that for every state \(s\) assigns for each action \(a \in A\): the probability of taking that action in state \(s\). We denote it by \(\pi(a|s)\) such that \(a_t \sim \pi(\cdot|s_t)\) or \(a_t = \pi(s_t)\) for deterministic policies. Solving an MDP requires finding the best return:

\[
G_t = \sum_{\tau=0}^{\infty} \gamma^\tau R_{t+\tau}, \tag{2.1}
\]
which we can define recursively:

\[ G_t = R_t + \gamma G_{t+1}. \]  

(2.2)

We can then assign a value to each state: the value function of a certain state is the expected return from that state, given a policy \( \pi \):

\[ V_\pi(s) = \mathbb{E}[G_t|S_t = s, \pi]. \]  

(2.3)

And the optimal value is the value that follows the optimal policy:

\[ V^*(s) = \mathbb{E}[G_t|S_t = s, \pi^*]. \]  

(2.4)

We often call the sequential decision-making of the agent and feedback from the environment the *agent-environment interface* and is summarised in the figure below.

![Agent-Environment Interface](image)

Figure 2.1: The agent-environment interface in a Markov Decision Process from Sutton & Barto [37]. At every time step, the agent observes a state and a reward from the environment and outputs an action.

MDPs usually have *terminal states*, when the agent reaches this state, the *episode* ends.

### 2.1.2 Bellman Equations

Bellman’s equations for optimality can solve an MDP: find the optimal policy in tabular cases [38]. These equations use Dynamic Programming: they solve smaller sub-problems and then use the separate solutions to solve a larger problem. For an MDP, Bellman’s equation has the following form, for a certain policy \( \pi \):

\[ V_\pi(s) = \sum_a \pi(s,a) \left[ r(s,a) + \gamma \sum_{s'} p(s'|s,a) V_\pi(s') \right]. \]  

(2.5)

The value of a state \( s \) is defined as the sum of the average reward obtained under the policy \( \pi \) plus the discounted value of the next state under the same policy. The optimal version of this equation is found by taking a maximum over actions rather than an expectation, as we want to find the best possible return:

\[ V^*(s) = \max_a \left[ r(s,a) + \gamma \sum_{s'} p(s'|s,a) V^*(s') \right]. \]  

(2.6)
Dynamic Programming methods follow from the Bellman optimality equations. A common Dynamic Programming algorithm for RL is Value Iteration:

$$v_{k+1}(s) \leftarrow \max_a \mathbb{E}[R_{t+1} + \gamma v_k(s_{t+1}) | S_t = s, A_t = a] \quad \forall s.$$  \hspace{1cm} (2.7)

This algorithm always converges to the optimal value under tabular conditions (finite state space) and $\gamma < 1$. $v_k(s)$ eventually converges, which implies that the optimal value function has been found. Acting greedily with respect to these values will yield the optimal policy.

For this algorithm to converge, it needs to be applied to all states. As the state space increases, this becomes computationally infeasible, a common problem in machine learning known as the curse of dimensionality, a term coined by Richard Bellman himself [38]. Other methods need to be applied, such as sampling methods.

### 2.1.3 State-Action Values

Values are often represented with respect to both an action and a state, denoted $Q(s, a)$, this value is named the state-action value (or more simply Q-values) and is intimately related to the state value above:

$$V^\pi(s) = \sum_a \pi(a|s)Q^\pi(s, a) = \mathbb{E}[Q^\pi(s_t, a_t) | s_t = s, \pi].$$  \hspace{1cm} (2.8)

We often use Q-values, as they provide insight as to which action will yield higher reward, helping the agent make a better choice. The Bellman equations can also be written with Q-values:

$$Q^\pi(s, a) = r(s, a) + \gamma \sum_{s'} p(s'|a, s) \sum_{a'} \pi(s', a') Q^\pi(s', a'),$$  \hspace{1cm} (2.9)

$$= r(s, a) + \gamma \sum_{s'} p(s'|a, s) V^\pi(s'),$$  \hspace{1cm} (2.10)

and similarly for optimality:

$$Q^*(s, a) = r(s, a) + \gamma \sum_{s'} p(s'|a, s) \max_{a'} Q^*(s', a').$$  \hspace{1cm} (2.11)

### 2.1.4 Temporal Difference Learning

One solution to break the curse of dimensionality is to sample states and then update with a one-step lookahead [39]:

$$\delta_t = R_t + \gamma V^\pi(s_{t+1}) - V^\pi(s_t)$$  \hspace{1cm} (2.12)

$$V^\pi(s_t) \leftarrow V^\pi(s_t) + \alpha \delta_t,$$  \hspace{1cm} (2.13)

where $\alpha$ is a learning rate that reduces the variance of updates. This is TD(0), a low variance but high bias update to the state value function. One option to effectively balance bias and variance is to
bootstrap later than one step ahead. This is \textit{n-step TD}:

\[
V^\pi(s_t) \leftarrow V^\pi(s_t) + \alpha \left( G_{t:t+n} - V^\pi(s_t) \right),
\]  \hfill (2.14)

Where \( G_{t:t+n} \) is the \textit{n-step return} and is defined similarly to the return in equation (2.1) but bootstrapping earlier such that:

\[
G_{t:t+n} = R_t + \gamma R_{t+1} + \gamma^2 R_{t+2} + \ldots + \gamma^{n-1} R_{t+n-1} + \gamma^n V^\pi(s_{t+n}),
\]  \hfill (2.15)

using the value estimate at state \( s_{t+n} \) following policy \( \pi \). The n-step return enables the agent to update the value of a state with what it has learned about the environment since visiting that state without having to wait for the end of the episode. The version that generalises these algorithms is TD(\( \lambda \)) \cite{37}, that uses a parameter \( \lambda \) to balance short and long-term rewards. We define the \( \lambda \)-return:

\[
G^\lambda_t = (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} G_{t:t+n},
\]  \hfill (2.16)

The \( \lambda \)-return can be rewritten as a sum of TD(0)-errors:

\[
G^\lambda_t = V^\pi(s_t) + \sum_{i=t}^{\infty} (\gamma \lambda)^{i-t} \delta_i,
\]  \hfill (2.17)

where \( \delta \) is the TD(0) error defined in Equation (2.12). By tuning \( \lambda \) effectively, we can balance between the high variance/low bias of long horizon rewards and the low variance/high bias of short horizon rewards. When setting \( \lambda = 0 \), we recover the traditional TD(0) and when \( \lambda = 1 \), we recover the infinite horizon return from Equation (2.1).

\subsection*{2.1.5 Q-Learning}

One of the oldest and most popular algorithms for Reinforcement Learning is Q-learning \cite{40}. Q-learning emulates the Bellman Optimality equation directly as an update to state-action values, but breaks the curse of dimensionality by sampling instead of updating all states:

\[
Q(s_t, a_t) \leftarrow R_t + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t).
\]

Q-learning is an \textit{off-policy} algorithm because the update is independent of what action was taken at the next time step (the action sampled by the policy). Therefore, the algorithm can be used for \textit{off-line} updates, which are much more data-efficient. The policy for choosing the action to take is an exploratory policy, usually \( \epsilon \)-greedy, which selects actions stochastically:

\[
\pi(a|s) = \begin{cases} 
1 - \epsilon + \epsilon/|\mathcal{A}| & \text{if } Q(s, a) = \max_b Q(s, b) \\
\epsilon/|\mathcal{A}| & \text{otherwise.}
\end{cases}
\]

With \( \epsilon \in [0, 1] \) and \( \lim_{t \to \infty} \epsilon = 0 \) to converge to a better solution as exploration is needed for better convergence \cite{41, 42}. In the tabular case (finite state space), there are many guarantees for optimal convergence of RL algorithms, but not for the continuous case, where the state space is infinite.
2.1.6 Policy Gradients

The goal of RL is to learn the optimal policy, Q-learning is all about learning state-action values then acting greedy with respect to them. Why not learn the policy directly? This is the idea behind policy gradient methods. These methods parameterise the policy and then try to optimise it with gradient ascent. This can be done with the score function trick. We define $d(s)$ as the distribution of states and $\pi_\theta(a|s)$ as the parametrised policy, we want to maximise the expected reward given the distribution of states and the policy:

$$
\max_\theta \mathbb{E}[r(s,a)|d(S), \pi_\theta(a|s)] = \nabla_\theta \mathbb{E}[r(s,a)|d(S), \pi_\theta(a|s)]
$$

$$
= \nabla_\theta \sum_{s \in S} d(s) \sum_{a \in A} \pi_\theta(a|s)r(s,a)
$$

$$
= \sum_{s \in S} d(s) \sum_{a \in A} \nabla_\theta \pi_\theta(a|s)r(s,a)
$$

$$
= \sum_{s \in S} d(s) \sum_{a \in A} r(s,a) \pi_\theta(a|s) \frac{\nabla_\theta \pi_\theta(a|s)}{\pi_\theta(a|s)}
$$

$$
= \mathbb{E}[r(s,a) \nabla_\theta \log \pi_\theta(a|s)|d(S), \pi_\theta(a|s)]. \quad (2.18)
$$

Where we have managed to push the gradient operator inside the expectation, meaning that we can sample this gradient to get an estimate of it. We can replace the reward $r(s,a)$ with the return $G_t$ (which we calculate at the end of an episode) or with a Q-value $Q(s,a)$. The intuition here is that we want to scale the update to the policy with the reward that was obtained. If we obtain a large reward, we incur a larger update. However, a large negative reward causes a large update in the opposite direction. This is the REINFORCE algorithm [43, 44]. Like other policy gradient algorithms, it is an on-policy algorithm; the actions that the policy samples change the updates.

A common application of policy gradients are actor critics [37]. They are a well-researched subcategory of hybrid policy gradient methods that lend themselves nicely to deep learning. They combine the ideas of value function learning and policy learning. The policy is parameterised (actor) and receives additional information from a parameterised state value function (critic). The actor takes actions and gets feedback on these actions based on how “good” the critic judges them to be. We will be using both actor critics and Q-learning inspired methods for our agents.

2.2 World-Earth System Models

2.2.1 Dynamical Systems

We briefly introduce Dynamical systems, as we will use the jargon specific to this field throughout this work. Dynamical systems are models that use differential equations to model interactions [13]. Their discovery is attributed to Lorenz, a meteorologist who named these types of systems non-periodic
deterministic flows, as they behave very erratically but are still fully deterministic. This behaviour is dubbed chaotic, and is the origin of chaos theory. Below are plots of the Lorenz system, with variables \((x, y, z)\), this is called a phase space, where variable values are plotted over time to form a trajectory. The full system of equations is in Appendix B.

![Phase space plots of the Lorenz system trajectory for a single initial state but with different \(\beta\) values. Also called the Lorenz butterfly.](image)

In Figure 2.2a, we see that there are two regions that attract the trajectories, they are called attractors. Depending on the system, some attractors are a single point and so are called fixed points. Once a trajectory reaches a fixed point, the system stops evolving, it reaches an equilibrium, this is the case in Figure 2.2b. As shown here, changing parameters in dynamical systems can lead to very different attractors, here we changed one of the parameters that has caused the system to go from infinitely oscillating to reaching an equilibrium.

### 2.2.2 Earth to World-Earth

Earth system models (ESM) aim to model the interactions of the various components of the Earth using dynamical systems. These models use our current understanding of chemistry, physics, and biology to represent different processes that happen on Earth [45]. For example, the effects of life on Earth are included in atmospheric projection. As such, they are more advanced than Global Climate Models (GCM), which only model the purely physical climate and ocean processes, without considering the impact of biological processes.

ESM’s are missing a crucial component. Geologists are currently considering calling the current period the Anthropocene due to the unprecedented and growing impact that humans are having on
the environment. For models to be accurate, the human factor has to be taken into account. Hence, the human world is sometimes integrated in the ESM to create a different class of models called World-Earth system models. The earliest model of this type is from the 1974 book; the “Limits to Growth” [46]. The book describes different possible pathways for humanity with a dynamical model: World3, that considers population growth, economy, and pollution. “World-Earth system model” is the nomenclature used by the Potsdam Institute for Climate Impact Research (PIK). This institute has produced much of the research for World-Earth system modelling, such as the AYS model [35], which we use in this work. Another nomenclature exists, Social-Climate models [31, 32]. This research is still quite uncommon, and the naming has yet to be completely established. For clarity, we will call them World-Earth systems, as our work follows from Strnad et al. [1], who use this naming scheme.

The AYS model from Kittel et al. [35] is a low complexity World Earth system model. The AYS is mathematically defined and can be plotted in phase space due to only having three dimensions of variables, which adds to interpretability. The dynamics are fairly simple and depend on very few parameters. The few parameters that are present are justified coherently with data in the original paper. We will thus be using this model for the experiments.
Chapter 3

Methods

In this chapter, we describe our methods. We attempt to be as descriptive as possible in order for our experiments to be reproducible. To assist this, the code was uploaded on GitHub. A short demo is also available on Google Colaboratory.

3.1 The Agents

Following Strnad et al. [1], we use different agents to probe the Environment and discover strategies leading to sustainable development. We use a DQN agent [18] as well as one of its variants with improvements: Duelling Double DQN with Prioritised Experience Replay and Importance sampling [47]. We call this algorithm DuelDDQN for conciseness. We want to compare these to Actor Critic agents: A2C [48] and PPO [49]. Variety in our population of agents enables us to explore and discover different strategies. The agents vary in both fundamentals and complexity. This also serves to compare off-policy and on-policy algorithms: DQN agents are off-policy and actor critics are on-policy. These are all implemented with PyTorch and hyperparameters were tuned using a Bayesian optimisation scheme.
3.1.1 DQN-Based Agents

Deep Q-Networks

**Algorithm 1** Deep Q-learning with Experience Replay

1: Initialise replay memory $\mathcal{D}$ to capacity $N$
2: Initialise policy action-value function $Q$ with random weights $\theta$
3: Initialise target action-value function $\hat{Q}$ with weights $\theta^- = \theta$
4: for episode = 1, M do
5:         Initialise sequence $s_0$
6:     for $t = 1, T$ do
7:         With probability $\epsilon$ select a random action $a_t$
8:         otherwise select $a_t = \max_a Q(s_t, a | \theta)$
9:         Execute action $a_t$ and observe reward $r_t$, state $s_{t+1}$ and whether episode is done
10:        Store transition $(s_t, a_t, r_t, s_{t+1}, done_t)$ in $\mathcal{D}$
11:        $s_t \leftarrow s_{t+1}$
12:        Sample random minibatch of transitions $(s_j, a_j, r_j, s_{j+1}, done_j)$ of size $J$ from $\mathcal{D}$
13:        Set $y_j = \begin{cases} r_j & \text{if } done_j \\ r_j + \gamma \max_a' \hat{Q}(s_{j+1}, a' | \theta^-) & \text{otherwise} \end{cases}$
14:        Perform a gradient descent step on $\frac{1}{J} \sum_j ^J (y_j - Q(s_j, a_j | \theta))^2$
15:        Every $C$ steps, $\theta^- \leftarrow \theta$
16:    end for
17: end for

One of the first highly successful algorithms that combine deep learning and RL is “Deep Q-networks” (DQN) by Mnih et al. [18], presented in Algorithm 1. This algorithm keeps two Q-functions parameterised as neural networks, and selects actions with an $\epsilon$-greedy policy. The two Q-functions are called the policy network and the target network. The policy network selects actions and is updated at every iteration with both new experiences and old ones thanks to a replay buffer. The parameters of the policy network are periodically copied to the target network. This helps to reduce overestimation bias, a common problem in Q-learning [50].

The DQN agent we implement is very close to Algorithm 1. We keep the $\epsilon$-greedy policy, but introduce a decay to the $\epsilon$ parameter to slowly converge to a greedy policy over time. This decay is controlled by the parameter $\rho$ such that $\epsilon(t) = \epsilon_0 \times \frac{1}{t^\rho} + 0.01$ where $t$ is a variable that is incremented by one every time the agent takes an action and $\epsilon_0$ is chosen to be one. This scheme is inspired from Strnad et al. and DeepMind’s UCL Reinforcement Learning course [51]. It enables the agents to be entirely exploratory at first, and slowly converge to the greedy policy while still exploring occasionally.
The exploration decay rate to a greedy policy $\rho$, is optimised as a hyperparameter. The periodic copying of the policy network parameters to the target network was optimised as $\tau$; the target network update frequency. The policy network is copied to the target network every $\frac{1}{\tau}$ updates. The batch size and the buffer size are also treated as hyperparameters.

**DuelDDQN with Prioritised Experience Replay**

Many subsequent iterations of the DQN algorithm have surfaced, improving various aspects of it [47]. One of the most popular improvements is the addition of a Prioritised Experience Replay Buffer with Importance sampling (PER-IS) [52], where actions that incur a larger update (that are the most surprising) are more likely to be picked to be replayed. This does entail that importance sampling weights must be included to compensate for picking the same transition multiple times. We use $\text{done}_t$ as a boolean variable that indicates whether the episode is finished at time step $t$. The probability of a tuple of experience $(s_t, a_t, r_t, s_{t+1}, \text{done}_t)$ being sampled is its absolute error:

$$p_t = |\delta_t| = |r_t + 1[\text{done}_t] \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a)|. \quad (3.1)$$

Where we use the $\overline{\text{done}}_t$ notation as the negation of the $\text{done}_t$ boolean variable and $1[\cdot]$ as the indicator function\(^1\), a shorthand notation of line 13 in Algorithm 1. A parameter $\alpha$ is used as an exponent: $P_t = p_t^\alpha$ with $\alpha \in [0, 1]$. This is to tune the prioritisation with $\alpha = 0$ corresponding to no prioritisation (equivalent to the buffer in algorithm 1) and $\alpha = 1$ to full prioritisation. These tuned probabilities are then normalised by taking the sum of the tuned probabilities in the replay buffer. Importance sampling weights then are:

$$w_t = \frac{(NP_t)^{-\beta}}{\max_i w_i}, \quad (3.2)$$

with $N$ the number of experiences in the buffer and $\beta$ another hyperparameter $\beta \in [0, 1]$, that is converged to 1 over time. Using PER-IS can speed up convergence and improve stability.

Another improvement is Double Q-Learning [50], in this version of the algorithm, the action selection and evaluation are decoupled in the update as such:

$$L_{\text{Double}}(\theta) = \left( Q_\theta(s_t, a_t) - R_t + 1[\overline{\text{done}}_t] \gamma \max_a [Q_\theta(s_{t+1}, \text{arg max}_a Q_\theta(s_{t+1}, a)) - Q(s_t, a)] \right)^2. \quad (3.3)$$

Here $[[\cdot]]$ denotes stopping the gradient, so $\nabla_\theta[[f_\theta]] = 0$, and we have simplified notation $Q(\cdot, \cdot | \theta) = Q_\theta(\cdot, \cdot)$ This type of update helps reduce overestimation bias in Q-learning and can dramatically improve performance [53].

The last improvement we look at, is the duelling network architecture [54]. Duelling architectures are branching neural networks that calculate values and advantages in two different streams. Advantages represent how much better an action is compared to the possible others, they are defined

\(^11[x] = 1\) if $x$ is True else 0 if $x$ is False
as:

\[ A(s, a) = Q(s, a) - V(s), \quad (3.4) \]

and the network outputs:

\[ Q_{\theta, \psi, \omega}(s, a) = V_{\theta, \psi}(s) + A_{\theta, \omega}(s, a) - \frac{1}{|A|} \sum_{i} A_{\theta, \omega}(s, a_i) \quad (3.5) \]

Where \( \omega \) is the set of parameters associated with the advantage stream, \( \psi \), the set of parameters for the value stream and \( \theta \), the parameters shared across both streams. Regular DQN neural network architecture and duelling architecture are represented below.

Figure 3.1: Architecture of a regular Deep Q-network (top) and duelling architecture (bottom) from Wang et al. [54]. In the bottom panel, the network branches into two streams, the top stream outputs the scalar state value \( v(s_t) \) and the bottom stream outputs the \(|A|\)-length vector of advantages \( A(s_t, a_t) \). The streams are then combined according to Equation (3.5) to output \( Q(s_t, a_t) \).

This improvement is small, but leads to better policy evaluation when there are multiple similar valued actions [54].

We take our DQN implementation as it is and add the upgrades described above. We add a duelling network architecture and the double Q-learning update. The algorithm was also run with a Prioritised Experience Replay with Importance Sampling buffer. This was implemented with two binary trees where the root of each tree respectively saved the sum of all the probabilities, and the minimum of all the probabilities. This was to compute the normalised probabilities and the importance sampling weights efficiently. Despite this, the training time of this agent scaled significantly with increasing buffer size. The agent is thus very similar to RAINBOW from Hessel et al. [47]. The buffer prioritisation \( \alpha \) and importance sampling exponent \( \beta \) were optimised as hyperparameters. The resulting algorithm is a Duelling Double-DQN with Prioritised Experience Replay and Importance Sampling agent, which we call *DuelDDQN* for short.
3.1.2 Actor Critic Agents

Advantage Actor Critic

The parametrisation of both the policy and the value function in actor critics can easily be converted to deep learning. Some of the most famous algorithms are Advantage Actor Critic (A2C) and Asynchronous Advantage Actor Critic (A3C) [48]. The following objective function is maximised to optimise the parameterised policy, known as the *actor*:

$$J_\theta(\pi) = E[A^\pi(s_t, a_t) \log \pi_\theta(a_t|s_t)].$$

(3.6)

Where, one option is to use the one-step temporal difference TD(0) error for $A^\pi(s_t, a_t)$:

$$A^\pi(s_t, a_t) = \delta_t = R_t + \gamma v_w(S_{t+1}) - v_w(S_t).$$

(3.7)

With $v_w(\cdot)$, the *critic*, which is a function of the state, parameterised as a neural network. We thus have two sets of network parameters that we need to update: the actor and the critic. For neural network frameworks, we need to maximise the objective (3.6) which is equivalent to minimising the loss:

$$L_{actor}(\theta) = -\frac{1}{T} \sum_{t=0}^{T} A^\pi(s_t, a_t) \log \pi_\theta(a_t|s_t).$$

(3.8)

For updating the critic, we can use a similar scheme as in DQN and minimise a squared error between $v_w(s_t)$ and $R_t + \gamma v_w(s_{t+1})$:

$$L_{critic}(w) = \frac{1}{T} \sum_{t=0}^{T} (R_t + \gamma[v_w(s_{t+1})] - v_w(s_t))^2.$$  

(3.9)

For our Advantage Actor Critic (A2C), we aim to make a simple agent, to contrast with our other Actor Critic; PPO. For A2C, the actor network is implemented with a neural network that takes as input the state and outputs four unnormalised probabilities corresponding to the probability of taking each action. The probabilities are then normalised and used for a multinomial distribution, from which we sample to get the action for the time step. The advantage function used is the TD(0) error, which values short-term rewards, has high bias, and low variance. This is the simplest form of the advantage function. We also included entropy regularisation, controlled by an exploratory parameter $\epsilon$. The losses then have the form:

$$L_{actor}(\theta) = -\frac{1}{T} \sum_{t=0}^{T} \left[ (R_t + 1[\text{done}] \gamma v_w(s_{t+1}) - v_w(s_t)) \log \pi_\theta(a_t|s_t) \right] - \epsilon H(\pi_\theta)$$

(3.10)

$$L_{critic}(w) = \frac{1}{T} \sum_{t=0}^{T} \left( R_t + 1[\text{done}] \gamma [v_w(s_{t+1})] - v_w(s_t) \right)^2.$$  

(3.11)

Where we include the same notation $1[\text{done}]$ to make the next state value equal to 0, if we are at a terminal state. Entropy regularisation (maximising the entropy) ensures that the policy stays exploratory.
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by forcing the action distribution to be more uniform. It is known to improve the final policy \[48\]. The entropy coefficient \(\epsilon\) is optimised as a hyperparameter. The A2C agent was implemented with a rollout buffer (which stores the transitions in order). The agent steps through the environment multiple times, then once the rollout buffer is full, the agent is updated with the entire buffer of experience at once with no batching. The reason no batching is done is that A2C is an on-policy algorithm. So if an update is applied to the network, the policy that collected the experience is no longer the same as the one that has now been updated. Updating a second time with the experience from the previous policy yields incorrect gradient updates. We treat the rollout length as a hyperparameter. Finally, we include gradient clipping so that the policies or the value estimates do not change too abruptly.

Proximal Policy Optimisation

Actor Critic methods can lead to large updates to the policy, which can negatively affect performance. To remedy this, Schulman et al. \[49\] maximise a clipped objective for the actor instead of Equation (3.6), equivalent to minimise the following loss:

\[
L_{\text{CLIP}}(\theta) = -\mathbb{E}\left[\min\left(\frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_{old}}(a_t|s_t)}, clip\left(\frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_{old}}(a_t|s_t)}, 1 - \eta, 1 + \eta\right)\right)A_{\pi}(s_t, a_t)\right],
\]

(3.12)

where \(\eta\) is a hyperparameter that decides how far away the new policy can go from the old policy. If there is a large difference between the old policy and the new policy, the policy is clipped, which truncates the ratio to the range \([1 - \eta, 1 + \eta]\). The critic is updated similarly to Equation (3.9). This algorithm, Proximal Policy Optimisation (PPO), has yielded some of the best results over a wide range of benchmarks, such as the MuJoCo environments \[49\].

We implemented PPO following Equation (3.12), the clipping value is optimised with Bayesian optimisation. Otherwise, the implementation is very similar to the A2C, for easier comparison, such as the entropy regularisation and the rollout buffer. We also added changes to the PPO algorithm following Huang et al. \[55\] who summarise 37 implementation details for PPO. We implement many, but not all of the 37 details that are described. For example, we did not include the clipped loss for the value function which, according to the authors, can hurt performance. The significant changes we implement are the normalisation of the advantages of each batch; by subtracting the mean of the advantages in the batch and dividing by the standard deviation: this reduces the variance of policy updates \[56\]. We implement Generalised Advantage Estimation from Schulman et al. \[57\], defined with the TD(\(\lambda\)) return of Equation (2.17):

\[
A^\lambda_t = G^\lambda_t - V^\pi(s_t)
= \gamma\lambda \sum_{i=t}^{t+n-1} (\gamma\lambda)^{i-t}\delta_i,
\]

(3.14)

which we define recursively:

\[
A^\lambda_t = \delta_t + \gamma\lambda A^\lambda_{t+1}.
\]

(3.15)
Which enables to balance between bias and variance of advantages. We then have access to a TD($\lambda$) target for updating the critic:

$$G_t^{\lambda} = A_t^{\lambda} + v_w(s_t).$$

(3.16)

Our losses to update the networks then have the form:

$$L_{actor}(\theta) = -\frac{1}{T} \sum_{t=0}^{T} \left[ \min \left( \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta,old}(a_t|s_t)} A^\lambda(s_t, a_t), \text{clip} \left( \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta,old}(a_t|s_t)}, 1 - \eta, 1 + \eta \right) A^\lambda(s_t, a_t) \right) \right]$$

$$- \epsilon \mathcal{H}(\pi_\theta)$$

(3.17)

$$L_{critic}(w) = \frac{1}{T} \sum_{t=0}^{T} \left( G_t^{\lambda} - v_w(s_t) \right)^2.$$  

(3.18)

Because of the clipping of excessive policy changes, the agent can be updated in epochs and batches [49]. We use 50 epochs which was found to set a good compromise between computation time and performance, we optimise the rollout length and the size of the batches in the hyperparameter tuning.

We use these four agents in the environment with a discount $\gamma = 0.99$ as we are interested in long-term rewards rather than short-term rewards [37].

### 3.1.3 Neural Network Architectures

A specific architecture for the neural networks is used, that sets a good compromise between accuracy and training speed. The architecture parameters are not optimised with the other hyperparameters due to limited compute power. The input to all the networks is the observed state space $(A,Y,S)^T$, which we elaborate on in Section 3.2. Three layers of 256 dense Linear Units are used, intercalated with Rectified Linear Units\(^2\) (ReLU). The number of units follows from Strnad et al., and so is the use of ReLU’s, other nonlinear layers were not investigated. The last layers output four values (four actions preferences or four state-action values) or one scalar value (state value) depending on the network. Training times for agents can vary from 5 minutes to 20 minutes for 100000 time steps (frames) of the environment on a standard GPU-equipped machine. An episode in this environment can last from 20 to 600 frames, depending on the performance of the agent.

### 3.1.4 Optimisers and Schedulers

For all the neural networks, we use the Adam Optimiser [58], which is commonly used for Reinforcement Learning tasks [56]. We also make use of learning rate schedulers, recommended for Deep RL [55]. These enable us to reduce the learning rate geometrically throughout training to help convergence of the networks. There is a risk of underfitting, if the learning rate is annealed too fast and stops the

\(^2\)ReLU(x) = \max(0,x)
agent from converging to a suitable optimum, which makes the decay rate tuning difficult. This can happen if the agent does not explore fast enough. To set a compromise, a geometric decay rate of 0.5 was applied at regular intervals in the training. The number of times the learning rate is decayed is treated as a hyperparameter, named *decay number*. For example, a learning rate with a decay number of 4 will have a final learning rate multiplied by $0.5^4$. Ideally, we would like to tune the geometric factor of 0.5 as well, but this was found to be very difficult in practice due to limited compute power.

### 3.1.5 Hyperparameter Tuning

Great care was taken in tuning hyperparameters due to the difficult environment that the agents have to solve. The parameters that were tuned are summarised in Tables 3.1 and 3.2 below. To tune the hyperparameters, we used a Bayesian optimisation tool provided by the *Weights and Biases* python library. The parameters were sampled from categorical distributions or uniform distributions. For parameters that can span multiple orders of magnitude (such as learning rates), we sample from a log-uniform distribution. The full descriptions of distributions and ranges are in Appendix B. The objective given to the optimisation was to maximise the mean reward over 100,000 steps. Steps are a single iteration of the environment, this is equivalent to 500-2000 episodes, depending on average episode length. Maximising the mean reward optimises for two things: the agents find a fast way to learn the environment, as well as finding a way to maximise rewards. What the mean reward doesn’t account for is stability, it cannot tell the difference between an agent that learns fast to obtain high rewards but is unstable or an agent that learns slowly to obtain a high reward but with high stability. To circumvent this, at the end of the optimisation, the reward curves of the top-performing parameters were qualitatively evaluated to not select parameters that yield an unstable agent.

For consistency in the optimisation scheme, we use a fixed global random seed for all the runs. The seed controls the initialisation of the weights of the neural networks, the sampling of actions, the environment initial states, and the sampling from the replay buffer or the shuffling of batches in the rollout buffer. This could affect the optimisation, where the Bayesian optimisation learns to overfit to the seed. This was not seen to make a difference in practice, we believe, due to the many sources of randomness stemming from different parameters in each training run. The optimisation was stopped once all the parameters were seen to converge. For the more basic algorithms (DQN and A2C) where there are fewer hyperparameters, this was shorter.

We present the top results of the hyperparameter search in the following tables.
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| Parameter                  | DQN   | DuelDDQN | Description                                                                 |
|----------------------------|-------|----------|-----------------------------------------------------------------------------|
| Learning Rate (lr)         | 0.002357 | 0.004133 | Learning rate of the Network’s Adam Optimiser.                              |
| Exploration decay (ρ)      | 0.7052 | 0.5307   | Controls the speed at which the policy converges to greedy.                 |
| Batch Size                 | 256   | 128      | Batch of experience given to the network at once.                           |
| Buffer Size                | 32 768 | 32 768   | Maximum number of experiences stored.                                       |
| Periodic update (1/τ)      | $\frac{1}{0.018577} \rightarrow 12$ | $\frac{1}{0.018575} \rightarrow 54$ | Frequency of target network parameter copying.                             |
| Learning rate decay (decay number) | 6 | 10 | Number of times the learning rate is reduced by half.                       |
| Buffer Prioritisation (α)  | -     | 0.213    | Controls the probability of picking high-priority experience.               |
| Importance Sampling exponent (β) | - | 0.7389 | Controls the value of Importance sampling weights.                          |
| Metric (mean rewards)      | 321.471 | 330.394 | Bayesian optimisation target.                                               |

Table 3.1: Hyperparameter table for the DQN and DuelDDQN algorithms, top result of 32 and 102 runs of Bayesian optimisation respectively.
### Table 3.2: Hyperparameter table for the A2C and PPO algorithms, top result of 67 and 229 runs of Bayesian optimisation respectively.

| Parameter (variable name)   | A2C          | PPO          | Description                                                                 |
|-----------------------------|--------------|--------------|-----------------------------------------------------------------------------|
| Actor Learning Rate (lr actor) | 0.0002052    | 0.0003633    | Learning rate of the Actor’s Adam Optimiser.                               |
| Critic Learning Rate (lr critic) | 0.002627    | 0.004864    | Learning rate of the Critic’s Adam Optimiser.                              |
| Entropy regularisation coefficient (\(\epsilon\)) | 0.001672    | 0.0001411    | Coefficient to the entropy term \(H(\pi)\).                               |
| Batch Size                  | -            | 256          | Batch of experience given to the network at once.                          |
| Rollout length (buffer size) | 32           | 2048         | Length of experience accumulated for updating the networks.                |
| Learning rate decay (decay number) | 4            | 200          | Number of times the learning rate is reduced by half.                      |
| \(\lambda\)-return parameter (\(\lambda\)) | -            | 0.8845       | Balances short and long-term reward.                                       |
| Policy Clipping parameter (clip) | -            | 0.2762       | Controls how far away the new policy can go from the previous policy.     |
| Metric (mean rewards)       | 74.339       | 128.376      | Bayesian optimisation target.                                              |

We will comment on the numerical values of the hyperparameters in Chapter 4.
3.2 The Environment: the AYS model

We use the AYS model [35] as the environment for our experiments. This is a low-complexity World-Earth system model. Here, we will summarise the important aspects of the model, but for details, please refer to the original paper.

3.2.1 Observables

The model has three observed variables:

- Excess atmospheric carbon, $A$ in GtC$^3$
- Economic output, $Y$ in $$/yr
- Renewable knowledge stock, $S$ in GJ$^4$

This last variable is less tangible than the previous others, it represents how much knowledge humans have about renewable energy, and is in GJ to represent that it is proportional to renewable energy production. The dynamics of the model are simplified compared to the true interactions of humans and the climate. This low dimensional environment enables us to test our framework’s limits as well as plot trajectories in phase space for better interpretability. We hope that future work in the field of World-Earth systems could bring new data-driven, higher dimensional environments that would model real-world interactions more accurately.

3.2.2 Equations

The system is governed by three differential equations, one for each observed variable:

$$\frac{dA}{dt} = E - A/\tau_A,$$  \hspace{1cm} (3.19)
$$\frac{dY}{dt} = \beta Y - \theta AY,$$  \hspace{1cm} (3.20)
$$\frac{dS}{dt} = R - S/\tau_S.$$  \hspace{1cm} (3.21)

With $R$ and $E$ the energy extracted from renewables and fossil fuels respectively. These are defined with the energy demand $U$ in GJ/year, which is proportional to the economic output:

$$U = \frac{Y}{c},$$  \hspace{1cm} (3.22)

---

$^3$GigaTon of Carbon
$^4$GigaJoules
where $\epsilon = 147 \$/GJ, the efficiency of energy. Energy is either from renewable sources or from fossil fuel sources:

\[
R = (1 - \Gamma)U, \\
F = \Gamma U, \\
E = F/\phi.
\]

(3.23) \hspace{1cm} (3.24) \hspace{1cm} (3.25)

Here, $\phi$ is the fossil fuel combustion efficiency in GJ/GtC. The share of fossil fuel energy $\Gamma$ is calculated with an inverse response to the renewable knowledge:

\[
\Gamma = \frac{1}{1 + (S/\sigma)^\rho}.
\]

(3.26)

With $\sigma$ being the break-even knowledge: when renewable and fossil fuel costs become equal, and $\rho$ is the renewable knowledge learning rate. As knowledge on renewables ($S$) increases, $\Gamma \rightarrow 0$ and the total energy share produced by renewables increases. If $S \rightarrow 0$, then $\Gamma \rightarrow 1$ and more energy is produced from fossil fuels. The full table of parameters and their description is in Appendix B.

To give a qualitative view on the equations:

- Atmospheric carbon $A$ increases proportionally to fossil fuel energy production, but is reduced by natural CO$_2$ decay out of the atmosphere.

- Economic output $Y$ is exponential in growth, but is reduced by climate instability proportional to atmospheric carbon and the economic output.

- Renewable knowledge stock $S$ proportionally increases with the amount of renewable energy produced, but renewable knowledge deteriorates over time.

The interactions in the AYS are summarised in the schematic below:
3.2.3 States

The initial state is:

\[
\mathbf{s}_{t=0} = \begin{pmatrix} 240 \text{ GtC} \\ 7 \times 10^{13} \$/\text{yr} \\ 5 \times 10^{11} \text{ GJ} \end{pmatrix},
\]

which aims to represent the current state of the Earth in this model. There are two attractors in this model:

\[
\mathbf{s}_b = \begin{pmatrix} \frac{\beta}{\theta} \\ \frac{\phi \beta \epsilon}{\phi \tau_A} \\ 0 \end{pmatrix} = \begin{pmatrix} 350 \text{ GtC} \\ 4.84 \times 10^{13} \$/\text{yr} \\ 0 \text{ GJ} \end{pmatrix}.
\]
This is denoted as the Black fixed point: roughly half of the current economic production, and this economic production is stagnant. Furthermore, in the Black fixed point, there is an excess of 350 GtC in the atmosphere with no renewable energy production: this can be seen as the scenario we wish to avoid. The other point we are interested in, is located at the boundaries of the state space:

$$s_g = \begin{pmatrix} 0 \\ +\infty \\ +\infty \end{pmatrix}.$$  \hspace{1cm} (3.29)

Where economic growth and renewable energy knowledge grow forever, we label this the Green fixed point, it is the ideal scenario. The dynamics of this environment do not allow for more fixed points. Therefore, any point in the space will be naturally drawn to one of these fixed points.

Just as in Kittel et al., we bound the state variables $A, Y$ and $S$ between 0 and 1. This avoids many numerical issues that arise from dealing with large, unbounded numbers. The scheme used to normalise the state space is the following:

$$\bar{s}_t = \frac{s_t}{s_t + s_{t=0}}.$$  \hspace{1cm} (3.30)

This leads to the initial state being $(0.5, 0.5, 0.5)^T$ and the Green fixed point to be $s_g = (0, 1, 1)^T$.

### 3.2.4 Planetary Boundaries

The model includes planetary and social boundaries, quantitative limits that should not be crossed, lest of disastrous and irreversible consequences for the biosphere and humans [10, 11]. The planetary boundary for Atmospheric carbon is set at $A_{PB} = 345 \text{ GtC}$. A minimum economic output (Social Foundation boundary) is set at $Y_{SF} = 4 \times 10^{13} \$/yr$, this number is the total world Gross Domestic Product (GDP) from the year 2000. Kittel et al. admit that this is a rough estimate, as GDP is a flawed measurement of wealth. We show the phase space with the boundaries below in Figure 3.3.
Figure 3.3: Phase Space of the AYS model with boundaries from Kittel et al. [35]. Different initial conditions with their corresponding trajectories are plotted with default dynamics. They are colour-coded according to the fixed point they reach, these can be seen as the default flows of the model. The Carbon and Economic boundaries are shown as planes intersecting the space.

Observing Figure 3.3, we can see the Black fixed point at the bottom, as well as the Green fixed point at the top left. The default flows of the model give intuition of the where each initial state will tend. The planetary boundaries are also represented as grey planes intersecting the phase space.

### 3.2.5 Actions

In Kittel et al., four actions are described:

- **Default**, the default parameters are used, the environment evolves as described above.
- **DeGrowth (DG)**, the $\beta$ parameter, that quantifies the economic growth, is halved from 3%/yr to 1.5%/yr.
- **Energy Transition (ET)**, the $\sigma$ parameter is reduced by $1 - 1/\sqrt{2} = 31.3\%$, which is equivalent to halving the break even cost (renewable energy to fossil fuel energy cost ratio).
- **DG+ET**, a combination of the two above options.

By using these actions, the parameters of the equations above are changed, and thus the flows are changed.
3.2.6 Rewards

No reward function is described in the original paper, leading us to use the same one as in Strnad et al. [1], which we describe here. The goal for the agent is to reach the Green fixed point, $s_g$ which, is far away from the planetary boundaries in phase space. We therefore re-frame the problem as a staying away from the planetary boundaries set by the environment. We use a distance between the current agent state and the planetary boundary state, which we label:

$$s_{PB} = \begin{pmatrix} 945 GtC \\ 4 \times 10^{13} \, \$/yr \\ 0 GJ \\ 0.59 \\ 0.37 \\ 0 \end{pmatrix}$$

in normalised state space. (3.32)

We get the following reward function:

$$R_t = ||s_t - s_{PB}||^2.$$ 

This makes intuitive sense from a short-term perspective: we would like to maximise economic output and renewable energy knowledge while staying away from the atmospheric Carbon Planetary boundary. We call this the Planetary Boundary (PB) reward just like in Strnad et al. We use this same reward function for easy comparison with Strnad et al. in our experiments, but we will extend it and change it in various ways to test the limits of our agents.

3.2.7 Episode Description

The AYS model is a deterministic environment, to make sure the agents learn, we initialise each new episode at a random state defined by:

$$s_{t=0} = \begin{pmatrix} 0.5 + U(-0.05, 0.05) \\ 0.5 + U(-0.05, 0.05) \\ 0.5 \end{pmatrix}.$$ 

Where $U$ is the uniform distribution. The reason the last variable has no noise added follows from Strnad et al., if noise is added to this variable, it dramatically reduces the ability for the agent to learn.

The agent can select one of the four actions at each integration time step which, again from Strnad et al., we take as being equal to one, this corresponds to one action every year. Then the environment uses an Ordinary Differential Equation (ODE) numerical solver to calculate the state for the next step given the action-specific parameters.

Following from Strnad et al., the episode terminates when the agent either:
• crosses a Planetary Boundary

• reaches the vicinity of the Black Final Point

• reaches the vicinity of the Green Final Point

In the last two cases, the future discounted rewards are approximated and given to the agent. This is to compensate for the fact that an agent might receive a smaller reward if it reaches a final point too quickly due to the nature of the distance-based reward. One that reaches a final point more slowly would have more time to collect rewards.
Chapter 4

Experiments

4.1 Introduction to Experiments

4.1.1 Experimental Setup

In this chapter, we will present the experiments and their results. We conduct five different experiments, altering only one aspect of the agent-environment interface for each experiment to draw meaningful conclusions.

- First, we use the same experimental set up as in Strnad et al. [1] for comparison of results, we will call this the Planetary Boundary or PB reward experiment as the reward function depends on the distance to the planetary boundaries. Does the tuning of hyperparameters improve performance compared to previous work? How do on-policy algorithms compare to off-policy ones in this environment?

- Then, we modify the reward function so that a cost is added to using each action that implies a policy change. We want to minimise the number of interactions that the agent has with the environment. This is the Policy Cost experiment. How is the learning of the agents affected when actions have intrinsically different values?

- We radically change the reward function to a much more simple scheme, with sparser rewards, naming it the Simple reward, and to assert if the Planetary Boundary reward function is flawed. How does the learning of the agents change with sparse rewards?

- Next, to improve interpretability, we inject various amounts of noise in the parameters of the environment to observe how the agents react to different environment parameters at every episode. How does a noisy environment affect the learning of the agents?

- Lastly, we show that the current environment is only partially observable. The state at each time step does not follow the Markov property. We modify the environment such that we have
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Markov States. How does the learning of the agents change when the environment becomes fully observable?

Additionally, we analyse the data we have collected to understand the agents better. Then, we use the hyperparameter tuning data to analyse the agents’ sensitivity to hyperparameters.

In this Chapter, we will often refer to the DQN agent and the Double-DQN with Duelling architecture and Prioritised Importance Sampling agent as the DQN agents. We will refer to A2C and PPO collectively as the Actor Critics. This helps to compare trends without excessive notation.

4.1.2 Evaluation

We compare our agents to each other with their moving average rewards. The aim is a high moving average reward with low variance. We chose to use the moving average reward across the last 50 episodes. This enables us to compare the performance of our agents with the results of Strnad et al., who use the same metric. For the experiments, we modify the reward function in 2 of the 5 experiments. As the reward is our metric, changing it brings significant challenges for evaluation of our agents across different experiments. To accurately evaluate across different experiments, we have to find a different metric than the reward. We chose to use the Success Rate. We define this metric as the number of times the agent reaches the Green fixed point during training divided by the number of episodes. This metric is independent of the type of the reward, and thus we can compare the agents across different experiments. We present the table summarising the success rates in different experiments in Section 4.5.

Another way to evaluate our model is by qualitatively analysing the trajectories that the agents take in the phase space. To this end, we present the phase space plots of the agents’ trajectories in different experiments and describe them.

4.1.3 Technical Details

We use the four agents in 5 different experiments. For each experiment, we present the moving average episode reward of the last 50 episodes for each agent. The moving average for each agent is the mean over three seeds. The lightly shaded areas are half of the standard deviation of the three runs. To compute the average over the three seeds, the longer runs were cropped down to the shortest run for a given algorithm. The random seed controls the initialisation of neural network weights, the action sampling, the initial states of each episode and the sampling and shuffling of experience. For all the experiments, the agents were trained for 500000 frames with the parameters from the table in Chapter 3. We use a frame limit to train the agents, as the training times can be inconsistent with an episode limit. This is because the agents who learn to control the environment fast will have longer episodes with more frames. By enforcing a frame limit rather than an episode limit, we ensure that training times are consistent across agents and seeds.
4.2 Comparison with Previous Benchmark

Results

Figure 4.1: Moving average rewards of the four agents in the AYS environment with the Planetary Boundary reward over 500,000 frames. The plot shows the mean and standard deviation over three different seeds.

Looking at the plot:

- DQN learns fast and oscillates at an average reward of around 300, while staying relatively stable/low variance.
- DuelDDQN learns extremely fast but is unstable, decreasing from an average reward of 350 to 300 over time.
- A2C learns extremely slowly and is very high variance and unstable, achieving average rewards of 200 or so.
- PPO learns slowly, but then reaches average rewards of around 400 and is very stable.

We see that the best performing agent in terms of the best rewards is PPO, followed by DuelDDQN, then DQN and lastly A2C. This is in line with what we would expect, the agents with additional upgrades; PPO and DuelDDQN outperform their simpler counterparts; A2C and DQN. What is surprising is how slow A2C learns compared to the other agents. This is because A2C is not nearly as data
efficient as the other agents, which all have some way of replaying experiences they have previously sampled.

Analysis

For context, the top reward that agents can receive in this environment is 750 and the minimum is 15. Reaching the Green fixed point can yield a reward from 400 to 750, reaching the Black fixed point yields a reward of around 100. The lowest rewards (15-80) are achieved when crossing planetary boundaries. So, a mean reward of 300 can be interpreted as an agent getting to the Green fixed point once every 2 episodes. Picking actions uniformly at random yields a mean reward of 17.

The previous best benchmark set by Strnad et al. [1] was a mean reward of around 250, after 5000 episodes of training. The agent that set this benchmark was almost identical to our DuelDDQN agent, with a few differences in implementation. We can see that three of our agents comfortably outperform this both in average rewards and training speed. PPO, our best performing agent, achieves a mean reward of 400 after 800 episodes of training. The second-best agent, DuelDDQN, obtains mean rewards of 350 after around 200 episodes of learning. Our rigorous parameter tuning was effective at obtaining better rewards.

Trajectories

Since our state space is three-dimensional, we can plot the trajectories of the agents in phase space. We colour-code the action at each time step. This gives an intuitive understanding of the behaviours of different agents. The initialisation $s_0 = (0.5, 0.5, 0.5)^T$ is labelled current state with a red dot, as it is an estimate of the current state of the Earth in this system.
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(a) DQN
(b) DuelDDQN
(c) A2C
(d) PPO

Figure 4.2: Trajectory of the trained agents plotted in phase space from the $s_0 = (0.5, 0.5, 0.5)^T$ initialisation (marked current state). The trajectory is colour-coded with the actions of the agent at each time step.

Looking at these plots, a pattern emerges. The agents pick the DG+ET action many times at the beginning. Then, once it gets close to the economic boundary, it switches off the DG option and instead just uses ET. Then, they use DG+ET again for a few more steps. Once it reaches certain renewable knowledge stock $S$, the agents start exhibiting some variance in the actions they choose. They all seem to prefer DG, or DG+ET. This has for effect that the agent converges slower to the optimal green state by slowing the economic growth. We believe this is because the agent wants to collect as much reward as possible from the environment by staying inside of it as long as possible.

36
Strnad et al. [1] addresses this by giving the agent discounted rewards at the end of the simulation for the remaining time steps, but by slowing the growth of $Y$, the agent strays further away from the atmospheric boundary (they do not follow the green flow lines) and therefore maximises its reward.

We can see that the Actor Critics learn similar trajectories. They stray as far as possible from the Atmospheric boundary. This is because the Actor Critics are on-policy, they take into account their own stochastic action selection. Thus, they minimise the risk of crossing a boundary due to a stochastically selected action; they give themselves some leeway. This resonates well with the Cliff-Walk example from Sutton & Barto Chapter 6 [37] that highlights the contrast between on-policy and off-policy algorithms.

The trajectory curves around the green contour lines by repeatedly using actions that change parameters of the system. This is most likely because the agent collects more reward the further it is from the point $(A_{PB}, Y_{SF}, 0)^T$, which is the lowest point at the intersection of the two planetary boundaries. Comparing this with the trajectory from Strnad et al. (Appendix A), our agents appear to collect better rewards by using this curved trajectory.
4.3 Behaviour with Different Rewards

4.3.1 Policy Cost

To get a behaviour that is equivalent to what a human policymaker would want, the agent needs to take as few decisions as possible. For example, cutting economic growth by half, for multiple years in a row, is not realistic. Therefore, we adapt the previous reward function to include a cost to using actions that manage the parameters of the system. We set the cost of using each action to 50% of the reward for that time step. If the double action DG+ET is used, the reward is reduced by a further 50%, such that the reward received is 25% of the original reward given. The reward for using no management, default is then 100% of its original value. This incentivises the agents to use as few management actions as possible. We summarise this below with $R^r_t$ the reward received by the agent and $R^{PB}_t$ the reward from the PB reward function in the previous experiment:

- if $a_t = \text{default}$, $R^r_t = R^{PB}_t$,
- if $a_t = \text{ET}$, $R^r_t = 0.5 \times R^{PB}_t$,
- if $a_t = \text{DG}$, $R^r_t = 0.5 \times R^{PB}_t$,
- if $a_t = \text{DG + ET}$, $R^r_t = 0.25 \times R^{PB}_t$.

These coefficients are arbitrarily chosen for the simplicity of the experiment, where we want to evaluate the agents’ performance where we penalise taking more actions. Further experiments could be done with different coefficients, or consulting experts to derive more data-driven coefficients.
Results

Figure 4.3: Moving average rewards of the four agents in the AYS environment, with the *Policy Cost* reward over 500,000 frames. The plot shows the mean and standard deviation over three different seeds.  

*n.b.*: The rewards for PPO and A2C are cropped from 10,000 episodes down to 2500 for visibility, for the full plots, please see Appendix A.

- For DQN agents, the rewards are around 50 less than for the PB reward. This is in line with the fact that the rewards available have been significantly reduced by penalising taking actions. DuelDDQN is reduced from a mean reward of around 350 in Figure 4.1 to 300 here, and DQN from 300 to around 250 here. The agents learn to maximise the reward with the changed reward function.

- The most obvious differences are in the learning of the Actor Critics; there is none of it. In 10,000 episodes, they do not learn to maximise rewards as well as the DQN agents.
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Figure 4.4: Trajectory of agents trained with the Policy Cost reward, plotted in phase space from the $s_0 = (0.5, 0.5, 0.5)^T$ initialisation (labelled current state). The trajectory is colour-coded with the actions of the agent at each time step.

- We see that, indeed, the DQN agents do what we expected them to: use the default action as much as possible to maximise the rewards. They seem to use the double action DG+ET early on then switch to just ET, similarly to Figures 4.2a, 4.2b with the regular PB reward. Then, they use the natural flows of the system to be carried to the Green fixed point without using any management actions. This shows that the agents in the previous experiment were using the PB
reward to their advantage, as the reward function made no assumption about the relative value of each action.

- The Actor Critics have learnt to only take the default action to maximise their reward. We believe this to be due to the lack of exploration. We can theorise that because the entropy regularisation parameters are small ($\epsilon = 0.001672$ and 0.0001411 for A2C and PPO respectively), not enough exploration is conducted by the Actor Critics. They never find out that the short-term reward of not using management options is minuscule compared to the reward that can be obtained from staying in the environment longer.

A lot of exploration is required to learn an optimal trajectory, when there are intrinsically different rewards for each action. The on-policy agents struggle with this significantly.

### 4.3.2 Simple Reward

From the previous two experiments, the reward function seems to be introducing a significant amount of bias in the behaviour of the agents. To verify this hypothesis, we create a much simpler reward function that only considers whether the agent reaches the Green fixed point and penalises crossing the boundaries:

$$ r(s) = \begin{cases} 
1 & \text{if } s_t = s_g \\
-1 & \text{if } (A_t > A_{PB}) \lor (Y_t < Y_{SF}) \\
0 & \text{otherwise.} 
\end{cases} $$

We call this much simpler scheme the Simple reward. This makes the environment harder to master for the agents, as the PB reward does not guide them. They only receive rewards at the end of the episode; the rewards are sparse. We expect the learning to be much more difficult for the agents, but that the trajectories obtained will be less dependent on the planetary boundaries. From the previous experiment, we can expect that the DQN agents perform better as they explore more effectively than the Actor Critics.

### Results

We show the learning curves for the agents with this different reward, but it should be noted that comparison with the other reward types is not particularly useful as they have different scales. We compare the agents with each other.
Figure 4.5: Moving average rewards of the four agents in the AYS environment, with the \textit{Simple} reward over 500,000 frames. The plot shows the mean and standard deviation over three different seeds.

We see that, surprisingly, DQN performs the best, learning an average reward of 0.2. DuelDDQN learns just as fast, but then its learning seems to collapse over time, down to an average reward of -0.5. PPO and A2C, perform worse than the DQN agents and learn quite slowly, particularly A2C. They both achieve mean rewards of -0.5 but seem much more stable than the DQN agents.

The collapse of the DuelDDQN’s learning could be attributed to a bad tuning of hyperparameters, particularly the learning rate decay. This is sensible given how sensitive the agents are to hyperparameters, as we show later in Section 4.6.3. By radically changing the reward function, without re-tuning parameters, we have much worse performance. This is reinforced by the fact that DQN and A2C, the two agents with the fewest hyperparameters, perform better or just as well as their more complex counterparts. Re-tuning hyperparameters for this specific reward function was not further explored.
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Trajectories

![Trajectory images](image)

Figure 4.6: Trajectory of agents trained with the *Simple* reward, plotted in phase space from the $s_0 = (0.5, 0.5, 0.5)^T$ initialisation (labelled *current state*). The trajectory is colour-coded with the actions of the agent at each time step.

- For the DQN agents, they learn similar shapes of trajectories to the *Policy Cost* reward from Figure 4.4. First they pick DG+ET, then they switch to just ET to reach a certain renewable knowledge stock $S$. After which, they get carried by the flows of the system towards the Green fixed point.

- The Actor Critics seem to pick the actions in a uniform manner, as can be seen from the variation
of actions they take at each time step. PPO has slightly more structure as it picks the action DG+ET for the first few time steps, just as in the previous trajectories in Figures 4.2 and 4.4. We believe this poor performance to be again due to lack of exploration.

Given the similarity in trajectories (for the DQN agents) between the Policy Cost reward and the Simple reward, we can say that there is no significant bias by using the Policy Cost reward. The bias in the PB experiment (the curved trajectories) comes from the fact that the actions are treated as equal in the PB reward.
4.4 Changing the Environment

In this section, we modify the environment slightly without altering its core dynamics to improve interpretability.

4.4.1 Environment with Noisy Parameters

So far, given an initialisation, our environment is completely deterministic. The real world is rarely deterministic, it is often noisy. To make sure the agents are learning something meaningful about the environment, that is interpretable, we add a stochastic component to the environment. At each new episode, the parameters have a slight amount of noise added to them, we want to see how this affects the learning of the agent. This enables us to analyse how robust the agents are to different parameters so that they can be more applicable to the real world, where parameters are never perfectly known.

Implementation

We use the agents in a modified version of the environment, where a small amount of Gaussian noise is added to each parameter of the environment on every episode. The parameters have the values given in Section 3.2. For each parameter $p$ in the set of parameters of $\mathcal{P}$, at each new episode:

$$p_n = p \times \varepsilon \quad \text{where } \varepsilon \sim \mathcal{N}(1, \sigma_n^2) \quad \forall p \in \mathcal{P}$$

Where $\sigma_n^2$ is a parameter that controls the noise we inject in the environment parameters. We use this scheme to introduce noise as the parameters span many orders of magnitude, so the noise injected has to scale with the parameters’ magnitude. The sampled noise is independent for all the parameters, and has the correct scale for each parameter. The more we increase $\sigma_n^2$, the more noise is injected into the environment’s parameters. We increase $\sigma_n^2$ for the agents to see how their learning is affected. We start $\sigma_n^2$ at $10^{-5}$ and increase is geometrically to 1 over 3000 episodes by multiplying the noise by 10 every 500 episodes. For computational stability reasons, the noise $\varepsilon$ is clipped between 0.5 and 1.5 to prevent problems with the ODE solver. This is because, for certain parameter combinations, unbounded rapid exponential growth is possible. This also stops the environment from deviating too much from the original one.

We expect this to significantly negatively affect the learning of the agents over time, especially as the environment approaches noise variance of $\sigma_n^2 = 1$. Changing parameters of a dynamical system affects the location and size of attractors, which in turn changes how variables evolve. As a result, we include a random agent to compare with the learning agents. The random agent simply picks an action uniformly at random at every time step.
Results

Figure 4.7: Moving average rewards of the five agents in the Noisy AYS environment, with the Planetary Boundary reward over 3000 episodes. The plot shows the mean and standard deviation over three different seeds. The noise variance is initially at $10^{-5}$ and is multiplied by 10 every 500 episodes such that the noise variance is equal to 1 from episode 2500 onwards.

These results are very surprising considering how brittle the agents have been to hyperparameters in the previous experiments. We see here that the DQN agents have found a stable mean rewards of 350 for the first 1500 episodes, this is equivalent or better than in the noiseless environment in Figure 4.1. We can also see that the DQN agents have much lower variance in their rewards. At episode 1500, when the noise variance increases from $\sigma_n^2 = 10^{-3}$ to $10^{-2}$, the DQN agents’ mean reward collapses to around 300 for DQN and 250 for DuelDDQN. From this point on, the variance in rewards increases significantly.

A2C performs ever so sightly better than random. PPO learns slower than in the PB experiment, taking around 1200 episodes to reach peak rewards. We believe this to be due to PPO being the most sensitive to hyperparameters out of all the agents: it took the most runs of Bayesian optimisations to tune the hyperparameters until convergence (229 runs). It then reaches a similar peak rewards of 400.

After episode 2000, all the agents converge to a mean reward of around 230, and seem relatively
stable in this region. Most importantly, the Random agent also is in this range, but with a slightly lower average reward of 200. The noise variance at this point is $\sigma_n^2 = 1$, the agents perform barely better than random action selection once the parameters change too much.

The high stability we observe for the DQN agents when the noise variance is less than $10^{-2}$ (before 1500 episodes) is counterintuitive initially. We believe it is akin to a form of noise regularisation, a well-known Deep Learning regularisation method [59]. Adding noise to the environment enables the agent’s network to find a more stable local optimum to converge to and not overfit to the environment. Verifying this hypothesis would require further investigation. We could not find any research that has explored such a phenomenon in Reinforcement Learning before. A similar phenomenon that was researched is adding noise directly to the agent’s network parameters, which has been shown to improve performance, particularly in terms of exploration [60].

Adding noise seems to help the learning of the agents to some extent. If the noise added is too strong, the fundamentals of the environment are changed. Looking at the reward curves, there appears to be a sweet spot when $\sigma_n^2$ is less than $10^{-2}$. At $\sigma_n^2 = 10^{-2}$, the learning for the DQN agents decreases significantly.

**Testing the agents**

In the real world, we rarely know what the true parameters are, but they still have a fixed value. We want to see if we can apply the agents to the real world by testing them in an environment with fixed parameters sampled from the scheme above. We train a set of agents with the same setup as above, but keep the noise variance the same throughout training at $\sigma_n^2 = 10^{-3}$, the highest noise variance most of our agents seem to fare well with. We train the agents for 500,000 frames, the reward curves are in Appendix A. We then test these agents in an environment with fixed parameters, sampled with $\sigma_n^2 = 10^{-3}$. We compare the agents trained here with the ones we trained in our first experiment (Section 4.2), when noise was effectively $\sigma_n^2 = 0$. Are the agents trained in a noisy environment more adaptable than ones trained with a fixed environment?

| Training Noise Variance | DQN          | DuelDDQN     | A2C          | PPO          |
|-------------------------|--------------|--------------|--------------|--------------|
| $\sigma_n^2 = 0$ (PB experiment) | 358.5 ± 26.3 | 322.1 ± 62.0 | 423.8 ± 13.7 | 404.9 ± 38.2 |
| $\sigma_n^2 = 10^{-3}$ | 380.3 ± 36.1 | 153.9 ± 194.0 | 332.8 ± 25.16 | 271.4 ± 145.5 |

Table 4.1: Mean rewards of running the agents in an environment with fixed parameters different from the original ones from Kittel et al. [35]. We use agents trained with the fixed, original parameters as well as agents trained with noisy parameters (new parameters sampled at each episode). The mean and standard deviation are across 3 agents trained with different random seeds, but tested on the same environment.
Looking at the table, the answer to our question is on average: no. Three out of four agents trained on fixed parameters do better than the ones trained with noisy parameters. Looking at the standard deviation in the last row, we see there is a lot of variation in the same agent trained with different seeds for the more complex agents DuelDDQN and PPO. One of the three seeds affected the learning of these agents significantly. This points to another hyperparameter tuning issue: the agents with fewer hyperparameters; A2C and DQN, are more adaptable than their more complex counterparts. A2C performs surprisingly well in testing, which we attribute to randomness and is not further investigated.

4.4.2 Full Markov State

Our model does not follow the Markov property. This is because the actions affect the parameters that control the differential equations of the system. Therefore, a state is not independent of the past, each state has a velocity that depends on the previous states and actions. This velocity is invisible to the agents: the previous experiments have been in a Partially Observed Markov Decision Process (POMDP).

Implementation

To obtain a full Markov state, information about the velocity must be included in the state. We use the same methods as in gym environments\(^1\), we then have states of the form:

\[
 s_t = \begin{pmatrix}
 A_t \\
 Y_t \\
 S_t \\
 dA_t \\
 dY_t \\
 dS_t 
\end{pmatrix}
\]

(4.3)

Where we calculate the differentials with the equations from Chapter 3 added to the velocity at the previous time step:

\[
 dA_t = E_t - A_t/\tau_A + dA_{t-1},
\]

(4.4)

\[
 dY_t = \beta(a_t)Y_t - \theta A_t Y_t + dY_{t-1},
\]

(4.5)

\[
 dS_t = R_t - S_t/\tau_S + dS_{t-1}.
\]

(4.6)

Our hypothesis is that this improves the learning of the agent. Intuitively, the information about the velocity should be very valuable to the agent to accurately evaluate actions. For example, an action that causes a high speed towards a planetary boundary would be much less valuable than one that causes the agent to move slowly towards the Green fixed point.

\(^1\)OpenAI Gym GitHub
Results

Figure 4.8: Moving average rewards of the four agents with and without a Markov AYS environment, with the Planetary Boundary reward over 500 000 frames. Plots show the mean and standard deviation over three different seeds.

The Markov agents are all more or less different than their non-Markov counterparts. We compare the agents to their Markov equivalent independently.

- Markov DQN learns much faster than regular DQN, it then has lower variance in its mean
reward. Despite this, Markov DQN achieves slightly lower rewards and its mean reward decays from around 300 down to 270 over time. DQN does not seem to decay as much.

• Markov DuelDDQN learns just as fast as DuelDDQN but then exhibits lower rewards at an average of 300 versus 350 for DuelDDQN. We believe that this is because the parameters used in this experiment are fine-tuned to the partial observability. Markov DuelDDQN exhibits lower variance.

• For A2C, there is a very obvious difference in performance; there is much faster learning, higher peak rewards, and lower variance. We mentioned previously that sample efficiency might be a problem for A2C. Intuitively, with a full Markov state, the environment is fully observable, so the agent needs fewer samples to “understand” the environment.

• Here, for PPO, the mean rewards are significantly lower than the previous results, where in the PB experiment, PPO had a mean reward of 400, with Markov PPO, the agent obtains rewards closer to 280. This is again most likely due to hyperparameter sensitivity.

It is worth noting that the DQN agents in the PB experiment have similar learning curves to the Markov DQN agents. The partial observability was not a significant hurdle for the DQN agents. For the two lower complexity agents: DQN and A2C, the full observability helps with the speed of learning, especially for A2C. For DuelDDQN and PPO, the full observability hurts the agent’s learning. We conclude that full observability can help, but not if hyperparameters have been fine-tuned to partial observability.
4.5 Summary table

We summarise the results of the experiments in the following table. For accurate comparison, we use the Success Rate metric, which measures the number of times an agent has reached the Green fixed point during training divided by the number of episodes.

| Experiment               | DQN     | DuelDDQN | A2C     | PPO     |
|--------------------------|---------|----------|---------|---------|
| PB Reward                | 0.592 ± 0.026 | **0.645 ± 0.049** | 0.121 ± 0.070 | 0.597 ± 0.103 |
| Policy Cost Reward       | 0.493 ± 0.067 | **0.574 ± 0.020** | 0 ± 0 | 0 ± 0 |
| Simple Reward            | **0.432 ± 0.034** | 0.237 ± 0.053 | 0 ± 0 | 0.017 ± 0.028 |
| Noisy Parameters (increasing noise variance) | 0.492 ± 0.035 | **0.501 ± 0.074** | 0.069 ± 0.008 | 0.432 ± 0.016 |
| Noisy Parameters (fixed noise variance) | 0.592 ± 0.063 | **0.596 ± 0.132** | 0.101 ± 0.028 | 0.231 ± 0.051 |
| Markov State             | 0.639 ± 0.039 | **0.671 ± 0.021** | 0.316 ± 0.062 | 0.386 ± 0.072 |

Table 4.2: Summary of results of experiments for all agents. The agents were all trained with three seeds, we give the mean and the standard deviation of the metric. The metric is the success rate of the agents: how many times the agent has reached the Green fixed point divided by the number of episodes.

We can see that the best performing models are the off-policy algorithms, DQN and DuelDDQN. DuelDDQN outperforms the other algorithms in all the experiments, except for the Simple reward, where DQN performs almost twice as well. The DQN agents also tend to have lower variance across the three seeds. It is worth noting that the success rate metric takes into account speed of training, since it is an average over the number of episodes. This explains why despite earning the highest rewards, the PPO agent does not have a higher success rate than DuelDDQN as it learns more slowly.
4.6 Further Analysis

We present other trends and plots to compare between experiments.

4.6.1 Initialisation

Planetary Boundaries Reward

![Image of state values for different initialisations: DQN, DuelDDQN, A2C, PPO.]

Figure 4.9: State values of the possible initialisations: \((A \in [0.45, 0.55], Y \in (0.45, 0.55], S = 0.5)\), coarse-grained for 10,000 initial states.

As described in Chapter 3, we have random initialisation for the agents at each episode. This has
a significant impact on the agent’s trajectory and is believed to be the reason the agents have noisy reward curves. To understand this further, we analyse the possible initialisations. The initialisations are \((A \in [0.45, 0.55], Y \in [0.45, 0.55], S = 0.5)\), we present these initial states as a 2D matrix, where the states are more or less coarse-grained for computational reasons.

First, we show the values of the initial states in Figure 4.9. This is either \(\max_a Q(s, a)\) for the DQN agents or simply the output of the value network for the Actor Critics. Multiple versions of each agent were trained with different seeds, representing an average is difficult to interpret for certain plots. Therefore, we choose to represent the best performing agent across the three seeds for consistency.

All the agents favour the low \(A\), low \(Y\) (low atmospheric carbon, low economic output) initialisations. These are the states the agent believes it can get a high reward from. The agents expect that they get little to no reward from the high \(A\), high \(Y\) initialisations.

• DQN and DuelDDQN learn very similar values, where maximum values are around 80. We can check this estimate, the average reward varies around 1, (0.5 closer to initialisation, and 2 closer to the Green fixed point). We use a geometric series and the episode length of 600 time steps to estimate that a state that ends in the Green point has a value of \(1 \times \frac{1 - \gamma^{600}}{1 - \gamma} \approx 100\), this is a rough estimate but is in line with the state values we observe.

• A2C’s values are very low, most likely because it has not sampled the optimal states enough. A2C is updated through one-step TD, it needs to sample many trajectories for the value function to resemble the DQN values, it has sample efficiency problems. This is made evident by its slow learning, in Figure 4.1. A2C and PPO are on-policy; therefore, they update the value function with trajectory rewards they sampled (not the best-case trajectory like in DQN agents). This means that the learned value function will have lower values as it takes into account when the agent samples a “bad” action and consequently crosses a planetary boundary, into the value of the state. It is worth noting that PPO is using a \(\lambda\) value of 0.8845, which means it looks at long horizon returns, which increases the value of a state since it incorporates more future rewards into the value.
Next, we show which of the four actions is picked by the agents first.

![Graphs showing the first action selected by the trained agents in different initialisations](image)

Figure 4.10: The first action selected by the trained agents in the different initialisations: \((A \in [0.45, 0.55], Y \in (0.45, 0.55], S = 0.5)\), coarse-grained for 10 000 initial states. The agents overwhelmingly prefer picking DG+ET as their first action.

The trained agents all favour picking action DG+ET (Degrowth + Energy Transition) as the first action when starting the simulation, which reduces the growth of the economy by half as well as reduces the price of renewables. The exception is the DQN agent who prefers to pick action ET in the high \(A\), high \(Y\) initialisations. This is not particularly significant as the agent expects to get very low rewards from these states anyway from Figure 4.9a. Using DG+ET as a first action makes sense in the context of Figure 4.9, where the agents attribute more value to the low \(A\), low \(Y\) states. Action DG reduces the growth of the economic output \(Y\) and action ET increases the amount of energy produced by renewables, increasing \(S\), effectively reducing the increase in Atmospheric carbon. It therefore is
sensible that the agent prefers to go to a low $A$, low $Y$ as soon as possible by picking the appropriate action.

Here, we present a matrix showing the final state of the trained agents at the different initialisations, \textit{n.b.}: the $\epsilon$-greedy policy for the DQN agents was made fully greedy here to ensure that we get exemplary trajectories.

Figure 4.11: Final state of the trajectory of the trained agents with the Planetary Boundary reward from the possible initialisations: $(A \in [0.45, 0.55], Y \in (0.45, 0.55], S = 0.5)$, coarse-grained for 400 initial states.

These plots resonate very well to the learned state values from Figure 4.9, where high $A$, high $Y$ initialisations inevitably lead to crossing the carbon boundary $A_{PB}$. We see that almost any very high $Y$ initialisation leads to hitting the carbon boundary for all the agents.

DQN agents have identical results despite different value functions, which implies that, perhaps, this is the best performance the agents can achieve in this environment.
A2C shows a very similar pattern, except for slightly more states that end up at $A_{PB}$. Moreover, some states end up at the Black final point. PPO has a very similar matrix to the DQN agents, except for a few additional states that go to $A_{PB}$. Moreover, it has states that go to the economic boundary $Y_{SF}$ which change position depending on the seed we run the agent in, implying that this is because of the stochastic nature of the agent and not because the agent has learned something wrong. This lines up with our claim relating to Figure 4.9d that the values for PPO are lower than the DQN agents, as the values are an average of stochastic trajectories.

**Simple Reward**

We compare with the Simple reward function end state matrices.

![Simple Reward Diagrams](attachment:image.png)

Figure 4.12: Final state of the trajectory of the agents trained with the Simple reward from the possible initialisations: $(A \in [0.45, 0.55], Y \in (0.45, 0.55], S = 0.5)$, coarse-grained for 400 initial states.

We can see that the learning is objectively worse than the PB reward function, where all the agents
are less likely to reach the Green fixed point compared to Figure 4.11. As seen in the reward curves, DQN performs the best. Its end state matrix is also the closest to the Planetary Boundary experiment in Figure 4.2a. This shows that when the “hand holding” of the planetary boundaries is not present, it considerably reduces the agents’ ability to learn to control the environment. This is most significant for the Actor Critics, which both do not learn to control the environment as accurately as the DQN agents. Without the guiding of the PB reward, they tend to go towards the Black final point. The edges in A2C’s final state matrix are not smooth, they are jagged: indicating that the agent was perhaps not trained long enough. This is reinforced by its learning curve in Figure 4.5, that has an upwards trend.

The sparse rewards have hurt the learning of the agents significantly, except for DQN.

4.6.2 Feature Importance

Partial Observability Feature Importance

We would like to understand how each variable of the state space influences the agent’s decisions. To achieve this, we look at the importance of each feature; each state variable $A, Y$ and $S$. For feature importance, we use SHAP values (Shapley Additive Explanations, [61]). These values are unique for each data point, which here we take as states sampled from the environment. The SHAP values tell us how the numerical value of a feature contributes to the prediction. To collect data, we run the trained agents in the environment until we have collected 2000 states. We then randomly sample 500 states from this data to use for the SHAP values. This ensures that the states we use for feature importance are true samples from the environment that the agent would encounter.

We plot the SHAP value for the output of the network for each sampled state. For DQN agents, the network does not directly output the state value, it outputs Q-values instead. For accurate comparison, we calculate the state value: from Equation (2.8), it is $V(s) = \mathbb{E}[Q(s,a)|\pi]$, where we take $\pi$ to be the greedy policy such that $V(s) = \max_a Q(s,a)$. We also present the maximum output of the actor networks from the Actor Critics. These represent the network’s preferred action, we can interpret this as how a feature value impacts the decision of the agent.

In Figure 4.13 below, the input feature value is colour coded from blue (low input value) to red (high input value). Then the output contribution of the feature for each data point is on the horizontal axis. The plots show some similarities between the same agent types. But across agent types, they are extremely diverse.

For DQN agents, low atmospheric carbon $A$ and low renewable knowledge stock $S$ give yield high negative values but, high $A$ and high $S$ give high positive values. $Y$ has little to no impact on the model in DQN but, in DuelDDQN, higher economic output $Y$ outputs higher values.

We see that the opposite is true for the actor critics. Low inputs of $A$ are much more valuable, and so are small values of $Y$. On the other hand, high $A$ leads to negative impact, and so does high $Y$. Higher $S$ returns higher values and vice-versa.
4.6. Further Analysis

(a) DQN

(b) DuelDDQN

(c) A2C critic

(d) PPO critic

(e) A2C actor

(f) PPO actor

Figure 4.13: Violin plots of 500 SHAP values for the state value estimation with the Planetary Boundary reward. For DQN agents, the state value was taken as $\max_a Q(s, a)$. The bottom two plots present the maximum output of the actor network (the maximum preference). n.b: here, *feature values* refers to the numerical value of a feature and not the output of the state value function.

The difference in the two classes of agents is most likely due to the fact that the state value in the Actor Critics is used to optimise the policy and not used directly to take actions. The actor networks takes decisions, they learn what actions to take with a stochastic policy. The actor networks for both Actor Critics show little interest in the scale of $S$. Higher $A$ causes a higher action preference. They seem to pay most attention to the amount of $Y$. Interestingly, A2C puts high importance on low $Y$ and low importance for high $Y$, PPO does the opposite. This is most likely due to the fact that A2C takes a long time to train and in the process hits the economic boundary very often and so learns to avoid low $Y$ as much as possible.

The agents seem to value an Earth in a low-economy, low-carbon regime. From the equations, this is because the growth of the economy is exponential. As a result, the energy requirements for this economy are exponential. If renewable knowledge stock does not “keep up” with economic output, the agent will inevitably cross the atmospheric carbon planetary boundary. This can also be seen in the
actor network SHAP plots, high carbon or strong economy requires action. On the other hand, low $Y$ also is important for the agent’s decision-making, if the economic output is too weak, it risks crossing the social foundation boundary.

Overall, the agents’ interpretation of the environment is extremely diverse, despite all reaching the Green fixed point similarly often.

**Markov State Feature Importance**

![Violin plots of 500 SHAP values for the value estimation with full Markov state.](image)

Figure 4.14: Violin plots of 500 SHAP values for the value estimation with full Markov state. For Q-value based agents, the value was taken as $\max_a Q(s, a)$. The bottom two plots present the maximum output of the actor network (the maximum preference). n.b: here, feature values refers to the numerical value of a feature and not the output of the state value function.
To check if the additional information is being used by the agent when using a fully observed environment, we look at the feature importance plots. We can see in these plots that the velocity is indeed extremely significant to both the state value estimation and the action selection (for the Actor Critics). For the Actor Critics, we can see in Figure 4.14d and 4.14e, the velocity of the state variables is much more significant when it comes to taking actions than the numerical value of the state variables.

Again, we have enormous amounts of variability in the interpretation of the environment by the agents.

### 4.6.3 Hyperparameter Analysis

During the early stages of this work, it was quickly remarked that the agents are very sensitive to hyperparameters, where small changes across various parameters can lead to drastic increases or decreases in performance. As a result, we use the acquired hyperparameter tuning data to train a random forest [62] with the hyperparameters as features and the target metric as label (the mean reward across 100 000 frames). This enables us to calculate the *Mean Decrease in Impurity or Gini Importance*. This measurement sums the number of splits that include the feature proportionally to the number of samples it splits, across all the trees. It can be understood as the impact of the hyperparameter on the model performance. We also present correlation plots. these are simply the correlation between the features (hyperparameter data) and the label (metric).

#### DQN agents

In Figure 4.15 below, DQN depends heavily on the buffer size, as well as the learning rate and the target network update rate ($\tau$). We can see that the buffer size has a strong positive correlation with the mean reward. We can see for the learning rate and $\tau$ there is a high variance in the importance. $\tau$ also seems to have a strong positive correlation, updating the target network more often improves the learning of the agent. This parameter exists to regulate the overestimation bias, a common problem in Q-learning, where an agent overestimates the value of an action due to random sampling of a high reward. Overestimation bias is common in stochastic environments [37]. This environment is completely deterministic given an initialisation which could indicate then that overestimation bias is less of an issue. The value found for the periodic update $\frac{1}{\tau} = 12$, is very low compared to the recommended value of 10 000 [50], but closer to the value used by Strnad et al. [1], who use 100. We believe this to be due to the fact that the Bayesian optimisation was maximising the mean reward and so aims to maximise the reward as fast as possible, ignoring possible overestimation bias. The parameter controlling the exploration decay $\rho$ has a strong positive correlation with the mean reward, the DQN agent does not require extensive exploration to maximise its reward.

DuelDDQN also depends much more on the learning rate, which has a strong positive correlation
with the mean reward. The $\alpha$ parameter that controls the prioritisation of the experience in the buffer has a strong negative correlation with the reward. This agrees with our findings as $\alpha$ was found to have an optimal value of 0.213 which is lower than the recommended range of 0.4-0.6 [52]. Sampling from the buffer uniformly is beneficial to the learning of the agent. This implies that most of the experiences are valuable to the agent, there are few “high priority” experiences. Again, the $\tau$ parameter has medium importance but very high variance among the trees.

The addition of the prioritised importance sampling buffer is a good explanation as to why the buffer size matters less for the DuelDDQN than for DQN. DuelDDQN can directly access the most relevant experiences more frequently and so does not need to store as much. More generally, we show that overestimation bias is not of critical importance in this environment and that more uniform
sampling of experiences improves performance. This can explain why the performance of DQN is so similar to DuelDDQN: two of the upgrades (double-Q and PER-IS) are not very relevant to improving performance.

**Actor Critics**

Figure 4.16: Plots of the feature importance sorted by mean impurity of a trained random forest (top), and correlation of features to label (bottom). Features are the hyperparameter tuning runs for the Actor Critic agents (67 runs for A2C, 229 runs for PPO), labels are the metric: the mean reward. The black bars are the standard deviation of the impurity across all trees in the forest.

For A2C, the parameters are more or less equally significant. The most important being the learning rate of the critic, which has a positive correlation with the mean reward. All the other parameters have negative correlations.

For PPO, the most significant parameter is the *clip* parameter, which has small negative correlation:
better rewards are obtained when the policy is not allowed to diverge too much. A significant parameter is the $\lambda$ parameter, which has a strong positive correlation. The agents learn better in a long horizon, high variance, low bias setting. Introducing long horizon returns to the DQN agents or A2C could improve their learning. For both A2C and PPO, the exploratory parameter $\epsilon$, which is the entropy regularisation coefficient, has a negative correlation, implying just as in for the DQN agents that exploration is not essential in this environment for maximising rewards.

The decay number parameter is much more significant for the Actor Critics than for the DQN agents. The Actor Critics seem to require more decay to obtain higher rewards. The effect is clear for PPO, which requires 200 decays for better convergence.

Overall, the effect of the hyperparameters is pivotal. The choice of values can significantly change the learning of the agents.
Chapter 5

Discussion and Conclusion

5.1 Discussion of Results

In this chapter, we attempt to draw meaningful conclusions to the experiment. Additionally, we answer whether the agents have brought forward some aspects of climate change and if they teach us something about how to solve it. We also highlight the drawbacks of the methods we applied here.

5.1.1 Comparison with Previous Results

These results beat the previous benchmark of the best average reward of 250 for the Duelling DDQN with Prioritised Experience Replay and Importance Sampling [1]. Where we achieved a mean reward of around 400 with PPO. This is most likely due to the rigorous Bayesian hyperparameter tuning we conducted, where all the hyperparameters were tuned (except for number of layers and number of units for the neural networks). The previous work hand tuned only certain parameters.

5.1.2 What Have We Learnt?

Overall, the agents can solve the environment and find optimal pathways to a sustainable future by using specific sequences of actions. There were significant issues with sensitivities to hyperparameters, which were very difficult to tune. The off-policy agents were much more flexible with learning the environment in different experiments, which is clear from their higher average success rate and consistency across the experiments. The on-policy agents were lacking in exploration, which significantly hurt their performance in different experiments.

The type of reward function has a drastic effect on the learning of the agents. For example, the Actor Critics were unable to learn to solve the environment when a cost was added to using the actions, whereas the DQN agents were relatively unaffected. If this framework is pushed closer to real-world application, the choice of reward function is incredibly significant for discovering strategies towards a
Adding small amounts of noise made the agents more robust, which was not initially anticipated. Moreover, making the environment fully observable did help the agents, where the highest success rate was obtained by the DuelDDQN agent utilising the full Markov state. We did find that the agents can still learn equivalently well in a partially observed environment if fine-tuned to it. This is promising as it shows that the agents can learn in noisy environments where things are uncertain and not always observable, they are very adaptable. This brings them one step closer to real-world application.

The agents tell us that a small economic output World-Earth System is the easiest to steer towards a sustainable future. The system becomes much harder to control as the economic output grows faster than the renewable energy generation. If the economic output is too high, the agents are unable to control the environment and the carbon planetary boundary is crossed. The agents sometimes find that the long-term reward of reaching a sustainable future is worth more than the short-term reward of maximising only the economic output, but not always, which was shown with the Policy Cost reward experiment.

5.1.3 Challenges

A significant amount of this work was focused on tuning hyperparameters, which we showed sometimes backfired, as we appear to have overfitted to the PB reward at the expense of the other reward functions. Much of the theory for Deep RL (and Deep Learning more generally) is very far behind the practice, and so there are only heuristics for tuning these hyperparameters. The sensitivity of the agents to hyperparameters shows the flaws of RL for this type of problem. If such a model was used for policy, a bad tuning of hyperparameters could lead to incorrect results and consequently affect policy. This could have disastrous consequences for both humans and the Earth. This could be circumvented by having an ensemble of agents guide policy and a human agent interpreting the results to take an informed decision.

There are significant challenges to interpreting these models, we showed some methods, but these are not sufficient. Analysing the decision-making of the agent is difficult, and the excessively large number of results can be overwhelming for humans to understand. Here, we used a 3-dimensional environment so that we could plot our results in phase space, but more complex World Earth System models have higher dimensionality. This makes them difficult to plot and thus to understand.

The most challenging aspect is the accuracy of the model of the environment. In this work, we have used a basic World-Earth System model to test the framework. This model is limited by the small number of actions, variables, interactions, as well as having only two fixed points that the Earth can go to. Applying this framework to informing policy is dangerous until we have models we can trust. We need to wait for additional research on the effects and causes of climate change, and how these interact with humans, to create better models.
5.2 Conclusion and Extensions

The conclusion that a slower economy gives more opportunity to control the environment resonates with the recent Covid-19 pandemic, where CO₂ emissions sharply dropped as the global economy was taken to a standstill [63]. As the economy restarted, the emissions came back up. This close relationship between the strength of the economy and emissions is important to consider for policy. This model also leads us to the conclusion that slowing the economy is important to give time for the renewable energy research to overtake fossil fuel energy: if the economy is left unchecked, it grows too fast for renewable energy growth to sustain it alone. This is nevertheless just a model, and a very simplistic one at that.

There are many extensions that have not been explored in this work. Changes that were not looked at were changes in the number of actions that can be taken per year, we set this to one throughout this work, but there is no particular reason for this, apart from the easily interpretable idea of one policy per year. In this work, we focussed more on the interpretable aspect and thus aimed to leave the dynamics of the model from Kittel et al. [35] untouched. Additional actions or continuous actions are a clear avenue for probing the environment in different ways. There is also research in Explainable Artificial Intelligence (XAI) that could be integrated in this framework, specifically: explainable RL [64, 65]. This would help with explainability of the agents and interpreting their decisions.

As early work, we believe this to be very promising. It appears that the bottleneck of applicability is on the side of the models more than on the side of Reinforcement Learning. Better models are needed for RL to truly show us innovative and applicable solutions, as here we are very much limited by the models’ complexity.
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Appendix A

Plots

Figure A.2: Moving average rewards of the two actor critic agents in the AYS environment, with the Policy Cost reward over 500,000 frames. Plots show the mean and standard deviation over three different seeds.
Appendix A. Plots

Figure A.1: (a) Plot of the reward curves from Strnad et al. [1]. (b) Example trajectory from Strnad et al. n.b: the colours for the ET and DG+ET actions are switched compared to our trajectory plots.

Figure A.3: Moving average rewards of the agents in the noisy AYS environment with $\sigma_n^2 = 10^{-3}$, with the Planetary Boundaries reward over 500 000 frames. Plots show the mean and standard deviation over three different seeds.
Appendix B

Tables and Equations

The Lorenz system:

\[
\begin{align*}
\frac{dx}{dt} &= \sigma(y - x), \\
\frac{dy}{dt} &= x(\rho - z) - y, \\
\frac{dz}{dt} &= xy - \beta z.
\end{align*}
\]

(B.1)  
(B.2)  
(B.3)

| Parameter | Value       | Description                                                                 |
|-----------|-------------|------------------------------------------------------------------------------|
| $\tau_A$  | 50 years    | Carbon decay out of the atmosphere.                                          |
| $\tau_S$  | 50 years    | Decay of renewable knowledge stock.                                          |
| $\beta$   | 3 %/year    | Economic output growth.                                                      |
| $\sigma$  | $4 \times 10^{12}$ GJ | Break-even knowledge: knowledge at which fossil fuel and renewables have equal cost. |
| $\phi$    | $4.7 \times 10^{10}$ GJ/GtC | Fossil fuel combustion efficiency.                                            |
| $\epsilon$ | 147 $$/GJ | Energy efficiency parameter.                                                 |
| $\theta$  | $8.57 \times 10^{-5}$ | Temperature sensitivity parameter.                                           |
| $\rho$    | 2           | Learning rate of renewable knowledge.                                       |

Table B.1: Table summarising the parameters of the AYS model from Kittel et al. [35].
| **Parameter** (variable name) | Distribution | Range | **Description** |
|-------------------------------|--------------|-------|----------------|
| Learning Rate (lr)           | Log-Uniform  | $10^{-5} - 10^{-2}$ | Learning rate of the Network’s Adam Optimiser. |
| Exploration decay ($\rho$)   | Uniform      | 0-1   | Controls the speed at which the policy converges to greedy. |
| Batch Size                   | Categorical  | $2^{[4−11]}$ | Batch of experience given to the network at once. |
| Buffer Size                  | Categorical  | $2^{[11−15]}$ | Maximum number of experiences stored. |
| Target Update frequency ($\tau$) | Log-Uniform | $10^{-4} - 10^{-1}$ | Frequency of target network parameter copying. |
| Learning rate decay (decay number) | Categorical | 0-300 | Number of times the learning rate is reduced by half. |
| Buffer Prioritisation ($\alpha$) | Uniform | 0-1 | Controls the probability of picking high-priority experience. |
| Importance Sampling exponent ($\beta$) | Uniform | 0-1 | Controls the value of Importance sampling weights. |
| Entropy regularisation coefficient ($\epsilon$) | Log-Uniform | $10^{-4} - 0.2$ | Coefficient to the entropy term $H(\pi)$. |
| Rollout length (buffer size) | Categorical  | $2^{[5−11]}$ | Length of experience accumulated for updating the networks |
| $\lambda$-return parameter ($\lambda$) | Uniform | 0-1 | Balances short and long-term reward. |
| Policy Clipping parameter (clip) | Uniform | 0-1 | Controls how far away the new policy can go from the previous policy. |

Table B.2: Distributions used to sample parameters for the Bayesian optimisation of the algorithms.