Emergent Pauli blocking in a weakly interacting Bose gas
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The relationship between many-body interactions and dimensionality is integral to numerous emergent quantum phenomena. A striking example is the Bose gas, which upon confinement to one dimension (1D) obeys an infinite set of conservation laws, prohibiting thermalization and constraining dynamics. In our experiment, we demonstrate that such 1D behavior can extend much farther into the dimensional crossover towards 3D than expected. Starting from a weakly interacting Bose gas trapped in a highly elongated potential, we perform a quench to instigate dynamics of a single density mode. Employing the theory of Generalized Hydrodynamics, we identify the dominant relaxation mechanism as the 1D dephasing of the relevant collective excitations of the system, the rapidities. Surprisingly, the dephasing remains dominant even for temperatures far exceeding conventional limits of one-dimensionality where thermalization should occur. We attribute our observations to an emergent Pauli blocking of transverse excitations, caused by the rapidities assuming fermionic statistics, despite the gas being purely bosonic. Thus, our study suggests that 1D physics is less fragile than previously thought, as it can persist even in the presence of significant perturbations. More broadly, by employing the exact Bethe ansatz solutions of the many-body system, we facilitate an interpretation of how the emergent macroscopic behavior arises from the microscopic interactions.

I. INTRODUCTION

One-dimensional (1D) integrable systems offer a unique platform for studying many-body phenomena, as several of their properties can be computed exactly via the Bethe ansatz [1]. Its solutions are parameterized in terms of quasi-momenta, the rapidities $\theta$, encoding an extended set of conserved quantities. Physically, the rapidities are the asymptotic momenta of microscopic scattering processes, whereby they collectively depend on interactions among many particles [2][3]. Further, to satisfy boundary conditions of the many-body wavefunction, the rapidities can not assume the same value, effectively making them obey fermionic statistics [4][5]. Such a fermionization at arbitrary interaction strength between atoms is a manifestation of the restrictions stemming from the 1D geometry; in 3D, fermionization occurs only in the unitary limit [6]. Thus, the rapidity statistics, and the consequences thereof, are emergent properties of the system. The evolution of the rapidities determines the integrable many-body dynamics, resulting in a description where conservation laws play a ubiquitous role [7][8].

Many-body systems in reduced dimensions can be realized experimentally through ultracold atomic gases [10]. A Bose gas in a tight transverse confinement, whose level spacing far exceeds all internal energy scales of the gas, will be restricted to the transverse ground state, effectively realizing a 1D integrable system [11][14]. As these energy scales approach the transverse level spacing, excitations in the transverse confinement become energetically possible. If the behavior of the whole system remains 1D in character, whereby the transverse excitations can be treated perturbatively, the system is regarded as quasi-1D [15]. Once such perturbative treatments break down, we consider the gas as truly three-dimensional [16]. This occurs, for instance, when the transverse excitations exhibit collective behaviour, thereby requiring a description through 3D Bogoliubov theory.

Unlike integrable dynamics, the transverse excitations are not rapidity conserving and can thus lead to thermalization [17]. Recent kinematic approaches offer a description of integrability-breaking scattering processes consistent with Fermi’s golden rule [18][21]. The description permits a particular scenario owing to the fermionic nature of the occupied rapidities: If one of the rapidities of an outgoing scattering state is already occupied, the process becomes Pauli blocked. This mechanism would allow integrable dynamics to persist at much longer time scales, thus enabling one-dimensionality to extend far beyond conventional energy scales [22]. Importantly, the mechanism is entirely different from hard-core bosons [23] and dynamical fermionization [24], as it relies solely on the quantum statistics of the rapidities occupation numbers.
scales it exhibits emergent hydrodynamic behavior described by the recent theory of Generalized Hydrodynamics (GHD) [25, 26]. Starting from equilibrium, the thermodynamic Bethe ansatz encodes the thermodynamic properties of a local equilibrium macrostate in a distribution of occupied rapidities \( \rho_p(\theta) \) [5]. Given \( \rho_p(\theta) \), thermodynamic expectation values of local operators can be computed, such as the atomic density \( n = \int_{-\infty}^{\infty} d\theta \rho_p(\theta) \). Occupied rapidities are considered fermionic quasi-particles with an infinite lifetime, while unoccupied rapidities are dubbed holes. The sum of their respective densities yields the local density of states \( \rho_s(\theta) \).

Assuming local equilibrium, GHD provides a coarse-grained hydrodynamic description valid at large distance- and time-scales for systems near an integrability point. Its validity has been demonstrated by several observations in 1D Bose gas experiments [27–29]. According to the theory, the infinite set of continuity equations associated with the conserved charges can be written as a single kinematic equation for the quasi-particles

\[
\partial_t \rho_p + \partial_z (v^\text{eff}_p \rho_p) - \hbar^{-1} \partial\theta(\partial_z U \rho_p) = 0 .
\]

Here, \( U(z) \) is the external 1D potential, while the effective velocity \( v^\text{eff}_p \) is the local propagation velocity of a quasi-particle with rapidity \( \theta \). The effective velocity accounts for interactions between particles, which in integrable systems manifest as the Wigner delay time associated with the phase shifts occurring under elastic collisions [30, 31]. Hence, the emergent GHD of the 1D Bose gas comprises much richer physics than the conventional hydrodynamics [32, 33]. Expressions for GHD functions can be found in Appendix B.

The integrable dynamics of GHD following Eq. (1) does not exhibit thermalization. However, if the energy of an atomic collision exceeds twice the transverse level spacing, a transverse excitation, which breaks integrability, can occur. In our experiment the transverse trapping potential is parabolic and axially symmetric for the relevant excitation energies, whereby the coupling strength between two atoms is independent of their transverse state [34]. Therefore, the excitation of transverse states can be accounted for using a multi-component extension [35, 36] of Yang’s theory [37] in addition to their rapidity, each quasi-particle carries a pseudo-spin encoding its transverse state [29]. Crucially, only a single rapidity distribution \( \rho_p(\theta) \) exists, which is shared for all transverse states. Thus, two quasi-particles can not have the same rapidity even if they are in two different pseudo-spin states. Note that although only their rapidity component exhibits fermionic behaviour, we will be referring to the quasi-particles as fermionic in the following for brevity. For integrability-breaking scattering processes one can associate the in- and out-states with particles and holes [18]. In the case of transversely exciting collisions, the process creates two particle-hole pairs, with the rapidities of the particles being much smaller than those of the holes, reflecting the gain in transverse potential energy. Within GHD, this is accounted for by adding a

**II. THEORETICAL MODELING**

While the dynamics of the gas following the quench is immensely complex on the microscopic level, on large
Boltzmann-type collision integral \( I(\theta) \) to the right hand side of Eq. (1). The multi-component extension was originally derived and experimentally verified near the ideal Bose gas regime of the Lieb-Liniger model, however, it has also been shown to capture leading order processes in the quasi-condensate regime \cite{29}.

The aforementioned Pauli blocking can occur in systems either sufficiently close to the many-body ground state or, in our case, in systems with a high chemical potential. In either scenario all low rapidity states are filled, forming a Fermi sea \cite{4}, leaving no holes available for the outgoing particles of the transverse excitations to occupy (see Fig. 1). In fact, the terms of the Boltzmann collision integral describing the excitation processes scale with the density of holes at the outgoing rapidities. Thus, any occupation of low rapidities will lead to a suppression of the transverse excitations. In a thermal state, higher rapidities become increasingly populated as temperature increases. Hence, in the absence of the fermionic statistics, one would expect to observe relaxation of the system through thermalization, whose rate depends on temperature.

### III. EXPERIMENTAL SETUP

To achieve the scenario described above, we realize a quasi-1D gas of ultracold bosons (\(^{87}\)Rb atoms) on an atom chip \cite{10}. The chip produces a cigar-shaped magnetic trap featuring a tight transverse confinement with trapping frequency \( \omega_\perp = 2\pi \times 1.38 \) kHz and width \( l_\perp = \sqrt{\hbar/m_\perp \omega_\perp} = 0.29 \) μm. The chemical potential of the gas is \( \mu \approx (0.8 - 1.1) h\omega_\perp \) while the interaction strength, characterized by the dimensionless Lieb-Liniger parameter \( \gamma \) \cite{4}, is around 0.002, placing us fairly deep within the weakly interacting quasi-condensate regime. The temperature of the gas can be adjusted by tuning the efficiency of the cooling and can be measured via the technique of density-ripples thermometry \cite{31,32}. Heating and atom losses are negligible.

Using a digital micro-mirror device (DMD) we can create a desired optical dipole potential along the longitudinal axis of the trap \cite{14}. We superpose two hard walls on the condensate, confining it to a region of \( L = 80 \) μm. Between the walls we generate two different potentials: A flat potential and a cosine-shaped potential. Adjusting the amplitude of the cosine potential allows us to address the corresponding density mode at different strengths. By initializing the system in one configuration and then rapidly switching to the other we realize a geometric quench instigating the dynamics of the condensate (see Fig. 1). Following the quench, we measure the dynamical evolution of the density profile of the gas using absorption imaging after 2 ms of time of flight. We denote the density profile averaged over multiple repetitions as \( n(z, t) \).

### IV. DYNAMICS OF SINGLE DENSITY MODE

We perform three separate quenches, where we employ the DMD to imprint the lowest cosine mode of the box onto the condensate: (i) Low temperature and small initial mode amplitude, (ii) high temperature and small amplitude, and (iii) high temperature and large initial mode amplitude \cite{33}. For each quench the system is prepared in a thermal state \cite{40}, whose thermal energy scale, for the high temperature realizations, is close to twice the transverse energy gap. Figure 2a shows the evolution of the density perturbation \( \delta n(z, t) = n(z, t) - \langle n(z, t) \rangle \) for each of the quenches, where \( \langle \cdot \rangle \) denotes the average over time. Following the quench at \( t = 0 \) we find the evolution of each realization to exhibit damped oscillations in time, with the dynamics of those at higher temperature relaxing noticeably faster.

The density perturbation can be expressed as a sum of cosine modes \( \delta n(z, t) = \sum_{j=0}^{\infty} \delta n_j(t) \cos(k_j z) \), where \( \delta n_j(t) \) is the amplitude of the mode and \( k_j = 2\pi j / L \). Figure 2b shows the mode decomposition of the measured density perturbations for the three realizations. Only the four lowest modes are depicted, whose measurement is not affected by the finite resolution of our imaging apparatus. In all three cases, the \( j = 1 \) density mode has a far greater population than any other mode, demonstrating that we indeed can address a single mode of the quasi-condensate with high accuracy. The small population of the higher modes occur naturally in the thermal state, although small imperfections in the imprinted cosine potential will add to said population.

Figure 2c shows the evolution of the measured \( j = 1 \) density mode compared with GHD predictions \cite{37}. The temperature and transverse trapping frequency (determining the coupling strength of the bosons) used in the simulations are obtained using separate measurements. The theory is computed for a hard-walled box of length \( L = 80 \) μm. Due to the finite width of the experimentally realized walls, the measured density mode evolves in a box that is effectively a little longer. We account for this by scaling the time axis of the simulations accordingly. For more details on the simulations, see Appendix A.

Comparing the experimental observations to the 1D GHD predictions we observe a remarkably good agreement. This is highly surprising, as the internal energy of the system (in particular for the two realizations with high temperature) are far beyond conventional conditions for one-dimensionality. Under such conditions, thermalization through transverse excitations would normally have significant contribution to the dynamics. However, when accounting for the Boltzmann-type collision integral in the calculations, we find that it hardly has any influence on the evolution of the density mode. The reason is the vanishing density of holes in the Fermi sea of rapidities causing the excitation terms of the collision integral to vanish. Note that de-excitations of thermally excited atoms in the initial state can still occur. For the results presented here, we assume no initial transverse
FIG. 2. (a) Measured time evolution of the density perturbation \( \delta n(z, t) = n(z, t) - \langle n(z, t) \rangle \) for three separate quenches of the lowest cosine mode. The mean atomic densities are 68, 60 and 82 \( \mu m^{-1} \), respectively. The dashed lines mark the theoretical position of the hard walls. (b) Evolution of the lowest density modes \( \delta n_j(t) \) obtained via a Fourier decomposition. (c) Evolution of the addressed mode \( \delta n_1(t) \) compared with both 1D and quasi-1D GHD simulations.

excitations. Including an estimated thermal population of excited states only leads to slightly faster relaxation of the dynamics (see Fig. 10). Hence, the observed relaxation of the mode remains dominated by integrable processes, as the emergent Pauli blocking significantly prolongs the time-scale of thermalization.

The observed behavior is not exclusive to the \( j = 1 \) mode. Indeed, when exciting higher density modes (see Fig. 3 for evolution of the \( j = 2 \) mode) we find their dynamics to be captured by the 1D GHD as well [48]. Additional sources of relaxation in the form of hydrodynamic diffusion could potentially become relevant for even higher modes [49, 50]. However, for the quenches explored here, we find their contribution negligible.

V. RELAXATION VIA DEPHASING OF RAPIDITIES

Given that thermalization due to transverse excitations has a negligible influence at the time-scales explored here, the observed relaxation of the density mode must be a purely 1D phenomenon. From the perspective of low-energy effective field theories, such as the Tomonaga-Luttinger liquid [51, 52] or Bogoliubov theory [53], this may seem counter-intuitive, as the initial state of the experiment can be seen as a coherent population of a single eigenmode of the field theory Hamiltonian. Within this picture, the excitations created by the experimental quench are long-wavelength phononic modes. In the basis of phonon modes, which do not interact in the Luttinger liquid (or Bogoliubov) approximation, the excited eigenmode would not relax, see Appendix D.

To fully understand the nature of the apparent relaxation and why the phononic picture breaks down at the temperature scale of the experiment, consider the

FIG. 3. (a) Measured time evolution of the density perturbation \( \delta n(z, t) = n(z, t) - \langle n(z, t) \rangle \) for a quench of the \( j = 2 \) cosine mode. The temperature is \( T = 76(7) \) nK and the mean atomic density is 65 \( \mu m^{-1} \). The dashed lines mark the theoretical position of the hard walls. The inset shows the evolution of the lowest density modes \( \delta n_j(t) \). (b) Evolution of the addressed mode \( \delta n_2(t) \) with GHD theory comparison.
microscopic definition \[ v_s \equiv \lim_{p \to 0} \frac{\partial \varepsilon}{\partial p} \] of the sound velocity, where \( \varepsilon(p) \) is the spectrum of elementary excitations with momentum \( p \). In a fermionic system near the ground state, low momentum excitations are found only in the vicinity of the Fermi momentum \( \Lambda \). According to the Bethe ansatz of the Lieb-Liniger model, the elementary excitations of the 1D Bose gas are the fermionic quasi-particles (rapidities) \[ \delta \vartheta \], whereby the sound velocity reads \[ v_s = \frac{\partial \varepsilon(\vartheta)}{\partial \vartheta |_{\vartheta=0}(\Lambda)} \].

Hence, the sound velocity is equal to the effective velocity of GHD evaluated at the Fermi momentum for the many-body ground state. As previously discussed, at zero temperature the quasi-particles fill up all the low-rapidity states, thus realizing a Fermi sea. However, the edges of the Fermi sea start to melt as temperature increases, whereby the Fermi momentum becomes ill-defined. This is visualized in Fig. 4a, where the occupation function \( \vartheta = \rho_j/\rho_s \) is plotted for the ground state of a Bose gas with density similar to the experiment. The occupation function is defined as the occupied fraction of the allowed rapidity states, whereby \( \vartheta = 1 \) indicates a Fermi sea. For comparison, occupation functions for temperatures matching the experimental realizations with low initial mode amplitudes shown in Fig. 2 are plotted. In all three cases a Fermi sea can be found at low rapidities, however, for finite temperatures long thermal tails are present and no clear Fermi momentum can be identified. Therefore, at the temperature scales of the experiment, low-energy excitations can exist at a range of rapidities. Such behaviour is not captured by the Luttinger liquid, where excitations are limited to the vicinity of the Fermi edge.

The effect of temperature (and initial mode amplitude) on the observed relaxation of the density mode can be illustrated as follows. First, we compute the occupation functions \( \vartheta(\vartheta,z) \) corresponding to the initial thermal states of the low initial mode amplitude realizations from Fig. 2. From their Fourier transforms, we extract the component of the occupation functions corresponding to the \( j = 1 \) density mode \( \delta \vartheta_1(\vartheta) \) \[ (3) \], which are plotted in Figs. 4b and 4d. Indeed, we find \( \delta \vartheta_1(\vartheta) \) to have a significant width in rapidity space. Thus, unlike the phononic modes of the effective free field theories, at finite temperature the excited density mode is carried by a distribution of quasi-momenta (rapidities) \[ (4) \].

The time-dependent solution of the occupation function for the perturbation can be obtained by linearizing the GHD equation around a stationary background \[ (5) \]. For a single mode the solution reads (see Appendix B)

\[ \delta \vartheta_j(\vartheta,t) = \delta \vartheta_j(\vartheta,0) e^{-ik_j \varepsilon_{\text{eff}}(\vartheta)t} , \]

where the effective velocity is evaluated using only the stationary background state. The effective velocity is a monotonically increasing function of rapidity \[ (6) \], whereby each rapidity component of the mode will evolve at a slightly different rate. Over time, this evolution will result in a gradual dephasing of the rapidity components, as shown in Figs. 4c and 4e, which in turn leads to relaxation of the density mode. Crucially, the occupation function of the perturbations is centered around the zero-temperature Fermi momentum, while their widths increase with temperature. Hence, while the propagation velocity of the perturbation is (up to a small correction) given by Eq. (2), its relaxation is determined by the spread of involved rapidities and their dephasing according Eq. (3). The higher the temperature, the larger the spread and, hence, the faster the relaxation. Indeed, this is exactly the behavior observed in the measured density carpets of Fig. 2a. Thus, our analysis demonstrates how one can readily identify the various mechanisms of relaxation present within the system by employing the GHD and the Bethe ansatz.
VI. TIME-SCALES OF RELAXATION

The dephasing longitudinal dynamics and the thermalizing transverse dynamics present two competing timescales of relaxation in our system. To study the scaling of the two mechanisms, we perform a number of experimental quenches, and theoretical investigations thereof, for a wide range of temperatures and initial mode amplitudes. We find that the observed dynamics of the $j=1$ density mode follows that of a damped oscillation. In order to quantify the relaxation time-scale $\tau$, we fit the evolution of the density mode with the heuristic formula

$$f(t) = A \exp\left[-(t/\tau)^{3/2}\right] \cos(\omega t + \phi).$$

We have deduced empirically that the exponent $3/2$ produces a good fit to both the simulated and measured modes. The results of our study are presented in Fig. 5. For the integrable 1D GHD, we observe a faster relaxation for both higher temperatures and greater initial mode amplitudes, consistent with the greater spread in rapidity of the initial thermal state, see Fig. 11. Very similar relaxation rates are exhibited by the quasi-1D theory, indicating that thermalization occurs at time-scales much slower than dephasing in the system. Only at temperatures three times larger than the transverse level spacing do we observe signs of transverse excitations. Between a total of thirteen different experimental quenches performed, we consistently observe agreement when comparing to either of the two theories. This is indicative of the highly controlled manner in which the state is prepared and quenched as well as an evidence of the robustness of the hydrodynamic description. A full overview of all the performed experiments and corresponding GHD simulations can be found in Fig. 10.

To demonstrate that the slow thermalization time-scale is indeed caused by the emergent Pauli blocking, we simulate the quasi-1D GHD employing a classical collision integral, which neglects the fermionic statistics of the quasi-particles. The resulting relaxation times presented in Fig. 5 are much faster and exhibit much weaker dependence on temperature and amplitude than both the quantum theories and the experiment. Indeed, by virtue of the high chemical potential of the condensate, the system is already deep in the quasi-1D regime for even the weakest quenches and coldest temperatures realized. Hence, without the Pauli blocking mechanism, the dynamics relaxes through thermalization at a rate much faster than the dephasing of integrable 1D GHD. This behavior is clearly not what we observe in the experiment, illustrating how the emergent behavior of the physical system is intrinsically linked to properties of the quasi-particles.

Finally, it is important to realize that the observed prolonging of the thermalization time-scale is inherently related to the quench protocol employed: The box trap enables the Fermi sea to be established across the entire system. Further, switching the potential shape mostly preserves the Fermi sea. For contrast, in protocols like the quantum Newton’s cradle only few of the low rapidities are occupied following the initial quench. Indeed, following a cradle-like quench in another atom chip setup, clear signs of thermalization were observed. Determining whether a Bose gas system is 1D is therefore not as straightforward as merely checking whether the temperature and chemical potential fulfill $\mu, k_B T < \omega_\perp$. Ultimately, the effective dimensionality of these highly elongated systems is determined by the presence and na-
ture of transverse excitations, which near the 1D limit must respect the quantum statistics of the rapidities.

VII. CONCLUSION

To conclude, we have demonstrated that the integrable GHD accurately describes the dynamics of a Bose gas, whose chemical potential and thermal energy far exceed conventional limits for one-dimensionality. While such a system would be expected to immediately thermalize, we instead observe a much slower relaxation of the dynamics consistent with a dephasing of the rapidity constituents of the excited mode. The rapidities themselves remain conserved due to an emergent Pauli blocking of the integrability-breaking scattering processes, here in the form of transverse excitations in the trap. The fermionic nature of the rapidities, and thus the Pauli blocking, emerge as a consequence of the microscopic interactions. Emergent quasi-particle descriptions are ubiquitous in quantum many-body physics. Unique to integrable models, the quasi-particles provide an exact solution to the many-body system, facilitating a powerful interpretation of phenomena emergent from the complex microscopic details. Thus, experimental studies of integrable systems in particular will enable a deeper understanding of the manifestation of emergent behavior.
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FIG. 6. Illustration of the experimental setup. The cloud of $^{87}$Rb atoms is trapped below the atom chip whose current-carrying wires generate a cigar-shaped potential. In our convention, the longitudinal direction is labeled as $z$ and the transverse directions as $x$ and $y$. Here, gravity acts along the $y$-axis. A blue-detuned laser light is shined onto the atoms along the $x$ direction; using the DMD, its beam front is shaped to create the desired potential along the longitudinal axis.

FIG. 7. (a) Absorption picture of the atomic cloud taken after 2 ms of TOF. The box length is $L = 80 \, \mu m$. The image shows the atomic cloud trapped in a flat-box potential (on the left), and in a cosine potential (on the right). The short TOF produces an expansion of the cloud in the transverse direction, due to the strong 1D confinement, while its effect on the longitudinal dimension is negligible. (b) Averaged longitudinal density profile for the cloud trapped in a flat box potential (on the left) and in a cosine potential (on the right). The two density profiles on the right side correspond to two different amplitudes.
Appendix A: Experimental methods and data analysis

1. Preparation of the initial state

We follow standard protocols of magneto-optical trapping, laser cooling and evaporative cooling to bring our system to the degeneracy temperature and realize a quasi-condensate of $^{87}$Rb atoms. The atom chip generates a RF-dressed cigar-shaped magnetic trap where the final stage of evaporative cooling is performed. The magnetic potential has a fixed trapping frequency in the two tight (transverse) directions. To measure such frequency a sudden change in the current of the central chip wire (Fig. 6) is performed, thus initiating an oscillation of the atoms in the magnetic trap. For all the measurements here presented $\omega_L = 2\pi \times 1.38$ kHz. On the other hand the geometry of the trapping potential in the elongated direction can be arbitrarily modified. To this purpose a blue-detuned laser light of frequency $\omega_\perp$ is employed. In the presented experiments the two transverse directions. The shape of the dipole trap, and therefore of the effective longitudinal potential, can be designed by means of a digital micro-mirror device (DMD). The setup implemented is schematically depicted in Fig. 6. In the presented experiments we used the DMD to imprint hard walls onto the atomic cloud and to shape the trap bottom either as a homogeneous potential of length $L = 80 \mu$m, or as a sinusoidal modulation with a specific $k = 2\pi j/L$, with $j = 1, 2$. In other words we can prepare the system either in a flat box potential or in a cosine potential (Fig. 7(b)). The amplitude of the sinusoidal modulation can be tuned with high accuracy such that the resulting density perturbation changes significantly. In our case the amplitude of the addressed mode varies between $10\%$ and $40\%$ of the mean homogeneous density. The observables needed to characterize the system are extracted through absorption imaging in time-of-flight (TOF). A short TOF of 2 ms is employed to extract the longitudinal density profile of the atomic cloud at each realization (see Fig. 7(a)). While to estimate the total number of atoms and the temperature of the gas we analyze the density ripples pattern emerging after 11.2 ms of TOF. The total number of atoms in the initial state can be tuned by adjusting the evaporative cooling radio-frequency.

2. Geometric quench and dynamics

For every experiment we design two different optical dipole potentials, a cosine shaped potential and a flat box. We initialize the dynamics by preparing the system in one of the two configuration and subsequently quenching to the other. Within our regime of temperatures and amplitudes, the order in which the quench is performed does not influence the emerging dynamics and the damping rate, as it is shown experimentally in Fig. 8. The switch between the two potentials occurs in a few microseconds which is much faster than the timescale of the longitudinal dynamics of the system. To trace the evolution of the perturbation over time we extract the longitudinal density profile of the quasi-condensate at each time step and consider its averaged value after several experimental repetitions. Since we are limited by shot noise we need a statistical ensemble of around 100 realizations to measure the expectation value. On average the variation of the atom number is about $15\%$ of the mean value. Given the evolution of the mean atomic density $n(z,t)$ (measured or simulated), we compute the density perturbation $\delta n(z,t) = n(z,t) - \langle n(z,t) \rangle$, where $\langle \cdot \rangle_t$ denotes the average over time. For long enough evolution times $\langle n(z,t) \rangle_t$ is equal to the asymptotic density profile. To extract the amplitudes of the odd modes we take the Fourier transform of $\delta n(z,t)$ within the central 80 $\mu$m of the system for every time $t$ and compute the single-sided amplitude spectrum. Examining the Fourier spectrum we find the amplitudes of the odd modes to be very small (see Fig. 9). Their population is due to small asymmetries in the longitudinal box potential. During the 160 ms of evolution the heating of the system is negligible and the measured atom loss rate is about 2 atoms/ms; it arises from three-body recombination, collisions with the background gas particles and technical noise.

3. Scaling of time axes

We systematically find the oscillation frequencies of the experimentally measured density mode to be slightly lower than the GHD predictions. Examining the mode decompositions, we find the $j = 0$ mode to oscillate out of phase with the $j = 1$ mode, indicating that the dynamics extends past the theoretical position of the box-trap walls. As seen in Fig. 7 the experimentally realized walls are not perfectly hard, but have a finite width due to experimental imperfections. We assume that the finite wall width does not contribute to additional relaxation of the mode. However, it does results in the density mode appearing to evolve in an effective box, whose length $L^{\text{eff}}$ is slightly longer than the theoretical box $L = 80 \mu$m. To accommodate for this, we can scale the experimental time axes by $L/L^{\text{eff}}$. For each quench, we estimate $L^{\text{eff}}$ by fitting the mean density profile with two hyperbolic tangent functions. The wall width in the present measurements ranges from 2 $\mu$m to 5 $\mu$m each, which are then added to the theoretical box length $L$ in order to obtain $L^{\text{eff}}$.
FIG. 8. Symmetry of the geometric quench. The damping does not change if the dynamics is initialized in a cosine potential or in a flat box. In this measurement the mean atomic density is 97 $\mu$m$^{-1}$ and the temperature of the initial thermal state is $T = 152$ nK. In (a) is illustrated the evolution of the density perturbation $\delta n(z,t)$ after a quench from the cosine-mode potential to a flat box; in (b) the quench is reversed. Figure (c) shows the evolution of the excited mode $\delta n_1(t)$. The blue data points correspond to the quench from single mode to flat box, while the red ones correspond to the reversed one (with flipped sign). Theoretically the symmetry of the two quenches is easily understood since the GHD model is invariant under time-reversal transformation.

FIG. 9. Fourier spectrum of the measured density perturbation of coldest quench illustrated in Fig. 2. In the GHD simulations the odd modes vanish, justifying the expansion of the perturbation as a sum of even modes.

Appendix B: Theoretical modelling of the system

1. Thermodynamic Bethe ansatz (TBA) of the Lieb-Liniger model

An ultracold 1D gas of $N$ bosons with mass $m$ is described by the Lieb-Liniger Hamiltonian \[ H = -\frac{\hbar^2}{2m} \sum_{i=1}^{N} \partial_z^2 + g \sum_{i<j} \delta(z_i - z_j) + \sum_{i=1}^{N} U(z_i), \] (B1)

where $g = 2\hbar \omega_\perp a_s (1 - 1.03 a_s / l_\perp)^{-1}$ is the 1D contact interaction [34], with $a_s$ being the 3D scattering length and $l_\perp = \sqrt{\hbar / (m \omega_\perp)}$.

Following the thermodynamic Bethe ansatz, for finite temperatures the local thermodynamic state of the Lieb-Liniger model can be fully encoded in a distribution of quasi-particles $\rho_p(\theta)$, with each quasi-particle uniquely labeled by its rapidity $\theta$ [5]. Similarly, one can introduce a distribution of unoccupied rapidities, or holes, $\rho_h(\theta)$ and the density of states $\rho_s(\theta)$ obeying the relation

\[ \rho_s(\theta) = \rho_p(\theta) + \rho_h(\theta) = \frac{1}{2\pi} + \frac{1}{2\pi} \int_{-\infty}^{\infty} d\theta' \varphi(\theta - \theta') \rho_p(\theta'), \] (B2)

where $\varphi$ is the rapidity derivative of the two-body scattering phase given by

\[ \varphi(\theta - \theta') = \frac{2mg/\hbar^2}{(mg/\hbar^2)^2 + (\theta - \theta')^2}. \] (B3)

Given the quasi-particle distribution, one can compute local thermodynamic expectation values of all conserved...
FIG. 10. Relaxation time-scale of the first density mode. For both experimental measurements (points) and GHD simulations (shaded areas), the time-scale $\tau$ is obtained by fitting the time evolution of the first density mode $\delta n_1(t)$ with the damped oscillation of Eq. (4). Four different GHD simulations have been carried out: Standard 1D GHD, quasi-1D GHD assuming no initial transverse excitations, quasi-1D GHD with an estimated thermal population of excited states, and quasi-1D GHD with a classical collision integral. The error bars of the experimental data points represent the 95% confidence interval of $\tau$ from fitting with Eq. (4). The extend of the shaded areas reflects the maximal variation in simulation results considering the uncertainties of both the mode amplitude $A$ and temperature $T$ listed in the table. The uncertainty of $A$ is given by the 95% confidence interval from fitting with Eq. (4). The measured temperature $T$ is inferred from density ripples analysis and the corresponding uncertainties represent the 68% of confidence interval (more details can be found in Ref. [43]). All simulations assume a mean atomic density of 75 $\mu$m$^{-1}$ in the box. Meanwhile, the measured mean atomic densities $\langle n \rangle$, obtained by averaging over multiple experimental realizations, and their uncertainties given by the standard deviation can be found in the table. Differences in mean density and effective box-lengths between simulation and experiment are accounted for by scaling the experimental time axis.

The quantities of the system

$$ q_i = \int_{-\infty}^{\infty} d\theta h_i(\theta) \rho_p(\theta), \quad (B4) $$

where $h_i$ is the single-particle eigenvalue of the $i$'th conserved quantity. In our case, we are only interested in the expectation value of the atomic density, which is typically denoted as the 0'th conserved quantity with $h_0 = 1$.

Further, one can introduce the occupation function $\vartheta(\theta) = \rho_p(\theta)/\rho_s(\theta)$ describing the fraction of allowed rapidities occupied. Since the Bethe ansatz quasi-particles of the Lieb-Liniger model obey fermionic statistics, a thermal state can be calculated following

$$ \vartheta(\theta) = \frac{1}{1 + e^{\epsilon(\theta)/\beta}}, \quad (B5) $$

where $\beta = 1/k_B T$ is the inverse temperature and the pseudo-energy $\epsilon(\theta)$ is given by the relation

$$ \epsilon(\theta) = \frac{\hbar^2 \theta^2}{2m} - \mu + \frac{1}{2\pi\beta} \int_{-\infty}^{\infty} d\theta' \varphi(\theta - \theta') \ln \left(1 + e^{\epsilon(\theta')/\beta} \right). \quad (B6) $$

In the presence of an external potential $U(z)$ one can locally shift the chemical potential accordingly $\mu(z) = \mu_0 - U(z)$ under the local density approximation.
a stationary background and an evolving perturbation we split the time-dependent occupation function into have employed a linearized version of GHD \[58\]. First, the right hand side of Eq. (1).

The macroscopic flow between neighboring fluid cells is maintained at all times. Thus, each fluid cell is subject to the 2D Hamiltonian $H_{2D}$ of the form:

$$H_{2D} = -\frac{\hbar^2}{2m} \left[ \frac{1}{r_{\perp}} \frac{\partial}{\partial r_{\perp}} \left( r_{\perp} \frac{\partial}{\partial r_{\perp}} \right) + \frac{1}{r_{\perp}^2} \frac{\partial^2}{\partial \varphi^2} \right] + \frac{m_\omega^2 r_{\perp}^2}{2},$$

where $m_\omega$ is the reduced mass of the atomic pair, $r_{\perp} = \sqrt{x^2 + y^2}$ is the 2D radius, and $\varphi = \arctan(y/x)$ is the azimuthal angle.

A collision due to contact interaction requires two atoms to come to the same spatial point; this is possible only if their relative-motion wave function is non-zero for $r_{\perp} = 0$. This is possible only when the principal quantum number $n$ for the relative motion is an even number and the angular momentum projection $\ell_z$ to the $z$-axis is zero. The respective (angle-independent, normalized) wave function is

$$\Phi_{n,0}(r_{\perp}) = \frac{1}{\sqrt{\pi}l_{\ell}} \exp \left(-\frac{1}{2} \frac{r_{\perp}^2}{l_{\ell}^2} \right) L_n^{(0)}(r_{\perp}^2/l_{\ell}^2),$$

where $L_n^{(0)}(R) = L_n(R)$ is the Laguerre polynomial and $l_{\ell} = \sqrt{\hbar/(m_\omega \omega_{\perp})} = \sqrt{2} l_{\ell,\perp}$. The interaction strength for the pair of atoms is proportional to $|\Phi_{n,0}(0)|^2$, $n = 0, 2, 4, 6, \ldots$. Since $L_n^{(0)}(0) = 1$, we have $|\Phi_{n,0}(0)|^2 = 1/(\pi l_{\ell,\perp}^2)$ for all even $n$ (for our purpose the maximum transverse excitation energy is $2\hbar \omega_{\perp}$, whereby only $n = 0$ and $n = 2$ are relevant). The independence of

$$\delta \rho_0(\theta, z, t) = v_0^\theta(\theta) \delta \rho_0(\theta, z, t).$$

The background can be identified as the zeroth mode of the occupation function, while the perturbation contains all higher modes. If $\delta \theta \ll \theta_0$, we can neglect interactions during evolution within the perturbation itself and only treat the interactions between the perturbation and the stationary background. Thus, the GHD equation can be simplified as

$$\partial_t \delta \rho_0(\theta, z, t) + v_0^\theta(\theta) \delta \rho_0(\theta, z, t) = 0 \quad \text{(B8)}$$

Here, the effective velocity is computed using only the background state, as signified by the subscript. Since the background state, and by extension the velocity field, is homogeneous, each Fourier mode evolves independently. Indeed, plugging a single mode $\delta \rho_0(\theta, z, t) = \delta \theta_j(\theta, t) e^{ik_j z}$ into Eq. (B8) yields

$$\partial_t \delta \theta_j(\theta, t) + ik_j v_0^\theta(\theta) \delta \theta_j(\theta, t) = 0 \quad \text{(B9)}$$

which has the time-dependent solution given in Eq. (4).

3. Transverse excitations as pseudo-spins

Consider a transverse confining potential that is harmonic and axially symmetric for the relevant excitation energies. This is, to a good approximation, the case of our experimental setup. Since the anharmonicity of the potential is negligible, the center-of-moment degrees of freedom separate from the relative-motion ones. The relative motion of two atoms in the transverse plane is subject to the 2D Hamiltonian

$$\hat{H}_{2D} = -\frac{\hbar^2}{2m_\omega} \left[ \frac{1}{r_{\perp}} \frac{\partial}{\partial r_{\perp}} \left( r_{\perp} \frac{\partial}{\partial r_{\perp}} \right) + \frac{1}{r_{\perp}^2} \frac{\partial^2}{\partial \varphi^2} \right] + \frac{m_\omega^2 r_{\perp}^2}{2},$$

where $m_\omega = m/2$ is the reduced mass of the atomic pair, $r_{\perp} = \sqrt{x^2 + y^2}$ is the 2D radius, and $\varphi = \arctan(y/x)$ is the azimuthal angle.

A collision due to contact interaction requires two atoms to come to the same spatial point; this is possible only if their relative-motion wave function is non-zero for $r_{\perp} = 0$. This is possible only when the principal quantum number $n$ for the relative motion is an even number and the angular momentum projection $\ell_z$ to the $z$-axis is zero. The respective (angle-independent, normalized) wave function is

$$\Phi_{n,0}(r_{\perp}) = \frac{1}{\sqrt{\pi}l_{\ell}} \exp \left(-\frac{1}{2} \frac{r_{\perp}^2}{l_{\ell}^2} \right) L_n^{(0)}(r_{\perp}^2/l_{\ell}^2),$$

where $L_n^{(0)}(R) = L_n(R)$ is the Laguerre polynomial and $l_{\ell} = \sqrt{\hbar/(m_\omega \omega_{\perp})} = \sqrt{2} l_{\ell,\perp}$. The interaction strength for the pair of atoms is proportional to $|\Phi_{n,0}(0)|^2$, $n = 0, 2, 4, 6, \ldots$. Since $L_n^{(0)}(0) = 1$, we have $|\Phi_{n,0}(0)|^2 = 1/(\pi l_{\ell,\perp}^2)$ for all even $n$ (for our purpose the maximum transverse excitation energy is $2\hbar \omega_{\perp}$, whereby only $n = 0$ and $n = 2$ are relevant). The independence of

FIG. 11. Relaxation time-scale $\tau$ obtained by fitting the first density mode $\delta n_0(t)$ from 1D GHD simulations with the damped oscillation of Eq. (4). The fitted time-scale is shown as a function of temperature $T$ and initial mode amplitude $A$. By increasing either the temperature or the mode amplitude, the spread in rapidities of the density perturbation increases, thus resulting in a faster dephasing.

2. Generalized Hydrodynamics (GHD)

In GHD, the system is treated as a continuum of mesoscopic fluid cells in space-time, each in local equilibrium. The macroscopic flow between neighboring fluid cells occurs at a rate slower than the local microscopic relaxation, such that local thermodynamic equilibrium in the fluid cells is maintained at all times. Thus, each fluid cell is characterized by a local thermodynamic Bethe ansatz resulting in a time- and space-dependent quasi-particle distribution $p_\rho(\theta, z, t)$ [25, 26]. Note, for brevity we omit all (equal) spacial and temporal arguments in the following. The complicated dynamics of the interacting Bose gas can be solved using a single continuity equation (1) for the analogous system of quasi-particles. A key component of this equation is the effective velocity

$$v_\text{eff}(\theta) = \frac{\hbar \theta}{m} + \int_{-\infty}^{\infty} d\theta' \varphi(\theta - \theta') p_\rho(\theta') \left[ v_\text{eff}(\theta') - v_\text{eff}(\theta) \right],$$

representing the propagation velocity of a quasi-particle with rapidity $\theta$. The propagation velocity encodes the Wigner delay time [30] associated with the quantum mechanical phase shifts occurring upon elastic collisions of the interacting atoms. In the presence of integrability breaking mechanisms, such as transverse excitations, a Boltzmann-type collision integral can be added to the right hand side of Eq. (1).

To illustrate how the relaxation of a single density mode in a hard-walled box-trap occurs via dephasing, we have employed a linearized version of GHD [58]. First, we split the time-dependent occupation function into a stationary background and an evolving perturbation $\delta \rho_0(\theta, z, t) = v_0(\theta) + \delta \rho_0(\theta, z, t)$. The background can be identified as the zeroth mode of the occupation function, while the perturbation contains all higher modes. If $\delta \theta \ll \theta_0$, we can neglect interactions during evolution within the perturbation itself and only treat the interactions between the perturbation and the stationary background. Thus, the GHD equation can be simplified as

$$\partial_t \delta \rho_0(\theta, z, t) + v_0^\theta(\theta) \delta \rho_0(\theta, z, t) = 0 \quad \text{(B8)}$$

Here, the effective velocity is computed using only the background state, as signified by the subscript. Since the background state, and by extension the velocity field, is homogeneous, each Fourier mode evolves independently. Indeed, plugging a single mode $\delta \rho_0(\theta, z, t) = \delta \theta_j(\theta, t) e^{ik_j z}$ into Eq. (B8) yields

$$\partial_t \delta \theta_j(\theta, t) + ik_j v_0^\theta(\theta) \delta \theta_j(\theta, t) = 0 \quad \text{(B9)}$$

which has the time-dependent solution given in Eq. (4).
scattering properties of atoms on their transverse states in an axially symmetric, harmonic transverse confinement was used by Olshanii [34] in his analysis of the confinement induced resonance as a key feature allowing for obtaining analytic expression for $g$ for the arbitrary ratio $a_s/l$. Therefore, under the conditions of our experiment, the coupling strength is the same for all pairs of colliding atoms, independently of their transverse states.

It is well-known (see, e.g., Ref. [35]) that if all the components of a multi-component bosonic system have the same mass and their two-body interaction is of the contact type (i.e., proportional to the $\delta$-function of the interparticle distance) with the strength independent of the component type of the colliding particles then the Yang-Baxter equation holds automatically. The latter equation [66] is a consistency condition that factorizes the three-body scattering matrix into two-body ones. In our case, the independence of the interaction strength on the transverse states of the colliding pair of atoms is fulfilled accurately enough, and we can therefore treat our system as integrable.

A few words have to be said about the relation between transverse excitations and spin waves in sense of Ref. [39]. Pairwise atomic collisions can change the symmetry type of the "coordinate" (longitudinal) and "spin" (transversal) parts of the bosonic $N$-body wave functions. These symmetry types are described by irreducible representations (IR) of the symmetric group $S_N$ (the group of permutations of $N$ objects), uniquely denoted by Young diagrams [67]. The number of particles in each of the components of an integrable bosonic 1D multicomponent system are directly related to the lengths of different rows in the Young diagram denoting the particular IR, to which the spin function belongs.

Assume that initially all the atoms are in their radial ground state. Their initial "spin" wave function $|0\rangle$ belongs to the fully symmetric IR with the Young diagram \( \{N\} \). Next, assume that a collision of two fast atoms leads to an excitation of one atom to the radial level with the energy $2\hbar\omega_\perp$. The final wave function is

$$|\Psi_f\rangle = \sqrt{\frac{2}{N(N-1)}} \sum_{k>j} |S_{jk}|Z_{jk} \ , \quad (B12)$$

where $|S_{jk}\rangle$ and $|Z_{jk}\rangle$ are, respectively, the spin (transverse) and coordinate (z-dependent) parts of the $N$-particle wave function after collision of the $j$th and $k$th atoms. Since the sum is taken over all $N(N-1)/2$ pairs of atoms, the total wave function remains invariant against simultaneous permutation of both spins and $z$-coordinates of any pair of (bosonic) atoms. Further, since both atoms in a pair experience a large momentum change after collision, the functions $|Z_{jk}\rangle$ are mutually orthogonal for different $j, k$ pairs. If one atom is brought to the second transversely excited state, the spin part is

$$|S_{jk}\rangle = \frac{1}{\sqrt{2}} \left( |2_j\rangle \prod_{l\neq j} |0_l\rangle + |2_k\rangle \prod_{l\neq k} |0_l\rangle \right) \ , \quad (B13)$$

where $|2_j\rangle \prod_{l\neq j} |0_l\rangle$ denotes the $j$th atom in the second excited state and all the other atoms remaining in the ground state. Projecting $|S_{jk}\rangle$ to the fully symmetric (i.e., corresponding to the Young diagram $\{N\}$) transverse excited state $(1/\sqrt{N}) \sum_{j=1}^N |2_j\rangle$, we find a small overlap equal to $\sqrt{2}/N$. The rest of the $|S_{jk}\rangle$ state corresponds to the Young diagram $\{N-1, 1\}$. In a case of a collision that leads to excitation of both atoms to the first transverse excited level, the probability amplitude of the fully symmetric component in the final spin state is even smaller, being equal to $\sqrt{2}/[N(N-1)]$. We conclude therefore that a radial-state-changing collision leads with almost 100% probability to the change of the Young diagram for the spin state, i.e., to the excitation of a "spin wave" in terms of Ref. [39].

4. Multi-component GHD and the collision integral

In the quasi-1D regime, excited states of the transverse confinement can be populated through high energy collisions. We restrict our treatment to the three lowest states of the transverse potential and assume that a majority of atoms remains in the transverse ground state. By virtue of parity, two possible excitation (and de-excitation) events are possible: (i) Two atoms in the ground state collide and both are excited to the first excited state, or (ii) two atoms in the ground state collide and one is excited to the second excited state. Thus, the total collision energy must exceed $2\hbar\omega_\perp$ for transverse excitations to occur.

In the quasi-particle framework of integrable models, the collisions can be identified as scattering processes whose in- and out-states are given by holes and particles. In the context of a transverse excitation, the process can be understood as the creation of two particle-hole pairs, while the change in transverse state is treated as the change in pseudo-spin state. The $2\hbar\omega_\perp$ gain in transverse potential energy following an excitation is reflected in the created particles having much lower rapidities compared to the holes, as the single-particle energy is given by $\varepsilon(\theta) = \hbar^2 \theta^2 / 2m$.

In response to the creation of holes or particles in an interacting integrable model, all local rapidities are shifted following the so-called backflow function [55], modifying the associated collision integral [13]. However, in the ideal Bose gas phase of the Lieb-Liniger model, where the collision integral of Ref. [29] originally was derived, the backflow is negligible. In the quasi-condensate regime, contributions from the backflow may start becoming relevant, however, the "bare" (ideal Bose gas) collision integral should still represent leading order processes. Indeed, applying the "bare" collision integral to the experimental results of Ref. [27] (which featured a system comparable to ours) resulted in a better agreement with observations than purely 1D GHD [29].
For the ideal Bose gas, the collision integral reads

\[ I(\theta) = \sum_{n=1}^{2} \frac{1}{2} \left( [I_n^+(\theta) - I_n^-(\theta)] + [I_n^-(\theta) - I_n^+(\theta)] (\nu_\alpha)^{\beta_\alpha} \right) \]  \hspace{1cm} (B14)

where \( \nu_\alpha \) is the probability for an atom to be in the \( n \)'th transverse excited state, and \( \beta_1 = 2 \) and \( \beta_2 = 1 \) are the number of atoms changing state via the collisions. The terms within the first set of square brackets of Eq. (B14) describe the creation of quasi-particles and holes following transverse excitations. The effects of de-excitation are contained within the second set of square brackets. The terms are defined as

\[ I^n_\alpha(\theta) = \frac{(2\pi)^2 \hbar}{m} \int_{\mathbb{R}_\pm} d\theta' \left[ |\theta - \theta'| P_{\alpha}(|\theta - \theta'|, |\theta_{\pm} - \theta_{\pm}'|) \right. \]

\[ \left. \rho_\alpha(\theta) \rho_\alpha(\theta') \rho_\alpha(\theta_{\pm}') \rho_\alpha(\theta_{\pm}'), \right] \]  \hspace{1cm} (B15)

where \( \alpha = p \) for \( p = p \) and vice versa, \( P_{\alpha}(\theta_1, \theta_2) = 4\epsilon^2 \theta_1 \theta_2 / (\theta_1^2 \theta_2^2 + c^2 (\theta_1^2 + \theta_2^2))^2 \) is the scattering probability with \( c = 2a_n / l^2 \), while \( \theta_{\pm} = \frac{1}{2}(\theta + \theta') + \frac{1}{2}(\theta - \theta') \sqrt{1 \pm 8 / (|\theta - \theta'| l)^2} \) and \( \theta_{\pm}' = \frac{1}{2}(\theta + \theta') - \frac{1}{2}(\theta - \theta') \sqrt{1 \pm 8 / (|\theta - \theta'| l)^2} \) are the rapidities after a collision leading to excitation or de-excitation of the transverse states, respectively. The integration ranges in Eq. (B15) are the following: \( \mathbb{R}_+ \) is the whole real axis, and \( \mathbb{R}_- \) is comprised of those real values of \( \theta' \), which yield real \( \theta_- \) and \( \theta'_- \), i.e. \( \mathbb{R}_- = \{ \theta' : \theta' < \theta - \sqrt{8 / l}\} \cup \{ \theta' : \theta' > \theta + \sqrt{8 / l}\} \). Neglecting any heating effects, the excitation probabilities \( \nu_\alpha(t) \) follow the simple rate equations

\[ \frac{d\nu_\alpha}{dt} = \frac{1}{2} \beta_\alpha \left[ \Gamma_\alpha^+ - \Gamma_\alpha^- \nu_\alpha \right], \]  \hspace{1cm} (B16)

where \( \Gamma_\alpha^+ = (2N)^{-1} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} d\theta' I_\alpha^+(\theta, \theta') \), \( \alpha = p, h \).

In the case where all allowed rapidities are occupied \( \rho_p(\theta) = \rho_h(\theta) \), the density of holes vanishes for most incoming rapidities \( \theta \) and \( \theta' \), resulting in \( \Gamma_\alpha^+ \approx 0 \), meaning no transverse excitations can occur. Meanwhile, for a non-degenerate 1D Bose gas, where the quasi-particle statistics become insignificant, we have \( \rho_p(\theta) \ll \rho_h(\theta) = 1 / (2\pi) \). Inserting this approximation into Eq. (B15), the collision integral in Eq. (B14) takes the classical (Boltzmann) limit.

For high temperatures, additional transverse states beyond the three lowest may become relevant. In this case, extending the multi-component model with additional components and collision channels may be possible, however, very cumbersome. Meanwhile, if the product of the 1D atomic density and the 3D s-wave scattering length becomes larger than 1 then (i) the chemical potential begins to exceed twice the radial excitation energy and (ii) the effective 1D mean-field description is given by an essentially non-polynomial nonlinear equation. In Ref. [15] an effective 1D mean-field equation is derived to describe the dynamics of a quasi-condensate under tight radial confinement in the high density regime. The non-polynomial nature of this mean-field equation (replacing the 1D Gross-Pitaevskii equation) corresponds in the quantum regime to a Hamiltonian that substantially deviates from the Lieb-Liniger model and therefore precludes the use of the rapidity and other concepts inherent to 1D integrable theories. In contrast, if the product of the 1D density to the scattering length is well below 1, the integrability breaking processes can be taken into account as a small perturbation of the integrable model [68]. Clearly our setup corresponds to the latter case, as the evolution of the rapidity distribution (given by GHD) describes the observed dynamics well.

Appendix C: Details of the numerical simulations

All the calculations presented in the following were performed using the ifluid package [47].

1. Fitting the initial state

Following the evaporative cooling the system is well described by a thermal state [46], whose corresponding quasi-particle distribution \( \rho_p(\theta, z) \) can be computed using the thermodynamic Bethe ansatz [5]. The walls of the box potential are modelled as hard and infinitely tall and separated by a distance of \( L = 80 \mu m \). Further, for the potential of the walls a sinusoidal function is employed. We fix the number of atoms \( N \), temperature \( T \), and coupling constant \( g \) according to their measured values. Then, we fit the amplitude of the sinusoidal potential and the chemical potential of the system to obtain the best match between the measured initial density profile and the theoretical one of Eq. (B4). The interaction strength is parameterized by the parameter \( \gamma = mg / h^2 n \), which for all realizations explored here is around 0.002. The thermal state is a non-linear function of the potential, meaning higher modes will also be populated initially, albeit much less than the addressed mode. We find good agreement between the measured and simulated dynamics of all modes, not just the one addressed by the potential.

2. Time evolution

At time \( t = 0 \) we assume that the amplitude of the sinusoidal potential instantly becomes zero, thus realizing a flat-bottomed box-trap. The subsequent evolution of the quasi-particle distribution is given by the GHD equation

\[ \partial_t \rho_p + \partial_z (v^{\text{eff}} |\rho_p|) \rho_p = I[\rho_p]. \]  \hspace{1cm} (C1)

To numerically solve equation (C1) we employ a split-step scheme: First, we propagate \( \rho_p \) a single time step \( \Delta t \)
(we used $\Delta t = 0.02$ ms) following $\partial_t \rho_p + \partial_z (v_{\text{eff}} \rho_p) = 0$ using the solution of characteristics. Next, we account for spatial excitations by solving $\partial_t \rho_p = \mathcal{I}[\rho_p]$ for the same duration $\Delta t$.

For a box of length $L$, centered on $z = 0$, we model the hard walls by imposing the following boundary conditions

$$\rho_p(z = -L/2, \theta) = \rho_p(z = -L/2, -\theta) \quad (C2a)$$
$$\rho_p(z = L/2, \theta) = \rho_p(z = L/2, -\theta), \quad (C2b)$$

which can be interpreted as the quasi-particles having their rapidity reflected $\theta \to -\theta$ upon colliding with a wall. For practical purposes we propagate the filling function $\vartheta$, rather than the quasi-particle density, for the first part of the split-step scheme. To this end we employ the solution by characteristics, which reads

$$\vartheta(t', z, \theta) = \vartheta(t, \mathcal{U}(t', t, z, \theta), \mathcal{W}(t', t, z, \theta)) \quad , \quad (C3)$$

where the position and rapidity characteristics are given by

$$\mathcal{U}(t', t, z, \theta) = z - \int_t^{t'} d\tau v_{\text{eff}}^z (\mathcal{U}(\tau, t, z, \theta), \mathcal{W}(\tau, t, z, \theta)) \quad (C4)$$
$$\mathcal{W}(t', t, z, \theta) = \theta - \int_t^{t'} d\tau a_{\text{eff}}^\theta (\mathcal{U}(\tau, t, z, \theta), \mathcal{W}(\tau, t, z, \theta)) \quad , \quad (C5)$$

respectively. Here, the subscript $\tau$ denotes the dependence on the state at said time. Further, $a_{\text{eff}}^\theta = -\hbar^{-1} \partial_z U(z)$ in our case. For the numerical simulation the we discretize the time axis in steps of $\Delta t$ and approximate the characteristics to first order [47]. To account for the boundary conditions (C2a) (C2b), the characteristics are modified in the following manner

$$\mathcal{W}_{\text{box}}(t', t, z, \theta) = \begin{cases} -\mathcal{W} & \text{for } \mathcal{U} - L/2 > 0 \\ -\mathcal{W} & \text{for } \mathcal{U} + L/2 < 0 \\ \mathcal{W} & \text{otherwise,} \end{cases} \quad (C6)$$

and

$$\mathcal{U}_{\text{box}}(t', t, z, \theta) = \begin{cases} L - \mathcal{U} & \text{for } \mathcal{U} - L/2 > 0 \\ -L - \mathcal{U} & \text{for } \mathcal{U} + L/2 < 0 \\ \mathcal{U} & \text{otherwise.} \end{cases} \quad (C7)$$

Note that all initial states of $\rho_p$ (and therefore $\vartheta$) treated here are symmetric in both real and rapidity space, whereby the solutions obtained using the characteristics above are identical to the ones obtained using periodic boundary conditions. We have checked this numerically.

Next, to account for collisions leading to transverse excitations, we update the quasi-particle distribution following $\rho_p(t + \Delta t) \to \rho_p(t + \Delta t) + 0.5\Delta t \left(3\mathcal{I}[\rho_p(t + \Delta t)] - \mathcal{I}[\rho_p(t)]\right)$. For the simulations presented in the main text, we assume no atom losses and no initial transverse excitations. However, we have also performed a number of quasi-1D simulations starting with a thermal occupation of the transverse states, yielding similar results (see Fig. 10). To estimate the thermal occupation, we fit the initial measured density profiles to the combined density profile of three thermal states $\{\rho_{\varphi}^{(l)}\}_{l=0,1,2}$ corresponding to the three lowest transverse levels, with the chemical potential of each thermal state offset by the transverse potential energy $\hbar \omega_\perp$. The fraction of atoms in each transverse state follows from $n_l = \int dx \int d\theta \rho_p^{(l)} / \sum_j \int dx \int d\theta \rho_p^{(l)}$.

### Appendix D: Apparent relaxation in the Tomonaga Luttinger liquid model

As argued in the main text, the Tomonaga Luttinger liquid (TLL) model is unsuitable to describe the many-body dynamics observed in our experiments. Indeed, for the quenches performed, the model does not predict any relaxation of the excited dynamics. However, due to the statistical nature of our experiment, the model does facilitate an apparent relaxation: Following variations of the atom number, and hence of the speed of sound, between individual experimental repetitions, the dynamics of said repetitions can dephase with respect to one another. Thus, when averaging the measured densities, an apparent relaxation of the mean density $n(z; t)$ may occur.

The TLL Hamiltonian can be derived from a perturbative expansion of the Lieb-Liniger Hamiltonian, under the assumption of small density fluctuations and long-wavelength phase-fluctuations [53]:

$$H_{\text{TLL}} = \int dz \left[\frac{g}{2} \delta \dot{n}^2(z) + \frac{\hbar^2}{2m} n_0(z) \partial_z \phi(z)^2\right], \quad (D1)$$

where $\delta \dot{n}$ are the density fluctuations relative to the background $n_0$, and $\phi$ is the phase of the quasi-condensate. In the box trap, the eigenfunctions of the TLL Hamiltonian are non-interacting phononic modes of frequencies $\omega_k = v_s k$, where $v_s = \sqrt{g n_0 / m}$ and $k = \frac{2\pi}{L} l$, with $l = 1, 2, 3, \ldots$ [61]. In the limit of low-energy excitations, that means low temperatures and weak perturbations, the geometric quench implemented in our experiment can be viewed as the excitation of the coherent population of a single phononic eigenmode.

In the following, we will demonstrate that even upon considering such statistical sources of relaxation, low-energy field theories remain unable to capture the observed dynamics of the experiment. To this end we consider the two quenches of Fig. 3 with low initial mode amplitude and temperatures of $T = 46nK$ and $T = 120nK$. To study how a given variation in the atom number affects the dynamics of the mean density, we post-select the full data set of measurements to obtain subsets with variations of $\Delta N = 20\%$ and $\Delta N = 10\%$. Note that following post-selection we ensure that the atom numbers
of the subsets remains normally distributed around the same mean value. From the selected subset we compute the expectation value of the density perturbation $\delta n(z, t)$ and extract the evolution of the addressed mode $\delta n_1(t)$, as described in the main text. The resulting evolution of $\delta n_1(t)$ is plotted in Fig. 12 for the $\Delta N = 20\%$ and $\Delta N = 10\%$ subsets as blue and red dots, respectively. As evident from the figure, the observed relaxation exhibits no change following the post-selection. Further, we confirm no significant increase in the error of the mean. For comparison, we compute the expected relaxation of dynamics following the Tomonaga Luttinger liquid model for the two subsets. Here we model each realization in the subsets as the excitation of a single phononic mode propagated according to Eq. (D1). Averaging over the different realizations produces the results plotted in Fig. 12 as continuous lines. As one can see, the TLL apparent relaxation strongly depends on the variance of the atom number; the greater the variation of the speed of sound, the faster the damping. Such behaviour is not reflected in the measured dynamics, again demonstrating the inability of the TLL model in describing our experimental system.

![Figure 12](image)

**FIG. 12.** Damping of the excited mode given two different atom number distributions with variance $\Delta N = 20\%$ (in blue) and $\Delta N = 10\%$ (in red). The dotted-lines correspond to the damping extracted from experimental data, while the continuous lines show the TLL apparent relaxation expected assuming only dephasing among different realizations. The results shown refer to the two low-amplitude quenches illustrated in Fig. 2: the damping in (a) corresponds to the coldest quench, whose temperature is $T = 46\,\text{nK}$, and the damping in (b) corresponds to the hotter one, with $T = 120\,\text{nK}$.
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