DV-Det: Efficient 3D Point Cloud Object Detection with Dynamic Voxelization
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Abstract

In this work, we propose a novel two-stage framework for the efficient 3D point cloud object detection. Instead of transforming point clouds into 2D bird eye view projections, we parse the raw point cloud data directly in the 3D space yet achieve impressive efficiency and accuracy. To achieve this goal, we propose dynamic voxelization, a method that voxellizes points at local scale on-the-fly. By doing so, we preserve the point cloud geometry with 3D voxels, and therefore waive the dependence on expensive MLPs to learn from point coordinates. On the other hand, we inherently still follow the same processing pattern as point-wise methods (e.g., PointNet) and no longer suffer from the quantization issue like conventional convolutions. For further speed optimization, we propose the grid-based downsampling and voxelization method, and provide different CUDA implementations to accommodate to the discrepant requirements during training and inference phases. We highlight our efficiency on KITTI 3D object detection dataset with 75 FPS and on Waymo Open dataset with 25 FPS inference speed with satisfactory accuracy.

1 Introduction

Algorithms for point cloud detection are receiving increasing attention nowadays thanks to the blooming of robotics and the autonomous driving industry. Different from the detection algorithms on 2D images, detection on 3D point cloud is a non-trivial task due to the high sparsity and unstructured property of point clouds. Meanwhile, detection algorithms are expected to run at the real-time speed, while they are usually deployed on the edge devices with limited computation resources, which induces exigent demand for the computation efficiency.

The existing point cloud detection methods can be roughly classified into two groups: grid based methods and point-wise methods. Grid based methods basically follow the same pattern as the 2D image cases: they transform the point cloud into regular grid representations like 3D voxels[1][20][29][22] or 2D bird eye view (BEV) projections[9][24][23], and then use 3D or 2D convolutional neural networks (CNNs) to extract the features and obtain bounding box predictions. However, the transformation from the point cloud to regular grids leads to the information loss, and due to the quantization issue, the feature maps at high-level CNN layers often lack the precise regional feature representations (Fig.1a), which is essential for an accurate bounding box regression.

On the other hand, developed from the pioneering work PointNet[14][15], more and more point-wise methods are proposed recently, which directly take raw 3D LiDAR points as input and learn point-wise feature representations from point coordinates via multi-layer perceptrons (MLPs)[13][19][27]. As shown in Fig.1b, point-wise methods no longer suffer from the quantization problem as conventional convolutions, but this comes at a price: learning representations from unstructured point coordinates

Preprint. Under review.
is a hard task, and therefore, heavy MLPs architectures with expensive computational cost are usually involved in these methods, leading to relatively slow inference speed.

There have been attempts that try to combine grid based methods and point-wise methods, e.g., in PV-RCNN[18], these two methods are leveraged in an alternate pattern at the framework level to achieve the best performance. Despite the impressive accuracy, heavy MLPs still remain in [18], while the inference speed is still limited. Currently, the mainstream point cloud detection methods run at a speed of 20 FPS for the KITTI dataset (few can reach 45 FPS[19]) on a powerful dedicated GPU, with 90° horizontal front-view FOV. This is apparently not sufficient for the full 360° FOV scenario with a LiDAR sampling rate of 20Hz in reality, not to mention the limited computational hardware resources on the edge devices.

In this work, we propose a new method that combines the advantages from both grid based methods and point-wise methods at the perceptron level. As shown in Fig.1c, given a point cloud, we first extract key-points and gather neighbouring points around each key-point just like the point-wise methods. However, instead of learning from point coordinates with MLPs, we leverage local-scale 3D voxels to preserve the 3D geometry and then learn features with 3D convolutions. By doing so, we waive the requirements for the expensive MLPs and tackle the quantization issue as well.

Just like other point-wise methods, we also face the same problem: how to extract key-points from hundreds of thousands of input points efficiently. In addition, we also need to figure out how to construct 3D voxels on-the-fly during the network propagation at real-time. To this end, we propose the grid based downsampling and hierarchical point-wise convolution with dynamic voxelization, to take the place of commonly adopted farthest point sampling (FPS) + k-nearest-neighbours (k-NN) combination, which is time consuming and memory-hungry. In addition, as a two-stage detection framework, we also develop location-aware RoI pooling, a light-weight pooling method that is 3× faster and 4× more memory efficient than the previous work without losing accuracy significantly.

Moreover, for further performance improvement, we adopt 3D IoU loss[28] for bounding box regression. We develop an efficient algorithm for 3D IoU loss calculation, which is fully based on the native TensorFlow operations and can be implemented with less than 200 lines of Python code. The tedious back propagation calculation of 3D IoU can just be left to the deep learning frameworks and no longer has to be manually implemented.

Powered by all the innovations above, we propose DV-Det, a two-stage detection framework for efficient 3D object detection from point clouds. Our method achieves the impressive 75 FPS inference speed on the KITTI dataset[4] and 25 FPS on the Waymo Open Dataset[21], while still maintains satisfactory accuracy performance.

Figure 1: Comparison between different sampling strategies and network architectures. (a) Global voxelization for most of the grid based methods, notice the severe quantization issue at layer 2. (b) Point-wise method, commonly used for the point-wise MLPs based methods like PointNet; (c) Our proposed point-wise convolution based on the dynamic voxelization operation.
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2 Related Works

2.1 Point-wise Based 3D Detection

The point-wise 3D detection methods has gained a lot of attention after the success of PointNet [14], and PointNet is still the most widely adopted perceptron unit in many point-wise detection methods. Frustum-PointNet [13] is the first work to apply PointNet into 3D detection, it crops 3D frustums based on the detection results from 2D images, and then use PointNet to parse the frustums point cloud data. STD [27] employs PointNet++ [15] as the backbone for features extraction, and uses PointsPool for efficient proposal refinement. Similarly, [19, 29] also leverages PointNet++ to generate RoI proposals directly from the input point clouds, while [12] uses a voting strategy for better feature aggregation returned from PointNet++.

However, PointNet (including its variants) relies on the MLPs (functioning like a sub-network in each layer) to learn the geometrical features from the point coordinates, and it is therefore a computationally intensive method. Hence, the point-wise methods mentioned above usually run only at ∼10 FPS on the KITTI dataset with a dedicated GPU.

2.2 Grid Based 3D Detection

Convolutions are particularly good at dealing with data organised in regular grids. By converting the unstructured point cloud into 3D voxels, the geometry of points is preserved within the arrangement of voxels, and therefore, it no longer has to be learnt from point coordinates like PointNet. In previous works [20, 22, 6], 3D point clouds are converted into 3D voxel representations, and 3D sparse convolutions [5] are used as backbones for feature extractions.

By converting the 3D points into 2D bird eye view (BEV) projections [9, 23, 24], most of the methods originally proposed for detection on 2D images can be transferred to the 3D seamlessly. However, converting the entire point cloud into 2D projections means the permanent loss of 3D geometry information, and therefore, the existing 2D BEV based methods usually show relatively low accuracy on the benchmark datasets, especially for the hard cases only with few points. There are also works that adopt similar implementation, and fuse the LiDAR point cloud with 2D camera images at the feature map level [10, 11], but the interpretation of high-resolution camera images is a difficult task, which usually leads to unsatisfactory inference speed.

2.3 Rethink About Existing Methods

Point-wise methods are able to learn precise point-wise feature representations, however, their dependencies on MLPs often lead to heavy network architectures. Meanwhile, expensive operations like k-NN and FPS are also involved for point downsampling and feature aggregation, which further drags down the inference efficiency.

On the other hand, the grid based methods are more efficient, but due to the feature dilution issue, feature maps at high-level network layers often possess low resolution, which obstructs the network learning precise local feature representations. E.g., in work [20], although the RoI proposals have already been predicted at the bottle-neck of its U-Net [17] style network architecture, but the feature maps are still upsampled to provide accurate enough information for the RoI-pooling in second stage.

In this work, we propose a novel method which maintains precise feature representations like point-wise methods without the requirement for complicated MLPs, while avoids the general issues existing in the grid base methods at the same time.

3 Proposed Method

Learning from point coordinates with MLPs is too expensive for a rapid detection framework to adopt, therefore, we stick to the grid based convolution approach as our basic perceptron unit. However, instead of converting the entire point cloud into 3D voxels, we adopt similar strategy as point-wise methods: we only construct local-scale 3D voxels around the key-points of the point cloud, and parse 3D features with dense 3D convolution. In this way, we fuse the point-wise methods and grid based methods at the perceptron level, and achieve remarkable efficiency improvement.
Figure 2: Visualization of the proposed two-stage DV-Det framework. In the first stage, raw 3D points are processed by point-wise convolutional layers with dynamic voxelization to extract features and obtain 3D bounding-box proposals. In the second stage, the proposals are refined based on the Location-Aware RoI pooling method to get the final prediction results.

Nevertheless, just like other point-wise methods, we are facing the same problem: how to select key-points from a point cloud with hundreds of thousands of points. Moreover, we also need to construct the 3D convolution kernels on-the-fly during the forward propagation efficiently enough to achieve the real-time performance. In this section, we will give our answers to these two questions in section 3.1 and 3.2 respectively, followed by the illustrations to our Location-Aware RoI pooling in section 3.3 and 3D IoU loss function in section 3.4.

### 3.1 Grid Based Point Downsampling

Farthest point sampling (FPS) is the most widely adopted algorithm for point cloud downsampling\cite{14}, however, as an algorithm with complexity $O(n^2)$, it runs very slowly for point cloud at large scales, making it a straggler in the real-time detection framework. On the other hand, random downsampling is efficient enough with $O(n)$ complexity, but it is sensitive to the local point density and often leads to unstable performance\cite{7}. In this work, we propose the grid based point downsampling method, which runs almost as efficiently as random sampling, while keeps similar functionalities as FPS.

Specifically, for a point cloud $S = \{(p_i, f_i) : i = 1, 2, ..., N\}$, where $p_i \in \mathbb{R}^3$ is the point coordinate, $f_i \in \mathbb{R}^c$ is the point-wise feature with channel $c$ and $N$ is the total number of points, given the downsampling resolution $r$, we first divide the entire point cloud into 3D regular grids with grid length $r$ as shown in Fig.3a.

For every point $p_i$ in $P$ with coordinate $[p^x_i, p^y_i, p^z_i]$, we obtain its corresponding grid index as $[\left\lfloor \frac{p^x_i}{r} \right\rfloor, \left\lfloor \frac{p^y_i}{r} \right\rfloor, \left\lfloor \frac{p^z_i}{r} \right\rfloor]$, which indicates the grid that point will fall into. Next, we randomly select one point in each grid as our downsampling output, unless the grid is not occupied by any points. This strategy may sound straightforward, but not the implementation, especially for the balance between the time and space complexity. Therefore, we adopt different implementations for inference and training phase separately due to their different needs for speed and memory efficiency.

For the inference purpose, speed matters more than memory efficiency, and therefore, our implementation creates a 3D grid buffer with size $\lfloor W \rfloor \times \lfloor L \rfloor \times \lfloor H \rfloor$ first, where the $W$, $L$, and $H$ stand for the dimensions of the input point cloud; then, we calculate the grid index for every point which are fitted into the corresponding grid buffer location. Each grid buffer location is writable for only once, which means its value cannot be modified once it has been occupied, so that the other points with the same grid index will not overwrite the same buffer again. With this setup, we achieve the $O(n)$ complexity, but the speed also comes at a price: the 3D grid buffer has to be pre-allocated in
the memory space first. Fortunately, it usually will not be a problem for most of the cases, e.g., for Waymo Open Dataset with input range of 150m × 150m × 6m, when the r is 0.1m, the total RAM consumption by our inference implementation is around 500MB (with float32), while the speed is 5× faster than our training implementation (introduced below). Another good news is that we can reuse the same downsampling results in the subsequent model layers, as long as the downsampling ratio r remains unchanged.

By contrast, in the training implementation, we aim at fitting as large batch size as possible into GPU, while the time consumption is less important. Following this principle, we calculate the grid index \([i, j, k] \times r\) for every point first, then sort the points according to their grid indexes, and collect the points with unique grid indexes as the final downsampling results. By doing so, we waive the requirement for the memory-hungry grid buffer implementation. Since the sorting operation is involved here, the approximate complexity is \(O(n\log n)\), not as ideal as \(O(n)\), but still much faster than the FPS.

### 3.2 Hierarchical Convolution with Dynamic Voxelization

The purpose of our hierarchical point-wise convolution is to combine the advantages of both conventional convolutions and the point-wise operations. Instead of applying these two techniques in an alternate way like PV-RCNN [18], in this work, we directly deploy 3D convolutions in a point-wise fashion. Specifically, after the extraction of key-points via downsampling, we first construct local-scale 3D voxels around each key-point with our proposed dynamic voxelization operation, then we parse the point-wise 3D voxel data with dense 3D convolution to obtain the feature representations.

#### 3.2.1 Dynamic Voxelization

Given the input point cloud \(S_1 = \{(p^1_1, f^1_1) : i = 1, 2, ..., N_1\}, p^1_1 \in \mathbb{R}^3, f^1_1 \in \mathbb{R}^{c_1}\), with the subscript “1” suggesting it is the first layer in the network, we first downsample \(\{p^1_1\}\) using our grid-based downsampling with the downsampling resolution \(r_1\), and get the downsampled key point set \(\{p^2_1 : i = 1, 2, ..., N_2, N_2 \leq N_1\} \subseteq \{p^1_1 : i = 1, 2, ..., N_1\}\). Next, for every \(p^2_1\), we query its neighbouring points in \(S_1\) within a fixed radius \(R_1\): \(S'_1 = \{(p^1_j, f^1_j) : j = 1, 2, ..., N_1 \mid \|p^1_j - p^2_1\| \leq R_1\}\), and then fit \(S'_1\) into the 3D regular voxels with resolution \(k \times k \times k\). By doing so, we convert the original \(S_1\) into a set of point-wise 3D voxels: \(V_1 = \{(v^i_1, v^i_1) : i = 1, 2, ..., N_2\}, v^i_1 \in \mathbb{R}^{k \times k \times k \times c_1}\), encodes the local point cloud geometry around the key point \(p^1_1\).

The key of our dynamic voxelization lies on how to construct the 3D voxels \(v^i_1\) for each key-point \(p^1_1\). However, even after the grid based downsampling operation, the total number of remaining key-points is still considerable (~100k at most), and to perform local-scale voxelization with so many key-points in real-time, we propose the grid based voxelization operation.

As suggested by its name, grid based voxelization basically shares a similar implementation as our grid based downsampling operation. As shown in Fig.3b, given the kernel radius \(R\) and kernel resolution \(k\); we divide the point cloud into regular grids with resolution \(2R/k\) (defined as kernel...
As a two-stage detection framework, RoI pooling plays an essential part in the second refinement stage. However, to perform efficient yet accurate RoI pooling still remains an open problem for 3D point cloud detection. The concept of RoI pooling was officially introduced in [20], and later on was adopted in the successive works [18].

But how to efficiently aggregate the point-wise features into RoI pooling grids still remains a problem. In [18], features in each pooling grid are learnt from additional convolutions, e.g., for RoI pooling with grid resolution of $6 \times 6 \times 6$, a total number of 216 convolution calculations are involved, and that is for just one single RoI only, therefore, it is unaffordable to an efficient detection framework.

To this end, we propose the Location-Aware RoI Pooling method. As shown in Fig.4 during the pooling operation, we assign additional weight to the input point-wise features according to their Euclidean distances to the pooling grid centre. Specifically, given a 3D RoI of dimension $W \times L \times H$ and the target pooling grid resolution $k$, we first gather all the interior point-wise features $\{f_i\}$ within a certain pooling grid $g$ among the $k \times k \times k$ grids; next, we calculate representative features $f_g$ as:

$$f_g = \frac{1}{n} \sum_{i=1}^{n} w_i f_i; \quad w_i = e^{1 - \frac{d_i}{r}}; \quad r = \max \left\{ \frac{W}{k}, \frac{L}{k}, \frac{H}{k} \right\}$$

(1)

where $d_i$ is the Euclidean distance between the feature point $f_i$ and the grid centre $g$, $r$ is the maximum dimension of pooling grid among $W$, $L$ and $H$ orientations. We normalize $f_g$ by the total number of interior points $n$ in each pooling grid, so that the scale of $f_g$ will not be heavily affected by $n$. 

![Figure 4: Location-Aware RoI Pooling](image)
in practice, the largest value of \( n \) is set as 5, which means for each grid \( g \), only at most 5 interior point-wise features \( f_j \) are taken into consideration, and the redundant points are simply omitted. By doing so, we are able to capture the tiny location perturbations between different RoIs, while avoiding the expensive convolution computations.

**ALGORITHM 1: 3D IoU Loss Calculation**

**Input**: Predicted bounding box \( B^p \) and the corresponding ground truth \( B^g_0 \):
1. Convert \( B^p \) and \( B^g_0 \) to BEV representation: \( B^p_{ bev} = (x^p, y^p, z^p, w^p, l^p, h^p, r^p) \), \( B^g_0_{ bev} = (x^g_0, y^g_0, w^g_0, l^g_0, r^g_0) \).

**Output**: The 3D IoU loss between \( B^p \) and \( B^g_0 \): \( L_{IoU} \)

1. Get the vertices of \( B^p_{ bev} \) and \( B^g_0_{ bev} \). For \( i \in \{1, 2, 3, 4\} \):
   \[
   V_i^p = ([(-1)^i w^p/2, (-1)^i l^p/2] + [x^p, y^p], V_i^g = ([(-1)^i w^g_0/2, (-1)^i l^g_0/2] + [x^g_0, y^g_0])
   \]
2. Get the intersection height \( H \) of two bounding boxes, which ensures its usability in applications.
3. Get the perspective coordinates of \( P^p \) regarding its relative position to \( B^g_0_{ bev} \) as \( V^p \).
4. Get the edge extensions of \( B^p_{ bev} \) with vertices \( V^p_{1-2} \) and \( V^p_{3-4} \). For \( i \in \{1, 2, 3, 4\} \):
   \[
   y = (-1)^i V_{1}^p \times V_{2}^p \times V_{3}^p \times V_{4}^p q \quad x + (-1)^i \frac{V_{1}^p \times V_{2}^p \times V_{3}^p \times V_{4}^p}{q} \frac{V_{1}^p \times V_{2}^p \times V_{3}^p \times V_{4}^p}{q} \frac{V_{1}^p \times V_{2}^p \times V_{3}^p \times V_{4}^p}{q} \frac{V_{1}^p \times V_{2}^p \times V_{3}^p \times V_{4}^p}{q}
   \]
5. Get all the intersections \( \{I^1_j\}, j \in \{1, 2, \ldots, 16\} \) between \( B^p_{ bev} \) and \( B^g_0_{ bev} \) by setting \( x \) as \( \pm \frac{1}{2} w^p \) or setting \( y \) as \( \pm \frac{1}{2} l^p \) in *Step 4* (the superscript \( j \) indicates \( I^j \) is represented based on its relative position to \( B^g_0_{ bev} \)).
6. Concatenate \( I^1 \), \( V^p_{1-2} \) and \( V^g_0 \) as \( P^p = \{I^1, V^p_{1-2}, V^g_0\} \), filter out the points in \( P^p \) that are outside \( B^p_{ bev} \), and that leads to \( P^p_0 = \{P^p_i | i \in \{1, 2, \ldots, 24\} \land ||P^p_0[i]|| \leq \frac{1}{2} w^p \land ||P^p_0[i]|| \leq \frac{1}{2} l^p \} \).
7. Similar to *Step 3*, get the perspective coordinates of \( P^p_0 \) regarding its relative position to \( B^p_{ bev} \) as \( P^p_0 \).
8. Repeat *Step 6* to filter out the points in \( P^p_0 \) that are outside \( B^p_{ bev} \), and that returns a new set \( P \subset \mathbb{P}^p \), which are the vertices of the polygon intersection area between \( B^p_{ bev} \) and \( B^g_0_{ bev} \).
9. Sort the points in \( P \) counter-clockwise-wise and calculate the area of the intersection polygon using Shoelace algorithm: \( A = \frac{1}{2} \left| \sum_{i=1}^{n-1} P_i [P_{i+1} - P_1] + P_n [0] [P_1] - (\sum_{i=1}^{n-1} P_i [0] [P_{i+1}]) - P_1 [0] [P_n] \right| \).
10. Get the intersection height \( H \) between \( B^p \) and \( B^g_0 \), then calculate the 3D IoU as:
   \[
   IoU_{3D} = \frac{AxH}{w^p \times l^p \times h^p \times w^g_0 \times l^g_0 \times h^g_0}, \quad L_{IoU} = 1 - IoU_{3D}
   \]

**3.4 Loss Functions**

As a two-stage model, we use multi-task loss functions to train our model in both stages. During the first stage, we try to differentiate foreground points from the point cloud and generate RoI proposals for every foreground points at the same time. As for loss function for the RoI regression optimization, we use the 3D IoU loss\(^{[28]}\) as our optimization target, instead of the commonly adopted smooth-L1 loss.

**3D IoU Loss.** The IoU loss has been proven to be more suitable for detection tasks than smooth-L1 loss\(^{[28][16]}\), as it naturally reflects the bias between a predicted bounding box and its corresponding ground truth. The calculation itself for 3D IoU is not difficult, but as a loss function, being differentiable is a prerequisite and it is not an easy task. In previous works\(^{[28]}\), the back propagation of 3D IoU has to be implemented manually with C++/CUDA extensions, which can be tedious and fallible. To tackle this problem, here we propose an efficient algorithm for 3D IoU calculation, which is fully based on the native operations supported by the modern deep learning framework like TensorFlow and PyTorch. This means that we no long have to implement the back propagation manually and can safely leave this task to the auto differentiation functions of modern deep learning frameworks.

Concretely, given a pair of predicted bounding boxes \( B^p = (x^p, y^p, z^p, w^p, l^p, h^p, r^p) \) and the corresponding ground truth \( B^g_0 = (x^g_0, y^g_0, z^g_0, w^g_0, l^g_0, h^g_0, r^g_0) \), where \( [x^*, y^*, z^*] \) is the geometry centroid of bounding box *s*, \( w^*, l^* \) and \( h^* \) are the 3D dimensions and \( r^* \) is the rotation angle around z axis (assuming only have rotations along z axis), we calculate the 3D IoU loss according to the algorithm\(^{[1]}\). The key of our algorithm lies on how to obtain the intersections efficiently between two bounding boxes on 2D BEV plane, and to achieve this goal, we transform the vertex coordinates of two bounding boxes based on their relative positions to each other via rotations and translations. By doing so, the intersections can be easily determined by setting restrictions on \( x, y \) coordinates, and more importantly, our algorithm can be executed in batch-wise pattern without looping through every bounding box, which ensures its usability in applications.
The multi-task loss function we use for the first stage optimization is:

\[ L_{\text{stage1}} = L_{\text{cls}} + \alpha L_{\text{iou}} + \beta L_{\text{rot}} \]

where \( L_{\text{cls}} \) is the focal loss for foreground classification and \( L_{\text{iou}} \) is the 3D IoU loss. \( L_{\text{rot}} \) is the smooth-L1 loss for rotation angle regression and \( L_{\text{rot}} = \text{smooth-L1}(\sin(r_p - r_g)) \), which prevents \( L_{\text{iou}} \) mixing up the \( w \) and \( l \) dimension. As for the second stage, the loss function is defined as follow:

\[ L_{\text{stage2}} = L_{\text{conf}} + \alpha L_{\text{iou}} + \beta L_{\text{rot}} + \gamma L_{\text{flip}} \]

where \( L_{\text{conf}} \) is the loss for IoU guided confidence score [pvcnn], while \( L_{\text{iou}} \) and \( L_{\text{rot}} \) follow the same definitions as before. \( L_{\text{flip}} \) is the cross-entropy loss for binary classification, which decides whether the predicted bounding box shall be rotated by 180°. The reason why \( L_{\text{flip}} \) is needed is that \( L_{\text{rot}} \) only regulates on the \( \sin \) value of \( r_p - r_g \), and the network cannot differentiate the correct orientation of bounding boxes basing on \( L_{\text{rot}} \) alone. In practice, we set \( \alpha = 2, \beta = \gamma = 0.5 \). \( L_{\text{cls}} \) and \( L_{\text{conf}} \) are calculated for all the output points, while \( L_{\text{iou}}, L_{\text{rot}} \) and \( L_{\text{flip}} \) are only calculated for the foreground points.

4 Experiments

4.1 Implementation Details

Network Architecture. As shown in Fig.2, our backbone network is based on the hierarchical point-wise convolutional layers with dynamic voxelization. The backbone is composed of four convolution blocks, and each block includes two point-wise convolutional layers. The down-sampling resolution \( r \) is set as 0.1m, 0.2m, 0.4m, 0.8m for each block, and the kernel resolution \( k \) is 3 for all the blocks with the number of feature channels 16, 32, 64 and 128. The output features from each block are then concatenated and fed into the second stage as input to the LA-RoI pooling layer. The LA-RoI pooling transforms the point-wise features into \( 5 \times 5 \times 5 \) dense 3D voxels, and pass them to the dense \( 3 \times 3 \times 3 \) 3D convolutions. We apply “valid” padding strategy for the 3D convolution and the voxel dimensions are reduced to \( 1 \times 1 \times 1 \) after two successive dense convolutional layers. Finally, we feed these features into MLPs to return the final predictions.

Training and Inference Setup. We train our DV-Det in an end-to-end fashion from scratch on the KITTI 3D object detection dataset [4] and Waymo Open dataset [21]. The model is trained on 16 NVIDIA RTX 2080 Ti GPUs with 80 training epochs and the learning rate of 0.01. Batch size is set as 64 for KITTI dataset and 32 for Waymo dataset. In the second stage, we resample the negative and positive proposals with a ratio of 2:1 and IoU threshold of 0.5. During training phase, the input data are augmented with random rotations along z axis between range \([-\pi, \pi]\) and random scaling along three axes in range \([0.95, 1.05]\). Following the practice in [18, 22], we also randomly "paste" ground truth objects collected from different scenes (within the same dataset) to enrich the training data. We train our model with the "training" implementations of grid based downsampling and dynamic voxelization, and run inference with the "inference" implementations.

4.2 Evaluation on KITTI Dataset

We first evaluate our performance on the KITTI 3D object detection dataset, which comprises two partitions: training dataset (7,481 samples) and testing dataset (7,518 samples). We further divide the training partition into two sets: \( \text{train} \) set with 3,712 samples and \( \text{val} \) set with 3,769 samples. In training phase, we utilize 80% of the samples in the \( \text{train+val} \) combination as training data, and leave the rest 20% for validation. We evaluate the performance based on the testing dataset from the KITTI official online evaluation server, and report our accuracy on car and cyclist class in Table 1.

We only compare with the pure point cloud based methods, and we divide the existing methods into two categories: "3D Perceptron" are the methods that parse the point cloud in 3D space using perceptrons like 3D convolution or PointNet; "BEV" are the methods that convert 3D point cloud onto 2D BEV plane, the process data with 2D convolutions. We notice that all of the existing 3D perceptron based methods have a inference speed less than 25 FPS on a dedicated GPU, and considering the 90° front-view FOV in KITTI dataset, we can hardly say they are ready for the real-world applications. On the other hand, BEV based methods run at considerably faster speed than the 3D perceptrons based methods, however, converting 3D point cloud into 2D BEV projections means the permanent loss of 3D spatial information, and that usually leads to unsatisfactory performance on hard examples.
Table 1: Performance comparison on the KITTI testing dataset based on the mean Average Precision (mAP) with 40 recall positions.

By contrast, our method achieves remarkable 75 FPS on the KITTI dataset, which is 3× faster than the state-of-the-art 3D perceptron based method. Meanwhile, compared with the existing BEV based methods, we overperform them regarding all the evaluation metrics and achieve 45% faster inference speed than the widely adopted PointPillar method.

4.3 Evaluation on Waymo Open Dataset

Apart from the KITTI dataset, we also test our model on the Waymo Open Dataset to give a comprehensive evaluation. We train our model based on 798 training sequences with ~158k point cloud scenes, and test our performance on 202 validation sequences with ~40k point cloud scenes.

Table 2: Performance (mAP) comparison on the Waymo Open Dataset with 202 validation sequences for vehicle class.

Our DV-Det is overperformed by the state-of-the-art 3D perceptron based methods like Voxel-RCNN regarding the detection accuracy, but our method can run at a speed of 25 FPS, which is even faster than the 2D BEV methods like PointPillar with obviously higher accuracy.

5 Conclusion

We present the DV-Det, a novel two-stage framework for efficient 3D object detection from point clouds. Our method combines the advantages from both point-wise methods and grid based methods, and as a pure 3D point cloud based method, DV-Det overperforms the 2D BEV based methods by a large margin regarding both efficiency and accuracy for the first time. With innovations like grid based point downsampling and dynamic voxelization techniques, we achieve satisfactory performance on KITTI and Waymo benchmark dataset. We hope our method can be inspiring and encourage more future works.
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