WELL-POSEDNESS OF AXIALLY SYMMETRIC INCOMPRESSIBLE IDEAL MAGNETOHYDRODYNAMIC EQUATIONS WITH VACUUM UNDER THE NON-COLLINEARITY CONDITION
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Abstract. We consider a free boundary problem for the axially symmetric incompressible ideal magnetohydrodynamic equations that describe the motion of the plasma in vacuum. Both the plasma magnetic field and vacuum magnetic field are tangent along the plasma-vacuum interface. Moreover, the vacuum magnetic field is composed in a non-simply connected domain and hence is non-trivial. Under the non-collinearity condition for the plasma and vacuum magnetic fields, we prove the local well-posedness of the problem in Sobolev spaces.

1. Introduction.

1.1. Eulerian formulation. In this paper, we consider the free boundary problem of the axially symmetric incompressible ideal MHD equations:

\[
\begin{align*}
\partial_t u^r + (u^r \partial_r + u^z \partial_z)u^r - \frac{(u^\theta)^2}{r} + \partial_r(P + \frac{1}{2}|B|^2) &= (B^r \partial_r + B^z \partial_z)B^r - \frac{(B^\theta)^2}{r}, \\
\partial_t u^\theta + (u^r \partial_r + u^z \partial_z)u^\theta + \frac{u^\theta u^r}{r} &= (B^r \partial_r + B^z \partial_z)B^\theta + \frac{B^\theta B^r}{r}, \\
\partial_t u^z + (u^r \partial_r + u^z \partial_z)u^z + \partial_z(P + \frac{1}{2}|B|^2) &= (B^r \partial_r + B^z \partial_z)B^z, \\
\partial_t B^r + (u^r \partial_r + u^z \partial_z)B^r &= (B^r \partial_r + B^z \partial_z)u^r, \\
\partial_t B^\theta + (u^r \partial_r + u^z \partial_z)B^\theta + \frac{B^r u^\theta}{r} &= (B^r \partial_r + B^z \partial_z)u^\theta + \frac{u^\theta B^r}{r}, \\
\partial_t B^z + (u^r \partial_r + u^z \partial_z)B^z &= (B^r \partial_r + B^z \partial_z)u^z, \\
\partial_r u^r + \frac{u^r}{r} + \partial_z u^z &= 0, \\
\partial_r B^r + \frac{B^r}{r} + \partial_z B^z &= 0.
\end{align*}
\]

In the equation (1), \(u(t,x) = u^r(t,r,z)e_r + u^\theta(t,r,z)e_\theta + u^z(t,r,z)e_z\) is the Eulerian or spatial velocity field, \(B = B^r(t,r,z)e_r + B^\theta(t,r,z)e_\theta + B^z(t,r,z)e_z\) is the magnetic field.
field, and \( P \) denotes the pressure function of the fluid which occupies the moving vessel domain:
\[
\Omega(t) := \{(x_1, x_2, z)| 0 \leq r < r(z, t), z \in T\}.
\]
Here \( e_r = (\cos \theta, \sin \theta, 0), e_\theta = (-\sin \theta, \cos \theta, 0), e_z = (0, 0, 1), r = \sqrt{x_1^2 + x_2^2}, z = x_3, \theta = \arctan \frac{x_2}{x_1} \). We require the following boundary condition on the free surface
\[
\Gamma(t) := \partial \Omega(t):
\]
\[
V(\Gamma(t)) = u \cdot n \text{ on } \Gamma(t) \quad (2)
\]
and
\[
B \cdot n = 0, \quad P + \frac{1}{2} |B|^2 = \frac{1}{2} \frac{C^2(t)}{r^2}, \quad \text{on } \Gamma(t). \quad (3)
\]
The equation (2) is called the kinematic boundary condition which states that the free surface \( \Gamma(t) \) moves with the velocity of the fluid, where \( V(\Gamma(t)) \) denote the normal velocity of \( \Gamma(t) \) and \( n \) is the outward normal of the domain \( \Omega(t) \). The first condition of the equation (3) means the fluid is perfect conductor. The second condition expresses the continuity of pressure on the free interface and \( C(t) \) is given by
\[
C(t) = C(0) e^{\int_0^t A(r) \, dr}, \quad A(t) = \frac{\int_{\Omega} \frac{(u \cdot n)}{r} \sqrt{1 + (\partial_z r(z, t))^2} \, dz}{\int_{\Omega} (\ln R_S - \ln r(z, t)) \, dz}, \quad (4)
\]
\( R_S \) is a constant larger than \( r(z, t) \). The derivation of the formula for \( A(t) \) will be explained below.

The system (1)-(3) can be used to describe the motion of the plasma confined inside a rigid wall and isolated from it by vacuum, which is one of laboratory plasma model problems (see [12, Chapter 4.6.1]). In the general setting, the plasma region \( \Omega(t) \) is surrounded by the vacuum region \( \Omega_v(t) \), and the moving plasma-vacuum interface \( \Gamma(t) = \partial \Omega(t) \) does not intersect with the outer wall \( \partial \Omega_v \), where \( \Omega_w = \Omega(t) \cup \Gamma(t) \cup \Omega_v(t) \) is a fixed domain. When the characteristic plasma velocity is very small compared to the speed of sound, the motion of the plasma is governed by the incompressible ideal MHD in \( \Omega(t) \), i.e., (1). In the vacuum region \( \Omega_v(t) \), we neglect the displacement current in the Maxwell equations as usual in the non-relativistic MHD and assume the pre-Maxwell equations:
\[
\begin{aligned}
\text{curl} B &= 0, \quad \text{div} B = 0 \quad \text{in } \Omega_v(t), \\
\text{curl} E &= -\partial_t B, \quad \text{div} E = 0 \quad \text{in } \Omega_v(t).
\end{aligned}
\]
(5)
In the equations (5), \( B \) and \( E \) denote the magnetic and electric fields in vacuum, respectively. The motion of the plasma is connected with the vacuum through the jump condition on the interface \( \Gamma(t) \):
\[
\left( (P + \frac{1}{2} |B|^2) I - B \otimes B \right) n = \left( \frac{1}{2} |B|^2 I - B \otimes B \right) n \quad \text{on } \Gamma(t)
\]
and
\[
(B - B) \cdot n = 0, \quad (E - E) \times n = -(u \cdot n)(B - B) \quad \text{on } \Gamma(t). \quad (6)
\]
Here \( E \) is the electric field of the plasma, i.e.,
\[
E = -u \times B. \quad (7)
\]
We also require the jump condition on \( \partial \Omega_w \):
\[
(B - \hat{B}) \cdot \nu = 0, \quad (E - \hat{E}) \times \nu = 0 \quad \text{on } \partial \Omega_w.
\]
Here \( \hat{B} \) and \( \hat{E} \) denotes the magnetic and electric fields outside the wall \( \partial \Omega_w \) and \( \nu \) is the outward unit normal of \( \partial \Omega_w \).
The well-posedness of the general plasma-vacuum interface problem is still an open question. In this paper we restrict to an axially symmetric case and \( \Omega_w \) is a cylinder domain: \( \Omega_w := \{(x_1, x_2, z)|0 \leq r < R_S, z \in \mathbb{T}\} \), \( \partial \Omega_w := \{(x_1, x_2, z)|r = R_S, z \in \mathbb{T}\} \) is a perfectly conducting wall and when the plasma is a perfect conductor. In this setting, we have the following boundary conditions

\[
B \cdot \nu = 0, \quad \mathbf{E} \times \nu = 0, \quad \text{on } \partial \Omega_w \tag{8}
\]

and

\[
B \cdot n = B \cdot n = 0 \quad \text{on } \Gamma(t). \tag{9}
\]

Now with the first equation of (8) and the second equation of (9), we can derive a formula for the vacuum magnetic field \( B = B'(r, z, t)e_r + B^\theta(r, z, t)e_\theta + B^z(r, z, t)e_z \).

In fact, we can transfer the first equation of (5) and the first equation of (8) into the two decoupled system:

\[
\frac{\partial_r B^\theta + \frac{B^\theta}{r}}{r} = 0, \quad \frac{\partial_z B^\theta}{r} = 0,
\]

with no boundary condition and

\[
\begin{cases}
\frac{\partial_r B'}{r} + \frac{B'}{r} + \frac{\partial_z B^z}{r} = 0, \\
\frac{\partial_z B'}{r} - \frac{\partial_z B^z}{r} = 0,
\end{cases}
\]

with the boundary condition

\[
B' + B^z \partial_z r = 0, \quad \text{on } \Gamma(t) : r = r(z, t), \\
B' = 0, \quad \text{on } r = R_S.
\]

Then we see

\[
B' = B^z = 0, \quad \frac{B^\theta}{r} = \frac{C(t)}{r} \tag{10}
\]

are solutions to the above two systems. In order to determine \( C(t) \), we consider the elliptic system of the vacuum electric field:

\[
\begin{align*}
\text{curl } \mathbf{E} &= -\frac{C'(t)}{r} e_\theta, & \text{in } \Omega_v(t), \\
\text{div } \mathbf{E} &= 0, & \text{in } \Omega_v(t), \\
\mathbf{n} \times \mathbf{E} &= (u \cdot n) \frac{C(t)}{r} e_\theta, & \text{on } \Gamma(t), \\
\nu \times \mathbf{E} &= 0, & \text{on } \partial \Omega_w.
\end{align*}
\]

The third equation is obtained by using the first equation of (6) and the equation (7). Now by using integration by parts, we have

\[
\int_{\Omega_v} \text{curl } \mathbf{E} \cdot \mathbf{B} \, dV = -\int_{\Gamma} \mathbf{n} \times \mathbf{E} \cdot \mathbf{B} \, d\sigma,
\]

where we used \( \text{curl } \mathbf{B} = 0 \) in \( \Omega_v(t) \) and \( \mathbf{n} \times \mathbf{E} = 0 \) on \( \partial \Omega_w \). Thus, we have

\[
C'(t) \int_{\Omega_v} \frac{1}{r^2} \, dV = C(t) \int_{\Gamma} \frac{(u \cdot n)}{r^2} \, d\sigma
\]

which gives

\[
C(t) = C(0)e^{\int_0^t A(r) \, dr}, \quad A(t) = \int_{\Gamma} \frac{(u \cdot n)}{r^2} \, d\sigma = \frac{1}{\int_{\Omega_v} \frac{1}{r^2} \, dV} \int_{\Gamma} \frac{(u \cdot n)}{r} \sqrt{1 + (\partial_z r(z, t))^2} \, dz = \frac{1}{\int_{\Gamma} (\ln R_S - \ln r(z, t)) \, dz}.
\]
Hence the plasma-vacuum interface problem reduces to the free boundary problem (1)–(3). Our purpose of this paper is to establishing the local well-posedness for this problem.

**Remark 1.** If we set \( C(0) = 0 \) in the formula (4), then we have \( B = 0 \) for all time. With this trivial vacuum magnetic field, the local well-posedness was proved in [11] without axially symmetric assumption. In fact, if the vacuum domain \( \Omega_v \) is simply connected, we only have trivial magnetic field. It is interesting to study the non-trivial vacuum magnetic field and its interaction with plasma magnetic field, this is also the main reason for us to consider the problem with a non-simply-connected vacuum domain in this paper.

1.2. **Lagrangian reformulation.** We transform the Eulerian problem (1)-(3) on the moving domain \( \Omega(t) \) to be one on the fixed domain \( \Omega \) by the use of Lagrangian coordinates. Let \( x \in \Omega \) be the Lagrangian coordinate and \( \eta(x, t) \) be the Eulerian coordinate, which means \( \eta(x, t) \in \Omega(t) \) denote the "position" of the fluid particle \( x \) at \( t \). Thus,
\[
\partial_t \eta(x, t) = u(\eta(x, t), t) \quad \text{for} \quad t > 0, \quad \eta(x, 0) = x.
\]

Now we denote \( R(x, t) = \sqrt{(\eta_1)^2 + (\eta_2)^2} \), \( \Theta(x, t) = \arctan \frac{\eta_2}{\eta_1} \), \( Z(x, t) = \eta_3 \), and \( r = \sqrt{(x_1)^2 + (x_2)^2} \), \( \theta = \arctan \frac{x_2}{x_1} \), \( z = x_3 \). Then we can derive
\[
\begin{align*}
\partial_t R &= u^r(R(x, t), Z(x, t), t), \\
\partial_t \Theta &= \frac{1}{R(x, t)} u^\theta(R(x, t), Z(x, t), t), \\
\partial_t Z &= u^z(R(x, t), Z(x, t), t).
\end{align*}
\]

and
\[
R(x, 0) = r, \Theta(x, 0) = \theta, Z(x, 0) = z. \quad (12)
\]

From the first and third equation of (11) and the initial data (12), we have
\[
R(x, t) = R(r, z, t), \quad Z(x, t) = Z(r, z, t). \quad (13)
\]

And for \( \Theta \), we have
\[
\Theta(r, \theta, z, t) = \theta + \int_0^t \frac{u^\theta(R, Z, \tau)}{R} \, d\tau = \theta + \Theta(r, z, t). \quad (14)
\]

Now we denote
\[
\begin{align*}
v^r(r, z, t) &= u^r(R, Z, t), \quad v^\theta(r, z, t) = u^\theta(R, Z, t), \quad v^z(r, z, t) = u^z(R, Z, t), \\
b^r(r, z, t) &= B^r(R, Z, t), \quad b^\theta(r, z, t) = B^\theta(R, Z, t), \quad b^z(r, z, t) = B^z(R, Z, t), \\
g(r, z, t) &= P(R, Z, t) + \frac{1}{2} |B|^2(R, Z, t)
\end{align*}
\]
and denote the deformation tensor between \( (R, Z) \) and \( (r, z) \) as \( \mathcal{F}_{ij} = \partial_{\eta_j} \zeta^i(r, z, t) \), where \( \zeta = (R, Z), a = (r, z) \), (e.g. \( \mathcal{F}_{11} = \partial_{\eta_1} \). Then we have the following
Lagrangian version of (1) in the fixed reference domain Ω:

\[
\begin{cases}
\partial_t v^r - \frac{(v^\theta)^2}{R} + \partial_R^A q = (b^r \partial_R^A + b^z \partial_z^2) b^r - \frac{(b^\theta)^2}{R} & \text{in } \Omega, \\
\partial_t v^\theta + \frac{v^\theta}{R} v^r = (b^r \partial_R^A + b^z \partial_z^2) b^\theta + \frac{b^r b^\theta}{R} & \text{in } \Omega, \\
\partial_t v^z + \partial_z^2 q = (b^r \partial_R^A + b^z \partial_z^2) b^z & \text{in } \Omega, \\
\partial_t b^r = (b^r \partial_R^A + b^z \partial_z^2) v^r & \text{in } \Omega, \\
\partial_t b^\theta + \frac{b^r v^\theta}{R} = (b^r \partial_R^A + b^z \partial_z^2) v^\theta + \frac{v^r b^\theta}{R} & \text{in } \Omega, \\
\partial_t b^z = (b^r \partial_R^A + b^z \partial_z^2) v^z & \text{in } \Omega, \\
\partial_R^A (R v^r) + \partial_z^2 (R v^z) = 0 & \text{in } \Omega, \\
\partial_R^A (R b^r) + \partial_z^2 (R b^z) = 0 & \text{in } \Omega, \\
(f, v, b)|_{t=0} = (I, v_0, b_0).
\end{cases}
\] (16)

where \( A = F^{-1} \), \( \partial_C^A := A_{ij} \partial_{x_j} \). Here we denote

\[
\Omega := \{ (x_1, x_2, x_3)| (x_1)^2 + (x_2)^2 < R_0, x_3 \in T \} \quad (17)
\]

Two dynamic boundary conditions become:

\[
\begin{cases}
\frac{1}{2} C^2(t) \partial_t q = 0 & \text{on } \Gamma \times (0, T], \\
(b^r, b^z) \partial_t N = 0 & \text{on } \Gamma \times (0, T]
\end{cases}
\]

where \( \Gamma := \{ (x_1, x_2, z)|(x_1)^2 + (x_2)^2 = R_0, z \in T \}, N = (1, 0) \) and

\[
C(t) = C(0) e^{\int_0^t A(\tau) d\tau}, A(t) = \frac{\pi^{\frac{1}{2}}}{\pi^{\frac{1}{2}}(R_0, z, t)} \frac{(v^r \partial_z Z(R_0, z, t) - v^z \partial_z Z(R_0, z, t))}{\int_T (\ln R_S - \ln R(R_0, z, t)) \partial_z Z dz}.
\]

Now we follow the idea used in [11] to transfer the system (16) to a free-surface incompressible Euler system with a forcing term induced by the flow map. In fact, it can be checked directly that

\[
\partial_t ((b^r, b^z) A) = 0.
\]

Then we have

\[
\begin{cases}
b^r = (b^r_0 \partial_r + b^z_0 \partial_z) R, \\
b^z = (b^r_0 \partial_r + b^z_0 \partial_z) Z.
\end{cases}
\] (18)

With this equality, it can be checked that if \( \partial_r (rb^r_0) + \partial_z (rb^z_0) = 0 \) in \( \Omega \) and \( b^r_0 = 0 \) on \( \Gamma \), then the condition \( \partial_R^A (R b^r) + \partial_z^2 (R b^z) = 0 \) and the second condition of (1.2) are satisfied naturally. Then we plug (18) into the equation for \( b^\theta \), we have

\[
\partial_t b^\theta - \frac{v^r b^\theta}{R} = (b^r_0 \partial_r + b^z_0 \partial_z) v^\theta - \frac{v^\theta (b^r_0 \partial_r + b^z_0 \partial_z) R}{R}
\]

Using (11), we have

\[
\partial_t \left( \frac{b^\theta}{R} \right) = \partial_t \left( (b^r_0 \partial_r + b^z_0 \partial_z) \Theta \right)
\]

and hence

\[
b^\theta = R (b^r_0 \partial_r + b^z_0 \partial_z) \Theta + \frac{R b^\theta_0}{r}.
\] (19)
Thus, with (18) and (19), we arrive at:

\[
\begin{aligned}
\frac{\partial t}{R} = v^r & \quad \text{in } \Omega, \\
\frac{\partial t}{Z} = v^z & \quad \text{in } \Omega, \\
\frac{\partial t}{v^r} - \frac{(v^\theta)^2}{R} + \frac{\partial_t}{q} = (b_0 \cdot \nabla)^2 R - R(b_0 \cdot \nabla \Theta)^2 & \quad \text{in } \Omega, \\
\frac{\partial}{v^z} + \frac{\partial_z^2}{q} = (b_0 \cdot \nabla)^2 Z & \quad \text{in } \Omega, \\
\frac{\partial}{v^r} + \frac{\partial_r^2}{v^z} = 0 & \quad \text{in } \Omega, \\
\frac{\partial^2}{(R, \Theta, Z, v)}|_{t=0} = (r, \theta, z, u_0).
\end{aligned}
\]  

(20)

with boundary condition:

\[
q = \frac{C^2(t)}{R^2} \quad \text{on } \Gamma, \quad C(t) = C(0)e^{\int_0^t A(t) \, dt}
\]  

(21)

where \( b_0 \cdot \nabla = b_0^r \partial_r + b_0^z \partial_z + \frac{1}{r} b_0^\theta \partial_\theta, \quad A(t) = \int_{\Omega} \frac{1}{r} \int_{\Omega} \frac{1}{r} \int_{\Omega} (v^r \partial_r Z - v^z \partial_z R(b_0 \cdot \nabla \Theta)) \, dz \). In the system (20), the initial magnetic field \( b_0 \) can be regarded as a parameter vector that satisfies

\[
\frac{\partial_r}{b_0^r} + \frac{1}{r} b_0^r + \frac{\partial_z}{b_0^z} = 0 \quad \text{in } \Omega \quad \text{and} \quad b_0^r = 0 \quad \text{on } \Gamma.
\]  

(22)

1.3. Previous works. Free boundary problems in fluid mechanics have important physical background and have been studied intensively in the mathematical community. There are a huge amount of mathematical works, and we only mention briefly some of them below that are closely related to the present work, that is, those of the incompressible Euler equations and the related ideal MHD models.

For the incompressible Euler equations, the early works were focused on the irrotational fluids, which began with the pioneering work of Nalimov [20] of the local well-posedness for the small initial data and was generalized to the general initial data by the breakthrough of Wu [30, 31] (see also Lannes [16]). For the irrotational inviscid fluids, certain dispersive effects can be used to establish the global well-posedness for the small initial data; we refer to Wu [32, 33], Germain, Masmoudi and Shatah [9, 10], Ionescu and Pusateri [14, 15] and Alazard and Delort [1]. For the general incompressible Euler equations, the first local well-posedness in 3D was obtained by Lindblad [17] for the case without surface tension (see Christodoulou and Lindblad [4] for the a priori estimates) and by Coutand and Shkoller [6] for the case with (and without) surface tension. We also refer to the results of Shatah and Zeng [23] and Zhang and Zhang [34]. Recently, the well-posedness in conormal Sobolev spaces can be found by the the inviscid limit of the free-surface incompressible Navier-Stokes equations, see Masmoudi and Rousset [18] and Wang and Xin [29].

The study of free boundary problems for the ideal MHD models seems far from being complete; it attracts many research interests, but up to now only few well-posedness theory for the nonlinear problem could be found. For the plasma-vacuum interface model that a surface current \( J \) is added as an outer force term to the vacuum pre-Maxwell system (5), with the non-collinearity condition holding for
two magnetic fields on the boundary:
\[ |B \times B| > 0 \quad \text{on} \quad \Gamma(t), \quad (23) \]

the well-posedness of the nonlinear compressible problem was proved in Secchi and Trakhinin [22] by the Nash-Moser iteration based on the previous results on the linearized problem [28, 21]. The well-posedness of the linearized incompressible problem was proved by Morando, Trakhinin and Trebeschi [19], the nonlinear incompressible problem was solved by Sun, Wang and Zhang [25] very recently. On the other hand, Hao and Luo [13] established a priori estimates for the incompressible plasma-vacuum interface problem under the Taylor’s sign condition:
\[ \frac{\partial}{\partial n} \left( P + \frac{1}{2} |B|^2 - \frac{1}{2} |\mathcal{B}|^2 \right) \leq -\varepsilon < 0 \quad \text{on} \quad \Gamma(t), \quad (24) \]

under the assumption that the strength of the magnetic field is constant on the free surface by adopting a geometrical point of view [4]. Recently, Gu and Wang proved the well-posedness of the incompressible plasma-vacuum problem under (24) with the vacuum magnetic field is zero and the well-posedness of the axially symmetric ideal MHD equation (1) under (24) will be addressed in the forthcoming paper. However, without axially symmetric assumption, the well-posedness of the plasma-vacuum interface problem under (24) is still unknown when the vacuum magnetic field $B$ is non-trivial. Finally, we also mention some works about the current-vortex sheet problem, which describes a velocity and magnetic field discontinuity in two ideal MHD flows. The nonlinear stability of compressible current-vortex sheets was solved independently by Chen and Wang [3] and Trakhinin [27] by using the Nash-Moser iteration. For incompressible current-vortex sheets, Coulombel, Morando, Secchi and Trebeschi [5] proved an a priori estimate for the nonlinear problem under a strong stability condition, and Sun, Wang and Zhang [24] solved the nonlinear stability.

2. Main result. Before stating our results of this paper, we may refer the readers to our notations and conveniences in Section 3.1.

We define the higher order energy functional
\[ \mathcal{E}(t) = \left\| (v^r, v^\theta, v^z) \right\|^2_1 + \left\| (R, Z) \right\|^2_2 + \left\| (b^r, b^\theta, b^z) \right\|^2_4 \]  

Then the main result in this paper is stated as follows.

**Theorem 2.1.** Suppose that the initial data $(v^r_0, v^\theta_0, v^z_0) \in H^4_{r,z}(\Omega)$ with $v^r_0(0, z) = v^\theta_0(0, z) = 0$ and $\partial_r v^r_0 + \frac{1}{r} v^r_0 + \partial_z v^z_0 = 0$ and $(b^r_0, b^\theta_0, b^z_0) \in H^4_{r,z}(\Omega)$ satisfies (22) and that
\[ |b^z_0| \geq \delta > 0 \quad \text{on} \quad \Gamma \quad (26) \]

holds initially. Then there exists a $T_0 > 0$ and a unique solution $(v^r, v^\theta, v^z, q, R, \Theta, Z)$ to (20) on the time interval $[0, T_0]$ which satisfies
\[ \sup_{t \in [0, T_0]} \mathcal{E}(t) \leq P \left( \left\| (v^r_0, v^\theta_0, v^z_0) \right\|^2_4 + \left\| (b^r_0, b^\theta_0, b^z_0) \right\|^2_4 \right), \quad (27) \]

where $P$ is a generic polynomial.

**Remark 2.** Recall the vacuum magnetic field formula (10), the inequality (26) is actually the non-collinearity condition (23) under our axially symmetric settings.
2.1. **Strategy of the proof.** The strategy of proving the local well-posedness for the inviscid free boundary problems consists of three main parts: the a priori estimates in certain energy functional spaces, a suitable approximate problem which is asymptotically consistent with the a priori estimates, and the construction of solutions to the approximate problem. For the incompressible MHD equations (20), we derive our a priori estimates in the following way. First, we divide (20) into two sub-systems: one is for \((v^r, v^z, q, R, Z)\), the other one is for \((v^\theta, \Theta)\) (see (37) and (38)). The a priori estimates for \((v^\theta, \Theta)\) can be obtained by standard energy method. This is because there is no pressure in this subsystem and no boundary integral needs to be considered. Here, one will meet the difficulty to deal with the singularity brought by the cylinder coordinates, i.e. the estimates of \(v^\theta r\). Hence, we will apply the high order Hardy inequality to control these terms. On the other hand, the estimates for \((v^r, v^z, q, R, Z)\) are more complicated. We shall use tangential energy estimates combining with divergence and curl estimates to close the a priori estimates of \((\nu, q, \zeta)\), where we denote \(\nu = (v^r, v^z)\), \(\zeta = (R, Z)\). During this process, there are several difficulties to deal with. In the usual derivation of the a priori tangential energy estimates of (37) in the \(H^4_{r,z}\) setting, one deduces

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \left| \partial_z^4 \nu \right|^2 + \left| \partial_z^4 (b_0 \cdot \nabla \zeta) \right|^2 + \int_\Gamma -A_{m,j} \partial_{a_j} q \partial_z^4 \zeta \partial_z^4 q \partial_z^4 \nu_i A_{11} + \partial_z^4 q \partial_z^4 \nu_i A_{11} \right) \\
\approx \int_\Omega \partial_z^4 \mathcal{D} \partial_z^4 \zeta + \partial_z^4 \nabla \zeta \partial_z^4 q + l.o.t.,
\]

The first difficulty one will meet is the loss of derivatives in estimating \(\mathcal{R}_{Q}\) (by recalling the energy functional \(E(t)\) defined by (25)). Our idea to overcome this difficulty is, motivated by [18, 29, 11], to use Alinhac’s good unknowns \(\mathcal{V} = \partial_z^4 \nu - \partial_z^4 \zeta \cdot \nabla A \nu\) and \(\mathcal{Q} = \partial_z^4 q - \partial_z^4 \zeta \cdot \nabla A q\), which derives a crucial cancellation observed by Alinhac [2], i.e., when considering the equations for \(\mathcal{V}\) and \(\mathcal{Q}\), the term \(\mathcal{R}_{Q}\) disappears. The second difficulty is to estimate the boundary integral \(\mathcal{I}_b\). Recalling the boundary condition for \(q\), one needs to control \(\left| \partial_z^4 \zeta \right|_{1/2}\), which means a loss of derivatives again. To overcome this difficulty, we use the following important observation: with the non-collinearity condition (26) and boundary condition (22), one can have

\[
\left| \partial_z^4 \zeta \right|_{1/2} \lesssim \left| \frac{\partial_z^4 (b_0 \cdot \nabla \zeta)}{b_0^2} \right|_{1/2} \lesssim \| b_0 \cdot \nabla \zeta \|_{4}.
\]

This means the non-collinearity condition (26) can actually improve one order boundary regularity, which plays a big role here. Hence, the boundary integral \(\mathcal{I}_b\) now can be estimated by using \((H^{-1/2}, H^{1/2})\) dual estimate and the tangential energy estimates can be finished. Doing the divergence and curl estimates is somehow standard and combining with the tangential energy estimates, we can close the a priori estimates.

After obtaining the a priori estimates, we use the linearization method to construct approximate system to (20). Again, we have two linearized sub-systems: (39) and (40). Thanks to the boundary smoothing effect of non-collinearity condition (26), we can avoid losing derivatives on the boundary estimates in the linearization iteration, which means the approximate system is asymptotically consistent with the a priori estimates for the original system. Then by a contraction argument,
the solutions to (20) can be obtained based on the approximated solutions to the linearized system. What now remains in the proof of the local well-posedness of (20) is to constructing solutions to the linearized approximate problem (39) and (40). This solvability can be obtained by the viscosity vanishing method used in [11, Section 5.1]. Consequently, the construction of solutions to the incompressible MHD equations (20) is completed.

3. Preliminary.

3.1. Notation. Einstein’s summation convention is used throughout the paper, and repeated Latin indices $i, j$, etc., are summed from 1 to 2. We use $C$ to denote generic constants, which only depends on the domain $\Omega$ and the boundary $\Gamma$, and use $f \lesssim g$ to denote $f \leq Cg$. We use $P$ to denote a generic polynomial function of its arguments, and the polynomial coefficients are generic constants $C$. We use $D$ to denote the spatial derivatives: $\partial_r, \partial_z$.

3.1.1. Sobolev spaces. For integers $k \geq 0$, we define the axially symmetric Sobolev space $H^k_{r,z}(\Omega)$ to be the completion of the functions in $C^\infty(\bar{\Omega})$ in the norm

$$
\|u\|_k := \left( \sum_{|\alpha| \leq k} 2\pi \int_T \int_0^{R_0} r |D^\alpha u(r, z)|^2 \, dr \, dz \right)^{1/2}
$$

for a multi-index $\alpha \in \mathbb{Z}_+^2$. For real numbers $s \geq 0$, the Sobolev spaces $H^s_{r,z}(\Omega)$ are defined by interpolation. On the boundary $\Gamma$, for functions $w \in H^k(\Gamma)$, $k \geq 0$, we set

$$
|w|_k := \left( \sum_{\beta \leq k} 2\pi R_0 \int_T \left| \partial_\beta^z w(R_0, z) \right|^2 \, dz \right)^{1/2}
$$

for an index $\beta \in \mathbb{Z}_+$. The real number $s \geq 0$ Sobolev space $H^s(\Gamma)$ is defined by interpolation. The negative-order Sobolev spaces $H^{-s}(\Gamma)$ are defined via duality: for real $s \geq 0$, $H^{-s}(\Gamma) := [H^s(\Gamma)]'$.

3.2. Product and commutator estimates. We recall the following product and commutator estimates.

**Lemma 3.1.** It holds that

(i) For $|\alpha| = k \geq 0$,

$$
\|D^\alpha (gh)\|_0 \lesssim \|g\|_k \|h\|_{|\frac{k}{2}|+2} + \|g\|_{|\frac{k}{2}|+2} \|h\|_k.
$$

(ii) For $|\alpha| = k \geq 1$, we define the commutator

$$
[D^\alpha, g]h = D^\alpha (gh) - gD^\alpha h.
$$

Then we have

$$
\|[D^\alpha, g]h\|_0 \lesssim \|Dg\|_{k-1} \|h\|_{|\frac{k-1}{2}|+2} + \|Dg\|_{|\frac{k-1}{2}|+2} \|h\|_{k-1}.
$$

(iii) For $|\alpha| = k \geq 2$, we define the symmetric commutator

$$
[D^\alpha, g, h] = D^\alpha (gh) - D^\alpha gh - gD^\alpha h.
$$

Then we have

$$
\|[D^\alpha, g, h]\|_0 \lesssim \|Dg\|_{k-2} \|Dh\|_{|\frac{k-2}{2}|+2} + \|Dg\|_{|\frac{k-2}{2}|+2} \|Dh\|_{k-2}.
$$
Proof. The proof of these estimates is standard; we first use the Leibniz formula to expand these terms as sums of products and then control the $L^2$ norm of each product with the lower order derivative term in $L^\infty \subset H^2_{r,z}$ and the higher order derivative term in $L^2_{r,z}$. See for instance Lemma A.1 of [29].

We will also use the following lemma.

**Lemma 3.2.** It holds that

$$|gh|_{1/2} \lesssim |g|_{W^{1,\infty}} |h|_{1/2}. \tag{32}$$

**Proof.** It is direct to check that $|gh|_s \lesssim |g|_{W^{1,\infty}} |h|_s$ for $s = 0, 1$. Then the estimate (32) follows by the interpolation. \hfill \square

### 3.3. Hardy-type inequality

We recall the following Hardy inequality:

**Lemma 3.3** (A higher order Hardy-type inequality). Let $s \geq 1$ be a given integer, and suppose that $g \in H^s_{r,z}(\Omega)$ and $g(0, z) = 0$, we have

$$\left\| \frac{g}{r} \right\|_{s-1} \leq C \|g\|_s. \tag{33}$$

Lemma 3.3 can be proved by a similar approach used in [8, Lemma 3.1].

### 3.4. Geometry Identities

\begin{align*}
\partial J &= \frac{\partial J}{\partial F_{ij}} \partial F_{ij} = JA_{ij} \partial F_{ij}, \tag{34} \\
\partial A_{ij} &= -A_{ik} \partial F_{mj} A_{mj}, \tag{35}
\end{align*}

where $\partial$ can be $\partial_r, \partial_z$ and $\partial_t$ operators.

From the incompressible constraint, we have $\partial_t J = -J \frac{v^r}{R}$ for $J = \det F$, which means $J = \frac{r}{R}$.

Moreover, we have the Piola identity

$$\partial_t (JA_{1j}) + \partial_z (JA_{2j}) = 0. \tag{36}$$

### 4. Linearized approximate system

In this section, we construct the approximate system by linearizing method and then derive a priori estimates for this system and also prove the solvability of the system.

**4.1. Approximate system.** First, we denote $\zeta = (R, Z), \nu = (v^r, v^z)$ and reformulate the system (20) into two coupled sub-systems which are both defined in $\Omega$:

\begin{equation}
\begin{cases}
\partial_t \zeta = \nu, \\
\partial_t \nu + \nabla A q - (b_0 \cdot \nabla) \zeta = \left( \frac{(v^\theta)^2}{R} - R(b_0 \cdot \nabla \Theta) \right), \\
\text{div}_A \nu = 0, \\
q = \frac{1}{2} \frac{C^2(t)}{R^2}, \\
(\zeta, \nu)|_{t=0} = (r, z, v^r_0, v^z_0), \tag{37}
\end{cases}
\end{equation}

in $\Omega$, in $\Omega$, in $\Omega$, on $\Gamma$, in $\Omega$.\hfill \square
After solving the system (39), then we solve the following system:

\[
\begin{align*}
\partial_t \nu & = \frac{\nu^\theta}{R} \quad \text{in } \Omega, \\
\partial_t \nu^\theta - (b_0 \cdot \nabla)(Rb_0 \cdot \nabla \nu) & = -\frac{\nu^\theta \nu^r}{R} + b_0 \cdot \nabla Rb_0 \cdot \nabla \nu \quad \text{in } \Omega, \\
(\Theta, \nu^\theta)|_{t=0} & = (\theta, \nu^\theta_0).
\end{align*}
\]

where \(\nabla_A = (\partial^A_{R}, \partial^A_{Z}), \partial^A_{\zeta} := A_{ij} \partial_{a_{ij}}, \text{div}_A g = \frac{1}{R} \partial^A_{\zeta}(Rg_i)\).

Then given \(\tilde{\nu} = (\tilde{\nu}^r, \tilde{\nu}^z), \tilde{\zeta} = (R, Z), \tilde{\Theta} = \tilde{\mathcal{F}}(\tilde{\zeta})\) and \(\tilde{\mathcal{A}} = \mathcal{A}(\tilde{\zeta})\), we introduce our approximate system as two-step linearized system: firstly,

we solve

\[
\begin{align*}
\partial_t \zeta & = \nu \quad \text{in } \Omega, \\
\partial_t \nu + \nabla_A q - (b_0 \cdot \nabla)^2 \zeta & = \left( \frac{(\tilde{\nu}^\theta)^2}{R} - \tilde{R}(b_0 \cdot \nabla \tilde{\Theta})^2, 0 \right) \quad \text{in } \Omega, \\
\text{div}_A \nu & = 0 \quad \text{in } \Omega, \\
q & = \frac{1}{2} \tilde{C}^2(t) \quad \text{in } \Omega, \\
(\zeta, \nu)|_{t=0} & = (r, z, v^\theta_0, v^z_0).
\end{align*}
\]

After solving the system (39), then we solve the following system:

\[
\begin{align*}
\partial_t \Theta & = \frac{\nu^\theta}{R} \quad \text{in } \Omega, \\
\partial_t \nu^\theta - (b_0 \cdot \nabla)(Rb_0 \cdot \nabla \Theta) & = -\frac{\nu^\theta \nu^r}{R} + b_0 \cdot \nabla Rb_0 \cdot \nabla \Theta \quad \text{in } \Omega, \\
(\Theta, \nu^\theta)|_{t=0} & = (\theta, \nu^\theta_0).
\end{align*}
\]

We define

\[
M = \sup_{t \in [0, T]} \| (\tilde{\nu}^r, \tilde{\nu}^\theta, \tilde{\nu}^z, R, Z, \tilde{\partial}_t \tilde{\zeta}, \tilde{\partial}_t \tilde{\Theta}, b_0 \cdots ) \|_4^2.
\]

We take the time \(T > 0\) sufficiently small so that for \(t \in [0, T]\),

\[
|\tilde{\mathcal{F}}_{ij}(t) - \delta_{ij}| \leq \frac{1}{8} |\tilde{\mathcal{A}}_{ij}(t) - \delta_{ij}| \leq \frac{1}{8} \text{ in } \Omega.
\]

From the definition of \(\tilde{C}(t)\):

\[
\tilde{C}(t) = C(0) e^{\tilde{\mathcal{A}}(t) dr}, \tilde{\mathcal{A}}(t) = \int_T^1 \frac{1}{R(R_0, z, t)} (\tilde{v}^r \partial_z \tilde{Z}(R_0, z, t) - \tilde{v}^z \partial_z \tilde{R}(R_0, z, t)) \, dz \int_T^1 \ln R - \ln \tilde{R}(R_0, z, t) \partial_z \tilde{Z}(R_0, z, t) \, dz,
\]

we can also have

\[
\sup_{t \in [0, T]} |\tilde{C}(t)| \leq C(M).
\]

We define the high order energy functional:

\[
\mathcal{E}(t) = \| (\nu^r, \nu^\theta, \nu^z, R, Z, b_0 \cdot \nabla R, Rb_0 \cdot \nabla \Theta, b_0 \cdot \nabla Z) \|_4^2
\]

We will prove that \(\mathcal{E}\) remains bounded on a time interval dependent of \(M\), which is stated as the following theorem.

**Theorem 4.1.** There exists a time \(T_1\) dependent of \(M\) such that

\[
\sup_{[0, T_1]} \mathcal{E}(t) \leq 2M_0,
\]

where \(M_0 = P \left( \| (v^\theta_0, v^z_0) \|_4^2 + \| (b^\theta_0, b^z_0) \|_4^2 \right)\).
4.2. A priori estimates for system (39). For system (39), we have the following a priori estimates:

**Proposition 1.** For $t \in [0, T]$, it holds that:

$$
\|v\|_4^2 + \|\zeta\|_4^2 + \|b_0 \cdot \nabla \zeta\|_4^2 \leq M_0 + TC(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
$$

(46)

4.2.1. Pressure estimates.

**Proposition 2.** The following estimate holds:

$$
\|q\|_4^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
$$

(47)

**Proof.** We take $\tilde{J} \div \tilde{A}$ on the second equation of (39) to get:

$$
\begin{align*}
\frac{1}{R} \partial_a (\tilde{R}E_{ij} \partial_a q) &= G_1 + b_0 \cdot \nabla G_2 \\
q|_{\Gamma} &= \frac{C^2(t)}{R^2}
\end{align*}
$$

(48)

where

$$
\begin{align*}
\tilde{E}_{ij} &= \tilde{J} \tilde{A}_{ij} \\
G_1 &= \tilde{J} \partial_a(\tilde{A}_{ij} \partial_a \nu_i) - \frac{1}{R^2} \partial_t \tilde{R} + \left( \frac{\tilde{R}}{R} + \tilde{J} \partial_t \tilde{R} \right) \left( \frac{\tilde{R}^2}{R} - \tilde{R} (b_0 \cdot \nabla \tilde{\Theta})^2 \right) \\
&\quad + \left[ \tilde{J} \div \tilde{A}, b_0 \cdot \nabla \right] b_0 \cdot \nabla \zeta \\
G_2 &= \tilde{J} \div \tilde{A} (b_0 \cdot \nabla \zeta).
\end{align*}
$$

Note that by (42) the matrix $\tilde{E}$ is symmetric and positive.

We denote $\hat{h}(r, z, t)$ as the harmonic extension of $\frac{C^2(t)}{R^2}$:

$$
\begin{align*}
\left( \partial_r^2 + \frac{1}{r} \partial_r + \partial_t^2 \right) \hat{h} &= 0 \quad \text{in } \Omega, \\
\hat{h} &= \frac{C^2(t)}{R^2} \quad \text{on } \Gamma,
\end{align*}
$$

and by the Trace theorem, we have

$$
\left\| \hat{h} \right\|_4^2 \lesssim \left. \frac{C^2(t)}{R^2} \right|_{3.5}^2 \leq C(M).
$$

(49)

And then $\hat{q} = q - \hat{h}$ satisfying the following elliptic equation with zero Dirichlet boundary condition:

$$
\frac{1}{R} \partial_a (\tilde{R}E_{ij} \partial_a \hat{q}) = G_1 + b_0 \cdot \nabla G_2 + \frac{1}{R} \partial_a (\tilde{R}E_{ij} \partial_a \hat{h})
$$

(50)

Timing $\tilde{R} \hat{q}$ on the equation (50), integrating on $\Omega$ and using integration by parts, we have

$$
\int_{\Omega} \tilde{R} E_{ij} \partial_a \hat{q} \partial_a \hat{q} \, dx = \int_{\Omega} \tilde{R} G_1 \hat{q} \, dx + \int_{\Omega} \tilde{R} G_2 b_0 \cdot \nabla \hat{q} \, dx + \int_{\Omega} \tilde{R} E_{ij} \partial_a \hat{h} \partial_a \hat{q} \, dx
$$

Thus, with a priori assumption (42) and Poincare’s inequality, we arrive at

$$
\|D\hat{q}\|_0^2 \lesssim \|G_1\|_0^2 + \|G_2\|_0^2 + \left\| E_{ij} \partial_a \hat{h} \right\|_0^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
$$
and hence with (49), we have
\[
\|q\|_1^2 \leq C(M)P \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right) \tag{51}
\]
Next, applying \(\partial^k_{zz}, k = 1, 2, 3\) to the equation (50) leads to
\[
\frac{1}{R} \partial_{zz} (\bar{R}E_{ij}\partial_{aa}\partial^k_{zz}q) = \partial^k_{zz}G_1 + b_0 \cdot \nabla \partial^k_{zz}G_2 + \frac{1}{R} \partial_{zz} (\bar{R}E_{ij}\partial_{aa}\partial^k_{zz}\hat{h})
\]
\[+ \frac{1}{R} \partial_{zz} \left( [\partial^k_{zz}, \bar{R}E_{ij}\partial_{aa}] (\hat{h} - \bar{q}) \right) + [\partial^k_{zz}, b_0 \cdot \nabla] G_2.
\]
Thus, similarly, we obtain
\[
\|\partial^k_{zz}q\|_1^2 \lesssim \|\partial^k_{zz}G_1\|_0^2 + \|\partial^k_{zz}G_2\|_0^2 + \|\bar{E}_{ij}\partial_{aa}\partial^k_{zz}\hat{h}\|_0^2 + \|\partial^k_{zz}, \bar{R}E_{ij}\partial_{aa}] (\hat{h} - \bar{q})\|_0^2
\]
\[+ \|\partial^k_{zz}, \partial \nabla] G_2\|_0^2,
\]
and then
\[
\|\partial^k_{zz}q\|_1^2 \leq C(M) \left( P \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right) + \|\partial^k_{zz}q\|_1^2 \right). \tag{52}
\]
Combining with (49) again, we have
\[
\|\partial^k_{zz}q\|_1^2 \leq C(M) \left( P \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right) + \|\partial^k_{zz}q\|_1^2 \right). \tag{53}
\]
In order to obtain other high order derivatives of \(q\), we denote \(g = \frac{\bar{E}_{ij}\partial_{aa}q}{R^2}\) and rewrite the first equation of (48) as
\[
\frac{1}{R} \partial_t (\bar{R}^2g) = \bar{R} \partial_t g + 2\partial_z \bar{R}g = \mathfrak{G}
\]
where
\[
\mathfrak{G} := \left( G_1 + b_0 \cdot \nabla G_2 + \frac{1}{R} \partial_{zz} (\bar{R}E_{ij}\partial_{aa}q) \right). \tag{55}
\]
Then we obtain
\[
\|\bar{R} \partial_t g + 2\partial_z \bar{R}g\|_0^2 \leq \|\mathfrak{G}\|_0^2 \leq C(M)P \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right). \tag{56}
\]
With integration by parts and a priori assumption (41), (42), we have
\[
\int_{\Omega} (\bar{R} \partial_t g + 2\partial_z \bar{R}g)^2 \, dx
\]
\[= \|\bar{R} \partial_t g\|_0^2 + 4\|\partial_t \bar{R}g\|_0^2 + \int_{\Omega} 4\bar{R} \partial_t g \partial_t \bar{R}g \, dx
\]
\[= \|\bar{R} \partial_t g\|_0^2 + 2\|\partial_t \bar{R}g\|_0^2 - 2 \int_{T_0 \cap 0} \partial_t (r \partial_t \bar{R}) \bar{R} |g|^2 \, drdz + 2 \int_{T} R_0 \bar{R} |g|^2 (R_0, z) \, dz
\]
\[\geq \|\bar{R} \partial_t g\|_0^2 + 2\|\partial_t \bar{R}g\|_0^2 - CT \sup_{t \in [0,T]} \|\partial_t (r \partial_t \partial_z \bar{R})\|_{L^\infty} \|g\|_0^2
\]
\[\geq \|\bar{R} \partial_t g\|_0^2 + \|g\|_0^2 \tag{57}
\]
by taking $T$ sufficiently small (only depend on $M$). Thus, we arrive at
\[
\|\partial_\nu \mathbf{g}\|_0^2 + \|\mathbf{g}\|_0^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right),
\]
(58)
and as a consequence, we have
\[
\|\partial_\nu (E_{1j} \partial_{\nu_j} \mathbf{g})\|_0^2 \leq \|\partial_\nu \mathbf{g}\|_0^2 + \|\mathbf{g}\|_0^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\]
(59)
Then by using (53) and a priori assumption (42) again, we have
\[
\|\partial_\nu q\|_0^2 \leq \left\| \frac{1}{E_{11}} \partial_\nu (E_{1j} \partial_{\nu_j} q) \right\|_0^2 + \left\| \frac{1}{E_{11}} \partial_\nu \tilde{E}_{11} \partial_\nu q \right\|_0^2 + \left\| \frac{1}{E_{11}} \partial_\nu (\tilde{E}_{12} \partial_x q) \right\|_0^2.
\]
(60)
Next, by acting $\partial_\nu, \partial_\nu^2$ on the equation (54), we have
\[
\tilde{R} \partial_\nu \mathbf{g} + \partial_\nu \tilde{R} \mathbf{g} = - \partial_\nu \tilde{R} \mathbf{g} - 2 \partial_\nu \partial_\nu \tilde{R} \mathbf{g} + \partial_\nu \mathbf{G}
\]
\[
\tilde{R} \partial_\nu \partial_\nu^2 \mathbf{g} + 2 \partial_\nu \tilde{R} \partial_\nu^2 \mathbf{g} = - \partial_\nu \tilde{R} \partial_\nu \mathbf{g} - 2 \partial_\nu \partial_\nu \tilde{R} \partial_\nu \mathbf{g} + \partial_\nu (- \partial_\nu \tilde{R} \mathbf{g} - 2 \partial_\nu \partial_\nu \tilde{R} \mathbf{g} + \partial_\nu \mathbf{G})
\]
Then by a similar approach from (56) to (60), for $k = 1, 2$, we can obtain
\[
\|\tilde{R} \partial_\nu \partial_\nu^k \mathbf{g}\|_0^2 + \|\partial_\nu \partial_\nu^k \mathbf{g}\|_0^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right)
\]
and hence
\[
\|\partial_\nu^2 \partial_\nu^2 \mathbf{g}\|_0^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\]
Finally, we act $\partial_\nu, \partial_\nu^2$ on the equation (54) to obtain for $k = 1, 2$,
\[
\|\tilde{R} \partial_\nu \partial_\nu^{k+1} \mathbf{g}\|_0^2 + \|\partial_\nu \partial_\nu^{k+1} \mathbf{g}\|_0^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right)
\]
(61)
and hence
\[
\|\partial_\nu^4 \mathbf{g}\|_0^2 + \|\partial_\nu \partial_\nu^3 \mathbf{g}\|_0^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\]
(62)
Combining with (53), we prove the proposition.

4.2.2. Tangential estimates for $\nu = (\nu^x, \nu^y)$. We start with the basic $L^2$ energy estimates.

**Proposition 3.** For $t \in [0, T]$, it holds that
\[
\|\nu(t)\|_0^2 + \|(b_0 \cdot \nabla \zeta)(t)\|_0^2 \leq M_0 + TC(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\]
(63)
**Proof.** Taking the $L^2(\Omega)$ inner product of the second equation in (37) with $\nu$ yields
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |\nu|^2 + \int_{\Omega} \nabla A \mathbf{q} \cdot \nu - \int_{\Omega} (b_0 \cdot \nabla) \zeta \cdot \nu = \int_{\Omega} \left( \frac{v^\theta}{R} - \tilde{R} (b_0 \cdot \nabla \tilde{\theta}) \right) \nu^x.
\]
(64)
Using the pressure estimates (47), we have
\[
- \int_{\Omega} \nabla q \cdot \nu \leq \|D A^c\|_{L^\infty} \|\nu\|_0 \|q\|_1 \leq C(M) P \left( \sup_{t \in [0, T]} E(t) \right). 
\]  
(65)

By Hardy’s inequality, we have
\[
\int_{\Omega} \left( \frac{(\nu^0)^2}{\nu} - \tilde{R}(b_0 \cdot \nabla \Theta)^2 \right) \nu^r \leq C(M) P \left( \sup_{t \in [0, T]} E(t) \right). 
\]  
(66)

Since \(b_0\) satisfies (22), by the integration by parts, we obtain
\[
- \int_{\Omega} (b_0 \cdot \nabla)^2 \zeta \cdot \nu = \int_{\Omega} b_0 \cdot \nabla \zeta b_0 \cdot \nabla \nu, 
\]
\[
= \int_{\Omega} b_0 \cdot \nabla \zeta b_0 \cdot \nabla \partial_i \zeta \, dx \tag{67} 
\]
\[
= \frac{1}{2} \frac{d}{dt} \int_{\Omega} |b_0 \cdot \nabla \zeta|^2 \, dx. 
\]

Then (64)–(67) implies,
\[
\frac{d}{dt} \int_{\Omega} |\nu|^2 + |b_0 \cdot \nabla \zeta|^2 \leq C(M) P \left( \sup_{t \in [0, T]} E(t) \right). 
\]  
(68)

Integrating directly in time of the above yields (63). \(\square\)

In order to perform higher order tangential energy estimates, one needs to compute the equations satisfied by \(\partial_t^4 \nu, \partial_t^2 g, \partial_t^2 \zeta\), which requires to commutate \(\partial_t^4\) with each term of \(\partial_t^4\). It is thus useful to establish the following general expressions and estimates for commutators. we have
\[
\partial_t^4 (\partial_t^4 g) = \partial_t^4 (\partial_t^4 g) + \partial_t^4 \tilde{A}_{ij} \partial_{a_j} g + [\partial_t^4 \tilde{A}_{ij}, \partial_{a_j} g]. 
\]  
(69)

By the identity (35), we have that
\[
\partial_t^4 (\tilde{A}_{ij} \partial_{a_j} g) = -\partial_t^4 (\tilde{A}_{ij} \partial_{a_j} \partial_{a_i} \zeta g_{\tilde{m}} \tilde{A}_{\tilde{m}j}) \partial_{a_i} g 
\]
\[
= -\tilde{A}_{ij} \partial_{a_j} \partial_t^4 \zeta g_{\tilde{m}} \tilde{A}_{\tilde{m}j} \partial_{a_i} g - [\partial_t^4 \tilde{A}_{ij}, \tilde{A}_{\tilde{m}j}] \partial_{a_j} \partial_{a_i} \zeta g_{\tilde{m}} \partial_{a_i} g \tag{70} 
\]
\[
= -\partial_t^4 (\partial_t^4 \zeta \cdot \nabla \tilde{A}_{ij} g) + \partial_t^4 \zeta \cdot \nabla \tilde{A} (\partial_t^4 g) - [\partial_t^4 \tilde{A}_{ij}, \tilde{A}_{\tilde{m}j}] \partial_{a_j} \partial_{a_i} \zeta \partial_{a_i} g. 
\]

It then holds that
\[
\partial_t^4 (\partial_t^4 g) = \partial_t^4 (\partial_t^4 g - \partial_t^4 \zeta \cdot \nabla \tilde{A}_{ij} g) + C_i(g). \tag{71} 
\]

where the commutator \(C_i(g)\) is given by
\[
C_i(g) = [\partial_t^4 \tilde{A}_{ij}, \partial_{a_j} g] - \partial_t^4 \zeta \cdot \nabla \tilde{A} (\partial_t^4 g) + [\partial_t^4 \tilde{A}_{ij}, \tilde{A}_{\tilde{m}j}] \partial_{a_i} \zeta \partial_{a_i} g. \tag{72} 
\]

It was first observed by Alinhac [2] that the highest order term of \(\zeta\) will be cancelled when one uses the good unknown \(\partial_t^4 g - \partial_t^4 \zeta \cdot \nabla \tilde{A}_g\), which allows one to perform high order energy estimates.

The following lemma deals with the estimates of the commutator \(C_i(g)\).

**Lemma 4.2.** The following estimate holds:
\[
\|C_i(g)\|_0 \leq P \left( \|\tilde{R}, \tilde{Z}\|_4 \right) \|g\|_4. \tag{73} 
\]
Proof. First, by the commutator estimates (31), we have
\[
\left\| [\partial_t^4, \mathcal{A}_{ij}, \partial_{a_i} g] \right\|_0 \lesssim \| \mathcal{A} \|_3 \| Dg \|_3 \leq P \left( \| (\bar{R}, \bar{Z}) \|_4 \right) \| g \|_4.
\] (74)
Next, we get
\[
\left\| \partial_t^4 \zeta \cdot \nabla_{\mathcal{A}} (\partial_t^4 g) \right\|_0 \leq \left\| \partial_t^4 \zeta \right\|_0 \left\| \nabla_{\mathcal{A}} (\partial_t^4 g) \right\|_{L^\infty} \leq P \left( \| (\bar{R}, \bar{Z}) \|_4 \right) \| g \|_4.
\] (75)
Finally, by the commutator estimates (30), we obtain
\[
\left\| \left[ \partial_t^3, \mathcal{A}_{it}, \mathcal{A}_{mj} \right] \partial_z \partial_a \zeta^m \partial_{a_i} g \right\|_0 \leq \left\| \left[ \partial_t^3, \mathcal{A}_{it}, \mathcal{A}_{mj} \right] \partial_z \partial_a \zeta^m \right\|_0 \| Dg \|_{L^\infty} \leq P \left( \| (\bar{R}, \bar{Z}) \|_4 \right) \| g \|_3.
\] (76)
Consequently, the estimate (73) follows by collecting (74)–(76). \qed

We now introduce the good unknowns
\[
\mathcal{V} = \partial_t^4 \nu - \partial_t^4 \zeta \cdot \nabla_{\mathcal{A}} \nu, \quad \mathcal{Q} = \partial_t^4 q - \partial_t^4 \zeta \cdot \nabla_{\mathcal{A}} q.
\] (77)
With the condition (21), we have
\[
\mathcal{Q} = \frac{1}{2} \partial_t^3 \left( \frac{C^2(t)}{R^2} \right) - \partial_t^3 \zeta \cdot \nabla_{\mathcal{A}} q \quad \text{on } \Gamma.
\] (78)
Applying \( \partial_t^4 \) to the second equation of (39), by (71), one gets
\[
\partial_t \mathcal{V} + \nabla_{\mathcal{A}} \mathcal{Q} - (b_0 \cdot \nabla) (\partial_t^2 (b_0 \cdot \nabla \zeta)) = F := \partial_t (\partial_t^3 \zeta \cdot \nabla_{\mathcal{A}} \nu) - \mathcal{C}(q) + \left[ \partial_t^3, b_0 \cdot \nabla \right] b_0 \cdot \nabla \zeta + \partial_t^3 \left( \frac{(\bar{v}^\theta)^2}{R} - \bar{R}(b_0 \cdot \nabla \bar{\Theta})^2 \right),
\] (79)
and
\[
\text{div}_{\mathcal{A}} \mathcal{V} = g_1 := \mathcal{C}(v^\nu) - \mathcal{C}(v^\tau) - \left( \partial_t \left( \frac{v^\tau}{R} \right) - \frac{\mathcal{V}_1}{R} \right).
\] (80)
We shall now derive the \( \partial_t^4 \)-energy estimates and have the following proposition

**Proposition 4.** For \( t \in [0, T] \), it holds that
\[
\| \partial_t^4 \nu \|_0^2 + \| \partial_t^4 (b_0 \cdot \nabla \zeta)(t) \|_0^2 \leq M_0 + C(M)TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\] (81)
Proof. Taking the \( L^2(\Omega) \) inner product of (79) with \( \mathcal{V} \) yields
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega |\mathcal{V}|^2 \, dx + \int_\Omega \partial_t^{4} \mathcal{Q} \mathcal{V} \, dx + \int_\Omega \partial_t^2 (b_0 \cdot \nabla \zeta) b_0 \cdot \nabla \mathcal{V} \, dx = \int_\Omega F \cdot \mathcal{V} \, dx.
\] (82)
Firstly, the right-hand side of (82) can be bounded by
\[
\int_\Omega F \cdot \mathcal{V} \, dx \leq \left( \| \partial_t (\partial_t^3 \zeta \cdot \nabla_{\mathcal{A}} \nu) \|_0 - \| \mathcal{C}(q) \|_0 + \| \left[ \partial_t^3, b_0 \cdot \nabla \right] b_0 \cdot \nabla \zeta \|_0 \right.
\]
\[
+ \left. \left\| \partial_t^3 \left( \frac{(\bar{v}^\theta)^2}{R} - \bar{R}(b_0 \cdot \nabla \bar{\Theta})^2 \right) \right\|_0 \right) \| \mathcal{V} \|_0 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\] (83)
Here we use (73) and we estimate
\[ \left\| \partial_z^4 \left( \frac{(v^\theta)^2}{R} \right) \right\|_0 \leq C \left( \left\| \hat{R} \partial_z^4 \frac{v^\theta}{R} \right\|_0 + \left\| \frac{v^\theta}{R} \right\|_{L^\infty} + \left\| \frac{v^\theta}{R} \right\|_{L^\infty} \right) \]
\[ \leq C \left( \left\| \partial_z^4 v^\theta - \left[ \partial_z^4 \frac{v^\theta}{R} \right] \right\|_0 + \left\| \frac{v^\theta}{R} \right\|_{L^\infty} + \left\| \frac{v^\theta}{R} \right\|_{L^\infty} \right) \]
\[ \leq C(M) \] (84)
by using Hardy’s inequality (3.3) and \( \left\| \partial_z^4 (\hat{R}(b_0 \cdot \nabla \Theta)^2) \right\|_0 \) can also be bounded by \( C(M) \).

Next, with (15), we have
\[ \int_\Omega \partial_z^2 (b_0 \cdot \nabla \zeta_i)b_0 \cdot \nabla \nu_i \, dx \]
\[ = \int_\Omega \partial_z^2 (b_0 \cdot \nabla \zeta_i)b_0 \cdot \nabla \partial_z^2 (b_0 \cdot \nabla \zeta_i) \, dx \]
\[ = \frac{1}{2} \frac{d}{dt} \int_\Omega |\partial_z^2 (b_0 \cdot \nabla \zeta_i)|^2 \, dx + \int_\Omega \partial_z^2 (b_0 \cdot \nabla \zeta_i) \cdot \left( \left[ b_0 \cdot \nabla, \partial_z^2 \right] \nu_i \right) \, dx \]
\[ \quad - \int_\Omega \partial_z^2 (b_0 \cdot \nabla \zeta_i) \cdot \nabla (\partial_z^2 \zeta \cdot \nabla \nu_i) \, dx \]
\[ \geq \frac{1}{2} \frac{d}{dt} \left( 2 \pi \int_\mathbb{T} \int_0^{R_0} r |\partial_z^2 (b_0 \cdot \nabla \zeta_i)|^2 \, dr \, dz \right) - C(M) \mathcal{P} \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right) . \]

By integration by parts and (80), we have
\[ \int_\Omega \partial_{t, i}^\hat{A} Q \nu_i \, dx \]
\[ = - \int_\Omega \frac{1}{Q} \left( \partial_{t, i}^\hat{A} (\hat{R} \nu_i) \right) \, dx - \int_\Omega \partial_{\nu_i} \left( \frac{r}{R} \mathcal{A}_{i,j} \right) \frac{Q}{r} \hat{R} \nu_i \, dx + 2 \pi \int_{\mathbb{T}} R_0 Q \left( \mathcal{V}_i, \tilde{A}_{i,11} \right) \, dz \]
\[ \leq \|Q\|_0 \left( \|g_{3,i}\| + \|\mathcal{V}\|_0 \right) \left| \int_{\mathbb{T}} \frac{r}{R} \mathcal{A}_{i,j} \right| + C(M) \|Q\|_{1/2} \|\mathcal{V}\|_{-1/2} \]
\[ \leq \|Q\|_0 \left( \|g_{3,i}\| + \|\mathcal{V}\|_0 \right) \left| \int_{\mathbb{T}} \frac{r}{R} \mathcal{A}_{i,j} \right| + C(M) \|\partial_z^2 \left( \frac{\mathcal{C}^2(t)}{R^2} \right) - \partial_z^2 \zeta \partial_{t, i}^\hat{A} \|_{1/2} \|\mathcal{V}\|_{-1/2} \]
\[ \leq \|Q\|_0 \left( \|g_{3,i}\| + \|\mathcal{V}\|_0 \right) \left| \int_{\mathbb{T}} \frac{r}{R} \mathcal{A}_{i,j} \right| \]
\[ + C(M) \left| \partial_z^2 \left( \frac{\mathcal{C}^2(t) b_0^3 \partial_\tau R}{b_0^3} \right) - \partial_z^2 \left( \frac{b_0^3 \partial_\tau \zeta}{b_0^3} \right) \partial_{t, i}^\hat{A} \|_{1/2} \|\mathcal{V}\|_{-1/2} \]
\[ \leq C(M) \mathcal{P} \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right) . \] (85)

Here we used the proposition 2, the condition \( |b_0| \geq \delta \) on \( \Gamma \) and the trace theorem
\[ \left| \partial_z^2 \left( b_0^3 \partial_\tau \zeta \right) \right|_{1/2} \leq C \left| b_0 \cdot \nabla \zeta \right|_4 \]

to control the last term on the RHS of (85). Moreover, we also estimate $\|g_3\|_0$ as
\[
\|g_3\|_0 \leq \|C_i(\nu)\|_0 + \left\| \frac{\partial^4_3 (v^r)}{R} - \frac{\partial^4_3 R^{\nu} \partial^4_3 \nu - \partial^4_3 Z \partial^4_3 \nu}{R} \right\|_0
\]
\[
\leq C(M)P \left( \sup_{t \in [0, T] } \mathcal{E}(t) \right) + \left\| - \frac{v^r \partial^4_3 R}{R^2} + \frac{\partial^4_3 R^{\nu} v^r}{R} + \frac{\partial^4_3 Z \partial^4_3 v^r}{R} \right\|_0
\]
\[
\leq C(M)P \left( \sup_{t \in [0, T] } \mathcal{E}(t) \right) + \left\| \partial^4_3 \nu \right\|_0 + \left\| \partial^4_3 Z \right\|_0 \left\| \partial^4_3 v^r \right\|_{L^\infty}
\]
by using Hardy’s inequality.
Combining (82)-(85), we arrive at
\[
\sup_{t \in [0, T] } \left( \|\nu\|^2_0 + \|\partial^4_3 (b_0 \cdot \nabla \zeta)\|^2_0 \right) \leq M_0 + C(M)TP \left( \sup_{t \in [0, T] } \mathcal{E}(t) \right).
\]
Then by the definition of $\mathcal{V}$ and the first equation of (39), we prove the proposition.

\[\square\]

4.3. Normal estimates for $\nu = (v^r, v^z)$. In this subsection, we control the normal derivatives of $\nu = (v^r, v^z)$ by using the equaton (80), and the curl equation
\[
\partial_t (\partial^4_2 v^r - \partial^4_2 v^z) - b_0 \cdot \nabla \left( \partial^4_2 (b_0 \cdot \nabla R) - \partial^4_2 (b_0 \cdot \nabla Z) \right)
= \left[ \partial^4_2, b_0 \cdot \nabla \right] (b_0 \cdot \nabla R) - \left[ \partial^4_2, b_0 \cdot \nabla \right] (b_0 \cdot \nabla Z) + \left[ \partial_t, \partial^4_2 \right] v^r - \left[ \partial_t, \partial^4_2 \right] v^z \quad (86).
\]

We denote $\text{curl} \nu := \partial^4_2 v^r - \partial^4_2 v^z$, $\text{curl} b := \partial^4_2 (b_0 \cdot \nabla R) - \partial^4_2 (b_0 \cdot \nabla Z)$, $\text{curl}_A \nu := \partial^4_2 v^r - \partial^4_2 v^z$, $\text{curl}_A b := \partial^4_2 (b_0 \cdot \nabla R) - \partial^4_2 (b_0 \cdot \nabla Z)$ and begin with the energy estimates for (86).

**Proposition 5.** For $t \in [0, T]$ with $T \leq T_\kappa$, it holds that
\[
\|\text{curl} \nu(t)\|^2_3 + \|\text{curl} b(t)\|^2_3 \leq M_0 + C(M)TP \left( \sup_{t \in [0, T] } \mathcal{E}(t) \right). \quad (87)
\]

**Proof.** Apply $D^3$ to (86) to get
\[
\partial_t (D^3 (\text{curl}_A \nu)) - b_0 \cdot \nabla (D^3 (\text{curl}_A b)) = F, \quad (88)
\]
with
\[
F := [D^3, b_0 \cdot \nabla] (\text{curl}_A b)
+ D^3 \left( [\partial^4_2, b_0 \cdot \nabla] (b_0 \cdot \nabla R) - [\partial^4_2, b_0 \cdot \nabla] (b_0 \cdot \nabla Z) + [\partial_t, \partial^4_2] v^r - [\partial_t, \partial^4_2] v^z \right).
\]
Taking the $L^2$ inner product of (88) with $D^3 (\partial^4_2 v^r - \partial^4_2 v^z)$, by the integration by parts, we get
\[
\frac{1}{2} \int \frac{1}{dt} \int_{\Omega} \left| D^3 (\text{curl}_A \nu) \right|^2 dx + \int_{\Omega} D^3 (\text{curl}_A b) D^3 (\partial^4_2 (b_0 \cdot \nabla v^r) - \partial^4_2 (b_0 \cdot \nabla v^z)) J_1 dx \quad (89)
\]
By the identity (35), we have

\[
\int J_2 D^3(\partial_2^2 v^r - \partial_2^4 v^z) + \int J_3 D^3(\text{curl}_A b)([D^3(\partial_2^2 b_0 \cdot \nabla)] v^r - [D^3(\partial_2^4 b_0 \cdot \nabla)] v^z).
\]

Recalling (15), we have

\[
J_1 = \frac{1}{2} \frac{d}{dt} \int_\Omega |D^3(\text{curl}_A b)|^2 - \frac{1}{2} \int J_1 D^3(\text{curl}_A b) D^3(\partial_t \mathcal{A} D(b_0 \cdot \nabla \zeta)) \tag{90}
\]

By the identity (35), we have

\[
J_{1a} \leq \|A_3\|_3 \|D(b_0 \cdot \nabla \zeta)\|_3 \|\partial_t A\|_3 \|D(b_0 \cdot \nabla \zeta)\|_3 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\]

Hence, we obtain

\[
J_1 \geq \frac{1}{2} \frac{d}{dt} \int_\Omega |D^3(\text{curl}_A b)|^2 - C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right). \tag{91}
\]

We now turn to estimate the right-hand side of (89). By the identity (35), we may have

\[
J_2 \leq \|F\|_0 \|\text{curl}_A v\|_3 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right). \tag{92}
\]

Similarly,

\[
J_3 \leq \|D^3(\text{curl}_A b)\|_0 \left\| \left[ D^3(\partial_2^2 b_0 \cdot \nabla) v^r - [D^3(\partial_2^4 b_0 \cdot \nabla)] v^z \right] \right\|_0 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right). \tag{93}
\]

Consequently, plugging the estimates (91)–(93) into (89), we obtain

\[
\frac{d}{dt} \int_\Omega |D^3(\text{curl}_A v)|^2 + |D^3(\text{curl}_A b)|^2 \leq C(M)P \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right). \tag{94}
\]

Integrating (94) directly in time, and applying the fundamental theorem of calculus,

\[
\|\text{curl} f(t)\|_3 \leq \|\text{curl}_A f(t)\|_3 + \left\| \int_0^t \partial_t \mathcal{A} d\tau D f(t) \right\|_3, \tag{95}
\]

we then conclude the proposition.

We now derive the divergence estimates. We denote \( \text{div} v := \partial_r v^r + \frac{1}{r} v^r + \partial_z v^z, \text{div} b := \partial_r (b_0 \cdot \nabla R) + \frac{1}{r} (b_0 \cdot \nabla R) + \partial_z (b_0 \cdot \nabla Z). \)

**Proposition 6.** For \( t \in [0, T] \) with \( T \), it holds that

\[
\|\text{div} v(t)\|_3^2 + \|\text{div} b(t)\|_3^2 \leq C(M)TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right). \tag{96}
\]
Proof. From the third equation of (39) and \( \bar{A}|_{t=0} = I \), we see that
\[
\partial_r v^r + \frac{1}{r} v^r + \partial_z v^z = - \int_0^t \partial_b \bar{A}_{ij} d\tau \partial_a \nu_i + \int_0^t \frac{r \partial_t R}{R^2} d\tau \frac{v^r}{r}.
\] (97)
Hence, it is clear that by the identity (35),
\[
\left\| \partial_r v^r + \frac{1}{r} v^r + \partial_z v^z \right\|_3^2 \leq C(M) TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\] (98)
From the third equation of (39) again, we have
\[
\text{div} b_0 \cdot \nabla \nu = [\text{div} \bar{A}, b_0 \cdot \nabla] \nu.
\]
This together with the equation \( \nu = \partial_t \zeta \) yields
\[
\partial_t (\text{div} \bar{A}(b_0 \cdot \nabla \zeta)) = [\text{div} \bar{A}, b_0 \cdot \nabla] \nu + \partial_t \bar{A}_{ir} \partial_a \nu_i + \partial_t \frac{1}{R} b_0 \cdot \nabla R.
\] (99)
This implies that, by doing the \( D^3 \) energy estimate and using the identity (35),
\[
\left\| \text{div} \bar{A}(b_0 \cdot \nabla \zeta) \right\|_3^2 \leq C(M) TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\] (100)
And then applying the fundamental theorem of calculus, and a similar equality as (97), we arrive at
\[
\left\| \text{div} b \right\|_3^2 \leq C(M) TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\] (101)
Consequently, we conclude the proposition by the estimates (98) and (101).

Now we show how to get normal derivatives of \( \nu = (v^r, v^z) \) and \( b_0 \cdot \nabla \zeta \) by using Proposition 5 and Proposition 6:

**Proposition 7.** For \( t \in [0, T] \), it holds that
\[
\left\| D^4 \nu(t) \right\|_0^2 + \left\| D^4 (b_0 \cdot \nabla \zeta)(t) \right\|_0^2 \leq M_0 + C(M) TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\] (102)

**Proof.** First, by using the Proposition 5 and the Proposition 4, we have
\[
\left\| \partial^2_t \partial_r v^r \right\|_0^2 \leq M_0 + C(M) TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right),
\]
\[
\left\| \partial^2_t \partial_z v^z \right\|_0^2 \leq M_0 + C(M) TP \left( \sup_{t \in [0, T]} \mathcal{E}(t) \right).
\] (103)
By direct calculation, we have
\[
\left\| \partial^2_t \partial_r v^r + \partial^2_t \left( \frac{v^r}{r} \right) \right\|_0^2 = \left\| \partial^2_t \partial_r v^r \right\|_0^2 + \left\| \partial^2_t \left( \frac{v^r}{r} \right) \right\|_0^2 + 2 \int_\Omega \partial^2_t \partial_r \left( \frac{v^r}{r} \right) \partial^2_t \left( \frac{v^r}{r} \right) dx
\] (104)
and by integration by parts, the last term of the above equality can be calculated as
\[
2 \int_\Omega \partial^2_t \partial_r \left( \frac{v^r}{r} \right) \partial^2_t \left( \frac{v^r}{r} \right) dx = \int_\Omega \left\| \partial^2_t \left( \frac{v^r}{r} \right) \right\|_0^2 dx + \int_T \left\| \partial^2_t \left( \frac{v^r}{r} \right) \right\|_0^2 (R_0, z) R_0^2 dz.
\] (105)
Thus, we arrive at
\[
\|\partial_t^2 \partial_r v^r\|_0^2 + \|\partial_r^2 \left(\frac{v^r}{r}\right)\|_0^2 \leq M_0 + C(M)TP \left(\sup_{t \in [0, T]} \mathcal{E}(t)\right). 
\]  
(106)

Next, we use the Proposition 5 and (106) to obtain
\[
\|\partial_t^2 \partial_r v^z\|^2_0 \leq M_0 + C(M)TP \left(\sup_{t \in [0, T]} \mathcal{E}(t)\right),
\]  
(107)
and use the Proposition 6 and (103) to obtain
\[
\|\partial_t (\partial_r v^r + \frac{1}{r} v^r)\|_0^2 \leq M_0 + C(M)TP \left(\sup_{t \in [0, T]} \mathcal{E}(t)\right).
\]  
By direct calculation, we have
\[
\|\partial_t^2 \partial_r v^r + \partial_r^2 \partial_r v^r\|_0^2 + \|\partial_t^2 \partial_r (\frac{v^r}{r})\|_0^2 + 2 \int_{\Omega} \partial_t^2 \partial_t \left(\frac{v^r}{r}\right) \partial_t \partial_r \left(\frac{v^r}{r}\right) dx \leq M_0 + C(M)TP \left(\sup_{t \in [0, T]} \mathcal{E}(t)\right).
\]  
(108)
and by integration by parts, the last term of the above equality can be calculated as
\[
2 \int_{\Omega} \partial_t^2 \partial_t \left(\frac{v^r}{r}\right) \partial_t (\frac{v^r}{r}) dx = 3 \int_{\Omega} \partial_t^2 \partial_t \left(\frac{v^r}{r}\right) dx + \int_{\Omega} \partial_t^2 \partial_r \left(\frac{v^r}{r}\right) \leq M_0 + C(M)TP \left(\sup_{t \in [0, T]} \mathcal{E}(t)\right)
\]  
(109)
Thus, we arrive at
\[
\|\partial_t^2 \partial_r v^r\|_0^2 + \|\partial_r^2 \partial_r (\frac{v^r}{r})\|_0^2 \leq M_0 + C(M)TP \left(\sup_{t \in [0, T]} \mathcal{E}(t)\right). 
\]  
(110)
Last, we can repeat the above process inductively to bound the
\[
\|\partial_t \partial_r (v^r, v^z)\|_0^2 + \|\partial_t (v^r, v^z)\|_0^2 \leq M_0 + C(M)TP \left(\sup_{t \in [0, T]} \mathcal{E}(t)\right).
\]

The estimates for \(b_0 \cdot \nabla R, b_0 \cdot \nabla Z\) can be obtained by a similar way and the proposition is proved. \(\square\)

Combining the Proposition 3 and the Proposition 7, we arrive at the Proposition 1.

4.4. **Solvability of the system** (39). With the above a priori estimates, we can solve the system (39) by applying the artificial viscosity approach used in [11, Section 5.1]. Here we just give a sketch and the reader can refer to [11] for the details.

Firstly, we construct the linear \(\varepsilon\)-approximate problem by adding artificial viscosity:
\[
\begin{aligned}
\partial_t \zeta &= \nu + \varepsilon (b_0 \cdot \nabla)^2 \zeta &\text{in } \Omega, \\
\partial_t \nu + \nabla \cdot q - (b_0 \cdot \nabla)^2 \zeta &= \left(\frac{(v^0)^2}{R} - R(b_0 \cdot \nabla \Theta)^2, 0\right) &\text{in } \Omega, \\
\text{div}_r q &= 0 &\text{in } \Omega, \\
q &= \frac{1}{2} C^2(t) &\text{on } \Gamma, \\
(q, \nu)|_{t=0} &= (r, z, v_0^r, v_0^z). &\text{in } \Omega.
\end{aligned}
\]  
(111)
Secondly, we solve this artificial viscosity system (111) by using a fixed point argument which is based on the solvability of three linear problems, i.e., (112), (114) and (116).

4.4.1. Three linear problems. The first linear problem is the following linear degenerate parabolic problem of $\zeta$ with given $f^1$:

$$\begin{cases}
\partial_t \zeta - \varepsilon (b_0 \cdot \nabla) \zeta = f^1 & \text{in } \Omega, \\
\zeta|_{t=0} = (r, z).
\end{cases} \quad (112)$$

**Proposition 8.** Given $f^1 \in L^2(0, T; H^4_{r,z}(\Omega))$, then the problem (112) admits a unique solution $(R, Z)$ that achieves the initial data and satisfies

$$\|\zeta(t)\|_4 + \varepsilon \|b_0 \cdot \nabla \zeta(t)\|_4^2 + \varepsilon^2 \int^t_0 \|b_0 \cdot \nabla \zeta\|_4^2 \, dt \lesssim \|(r, z)\|_4 + \varepsilon \|b_0 \cdot \nabla (r, z)\|_4^2 + \int^t_0 \|f^1\|_4^2 \, dr. \quad (113)$$

The second linear problem is the simple transport problem of $v$ with given $f^2$:

$$\begin{cases}
\partial_t \nu = f^2 & \text{in } \Omega, \\
\nu|_{t=0} = (v^r_0, v^z_0).
\end{cases} \quad (114)$$

**Proposition 9.** Given $f^2 \in L^1(0, T; H^4(\Omega))$ and suppose that $(v^r_0, v^z_0) \in H^4(\Omega)$. Then the problem (114) admits a unique solution $\nu = (v^r, v^z)$ that achieves the initial data $(v^r_0, v^z_0)$ and satisfies

$$\|\nu(t)\|_4 \leq \|(v^r_0, v^z_0)\|_4 + \int^t_0 \|f^2\|_4 \, dr. \quad (115)$$

The last linear problem is the most substantial elliptic problem of $q$ with given $f^3$:

$$\begin{cases}
-1 \frac{1}{R} \hat{A}_{ij} \partial_{ij} (\hat{A}_{kl} \partial_{kl} q) = f^3 & \text{in } \Omega, \\
q = f^4 & \text{on } \Gamma.
\end{cases} \quad (116)$$

**Proposition 10.** Given $f^3 \in H^3_{r,z}(\Omega), f^4 \in H^4_{r,z}(\Gamma)$. Then the problem (116) admits a unique solution $q$ that satisfies

$$\|\nabla q\|_4 \leq P \left( \|\zeta\|_4, \|b_0 \cdot \nabla \zeta\|_{3,5}, \|f^3\|_3, \|f^4\|_{4,3} \right). \quad (117)$$

4.4.2. Solvability of system (111). We employ a fixed point argument in order to produce a solution to the linear $\varepsilon$-approximate problem (111).

For $0 < T < 1$ and $M > 0$, we define the metric space in which to work:

$$\mathcal{X}(M, T) = \{ (w, \pi, \xi) \mid w, \xi b_0 \cdot \nabla \xi \in C([0, T]; H^4_{r,z}(\Omega)) \text{ s.t. } (w, \pi)|_{t=0} = (v_0, Id) \}
$$

and

$$\|(w, \xi b_0 \cdot \nabla \xi)\|_{L^\infty T^- H^4_{r,z}} + \|(b_0 \cdot \nabla)^2 \xi, \nabla \pi\|_{L^\infty T^- H^4_{r,z}} \leq M. \}
$$

Note that $\mathcal{X}(M, T)$ is a Banach space. We then define a mapping $\mathcal{M} : \mathcal{X}(M, T) \to \mathcal{X}(M, T)$ as $\mathcal{M}(w, \pi, \xi) = (\nu, q, \zeta)$, where $\zeta, \nu$ and $q$ are determined as follows. Given $(w, \pi, \xi) \in \mathcal{X}(M, T)$, we first define $\zeta = (R, Z)$ as the solution to (112) with $f^1 = w$ and the initial data $\eta_0 = Id$, and $\nu = (v^r, v^z)$ as the solution to (114) with $f^2 = -\nabla \pi + (b_0 \cdot \nabla)^2 \xi$ and the initial data $v_0$. Next we define $q$ as the solution to (116) with
\[ f^3 = \partial_t \tilde{A}_{tt} \partial_{\alpha_t} \nu_i - \tilde{A}_{tt} \partial_{\alpha_t} ((b_0 \cdot \nabla) \zeta_t) \]
\[ + \frac{v}{R^2} \partial_t \tilde{A}_t - \partial_t \tilde{A} \left( \frac{(\tilde{v})^2}{R} + \tilde{R} (b_0 \cdot \nabla \tilde{\Theta})^2 \right) - \frac{(\tilde{v})^2}{R^2} + (b_0 \cdot \nabla \tilde{\Theta})^2 \]

and \[ f^4 = \frac{1}{2} \tilde{C}^2(t) \]

where \( \nu \) and \( \zeta \) are the functions constructed in the above.

Hence, if \( M \) is taken to be sufficiently large with respect to \( b_0, v_0, R, Z \) and \( \varepsilon \) and then \( 0 < T < 1 \) is taken to be sufficiently small (depending on \( M \) and \( \varepsilon \)), then \((\nu, q, \zeta) \in X(M, T)\). This implies that the mapping \( M : X(M, T) \to x(M, T) \) is well-defined. And then we can show that the mapping \( M \) has a fixed point in the space \( X(M, T) \) by proving the contraction and can verify that the unique fixed point \((\nu, q, \zeta)\) is a solution to (111). The details are omit here, the reader can refer to [11, Section 5.1].

Lastly, after finding the solutions to the system (111), we derive an \( \varepsilon \)-independent estimate of the solutions, which allows us to pass to the limit as \( \varepsilon \to 0 \) to produce the solution to the system (39). Recalling that since \( b_0 = 0 \) on \( \Gamma \), we do not need to impose boundary conditions for \((R, Z)\) and thus there is no boundary layer appearing as \( \varepsilon \to 0 \). The details are omit here. Finally, the existence of a unique solution to (39) is recorded in Theorem 4.3.

**Theorem 4.3.** Suppose that the initial data \((v_0^r, v_0^\theta) \in H^4_{r,z}(\Omega)\) with divergence free condition and that \((b_0^r, b_0^\theta) \in H^4_{r,z}(\Omega)\) satisfies (22). Then there exists a \( T(M) > 0 \) and a unique solution \((\nu, q, \zeta)\) to (39) on \([0, T]\) that satisfies

\[ \|\nu(t)\|_4^2 + \|\zeta(t)\|_4^2 + \|b_0 \cdot \nabla \zeta(t)\|_4^2 \leq 2M_0. \]

**4.5. A priori estimates for approximate system (40).** We derive the high order energy estimates for \((v^\theta, \Theta)\) by standard energy method.

**Proposition 11.** For \( t \in [0, T] \), it holds that

\[ \|v^\theta(t)\|_4^2 + \|Rb_0 \cdot \nabla \Theta(t)\|_4^2 \leq M_0 + TC(M)P \left( \sup_{v \in [0, T]} E(t) \right). \] (119)

**Proof.** Taking \( L^2 \) inner product with \( v^\theta \) and using integration by parts yields

\[ \frac{1}{2} \frac{d}{dt} \int_\Omega |v^\theta|^2 dx + \int_\Omega Rb_0 \cdot \nabla \Theta b_0 \cdot \nabla v^\theta dx \]
\[ = \int_\Omega \left( -\frac{\tilde{v}^\theta}{R} + b_0 \cdot \nabla \tilde{R} b_0 \cdot \nabla \tilde{\Theta} \right) v^\theta dx \]
\[ = 2\pi \int_\pi \int_0^{R_0} \left( -\frac{\tilde{v}^\theta}{R} + b_0 \cdot \nabla \tilde{R} b_0 \cdot \nabla \tilde{\Theta} \right) v^\theta r dr dz \]
\[ \leq C \|v^\theta\|_0 \left\| \frac{\tilde{v}^\theta}{R} + b_0 \cdot \nabla \tilde{R} b_0 \cdot \nabla \tilde{\Theta} \right\|_0 \leq C(\sqrt{M}) \|v^\theta\|_0 \]

where we used Hardy’s inequality

\[ \left\| \frac{\tilde{v}^\theta}{R} \right\|_0 \leq \left\| \frac{\tilde{v}^\theta}{r} \right\|_0 \leq \left\| \frac{r}{R} \right\|_{L^\infty(\Omega)} \leq \left\| \tilde{v}^\theta \right\|_1, \]
\[ \left\| \frac{b_0 \cdot \nabla \tilde{R}}{R} \right\|_0 \leq \left\| \frac{b_0 \cdot \nabla R}{r} \right\|_0 \leq \left\| \frac{r}{R} \right\|_{L^\infty(\Omega)} \leq \left\| b_0 \cdot \nabla \tilde{R} \right\|_1. \]
For \( \int_{\Omega} Rb_0 \cdot \nabla \Theta b_0 \cdot \nabla v^\vartheta \, dx \), we have

\[
\int_{\Omega} Rb_0 \cdot \nabla \Theta b_0 \cdot \nabla v^\vartheta \, dx \geq \frac{1}{2} \frac{d}{dt} \int_{\Omega} |R^b_0 \cdot \nabla \vartheta|^2 \, dx - \int_{\Omega} R^b_0 \cdot \nabla \Theta v^\vartheta b_0 \cdot \nabla \vartheta \, dx + \int_{\Omega} b_0 \cdot \nabla \Theta b_0 \cdot \nabla R v^\vartheta \, dx
\]

Hence, we have

\[
\sup_{\epsilon \in [0, T]} \left( \|v^\vartheta\|_0^2 + \|R^b_0 \cdot \nabla \Theta\|_0^2 \right) \leq M_0 + TC(M) \left( \sup_{\epsilon \in [0, T]} \epsilon(t) \right).
\]

Acting \( D^4 \) on the second equation in (40), taking \( L^2 \) inner product with \( D^4 v^\vartheta \) and using integration by parts yields

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |D^4 v^\vartheta| \, dx + \int_{\Omega} D^4 (R^b_0 \cdot \nabla \Theta) b_0 \cdot \nabla D^4 v^\vartheta \, dx = \int_{\Omega} G D^4 v^\vartheta \, dx,
\]

where

\[
G := [D^4, b_0 \cdot \nabla] R^b_0 \cdot \nabla \Theta + D^4 \left( -\frac{\bar{\vartheta}^\vartheta}{R} + b_0 \cdot \nabla R^b_0 \cdot \nabla \bar{\Theta} \right).
\]

By using the commutator estimate (31), we have

\[
\int_{\Omega} \frac{G D^4 v^\vartheta}{dx} \leq \left( \|D^4, b_0 \cdot \nabla\| R^b_0 \cdot \nabla \Theta\|_0 \right) + \left( \left\|D^4 \left( -\frac{\bar{\vartheta}^\vartheta}{R} + b_0 \cdot \nabla R^b_0 \cdot \nabla \bar{\Theta} \right) \right\|_0 \right) \|v^\vartheta\|_4
\]

\[
\leq C(\sqrt{M}) P \left( \sup_{\epsilon \in [0, T]} \epsilon(t) \right),
\]

where we estimate

\[
\left\|D^4 \left( \frac{\bar{\vartheta}^\vartheta}{R} \right) \right\|_0 \leq C \left( \left\|\tilde{R} D^4 \left( \frac{\bar{\vartheta}^\vartheta}{R} \right) \right\|_0 \right) \left\|\frac{\bar{\vartheta}^\vartheta}{R} \right\|_{L^\infty} + \left\|v^\vartheta\right\|_4 \left\|\frac{\bar{\vartheta}^\vartheta}{R} \right\|_{L^\infty}
\]

\[
\leq C \left( \left\|D^4 \bar{\vartheta}^\vartheta - [D^4, \frac{\bar{\vartheta}^\vartheta}{R}] R \right\|_0 \right) \left\|\frac{\bar{\vartheta}^\vartheta}{R} \right\|_{L^\infty} + \left\|v^\vartheta\right\|_4 \left\|\frac{\bar{\vartheta}^\vartheta}{R} \right\|_{L^\infty} \right) \leq C(M)
\]

and

\[
\left\|D^4 (b_0 \cdot \nabla R^b_0 \cdot \nabla \bar{\Theta}) \right\|_0 \leq C \left( \left\|\tilde{R} D^4 (b_0 \cdot \nabla \bar{\Theta}) \right\|_0 \right) \left\|b_0 \cdot \nabla \tilde{R} \right\|_{L^\infty} + \left\|b_0 \cdot \nabla R \right\|_4 \left\|b_0 \cdot \nabla \bar{\Theta} \right\|_{L^\infty}
\]

\[
\leq C \left( \left\|D^4 (R^b_0 \cdot \nabla \bar{\Theta}) - [D^4, b_0 \cdot \nabla \bar{\Theta}] R \right\|_0 \right) \left\|b_0 \cdot \nabla \tilde{R} \right\|_{L^\infty} + \left\|b_0 \cdot \nabla R \right\|_4 \left\|b_0 \cdot \nabla \bar{\Theta} \right\|_{L^\infty}
\]

\[
\leq C(M)
\]

by using Hardy’s inequality.
Using (11) and (15), we have
\[
\int_\Omega D^4(Rb_0 \cdot \nabla \Theta)b_0 \cdot \nabla D^4v^\theta \, dx
= \int_\Omega D^4(Rb_0 \cdot \nabla \Theta)D^4 \left( b_0 \cdot \nabla (\bar{R}\partial_t \Theta) \right) \, dx
+ \int_\Omega D^4(Rb_0 \cdot \nabla \Theta)[D^4, b_0 \cdot \nabla]v^\theta \, dx
= \frac{1}{2} \frac{d}{dt} \int_\Omega |D^4(Rb_0 \cdot \nabla \Theta)|^2 \, dx - \int_\Omega D^4(Rb_0 \cdot \nabla \Theta)D^4(v^\theta b_0 \cdot \nabla \Theta) \, dx
+ \int_\Omega D^4(Rb_0 \cdot \nabla \Theta) \left( D^4(b_0 \cdot \nabla R_v \Theta) + [D^4, b_0 \cdot \nabla]v^\theta \right) \, dx
\geq \frac{1}{2} \frac{d}{dt} \int_\Omega |D^4(Rb_0 \cdot \nabla \Theta)|^2 \, dx - C(\sqrt{M})P \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right).
\]
Hence, we arrive at the conclusion of this proposition.

4.6. Solvability of the system (40). The solvability of the system (40) can be established by a quite similar method we used in Section 4.4. We first construct strong solutions to the \( \varepsilon \)-system:
\[
\begin{cases}
\partial_t \Theta - \varepsilon b_0 \cdot \nabla (Rb_0 \cdot \nabla \Theta) = \frac{v^\theta}{R} \\
\partial_t v^\theta - (b_0 \cdot \nabla)(Rb_0 \cdot \nabla \Theta) = -\frac{\bar{v}^\theta \bar{v}^r}{R} + b_0 \cdot \nabla Rb_0 \cdot \nabla \Theta \quad \text{in } \Omega,
\end{cases}
\]
and then by \( \varepsilon \)-independent a priori estimates, we can pass to the limit as \( \varepsilon \to 0 \) to produce the solution to the system (40). The details are omitted. Finally, the existence of a unique solution to (39) is recorded in Theorem 4.4.

Theorem 4.4. Suppose that the initial data \( v^\theta_0 \in H_{r,z}^1(\Omega) \) and that \( (b^r_0, b^z_0) \in H_{r,z}^1(\Omega) \) satisfies (22). Then there exists a \( T(M) > 0 \) and a unique solution \( (v^\theta, \Theta) \) to (40) on \( [0, T] \) that satisfy
\[
\|v^\theta(t)\|_{L^4}^2 + \|Rb_0 \cdot \nabla \Theta(t)\|_{L^4}^2 \leq 2M_0.
\]

4.7. Proof of Theorem 4.1. We now collect the estimates derived previously to conclude our estimates and also verify the a priori assumptions (42). That is, we shall now present the

Proof of Theorem 4.1. Combining the Proposition 1 and the Proposition 11, we get that
\[
\sup_{[0,T]} \mathcal{E}(t) \leq M_0 + C(M)TP \left( \sup_{t \in [0,T]} \mathcal{E}(t) \right).
\]
This provides us with a time of existence \( T_1 \) dependent of \( M \) and an estimate on \( [0, T_1] \) of the type:
\[
\sup_{[0,T_1]} \mathcal{E}(t) \leq 2M_0.
\]
Since by \( \mathcal{A}^v(0) = I \) and \( J^v(0) = 1 \), the bound (45) and (48) verify in turn the a priori bounds (42) by the fundamental theorem of calculus with taking \( T_1 \) smaller if necessary. The proof of Theorem 4.1 is thus completed.
5. Constructing solutions to the system (20).

5.1. Iteration scheme. In order to produce the solution to the nonlinear problem (20), we will pass to the limit as \( n \to \infty \) in a sequence of approximate solutions \( \{(v^r, v^z, v^\theta, R, Z, \Theta, q)^{(n)}\}_{n=0}^{\infty} \), which are constructed via the linearization iteration by using the linearized approximate problem (39)-(40).

5.2. In the following construction of \( \{(v^r, v^z, v^\theta, R, Z, \Theta, q)^{(n)}\}_{n=0}^{\infty} \), we denote

\[
\zeta^{(n)} = (R^{(n)}, Z^{(n)}), \nu^{(n)} = (v^r, v^z)^{(n)}, \mathcal{A}^{(n)} = \mathcal{A}(\zeta^{(n)}).
\]

We set

\[
(\nu, v^\theta, \zeta, \Theta, q)^{(0)} = (\nu, v^\theta, \zeta, \Theta, q)^{(1)} = (0, 0, 0, r, z, \theta, 0),
\]

and hence \( \mathcal{A}^{(0)} = \mathcal{A}^{(1)} = I \). Note that \( \partial_t(\zeta, \Theta)^{(1)} = \left(\nu, \frac{v^\theta}{R}\right)^{(1)} \). Now suppose that

\[
(v^r, v^z, v^\theta, R, Z, \Theta, q)^{(n)} = (v^r, v^z, v^\theta, R, Z, \Theta, q)^{(n+1)} \]

for \( n \geq 1 \) are given such that

\[
\begin{aligned}
&\left|J^{(n)}(t) - 1\right| \leq \frac{1}{8} \text{ and } |\mathcal{A}^{(n)}_{ij}(t) - \delta_{ij}| \leq \frac{1}{8} \text{ in } \Omega. \\
&\left(\Theta^{(n)}, \nu^{(n)}\right) |_{t=0} = Id \text{ and that }
\end{aligned}
\]

Then by Theorem 4.3 and Theorem 4.4, we can construct \( (v^r, v^z, v^\theta, R, Z, \Theta, q)^{(n+1)} \) as the solution to (39) and (40) with \( (v^r, \bar{v}^z, v^\theta, \bar{R}, \bar{Z}, \bar{\Theta}) = (v^r, v^z, v^\theta, \zeta, \Theta)^{(n)} \). That is,

\[
\begin{aligned}
&\partial_t \zeta^{(n+1)} = \nu^{(n+1)}, \\
&\partial_t \nu^{(n+1)} + \nabla A^{(n)} q^{(n+1)} - (b_0 \cdot \nabla) \zeta^{(n+1)} = \left(\frac{v^{\theta(n)}}{R^{(n)}}\right)^2 - R^{(n)} (b_0 \cdot \nabla \Theta^{(n)})^2, 0, \\
&\text{div} A^{(n)} \nu^{(n+1)} = 0, \\
&q^{(n+1)} = \frac{1}{2} C^{(n)2}(t), \\
&(\zeta^{(n+1)}, \nu^{(n+1)}) |_{t=0} = (r, z, v_0^r, v_0^z).
\end{aligned}
\]

and

\[
\begin{aligned}
&\partial_t \Theta^{(n+1)} = \frac{v^{\theta(n)}}{R^{(n+1)}}, \\
&\partial_t v^{\theta(n)} - (b_0 \cdot \nabla) (R^{(n)} b_0 \cdot \nabla \Theta^{(n+1)}) = -\frac{v^{\theta(n)} v^{r(n)}}{R^{(n)}} + b_0 \cdot \nabla R^{(n)} b_0 \cdot \nabla \Theta^{(n)}, \\
&(\Theta^{(n+1)}, v^{\theta(n+1)}) |_{t=0} = (\theta, v_0^\theta).
\end{aligned}
\]

We define a higher order energy functional

\[
\mathcal{E}^{(n)}(t) := \left\| (v^r, v^z, v^\theta)^{(n)}(t) \right\|_4^2 + \left\| (b_0 \cdot \nabla R, b_0 \cdot \nabla Z, R b_0 \cdot \nabla \Theta)^{(n)}(t) \right\|_4^2.
\]

We claim that by taking \( T \) sufficiently small (only depends on \( M_0 \)), it holds that

\[
\sup \mathcal{E}^{(n)}(t) \leq 2M_0.
\]

We shall prove the claim (126) by the induction. First it holds for \( n = 0, 1 \). Now suppose that it holds for \( n \leq m \) for \( m \geq 1 \), then we prove that it holds for \( n = m+1 \). First, it holds from the induction assumption that

\[
\left\| \left( \partial_t R^{(m)}, \partial_t Z^{(m)} \right) \right\|_{L^\infty T H^1_{r,z}} \leq P(M_0).
\]
Then from the estimates (47) and (119), we obtain
\[
\sup_{t \in [0,T]} \mathbf{e}^{(m+1)}(t) \leq M_0 + \sqrt{T} P \left( \sup_{t \in [0,T]} \mathbf{e}^{(m+1)}(t) \right) P(M_0).
\] (128)

Taking \( T \) sufficiently small (only depends on \( M_0 \)), we conclude the claim (126).

Now we will prove that the sequence \( \{(v^r, v^z, \nu^\theta, R, Z, q(n))\}_{n=0}^\infty \) converges in certain strong norm. Let \( n \geq 3 \) and denote the differences:
\[
\begin{align*}
\tilde{v}^{(n)} &= \nu^{(n+1)} - \nu^{(n)}, \quad \tilde{\nu} = \nu^\theta(n+1) - \nu^\theta(n), \quad \tilde{q}^{(n)} = q^{(n+1)} - q^{(n)}, \\
\tilde{\xi}^{(n)} &= \xi^{(n+1)} - \xi^{(n)}, \quad \tilde{\Theta} = \Theta(n+1) - \Theta(n).
\end{align*}
\] (129)

Also, we denote
\[
\hat{A}^{(n)} = A^{(n)} - A^{(n-1)}, \quad \hat{C}^{(n)} = C^{(n)} - C^{(n-1)}.
\] (130)

We find that
\[
\begin{cases}
\partial_t \tilde{z}^{(n)} = \tilde{\nu}^{(n)} & \text{in } \Omega, \\
\partial_t \tilde{q}^{(n)} + A^{(n)}_{ij} \partial_{ij} \tilde{q}^{(n)} = (b_0 \cdot \nabla)^2 z^{(n)} - \hat{A}^{(n)}_{ij} \partial_{ij} q^{(n)} + \tilde{I}_1^{(n-1)} & \text{in } \Omega, \\
\text{div}_{A^{(n)}} \tilde{\nu}^{(n)} = -\hat{A}^{(n)}_{ij} \partial_{ij} t^{(n)}_i + \tilde{R}^{(n)}_{ij} v^{(n)} & \text{in } \Omega, \\
\tilde{q}^{(n)} &= \frac{1}{2} \left( C^{(n-1)} - \tilde{R}^{(n-1)} C^{(n-1)} \right) \left( \frac{C^{(n)} + C^{(n-1)}}{R^{(n)}} \right) & \text{on } \Gamma, \\
\end{cases}
\] (131)

and
\[
\begin{cases}
\partial_t \tilde{\Theta}^{(n)} = \frac{\tilde{\nu}^\theta(n) R^{(n)} - \tilde{R}^{(n)} v^{\theta(n)}}{R^{(n)} R^{(n+1)}} & \text{in } \Omega, \\
\partial_t \tilde{\nu}^{\theta(n)} - (b_0 \cdot \nabla)^2 \left( \tilde{R}^{(n-1)} v^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n)} - \tilde{R}^{(n)} b_0 \cdot \nabla \Theta \right) = \tilde{I}_3^{(n-1)} & \text{in } \Omega, \\
(\tilde{\Theta}^{(n)}, \tilde{\nu}^{\theta(n)})|_{t=0} = 0, \\
\end{cases}
\] (132)

where
\[
\begin{align*}
\tilde{I}_1^{(n-1)} &= -\frac{\tilde{R}^{(n-1)} v^{\theta(n)}^2}{R^{(n)} R^{(n-1)}} + \tilde{v}^{\theta(n)} (\nu^\theta(n) + v^{\theta(n-1)}) - \tilde{R}^{(n-1)} (b_0 \cdot \nabla \Theta^{(n)})^2 \\
&\quad - b_0 \cdot \nabla \tilde{\Theta}^{(n)} R^{(n)} R^{(n-1)} (b_0 \cdot \nabla \Theta^{(n-1)}) + b_0 \cdot \nabla \Theta, \\
\tilde{I}_2^{(n-1)} &= 0, \\
\tilde{I}_3^{(n-1)} &= -\tilde{v}^{\theta(n)} v^{(n-1)} + v^{\theta(n)} \tilde{r}^{(n-1)} + \tilde{R}^{(n-1)} v^{\theta(n-1)} v^{r(n-1)} \\
&\quad + b_0 \cdot \nabla \tilde{R}^{(n)} b_0 \cdot \nabla \Theta + b_0 \cdot \nabla \tilde{R}^{(n)} b_0 \cdot \nabla \Theta^{(n-1)}.
\end{align*}
\] (133)

We will now estimate the differences in \( H^3_{r,z} \) norm. We will use a similar strategy which was used in Sections 4.2 and 4.5, and we divide our estimates into several steps.
Step 1: preliminary estimates of \( \tilde{A}^{(n)} \) and \( \tilde{C}^{(n)} \). First, note that

\[
\tilde{A}^{(n)}_{ij}(t) = \int_0^t \partial_t \left( A^{(n)} - A^{(n-1)}_{ij} \right) \, d\tau \\
= \int_0^t \left( \tilde{A}^{(n)}_{ij} \left( \partial_t \partial_a \tilde{c}^{(n)}_{ij} A^{(n)} \right) + \tilde{A}^{(n-1)}_{ij} \left( \partial_t \partial_a \tilde{c}^{(n-1)} A^{(n)}_{ij} \right) + \tilde{A}^{(n-1)}_{ij} \left( \partial_t \partial_a \tilde{c}^{(n-1)} \tilde{A}^{(n)}_{ij} \right) \right) \, d\tau.
\]

(134)

Hence, we have, by the first equation of (131),

\[
\| \tilde{A}^{(n)}_{ij}(t) \|_2^2 \leq P(M_0) T^2 \left( \| \tilde{A}^{(n)}_{ij} \|_{L^\infty_x H^2_{rz}}^2 + \| \partial_t \tilde{c}^{(n-1)} \|_{L^\infty_x H^2_{rz}}^2 \right) \\
\leq P(M_0) T^2 \left( \| \tilde{A}^{(n)}_{ij} \|_{L^\infty_x H^2_{rz}}^2 + \| \tilde{\rho}^{(n-1)} \|_{L^\infty_x H^2_{rz}}^2 \right).
\]

(135)

Next, we estimate \( \tilde{C}^{(n)}(t) \). Recalling the definition of \( C^{(n)}(t), C^{(n-1)}(t) \) and using Taylor’s formula, we have

\[
\tilde{C}^{(n)}(t) = C(0) (e^{f_0^t A^{(n)}(r) \, dr} - e^{f_0^t A^{(n-1)}(r) \, dr}) \\
= C(0) e^{c(t)} \int_0^t \left( A^{(n)} - A^{(n-1)} \right) \, d\tau \\
\leq C(0) e^{c(t)} \int_0^t C(M_0) \left\| \tilde{\rho}^{(n-1)} \right\|_{L^\infty_x H^2_{rz}} \, d\tau.
\]

(136)

where

\[
\sup_{t \in [0,T]} |\alpha(t)| \leq \sup_{t \in [0,T]} \left| A^{(n)}(t) \right| + \sup_{t \in [0,T]} \left| A^{(n-1)}(t) \right| \leq C(M_0).
\]

Consequently, we have

\[
\sup_{t \in [0,T]} \left| \tilde{C}^{(n)}(t) \right|^2 \leq P(M_0) T^2 \left\| \tilde{\rho}^{(n-1)} \right\|_{L^\infty_x H^2_{rz}}^2.
\]

(137)

Step 2: estimates of \( \tilde{c}^{(n)} \). By the first equation of (131), we have

\[
\left\| \tilde{c}^{(n)}(t) \right\|_{L^3}^2 \leq T^2 \left\| \tilde{\rho}^{(n-1)} \right\|_{L^\infty_x H^2_{rz}}^2.
\]

(138)

Step 3: estimates of \( \tilde{\rho}^{(n)} \). Applying \( J^{(n)} \text{ div } A^{(n)} \) to the second equation of (131), we have

\[
\frac{1}{R^{(n)}} \partial_\alpha \left( R^{(n)} J^{(n)} A^{(n)} \partial_\alpha \tilde{q}^{(n)} \right) \\
= - J^{(n)} \partial_\alpha A^{(n)} \partial_\alpha \bar{q}^{(n)} + J^{(n)} \nu_\alpha (\tilde{\rho}^{(n)} A^{(n)} \partial_\alpha \nu_\alpha^{(n)}) - J^{(n)} \partial_t \left( A^{(n)} \partial_\alpha \nu_\alpha^{(n)} + \tilde{R}^{(n-1)} \nu_\alpha^{(n)} \right) \\
- J^{(n)} A^{(n)} \partial_\alpha \left( A^{(n)} \partial_\alpha \bar{q}^{(n)} \right) - J^{(n)} A^{(n)} \partial_\alpha \bar{q}^{(n)} + \frac{J^{(n)}}{R^{(n)}} \tilde{A}^{(n)} \partial_\alpha \bar{q}^{(n)} + \frac{J^{(n)}}{R^{(n)}} \left( (b_0 \cdot \nabla) \bar{R}^{(n)} \right) \\
+ A^{(n)} \partial_\alpha \left( (b_0 \cdot \nabla) \tilde{\rho}^{(n)} \right) + \left( \frac{J^{(n)}}{R^{(n)}} + J^{(n)} A^{(n)} \partial_\alpha \right) \tilde{I}^{(n-1)}.
\]

(139)
By the similar arguments in Section 4.2.1, we obtain
\[
\left\| q^{(n)} \right\|_3^2 \leq P(M_0) \left( \left\| (\tilde{\vartheta}^{(n)}, b_0 \cdot \nabla \tilde{\vartheta}^{(n)}, \tilde{R}^{(n-1)}, \tilde{\vartheta}^{(n-1)}, R^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n-1)}) \right\|_3^2 + \left\| \tilde{A}^{(n)} \right\|_2^2 \right).
\]

Step 4: Tangential energy estimates. We shall again use Alina’s good unknowns:
\[
\begin{align*}
\mathcal{V}^{(n+1)} &= \partial_2^2 \nu^{(n+1)} - \partial_2^4 \zeta^{(n)} A_{ij}^{(n)} \partial_{a_j} \nu^{(n+1)}, \\
\tilde{Q}^{(n+1)} &= \partial_2^4 \tilde{q}^{(n+1)} - \partial_2^4 \tilde{A}_{ij}^{(n)} \partial_{a_j} \tilde{q}^{(n+1)}.
\end{align*}
\]
We denote \( \tilde{Y}^{(n)} = \mathcal{V}^{(n+1)} - \mathcal{V}^{(n)}, \tilde{Q}^{(n)} = \tilde{Q}^{(n+1)} - \tilde{Q}^{(n)}, \) then we have that
\[
\partial_t \tilde{Y}_i^{(n)} + A_{ij}^{(n)} \partial_{a_j} \tilde{Q}^{(n)} - (b_0 \cdot \nabla) \partial_2 \tilde{z} (b_0 \cdot \nabla \tilde{z}^{(n)}) = -\tilde{A}_{ij}^{(n)} \partial_{a_j} \tilde{Q}^{(n)} + f_i^{(n)}
\] (140)
and
\[
\text{div}_{A^{(n)}} \tilde{V} = -\tilde{A}_{ij}^{(n)} \partial_{a_j} \tilde{Y}_i^{(n)} + g^{(n)}
\]
where
\[
f_i^{(n)} = \partial_t \left( \partial_2^3 \zeta^{(n-1)} A_{mj}^{(n)} \partial_{a_j} \nu_i^{(n+1)} + \partial_2^3 \zeta^{(n-1)} A_{mj}^{(n)} \partial_{a_j} \nu_i^{(n+1)} + \partial_2^3 \zeta^{(n-1)} A_{mj}^{(n-1)} \partial_{a_j} \nu_i^{(n)} \right)
\]
\[
+ \tilde{A}_{mj}^{(n-1)} \partial_{a_j} \left( A_{mj}^{(n)} \partial_{a_i} q^{(n)} \right) \partial_2^3 \zeta^{(n)} + \tilde{A}_{mj}^{(n-1)} \partial_{a_j} \left( A_{mj}^{(n)} \partial_{a_i} q^{(n)} \right) \partial_2^3 \zeta^{(n)}
\]
\[
- \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n)} \partial_{a_i} \nu_i^{(n)} \right] \partial_{a_j} \nu_i^{(n+1)} - \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n)} \partial_{a_i} \nu_i^{(n)} \right] \partial_{a_j} \zeta^{(n)}
\]
\[
+ \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n)} \partial_{a_i} \nu_i^{(n)} \right] \partial_{a_j} \nu_i^{(n+1)} - \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n)} \partial_{a_i} \nu_i^{(n)} \right] \partial_{a_j} \zeta^{(n)}
\]
\[
+ \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n)} \partial_{a_i} \nu_i^{(n)} \right] \partial_{a_j} \nu_i^{(n+1)} - \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n)} \partial_{a_i} \nu_i^{(n)} \right] \partial_{a_j} \zeta^{(n)}
\]
\[
\text{and}
\begin{align*}
g^{(n)} &= -\left[ \partial_2^2 \tilde{A}_{mj}^{(n)} A_{mj}^{(n)} \partial_{a_j} \nu_i^{(n+1)} - \left[ \partial_2^2 \tilde{A}_{mj}^{(n)} A_{mj}^{(n)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \zeta^{(n)} \right] \partial_{a_j} \nu_i^{(n+1)}
\end{align*}
\]
\[
- \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n-1)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \nu_i^{(n+1)}
\]
\[
+ \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n-1)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \nu_i^{(n+1)}
\]
\[
- \left[ \partial_2^3 \tilde{A}_{mj}^{(n)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \nu_i^{(n+1)}
\]
\[
+ \left[ \partial_2^3 \tilde{A}_{mj}^{(n)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \nu_i^{(n+1)}
\]
\[
+ \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n-1)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \nu_i^{(n+1)}
\]
\[
- \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n-1)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \nu_i^{(n+1)}
\]
\[
+ \left[ \partial_2^3 \tilde{A}_{mj}^{(n-1)} A_{mj}^{(n-1)} \partial_{a_j} \nu_i^{(n+1)} \right] \partial_{a_j} \nu_i^{(n+1)}
\]
\[
\text{and}
\end{align*}
\]
Then we find
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \left| \tilde{\gamma}^{(n)} \right|^2 + \int_{\Omega} \nabla A^{(n)} \tilde{\zeta}^{(n)} \cdot \tilde{\gamma}^{(n)} + \int_{\Omega} \partial_z^3 \left( b_0 \cdot \nabla \zeta^{(n)}_i \right) b_0 \cdot \nabla \tilde{\gamma}^{(n)}_i
= \int_{\Omega} \left( f_i^{(n)} - A_i^{(n)} \partial_{a_j} Q^{(n)} \right) \tilde{\gamma}^{(n)}_i.
\] (141)

We estimate in an elementary way as usual to deduce that
\[
\int_{\Omega} \left( f_i^{(n)} - A_i^{(n)} \partial_{a_j} Q^{(n)} \right) \tilde{\gamma}^{(n)}_i
\leq P(M_0) \left( \left\| \left( \tilde{\gamma}^{(n)}, b_0 \cdot \nabla \tilde{\zeta}^{(n)}, \tilde{\nu}^{(n-1)}, \tilde{\zeta}^{(n-1)}, R^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n-1)} \right) \right\|_3^2 + \left\| A^{(n)} \right\|_2^2 \right).
\] (142)

By the integration by parts, recalling the boundary condition for \( \tilde{q}^{(n)}, \tilde{q}^{(n)} \) and using the estimate (137) and (140), we obtain
\[
\int_{\Omega} \nabla A^{(n)} \tilde{q}^{(n)} \cdot \tilde{\gamma}^{(n)}
= 2\pi \int_{\Gamma} R_0 \tilde{q}^{(n)} A_i^{(n)} \tilde{\gamma}^{(n)}_i dz - \int_{\Omega} \tilde{q}^{(n)} \text{div}_A^{(n)} \tilde{\gamma}^{(n)}
- \int_{\Omega} \partial_{a_\ell} \left( \frac{r}{R^{(n)}} A_i^{(n)} \right) \tilde{q}^{(n)} \frac{R^{(n)}}{r} \tilde{\gamma}^{(n)}_i
= - \int_{\Omega} R_0 \left( \partial_z^3 \tilde{q}^{(n)} - \partial_z^3 \tilde{q}^{(n-1)} A_m^{(n)} \partial_{a_j} \tilde{q}^{(n)} \right) A_i^{(n)} \tilde{\gamma}^{(n)}_i dz
+ \int_{\Omega} R_0 \left( \partial_z^3 \tilde{q}^{(n-1)} A_m^{(n)} \partial_{a_j} \tilde{q}^{(n)} + \partial_z^3 \tilde{q}^{(n-1)} A_m^{(n)} \partial_{a_j} \tilde{q}^{(n+1)} \right) A_i^{(n)} \tilde{\gamma}^{(n)}_i dz
+ \int_{\Omega} \left( \tilde{q}^{(n)} A_i^{(n)} \partial_{a_j} \tilde{\gamma}^{(n)}_i - \tilde{q}^{(n)} \tilde{\gamma}^{(n)} - \partial_{a_\ell} \left( \frac{r}{R^{(n)}} A_i^{(n)} \right) \tilde{q}^{(n)} \frac{R^{(n)}}{r} \tilde{\gamma}^{(n)}_i \right)
\leq P(M_0) \left( \left\| \partial_z^3 \left( b_0 \cdot \nabla \tilde{\zeta}^{(n)} \right) + \tilde{\zeta}^{(n-1)} \right\|_2 \right) + \left\| A^{(n)} \right\|_2 \left\| \tilde{\gamma}^{(n)} \right\|_2
+ \left\| R^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n-1)} \right\|_3 + \left\| A^{(n)} \right\|_2 \right).
\] (143)
\[ \geq \frac{1}{2} \frac{d}{dt} \int_{\Omega} |\partial_t^2 (b_0 \cdot \nabla \zeta(n))|^2 - P(M_0) \left( \| (\tilde{\varphi}^{(n)}, b_0 \cdot \nabla \zeta(n), b_0 \cdot \nabla \zeta(n-1)) \|^2_3 + \| \tilde{A}^{(n)} \|^2_2 \right). \]

(144)

Hence, integrating (141) in time directly and then using the estimates (142)–(144), we obtain

\[ \left\| \tilde{V}^{(n)}(t) \right\|^2_0 + \left\| \partial_t^2 (b_0 \cdot \nabla \tilde{\zeta}^{(n)}(t)) \right\|^2_0 \]

\[ \leq P(M_0) T^2 \left( \left\| \left( \tilde{\varphi}^{(n)}, b_0 \cdot \nabla \tilde{\zeta}^{(n)}(n-1), \tilde{\zeta}^{(n-1)}, b_0 \cdot \nabla \tilde{\zeta}^{(n-1)}, \tilde{\vartheta}^{(n-1)} \right) \right\|^2_{L^\infty_t H^1_{r,z}} + \left\| R^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n-1)} \right\|^2_{L^\infty_t H^1_{r,z}} + \left\| \tilde{A}^{(n)} \right\|^2_{L^\infty_t H^1_{r,z}}. \]

(145)

Step 5: curl and divergence estimates. It follows from (131) that

\[ \text{div} A^{(n)} \tilde{\varphi}^{(n)} = -\tilde{A}^{(n)} r_{ij} \partial_{ij} \nu_t^{(n)} + \frac{\tilde{R}^{(n-1)} \mu_r^{(n)}}{R^{(n)} R^{(n-1)}}; \]

\[ \partial_t \left( \text{div} A^{(n)} b_0 \cdot \nabla \tilde{\zeta}^{(n)} \right) = h^{(n)}; \]

\[ \partial_t \left( \text{curl} A^{(n)} \tilde{\varphi}^{(n)} \right) - b_0 \cdot \nabla \left( \text{curl} A^{(n)} b_0 \cdot \nabla \tilde{\zeta}^{(n)} \right) = \phi^{(n)}, \]

where

\[ h^{(n)} = \partial_t \tilde{A}^{(n)} r_{ij} \partial_{ij} \left( b_0 \cdot \nabla \tilde{\zeta}^{(n)} \right) + \left[ \text{div} A^{(n)}, b_0 \cdot \nabla \right] \tilde{\varphi}^{(n)} \]

\[ - b_0 \cdot \nabla \left( \tilde{A}^{(n)} r_{ij} \partial_{ij} \nu_t^{(n)} - \frac{\tilde{R}^{(n-1)} \mu_r^{(n)}}{R^{(n)} R^{(n-1)}} \right); \]

\[ \phi^{(n)} = \left( \varepsilon_{3j} l_{j} \tilde{A}^{(n)} r_{jm} \partial_{am} \left( b_0 \cdot \nabla \tilde{\zeta}^{(n)} \right) \right) + \varepsilon_{3j} l_{j} \partial_t \tilde{A}^{(n)} r_{jm} \partial_{am} \nu_t^{(n)} - \varepsilon_{3j} l_{j} \tilde{A}^{(n)} r_{jm} \partial_{am} \nu_t^{(n)} \]

\[ + b_0 \cdot \nabla \left( \varepsilon_{3j} l_{j} \tilde{A}^{(n)} r_{jm} \partial_{am} \left( b_0 \cdot \nabla \tilde{\zeta}^{(n)} \right) \right) + \varepsilon_{3j} l_{j} \left[ \tilde{A}^{(n)} r_{jm} \partial_{am}, b_0 \cdot \nabla \right] b_0 \cdot \nabla \tilde{\zeta}^{(n)} \]

\[ + \varepsilon_{3j} l_{j} \tilde{A}^{(n)} r_{jm} \partial_{am} \tilde{f}^{(n-1)} + \varepsilon_{3j} l_{j} \tilde{A}^{(n)} r_{jm} \partial_{am} \left( \frac{(\tilde{\vartheta}^{(n-1)})^2}{R^{(n-1)}} - R^{(n-1)} (b_0 \cdot \nabla \Theta^{(n-1)})^2 \right) \]

where \( \varepsilon_{3j} l_{j} = 0 \) for \( j = \ell \) and \( \varepsilon_{312} = 1, \varepsilon_{321} = -1 \). Then following a similar argument in Section 4.3, we can obtain

\[ \left\| \left( \text{div} \tilde{\varphi}^{(n)}, \text{curl} \tilde{\varphi}^{(n)}, \text{div} (b_0 \cdot \nabla \tilde{\zeta}^{(n)}), \text{curl} (b_0 \cdot \nabla \tilde{\zeta}^{(n)}) \right) (t) \right\|^2 \]

\[ \leq P(M_0) T^2 \left( \left\| \left( \tilde{\varphi}^{(n)}, b_0 \cdot \nabla \tilde{\zeta}^{(n)}, \tilde{\zeta}^{(n-1)}, b_0 \cdot \nabla \tilde{\zeta}^{(n-1)}, \tilde{\vartheta}^{(n-1)} \right) \right\|^2_{L^\infty_t H^1_{r,z}} + \left\| R^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n-1)} \right\|^2_{L^\infty_t H^1_{r,z}} + \left\| \tilde{A}^{(n)} \right\|^2_{L^\infty_t H^1_{r,z}}. \]

(146)
Step 6: estimates of \((\tilde{v}^{(n)}, b_0 \cdot \nabla \tilde{z}^{(n)})\). Finally, summing up the estimates (135), (138), (140), (145), and (146), by using the similar argument used in Proposition 103, we obtain
\[
\left\| \left( \tilde{v}^{(n)}, \tilde{z}^{(n)} \right), \tilde{z}^{(n)}, b_0 \cdot \nabla \tilde{R}^{(n)}, b_0 \cdot \nabla \tilde{Z}^{(n)} \right\|_{L^2_T H^3_{r,z}}^2 
\leq P(M_0)T^2 \left( \left\| \left( \tilde{\nu}^{(n)}, b_0 \cdot \nabla \tilde{z}^{(n)}, \tilde{\zeta}^{(n-1)}, b_0 \cdot \nabla \tilde{z}^{(n-1)}, b_0 \cdot \nabla \tilde{\zeta}^{(n-1)} \right) \right\|_{L^3_T H^3_{r,z}}^2 
+ \left\| \tilde{R}^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n-1)} \right\|_{L^2_T H^3_{r,z}}^2 
+ \left\| \tilde{A}^{(n)} \right\|_{L^2_T H^2_{r,z}}^2 \right).
\]
(147)

Step 7: estimates for \(\tilde{\nu}^{(n)}, b_0 \cdot \nabla \tilde{\Theta}^{(n)}\). By doing a standard \(D^3\) energy estimates for the system (132) (see Section 4.5), we can obtain
\[
\left\| \tilde{\nu}^{(n)}, b_0 \cdot \nabla \tilde{\Theta}^{(n)} \right\|_{L^3_T H^3_{r,z}}^2 
+ \left\| \tilde{\Theta}^{(n)} \right\|_{L^2_T H^3_{r,z}}^2 
\leq P(M_0)T^2 \left( \left\| \left( \tilde{\nu}^{(n)}, b_0 \cdot \nabla \tilde{z}^{(n)}, \tilde{\zeta}^{(n-1)}, b_0 \cdot \nabla \tilde{z}^{(n-1)}, b_0 \cdot \nabla \tilde{\zeta}^{(n-1)} \right) \right\|_{L^3_T H^3_{r,z}}^2 
+ \left\| \tilde{R}^{(n)} b_0 \cdot \nabla \tilde{\Theta}^{(n-1)} \right\|_{L^2_T H^3_{r,z}}^2 
+ \left\| \tilde{A}^{(n)} \right\|_{L^2_T H^2_{r,z}}^2 \right).
\]
(148)

Step 8: synthesis. We denote
\[
\Psi^{(n)} := \left\| \left( \tilde{\nu}^{(n)}, \tilde{\zeta}^{(n)}, b_0 \cdot \nabla \tilde{z}^{(n)}, b_0 \cdot \nabla \tilde{\zeta}^{(n)}, b_0 \cdot \nabla \tilde{\Theta}^{(n)}, b_0 \cdot \nabla \tilde{\Theta}^{(n)} \right) \right\|_{L^2_T H^3_{r,z}}^2 
+ \left\| \tilde{A}^{(n)}, \tilde{\Theta}^{(n)} \right\|_{L^2_T H^2_{r,z}}^2.
\]
(149)

Then by (147), (148) and taking \(T\) sufficiently small (only depends on \(M_0\)), we have
\[
\Psi^{(n)} \leq \frac{1}{8} \left( \Psi^{(n-1)} + \Psi^{(n-2)} \right).
\]
(150)

This implies \(\Psi^{(n)} \leq P(M_0)2^{-n}\), which yields the convergence of the sequence \(\{(v^n, q^n, q^n)\}_{n=0}^{\infty}\) to a limit \(\{(v, v, v, R, Z, \Theta, q)\}\) in the norm of (149) as \(n \to \infty\).

5.3. Local well-posedness of (20).

Proof of Theorem 2.1. The strong convergence of \(\{(v^n, q^n, q^n)\}\) is more than sufficient to pass to the limit as \(n \to 0\) in (123) and (124) to produce a solution to (20). The estimate (27) follows from (126), while the uniqueness follows by the exactly same arguments as that of showing the convergence.
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