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Abstract. An exploratory data analysis system should be aware of what a user already knows and what the user wants to know of the data. Otherwise it is impossible to provide the user with truly informative and useful views of the data. In our recently introduced framework for human-guided data exploration (Puolamäki et al. [20]), both the user’s knowledge and objectives are modelled as distributions over data, parametrised by tile constraints. This makes it possible to show the users the most informative views given their current knowledge and objectives. Often the data, however, comes with a class label and the user is interested only of the features informative related to the class. In non-interactive settings there exist dimensionality reduction methods, such as supervised PCA (Barshan et al. [1]), to make such visualisations, but no such method takes the user’s knowledge or objectives into account. Here, we formulate an information criterion for supervised human-guided data exploration to find the most informative views about the class structure of the data by taking both the user’s current knowledge and objectives into account. We study experimentally the scalability of our method for interactive use, and stability with respect to the size of the class of interest. We show that our method gives understandable and useful results when analysing real-world datasets, and a comparison to SPCA demonstrates the effect of the user’s background knowledge. The implementation will be released as an open source software library.

1 Introduction and Related Work

Exploratory data analysis (EDA) is a long studied topic [24]. More often than not, the data is so high-dimensional that it is not possible for a user to view it at once. This problem can be solved, e.g., by various dimensionality reduction (DR) methods that attempt to embed the data in a lower-dimensional manifold so that a chosen metrics is preserved as accurately as possible [15]. The main drawback in almost all DR methods is that the criteria by which dimensionality is reduced are often fixed, or at least it is not clear how to take into account what the
user already knows and what are the objectives of the user when computing the embedding; see [23] for a survey of recent work on interactive DR. EDA systems also incorporate visual and interactive components, and visual interactive EDA has applications in different contexts, e.g., in item-set mining and subgroup discovery [3,8,16], information retrieval [22], and network analysis [4].

One approach to incorporate the user’s knowledge to EDA is to model this as a distribution over datasets—background distribution—and then show the user an embedding that gives the user as much information as possible that the user did not already know. One of the original works in modelling the background distribution using randomisation was [11], and in [6] maximum entropy distributions were used. In both of these works the users can encode their knowledge as constraints. Later, these ideas have been realised as parts of working EDA systems with DR methods able to show the user what the user does not already know and able to absorb the relations the user has learned from the data, see, e.g., [5,12,13,18,19,21,25]. The drawback in all of these works is, however, that the EDA process is unguided: the user is shown something she or he does not know and what is therefore by definition always a surprise. Recently, we solved this problem in [20] by allowing the user to formulate also her or his objectives in terms of the relations of attributes the user is interested in. This allows the user to guide the exploration to patterns of interest.

Often, however, the user is not interested in all possible features of the data, but only in features that are informative, e.g., of a given class label. Supervised DR methods try to find an embedding that shows only the features of the data that are informative in such cases. Typical examples of supervised DR, such as Fisher’s discriminant analysis [9], metric learning [26], sufficient dimensionality reduction [10], and supervised PCA [1] are however all based on a fixed embedding criteria. User interaction in guiding data exploration has been considered in the context of database management systems, e.g., in [7], where the user tells the system which samples are relevant and which are not, allowing the system to incrementally lead the user to explore towards interesting data areas. However, to the best of our knowledge there are no earlier approaches that take into account both the human’s subjective background knowledge and allow for supervised dimensionality reduction.

Contributions. The objective of this work is to propose a method of supervised DR for interactive EDA systems that take both the user’s background knowledge and the user’s objectives into account. Our contributions are as follows: (i) An information criterion for supervised human-guided data exploration, where we can find the most informative views about the class structure of the data. (ii) An experimental study of scalability for interactive use, and stability with respect to the size of the class of interest. (iii) A demonstration showing that our method gives understandable and useful results when analysing real-world datasets.

Organisation. We provide a recap of the necessary concepts of the human-guided data exploration framework proposed in [20] in Sect. 2. In Sect. 3 we extend and modify the framework from [20] into a supervised setting. In Sect. 4 we evaluate
Fig. 1. Samples drawn from the distribution of datasets where each attribute has the same marginal distribution as the toy data $Z_{\text{toy}}$, see Examples 1 and 2 for details. Class attribute $Y_{\text{toy}}$ shown with colour: class ‘1’ in red and class ‘−1’ in black. A sample of 1000 data points plotted for illustration. Here $Z_{\text{toy}}$ is permuted using (a) a vector of identity permutations (i.e., the plot shows $Z_{\text{toy}}$) (b) a vector of random permutations (i.e., the plot shows an unconstrained permutation of $Z_{\text{toy}}$) (c) a vector of permutations allowed by tile $t$ from Example 2. (Color figure online)

the scalability of our method for interactive use using crafted datasets. We also provide real-life data use cases demonstrating the utility of our method. We present our conclusions and directions for further work in Sect. 5.

2 Background

We start by introducing our notation and providing a brief recap to human-guided data exploration (HGDE) framework proposed in [20]. For now, we assume that $X$ is a real-valued $n \times m$ data matrix (dataset) and $Y \in L^n$ a vector of class labels in $L$. Here $X(i, j)$ (resp. $Y(i)$) denotes the $i$th element (in column $j$). Each column $X(:,j)$, $j \in [m]$, is an attribute in the dataset, where we used the shorthand $[m] = \{1, \ldots, m\}$. Let $Z = (X|Y)$ denote the $n \times m'$ where $m' = m + 1$ data matrix obtained by augmenting $X$ with $Y$.

A permutation of matrix $Z$ is defined as follows.

Definition 1 (Permutation). Let $\mathcal{P}$ denote the set of permutation functions of length $n$ such that $\pi : [n] \mapsto [n]$ is a bijection for all $\pi \in \mathcal{P}$, and denote by $(\pi_1, \ldots, \pi_{m'}) \in \mathcal{P}^{m'}$ the vector of column-specific permutations. A permutation $\hat{Z}$ of the data matrix $Z$ is then given as $\hat{Z}(i, j) = Z(\pi_j(i), j)$.

When permutation functions are sampled uniformly at random, we obtain a uniform sample from the distribution of datasets where each of the attributes has the same marginal distribution as the original data.

Example 1. We will use a running example throughout the paper to illustrate the main concepts. Our artificial toy data $Z_{\text{toy}}$ consists of a three dimensional matrix $X_{\text{toy}} \in \mathbb{R}^{n \times 3}$ and a binary class attribute $Y_{\text{toy}} \in \{-1, 1\}^n$, where $n = 4000,$
shown in Fig. 1a. The matrix $X_{toy}$ is centred and scaled to unit variance. There are 2000 data points in class ‘$-1$’ of $Y_{toy}$ (coloured black in Fig. 1a) and they are clustered in the first two dimensions of $X_{toy}$. There are also 2000 data points in class ‘$1$’ of $Y_{toy}$ (coloured red in Fig. 1a), but the points separate into two clusters (consisting of 500 points and 1500 points) in the first two dimensions of $X_{toy}$. The third dimension of $X_{toy}$ is random noise for both classes.

We can produce a uniform sample from the distribution of datasets where each of the attributes has the same marginal distribution as our toy data, by sampling a vector of permutations $(\pi_1, \ldots, \pi_4)$ and permuting the toy data, see Fig. 1b for an example of such a sample. This sample represents user’s knowledge of the data if the user knows only the marginal distributions of the data but is unaware of any relations between the class and the attributes.

We will next parametrise this distribution with tiles preserving the relations$^1$ in the data matrix $Z$ for a subset of rows and columns: a tile is a tuple $t = (R, C)$, where $R \subseteq [n]$ and $C \subseteq [m']$. In an unconstrained case, there are $(n!)^{m'}$ allowed vectors of permutations. The tiles constrain the allowed permutations as follows.

**Definition 2 (Tile constraint).** Given a tile $t = (R, C)$, the vector of permutations $(\pi_1, \ldots, \pi_{m'}) \in \mathcal{P}^{m'}$ is allowed by $t$ iff the following condition is true for all $i \in [n]$, $j \in [m']$, and $j' \in [m']$:

$$i \in R \land \{j, j'\} \subseteq C \implies \pi_j(i) \in R \land \pi_j(i) = \pi_{j'}(i).$$

Given a set of tiles $T$, $(\pi_1, \ldots, \pi_{m'})$ is allowed iff it is allowed by all $t \in T$.

A tile defines a subset of rows and columns, and the rows in this subset are permuted by the same permutation function in each column in the tile. In other words, the relations between the attributes inside the tile are preserved (such as correlations etc.). Notice that the identity permutation is always an allowed permutation. Now, the sampling problem can be formulated as follows.

**Problem 1 (Sampling problem).** Given a set of tiles $T$, draw samples uniformly at random from vectors of permutations in $\mathcal{P}^{m'}$ allowed by $T$.

The sampling problem is trivial when the tiles are non-overlapping. In the case of overlapping tiles, one can always merge tiles to obtain an equivalent set of non-overlapping tiles (i.e., a tiling) as shown in [20].

**Example 2.** Let us consider again the toy data $Z_{toy}$ and define a tile constraint $t = (R, C)$ as follows. Let $R$ be the set of points from class ‘$1$’ that are separated from the points in class ‘$-1$’ along the second attribute in $X_{toy}$, i.e., the larger of the two red clusters, and let $C = \{1, 2, 4\}$, i.e., the first two attributes of $X_{toy}$ and the class attribute $Y_{toy}$. Now, if we permute $Z_{toy}$ using a vector of permutations allowed by $t$, we obtain a sample data in which the relations inside the tile are preserved. An example of such a data sample is shown in Fig. 1c. This distributions models the case where the user is aware that the points in the tile are in class ‘$1$’ and that they form a cluster in attributes $X1$ vs. $X2$.

$^1$ We use the general term relation for any structure in data that can be controlled using the constrained permutation scheme, e.g., correlation or cluster structure.
\textit{Focusing Exploration Using Hypotheses.} The tile constraints can also be used to specify the relations in which the user is interested \cite{20}. The so-called \textit{hypothesis tilings} define the items $R$ and attributes $C$ of interest, and the relations between the attributes that the user is interested in through a partition of $C$. To simplify the presentation here, we will make the assumption that the user is interested in \textit{all} relations between all the attributes. This restricted setting reduces to \textit{unguided data exploration}, where the user is interested in all unknown inter-attribute relations in the data. Notice that the HGDE framework allows the user to define more general hypotheses in a flexible way (see \cite{20} for details) and our current approach is compatible with the more general hypothesis as well.

The intuition is that we model two distributions over data sets: (i) the one which models what the user can learn of the interesting relations in the data (formalised by \textbf{HYPOTHESIS 1}), and (ii) the other which models what the user already knows of the interesting relations in the data (formalised by \textbf{HYPOTHESIS 2}). The dimensionality reduction problem is then to find a direction $v \in \mathbb{R}^m$ in which the two distributions differ the most, using a suitable objective function. In \cite{20}, e.g., the objective in DR was essentially to find the direction maximising variance, which will by definition give a user a view (projection) that is the most informative. More formally, let us thus consider the following hypotheses:

- \textbf{HYPOTHESIS 1}: there are relations in data between all the attributes, and
- \textbf{HYPOTHESIS 2}: there are no relations in data between any of the attributes.

Now, a distribution $p_1$ conforming to \textbf{HYPOTHESIS 1} can be characterised using the tile $t_1 = ([n], [m'])$, which restricts the set of allowed vectors of permutations so that every column (attribute) has to be permuted using the same permutation. On the other hand, a distribution $p_2$ conforming to \textbf{HYPOTHESIS 2} can be characterised using the set of tiles $\{(\{n\}, \{j\}) \mid j \in [m']\}$, which places no restrictions on the set of allowed vectors of permutations, i.e., every column (attribute) is permuted independently.

The knowledge of the user concerning relations in the data is described by tiles defined by the user during exploration process (user tiles), which are merged into the both of the hypothesis tilings. The process is iterative in the sense that after the user adds more constraints, a new direction $v$ is sought. While the permutation-based randomisation scheme is general to all data types, the projection pursuit in \cite{20} is restricted to real-valued data, and reduces to \textit{principal component analysis} (PCA) when the user has initially no background knowledge and the hypotheses cover all the data.

\textit{Example 3.} In Fig. 2a the projection of the real-valued part $X_{toy}$ to the first two principal components is shown, which corresponds to the most informative projection in the HGDE framework when the user has no background knowledge and the hypotheses cover all the data. While this projection provides the view to data maximising variance, it is not very useful in case if the user was interested in, e.g., the class ‘1’.
3 Supervised Exploration

Example 3 shows that the most informative projection in the HGDE framework does not take into account the class information, which is by no means surprising, since only the real-valued part of the data was used. We now extend the HGDE framework to a supervised setting, i.e., instead of looking for directions in which the distributions corresponding to hypotheses differ the most in general, we are interested in finding directions which give most information about a class.

**Example 4.** Let us assume that a user is interested in class ‘1’ in our toy data $Z_{toy}$. One alternative could be to use supervised PCA (SPCA) [1]. In Fig. 2b we provide a projection obtained performing SPCA on $X_{toy}$ with delta-kernel for $Y_{toy}$. Clearly, the $x$-axis separates the data with respect to $Y_{toy}$. However, if we assume that the user already has some background knowledge about the data, e.g., the user knows the relations formulated in terms of tile $t$ from Example 2, this projection becomes less informative and there is no direct way to incorporate the user’s knowledge into SPCA.

As a further observation, we note that when there is only a single target attribute (as it is the case with our present work), the resulting optimisation problem in SPCA involves a rank-1 matrix, and thus only the first component contains meaningful information.

We formulate now our main problem, i.e., how to find the direction $v \in \mathbb{R}^m$ that is the most informative with respect to a particular class $c \in L$. We will use two hypotheses, HYPOTHESIS 1 and HYPOTHESIS 2, formulated as described in Sect. 2. Furthermore, we assume that the tile constraints used to represent the background knowledge of a user are merged into both hypotheses, and when we refer to HYPOTHESIS 1 and HYPOTHESIS 2, we always assume that the current user tiles are merged into both.
Problem 2 (Main problem). Given distribution $p_1$ conforming to HYPOTHESIS 1 and $p_2$ conforming to HYPOTHESIS 2 together with a class $c \in L$, find the direction $v \in \mathbb{R}^m$ providing the most information about the class $c$, i.e., the direction $v$ in which $p_1$ and $p_2$ differ the most in terms of $c$.

Let $X_{Y=c}$ denote the restriction of the real-valued part $X$ of $Z = (X|Y)$ to those rows $i$ for which $Y(i) = c$. Our problem can then be formalised as finding a direction $v$ in which $X_{Y=c}$ and $X'_{Y'=c}$ differ most by some suitable measure, where $Z = (X|Y)$ and $Z' = (X'|Y')$ have been sampled from $p_1$ and $p_2$, respectively. Thus, to solve Problem 2, we need a function that measures how well the class $c$ is separated in $p_1$ and $p_2$ in a direction $v$.

We want to choose a measure that will separate the distributions as much as possible **visually**. To illustrate what we mean by this, consider, e.g., a case where distributions $p_i^v$, $i \in \{1, 2\}$, are defined by a uniform distribution plus a narrow peak at $x_i(v) \in [-1, 1]$ to direction $v$. We would want to find a measure that is largest when the distance between the peaks $|x_1(v) - x_2(v)|$ is maximised. From information-theoretic view an obvious alternative would be Kullback-Leibler divergence between distributions $p_i^v$, but, in fact, it is insensitive to the distance between peaks. Thus, we choose to use the numerically more stable $L1$-norm between cumulative distributions. For example, in the case of $p_1^v$ and $p_2^v$ this measure is maximised for $v$ for which the distance between the peaks is the largest.

**Definition 3.** Given distributions $p_1$ and $p_2$ and a class of interest $c \in L$, the difference between $p_1$ and $p_2$ with respect to $c$ in direction $v \in \mathbb{R}^m$ is computed using the $L1$-distance between the empirical cumulative distribution functions for the real-valued parts of samples $Z = (X|Y)$ and $Z' = (X'|Y')$ from $p_1$ and $p_2$, respectively, restricted to $c$ and projected to $v$:

$$f(Z, Z', c, v) = || F(X_{Y=c}v) - F(X'_{Y'=c}v) ||_1,$$

where $F(x) : \mathbb{R}^n \mapsto [0, 1]$ is the empirical cumulative distribution function for the set of values in vector $x$.

Now, given a sample $Z$ from the distribution $p_1$ conforming to HYPOTHESIS 1 and a sample $Z'$ from the distribution $p_2$ conforming to HYPOTHESIS 2, we obtain the solution to Problem 2 by finding the direction $v$ maximising $f(Z, Z', c, v)$:

$$v^* = \arg \max_{v \in \mathbb{R}^m} f(Z, Z', c, v).$$

In visualisations where we use two-dimensional scatterplots, we find the second dimension of the scatterplot by optimising the same objective while requiring the direction to be orthogonal to the first dimension. We will solve the optimisation problem above in practice using the standard quasi-Newton solver in R with random initialisation and default settings (i.e., the general-purpose optim

---

2 More formally defined by $p_i^v(t) = U_{1+\sigma}(t)/2 + U_{\sigma}(t-x_i(v))/2$, where $U_\sigma(t) = 1/(2a)$ if $-a \leq t \leq a$ and $U_\sigma(t) = 0$ otherwise, at the limit of small $\sigma$ or $\sigma \to 0^+$. 

---
Fig. 3. The most informative projection about class ‘1’ for the toy data $Z_{toy}$ without background knowledge (a) and using the tile $t$ constraint from Example 2 as background knowledge (b). Colors as in Fig. 1. (Color figure online)

function in R with method="BFGS"). This approach proved to be sufficiently efficient for the data sizes typical for visual exploratory data analysis (in the order of thousands data points), as demonstrated in the experimental evaluation.

Example 5. We now apply Definition 3 to find the most informative view to the user with respect to class ‘1’. Assuming no initial background knowledge, the datasets shown in Fig. 1a, b are examples of data samples from the distributions $p_1$ and $p_2$, respectively. By solving Eq. (2) we obtain the projection in Fig. 3a. The difference between the distributions is maximised along the $x$-axis, and we observe that the class ‘1’ consists of two group of points. We can now add this observation to the background knowledge$^3$, e.g., by using the tile $t$ from Example 2. Because the tile is added to both HYPOTHESIS 1 and HYPOTHESIS 2, the information we have learned is reflected in both distributions, and any samples conforming to the updated hypotheses will not differ in terms of the relations constrained by $t$. The most informative projection for $Z_{toy}$ with the background knowledge (tile $t$) is shown in Fig. 3b. This projection is different to Fig. 3a, and we see that the most informative direction ($x$-axis) separates the data items in class ‘1’ for which we did not yet add background knowledge from the rest of the data.

4 Experimental Evaluation

In this section we first consider the scalability (in terms of the dimensions of the data) and stability (in case the class contains only a few samples) of the method presented in this paper. After this, we present use cases of exploration of relations in data relevant for a class. The experiments were performed with a

$^3$ In an interactive setting, the selection of data items would be easy from the scatter-plot. For the selection of attributes, one can use, e.g., the method from [20, Sec. 2.4].
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A single-threaded R 3.5.0 implementation on a MacBook Pro laptop with a 3.1 GHz Intel Core i5 processor.

Datasets. In the experiments, we utilise the following datasets. We scale the real-valued variables to zero mean and unit variance.

The German socio-economic dataset \cite{3,12} contains records from 412 administrative districts in Germany. Each district is represented by 46 attributes describing socio-economic and political aspects in addition to the type of the district (rural/urban), area name/code, state, region (East, West, North, South) and the geographic coordinates of each district centre. The socio-ecologic attributes include, e.g., population density, age and education structure, economic indicators, and the proportion of the workforce in different sectors. The political attributes include election results of the five major political parties (CDU/CSU, SPD, FDP, Green, and Left) in the German federal elections in 2005 and 2009, as well as the voter turnout. We exclude the election results from 2005, the area code and coordinates of the districts, and all non-numeric variables except those for region and type. This results in 32 real-valued attributes and two class variables (region and type) used in our experiments.

The British National Corpus (BNC) \cite{2} is one of the largest annotated text corpora freely available in full-text format. The texts are annotated with information such as author gender, age, and target audience, and all texts have been classified into genres \cite{14}. We use a preprocessed data from \cite{21} in which the vector-space model (word counts) is computed using the first 2000 words from each text belonging to one the four main genres in the corpus (‘prose fiction’, ‘transcribed conversations’, ‘broadsheet newspaper’, ‘academic prose’) as done in \cite{17}. The BNC dataset has word counts for 1335 texts and the attributes are

| n    | m | t_{model} (s) | t_{view} (s) |
|------|---|---------------|--------------|
| 500  | 16| 0.01          | 0.97         |
|      | 32| 0.01          | 2.26         |
|      | 64| 0.02          | 8.15         |
|      | 128| 0.03         | 66.15        |
| 1000 | 16| 0.02          | 1.23         |
|      | 32| 0.02          | 3.97         |
|      | 64| 0.04          | 18.91        |
|      | 128| 0.06        | 92.83        |

| n    | m | t_{model} (s) | t_{view} (s) |
|------|---|---------------|--------------|
| 2000 | 16| 0.03          | 2.03         |
|      | 32| 0.05          | 7.57         |
|      | 64| 0.07          | 32.38        |
|      | 128| 0.12         | 114.76       |
| 4000 | 16| 0.09          | 4.54         |
|      | 32| 0.11          | 12.78        |
|      | 64| 0.16          | 45.05        |
|      | 128| 0.26        | 140.35       |

\cite{4} Code and data available at https://github.com/edahelsinki/shgde.
the 100 words with highest counts. The class attribute contains classification of each text into one of the 4 main genres.

The Kaggle Telco customer churn dataset\(^5\) contains information of 7043 customers with 21 attributes (18 categorical and 3 real-valued) including information about services of the customer, customer account, and demographic information. The task is to predict the value of binary class attribute ‘churn’ (whether the customer has left within the last month). We transform all the categorical attributes (except ‘churn’) using one-hot encoding, which creates a column for every label of every attribute and the presence (or absence) of a label is indicated by 1 (or 0). Note that variables with many labels are implicitly given more weight in the one-hot encoding. To overcome this effect, we scale the binary data in groups, that is, all columns that originate from the same attribute are scaled to have a total variance of 1. Finally, we drop 11 rows containing ‘NA’ for attribute ‘total charges’, and end up with 7032 rows and 46 columns.

### 4.1 Scalability

We started by evaluating the scalability of our method on synthetic data with \(m \in \{16, 32, 64, 128\}\) dimensions and \(n \in \{500, 1000, 2000, 5000\}\) data points. We generated the datasets similarly to [18]. The data points are scattered around 10 randomly drawn cluster centroids. We used the clusters to form a binary class attribute (by assigning the cluster centres closest to each other into same class). We added \(k = 3\) random tiles as background knowledge: for each tile the rows were selected by taking the data points from one of the 10 clusters, and for the columns we randomly selected \([2..m]\) columns.

We report in Table 1 the median wall clock running times. We can observe that the time \(t_{\text{model}}\) to generate the hypothesis tilings, add three random tiles, and generate the data samples conforming to the hypotheses is negligible, i.e., we can update our hypotheses and obtain new samples very fast. The time \(t_{\text{view}}\) to find the most informative direction, i.e., to solve Eq. (2) scales roughly as \(O(nm^{2.3})\). Even with our unoptimised R implementation the running times

### Table 2. Stability experiment

In columns \(\text{avg}(f), \text{sd}(f), \text{sd}(f)/\text{avg}(f)\) we report the average of each of these over the six different classes used.

| \(c_{\text{min}}\) | \(k\) | \(\text{avg}(f)\) | \(\text{sd}(f)\) | \(\text{sd}(f)/\text{avg}(f)\) |
|----------------|------|----------------|----------------|----------------|
| 100            | 0    | 2.03           | 0.070          | 0.042          |
|                | 3    | 1.79           | 0.068          | 0.045          |
| 500            | 0    | 2.01           | 0.036          | 0.028          |
|                | 3    | 1.80           | 0.034          | 0.028          |
| 1000           | 0    | 2.00           | 0.023          | 0.022          |
|                | 3    | 1.78           | 0.026          | 0.023          |

\(^{5}\) Available at https://www.kaggle.com/blastchar/telco-customer-churn.
are at the order of 10 s for reasonably sized datasets. We note that for visual exploration the size of the data $n$ should be reasonable and, it should be downsampled as needed. Hence, the time complexity will be asymptotically constant with respect to $n$. The time complexity with respect the dimensionality $m$ could be controlled by first reducing the dimensionality of the data, e.g., by PCA or by random projections, or by relaxing the convergence criteria of the numerical optimisation.

### 4.2 Stability

When the class of interest has only a few items, the effect of a particular sample from the distribution conforming to HYPOTHESIS 2 to the direction that is optimal for Eq. (2) is potentially large. This potential instability caused by the sampling can be controlled by taking several samples from the distributions and concatenating them, thus making the sample used to solve Eq. (2) large enough. To study this effect, we used the GERMAN dataset, taking the districts from each region and of each type as classes (6 cases in total, the class sizes varying between 64 and 290) and added $k \in \{0, 3\}$ random clusters as the background knowledge. Then, we computed mean value and the standard deviation of Eq. (1) in the optimal direction for 10 samples for each $c_{\text{min}} \in \{100, 500, 1000\}$. Here, the number of samples needed $s$ was computed as $s = \lceil c_{\text{min}}/|\{i \mid Y(i) = c\}\rceil$. Looking at the ration of standard deviation and the mean in Table 2, we observe that setting $c_{\text{min}} \geq 500$ suffices for practical purposes. For the remaining experiments we use this value.
4.3 Supervised Exploration of \textsc{german} Data

The separation in the socio-economic and political factors between districts in \textit{region} ‘East’ and the districts in other regions is the most dominant factor in the \textsc{german} dataset, see e.g., \cite{3,12,20}. We assume now that we are interested in exploring other factors in the data, in particular those representative for the non-Eastern regions. Thus, we choose a class consisting of districts in \textit{regions} ‘West’, ‘South’, and ‘North’ for our first use case.

Figure 4a shows the most informative view with respect to our class (solid circles are used for districts in the class, circles without a fill are used for districts not in the class) without any background knowledge. The projection shown separates the districts in the class into two parts along $x$-axis. We define a tile $t^g_1$ to add this observation into the background knowledge. We select the districts coloured red in Fig. 4a for the rows, and all attributes for the columns.\footnote{For simplicity, we use the set of all attributes as the columns in the tiles in explorations of the \textsc{german} and \textsc{bnc} datasets. In \cite[Sec. 2.4]{20} we provide a principled way for selecting a subset of columns most relevant for a selection of rows, which could be used in a more subtle exploration.} Looking at the distribution of \textit{region} (North = 46, South = 108, West = 78) and \textit{type} (Urban = 7, Rural = 225) attributes for this selection we observe that we have defined a tile constraint for a set of mainly rural districts.

Figure 4b shows the most informative view the class given $t^g_1$ as background knowledge. We obtain a different projection and observe the districts coloured red in Fig. 4b have higher values along $x$-axis than the rest of the districts. From the distribution of \textit{region} (North = 4, South = 15, West = 11) and \textit{type} (Urban = 25, Rural = 5) attributes for this selection we observe that these are mainly urban districts from the class. We add this observation into the background knowledge by defining a tile $t^g_2$. The rows in $t^g_2$ are those coloured red in Fig. 4b, and for columns we include all attributes. Figure 4c then shows the most informative view with respect to the class given both $t^g_1$ and $t^g_2$ as background knowledge, demonstrating the division between the Eastern districts and the rest.

To understand the utility of the views shown, we compute values of the measure $f$ in Eq. (1) using samples from the distributions conforming

\textbf{Table 3.} The \textsc{german} data use case. The value of $f$ from Eq. (1) for different projection vectors $v$ and cases of background knowledge.

| \textsc{german} | No background | Tile $t^g_1$ | Tiles $t^g_1, t^g_2$ |
|-----------------|--------------|--------------|---------------------|
| $v_0$           | 1.627        | 0.148        | 0.073               |
| $v_1$           | 1.079        | 0.901        | 0.641               |
| $v_2$           | 1.115        | 0.880        | 0.656               |
| $v_{spca}$      | 1.306        | 0.739        | 0.555               |
| $v_{pca}$       | 1.336        | 0.417        | 0.322               |
Supervised exploration of the bnc data w.r.t. a class consisting of the texts from the genres ‘broadsheet newspaper’ and ‘academic prose’. (a) The most informative projection with no background knowledge. (b) The most informative projection when tile $t^b_{1\text{nc}}$ is added to the background knowledge. (c) The most informative projection when tiles $t^b_{1\text{nc}}$ and $t^b_{2\text{nc}}$ are added to the background knowledge. See Sect. 4.4 for details of selections coloured red. (Color figure online)

Fig. 5. Supervised exploration of the bnc data w.r.t. a class consisting of the texts from the genres ‘broadsheet newspaper’ and ‘academic prose’. (a) The most informative projection with no background knowledge. (b) The most informative projection when tile $t^b_{1\text{nc}}$ is added to the background knowledge. (c) The most informative projection when tiles $t^b_{1\text{nc}}$ and $t^b_{2\text{nc}}$ are added to the background knowledge. See Sect. 4.4 for details of selections coloured red. (Color figure online)

to hypothesis 1 and hypothesis 2 given the background knowledge. We have three cases: no background knowledge (0 tiles), background knowledge represented using tile $t^g_1$ (1 tile), and background knowledge represented using tiles $t^g_1$ and $t^g_2$ (2 tiles). For each case we compute the direction in optimising the measure $f$, i.e., a solution to Eq. (2), denoting these by $v_i$ where $i$ corresponds to the number of tiles in the background knowledge. For comparison, we also compute the first PCA and SPCA projection vectors, denoted by $v_{\text{pca}}$ and $v_{\text{spca}}$, respectively. Then, we calculate the value for $f$ in different cases. The results are presented in Table 3. We notice that the value of the measure $f$ indeed is always the highest, when the projection vector matches the background knowledge (highlighted in the table), as expected. This shows that the views presented are indeed the most informative ones given the current background knowledge. We also notice that PCA and SPCA projection vectors are less informative in terms of the measure $f$.

Table 4. The bnc data use case. The value of $f$ from Eq. (1) for different projection vectors $v$ and cases of background knowledge.
4.4 Supervised Exploration of BNC Data

As our second use case we consider the BNC dataset by exploring the high-level structure of the corpus. The exploration of the same data in [21] already reveals us that the genres ‘prose fiction’ and ‘transcribed conversations’ form rather clearly visible clusters in the PCA projection of the data, while the genres ‘broadsheet newspaper’ and ‘academic prose’ are not very distinct from each other. Thus, we focus our interest to a class containing texts from the genres ‘broadsheet newspaper’ and ‘academic prose’ to see whether our supervised method allows us to find projections which would provide us new information about these genres.

Figure 5a shows the most informative view with respect to the class (solid circles are used for texts belonging to the class, circles without a fill are used for the texts not in the class). The projection shown clearly separates the texts with respect to our class. We define a tile constraint \( t_{bnc}^1 \), by selecting the points with \( x \)-axis value greater than zero (coloured red in Fig. 5a) for the rows, and all attributes for the columns. The selection contains 144 texts from genre ‘transcribed conversations’, 413 from ‘prose fiction’, and 12 texts from genre ‘broadsheet newspaper’. Thus, we add a tile constraint covering mostly texts outside the class, making this way explicit to the system that we already know the main features of the texts not in our class. Figure 5b shows the most informative view after \( t_{bnc}^1 \) has been added to the background knowledge. We observe that the texts in the class seem to separate in the direction along \( y \)-axis. By selecting the points with higher values in \( y \)-axis (coloured red in Fig. 5b) in our class, we observe that these are mainly texts from genre ‘broadsheet newspaper’ (211 texts), the remaining 10 texts are from genre ‘academic prose’. Thus, this view shows us how the two genres in our class are separated. If we now add a tile constraint \( t_{bnc}^2 \) for this selection (taking again all attributes as the columns), we obtain the view shown in Fig. 5c, in which some outliers could be potentially studied further.

Similarly to the GERMAN data use case, we provide the value of the measure \( f \) for each projection vector in Table 4, and compare these to the first PCA and SPCA projection vectors. Here we observe, that both PCA and SPCA provide a direction with a very similar interestingness value to our method when there is no background knowledge. However, with background knowledge, the situation changes and our approach provides clearly more interesting views given the class.

4.5 Identification of Churners

Finally, we explore the CHURN data. The problem of identifying possible churners, i.e., customers likely to cancel a subscription to a service, has become a popular use case in business domain, because retaining one customer costs much less than gaining a new one. Churn prediction problem is typically addressed with off-the-shelf machine learning and statistical approaches which usually do not use any domain expert knowledge. In this example, our goal is to demonstrate how our method can help to put the domain-specific knowledge into better use.
We can use our framework to find the most informative direction with respect to the class containing customers who churn.

Now, let us assume that the domain experts have already identified from their previous experiences that ‘monthly charge’ and ‘total charges’ are the most salient features that cause customer to churn. We will use this background knowledge in the exploration, i.e., we add a tile \(t_{chu}\) covering attributes ‘monthly charge’, ‘total charges’, and ‘churn’ and all the rows in the data to the background distribution. The most informative direction in this case has the highest (absolute) weights for the attributes ‘tech support = no’, ‘online security = no’, and ‘internet service = fiber optic’.

We can compare this set of five features (i.e., ‘total charges’, ‘monthly charges’, ‘tech support’, and ‘online security’ and ‘internet service’) identified by the user to the whole set of features in the data, when classifying churners using the non-preprocessed dataset. Here we use fitted binary classification decision tree with 10-fold cross validation for the classification, and measure the performance with misclassification error (ME) and false positives (FP) rate. We observe, that using the user identified 5-feature set (ME = 0.263, FP = 0.127) the performance that is at least as good as using the full 20-feature set (ME = 0.264, 0.133), and even marginally better in terms of false positives rate. This demonstrates the potential human-guided exploration approach for a real-world dataset, in particular in a scenario in which a high false positive rate is a major concern.

5 Conclusions

In this paper we proposed a method for supervised dimensionality reduction for interactive EDA systems that take the user’s background knowledge and objectives into account. We defined an information criterion, which allows us to find the most informative views about the class structure of data by taking the user’s current knowledge and objectives into account. In the experimental evaluation we demonstrated that our method gives understandable and useful results when analysing real-world datasets. Taking the user’s background knowledge into account matters, as the use of the updating background knowledge allows an EDA system to show the user currently unknown and relevant projection to the data.

For potential future directions we note that our method could potentially be used for human-guided classification by using an updating class of interest, instead a fixed one. Initially, all items would belong to the class of interest, and the user is shown the most informative projection. The user could then identify set(s) of data items and classify them, and a new projection could be shown for an updated class of interest containing the data items unclassified so far. Moreover, the knowledge of the user of the found sets of data items could be added into the background knowledge. We also plan to implement our method in an interactive data analysis tool, and study how the optimisation problem in Eq. (2) can be solved more efficiently in practice. For a better interpretability of the views, we could consider, e.g., sparse projection vectors.
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