Spontaneous Division and Motility in Active Nematic Droplets
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We investigate the mechanics of an active droplet endowed with internal nematic order and surrounded by an isotropic Newtonian fluid. Using numerical simulations we demonstrate that, due to the interplay between the active stresses and the defective geometry of the nematic director, this system exhibits two of the fundamental functions of living cells: spontaneous division and motility, by means of self-generated hydrodynamic flows. These behaviors can be selectively activated by controlling a single physical parameter, namely, an active variant of the capillary number.
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The goal of understanding the machinery of life has led in recent years to the ambitious idea of constructing synthetic minimal cells: chemical machines capable of reproducing some of the fundamental traits of living cells such as self-maintaining, duplicating, and passing information across generations [1–3]. The first challenge in this program is to identify the crossover region between molecular self-assembly and molecular operation [4], a task that has led to investigate the mechanics of self-dividing lipid vesicles [5,6] and, more recently, the coupling of self-dividing vesicles with self-replicating nucleic acids enclosed in the interior of the vesicle [7,8]. Mass transfer due to hydrodynamic instabilities, such as the Marangoni effect, has been recently invoked as a possible route to motility in prebiotic structures [9].

While a description of the general properties of living matter is beyond the reach of existing theoretical approaches, the paradigm of active systems has provided in recent years a promising framework to portray the emergent mechanical behavior of a number of biological and bioinspired materials. Active systems are nonequilibrium assemblies of orientationally ordered self-driven particles. Each active particle is capable of converting stored or ambient energy into systematic movement. The interaction of active particles with each other and with the surrounding medium gives rise to mechanical stresses and highly correlated collective motion over large scales [10–13].

Originally developed for modeling collections of swimming [14] and crawling cells [15], and later extended to the cytoskeleton and its components [10,16,17], the mechanics of active matter has gained increasing attention in the last decade thanks to its successes in the modeling of cellular motility, intracellular movement, and transport [18].

In this Letter we illustrate a remarkable example of cell mimicry in a two-dimensional active droplet endowed with internal nematic order and surrounded by an isotropic Newtonian fluid. Because of the interplay between the active stresses and the geometry of the nematic director, which is constrained by the droplet topology, this system exhibits two of the defining functions of living cells: spontaneous division and motility, by means of self-generated hydrodynamic flows. These behaviors can be selectively activated by controlling a single physical parameter corresponding to an active variant of the capillary number.

As in the case of minimal cell models based on oil droplets in water [9,19], the purpose of this work is to explore physical mechanisms leading to cell-like behaviors.

The hydrodynamic equations of an active nematic medium have been proposed based on phenomenological arguments [10,11,20,21], or derived from microscopic models [22–24]. Our system is an incompressible two-phase fluid consisting of a nematic phase embedded in an isotropic phase. The two phases have, for simplicity, the same density \( \rho \), which is then constant throughout the system. We call \( v \) the flow velocity and \( \mathbf{Q} \) the nematic tensor field which, for uniaxial nematics in two dimensions, is given by \( Q_{ij} = S(n_i n_j - \delta_{ij}/2) \), where \( n \) is the nematic director and \( 0 \leq S \leq 1 \) is the order parameter representing the local extent of nematic order.

In order to implement the mechanism of phase separation we use a diffuse interface method similar to that proposed in Ref. [25] to simulate two-phase flows in complex fluids. In this picture the two phases are described by a phase field \(-1 \leq \phi \leq 1\), such that \( \phi = -1 \) represents the isotropic phase, \( \phi = 1 \) the nematic phase, and \( \phi \approx 0 \) the diffuse interface. The effective capillarity of the interface can be described starting from a Ginzburg-Landau energy density of the form

\[
f_{\text{cap}} = \frac{1}{2} \kappa \left[ \nabla \phi \right]^2 + \frac{1}{2\epsilon^2} \left( \phi^2 - 1 \right)^2.
\] (1)

This functional favors the separation of the phases into domains of pure components (i.e., \( \phi = \pm 1 \)). The surface tension \( \Sigma \) of the interface is related to the parameters appearing in Eq. (1) by \( \Sigma = \sqrt{8}/3(\kappa/\epsilon) \) [25–27]. The interfacial tension gives rise to a body force of the form
\[ f_{\text{cap}} = -\phi \nabla \mu \] [28], where \( \mu = \delta F_{\text{cap}} / \delta \phi = -\kappa [\Delta \phi - \phi (\phi^2 - 1)/\varepsilon^2] \) is an effective chemical potential. This force is experienced by the system only along the diffuse interface where \( \mu \) undergoes an abrupt spatial variation. Furthermore, the incompressibility of the fluid phases implies \( d/dt \int dA \phi = 0 \) and \( \nabla \cdot v = 0 \). The hydrodynamic equations for the fields \( \phi, Q \), and the flow velocity \( v \) are then given by [11,21]

\[
\frac{D\phi}{Dt} = Mk \left[ \Delta \phi - \phi (\phi^2 - 1)/\varepsilon^2 + \xi(\phi) \right], \tag{2a}
\]

\[
\frac{Dv_i}{Dt} = \eta \Delta v_i - \partial_j p - \phi \partial_j \mu + \partial_j \sigma_{ij}, \tag{2b}
\]

\[
\frac{DQ_{ij}}{Dt} = \lambda S u_{ij} + Q_{ik} \omega_{kj} - \omega_{ij} Q_{kj} + \gamma^{-1} H_{ij}, \tag{2c}
\]

where \( D/Dt = \partial_t + v \cdot \nabla \) is the material time derivative, \( M \) is a mobility coefficient, \( \eta \) the viscosity (also assumed to be the same in both fluids), and \( p \) the pressure. The function \( \xi \) is a Lagrange multiplier that guarantees mass conservation:

\[
\xi(\phi) = |\phi^2 - 1| \left( \int dA \phi (\phi^2 - 1) \right) / \left( \int dA |\phi^2 - 1| \right). \tag{3}
\]

This form was recently introduced [29] as an alternative to a more classic nonlocal expression [30], and leads to higher accuracy in mass conservation by combining both local and nonlocal terms. In Eq. (2c) \( u_{ij} = (\partial_i v_j + \partial_j v_i)/2 \) and \( \omega_{ij} = (\partial_i v_j - \partial_j v_i)/2 \) are the rate of strain and the vorticity tensors representing the coupling between orientational order and flow (with \( \lambda \) the flow alignment parameter [31]). The molecular field \( H_{ij} \), on the other hand, drives the relaxation dynamics of the nematic phase (with \( \gamma \) a rotational viscosity) and can be obtained from the variation of the total free energy of the nematic phase \( F_{\text{nem}} = \int dA (f_{\text{LdG}} + f_{\text{anc}}) \) as \( H_{ij} = -\delta F_{\text{nem}} / \delta Q_{ij} \). Here, the Landau–de Gennes free energy density \( f_{\text{LdG}} \) governs the behavior of the bulk nematic phase:

\[
f_{\text{LdG}} = \frac{1}{2} K \left[ \nabla Q^2 + \frac{1}{\delta^2} \text{tr} Q^2 (\text{tr} Q^2 - \phi) \right]. \tag{4}
\]

where \( K \) is an elastic constant (proportional to the classic Frank constant) and the second term in Eq. (4) leads to a second order isotropic-nematic phase transition controlled by the phase-field \( \phi \). Since \( \text{tr} Q^2 = S^2/2 \), Eq. (4) implies that, where \( \phi = -1 \), \( f_{\text{LdG}} \) has a minimum for \( S = 0 \), corresponding to the isotropic phase, and for \( \phi = 1 \), \( f_{\text{LdG}} \) is minimized by \( S = \sqrt{\phi} = 1 \).

The term \( f_{\text{anc}} \) represents the anchoring energy at the isotropic-nematic interface. Here we use a diffuse version of the Nobili-Durand anchoring energy [32]:

\[
f_{\text{anc}} = \frac{1}{2} W \text{tr}([\nabla \phi]^2 Q - A)^2, \tag{5}
\]

where \( A_{ij} = \partial_i \phi \partial_j \phi - |\nabla \phi|^2 \delta_{ij}/2 \). The effect of \( f_{\text{anc}} \) is to favor a director field \( n \parallel \nabla \phi \) (hence normal to the interface) and the value \( S = 1 \) for the nematic order parameter.

Finally, the stress tensor \( \sigma = \sigma' + \sigma'' \) is the sum of the elastic stress due to nematic elasticity, \( \sigma'_{ij} = -\lambda S H_{ij} + Q_{ik} H_{kj} - H_{ik} Q_{kj} \) and of an active contribution \( \sigma''_{ij} = \alpha Q_{ij} \) that describes contractile (\( \alpha > 0 \)) and extensile (\( \alpha < 0 \)) stresses exerted by the active particles in the direction of the director field.

We have integrated Eqs. (2) numerically in a square \( L \times L \) domain with periodic boundary conditions. The initial configuration consists of a circular droplet of radius \( R = L/10 \), with director field uniformly aligned and the flow velocity identically zero. The integration is performed using a vortex or stream-function finite difference scheme on a collocated grid of lattice spacing \( \Delta x = \Delta y = 0.078 \). The time integration was performed via a fourth-order Runge-Kutta method with time step \( \Delta t = 10^{-3} \) [11,21]. To make Eqs. (2) dimensionless, we normalize distance by \( R \), time by \( \tau = R^2 / K \) corresponding to the relaxation time scale of the nematic phase over the length scale of the droplet, and stress by the elastic stress \( \sigma = K/R^2 \). All the other quantities are rescaled accordingly. We have focused on the interplay between the surface tension \( \Sigma \) of the droplet and the contractile active stress \( \alpha > 0 \) and kept the other parameters constant (\( \lambda = 0.1, \eta = M = 1, W = 1.25, \epsilon = \delta = 0.15 \)).

It is well known that, in bulk systems, contractile and extensile active stresses favor, respectively, splayed and bent configurations of the nematic director through feedback mechanisms mediated by the flow [33]. As a consequence, a uniformly oriented reference configuration becomes unstable once the internal active stress exceeds a critical value \( \alpha_c \sim \eta / \tau \) [11,21]. In nematic droplets, the director field is forced to have defects as a consequence of the disk topology and the normal orientation at the interface. This is achieved by forming two \( +1/2 \) disclinations approximately located at a distance of order \( e = \delta \sqrt{W/K} \) from the droplet boundary, see Fig. 1(a) and Supplementary Material [34]. In passive nematic droplets, the defects repel each other with a force inversely proportional to their distance. This repulsion is in turn balanced by surface tension leading to a slight elongation of the droplet along the line joining the defects [25].

The scenario outlined above is dramatically altered by the presence of activity. Fueled by the strong distortion introduced by a defect, the active stresses give rise to a flow whose magnitude and direction is controlled by the activity constant \( \alpha \) [35]. For a contractile droplet (\( \alpha > 0 \)) with homeotropic boundary, the axisymmetric structure of the director drives a typical quadrupolar straining flow, causing
a much more drastic elongation than that produced by the elastic repulsion alone [Fig. 1(c)].

To characterize the spontaneous deformation we have measured the extension of the droplet as a function of the activity parameter $\alpha$, for various $\Sigma$ values [Fig. 2(a)]. This shows a clear linear behavior except for small $\alpha$ values, where the deformation is mainly dictated by the elastic repulsion between the defects. This behavior is consistent with the general picture of drop deformation in a straining flow [36,37]. According to this, a neutrally buoyant droplet placed in a shear flow experiences a strain that scales linearly with the capillary number $Ca = \eta v/\Sigma$. Now, the velocity of the flow generated by an active nematic disclination scales like $v \sim \alpha R/\eta$ [35], hence, the linear dependence of the droplet extension on $\alpha$. Moreover, by introducing an active variant of the capillary number, defined as $Ca_{\alpha} = \alpha R/\Sigma$, one can rescale the numerical data and collapse them on the same master curve [Fig. 2(a), inset].

For larger activity the droplet becomes motile. Like in the case of active polar droplets [38,39], motility is achieved by means of a spontaneous splay deformation arising from the instability of the configuration of lowest nematic energy. As for static deformations, the droplet initially elongates as a consequence of the quadrupolar straining flow driven by the defects [Fig. 1(d)]. In the configuration of maximal elongation, the director field in the interior of the droplet is rather uniform, but after some time it starts to spontaneously splay [Fig. 1(e)]. The splayed configuration of the director field breaks the axial symmetry of the systems and transforms the quadrupolar flow.
in a dipolar flow consisting of two large vortices running across the droplet. This causes the droplet to move at constant velocity along its symmetry axis [Fig. 1(f)]. Figure 2(b) shows a plot of the center of mass velocity versus $\alpha$ for various $\Sigma$ values; due to the initial axial symmetry, the onset of motion occurs as a supercritical bifurcation and the velocity follows a typical square-root scaling law [38]. Unlike the extension curve, the rescaled velocity data do not collapse on the same curve, but they do intersect at the critical point [Fig. 2(b), inset]. This implies that, while activity and surface tension independently affect the motion of active droplets, the onset of motility is controlled uniquely by the active capillary number $Ca_{\alpha}$.

Motility occurs as the combination of two processes: the initial elongation of the droplet, driven by the straining flow produced by the defects, and the instability of this configuration to splay. The existence of the intermediate elongated configuration is guaranteed by the fact that viscous and pressure forces exerted by the flow on the droplet are balanced by the resistance due to interfacial tension forces. For large capillary numbers, the capillary forces are no longer sufficient to achieve this balance, the droplet continuously stretches and eventually divides before the splay instability can develop [Figs. 1(g)–1(i)].

Our numerical data indicate that division occurs at $Ca_{\text{div}} \approx 4.5$. The motility mechanism described here can be classified as a particular form of swimming: the droplet generates a flow in an ambient fluid and uses this to propel itself. In the presence of a substrate, several alternative motility mechanisms, which do not involve hydrodynamic flow and are collectively known as crawling, are possible [40–42].

Motility occurs as the combination of two processes: the initial elongation of the droplet, driven by the straining flow produced by the defects, and the instability of this configuration to splay. The existence of the intermediate elongated configuration is guaranteed by the fact that viscous and pressure forces exerted by the flow on the droplet are balanced by the resistance due to interfacial tension forces. For large capillary numbers, the capillary forces are no longer sufficient to achieve this balance, the droplet continuously stretches and eventually divides before the splay instability can develop [Figs. 1(g)–1(i)].

Our numerical data indicate that division occurs at a critical value $11.4 < Ca_{\text{div}} < 16$. Once the parent droplet first divides, the active capillary number drops due to the reduction in the droplet size $R$. Thus, the two daughter droplets remain stable unless the activity is large enough that the new capillary number is itself larger than $Ca_{\text{div}}$, in which case multiple divisions occur. This mechanism can, in principle, lead to a cascade of divisions that terminates only once the size of the youngest generation of droplets is such that $Ca < Ca_{\text{div}}$.

Figure 3 shows a phase diagram in the $(\alpha, \Sigma)$ plane summarizing the three behaviors described so far.

The results presented here are strictly valid for a two-dimensional fluid. When including the effect of three dimensionality, several aspects of the droplet behavior remains, however, qualitatively unchanged. The active flow associated with axisymmetric droplets, for instance, has the structure illustrated in Fig. 1. Thus, both spontaneous stretching and division, which do not alter the axial symmetry of the droplet, would occur in three dimensions in the same way as described here. The splay deformation that determines the regime of motility does instead break axial symmetry. This, however, does not prevent motility from setting in three-dimensional systems as demonstrated in [38] for polar droplets. In the case of a thin film of active nematic suspended in a bulk Newtonian fluid, on the other hand, the frictional damping exerted by the surrounding fluid dissipates momentum through a force of the form $f_{fi} = -\xi v$ in Eq. (2b). Such a frictional interaction removes energy from the flow at scales $\ell_{fi} = \sqrt{\eta/\xi}$ and has no effect on the mechanics of the droplet as long as $\ell_{fi} \gg R$.

In conclusion, we have investigated the mechanics of a contractile active nematic droplet surrounded by a Newtonian fluid. Because of the interplay between the active stresses and the defective geometry of the nematic director, the system is able to mimic two of the defining functions of living cells: spontaneous division and motility, which can be selectively activated by controlling a single physical parameter: the active capillary number. Suspensions of microtuble bundles and kinesin, as those pioneered by Sanchez et al. [43], could serve as the backbone for an experimental realization of these nematic automata. In this case, however, the extensile active stresses (i.e., $\alpha < 0$) will have to be combined with tangential anchoring in order for the resulting active backflow to produce the same stretching mechanism described here. While bridging the gap between biological complexity and theoretical modeling remains a challenge for the future, our results provide a conceptual guidance to study the basic physical mechanisms behind motility and spontaneous division.
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