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Abstract

Differentiable architecture search is prevalent in the field of NAS because of its simplicity and efficiency, where two paradigms, multi-path algorithms and single-path methods, are dominated. Multi-path framework (e.g. DARTS) is intuitive but suffers from memory usage and training collapse. Single-path methods (e.g. GDAS and ProxylessNAS) mitigate the memory issue and shrink the gap between searching and evaluation but sacrifice the performance. In this paper, we propose a conceptually simple yet efficient method to bridge these two paradigms, referred as Mutually-aware Sub-Graphs Differentiable Architecture Search (MSG-DAS). The core of our framework is a differentiable Gumbel-TopK sampler that produces multiple mutually exclusive single-path sub-graphs. To alleviate the severer skip-connect issue brought by multiple sub-graphs setting, we propose a Dropblock-Identity module to stabilize the optimization. To make best use of the available models (super-net and sub-graphs), we introduce a memory-efficient super-net guidance distillation to improve training. The proposed framework strikes a balance between flexible memory usage and searching quality. We demonstrate the effectiveness of our methods on ImageNet and CIFAR10, where the searched models show a comparable performance as the most recent approaches.

1. Introduction

Deep neural networks have achieved great success in computer vision in the recent years, and great human effort has been continuously devoted to design a deeper, stronger, and more powerful neural architecture, starting from AlexNet [23], VGGNet [41], GoogleNet [43], to recent ResNet [17] and SENet [21]. However, the unlimited choices of network architectures make manual search infeasible and impractical. In the past two years, Neural Architecture Search (NAS) has gained increasing attention. It explores a large search space of neural architectures and is able to automatically discover a high-performance architecture by using various searching algorithms, such as evolution method [37] or reinforcement learning [58]. Recently, a number of works followed this line of research, such as [37, 27, 33, 15, 46], which have proved that NAS-based approaches can reduce the labor of human experts significantly on the design of neural networks, and are able to find better neural architectures for various computer vision tasks.

However, early architecture search algorithms are computationally expensive despite their promising performance. They often take many thousands GPU days to search a state-of-the-art architecture, by using reinforcement learning (RL) [37, 58, 55] or evolution algorithm (EA) [39, 13, 37, 26]. Recent works attempted to speed up the searching process by using weight sharing technique [35, 1, 16, 27, 30, 58].

Figure 1: Visual comparison between DARTS, GDAS and our MSG-DAS. All candidate operations are optimized simultaneously in DARTS while only one operation is considered in GDAS. MSG-DAS optimizes K single-path sub-graphs whose edges sample different operations.
Matthew effect [32]. Some routes can be strengthened in the early stage of the training, which may compress the optimization space of the other routes. Thus the search may fall into a local optima in the early stage. Third, as indicated in [25, 54], the architecture searched by DARTS often results in proliferation of skip-connect operation, leading to a significant reduction of model parameters. This inevitably limits the representative power of the derived networks, thus producing unsatisfactory results.

Recently, ProxylessNAS [2] and GDAS [12] were proposed by designing a single-path sampling method at each iteration to narrow the gap between searching and retraining.

The two methods not only reduce memory usage, but also provide a more accurate approximation of the derived model. However, they can be viewed as a random block coordinate descent algorithm [34], which may magnify the local-optima issue for a non-convex problem due to unstable sampling.

In this work, we study both multi-path (e.g., DARTS) and single-path approaches (e.g., GDAS), and propose Mutually-aware Sub-Graphs Differentiable Architecture Search (MSG-DAS), which is able to train multiple exclusive single-path sub-graphs by exploring the joint merits of both single-path and multi-path methods. Our MSG-DAS updates the super-net at the path level like other single-path methods which guarantee the consistency between the searching model and derived model (Figure 1). However, our method can alter the number of single-path sub-graph according to the given resource, and more weights can be updated at each iteration like multi-path methods. To cover the super-net to a larger extent, and at the same time, to avoid updating the same weights multiple times in a single iteration, these sub-graphs do not share any operation. In other words, they are mutually exclusive. The sampling of mutually exclusive sub-graphs can be implemented in a differentiable manner by our Gumbel TopK sampler.

As mentioned in [25, 5], a key limitation of DARTS is the spread of skip-connect operation, which directly leads to a significant shrinkage of the searched cell. This naturally limits the capacity of the derived networks, thus producing frustrated results. In this work, we propose to replace the regular Dropout with Dropblock [14] to alleviate this problem. To a step further, we apply super-net guidance for better simulating the training process in multi-path schemes, where all weights are participated in training.

Compared with DARTS, each sub-graph in our method is learnt separately to ensure the same probability of being optimized, preventing Matthew effect from appearing. Furthermore, we can optimize $K$ sub-graphs simultaneously by sampling without replacement, which has stronger robustness than existing single-path sub-graph methods [2, 12], and thus avoids to fall into a local optimum. In addition, our method can be considered as a building block of differentiable architecture search, and can be readily integrated into existing DARTS-based approaches, such as P-DARTS [6], DARTS+ [25], Robust DARTS [55], etc. The main contributions of this work can be summarized as follows.

- We propose a Gumbel-TopK sampler that can sample $K$ sub-graphs without replacement in accordance with the available resource. By considering multiple mutually exclusive sub-graphs in the same iteration, our method delivers flexibility and fairness in the field of differentiable NAS.
- We tackle the proliferation of skip-connect issue by applying Dropblock, which can serve as a training stabilizer that enables an effectively training of our multiple single-path sub-graphs searching.
- We introduce a distillation strategy, called super-net guidance, for better optimizing our multiple mutually exclusive sub-graphs. The soft-labels generated by the super-net serve as an additional supervision for the sub-graphs. It simulates training procedure in multi-path methods, and thus improves the training.
- We conduct extensive experiments to demonstrate the effectiveness of the proposed methods, and obtain a test error of 2.40% on CIFAR10 and a top-1 error of 24.8% on ImageNet, with a searching cost of 0.5 GPU days.

2. Related Work

**Evolution Algorithm Based NAS.** EA-based methods [39, 13, 37, 26] leverage evolution algorithm to generate architecture. The focus in this field is how to encode the architecture and their mutation. Liu et al. [26] models the architecture using a hierarchical representation. Real et al. [37] studies a large CNN search space and proposes an aging evolution algorithm based on standard tournament selection. Their work is known as the first EA-based algorithm that beats handcraft architecture.

**Reinforcement Learning Based NAS.** This line of work [57, 58, 35] applies reinforcement learning to explore the architecture space. NAS [57] is the first work to use RNN meta-controller to generate the coding of architectures. Then the recurrent neural network can be optimized by the policy gradient or the proximal policy gradient under non-differentiable constraints, like FLOPS, the number of parameters, etc. To ease the computational burden, NASNet [58] focuses on the building block of the network instead of the whole architecture. ENAS [35] speeds up the evaluation by sharing the weights among sub-graphs.

**Gradient Based NAS.** DARTS [27] is the first work to introduce the gradient-based searching algorithm. They propose a continuous relaxation of the discrete search space. With this relaxation, the super-net weights and architecture parameters can be optimized in an alternative fashion,
which reduces the searching time from months of GPU time to a single day. Nonetheless, it is still cursed by extravagant memory consumption. Besides, DARTS+ [25] and DARTS-ES [54] show that DARTS tends to collapse and overfit due to the unbalanced competition between model parameters and architecture parameters. Other line of works like DARTS- [27], TE-NAS [56] and RLNAS [4] use different performance indicators rather than validation loss to prevent searching collapse. PC-DARTS [48] reduces the memory usage by performing architecture search in a randomly sampled subset of operations.

GDAS [12] utilizes the Gumbel-Max trick to simulate the discrete sampling procedure during forward pass.

Likewise, ProxylessNAS [2] randomly selects one path from super-net in forward pass according to the given probability and adapts Binaryconnect [10] to back-propagate gradients. With less memory usage, ProxylessNAS can perform NAS directly on target dataset like ImageNet rather than on proxy dataset.

We are also aware of the works [3, 47] where \( K \) sub-graphs are optimized during training. Nonetheless, they obtain \( K \) sub-graphs simply by running the Gumbel-SoftMax \( K \) times, which is equivalent to sample the sub-graphs with replacement. DARTS-EGS [3] aggregates all sub-graphs into a single graph to tackle the overlapping operations. SNAS [47] links their method with RL-based algorithms but ignores the potential of repeated update for same weight, which cause the unfair training of the super-net. In contrast to them, our differentiable sampler can output mutually exclusive sub-graphs, which covers the super-net to a larger extent in a single training iteration.

**Distillation.** Knowledge distillation [18] which transfers from a teacher network to a student one is turns out to be great effectiveness on NAS [28, 24, 53, 51].

Most of these methods need to maintain an external network as a teacher. On the contrary, BigNAS [53] utilizes in-place distillation, which views the super-net itself as a teacher network, to eliminate extra training or post-processing steps for conventional NAS by greatly improving the accuracy of student network during searching phrase. Following BigNAS, we utilize the super-net as a teacher network to distill the sub-graphs networks.

### 3. Methodology

In this section, we first briefly revisit DARTS [27], and then describe details of the proposed methods including three key components.

**Preliminary.** Our method is built on the framework of DARTS [27]. We first revisit DARTS, which was designed for searching a robust cell structure, and then the full networks are constructed by stacking a series of the searched cells. A neural cell often consists of \( N \) computational nodes represented by a directed acyclic graph (DAG), where each node \( x_i \) is a latent representation (i.e., a stack of feature maps), and each edge \( (i, j) \) from node \( x_i \) to \( x_j \) in the DAG indicates a bunch of feature transformation functions weighted by architecture parameters. Within a cell, each intermediate node is computed as a sum of all its predecessors.

The searching procedure in DARTS is formulated as a bi-level optimization problem. The model weights and architecture parameters are then updated in an alternative fashion by using a training set and a validation set, respectively. When the architecture parameters are learned, a full super-net can be pruned to derive a discrete architecture by maintaining the top-2 strongest predecessors for each intermediate node in the cell and keeping the top scoring operations.

In the setting of DARTS, all model weights in the super-net are learned simultaneously at each training iteration, which is a multi-path network that explores a large amount of memory cost. In addition, the training scheme of DARTS is different from the traditional approaches which use a single-path network. This may lead to an inaccurate estimation of the performance.

**Overview.** A single-path training scheme enjoys moderate memory usage as well as accurate approximation of the final model but may suffer from unstable optimization. It naturally comes up with a question that, is it possible to update multiple parts of the super-net while maintaining the merit of training the single-path sub-graph. To this end, we present a multiple single sub-graphs training scheme where multiple sub-graphs are sampled using an extension of a Gumbel sampler. We then propose to plug a DropBlock module replacing skip-connect operations to stabilize the searching outcome. Moreover, we introduce a modified in-place distillation to remedy the gap between sub-graphs and super-net. Our methods can be summarized in Figure 2.

### 3.1. Mutually-aware Sub-graph Sampling

In order to cover the whole super-net to a large extent, we develop a differentiable sampler that encourages the sampled models to have no overlap with each other. Besides, strict fairness can be imposed by uniformly sampling multiple sub-graphs without replacement within each iteration [8]. Therefore, our method can meet such requirement by nature, and provides both flexibility and fairness, which set us apart from previous works. Our MSG-DAS can have a better trade-off between training efficiency and computational resource, and builds a bridge between the fairness and differentiable NAS.

**Gumbel-Softmax.** Gumbel-Max Trick [50] perturbs the architecture parameters \( \alpha \) with Gumbel noise \( g \), and then se-
lects the operation having the highest score. GDAS [12] and SNAS [47] apply the Gumbel-Max Trick to each edge in a DAG, which allows them to sample a single-path subgraph from a super-net. To embed the sampling procedure in a DAG, which allows them to sample a single-path sub-graph and to simplify the implementation, GDAS [12] and SNAS [47] apply the Gumbel-Max Trick to each edge of the loss of child models. The final loss is the summation of the loss of child models.

Extension to Gumbel-SoftMax. Our goal is to find a differentiable approach to sample multiple single-path subgraphs. Moreover, these sub-graphs should be mutually exclusive, which requires that the same operation on each edge of the super-net cannot be selected multiple times by a sampler. This casts the problem of producing multiple exclusive subgraphs into the problem of sampling multiple items without replacement. The feasible domain for the next call of Gumbel-SoftMax sampler should be updated by the previous selection. To be more specific, the previously selected elements ought to be removed from the possible candidates:

$$
\hat{h}_{o}^{k+1} = \frac{\exp((\alpha_o + g_o) / \tau)}{\sum_{\sigma' \in \mathcal{O}^{k+1}} \exp((\alpha_{o'} + g_{o'}) / \tau)}
$$

s.t. $O^{k+1} = O^k / \{o^1, o^2, \ldots, o^k\}$, $O^1 = \mathcal{O}$

The main challenge is to carry out the pruning on the feasible space in a differentiable way. To this end, we propose to utilize a recent progress in top $K$ relaxation [36]. Let $r = (\alpha + g) / \tau$ and $\hat{h}^k$ is the corresponding one-hot vector of $h^k$, we compute $h^{k+1}$ by setting the largest entry of $h^k$ to be negative infinity:

$$
r^{k+1} = r^k + \log \left(1 - \hat{h}^k\right)
$$

The updated $r$ is then used in the computation for next selection. Details of the proposed sampler are summarized in Algorithm 1.

As illustrated in Figure 2, we now can build the subgraphs by stacking the exclusive cells sampled by our Gumbel TopK sampler. These sub-graphs share the same stem convolution layer and the final fully connected layer. The performance of sub-graphs at the same iteration only depends on their cells. The loss for optimization is computed by aggregating the losses of all models.

Furthermore, the proposed sampler allows for a flexible memory usage, which enables us to explore a larger batch size to further improve the performance. Besides, more training data within a mini batch can naturally provide a more stable update of the parameters [39]. A good combination of the number of sub-graphs and batch size shows a promising direction for superior performance. For example, in our experiments, the test error can be further reduced from 2.81% to 2.40% on CIFAR10, by using a larger batch size (e.g., from B=64 to B=160).

**Figure 2: Illustration of the proposed algorithm.** For example, our Gumbel Top K samplers produces 3 exclusive cells from search space, which then are stacked to form 3 models. These models share the stem convolution layer and the final $fc$ layer. Each child model computes its own classification loss for the same training example and distillation loss with the super-net. The final loss is the summation of the loss of child models.

**Algorithm 1 Gumbel Top-k Sampler**

Input: architecture parameters $\alpha$, # configuration $K$

Output: $\hat{h}^1, \hat{h}^2, \ldots, \hat{h}^K$

for $k=1:K$

1. Compute $r^k$ based on Eq. (2)
2. Output one-hot encoding $\hat{h}^k$ from $h^k$
3. Update $r^k$ based on Eq. (3)

end for


3.2. On Spread of Skip-connect Issue

As mentioned in [25][6], DARTS methods can easily lead to spread of skip-connect operation, resulting in a significant shrinkage of the searched cells. This inevitably limits the capacity of the derived networks, thus producing frustrated results. Therefore, the spread of skip-connect has become a key issue for DARTS-based approaches. In this work, we update K single-path sub-graphs at each iteration. The skip-connect can run separately in our multiple single-path sub-graphs, instead of working jointly with other operations, where the mixed operations can reduce the impact of skip-connect operation. Besides, the skip-connect operation often has a higher probability of being activated under our setting than the single-graph setting. These two factors make the spread of skip-connect issue more significant in our algorithm. For example, a normal cell searched with $K = 2$ can be filled with the skip-connect when the training is stopped at 200 epoch. The parameter size of such architecture on CIFAR10 is merely 1.8 MB, but having a large test error of 4.32%.

This phenomenon is blamed to the collapse of model training caused by the rapid gradient passed through skip-connect. A straightforward method to weaken the gradient is to randomly drop some elements in the gradient tensor, which can be achieved by applying Dropout [42]. However, Golnaz et al. pointed out that Dropout works less effectively on convolutional layers than fully-connected layers. However, NAS is often performed on convolutional building blocks of the networks rather than the final FC layers, which inspired us to explore Dropblock [14] to alleviate the negative impact of skip-connect.

Specifically, let $\tilde{m}$ be a Dropblock mask, and $\alpha_{id}$ be the corresponding architectural weight of the skip-connect. Then the output can be written as,

$$y = g(\alpha_{id}) \cdot (x \cdot \tilde{m})$$  \hspace{1cm} (4)

where $g(\alpha_{id})$ denotes the Gumbel-SoftMax operation for $\alpha_{id}$. The gradient with respect to $\alpha_{id}$ can be computed as,

$$\frac{\partial L}{\partial \alpha_{id}} = \frac{\partial L}{\partial y} \frac{\partial y}{\partial \alpha_{id}} = \frac{\partial L}{\partial y} \frac{\partial g(\alpha_{id})}{\partial \alpha_{id}} (x \cdot \tilde{m})$$  \hspace{1cm} (5)

Obviously, applying Dropblock on the output of skip-connect is equivalent to dropping some gradients w.r.t $\alpha_{id}$. The magnitude of gradients is then reduced effectively, and the expectation of gradients now is,

$$E[\nabla_{id}] = E\left[\frac{\partial L}{\partial y} \frac{\partial g(\alpha_{id})}{\partial \alpha_{id}} (x \cdot \tilde{m})\right]$$

$$\approx \frac{\partial L}{\partial y} \frac{\partial g(\alpha_{id})}{\partial \alpha_{id}} (E[x] \cdot E[\tilde{m}])$$

$$\approx \frac{\partial L}{\partial y} \frac{\partial g(\alpha_{id})}{\partial \alpha_{id}} (E[x] \cdot p)$$

s.t. $\tilde{m} \sim$ Bernoulli ($p$)

where $\hat{y} = f(\alpha) \cdot x$, and we approximate the distribution of Dropblock with that of Dropout.

As implied by Eq. 6, the dropout probability should be sufficiently small, while ensuring a certain level of suppression on skip-connect, to make it consistent with the derived model. We empirically found that training is stable in the early stage. Thus, we set the DropBlock ratio to be zero initially during training, and increase it in a step-wise manner overtime during training in our experiments.

3.3. Gradient-stopped Super-net Guidance

The whole super-net is updated in DARTS, while in MSG-DAS, only a fraction of weights are trained at each iteration. To bridge the gap between these two schedules, we propose a modified inplace distillation that transfers the information from super net to sub graph models in a GPU-memory-efficient manner. In the original inplace distillation [52], only the largest network is supervised by ground-truth labels. The other sub-networks are trained with soft-labels produced by the largest network. The memory consumption of this implementation is the same as DARTS since the training of super-net is required.

Stopping Gradients of the Super-net. In our implementation, we only run the forward-pass of super-net to generate soft-label and no gradient is stored for saving the memory.

The training of super-net is driven by the update of sub-networks, and the training of sub-graphs are supervised by the ground truth labels.

Specifically, the loss function of a sub-graph network consists of two ingredients, a conventional classification loss and a cross-entropy loss with soft-labels.

$$L^k = L^k_{cls} + \lambda \sum_{c=1}^{C} p^c_{\text{super}} \log(p^c_{\text{sub-graph}})$$  \hspace{1cm} (7)

where $p^c_{\text{super}}$ denotes the soft-labels generated by super-net forwarding and $p^c_{\text{sub-graph}}$ represents the outputs of sub-graphs. The super-net can be viewed as a memory module where the historical updates of different paths are stored. Although we do not train the super-net explicitly, its output can still provide informative supervision.

The proposed distillation method is simple yet efficient. In contrast to the original version, it doesn’t train the whole super-net at iteration and adds limited computational cost, while it still boosts the training like other knowledge distillation techniques. Notably, since the super-net is not well trained at early stage, it does not provide much useful information. Hence, the guidance from super-net should play a small role at the beginning of searching. To cope with this, we adopt a linear schedule for the hyper-parameter of super-net guidance, starting from 0.
4. Experiments

4.1. Datasets

CIFAR10 include 50K training images and 10K test images, whose resolution is $32 \times 32$. The data from CIFAR10 is divided into 10 classes.

ImageNet is a popular large-scale benchmark for image classification, which contains 1K image categories, 1.2M training images and 50K validation images. Following the mobile setting, we resize the images from ImageNet to $224 \times 224$ as input and the number of multiply-add operations in tested networks is restricted to be less than 600M.

4.2. Implementation Details

A complete experiment cycle consists of two steps, architecture search and architecture evaluation. We only perform architecture search for cell structure on CIFAR10. The final construction for the whole network varies with datasets. All tested networks are trained from scratch on target datasets. The experiments are conducted on a GTX 1080 Ti GPU without specification.

Search Space. Our setup follows DARTS-like methods, the operation space $O$ in our experiments consists of the following operations: Zero; Skip-connect; $3 \times 3$ average pooling; $3 \times 3$ max pooling; $3 \times 3$ separable convolutions; $5 \times 5$ separable convolutions; $3 \times 3$ dilated convolutions; $5 \times 5$ dilated convolutions. The implementation of skip-connect is modified as is discussed in Sec 3.2.

A single cell has two input nodes, four computational nodes and a output node. The network is then formed by stacking 8 cells sequentially. The cell at level $l$ takes the outputs of previous two cells ($l - 1$ and $l - 2$) as inputs. Two reduction cells with stride 2 are located at 1/3 and 2/3 of the total depth of the network. The initial number of channels is 16.

Searching Setup. We randomly partition the training data of CIFAR10 into training set $D_T$ and validation set $D_V$. The size of both sets are equal. We have conducted a series of experiment on the effect of $K$. For the sake of efficiency, we set $K = 2$ for image classification tasks. The detail can be seen in Sec. 4.5. We search for a maximum of 240 epochs with batch size 128 without specification. Model weights $w$ are optimized using SGD with initial learning rate 0.025, a cosine annealing schedule, momentum 0.9 and weight decay $3 \times 10^{-4}$. All architecture parameters $\alpha$ are initialized as zero to ensure equal importance for all operations. We select Adam as the optimizer for $\alpha$, with initial learning rate $3 \times 10^{-4}$, momentum (0.5, 0.999) and weight decay $10^{-4}$. The SoftMax temperature $\tau$ is initialized as 10 and linearly decays to 1.

Evaluation Setup. We follow the practice of the previous works after obtaining the searched cell. We build a network of 20 cells and 36 initial channels for the evaluation on CIFAR10, which is slightly deeper than the one we used for searching on CIFAR10 to ensure a comparable model size as other baseline. The networks are trained on the whole training set for 600 epochs with batch size 64. Other hyper-parameters remain the same as the ones in search phrase. Some enhancements like cutout, path dropout with probability 0.2 and auxiliary towers with weight 0.4 are also considered.

The network tested on ImageNet has 14 cells and the initial number of channels is 48. We train the network for 250 epochs with batch size 256, weight decay $3 \times 10^{-4}$, initial learning rate 0.1 (decayed by a factor of 0.97 after each epoch) on eight GPUs. We also apply some training enhancements like label smoothing and auxiliary loss tower.

4.3. Compared Methods

Our implementation is based on the open source code of PC-DARTS. We set SNAS, GDAS, Fair-DARTS, P-DARTS and SNAS as our main opponents since they are in the same direction as us. GDAS considers a single-path sub-graph at each iteration. When $K = 1$, our algorithm works similar to them. SNAS calls Gumbel sampler several times to produce sub-graphs, which may have overlapping parts. PC-DARTS activates a subset of operations in the super-net during search phrase. Our method can implement the similar idea by aggregating sub-graphs. Methods from different searching indicators are also considered in our experiments. We also included the traditional handcraft models like ResNet, DenseNet, MobileNet and ShuffleNet. EA based NAS and RL based NAS are covered for comprehensive study.

4.4. Results

Results on CIFAR10. We conducted the experiments three times with different random seeds (0,1,2). The results on CIFAR10 are revealed in Table 1. MSG-DAS achieves a comparable error rate of 2.57% on CIFAR10 in DARTS’s search space, which exceeds our baseline DARTS and SNAS in both searching time and accuracy. The searching cost is slightly larger than GDAS, but the error is 0.53% lower on CIFAR10.

As we mentioned before, a larger batch size in architecture searching phrase is prone to produce a better result. Our method achieves 2.81% test error on CIFAR10 with the same batch size as DARTS and GDAS (B=64). We obtain 2.61% with same batch size as P-DARTS (B=64). Our algorithm reaches 2.40% with batch size 160 and outperform PC-DARTS (B=256).

1https://github.com/yuhuixu1993/PC-DARTS
Table 1: Classification result of our proposed algorithm and the baseline on CIFAR10. The searching costs are cited from their original papers.

| Architecture       | Test Err. (%) | Param (M) | Search Cost (GPU days) | Search Method |
|--------------------|---------------|-----------|------------------------|---------------|
| ResNet             | 4.61          | 1.7       | -                      | manual        |
| DenseNet-BC        | 3.46          | 25.6      | -                      | manual        |
| NASNet-A           | 2.65          | 3.3       | 1800                   | RL            |
| AmeobaNet-B        | 2.55          | 2.8       | 3150                   | evolution     |
| ENAS               | 2.89          | 3.2       | 0.5                    | RL            |
| ProxylessNAS       | 2.08          | -         | 4                      | gradient      |
| DARTS (1st order)  | 3.00 ± 0.14   | 3.3       | 0.4                    | gradient      |
| DARTS (2nd order)  | 2.76 ± 0.09   | 3.3       | 1                      | gradient      |
| GDAS               | 2.93          | 3.4       | 0.2                    | gradient      |
| SNAS (moderate)    | 2.85 ± 0.02   | 2.8       | 1.5                    | gradient      |
| PC-DARTS           | 2.57 ± 0.07   | 3.6       | 0.1                    | gradient      |
| R-DARTS            | 2.50          | 3.4       | 0.3                    | gradient      |
| SDARTS-ADV         | 2.61 ± 0.02   | -         | 1.3                    | gradient      |
| Fair-DARTS         | 2.54 ± 0.05   | 3.32 ± 0.46 | -                      | gradient      |
| DARTS-              | 2.59 ± 0.08   | 3.5 ± 0.13 | 0.4                    | gradient      |
| TE-NAS             | 2.63 ± 0.0064 | 3.8       | 0.05                   | pruning       |

MSG-DAS (B=128)    | 2.57 ± 0.05   | 3.58 ± 0.09 | 0.5                    | gradient      |

MSG-DAS (B=160)    | 2.40          | 3.6       | 0.5                    | gradient      |

Table 2: Top1 and Top5 errors of different architecture on ImageNet

| Architecture       | Test Err. (%) | Param (M) | MAC (M) |
|--------------------|---------------|-----------|---------|
| MobileNet          | 29.4          | 10.5      | 6.6     |
| MobileNet-v2       | 25.3          | -         | 6.9     |
| ShuffleNet-v2      | 25.1          | -         | 7.4     |
| NASNet-A           | 26.0          | 8.4       | 5.3     |
| MnasNet            | 25.2          | 8.0       | 4.4     |
| AmeobaNet-C        | 24.3          | 7.6       | 6.4     |
| MobileNet-v3-large | 24.8          | -         | 5.4     |
| EfficientNet       | 23.7          | 6.8       | 5.3     |
| ProxylessNAS (GPU) | 24.9          | 7.5       | 7.1     |
| DARTS              | 26.7          | 8.7       | 4.7     |
| GDAS               | 26.0          | 8.5       | 5.3     |
| SNAS (mild)        | 27.3          | 9.2       | 4.3     |
| DARTS-              | 23.8          | 7.0       | 4.9     |
| TE-NAS             | 26.2          | 8.3       | 6.3     |
| RLNAS              | 24.4          | 7.5       | 5.3     |

Table 3: Test errors on CIFAR10 with different components.

| Pseudo Identity | Multi Graph | Super-net Guidance | Test Err. (%) | Param (M) |
|-----------------|-------------|--------------------|---------------|-----------|
|                 |             |                   | 2.93          | 3.4       |
| ✓               | ✓           |                   | 2.91 ± 0.05   | 3.62 ± 0.2 |
| ✓               | ✓           |                   | 2.76 ± 0.04   | 2.53 ± 0.03 |
| ✓               | ✓           |                   | 2.77 ± 0.04   | 3.64 ± 0.18 |
| ✓               | ✓           |                   | 2.57 ± 0.05   | 3.58 ± 0.09 |

Table 4: Test errors with various super-net guidance weights

| KL weight | Test Err. (%) | Param (M) |
|-----------|---------------|-----------|
| 0         | 2.76 ± 0.04   | 2.53 ± 0.03 |
| 1e-2      | 2.57 ± 0.05   | 3.58 ± 0.09 |
| 1e-1      | 2.60 ± 0.24   | 3.84 ± 0.24 |
| 1         | 2.85 ± 0.11   | 3.94 ± 0.16 |

Although the result of ProxylessNAS [2] exceed our MSG-DAS (top1 error is 2.08% on CIFAR10), it costs more search time (4.0 GPU days vs our 0.5 GPU days) and more parameters (5.7M VS our 3.6M). In addition, the search space of ProxylessNAS is different from ours, we believe that our MSG-DAS can also achieve considerable results when it transforms to the same space as ProxylessNAS. Analogously, our MSG-DAS can be easily integrated with it to further improve performance.

Results on ImageNet. To test the generalization of the searched cell, we build networks for ImageNet with the architecture derived on CIFAR10. We compare our results on ImageNet with the other methods in Table 2. Architectures discovered on CIFAR10 by MSG-DAS outperform DARTS by a large margin in terms of classification performance, which demonstrate the transfer capability of the derived architecture. Additionally, MSG-DAS achieves lower test error than GDAS and SNAS (top1: 24.8% VS 26.0%, 27.3%). It should be noted that a well-designed search space tends to obtain superior performance [49]. Therefore, it is unfair to compare our method with a few recent methods which used the improved search spaces, such as EfficientNet [45] and MobilenetV3 [19].

4.5. Ablation Study

Proposed Components. As shown in Table 3, the modification of skip-connect slightly increase the model size since less skip-connect are selected in comparison to baseline model(GDAS). The test error can be further reduced to 2.77% with the help of super-net guidance. Meanwhile, the introduction of multiple sub-graphs can also reduce the test error by 0.22%. Our proposed method boosts the performance to 2.57% with limited extra parameters compared to baseline.

Number of Sub-graphs. We plot the test error and search cost under different configuration in Figure 3. More sub-graphs require more memory and the applicable batch size is smaller. Therefore, the experiments are conducted with the batch size 64 for fair comparison. Obviously, more computation time is needed with the increasing number of sub-graphs. With deep mutual learning strategy, only two sub-graphs ($K = 2$) can get close to the best result (2.81% vs. 2.78%) with four-graphs($K = 4$) but run twice faster.
indicates that our model with mutual learning strikes a good balance between accuracy and efficiency.

**Super-net Guidance.** We then explore the influence of super-net guidance. The results are outlined in Table 4. The test error deteriorates as the increasing $\lambda$ without specification. The KL weight $\lambda$ for the model searched with mutual learning strategy is 0.01. The batch size for all setting is 64.

5. Conclusion

We have presented a new searching framework (MSG-DAS) for differentiable architecture search where each searching sub-graph is single-path and mutually exclusive. We design a differentiable Gumbel-TopK sampler to produce multiple mutually exclusive single-path sub-graphs. Then we propose a Dropblock-Identity module to overcome the limitation of skip-connection operation. Furthermore, we introduce a distillation strategy using cross-entropy to explore the additional supervision from super-net. The proposed MSG-DAS framework achieved comparable performance on both CIFAR10 and ImageNet, with a searching cost of 0.5 GPU days.

References

[1] Gabriel Bender, Pieter-Jan Kindermans, Barret Zoph, Vijay Vasudevan, and Quoc Le. Understanding and simplifying one-shot architecture search. In ICML, 2018.
[2] Han Cai, Ligeng Zhu, and Song Han. Proxylessnas: Direct neural architecture search on target task and hardware. arXiv preprint arXiv:1812.00332, 2018.
[3] Jianlong Chang, Xingbang Zhang, Yiwen Guo, Gaofeng Meng, Shiming Xiang, and Chunhong Pan. Differentiable architecture search with ensemble gumbel-softmax. arXiv preprint arXiv:1905.01786, 2019.
[4] Wuyang Chen, Xinyu Gong, and Zhangyang Wang. Neural architecture search on imagenet in four gpu hours: A theoretically inspired perspective. arXiv preprint arXiv:2102.11535, 2021.
[5] Xiangning Chen and Cho-Jui Hsieh. Stabilizing differentiable architecture search via perturbation-based regularization. arXiv preprint arXiv:2002.05283, 2020.
[6] Xin Chen, Lingxi Xie, Jun Wu, and Qi Tian. Progressive differentiable architecture search: Bridging the depth gap between search and evaluation. arXiv preprint arXiv:1904.12760, 2019.
[7] Xiangxiang Chu, Xiaoxing Wang, Bo Zhang, Shun Lu, Xiaolin Wei, and Junchi Yan. Darts+: robustly stepping out of performance collapse without indicators. arXiv preprint arXiv:2008.01027, 2020.
[8] Xiangxiang Chu, Bo Zhang, Ruijun Xu, and Jixiang Li. Fairnas: Rethinking evaluation fairness of weight sharing neural architecture search. arXiv preprint arXiv:1907.01845, 2019.
[9] Xiangxiang Chu, Tianbao Zhou, Bo Zhang, and Jixiang Li. Fair darts: Eliminating unfair advantages in differentiable architecture search. arXiv preprint arXiv:1911.12126, 2019.
[10] Matthieu Courbariaux, Yoshua Bengio, and Jean-Pierre David. Binaryconnect: Training deep neural networks with binary weights during propagations. In NIPS, 2015.
[11] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In CVPR, 2009.
[12] Xuanyi Dong and Yi Yang. Searching for a robust neural architecture in four gpu hours. In CVPR, 2019.
[13] Thomas Elsken, Jan Hendrik Metzen, and Frank Hutter. Efficient multi-objective neural architecture search via lamarckian evolution. arXiv preprint arXiv:1804.09081, 2018.
[14] Golnaz Ghiasi, Tsung-Yi Lin, and Quoc V Le. Dropblock: A regularization method for convolutional networks. In Advances in Neural Information Processing Systems, pages 10727–10737, 2018.
[15] Golnaz Ghiasi, Tsung-Yi Lin, Ruoming Pang, and Quoc V Le. Nas-fpn: Learning scalable feature pyramid architecture for object detection. arXiv preprint arXiv:1904.07392, 2019.
[16] Zichao Guo, Xiangyu Zhang, Haoyuan Mu, Wen Heng, Zechun Liu, Yichen Wei, and Jian Sun. Single path one-shot neural architecture search with uniform sampling. arXiv preprint arXiv:1904.00420, 2019.
[17] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In CVPR, 2016.
[18] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. Distilling the knowledge in a neural network. arXiv preprint arXiv:1503.02531, 2015.
[19] Andrew Howard, Mark Sandler, Grace Chu, Liang-Chieh Chen, Bo Chen, Mingxing Tan, Weijun Wang, Yukun Zhu, Ruoming Pang, Vijay Vasudevan, et al. Searching for mobilenetv3. In Proceedings of the IEEE International Conference on Computer Vision, pages 1314–1324, 2019.
[20] Andrew G Howard, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun Wang, Tobias Weyand, Marco Andreetto, and Hartwig Adam. Mobilenets: Efficient convolutional neural networks for mobile vision applications. arXiv preprint arXiv:1704.04861, 2017.
[21] Jie Hu, Li Shen, and Gang Sun. Squeeze-and-excitation networks. In CVPR, 2018.
[22] Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kilian Q Weinberger. Densely connected convolutional networks. In CVPR, 2017.
[23] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convolutional neural networks. In NIPS, 2012.
[24] Changlin Li, Jiefeng Peng, Liuchun Yuan, Guangrun Wang, Xiaodan Liang, Liang Lin, and Xiaojun Chang. Blockwisely supervised neural architecture search with knowledge distillation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 1989–1998, 2020.
[25] Hanwen Liang, Shifeng Zhang, Jiacheng Sun, Xingqiu He, Weiran Huang, Kechen Zhuang, and Zhenguo Li. Darts+: Improved differentiable architecture search with early stopping. arXiv preprint arXiv:1909.06035, 2019.
[26] Hanxiao Liu, Karen Simonyan, Oriol Vinyals, Chrisantha Fernando, and Koray Kavukcuoglu. Hierarchical representations for efficient architecture search. arXiv preprint arXiv:1711.00436, 2017.
[27] Hanxiao Liu, Karen Simonyan, and Yiming Yang. Darts: Differentiable architecture search. arXiv preprint arXiv:1806.09055, 2018.
[28] Yu Liu, Xuhui Jia, Mingxing Tan, Raviteja Vemulapalli, Yukun Zhu, Bradley Green, and Xiaogang Wang. Search to distill: Pearls are everywhere but not the eyes. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7539–7548, 2020.
[29] Ningning Ma, Xiangyu Zhang, Hai-Tao Zheng, and Jian Sun. Shufflenet v2: Practical guidelines for efficient cnn architecture design. In ECCV, 2018.
[30] Yujie Zhong, Z. Deng, Sheng Guo, M. Scott and Weilin Huang. Representation Sharining for Fast Object Detector Search and Beyond In ECCV, 2020.
[31] Chris J Maddison, Andriy Mnih, and Yee Whye Teh. The concrete distribution: A continuous relaxation of discrete random variables. arXiv preprint arXiv:1611.00712, 2016.
[32] Robert K Merton. The matthew effect in science: The relationship between luce’s choice axiom, thurstone’s theory of comparative judgment, and the double exponential distribution. Science, 1968.
[33] Vladimir Nekrasov, Hao Chen, Chunhua Shen, and Ian D. Reid. Fast neural architecture search of compact semantic segmentation models via auxiliary cells. arXiv preprint arXiv:1810.10804, 2018.
[34] Yu Nesterov. Efficiency of coordinate descent methods on huge-scale optimization problems. SIAM Journal on Optimization, 2012.
[35] Hieu Pham, Melody Y Guan, Barret Zoph, Quoc V Le, and Jeff Dean. Efficient neural architecture search via parameter sharing. arXiv preprint arXiv:1802.03268, 2018.
[36] Tobias Plötz and Stefan Roth. Neural nearest neighbors networks. In NIPS, 2018.
[37] Esteban Real, Alok Aggarwal, Yanping Huang, and Quoc V Le. Regularized evolution for image classifier architecture search. In AAAI, 2019.
[38] Guanting Liu and Yujie Zhong and Sheng Guo and M. Scott and Weilin Huang. Unchain the Search Space with Hierarchical Differentiable Architecture Search. In AAAI, 2021.
[39] Esteban Real, Sherry Moore, Andrew Selle, Saurabh Saxena, Yutaka Leon Suematsu, Jie Tan, Quoc V Le, and Alexey Kurakin. Large-scale evolution of image classifiers. In ICML, 2017.
[40] Mark Sandler, Andrew Howard, Menglong Zhu, Andrey Zhmoginov, and Liang-Chieh Chen. Mobilenetv2: Inverted residuals and linear bottlenecks. In CVPR, 2018.
[41] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556, 2014.
[42] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdinov. Dropout: a simple way to prevent neural networks from overfitting. The journal of machine learning research, 15(1):1929–1958, 2014.
[43] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich. Going deeper with convolutions. In CVPR, 2015.
[44] Mingxing Tan, Bo Chen, Ruoming Pang, Vijay Vasudevan, Mark Sandler, Andrew Howard, and Quoc V Le. Mnasnet: Platform-aware neural architecture search for mobile. In CVPR, 2019.
[45] Mingxing Tan and Quoc V Le. Efficientnet: Rethinking model scaling for convolutional neural networks. arXiv preprint arXiv:1905.11946, 2019.
[46] Ning Wang, Yang Gao, Hao Chen, Peng Wang, Zhi Tian, and Chunhua Shen. Nas-fcos: Fast neural architecture search for object detection. arXiv preprint arXiv:1906.04423, 2019.
[47] Sirui Xie, Hehui Zheng, Chunxiao Liu, and Liang Lin. Snas: stochastic neural architecture search. arXiv preprint arXiv:1812.09926, 2018.
[48] Yuhui Xu, Lingxi Xie, Xiaopeng Zhang, Xin Chen, Guo-Jun Qi, Qi Tian, and Hongkai Xiong. Pc-darts: Partial channel connections for memory-efficient differentiable architecture search. In ICLR, 2020.
[49] Antoine Yang, Pedro M. Esperança, and Fabio Maria Carlucci. Nas evaluation is frustratingly hard. arXiv preprint arXiv:1912.15252, 2019.
[50] John I Yellott Jr. The relationship between luce’s choice axiom, thurstone’s theory of comparative judgment, and the double exponential distribution. Journal of Mathematical Psychology, 1977.
[51] Hongyuan Yu and Houwen Peng. Cyclic differentiable architecture search. arXiv preprint arXiv:2006.10724, 2020.
[52] Jiahui Yu and Thomas S Huang. Universally slimmable networks and improved training techniques. In Proceedings of the IEEE International Conference on Computer Vision, pages 1803–1811, 2019.
[53] Jiahui Yu, Pengchong Jin, Hanxiao Liu, Gabriel Bender, Pieter-Jan Kindermans, Mingxing Tan, Thomas Huang, Xiaodan Song, Ruoming Pang, and Quoc Le. Bignas: Scaling up neural architecture search with big single-stage models. arXiv preprint arXiv:2003.11142, 2020.
[54] Arber Zela, Thomas Elsken, Tonmoy Saikia, Yassine Marrakchi, Thomas Brox, and Frank Hutter. Understanding and robustifying differentiable architecture search. *arXiv preprint arXiv:1909.09656*, 2019.

[55] Arber Zela, Thomas Elsken, Tonmoy Saikia, Yassine Marrakchi, Thomas Brox, and Frank Hutter. Understanding and robustifying differentiable architecture search. *arXiv preprint arXiv:1909.09656*, 2019.

[56] Xuanyang Zhang, Pengfei Hou, Xiangyu Zhang, and Jian Sun. Neural architecture search with random labels. *arXiv preprint arXiv:2101.11834*, 2021.

[57] Barret Zoph and Quoc V Le. Neural architecture search with reinforcement learning. *arXiv preprint arXiv:1611.01578*, 2016.

[58] Barret Zoph, Vijay Vasudevan, Jonathon Shlens, and Quoc V Le. Learning transferable architectures for scalable image recognition. In *CVPR*, 2018.