Behavior of three modes of decay channels and their self-energies of elliptic dielectric microcavity
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The Lamb shift (self-energy) of an elliptic dielectric microcavity is studied. We show that the size of the Lamb shift, which is a small energy shift due to the system-environment coupling in the quantum regime, is dependent on the geometry of the boundary conditions. It shows a global transition depending on the eccentricity of the ellipsis. These transitions can be classified into three types of decay channels known as whispering-gallery modes, stable-bouncing-ball modes, and unstable-bouncing-ball modes. These modes are manifested through the Poincaré surface of section with the Husimi distribution function in classical phase space. It is found that the similarity (measured in Bhattacharyya distance) between the Husimi distributions below critical lines of two different modes increases as the difference of their self-energies decreases when the quality factors of the modes are on the same order of magnitude.

PACS numbers: 42.60.Da, 42.50.-p, 42.50.Nn, 12.20.-m, 13.40.Hq

I. INTRODUCTION

Understanding an open effect on a quantum system, i.e., coupling the system to its environment, is very important in a dielectric microcavity. For examples, Fresnel filtering [1, 2], the Goos-Hänchen shift [3, 4], the quasiscar [5], and the exceptional point [6–8] are only possible in open quantum systems. As well, most typical (real) systems are open systems interacting with their environment, and they are in contrast to the perfect closed (or so-called billiard) system [9–11], which is established by the infinite-potential well.

A good way to investigate the open nature of a quantum system is to look into the phenomenon known as the Lamb shift, since it formally deals with differences between closed and open systems. For example, the Lamb shift is a tiny energy transition of a quantum system originating from the system-environment coupling or caused by the vacuum fluctuations [12, 13]. This Lamb shift is initially observed for a hydrogen atom [12], but these effects have been generalized to cavity QED [14], photonic crystals [15], and also a circular dielectric microcavity [16]. Especially, the non-Hermitian Hamiltonian via Feshbach projection-operator formalism was introduced to define the Lamb shift in a dielectric microcavity; the difference of energy eigenvalues between the effective non-Hermitian Hamiltonian and the Hermitian Hamiltonian for a closed system is first defined as a Lamb shift in Ref. [16].

Recently, it is known that there are two kinds of Lamb shift [17–20]. The first one is self-energy, that is, the Lamb shift in atomic physics, and the other is a collective Lamb shift. The considerable difference of these two Lamb shifts will be clear soon, when we explicitly write down the matrix elements of an effective non-Hermitian Hamiltonian. Here, the diagonal terms are corresponding to self-energy itself and the off-diagonals are directly corresponding to the collective Lamb shift [21]. In this paper, we consider a dependence on the geometrical boundary conditions of the self-energy by global transitions, and compare between the relative difference of self-energy and similarity of decay channels by Bhattacharyya distance.

This paper is organized as follows. We introduce a Poincaré surface of section (PSOS) for boundary conditions in an elliptic billiard in Sec. II. In Sec. III, we briefly review the non-Hermitian Hamiltonian and two kinds of Lamb shift. The dependence on geometrical boundary conditions of self-energy and global transitions is presented in Sec. IV. Our main result of crossings of self-energies is discussed in Sec. V. Finally, we conclude the paper in Sec. VI.

II. CANONICAL COORDINATE AND POINCARÉ SURFACE OF SECTION

The Poincaré surface of section (PSOS) [21] is very useful tool to analyze a ray dynamics of microcavities. For given boundary conditions of a convex billiard system, we can efficiently record not only the sequences of bouncing points S along the boundary wall but also the successive values of sin χ, where χ is the incident angle with respect to the normal to the boundary wall. Then we obtain pairs of sequences of points (S, sin χ) corresponding to PSOS (see Fig. 1). This plot represents a section through the classical phase space, not the entire phase space itself. So we can analyze the ray dynamics...
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III. NON-HERMITIAN HAMILTONIAN AND
TWO KINDS OF LAMB SHIFT

Now, we consider a time-independent Schrödinger

equation with a whole space composed of two subsystems

as follows:

\[
H_T |E\rangle_{AB} = E |E\rangle_{AB},
\]

where \(H_T\) is total (Hermitian) Hamiltonian with real

energy eigenvalue \(E\), and \(|E\rangle_{AB}\) represents the correspond-

ing eigenvector of \(E\) on a given total system \(AB\). For

convenience, the subspaces \(A\) and \(B\) denote a quantum

system and an environment (or bath), respectively.

The first subspace is a discrete state of quantum sys-

tem \(A\) and the second one is a continuous scattering state

of environment \(B\) such that projection operators, \(\pi_A\) and

\(\pi_B\), satisfy \(\pi_A + \pi_B = I_T\) and \(\pi_A \pi_B = \pi_B \pi_A = 0\). Here,

\(\pi_A\) is a projection onto a quantum system whereas \(\pi_B\) is

a projection onto the environment. The operator \(I_T\) is an

identity operator defined on total space \(AB\). With these

projection operators, we can define block matrices such as

\(h_A = \pi_A H_T \pi_A\), \(h_B = \pi_B H_T \pi_B\), \(V := V_{AB} = \pi_A H_T \pi_B\),

and \(V^\dag := V_{BA} = \pi_B H_T \pi_A\).

The total Hamiltonian in Eq. (1) can be represented

by a block matrix form

\[
H_T = h_A + h_B + V_{AB} + V_{BA},
\]

where \(h_A\) and \(h_B\) are the Hamiltonian of the system and

environment, and \(V_{AB}\) and \(V_{BA}\) are interaction Hamilto-

nians between the system and the environment, respecti-

vely. The total wave function is also given by

\[
|E\rangle_{AB} = \pi_A |E\rangle_{AB} + \pi_B |E\rangle_{AB} := |E\rangle_A + |E\rangle_B. \tag{3}
\]

It is important to note that \(\pi_A |E\rangle_{AB} = |E\rangle_A\) and

\(\pi_B |E\rangle_{AB} = |E\rangle_B\). By using these relations, the Hamilto-

nian eigenvalue problem of Eq. (1) can be rewritten [17–

20] [26] in the form of

\[
(h_B - E) |E\rangle_B = -V_{BA} |E\rangle_A \quad \text{and} \quad
(h_A - E) |E\rangle_A = -V_{AB} |E\rangle_B. \tag{4}
\]

Also note that the states restricted on \(A\) and \(B\) after the

projections are given by [17]

\[
|E\rangle_B = |\mathcal{E}\rangle + G_B^T V_{BA} |E\rangle_A \quad \text{and} \quad
|E\rangle_A = \frac{V_{AB}}{E - H_{\text{eff}}} |\mathcal{E}\rangle, \tag{5}
\]

where \(|\mathcal{E}\rangle\) is an eigenvector of \(h_B\) and \(G_B^T\) is an outgoing

Green’s function in the subspace \(B\). The Eq. (5) means

that the wave function localized in subsystem \(A\) can be

obtained through the incoming wave \(|\mathcal{E}\rangle\) penetrating into

the subsystem \(A\) via coupling term \(V_{AB}\) and propagating

by effective Green’s function \((E - H_{\text{eff}})^{-1}\).

Then, by using the total Hamiltonian in Eq. (2), we can

define the effective non-Hermitian Hamiltonian as

\[
H_{\text{eff}} = h_A + V_{AB} G_B^T V_{BA} \tag{6}
\]

\[
= h_A - \frac{1}{2} i V V^\dag + P_{v} \int \frac{V V^\dag}{E - E}\, d\mathcal{E}, \tag{7}
\]

where \(P_v\) means the (Cauchy) principal value depending

on each decay channel.

This non-Hermitian Hamiltonian has generally com-

plex eigenvalues under the Feshbach projection-operator

formalism (see Ref. [10] and the references therein),

\[
H_{\text{eff}} |\psi_k\rangle = \varepsilon_k |\psi_k\rangle. \tag{8}
\]
and its eigenvalues of $H_{\text{eff}}$ are given by (for each $k$)

$$
\varepsilon_k = E_k - \frac{i}{2} \gamma_k.
$$

(9)

Here, $\varepsilon_k$ is an eigenvalue relating to $E_k$ and $\gamma_k$, which represents the energy and decay width of the $k$th eigenvalue 

$\mathbf{[17][20]}$, respectively. The quality factor $Q$ is defined by $\frac{E}{\Delta\varepsilon}$.

The Lamb shift, which is a small energy shift mentioned above, can be also obtained by the effective non-Hermitian Hamiltonian in Eq. $\mathbf{[10][23]}$. That is,

$$
\Delta H_{\text{Lamb}} := \text{Re}(H_{\text{eff}}) - h_A = P\varepsilon \int \frac{VV^\dagger}{E-E}dE.
$$

(10)

If we consider the case of a two-level system, then the Lamb shift can be obtained from a $2 \times 2$ matrix as a toy model:

$$
\Delta H_{\text{Lamb}} = \begin{pmatrix} \omega_1 & \omega_2 \\ \omega_2 & \omega_3 \end{pmatrix}.
$$

(11)

In general, the so-called self-energy $S_e$ $\mathbf{[12]}$ due to the diagonal component $\omega_{jj}$ is known as the “Lamb shift” in atomic physics. On the other hand, the off-diagonal terms $\omega_{jk}$ ($\forall j, k = \{1, 2\}$) are known as the “collective Lamb shift” by Rotter $\mathbf{[23]}$. Therefore, the collective Lamb shift leads to avoided resonance crossings (ARCs) $\mathbf{[27][29]}$, obviously. So we can easily discriminate these two kinds of Lamb shift as shown in Fig. 2.

There are two kinds of real values of $kR$ in the eigenvalue trajectories depending on the eccentricity $e$ from $e = 0$ (circle) to $e = 0.99$ (ellipse). The black solid lines in Fig. $\mathbf{2(a)}$ are the eigenvalue trajectories of $\text{Re}(kR)$ of the elliptic billiard, and the red solid lines in Fig. $\mathbf{2(b)}$ are those of the elliptic microcavity interacting with its environment (open quantum system). According to the random matrix theory $\mathbf{[30]}$, the integrable system, which has $N$ quantum numbers in $N$ degrees of freedom, is followed by a Poisson distribution resulting without avoided crossing. This fact is well confirmed by Fig. $\mathbf{2(a)}$. There are always level crossings even at large eccentricity, i.e., $e = 0.99$.

On the contrary, we can check that there are several avoided crossings marked by thick (blue) lines in the elliptic microcavity beyond $e = 0.6$. These resonance pulsions must originate from the off-diagonal term $\omega_{jk}$, i.e., the collective Lamb shift. As a result, we can distinguish between the self-energy region and collective Lamb shift region by checking the existence of avoided crossings. In order to consider only the self-energy region, we set a (green) vertical line at $e = 0.6$. We remark that a study on the collective Lamb shift will be published soon.

IV. GLOBAL TRANSITION OF SELF-ENERGY AND DECAY CHANNEL

The Lamb shift was first observed in the hydrogen atom $\mathbf{[12]}$, and then it was studied in cavity QED $\mathbf{[14]}$ and photonic crystals $\mathbf{[14]}$, and so on. As mentioned before, the difference of energy eigenvalues between the effective non-Hermitian Hamiltonian in a dielectric microcavity and the Hermitian Hamiltonian for a closed system was first reported as a Lamb shift in Ref. $\mathbf{[10]}$. In this section, we investigate the geometrical boundary dependence of the Lamb shift (self-energy) through global transitions depending on $e$. There are real values $kR$ in eigenvalue trajectories of single-layer whispering-gallery modes (WGMs) of $\ell = 1$ and $m = \{3, 4, 5, 6\}$ for orange lines depending on the eccentricity $e$ in both elliptic billiard and microcavity, respectively, in Fig. $\mathbf{2(a)}$. The solid lines are eigenvalue trajectories of an elliptic billiard whereas the dotted lines are those of the elliptic microcavity. We can easily check that the relative differences of the two eigenvalue trajectories are almost unchanged even at the eccentricity $e = 0.6$. In Fig. $\mathbf{2(b)}$, there are the real $kR$ in eigenvalue trajectories of $(m = 3, \ell = 2, 3, 4, 5, 6)$, $(m = 4, \ell = 2, 3, 4, 5, 6)$, and $(m = 5, \ell = 2, 3, 4, 5, 6)$, respectively, and depending on the eccentricity $e$ in both elliptic billiard and microcavity. The black lines are for $m = 3$, the reds ones are for $m = 4$, and the blue ones are for $m = 5$. In con-
Contrast to the single-layer WGMs, the relative differences between two kinds of eigenvalue trajectories are drastically changed near \( e = 0.4 \). As we defined self-energy in Sec. III, these relative differences of two kinds of eigenvalue trajectories are the self-energy \( (S_x) \).

These patterns of the self-energy transition depending on the eccentricity \( e \) are clearly shown in Fig. 3 below. We here notice that there are primarily three types of the self-energy transitions: whispering-gallery (WG, represented by \( \Delta \)), stable-bouncing (SB, represented by \( \triangledown \)), and unstable-bouncing (UB, represented by \( \triangledown \)) modes. In the case of increasing and decreasing groups, the figures also show that the transition rate of the self-energy is rapidly increasing beyond \( e = 0.3 \), and the crossings of the self-energy take place near \( e = 0.5 \).

We first study how the three types of transitions can be classified. In order to do that, we get the Husimi probability distributions superimposed by PSOS on all of them at \( e = 0.6 \). As a result, these distributions are classified into three types of motions according to whispering-gallery (WG) modes, stable-bouncing (SB) modes, and unstable-bouncing (UB) modes. We plot one of the Husimi probability distributions in each group. Figure 5(a) is one of the unchanging group, i.e., \( (\ell = 1, m = 7) \). This resonance mode is well localized on the unstable-bouncing-ball region. Even though we do not exhibit all of the Husimi probability distributions, we can conclude that without loss of generality, unchanging groups are corresponding to the whispering-gallery modes group, the increasing groups are corresponding to the stable-bouncing-ball modes group, and the decreasing groups are corresponding to the unstable-bouncing-ball modes group. The tilted Husimi probability distributions of bouncing-ball-type modes are attributed to breaking of time-reversal symmetry, but the origin is not still fully understood [4, 31, 32].

Second, we investigate why the transition rate of bouncing-ball-type modes can be abruptly increased near \( e = 0.3 \). It can be explained by PSOS with critical lines and separatrixes depending on the eccentricity \( e \). In Fig. 6 there are PSOSs of the elliptic billiard with separatrixes and critical lines at \( e = 0.0, e = 0.05, e = 0.1, e = 0.15, e = 0.2, e = 0.25, e = 0.3, e = 0.35, \)


\[ e = 0.4, \text{ and } e = 0.45. \] The critical lines whose colors are red are placed near \( P_e = 0.3 \). In the classical regime, i.e., ray dynamics, the light above this critical line cannot be leaked out. These separatrices whose colors are cyan are border lines between the whispering-gallery motions and bouncing-ball motions. We also notice that the stable island structure is becoming larger as \( e \) increases. Thus it means that the separatrices are also going up as \( e \) increases. These separatrices still remain below the critical line until \( e = 0.3 \) but they touch the critical line near \( e = 0.3 \) and keep soaring into the critical line beyond \( e = 0.3 \). This fact implies that the decay channels of the bouncing-ball-type modes undergo severe transitions during the separatrices crossing the critical line. Because the self-energy is defined for each decay channel, these transitions of decay channels explain the transitions of self-energy. In the case of whispering-gallery motions, since the invariant curves in PSOS are nearly unchanged compared to bouncing-ball-type motions, their global transitions are also nearly unchanged compared to them.

\section{Self-Energy Versus Husimi Distribution Function}

The crossings of the self-energy \( \Delta S_e = 0 \) for the bouncing-ball group take place near \( e = 0.5 \). Our conjecture is that, since the self-energy is defined for each decay channel, the crossings of the self-energy may take place when a pair of compared resonances shares larger common decay channels.

In order to confirm that, we select five pairs of relative differences of self-energy \( \Delta S_e = |\omega_{jj} - \omega_{kk}| \) depending on \( e \). These curves are shown in Fig. \([1b]\). The black curve (○) is for \( \Delta S_e \) between originating from \( \{(\ell = 3, m = 3), (\ell = 4, m = 3)\} \). The red curve (□) is for \( \Delta S_e \) between originating from \( \{(\ell = 5, m = 5), (\ell = 4, m = 5)\} \), and the green (*), blue (△), magenta (×), and cyan (○) curves are for \( \Delta S_e \) between originating from \( \{(\ell = 5, m = 5), (\ell = 3, m = 5)\} \), \( \{(\ell = 3, m = 3), (\ell = 2, m = 3)\} \), and \( \{(\ell = 2, m = 4), (\ell = 3, m = 4)\} \), respectively. Even though all these values are almost unchanged until \( e = 0.3 \), beyond this point, they decrease and have zero values and then increase again. The zero point of \( \Delta S_e (\Delta S_e = 0) \) for black (○) is near \( e = 0.38 \) and for red (□) is near \( e = 0.42 \), for green (*) is \( e = 0.47 \), for blue (△) is \( e = 0.49 \), for magenta (×) is \( e = 0.54 \), and for cyan (○) is \( e = 0.57 \).

Since the decay channels are controlled by Husimi distributions below the critical line \([33, 35]\), we measure the similarity of Husimi distributions below the critical line to define the degree of sharing of a common decay channel. For this reason, we employ the Bhattacharyya distance \([36, 37]\) for investigating the similarity of the decay channels (Husimi distributions below the critical line). The Bhattacharyya distance measures the similarity of different two probabilities. For probability distribution \( p(x) \) and \( q(x) \), it is defined by

\[ D_B(p(x), q(x)) = -\ln \left[ \kappa_B(p(x), q(x)) \right], \] (13)

where the factor \( \kappa_B \) (namely, Bhattacharyya coefficient)
is given by
\[ \kappa_B(p(x), q(x)) = \int \sqrt{p(x)q(x)} dx. \] (14)

Note that the Bhattacharyya coefficient measures the amount of overlap between two statistical populations, i.e., classical fidelity \[37\].

In Fig. 7(b), there are Bhattacharyya distances \( D_B \) obtained from the decay channels associated with the same pair of resonances in \( \Delta S_c \) of Fig. 7(a). The global transition patterns are very similar to those of \( \Delta S_c \). That is, the global transition patterns of \( \Delta S_e \) and \( D_B \) show a narrow parabola and broad parabola at the same region, respectively. Note that each extremal points of curves \( \Delta S_e \) and \( D_B \) are almost coincident at each \( e = 0.38 \), \( e = 0.42 \), \( e = 0.47 \), \( e = 0.49 \), \( e = 0.54 \), and \( e = 0.57 \). We also notice in Fig. 7(c) that the quality factors of resonances involved in Fig. 7(a) show the same order of magnitude.

There are intensity plots of eigenfunctions and Husimi probability distributions for \( \ell = 5, m = 3 \) with indexes \( (a_j) \) and \( (A_j) \) in Fig. 8 and \( \ell = 5, m = 5 \) with \( (b_j) \) and \( (B_j) \) of Fig. 8 at \( e = 0.4 \), \( e = 0.47 \), and \( e = 0.51 \), respectively. The plots \( (a_j) \) and \( (b_j) \) are resonance tails determined by Husimi probability distributions below the critical line represented by green shadow regions. These resonance tails play the role of decay channels [16,34]. We can easily notice that the green shadow regions are very similar at \( e = 0.47 \). This fact confirms that the Bhattacharyya distance \( D_B \) has the lowest value at \( e = 0.47 \).

We also investigate the relation of \( \Delta S_c \) and \( D_B \) between the single-layer WGM \( (\ell = 1 \text{ and } m = 6) \) and stable-bouncing-ball-type mode \( (\ell = 5 \text{ and } m = 5) \) depending on the eccentricity \( e \). Their extremal positions are lying at \( e \simeq 0.43 \) and \( e \simeq 0.46 \), respectively. These are shown in Fig. 9(a) and Fig. 9(b). For panel (a) of Fig. 9, the linear (orange) curve is \( S_e \) for \( \ell = 1, m = 6 \) and the S-shaped (green) one is \( S_c \) for \( \ell = 5, m = 5 \). The quality factors \( Q \) associated with the same pair of resonances in \( \Delta S_c \) of Fig. 9(a) are shown in Fig. 9(c) and these two quality factors do not have same order of magnitude. We can figure out that even though the quality factors of the compared resonances are rather different from each other, if they share a common decay channel in narrow parameter range, i.e., the parabola is manifested in the Bhattacharyya distance \( D_B \), the global transition of \( \Delta S_c \) is strongly controlled by \( D_B \). According to the results of Fig. 7 and Fig. 9, we conjecture that if their quality factors have more similar orders of magnitude, the extremal points of \( S_c \) and \( D_B \) will be more coincident. Note that the absolute magnitude of \( D_B \) be-
between the WGM and stable-bouncing-ball mode is much larger than those between bouncing-ball-type modes in Fig. 7(a). This is a natural result, because the similarity between the two bouncing-ball-type modes is much larger than that between the WGM and stable-bouncing-ball modes.

VI. CONCLUSION

We have studied the geometrical boundary dependence of the Lamb shift (self-energy) through global transitions in an elliptic microcavity. This elliptic microcavity is a good platform to clearly see the Lamb shift, because elliptic billiards belong to an integrable system which has no internal interaction. We select the self-energy region by choosing without any avoided resonance crossings (ARCs) region. We confirm that these three types as a global transition correspond to the whispering-gallery modes, stable-bouncing-ball modes, and unstable-bouncing-ball modes by Husimi distributions superimposed by the classical Poincaré surface of sections. These facts directly indicate that the decay channel of an elliptic microcavity also can be classified into these three types of modes, because the self-energy is defined for each decay channel. The rate of global transition of self-energy is abruptly increased beyond $\epsilon \simeq 0.3$, since the separatrix touches the critical line near at $\epsilon = 0.3$, which means that the decay channels of bouncing-ball motions are abruptly changed around this region.

We have also investigated the crossings of self-energy, i.e., $\Delta S_e = 0$. These self-energy crossings take place in the region where the resonances share much larger common decay channels in a narrow parameter range. We confirm this fact by the Bhattacharyya distance $D_B$. The curves of relative differences of the self-energy $(\Delta S_e)$ and the Bhattacharyya distance $(D_B)$ show very similar patterns, and the extremal points of the parabola of these two curves are almost coincident. The extremal positions of the two curves $\Delta S_e$ and $D_B$ are getting closer as the difference between the quality factor of the two modes gets smaller. This fact implies that $\Delta S_e$ depends more on $D_B$ as the difference of the interaction of the system-environment of the two modes gets smaller. Our results give not only an understanding of the Lamb shift in the microcavity but also the implications of the openness effect theoretically and systemically.
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