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Abstract

We analyze sources of error in prediction market forecasts in order to bound the difference between a security’s price and the ground truth it estimates. We consider cost-function-based prediction markets in which an automated market maker adjusts security prices according to the history of trade. We decompose the forecasting error into three components: sampling error, arising because traders only possess noisy estimates of ground truth; market-maker bias, resulting from the use of a particular market maker (i.e., cost function) to facilitate trade; and convergence error, arising because, at any point in time, market prices may still be in flux. Our goal is to make explicit the tradeoffs between these error components, influenced by design decisions such as the functional form of the cost function and the amount of liquidity in the market. We consider a specific model in which traders have exponential utility and exponential-family beliefs representing noisy estimates of ground truth. In this setting, sampling error vanishes as the number of traders grows, but there is a tradeoff between the other two components. We provide both upper and lower bounds on market-maker bias and convergence error, and demonstrate via numerical simulations that these bounds are tight. Our results yield new insights into the question of how to set the market’s liquidity parameter and into the forecasting benefits of enforcing coherent prices across securities.

1 Introduction

A prediction market is a marketplace in which participants can trade securities with payoffs that depend on the outcomes of future events [19]. Consider the simple setting in which we are interested in predicting the outcome of a political election: whether the incumbent or challenger will win. A prediction market might issue a security that pays out $1 per share if the incumbent wins, and $0 otherwise. The market price $p$ of this security should always lie between 0 and 1, and can be construed as an event probability. If a trader believes that the likelihood of the incumbent winning is greater than $p$, she will buy shares with the expectation of making a profit. Market prices increase when there is more interest in buying and decrease when there is more interest in selling. By this process, the market aggregates traders’ information into a consensus forecast, represented by the market price. With sufficient activity, prediction markets are competitive with alternative forecasting methods such as polls [4], but while there is a mature literature on sources of error and bias in polls, the impact of prediction market structure on forecast accuracy is still an active area of research [17].

We consider prediction markets in which all trades occur through a centralized entity known as a market maker. Under this market structure, security prices are dictated by a fixed cost function and
We consider a specific utility model (exponential utility), but our bias and convergence analysis.

We make the following specific contributions:

1. We precisely define the three components of the forecasting error.
2. We show that the market-maker bias equals \( cb \pm O(b^2) \) as \( b \to 0 \), where \( b \) is the liquidity parameter, and \( c \) is an explicit constant that depends on the cost function and trader beliefs.
3. We show that the convergence error decreases with the number of trades \( t \) as \( \gamma^t \) with \( \gamma = 1 - \Theta(b) \). We provide explicit upper and lower bounds on \( \gamma \) that depend on the cost function and trader beliefs. In the process, we prove a new local convergence bound for block-coordinate descent.
4. We use our explicit formulas for bias and convergence error to compare two common cost functions: independent markets (IND), under which security prices vary independently, and the logarithmic market scoring rule (LMSR) [10], which enforces logical relationships between security prices. We show that at the same value of the market-maker bias, IND requires at least half-as-many and at most twice-as-many trades as LMSR to achieve the same convergence error.

This paper provides a framework to quantify the impact of the choice of cost function on forecast accuracy. We introduce a decomposition of forecast error, in analogy with the bias-variance decomposition familiar from statistics or the approximation-estimation-optimization decomposition for large-scale machine learning [5]. Our decomposition consists of three components. First, there is the sampling error resulting from the fact that the market consists of a finite population of traders, each holding a noisy estimate of ground truth. Second, there is a market-maker bias which stems from the use of a cost function to provide liquidity and induce trade. Third, there is convergence error due to the fact that the market prices may not have fully converged to their equilibrium point.

The central contribution of this paper is a theoretical characterization of the market-maker bias and convergence error, the two components of this decomposition that depend on market structure as defined by the form of the cost function and level of liquidity. We consider a tractable model of agent behavior, originally studied by Abernethy et al. [2], in which traders have exponential utility functions and beliefs drawn from an exponential family. Under this model it is possible to characterize the market's equilibrium prices in terms of the traders' belief and risk aversion parameters, and thereby quantify the discrepancy between current market prices and ground truth. To analyze market convergence, we consider the trader dynamics introduced by Frongillo and Reid [9], under which trading can be viewed as randomized block-coordinate descent on a suitable potential function.

Our analysis is local in that the bounds depend on the market equilibrium prices. This allows us to exactly identify the main asymptotic terms of error. We demonstrate via numerical experiments that these asymptotic bounds are accurate early on and therefore can be used to compare market designs.

We make the following specific contributions:

1. We precisely define the three components of the forecasting error.
2. We show that the market-maker bias equals \( cb \pm O(b^2) \) as \( b \to 0 \), where \( b \) is the liquidity parameter, and \( c \) is an explicit constant that depends on the cost function and trader beliefs.
3. We show that the convergence error decreases with the number of trades \( t \) as \( \gamma^t \) with \( \gamma = 1 - \Theta(b) \). We provide explicit upper and lower bounds on \( \gamma \) that depend on the cost function and trader beliefs. In the process, we prove a new local convergence bound for block-coordinate descent.
4. We use our explicit formulas for bias and convergence error to compare two common cost functions: independent markets (IND), under which security prices vary independently, and the logarithmic market scoring rule (LMSR) [10], which enforces logical relationships between security prices. We show that at the same value of the market-maker bias, IND requires at least half-as-many and at most twice-as-many trades as LMSR to achieve the same convergence error.

We consider a specific utility model (exponential utility), but our bias and convergence analysis immediately carry over if we assume that each trader is optimizing a risk measure (rather than an exponential utility function) similar to the setup of Frongillo and Reid [9]. Exponential utility was chosen because it was previously well studied and allowed us to focus on the analysis of the cost function and liquidity. The role of the liquidity parameter in trading off the bias and convergence error has been informally recognized in the literature [7, 10, 13], but our precise definition of market-maker bias and explicit formulas for the bias and convergence error are novel. Abernethy et al. [2] provide results that can be used to derive the bias for LMSR, but not for generic cost functions, so they do not enable comparison of biases of different costs. Frongillo and Reid [9] observe that the convergence error can be locally bounded as \( \gamma^t \), but they only provide an upper bound and do not show how \( \gamma \) is related to the liquidity or cost function. Our analysis establishes both upper and lower bounds on convergence and relates \( \gamma \) explicitly to the liquidity and cost function. This is necessary for a
meaningful comparison of cost function families. Thus our framework provides the first meaningful way to compare the error tradeoffs inherent in different choices of cost functions and liquidity levels.

## 2 Preliminaries

We use the notation $[N]$ to denote the set \{1, \ldots, N\}. Given a convex function $f : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{\infty\}$, its effective domain, denoted $\text{dom} \ f$, is the set of points where $f$ is finite. Whenever $\text{dom} \ f$ is non-empty, the conjugate $f^* : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{\infty\}$ is defined by $f^*(u) := \sup_{u \in \mathbb{R}^d} [u^T u - f(u)]$. We write $\|\cdot\|$ for the Euclidean norm. A centralized mathematical reference is provided in Appendix A.

### Cost-function-based market makers
We study cost-function-based prediction markets [1]. Let $\Omega$ be a finite set of mutually exclusive and exhaustive states of the world. A market administrator, known as market maker, wishes to elicit information about the likelihood of various states $\omega \in \Omega$, and to that end offers to buy and sell any number of shares of $K$ securities. Securities are associated with coordinates of a payoff function $\phi : \Omega \rightarrow \mathbb{R}^K$, where each share of the $k$th security is worth $\phi_k(\omega)$ in the event that the true state of the world is $\omega \in \Omega$. Traders arrive in the market sequentially and trade with the market maker. The market price is fully determined by a convex potential function $C$ called the cost function. In particular, if the market maker has previously sold $\delta_k < 0$ shares of each security $k$ and a trader would like to purchase a bundle consisting of $\delta_k < 0$ shares of each, the trader is charged $C(s + \delta) - C(s)$. The instantaneous price of security $k$ is then $\partial C(s)/\partial s_k$. Note that negative values of $\delta_k$ are allowed and correspond to the trader (short) selling security $k$.

Let $\mathcal{M} := \text{conv}\{\phi(\omega) : \omega \in \Omega\}$ be the convex hull of the set of payoff vectors. It is exactly the set of expectations $\mathbb{E} [\phi(\omega)]$ across all possible probability distributions over $\Omega$, which we call beliefs. We refer to elements of $\mathcal{M}$ as coherent prices. Abernethy et al. [1] characterize the conditions that a cost function must satisfy in order to guarantee important properties such as bounded loss for the market maker and no possibility of arbitrage. To start, we assume only that $C : \mathbb{R}^K \rightarrow \mathbb{R}$ is convex and differentiable and that $\mathcal{M} \subseteq \text{dom} \ C^*$, which corresponds to the bounded loss property.

#### Example 2.1 (Logarithmic Market Scoring Rule: LMSR [10]). Consider a complete market with a single security for each outcome worth $\$1$ if that outcome occurs and $\$0$ otherwise, i.e., $\Omega = [K]$ and $\phi_k(\omega) = 1 \{k = \omega\}$ for all $k$. The LMSR cost function and instantaneous security prices are given by

$$C(s) = \log \left(\sum_{k=1}^K e^{s_k}\right) \quad \text{and} \quad \frac{\partial C(s)}{\partial s_k} = \frac{e^{s_k}}{\sum_{\ell=1}^K e^{s_\ell}}, \forall k \in [K].$$

Its conjugate is the entropy function, $C^*(\mu) = \sum_k \mu_k \log \mu_k + \mathbb{I}\{\mu \in \Delta_K\}$, where $\Delta_K$ is the simplex in $\mathbb{R}^K$ and $\mathbb{I}\{\cdot\}$ is the convex indicator, equal to zero if its argument is true and infinity if false. Thus, in this case $\mathcal{M} = \Delta_K = \text{dom} \ C^*$.

Notice that the LMSR security prices are coherent because they always sum to one. This prevents arbitrage opportunities for traders. Our second running example does not have this property.

#### Example 2.2 (Sum of Independent LMSRs: IND). Let $\Omega = [K]$ and $\phi_k(\omega) = 1 \{k = \omega\}$ for all $k$. The cost function and instantaneous security prices for the sum of independent LMSRs are given by

$$C(s) = \sum_{k=1}^K \log (1 + e^{s_k}) \quad \text{and} \quad \frac{\partial C(s)}{\partial s_k} = \frac{e^{s_k}}{1 + e^{s_k}}, \forall k \in [K],$$

$$C^*(\mu) = \sum_k [\mu_k \log \mu_k + (1 - \mu_k) \log(1 - \mu_k)] + \mathbb{I}\{\mu \in [0, 1]^K\}, \mathcal{M} = \Delta_K, \text{and } \text{dom} \ C^* = [0, 1]^K.$$

When choosing a cost function, one important consideration is liquidity, that is, how quickly prices change in response to trades. Any cost function $C$ can be viewed as a member of a parametric family of cost functions of the form $C_b(s) := bC(s/b)$ across all $b > 0$. With larger values of $b$, larger trades are required to move market prices by some fixed amount, and the worst-case loss of the market maker is larger; with smaller values, small purchases can result in big changes to the market price.

### Basic model
In our analysis of error we assume that there exists an unknown true probability distribution $p^{\text{true}} \in \Delta_\Omega$ over the outcome set $\Omega$. The true expected payoffs of the $K$ market securities are then given by the vector $\mu^{\text{true}} := \mathbb{E}_{\omega \sim p^{\text{true}}} [\phi(\omega)]$. 

---

1A longer version of this paper containing the appendix is available on arXiv and the authors’ websites.
We assume that there are $N$ traders and that each trader $i \in [N]$ has a private belief $\hat{p}_i$ over outcomes. We additionally assume that each trader $i$ has a utility function $u_i : \mathbb{R} \rightarrow \mathbb{R}$ for wealth and would like to maximize expected utility subject to her beliefs. For now we assume that $u_i$ is differentiable and concave, meaning that each trader is risk averse, though later we focus on exponential utility. The expected utility of trader $i$ owning a security bundle $r_i, c_i \in \mathbb{R}^K$ and cash $c_i$ is $U_i(r_i, c_i) := \mathbb{E}_{\omega \sim \hat{p}_i} \left[ u_i(c_i + \phi(\omega) \cdot r_i) \right]$. We assume that each trader begins with zero cash. This is without loss of generality because we could incorporate any initial cash holdings into $u_i$.

3 A Decomposition of Error

In this section, we decompose the market’s forecast error into three major components. The first is sampling error, which arises because traders have only noisy observations of the ground truth. The second is market-maker bias, which arises because the shape of the cost function impacts the traders’ willingness to invest. Finally, convergence error arises due to the fact that at any particular point in time the market prices may not have fully converged. To formalize our decomposition, we introduce two new notions of equilibrium.

Our first notion of equilibrium, called a market-clearing equilibrium, does not assume the existence of a market maker, but rather assumes that traders trade only among themselves, and so no additional securities or cash are available beyond the traders’ initial allocations. This equilibrium is described by security prices $\bar{\mu} \in \mathbb{R}^K$ and allocations $(\bar{r}_i, \bar{c}_i)$ of security bundles and cash to each trader $i$ such that, given her allocation, no trader wants to buy or sell any bundle of securities at those prices. Trader bundles and cash are summarized as $\bar{r} = (\bar{r}_i)_{i \in [N]}$ and $\bar{c} = (\bar{c}_i)_{i \in [N]}$.

**Definition 3.1 (Market-clearing equilibrium).** A triple $(\bar{r}, \bar{c}, \bar{\mu})$ is a market-clearing equilibrium if $\sum_{i=1}^N \bar{r}_i = 0$, $\sum_{i=1}^N \bar{c}_i = 0$, and for all $i \in [N]$, $0 \in \arg\max_{b \in \mathbb{R}^K} U_i(\bar{r}_i + \delta, \bar{c}_i - \delta \cdot \bar{\mu})$. We call $\bar{\mu}$ market-clearing prices if there exist $\bar{r}$ and $\bar{c}$ such that $(\bar{r}, \bar{c}, \bar{\mu})$ is a market-clearing equilibrium. Similarly, we call $\bar{r}$ a market-clearing allocation if there exists a corresponding equilibrium.

The requirements on $\sum_{i=1}^N \bar{r}_i$ and $\sum_{i=1}^N \bar{c}_i$ guarantee that no additional securities or cash have been created. In other words, there exists some set of trades among traders that would lead to the market-clearing allocation, although the definition says nothing about how the equilibrium is reached.

Since we rely on a market maker to orchestrate trade, our markets generally do not reach the market-clearing equilibrium. Instead, we introduce the notion of market-maker equilibrium. This equilibrium is again described by a set of security prices $\mu^*$ and trader allocations $(r_i^*, c_i^*)$, summarized as $(r^*, c^*)$, such that no trader wants to trade at these prices given her allocation. The difference is that we now require $r^*$ and $c^*$ to be reachable via some sequence of trade with the market maker instead of via trade among only the traders, and $\mu^*$ must be the market prices after such a sequence of trade.

**Definition 3.2 (Market-maker equilibrium).** A triple $(r^*, c^*, \mu^*)$ is a market-maker equilibrium for cost function $C_b$ if, for the market state $s^* = \sum_{i=1}^N r_i^*$, we have $\sum_{i=1}^N c_i^* = C_b(0) - C_b(s^*)$, $\mu^* = \nabla C_b(s^*)$, and for all $i \in [N]$, $0 \in \arg\max_{b \in \mathbb{R}^K} U_i(r_i^* + \delta, c_i^* - C_b(s^* + \delta) + C_b(s^*))$. We call $\mu^*$ market-maker equilibrium prices if there exist $r^*$ and $c^*$ such that $(r^*, c^*, \mu^*)$ is a market-maker equilibrium. Similarly, we call $r^*$ a market-maker equilibrium allocation if there exists a corresponding equilibrium. We sometimes write $\mu^*(b; C)$ to show the dependence of $\mu^*$ on $C$ and $b$.

The market-clearing prices $\bar{\mu}$ and the market-maker equilibrium prices $\mu^*(b; C)$ are not unique in general, but are unique for the specific utility functions that we study in this paper.

Using these notions of equilibrium, we can formally define our error components. Sampling error is the difference between the true security values and the market-clearing equilibrium prices. The bias is the difference between the market-clearing equilibrium prices and the market-maker equilibrium prices. Finally, the convergence error is the difference between the market-maker equilibrium prices and the market prices $\mu^t(b; C)$ at a particular round $t$. Putting this together, we have that

$$\mu^\text{true} - \mu^t(b; C) = \mu^\text{true} - \bar{\mu} + \bar{\mu} - \mu^*(b; C) + \mu^*(b; C) - \mu^t(b; C).$$  \hfill (3)
4 The Exponential Trader Model

For the remainder of the paper, we work with the exponential trader model introduced by Abernethy et al. [2] in which traders have exponential utility functions and exponential-family beliefs. Under this model, both the market-clearing prices and market-maker equilibrium prices are unique and can be expressed cleanly in terms of potential functions [9], yielding a tractable analysis. The results of this section are immediate consequences of prior work [2, 9], but our equilibrium concepts bring them into a common framework.

We consider a specific exponential family [3] of probability distributions over Ω defined as

\[ p(\omega; \theta) = \frac{1}{a_i} e^{\phi(\omega) \cdot \theta - T(\theta)} \]

where \( \theta \in \mathbb{R}^K \) is the natural parameter of the distribution, and \( T(\theta) := \log \left( \sum_{\omega \in \Omega} e^{\phi(\omega) \cdot \theta} \right) \). The gradient \( \nabla T(\theta) \) coincides with the expectation of \( \phi \) under \( p(\cdot; \theta) \), and \( \text{dom} \ T^* = \text{conv} \{ \phi(\omega) : \omega \in \Omega \} = \mathcal{M} \).

Following Abernethy et al. [2], we assume that each trader \( i \) has exponential-family beliefs with natural parameter \( \tilde{\theta}_i \). From the perspective of trader \( i \), the expected payoffs of the \( K \) market securities can then be expressed as the vector \( \tilde{\mu}_i \) with

\[ \tilde{\mu}_i := \sum_{\omega \in \Omega} \phi_k(\omega) p(\omega; \tilde{\theta}_i) \]

As in Abernethy et al. [2], we also assume that traders are risk averse with exponential utility for wealth, so the utility of trader \( i \) for wealth \( W \) is

\[ u_i(W) = -(1/a_i) e^{-a_i W} \]

where \( a_i \) is the trader’s risk aversion coefficient. We assume that the traders’ risk aversion coefficients are fixed.

Using the definitions of the expected utility \( U_i \), the exponential family distribution \( p(\cdot; \tilde{\theta}_i) \), the log partition function \( T \), and the exponential utility \( u_i \), it is straightforward to show [2] that

\[ U_i(r_i, c_i) = -\frac{1}{a_i} e^{-T(\tilde{\theta}_i) - a_i r_i} \sum_{\omega \in \Omega} e^{\phi(\omega) \cdot (\tilde{\theta}_i - a_i c_i)} = -\frac{1}{a_i} e^{T(\tilde{\theta}_i - a_i r_i) - T(\tilde{\theta}_i) - a_i c_i} \]  

(4)

Under this trader model, we can use the techniques of Frongillo and Reid [9] to construct potential functions which yield alternative characterizations of the equilibria as solutions of minimization problems. Consider first a market-clearing characterization. Define \( F_i(s) := \frac{1}{a_i} T(\tilde{\theta}_i + a_i s) \) for each trader \( i \). From Eq. (4) we can observe that \( -F_i(-r_i) + c_i \) is a monotone transformation of trader \( i \)’s utility. Since each trader’s utility is locally maximized at a market-clearing equilibrium, the sum of traders’ utilities is also locally maximized, as is \( \sum_{i=1}^{N} (-F_i(-r_i) + c_i) \). Since the equilibrium conditions require that \( \sum_{i=1}^{N} c_i = 0 \), the security allocation associated with any market-clearing equilibrium must be a local minimum of \( \sum_{i=1}^{N} F_i(-r_i) \). This idea is formalized in the following theorem. The proof follows from an analysis of the KKT conditions of the equilibrium. (See the appendix for all omitted proofs.)

**Theorem 4.1.** Under the exponential trader model, a market-clearing equilibrium always exists and market-clearing prices are unique. Market-clearing allocations and prices are exactly the solutions of the following optimization problems:

\[ \tilde{r} \in \arg\min_{r \in \mathbb{R}^K : \sum_{i=1}^{N} r_i = 0} \sum_{i=1}^{N} F_i(-r_i) \]

\[ \tilde{\mu} = \arg\min_{\mu \in \mathbb{R}^K} \left[ \sum_{i=1}^{N} F_i^*(\mu) \right] \]  

(5)

Using a similar argument, we can show that the allocation associated with any market-maker equilibrium is a local minimum of the function \( F(r) := \sum_{i=1}^{N} F_i(-r_i) + C_b(\sum_{i=1}^{N} r_i) \).

**Theorem 4.2.** Under the exponential trader model, a market-maker equilibrium always exists and equilibrium prices are unique. Market-maker equilibrium allocations and prices are exactly the solutions of the following optimization problems:

\[ r^* \in \arg\min_{r \in \mathbb{R}^K} F(r) \]

\[ \mu^* = \arg\min_{\mu \in \mathbb{R}^K} \left[ \sum_{i=1}^{N} F_i^*(\mu) + b C^*(\mu) \right] \]  

(6)

**Sampling error** We finish this section with an analysis of the first component of error identified in Section 3: the sampling error. We begin by deriving a more explicit form of market-clearing prices:

**Theorem 4.3.** Under the exponential trader model, the unique market-clearing equilibrium prices can be written as \( \tilde{\mu} = \mathbb{E}_{\tilde{\theta}}[\phi(\omega)] \), where \( \tilde{\theta} := (\sum_{i=1}^{N} \tilde{\theta}_i/a_i)/(\sum_{i=1}^{N} 1/a_i) \) is the risk-aversion-weighted average belief and \( \mathbb{E}_{\tilde{\theta}} \) is the expectation under \( p(\cdot; \tilde{\theta}) \).
The sampling error arises because the beliefs $\hat{\theta}_i$ are only noisy signals of the ground truth. From Theorem 4.3 we see that this error may be compounded by the weighting according to risk aversions, which can skew the prices. To obtain a concrete bound on the error term $\|\mu^{\text{true}} - \hat{\mu}\|$, we need to make some assumptions about risk aversion coefficients, the true distribution of the outcome, and how this distribution is related to trader beliefs. For instance, suppose risk aversion coefficients are bounded both from below and above, the true outcome is drawn from an exponential-family distribution with natural parameter $\theta^{\text{true}}$, and the beliefs $\hat{\theta}_i$ are independent samples with mean $\bar{\theta}$ and a bounded covariance matrix. Under these assumptions, one can show using standard concentration bounds that with high probability, $\|\mu^{\text{true}} - \hat{\mu}\| = O\left(\sqrt{1/N}\right)$ as $N \to \infty$. In other words, market-clearing prices approach the ground truth as the number of traders increases. In Appendix B.4 we make the dependence on risk aversion and belief noise more explicit. The analysis of other information structures (e.g., biased or correlated beliefs) is beyond the scope of this paper; instead, we focus on the two error components that depend on the market design.

5 Market-maker Bias

We now analyze the market-maker bias—the difference between the marker-maker equilibrium prices $\mu^*$ and market-clearing prices $\check{\mu}$. We first state a global bound that depends on the liquidity $b$ and cost function $C$, but not on trader beliefs, and show that $\mu^* \to \check{\mu}$ with the rate $O(b)$ as $b \to 0$. The proof builds on Theorems 4.1 and 4.2 and uses the facts that $\mu^*$ is bounded on $\mathcal{M}$ (by our assumptions on $C$), and conjugates $F^*_i \delta$ are strongly convex on $\mathcal{M}$ (from properties of the log partition function).

**Theorem 5.1 (Global Bias Bound).** Under the exponential trader model, for any $C$, there exists a constant $c$ such that $\|\mu^*(b; C) - \check{\mu}\| \leq cb$ for all $b \geq 0$.

This result makes use of strong convexity constants that are valid over the entire set $\mathcal{M}$, which can be overly conservative when $\mu^*$ is close to $\check{\mu}$. Furthermore, it gives us only an upper bound, which cannot be used to compare different cost function families. In the rest of this section we pursue a tighter local analysis, based on the properties of $F^*_i$ and $C^*$ at $\check{\mu}$. Our local analysis requires assumptions that go beyond convexity and differentiability of the cost function. We call the class of functions that satisfy these assumptions convex functions. (See Appendix A.3 for their complete treatment and a more general definition than provided here.) These functions are related to functions of Legendre type (see Sec. 26 of Rockafellar [15]). Informally, they are smooth functions that are strictly convex along directions in a certain space (the gradient space) and linear in orthogonal directions. For cost functions, strict convexity means that prices change in response to arbitrarily small trades, while the linear directions correspond to bundles with constant payoffs, whose prices are therefore fixed.

**Definition 5.2.** Let $f : \mathbb{R}^d \to \mathbb{R}$ be differentiable and convex. Its gradient space is the linear space parallel to the affine hull of its gradients, denoted as $\mathcal{G}(f) := \text{span}\{\nabla f(u) - \nabla f(u') : u, u' \in \mathbb{R}^d\}$.

**Definition 5.3.** We say that a convex function $f : \mathbb{R}^d \to \mathbb{R}$ is convex if it has continuous third derivatives and $\nabla^2 f(u) \equiv \mathcal{G}(f)$ for all $u \in \mathbb{R}^d$.

It can be checked that if $P$ is a projection on $\mathcal{G}(f)$ then there exists some $\alpha$ such that $f(u) = f(Pu) + \alpha^T u$, so $f$ is up to a linear term fully described by its values on $\mathcal{G}(f)$. The condition on the range of the Hessian ensures that $f$ is strictly convex over $\mathcal{G}(f)$, so its gradient map is invertible over $\mathcal{G}(f)$. This means that the Hessian can be expressed as a function of the gradient, i.e., there exists a matrix-valued function $H_f$ such that $\nabla^2 f(u) = H_f(\nabla f(u))$ (see Proposition A.8). The cost functions $C$ for both the LMSR and the sum of independent LMSRs (IND) are convex. A function $f : \mathbb{R}^d \to \mathbb{R}$ is convex if $f$ is convex and $f(\alpha u) \leq \alpha f(u)$ for all $\alpha \geq 0$ and $u \in \mathbb{R}^d$.

**Example 5.4 (LMSR as a convex function).** For LMSR, the gradient space of $C$ is parallel to the simplex: $\mathcal{G}(C) = \{u : 1^T u = 0\}$. The gradients of $C$ are points in the relative interior of the simplex. Given such a point $\mu = \nabla C(s)$, the corresponding Hessian is $\nabla^2 C(s) = H_C(\mu) = \text{diag}_{k \in [K]} \mu_k = \mu \mu^T$, where $\text{diag}_{k \in [K]} \mu_k$ denotes the diagonal matrix with values $\mu_k$ on the diagonal. The null space of $H_C(\mu)$ is $\{c : c \in \mathbb{R}^d\}$, so $C$ is linear in the all-ones direction (buying one share of each security always has cost one), but strictly convex in directions from $\mathcal{G}(C)$.

**Example 5.5 (IND as a convex function).** For IND, the gradient space is $\mathbb{R}^K$ and the gradients are the points in $(0, 1)^K$. In this case, $H_C(\mu) = \text{diag}_{k} [\mu_k(1 - \mu_k)]$. This matrix has full rank.

Our next theorem shows that for an appropriate vector $u$, which depends on $\check{\mu}$ and $C$, we have $\mu^*(b; C) = \check{\mu} + bu + \varepsilon_b$, where $\|\varepsilon_b\| = O(b^2)$.
Theorem 5.6 (Local Bias Bound). Assume that the cost function $C$ is convex. Then

$$\mu^*(b; C) = \mu - b(\bar{\alpha}/N)H_T(\mu)\partial C^*(\mu) + \epsilon_b$$

where $|\epsilon_b| = O(b^2)$.

In the expression above, $\bar{\alpha} = N/(\sum_{i=1}^N 1/a_i)$ is the harmonic mean of risk-aversion coefficients and $H_T(\mu)\partial C^*(\mu)$ is guaranteed to consist of a single point even when $\partial C^*(\mu)$ is a set.

The theorem is proved by a careful application of Taylor’s Theorem and crucially uses properties of conjugates of convex functions, which we derive in Appendix A.3. It gives us a formula to calculate the asymptotic bias for any cost function for a particular value of $\mu$, or evaluate the worst-case bias against some set of possible market-clearing prices. It also constitutes an important step in comparing cost function families. To compare the convergence error of two costs $C$ and $C'$ in the next section, we require that their liquidities $b$ and $b'$ be set so that they have (approximately) the same bias, i.e., $\|\mu^*(b'; C') - \mu\| = \|\mu^*(b; C) - \mu\|$. Theorem 5.6 tells us that this can be achieved by the linear rule $b' = b/\eta$ where $\eta = ||H_T(\mu)\partial C^*(\mu)|| / ||H_T(\mu)\partial C^*(\mu)||$. For $C = \text{LSMR}$ and $C' = \text{IND}$, we prove that the corresponding $\eta \in [1, 2]$. Equivalently, this means that for the same value of $b$ the asymptotic bias of $\text{IND}$ is at least as large as that of $\text{LSMR}$, but no more than twice as large:

Theorem 5.7. For any $\mu$ there exists $\eta \in [1, 2]$ such that for all $b$, $\|\mu^*(b; \text{IND}) - \mu\| = \|\mu^*(b; \text{LSMR}) - \mu\| \pm O(b^2)$. For this same $\eta$, also $\|\mu^*(b; \text{IND}) - \mu\| = \eta \|\mu^*(b; \text{LSMR}) - \mu\| \pm O(b^2)$.

Theorem 5.6 also captures an intuitive relationship which can guide the market maker in adjusting the market liquidity $b$ as the number of traders $N$ and their risk aversion coefficients $a_i$ vary. In particular, holding $\mu$ and the cost function fixed, we can maintain the same amount of bias by setting $b \propto N/a$. Note that $1/a_i$ plays the role of the budget of trader $i$ in the sense that at fixed prices, the trader will spend an amount of cash proportional to $1/a_i$. Thus $N/\bar{a} = \sum_i(1/a_i)$ corresponds to the total amount of available cash among the traders in the market. Similarly, the market maker’s worst-case loss, amounting to the market maker’s cash, is proportional to $b$, so setting $b \propto \sum_i(1/a_i)$ is natural.

6 Convergence Error

We now study the convergence error, namely the difference between the prices $\mu^t$ at round $t$ and the market-maker equilibrium prices $\mu^*$. To do so, we must posit a model of how the traders interact with the market. Following Frongillo and Reid [9], we assume that in each round, a trader $i \in [N]$, chosen uniformly at random, buys a bundle $\delta \in \mathbb{R}^K$ that optimizes her utility given the current market state $s$ and her existing security and cash allocations, $r_i$ and $c_i$. The resulting updates of the allocation vector $r = (r_i)_{i=1}^N$ correspond to randomized block-coordinate descent on the potential function $F(r)$ with blocks $r_i$ (see Appendix D.1 and Frongillo and Reid [9]). We refer to this model as the all-security (trader) dynamics (ASD). We apply and extend the analysis of block-coordinate descent to this setting. We focus on convex functions and conduct local convergence analysis around the minimizer of $F$. Our experiments demonstrate that the local analysis accurately estimates the convergence rate.

Let $r^*$ denote an arbitrary minimizer of $F$ and let $F^*$ be the minimum value of $F$. Also, let $r^t$ denote the allocation vector and $\mu^t$ the market price vector after the $t$th trade. Instead of directly analyzing the convergence error $\|\mu^t - \mu^*\|$, we bound the suboptimality $F(r^t) - F^*$ since $\|\mu^t - \mu^*\|^2 = \Theta(F(r^t) - F^*)$ for convex costs $C$ under ASD (see Appendix D.7.1).

Convex functions are locally strongly convex and have a Lipschitz-continuous gradient, so the standard analysis of block-coordinate descent [9, 11] implies linear convergence, i.e., $\mathbb{E}[F(r^t)] - F^* \leq O(\gamma^t)$ for some $\gamma < 1$, where the expectation is under the randomness of the algorithm. We refine the standard analysis by (1) proving not only upper, but also lower bounds on the convergence rate, and (2) proving an explicit dependence of $\gamma$ on the cost function $C$ and the liquidity $b$. These two refinements are crucial for comparison of cost families, as we demonstrate with the comparison of $\text{LSMR}$ and $\text{IND}$. We begin by formally defining bounds on local convergence of any randomized iterative algorithm that minimizes a function $F(r)$ via a sequence of iterates $r^t$.\footnote{In Appendix D, we also analyze the single-security (trader) dynamics (SSD), in which a randomly chosen trader randomly picks a single security to trade, corresponding to randomized coordinate descent on $F$.}
We evaluate the tightness of our theoretical bounds via numerical simulation. We consider a complete market over $K = 5$ securities and simulate $N = 10$ traders with risk aversion coefficients equal to $1$. These values of $N$ and $K$ are large enough to demonstrate the tightness of our results, but small enough that simulations are tractable. While our theory comprehensively covers heterogeneous

\textbf{Definition 6.1.} We say that $\gamma_{\text{high}}$ is an upper bound on the local convergence rate of an algorithm if, with probability 1 under the randomness of the algorithm, the algorithm reaches an iteration $t_0$ such that for some $\epsilon > 0$ and all $t \geq t_0$, $\mathbb{E}[F(r^t) \mid r^{t_0}] - F^* \leq c\gamma_{\text{high}}$. We say that $\gamma_{\text{low}}$ is a lower bound on the local convergence rate if $\gamma_{\text{high}} \geq \gamma_{\text{low}}$ holds for all upper bounds $\gamma_{\text{high}}$.

To state explicit bounds, we use the notation $D := \text{diag}_{i \in [N]} a_i$ and $P := I_N - 11^T/N$, where $I_N$ is the $N \times N$ identity matrix and $1$ is the all-ones vector. We write $M^T$ for the pseudoinverse of a matrix $M$ and $\lambda_{\text{min}}(M)$ and $\lambda_{\text{max}}(M)$ for its smallest and largest positive eigenvalues.

\textbf{Theorem 6.2 (Local Convergence Bound).} Assume that $C$ is convex. Let $H_T := H_T(\mu)$ and $H_C := H_C(\mu)$. For the all-securities dynamics, the local convergence rate is bounded between

$$
\gamma_{\text{high}}^{\text{LMSR}} = 1 - \frac{2b}{N} \cdot \lambda_{\text{min}}(PDP) \cdot \lambda_{\text{min}}(H_T^{1/2}H_C^2H_T^{1/2}) + O(b^2),
$$
$$
\gamma_{\text{low}}^{\text{LMSR}} = 1 - \frac{2b}{N} \cdot \lambda_{\text{max}}(PDP) \cdot \lambda_{\text{max}}(H_T^{1/2}H_C^2H_T^{1/2}) - O(b^2).
$$

In our proof, we first establish both lower and upper bounds on convergence of a generic block-coordinate descent that extend the results of Nesterov [11]. We then analyze the behavior of the algorithm for the specific structure of our objective to obtain explicit lower and upper bounds. Our bounds prove linear convergence with the rate $\gamma = 1 - \Theta(b)$. Since the convergence gets worse as $b \rightarrow 0$, there is a trade-off with the bias, which decreases as $b \rightarrow 0$.

Theorems 5.6 and 6.2 enable systematic quantitative comparisons of cost families. For simplicity, assume that $N \geq 2$ and all risk aversions are $a$, so $\lambda_{\text{min}}(PDP) = \lambda_{\text{max}}(PDP) = a$. To compare convergence rates of two costs $C$ and $C'$, we need to control for bias. As discussed after Theorem 5.6, their biases are (asymptotically) equal if their liquidities are linearly related as $b' = b/\eta$ for a suitable $\eta$. Theorem 6.2 then states that $C'_b$ requires (asymptotically) at most a factor of $\rho$ as many trades as $C_b$ to achieve the same convergence error, where $\rho := \eta \cdot \lambda_{\text{max}}(H_T^{1/2}H_C^2H_T^{1/2})/\lambda_{\text{min}}(H_T^{1/2}H_C^2H_T^{1/2})$. Similarly, $C_b$ requires at most a factor of $\rho'$ as many trades as $C'_b$, with $\rho'$ defined symmetrically to $\rho$.

\textbf{Theorem 6.3.} Assume that $N \geq 2$ and all risk aversions are equal to $a$. Consider running LMSR with liquidity $b$ and IND with liquidity $b' = b/\eta$ such that their asymptotic biases are equal. Denote the iterates of the two runs of the market as $\mu_{\text{LMSR}}^t$ and $\mu_{\text{IND}}^t$ and the respective market-maker equilibria as $\mu_{\text{LMSR}}^\star$ and $\mu_{\text{IND}}^\star$. Then, with probability 1, there exist $t_0$ and $t_1 \geq t_0$ such that for all $t \geq t_1$ and sufficiently small $b$

$$
\mathbb{E}[\|\mu_{\text{LMSR}}^{t(1+\epsilon)} - \mu_{\text{LMSR}}^\star\|^2] \leq \mathbb{E}[\|\mu_{\text{IND}}^{t(1+\epsilon)} - \mu_{\text{IND}}^\star\|^2] \leq \mathbb{E}[\|\mu_{\text{LMSR}}^{(t/2)(1-\epsilon)} - \mu_{\text{LMSR}}^\star\|^2],
$$

where $\epsilon = O(b)$ and $\mathbb{E}_{c\mu}[\cdot] = \mathbb{E}[\cdot \mid r^{t_0}]$ conditions on the $t_0$th iterate of a given run.

This result means that LMSR and IND are roughly equivalent (up to a factor of two) in terms of the number of trades required to achieve a given accuracy. This is somewhat surprising as this implies that maintaining price coherence does not offer strong informational advantages (at least when traders are individually coherent, as assumed here). However, while there is little difference between the two costs in terms of accuracy, there is a difference in terms of the worst-case loss. For $K$ securities, the worst-case loss of LMSR with the liquidity $b$ is $b \log K$, and the worst-case loss of IND with the liquidity $b'$ is $b'K \log 2$. If liquidities are chosen as in Theorem 6.3, so that $b'$ is up to a factor of two smaller than $b$, then the worst-case loss of IND is at least $(bK/2) \log 2$, which is always worse than the LMSR’s loss of $b \log K$, and the ratio of the two losses increases as $K$ grows.

When all risk aversion coefficients are equal to some constant $a$, then the dependence of Theorem 6.2 on the number of traders $N$ and their risk aversion is similar to the dependence in Theorem 5.6. For instance, to guarantee that $\gamma$ stays below a certain level for varying $N$ and $a$ requires $b = \Omega(N/a)$.

7 Numerical Experiments

We evaluate the tightness of our theoretical bounds via numerical simulation. We consider a complete market over $K = 5$ securities and simulate $N = 10$ traders with risk aversion coefficients equal to $1$. These values of $N$ and $K$ are large enough to demonstrate the tightness of our results, but small enough that simulations are tractable. While our theory comprehensively covers heterogeneous
We have assumed that traders’ beliefs are individually coherent. Experimental evidence suggests that LMSR might have additional informational advantages over IND when traders’ beliefs are incoherent or each trader is informed about only a subset of events [12]. We touch on this in Appendix C.2, but leave a full exploration of the impact of different assumptions on trader beliefs to future work.
References

[1] Jacob Abernethy, Yiling Chen, and Jennifer Wortman Vaughan. Efficient market making via convex optimization, and a connection to online learning. *ACM Transactions on Economics and Computation*, 1(2):Article 12, 2013.

[2] Jacob Abernethy, Sindhu Kutty, Sébastien Lahaie, and Rahul Sami. Information aggregation in exponential family markets. In *Proceedings of the 15th ACM Conference on Economics and Computation (EC)*, 2014.

[3] Ole Barndorff-Nielsen. *Exponential Families*. Wiley Online Library, 1982.

[4] Joyce Berg, Robert Forsythe, Forrest Nelson, and Thomas Rietz. Results from a dozen years of election futures markets research. *Handbook of experimental economics results*, 1:742–751, 2008.

[5] Olivier Bousquet and Léon Bottou. The tradeoffs of large scale learning. In *Advances in Neural Information Processing Systems (NIPS)*, 2008.

[6] Yiling Chen and David M. Pennock. A utility framework for bounded-loss market makers. In *Proceedings of the 23rd Conference on Uncertainty in Artificial Intelligence (UAI)*, 2007.

[7] Yiling Chen and Jennifer Wortman Vaughan. A new understanding of prediction markets via no-regret learning. In *Proceedings of the 11th ACM Conference on Electronic Commerce (EC)*, 2010.

[8] Miroslav Dudík, Sébastien Lahaie, David M. Pennock, and David Rothschild. A combinatorial prediction market for the US elections. In *Proceedings of the 14th ACM Conference on Electronic Commerce (EC)*, 2013.

[9] Rafael Frongillo and Mark D. Reid. Convergence analysis of prediction markets via randomized subspace descent. In *Advances in Neural Information Processing Systems (NIPS)*, 2015.

[10] Robin Hanson. Combinatorial information market design. *Information Systems Frontiers*, 5(1):105–119, 2003.

[11] Yu. Nesterov. Efficiency of coordinate descent methods on huge-scale optimization problems. *SIAM Journal on Optimization*, 22(2):341–362, 2012.

[12] Kenneth C. Olson, Charles R. Twardy, and Kathryn B. Laskey. Accuracy of simulated flat, combinatorial, and penalized prediction markets. Presented at Collective Intelligence, 2015.

[13] Abraham Othman, David M Pennock, Daniel M Reeves, and Tuomas Sandholm. A practical liquidity-sensitive automated market maker. *ACM Transactions on Economics and Computation*, 1(3):14, 2013.

[14] Kaare Brandt Petersen and Michael Syskind Pedersen. The matrix cookbook. Technical Report, Technical University of Denmark, Nov 2012.

[15] R. Tyrrell Rockafellar. *Convex analysis*. Princeton University Press, 1970.

[16] R. Tyrrell Rockafellar and Roger J-B Wets. *Variational analysis*. Springer-Verlag, 2009.

[17] David Rothschild. Forecasting elections: comparing prediction markets, polls, and their biases. *Public Opinion Quarterly*, 73(5):895–916, 2009.

[18] Christian Slamka, Bernd Skiera, and Martin Spann. Prediction market performance and market liquidity: A comparison of automated market makers. *IEEE Transactions on Engineering Management*, 60(1):169–185, 2013.

[19] Justin Wolfers and Eric Zitzewitz. Prediction markets. *The Journal of Economic Perspectives*, 18(2):107–126, 2004.
A Mathematical Background

A.1 Vectors, Matrices, Intervals

Vectors are denoted by small boldface italics \( \mathbf{u}, \mathbf{\mu}, \ldots \), matrices by large italics \( A, B, P, \ldots \). The norm \( \| \cdot \| \) denotes the standard Euclidean norm for vectors, and the operator norm for matrices, i.e., \( \|A\| = \sup_{\|\mathbf{u}\|=1} \|A\mathbf{u}\| \). The range of a matrix, denoted \( \text{range}(\cdot) \), is the span of its columns. For a symmetric matrix \( A \), its pseudoinverse, denoted \( A^+ \), is the unique symmetric matrix with range \( (A^+) = \text{range}(A) \) such that \( A^+A = AA^+ = P \) where \( P \) is the projection on range \( (A) \).

For symmetric matrices \( A \) and \( B \), we write \( A \preceq B \) to denote that \( B - A \) is positive-semidefinite. We use the notation \( A \simeq B \) to denote \( B - C \preceq A \preceq B + C \). For scalars, we similarly write \( a \simeq b \pm c \) to mean \( a \in [b - c, b + c] \).

We use \( \lambda_{\min}(A) \) and \( \lambda_{\max}(A) \) to denote the smallest and the largest positive eigenvalue of a symmetric positive-semidefinite matrix. We also write \( \lambda_{\min}(A, B) \) and \( \lambda_{\max}(A, B) \) for the generalized minimum and maximum eigenvalues defined as follows whenever \( B \neq 0 \):

\[
\lambda_{\min}(A, B) := \min_{u \in \text{range}(B) \setminus \{0\}} \frac{\mathbf{u}^\top A \mathbf{u}}{\mathbf{u}^\top B \mathbf{u}}, \quad \lambda_{\max}(A, B) := \max_{u \in \text{range}(B) \setminus \{0\}} \frac{\mathbf{u}^\top A \mathbf{u}}{\mathbf{u}^\top B \mathbf{u}}.
\]

The following formulas follow by substituting \( v = B^{1/2} \mathbf{u} \):

\[
\lambda_{\min}(A, B) = \lambda_{\min}\left((B^{1/2})^+ A (B^{1/2})^+\right) \quad \text{if} \quad \text{range}(A) \subseteq \text{range}(B),
\]

\[
\lambda_{\max}(A, B) = \lambda_{\max}\left((B^{1/2})^+ A (B^{1/2})^+\right) \quad \text{if} \quad \text{range}(A) \supseteq \text{range}(B).
\]

By Eq. (180) of Petersen and Pedersen [14], we also have for any matrix \( A \) (not necessarily square):

\[
\lambda_{\min}(A^\top A) = \lambda_{\min}(A^\top A), \quad \lambda_{\max}(A^\top A) = \lambda_{\max}(A^\top A) . \tag{7}
\]

The following two results relate \( A \) and its pseudoinverse \( A^+ \):

**Proposition A.1.** Let \( A \) and \( B \) be symmetric matrices such that \( \text{range}(A) = \text{range}(B) \). Then \( A \preceq B \) if and only if \( B^+ \preceq A^+ \).

**Proof.** Assume that \( \text{range}(A) = \text{range}(B) = \mathcal{L} \). Then we have the following equivalences

\[ A \preceq B \quad \text{iff} \quad \mathbf{u}^\top A \mathbf{u} \leq \mathbf{u}^\top B \mathbf{u} \quad \text{for all} \ \mathbf{u} \in \mathcal{L} \setminus \{0\} \]

\[ \begin{align*}
&\iff 1 \leq \min_{\mathbf{u} \in \mathcal{L} \setminus \{0\}} \frac{\mathbf{u}^\top B \mathbf{u}}{\mathbf{u}^\top A \mathbf{u}} \\
&\iff 1 \leq \lambda_{\min}(B, A) = \lambda_{\min}\left((A^{1/2})^+ B (A^{1/2})^+\right) = \lambda_{\min}(B^{1/2} A^+ B^{1/2}) = \lambda_{\min}(A^+, B^+) \quad \text{(by Eq. 7)}
\end{align*} \]

\[ \begin{align*}
&\iff 1 \leq \min_{\mathbf{u} \in \mathcal{L} \setminus \{0\}} \frac{\mathbf{u}^\top A^+ \mathbf{u}}{\mathbf{u}^\top B^+ \mathbf{u}} \\
&\iff B^+ \preceq A^+ \quad \square
\end{align*} \]

**Proposition A.2 (Blockwise Inversion).** Let \( A, B, C \in \mathbb{R}^{d \times d} \), where \( A \) and \( C \) are symmetric, and let \( S = C - B^+ A^+ B \). Assume the following conditions hold:

- \( \text{range}(A) \cap \text{range}(C) = \{0\} \).
- \( \text{range}(B) \subseteq \text{range}(A) \).
- \( \text{range}(B^\top) \subseteq \text{range}(C) \).
- \( \text{range}(S) = \text{range}(C) \).

Then

\[ (A + B + B^\top + C)^+ = A^+ + (I - A^+ B)S^+(I - A^+ B)^\top . \]

**Proof.** This follows by the formula in Section 9.1.3 of Petersen and Pedersen [14] for the block matrix

\[
\begin{pmatrix} U^\top A U & U^\top B V \\ V^\top B U & V^\top C V \end{pmatrix}
\]

where \( U \) and \( V \) are matrices with an orthonormal basis of \( \text{range}(A) \) and \( \text{range}(C) \), respectively. \( \square \)
The final result of this section relates the optimization of a quadratic form with a matrix $A$ to the quadratic form with the matrix $A^+$:

**Proposition A.3.** Let $A \in \mathbb{R}^{d \times d}$ be a symmetric positive-semidefinite matrix and let $u \in \text{range}(A)$. Then

$$\min_{\delta \in \mathbb{R}^d} \left( \delta^T u + \frac{1}{2} \delta^T A \delta \right) = -\frac{1}{2} u^T A^+ u .$$

**Proof.** The result follows from convex conjugacy of quadratic convex functions, see page 108 of Rockafellar [15].

### A.2 Convex Analysis

If $f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\}$ then the **epigraph** of $f$ is the set of points in $\mathbb{R}^d \times \mathbb{R}$ that lie on or above the graph of $f$. The function $f$ is called convex if its epigraph is convex. It is called closed if its epigraph is closed, and proper if it is not identically equal to $\infty$. The **effective domain** of $f$ is the set of points where it is finite, denoted $\text{dom} \ f$. The convex hull of a set $S$, written $\text{conv} \ S$, is the smallest convex set containing $S$. For instance, the simplex in $\mathbb{R}^d$ is the convex hull of the vectors of standard basis.

An **affine subspace** of $\mathbb{R}^d$ is any set that can be written as $A = \{a + u : u \in \mathcal{L}\}$ for some fixed vector $a$ and a linear subspace $\mathcal{L}$ of $\mathbb{R}^d$. We refer to $\mathcal{L}$ as the linear space **parallel** to $A$. The **affine hull** of a non-empty set $S$, denoted $\text{aff} \ S$, is the smallest affine set that contains $S$. The **relative interior** of a set $S$, denoted $\text{ri} \ S$, is the interior of $S$ under the topology of its affine hull. The **relative boundary** of a set $S$ consists of points in the closure of $S$ that are not in its relative interior, $(\text{cl} \ S) \setminus (\text{ri} \ S)$. For instance, the affine hull of the simplex consists of vectors $u$ such that $u^T 1 = 1$, where $1$ is the all-ones vector. The parallel linear space is $\{u : u^T 1 = 0\}$. The simplex has an empty interior, but its relative interior consists of points $\{u \in (0, 1)^d : u^T 1 = 1\}$. The relative boundary of the simplex consists of those points in the simplex which have at least one coordinate equal to zero.

For a convex $f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\}$, the **subdifferential** of $f$ at $u$ is defined as $\partial f(u) := \{v \in \mathbb{R}^d : f(u') \geq f(u) + v^T (u' - u), \forall u' \in \mathbb{R}^d\}$. Any convex $f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\}$ is subdifferentiable, i.e., its subdifferential is non-empty, at all points in $\text{ri} \text{dom} \ f$. If the subdifferential is a singleton, it coincides with the gradient. Given a proper convex function $f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\}$, we define its **convex conjugate** $f^* : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\}$ by $f^*(\mu) := \sup_{u \in \mathbb{R}^d} [u^T \mu - f(u)]$. For a closed proper convex function $f$, its conjugate is also closed, proper and convex, and the following statements are equivalent:

$$\mu \in \partial f(u) \iff u \in \partial f^*(u) \iff f(u) + f^*(\mu) = u^T \mu .$$

We will use the following variant of a duality result known as Fenchel’s duality:

**Theorem A.4** (Fenchel’s duality). Let $f : \mathbb{R}^d \to \mathbb{R}$ and $g : \mathbb{R}^K \to \mathbb{R} \cup \{\infty\}$ be closed proper convex functions and $A \in \mathbb{R}^{K \times d}$. Assume that there exists some $u \in \mathbb{R}^d$ such that $Au \in \text{ri} \text{dom} \ g$ and some $\mu \in \text{ri} \text{dom} \ g^*$ such that $A^T \mu \in \text{ri} \text{dom} \ f^*$. Then

$$\inf_{u \in \mathbb{R}^d} [f(-u) + g(Au)] = \sup_{\mu \in \mathbb{R}^K} [-f^*(A^T \mu) - g^*(\mu)]$$

and both the supremum and the infimum are attained. Vectors $\hat{u}$ and $\hat{\mu}$ are their respective solutions if and only if $A^T \hat{\mu} \in \partial f(-\hat{u})$ and $\hat{\mu} \in \partial g(A\hat{u})$.

**Proof.** The results follows from Corollary 31.2.1 and Theorem 31.3 of Rockafellar [15].

### A.3 Convex $^+$ Functions

Throughout the paper we work with functions that satisfy additional assumptions beyond convexity. We refer to them as convex $^+$ functions. They have a close relationship to functions of Legendre type (see Sec. 26 of Rockafellar [15]). Before we define convex $^+$ functions, we introduce the gradient space, which plays a role in their structure.

**Definition A.5.** Let $f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\}$ be differentiable on the interior of its domain $D := \text{int} \text{dom} \ f$. Its **gradient space**, denoted $\mathcal{G}(f)$, is the linear space parallel to the affine hull of the set of its gradients, $\mathcal{G}(f) := \text{span}\{ \nabla f(u) - \nabla f(u') : u, u' \in D \}$.
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Proposition A.7. Let \( f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \) be convex \( ^{+} \), \( D := \text{int dom } f \).
Let \( P \) be the projection on \( G(f) \) and \( a \) the unique point in \( A \cap G(f)^{+} \), where \( A \) is the affine hull of the set of gradients of \( f \).
Then the following statements hold:

1. \( f(u) = f(Pu) + a^T u \).
2. \( \nabla f(u) = \nabla f(Pu) \).
3. \( \nabla^2 f(u) = \nabla^2 f(Pu) \).
4. \( f \) is strictly convex on \( D \cap G(f) \).
5. \( \nabla f \) is one-to-one on \( D \cap G(f) \).

Proof. We prove the first statement by the Mean Value Theorem. First, since \( f \) is differentiable on an open convex \( D \), it must be actually continuously differentiable on \( D \) (by Corollary 25.5.1 of Rockafellar [15]), so the Mean Value Theorem can be applied on \( D \). Let \( u \in D \) and \( v \in G(f)^{+} \). Then for any \( u' = u + tv \in D \), we have, for some \( \bar{v} \) on the line segment connecting \( u \) and \( u' \),

where the second equality follows because \( v \perp G(f) \). We argue that the entire line \( \{u + tv : t \in \mathbb{R}\} \) must be contained in \( D \). For contradiction, assume it intersects the boundary of \( D \) at \( u^* = u + t^*v \), and say \( t^* > 0 \). Consider an increasing sequence \( 0 = t_1, t_2, \ldots \) converging to \( t^* \). Eq. (8) holds for \( u' \) replaced by \( u_i = u + t_iv \) as well as points \( \bar{u}_i = \bar{u} + t_i\bar{v} \), where \( \bar{u} \) is in a small enough neighborhood of \( u \) along directions in \( G(f) \). This means that \( \nabla f(u_i) = P \nabla f(u) + a = \nabla f(u) \). However, this is not possible for convex \( ^{+} \) functions, because the norms of their gradients go to \( \infty \) towards the boundary. Similar argument holds for \( t^* < 0 \). This means that the entire line \( \{u + tv : t \in \mathbb{R}\} \) must be in \( D \). This holds for arbitrary \( u \in D \), so \( D \) can be written as \( D_0 \subseteq G(f)^{+} \), by Corollary 25.5.1. Thus, Eq. (8) now implies that statement (1) holds over \( D \). Since \( f \) is closed, the statement also holds over \( \text{dom } f \), which then necessarily has form \( \text{dom } f = S_0 + G(f)^{+} \) where \( S_0 \subseteq G(f) \). Therefore, statement (1) also holds for \( u \notin \text{dom } f \).

The remaining statements are more straightforward. To prove the second statement, note that for any \( u' \in D \), its gradient can be decomposed as \( \nabla f(u') = P \nabla f(u') + a \). Thus, \( \nabla f(u) = P \nabla f(Pu) + a = \nabla f(Pu) \). For the third statement, we have \( \nabla^2 f(u) = P[\nabla^2 f(Pu)]P = \nabla^2 f(Pu) \), because \( \text{range}(\nabla^2 f(Pu)) = G(f) \). The fourth statement is equivalent to the fifth statement and they follow because \( \text{range}(\nabla^2 f(Pu)) = G(f) \).

This proposition immediately implies that the Hessian of \( f \) can be expressed as a function of the gradient of \( f \). We will denote such a function \( H_f \):

Proposition A.8. Let \( f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \) be convex \( ^{+} \) and \( D := \text{int dom } f \). Let \( D' := \{\nabla f(u) : u \in D\} \) be the set of its gradients. Then there exists a map \( H_f : D' \to \mathbb{R}^{d \times d} \) such that \( \nabla^2 f(u) = H_f(\nabla f(u)) \) for all \( u \in D \).

Proof. Let \( D_0 = D \cap G(f) \). Proposition A.7 implies that \( \nabla f \) is a bijection from \( D_0 \) to \( D' \). Denoting its inverse from \( D' \) to \( D_0 \) as \( h \), we can then define the map \( H_f \) via \( H_f(\mu) = \nabla^2 f(h(\mu)) \). Now, for any \( u \in D \), we have

\[
\nabla^2 f(u) = \nabla^2 f(Pu) = \nabla^2 f(h(\nabla f(Pu))) = H_f(\nabla f(Pu)) = H_f(\nabla f(u))
\]

Proposition A.9. Let \( f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \) be a convex \( ^{+} \) function and let \( A = \text{aff dom } f^* \). Then there exists a convex \( ^{+} \) function \( g : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \) such that the following hold:

1. \( g \) agrees with \( f^* \) on \( A \).
2. $\mathcal{G}(g)$ is parallel to $A$, or equivalently $\mathcal{G}(g) = \mathcal{G}(f)$.
3. For $\mu \in \text{ri dom } f^* \subseteq \nabla g(\mu) + \mathcal{G}(f)^\perp$.
4. For $\mu \in \text{ri dom } f^* : \nabla^2 g(\mu) = H_f^T(\mu)$.

Proof. We begin by representing $f$ via a function of Legendre type and then rely on the properties of such functions to obtain $g$. In particular, we note that by Proposition A.7, the function $f$ is defined by its values on $\mathcal{G}(f)$, except for a linear term, and so we construct a function $f_0$ that is a transformation of $f$ on $\mathcal{G}(f)$ and is of Legendre type.

To start, let $D = \text{int dom } f$, and $D_0 = D \cap \mathcal{G}(f)$. Assume that $\mathcal{G}(f)$ is $d_0$ dimensional $d_0 \leq d$, and let $A \in \mathbb{R}^{d \times d_0}$ be a matrix whose columns form an orthonormal basis of $\mathcal{G}(f)$. Then $A^\top A = I_{d_0}$, i.e., $A^\top$ is the left inverse of $A$. The matrix $A$ is an injective linear map from $\mathbb{R}^{d_0} \to \mathbb{R}^d$, but it is also a bijection from $\mathbb{R}^{d_0}$ to $\mathcal{G}(f)$. We also have $AA^\top = P$, where $P$ is the projection on $\mathcal{G}(f)$. Define the function $f_0 : \mathbb{R}^{d_0} \to \mathbb{R} \cup \{\infty\}$ as

$$f_0(v) := f(Av) .$$

Let $S = \text{int dom } f_0$, so $S = A^\top D_0$. We have

$$\nabla f_0(v) = A^\top \nabla f(Av), \quad \nabla^2 f_0(v) = A^\top \nabla^2 f(Av)A, \quad \nabla^3 f_0(v)[\cdot, \cdot, \cdot] = \nabla^3 f(Av)[A(\cdot), A(\cdot), A(\cdot)],$$

so in particular $f_0$ has continuous third derivatives over $S$. We next argue that $f_0$ is of Legendre type in the sense of Rockafellar [15], page 258. For that we need to check that it satisfies the following conditions:

(a) $S$ is non-empty.
This follows, because $D_0$ is non-empty and $D_0 \subseteq \mathcal{G}(f)$. Now, $A^\top$, as a linear map, is a bijection from $\mathcal{G}(f)$ to $\mathbb{R}^{d_0}$, so the set $S = A^\top D_0$ is also non-empty.

(b) $f_0$ is differentiable throughout $S$.
Similarly to the previous property, this holds, because $f$ is differentiable throughout $D_0$.

(c) $\lim_{t \to \infty} \|\nabla f_0(v_t)\| = \infty$ whenever $v_1, v_2, \ldots$ is a sequence in $S$ converging to a boundary point of $S$.
If $u_1, u_2, \ldots$ is any sequence in $D_0$ converging to the relative boundary of $D_0$, then this point is on the boundary of $D$ and therefore $\|\nabla f(du)\| \to \infty$, because $f$ is convex $^\perp$. Now, suppose we are given a sequence $v_1, v_2, \ldots$ in $S$ converging to a boundary point of $S$. Then $u_t = Av_t$ is exactly a sequence in $D_0$ converging to the relative boundary of $D_0$, so $\|\nabla f(Av_t)\| \to \infty$. Since $\nabla f(Av_t) \in \mathcal{G}(f)$ and the row space of $A^\top$ coincides with $\mathcal{G}(f)$, we also have $\|\nabla f_0(v_t)\| = \|A^\top \nabla f(Av_t)\| \to \infty$.

(d) $f_0$ is strictly convex on $S$.
Since $f_0$ has a continuous Hessian on $S$, it suffices to show that its Hessian is full rank, i.e., its range is $\mathbb{R}^{d_0}$. For any $v \in S$, we have range($\nabla^2 f_0(v)$) = range($A^\top \nabla^2 f(Av)A$), which must be $\mathbb{R}^{d_0}$, because range($\nabla^2 f(Av)$) = $\mathcal{G}(f)$ and $A$ is a bijection from $\mathbb{R}^{d_0}$ to $\mathcal{G}(f)$.

We now express $f$ in terms of $f_0$. Note that by conjugacy, the affine hull of gradients of $f$ coincides with $A = \text{aff dom } f^*$. By Proposition A.7, the function $f$ is defined by its values on $\mathcal{G}(f)$, except for the linear term, described by the unique $a \in A \cap \mathcal{G}^\perp$. We defined $f_0$ to exactly represent $f$ on $\mathcal{G}(f)$, so for any $u' \in \mathcal{G}(f)$, we have $f_0(A^\top u') = f(AA^\top u') = f(u')$, because $AA^\top = P$. Thus, for any $u \in \mathbb{R}^d$ we have, by Proposition A.7,

$$f(u) = f(Pu) + a^\top u = f_0(A^\top Pu) + a^\top u = f_0(A^\top u) + a^\top u ,$$

because the row space of $A^\top$ coincides with $\mathcal{G}(f)$. This relationship between $f$ and $f_0$ implies the following relationship for their conjugates (by Theorems 12.3 and 16.3 of Rockafellar [15]):

$$f^*(\mu) = \inf_{y \in \mathbb{R}^d} \{ a^\top y - f_0^*(y) \} ,$$

(10)
where the infimum of an empty set is $\infty$. The linear map $A$ is injective and $\text{range}(A) = \mathcal{G}(f)$, so
the linear system $Av = \mu - a$ has a single solution $v = A^T(\mu - a)$ when $(\mu - a) \in \mathcal{G}(f)$, and no solutions when $(\mu - a) \notin \mathcal{G}(f)$. Therefore,

$$f^* (\mu) = \begin{cases} f^0_0 (A^T(\mu - a)) & \text{if } \mu \in A, \\ \infty & \text{if } \mu \notin A. \end{cases}$$

Since $f_0$ is of Legendre type, so is its conjugate $f^*_0$ (see Theorem 26.5 of Rockafellar [15]), which means that $f^*_0$ with $S^* := \text{int dom } f^*_0$ satisfies the properties (a)–(d). The function $g$ is constructed as follows:

$$g(\mu) := f^*_0 (A^T(\mu - a)) = f^*_0 (A^T \mu),$$

where the equality follows because $a \in \mathcal{G}(f)^\perp$. This differs from the expression for $f^*$ in that it does not equal to $\infty$ outside $A$. Before we argue that $g$ is convex$^+$, we analyze the gradient, Hessian and third derivatives of $f^*_0$. From the properties of the conjugates, we know that $\nabla f^*_0$ is the inverse of $\nabla f_0$, so for all $y \in S^*$,

$$\nabla f^*_0 (y) = [\nabla f_0]^{-1} (y).$$

Since $\nabla f_0$ is continuously differentiable and its derivative (i.e., the Hessian of $f_0$) is an invertible matrix, the inverse of $\nabla f_0$ is also continuously differentiable and its derivative (i.e., the Hessian of $f^*_0$) is

$$\nabla^2 f^*_0 (y) = [\nabla^2 f_0 ([\nabla f_0]^{-1} (y))]^{-1} = [\nabla^2 f_0 (\nabla f^*_0 (y))]^{-1}. \quad (11)$$

In particular note that $\nabla^2 f^*_0 (y)$ is also an invertible matrix. We next show that $f^*_0$ has a continuous third derivative, by using the chain rule to argue that $\nabla^3 f^*_0$ is continuously differentiable. This follows, because $\nabla^2 f^*_0$ is the composition of (i) the matrix inversion $\cdot \left[ \cdot \right]^{-1}$, (ii) the Hessian map $\nabla^2 f_0$, and (iii) the conjugate gradient $\nabla f^*_0$, and all of them are continuously differentiable at points where the respective derivatives are taken; specifically, the matrix inversion is taken at an invertible matrix $\nabla^2 f_0 (\nabla f^*_0 (y))$, the Hessian at $\nabla f^*_0 (y) \in S$, and the conjugate gradient at $y \in S^*$.

Now we can show that $g$ is convex$^+$. From the definition of $g$, we have

$$\nabla g(\mu) = A \nabla f^*_0 (A^T \mu), \quad \nabla^2 g(\mu) = A \nabla f^*_0 (A^T \mu) A^T, \quad \nabla^3 g(\mu) = \nabla^3 f^*_0 (A^T \mu) [A^T (\cdot), A^T (\cdot), A^T (\cdot)]. \quad (12, 13)$$

Let $D^* := \text{int dom } g$. From the definition of $g$, we have $D^* = AS^* + \mathcal{G}(f)^\perp$. Note that $\mathcal{G}(f^*_0) = \mathbb{R}^n_0$, because $\text{dom } f_0$ has a non-empty interior. Therefore, by Eq. (12), $\mathcal{G}(g) = \text{range}(A) = \mathcal{G}(f)$. We next verify that $g$ satisfies properties (1)–(5) of convexity$^+$, relying on the properties (a)–(d) satisfied by $f^*_0$ and $S^*$:

1. $g$ is closed and convex.

   This follows, because $f^*_0$ is closed and convex.

2. $D^*$ is non-empty.

   This follows, since $f^*_0$ satisfies (a), so $S^*$ is non-empty, and so is $D^*$.

3. $g$ has continuous third derivatives on $D^*$.

   This follows by Eq. (13), because $f^*_0$ has continuous third derivatives on $S^*$.

4. $\text{range}(\nabla^2 g(\mu)) = \mathcal{G}(g) \text{ for all } \mu \in D^*$.

   Since the Hessians of $f^*_0$ are full rank, Eq. (12) implies that $\text{range} (\nabla^2 g(\mu)) = \text{range} (A) = \mathcal{G}(g)$.

5. $\lim_{t \to \infty} \| \nabla g(\mu_t) \| = \infty$ whenever $\mu_t, \mu_2, \ldots$ is a sequence in $D^*$ converging to a boundary point of $D^*$.

   If $\mu_t$ converges to a point on the border of $D^* = AS^* + \mathcal{G}(f)^\perp$, then the sequence of points $y_t = A^T \mu_t$ converges to the border of $S^*$. Since $f^*_0$ satisfies property (c), this means that $\| \nabla f^*_0 (y_t) \| \to \infty$. And since $A$ is injective, also $\| \nabla g(\mu_t) \| = \| A \nabla f^*_0 (y_t) \| \to \infty$.

We now prove that $g$ has the properties stated in the theorem:

1. $g$ agrees with $f^*$ on $A$.

   Immediate from the definition of $g$. 
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2. \( G(g) \) is parallel to \( A \), or equivalently \( G(g) = G(f) \).
   As we already argued, Eq. (12) and the fact that \( G(f_0) = \mathbb{R}^n \) imply that \( G(g) = \text{range}(A) = G(f) \).

3. For \( \mu \in \text{ri dom } f^\ast : \partial f^\ast(\mu) = \nabla g(\mu) + G(f)^\perp \).
   Note that \( \mu \in A \), so \( (\mu - \alpha) \in G(f) \). The statement follows by the following chain of equivalences
   \[
   u \in \partial f^\ast(\mu) \iff \nabla f(u) = \mu \\
   \text{iff } A\nabla f_0(A^\top u) + \alpha = \mu \quad \text{(by Eq. 9)} \\
   \text{iff } \nabla f_0(A^\top u) = A^\top(\mu - \alpha) = A^\top \mu \quad \text{(because } (\mu - \alpha) \in G(f) = \text{range}(A)) \\
   \text{iff } \nabla f_0(A^\top \mu) = A^\top u \\
   \text{iff } A\nabla f_0(A^\top \mu) = AA^\top u = Pu \quad \text{(because } A \text{ is injective)} \\
   \text{iff } \nabla g(\mu) = Pu \quad \text{(by Eq. 12)} \\
   \text{iff } u \in \nabla g(\mu) + G(f)^\perp \quad \text{(because } \nabla g(\mu) \in \text{range}(A) = G(f))
   \]

4. For \( \mu \in \text{ri dom } f^\ast : \nabla^2 g(\mu) = H_f^\top(\mu) \).
   From Eqs. (12) and (11), we have
   \[
   \nabla^2 g(\mu) = A[\nabla^2 f_0(A^\top \mu)]A^\top \\
   = A[\nabla^2 f_0(\nabla f_0(A^\top \mu))]^{-1}A^\top .
   \]
   By Proposition A.8, \( H_f(\mu) = \nabla^2 f(u) \) for any \( u \) such that \( \nabla f(u) = \mu \), which is equivalent to \( u \in \partial f^\ast(\mu) \). Above, we have shown that \( \nabla g(\mu) \in \partial f^\ast(\mu) \), so \( H_f(\mu) = \nabla^2 f(\nabla g(\mu)) \).
   We continue the derivation of \( H_f(\mu) \) using Eqs. (9) and (12):
   \[
   H_f(\mu) = \nabla^2 f(\nabla g(\mu)) \\
   = A[\nabla^2 f_0(A^\top \nabla g(\mu))]A^\top \\
   = A[\nabla^2 f_0(A^\top A\nabla f_0(A^\top \mu))]A^\top \\
   = A[\nabla^2 f_0(\nabla f_0(\nabla f_0(A^\top \mu)))]A^\top ,
   \]
   where the last equation follows, because \( A^\top A = I_{d_0} \). Since \( G(g) = G(f) \), the ranges of \( \nabla^2 g(\mu) \) and \( H_f(\mu) \) coincide with \( G(f) \). From the above derivations of \( \nabla^2 g(\mu) \) and \( H_f(\mu) \), we also have
   \[
   [\nabla^2 g(\mu)]H_f(\mu) = H_f(\mu)[\nabla^2 g(\mu)] = AA^\top = P ,
   \]
   so indeed \( \nabla^2 g(\mu) = H_f^\top(\mu) \).

Thanks to the continuity of third derivatives of \( f \) and the continuity of second derivatives of \( g \) from Proposition A.9, we can easily prove a local Lipschitz property for \( H_f \):

**Proposition A.10.** Let \( f : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \) be convex and \( D' \) be the set of its gradients (necessarily open within \( \text{aff } D' \)). Let \( \mu \in D' \) and let \( B \) be a closed ball (in \( \text{aff } D' \)) centered at \( \mu \) and fully contained in \( D' \). Then there exists a constant \( c \) such that for all \( \mu' \in B 
   \[
   H_f(\mu') \simeq (1 \pm c\|\mu' - \mu\|)H_f(\mu) .
   \]

**Proof.** Let \( g \) be the function from Proposition A.9. Similarly as we argued in the proof of Proposition A.9, we can write
   \[
   H_f(\mu) = \nabla^2 f(\nabla g(\mu)) ,
   \]
   because \( \nabla g(\mu) \in \partial f^\ast(\mu) \), and thus \( \nabla f(\nabla g(\mu)) = \mu \). Since, \( g \) has continuous second derivatives and \( f \) has continuous third derivatives, the Mean Value Theorem implies that \( \nabla g \) is Lipschitz continuous on any compact subset of \( D' \), and \( \nabla^2 f \) is Lipschitz continuous on any compact subset of \( \text{int dom } f \). Since \( B \) is compact, and so is its image under \( \nabla g \) by continuity of \( \nabla g \), we obtain that both \( \nabla g \) and \( \nabla^2 f \) are Lipschitz on required sets, and so \( H_f \) is also Lipschitz within \( B \), with some constant \( L \), i.e.,
   \[
   \|H_f(\mu') - H_f(\mu)\| \leq L\|\mu' - \mu\| .
   \]
Since $\text{range}(H_f(\mu')) = \text{range}(H_f(\mu)) = \mathcal{G}(f)$, this implies that
\[ H_f(\mu') \simeq H_f(\mu) \pm L\|\mu' - \mu\|P, \]
where $P$ is the projection on $\mathcal{G}(f)$. Since $\text{range}(H_f(\mu)) = \mathcal{G}(f)$, we have $P \preceq \sigma^{-1} H_f(\mu)$ where $\sigma = \lambda_{\min}(H_f(\mu))$ is the smallest positive eigenvalue of $H_f(\mu)$. Thus, we have
\[ H_f(\mu') \simeq (1 \pm L\sigma^{-1}\|\mu' - \mu\|)H_f(\mu). \]

**A.4 Lipschitz Gradients and Strong Convexity**

In addition to (or instead of) convexity+, some of our results require Lipschitz gradients or, dually, strong convexity. To be precise, we say that a differentiable function $f : \mathbb{R}^d \to \mathbb{R}$ has a Lipschitz gradient if there exists a constant $L$ such that $\|\nabla f(u) - \nabla f(v)\| \leq L\|u - v\|$ for all $u, v \in \mathbb{R}^d$. If $f$ is twice differentiable, it suffices to check that $\nabla^2 f(u) \preceq L I_d$ for all $u$, where $I_d \in \mathbb{R}^{d \times d}$ is the identity.

We say that $f$ is strongly convex with the strong convexity constant $\sigma$ if
\[ f(v) \geq f(u) + g^T(v - u) + \frac{1}{2}\sigma\|v - u\|^2, \]
for all $v, u \in \mathbb{R}^d$ and $g \in \partial f(u)$. A standard convex analysis result states that if $f : \mathbb{R}^d \to \mathbb{R}$ has a gradient with Lipschitz constant $L$ then $f^*$ is strongly convex with the strong convexity constant $\sigma = 1/L$ (see Prop. 12.60 of Rockafellar and Wets [16]).

**B Proofs and Additional Results for Section 4**

**B.1 Proof of Theorem 4.1**

We prove a more explicit version of the theorem:

**Theorem B.1.** Under the exponential trader model, $(\bar{r}, \bar{c}, \bar{\mu})$ is a market-clearing equilibrium if and only if
\[ \bar{r} \in \arg\min_{r: \sum_{i=1}^N r_i = 0} \sum_{i=1}^N F_i(-r_i), \quad \sum_{i=1}^N \bar{c}_i = 0, \quad \text{and} \quad \bar{\mu} = \nabla T(\bar{\theta}_i - a_i \bar{r}_i) \quad \forall i \in [N]. \]

A market-clearing equilibrium always exists. Furthermore, for any market-clearing equilibrium, the equilibrium prices are unique solutions of the following dual problem:
\[ \bar{\mu} = \arg\min_{\mu \in \mathbb{R}^K} \left[ \sum_i F_i^*(\mu) \right]. \]

**Proof.** We first express the market-clearing equilibrium definition using the trader potential functions $F_i$ instead of trader utilities. Since $[-F_i(-r_i) + c_i]$ is a monotone one-to-one transformation of the utility $U_i(r_i, c_i)$, we get the following equivalences
\[ 0 \in \arg\max_{\delta \in \mathbb{R}^K} U_i(\bar{r}_i + \delta, \bar{c}_i - \delta \cdot \bar{\mu}) \quad \text{iff} \quad 0 \in \arg\min_{\delta \in \mathbb{R}^K} \left[ F_i(-\bar{r}_i - \delta) - \bar{c}_i + \delta \cdot \bar{\mu} \right] \]
\[ \quad \text{iff} \quad \nabla F_i(-\bar{r}_i) = \bar{\mu}, \]
where the last step follows by setting the gradient of the objective to zero at $\delta = 0$. Thus, we have that $(\bar{r}, \bar{c}, \bar{\mu})$ is a market-clearing equilibrium if
\[ \sum_{i=1}^N \bar{r}_i = 0, \quad \sum_{i=1}^N \bar{c}_i = 0, \quad \nabla F_i(-\bar{r}_i) = \bar{\mu} \quad \forall i \in [N]. \tag{14} \]

We now analyze the minimization of the potential $\sum_i F_i(-r_i)$ subject to the market clearing constraint $\sum_i r_i = 0$. We express this constraint using the convex indicator function $\mathbb{I}\{\cdot\}$, which equals zero if its argument is true and $\infty$ when its false. We also introduce the matrix $A \in \mathbb{R}^{K \times NK}$ with the block structure $A := (I_K I_K \cdots I_K)$ where $I_K$ is the $K \times K$ identity matrix. Thus, $A$ implements
the summation over the blocks \( r_i \), since \( Ar = \sum_i r_i \). With this notation, the potential minimization problem can be written as

\[
\min_{\boldsymbol{r} \in \mathbb{R}^{NK}} \left[ \sum_{i=1}^{N} F_i(-r_i) + \mathbb{I}(Ar = 0) \right],
\]

where we introduced the functions \( f(r) = \sum_i F_i(r_i) \) and \( g(s) = \mathbb{I}(s = 0) \) for \( s \in \mathbb{R}^K \). Now, if certain conditions are satisfied, we can apply Fenchel’s duality (Theorem A.4) and obtain that the value of the primal (15) equals the value of the following dual problem

\[
\max_{\mu \in \mathbb{R}^K} \left[ -f^\ast(A^T \mu) - g^\ast(\mu) \right],
\]

which is equivalent to

\[
\max_{\mu \in \mathbb{R}^K} \left[ -\sum_{i=1}^{N} F_i^\ast(\mu) \right],
\]

because \( g^\ast(\mu) = 0 \) and \( f^\ast(y) = \sum_i F_i^\ast(y_i) \), for \( y \in \mathbb{R}^{NK} \), so \( f^\ast(A^T \mu) = \sum_i F_i^\ast(\mu) \). It remains to verify that the preconditions of Theorem A.4 are satisfied. First, we need to check that there exists \( r \) such that \( Ar \in \text{ri}(\text{dom } g) \). Since \( \text{ri}(\text{dom } g) = \{0\} \), the vector \( r = 0 \) satisfies this. We also need to check that there exist \( \mu \) such that \( A^T \mu \in \text{ri}(\text{dom } f^\ast) \), which for our choices of \( A \) and \( f \) is equivalent to \( \mu \in \text{ri}(\text{dom } F_i^\ast) \) for all \( i \in [N] \). Since \( \text{dom } F_i^\ast = \text{dom } T^\ast = \mathcal{M} \), any \( \mu \in \mathcal{M} \) satisfies this. Thus, conclusions of Theorem A.4 hold.

The conclusions state that both the primal and the dual are attained, and \( \hat{r} \) and \( \hat{\mu} \) are their solutions if and only if \( A^T \hat{\mu} = \nabla f(-\hat{r}) \) and \( \hat{\mu} \in \partial g(A\hat{r}) \). From the definitions of \( A \) and \( f \), the first condition is equivalent to

\[
\hat{\mu} = \nabla F(-\hat{r}) = \nabla T(\hat{\theta}_i - a_i \hat{r}_i).
\]

The second condition is by conjugacy equivalent to \( A\hat{r} = \nabla g(\hat{\mu}) = 0 \), i.e.,

\[
\sum_{i=1}^{N} \hat{r}_i = 0.
\]

This establishes that \( \hat{r} \) and \( \hat{\mu} \) are solutions to the primal (15) and dual (16), if and only if they satisfy the conditions in (14), i.e., if and only if they form a market-clearing equilibrium. This proves the theorem except for the uniqueness of the equilibrium prices \( \hat{\mu} \). The uniqueness follows from the fact that \( \hat{\mu} \) minimizes \( \sum_i F_i^\ast(\mu) \), and the functions \( F_i^\ast \) are strongly convex on their domain \( \mathcal{M} \), which in turn follows because the functions \( F_i \) have Lipschitz gradients (a property they inherit from the log partition function \( T \)).

\[\square\]

### B.2 Proof of Theorem 4.2

We prove a more explicit version of the theorem:

**Theorem B.2.** Under the exponential trader model, \((r^\ast, c^\ast, \mu^\ast)\) is a market-maker equilibrium for cost function \( C_b \) if and only if, for the market state \( s^\ast = \sum_{i=1}^{N} r_i^\ast \),

\[
r^\ast \in \arg\min_{r} F(r), \quad \sum_{i=1}^{N} c_i^\ast = C_b(0) - C_b(s^\ast), \quad \text{and} \quad \mu^\ast = \nabla C_b(s^\ast) = \nabla T(\hat{\theta}_i - a_i r_i^\ast) \forall i \in [N].
\]

A market-maker equilibrium always exists. Furthermore, for any market-maker equilibrium, the equilibrium prices are unique solutions of the following dual problem:

\[
\mu^\ast = \arg\min_{\mu \in \mathbb{R}^K} \left[ \sum_{i=1}^{N} F_i^\ast(\mu) + bC^\ast(\mu) \right].
\]

**Proof.** We proceed similarly to the proof of Theorem B.1. We first express the market-maker equilibrium definition using trader potentials instead of trader utilities:

\[
0 \in \arg\max_{\delta \in \mathbb{R}^K} U_i \left( r_i^\ast + \delta, c_i^\ast - C_b(s^\ast + \delta) + C_b(s^\ast) \right).
\]
We next use Fenchel’s duality to analyze minimization of the potential
\[
F = \sum_i c_i^* + C_b(s^* + \delta) - C_b(s^*)
\]
where we used the fact that
\[
\hat{\delta}(r^*) = \frac{1}{\alpha_i} T(\tilde{\theta}_i + a_i s) - \tilde{\theta}_i \cdot \mu
\]
Thus, we have that
\[
\nabla F_i(-r^*_i) = \nabla C_b(s^*)
\]
Thus, conclusions of Theorem A.4 hold.

B.3 Proof of Theorem 4.3

By Theorem 4.1, \( \tilde{\mu} = \arg\min_{\mu \in \mathbb{R}^K} [\sum_i F_i^*(\mu)] \) and from the first-order optimality
\[
0 \in \partial \left[ \sum_i F_i^*(\mu) \right]
\]
Since \( F_i(s) = \frac{1}{\alpha_i} T(\tilde{\theta}_i + a_i s) \), the properties of the conjugates (Theorems 12.3 and 16.1 of Rockafellar [15]) yield
\[
F_i^*(\mu) = \frac{1}{\alpha_i} \left( T^*(\mu) - \tilde{\theta}_i \cdot \mu \right)
\]
Thus,
\[
\sum_i F_i^*(\mu) = \left[ \sum_i 1/\alpha_i \right] T^*(\mu) - \left[ \sum_i \tilde{\theta}_i / \alpha_i \right] \cdot \mu
\]
\[ \implies \partial \left[ \sum_i F_i^* (\bar{\mu}) \right] = \left[ \sum_i 1/a_i \right] \partial T^* (\mu) - \left[ \sum_i \tilde{\theta}_i/a_i \right] . \]

Therefore, \( \theta \in \partial [\sum_i F_i^* (\bar{\mu})] \) iff
\[ \frac{\sum_i \tilde{\theta}_i/a_i}{\sum_i 1/a_i} \in \partial T^* (\bar{\mu}) , \]

which is equivalent to
\[ \bar{\mu} = \nabla T \left( \frac{\sum_i \tilde{\theta}_i/a_i}{\sum_i 1/a_i} \right) = \nabla T (\bar{\theta}) = \mathbb{E}_{\bar{\theta}} [\phi (\omega)] , \]

where \( \bar{\theta} := (\sum_i \tilde{\theta}_i/a_i)/(\sum_i 1/a_i) \) and the last equality follows from the properties of the log partition function.

### B.4 Sampling Error

The market’s forecasting ability is fundamentally limited by the information present among the population of traders, and the traders’ risk attitudes in communicating their information via trades. In this appendix, we quantify these sources of error by analyzing the discrepancy \( \| \mu^{\text{true}} - \bar{\mu} \| \) between the true expected security values and the market-clearing equilibrium prices.

The characterization of \( \bar{\mu} \) in Theorem 4.3 reflects two possible sources of error. First, the beliefs \( \tilde{\theta}_i \) are typically noisy signals of the ground truth. Second, beliefs are weighted according to risk aversions \( a_i \), which can skew the prices. To formalize the latter concept, we write
\[ N_{\text{eff}} = \frac{(\sum_i a_i^{-1})^2}{(\sum_i a_i^{-2})} \]

to denote the effective sample size of the weighted average. When risk aversion coefficients are equal across agents, we have \( N_{\text{eff}} = N \), and when one agent has much smaller risk aversion than the others, \( N_{\text{eff}} \to 1 \). As the next result shows, the magnitude of the sampling error depends on the effective sample size as it relates to the number of securities and the variance in trader beliefs.

**Theorem B.3.** Under the exponential trader model, assume that the beliefs \( \tilde{\theta}_i \) are drawn independently for each trader \( i \in [N] \) with mean \( \mathbb{E} [\tilde{\theta}_i] = \theta^{\text{true}} \) and covariance \( \mathcal{V} (\tilde{\theta}_i) \leq \sigma^2 I_K \) for some \( \sigma^2 \geq 0 \). For any \( \delta \in (0, 1) \), the market-clearing prices \( \bar{\mu} \) satisfy, with probability at least \( 1 - \delta \),
\[ \| \mu - \mu^{\text{true}} \| \leq O \left( \sigma \sqrt{K/(N_{\text{eff}} \delta)} \right) . \]

Furthermore, assuming that each \( a_i \) lies in a bounded range \([a_{\text{min}}, a_{\text{max}}]\) where \( a_{\text{min}}, a_{\text{max}} > 0 \), we have that \( N_{\text{eff}} \to \infty \) as \( N \to \infty \).

**Proof.** We write \( w_i = a_i^{-1}/(\sum_j a_j^{-1}) \) for the weights in the average. Note that \( N_{\text{eff}} = (\sum_i w_i^2)^{-1} \).

By the fact that beliefs are independent, we have:
\[ \mathbb{E} \left[ \sum_{i=1}^N w_i \tilde{\theta}_i \right] = \theta^{\text{true}} \quad \text{and} \quad \mathcal{V} \left( \sum_{i=1}^N w_i \tilde{\theta}_i \right) \leq N_{\text{eff}}^{-1} \sigma^2 I_K . \]

By applying the multidimensional version of Chebyshev’s inequality, we therefore have
\[ \Pr \left( \left\| \sum_{i=1}^N w_i \tilde{\theta}_i - \theta^{\text{true}} \right\| > t \right) \leq \frac{K \sigma^2}{N_{\text{eff}}^2 t^2} . \]

The result then follows from the fact that \( \bar{\mu} = \nabla T (\sum_i w_i \tilde{\theta}_i) \) by Theorem 4.3, the fact that \( \mu^{\text{true}} = \nabla T (\theta^{\text{true}}) \), and the Lipschitz continuity of \( \nabla T \).

For the final claim, we have
\[ N_{\text{eff}} = \left( \frac{\sum_i a_i^{-1}}{\sum_i a_i^{-2}} \right) \geq \frac{\left( \sum_i a_{\text{max}}^{-1} \right)^2}{\left( \sum_i a_{\text{min}}^{-2} \right)} = N(a_{\text{min}}/a_{\text{max}})^2 . \]
Theorem B.3 implies that as the number of traders grows large, the market prices $\mu$ converge to the ground truth $\mu_{\text{true}}$ in probability. It is important to note that this relies on Theorem 4.3, which is an artifact of exponential utility—for general utilities, market-clearing prices may not be consistent in the statistical sense, and this extra discrepancy would need to be quantified in the error decomposition.

For a finite number of traders, the bound in Theorem B.3 increases with the belief variance and the number of securities, as one would expect. It decreases with the effective sample size: the information incorporated into market-clearing prices improves when risk aversions are more uniform, and when the number of agents increases.

C Proofs and Additional Results for Section 5

C.1 Proof of Theorem 5.1

Since gradients $\nabla F_i$ are Lipschitz, the functions $F_i^*$ are strongly convex over their domain, which is $\mathcal{M}$. Therefore, their sum $G(\mu) := \sum_i F_i^*(\mu)$ is also strongly convex on $\mathcal{M}$ with some strong convexity constant $\sigma$. Since $\bar{\mu} \in \text{ri } \mathcal{M}$, $G$ is subdifferentiable at $\bar{\mu}$, and since $\bar{\mu}$ minimizes $G$, any element $\hat{q} \in \partial G(\bar{\mu})$ satisfies $\hat{q}^T(\mu - \bar{\mu}) = 0$ for all $\mu \in \mathcal{M}$. This together with strong convexity yields the lower bound $\sum_i F_i^*(\mu) \geq \sum_i F_i^*(\bar{\mu}) + \frac{1}{2}\sigma \|\mu - \bar{\mu}\|^2$. At the same time, $C^*(\mu)$ is bounded below by a linear function of the form $C^*(\mu) + u^T(\mu - \bar{\mu})$, because $C^*$ is subdifferentiable at $\bar{\mu}$ since $\bar{\mu} \in \text{ri } \mathcal{M} \subseteq \text{ri dom } C^*$.

Now from the optimality of $\mu^*$ and the lower bounds on $\sum_i F_i^*(\mu)$ and $C^*(\mu)$, we have

$$\sum_i F_i^*(\bar{\mu}) + bC^*(\bar{\mu}) \geq \sum_i F_i^*(\mu^*) + bC^*(\mu^*)$$

$$\geq \left( \sum_i F_i^*(\bar{\mu}) + \frac{1}{2}\sigma \|\mu^* - \bar{\mu}\|^2 \right) + b(C^*(\mu) + u^T(\mu^* - \bar{\mu}))$$

$$\Rightarrow \|\mu^* - \bar{\mu}\|^2 \leq -\frac{2b}{\sigma}u^T(\mu^* - \bar{\mu})$$

$$\Rightarrow \|\mu^* - \bar{\mu}\| \leq \frac{2b}{\sigma}\|u\|.$$

C.2 A Remark on Partial and Incoherent Beliefs

The proof of Theorem 5.1 crucially relies on the fact that $\text{dom}(\sum_i F_i^*) = \mathcal{M} \subseteq \text{dom } C^*$, i.e., that the cost function $C$ does not force any additional constraints on $\mu$ beyond those already represented by the trader potentials $F_i$. This is natural in our setting, because trader utilities restrict the equilibrium prices to lie in the smallest set including all coherent price vectors, $\mathcal{M}$. This property of the trader utilities means that the traders would be always willing to trade if the prices were outside the set $\mathcal{M}$. If the trader utilities did not have this property, for instance, if each trader was interested in only a few securities, or their beliefs were incoherent, then this result might not hold. In such a setting, we might end up with $\mu^* \not\in \text{dom } C^*$. At best, we could then show that

$$\lim_{b \to 0} \mu^*(b; C) = \arg\min_{\mu \in \text{dom } C^*} \left[ \frac{1}{N} \sum_{i=1}^N F_i^*(\mu) \right].$$

This, of course, agrees with Theorem 5.1 for our specific setting when the restriction to $\text{dom } C^*$ creates no additional constraints, because $\text{dom}(\sum_i F_i^*) \subseteq \text{dom } C^*$.

C.3 Proof of Theorem 5.6

The proof will proceed by analyzing the Taylor expansion of the dual objective characterizing $\mu^*$. However, the functions $F_i^*$ and $C^*$ might not be differentiable in the standard sense, because their domains might have empty interiors (and only non-empty relative interiors). Fortunately, $F_i$ and $C$ are convex $^+$, so by Proposition A.9 there exist convex $^+$ functions $G_i$ and $R$ that coincide with $F_i^*$ and $C^*$ on aff $\text{dom } F_i^*$ and aff $\text{dom } C^*$. These functions are three times continuously differentiable, which is what we need to obtain the third order Taylor expansion.
We next calculate Hessians \( H \) where
\[
\begin{align*}
\nabla G(\mu^*) &= \nabla G(\bar{\mu}) + \nabla^2 G(\mu_G)(\bar{\mu} - \mu^*) \\
\nabla R(\mu^*) &= \nabla R(\bar{\mu}) + \nabla^2 R(\mu_R)(\bar{\mu} - \mu^*)
\end{align*}
\]
for some \( \mu_G \) and \( \mu_R \) on the line segment connecting \( \mu^* \) with \( \bar{\mu} \). By Theorem 5.1, \( \|\mu^* - \bar{\mu}\| = O(b) \) as \( b \to 0 \), and thus also \( \|\mu_G - \bar{\mu}\| = O(b) \) and \( \|\mu_R - \bar{\mu}\| = O(b) \). By the continuity of third derivatives of \( G \) and \( R \) in the neighborhood of \( \bar{\mu} \), the Hessians of \( G \) and \( R \) are Lipschitz in some neighborhood of \( \bar{\mu} \), which means that
\[
\begin{align*}
\nabla^2 G(\mu_G) &= \nabla^2 G(\bar{\mu}) + \Delta_G \\
\nabla^2 R(\mu_R) &= \nabla^2 R(\bar{\mu}) + \Delta_R
\end{align*}
\]
where \( \Delta_G \) and \( \Delta_R \) are matrices with \( \|\Delta_G\| = O(\|\mu_G - \bar{\mu}\|) = O(b) \) and \( \|\Delta_R\| = O(\|\mu_R - \bar{\mu}\|) = O(b) \).

We next calculate Hessians \( \nabla^2 G(\bar{\mu}) \) and \( \nabla^2 R(\bar{\mu}) \). First, note that
\[
\nabla^2 G(\mu) = \sum_i \nabla^2 G_i(\mu)
\]
and by Proposition A.9, we have
\[
\nabla^2 G_i(\mu) = H^+_{F_i}(\mu) = (1/a_i)H^+_{T}(\mu)
\]
where the last equality follows, because \( H_{F_i}(\mu) = a_i H_T(\mu) \) from the definition of \( F_i \). Thus,
\[
\nabla^2 G(\mu) = \sum_i (1/a_i)H^+_{T}(\mu) = (N/a)H^+_{T}(\mu).
\]
We also have
\[
\nabla^2 R(\mu) = H^+_{G}(\mu).
\]

By Proposition A.9, the affine space \( \mathcal{A} \) is parallel to \( \mathcal{G}(T) \). From the optimality of \( \mu^* \) in (20), we have \( (\nabla G(\mu^*) + b\nabla R(\mu^*)) \perp \mathcal{G}(T) \). Thus, writing \( P \) for the projection on \( \mathcal{G}(T) \), we obtain
\[
\begin{align*}
0 &= P\left( \nabla G(\mu^*) + b\nabla R(\mu^*) \right) \\
&= P\nabla G(\bar{\mu}) + P\nabla^2 G(\bar{\mu})(\mu^* - \bar{\mu}) + P\Delta_G(\mu^* - \bar{\mu}) + bP\nabla R(\bar{\mu}) + bP\nabla^2 R(\bar{\mu}) + bP\Delta_R(\mu^* - \bar{\mu}) \\
&= \nabla^2 G(\bar{\mu})(\mu^* - \bar{\mu}) + bP\nabla R(\bar{\mu}) + \mathcal{E}_G + \mathcal{E}_R
\end{align*}
\]
In Eq. (21), the terms \( \mathcal{E}_G \) and \( \mathcal{E}_R \) have norms \( O(b^2) \), because \( \|\mu^* - \bar{\mu}\|, \|\Delta_G\| \) and \( \|\Delta_R\| \) are all at most \( O(b) \). In Eq. (22), we use that \( P\nabla G(\bar{\mu}) = 0 \) by optimality of \( \bar{\mu} \). We also use that \( P\nabla^2 G(\bar{\mu}) = \nabla^2 G(\bar{\mu}) \), because range(\( \nabla^2 G(\bar{\mu}) \)) = \( \mathcal{G}(T) \).

Since \( (\mu^* - \bar{\mu}) \in \mathcal{G}(T) \), multiplying Eq. (22) by \( (\nabla^2 G(\bar{\mu}))^+ \), we obtain
\[
\mu^* - \bar{\mu} + \frac{\nabla^2 G(\bar{\mu})}{\epsilon} = -b(a/N)H_T(\bar{\mu})P\nabla R(\bar{\mu}) = -b(a/N)H_T(\bar{\mu})\partial C^+(\bar{\mu})
\]
where the last step follows, because \( H_T(\bar{\mu})P = H_T(\bar{\mu}) \), and by Proposition A.9, \( \partial C^+(\bar{\mu}) = \nabla R(\bar{\mu}) + \mathcal{G}(C) \), and \( \mathcal{G}(C) \subseteq \mathcal{G}(T) \). The theorem now follows by noting that \( \|\epsilon\| = O(b^2) \).
We prove a slightly stronger statement that holds not only for the bias measured under the Euclidean norm, but also when it is measured by the KL divergence. We use a more compact notation $\mu^{\text{IND}}(b)$ and $\mu^{\text{LMSR}}(b)$ for $\mu^*(b; \text{IND})$ and $\mu^*(b; \text{LMSR})$.

**Theorem C.1.** For any $\mu$ there exist $\eta \in [1, 2]$ and $\eta_{\text{KL}} \in [1, 2]$ such that for all $b$

\[
\begin{align*}
\|\mu^{\text{IND}}(b/\eta) - \mu\| &= \|\mu^{\text{LMSR}}(b) - \mu\| + O(b^2) , \\
\text{KL}(\mu^{\text{IND}}(b/\eta_{\text{KL}}) \parallel \mu) &= \text{KL}(\mu^{\text{LMSR}}(b) \parallel \mu) + O(b^3) , \\
\text{KL}(\mu\parallel \mu^{\text{IND}}(b/\eta_{\text{KL}})) &= \text{KL}(\mu\parallel \mu^{\text{LMSR}}(b)) + O(b^3) .
\end{align*}
\]

For these same $\eta$ and $\eta_{\text{KL}}$, we also have, for all $b$,

\[
\begin{align*}
\|\mu^{\text{IND}}(b) - \mu\| &= \eta\|\mu^{\text{LMSR}}(b) - \mu\| + O(b^2) , \\
\text{KL}(\mu^{\text{IND}}(b) \parallel \mu) &= \eta_{\text{KL}}^2 \text{KL}(\mu^{\text{LMSR}}(b) \parallel \mu) + O(b^3) , \\
\text{KL}(\mu\parallel \mu^{\text{IND}}(b)) &= \eta_{\text{KL}}^2 \text{KL}(\mu\parallel \mu^{\text{LMSR}}(b)) + O(b^3) .
\end{align*}
\]

**Proof.** Without loss of generality, we assume that the coordinates of $\mu$ are sorted in the non-increasing order, i.e., $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_K$.

Our proof is based on Theorem 5.6, which states that

\[
\mu^*(b; C) - \mu = b \left(-\frac{\tilde{a}}{N} H_T(\tilde{\mu}) \partial C^*(\tilde{\mu})\right) + \varepsilon_b , \quad \text{where } \|\varepsilon_b\| = O(b^2).
\]

Let $H := H_T(\tilde{\mu}) = (\text{diag}_{k \in [K]} \tilde{\mu}_k) - \tilde{\mu} \tilde{\mu}^T$, and let $s^{\text{LMSR}}$ and $s^{\text{IND}}$ denote arbitrary elements of $\partial C^*(\tilde{\mu})$ for the costs LMSR and IND, respectively. Then Eq. (29) yields

\[
\|\mu^{\text{IND}}(b) - \tilde{\mu}\| = b\tilde{a}/N \cdot \|H s^{\text{IND}}\| + O(b^2) , \quad \|\mu^{\text{LMSR}}(b) - \tilde{\mu}\| = b\tilde{a}/N \cdot \|H s^{\text{LMSR}}\| + O(b^2) ,
\]

so Eqs. (23) and (26) follow by setting

\[
\eta := \frac{\|H s^{\text{IND}}\|}{\|H s^{\text{LMSR}}\|} = \left(\frac{(s^{\text{IND}})^T H^2 s^{\text{IND}}}{(s^{\text{LMSR}})^T H^2 s^{\text{LMSR}}}\right)^{1/2}
\]

and it remains to prove that $\eta \in [1, 2]$. (We do so below.)

For KL divergence results, we begin by using the fact that all entries of $\mu$ are positive so both $f_1(\mu) := \text{KL}(\mu\parallel \mu)$ and $f_2(\mu) := \text{KL}(\mu\parallel \mu)$ have bounded and continuous third derivatives in a sufficiently small neighborhood of $\mu$. Therefore, by Taylor’s theorem, we obtain in this neighborhood

\[
\begin{align*}
\text{KL}(\mu\parallel \mu) &= f_1(\mu) + \nabla f_1(\mu)^T (\mu - \tilde{\mu}) + (\mu - \tilde{\mu})^T \nabla^2 f_1(\mu)^T (\mu - \tilde{\mu}) + O(||\mu - \tilde{\mu}||^3) \\
\text{KL}(\mu\parallel \mu) &= f_2(\mu) + \nabla f_2(\mu)^T (\mu - \tilde{\mu}) + (\mu - \tilde{\mu})^T \nabla^2 f_2(\mu)^T (\mu - \tilde{\mu}) + O(||\mu - \tilde{\mu}||^3) .
\end{align*}
\]

By direct calculation, $\nabla^2 f_1(\mu) = \nabla^2 f_2(\mu) = (\text{diag}_{k \in [K]} \tilde{\mu}_k)^{-1} =: M$. Now, by Theorem 5.1, we have $\|\mu^*(b; C) - \mu\| = O(b)$, and so we obtain

\[
\begin{align*}
\text{KL}(\mu^*(b; C) \parallel \mu) &= (\mu^*(b; C) - \mu)^T M (\mu^*(b; C) - \mu) + O(b^3) , \\
\text{KL}(\mu\parallel \mu^*(b; C)) &= (\mu\parallel \mu^*(b; C) - \mu)^T M (\mu\parallel \mu^*(b; C) - \mu) + O(b^3) .
\end{align*}
\]

We next invoke Eq. (29), but before we do so, note that since $H = (\text{diag}_{k \in [K]} \tilde{\mu}_k) - \tilde{\mu} \tilde{\mu}^T$ and $M = (\text{diag}_{k \in [K]} \tilde{\mu}_k)^{-1}$, we have $H M H = H$. Now, invoking Eq. (29) and plugging it into Eq. (31), we obtain

\[
\begin{align*}
\text{KL}(\mu^{\text{IND}}(b) \parallel \mu) &= b^2 \tilde{a}^2/(N^2) \cdot (s^{\text{IND}})^T H s^{\text{IND}} + O(b^3) , \\
\text{KL}(\mu^{\text{LMSR}}(b) \parallel \mu) &= b^2 \tilde{a}^2/(N^2) \cdot (s^{\text{LMSR}})^T H s^{\text{LMSR}} + O(b^3) .
\end{align*}
\]
and similarly for \( \text{KL}(\mu\|\cdot) \). Therefore Eqs. (24), (25), (27) and (28) follow by setting

\[
\eta_{\text{KL}} := \left( \frac{(s_{\text{IND}}^\top H s_{\text{IND}})}{(s_{\text{LMSR}}^\top H s_{\text{LMSR}})} \right)^{1/2}
\]

(33)

and it remains to prove that \( \eta_{\text{KL}} \in [1, 2] \).

In the remainder of the proof, we show that \( \eta \) and \( \eta_{\text{KL}} \) defined in Eqs. (30) and (33) are in \([1, 2] \). We proceed by Lemma C.2 (see below), which shows that \( 1 \leq (v^\top H v)/(s^\top H s) \leq 4 \) and \( 1 \leq (v^\top H^2 v)/(s^\top H^2 s) \leq 4 \) for any sorted vectors \( s \) and \( v \), whose differences between consecutive coordinates are within a factor-of-two of each other. We only need to show that \( s = s_{\text{LMSR}} \) and \( v = s_{\text{IND}} \) satisfy this condition.

Recall that \( s_{\text{LMSR}} \) and \( s_{\text{IND}} \) can be chosen as arbitrary elements of \( \partial C(\mu) \) for the costs LMSR and IND. From the properties of conjugates, \( s \in \partial C(\mu) \) iff \( \nabla C(s) = \mu \), so we can obtain \( s_{\text{LMSR}} \) and \( s_{\text{IND}} \) by inverting the gradients of LMSR and IND:

\[
s_{\text{LMSR}}^k := \log \mu_k , \quad s_{\text{IND}}^k := \log \left( \frac{\mu_k}{1 - \mu_k} \right) \quad \text{for all } k \in [K].
\]

Note that both \( s_{\text{LMSR}}^k \) and \( s_{\text{IND}}^k \) are monotone transformations of \( \mu_k \), and since \( \mu \) is sorted, so must be \( s_{\text{LMSR}} \) and \( s_{\text{IND}} \). We next show that the differences between the consecutive coordinates of \( s_{\text{LMSR}} \) and \( s_{\text{IND}} \) are within a factor of two of each other. For any \( k \in [K - 1] \), we have

\[
s_{\text{LMSR}}^k - s_{\text{LMSR}}^{k+1} = \log \left( \frac{\mu_k}{\mu_{k+1}} \right) \quad \text{and we also have}
\]

\[
s_{\text{IND}}^k - s_{\text{IND}}^{k+1} = \log \left( \frac{\mu_k}{\mu_{k+1}} \right) \frac{1 - \mu_{k+1}}{1 - \mu_k} = \log \left( \frac{\mu_k}{c_k + \mu_{k+1}} \right) + \log \left( \frac{c_k + \mu_k}{c_k + \mu_{k+1}} \right),
\]

where \( c_k := 1 - \mu_k - \mu_{k+1} \geq 0 \). Since \( \mu_k \geq \mu_{k+1} \), we therefore have

\[
0 \leq \log \left( \frac{c_k + \mu_k}{c_k + \mu_{k+1}} \right) \leq \log \left( \frac{\mu_k}{\mu_{k+1}} \right)
\]

and therefore

\[
s_{\text{LMSR}} - s_{\text{LMSR}}^{k+1} \leq s_{\text{IND}} - s_{\text{IND}}^{k+1} \leq 2(s_{\text{LMSR}} - s_{\text{LMSR}}^{k+1}).
\]

Thus, Lemma C.2 with \( s = s_{\text{LMSR}} \) and \( v = s_{\text{IND}} \) and \( H = HC(\mu) \) proves that indeed \( \eta \in [1, 2] \) and \( \eta_{\text{KL}} \in [1, 2] \).

**Lemma C.2.** Let \( \mu \in \mathbb{R}^K \) be a sorted probability vector, i.e., \( \mu_1 \geq \mu_2 \geq \cdots \geq \mu_K \), and let \( H = (\text{diag}_{k \in [K]} \mu_k) - \mu \mu^\top \) be the covariance matrix of the associated multinomial distribution. Let \( s, v \) be sorted vectors in \( \mathbb{R}^K \), i.e., \( s_1 \geq \cdots \geq s_K \) and \( v_1 \geq \cdots \geq v_K \), such that \( s_k - s_{k+1} \leq v_k - v_{k+1} \leq 2(s_k - s_{k+1}) \). Then the following two statements hold

\[
s^\top H s \leq v^\top H v \leq 4 \cdot s^\top H s \quad \text{and} \quad s^\top H^2 s \leq v^\top H^2 v \leq 4 \cdot s^\top H^2 s.
\]

**Proof.** The proof proceeds in several steps.

**Step 1: Decomposition of \( s \) and \( v \) into an alternate basis.** We begin by rewriting \( s \) and \( v \) in the basis consisting of vectors \( z_k \in \mathbb{R}^K \), for \( k = 1, \ldots, K \), where each \( z_k \) has ones on positions 1 through \( k \), and zeros on the remaining positions, i.e., \( z_{kj} = 1 \{ j < k \} \). Let

\[
a_k := s_k - s_{k+1} \quad \text{and} \quad b_k := v_k - v_{k+1} \quad \text{for } k = 1, \ldots, K - 1.
\]

The vectors \( s \) and \( v \) can then be written as

\[
s = s_K z_K + \sum_{k=1}^{K-1} a_k z_k, \quad v = v_K z_K + \sum_{k=1}^{K-1} b_k z_k \quad \text{(34)}
\]
where
\[ 0 \leq a_k \leq b_k \leq 2a_k. \]  
(35)

From the definition of \( H \), we have \( Hz_K = 0 \) and so
\[ s^T H s = (s')^T H s', \quad v^T H v = (v')^T H v', \quad s^T H^2 s = (s')^T H^2 s', \quad v^T H^2 v = (v')^T H^2 v', \]  
(36)
where \( s' \) and \( v' \) exclude the basis element \( z_K \), i.e.,
\[ s' = \sum_{k=1}^{K-1} a_k z_k, \quad v' = \sum_{k=1}^{K-1} b_k z_k. \]  
(37)

Therefore, we have the decomposition
\[ s^T H s = (s')^T H s' = \left( \sum_{k=1}^{K-1} a_k z_k \right)^T H \left( \sum_{\ell=1}^{K-1} a_{\ell} z_{\ell} \right) = \sum_{k,\ell \in [K-1]} a_k a_\ell (z_k^T H z_\ell), \]  
(38)
and similar decompositions for \( v^T H v, s^T H^2 s, \) and \( v^T H^2 v \).

In the remainder of the proof we show that for all \( k, \ell \in [K-1] \), we have \( z_k^T H z_\ell \geq 0 \) and \( z_k^T H^2 z_\ell \geq 0 \), which together with the decomposition in Eq. (38) and similar decompositions implied by Eq. (36) will imply the theorem, thanks to the fact that \( 0 \leq a_k \leq b_k \leq 2a_k \).

**Step 2:** \( z_k^T H z_\ell \geq 0 \). Fix \( k, \ell \in [K] \) and assume \( k \leq \ell \). Then
\[ z_k^T H z_\ell = \sum_{j \in [K]} \mu_j z_k z_\ell - (z_k^T \mu)(z_\ell^T \mu) \]
\[ = \left( \sum_{j \leq k} \mu_j \right) - \left( \sum_{j \leq k} \mu_j \right) \left( \sum_{j \leq \ell} \mu_j \right) \]
\[ = \mu_k^1 \left( 1 - \mu_\ell^1 \right) \geq 0. \]  
(39)

Above, we introduced notation for partial sums
\[ \mu_k^{[d]} := \sum_{j=1}^{k} \mu_j^d, \]
and used the fact that \( \mu_\ell^1 \leq 1 \), because entries of \( \mu \) are non-negative and sum to one. This proves that \( z_k^T H z_\ell \geq 0 \) when \( k \leq \ell \). The case \( k \geq \ell \) follows by symmetry of \( H \).

**Step 3:** \( z_k^T H^2 z_\ell \geq 0 \). Again, let \( k, \ell \in [K] \) and \( k \leq \ell \). First note that
\[ H^2 = (\text{diag}_{j \in [K]} \mu_j^2) - \sum_{j \in [K]} \mu_j^2 e_j \mu^T - \sum_{j \in [K]} \mu_j^2 \mu e_j^T + \mu_k^2 \mu \mu^T \]
where \( e_j \) is the \( j \)th vector of the standard basis and we used our partial sum notation to substitute \( \mu_k^2 \) for \( ||\mu||^2 \).

Thus, we can write
\[ z_k^T H^2 z_\ell = \mu_k^2 - \mu_k^2 \mu_\ell^1 - \mu_k^1 \mu_\ell^2 + \mu_k^2 \mu_\ell^1 \mu_\ell^1 \]
\[ \geq \mu_k^2 - \mu_k^2 \mu_\ell^1 - \mu_k^1 \mu_\ell^2 + \mu_k^2 \mu_\ell^1 \mu_\ell^1 \]
\[ = \left( \mu_k^2 - \mu_\ell^2 \mu_k^1 \right) \left( 1 - \mu_\ell^1 \right) \]
\[ \geq \left( \mu_k^2 \mu_\ell^1 - \mu_\ell^2 \mu_k^1 \right) \left( 1 - \mu_\ell^1 \right) \]
\[ = \mu_k^1 \mu_\ell^1 \left( \frac{\mu_k^2}{\mu_k^1} - \frac{\mu_\ell^2}{\mu_\ell^1} \right) \left( 1 - \mu_\ell^1 \right) \geq 0. \]  
(42)
In Eq. (40), we used the bound $\mu_k^{[2]} \geq \mu_k^{[1]}$. In Eq. (41), we used that $0 \leq \mu_i^{[1]} \leq 1$, so $\mu_k^{[2]} (1 - \mu_i^{[1]}) \geq \mu_k^{[2]} \mu_i^{[1]} (1 - \mu_i^{[1]})$. The final inequality uses the fact that $\mu_i^{[1]} \leq 1$ and $\mu_k^{[2]} / \mu_k^{[1]} \geq \mu_k^{[2]} / \mu_k^{[1]}$. The latter clearly holds if $\ell = k$ or $\mu_i^{[1]} = \mu_k^{[1]}$ (in which case $\mu_j = 0$ for $k < j \leq \ell$ and thus $\mu_k^{[2]} = \mu_k^{[2]}$). We now argue that $\mu_k^{[2]} / \mu_k^{[1]} \geq \mu_k^{[2]} / \mu_k^{[1]}$ also holds when $k < \ell$ and $\mu_{k+1} > 0$. We introduce the interval sum notation

$$\mu_{k+1:\ell} := \sum_{j=k+1}^\ell \mu_j^d = \mu_{\ell}^d - \mu_{k}^d.$$  

We begin by writing $\mu_k^{[2]} / \mu_k^{[1]}$ as the following convex combination

$$\frac{\mu_k^{[2]}}{\mu_k^{[1]}} = \frac{\mu_k^{[2]} + \mu_{k+1:\ell}^{[2]}}{\mu_k^{[1]} + \mu_{k+1:\ell}^{[1]}} = \frac{\mu_k^{[2]} / \mu_k^{[1]} + \mu_{k+1:\ell}^{[2]} / \mu_{k+1:\ell}^{[1]}}{\mu_k^{[1]} + \mu_{k+1:\ell}^{[1]}} = \lambda \cdot \frac{\mu_k^{[2]}}{\mu_k^{[1]}} + (1 - \lambda) \cdot \frac{\mu_{k+1:\ell}^{[2]}}{\mu_{k+1:\ell}^{[1]}}, \quad (43)$$

where we write $\lambda := \mu_k^{[1]} / \mu_k^{[1]}$. The expressions weighted in Eq. (43) by $\lambda$ and $1 - \lambda$ can be viewed as weighted averages of $\mu_j$, with the weights also equal to $\mu_j$. Since $\mu$ is sorted, we have

$$\frac{\mu_k^{[2]}}{\mu_k^{[1]}} = \sum_{j=1}^k \frac{\mu_j^{[1]} \mu_j}{\mu_k^{[1]}} \geq \mu_k \quad \text{and} \quad \frac{\mu_{k+1:\ell}^{[2]}}{\mu_{k+1:\ell}^{[1]}} = \sum_{j=k+1}^\ell \frac{\mu_j^{[1]} \mu_j}{\mu_{k+1:\ell}^{[1]}} \geq \mu_{k+1},$$

so

$$\frac{\mu_k^{[2]}}{\mu_k^{[1]}} \geq \mu_k \geq \mu_{k+1} \geq \frac{\mu_{k+1:\ell}^{[2]}}{\mu_{k+1:\ell}^{[1]}}.$$  

Plugging this back into Eq. (43), we obtain

$$\frac{\mu_k^{[2]}}{\mu_k^{[1]}} = \lambda \cdot \frac{\mu_k^{[2]}}{\mu_k^{[1]}} + (1 - \lambda) \cdot \frac{\mu_{k+1:\ell}^{[2]}}{\mu_{k+1:\ell}^{[1]}},$$

finishing the proof of Eq. (42), showing that $z_k^\top H^2 z_\ell \geq 0$ when $k \leq \ell$. The case $k \geq \ell$ again follows by symmetry of $H^2$.

**Step 4: Putting it all together.** Let $M$ be either the matrix $H$ or $H^2$. Since in both cases $z_k^\top M z_\ell \geq 0$, the inequalities $0 \leq a_k \leq b_k \leq 2a_k$ imply that

$$\sum_{k, \ell \in [K-1]} a_k a_\ell (z_k^\top M z_\ell) \leq \sum_{k, \ell \in [K-1]} b_k b_\ell (z_k^\top M z_\ell) \leq 4 \cdot \sum_{k, \ell \in [K-1]} a_k a_\ell (z_k^\top M z_\ell).$$

This is by the decomposition in Eq. (38) and analogous decompositions for $\nu^\top H \nu$, $s^\top H^2 s$, and $\nu^\top H^2 \nu$ equivalent to

$$s^\top M s \leq \nu^\top M \nu \leq 4 \cdot s^\top M s,$$

proving the lemma. \qed

## D Proofs and Additional Results for Section 6

### D.1 Trader Dynamics

To study convergence properties of the market, we need to posit a model of how the traders arrive in the market and which securities they buy or sell, as a function of their current holdings of securities $r_i$ and cash $c_i$, and the current market state $s$. We refer to such a model as trader dynamics. We consider two simple trader dynamics:

- **All-securities dynamics (ASD).** In each round, a trader $i \in [N]$ is chosen uniformly at random. This trader then buys a bundle $\delta \in \mathbb{R}^K$ which optimizes her utility, i.e., if the current state of the market is $s$ and the current cash and security allocations of the trader are $c_i$ and $r_i$, then the trader picks $\delta$ maximizing $U_i(r_i + \delta, c_i - C_b(s + \delta) + C_b(s))$. 

• Single-security dynamics (SSD). In each round, a trader \( i \in [N] \) is chosen uniformly at random and this trader picks a security \( k \in [K] \) uniformly at random. The trader then buys a quantity \( \delta \in \mathbb{R} \) of the \( k \)th security to optimize her utility. Let \( e_k \) be the \( k \)th vector of the standard basis. Then the trader picks \( \delta \) maximizing \( U_i(r_i + \delta e_k, c_i - C_b(s + \delta e_k) + C_b(s)) \).

The all-securities dynamics has been recently studied by Frongillo and Reid [9]. This model assumes that traders are able to calculate the optimal bundle over all securities, which may not be a realistic assumption when the number of securities is large. The single-security dynamics, in which we only assume that traders can optimize over a single security at a time, is more appropriate for computationally limited traders.

We formalize both dynamics in a unified analysis via blocks. Specifically, we assume that the coordinates \([N] \times [K]\) are partitioned into blocks \( \alpha \in \mathcal{A} \), where \( \alpha \subseteq [N] \times [K] \), such that \( \bigcup_{\alpha \in \mathcal{A}} \alpha = [N] \times [K] \). Blocks are disjoint subsets of coordinates of the overall allocation vector \( r \in \mathbb{R}^{NK} \). We further assume that each block \( \alpha \in \mathcal{A} \) is fully contained within coordinates corresponding to some trader \( i \). Thus each block \( \alpha \) can be written as \( \{i\} \times \beta \) for some \( i \in [N] \) and \( \beta \subseteq [K] \). For ASD, we have \( N \) blocks \( \mathcal{A} = \{\{i\} \times [K] : i \in [N]\} \). For SSD, we have \( NK \) blocks \( \mathcal{A} = \{\{i\} \times \{k\} : i \in [N], k \in [K]\} \).

Let \( E_\alpha \in \mathbb{R}^{NK \times |\alpha|} \) be the embedding matrix for the block \( \alpha \). It maps \( |\alpha| \)-dimensional vectors \( u \in \mathbb{R}^{|\alpha|} \) to vectors \( v \in \mathbb{R}^{NK} \) that are zero everywhere except for the block \( \alpha \), where they coincide with \( u \). The range of \( E_\alpha \) is exactly the set of vectors that are zero outside the block \( \alpha \). Its transpose \( E_\alpha^T \) projects vectors from \( \mathbb{R}^{NK} \) to \( \mathbb{R}^{|\alpha|} \) by removing all coordinates outside the block \( \alpha \). For any subset \( \beta \subseteq [K] \), we similarly define the embedding matrices \( E_\beta \in \mathbb{R}^{K \times |\beta|} \).

The next theorem shows that optimizing utility, as in ASD or SSD, corresponds to the greedy optimization of the potential function \( F \) along the coordinates of the corresponding block:

**Theorem D.1.** Let \( \alpha = \{i\} \times \beta \), where \( \beta \subseteq [K] \), be a block of coordinates controlled by trader \( i \). Assume that trader \( i \) has security bundle \( r_i \) and \( c_i \) units of cash, and the current market state is \( s \). Then

\[
\arg\max_{\delta \in \text{range}(E_\beta)} U_i(r_i + \delta, c_i - C_b(s + \delta) + C_b(s)) = \arg\min_{\delta \in \text{range}(E_\beta)} F(r_{-i}, r_i + \delta),
\]

where \( r_{-i} \) denotes the concatenation of \( r_j \) across \( j \neq i \).

**Proof.** The proof is immediate from the definition of the potential \( F \).

### D.2 Relationship between the Suboptimality of Potential and the Convergence Error

In this appendix, we relate the suboptimality of the objective to several other quantities used in analysis of convergence error. We begin by defining these quantities.

Given an allocation vector \( r \in \mathbb{R}^{NK} \), the associated market price (the gradient of the cost) will be denoted \( \mu_0(r) \) and the gradients of trader potentials will be denoted \( \mu_i(r) \):

\[
\mu_0(r) := \nabla C_b(\sum_{i=1}^N r_i) = \nabla C(\sum_{i=1}^N r_i/b) \quad \mu_i(r) := \nabla F_i(-r_i) = -\nabla T(\theta_i - a_i r_i) \quad \text{for } i \in [N]
\]

where \( T \) is the log partition function. As in the body of the paper, let \( r^* \) denote an arbitrary minimizer of \( F \) and let \( F^* \) denote the minimum value of \( F \). From Theorem B.2, at any equilibrium allocation \( r^* \),

\[
\mu_0(r^*) = \mu^* \quad \text{and} \quad \mu_i(r^*) = \mu^* \quad \text{for all } i \in [N]
\]

Let \( r^t \) denote the allocation vector after the \( t \)th trade, and \( \mu^t := \mu_i(r^t) \) be the corresponding market price. We next show that to bound the convergence error \( \|\mu_0(r^t) - \mu^*\| \) it suffices to bound the suboptimality of the current objective value, \( F(r^t) - F^* \). In fact, we show that the suboptimality \( F(r^t) - F^* \) simultaneously also bounds \( \|\mu_i(r^t) - \mu^*\| \), which can be viewed as a measure of suboptimality of individual traders and will be used in our later analysis. We first prove this result when \( C \) has a Lipschitz-continuous gradient and then for the case when \( C \) is convex^+.
**Theorem D.2.** If $\nabla C$ has the Lipschitz constant $L_C$ then for any $r \in \mathbb{R}^{NK}$

$$F(r) - F^* \geq \frac{b}{2L_C} \cdot \|\mu_0(r) - \mu^*\|^2 + \frac{1}{2L_T} \cdot \sum_{i=1}^{N} \frac{1}{a_i} \|\mu_i(r) - \mu^*\|^2,$$

where $L_T$ is the Lipschitz constant of $\nabla T$.

**Proof.** First note that since $\nabla C$ and $\nabla T$ have Lipschitz constants $L_C$ and $L_T$, their conjugates are strongly convex with constants $1/L_C$ and $1/L_T$. Further, by the properties of conjugates (see Theorems 12.3 and 16.1 of Rockafellar [15]), the definitions of $F_i$ and $C_b$ yield

$$F^*_i(\mu) = \frac{1}{a_i} (\theta_i^* (\mu) - \bar{\theta}_i \cdot \mu) , \quad C^*_b(\mu) = bC^*(\mu),$$

and so $F^*_i$ and $C^*_b$ are strongly convex, respectively, with constants $1/(a_iL_T)$ and $b/L_C$.

We now invoke the duality result of Theorem B.2 to prove our theorem. Specifically, from Eqs. (18) and (19), we have

$$F(r^*) = - \sum_{i=1}^{N} F^*_i(\mu^*) - C^*_b(\mu^*).$$

Therefore, for any $r$, we have

$$F(r) - F^* = \sum_{i=1}^{N} F_i(-r_i) + C_b(\sum_i r_i) + \sum_{i=1}^{N} F^*_i(\mu^*) + C^*_b(\mu^*)$$

$$= \sum_{i=1}^{N} \left[ F_i(-r_i) + F^*_i(\mu^*) + r^T \mu^* \right] + \left[ C_b(\sum_i r_i) + C^*_b(\mu^*) - (\sum_i r_i)^T \mu^* \right].$$

(44)

Using conjugacy and strong convexity, we next show that the terms in the brackets can be lower-bounded by quadratic functions.

Let $s := \sum_i r_i$. Since $\mu_i(r) = \nabla F_i(-r_i)$ and $\mu_0(r) = \nabla C_b(s)$, we have

$$(-r_i) \in \partial F^*_i(\mu_i(r)) \quad \text{and} \quad F_i(-r_i) = -r_i^T \mu_i(r) - F^*_i(\mu_i(r))$$

$$s \in \partial C^*_b(\mu_0(r)) \quad \text{and} \quad C_b(\mu_0(r)) = s^T \mu_0(r) - C^*_b(\mu_0(r)).$$

Using these identities and invoking the strong convexity of $F_i$ and $C_b$, we thus obtain

$$F_i(-r_i) + F^*_i(\mu^*) + r^T \mu^* = F^*_i(\mu^*) - (-r_i)^T(\mu^* - \mu_i(r)) - F^*_i(\mu_i(r))$$

$$\geq \frac{1}{2a_iL_T} \|\mu_i(r^i) - \mu^*\|^2$$

$$C_b(s) + C^*_b(\mu^*) - s^T \mu^* = C^*_b(\mu^*) - s^T(\mu^* - \mu_0(r)) - C^*_b(\mu_0(r))$$

$$\geq \frac{b}{2L_C} \|\mu_0(r) - \mu^*\|^2.$$

The theorem now follows by applying these lower bounds in Eq. (44). \hfill \square

**Theorem D.3.** If $C$ is convex then there exist $\varepsilon > 0$ and $c > 0$ such that if $F(r) - F^* \leq \varepsilon$ then

$$F(r) - F^* \geq c \left[ b\|\mu_0(r) - \mu^*\|^2 + \sum_{i=1}^{N} \frac{1}{a_i} \|\mu_i(r) - \mu^*\|^2 \right].$$

**Proof.** The proof begins similarly to proof of Theorem D.2, by establishing the identity

$$F(r) - F^* = \sum_{i=1}^{N} \left[ F^*_i(\mu^*) - (-r_i)^T(\mu^* - \mu_i(r)) - F^*_i(\mu_i(r)) \right]$$

$$+ \left[ C^*_b(\mu^*) - s^T(\mu^* - \mu_0(r)) - C^*_b(\mu_0(r)) \right].$$

(45)
Let $G_i$ be the convex functions that match $F_i^*$ on $\text{dom } F_i^*$ and $R$ be the convex function that matches $C^*$ on $\text{dom } C^*$, and that have the additional properties outlined in Proposition A.9. Thus,

$$F(r) - F^* = \sum_{i=1}^{N} \left[ G_i(\mu^*) - [\nabla G_i(\mu_i(r))]^T (\mu^* - \mu_i(r)) - G_i(\mu_i(r)) \right]$$

$$+ b \left[ R(\mu^*) - [\nabla R(\mu_0(r))]^T (\mu^* - \mu_0(r)) - R(\mu_0(r)) \right]. \quad (46)$$

By convexity, functions $G_i$ are strictly convex on $M = \text{dom } F_i^*$ and $R$ is also strictly convex on $M \subseteq \text{dom } C^*$. Thus, $G_i$ and $R$ are strictly convex in a neighborhood of $\mu^*$ (in $\text{aff } M$), which implies that the terms on the right-hand side of Eq. (46) are strictly convex in $\mu_i(r)$ and $\mu_0(r)$. Since they are minimized at $\mu^*$, we obtain $\mu_i(r) \to \mu^*$ and $\mu_0(r) \to \mu^*$ as $F(r) - F^* \to 0$. Thus, by picking a sufficiently small $\varepsilon$, we can guarantee that $\mu_i(r)$ and $\mu_0(r)$ are arbitrarily close to $\mu^*$ whenever $F(r) - F^* \leq \varepsilon$. From Taylor’s theorem, and the fact that $\nabla^2 G_i \equiv H_T^+ \equiv (1/a_i)H_T^+$ and $\nabla^2 R \equiv H_C^+$, we obtain

$$G_i(\mu^*) - [\nabla G_i(\mu_i(r))]^T (\mu^* - \mu_i(r)) - G_i(\mu_i(r)) \approx \frac{1}{2a_i} (\mu^* - \mu_i(r))^T H_T^+(\mu_i)(\mu^* - \mu_i(r))$$

$$R(\mu^*) - [\nabla R(\mu_0(r))]^T (\mu^* - \mu_0(r)) - R(\mu_0(r)) \approx \frac{1}{2} (\mu^* - \mu_0(r))^T H_C^+(\mu_0)(\mu^* - \mu_0(r)).$$

Now, invoking Proposition A.10 for convex functions $T$ and $C$, we obtain that for a sufficiently small $\varepsilon$ we have that if $F(r) - F^* \leq \varepsilon$, then

$$H_T^+(\mu_i) \approx \left(1 \pm \frac{1}{2}\right) H_T^+(\mu^*) , \quad H_C^+(\mu_0) \approx \left(1 \pm \frac{1}{2}\right) H_C^+(\mu^*) .$$

Plugging this back into Eq. (46), we obtain

$$F(r) - F^* \approx \left(1 \pm \frac{1}{2}\right) \sum_{i=1}^{N} \frac{1}{2a_i} (\mu^* - \mu_i(r))^T H_T^+(\mu^*)(\mu^* - \mu_i(r))$$

$$+ b \left(1 \pm \frac{1}{2}\right) \frac{1}{2} (\mu^* - \mu_0(r))^T H_C^+(\mu^*)(\mu^* - \mu_0(r)). \quad (47)$$

The theorem now follows by noting that the ranges of matrices $H_T(\mu^*)$ and $H_C(\mu^*)$ include all directions $\mu - \mu'$ where $\mu, \mu' \in M$, because $M = \text{dom } T^*$ and $M \subseteq \text{dom } C^*$.

### D.3 Local Convergence Rate of Block-Coordinate Descent

In this section, we consider general unconstrained convex minimization, but use the same notation as in the rest of the paper. The key difference from the standard analysis of Nesterov [11] is the focus on the local convergence in the neighborhood of the solution, rather than global convergence. This analysis is not specific to our setting, and may be of independent interest.

We consider the optimization problem

$$\min_{r \in \mathbb{R}^{NK}} F(r) ,$$

where $F : \mathbb{R}^{NK} \to \mathbb{R}$ is a differentiable convex function bounded below. We are given a set of blocks $\alpha \in \mathcal{A}$, which partition the coordinates $[N] \times [K]$. The block-coordinate descent algorithm sets the initial iterate $r^0 = 0$, and in each iteration chooses an index $\alpha \in \mathcal{A}$ uniformly at random and fully optimizes the objective over the coordinates in block $\alpha$: given the current iterate $r^t$, the new iterate is $r^{t+1} = \Psi_\alpha(r^t)$ where

$$\Psi_\alpha(r) := \arg\min_{r' \in r + \text{range}(E_\alpha)} F(r') \quad (48)$$

and $E_\alpha$ is the embedding matrix for the block $\alpha$ as introduced in Appendix D.1.

Nesterov [11] shows that when the optimization objective is strongly convex, it is possible to achieve the linear convergence rate of the form $\mathbb{E} \left[ F(r^t) \right] - F^* \leq c\gamma^t$ for some constants $c > 0$ and $\gamma < 1$. While the objective in our setting is not globally strongly convex, it is strongly convex locally, so the
optimization eventually stays within a region where the strong convexity constant is bounded away from zero, yielding a linear convergence rate. Recall from Section 6 that $\gamma_{\text{high}}$ is an upper bound on the local convergence rate of an algorithm if the algorithm with probability 1 reaches an iteration $t_0$ such that for some $c > 0$ and all $t \geq t_0$,

$$
E \left[ F(r^t) \mid r^{t_0} \right] - F^* \leq c\gamma_{\text{high}}^{t-t_0}.
$$

Also, $\gamma_{\text{low}}$ is a lower bound on the local convergence rate of an algorithm if $\gamma_{\text{high}} \geq \gamma_{\text{low}}$ holds for all upper bounds $\gamma_{\text{high}}$.

Our local convergence-rate results are based on various local properties of $F$, by which we mean properties that hold on some proper level set of $F$, in the sense of the following definition:

**Definition D.4** (Level Set). For a given $\lambda \in \mathbb{R}$, the level set $S(F, \lambda)$ of a function $F$ is defined as the set of points $r$ where $F$ is at most $\lambda$:

$$
S(F, \lambda) := \{ r : F(r) \leq \lambda \}.
$$

The level set $S(F, \lambda)$ is called proper if $\lambda > F^*$.

Our first result requires that the objective be locally strongly convex and smooth in the sense of the following definition:

**Definition D.5** (Strong Convexity and Smoothness for Matrix Seminorms). Let $A$ and $B$ be symmetric positive-semidefinite matrices. We say that a differentiable function $F$ is strongly convex on a set $S$ with respect to $A$ and smooth on $S$ with respect to $B$ if

$$
\frac{1}{2}\delta^T A \delta \leq F(r + \delta) - F(r) - \delta^T \nabla F(r) \leq \frac{1}{2}\delta^T B \delta
$$

whenever $r \in S$ and $r + \delta \in S$.

To state the theorem, we introduce additional notation. For a matrix $M \in \mathbb{R}^{NK \times NK}$, let $M_{\alpha, \alpha}$ denote the block consisting of rows and columns in $\alpha$, i.e., $M_{\alpha, \alpha} := E^\alpha M E^\alpha$. And let $\mathcal{D} : \mathbb{R}^{NK \times NK} \rightarrow \mathbb{R}^{NK \times NK}$ be the operation of retaining only the block diagonal of a matrix, i.e., $\mathcal{D}(M) := \text{diag}_{\alpha \in A} M_{\alpha, \alpha}$. Recall that $M^+$ denotes the pseudoinverse of $M$. Finally, let $g^t := \nabla F(r^t)$ denote the gradient of the objective in the $t$th iteration.

**Theorem D.6.** Assume that $F$ attains a minimum and let $S := S(F, \lambda)$ be a proper level set which satisfies the following conditions:

1. $F$ is strongly convex and smooth on $S$ with respect to some positive-semidefinite matrices $A$ and $B$ such that $\mathcal{G}(F) \subseteq \text{range}(A)$, $\mathcal{G}(F) \subseteq \text{range}(B)$.
2. There exist non-negative constants $\sigma_{\text{low}} \leq \sigma_{\text{high}} \leq \infty$ and $\ell < \infty$ such that whenever some iterate $r^{t_0}$ lies in $S$, then all the consecutive iterates with $t \geq t_0 + \ell$ satisfy

$$
\sigma_{\text{low}} \mathbb{E} \left[ (g^t)^T A^+ g^t \mid r^{t_0} \right] \leq \mathbb{E} \left[ (g^t)^T \mathcal{D}(B)^+ g^t \mid r^{t_0} \right],
$$

$$
\mathbb{E} \left[ (g^t)^T \mathcal{D}(A)^+ g^t \mid r^{t_0} \right] \leq \sigma_{\text{high}} \mathbb{E} \left[ (g^t)^T B^+ g^t \mid r^{t_0} \right],
$$

where the expectation is over the random choice of updates by the algorithm.

Then if $F^* < F(r^{t_0}) < \lambda$ and $t \geq t_0 + \ell$, we have

$$
\max \left\{ 1 - \frac{\sigma_{\text{high}}}{|A|}, 0 \right\} \leq \frac{\mathbb{E} \left[ F(r^{t+1}) \mid r^{t_0} \right] - F^*}{\mathbb{E} \left[ F(r^t) \mid r^{t_0} \right] - F^*} \leq 1 - \frac{\sigma_{\text{low}}}{|A|}.
$$

The proof is deferred to a separate subsection below (Appendix D.4). We next show how to apply Theorem D.6 to obtain bounds on local convergence rate. For the lower bounds, we assume that the optimization problem is non-degenerate in the sense that the probability of reaching an iterate $r^t$ which attains a minimum is zero; in other words, only approximate solutions are reached in a finite number of steps. This condition holds for the potential function from the main paper under all-security dynamics (ASD), whenever there are at least three agents with distinct beliefs.
Proposition D.7. Let $S_{\text{in}} = S(F, \lambda_{\text{in}})$ and $S_{\text{out}} = S(F, \lambda_{\text{out}})$ be level sets with $F^{*} < \lambda_{\text{in}} < \lambda_{\text{out}}$, and assume that the conditions of Theorem D.6 hold for the level set $S_{\text{out}}$ with matrices $A$ and $B$, and non-negative scalars $\sigma_{\text{low}} \leq \sigma_{\text{high}} \leq \infty$ and $\ell < \infty$. Then for every $r^{t_{0}} \in S_{\text{in}}$ there exists $c > 0$ such that for all $t \geq t_{0}$

$$
\mathbb{E} \left[ F(r^{t}) \mid r^{t_{0}} \right] - F^{*} \leq c^{t-t_{0}}
$$

where $\gamma_{\text{high}} = 1 - \sigma_{\text{high}}/|A|$. Furthermore, if the optimization problem is non-degenerate then for every $r^{t_{0}} \in S_{\text{in}}$, which has a non-zero probability of occurring, and all $t_{1} \geq t_{0}$, there exists $c > 0$ such that for all $t \geq t_{1}$

$$
\mathbb{E} \left[ F(r^{t}) \mid r^{t_{1}} \right] - F^{*} \geq c^{t-t_{1}}
$$

where $\gamma_{\text{low}} = \max\{1 - \sigma_{\text{high}}/|A|, 0\}$.

Proof. For the upper bound, if $F(r^{t_{0}}) = F^{*}$, the bound holds for any $c > 0$. Otherwise, set $c := \gamma_{\text{high}}^{-\ell} (F(r^{t_{0}}) - F^{*})$. Since the optimization does not increase the objective, this guarantees that the bound holds for $t_{0} \leq t \leq t_{0} + \ell$. For $t \geq t_{0} + \ell$, Theorem D.6 gives

$$
\mathbb{E} \left[ F(r^{t+1}) \mid r^{t_{0}} \right] - F^{*} \leq \gamma_{\text{high}} \cdot \left( \mathbb{E} \left[ F(r^{t}) \mid r^{t_{0}} \right] - F^{*} \right),
$$

and the upper bound now follows by induction.

For the lower bound, note that the non-degeneracy guarantees that $F(r^{t}) > F^{*}$ for all $t \geq t_{0}$. If $\gamma_{\text{low}} = 0$, the bound holds for any $c$. Next consider the case when $\gamma_{\text{low}} > 0$. Pick $t_{1} \geq t_{0}$ and set

$$
c := \min_{t_{1} \leq t \leq t_{1} + \ell} \gamma_{\text{low}}^{-\ell} \left( \mathbb{E} \left[ F(r^{t}) \mid r^{t_{1}} \right] - F^{*} \right),
$$

which is non-zero, because $\gamma_{\text{low}} \in (0, 1]$ and $F(r^{t}) > F^{*}$. This guarantees that the bound holds up to $\ell = t_{1} + \ell$. For larger $\ell$, it follows by Theorem D.6 and induction. \hfill \Box

When the objective is convex $+$, we can use the Hessian at the minimum of $F$ to obtain both a quadratic lower and upper bound on $F$, yielding the following bounds on the local convergence rate:

Theorem D.8. Let $F$ be a convex $+$ function attaining a minimum at $r^{*}$. Let $H^{*} := \nabla^{2} F(r^{*})$ and assume there exists $\lambda > F^{*}$ and non-negative constants $\sigma_{\text{low}}$, $\sigma_{\text{high}}$, and $\ell$ such that

$$
\sigma_{\text{low}} \leq \frac{\mathbb{E} \left[ (g^{t})\nabla D(H^{*}) g^{t} \mid r^{t-\ell} \right]}{\mathbb{E} \left[ (g^{t})\nabla D(H^{*}) g^{t} \mid r^{t-\ell} \right]} \leq \sigma_{\text{high}} \tag{49}
$$

whenever $F(r^{t-\ell}) \leq \lambda$, where the expectation is over the choice of updates by the algorithm. Then, for all $\varepsilon > 0$, the local convergence rate is bounded above by $\gamma_{\text{high}} = 1 - \sigma_{\text{low}}/|A| + \varepsilon$. If the optimization problem is non-degenerate, the local convergence is also bounded below by $\gamma_{\text{low}} = 1 - \sigma_{\text{high}}/|A|$.

We defer the proof of Theorem D.8 to a separate subsection (Appendix D.5). The ratio bounded in Eq. (49) can be interpreted as a curvature of the quadratic form $D(H^{*})$ $+$ under the norm described by the quadratic form $(H^{*})$ $+$. Larger values of the ratio (larger curvature) mean faster convergence. We will refer to the bounds $\sigma_{\text{low}}$ and $\sigma_{\text{high}}$ as lower and upper bounds on local strong convexity of $F$ (under randomized block-coordinate descent updates). Any non-trivial lower bound, i.e., $\sigma_{\text{low}} > 0$, yields local linear convergence rate since it implies $\gamma_{\text{high}} < 1$, since $c$ can be chosen arbitrarily small.

If we know the Hessian $H^{*}$, we can obtain a simple lower bound $\sigma_{\text{low}}$ and a linear convergence by considering all directions in the span of gradients (and setting $\ell = 0$). The span of gradients coincides with $\nabla F$, because $\mathbf{0}$ is a valid gradient (since $F$ attains a minimum). Thus, we can obtain $\sigma_{\text{low}}$ by the following generalized eigenvalue calculation:

$$
\sigma_{\text{low}} = \min_{u \in \nabla F \setminus \{\mathbf{0}\}} \frac{u^{\top} D(H^{*}) u}{u^{\top} (H^{*}) u} = \lambda_{\text{min}} \left( (H^{*})^{1/2} D(H^{*}) (H^{*})^{1/2} \right), \tag{50}
$$

where $\lambda_{\text{min}}(\cdot)$ is the smallest positive eigenvalue. This is a valid setting of $\sigma_{\text{low}}$, because for all $u \in \nabla F$ we then have $\sigma_{\text{low}} u^{\top} (H^{*}) u \leq u^{\top} D(H^{*}) u$ and therefore, when $F(r^{t-\ell}) \leq \lambda$, also

$$
\sigma_{\text{low}} \mathbb{E} \left[ (g^{t})\nabla D(H^{*}) g^{t} \mid r^{t-\ell} \right] \leq \mathbb{E} \left[ (g^{t})\nabla D(H^{*}) g^{t} \mid r^{t-\ell} \right].
$$

This value of $\sigma_{\text{low}}$ is non-zero, because $\nabla F = \nabla^{2} F(r^{*}) \subseteq \nabla^{2} D(H^{*})$. We pursue this style of analysis for single-securities dynamics (SSD), where we derive $\sigma_{\text{low}}$ using Eq. (50), but do so directly in terms of Hessians of functions $C$ and $T$ rather than the potential $F$. For all-securities dynamics, we consider $\ell > 0$ and take advantage of the averaging effect of expectations in Eq. (49), which yields a tighter lower bound $\sigma_{\text{low}}$ and a non-trivial upper bound $\sigma_{\text{high}}$. 
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D.4 Proof of Theorem D.6

Proof of Theorem D.6. The vector of partial derivatives of $F$ within block $\alpha$ will be called partial gradient and denoted $\nabla_\alpha F(r) := E_\alpha \nabla F(r)$. Since $F$ has a minimizer, its set of gradients contains a zero, and therefore its gradient space $\mathcal{G}(F)$ coincides with the span of its gradients (see Definition A.5). We also define the set $G_\alpha(F) := E_\alpha^\top \mathcal{G}(F)$, which then coincides with the span of partial gradients of $F$. Note that by Proposition D.9, proved below, any positive-semidefinite matrix $M$ satisfies $\text{range}(M) \subseteq \text{range}(D(M))$. Since $\mathcal{G}(F) \subseteq \text{range}(A)$, we therefore obtain $G_\alpha(F) \subseteq \text{range}(B_{\alpha,\alpha})$ by the following reasoning:

$$G_\alpha(F) = E_\alpha^\top \mathcal{G}(F) \subseteq E_\alpha^\top \text{range}(A) \subseteq E_\alpha^\top \text{range}(D(A)) = \text{range}(A_{\alpha,\alpha}) \;,$$

and similarly obtain $G_\alpha(F) \subseteq \text{range}(B_{\alpha,\alpha})$.

Assume $F^* < F(r_0) < \lambda$ and let $t \geq t_0 + \ell$. Consider the bundle $r := r^t$ and analyze the value of the objective at the next iterate $r^{t+1} = \Psi_c(r)$. First note that the objective does not increase during optimization, so $F(r) < \lambda$ and in particular $r \in S$. From Eq. (48), we then have

$$F(\Psi_\alpha(r)) = \min_{r' \in (r+\text{range}(E_\alpha)) \cap S} F(r') \quad (51)$$

$$\leq \min_{r' \in (r+\text{range}(E_\alpha)) \cap S} \left( F(r) + (r' - r)^\top \nabla F(r) + \frac{1}{2} (r' - r)^\top B(r' - r) \right) \quad (52)$$

$$= \min_{r' \in (r+\text{range}(E_\alpha))} \left( F(r) + (r' - r)^\top \nabla F(r) + \frac{1}{2} (r' - r)^\top B(r' - r) \right) \quad (53)$$

$$= \min_{\delta \in \mathbb{R}^{n_\alpha}} \left( F(r) + \delta^\top \nabla_\alpha F(r) + \frac{1}{2} \delta^\top B_{\alpha,\alpha} \delta \right) \quad (54)$$

$$= F(r) - \frac{1}{2} (\nabla_\alpha F(r))^\top B_{\alpha,\alpha}^- (\nabla_\alpha F(r)) \quad (55)$$

In Eq. (51) it suffices to consider minimization over $S$, because the objective does not increase during the optimization and $r \in S$. In Eq. (52) we use the fact that $F$ is smooth on $S$ with respect to $B$. Eq. (53) follows, because the minimum in Eq. (53) is actually attained in $S$. We show this by contradiction. Let $F'(r')$ denote the function minimized in Eq. (53) and assume that the minimum of $F'$ over $r + \text{range}(E_\alpha)$ is attained at $r' \notin S$. Since $r \in S$, the line connecting $r$ and $r'$ intersects the boundary of $S$ at some point $r''$, where $F(r'') = \lambda$ by continuity of $F$. From the foregoing, we then have

$$F'(r') \leq F'(r) = F(r) < \lambda = F(r'') \leq F'(r'') \;.$$

This however contradicts the convexity of $F'$ along the line connecting $r$ and $r'$, because $r''$ lies between $r$ and $r'$, and thus we should have $F''(r'') \leq \max\{F'(r), F'(r')\}$. This means that the minimum in Eq. (53) is indeed attained somewhere in $S$. In Eq. (54), we make the substitution $r' - r = E_\alpha \delta$, and Eq. (55) then follows by Proposition A.3, because $\nabla_\alpha F(r) \in G_\alpha(F) \subseteq \text{range}(B_{\alpha,\alpha})$.

Taking expectation over the uniformly random choice of the block $\alpha$, we have

$$F(r) - E_\alpha [F(\Psi_\alpha(r))] \geq \frac{1}{2|\mathcal{A}|} \sum_{\alpha \in \mathcal{A}} (\nabla_\alpha F(r))^\top B_{\alpha,\alpha}^- (\nabla_\alpha F(r))$$

$$= \frac{1}{2|\mathcal{A}|} (\nabla F(r))^\top D(B)^+ (\nabla F(r)) \quad (56)$$

We can also apply the lower bound on $F$ and obtain

$$F(\Psi_\alpha(r)) \geq \min_{r' \in (r+\text{range}(E_\alpha)) \cap S} \left( F(r) + (r' - r)^\top \nabla F(r) + \frac{1}{2} (r' - r)^\top A(r' - r) \right)$$

$$\geq \min_{r' \in (r+\text{range}(E_\alpha))} \left( F(r) + (r' - r)^\top \nabla F(r) + \frac{1}{2} (r' - r)^\top A(r' - r) \right) \quad (57)$$

$$= \min_{\delta \in \mathbb{R}^{n_\alpha}} \left( F(r) + \delta^\top \nabla_\alpha F(r) + \frac{1}{2} \delta^\top A_{\alpha,\alpha} \delta \right)$$

$$= F(r) - \frac{1}{2} (\nabla_\alpha F(r))^\top A_{\alpha,\alpha}^- (\nabla_\alpha F(r)) \quad (58)$$
The steps are analogous as in analyzing the upper bound except for Eq. (57), which is now more straightforward, since the minimum over a larger set cannot lie above a minimum over a smaller set.

Taking expectation over \( \alpha \), we thus obtain

\[
F(\mathbf{r}) - E_\alpha [F(\Psi_\alpha(\mathbf{r}))] \leq \frac{1}{2|A|} \left( \nabla F(\mathbf{r}) \right)^T D(A)^+[\nabla F(\mathbf{r})].
\]  

(59)

The same reasoning that gave us bounds on \( F(\Psi_\alpha(\mathbf{r})) \) can be also used to bound the optimal value \( F^* \) by noting that \( F^* = F(\Psi_\alpha^*(\mathbf{r})) \) where \( \alpha^* \) is the block containing all the coordinates, i.e., \( \alpha^* = [N] \times [K]. \) (Note that \( \alpha^* \) is not necessarily in \( A \).) Eqs. (55) and (58) thus become

\[
F^* \leq F(\mathbf{r}) - \frac{1}{2} \left( \nabla F(\mathbf{r}) \right)^T B^+ \left( \nabla F(\mathbf{r}) \right),
\]

(60)

\[
F^* \geq F(\mathbf{r}) - \frac{1}{2} \left( \nabla F(\mathbf{r}) \right)^T A^+ \left( \nabla F(\mathbf{r}) \right).
\]

(61)

To finish the proof, we take the conditional expectations in Eq. (56), use the definition of \( \sigma_{\text{low}} \) and take the conditional expectations in Eq. (61) to obtain

\[
\mathbb{E} \left[ F(\mathbf{r}^t) \mid \mathbf{r}^{t_0} \right] - \mathbb{E} \left[ F(\mathbf{r}^{t+1}) \mid \mathbf{r}^{t_0} \right] \geq \frac{1}{2|A|} \mathbb{E} \left[ (g^t)^T D(B)^+ g^t \mid \mathbf{r}^{t_0} \right] \geq \frac{1}{2|A|} \cdot \sigma_{\text{low}} \mathbb{E} \left[ (g^t)^T A^+ g^t \mid \mathbf{r}^{t_0} \right] \geq \frac{\sigma_{\text{low}}}{|A|} \left( \mathbb{E} \left[ F(\mathbf{r}^t) \mid \mathbf{r}^{t_0} \right] - F^* \right).
\]

(62)

Similarly,

\[
\mathbb{E} \left[ F(\mathbf{r}^t) \mid \mathbf{r}^{t_0} \right] - \mathbb{E} \left[ F(\mathbf{r}^{t+1}) \mid \mathbf{r}^{t_0} \right] \leq \frac{\sigma_{\text{high}}}{|A|} \left( \mathbb{E} \left[ F(\mathbf{r}^t) \mid \mathbf{r}^{t_0} \right] - F^* \right).
\]

Since the objective never increases, we can actually write

\[
\mathbb{E} \left[ F(\mathbf{r}^t) \mid \mathbf{r}^{t_0} \right] - \mathbb{E} \left[ F(\mathbf{r}^{t+1}) \mid \mathbf{r}^{t_0} \right] \leq \min \left\{ \frac{\sigma_{\text{high}}}{|A|}, 1 \right\} \cdot \left( \mathbb{E} \left[ F(\mathbf{r}^t) \mid \mathbf{r}^{t_0} \right] - F^* \right).
\]

(63)

The theorem now follows by rearranging terms in Eqs. (62) and (63). \( \square \)

It remains to prove the following proposition, which was used in the proof:

**Proposition D.9.** For any positive-semidefinite matrix \( M \), we have \( \text{range}(M) \subseteq \text{range}(D(M)) \).

**Proof.** For \( \alpha \in A \), let \( P_\alpha := E_\alpha E_\alpha^T \) be the projection matrix into \( \text{range} E_\alpha \), and note that

\[
D(M) = \text{diag}_\alpha M_{\alpha,\alpha} = \sum_\alpha P_\alpha M P_\alpha.
\]

Let \( \mathbf{u} \in \mathbb{R}^{NK} \) and let \( x_\alpha = \|M^{1/2} P_\alpha \mathbf{u}\|_2 \). Then

\[
u^T M \mathbf{u} = \|M^{1/2} \mathbf{u}\|^2 = \left\| M^{1/2} \left( \sum_\alpha P_\alpha \mathbf{u} \right) \right\|^2 \leq \left( \sum_\alpha \|M^{1/2} P_\alpha \mathbf{u}\| \right)^2 = \left( \sum_\alpha x_\alpha \right)^2 \leq |A| \cdot \sum_\alpha x_\alpha^2 = |A| \cdot \sum_\alpha \mathbf{u}^T P_\alpha M P_\alpha \mathbf{u} = |A| \cdot (\mathbf{u}^T D(M) \mathbf{u}),
\]

where in Eq. (64) we used the inequality between the arithmetic and quadratic mean. Thus any \( \mathbf{u} \in \text{range}(M) \) is also in \( \text{range}(D(M)) \). \( \square \)
D.5 Proof of Theorem D.8

This proof builds on several propositions proved in Appendix D.6 below. Let $\varepsilon_{\text{max}} = \sqrt{x - F^*}$. For $n = 1, 2, \ldots$ define the level sets $S(n) := S(F, F^* + \varepsilon_{\text{max}}^2/n^2)$. Thus, by Proposition D.11, for some $c > 0$, we have

$$\nabla^2 F(r) \simeq (1 + c\varepsilon_{\text{max}}^2/n)H^* \quad \text{for all } r \in S(n).$$

where we have introduced the notation $c_1 := c\varepsilon_{\text{max}}$. By Proposition D.12, if $n > c_1$, then the function $F$ is strongly convex and smooth on $S(n)$ with respect to $A(n) := (1 - c_1/n)H^*$ and $B(n) := (1 + c_1/n)H^*$. Thus, $\sigma(n)$, $A(n)$, and $B(n)$ satisfy condition (1) of Theorem D.6 for $n > c_1$.

In the remainder, we only consider the level sets $S(n)$ for $n > c_1$. For each of them define

$$\sigma_{\text{low}}(n) := \frac{n - c_1}{n + c_1} \sigma_{\text{low}}, \quad \sigma_{\text{high}}(n) := \frac{n + c_1}{n - c_1} \sigma_{\text{high}}.$$

We next argue that they satisfy condition (2) of Theorem D.6. It suffices to verify that condition (2) of Theorem D.6 holds for $t = t_0 + \ell$; let’s call this limited variant condition (2'). If (2') is satisfied then also (2) is satisfied, because if $r^{t_0} \in S(n)$, then also $r^{t_0 + k} \in S(n)$ for any $k \geq 1$, and so we can apply condition (2') at $t = t_0 + k + \ell$ and by taking the conditional expectation we obtain the original condition (2).

To prove that condition (2) holds for $t = t_0 + \ell$, note that $S(n) \subseteq S(1) = S(F, \lambda)$, so Eq. (49) holds whenever $r^{t_0} = r^{t_0 - \ell} \in S(n)$. So, assuming that $n > c_1$ and $r^{t_0} \in S(n)$, we obtain

$$\sigma_{\text{low}}(n) = \frac{n - c_1}{n + c_1} \sigma_{\text{low}} \leq \frac{n/(n + c_1)}{n/(n - c_1)} \cdot \frac{E[(g^T)D(H^*)g | r^{t_0}]}{E[(g^T)D(B(n))g | r^{t_0}]} = \frac{n/(n - c_1)}{n/(n + c_1)} \cdot \frac{E[(g^T)D(A(n))g | r^{t_0}]}{E[(g^T)D(B(n))g | r^{t_0}]} = \sigma_{\text{high}}(n).$$

Now invoking Proposition D.7 with $S_{\text{in}} = S(n + 1)$ and $S_{\text{out}} = S(n)$, we obtain that if $r^{t_0} \in S(n + 1)$ then there exists $c > 0$ such that for all $t \geq t_0$

$$E[F(r^t) | r^{t_0}] - F^* \leq c\gamma_{\text{high}}(n)^{t-t_0},$$

where $\gamma_{\text{high}}(n) := 1 - \sigma_{\text{low}}(n)/|A|$. Proposition D.13 now implies that $S(n + 1)$ is attained with probability 1, so $\gamma_{\text{high}}(n)$ is a valid upper bound on the local convergence rate.

Since the optimization starts at a deterministic point $r^0 = 0$, and the randomization is among a finite set of choices, there is only a finite set of allocation vectors $r^t$ that can be reached at any given iteration $t$. If the optimization problem is non-degenerate, then none of these allocations (for any $t$) are the actual minimizers of $F$. In that case, Proposition D.7 yields that if $r^{t_0} \in S(n + 1)$, and it has a non-zero probability of occurring, then for all $t_1 \geq t_0$, there exists $c > 0$ such that for all $t \geq t_1$

$$E[F(r^t) | r^{t_1}] - F^* \geq c\gamma_{\text{low}}(n)^{t-t_1},$$

where $\gamma_{\text{low}}(n) := 1 - \sigma_{\text{high}}(n)/|A|$. Since $S(n + 1)$ is attained with probability 1, this means that any valid upper bound must be greater than $\gamma_{\text{low}}(n)$.

The theorem now follows, because $\gamma_{\text{high}}(n) \to 1 - \sigma_{\text{low}}/|A|$, and $\gamma_{\text{low}} \to 1 - \sigma_{\text{high}}/|A|$, as $n \to \infty$.

D.6 Supporting Propositions for Theorem D.8

Throughout the propositions below, let $F$ be a convex function attaining a minimum. Let $P$ be a projection on $G(F)$. Since $F$ attains a minimum, its gradient set includes zero, and therefore in Proposition A.7 we have $a = 0$. This means that

$$F(r) = F(Pr),$$
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so we can assume, without loss of generality, that \( r^* \in \mathcal{G}(F) \). Let \( H^* := \nabla^2 F(r^*) \). Finally, recall that \( S(F, \lambda) \) denotes a level set (see Definition D.4).

**Proposition D.10.** For any \( \lambda > F^* \), \( S(F, \lambda) = S_0 + \mathcal{G}(F)^{\perp} \) where \( S_0 \subseteq \mathcal{G}(F) \) is compact.

**Proof.** Since \( F(r) = F(Pr) \), any level set \( S \) can be written as \( S = S_0 + \mathcal{G}(F)^{\perp} \), where \( S_0 = S \cap \mathcal{G}(F) \). Now if \( \lambda > F^* \) then \( S \) is non-empty and closed and hence so is \( S_0 \). It remains to argue that it is bounded. By convexity, \( F \) is strictly convex on \( \mathcal{G}(F) \), so the minimum of \( F \) on the sphere \( \{ r \in \mathcal{G}(F) : \| r - r^* \| = 1 \} \) must be some \( \lambda_1 > F^* \). By convexity, \( F(r) - F^* \geq \lambda_1 \| r - r^* \| \) for all \( r \in \mathcal{G}(F) \). Since \( S_0 \subseteq \mathcal{G}(F) \) and \( F(r) \leq \lambda \) for \( r \in S_0 \), the set \( S_0 \) must be bounded. \( \square \)

**Proposition D.11.** Let \( \varepsilon_{\text{max}} > 0 \). Then there exists a constant \( c > 0 \) such that for all \( 0 < \varepsilon \leq \varepsilon_{\text{max}} \), and all \( r \in S(F, F^* + \varepsilon^2) \), we have

\[ \| Pr - r^* \| \leq c \varepsilon \quad , \nabla^2 F(r) \simeq (1 \pm c\varepsilon)H^* \]

**Proof.** Let \( S := S(F, F^* + \varepsilon_{\text{max}}^2) \) and \( S_0 := S \cap \mathcal{G}(F) \), which is compact by Proposition D.10. Let \( \sigma_1 := \min_{r \in S_0} \lambda_{\min}(\nabla^2 F(r), P) \).

Note that \( \lambda_{\min}(\nabla^2 F(r), P) > 0 \) on the compact set \( S_0 \), and \( \nabla^2 F(\cdot) \) and \( \lambda_{\min}(\cdot, P) \) are continuous, so \( \sigma_1 > 0 \). Therefore, \( F \) is strictly convex on \( S \) with the strict convexity constant \( \sigma_1 \). Using the fact that \( \nabla F(r^*) = 0 \), we then have for any \( r \in S \),

\[ F(r) = F(Pr) \geq F^* + \frac{1}{2} \sigma_1 \| Pr - r^* \|^2 \]

Therefore, if \( r \in S(F, F^* + \varepsilon^2) \subseteq S \) then

\[ \| Pr - r^* \| \leq \varepsilon \sqrt{2/\sigma_1} \]

For the bound on the Hessian, note that since the third derivative of \( F \) is continuous, it is upper bounded on \( S_0 \). Therefore, the Hessian is Lipschitz with some constant \( L \) on \( S_0 \), and so \( \| \nabla^2 F(r) - H^* \| \leq L \| Pr - r^* \| \). Thus, since \( \text{range}(\nabla^2 F(\cdot) - H^*) \subseteq \mathcal{G}(F) \), we have

\[ \nabla^2 F(r) \simeq H^* \pm L \| Pr - r^* \| P \]

Since \( \sigma_2 P \preceq H^* \) for some \( \sigma_2 > 0 \), we obtain

\[ \nabla^2 F(r) \simeq (1 \pm L\sigma_2^{-1} \| Pr - r^* \|)H^* \]

Thus, for \( r \in S(F, F^* + \varepsilon^2) \subseteq S \) we have

\[ \nabla^2 F(r) \simeq (1 \pm \varepsilon L\sigma_2^{-1} \sqrt{2/\sigma_1})H^* \]

Setting \( c := \max\{ \sqrt{2/\sigma_1}, L\sigma_2^{-1} \sqrt{2/\sigma_1} \} \) then proves the proposition. \( \square \)

**Proposition D.12.** Let \( S \) be a convex set and \( A \) and \( B \) positive-semidefinite matrices such that \( A \preceq \nabla^2 F(r) \preceq B \) for all \( r \in S \). Then \( F \) is strongly convex and smooth on \( S \) with respect to \( A \) and \( B \).

**Proof.** Let \( r \in S, r + \delta \in S \). Then from the 2nd-order Taylor expansion, we have

\[ F(r + \delta) - F(r) - \delta \nabla F(r) = \frac{1}{2} \delta^T [\nabla^2 F(r')] \delta \]

where \( r' \in S \). The proposition now follows, because \( A \preceq [\nabla^2 F(r')] \preceq B \). \( \square \)

**Proposition D.13.** For any \( \lambda > F^* \), with probability 1, the randomized block-coordinate descent algorithm with the objective \( F \) reaches an iteration \( t \) in which \( r^t \in S(F, \lambda) \).
Proof. Since the proposition holds for \( \lambda \geq F(r^0) \), consider the case \( F^* < \lambda < F(r^0) \), and in particular assume \( F^* < F(r^0) \). We prove the proposition by applying Theorem D.6.

Let \( S := S_F(F(r^0) + 1) \) and \( S_0 := S \cap \mathcal{G}(F) \), which is compact by Proposition D.10. Let
\[
c_{\min} := \min_{r \in S_0} \lambda_{\min}(\nabla^2 F(r), P), \quad c_{\max} := \max_{r \in S_0} \lambda_{\min}(\nabla^2 F(r), P).
\]

Note that \( \lambda_{\min}(\nabla^2 F(r), P) > 0 \) on the compact set \( S_0 \), and \( \nabla^2 F(\cdot) \) and \( \lambda_{\min}(\cdot, P) \) are continuous, so \( c_{\min} > 0 \). Similarly, since \( \lambda_{\min}(\nabla^2 F(r), P) < \infty \) on \( S_0 \), the continuity yields \( c_{\max} < \infty \). Since \( \nabla^2 F(r) = \nabla^2 F(P r) \), we have that for all \( r \in S \)
\[
c_{\min} P \leq \nabla^2 F(r) \leq c_{\max} P.
\]

Therefore, by Proposition D.12, \( F \) is strongly convex and smooth on \( S \) with respect to \( A := c_{\min} P \) and \( B := c_{\max} P \). Let
\[
\sigma_{\text{low}} := \lambda_{\min}(D(B)^+, A^+) = \lambda_{\min}(c_{\min}^{-1} D(P)^+, c_{\min}^{-1} P) = \frac{c_{\min}}{c_{\max}} \lambda_{\min}(D(P)^+, P),
\]
which is positive, because range\((P) \subseteq \text{range}(D(P)) \) by Proposition D.9.

Now, by Proposition D.7, with \( S_{\text{in}} = S_F(F(r^0)), S_{\text{out}} = S_F(F(r^0) + 1) = S \), and the above matrices \( A \) and \( B \), the scalar \( \sigma_{\text{low}} \), and \( \ell = 0 \), we obtain that for some constant \( c \) and \( \gamma := (1 - \sigma_{\text{low}}/|A|) < 1 \),
\[
\mathbb{E}[F(r^\ell)] - F^* = \mathbb{E}[F(r^\ell) | r^0] - F^* \leq c \gamma^\ell.
\]

To finish the proof, we will appeal to Borel-Cantelli lemma and show that the algorithm must reach \( S(F, \lambda) \) with probability 1. Specifically, note that by the Markov inequality
\[
\sum_{t=1}^{\infty} \mathbb{P}\{F(r^t) \geq \lambda\} = \sum_{t=1}^{\infty} \mathbb{P}\{F(r^t) - F^* \geq \lambda - F^*\} \leq \sum_{t=1}^{\infty} \frac{c \gamma^t}{\lambda - F^*} = \frac{c \gamma}{(1 - \gamma)(\lambda - F^*)} < \infty,
\]
so with probability 1, only a finite number of the events \( \{F(r^t) \geq \lambda\} \) will occur; in other words, the level set \( S(F, \lambda) \) is reached with probability 1.

D.7 Local Convergence of the Market

Throughout this section, we assume that \( C \) is convex \(^* \), which implies that \( F \) is convex \(^* \) as well. Our key tool for the analysis of the convergence error of the market is Theorem D.8. Therefore, we need to analyze the gradient and Hessian of \( F \). We begin the analysis by deriving explicit expressions for \( \nabla F \) and \( \nabla^2 F \) using the gradients and Hessians of \( T \) and \( C \). It will be convenient to do so for trader-level blocks \( \nabla_i \) and \( \nabla^2_{ij} \).

Given an allocation vector \( r \in R^{NK} \), the associated market price (the gradient of the cost) will be denoted \( \mu_0(r) \) and the gradients of trader potentials will be denoted \( \mu_i(r) \):
\[
\mu_0(r) := \nabla C_b(\sum_{i=1}^N r_i) = \nabla C(\sum_{i=1}^N r_i/b),
\]
\[
\mu_i(r) := \nabla F_i(-r_i) = \nabla T(\tilde{\theta}_i - a_i r_i) \quad \text{for } i \in [N]
\]
where \( T \) is the log partition function.

The gradient of \( F \) is composed of blocks
\[
\nabla_i F(r) = -\nabla F_i(-r_i) + \nabla C_b(\sum_i r_i)
= -\mu_i(r) + \mu_0(r).
\]

(65)

For the Hessian, first consider \( \nabla^2_{ii} F \):
\[
\nabla^2_{ii} F(r) = \nabla^2 F_i(-r_i) + \nabla^2 C_b(\sum_i r_i)
= a_i \nabla^2 T(\tilde{\theta}_i - a_i r_i) + \frac{1}{b} \nabla^2 C\left((\sum_i r_i)/b\right)
\]
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We next derive asymptotic formulas for matrices. We use the notation \( D \). At any optimum \( \mathbf{r}^* \), where \( D \mathbf{\nabla} (\text{Theorem 5.1}) \), we immediately obtain the following asymptotic expression for \( \text{Theorem D.15.} \)

\[
\text{Let } \mathbf{M}_{ij} := \frac{\mathbf{\nabla}^2 \mathbf{C} \left( \sum_i r_i \right)}{b} = \frac{1}{b} \mathbf{H}_C(\mathbf{r}_0) .
\]

(66)

At any optimum \( \mathbf{r}^* \), we have \( \mathbf{M}_{ij} = \mathbf{m}_0(\mathbf{r}^*) = \mathbf{\mu}^* \). Thus, using the Kronecker product notation, the Hessian of \( \mathbf{F} \) at \( \mathbf{r}^* \) can be expressed as

\[
\mathbf{\nabla}^2 \mathbf{F}(\mathbf{r}^*) = \mathbf{D} \otimes \mathbf{H}_T(\mathbf{\mu}^*) + \frac{\mathbf{11}^T}{b} \otimes \mathbf{H}_C(\mathbf{\mu}^*) ,
\]

(68)

where \( \mathbf{D} := \text{diag}_{i \in [N]} \mathbf{a}_i \) and \( \mathbf{1} \) is the \( N \)-dimensional all-ones vector. Using local Lipschitz property of \( \mathbf{H}_T \) and \( \mathbf{H}_C \) (Proposition A.10) and the fact that \( \| \mathbf{\mu}^* - \mathbf{\mu} \| = O(b) \) (Theorem 5.1), we immediately obtain the following asymptotic expression for \( \mathbf{\nabla}^2 \mathbf{F}(\mathbf{r}^*) \) as \( b \to 0 \):

**Proposition D.14.** Let \( \mathbf{H}^* := \mathbf{\nabla}^2 \mathbf{F}(\mathbf{r}^*) \) and \( \mathbf{D} := \text{diag}_i \mathbf{a}_i \). Then

\[
\mathbf{H}^* \simeq (1 \pm O(b)) \left( \mathbf{D} \otimes \mathbf{H}_T(\mathbf{\mu}^*) + \frac{\mathbf{11}^T}{b} \otimes \frac{1}{b} \mathbf{H}_C(\mathbf{\mu}^*) \right) .
\]

We next derive asymptotic formulas for matrices \( \mathbf{D}(\mathbf{H}^*)^+ \) and \( (\mathbf{H}^*)^+ \), from which we will immediately obtain a lower bound on strong convexity via Eq. (50).

Recall that \( \mathcal{A} \) is the decomposition of the coordinates \( [N] \times [K] \), but for our two dynamics (ASD and SSD), this decomposition has a special structure. This structure is described by a decomposition \( \mathcal{B} \) of \( [K] \), which is then applied to each trader, that is \( \mathcal{A} = \{ \{i\} \times \beta : i \in [N], \beta \in \mathcal{B} \} \). For \( M \in \mathbb{R}^{K \times K} \), we use the notation \( \mathbf{D}_B(M) \) to describe \( \text{diag}_{\beta \in \mathcal{B}} M_{\beta \beta} \). For \( M \in \mathbb{R}^{N \times N \times K} \), we continue writing \( \mathbf{D}(M) \) instead of a more explicit \( \mathbf{D}_A(M) \).

In stating our results, we use the following shorthands, some of which have been already introduced:

\[
\mathbf{H}^* := \mathbf{\nabla}^2 \mathbf{F}(\mathbf{r}^*) , \quad \mathbf{H}_T := \mathbf{H}_T(\mathbf{\mu}) , \quad \mathbf{H}_C := \mathbf{H}_C(\mathbf{\mu}) , \quad \mathbf{D} := \text{diag}_i \mathbf{a}_i , \quad \mathbf{P} := \mathbf{I}_N - \frac{\mathbf{11}^T}{b} / N .
\]

The matrix \( \mathbf{P} \) is the projection matrix on the set of centered vectors, i.e., vectors \( \mathbf{u} \in \mathbb{R}^N \) such that \( \mathbf{1}^T \mathbf{u} = 0 \). With this notation, the pseudo inverses \( \mathbf{D}(\mathbf{H}^*)^+ \) and \( (\mathbf{H}^*)^+ \) are characterized in the following theorem:

**Theorem D.15.** Let \( \mathbf{M}_1 := \mathbf{I}_N \otimes \mathbf{D}_B(\mathbf{H}_C)^+ \) and \( \mathbf{M}_2 := (\mathbf{PDP})^+ \otimes \mathbf{H}_T^+ \). Then, as \( b \to 0 \),

\[
\mathbf{D}(\mathbf{H}^*)^+ \simeq (1 \pm O(b)) \cdot \mathbf{b} \mathbf{M}_1 ,
\]

(69)

\[
(\mathbf{H}^*)^+ \simeq \mathbf{M}_2 \pm O(b) \mathbf{M}_1 .
\]

(70)

**Local strong convexity is bounded from below by**

\[
\sigma_{\text{low}} = b \cdot \lambda_\text{min} \left( \left( \mathbf{M}_1^2 / 2 \right)^+ \right) - O(b^2)
\]

(71)

\[
= b \cdot \lambda_\text{min}(\mathbf{PDP} \cdot \lambda_\text{min}(\mathbf{H}_T^2 / 2 \mathbf{D}_B(\mathbf{H}_C)^+ \mathbf{H}_T^2 / 2) - O(b^2) ,
\]

(72)

where \( \lambda_\text{min}(\cdot) \) denotes the smallest positive eigenvalue of a matrix.

The matrices \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \) in the statement of the theorem do not depend on the liquidity parameter \( b \). The matrix \( \mathbf{M}_2 \), which is the dominant part of the Hessian pseudo inverse \( (\mathbf{H}^*)^+ \), is also independent of the trader dynamics and the cost function. On the other hand, the matrix \( \mathbf{M}_1 \) reflects the cost function and dynamics. The pseudo inverse \( \mathbf{D}(\mathbf{H}^*)^+ \) approximately equals \( b \mathbf{M}_1 \) as \( b \to 0 \). The main implication is that \( \sigma_{\text{low}} = \Omega(b) \). This yields linear convergence rate bound \( \gamma_{\text{high}} = 1 - \Omega(b) \), which suggests worse convergence as \( b \to 0 \). However, in the absence of a matching lower bound, we cannot conclude that the actual convergence gets worse as \( b \to 0 \). In Appendix D.7.1, we derive a matching bound \( \sigma_{\text{high}} = O(b) \) for ASD. Thus, for ASD, it is not possible to achieve a linear convergence rate better than \( 1 - \Theta(b) \). (We conjecture similar behavior for SSD.) This means there is a tradeoff between convergence, which slows down as \( b \to 0 \), and the market-maker bias, which gets smaller.
Proof of Theorem D.15. From Proposition D.14, we know that $H^* \simeq (1 \pm O(b))M$ where

$$M := D \otimes H_T + (11^\top) \otimes \frac{1}{b}H_C. \quad (73)$$

Proposition D.14 also implies $\mathcal{D}(H^*) \simeq (1 \pm O(b))\mathcal{D}(M)$. Thus, by Proposition A.1, we obtain

$$\mathcal{D}(H^*)^+ \simeq (1 \pm O(b))\mathcal{D}(M)^+, \quad (74)$$

$$\mathcal{D}(H^*)^+ \simeq (1 \pm O(b))M^+. \quad (75)$$

The analysis will therefore focus on $M$ and convert to $H^*$ only in the last step.

We begin with the analysis of $\mathcal{D}(M)$. Specifically, consider the block $M_{\alpha\alpha}$ where $\alpha = \{i\} \times \beta$ for some $\beta \in B$. From the definition of $M$

$$M_{\alpha\alpha} = \frac{1}{b}H_{\beta\beta} + a_i H_{T,\beta\beta}. \quad (76)$$

Since $\text{range}(H_T) = G(T) \subseteq G(C) = \text{range}(H_C)$, there is some constant $c_1$ such that $H_T \simeq c_1 H_C$, so we can write

$$M_{\alpha\alpha} \simeq \left(\frac{1}{b} \pm a_i c_1\right) H_{\beta\beta}. \quad (76)$$

Setting $c_2 = (\max_i a_i)c_1$, and combining Eq. (76) across all blocks $\alpha = \{i\} \times \beta$, we thus obtain

$$\mathcal{D}(M) \simeq \left(\frac{1}{b} \pm c_2\right) \left(I_N \otimes \mathcal{D}_B(H_C) \right).$$

Therefore, by Proposition A.1,

$$\mathcal{D}(M)^+ \simeq \frac{b}{1 \pm b c_2} \left( I_N \otimes \mathcal{D}_B(H_C)^+ \right) = b(1 \pm O(b)) \left( I_N \otimes \mathcal{D}_B(H_C)^+ \right).$$

The bound on $\mathcal{D}(H^*)^+$ now follows by Eq. (75).

We next bound $(H^*)^+$ by analyzing $M^+$. First, decompose the matrix $D$ into blocks corresponding to the ranges of the projection matrices $P$ and $I_N - P$. Let $A = PD P$, $B = PD (I_N - P)$ and $X = (I_N - P)D(I_N - P)$. Thus,

$$D = A + B + B^T + X.$$

Using the decomposition of $D$, we can decompose $M$ in order to carry out blockwise inversion:

$$M = D \otimes H_T + \frac{N}{b} (I_N - P) \otimes H_C$$

$$= A \otimes H_T + (B + B^T) \otimes H_T + \left(X \otimes H_T + \frac{N}{b} (I_N - P) \otimes H_C\right). \quad (77)$$

We first analyze the Schur complement matrix, which appears in the blockwise inverse:

$$S := \left(X \otimes H_T + \frac{N}{b} (I_N - P) \otimes H_C\right) - (B^T \otimes H_T)(A^+ \otimes H_T^+)(B^T \otimes H_T)$$

$$= \frac{N}{b} (I_N - P) \otimes H_C + (X - B^T A^+ B) \otimes H_T.$$

As we argued before, $\text{range}(H_T) \subseteq \text{range}(H_C)$. Also $\text{range}(X) \subseteq \text{range}(I_N - P)$ and $\text{range}(B^T A^+ B) \subseteq \text{range}(I_N - P)$, so for some $c_3 > 0$, we have

$$\text{range}(X - B^T A^+ B) \otimes H_T \simeq \pm c_3 (I_N - P) \otimes H_C,$$

and therefore

$$S \simeq \left(\frac{N}{b} \pm c_3\right) \left((I_N - P) \otimes H_C\right). \quad (78)$$

We now apply blockwise inversion (Proposition A.2) to Eq. (77), with the bounds of Eq. (78) on the Schur complement to obtain

$$M^+ \simeq A^+ \otimes H_T^+ + \frac{b}{N \pm b c_3} Y.$$
where

\[ Y := \left( I_{NK} - (A^+ \otimes H_C^+) (B \otimes H_T) \right) \left( I_N - P \right) \otimes H_C^+ \left( I_{NK} - (A^+ \otimes H_C^+) (B \otimes H_T) \right)^T \]

is a positive-semidefinite matrix. Finally, invoking Eq. (75), we obtain

\[
(H^*)^+ \simeq (1 \pm O(b)) (A^+ \otimes H_C^+) + b(1 \pm O(b)) Y \\
\simeq (A^+ \otimes H_C^+) \pm O(b) (A^+ \otimes H_C^+ + Y) \\
\simeq (A^+ \otimes H_C^+) \pm O(b) (I_N \otimes \mathcal{D}(H_C)^+) ,
\]

where in the last line we used that range\((A^+ \otimes H_C^+ + Y) \subseteq range(I_N \otimes H_C^+) \subseteq range(I_N \otimes \mathcal{D}_B(H_C)^+)\) because range\(H_T \subseteq range(H_C) \subseteq range(\mathcal{D}_B(H_C))\).

Finally, to prove Eq. (72), we use Eq. (50). First, note that \((H^*)^+ \approx M_2 + O(b)M_1\), so

\[ range(M_2) \subseteq range(H^*) = \mathcal{G}(F) \subseteq range(I_N \otimes H_C) \subseteq range(M_1) . \]

Therefore, if \(u \in \mathcal{G}(F) \setminus range(M_2)\) we have \(u^T M_1 u > 0\), but \(u^T M_2 u = 0\), so

\[ \min_{u \in \mathcal{G}(F) \setminus \{0\}} \frac{u^T M_1 u}{u^T M_2 u} \geq \min_{u \in range(M_2) \setminus \{0\}} \frac{u^T M_1 u}{u^T M_2 u} = \lambda_{\min}(M_1, M_2) > 0 \]

and so

\[ \frac{u^T M_2 u}{u^T M_1 u} \leq \lambda_{\min}^{-1}(M_1, M_2) \]

for any \(u \in \mathcal{G}(F) \setminus \{0\}\).

From the bounds in Eqs. (69) and (70), there exists a constant \(c\) such that for \(b\) sufficiently small, and for all \(u \in \mathcal{G}(F) \setminus \{0\}\),

\[
\frac{u^T \mathcal{D}(H)^+ u}{u^T H^+ u} \geq \frac{(1 - cb) \cdot u^T (bM_1) u}{u^T M_2 u + cb(u^T M_1 u)} \geq b \cdot \frac{1 - cb}{\lambda_{\min}^{-1}(M_1, M_2) + cb} \geq b \cdot (\lambda_{\min}(M_1, M_2) - O(b)) .
\]

The bound on \(\sigma_{\text{low}}\) now follows by Eq. (50), after noting that

\[ \lambda_{\min}(M_1, M_2) = \lambda_{\min} \left( (M_2^{1/2})^+ M_1 (M_2^{1/2})^+ \right) = \lambda_{\min}(PDP) - \lambda_{\min} \left( H_T^{1/2} \mathcal{D}(H_C)^+ H_T^{1/2} \right) . \]

### D.7.1 Tighter Analysis of the All-securities Dynamics

In Theorem D.15 we derived a worst-case bound on the curvature, valid across all possible directions that a gradient can take. In our tighter analysis of ASD, we derive a tighter bound on the expected curvature, exploiting the fact that the updates are chosen uniformly at random. While our analysis only applies to ASD, we conjecture that a similar style of analysis can also work for SSD.

We will index blocks by \(i\) rather than \(\alpha\), since each block consists of all the coordinates controlled by the trader \(i\).

We begin by a detailed analysis of how the block-coordinate updates affect the value of the gradient. Let \(r\) by the current iterate. Consider the update \(\Psi_i\), which optimizes over the coordinates controlled by trader \(i\) (see Eq. 48), and let \(r' = \Psi_i(r)\) be the new iterate. By the optimality of the update, we have

\[ \mu_i(r') = \nabla F_i(-r'_i) = \nabla C_b(\sum_j r'_j) = \mu_0(r') \]

and therefore, by Eq. (65), for all \(j \in [N],\)

\[ \nabla_j F(r') = -\mu_j(r') + \mu_0(r') = -\mu_j(r') + \mu_i(r') . \]
Thus, after the first update, the gradient $\nabla F(r)$ can be expressed using pairwise differences of $\mu_j(r)$. When the update $\Psi_i$ is performed, the value of $\mu_i$ changes, whereas $\mu_j$ for $j \neq i$ is unchanged. The amount of change in $\mu_i$ will be denoted as $\delta_i$:

$$\delta_i(r) := \mu_i(r') - \mu_i(r) \text{ where } r' = \Psi_i(r).$$

This is locally bounded as follows:

**Lemma D.16.** There exists constants $b_0, c > 0$ such that for every $b \leq b_0$ there exists a proper level set $S$ such that if $r \in S$ then

$$\|\delta_i(r)\| \leq cb\|\mu_i(r) - \mu_0(r)\|$$

for all $i \in [N]$.

**Proof.** Let $\varepsilon \in (0, 1)$. Since $T$ and $C$ are convex, by Proposition A.10 it is possible to pick $\delta$ such that

$$H_T(\mu) \simeq (1 + \varepsilon)H_T(\bar{\mu}), \quad H_C(\mu) \simeq (1 + \varepsilon)H_C(\bar{\mu})$$

whenever $\|\mu - \bar{\mu}\| \leq \delta$. Pick $b_0$ small enough such that $\|\mu^*(b; C) - \bar{\mu}\| \leq \delta/2$ for all $b \leq b_0$. Fix some $b \leq b_0$ and pick a level set $S$ such that for all $r \in S$, $\|\mu_i(r) - \mu^*\| \leq \delta/2$ for all $i$ and $\|\mu_0(r) - \mu^*\| \leq \delta/2$. Thus, for any $r \in S$, we have

$$H_T(\mu_i(r)) \simeq (1 + \varepsilon)H_T(\bar{\mu}) \quad \text{for all } i, \quad H_C(\mu_0(r)) \simeq (1 + \varepsilon)H_C(\bar{\mu}).$$

Now let $r \in S$ and let $r' = \Psi_i(r)$. By the optimality of $r'$, we know that $\nabla_i F(r') = 0$. From the mean value theorem applied to $\nabla_i F$, there exists some $q$ on the line segment connecting $r$ and $r'$ such that

$$0 = \nabla_i F(r') = \nabla_i F(r) + \nabla^2_i F(q)(r' - r).$$

Since $r'$ and $r$ differ only in block $i$, we obtain

$$P(r'_i - r_i) = -\left(\nabla^2_i F(q)\right)^+ \nabla_i F(r) \quad (79)$$

where $P$ is the projection on $\text{range}(\nabla^2_i F(q)) = \mathcal{G}(C)$. Now applying the mean value theorem to $\nabla F$, we obtain that for some $q'$ on the line segment connecting $r$ and $r'$, we have

$$\delta_i(r) = \nabla F_i(-r'_i) - \nabla F_i(-r_i)$$

$$= \nabla^2 F_i(-q'_i)(-r'_i + r_i)$$

$$= \nabla^2 F_i(-q'_i) \left(\nabla^2_i F(q)\right)^+ \nabla_i F(r), \quad (80)$$

where in Eq. (80) we used Eq. (79). Now both $r$ and $r'$ are in the level set $S$ and so is the line segment connecting them, which includes the points $q$ and $q'$. Therefore,

$$\nabla^2 F_i(-q'_i) = a_iH_T(\mu_i(q')) \leq a_i(1 + \varepsilon)H_T(\bar{\mu})$$

and

$$\nabla^2_i F(q) = a_iH_T(\mu_i(q)) + \frac{1}{b}H_C(\mu_0(q))$$

$$\geq (1 - \varepsilon) \left( a_iH_T(\bar{\mu}) + \frac{1}{b}H_C(\bar{\mu}) \right)$$

$$\geq \frac{1 - \varepsilon}{b}H_C(\bar{\mu}).$$

Thus, also

$$\left(\nabla^2_i F(q)\right)^+ \leq \frac{b}{1 - \varepsilon}H_C^+(\bar{\mu}) \quad (82)$$

Plugging Eq. (81) and Eq. (82) into Eq. (80), we obtain

$$\|\delta_i(r)\| \leq a_i(1 + \varepsilon)\|H_T(\bar{\mu})\| \cdot \frac{b}{1 - \varepsilon}\|H_C^+(\bar{\mu})\|\|\nabla_i F(r)\|,$$

finishing the proof, since $\nabla_i F(r) = -\mu_i(r) + \mu_0(r)$. □

Using the lemma, we can now prove bounds for ASD:
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We write \( r \)

As mentioned above, the key consequence of Theorem D.17 is the fact that \( \text{ASD} \)

where \( \lambda \)

which is what we will show next.

Consider the all-securities dynamics. Let \( u \)

By Theorem D.15, we have

\[
\lambda = \min \left( H_T^{1/2} H_C^{1/2} \right) + O(b^2)
\]

\[
\lambda_{\text{low}} = 2b \cdot \lambda_{\text{min}}(PDP) \cdot \lambda_{\text{min}} \left( H_T^{1/2} H_C^{1/2} \right) - O(b^2)
\]

\[
\lambda_{\text{high}} = 2b \cdot \lambda_{\text{max}}(PDP) \cdot \lambda_{\text{max}} \left( H_T^{1/2} H_C^{1/2} \right) + O(b^2)
\]

where \( \lambda_{\text{min}}(\cdot) \) and \( \lambda_{\text{max}}(\cdot) \) denote the smallest and the largest positive eigenvalue of a matrix.

As mentioned above, the key consequence of Theorem D.17 is the fact that ASD converges at the rate \( 1 - \Theta(b) \). The key difference from Theorem D.15 is in the expression for \( \mathcal{D}(H^*)^+ \). While \( \mathcal{D}(H^*)^+ \approx b(I_N \otimes H_C^+) \), as stated in Theorem D.15, when we take an expectation over an update in a single iteration, the action of \( \mathcal{D}(H^*)^+ \) is equivalent to that of the matrix \( 2b \left( P \otimes H_C^+ \right) \). Thus, the averaging effect of an expectation is to remove one rank from matrix \( I_N \) and replace it by the centering matrix \( P = I_N - 11^T/N \) (while incurring an extra factor of two). This has two consequences. First, the lower bound \( \sigma_{\text{low}} \) is a factor of two larger. Second, we can now obtain a non-trivial upper bound \( \sigma_{\text{high}} \), which would not be possible via an analog of Eq. (50), because the range of \( \mathcal{D}(H^*)^+ \) is too large.

**Proof of Theorem D.17.** Consider \( b_0 \) and \( c \) from Lemma D.16, and let \( b \leq b_0 \) and \( S \) be the level set from the lemma. Assume that \( r^{t-1} \in S \). After the update in the iteration \( t-1 \), it is guaranteed that \( \mu_0(r^t) = \mu_j(r^t) \) for some \( j \). We analyze the update in the following iteration, i.e., the iteration \( t \). We write \( r \) for \( r^t \) and \( r' \) for \( r^{t+1} \). Let \( g := \nabla F(r), \mu_j := \mu_j(r) \) for \( j \in [N] \), \( \mu_0 := \mu_0(r) \), and similarly define \( g', \mu'_j, \mu'_0 \) for the iterate \( r' \).

Recall from Eq. (65) that the blocks of the gradient are

\[
g_j = \mu_j - \mu_0 .
\]

Also recall that \( P = I_N - 11^T/N \). A key role in the analysis will be played by the *centered* gradient vector \( u := (P \otimes I_K)g \) whose blocks are

\[
u_j = \mu_j - \bar{\mu}
\]

where \( \bar{\mu} := (\sum_j \mu_j)/N \) is the average among \( \mu_j \). As the final part of the setup, let \( \rho = \max_j ||\mu_j - \bar{\mu}|| \) and since \( \mu_0 = \mu_j \) for some \( j \in [N] \), we also have \( \rho \geq ||\mu_0 - \bar{\mu}|| \).

By Theorem D.15, we have

\[
\mathcal{D}(H^*)^+ = \left( 1 \pm O(b) \right) b M_1 , \quad (H^*)^+ = M_2 \pm O(b) M_1 ,
\]

where

\[
M_1 = I_N \otimes H_C^+
\]

\[
M_2 = (PDP)^+ \otimes H_T^+ .
\]

For the first part of the theorem (Eqs. 83 and 84), it therefore suffices to show that

\[
\mathbb{E} \left[ (g')^T M_1 g' \mid r \right] \simeq (1 \pm O(b)) \cdot g^T \left( 2P \otimes H_C^+ \right) g \quad \text{(85)}
\]

\[
\mathbb{E} \left[ (g')^T M_2 g' \mid r \right] \simeq g^T M_2 g + O(b) \cdot g^T \left( P \otimes H_C^+ \right) g . \quad \text{(86)}
\]

Note that \( P \otimes H_C^+ = (P \otimes I_K) M_1 (P \otimes I_K) \) and \( M_2 = (P \otimes I_K) M_2 (P \otimes I_K) \), so Eqs. (85) and (86) are equivalent to

\[
\mathbb{E} \left[ (g')^T M_1 g' \mid r \right] \simeq (1 \pm O(b)) \cdot u^T (2M_1) u \quad \text{(M_1-bound)}
\]

\[
\mathbb{E} \left[ (g')^T M_2 g' \mid r \right] \simeq u^T M_2 u \pm O(b) \cdot u^T M_1 u . \quad \text{(M_2-bound)}
\]

which is what we will show next.
Assume that the $i$th block is chosen for an update in the iteration $t$ and write $\delta_i$ for $\delta_i(r)$. Note that

$$
\mu_0 = \mu' = \mu_i + \delta_i, \quad \mu_j' = \begin{cases} 
\mu_j & \text{if } j \neq i, \\
\mu_i + \delta_i & \text{if } j = i.
\end{cases}
$$

Thus, from Eq. (65), the blocks $g'_j$ can be written as

$$
g'_j = \begin{cases} 
\mu_i - \mu_j + \delta_i & \text{if } j \neq i, \\
0 & \text{if } j = i.
\end{cases}
$$

Calculate:

$$
(g')^T M_1 g' = \sum_j (g'_j)^T H_C^+ g'_j
$$

$$
= \sum_{j \neq i} (\mu_i - \mu_j + \delta_i)^T H_C^+ (\mu_i - \mu_j + \delta_i)
$$

$$
= \sum_j (\mu_i - \mu_j + \delta_i)^T H_C^+ (\mu_i - \mu_j + \delta_i) - \delta_i^T H_C^+ \delta_i
$$

$$
= \sum_j \left[ (\mu_i - \mu_j)^T H_C^+ (\mu_i - \mu_j) + 2\delta_i^T H_C^+ (\mu_i - \mu_j) + \delta_i^T H_C^+ \delta_i \right] - \delta_i^T H_C^+ \delta_i
$$

$$
\simeq \sum_j \left[ (\mu_i - \mu_j)^T H_C^+ (\mu_i - \mu_j) \right] \pm \left[ 4N\|\delta_i\|H_C^+\|\rho \pm N\|H_C^+\|\|\delta_i\|^2 \right] \quad \text{(87)}
$$

$$
\simeq \sum_j \left[ (\mu_i - \mu_j)^T H_C^+ (\mu_i - \mu_j) \right] \pm [8Nbc\|H_C^+\|\rho^2 + 4Nb^2c^2\|H_C^+\|^2] \quad \text{(88)}
$$

$$
\simeq \sum_j \left[ (\mu_i - \mu_j)^T H_C^+ (\mu_i - \mu_j) \right] \pm bc_1 \rho^2. \quad \text{(89)}
$$

In Eq. (87), we used the fact that

$$
\|\mu_i - \mu_j\| \leq \|\mu_i - \hat{\mu}\| + \|\mu_j - \hat{\mu}\| \leq 2\rho.
$$

In Eq. (88), we used Lemma D.16, which implies that

$$
\|\delta_i\| \leq bc\|\mu_i - \mu_0\| \leq bc\left(\|\mu_i - \hat{\mu}\| + \|\mu_0 - \hat{\mu}\|\right) \leq 2bc \rho. \quad \text{(90)}
$$

And in Eq. (88), we set $c_1 = 8Nc\|H_C^+\| + 4Nb_0c^2\|H_C^+\|$.

Recall that $u_j = \mu_j - \hat{\mu}$, so $\mu_i - \mu_j = u_i - u_j$. Thus, taking expectation over $i$, Eq. (89) yields

$$
\mathbb{E}_i [(g')^T M_1 g'] \simeq \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ (\mu_i - \mu_j)^T H_C^+ (\mu_i - \mu_j) \right] \pm bc_1 \rho^2
$$

$$
= \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ (u_i - u_j)^T H_C^+ (u_i - u_j) \right] \pm bc_1 \rho^2
$$

$$
= \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ u_i^T H_C^+ u_i - 2u_i^T H_C^+ u_j + u_j^T H_C^+ u_j \right] \pm bc_1 \rho^2
$$

$$
= \sum_{i=1}^{N} [2u_i^T H_C^+ u_i] \pm bc_1 \rho^2 \quad \text{(91)}
$$

$$
= 2u^T M_1 u \pm bc_1 \rho^2, \quad \text{(92)}
$$

where Eq. (91) follows because $\sum_i u_i = 0$. To prove $(M_1$-bound), it remains to upper bound $\rho^2$. Let $\sigma$ be the smallest eigenvalue of $H_C^+$ over $G(C)$; it must be greater than zero because $\text{range}(H_C) = G(C)$. We can bound $\rho^2$ as

$$
\rho^2 \leq \sum_{i=1}^{N} \|\mu_i - \hat{\mu}\|^2 \leq \sigma^{-1} \sum_{i=1}^{N} (\mu_i - \hat{\mu})^T H_C^+ (\mu_i - \hat{\mu}) = \sigma^{-1} u^T M_1 u. \quad \text{(93)}
$$
Plugging this bound back into Eq. (95) yields \((M_1\text{-bound})\).

We next prove \((M_2\text{-bound})\). Again, consider an update of the block \(i\). Let \(u' := (P \otimes I_K) g'\) be the centered version of \(g'\). Its blocks are

\[
\begin{cases}
    u_j - \delta_i / N & \text{if } j \neq i, \\
    u_j - \delta_i / N + \delta_i & \text{if } j = i.
\end{cases}
\]

Thus,

\[
\|u' - u\|^2 = (N - 1) \cdot \frac{\|\delta_i\|^2}{N^2} + \left(1 - \frac{1}{N}\right) \|\delta_i\|^2 \leq \|\delta_i\|^2 \leq (2bc\rho)^2
\]

where the last inequality follows by Eq. (90). Also, from the definition of \(S\),

\[
\|u\|^2 \leq N\rho^2
\]

Now, we bound \((g')^T M_2 g'\). Since \(M_2 = (P \otimes I_K) M_2 (P \otimes I_K)\), we can write

\[
(g')^T M_2 g' = (u')^T M_2 u' = (u + (u' - u))^T M_2 (u + (u' - u)) \simeq u^T M_2 u + \left[2\|u\|\|M_2\|\|u' - u\| + \|M_2\||u' - u\|^2 \right] \simeq u^T M_2 u + \left[4bc\sqrt{N}\|M_2\|\rho^2 + 4bc^2\|M_2\|\rho^2 \right]
\]

where in Eq. (94) we used the previously derived bounds and in Eq. (95), we set \(c_2 = 4c\sqrt{N}\|M_2\| + 4bc\rho^2\|M_2\|\). Finally, using the bound on \(\rho^2\) from Eq. (93) in Eq. (95) yields \((M_2\text{-bound})\).

It remains to prove the bounds \(\sigma_{\text{low}}\) and \(\sigma_{\text{high}}\). In particular, we will show that if \(r^{t-1} \in S\) then

\[
\sigma_{\text{low}} \cdot \mathbb{E} \left[ (g')^T (H^*)^+ g' \mid r \right] \leq \mathbb{E} \left[ (g')^T D (H^*)^+ g' \mid r \right] \leq \sigma_{\text{high}} \cdot \mathbb{E} \left[ (g')^T (H^*)^+ g' \mid r \right]
\]

then taking expectation over \(r = r^t\), conditionally on \(r^{t-1}\), we also obtain

\[
\sigma_{\text{low}} \cdot \mathbb{E} \left[ (g')^T (H^*)^+ g' \mid r^{t-1} \right] \leq \mathbb{E} \left[ (g')^T D (H^*)^+ g' \mid r^{t-1} \right] \leq \sigma_{\text{high}} \cdot \mathbb{E} \left[ (g')^T (H^*)^+ g' \mid r^{t-1} \right]
\]

which will yield the desired conclusion by Theorem D.8 (with the level set \(S\) and \(\ell = 2\)).

To prove Eq. (96), we first apply Eqs. (83) and (84):

\[
\frac{\mathbb{E} \left[ (g')^T (H^*)^+ g' \mid r \right]}{\mathbb{E} \left[ (g')^T D (H^*)^+ g' \mid r \right]} \simeq (1 \pm O(b)) \cdot \frac{g^T \left( 2b(P \otimes I_K) M_1 (P \otimes I_K) \right) g}{g^T \left( M_2 \pm O(b) \cdot (P \otimes I_K) M_1 (P \otimes I_K) \right) g} = z
\]

\[
= (1 \pm O(b)) \cdot \frac{u^T \left( 2bM_1 \right) u}{u^T \left( M_2 \pm O(b)M_1 \right) u} = (1 \pm O(b)) \cdot \frac{2b}{u^T M_2 u \pm O(b)}.
\]

Now note that the blocks of \(u\) take form \(u_i = \mu_i - \frac{\sum_j \mu_j}{N}\), where \(\mu_i \in \mathcal{M} \subseteq \text{range}(H^+_\ell)\), so \(u \in \text{range}(P \otimes H^+_\ell) = \text{range}(M_2) \subseteq \text{range}(M_1)\). This means that

\[
0 < \lambda_{\text{min}}(M_1, M_2) \leq \frac{u^T M_1 u}{u^T M_2 u} \leq \lambda_{\text{max}}(M_1, M_2),
\]

so we can write

\[
z \simeq (1 \pm O(b)) \cdot 2b \cdot \frac{u^T M_1 u}{u^T M_2 u},
\]

and thus,

\[
2b \cdot \lambda_{\text{min}}(M_1, M_2) - O(b^2) \leq z \leq 2b \cdot \lambda_{\text{max}}(M_1, M_2) + O(b^2).
\]

The theorem now follows, because

\[
\lambda_{\text{min}}(M_1, M_2) = \lambda_{\text{min}} \left( (M_2^+)^{1/2} M_1 (M_2^+)^{1/2} \right) = \lambda_{\text{min}} (PDP) \cdot \lambda_{\text{min}} (H^{1/2}_\ell H^{1/2}_\ell H^{1/2}_\ell)
\]

and similarly for \(\lambda_{\text{max}}(M_1, M_2)\).
D.7.2 Tighter Relationship between Suboptimality and Convergence Error for ASD

For ASD, it is possible to establish a tighter relationship between the convergence error \( \| \mu^t - \mu^* \| \) and suboptimality \( F(r^t) - F^* \) than we proved in Appendix D.2. Specifically, we showed that \( \| \mu^t - \mu^* \|^2 = O(F(r^t) - F^*) \) for convex \(^+ \) \( C \). Under ASD, we obtain a matching lower bound for the one-step expectation, i.e., \( \mathbb{E}[\| \mu^{t+1} - \mu^* \|^2 | r^t] = \Theta(F(r^t) - F^*) \).

**Theorem D.18.** Let \( C \) be convex \(^+ \). Under ASD, with probability one there exists \( t_0 \) such that for all \( t \geq t_0 \),

\[
\mathbb{E}[\| \mu^{t+1} - \mu^* \|^2 | r^t] \simeq (1 \pm O(b)) \cdot \Theta(F(r^t) - F^*) .
\]

**Proof.** Recall that in the notation introduced in Appendix D.2, we have \( \mu^t = \mu_0(r^t) \). We use a similar notation as in the proof of Theorem D.17. We write \( r \) for \( r^t \) and \( r' \) for \( r^{t+1} \). Let \( \mu_j := \mu_j(r) \) for \( j \in [N] \), \( \mu_0 := \mu_0(r) \), and similarly define \( \mu^*_j \), \( \mu^*_0 \) for the iterate \( r' \). Finally, write \( \delta_i \) for \( \delta_i(r) \).

We assume that \( t_0 \geq 1 \). Let \( \rho = \max_j \| \mu_j - \mu^* \| \), and since \( \mu_0 = \mu_j \) for some \( j \in [N] \), we also have \( \rho \geq \| \mu_0 - \mu^* \| \). We will use the following loose bound on \( \rho^2 \):

\[
\rho^2 \leq \sum_{i=1}^N \| \mu_i - \mu^* \|^2 .
\]

We start with the expression for the suboptimality in Eq. (47) and specialize it to ASD:

\[
F(r) - F^* \simeq \left(1 \pm \frac{1}{2}\right) \sum_{i=1}^N \frac{1}{2\alpha_i} (\mu^*_i - \mu_i)^T H^+_P(\mu^*)(\mu^*_i - \mu_i) + b \left(1 \pm \frac{1}{2}\right) \frac{1}{2} (\mu^*_0 - \mu_0)^T H^+_C(\mu^*)(\mu^*_0 - \mu_0)
\]

\[
\simeq (c_1 + c_2) \left( \sum_{i=1}^N \| \mu^*_i - \mu_i \|^2 + b \| \mu^*_0 - \mu_0 \|^2 \right) \quad (97)
\]

\[
\simeq (c_1 + c_2)(1 + b) \sum_{i=1}^N \| \mu^*_i - \mu_i \|^2 . \quad (98)
\]

In Eq. (97), we used the fact that \( \lambda_{\min}(H^+_P(\mu^*), P) > 0 \) and \( \lambda_{\min}(H^+_C(\mu^*), P) > 0 \), where \( P \) is the projection on the linear space parallel to \( \mathcal{M} \), which implies existence of constants \( 0 \leq c_2 < c_1 \) such that

\[
(c_1 - c_2)P \leq \left(1 \pm \frac{1}{2}\right) \frac{1}{2\alpha_i} H^+_P(\mu^*) \leq (c_1 + c_2)P ,
\]

\[
(c_1 - c_2)P \leq \left(1 \pm \frac{1}{2}\right) \frac{1}{2} H^+_C(\mu^*) \leq (c_1 + c_2)P .
\]

In Eq. (98), we used the upper bound \( \| \mu^*_i - \mu_i \|^2 \leq \rho^2 \leq \sum_{i=1}^N \| i_i - \mu^*_i \|^2 \). We now similarly bound \( \mathbb{E}[\| \mu^{t+1} - \mu^* \|^2 | r^t] \). Recall that in our notation \( \mu^{t+1} = \mu_0(r^{t+1}) = \mu_0 \). We assume that \( b \) is sufficiently small, so Lemma D.16 applies, i.e., \( b \leq b_0 \):

\[
\mathbb{E}[\| \mu^{t+1}_i - \mu^*_i \|^2 | r^t] = \frac{1}{N} \sum_{i=1}^N \| \mu^{t+1}_i - \mu^*_i \|^2
\]

\[
= \frac{1}{N} \sum_{i=1}^N \| \mu_i + \delta_i - \mu^*_i \|^2
\]

\[
\simeq \frac{1}{N} \sum_{i=1}^N \| \mu_i - \mu^*_i \|^2 + 2\| \delta_i \| \rho + \| \delta_i \|^2 \quad (99)
\]

\[
\simeq \frac{1}{N} \sum_{i=1}^N \| \mu_i - \mu^*_i \|^2 + 4c\rho^2 + 4e^2b^2\rho^2 \quad (100)
\]
For single-security dynamics, local strong convexity is bounded from below by
\[ \left( \frac{1}{N} \pm c_3 b \right) \sum_{i=1}^{N} \| \mu_i - \mu^* \|^2. \]  
(101)

In Eq. (99), we applied the bound \( \| \mu_i - \mu^* \| \leq \rho \). In Eq. (100), we used Lemma D.16 and applied the triangular inequality to obtain \( \| \mu_i - \mu_0 \| \leq \| \mu_i - \mu^* \| + \| \mu_0 - \mu^* \| \leq 2\rho \). Finally, in Eq. (101), we applied the bound \( \rho^2 \leq \sum_{i=1}^{N} \| \mu_i - \mu^* \|^2 \) and set \( c_3 = 4c + 4c^2 b_0 \). The theorem now follows by combining Eq. (98) and Eq. (101). Note that, as before, we suppress the dependence on \( N \) and \( a_i \) within the \( O(\cdot) \) and \( \Theta(\cdot) \) notation.

D.7.3 Summary of Local Convergence Results

Here we summarize our local convergence results for ASD and SSD. Recall that \( D := \text{diag}_{i \in [N]} a_i \), \( P := I_N - 11^T/N \), and \( \lambda_{\min}(\cdot) \) and \( \lambda_{\max}(\cdot) \) to denote the smallest and the largest positive eigenvalues of a matrix.

**Theorem D.19.** Assume that \( C \) is convex\(^+\). Let \( H_T := H_T(\mu) \), \( H_C := H_C(\mu) \), and \( D_C \) be the diagonal matrix with the diagonal of \( H_C \). For all-securities dynamics, local strong convexity is bounded from below and above by

\[ \sigma_{\text{low}}^{\text{ASD}} = 2b \cdot \lambda_{\min}(PDP) \cdot \lambda_{\min}(H_T^{1/2}H_C^{1/2}H_T^{1/2}) - O(b^2), \]
\[ \sigma_{\text{high}}^{\text{ASD}} = 2b \cdot \lambda_{\max}(PDP) \cdot \lambda_{\max}(H_T^{1/2}H_C^{1/2}H_T^{1/2}) + O(b^2). \]

For single-security dynamics, local strong convexity is bounded from below by

\[ \sigma_{\text{low}}^{\text{SSD}} = b \cdot \lambda_{\min}(PDP) \cdot \lambda_{\min}(H_T^{1/2}D_C^{1/2}H_T^{1/2}) - O(b^2). \]

**Proof.** The theorem follows immediately from Theorems D.15 and D.17.

Recall that by Theorem D.8, the bounds on local strong convexity translate into bounds on local convergence rate as \( \gamma_{\text{high}} = 1 - \sigma_{\text{low}}/N \) and \( \gamma_{\text{low}} = 1 - \sigma_{\text{high}}/N \) for ASD, and \( \gamma_{\text{high}} = 1 - \sigma_{\text{low}}/NK \) for SSD.

So, for ASD, Theorem D.19 proves linear convergence with the rate \( \gamma = 1 - \Theta(b) \). This means that the convergence gets worse as \( b \to 0 \), leading to a trade-off with the bias, which decreases as \( b \to 0 \).

Our numerical experiments in Section 7 and Appendix E show that these bounds on the convergence rate are empirically quite tight. Below, we show an example when the two bounds match except for the \( O(b^2) \) terms: when all traders have identical risk aversions and the cost function is LMSR.

For SSD, we only present a lower bound on the local strong convexity, which suffices to establish a linear convergence rate. This bound is worse by a factor of two than the bound for ASD. This we believe is only an artifact of a looser analysis and we expect that the reasoning that gave rise to a tighter analysis of ASD can be generalized to SSD. Our experiments in Appendix E also suggest that our SSD analysis is looser than the ASD analysis.

**Example D.20** (Convergence of LMSR under ASD). We next demonstrate the tightness of our bounds for ASD. Consider the setting when \( N \geq 2 \) and the risk aversion of all traders equals \( a \). Then \( PDP = aPI_N P = aP \), and since \( P \) is a non-zero projection matrix, we obtain \( \lambda_{\min}(PDP) = a \lambda_{\min}(P) = a \) and similarly \( \lambda_{\max}(PDP) = a \). Furthermore, if the cost is LMSR then \( H_C = H_T \), and thus \( H_T^{1/2}H_C^{1/2}H_T^{1/2} = I_K - 11^T/K \). Therefore, Theorem 6.2 yields the bounds \( \sigma_{\text{low}}^{\text{ASD}} = 2ab - O(b^2) \) and \( \sigma_{\text{high}}^{\text{ASD}} = 2ab + O(b^2) \), whose main asymptotic terms match exactly. Thus, the objective decreases at the rate \( \gamma^t \) and the convergence error at the rate \( \gamma^{t/2} \) with \( \gamma = 1 - 2ab/N + O(b^2) \), and the linear term in \( b \) cannot be improved.

D.8 Proof of Theorem 6.2

The theorem follows immediately from Theorem D.19, because \( \gamma_{\text{high}} = 1 - \sigma_{\text{low}}/N \) and \( \gamma_{\text{low}} = 1 - \sigma_{\text{high}}/N \) for ASD (by Theorem D.8).
D.9 Proof of Theorem 6.3

Proof of Theorem 6.3. Fix the liquidity $b$ for LMSR and $b' = b/\eta$ for IND, where $\eta \in [1, 2]$ (following Theorem 5.7). We begin by deriving the relationship between the upper and lower bounds on the rate of convergence using Theorem 6.2. We will write $\gamma_{\text{high}}$ and $\gamma_{\text{low}}$ for the convergence rate bounds for LMSR and $\gamma'_{\text{high}}$ and $\gamma'_{\text{low}}$ for IND. We will start with LMSR.

Following the same steps as in Example D.20, we have $\lambda_{\min}(PDP) = \lambda_{\max}(PDP) = a$, and since $H_{\text{LMSR}} = H_1$, we obtain

$$\gamma_{\text{high}} = 1 - 2ab/N + O(b^2), \quad \gamma_{\text{low}} = 1 - 2ab/N - O(b^2).$$

For IND, we have $H_{\text{IND}} = D_T$ where $D_T$ is the diagonal of $H_1$. By Lemma D.21 (see below), we obtain that

$$\lambda_{\min}\left( H_1^{1/2}H_{\text{IND}}^{1/2}H_1^{1/2} \right) = \lambda_{\min}\left( H_1^{1/2}D_T^{1/2}H_1^{1/2} \right) \geq 1,$$

$$\lambda_{\max}\left( H_1^{1/2}H_{\text{IND}}^{1/2}H_1^{1/2} \right) = \lambda_{\max}\left( H_1^{1/2}D_T^{1/2}H_1^{1/2} \right) \leq 2.$$

Plugging these expressions, alongside $b' = b/\eta$, into Theorem 6.2, we obtain

$$\gamma'_{\text{high}} \leq 1 - 2ab/\eta N + O(b^2) \leq 1 - ab/N + O(b^2),$$

$$\gamma'_{\text{low}} \geq 1 - 4ab/\eta N + O(b^2) \leq 1 - 4ab/N - O(b^2).$$

Next, note the following chain of inequalities which we will use to simplify our analysis. Let $\gamma = 1 - ab + O(b^2)$, and let $t \geq t_0$ and $c > 0$. Then

$$c\gamma^{t-t_0} = \exp\left\{ (\log c) + (t - t_0) \log(1 - ab + O(b^2)) \right\}$$

$$\leq \exp\left\{ (\log c) - b(t - t_0)(\alpha - O(b)) \right\}$$

$$\leq \exp\left\{ -bt(\alpha - O(b) - \varepsilon_t) \right\},$$

where $\varepsilon_t \to 0$ as $t \to \infty$. Similarly, for $\gamma' = 1 - ab - O(b^2)$, we can derive the following lower bound

$$c\gamma'_{t-t_0} = \exp\left\{ (\log c) + (t - t_0) \log(1 - ab - O(b^2)) \right\}$$

$$\geq \exp\left\{ (\log c) - b(t - t_0)(\alpha + O(b)) \right\}$$

$$\geq \exp\left\{ -bt(\alpha + O(b) + \varepsilon_t) \right\},$$

where $\varepsilon_t \to 0$ as $t \to \infty$. In the remainder of the proof, we will write $\varepsilon, \varepsilon', \varepsilon''$ etc., to mean quantities that are $O(b) + \varepsilon_t$ with some $\varepsilon_t \to 0$ as $t \to \infty$.

We can now apply our convergence rate bounds to bound the suboptimality of the potential under both costs and liquidities. For each of the two costs $C$, let $F_C$ and $f_C$ denote the corresponding potential and its optimal value, and $r_C^t$ and $\mu_C^t$ be the corresponding iterates and market prices. By Proposition D.7 and Proposition D.13, we obtain that with probability 1, we will reach an iteration $t_0$ such that for all $t \geq t_0$

$$\exp\left\{ -bt\left(2a/N + \varepsilon\right) \right\} \leq \mathbb{E}\left[ F_{\text{LMSR}}(r_t^{\text{LMSR}}) \mid r_{t_0}^{\text{LMSR}} \right] - F_{\text{LMSR}} \leq \exp\left\{ -bt\left(2a/N - \varepsilon\right) \right\},$$

$$\exp\left\{ -bt\left(4a/N + \varepsilon\right) \right\} \leq \mathbb{E}\left[ F_{\text{LMSR}}(r_t^{\text{IND}}) \mid r_{t_0}^{\text{IND}} \right] - F_{\text{IND}} \leq \exp\left\{ -bt\left(a/N - \varepsilon\right) \right\},$$

where we used our bounds for $c\gamma^{t-t_0}$. By Theorem D.18, we then also have, for some $\varepsilon''$, and all $t > t_0$,

$$\exp\left\{ -bt\left(2a/N + \varepsilon''\right) \right\} \leq \mathbb{E}\left[ \|\mu_{\text{LMSR}}^t - \mu_{\text{LMSR}}^*\|^2 \mid r_{t_0}^{\text{LMSR}} \right] \leq \exp\left\{ -bt\left(2a/N - \varepsilon''\right) \right\},$$

$$\exp\left\{ -bt\left(4a/N + \varepsilon''\right) \right\} \leq \mathbb{E}\left[ \|\mu_{\text{IND}}^t - \mu_{\text{IND}}^*\|^2 \mid r_{t_0}^{\text{IND}} \right] \leq \exp\left\{ -bt\left(a/N - \varepsilon''\right) \right\}.$$

Now writing $\mathbb{E}_{t_0}[]$ instead of $\mathbb{E}[\cdot \mid r_{t_0}^{\text{IND}}], \mathbb{E}[\cdot \mid r_{t_0}^{\text{LMSR}}]$, we obtain that for a suitable $\varepsilon''$

$$\mathbb{E}_{t_0}\left[ \|\mu_{\text{LMSR}}^{(1+\varepsilon'')} - \mu_{\text{LMSR}}^*\|^2 \right] \leq \exp\left\{ -2bt\left(2a/N - \varepsilon''\right)(1 + \varepsilon'') \right\}$$

$$\leq \exp\left\{ -bt\left(4a/N - 2\varepsilon' + 4a\varepsilon''/N - 2\varepsilon'\varepsilon''\right) \right\}$$

$$\leq \exp\left\{ -bt\left(4a/N + \varepsilon''\right) \right\}.$$ (102)
\begin{align*}
&\leq \mathbb{E}_{\mathbf{v}} \left[ \|\mathbf{\mu}_{\text{IND}}^t - \mathbf{\mu}_{\text{IND}}^*\|^2 \right] \\
&\leq \exp \left\{ -bt(a/N - \varepsilon') \right\} \\
&\leq \exp \left\{ -bt(a/N + \varepsilon'/2 - a\varepsilon''/N - \varepsilon'\varepsilon''/2) \right\} \\
&= \exp \left\{ -b(t/2)(2a/N + \varepsilon')(1 - \varepsilon'') \right\} \\
&\leq \mathbb{E}_{\mathbf{v}} \left[ \|\mathbf{\mu}_{\text{MSR}}^{t(1-\varepsilon'')} - \mathbf{\mu}_{\text{MSR}}^*\|^2 \right].
\end{align*}

It remains to verify that we can choose a suitable \( \varepsilon'' \) to guarantee inequalities (102) and (103) for a sufficiently small \( b \) and large \( t \). One possibility is to set \( \varepsilon'' = 3N\varepsilon'/2a \), because then (for a sufficiently small \( b \) and large \( t \)), we have

\[
\frac{4a\varepsilon''}{N} \geq 3\varepsilon' + 2\varepsilon'\varepsilon'' \quad \Rightarrow \quad -2\varepsilon' + \frac{4a\varepsilon''}{N} - 2\varepsilon'\varepsilon'' \geq \varepsilon' \quad \Rightarrow \quad (102),
\]

\[
\frac{a\varepsilon''}{N} \geq \frac{3}{2} \varepsilon' - \frac{1}{2} \varepsilon'\varepsilon'' \quad \Rightarrow \quad -\varepsilon' \geq \frac{\varepsilon'}{2} - \frac{a\varepsilon''}{N} - \frac{\varepsilon'\varepsilon''}{2} \quad \Rightarrow \quad (103).
\]

\textbf{Lemma D.21.} Let \( \mathbf{\mu} \in \mathbb{R}^K \) be a probability vector with non-zero entries, let \( \mathcal{H} := (\text{diag}_{k \in [K]} \mathbf{\mu}_k) - \mathbf{\mu}\mathbf{\mu}^T \) be the covariance matrix of the associated multinomial distribution, and \( \mathcal{D} := \text{diag}_{k \in [K]} \mathbf{\mu}_k (1 - \mathbf{\mu}_k) \) be the diagonal matrix consisting of the diagonal of \( \mathcal{H} \). Then

\[
1 \leq \lambda_{\min}(\mathcal{H}^{1/2}\mathcal{D}^{-1}\mathcal{H}^{1/2}) \quad \text{and} \quad \lambda_{\max}(\mathcal{H}^{1/2}\mathcal{D}^{-1}\mathcal{H}^{1/2}) \leq 2.
\]

\textbf{Proof.} Let \( \mathcal{L} := \text{range}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) \). To prove the lemma, it suffices to show that for all \( \mathbf{u} \in \mathcal{L} \)

\[
\mathbf{u}^T \mathbf{u} \leq \mathbf{u}^T \mathcal{D}^{-1/2}\mathcal{H}^{-1/2} \mathbf{u} \leq 2\mathbf{u}^T \mathbf{u}. \tag{104}
\]

This will imply that \( 1 \leq \lambda_{\min}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) \) and \( \lambda_{\max}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) \leq 2 \). Thus, by Eq. (7), we will also have \( 1 \leq \lambda_{\min}(\mathcal{H}^{1/2}\mathcal{D}^{-1}\mathcal{H}^{1/2}) \) and \( \lambda_{\max}(\mathcal{H}^{1/2}\mathcal{D}^{-1}\mathcal{H}^{1/2}) \leq 2 \).

Let \( \mathbf{u} \in \mathcal{L} \) and \( \mathbf{v} = \mathcal{D}^{-1/2}\mathbf{u} \). Eq. (104) can be rewritten as

\[
\mathbf{v}^T \mathcal{D} \mathbf{v} \leq \mathbf{v}^T \mathcal{H} \mathbf{v} \leq 2\mathbf{v}^T \mathcal{D} \mathbf{v}.
\]

We will next show that both inequalities hold.

\textbf{Part 1:} \( \mathbf{v}^T \mathcal{D} \mathbf{v} \leq \mathbf{v}^T \mathcal{H} \mathbf{v} \). We first rewrite the constraint \( \mathbf{u} \in \mathcal{L} \) in terms of \( \mathbf{v} \). To start, note that \( \mathbf{u} \in \mathcal{L} = \text{range}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) \) iff \( \mathbf{u} \perp \text{null}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) \). Next, note that \( \mathbf{y} \in \text{null}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) \) iff \( \mathcal{D}^{-1/2} \mathbf{y} \in \text{null}(\mathcal{H}) \), which is equivalent to \( \mathbf{y} \in \mathcal{D}^{1/2} \text{null}(\mathcal{H}) \). Now, \( \text{null}(\mathcal{H}) = \left\{ \mathbf{c} \cdot 1 : \mathbf{c} \in \mathbb{R}_+ \right\} \), where \( 1 \) is the all-ones vector. So,

\[
\text{null}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) = \mathcal{D}^{1/2} \text{null}(\mathcal{H}) = \left\{ \mathbf{y} : \mathbf{y} = c\sqrt{\mu_j(1 - \mu_j)} \right\} \quad \text{for} \quad j \in [K], \text{for some} \quad c \in \mathbb{R}.
\]

Therefore, \( \mathbf{u} \perp \text{null}(\mathcal{D}^{-1/2}\mathcal{H}^{-1/2}) \) iff

\[
\sum_{j \in [K]} u_j \sqrt{\mu_j(1 - \mu_j)} = 0. \tag{105}
\]

Since \( \mathbf{v} = \mathcal{D}^{-1/2}\mathbf{u} \), we have \( \mathbf{u} = \mathcal{D}^{1/2}\mathbf{v} \), i.e., \( u_j = v_j \sqrt{\mu_j(1 - \mu_j)} \) for \( j \in [K] \). Substituting this expression into Eq. (105) yields

\[
\sum_{j \in [K]} v_j \mu_j (1 - \mu_j) = 0. \tag{106}
\]

When \( K = 1 \), then \( \mathcal{H} = \mathcal{D} = 0 \), so in this case indeed \( \mathbf{v}^T \mathcal{D} \mathbf{v} \leq \mathbf{v}^T \mathcal{H} \mathbf{v} \). Next consider \( K > 1 \). We will use the following identity for \( v_1 \mu_1 \), implied by Eq. (106):

\[
v_1 \mu_1 = -\frac{1}{1 - \mu_1} \sum_{j \geq 2} v_j \mu_j (1 - \mu_j). \tag{107}
\]
We next argue that $\mathbf{v}^T \mathbf{H} \mathbf{v} - \mathbf{v}^T \mathbf{D} \mathbf{v} \geq 0$:

$$
\mathbf{v}^T \mathbf{H} \mathbf{v} - \mathbf{v}^T \mathbf{D} \mathbf{v} = - \sum_{j,k \in [K]} \mu_j \mu_k v_j v_k - 2 \sum_{k \geq 2} \mu_1 v_1 \mu_k v_k
$$

$$
= - \sum_{j,k \geq 2} \mu_j \mu_k v_j v_k - 2 \sum_{k \geq 2} \mu_1 v_1 \mu_k v_k
$$

$$
= - \sum_{j,k \geq 2} \mu_j \mu_k v_j v_k + \frac{2}{1 - \mu_1} \sum_{j,k \geq 2} \mu_j (1 - \mu_j) v_j \mu_k v_k
$$

$$
= - \sum_{j,k \geq 2} \mu_j \mu_k v_j v_k + \frac{2}{1 - \mu_1} \sum_{j,k \geq 2} (1 - \mu_j) z_j z_k
$$

$$
= - \sum_{j,k \geq 2} \mu_j \mu_k v_j v_k + \frac{1}{1 - \mu_1} \sum_{j,k \geq 2} \left((1 - \mu_j) + (1 - \mu_k)\right) z_j z_k
$$

$$
= \frac{1}{1 - \mu_1} \left[ \sum_{j,k \geq 2} z_j z_k \left((-1 - \mu_1) + (1 - \mu_j) + (1 - \mu_k)\right) + \sum_{j \geq 2} 2(1 - \mu_j) z_j^2 \right]
$$

$$
= \frac{1}{1 - \mu_1} \left[ \sum_{j,k \geq 2} z_j z_k \left((1 - \mu_1 - \mu_j - \mu_k) + 2\mu_1\right) + \sum_{j \geq 2} z_j^2 \left(2(1 - \mu_1 - \mu_j) + 2\mu_1\right) \right]
$$

$$
= \frac{1}{1 - \mu_1} \left[ 2\mu_1 \sum_{j,k \geq 2} z_j z_k + \sum_{j,k \geq 2} (1 - \mu_1 - \mu_j - \mu_k) z_j z_k + \sum_{j \geq 2} 2(1 - \mu_1 - \mu_j) z_j^2 \right]
$$

$$
= \frac{1}{1 - \mu_1} \left[ 2\mu_1 \sum_{j,k \geq 2} z_j z_k + \sum_{j,k \geq 2} \mu_\ell z_j z_k + \sum_{j \geq 2} 2\mu_\ell z_j^2 \right]
$$

$$
= \frac{1}{1 - \mu_1} \left[ 2\mu_1 \sum_{j,k \geq 2} z_j z_k + \sum_{j,k \geq 2} \mu_\ell z_j z_k + \sum_{j \geq 2} \mu_\ell z_j^2 \right]
$$

$$
= \frac{1}{1 - \mu_1} \left[ 2\mu_1 \left(\sum_{j \geq 2} z_j \right)^2 + \sum_{\ell \geq 2} \mu_\ell \left(\sum_{j \geq 2} z_j \right)^2 + \sum_{\ell \neq \ell'} \mu_\ell z_j^2 \right] \geq 0 .
$$

In Eq. (108), we use the fact that $D$ is the diagonal of $H$, so the right-hand side only sums over off-diagonal entries of $H$. In Eq. (109), we replaced $\mu_1 v_1$ using Eq. (107). In Eq. (110), introduce the substitution $z_j := \mu_j v_j$. In Eq. (111), we use the fact that $2 \sum_{j,k \geq 2} (1 - \mu_j) z_j z_k = \sum_{j,k \geq 2} (1 - \mu_j) z_j z_k + \sum_{j,k \geq 2} (1 - \mu_k) z_j z_k$. In Eq. (112), we use the fact that $\sum_{\ell \in [K]} \mu_\ell = 1$ and so $(1 - \mu_1 - \mu_j - \mu_k) = \sum_{\ell \neq 1, j} \mu_\ell$ and $(1 - \mu_1 - \mu_j) = \sum_{\ell \neq 1, j} \mu_\ell$. Finally, the inequality in Eq. (113) follows because $\mu_1, \mu_\ell \geq 0$.

**Part 2: $\mathbf{v}^T \mathbf{H} \mathbf{v} \leq 2 \mathbf{v}^T \mathbf{D} \mathbf{v}$**. We show by direct calculation that $2\mathbf{v}^T \mathbf{D} \mathbf{v} - \mathbf{v}^T \mathbf{H} \mathbf{v} \geq 0$:

$$
2\mathbf{v}^T \mathbf{D} \mathbf{v} - \mathbf{v}^T \mathbf{H} \mathbf{v} \geq 0 = 2 \left[ \sum_{j \in [K]} \mu_j v_j^2 - \sum_{j \in [K]} \mu_j^2 v_j^2 \right] - \left[ \sum_{j \in [K]} \mu_j v_j^2 - \sum_{j, k \in [K]} \mu_j \mu_k v_j v_k \right]
$$

(114)
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E Additional Numerical Experiments

In Section 7, we demonstrated that our asymptotic theory closely matches simulations for all-securities dynamics and single-peaked beliefs. Here we include experiments for an additional set of beliefs (uniform beliefs, defined below) and single-securities dynamics (defined in Appendix D.1). Once again, we consider a setting in which there is a complete market over \( K = 5 \) securities with \( N = 10 \) traders who have exponential utilities, exponential-family beliefs and risk aversion coefficients \( a_i = 1 \) for \( i \in [N] \). Similar to Section 7, we fix the ground-truth natural parameter \( \theta^{\text{true}} \) and independently sample the belief \( \tilde{\theta}_i \) of each trader from \( \text{Normal}(\theta^{\text{true}}, \sigma^2 I_K) \). We consider two settings of the ground

• Uniform Beliefs: All outcomes are equally likely. We set \( \theta^{\text{true}} = 0 \) and \( \sigma = 1 \).

• Single-Peaked Beliefs: One outcome is more likely than the others. Here we set \( \theta^{\text{true}}_1 = \log(1 - \nu \cdot (k - 1)) \) and \( \theta^{\text{true}}_k = \log(\nu) \) for \( k \neq 1 \). We use \( \nu = 0.02 \) and \( \sigma = 5 \).

Fig. 2 shows the trader beliefs and market-clearing equilibrium prices (calculated via Theorem 4.3) for both settings. Note that in Section 7, we gave results for the case of single-peaked beliefs and all-security dynamics whereas here we present results for all four combinations of belief settings and trader dynamics.

Bias/convergence tradeoffs We first examine the tradeoff that arises between market-maker bias and convergence error as the liquidity parameter of the market is adjusted. Since our main interest is in the effect of the cost function \( C \) and liquidity parameter \( b \) on error, we ignore the sources of error that do not depend on the choice of cost function, such as the sampling error. Fig. 3 shows the combined bias and convergence error, \( \| \mu - \mu^*(b; C) \| \), as a function of liquidity, for different beliefs and cost functions under ASD after different numbers of trades have occurred. (Other choices of norm lead to similar results.) Similarly, we give results for SSD in Fig. 4. The minimum point on each curve tells us the optimal value of the liquidity parameter \( b \) for the particular setting and number of trades. When the market has not been running long, larger values of \( b \) lead to lower error. On the other hand, smaller values of \( b \) are preferable as the number of trades grows, with the combined error approaching 0 for small \( b \). The combined error of LMSR is similar to that of the sum of independent LMSRs (\( \text{INd} \)) under uniform beliefs, but LMSR produces lower combined error for single-peaked beliefs.

Market-maker bias We next focus in on the market-maker bias to empirically evaluate our bounds from Section 5. From Theorem 5.6, we know that \( \| \mu^*(b; C) - \mu \| \approx b(\bar{a}/N) \| H_T(\mu) \partial C^*(\mu) \|. \) In Fig. 5, we plot the empirical bias \( \| \mu^*(b; C) - \mu \| \) as a function of \( b \) for both LMSR and \( \text{INd} \) under
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Figure 2: Two sets of beliefs of the $N = 10$ traders about the $K = 5$ outcomes. The beliefs were sampled once and then fixed in all experiments. The gray bars show the market-clearing equilibrium prices $\mu$ as in Definition 3.1 and Theorem 4.3.

Figure 3: The tradeoff between maker-maker bias and convergence error for ASD with different beliefs and cost functions. Solid lines show the total bias and convergence error of LMSR after various numbers of trades, averaged over 20 random trade sequences. Dotted lines show the same for IND.

uniform and single-peaked beliefs, and in each case compare this bias with the approximation implied by the theory. We find that although Theorem 5.6 only gives an asymptotic guarantee as $b \to 0$, the approximation above is fairly accurate even for moderate values of $b$. As Theorem 5.7 shows, the bias of IND is higher than that of LMSR at any fixed value of $b$, but by no more than a factor of two. The difference is greater for single-peaked beliefs than uniform beliefs. Note that the bias is unaffected by the choice of trader dynamics.

Convergence error Finally, we turn to the convergence error. We first show that the local linear convergence rate kicks in very quickly—essentially from the start of trade in our simulations. We then examine the tightness of our bounds on the local convergence rate from Section 6.

From Theorem D.3, we know that $F(r^t) - F^*$ is an upper bound on $\|\mu^t - \mu^*\|^2$, and under ASD we also have $F(r^t) - F^* = \Theta(\|\mu^t - \mu^*\|^2)$ (by Theorem D.18), where we suppress the implicit dependence on $C$ and $b$. Rather than examining the convergence of prices directly, we examine convergence of the objective, which will be more convenient in the discussion below. Fig. 6 shows the empirical value of $\hat{E}[F(r^t)] - F^*$, where the expectation is the empirical average over the 20 random sequences, as a function of the number of trades, plotted on a log scale, for our two belief sets and cost functions under the all-securities trade dynamics. In all settings, the log of convergence error appears linear, matching the local asymptotic analysis in Section 6. In other words, there exist some $\hat{c}$ and $\hat{\gamma}$ such that, empirically, we have for all $t$, $\hat{E}[F(r^t)] - F^* \approx \hat{c}t^{\hat{\gamma}}$.

To examine the tightness of the bounds from Section 6, we dig more deeply into the value of this empirical constant $\hat{\gamma}$, which depends on $C$ and $b$. Since this approximation holds for any sufficiently
large \( t \), we can define \( \hat{\gamma} \) by choosing some \( t_1 \) and \( t_2 \) and setting
\[
\hat{\gamma} = \left( \frac{\mathbb{E} [ F(r^{t_2})] - F^*}{\mathbb{E} [ F(r^{t_1})] - F^*} \right)^{1/(t_2-t_1)}.
\]

If \( \hat{\gamma} \) is the correct asymptotic convergence rate, then from Theorem D.8, we should have
\[1 - \sigma_{\text{high}} / N \leq \hat{\gamma} \leq 1 - \sigma_{\text{low}} / N\]
for values of \( \sigma_{\text{high}} \) and \( \sigma_{\text{low}} \) that satisfy Eq. (49), since \(|A| = N\) for ASD. Rearranging terms, we would expect that, for sufficiently large \( t_1 \) and \( t_2 \),
\[
\sigma_{\text{low}} \leq N \left( 1 - \left( \frac{\mathbb{E} [ F(r^{t_2})] - F^*}{\mathbb{E} [ F(r^{t_1})] - F^*} \right)^{1/(t_2-t_1)} \right) \leq \sigma_{\text{high}}.
\]

We refer to this quantity that is upper and lower bounded by \( \sigma_{\text{high}} \) and \( \sigma_{\text{low}} \) as the empirical strong convexity \( \hat{\sigma} \). Note that \( \sigma_{\text{low}} \) and \( \sigma_{\text{high}} \) implicitly depend on \( b \) and \( C \).

We can now check how well our theoretical lower and upper bounds on local strong convexity bound the empirical strong convexity \( \hat{\sigma} \). In Fig. 7, we plot \( \hat{\sigma} \) as a function of \( b \) using different values of \( t_1 \) and \( t_2 \) and compare it with the asymptotic bounds of \( \sigma_{\text{low}} \) and \( \sigma_{\text{high}} \) computed as in Theorem D.19, dropping the terms that are \( O(b^2) \). We would expect to see \( \sigma_{\text{low}} \leq \hat{\sigma} \leq \sigma_{\text{high}} \) as \( b \) goes to 0, and indeed this is the case. For LMSR, the values of \( \sigma_{\text{high}} \) and \( \sigma_{\text{low}} \) coincide, and the empirical values for \( \hat{\sigma} \) agree for small \( b \).

We now turn to our results for single-security dynamics (SSD). Fig. 8 shows the empirical value of \( F(r^t) - F^* \), averaged over 20 random sequences of trade, as a function of the number of trades, plotted on a log scale, for our two belief sets and cost functions under SSD. The plots show the convergence error for LMSR and IND right on top of each other, suggesting that the main asymptotic
we also evaluate the empirical strong convexity (Theorem D.19), which our plots show to be a valid albeit a somewhat loose bound. All the bounds that we used in the ASD term is driven by the diagonal of $H_C(\hat{\mu})$, which is the same for both costs, and which appears in the lower bound of Theorem D.19 (with a multiplier that could be possibly improved). Similar to ASD, we also evaluate the empirical strong convexity $\hat{\sigma}$. In this case, we only have access to a lower bound (Theorem D.19), which our plots show to be a valid albeit a somewhat loose bound. All the bounds that we used in the ASD and SSD strong convexity plots are summarized in Table 1.
Figure 8: Convergence in the objective value for various trader beliefs, cost functions, and liquidity parameters under SSD. Solid lines show the log error in objective for LMSR, dotted lines for IND; the IND and LMSR lines are right on top of each other.

Figure 9: The empirical strong convexity from Eq. (118) under SSD for various values of $t_1, t_2$ represented as dots, and asymptotic bound for $\sigma_{\text{low}}$ from Theorem D.19 (ignoring the $O(b^2)$ term) represented as the black solid line.

Table 1: The bounds $\sigma_{\text{low}}$ and $\sigma_{\text{high}}$ in the various cases we consider in our experiments, computed using Theorem D.19.

| Beliefs                | Dynamics | $C$ | $\sigma_{\text{low}}$ | $\sigma_{\text{high}}$ |
|------------------------|----------|-----|------------------------|------------------------|
| Uniform Beliefs        | ASD      | LMSR| 2b                     | 2b                     |
|                        |          | IND | 2.31b                  | 2.78b                  |
|                        | SSD      | LMSR| 1.01b                  | --                     |
|                        |          | IND | 1.01b                  | --                     |
| Single-Peaked Beliefs  | ASD      | LMSR| 2b                     | 2b                     |
|                        |          | IND | 2.03b                  | 3.78b                  |
|                        | SSD      | LMSR| 1.01b                  | --                     |
|                        |          | IND | 1.01b                  | --                     |