Comparative analysis of decision tree algorithms: Random forest and C4.5 for airlines customer satisfaction classification
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Abstract. This article aims to a comparative analysis of decision tree algorithms between random forest and C4.5 for airlines customer satisfaction classification. The comparative study predicts both algorithms have better accuracy, precision, recall AUC (area under the curve) for analyzing data set of customer satisfaction on airlines, which are useful for later if have some same kind set of data set and problem. In this particular comparative analysis, first, need to select the dataset and transform so it can be used for data mining technique classification after choosing the algorithm to analyze the data set. The analyzing of the dataset it will go through validation, testing, and also result for each algorithm used. Then will compare the result from each algorithm, to determine which algorithm are best to use in this particular dataset or problem for customer satisfaction for airlines. The results of the comparative analysis are the best alternative algorithm choice for use in airline customer satisfaction classifications. For this comparison, the Random forest algorithm has a better result than the C4.5 algorithms.

1. Introduction

In the business world, especially business people, compete with each other to provide the best service for customers to create the best customer satisfaction. One of the biggest business services is airlines; the authors of the data get these data airlines from the Kaggle.com site, which contains a dataset for customer satisfaction along with the parameters.

The data will be tried out to find the level of accuracy of customer satisfaction. Classification is a technique for data collection after that to process the data, data mining science will be used [1–3]. Data Mining is a process for extracting to get important information that is implicit and previously unknown from data. To extract it, the data set must be selected as well as some data preprocessing techniques that can be used to produce quality data [4,5]. Data cleaning can be applied to eliminate noise and inconsistent data that is transformed first as part of the process after carrying out the process, it will be continued by selecting a certain method to process the existing data set.

It is chosen to use two kinds of algorithms consisting of Random Forest and C4.5. After the two algorithms are processed, it is expected that the results of the accuracy will be obtained from the data set, from the two results will be compared to find out which algorithm is more accurate and good according to other parameters as well. In the comparison in the validation and the test, the split test data will be shared for testing and training, moreover, in the condition of ten-fold cross-validation. Then after
the data will be compared according to their respective conditions. Then the results of these comparisons are the results of this experiment, the Random Forest and C4.5 comparison analysis for customer classification.

2. Method
The methodology used for the comparison of Random Forest and C4.5 analysis uses the KDD process stages consisting of data selection, data preprocessing/cleaning, data transformation, data mining, and Interpretation/Evaluation [6]. Random Forest and C4.5 being compared, which are the most popular decision algorithm in data mining for decision tree and also both can be used in the large data set.

2.1. Stages of research methods

In the research, the method starts from data collection (data is collected to be made into data sets later) after that data selection (making data sets/selection of data sets) if the data has been collected, then the data transformation is done when needed. After the data set is ready, then an algorithm is chosen, which will be used for later rule models for research that will be done using data mining using the chosen algorithm. To determine the results of the data, do validation and testing to determine the Accuracy level, precision, recall, error classification, and AUC from the results of the classification prediction. Finally, the analysis of the test results is done to ensure that the test results are by the discussion. The analysis is done by calculating the results of validation and testing (the level of accuracy, precision, recall, error classification and AUC (Area under Curve), which will then be compared between the predefined classification algorithms.

2.2. Decision tree
Decision tree learning is a learning method that is very popular and widely used practically [7]. This method is a method that seeks to find functions that have a discrete value and are resistant to data that has errors (data noise) and can learn disjunctive expressions.

2.3. Random forest
Random Forest is one method in the Decision Tree. Decision Tree or Decision Tree is a flow diagram shaped like a tree that has a root node that is used to collect data, an inner node that is in the root node that contains questions about the data and a leaf node that is used to solve problems and make a decision. Decision tree classifies a sample of data whose class is not yet known into existing classes. Using the
decision tree to avoid overfitting on a data set when achieving maximum accuracy. Also, the Random Forest Algorithm is an algorithm that is suitable for use for large data classifications [8].

2.4. **C4.5 Algorithm**

Is a group of Decision Tree algorithms. This algorithm has input in the form of training samples and samples. Training samples in the form of sample data will be used to build a tree that has been tested properly. While samples are data fields which we will use as parameters in classifying data. C4.5 algorithms is a development from ID3. The development that exists in the C4.5 algorithm is that it can overcome overcoming continuous data, missing value, and training data [6].

3. **Results and discussion**

Discussion and results of comparative analysis research for customer satisfaction airlines classification

3.1. **Analyze data**

The data set of customer satisfaction airlines was obtained from Kaggle.com (US Airline Passenger Satisfaction) and had 129881 records and has 23 attributes. After pre-processing the data transform, column determination, filtering data that has no value, and unbalanced data checking. Then the distribution of variables and data classes is like the table below:

| Variable   | Field           | Type  | Value                      |
|------------|-----------------|-------|----------------------------|
| Y          | Satisfaction    | Nominal | Satisfied; dissatisfied   |
| X1         | Gender          | Nominal | Male; Female               |
| X2         | Customer_Type   | Nominal | Loyal; Disloyal           |
| X3         | Age             | Nominal | 7 .. 85                   |
| X4         | Travel_Type     | Nominal | Personal; Business        |
| X5         | Class           | Nominal | Eco; Eco Plus; Business   |
| X6         | Distance        | Nominal | 31 .. 4983                |
| X7         | Wi_fi           | Real   | 1 .. 5                    |
| X8         | Service         | Real   | 1 .. 5                    |
| X9         | Depart/arrive_time | Real | 1 .. 5                   |
| X10        | Convinient      | Real   | 1 .. 5                    |
| X11        | Booking         | Real   | 1 .. 5                    |
| X12        | Gate_location   | Real   | 1 .. 5                    |
| X13        | Beverages       | Real   | 1 .. 5                    |
| X14        | Boarding        | Real   | 1 .. 5                    |
| X15        | Seat_comfort    | Real   | 1 .. 5                    |
| X16        | Entertainment   | Real   | 1 .. 5                    |
| X17        | Baggage         | Real   | 1 .. 5                    |
| X18        | Check_in        | Real   | 1 .. 5                    |
| X19        | Inflight        | Real   | 1 .. 5                    |
| X20        | Cleanliness     | Real   | 1 .. 5                    |

The data used for internal analysis is 129881 records from the original data and 21 attributes after processing the data transform.

3.2. **Discussion**

Classification methods and algorithm will be evaluated on Accuracy, precision, recall, error classification, and AUC (Area Under Curve). The experiment to find out the comparison between the two algorithms the application used to help this experiment is Rapid Miner software. After the data is processed (data that has been processed with the algorithm specified) and produces a model. After that,
the model is carried out using Ten fold Cross-validation. Ten-fold Cross-Validation is the nested operator. The Operator has two processes, one for training and another for testing. The model that already train will be followed by testing [9–11].

The confusion matrix is one method that can be used to measure the performance of a classification method; one of them is to search for Accuracy, Error Classification, Precision, and Recall. For the confusion matrix, it is common to test for the accuracy model [5,12,13].

3.3. Analysis result comparison testing between random forest and C4.5

3.3.1. Random forest. Testing data with 129881 data and 21 attributes with random forest using the gain ratio criteria and voting strategy with confidence vote and assisted by Ten-Fold Cross Validation 80:20 and 90:10 produce like the data below:

| Split Data | Accuracy | Class Error | Precision | Recall | AUC   |
|------------|----------|-------------|-----------|--------|-------|
| 70:30      | 93.30    | 6.70        | 92.81     | 95.56  | 0.983 |
| 80:20      | 93.31    | 6.69        | 92.83     | 95.54  | 0.983 |
| 90:10      | 93.32    | 6.68        | 92.82     | 95.59  | 0.984 |

From the comparison of the data above which has been tested with a rapid miner, for the discussion here compared this algorithm will only discuss split data 90:10 because as seen in the table the data above has the best accuracy among the three data. Here Random Forest produces 100 Decision Tree as a comparison, from that all found the highest accuracy level.

For Accuracy, there are 45892 data which are predicted to be satisfied and in fact, satisfied; there are 63191 data predicted at dissatisfied and in fact dissatisfied, there are 4893 data which are predicted to be satisfied and in fact dissatisfied, there are 2916 data which are predicted dissatisfied and in fact satisfied. Then the value of accuracy is 93.32%.

3.3.2. C4.5. Testing data with 129881 data and 21 attributes with C4.5 using the gain ratio and 0.1 confidence criteria as well as helping Cross Validation Ten-Fold using fold 10 and stratified sampling with split data comparisons between 70:30, 80:20 and 90:10 produces like the data below:

| Split Data | Accuracy | Class Error | Precision | Recall | AUC   |
|------------|----------|-------------|-----------|--------|-------|
| 70:30      | 92.21    | 7.79        | 92.21     | 94.22  | 0.968 |
| 80:20      | 92.22    | 7.78        | 91.90     | 94.63  | 0.968 |
| 90:10      | 92.55    | 7.45        | 92.48     | 94.53  | 0.971 |

From the comparison of the data above which has been tested with the rapid miner, for the discussion here compared this algorithm will only discuss split data 90:10 because as seen in the table the data above has the best accuracy among the three data.

For Accuracy, there are 45696 data that are predicted to be satisfied and in fact satisfied; there are 62489 data predicted at dissatisfied and in fact dissatisfied, there are 5089 data which are predicted to be satisfied and in fact dissatisfied, there are 3618 data which are predicted dissatisfied and in fact satisfied. Then the value of accuracy is 92.55%.

3.4. Comparative result
After calculating the accuracy, calcifying error, precision, recall, and AUC, with the airline's dataset and rules specified above by comparing Random Forest and C4.5. Seen in the table below:
Table 4. Comparative algorithms random forest and C4.5 on split 90:10.

| Algorithm     | Accuracy | Class Error | Precision | Recall | AUC  |
|---------------|----------|-------------|-----------|--------|------|
| Random Forest | 93.32    | 6.68        | 92.82     | 95.59  | 0.984|
| C4.5          | 93.31    | 6.69        | 92.83     | 95.54  | 0.971|

In the analysis of each comparison of these algorithms, it turns out that high Accuracy data is data that uses data split 90:10. Then the comparison data table above uses that data. As seen for the accuracy of the comparison of data seen, Random Forest has Accuracy of 93.32% while C4.5 has 93.31%, the highest accuracy in this comparison is Random Forest.

Comparing ROC (Receiving operating characteristic) comparison can be done on rapid miner simultaneously based on two algorithms that are done, then generate curve ROC data as below.

![Figure 2. Graphic compare ROC.](image)

As seen in the curve between Random Forest and C4.5. Graphically looks almost the same because the calculation between these algorithms is almost the same method as generating the decision tree as a result by comparing it, of course, random forest produces more decision tree patterns so that it can be more accurate than C4.5.

4. Conclusion

Based on the results of comparative experiments for the Random Forest and C4.5 Tree on customer satisfaction airlines classifications can be taken as with the same dataset between Random Forest and C4.5 with split data between 70:30, 80:20 and 90:10. Split data 90:10 in the process, also with Ten Cross Validation, has the highest accuracy. With Random Forest, the data has an Accuracy of 93.32% while C4.5 has 92.55%. Random Forest has the highest accuracy.

With the same dataset between Random Forest and C4.5 with data split 9:10 for AUC (area under a curve) the highest value is in the random forest. This data is taken from the mean values of AUC (pessimistic) and AUC (optimistic) which are not displayed here. So what can be seen in the data if need a high AUC result then Random Forest is the right one to use.

Based on the results of a comparison experiment for the Random Forest and C4.5 on customer satisfaction airlines classifications recommendation for further works can be data sets can be tested again with different methods for different purposes. Such as clustering or classification but with different algorithms or different models and also different parameters are expected to produce different results for comparison. Also, optimization Data sets can be done, for example, with modified techniques such as example, the data set is selected using genetic algorithms or other algorithms before being compared with a certain technique.
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