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Abstract—Camera Image Signal Processing (ISP) pipelines can get appealing results in different image signal processing tasks. Nonetheless, the majority of these methods, including those employing an encoder-decoder deep architecture for the task, typically utilize a uniform filter applied consistently across the entire image. However, it is natural to view a camera image as heterogeneous, as the color intensity and the artificial noise are distributed vastly differently, even across the two-dimensional domain of a single image. Varied Moiré ringing, motion blur, color-bleaching, or lens-based projection distortions can all potentially lead to a heterogeneous image artifact filtering problem. In this paper, we present a specific patch-based, local subspace deep neural network that improves Camera ISP to be robust to heterogeneous artifacts (especially image denoising). We call our three-fold deep-trained model the Patch Subspace Learning Autoencoder (PSL-AE). The PSL-AE model does not make assumptions regarding uniform levels of image distortion. Instead, it first encodes patches extracted from noisy and clean image pairs, with different artifact types or distortion levels, by contrastive learning. Then, the patches of each image are encoded into corresponding soft clusters within their suitable latent sub-space, utilizing a prior mixture model. Furthermore, the decoders undergo training in an unsupervised manner, specifically trained for the image patches present in each cluster. The experiments highlight the adaptability and efficacy through enhanced heterogeneous filtering, both from synthesized artifacts but also realistic SIDD image pairs.

Index Terms—image denoising, neural networks, patch-based image processing, self-supervision

I. INTRODUCTION

In a Camera’s Image and Signal Processing (ISP) pipeline, specialized digital signal processors are important in converting RAW images from the camera’s digital sensors into conventional RGB or JPEG images. To address various image artifacts (distortions) during this conversion process, camera manufacturers consistently seek and necessitate the development of advanced filters as integral components of their camera ISP systems. Such filters include demosaicing [1], deblurring [2], color correction [3], etc. However, with the evolution of camera hardware and the increment in image resolution, traditional filters have limited capabilities in resolving artifacts or distortions.

Algorithms and models with deep learning techniques are increasingly supplating image and signal processing techniquesthe on traditional computational photography tasks. For instance, neural networks with hierarchical structures that encode low-level details display significant performance on image deblurring (e.g., [4], [5]) and deblurring (e.g., [6], [7]) tasks. Nevertheless, most of these algorithms or models assume there is a universal artifact. They have limited capabilities to capture heterogeneous artifacts caused by complicated environmental settings in the real world. Due to sensor limitations, environment changes, or post-processing like image compression, images may contain non-universal, heterogeneous artifacts across different locations. Current models that assume universal artifacts are not suitable for removing such heterogeneous artifacts.

In this paper, our goal is to produce a high-quality deblurred RGB image from noisy RGB images, where we do not rely on uniform artifacts assumption. Moreover, we do not assume spatial information; rather, we treat images as unions of patches. There are several works that focus on learning latent representation in pixel or patch level [8], [9]. Our method is different from these previous works. We encode each patch (including noisy-clean contrastive pairs) into the target underlying latent space and learn the most appropriate subspace that distinguishes noisy parts with different levels and types. When latent space gets projected back to the image space, the network can generate heterogeneous patch results by passing them through different decoders. We assemble these patches and obtain the deblurred result under a wider range of artifacts or corruption assumptions. Unlike previous work, our network is relatively simple yet powerful under multiple source noise denoising tasks (c.f. synthesized CelebA dataset). Moreover, to show the potential of our approach, we not only test on synthetic datasets but also conduct experiments over a realistic, challenging dataset (i.e., SIDD dataset).

II. RELATED WORKS

a) Image Denoising: Noise can be introduced to images during the image acquisition process, transmission, or storage. Numerous approaches are proposed to remove different types of noise within in image domain and seldom focus on non-local denoising. For instance, BM3D [10] applies the idea of group filtering via transforming stacking of image patches in the 3D domain with sparse representation. Another work [11] focuses on non-local smoothing under lower complexity...
compared with BM3D. After the deep learning approach is explored, deep neural networks, such as convolutional neural networks and generative adversarial networks, significantly improve the denoising performance compared to the classical methods [12]–[14]. Nonetheless, owing to the costly nature of the capture process and the inherent diversity of noise in large-scale, realistic photographs, the majority of previous research has been confined to investigations within the synthesized domain. For example, as demonstrated by earlier benchmarks, the widely utilized Additive White Gaussian Noise (AWGN) model is inadequate for effectively eliminating noise from actual images [15].

To augment the missing pair of a realistic noisy, and clean image, self-supervision brings more attention to the field. The idea of self-supervision allows the network to learn from images even without specifying clean/noisy pairing. Earlier works N2V [16], N2S [17], and N2N [14] all follow the spirit of learning noise patterns wildly without specifying noisy-clean pairs when performing training. Recent works are learning under more versatile conditions, namely more specific self-supervised task design [18], [19]. Although our idea introduces matched noisy/clean image pairs as a prior knowledge of class labeling, we show that, with a contrastive learning pipeline, our encoder achieves better performance compared with previous self-supervised neural networks if we no longer assume a single noise additive from the clean image.

b) Deep Learning Within Camera ISP Scope: Many works explore applying deep learning in various tasks related to Camera ISP, such as color demosaicking (e.g., [20]) and image denoising (e.g., [21]). CycleISP [22] develops a generative model to generate synthesized realistic images for image denoising. Moreover, another work [23] can perform image denoising by employing deep neural networks derived from the original sampling of sensors. A more recent work, PyNET [24], introduces a neural network containing give parallel learning levels to supplant the entirety of the Camera ISP pipeline.

c) Latent Subspace Learning: Our primary contribution involves the development of a method for learning a latent encoding that optimizes the utilization of self-similarity present in natural images by probing subspaces. This research encompasses at least two distinct workflow branches. The first branch emphasizes the direct disentanglement of latent space clustering through variational inference. Existing works [25]–[27] develop methods to divide the latent space into subspaces or hierarchical spaces to learn better latent-space projections. Another branch is the integration of deep learning models with classical machine learning algorithms. These works apply clustering algorithms (e.g., Soft K-means Clustering [28]), mixture models (e.g., Gaussian Mixture Model VAE [29]), or direct subspace clustering VAE [30] within the latent space.

Each of these distinguished models successfully acquires knowledge from visual recognition and classification tasks through the employment of a generative model. In contrast, we do not introduce additional noise in the latent space, but we keep the idea of latent space “pseudo-labeling” to feed image patches into different filters.

III. PATCH-BASED SUBSPACE LEARNING AUTOENCODER

In this section, we describe our Patch Subspace Learning Autoencoder (PSL-AE) to encode image patches and classify them into unsupervised latent subspaces. Our objective is resolving image artifacts, specifically image denoising. One key underlying assumption in our algorithm is that the additive noise model is a mixture model containing different types of noise. Namely,

$$f(I_{obs}) = I_{gt} + \sum_{s=1}^{S} S \circ M_s.$$  \hspace{1cm} (1)

In (1), $f$ is the target mapping function we shall learn to recover ground truth $I_{gt} \in \mathbb{R} \times \mathbb{W} \times \mathbb{C}$, i.e., clean images, from the noisy observation $I_{obs} \in \mathbb{R} \times \mathbb{W} \times \mathbb{C}$. It shall close or be identical to the identity function when we are performing sRGB to sRGB image denoising. The noise $\Sigma_s \in \mathbb{H} \times \mathbb{W} \times \mathbb{C}$ and the mask $M_s \in \mathbb{H} \times \mathbb{W} \times \mathbb{C}$ are independent and unknown to the model, with $\circ$ refers to the element-wise product. $S$ denotes the number of noise types, which is a hyper-parameter under most scenarios, and our model does not rely on the knowledge of $S$. Moreover, we do not assume the underlying distribution $S$ types of noise.

**Overall Pipeline of PSL-AE:** Our proposed PSL-AE is an autoencoder with a single encoder and multiple decoders. For every input image $I_{obs}$, we first split the input image into $D$ by $D$ patches $P_n \in \mathbb{R}^{D \times D \times C}$ with overlap allowed. For every patch $P_n$ we assign a location mask matrix $H_n$ and denote $P_n \triangleq I_{obs} \circ H_n$. Even though we cannot probe the magnitude of the mixed artifacts, we assume the artifacts within the patch can be approximated with a single dominant denoise decoder:

$$f(P_n) = f(I_{obs} \circ H_n) = I_{gt} \circ H_n + \sum_{s=1}^{S} S \circ M_s \circ H_n,$$

$$\approx (I_{gt} + \sum_i M_i) \circ H_n. \hspace{1cm} (2)$$
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Our PSL-AE network learns to map from image patches $P_n$ to $I_{gt} \odot H_n$. Our encoder $q(P_n|\theta)$, with network parameter $\theta$, takes a batch of image patches as the input. It will generate a latent vector $\vec{z}_n$ and a soft-labeling vector $\tilde{y}_n$ as the latent subspace indicator of each patch. Then, based on the latent space clustering result, we set up $k$ decoders $r_k(\vec{z}_n|\vec{w}_i)$, $i = 1, 2, \ldots, k$, with parameter $\vec{w}_i$. Each patch’s latent encoding $\vec{z}_n$ is fed into $y_n$-th decoder based on soft-labeling vector $\tilde{y}_n$, i.e. $y_n = \arg\max_i (\tilde{y}_n)$. In our settings, all $k$ decoders have the same architecture, but their parameters are independent. These decoders receive different numbers of patches within one batch and are trained simultaneously. The output $r_{y_n}(q(P_n|\theta)|\vec{w})$ is the reconstructed block that approximates $I_{gt} \odot H_n$. Although we have imbalanced training data in each batch sent to different decoders, and there will be increasing parameters as $k$ goes up, our experiment results demonstrate that the overall scheme is efficient and does not deteriorate the network performance.

A. Patch-Based Self-Supervised Pre-training

Our patch-based encoder plays an important role in projecting noisy and clean image patterns into separable subspace feature vectors. Henceforth, we are in particular interest in learning from noisy to clean patch-wise. It has been proved that imposing self-supervision [13] tasks can improve the generalizability and performance of a neural network. We adopt the same methodology presented in SimCLR [31] and propose to learn noisy-clean contrastive patches from source data, which served as a preprocessing step. We first collect a set of images and divide them into patches, denoting each patch $P_n$. Then, we artificially generate noisy patches from the clean patches; we denote $f(P_n)$ as the noisy patch generated from $P_n$. Note that $f$ is defined by us, which means the noise type and hyper-parameters are known.

The base encoder $q$ takes the patches as input and maps them on the latent space, then a projection head $H$ is connected to the base encoder. We use the patch location as the pseudo-label. Hence a clean patch $P_n$ and its corresponding noisy patch $f(P_n)$ will be assigned the same pseudo-label $n$. The pseudo label refers to a location embedding token that serves as the self-supervised class labeling. The contrastive loss is maximizing the agreement between the clean patches and their corresponding noisy patches. Each projection $h^\text{clean}_k = H(q(P_k))$ for the clean patch and projection $h^\text{noisy}_k = H(q(f(P_k)))$ for the noisy patch are used as a pair to compute the contrastive loss.

The similarity metric we use is:

$$sim(u, v) := \frac{u^T v}{\|u\| \cdot \|v\|}. \quad (3)$$

We apply the NT-Xent [31] (normalized temperature-scaled cross-entropy loss) as our contrastive loss function:

$$C_{L_{i,j}} = -\log \frac{\exp(sim(\vec{h}_i, \vec{h}_j)/\tau)}{\sum_{k=1}^{2N} 1_{k \neq i} \exp(sim(\vec{h}_i, \vec{h}_k)/\tau)}. \quad (4)$$

where $N$ is the batch size, 1 is the indicator, $h$ is the output of the projection head, and $\tau$ is the temperature variable that defined by us. The NT-Xent incorporates a temperature scaling parameter to adjust the probability distribution produced by the model, ultimately enhancing calibration and generalization performance. This self-supervised pre-training procedure is demonstrated in Figure 1.

B. Multi-filter Denoising With Multi-Decoder

Our PSL-AE consists of an encoder- initialized from the contrastive learning encoder, a dummy decoder to help reconstruct the patches and computing losses, a set of decoders to reconstruct vectors from different subspaces. The training procedure can be divided into two steps: we first train the encoder and dummy decoder to formalize latent subspaces; second, we fix the encoder and use the data from different subspaces to train decoders, where each subspace corresponds to a unique decoder.

a) Training the encoder and dummy decoder: Our two-stage training optimizes different loss functions. The weights in the encoder are initialized from the contrastive pretrained encoder. For encoder training, our encoder training loss $L_{enc}$ consists of an evidence lower bound (ELBO) loss, including the reconstruction loss and the KL loss, and an L2 regularization loss.

$$L_{enc} = L_{MSE} + L_{KL} + L_{reg}; \quad (5)$$

where

$$L_{MSE} = \sum_{n=1}^{N} \|r(q(P_n|\theta)|\vec{w}) - P_n\|^2_2; \quad (6)$$

$$L_{KL} = -\frac{1}{h} \sum_{n=1}^{N} \sum_{s=1}^{S} \frac{(\tilde{y}_n)_s}{\tilde{y}_s} \log(\frac{(\tilde{y}_n)_s}{\tilde{y}_s}); \quad (7)$$

$$L_{reg} = \lambda_{reg}(\|\theta\|^2_2 + \|\vec{w}\|^2_2). \quad (8)$$

The decoder $r_0$ is a “dummy” decoder with parameter $\vec{w}$, where we rely on its reconstruction result in the original patch.
space. The prior distribution $y$ is a categorical distribution while the latent estimation is the soft-labeling vector $\tilde{y}_n$, thereby forming the second half of (7). $\lambda_y$ is the weight parameter and $\lambda_{\text{reg}}$ controls the additional regularization. Note that since the artifact model is blind to us, we cannot get the true prior $p(y)$. Instead, we predefine the vector $\tilde{y}$ as the fixed discrete categorical distribution. Without further specification, the prior is assumed to be uniform: $\tilde{y} = (\frac{1}{3}, \frac{1}{3}, \cdots, \frac{1}{3})^T$. We present this procedure in Figure 2 and address the choice of other hyper-parameters for different datasets respectively in Section IV.

b) Training multiple decoders: For decoder training, the loss function $\mathcal{L}_{\text{dec}}$ no longer minimizes the KL divergence as the latent encoding is fixed, so only the distribution of patches is optimized:

$$\mathcal{L}_{\text{dec}} = \mathcal{L}_{\text{MSE}} + \mathcal{L}_{\text{reg}},$$

where

$$\mathcal{L}_{\text{MSE}} = \sum_{n=1}^{N} \| r_{y_n}(q(P_n|\tilde{y})) - P_n \|_F^2,$$

$$\mathcal{L}_{\text{reg}} = \lambda_{\text{reg}} \sum_{s=1}^{q} \| \psi_s \|_2^2.$$

We fix the encoder $q$ during the entire training process, thereby fixing the labeling $y_n$ for every input patch $P_n$. The separation of training decoders from the encoder allows different decoders to learn to distinguish features within grouped patches, including similar patterns. The regularization weight $\lambda_{\text{reg}}$ in (11) is the same as the one in (8), and it is further specified in our experimental settings. The multi-decoder training is demonstrated in Figure 3.

c) Patch Assembly: We merge the reconstructed blocks outputted by the decoder into the original-size image. However, we can observe a clear boundary between the neighbor blocks when we merge them together, and such boundaries lead to new artifacts. To avoid causing new artifacts during the merging process, we concatenate the blocks such that each two neighbor blocks share a small overlapping region. The output sRGB values in overlapping regions are filtered and smoothed out via linear interpolation between two overlapped patches.

IV. EXPERIMENTS

We justify the performance of our PSL-AE over two datasets: CelebFaces Attributes (CelebA) Dataset [32] with synthesized noise and Smartphone Image Denoising Dataset (SIDD) [33]. Among the two datasets, Synthesized Noisy CelebA has a mixture of artifacts that exactly matches our model in (1). The SIDD consists of images from smartphone cameras with realistic artifacts. We expect a performance enhancement of our multi-decoder architecture on resolving realistic artifacts, compared to a single decoder convolutional autoencoder, referred to as Single Decoder Conv.

A. Our Networks with CelebA Patches

a) Dataset Construction: We adopt a subset of the Large-scale CelebFaces Attributes (CelebA) Dataset, CelebA HQ/256 dataset, for our first set of empirical results. CelebA HQ/256 consists of 2250 training images and 11250 validation images with size $256 \times 256$ pixels. We manually generate artifacts on the images to train and evaluate our network. Our PSL-AE is implemented using Keras [34] and Tensorflow [35]. The detailed implementation of our network is presented in the Supplementary.
Fig. 4. CelebA Global Noise Denoising Results: images from the top to bottom rows are the noisy images with Gaussian noise $\sigma = 0.2$, denoising results from a single-decoder convolutional autoencoder, denoising results from a 2-decoder PSL-AE with contrastive pre-training, respectively. We are able to show that the denoising results from both the convolutional autoencoder and our PSL-AE are close to the ground truth, and our method performs insignificantly better than the convolutional autoencoder.

### TABLE I

|            | PSNR  | SSIM  | UQI   |
|------------|-------|-------|-------|
| Image with Artifacts | 17.78 | 0.6038 | 0.7527 |
| N2V [16]   | 21.66 | 0.7242 | 0.9249 |
| N2N [14]   | 26.60 |       | /     |
| VAE [37]   | 26.81 | 0.7621 | 0.9604 |
| RSE-RL [38]| 29.03 | 0.8339 | 0.9731 |
| UNet [39]  | 28.74 | 0.8579 | 0.9731 |
| Single Decoder Conv | 28.53 | 0.8427 | 0.9733 |
| PSL-AE (2 decoders) | 29.59 | 0.8638 | 0.9741 |

b) Global Noise Generation: We apply a global artifacts generator to the CelebA dataset to obtain a dataset with globally distributed noise, referred to as the synthesized global noise/artifact dataset. We generate Gaussian noise with $\sigma = 0.2$ on these images using OpenCV [36] library. The Gaussian noise is uniformly distributed in the images. The noisy images have an average PSNR of 17.78.

c) Our denoising result on CelebA dataset with synthesized global artifacts: The evaluation metrics we use in this work are PSNR, SSIM [40], and UQI [41] scores. We use the convolutional autoencoder (Single Decoder Conv), variational autoencoder (VAE), Noise2Void (N2V), and the pre-trained Noise2Noise (N2N) model for Gaussian noise as the benchmarks. While deploying N2V, we divide 400 CelebA synthesized noisy images into $400 \times 128$ patches, where the size of each patch is $16 \times 16 \times 3$. And we tested N2V on 1575 images with synthesized noise. In addition, we apply one of the state-of-the-art methods, UNet [39], on our synthesized dataset to compare with our results. We train the UNet under identical settings with our PSL-AE.

Table I provides the baseline results and our denoising results. We divide each of the 2250 training images into 441 $16 \times 16 \times 3$ patches and feed them into the network. A visualization of the results is presented in Figure 4, where we can see our PSL-AE is slightly better than the convolutional autoencoder.

d) Heterogeneous Noise Generation: We apply a heterogeneous artifact generator to images from the CelebA dataset, referred to as the heterogeneous noisy CelebA dataset. Three types of artifacts - Gaussian, Poisson, Salt and Pepper noise - are randomly generated on these images utilizing OpenCV [36]. Each image contains three types of artifacts in different regions, while the regions can be overlapped with each other. The noisy images have an average PSNR of 19.35. The noisy and ground truth images are divided into $16 \times 16$ pixels patches, with 4 pixels overlapping with the surrounding patches.

### TABLE II

|            | PSNR  | SSIM  | UQI   |
|------------|-------|-------|-------|
| Image with Artifacts | 19.35 | 0.6582 | 0.7956 |
| BM3D       | 25.13 | 0.7639 | 0.9428 |
| N2V [16]   | 23.21 |       | /     |
| N2N [14]   | 26.94 |       | /     |
| VAE [37]   | 27.37 | 0.7848 | 0.9611 |
| UNet [39]  | 30.85 | 0.8759 | 0.9673 |
| Single Decoder Conv | 31.02 | 0.8831 | 0.9769 |
| PSL-AE (4 decoders) | 31.74 | 0.8996 | 0.9802 |

e) Our denoising result on CelebA dataset with synthesized heterogeneous artifacts: Table II provides the results on the synthesized heterogeneous noise dataset. The training and testing procedures and the baseline models are identical to the setups on the synthesized global noise dataset. The results indicate that PSL-AE significantly enhanced the denoising outcomes, according to all three metrics.

We conduct a set of experiments to explore the relationship between the denoising quality and the number of decoders in our PSL-AE. Experimental settings are described in Section IV-A1. We present our result in Figure 7. Among all the
results, 4-decoder PSL-AE achieves the best performance. The performance matches our settings of three different types of artifacts plus one filter that pass the clean patches. However, there is no significant improvement in terms of the quality metrics when the number of decoders is greater than 4. The patches are clustered based on their projections in the latent space. It implies that patches assigned to the same cluster are likely to contain similar features. Each decoder is trained to reconstruct data with similar features. Conceptually, more decoders are likely to result in better performance due to a more detailed feature separation, but more decoders increase the possibility of assigning patches to the wrong cluster. A visualization of our reconstructed image results can be found in Figure 5. Figure 6 presents a better visualization of why our multi-decoder PSL-AE outperforms the single-decoder autoencoder.

1) Ablation Study: To demonstrate the effectiveness of our current setups, we conduct a set of ablation studies on the synthesized CelebA dataset and compare the results.

First, we explore how the number of decoders of our PSL-AE affects the denoising quality. We perform two sets of experiments to observe the models’ outcomes on different numbers of decoders: First, we explore how the number of decoders of our PSL-AE affects the denoising quality. We perform two sets of experiments to observe the models’ outcomes on different numbers of decoders:

- In the first set of experiments, we simply train and evaluate the models with the number of decoders from 1 to 8. Note that the structures of decoders are identical, hence the network complexity (evaluated by flops) is increasing while the number of decoders increases.

- In the second set of experiments, we manually control the network complexity by modifying the convolutional layers in the decoder. We adjust the kernel size of every convolutional layer and monitor the number of flops of the network. Suppose the kernel size of single decoder PSL-AE is $K$, then we can set the kernel size of $n$-decoder PSL-AE to $\frac{2K}{n+1}$ to ensure the complexities are on the same scale.

The results are presented in Figure 7.

![Fig. 7. Denoising results of our synthesized CelebA dataset on different number of decoders. The solid lines show the results of models whose decoders are identical. On another set of experiments, we manually control the number of flops of all models to 13G, regardless of the number of decoders. We label the results as Equal Flops in the figure.](image)

Second, we try to remove or modify some of the current settings and observe the results. We build the following models for comparison:

- Convolutional Autoencoder (Conv AE): a convolutional autoencoder whose encoder and decoder are the same as ours. There is only one decoder and we are not applying contrastive learning to pre-train the autoencoder.

- Single Decoder PSL-AE: identical with a convolutional autoencoder with contrastive learning pretraining.

- PSL-AE (Data Aug): we originally paired up the clean and noisy patches to compute contrastive loss in the pretraining step. In this setting, instead of pairing up the clean and noisy patches, we apply data augmentations (rotation, zooming, etc.) to the noisy patches, then compute contrastive loss based on the noisy patches and their augmentations.

- PSL-AE (no KL): we train the PSL-AE using MSE and KL divergence as the reconstruction loss, as stated in Equation 5. In this setting, we remove the KL loss and only use MSE in the training stage.

All the models are trained under the same settings stated in the Supplementary. Table III compares the denoising qualities of the models for the ablation study. We can observe that our PSL-AE still achieves the best performance on both the global noise dataset and the heterogeneous noise dataset. Therefore, we can conclude that the current settings are optimal.
Table III. Ablation Study on CelebA Synthesized Dataset

|                  | PSNR (Global) | PSNR (Heter) |
|------------------|---------------|--------------|
| Image with Artifacts | 17.78         | 19.35        |
| Conv AE           | 28.53         | 31.02        |
| Single Decoder PSL-AE | 29.12         | 30.15        |
| PSL-AE (Data Aug) | 28.69         | 30.92        |
| PSL-AE (no KL)    | 29.14         | 31.25        |
| PSL-AE            | **29.59**     | **31.74**    |

Fig. 8. SIDD denoising results. For an enhanced visualization of the denoising results, the region covered by the green rectangle within each figure in the left column is magnified. The figures sequentially presented from the left column to the right column are: comprising the original noisy images sourced from the SIDD dataset, the magnified noisy sections, and the corresponding magnified denoised segments.

B. SIDD Denoising Result

The Smartphone Image Denoising Dataset (SIDD) is a comprehensive, high-resolution image dataset derived from five emblematic smartphone cameras, capturing 10 distinct scenes. Each acquired noisy image encompasses artifacts from varying ISO levels, illumination, lighting conditions, and signal-dependent noise. Owing to the realistic scenarios under which the noise is generated, this dataset serves as an essential benchmark for evaluating the performance of denoising algorithms.

a) Experimental Setup: We select 320 sRGB images from the SIDD dataset to train our PSL-AE network and use the SIDD Benchmark Data (40 images) for validation.

b) Our denoising results on SIDD: We compare our PSL-AE with several benchmark denoising methods (BM3D, NLM, and KSVD) and novel deep learning networks (DnCNN, CBDNet, etc.) that can be used for denoising, presented in Table IV. Noisy images in Table IV refer to the images before denoising procedures. DnCNN and CBDNet are two of the deep learning networks that have a similar complexity to ours; NBNet and UNet are two of the state-of-the-art deep neural networks that can be used for image denoising. In addition to the quality metrics, we compute the number of flops of each deep learning network. The number of flops indicates the complexity of the network, as well as the potential training time.

Our model significantly outperforms those classical methods. Comparing with DnCNN and CBDNet, our network slightly outperforms them. However, our PSL-AE is not able to perform as good as the current state of the arts methods. But the complexities of the state of the arts methods are far beyond our network, hence the required training time of their networks are also significantly exceeding ours.

In addition, we observe that patches from images in SIDD tend to be assigned to a single cluster based on the same set of features they have. Therefore, there is no significant improvement using multiple decoders compared to the result in Synthesized Heterogeneous Noise CelebA dataset. Even though the proximity of noisy patterns do affect the result, we still observe a better performance of multi-decoder PSL-AE. This proves our idea that learning latent subspace is promising to the large-scale, realistic dataset, if we complicate and design the appropriate encoder/decoders.

Figure 8 presents some denoising results of our PSL-AE. We provide similar ablation study as in CelebA case and Figure 9 shows how the number of decoders affects the outcomes of our model.

V. CONCLUSION

Our PSL-AE solution provides an enhanced Camera ISP, in particular with unsupervised filtering of heterogeneous image artifacts. Our single-encoder, multiple-decoder networks enable the grouping of patches from images based on the severity and type of patch image distortion. The training contains two steps: learn to provide latent subspaces for patches and learn different decoders to perform patch filtering tasks heterogeneously. We conduct comprehensive experiments over both a synthesized dataset and a state-of-the-art realistic image denoising dataset SIDD, and demonstrate that the multi-decoder
Fig. 9. Denoising results on SIDD dataset on different number of decoders. The blue line shows the results of models whose decoders are identical. The orange line shows the results of models whose total number of flops are approximately equal. The approach of controlling the total number of flops is stated in Section IV-A1.
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