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Abstract—Consider a set of clients in a broadcast network, each of which holds a subset of packets in the ground set $X$. In the (coded) cooperative data exchange problem, the clients need to recover all packets in $X$ by exchanging coded packets over a lossless broadcast channel. Several previous works analyzed this problem under the assumption that each client initially holds a random subset of packets in $X$. In this paper we consider a generalization of this problem for settings in which an unknown (but of a certain size) subset of clients are unreliable and their packet transmissions are subject to arbitrary erasures. For the special case of one unreliable client, we derive a closed-form expression for the minimum number of transmissions required for each reliable client to obtain all packets held by other reliable clients (with probability approaching 1 as the number of packets tends to infinity). Furthermore, for the cases with more than one unreliable client, we provide an approximation solution in which the number of transmissions per packet is within an arbitrarily small additive factor from the value of the optimal solution.

I. INTRODUCTION

Consider a network of clients that share a broadcast channel, each of which holds a subset of packets of the ground set $X$ of size $K$. In the cooperative data exchange problem [1] (also known as universal recovery), each client wishes to recover all the packets in $X$. To achieve this goal, the clients exchange data by transmitting coded packets over a shared lossless broadcast channel. Assuming that each client knows which packets are known by all other clients, the problem is to specify how many and which (coded) packets each client requires to transmit so as to achieve the universal recovery.

In this work, we consider a generalization of the cooperative data exchange problem, for the settings where a certain number of clients are unreliable and their packet transmissions are subject to arbitrary erasures. Specifically, our problem is to minimize the total number of transmissions required to achieve robust recovery, i.e., each reliable client can recover all packets held by the other reliable clients. Since the identity of the unreliable clients is unknown, the coding scheme must include redundant transmissions to tolerate a failure of a subset of clients of a certain size.

This problem has several interesting practical applications. For instance, it captures the scenario where some clients, initially part of the network, leave the network (deliberately or not) before the end of the data exchange session. Another example is the scenario where a subset of clients are compromised by an adversary, and accordingly their packet transmissions can be dropped in an arbitrary manner.

A. Related Work

Recently, there has been a significant interest in the cooperative data exchange problem, specifically due to the emergence of powerful techniques employing network coding [2], [3]. The cooperative data exchange problem was originally introduced in [4], where a broadcasting network was considered, and was later generalized to arbitrary networks in [5]–[8]. Originally, lower and upper bounds on the minimum required number of transmissions were established in [9], and later, randomized and deterministic solutions to the problem were presented in [1], [10] and [11]. Scenarios considering various transmission costs have been studied in [12], [13], and scenarios providing secrecy and weak security, in the presence of an eavesdropper, have been considered in [14], [15] and [16], [17], respectively.

To the best of our knowledge, the only “closed-form” solution to the cooperative data exchange problem (without unreliable clients) is given in [5], under the assumption of random packet distribution. This solution is shown to be correct with probability approaching 1 as the number of packets approaches infinity. Such a result, while asymptotic and exclusive to the random packet distribution, provides valuable theoretical insights as well as reasonable approximation that can be used for constructing practical algorithms. However, this solution is limited to the settings in which all clients are reliable. This motivates the present work which attempts to bridge the gap and investigates closed-form (exact and approximate) solutions to the cooperative data exchange problem with unreliable clients, under the random packet distribution assumption.

B. Our Contributions

For the case with an arbitrary number of unreliable clients, we compute a closed-form approximate solution in which the total number of transmissions per packet (i.e., normalized by the number of packets $K$) is within an arbitrarily small (yet non-vanishing) additive factor of the optimal solution, with probability approaching 1 as $K$ goes to infinity.

Also, for the special case with one single unreliable client, we derive a closed-form exact solution which requires, with probability approaching 1 as $K$ goes to infinity, the minimum total number of transmissions. The exact solution yields a zero additive optimality gap (to the minimum total number of transmissions) and hence is stronger than our approximate solution which yields a nonzero gap that grows linearly with $K$. The strength of this result, however, comes with its
restriction to a special case, and its generalization to settings with more than one unreliable client remains open.

II. PROBLEM SETUP AND DEFINITIONS

Consider \( N \) clients and the set \( X \) of \( K \) packets \( x_1, x_2, \ldots, x_K \). We use the short notation \([n]\) to represent the set \( \{1, \ldots, n\} \), for any integer \( n \). Each client \( i \in [N] \) holds a subset \( X_i \) of the packets in the set \( X \) (without loss of generality, we assume \( X = \bigcup_{i=1}^{N} X_i \)). We also denote \( \overline{X}_i = X \setminus X_i \), the set of packets missing at the client \( i \). We further assume that each packet is available at each client, independently from other packets and clients, with probability (w.p.) \( \alpha \). (This assumption is referred to as the random packet distribution in [5].)

We assume that \( M (0 \leq M < N) \) clients are “unreliable” and that the identity of unreliable clients is unknown. Each reliable client broadcasts over a lossless channel, while the packets broadcasted by each unreliable client are subject to arbitrary erasures. The goal of the cooperative data exchange in this setting is to achieve robust recovery that guarantees that each reliable client can recover all the packets known by the other reliable clients. We use the notion of robust recovery since universal recovery might not be achievable in our setting due to the fact that it might not be possible to obtain a packet held by unreliable clients only. It is worth noting that for the special case with no unreliable clients \((M = 0)\), the robust recovery problem becomes equivalent to the universal recovery problem.

We further assume that each packet \( x_i \) is \( P \)-divisible, where \( P = N - M - 1 \), i.e., \( x_i \) can be partitioned into \( P \) chunks of equal size (the reason for this choice of \( P \) will become clear later), and transmissions can consist of a single chunk (as opposed to an entire packet).

Let \( \{r_i\} \equiv \{r_i\} \{\{X_j\}\}, \ 1 \leq i \leq N \) be the transmission schedule for a given instance \( \{X_i\} \) of the problem at hand. (By the \( P \)-divisibility assumption, it follows that for each client \( i \), the number of its transmissions \( r_i \) is a rational number of the form \( \frac{p}{P} \), for some non-negative integer \( p \).)

The transmission schedule \( \{r_i\} \) is said to be feasible for instance \( \{X_i\} \) if there exists a coding scheme with each client \( i \) transmitting \( r_i \) coded packets that achieves robust recovery. The following definitions assume that \( \{X_i\} \) is drawn according to the random packet distribution.

**Definition 1:** The transmission schedule \( \{r_i\} \) is said to be feasible if it is feasible for a random instance \( \{X_i\} \) w.p. approaching 1 as \( K \to \infty \).

**Definition 2:** The transmission schedule \( \{r_i\} \) is said to be an exact solution if it is feasible and \( \sum_i r_i \) is equal to the minimum total number of transmissions required for robust recovery.

**Definition 3:** The transmission schedule \( \{r_i\} \) is said to be an approximate solution if it is feasible and \( \frac{1}{K} \sum_i r_i \) is within \( \epsilon \) of the ratio of the minimum total number of transmissions required for robust recovery to \( K \), for any \( \epsilon > 0 \), w.p. approaching 1 as \( K \to \infty \).

In this work, our problem is to determine a closed-form exact or approximate solution for a random instance of the robust recovery problem. Given a feasible transmission schedule, the clients can achieve robust recovery (with high probability) by employing random linear network coding (over a sufficiently large finite field), i.e., transmitting random linear combinations of their packets. (This comes from the fact that the problem of robust recovery, similar to the problem of universal recovery [5]–[7], can be reduced to a multicast network coding problem.)

III. MAIN RESULTS

For the special case with no unreliable client \((M = 0)\), it was previously shown in [5] that the optimal number of transmissions for each client can be found by solving the following Linear Program (LP):

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} r_i, \\
\text{subject to} & \quad \sum_{i \in \mathcal{N}} r_i - \left| \bigcap_{i \in \mathcal{N}} \overline{X}_i \right| \geq 0, \quad \forall \emptyset \subseteq \mathcal{N} \subseteq [N],
\end{align*}
\]

where \( \mathcal{N} = [N] \setminus \mathcal{M} \).

Now, consider the case with \( M \) unreliable clients. Since the set of unreliable clients \( \mathcal{I} \) is not known a priori, the robust recovery is achievable so long as for every \( \mathcal{I} \subseteq [N], |\mathcal{I}| = M \), each client \( i \in [N] \setminus \mathcal{I} \) can recover all the packets held by the other clients \( j \in [N] \setminus \mathcal{I} \). In the case without unreliable clients, the set of packets each client \( i \) requires, \( \overline{X}_i \), is the collection of the packets available at the other clients (but not available at client \( i \)), i.e.,

\[
\overline{X}_i = X \setminus X_i.
\]

However, in the presence of unreliable clients, the set of packets each reliable client \( i \notin \mathcal{I} \) requires, denoted by \( \overline{X}_i, \mathcal{I} \), is the collection of the packets each of which is available at some other reliable client (but not available at client \( i \)), i.e.,

\[
\overline{X}_i, \mathcal{I} = \bigcup_{j \in [N] \setminus \mathcal{I}} X_j \setminus X_i.
\]

Thus, we need to revise the set of constraints in (I) so as to take into account (i) every possible set of unreliable clients and (ii) the set of packets each reliable client requires for any possible subset of unreliable clients. The following theorem is a straightforward generalization of LP (I) for the case with \( M \) unreliable clients, and appears without proof.

**Theorem 1 (Robust Recovery):** The minimum total number of transmissions required for robust recovery is the optimal value of the following LP:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} r_i, \\
\text{subject to} & \quad \sum_{i \in \mathcal{N}} r_i - \max_{|\mathcal{I}| = M} \left| \bigcap_{i \in \mathcal{I}} \overline{X}_i, \mathcal{I} \right| \geq 0, \quad \forall \mathcal{N} \subseteq [N]: 1 \leq |\mathcal{N}| \leq P,
\end{align*}
\]

where \( N \) is the number of clients, \( M \) is the number of unreliable clients.
Our goal is to solve LP (4). It is noteworthy that LP (1), which is a special case of LP (4) when $M = 0$, was previously given a closed-form exact solution in [5]:

**Theorem 2:** [5, Theorem 4] \{\tilde{r}_i\} is an exact solution to LP (1):

\[
\tilde{r}_i = \sum_{j=1}^{N} \frac{1}{N-1} |X_i| - |X_j|, \quad 1 \leq i \leq N.
\]

The following summarizes (into three steps) the technique which was previously used to solve LP (1):

(i) Choose the set of $N$ constraints in (1) corresponding to the $N$ subsets $\mathcal{N} \subset \{\mathcal{N}: |\mathcal{N}| = N-1\}$.

(ii) Solve the system of $N$ linear equations corresponding to the $N$ constraints of step (i) for the $N$ unknowns \{\hat{r}_i\} (where the inequalities are replaced with equality).

(iii) Show the feasibility and optimality of the solution of step (ii) with respect to the rest of the constraints in (1).

Now, a natural question is whether we can use such a deceptively simple, yet remarkably powerful, technique to solve LP (4). The answer is positive, yet as we will show later the two steps (i) and (iii) require a significant amount of non-trivial modifications to become applicable to our problem.

The complication comes from the fact that in our case, as opposed to the case with no unreliable clients, a “proper” choice of constraints in the step (i), yielding a solution in the step (ii) which is satisfactory with respect to the requirements in the step (iii), is not obvious. Also, it is not clear whether in our case such a proper choice of the constraints always exists. The following theorems summarize our main results.

For the ease of exposition, we define

\[
k_j = \max_i |\overline{X}_i,\overline{N}(\{i\})|, \quad 1 \leq j \leq N - M,
\]

where the maximization is over all $i \in \overline{N}$ and all $\{\mathcal{N} \subset [N]: |\mathcal{N}| = P, \{n\}_{i \leq n < j} \in \mathcal{N}\}$, and

\[
k_{i,j} = |\overline{X}_i,\overline{N}(\{j\})|, \quad 1 \leq i \neq j \leq N.
\]

**Theorem 3 (Approximate Solution):** Assume that the clients are re-labeled such that $k_i \geq k_j$, $1 \leq i < j \leq N$ \footnote{According to [3], it is easy to see that such a re-labeling always exists.}. Let $Q \geq 1$ and $0 \leq R \leq 1$ be some integers such that $N = (M+1)(Q+1) - R$. Then, \{\hat{r}_i\} is an approximate solution to LP (4):

\[
\hat{r}_i = \begin{cases} 
\hat{r} - k_i, & 1 \leq i \leq Q, \\
\hat{r} - k_{Q+1}, & Q < i \leq N,
\end{cases}
\]

where

\[
\hat{r} = \frac{Q}{P} \sum_{i=1}^{Q} k_i + \frac{P - Q + 1}{P} k_{Q+1}.
\]

Moreover,

\[
\sum_{i=1}^{N} \hat{r}_i = \sum_{i=1}^{Q} \left( \frac{N - P}{P} k_i + \frac{N + Q(P - N)}{P} \right) k_{Q+1}.
\]

**Proof:** The proof is given in Section [IV-B].

**Theorem 4 (Exact Solution):** Assume that the clients are re-labeled such that $k_{i,j} \geq k_{j,i}$, $1 \leq i < j \leq N$ \footnote{The re-labeling procedure is as follows: for each $n$, starting from 1 and ending at $N - 1$, switch the labels of clients $n$ and $n + 1$ if and only if $k_{n,n+1} < k_{n+1,n}$. The proof is straightforward and follows from the fact that for any $i,j,l$, if $k_{i,j} \geq k_{j,i}$ and $k_{j,l} \geq k_{l,j}$, then $k_{i,l} \geq k_{l,i}$.}. Let $Q \geq 1$ and $0 \leq R \leq 1$ be some integers such that $N = 2(Q+1) - R$. Then, \{\tilde{r}_i\} is an exact solution to LP (4) when $M = 1$:

\[
\tilde{r}_i = \begin{cases} 
\tilde{r} - k_{i,N} - k_{1,N-Q}, & 1 \leq i \leq N - Q, \\
\tilde{r} - k_{N-Q,N} - k_{1,i}, & N - Q < i \leq N,
\end{cases}
\]

where

\[
\tilde{r} = \frac{1}{P} \sum_{i=1}^{N - Q - 1} k_{i,N} + \frac{Q}{P} k_{N-Q,N} + \frac{1}{P} \sum_{i=Q+1}^{N - Q} k_{i,1} + \frac{N - Q - 1}{P} k_{1,N-Q}.
\]

Moreover,

\[
\sum_{i=1}^{N} \tilde{r}_i = 2 - \frac{P}{k_{1,N}} + \frac{N - Q - 1}{P} \sum_{i=2}^{Q} k_{i,N} + \frac{R}{P} k_{N-Q,N} + \frac{2}{P} \sum_{i=Q+1}^{N - Q} k_{1,i} + \frac{2 - R}{P} k_{1,N-Q}.
\]

**Proof:** The proof is given in Section [IV-C].

**IV. PROOFS**

In this section, we give the proofs of theorems [3] and [4] before giving the proofs, for the ease of exposition we state a few definitions. Consider a generic LP as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} r_i, \\
\text{s.t.} & \quad \sum_{i \in \mathcal{N}} r_i \geq f(\{X_i\};\mathcal{N}), \quad \forall \emptyset \subseteq \mathcal{N} \subseteq [N],
\end{align*}
\]

where $f(\{X_i\};\mathcal{N})$ is an arbitrary function of $\{X_i\}$ and $\mathcal{N}$. The following definitions are with respect to LP (13):

**Definition 4:** A sequence $\{r_i\}$ is said to be feasible if it satisfies the constraints for a random instance $\{X_i\}$ w.p. approaching 1 as $K \to \infty$.

**Definition 5:** A sequence $\{r_i\}$ is said to be optimal if $\sum_i r_i$ is equal to the optimal value. Moreover, $\{r_i\}$ is said to be a solution if it is feasible and optimal.

**Definition 6:** A sequence $\{r_i\}$ is said to be near-optimal if $\frac{1}{K} \sum_i r_i$ is within $\varepsilon$ of the optimal value normalized by $K$, for any $\varepsilon > 0$, w.p. approaching 1 as $K \to \infty$. Moreover, $\{r_i\}$ is said to be an approximate solution if it is feasible and near-optimal.
A. Proof of Theorem 3

Consider a reduced version of LP (4) as follows:

\[ \begin{aligned} & \text{minimize} \quad \sum_{i=1}^{N} r_i, \quad (14) \\
& \text{s.t.} \quad \sum_{i \in \mathcal{N}} r_i \geq \max_{i \in \mathcal{N}} \left| \mathcal{X}_i \mathcal{N} \setminus \{i\} \right|, \quad \forall \{\mathcal{N} : |\mathcal{N}| = P\}. \end{aligned} \]

(From now on, we adopt the notation \( \mathcal{N} \) to represent an arbitrary subset of \( [N] \), unless otherwise stated.)

For arbitrary \( M \), no closed-form solution to LP (14) is known. (However, we will give a closed-form solution to LP (14) later for the case of \( M = 1 \).) We, instead, give a closed-form solution to LP (15), which we will construct by over-constraining LP (14). Next, we show that our solution to LP (15) is an approximate solution to LP (14), and subsequently, LP (4), which was to be solved ultimately.

We construct LP (15) by replacing \( \max_{i \in \mathcal{N}} \left| \mathcal{X}_i \mathcal{N} \setminus \{i\} \right| \) with \( k_j \) (given by (5)) in LP (14):

\[ \begin{aligned} & \text{minimize} \quad \sum_{i=1}^{N} r_i, \quad (15) \\
& \text{s.t.} \quad \sum_{i \in \mathcal{N}} r_i \geq k_j, \quad \forall 1 \leq j \leq N - M, \\
& \quad \forall \{\mathcal{N} \subset [N] \setminus \{j\} : |\mathcal{N}| = P, \{i\}_{1 \leq i < j} \in \mathcal{N}\}. \end{aligned} \]

(By (5), \( k_j \geq \max_{i \in \mathcal{N}} \left| \mathcal{X}_i \mathcal{N} \setminus \{i\} \right| \), for all \( \{\mathcal{N} : |\mathcal{N}| = P, \{i\}_{1 \leq i < j} \in \mathcal{N}\} \).

**Lemma 1:** \( \{\tilde{r}_i\} \) is an exact solution to LP (15).

**Proof:** We prove the feasibility and the optimality of \( \{\tilde{r}_i\} \) to LP (15) in lemmas 5 and 4 respectively. \( \square \)

The following lemma is useful in the proof of Lemma 5.

**Lemma 2:** \( \tilde{r}_1 \leq \tilde{r}_2 \leq \ldots \leq \tilde{r}_Q \leq \tilde{r}_{Q+1} = \cdots = \tilde{r}_N. \)

**Proof:** By the assumption,

\[ k_1 \geq k_2 \geq \ldots \geq k_{N-M}. \]  \( (16) \)

By definition, \( \tilde{r}_i = \tilde{r}_{i+1}, \quad Q < i < N. \) Thus, it remains to show \( \tilde{r}_1 - \tilde{r}_{i+1} \leq 0, \quad 1 \leq i \leq Q. \) By combining (7) and (8) along with (15), \( \tilde{r}_1 - \tilde{r}_{i+1} = k_{i+1} - k_i \leq 0, \quad 1 \leq i \leq Q. \) \( \square \)

**Lemma 3:** \( \{\tilde{r}_i\} \) is feasible with respect to LP (15).

**Proof:** To prove the lemma it suffices (and we verify the sufficiency shortly) to show that \( \{\tilde{r}_i\} \) meets the inequalities:

\[ \sum_{i=1}^{Q} r_i - r_j + (P - Q + 1)r_{Q+1} \geq k_j, \quad \forall 1 \leq j \leq Q, \]  \( (17) \)

and

\[ \sum_{i=1}^{Q} r_i + (P - Q)r_{Q+1} \geq k_j, \quad \forall Q < j \leq N - M. \]  \( (18) \)

For every \( 1 \leq j \leq Q, \) the left-hand side (LHS) of the corresponding inequality in (17) is the smallest in comparison with that of the rest of the corresponding inequalities in (15). This comes from the fact that in comparison with the LHS of the inequalities in (15), the LHS of the inequalities in (17) has the minimum number \((P - Q + 1)\) of the larger terms \( \tilde{r}_i, \quad i > Q, \) or equivalently, the maximum number \((Q - 1)\) of the (smaller) terms \( \tilde{r}_i, \quad i \leq Q \) (by Lemma 2).

Thus if the inequalities in (17) hold true for \( \{\tilde{r}_i\} \), then the rest of the inequalities in (15) obviously hold true. The LHS of the inequalities in (15) are identical for every \( Q < j \leq N - M, \) and every such inequality holds true so long as the inequality with the largest right-hand side (RHS) \((k_{Q+1})\) holds true. (By (16), \( k_{Q+1} \geq \ldots \geq k_{N-M} \)). Thus, we can replace all the inequalities in (18) with one inequality:

\[ \sum_{i=1}^{Q} r_i + (P - Q)r_{Q+1} \geq k_{Q+1}. \]  \( (19) \)

The rest of the proof is straightforward (and hence not included due to the lack of space) by showing that \( \{\tilde{r}_i\} \) satisfies all the inequalities in (17) and (19) with equality. \( \square \)

**Lemma 4:** \( \{\tilde{r}_i\} \) is optimal with respect to LP (15).

**Proof:** Consider the dual of LP (15):

\[ \begin{aligned} & \text{maximize} \quad \sum_{j \in \mathcal{N}} \sum_{i \in \mathcal{N}} k_j s_{\mathcal{N}} \mathbf{1}_{\{i \in \mathcal{N}\}} = 1, \quad \forall 1 \leq i \leq N. \\
& \text{s.t.} \quad \sum_{j \in \mathcal{N}} s_{\mathcal{N}} \mathbf{1}_{\{i \in \mathcal{N}\}} \leq 1, \quad \forall 1 \leq i \leq N, \\
& \quad \forall \{\mathcal{N} \subset [N] \setminus \{j\} : |\mathcal{N}| = P, \{i\}_{1 \leq i < j} \in \mathcal{N}\}, \\
& \quad \forall 1 \leq j \leq N - M, \\
& \quad \{s_N \geq 0\}. \end{aligned} \]

(We notice that \( \mathcal{N} \) depends on \( j \), yet we use the same notation \( \mathcal{N} \), instead of \( \mathcal{N}_j \), for the ease of exposition.)

We show that the duality gap with regards to LP (15) and LP (20) is zero. To be more specific, we prove, by construction, there always exists a set \( \mathcal{S} \) of \( N \) subsets \( \mathcal{N} \) such that \( \{s_N\} \) is feasible to LP (20) so long as \( s_N = \mathbf{1}_\mathcal{S} \), for every \( \mathcal{N} \in \mathcal{S} \), and \( s_N = 0 \), for every \( \mathcal{N} \notin \mathcal{S} \). By the structure of our construction process, \( \{\mathcal{S}\} \) (1 \leq i \leq N) belongs to \( P \) subsets \( \mathcal{N} \in \mathcal{S} \).

\[ \sum_{j \in \mathcal{S}} k_j s_{\mathcal{N}} \mathbf{1}_{\{i \in \mathcal{N}\}} = 1, \quad \forall 1 \leq i \leq N. \]  \( (20) \)

(Every inequality in (20) holds with equality.) Moreover, our choice of \( \mathcal{S} \) has a partition \( \{\mathcal{S}(1), \ldots, \mathcal{S}(Q+1)\} \) such that (i) \( |\mathcal{S}(j)| = M + 1, 1 \leq j \leq Q, \) and \( |\mathcal{S}(Q+1)| = M - R + 1, \) and (ii) \( \mathcal{S}(j) \notin \mathcal{S}(j) \) and \( \{i\}_{1 \leq i < j} \in \mathcal{N}, \) for every \( \mathcal{N} \in \mathcal{S}(j), \) \( 1 \leq j \leq Q + 1. \) By (i) and (ii), it is obvious that

\[ \begin{aligned} & \sum_{j \in \mathcal{S}} k_j s_{\mathcal{N}} = \sum_{j=1}^{Q} \frac{M+1}{P} k_j + \frac{M - R + 1}{P} k_{Q+1}. \end{aligned} \]

By comparing (9) and (21), it follows that the optimal values of the (primal) LP (15) and (its dual) LP (20) are equal:

\[ \sum_{i=1}^{N} \tilde{r}_i = \sum_{i=1}^{N} \sum_{j \in \mathcal{N}} k_j s_{\mathcal{N}} \]  \( (22) \)
By the structure of the construction, it is not hard to see the process (when no subset is chosen)

\[ Q < i \]

(Thus, by construction, both properties (i) and (ii) hold so long as \( i \) is the number of subsets \( N \subseteq S \) such that \( (j) \in N \)). Let \( n_{i}^{(m)} \) be \( n_{i} \) when \( m \) subsets are chosen. By the structure of the construction, it is not hard to see at each step \( m \) of the selection of one new subset for every \( Q < i \leq N \), either \( n_{i} \) increases by one or it does not change. (Thus, \( 0 \leq n_{i}^{(m)} - n_{i}^{(m-1)} \leq 1 \)). Since at the beginning of the process (when no subset is chosen) \( n_{i}^{(0)} = 0 \), for every \( i \), \( n_{i}^{(m)} \), for every \( 1 \leq m \leq N \), is either \( n \) or \( n-1 \), for some \( 1 \leq n \leq m \). It suffices to show that \( n_{i}^{(N)} = P \), for every \( Q < i \leq N \). Let

\[
I(m, n) = \{ Q < i \leq N : n_{i}^{(m)} = n \}. 
\]

(Thus, \( \{ Q < i \leq N : n_{i}^{(m)} = n - 1 \} = N - Q - I(m, n) \). It is easy to see that \( I(N, P) = N - Q \) (i.e., \( N - Q - I(N, P) = 0 \)). By analyzing the construction process step by step, it can be shown that

\[
I(m, n) = mP + (P + 1) - (n - 1)(N - Q) + \xi(m), 
\]

where

\[
\xi(m) = \begin{cases} 0, & 1 \leq m \leq (M + 1)Q, \\ (M + 1)Q - m, & (M + 1)Q < m \leq N. 
\end{cases}
\]

It is easy to verify \( I(N, P) = N - Q \), and thus, for every \( Q < i \leq N, n_{i}^{(N)} = P \). This completes the proof.

The following result follows from the random packet distribution assumption (by the application of the law of large numbers), and is useful in the proof of Lemma 6.

**Lemma 5:** For every \( N \subseteq [N], |N| = V \) (\( 0 < V < N - M \)), and \( I \subseteq [N], |I| = M \) (\( 0 \leq M < N \)), for every \( \epsilon > 0 \), w.p. approaching 1 as \( K \to \infty \), we have

\[
\frac{1}{K} \sum_{i \in I} \mathbb{X}_{i, I} - Z_{i, V} < \epsilon, 
\]

where

\[
Z_{i, V} = \frac{(1 - \alpha)^{-M - \alpha} - (1 - \alpha)^{-M}}{(1 - \alpha)^{-N} - 1}. 
\]

**Proof:** By (3), it can be easily shown that

\[
\mathbb{X}_{i, I} = \mathbb{X}_{i} \setminus \left( \bigcup_{j \in I} \mathbb{X}_{j} \right), \quad \forall I \subseteq [N], |I| = M. 
\]

and further,

\[
\left| \bigcap_{i \in I} \mathbb{X}_{i} \right| = \left| \bigcap_{i \in I} \mathbb{X}_{i} \right| - \left| \bigcap_{i \in I} \mathbb{X}_{i} \right|, 
\]

where \( I = [N] \setminus I \). For every \( x_{n} \in X \),

\[
\Pr \left\{ x_{n} \in \bigcap_{i \in I} \mathbb{X}_{i} \right\} = \frac{(1 - \alpha)^{-M - \alpha} - (1 - \alpha)^{-M}}{(1 - \alpha)^{-N} - 1}, 
\]

The following hold true for any \( \epsilon > 0 \), w.p. approaching 1 as \( K \to \infty \). By the law of large numbers,

\[
\frac{1}{K} \left| \bigcap_{i \in I} \mathbb{X}_{i} \right| - \frac{(1 - \alpha)^{-M - \alpha} - (1 - \alpha)^{-M}}{(1 - \alpha)^{-N} - 1} < \frac{\epsilon}{2}, 
\]

and

\[
\frac{1}{K} \left| \bigcup_{i \in I} \mathbb{X}_{i} \right| - \frac{(1 - \alpha)^{-M - \alpha} - (1 - \alpha)^{-M}}{(1 - \alpha)^{-N} - 1} < \frac{\epsilon}{2}. 
\]

Thus, combining (25) and (26) together with (24).

**Lemma 6:** \( \{ \tilde{r}_{i} \} \) is an approximate solution to LP (14) and LP (4).

**Proof:** Since the objective functions in LP (14) and LP (4) are identical, and the constraints in LP (14) are a subset of the constraints in LP (4), the following observations are straightforward: (i) if \( \{ \tilde{r}_{i} \} \) is feasible to LP (4), then it is feasible to LP (14), and (ii) if \( \{ \tilde{r}_{i} \} \) is near-optimal to LP (14), then it is near-optimal to LP (4). Thus, it suffices to show \( \{ \tilde{r}_{i} \} \) is feasible to LP (4) (Lemma 7) and near-optimal to LP (14) (Lemma 8).

**Lemma 7:** \( \{ \tilde{r}_{i} \} \) is feasible with respect to LP (4).

**Proof:** The feasibility follows immediately so long as \( \{ \tilde{r}_{i} \} \) meets the inequalities:

\[
\frac{1}{K} \sum_{i \in N} r_{i} \geq \max_{I \subseteq [N], |I| = M} \frac{1}{K} \left| \bigcap_{i \in I} \mathbb{X}_{i} \right|, \forall \{ N : 1 \leq |N| \leq P \}. 
\]
By Lemma $\text{(2)}$

$$\sum_{i \in \mathcal{N}} \tilde{r}_i \geq \sum_{i=1}^{V} \tilde{r}_i, \ \forall \mathcal{N} : |\mathcal{N}| = V.$$ \hspace{1cm} (32)

Thus, it suffices to show

$$\sum_{i=1}^{V} \tilde{r}_i \geq \max_{\mathcal{I} \subseteq \mathcal{N}, |\mathcal{I}| = M} \left( \bigcap_{i \in \mathcal{I} \setminus \mathcal{J}} X_{i,\mathcal{J}} \right), \ \forall 1 \leq V \leq P.$$ \hspace{1cm} (33)

The following is true (by the result of Lemma $\text{(5)}$ w.p. approaching $1$ as $K \to \infty$. For any $\epsilon > 0$,

$$\max_{\mathcal{I} \subseteq \mathcal{N}, |\mathcal{I}| = M} \frac{1}{K} \left( \bigcap_{i \in \mathcal{N} \setminus \mathcal{I}} X_{i,\mathcal{I}} \right) - Z_{M,V} < \epsilon, \ \forall \mathcal{N} : |\mathcal{N}| = V.$$ \hspace{1cm} (34)

Thus, we need to show

$$\frac{1}{K} \sum_{i=1}^{V} \tilde{r}_i > Z_{M,V} + \epsilon, \ \forall 1 \leq V \leq P \text{ w.p. approaching 1 as } K \to \infty.$$ \hspace{1cm} (35)

We consider two cases: (i) $V > Q$ and (ii) $V \leq Q$. In Case (i),

$$\sum_{i=1}^{V} \tilde{r}_i = \sum_{j=1}^{Q} j \left( \frac{V - P}{P} \right) + \sum_{j=V+1}^{Q} j \left( \frac{V + Q(P - V)}{P} \right) + k_{Q+1} \left( \frac{V + Q(P - V)}{P} \right),$$ \hspace{1cm} (36)

and in Case (ii),

$$\sum_{i=1}^{V} \tilde{r}_i = \sum_{j=1}^{Q} j \left( \frac{V - P}{P} \right) + \sum_{j=V+1}^{Q} j \left( \frac{V + Q(P - V)}{P} \right) + k_{Q+1} \left( \frac{V + Q(P - V)}{P} \right).$$ \hspace{1cm} (37)

It is easy to see $\varphi(1) = 0$ and $\varphi(\alpha) \to \frac{1}{2}$ as $\alpha \to 0$. By definition, $\frac{1}{2} \leq 1$. Thus, (33) holds so long as $\varphi(\alpha) < 0$, for every $0 < \alpha < 1$, where $\varphi(\alpha)$ is the derivative of the function $\varphi(\alpha)$ with respect to $\alpha$ (i.e., $\varphi(\alpha)$ is decreasing, bounded from above by $\frac{1}{2}$). It is easy to see $\varphi(\alpha) < 0$ so long as

$$\frac{1}{V} - \frac{1}{P} > \frac{(1 - \alpha)^V}{V} - \frac{(1 - \alpha)^P}{P}.$$ \hspace{1cm} (38)

Since

$$\frac{1}{n} > \frac{(1 - \alpha)^n}{n + 1},$$

for every $n > 0$ and every $0 < \alpha < 1$, (34) holds so long as

$$\frac{1}{n} - \frac{1}{n + 1} > \frac{(1 - \alpha)^n}{n} - \frac{(1 - \alpha)^{n+1}}{n + 1},$$

or equivalently,

$$\frac{1 - (1 - \alpha)^n}{1 - (1 - \alpha)^{n+1}} > \frac{n}{n + 1}.$$ \hspace{1cm} (39)

for every $n > 0$ and every $0 < \alpha < 1$. Let

$$\gamma(\alpha) = \frac{1 - (1 - \alpha)^n}{1 - (1 - \alpha)^{n+1}}.$$ \hspace{1cm} (40)

Since $\gamma(1) = 1$ and $\gamma(\alpha) \to \frac{n}{n + 1}$, as $\alpha \to 0$, (35) holds so long as $\gamma(\alpha) > 0$, for every $\alpha$ (i.e., $\gamma(\alpha)$ is increasing, bounded from above by $\frac{n}{n + 1}$). It is easy to see $\gamma(\alpha) > 0$ so long as $\sum_{m=1}^{n}(1 - \alpha)^m < n$, which obviously holds true for every $0 < \alpha < 1$.

Let $\{\tilde{r}_i\}$ be the near-optimal value of LP $\text{(14)}$. By the definition of the near-optimality, we require to show

$$\frac{1}{K} \sum_{i=1}^{V} \tilde{r}_i \leq \frac{1}{n} r_K^* + \epsilon,$$ \hspace{1cm} (41)

for any $\epsilon > 0$. To do so, we use the set $\mathcal{S} = \{S^{(1)}, \ldots, S^{(Q+1)}\}$ which we previously constructed in the proof of Lemma $\text{(3)}$ and set $\mathcal{N} = \frac{1}{P}$, for every $\mathcal{N} \in \mathcal{S}$, and $\mathcal{N}_* = 0$, for every $\mathcal{N} \notin \mathcal{S}$. Since LP $\text{(36)}$ and LP $\text{(20)}$ have identical constraints, $\{\mathcal{S}_{\mathcal{N}}\}$, which was shown to be feasible with respect to LP $\text{(20)}$, is feasible with respect to LP $\text{(36)}$. Thus, by the duality principle,

$$r_K^* \geq \sum_{\mathcal{N} \in \mathcal{S}} \max_{i \in \mathcal{N}} \left| X_{i,\mathcal{N}} \right| \mathcal{S}_{\mathcal{N}}.$$ \hspace{1cm} (42)

where

$$\mathcal{S}_{\mathcal{N}} = \frac{(1 - \alpha)^P - (1 - \alpha)^P}{1 - (1 - \alpha)^P}.$$ \hspace{1cm} (43)
The following results hold w.p. approaching 1 as \( K \to \infty \) (by the results of Lemma 5). For any \( \{\epsilon_j > 0\} \) and every \( N \in \mathcal{S}^{(j)} \),
\[
\frac{1}{K} \max_{i \in N} \left| \sum_{i=1}^N \epsilon_i \right| > Z_{M,P} - \frac{\epsilon_j}{2}, \quad \forall 1 \leq j \leq Q + 1. \quad (39)
\]

Since \( |\mathcal{S}^{(j)}| = M + 1, 1 \leq j \leq Q, \) and \( |\mathcal{S}^{(Q+1)}| = M - R + 1 \), combining (38) and (39) we can write
\[
\frac{1}{K} \sum_{i \in N} \max_{i \in N} \left| \sum_{i=1}^N \epsilon_i \right| \geq N > \frac{N}{P} Z_{M,P} - \sum_{j=1}^Q \left( \frac{M+1}{P} \right) \epsilon_j
\]
\[-\left( \frac{M - R + 1}{P} \right) \epsilon_{Q+1} \]
\[\geq \frac{N}{P} Z_{M,P} + \left( \frac{N}{P} \right) \epsilon_{Q+1} \]
\[\geq \frac{N}{P} Z_{M,P} - \frac{\epsilon_j}{2}, \quad \forall 1 \leq j \leq Q + 1. \quad (40)
\]

Similarly,
\[
\frac{k_i}{K} < Z_{M,P} + \frac{\epsilon_j}{2}, \quad \forall 1 \leq j \leq Q + 1. \quad (41)
\]

By combining (41) together with (9), we get
\[
\frac{1}{K} \sum_{i=1}^N k_i < \frac{N}{P} Z_{M,P} + \sum_{j=1}^Q \left( \frac{N}{P} \right) \epsilon_j
\]+ \left( \frac{N + Q(P - N)}{P} \right) \epsilon_{Q+1} \quad (42)

By combining (42) and (40) together with (38), one can see (37) holds so long as
\[
\epsilon > \sum_{j=1}^Q \left( \frac{M+1}{P} \right) \epsilon_j + \left( \frac{M - R + 1}{P} \right) \epsilon_{Q+1}. \quad (43)
\]

The RHS of (43) can be made arbitrarily close to 0, and this completes the proof.

**B. Proof of Theorem 4**
LP (14) can be rewritten as (when \( M = 1 \)):

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^N r_i, \\
\text{s.t.} & \quad \sum_{i \in N_m,n} r_i \geq k_{m,n}, \quad \forall 1 \leq m < n \leq N,
\end{align*}
\]

where \( k_{m,n} \) is given by (9), and \( N_m,n = [N] \setminus \{m,n\} \).

The following two lemmas are useful in the proof of the theorem. (The proofs are straightforward and hence omitted).

**Lemma 9:** For every \( 1 \leq m_1, m_2, n_1, n_2 \leq N \),
\[
k_{m_1,n_1} - k_{m_2,n_2} = k_{m_2,n_1} - k_{m_1,n_2}, \quad (45)
\]
so long as \( \{m_1, m_2\} \cap \{n_1, n_2\} = \emptyset \).

**Lemma 10:** For every \( 1 \leq n < m_1 \leq m_2 \leq N \),
\[
k_{m_1,n} - k_{m_2,n} \geq k_{m_1,m_2} - k_{m_1,n} - k_{m_2,n}. \quad (46)
\]

For every \( 1 \leq m < n \leq N \), let \( \lambda_{m,n} \) be defined as
\[
\lambda_{m,n} = \begin{cases} 
    k_{m,N} - k_{m_1,N} + k_{n,N} - k_{n,N}, & m < n \leq N - Q, \\
    k_{n,N} - k_{n,N} + k_{m,N} - k_{m_1,N}, & m \leq N - Q < n, \\
    k_{m_1,N} - k_{m_1,N} + k_{n,N} - k_{n,N}, & N - Q < m < n.
\end{cases}
\]

By applying the results of lemmas 9 and 10 the following result can then be shown. (The proof is omitted due to the lack of space.)

**Lemma 11:** For every \( 1 \leq m < n \leq N \),
\[
\lambda_{m,n} \geq k_{m,n}. \quad (47)
\]

We now construct LP (48) (by over-constraining LP (44)):

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^N r_i, \\
\text{s.t.} & \quad \sum_{i \in N_m,n} r_i \geq \lambda_{m,n}, \quad \forall 1 \leq m < n \leq N.
\end{align*}
\]

(By the result of Lemma 11 it is easy to see the constraints in (48) are stronger than those in (44).)

We now prove the theorem in two steps: (i) we show \( \{\tilde{r}_i\} \) gives an exact solution to LP (48), and (ii) we show \( \{\tilde{r}_i\} \) is an exact solution to LP (43) and LP (4).

**Lemma 12:** \( \{\tilde{r}_i\} \) is an exact solution to LP (48).

**Proof:** We prove the feasibility and the optimality of \( \{\tilde{r}_i\} \) to LP (48) in lemmas 13 and 14 respectively.

**Lemma 13:** \( \{\tilde{r}_i\} \) is feasible with respect to LP (48).

**Proof:** Since \( \lambda_{j,N} = k_{j,N} (1 \leq j \leq N - Q) \) and \( \lambda_{1,j} = k_{1,j} (N - Q \leq j < N) \), by (47) it is not hard to see that \( \{\tilde{r}_i\} \) meets (with equality) every inequality in LP (48) so long as \( \tilde{r}_i \) meets (with equality) the \( N \) inequalities:
\[
\sum_{i \in N_{j,N}} r_i \geq \lambda_{j,N}, \quad \forall 1 \leq j \leq N - Q,
\]
\[
\sum_{i \in N_{j,1}} r_i \geq \lambda_{1,j}, \quad \forall N - Q \leq j < N.
\]

Furthermore, the proof of the latter is straightforward (and hence omitted).

**Lemma 14:** \( \{\tilde{r}_i\} \) is optimal with respect to LP (48).

**Proof:** The dual of LP (48) is given by

\[
\begin{align*}
\text{maximize} & \quad \sum_{m,n} \lambda_{m,n} s_{N,m,n}, \\
\text{s.t.} & \quad \sum_{i \in N_m,n} s_{N,m,n} \mathbb{1}_{\{i \notin \{m,n\}\}} \leq 1, \quad \forall 1 \leq i \leq N \\
& \quad \forall 1 \leq m < n \leq N, \\
& \quad \forall 1 \leq m < n \leq N, \\
& \quad (s_{N,m,n} \geq 0).
\end{align*}
\]

Similar to the proof of Lemma 4 we construct the set \( \mathcal{S} = \{\mathcal{S}^{(1)}, \ldots, \mathcal{S}^{(Q+1)}\} \) of \( N \) subsets \( N_m,n \) such that \( \{s_{N,m,n}\} \) is feasible to LP (49), where \( s_{N_m,n} = \frac{1}{P} \), for every \( N_m,n \in \mathcal{S} \), and \( s_{N_m,n} = 0 \), for every \( N_m,n \notin \mathcal{S} \). Considering four cases (depending on \( Q \) and \( R \)), we construct the partitions \( \{\mathcal{S}^{(j)}\} \):

(i) \( Q \) odd, \( R = 0 \): \( \mathcal{S}^{(j)} = \{N_{2j-1,N-j+1}, N_{2j,N-j+1}\} \)
\[
1 \leq j \leq \frac{Q+1}{2}, \quad \text{and} \quad \mathcal{S}^{(j)} = \{N_{2j-2,N-j+1}, N_{2j-1,N-j+1}\}, \quad \frac{Q+1}{2} < j \leq Q + 1.
\]

(ii) \( Q \) odd, \( R = 1 \): \( \mathcal{S}^{(j)} = \{N_{2j-1,N-j+1}, N_{2j,N-j+1}\} \)
\[
1 \leq j \leq \frac{Q+1}{2}, \quad \text{and} \quad \mathcal{S}^{(j)} = \{N_{2j-2,N-j+1}, N_{2j-1,N-j+1}\}, \quad \frac{Q+1}{2} < j \leq Q, \quad \text{and} \quad \mathcal{S}^{(Q+1)} = \{N_{Q,N-Q}\}.
\]

(iii) \( Q \) even, \( R = 0 \): \( \mathcal{S}^{(j)} = \{N_{2j-1,N-j+1}, N_{2j,N-j+1}\} \)
\[
1 \leq j \leq \frac{Q}{2}, \quad \text{and} \quad \mathcal{S}^{(j)} = \{N_{Q+1,N-Q}, N_{N-Q}\}.
\]
and \( S^{(j)} = \{ N_{2j-Q-2,N-j}, N_{2j-Q-1,N-j} \} \), \( Q + 1 < j \leq Q + 1 \).
(iv) \( Q \) even, \( R = 1 \): \( S^{(j)} = \{ N_{2j-1,N-j+1}, N_{2j,N-j+1} \} \), \( 1 \leq j \leq \frac{Q}{2} \), and \( S^{(2Q+1)} = \{ N_{Q+1,N-\frac{Q}{2}}, N_{1,N-\frac{Q}{2}} \} \), and \( S^{(j)} = \{ N_{2j-2,N-j}, N_{2j-1,N-j} \} \), \( Q + 1 < j \leq Q \), and \( S^{Q(2Q+1)} = \{ N_{Q,N-Q} \} \).

In each case (i)–(iv), it is easy to see \( \{ i \} \), \( 1 \leq i \leq N \), belongs to \( P \) subsets \( N_{m,n} \in S \). Thus,
\[
\sum_{m,n} s_{N_{m,n}} \mathbf{1}_{\{ i \notin \{ m,n \} \}} = 1, \forall 1 \leq i \leq N.
\]

This confirms the feasibility of \( \{ s_{N_{m,n}} \} \). Then, by the duality principle, it suffices to show that
\[
\sum_{i=1}^{N} \tilde{r}_i = \sum_{m,n} \lambda_{m,n} s_{N_{m,n}}.
\]

We only give the proof for the case (i) here (and the proofs for the other cases are similar). In the case (i), by our choice of \( S \), \( \sum_{m,n} \lambda_{m,n} s_{N_{m,n}} \) equals to
\[
\sum_{j=1}^{Q+1} \frac{1}{P} (\lambda_{2j-1,N-j+1} + \lambda_{2j,N-j+1}) + \sum_{j=Q+2}^{2Q+1} \frac{1}{P} (\lambda_{2j-Q-2,N-j+1} + \lambda_{2j-Q-1,N-j+1})
\]

which equals to \( \sum_{i=1}^{N} \tilde{r}_i \), since in the case (i) \( R = 0 \) (by assumption) and thus \( 1 \leq N - Q - 1 = Q + 1 \) and \( P = 2Q \).

**Lemma 15:** \( \{ \tilde{r}_i \} \) is an exact solution to LP (4) and LP (4).

**Proof:** By a similar argument as in the proof of Lemma 6 it suffices to show the feasibility and optimality of \( \{ \tilde{r}_i \} \) with respect to LP (4) (Lemma 16) and LP (4) (Lemma 17), respectively.

**Lemma 16:** \( \{ \tilde{r}_i \} \) is feasible with respect to LP (4).

**Proof:** We assume \( K \rightarrow \infty \), and the results of Lemma 5 hold w.p. approaching 1, for any \( \epsilon > 0 \). We need to show that \( \{ \tilde{r}_i \} \) meets the inequalities:
\[
\frac{1}{K} \sum_{i \in N} r_i \geq \max_{j \in N} \frac{1}{K} \left| \bigcup_{i \in N \setminus \{ j \}} X_{i,\{ j \}} \right|, \forall \{ N : 1 \leq |N| \leq P \}.
\]

From Lemma 5 for every \( N' \subset [N] \), \( |N'| = V \), it follows
\[
\max_{j \in N} \frac{1}{K} \left| \bigcup_{i \in N \setminus \{ j \}} X_{i,\{ j \}} \right| - Z_{1,V} < \epsilon, \forall 1 \leq V \leq P.
\]

Thus, it suffices to show
\[
\frac{1}{K} \sum_{i \in N'} \tilde{r}_i > Z_{1,V} + \epsilon, \forall 1 \leq V \leq P
\]

for every \( N' \subset [N] \), \( |N'| = V \). Moreover,
\[
\left| \frac{k_{m,n}}{\lambda} - Z_{1,V} \right| < \frac{P \epsilon}{V}, \forall 1 \leq m < n \leq N
\]

By combining (53) with (10) and (12), we can write
\[
\frac{1}{K} \sum_{i \in N} \tilde{r}_i > \frac{V}{P} Z_{1,V} + \epsilon, \forall 1 \leq V \leq P
\]

for every \( N' \subset [N] \), \( |N'| = V \). From (32) and (54), one can see that the proof of the lemma is complete so long as
\[
V \frac{P}{Z_{1,V}} > \epsilon, \forall 1 \leq V \leq P.
\]

Furthermore, (55) is a special case of (32), which was previously shown in the proof of Lemma 7.

**Lemma 17:** \( \{ \tilde{r}_i \} \) is optimal with respect to LP (4).

**Proof:** The proof follows the exact same line as in the proof of Lemma 14 (and hence omitted to avoid repetition) since: (i) \( \lambda_{m,n} = k_{m,n} \), for every \( m \leq N - Q < n \) (by 47), and (ii) \( m \leq N - Q < n \), for every \( N_{m,n} \in S \).
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