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We perform three-dimensional numerical relativity simulations of homogeneous and inhomogeneous expanding spacetimes, with a view towards quantifying non-linear effects from cosmological inhomogeneities. We demonstrate fourth-order convergence with errors less than one part in $10^6$ in evolving a flat, dust Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime using the Einstein Toolkit within the Cactus framework. We also demonstrate agreement to within one part in $10^3$ between the numerical relativity solution and the linear solution for density, velocity and metric perturbations in the Hubble flow over a factor of $\sim 350$ change in scale factor (redshift). We simulate the growth of linear perturbations into the non-linear regime, where effects such as gravitational slip and tensor perturbations appear. We therefore show that numerical relativity is a viable tool for investigating nonlinear effects in cosmology.

I. INTRODUCTION

Modern cosmology relies on the cosmological principle — that the Universe is sufficiently homogeneous and isotropic on large scales to be described by a Friedmann-Lemaître-Robertson-Walker (FLRW) model. Cosmological N-body simulations [e.g. 1–3] encode these assumptions by prescribing the expansion to be that of the FLRW model, governed by the Friedmann equations, while employing a Newtonian approximation for gravity.

The transition to cosmic homogeneity begins on scales $\sim 80h^{-1}$ Mpc [e.g. 4, 5], but is inhomogeneous and anisotropic on smaller scales. Upcoming cosmological surveys utilising Euclid, the Square Kilometre Array (SKA) and the Large Synoptic Survey Telescope (LSST) [6–8] will reach a precision at which nonlinear general relativistic effects from these inhomogeneities could be important. A more extreme hypothesis [9–20] is that such inhomogeneities may provide an alternative explanation for the accelerating expansion of the Universe, via backreaction [see 21, 22, for a review], replacing the role assigned to dark energy in the standard $\Lambda$CDM model [23–26].

Quantifying the general relativistic effects associated with nonlinear structures ultimately requires solving Einstein’s equations. Post-Newtonian approximations are a worthwhile approach [27–36], however the validity of these must be checked against a more precise solution since the density perturbations themselves are highly nonlinear.

An alternative approach is to use numerical relativity, which has enjoyed tremendous success over the past decade [37–39]. Cosmological modelling with numerical relativity began with evolutions of planar and spherically symmetric spacetimes using the Arnowitt-Deser-Misner (ADM) formalism [40], including Kasner and matter-filled spacetimes [41], the propagation and collision of gravitational wave perturbations [42, 43] and linearised perturbations to a homogeneous spacetime [44, 45]. More recent work has continued to include symmetries to simplify the numerical calculations [e.g. 46, 47].

Simulations free of these symmetries have only emerged within the last year. Giblin et al. [48] studied the evolution of small perturbations to an FLRW spacetime, exploring observational implications in [49]. Bertone and Bruni [50] showed differential expansion in an inhomogeneous universe, and quantified the backreaction parameter from [51] for a single mode perturbation. These works all indicate that the effects of nonlinear inhomogeneities may be significant.

In this work, we perform a feasibility study of numerical solutions to the full Einstein equations for inhomogeneous cosmologies by simulating the growth of structure in a model three-dimensional universe and comparing to known analytic solutions. Our approach is similar to [48–50], with differences in the generation of initial conditions and numerical methods. We use the freely-available Einstein Toolkit, based on the Cactus infrastructure [52, 53]. We benchmark our three-dimensional numerical implementation on two analytic solutions of Einstein’s equations relevant to cosmology: FLRW spacetime and the growth of linear perturbations. We also present the growth of perturbations into the non-linear regime, and analyse the resulting gravitational slip [54, 55] and tensor perturbations.

In Section II we describe our numerical methods, including gauge choices (II.A) and an overview of the derivations of the linearly perturbed Einstein equations used for our initial conditions (II.B). In Section III we describe the setup (III.A) and results (III.B) of our evolutions of a flat, dust FLRW universe. The derivation of initial conditions for linear perturbations to the FLRW model are described in IV.A, with results presented in IV.B. The growth of the perturbations to nonlinear amplitude is presented in V, with analysis of results and higher order effects in VA and VB respectively. We adopt geometric units with $G = c = 1$, Greek indices run from 0 to 3 while Latin indices run from 1 to 3, with repeated indices implying summation.
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II. NUMERICAL METHOD

We integrate Einstein’s equations with the Einstein Toolkit, a free, open-source code for numerical relativity [52]. This utilises the Cactus infrastructure, consisting of a central core, or “flesh”, with application modules called “thorns” that communicate with this flesh [56]. The Einstein Toolkit is a collection of thorns for computational relativity, used extensively for simulations of binary neutron star and black hole mergers [e.g. 57–59]. Numerical cosmology with the Einstein Toolkit is a new field [50]. This utilises the Cactus infrastructure, consisting of a collection of thorns for computational relativity, used extensively for simulations of binary neutron star and black hole mergers [e.g. 57–59]. Numerical cosmology with the Einstein Toolkit is a new field [50].

We adopt this gauge for numerical convenience, and acknowledge possible alternative methods include using synchronous gauge with adaptive time-stepping. We use (2) for evolution only. We scale to the gauge described in the next section for analysis.

B. Perturbative Initial Conditions

Bardeen’s formalism of cosmological perturbations [67] was developed with the intention to connect metric perturbations to physical perturbations in the Universe. This connection is made clear by defining the perturbations as gauge-invariant quantities in the longitudinal gauge. The general line element of a perturbed, flat FLRW universe, including scalar (Φ, Ψ), vector (B_i) and tensor (h_{ij}) perturbations takes the form

\[ ds^2 = a^2(\eta)[-(1 + 2\Psi)d\eta^2 - 2B_i dx^i d\eta + (1 - 2\Phi)\delta_{ij} dx^i dx^j + h_{ij} dx^i dx^j], \]

where η is conformal time, a(η) is the FLRW scale factor and δ_{ij} is the identity matrix. We derive initial conditions from the linearly perturbed Einstein equations, implying negligible vector and tensor perturbations [31]. This is valid as long as our simulations begin at sufficiently high redshift that the Universe may be approximated by an FLRW model with small perturbations. Considering only scalar perturbations the metric becomes

\[ ds^2 = a^2(\eta)[-(1 + 2\Psi)d\eta^2 + (1 - 2\Phi)\delta_{ij} dx^i dx^j], \]

where Φ and Ψ are Bardeen’s gauge-invariant scalar potentials [67]. Here we see that Ψ, the Newtonian potential, will largely influence the motion of non-relativistic particles; where the time-time component of the metric dominates the motion. The Newtonian potential plays the dominant role in galaxy clustering. Relativistic particles will also be affected by the curvature potential Φ, and so both potentials influence effects such as gravitational lensing [67, 69].

The metric perturbations are coupled to perturbations in the matter distribution via the stress-energy tensor. We approximate the homogeneous and isotropic background as a perfect fluid in thermodynamic equilibrium, giving

\[ T_{\mu\nu} = (\rho + P) u_{\mu} u_{\nu} + P g_{\mu\nu}, \]

where ρ is the total energy density, P is the pressure and u^\mu is the four-velocity of the fluid. We assume a dust universe, implying negligible pressure (P ≪ ρ), and we solve the perturbed Einstein equations,

\[ \delta G_{\mu\nu} = 8\pi \delta T_{\mu\nu}, \]

using linear perturbation theory. From the time-time, space-space, trace and trace free components of (6), we
obtain the following system of equations [31, 70]

\[\nabla^2 \Phi - 3H \left( \dot{\Phi} + H \Psi \right) = 4\pi \bar{\rho} \delta a^2, \quad (7a) \]

\[H \partial_i \Psi + \partial_i \dot{\Phi} = -4\pi \bar{\rho} a^2 \delta_{ij} \delta v^j, \quad (7b)\]

\[\dot{\Phi} + H \left( \Psi + 2\dot{\Phi} \right) = \frac{1}{2} \nabla^2 (\Phi - \Psi), \quad (7c)\]

\[\partial_i (\partial_j \left( \Phi - \Psi \right)) = 0. \quad (7d)\]

Here \(H \equiv \dot{a}/a\) is the Hubble parameter, \(\partial_i \equiv \partial/\partial x_i\), \(\nabla^2 = \partial^2/\partial x_i \partial x_i\), \(\partial_i (\partial_j \partial_l \Psi) = \partial_i \partial_l \partial_j \partial_l \Psi - 1/3 \delta_{ij} \nabla^2 \), and a dot represents a derivative with respect to conformal time \(\eta\). The quantity \(\Phi - \Psi\) is known as the gravitational slip [53, 54, 55, 69], which is zero in the linear regime and in the absence of anisotropic stress. At higher orders in perturbation theory, the gravitational slip is non-zero, and \(\Phi \neq \Psi\) [see e.g. 71].

We perturb the density and coordinate three-velocity by making the substitutions

\[\rho = \bar{\rho} (1 + \delta), \quad (8a)\]

\[v^i = \delta v^i, \quad (8b)\]

where \(\bar{\rho}\) represents the background FLRW density, and \(v^i = 0\). We derive the relativistic fluid equations from the components of the energy-momentum conservation law,

\[\nabla_\alpha T^{\alpha}_\mu = 0, \quad (9)\]

where \(\nabla_\alpha\) is the covariant derivative associated with the 4-metric. The resulting continuity and Euler equations are,

\[\dot{\delta} = 3\dot{\Phi} - \partial_i v^i, \quad (10a)\]

\[H v^i + \dot{v}^i = -\partial^i \Psi. \quad (10b)\]

### III. FLRW SPACETIME

We test our thorn FLRWSolver together with the Einstein toolkit on two analytic solutions to Einstein’s equations relevant to cosmology. Our first and simplest test is the flat, dust FLRW model. Here we initialise a homogeneous and isotropic matter distribution and spatial metric, and evolve in the harmonic gauge, as outlined in section II.A. While the Einstein Toolkit has been previously tested on FLRW and Kasner cosmologies [52, 72], this is an important first test of FLRWSolver and its interaction with the evolution thorns.

#### A. Setup

The line element for a spatially homogeneous and isotropic FLRW spacetime is given by

\[ds^2 = a^2(\eta) \left[ -d\eta^2 + \frac{1}{(1 + kr^2/4)^2} \delta_{ij} dx^i dx^j \right], \quad (11)\]

where \(k = -1, 0, 1\) if the universe is open, flat or closed respectively. Assuming homogeneity and isotropy Einstein’s equations reduce to the Friedmann equations [73, 74],

\[\left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi \rho a^2}{3} - k, \quad (12a)\]

\[\dot{\rho} = -3\frac{\dot{a}}{a} (\rho + P). \quad (12b)\]

In the remainder of the paper we assume a flat spatial geometry, supported by combined Planck and Baryon Acoustic Oscillation data [75]. The flat \((k = 0)\), dust \((P \ll \rho)\) solution to (12) is

\[\frac{a}{a_{\text{init}}} = \xi^2, \quad \frac{\rho}{\rho_{\text{init}}} = \xi^{-6}, \quad (13)\]

where \(a_{\text{init}}, \rho_{\text{init}}\) are the values of \(a, \rho\) at \(\eta = 0\) respectively, and we have introduced the scaled conformal time coordinate

\[\xi = 1 + \sqrt{\frac{2\pi \rho^*}{3a_{\text{init}}}} \eta, \quad (14)\]

where \(\rho^* = \rho a^3\) is the conserved (constant) comoving density for an FLRW universe. The familiar \(\tau^{2/3}\) solution for the scale factor arises in the Newtonian gauge with \(ds^2 = -d\tau^2 + \gamma_{ij} dx^i dx^j\) (for a flat spacetime; see Appendix A).

We initialise a homogeneous and isotropic matter distribution by specifying constant density \(\rho_{\text{init}} = 10^{-8}\) and zero velocity in FLRWSolver, with \(a_{\text{init}} = 1.0\). The Einstein Toolkit then initialises the stress-energy tensor, coupled to our homogeneous and isotropic spacetime, characterised by the spatial metric, \(\gamma_{ij} = a^2(\eta) \delta_{ij}\), and extrinsic curvature, also set in FLRWSolver. We define the extrinsic curvature via the relation

\[\frac{d}{dt} \gamma_{ij} = -2\alpha K_{ij}, \quad (15)\]

where \(d/dt = \partial/\partial t - L_\beta\), and \(L_\beta\) is the Lie derivative with respect to the shift vector. Since we choose \(\beta^i = 0\), we have \(d/dt = \partial/\partial t\). The extrinsic curvature for our FLRW setup is therefore

\[K_{ij} = -\frac{\dot{a}}{a} \delta_{ij}. \quad (16)\]

We evolve the system in the harmonic gauge until the domain volume has increased by one million, corresponding to a change in redshift of \(\sim 100\).

To analyse our results we scale the time from the metric (1) to the longitudinal gauge (4) using the coordinate transform \(t = t(\eta)\). This gives

\[\frac{dt}{d\eta} = \frac{a(\eta)}{a(t)}, \quad (17)\]
which we integrate to find the scaled conformal time in terms of \( t \) to be
\[
\xi(t) = \left( \sqrt{6\pi\rho_{\text{init}}} \int \alpha(t) \, dt + 1 \right)^{1/3}, \quad (18)
\]

where we numerically integrate the lapse function \( \alpha \) using the trapezoidal rule. This coordinate transformation allows us to simulate longer evolutions for less computational time, while still performing our analysis in the longitudinal gauge to extract physically meaningful results.

### B. Results

Figure 1 compares our numerical relativity solutions with the exact solutions to the Friedmann equations. The top panels show the time evolution of \( a \) and \( \rho \) (dashed
magenta curves) relative to their initial values, which may be compared to the exact solutions, $a_{\text{FLRW}}$ and $\rho_{\text{FLRW}}$ (black solid curves). The bottom panels show the residuals in our numerical solutions at resolutions of $20^3$, $40^3$ and $80^3$. The error can be seen to decrease when the spatial resolution is increased. The increase in spatial resolution causes the timestep to decrease via the Courant condition. To quantify this, we compute the $L_1$ error, given by (e.g. for the scale factor)

$$L_1(a) = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{a}{a_{\text{FLRW}}} - 1 \right|,$$

where $n$ is the total number of timesteps. As outlined in Section II, we expect fourth-order convergence due to the spatial homogeneity. Figure 2 demonstrates this is true for the scale factor (left), density (middle) and the Hamiltonian constraint (right),

$$H \equiv (3)^{R} - K_{ij} K^{ij} + K^{2} - 16 \pi \rho = 0,$$

where $(3)^{R}$ is the 3-Riemann scalar and $K = \gamma^{ij} K_{ij}$. For the FRW model this reduces to the first Friedmann equation (12a).

The results of this test demonstrate that the Einstein Toolkit, in conjunction with our initial-condition thorn FLRW Solver, produces agreement with the exact solution for a flat, dust FRW spacetime, with relative errors less than $10^{-6}$, even at low spatial resolution ($80^3$).

IV. LINEAR PERTURBATIONS

For our second test we introduce small perturbations to the FRW model. The evolution of these perturbations in the linear regime can be found by solving the system of equations (7). We use these solutions (derived below) to set the initial conditions.

A. Setup

In the absence of anisotropic stress we have $\Psi = \Phi$. Equation (7c) then becomes purely a function of $\Phi$ and the FRW scale factor $a$. Solving this gives

$$\Phi = f(x^i) - \frac{g(x^i)}{5 \xi^5},$$

where $f, g$ are functions of only the spatial coordinates. We substitute (21) into the Hamiltonian constraint, Equation (7a), to give the fractional density perturbation $\delta \equiv \delta \rho / \bar{\rho}$, in the form

$$\delta = C_1 \xi^2 \nabla^2 f(x^i) - 2 f(x^i)$$

$$- C_2 \xi^{-3} \nabla^2 g(x^i) - \frac{3}{5} \xi^{-5} g(x^i),$$

where we have defined

$$C_1 \equiv \frac{a_{\text{init}}}{4 \pi \rho^*}, \quad C_2 \equiv \frac{a_{\text{init}}}{20 \pi \rho^*}.$$  

Using the momentum constraint, Equation (7b), the velocity perturbation $\delta v^i$ is therefore

$$\delta v^i = C_3 \xi \partial^i f(x^i) + \frac{3}{10} C_4 \xi^{-4} \partial^i g(x^i)$$

where we have

$$C_3 \equiv - \sqrt{\frac{a_{\text{init}}}{6 \pi \rho^*}}.$$  

Equation (22) demonstrates both a growing and decaying mode for the density perturbation [67, 68]. We set $g(x^i) = 0$ to extract only the growing mode, giving

$$\Phi = f(x^i),$$

$$\delta = C_1 \xi^2 \nabla^2 f(x^i) - 2 f(x^i),$$

$$\delta v^i = C_3 \xi \partial^i f(x^i),$$

from which we set our initial conditions. We choose

$$\Phi = \Phi_0 \sum_{i=1}^{3} \sin \left( \frac{2 \pi x^i}{L} \right),$$

where $L$ is the length of one side of our computational domain. We require the amplitude $\Phi_0 \ll 1$ so that our assumptions of linearity are valid, and so we set $\Phi_0 = 10^{-8}$. This choice then sets the form of our density and velocity perturbations, as per (26b) and (26c). At $\eta = 0$ ($\xi = 1$) these are,

$$\delta = \left[ \left( \frac{2 \pi}{L} \right)^2 C_1 - 2 \right] \Phi_0 \sum_{i=1}^{3} \sin \left( \frac{2 \pi x^i}{L} \right),$$

$$\delta v^i = \frac{2 \pi}{L} C_3 \Phi_0 \sum_{i=1}^{3} \cos \left( \frac{2 \pi x^i}{L} \right),$$

and the choice of $\Phi_0$ results in amplitudes of $\delta \sim 10^{-5}$ and $\delta v^i \sim 10^{-7}$. We set these matter perturbations in FLRW Solver, implementing negligible pressure and again using (15) to define the extrinsic curvature. For a linearly perturbed FRW spacetime with $\Psi = \Phi$ and $\dot{\Phi} = 0$ we have

$$K_{ij} = - \frac{\dot{a} a}{\alpha} (1 - 2 \Phi) \delta_{ij}.$$  

We evolve these perturbations in the harmonic gauge until the volume of the domain has increased by 125 million, $(\Delta a)^3 \sim 1.25 \times 10^8$, corresponding to a factor of 500 change in redshift.
FIG. 3: Comparison between our numerical relativity solutions and exact solutions for the linear perturbations to a dust FLRW model. We show the conformal time ($\eta$) evolution of the fractional density perturbation (top left) and the velocity perturbation (top right) computed from one-dimensional slices along the $x$ axis of our domain. Bottom: relative errors for calculations at $20^3$, $40^3$ and $80^3$.

FIG. 4: Second order convergence of our numerical solutions to the exact solutions for a linearly perturbed FLRW spacetime, showing $L_1$ errors in the density (left) and velocity perturbations (right). $N$ refers to the number of grid points along one spatial dimension. Filled circles indicate data points from our simulations, dashed lines join these points, and black solid lines indicate the expected $N^{-2}$ convergence.

B. Results

Dashed magenta curves in Figure 3 show the conformal time evolution of the fractional density perturbation, $\delta \equiv \delta \rho / \bar{\rho}$ (top left), and the velocity perturbation, $\delta v$ (top right). Solid black curves show the solutions (26b) for $\delta_{\text{exact}}$ and (26c) for $\delta v_{\text{exact}}$. Bottom panels show the relative errors for three different resolutions. Figure 4 shows the $L_1$ error as a function of resolution, demonstrating the expected second-order convergence. Figure 5 shows the Hamiltonian (top), and momentum (bottom) constraints as a function of conformal time at our three chosen resolutions. The Hamiltonian constraint was defined in Equation (20). For our linearly perturbed FLRW
Hamiltonian

the CMB (such that our initial density perturbation is roughly con-

vicrowave background (CMB). That is, we set $z_0 = 1000$, such that our initial perturbations to $\Phi$ and $\Psi$ are close to zero. For linear perturbations we linear analytic solutions. Perturbations can be seen to deviation from linear theory. Perturbations are generally zero in the linear regime, except for second derivatives; its purpose is to assign an approximate change in redshift, calculated directly from the FLRW scale factor.

A. Results

Figure 6 shows a series of one-dimensional slices through the origin of the $y$ and $z$ axes at four different times. Dashed magenta curves show solutions for the density (top row) and velocity (bottom row) perturbations, which may be compared to the black solid curves showing the analytic solutions for linear perturbations. At $\eta = 0$ and $\eta = 1.9 \times 10^4$ (first and second columns respectively) the solutions are linear, while at $\eta = 6.2 \times 10^4$ (third column) both the density and velocity perturbations deviate from linear theory. The perturbations are nonlinear at $\eta = 1.3 \times 10^5$ (fourth column) where matter collapses towards the overdensity, indicated by the shift in the maximum velocity.

The final column shows an apparent decrease in the average density. This is an artefact of taking a one-dimensional slice through a three-dimensional box. Figure 7 shows the column-density perturbation, $\delta_{\text{col}}$, computed by integrating the density perturbation along the $z$ axis. Panels show $\eta = 0$ and $\eta = 1.3 \times 10^5$ respectively. The right panel shows an increase of $\sim 3000$ times in the column-density perturbation at $x, y \approx -120, 120$. A corresponding void can be seen in the lower right of Figure 7, explaining the underdensity along the $y$ axis seen in the final column of Figure 6.

Figure 8 shows the maximum value of the density (left) and velocity (right) perturbations as a function of time. Dashed magenta curves show the numerical solutions, which may be compared to the black curves showing the linear analytic solutions. Perturbations can be seen to deviate from the linear approximation at $\eta \approx 3 \times 10^4$, when $\delta_0/\bar{\rho} \approx 0.1$. At $\eta \approx 10^5$, the maximum of the density and velocity perturbations have respectively grown 25 and 2 times larger than the linear solutions.

B. Gravitational slip and tensor perturbations

Gravitational slip is defined as the difference between the two potentials $\Phi$ and $\Psi$ [54, 55], which in the linear regime, see equation (7d), is zero due to the metric components, although we note the interpretation of these potentials becomes unclear in the nonlinear regime. From (3) the spatial metric is

$$\gamma_{ij} = a^2[(1-2\Phi)\delta_{ij} + h_{ij}], \quad (32)$$

and we adopt the traceless gauge condition $\delta^{ij}h_{ij} = 0$ [30, 31]. The potential $\Phi$ is then

$$\Phi = \frac{1}{2} \left( 1 - \frac{\delta^i (\gamma_{ij})}{3a^2} \right), \quad (33)$$

V. NONLINEAR EVOLUTION

In order to evolve our perturbations to nonlinear amplitude in a reasonable computational time, we increase the size of our initial perturbations to $\Phi_0 = 10^{-6}$, which in turn gives $\delta \sim 10^{-3}$ and $\delta_0 \sim 10^{-5}$. The linear approximation remains valid.

We choose the starting redshift to be that of the cosmic microwave background (CMB). That is, we set $z = 1000$, such that our initial density perturbation is roughly consistent with the amplitude of temperature fluctuations in the CMB ($\sim 10^{-5}$) [76]. We emphasise that this redshift, and all redshifts shown in figures, should not be taken literally; its purpose is to assign an approximate change in redshift, calculated directly from the FLRW scale factor.
which holds for all times the metric (3) applies. The potential $\Psi$ is more complicated: our gauge choice implies lapse evolution according to (2), where we have set $f(\alpha) = 1/4$, and

$$K = -3 \frac{\dot{a}}{a \alpha}, \quad (34) \quad \dot{\alpha} = \frac{3 \dot{a} \alpha}{4a}. \quad (35)$$

FIG. 6: Density (top row) and velocity (bottom row) perturbations as a function of position within our domain. Here we show one-dimensional slices of our $40^3$ domain during the conformal time ($\eta$) evolution. All quantities are shown in code units. Dashed magenta curves show our numerical solutions, and black solid curves show the exact solutions for the linear regime. Initial data ($\eta = 0$; first column) and $\eta = 1.9 \times 10^4$ (second column) match linear theory. We see a clear deviation from linear theory at $\eta = 6.2 \times 10^4$ (third column) and $\eta = 1.3 \times 10^5$ (fourth column). Simulation redshifts are shown as an indicator of the change in redshift.

FIG. 7: Column-integrated density perturbation showing the gravitational collapse of an overdense region. The two panels correspond to the left and right panels of Figure 6 respectively, at conformal times of $\eta = 0$ and $\eta = 1.3 \times 10^5$. All quantities are shown in code units for our $40^3$ simulation. Grey dashed lines indicate the position of the one-dimensional slices shown in Figure 6.
Integrating this results in a lapse evolution of

\[
\frac{\alpha}{\alpha_{\text{init}}} = D(x^i) \left( \frac{a}{a_{\text{init}}} \right)^{3/4},
\]

where \(D(x^i)\) is a function of our spatial coordinates. According to the metric (4), and with \(\alpha_{\text{init}} = a_{\text{init}} = 1\) this implies

\[
\alpha = \sqrt{1 + 2\Psi a^{3/4}},
\]

from which we reconstruct the potential \(\Psi\) to be

\[
\Psi = \frac{1}{2} \left[ \left( \frac{\alpha}{a^{3/4}} \right)^2 - 1 \right],
\]

valid in the linear regime. Our gauge choice \(\beta^i = 0\) implies that in the nonlinear regime we expect additional modes to be present in this reconstruction of \(\Psi\).

We use an FLRW simulation for the scale factor \(a\) in (33) and (38), from which we calculate the gravitational slip \(|\Phi - \Psi|\). This is potentially problematic once the perturbations become nonlinear, as the gauges of the two simulations will differ. Figure 9 shows one-dimensional slices of the gravitational slip at the same times as was shown in Figure 6. Dashed curves show the numerical results, with black lines showing the linear solution; zero gravitational slip. In the fourth panel \((\eta = 1.3 \times 10^5)\) we see a positive shift of the gravitational slip to \(\approx 4 \times 10^{-6}\) for this one-dimensional slice, with the maximum value in the three-dimensional domain being \(6.5 \times 10^{-6}\) at this time. The Newtonian potential \(\Psi\) has a positive average value at \(\eta = 1.3 \times 10^5\), due to the majority of the domain being underdense (see Figure 7), and the potential \(\Phi\) takes a negative average value. This can be interpreted as an overall positive contribution to the expansion, from the metric (3).

Relativistic corrections to one-dimensional N-body simulations in [31] resulted in a gravitational slip of \(4 \times 10^{-6}\). We show a gravitational slip of the same amplitude, including the full effects of general relativity in a three-dimensional simulation, for a time when our density perturbation is comparable in size to that of [31]. Gravitational slip is a measurable effect that can be quantified by combining weak gravitational lensing and galaxy clustering [69]. Our simulations show tentative evidence for the importance of gravitational slip due to nonlinear gravitational effects. However, robust predictions require higher resolution simulations with more realistic initial conditions.

In our initial conditions we neglected vector and tensor perturbations in the perturbed FLRW metric (3), since in the linear regime the scalar perturbations dominate. These higher order perturbations appear in the nonlinear regime. The tensor perturbation can be extracted from the off-diagonal, spatial components of the metric,

\[
\gamma_{ij} = a^2 h_{ij} \quad \text{for} \ i \neq j,
\]

however, details of these tensor modes may be dependent on the choice of gauge. We calculate \(h_{ij}\) using the value of \(a\) as per the scalar perturbations.

Figure 10 shows a two-dimensional cross-section of the \(xy\) component of the tensor perturbation \(h_{ij}\). All other components are identical. The cross-section is shown at \(\eta = 1.3 \times 10^5\), corresponding to the right panel of Figures 6, 7 and 9. While the maximum amplitude of the tensor perturbation is small \((\sim 2 \times 10^{-6})\), an asymmetry develops in \(h_{xy}\), corresponding to the location of the overdensity in Figure 7. We also see a diffusion of the
redshift only, and all quantities here are shown in code units.

FIG. 9: Time evolution of a one-dimensional slice of the gravitational slip. Dashed magenta curves show numerical solutions for a \(40^3\) domain, while black solid lines show the solution for linear perturbation theory; zero. The potentials \(\Phi\) and \(\Psi\) are reconstructed according to (33) and (38) respectively. Initial data \((\eta = 0)\) is shown in the left column, and time increases towards the right as indicated by timestamps. We show the simulation redshift as an indicator of the approximate change. As with the other studies we were able to demonstrate the evolution of a density perturbation into the nonlinear regime.

As this is a preliminary study, we have focused on the numerical accuracy and convergence, rather than a detailed investigation of physical effects such as backreaction. Our main conclusions are:

1. We demonstrate fourth-order convergence of the numerical solution to the exact solution for a flat, dust FLRW universe with errors \(\sim 10^{-5}\) even at low spatial resolution \((40^3)\).

2. We demonstrate second-order convergence of the numerical solutions for the growth of linear perturbations, matching the analytic solutions for the cosmic evolution of density, velocity and metric perturbations to within \(\sim 10^{-3}\).

3. We show that numerical relativity can successfully be used to follow the formation of cosmological structures into the nonlinear regime. We demonstrate the appearance of non-zero gravitational slip and tensor modes once perturbations are nonlinear with amplitudes of \(\sim 4 \times 10^{-6}\) and \(\sim 2 \times 10^{-6}\) respectively.

The main limitation to our study is that we have employed only low-resolution simulations compared to current Newtonian N-body cosmological simulations [e.g. 1–3], and used only simple initial conditions rather than a more realistic spectrum of perturbations [but see 48]. Representing the density field on a grid means our simulations are limited by the formation of shell-crossing singularities. The relative computational expense means that general relativistic simulations are unlikely to replace the Newtonian approach in the near future. However, they are an important check on the accuracy of the approximations employed.

FIG. 10: Two-dimensional slice of the \(xy\) component of the tensor perturbation \(h_{ij}\) at \(\eta = 1.3 \times 10^5\). We use (39) to calculate \(h_{xy}\) using the off-diagonal metric component \(g_{xy}\). All quantities are shown in code units for our \(40^3\) simulation.

tensor perturbation in the void, indicating the beginning of growth of higher order perturbations.

VI. DISCUSSION AND CONCLUSIONS

We have demonstrated the feasibility of inhomogeneous cosmological simulations in full general relativity using the Einstein Toolkit. The overall approach is similar to other recent attempts [48, 50], with the main difference being in the construction of initial conditions which allows us to simulate a pure growing mode, instead of a mix of growing and decaying modes [see 77]. We also use a different code to [48], allowing for independent verification. As with the other studies we were able to demonstrate the evolution of a density perturbation into the nonlinear regime.
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Appendix A: Newtonian Gauge

Throughout this paper we work in the longitudinal gauge. For completeness, we show here the equivalent background and perturbation equations in the Newtonian gauge. The flat FLRW metric is

$$ds^2 = -d\tau^2 + a^2(\tau)dx^i dx^j \delta_{ij}, \quad (A1)$$

which gives the Friedmann equations for a dust ($P \ll \rho$) universe to be

$$\left( \frac{a'}{a} \right)^2 = \frac{8\pi \rho}{3}, \quad (A2a)$$

$$\rho' = -3 \frac{a'}{a} \rho, \quad (A2b)$$

where a dash represents $d/d\tau$. Solutions to these give the familiar time dependence of the scale factor,

$$\frac{a}{a_{\text{init}}} = s^{2/3}, \quad \frac{\rho}{\rho_{\text{init}}} = s^{-2}, \quad (A3)$$

where

$$s \equiv 1 + \sqrt{6\pi \rho \rho^* \tau}. \quad (A4)$$

We match our numerical evolution to this alternative set of solutions by instead making the coordinate transform $t = t(\tau)$. With this we see the expected fourth-order convergence and maximum errors in the scale factor and density of $\sim 10^{-7}$ for our highest resolution ($80^3$) simulation. Figure 11 shows the convergence of the scale factor (left), density (middle) and Hamiltonian constraint (right) for analysis performed in this gauge.

The linearly perturbed FLRW metric in this gauge, including only scalar perturbations, is

$$ds^2 = -(1 + 2\psi)d\tau^2 + a^2(\tau)(1 - 2\phi)dx^i dx^j, \quad (A5)$$

where $\psi, \phi$ are not the usual gauge-invariant Bardeen potentials (which are defined in the longitudinal gauge). Solving the perturbed Einstein equations (6) in this gauge using the time-time, time-space, trace and trace free components gives

$$\nabla^2 \phi - 3a' \left( \phi' + \frac{a'}{a} \psi \right) = 4\pi \bar{\rho} \delta a^2, \quad (A6a)$$

$$\frac{a'}{a} \partial_i \psi + \partial_i \phi' = -4\pi \bar{\rho} a^2 \delta \psi, \quad (A6b)$$

$$\phi'' + \frac{a'}{a} \left( \psi' + 3\phi' \right) = \frac{1}{2a^2} \nabla^2 (\phi - \psi), \quad (A6c)$$

$$\partial_i \partial_j \left( \phi - \psi \right) = 0, \quad (A6d)$$

in the linear regime. Solving these equations we find the form of the potential $\phi$ to be

$$\phi = f(x^i) - 3 \frac{3}{5} s^{-5/3} g(x^i), \quad (A7)$$

where $f, g$ are functions of the spatial coordinates. From this we find the density and velocity perturbations to be, respectively,

$$\delta = C_1 s^{2/3} \nabla^2 f(x^i) - 2 f(x^i) \quad (A8a)$$

$$+ 3 C_2 s^{-1} \nabla^2 g(x^i) - \frac{9 \rho_{\text{init}}}{5} s^{-5/3} g(x^i), \quad (A8b)$$

where the $C$’s were defined in (23) and (25). We set $g(x^i) = 0$ to extract only the growing mode of the density perturbation, giving exact solutions to be

$$\phi = f(x^i), \quad (A9a)$$

$$\delta = C_1 s^{2/3} \nabla^2 f(x^i) - 2 f(x^i), \quad (A9b)$$

$$\delta v^i = C_3 s^{-1/3} \nabla^i f(x^i). \quad (A9c)$$

We note that these solutions give equivalent initial conditions to those found in Section IV A since, initially, $s = \xi = 1$.

We compare our numerical relativity solutions to the exact solutions for linear perturbations in this gauge using the coordinate transform $t = t(\tau)$. We find the expected second-order convergence with maximum errors in the density and velocity perturbations of $\sim 10^{-3}$ for our highest resolution ($80^3$) simulation. Figure 12 shows the convergence of the density (left) and velocity (right) perturbations when analysed in the Newtonian gauge.
FIG. 11: Fourth-order convergence of the FLRW solutions analysed in the Newtonian gauge. We show $L_1$ error as a function of resolution for the scale factor (left), density (middle), and Hamiltonian constraint (right). $N$ refers to the number of grid points along one spatial dimension. Filled circles indicate data points from the simulations, and black solid lines indicate the expected $N^{-4}$ convergence.

FIG. 12: Second order convergence of the numerical solutions for a linearly perturbed FLRW spacetime, analysed in the Newtonian gauge. We show $L_1$ errors in the density (left) and velocity perturbations (right). $N$ refers to the number of grid points along one spatial dimension. Filled circles indicate data points from our simulations, and black solid lines indicate the expected $N^{-2}$ convergence.
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