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ABSTRACT

This paper considers speech enhancement of signals picked up in one noisy environment which must be presented to a listener in another noisy environment. Recently, it has been shown that an optimal solution to this problem requires the consideration of the noise sources in both environments jointly. However, the existing optimal mutual information based method requires a complicated system model that includes natural speech variations, and relies on approximations and assumptions of the underlying signal distributions. In this paper, we propose to use a simpler signal model and optimize speech intelligibility based on the Approximated Speech Intelligibility Index (ASII). We derive a closed-form solution to the joint far- and near-end speech enhancement problem that is independent of the marginal distribution of signal coefficients, and that achieves similar performance to existing work. In addition, we do not need to model or optimize for natural speech variations.

Index Terms— Multi-microphone, speech intelligibility enhancement, ASII, beamformer

1. INTRODUCTION

Speech communication systems, such as mobile telephony, hearing aids and intercom systems, are required to work in numerous environments. As a consequence, the user environment is often noisy which can lead to intelligibility problems.

For speech communication systems we may consider two different environments, cf. Fig 1 the far-end environment (at the target talker) and the near-end environment (at the listener). Both the far- and near-end environment are often noisy, which leads to degradations in both speech quality and Speech Intelligibility (SI) for the listener. To remedy these effects, speech enhancement techniques may be applied at both the far- and near-end. Depending on the availability, Far-end Speech Enhancement (FSE) algorithms may utilize either a single or multiple microphones [1][2][4]. In contrast to the far-end scenario, in Near-end Listening Enhancement (NLE) [5][6] the interfering noise is mixed with the target speech after processing. Therefore, the noise cannot be reduced by the usual post-processing techniques of the former scenario. Instead, before playback in the noisy environment, NLE increases SI by adaptively pre-processing the FSE signal received from the far-end, while exploiting knowledge about the near-end noise.
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of [8], and how these relate the approximated MI of [8] to the ASII, thus motivating our model choices. Finally, we experimentally compare the performance of [8] using the production noise model that was later derived by some of the same authors in [14, 15, 16] to our proposed ASII based optimization. We see, that our proposed method achieves similar or slightly better intelligibility in terms of ESTOI [17] when the near-end SNR is low and the far-end SNR is intermediate or high.

In summary, the contributions of this paper are: (i) A closed-form solution to ASII based joint far- and near-end speech enhancement, (ii) which is optimal independently of underlying marginal signal distributions, (iii) which does not introduce additional free parameters, e.g., in terms of production and interpretation noise, and (iv) which performs as good or slightly better than existing schemes.

2. EXISTING WORK BASED ON MUTUAL INFORMATION

MI-based methods for joint far- and near-end SI enhancement [8, 10] improve SI by maximizing the MI, \( I(S; Z) \), between the clean speech, \( S \), and the signal received by the listener, \( Z \).

2.1. Existing model assumptions

In [12], production and interpretation noise terms are introduced to model natural variations in speakers and listeners, respectively, and adopted into the signal model of [8]. The production noise, \( Q \), is due to the convolution of the time-domain clean speech and the vocal tract, hence, theoretically, it should be a multiplicative noise in the frequency domain. However, in [8] in order to simplify mathematical expression,

1. Multiplicative production noise is modelled as additive.

Thus, the single-microphone signal model of [8] in the absence of processing is, in the complex short-time DFT (STFT) domain,

\[
Z_{k,i} = d_{k,i}S_{k,i} + d_{k,i}Q_{k,i} + U_{k,i} + N_{k,i} + W_{k,i},
\]

where \( k \) is the frequency-bin index and \( i \) the time-frame, \( W \) is the interpretation noise, \( U \) is the far-end environmental noise, \( N \) is the near-end environmental noise, and \( d_{k,i} \) are the time-frequency coefficients of the room transfer function from target talker to microphone. The work on MI [8] relies on several common signal model assumptions in the speech processing literature, e.g., that speech and noise STFT coefficients are statistically independent. However, to derive a speech enhancement procedure based on MI, [8] introduces additional assumptions and approximations;

2. The production noise, \( Q \), and interpretation noise, \( W \), are independent of the clean speech level and may be represented by a fixed gain (correlation), \( \rho_{0,k} \), at each frequency band.

3. Critical band powers are assumed to be zero-mean independent Gaussian random variables.

In [8], the third assumption is needed since critical band powers are in-fact Chi-squared distributed and the MI between Chi-squared random variables is not expressible in closed form. However, we note that critical band powers are positive by definition, hence a zero-mean model is not necessarily appropriate.

2.2. Approximated Mutual Information vs ASII

The resulting approximated MI expression in [8] is

\[
I(S; Z) \approx -\sum_j \frac{1}{2} \log \left( 1 - \rho_{0,j}^2 \frac{\xi_j}{\xi_j + 1} \right),
\]

where \( \xi_j \) is the SNR in critical band \( j \). By [8] sec. VIIA] we may take a first order Taylor approximation of the MI in \( \rho_{0,j}^2 \) around zero, such that we can approximate the cost function as,

\[
I(S; Z) \approx \sum_j I_j \frac{\xi_j}{\xi_j + 1},
\]

for \( \rho_{0,j}^2 \to 0^+ \), where \( I_j \triangleq -\frac{1}{2} \log(1 - \rho_{0,j}^2) \). In the absence of a production noise model at the time, the values for \( \rho_{0,j} \) where derived in [8] based on the band importance functions, \( \gamma_j \), of the SII [18] such that \( \rho_{0,j}^2 = 1 - 2^{-2\gamma_j} \). Inserting this, the cost function is

\[
I(S; Z) \approx \sum_j -\frac{1}{2} \log(1 - (1 - 2^{-2\gamma_j})) \frac{\xi_j}{\xi_j + 1}.
\]

We recognize, (4) resembles the ASII introduced in [13] as a cost function for SI enhancement. The ASII is defined as,

\[
ASII \triangleq \sum_j \gamma_j f(\xi_j), \quad f(\xi_j) \triangleq \frac{\xi_j}{\xi_j + 1},
\]

where the weights \( \gamma_j \) are the critical-band importance functions as defined in [18], and \( f(\xi_j) \) is the audibility function per critical band. We notice from [18 Table 1] that band importance functions, \( \gamma_j \), are in the interval of \([0.01, 0.06]\), resulting in \( \rho_{0,j}^2 \in [0.0138, 0.0798] \). As shown in [10 Fig. 1] the approximation (3) holds for \( \rho_{0,j}^2 \lesssim 0.4 \). Hence, we can conclude the choice of \( \rho_{0,j}^2 = 1 - 2^{-2\gamma_j} \) to be sufficiently close to zero for equality to hold in (4). Thus, the MI problem in [8] is equal to the ASII problem, when the parameter modelling production- and interpretation noise, \( \rho_{0,j} \), is chosen according to the band importance functions of the SII.

3. SIGNAL MODEL

In this section we introduce the proposed signal model, cf. Fig. 2. The single-microphone signal model follows,

\[
X_{k,i} = d_{k,i}S_{k,i} + U_{k,i}, \quad Y_{k,i} = vX_{k,i}, \quad Z_{k,i} = Y_{k,i} + N_{k,i},
\]

where \( X_{k,i} \) is the recorded signal in STFT domain, i.e., the clean speech, \( S_{k,i} \), recorded by the microphone contaminated by the far-end noise, \( U_{k,i} \). To increase SI of the received message, the noisy speech, \( Z_{k,i} \), is linearly processed prior to playback, producing the modified signal \( Y_{k,i} \). The signal received by the listener, \( Z_{k,i} \), is finally contaminated by the noise in the near-end environment, \( N_{k,i} \). The speech and noise processes, \( S \), \( U \), and \( N \), are assumed to be stationary sequences of complex random vectors consisting of the STFT coefficients. Both the far-end noise, \( U \), and the near-end noise, \( N \), are assumed to be independent of each other and of the target speech, \( S \). These assumptions are similar to [8]. However, compared to [8] we do not need to model a multiplicative production noise as additive, or to introduce an additional interpretation noise. Further, we do not need assumptions on the particular marginal distributions of the signals.

3.1. Multi-Microphone Signal Model

Let us denote the acoustic transfer function from source to microphone \( m \) by \( d_{k,i,m} \) with vector notation, \( d_{k,i} = [d_{k,i,1}, \ldots, d_{k,i,m}]^T \), and letting vector \( U_{k,i} \) denote far-end noise recorded by the microphones. Then the noisy microphone signals are given by

\[
X_{k,i} = d_{k,i}S_{k,i} + U_{k,i}.
\]
Denoting the linear multi-microphone processor by \( v_{k,i} \), the processed microphone signal is,

\[
Y_{k,i} = v_{k,i}^H d_{k,i} S_{k,i} + v_{k,i}^H U_{k,i}
\]

where super-script \( H \) denotes conjugate transpose.

4. OPTIMAL ASII LINEAR PROCESSOR

In this section we derive the optimal linear processor based on the ASII in [5]. The derivation steps are similar to [8] and [13]. However, contrary to [8] we consider the ASII instead of MI. Further, we expand on [13] by including joint (multi-microphone) processing with far-end noise.

The energy of the clean speech signal within one critical band, \( j \), and time-frame, \( i \), is defined as

\[
S_j^{2,i} \triangleq \sum_k |S_{k,i}|^2 |H_j(k)|^2,
\]

where \( H_j(k) \) is the STFT coefficients of the \( j \)’th critical band filter. Similarly, we define the critical band energy of the near-end noise, \( N_j^{2,i} \), and the processed far-end speech, \( \tilde{S}_j^{2,i} \), and noise, \( \tilde{U}_j^{2,i} \). Since we assume stationarity of the speech and noise, we can disregard the time-index, \( i \), and let the average energy per DFT bin and critical band be based on a long-term average over several short-time frames,

\[
\sigma_{S_k}^2 \triangleq \frac{1}{I} \sum_i |S_{k,i}|^2, \quad \sigma_{\tilde{S}_k}^2 \triangleq \sum_k |H_j(k)|^2 \sigma_{S_k}^2,
\]

where \( I \) is the total number of frames. Similar definitions hold for the noise terms \( U \) and \( N \). The critical band filters, \( H_j(k) \), are normalized such that the total energy is preserved in critical bands, i.e.,

\[
\sum_j \sigma_{\tilde{S}_k}^2 = \sum_k \sigma_{S_k}^2.
\]

The critical band SNR at the near-end listener is then,

\[
\xi_j = \frac{\sigma_{S_k}^2}{\sigma_{\tilde{S}_k}^2 + \sigma_{N_j}^2}.
\]

Inserting this into [5], we have that

\[
f(\xi_j) = \frac{\sum_k |H_j(k)|^2 v_{k,i}^H d_{k,i} v_{k,i}^H S_k}{\sum_k |H_j(k)|^2 (v_{k,i}^H d_{k,i} v_{k,i}^H S_k + v_{k,i}^H U_{k,i} v_{k,i} + \sigma_{N_k}^2)}
\]

\[
\triangleq f_j (\{v_{k,i}, \Theta_k\}),
\]

where \( \Theta_k = (\sigma_{S_k}^2, \Sigma_{U_k}, \sigma_{N_k}^2) \). In order to limit loudspeaker overload or unpleasant playback levels we invoke the following equal power constraint,

\[
\sum_k v_{k,i}^H d_{k,i} v_{k,i}^H S_k v_{k,i}^H = \sum_k \sigma_{S_k}^2.
\]

That is, for each time frame \( i \) the total power of the clean speech is unaltered by processing. The joint far and near-end SI enhancement problem with equal power constraint is then,

\[
\begin{align*}
\sup_{\{v_{k,i}\} \in \mathcal{C}, \{\alpha_{k}\} \in \mathcal{C}_+} & \sum_j \gamma_j f_j (\{v_{k,i}, \Theta_k\}) \\
\text{subject to } & \sum_k v_{k,i}^H d_{k,i} d_{k,i} v_{k,i}^H v_{k,i}^H S_k v_{k,i}^H = \sum_k \sigma_{S_k}^2.
\end{align*}
\]

We now introduce the real and positive variable, \( \alpha_{k} \), to perform a variable transformation \( v_{k,i} \rightarrow \alpha_{k} v_{k,i} \) with the additional constraint \( v_{k,i}^H d_{k,i} d_{k,i} v_{k,i}^H v_{k,i}^H v_{k,i} = \alpha_{k} \). This leads to the equivalent problem,

\[
\begin{align*}
\sup_{\{v_{k,i}\} \in \mathcal{C}, \{\alpha_{k}\} \in \mathcal{C}_+} & \sum_j \gamma_j f_j (\{v_{k,i}, \alpha_{k}, \Theta_k\}) \\
\text{subject to } & C_1 : \sum_k \alpha_{k} \sigma_{S_k}^2 = \sum_k \sigma_{S_k}^2, \\
& C_2 : \sum_k v_{k,i}^H d_{k,i} d_{k,i} v_{k,i}^H v_{k,i} = \alpha_{k}, \forall k.
\end{align*}
\]

The objective function can be rewritten in terms of \( \alpha_{k} \) and \( w_{k} \), i.e.,

\[
\begin{align*}
f_j (\{\alpha_{k}, w_{k}, \Theta_k\}) & = \frac{\sum_k |H_j(k)|^2 \alpha_{k} \sigma_{S_k}^2}{\sum_k |H_j(k)|^2 (\alpha_{k} \sigma_{S_k}^2 + \alpha_{k} w_{k}^H U_{k,i} w_{k} + \sigma_{N_k}^2)}
\end{align*}
\]

We notice that \( v_{k,i}^H d_{k,i} d_{k,i} v_{k,i} = \alpha_{k} \Leftrightarrow d_{k,i} d_{k,i} v_{k,i} = 1 \). Hence, writing the optimization problem in terms of \( w_{k} \) and \( \alpha_{k} \) we have,

\[
\begin{align*}
\sup_{\{w_{k}\} \in \mathcal{C}, \{\alpha_{k}\} \in \mathcal{C}_+} & \sum_j \gamma_j f_j (\{\alpha_{k}, w_{k}, \Theta_k\}) \\
\text{subject to } & C_1 : \sum_k \alpha_{k} \sigma_{S_k}^2 = \sum_k \sigma_{S_k}^2, \\
& C_2 : \sum_k d_{k,i} d_{k,i} w_{k}^H w_{k} = 1.
\end{align*}
\]

We can separate [18] across the two variables [19, p. 133], i.e.,

\[
\sup_{\{\alpha_{k}\} \in \mathcal{C}_+} \sup_{\{w_{k}\} \in \mathcal{C}} \sum_j \gamma_j f_j (\{\alpha_{k}, w_{k}, \Theta_k\}.
\]

The inner optimization problem across \( \{w_{k}\} \) corresponds to the standard Minimum Variance Distortionless Response (MVDR) beamforming problem with the solution [2],

\[
w_{k}^* = \frac{\Sigma_{U_k}^{-1} d_{k,i}}{d_{k,i}^H \Sigma_{U_k}^{-1} d_{k,i}} \forall k.
\]

Inserting the MVDR solution into [18], the remaining problem is

\[
\begin{align*}
\sup_{\{\alpha_{k}\} \in \mathcal{C}_+} & \sum_j \gamma_j \left( \sum_k |H_j(k)|^2 \alpha_{k} \sigma_{S_k}^2 \right) \\
\text{subject to } & C_1 : \sum_k \alpha_{k} \sigma_{S_k}^2 = \sum_k \sigma_{S_k}^2, \\
& C_2 : \sum_k d_{k,i} d_{k,i} w_{k}^H w_{k} = \sigma_{N_k}^2.
\end{align*}
\]

where \( \sigma_{N_k}^2 \triangleq w_{k}^H \Sigma_{U_k} w_{k}^* \) is the residual far-end noise after processing by the MVDR beamformer.

4.1. Critical-band near-end optimization

We derive, similarly to existing work on SI enhancement [8], we consider [13], the optimal near-end processor based on the assumption that all frequency gains within a critical band \( j \) are the same, i.e.,

\[
\alpha_{k} = \alpha_{k'}, \forall k, k' \in K_j,
\]

where \( K_j \) is the set of frequency bins belonging to the \( j \)’th critical band. The gains are then later on converted back to DFT domain.

Starting from the optimization problem [20] we have,

\[
\begin{align*}
\sup_{\{\alpha_{j}\} \in \mathcal{C}_+} & \sum_j \gamma_j \alpha_{j} \sigma_{S_j}^2 + \alpha_{j} \sigma_{N_j}^2 \sum_j \sigma_{N_j}^2 \\
\text{subject to } & C_1 : \sum_j \alpha_{j} \sigma_{S_j}^2 = \sum_j \sigma_{S_j}^2, \\
& C_2 : \sum_j d_{k,i} d_{k,i} w_{k}^H w_{k} = \frac{\sum_k d_{k,i} d_{k,i} w_{k}^H w_{k}}{d_{k,i}^H \Sigma_{U_k} d_{k,i}}.
\end{align*}
\]
We notice each term in the sum is concave in $\alpha_j$ for $\alpha_j \geq 0$. Therefore, the weighted sum of these concave functions is also concave. We describe the problem by the Lagrangian cost-function [19],

$$
L = \sum_j \frac{\gamma_j \sigma_{\alpha_j}^2}{\alpha_j \sigma_{S_j}^2 + \alpha_j \sigma_{B_j}^2 + \sigma_{\alpha_j}^2} - \nu \left( \sum_j \alpha_j \sigma_{S_j}^2 - r \right) + \sum_j \lambda_j \alpha_j,
$$

where $r = \sum_j \sigma_{\alpha_j}^2$, and $\nu$ and $\lambda_j$ are the Lagrangian multipliers for the energy constraint and inequality constraint in (22). The KKT conditions [19] for the optimization problem are,

$$
r = \sum_j \alpha_j \sigma_{S_j}^2, \quad 0 \leq \alpha_j, \quad 0 \leq \lambda_j, \quad 0 = \lambda_j \alpha_j, \quad \forall j,
$$

(23a)

$$
0 = \gamma_j \frac{\sigma_{\alpha_j}^2}{\alpha_j \sigma_{S_j}^2 + \alpha_j \sigma_{B_j}^2 + \sigma_{\alpha_j}^2} - \nu \sigma_{\alpha_j}^2 + \lambda_j, \quad \forall j
$$

(23b)

Isolating $\lambda_j$ in (23b), then using the complimentary slackness condition to set $\lambda_j = 0$, we solve for the non-zero $\alpha_j$,

$$
\alpha_j = \max \left\{ \frac{\gamma_j}{\sqrt{\nu}} \frac{\sigma_{\alpha_j}^2}{\sigma_{S_j}^2 + \sigma_{B_j}^2}, 0 \right\}, \quad \forall j,
$$

(24)

where $\nu$ is chosen such that the energy constraint in (23a) is satisfied,

$$
\frac{1}{\sqrt{\nu}} = \left( r + \sum_{j \in \mathcal{J}} \frac{\sigma_{\alpha_j}^2}{\sigma_{S_j}^2 + \sigma_{B_j}^2} \right) / \left( \sum_{j \in \mathcal{J}} \frac{\sigma_{\alpha_j}^2}{\sigma_{S_j}^2 + \sigma_{B_j}^2} \right),
$$

(25)

here $\mathcal{J} = \{ j \in \mathbb{N} : \alpha_j > 0 \}$ denotes the set of frequency bins for which the optimal $\alpha_j$ are positive. We notice, that the set of indices $\mathcal{J}$ depends on the $\alpha_j$ [13]. Therefore, $\nu$ also depends on $\alpha_j$. Hence, there is a recursive relationship between (24) and (25), which may be resolved by using, e.g., a bi-section method or evaluating (24) for a range of $\nu$ values, such that the energy constraint is satisfied [13]. Finally, to get the optimal frequency dependent gains, $\alpha_j^*$, we weight the optimal, $\alpha_j$, using the critical band filters, that is

$$
\alpha_j^* = \sum_j \alpha_j \left| H_j(k) \right|^2 \alpha_j^*,
$$

(26)

where the energy constraint is satisfied in both frequency and critical-band domain as per the normalization of the critical band filters in (11), i.e., $\sum_j \alpha_j^* \sigma_{\alpha_j}^2 = \sum_j \sigma_{S_j}^2 = \sum_k \sigma_{\alpha_k}^2 = \sum_k \alpha_k^* \sigma_{\alpha_k}^2$.

The proposed processor is summarized in Fig. 2. As in [8], the procedure consists of an MVDR beamformer, $w_k$, followed by a frequency dependent gain, $\alpha_k$. In contrast to the results of [8], the frequency bin gains, $\alpha_k$, of our procedure are optimized specifically according to the ASII without approximations and assumptions on signal distributions and without introduction of additional free parameters to model natural speech variations.

5. EXPERIMENTAL EVALUATION

We have seen (Section 4) that by using the production noise model choice in [8] the MI cost function reduces to the ASII. However, this choice of production noise is due to a lack of a more accurate model at the time. Recently, some of the authors have provided an estimated model for the production noise in [14, 15, 16], where $p_{0,j} = 0.75 \forall j$. We compare performance of our proposed method with [8] using the newer production noise model of [14]. We consider a Python simulation of a setup similar to that of [8, 20].

![Fig. 3: ESTOI performance of the proposed method and [8], for varying near-end SNR and a fixed far-end SNR (left column), and varying far-end SNR and a fixed near-end SNR (right column).](image)

5.1. Experimental Setup

We consider a room with dimensions $3 \times 4 \times 3 \text{m}^3$, a single target speaker located at $[1.50, 3.00, 1] \text{m}$, and an array with two microphones spaced $2 \text{cm}$ apart at $[1.50, 2.00, 1] \text{m}$ and $[1.50, 2.02, 1] \text{m}$. At the far-end there are three speech shaped noise sources located at $[0.50, 1.00, 1] \text{m}$, $[0.75, 3.00, 1] \text{m}$ and $[3.00, 1.60, 1] \text{m}$, respectively. The near-end noise is pink. In addition to the far-end noise each microphone is subject to a 60 dB SNR white noise. The source signal is speech signals from five female and five male speakers from the TIMIT-database [21] sampled at 16 kHz. Signals were processed block-wise based on a DFT with 32 ms Hann windows with 50% overlap. Since we assume stationarity, the MVDR beamformer, $w_k$ and post-filter gains, $\alpha_k$, are derived based on the long-term average spectrums, leading to time-invariant processing. The long-term power of the clean speech, far-end noise, and the near-end noise are assumed to be known. Hence, we do not estimate any of these spectrums. Furthermore, the room transfer functions are assumed to be known, and generated without reverberation using [22].

5.2. Results

Fig. 3 shows improvements over ‘unprocessed’ in ESTOI [17], of the proposed method along with the method of [8]. The results show that generally the two methods achieve a similar performance, which is expected due to the similarity shown in Section 4. However, the proposed method is slightly better when the near-end SNR is low and the far-end SNR is intermediate or high. Thus, the production noise model choice of [14] leads to a slightly worse speech enhancement than using the model based on the SII weights [13]. ASII plots show identical performance between the two methods and are thus not reported.

6. CONCLUSION

We have derived a closed-form optimal linear processor for joint far- and near-end speech intelligibility enhancement based on ASII. The optimal processor consists of an MVDR beamformer followed by a frequency dependent post gain. The derived processor is based on a simple model without relying on assumptions and approximations of the underlying marginal signal distributions. Furthermore, we do not need to model or optimize for natural variations in speech. Finally, as a consequence, the proposed processor has comparable or slightly better ESTOI performance than existing work.
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