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Abstract
We study a symmetric diffusion process on \( \mathbb{R}^d \), \( d \geq 2 \), in divergence form in a stationary and ergodic random environment. The coefficients are assumed to be degenerate and unbounded but satisfy a moment condition. We derive upper off-diagonal estimates on the heat kernel of this process for general speed measure. Lower off-diagonal estimates are also shown for a natural choice of speed measure, under an additional mixing assumption on the environment. Using these estimates, a scaling limit for the Green function is proven.
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1 Introduction

We study a diffusion process on \( \mathbb{R}^d \), formally associated with the following generator

\[
\mathcal{L}^\omega u(x) = \frac{1}{\theta^\omega(x)} \nabla \cdot (a^\omega(x) \nabla u(x)), \quad x \in \mathbb{R}^d,
\]

where the random field \( \{a^\omega(x)\}_{x \in \mathbb{R}^d} \) is a symmetric \( d \)-dimensional matrix for each \( x \in \mathbb{R}^d \), and \( \theta^\omega \) is a positive speed measure which may also depend on the random environment \( \omega \). Firstly, we set out the precise assumptions on the random environment. Let \( (\Omega, \mathcal{G}, \mathbb{P}, \{\tau_x\}_{x \in \mathbb{R}^d}) \) be a probability space together with a measurable group of translations. \( \mathbb{E} \) will denote the expectation under this probability measure. To construct the random field let \( a : \Omega \rightarrow \mathbb{R}^{d \times d} \) be a \( \mathcal{G} \)-measurable random variable and define \( a^\omega(x) := a(\tau_x \omega) \). The speed measure is defined similarly, take a \( \mathcal{G} \)-measurable random variable \( \theta : \Omega \rightarrow (0, \infty) \) and let \( \theta^\omega(x) := \theta(\tau_x \omega) \). We refer to this function as the speed measure because the process with general \( \theta^\omega \) can be obtained from the process with \( \theta^\omega \equiv 1 \) via a time-change. As made...
precise in the following, we assume throughout that the random environment is stationary, ergodic and satisfies a non-uniform ellipticity condition.

**Assumption 1.1** The probability space satisfies:

(i) \( \mathbb{P}(\tau_x A) = \mathbb{P}(A) \) for all \( A \in \mathcal{G} \) and any \( x \in \mathbb{R}^d \).

(ii) If \( \tau_x A = A \) for all \( x \in \mathbb{R}^d \) then \( \mathbb{P}(A) \in [0, 1] \).

(iii) The mapping \( (x, \omega) \mapsto \tau_x \omega \) is \( \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{G} \) measurable.

Furthermore for each \( x \in \mathbb{R}^d \), \( a^{\omega}(x) \) is symmetric and there exist positive, \( \mathcal{G} \)-measurable \( \lambda \), \( \Lambda : \Omega \to (0, \infty) \) such that for \( \mathbb{P} \text{-a.e. } \omega \in \Omega \) and all \( \xi \in \mathbb{R}^d \), \( x \in \mathbb{R}^d \),

\[
\lambda(\tau_x \omega) |\xi|^2 \leq \xi \cdot (a^{\omega}(x) \xi) \leq \Lambda(\tau_x \omega) |\xi|^2. \tag{1.2}
\]

Also, defining \( \Lambda^{\omega}(x) := \Lambda(\tau_x \omega) \) and \( \lambda^{\omega}(x) := \lambda(\tau_x \omega) \) for \( x \in \mathbb{R}^d \), assume that \( \mathbb{P} \text{-a.s.} \)

\[
\Lambda^{\omega}, \lambda^{\omega}, \vartheta^{\omega}, (\vartheta^{\omega})^{-1} \in L^\infty_{\text{loc}}(\mathbb{R}^d). \tag{1.3}
\]

The final assumption of local boundedness will allow us to pass from estimates on the semigroup of the diffusion process to pointwise bounds on the heat kernel. Rather than assuming these functions are uniformly bounded, we work with moment conditions given in terms of the following, for \( p, q, r \in (0, \infty] \) define

\[
M_1(p, q, r) := \mathbb{E}[\vartheta^{\omega}(0)^r] + \mathbb{E}[\lambda^{\omega}(0)^{-q}] + \mathbb{E}[\Lambda^{\omega}(0)^p \vartheta^{\omega}(0)^{1-p}],
\]

\[
M_2(p, q) := \mathbb{E}[\lambda^{\omega}(0)^{-q}] + \mathbb{E}[\Lambda^{\omega}(0)^p]. \tag{1.4}
\]

By the ergodic theorem, these conditions together with Assumption 1.1 allow us to control average values of the functions on large balls. For instance, denoting \( B(x, r) \) the closed Euclidean ball of radius \( r \) centred at \( x \), \( \tilde{\Lambda}_p := \mathbb{E}[\Lambda^{\omega}(0)^p] \) and \( \tilde{\lambda}_q := \mathbb{E}[\lambda^{\omega}(0)^q] \), then \( M_2(p, q) < \infty \) implies that for \( \mathbb{P} \text{-a.e. } \omega \), there exists \( N^{\omega}_1(x) > 0 \) such that for all \( r \geq N^{\omega}_1(x) \),

\[
\frac{1}{|B(x, r)|} \int_{B(x, r)} \Lambda^{\omega}(u)^p \, du < 2 \tilde{\Lambda}_p, \quad \frac{1}{|B(x, r)|} \int_{B(x, r)} \lambda^{\omega}(u)^q \, du < 2 \tilde{\lambda}_q. \tag{1.5}
\]

In the uniformly elliptic case, where \( \Lambda^{\omega}(x) \) and \( \lambda^{\omega}(x) \) are bounded above and below respectively, uniformly in \( \omega \), the model we are considering has been extensively studied. A quenched invariance principle is established in [31] for differentiable, periodic coefficients. Further results for smooth, periodic, uniformly elliptic coefficients are given in [29]. The quenched invariance principle was extended to a random environment with a uniformly elliptic symmetric part and differentiable skew-symmetric part satisfying a growth condition in [26]. Outside the uniformly elliptic regime and more recently, [9] proved this homogenization result for operators taking a specific, periodic form, with measurable and locally integrable coefficients. Without assuming differentiability of the random field, some work is required to construct the process associated with (1.1) in a general ergodic environment. The diffusion is constructed using the theory of Dirichlet forms, with the corresponding form being

\[
\mathcal{E}^{\omega}(u, v) := \sum_{i, j=1}^{d} \int_{\mathbb{R}^d} a^{\omega}_{ij}(x) \partial_i u(x) \partial_j v(x) \, dx, \tag{1.6}
\]

for \( u, v \) in a proper class of functions \( \mathcal{F}^0 \subset L^2(\mathbb{R}^d, \theta^{\omega} \, dx) \), defined precisely in Section 2.

The construction of a diffusion process \((X^{\omega}_t)_{t \geq 0} \) associated to (1.1) is a recent result of [19]. This is done under Assumption 1.1 together with the moment condition \( M_2(p, q) < \infty \).
for some $p, q \in (1, \infty]$ satisfying $\frac{1}{p} + \frac{1}{q} < \frac{2}{d}$. The main result in [19, Theorem 1.1] is the quenched invariance principle, that is for \( \mathbb{P}\)-a.e. \( \omega \) the law of the process \( \left( \frac{1}{n} X_{\sigma t^n} \right)_{t \geq 0} \) on \( C([0, \infty), \mathbb{R}^d) \) converges weakly as \( n \to \infty \) to that of a Brownian motion. This is first proven for \( \theta^\omega \equiv 1 \) and then for general speed measure satisfying \( \mathbb{E}[\theta^\omega(0)] < \infty \) and \( \mathbb{E}[\theta^\omega(0)^{-1}] < \infty \), after showing that the general speed process can be obtained via a time change.

Regarding the heat kernel of the operator \( \mathcal{L}^\omega \), it is also shown therein that the semigroup \( P_t \) of the above diffusion process has a transition kernel \( p^\omega_0(t, x, y) \) with respect to \( \theta^\omega(x) dx \), furthermore this is jointly continuous in \( x \) and \( y \). Explicitly, for continuous, bounded \( f : \mathbb{R}^d \to \mathbb{R} \),

$$ P_t f(x) = \int_{y \in \mathbb{R}^d} f(y) p^\omega_0(t, x, y) \theta^\omega(y) dy, \quad \forall x \in \mathbb{R}^d, \ t > 0. \tag{1.7} $$

A second, stronger result that has recently been established under Assumption 1.1 and moment condition \( M_1(p, q, r) < \infty \) for some \( p, q, r \in (1, \infty] \) satisfying \( \frac{1}{r} + \frac{1}{q} + \frac{1}{p-1} r^{-1} r < \frac{2}{d} \) is the quenched local central limit theorem [18, Theorem 1.1]. This states that the rescaled transition kernel \( p^\omega_{nt}(n^2 t, 0, n x) \) converges as \( n \to \infty \) to the heat kernel of a Brownian motion \( k^\Sigma(0, x) \) with some deterministic, positive definite covariance matrix \( \Sigma \) implicitly depending on the law \( \mathbb{P} \). Namely, for \( t > 0 \) and \( x, y \in \mathbb{R}^d \),

$$ k^\Sigma_t(x, y) := \frac{1}{\sqrt{(2\pi t)^d \det \Sigma}} \exp \left( -\frac{(y-x) \cdot \Sigma^{-1}(y-x)}{2t} \right). \tag{1.8} $$

The convergence is uniform on compact sets in \( t \) and \( x \) and the key step is to apply a parabolic Harnack inequality to obtain Hölder regularity of the heat kernel; this is achieved via Moser iteration which will also play an important role in our analysis. Many of the techniques take inspiration from the random conductance model (RCM) setting, cf. [1, 3, 8, 14] for recent RCM local limit theorems in a degenerate, ergodic setting. The diffusion studied in this paper is a continuum analogue of that model, where a random walk moves on a lattice, usually \( \mathbb{Z}^d \) equipped with nearest-neighbour edges. Importantly, the RCM literature indicates that moment conditions are indeed necessary for a general ergodic environment, for instance [3] proves a local limit theorem under a moment assumption equivalent to \( M_2(p, q) < \infty \) for \( \frac{1}{p} + \frac{1}{q} < \frac{2}{d} \) and shows that this condition is optimal for the canonical choice of speed measure (known as the constant speed random walk). Another recent result under moment conditions is a Liouville theorem for the elliptic equation associated to (1.1) in [12], cf. also [11] for a related result on the parabolic equation associated to a time-dependent, uniformly elliptic version of (1.1). Local boundedness and a Harnack inequality for solutions to the elliptic equation were recently proven in [13] under moment conditions.

A local limit theorem quantifies the limiting behaviour of the heat kernel and is known to provide near-diagonal estimates on the kernel prior to rescaling – see Proposition 3.1. In this paper our aim is to derive full Gaussian estimates on the heat kernel \( p^\omega_0(t, x, y) \) for all \( x \) and \( y \), also known as off-diagonal estimates. For general speed measure, it is known that these bounds should be governed by the intrinsic metric, cf. [17, 20, 34]. In the random environment setting, this is a metric on \( \mathbb{R}^d \) dependent on \( a^\omega \) and \( \theta^\omega \), defined as

$$ d^\omega_{\theta}(x, y) := \sup \left\{ \phi(y) - \phi(x) : \phi \in C(\mathbb{R}^d) \cap \mathcal{F}^\omega_{\text{loc}}, \ \text{ess sup}_{z \in \mathbb{R}^d} \frac{\langle \nabla \phi \cdot a^\omega \nabla \phi \rangle(z)}{\theta^\omega(z)} \leq 1 \right\}. $$

In the above, \( \mathcal{F}^\omega_{\text{loc}} \) is the local domain of the Dirichlet form \( \mathcal{E}^\omega \), defined precisely in Section 2. Outside of the uniformly elliptic case it is clear that the above is not in general
comparable to the Euclidean metric, which we denote $d(\cdot, \cdot)$. A natural follow-up question to this work would be to find the minimal conditions on an ergodic environment for which these two metrics are comparable. However here we require some regularity of the intrinsic metric in order to derive off-diagonal heat kernel estimates in terms of it. Specifically we must show it is strictly local, meaning it generates the Euclidean topology on $\mathbb{R}^d$. We therefore make the following additional assumption.

**Assumption 1.2** (Continuity of the Environment) For $\mathbb{P}$-a.e. $\omega$, the functions $a^\omega: \mathbb{R}^d \to \mathbb{R}^{d \times d}$ and $\theta^\omega: \mathbb{R}^d \to (0, \infty)$ are continuous.

Our first main result is an upper off-diagonal heat kernel estimate for the symmetric diffusion process with general speed measure in an ergodic, degenerate environment, and is proven in Section 2.

**Theorem 1.3** Suppose Assumption 1.1 and Assumption 1.2 hold. Let $d \geq 2$ and assume $M_1(p, q, r) < \infty$ for some $p, q, r \in (1, \infty]$ satisfying $\frac{1}{r} + \frac{1}{q} + \frac{1-p}{r} < \frac{2}{d}$. Then for $\mathbb{P}$-a.e. $\omega \in \Omega$ and every $x \in \mathbb{R}^d$, there exist $N_\omega^d(x) > 0$, $c_1(d, p, q, r) > 0$ and $\gamma(d, p, q, r) > 0$ such that the following holds for all $y \in \mathbb{R}^d$ and $\sqrt{t} > N_\omega^d(x)$,

$$p_\theta^\omega(t, x, y) \leq c_1 t^{-\frac{d}{2}} \left(1 + \frac{d(x, y)}{\sqrt{t}}\right)^\gamma \exp\left(-\frac{d_\theta^\omega(x, y)^2}{8t}\right).$$

(1.9)

**Remark 1.4**

(i) In the ‘constant speed’ setting of $\theta^\omega \equiv \Lambda^\omega$ (and more generally whenever $\theta^\omega \geq c \Lambda^\omega$), we obtain off-diagonal heat kernel estimates in terms of the Euclidean metric $d$, without the need for Assumption 1.2. We get a full Gaussian upper estimate here because the polynomial prefactor in (1.9) can be absorbed into the exponential when the two metrics are comparable.

(ii) We restrict to $d \geq 2$ because the technique for deriving the maximal inequality in Section 2.1 breaks down in $d = 1$ due to issues with the Sobolev inequality (Lemma 2.4). Similarly, the lower estimate (Theorem 1.6) relies on the parabolic Harnack inequality in [18] which is also derived using Moser iteration for $d \geq 2$ only.

To prove the above estimate we use Davies’ perturbation method, a technique for deriving upper off-diagonal estimates, well-established in the elliptic and parabolic equations literature for uniformly elliptic operators cf. [17, 20, 21, 28, 34]. The idea also translates to heat kernels on graphs [22, 23] and recently the RCM in a degenerate, ergodic environment [4, 5]. The first step of Davies’ method is to consider the Cauchy problem associated to the perturbed operator $L_\psi^\omega := e^\psi L^\omega e^{-\psi}$ where $\psi$ is an arbitrary test function, and use a maximal inequality to bound the fundamental solution. In [36], off-diagonal estimates are derived for solutions of a parabolic equation in a uniformly elliptic setting with degenerate, locally integrable weight; this was useful inspiration for the Cauchy problem we consider in Section 2.1. To derive the maximal inequality we use a Moser iteration scheme adapted to the perturbed operator, similar to the method used to derive the parabolic Harnack inequality for the original operator $L^\omega$ in [18]. Ergodic theory plays a key role here in controlling constants which depend on the random environment. Moser iteration has previously been applied to prove the corresponding RCM results – the quenched invariance principle in [2], the Harnack inequality in [3] and off-diagonal estimates in [4, 5].

The second part of the argument is to optimise over the test function $\psi$. In the uniformly elliptic case this is straightforward as one can work with the Euclidean metric, however
in our general setting of degenerate coefficient matrix and speed measure the off-diagonal estimate is governed by the intrinsic metric defined above. Utilising a test function related to this metric requires certain regularity properties, for instance that it generates the Euclidean topology on $\mathbb{R}^d$. In Section 2.3 we first relate the intrinsic metric to a Riemannian metric, then apply a recent result from geometric analysis [16] to prove the necessary regularity properties under Assumption 1.2.

As a counterpart to the preceding upper estimate, we also present a lower off-diagonal estimate for the heat kernel, in the ‘constant speed’ case of $\theta^\omega \equiv \Lambda^\omega$. Whilst Assumption 1.2 for regularity of the intrinsic metric is no longer required, we need stronger control on the environment than given in Assumption 1.1. In particular, a decorrelation assumption is necessary for the proof and we assume finite-range dependence of the environment.

**Assumption 1.5** Suppose there exists a positive constant $\mathcal{R} > 0$ such that for all $x \in \mathbb{R}^d$ and $\mathbb{P}$-a.e. $\omega$, $\tau_x \omega$ is independent of $\{\tau_y \omega : y \in B(x, \mathcal{R})\}$.

To prove the lower estimate we adapt the established chaining argument to the diffusion in a degenerate random environment, the method originated in [25] using the ideas of Nash. It was adapted to the weighted graph setting in [23], to random walks on percolation clusters in [10], and it was recently applied to the RCM [6]. The strategy is to repeatedly apply lower near-diagonal estimates, derived from the parabolic Harnack inequality established in [19], along a sequence of balls. The form of the constant in the Harnack inequality means that averages of the functions $\lambda^\omega(\cdot)$, $\Lambda^\omega(\cdot)$ on balls with varying centre-points must be controlled simultaneously to derive the lower off-diagonal estimate. Something stronger than the classical ergodic theorem is required to do this, so given Assumption 1.5 we establish a specific form of concentration inequality (Proposition 3.3) for this purpose. By an argument similar to [6] this inequality is then used to control the environment-dependent terms arising from the Harnack inequality, see Proposition 3.4. The statement is given below and proven in Section 3.

**Theorem 1.6** Suppose $d \geq 2$ and Assumptions 1.1 and 1.5 hold. There exist $p_0, q_0 \in (1, \infty)$ such that if $M_2(p_0, q_0) < \infty$ then for $\mathbb{P}$-a.e. $\omega$ and every $x \in \mathbb{R}^d$, there exist $c_i(d) > 0$ and a random constant $N_3^\omega(x) > 0$ satisfying

$$\mathbb{P}(N_3^\omega(x) > n) \leq c_2 n^{-\alpha} \quad \forall n > 0, \quad (1.10)$$

for some $\alpha > d(d - 1) - 1$, such that the following holds. For all $y \in \mathbb{R}^d$ and $t \geq N_3^\omega(x)(1 \vee d(x, y))$,

$$p_\Lambda^\omega(t, x, y) \geq c_3 t^{-d/2} \exp \left( - c_4 \frac{d(x, y)^2}{t} \right). \quad (1.11)$$

For the moment condition, it suffices to take $p_0 > 2d \kappa p$ and $q_0 > 2d \kappa q$, where

$$\kappa(d, p, q) := \frac{(2 + d) pq - (p + 2q)d}{2pq - (p + q)d},$$

is the constant in Proposition 3.1.

**Remark 1.7** (i) In [6], three other assumptions such as an FKG inequality or a spectral gap inequality are offered as alternatives to finite-range dependence. Some of these are
specific to the discrete setting and Assumption 1.5 is the most natural for our context, but it may be possible to replace it with other similar conditions.

(ii) We state the above only for \( \theta^\omega \equiv \Lambda^\omega \) because for general speed measure the intrinsic metric is not necessarily comparable to the Euclidean metric which is used for the chaining argument. It may be possible to adapt the argument to general speed however and it is unclear whether this would require further assumptions in order to compare the two metrics.

Our final result is a scaling limit for the Green function of the diffusion process, defined as

\[
g^\omega(x, y) := \int_0^\infty p^\omega_\theta(t, x, y) \, dt.
\]

As already noted, the diffusion with general speed measure may be obtained from the process with speed measure \( \theta^\omega \equiv 1 \) via a time change [18, Theorem 2.4]. Therefore the Green function, which exists in dimension \( d \geq 3 \) due to the upper off-diagonal heat kernel estimate above, is independent of the speed measure \( \theta^\omega \). Applying Theorem 1.3 together with a long-range bound obtained in Section 4, we obtain sufficient bounds to apply the local limit theorem [18, Theorem 1.1] and show that an appropriately rescaled version of the Green function converges to that of a Brownian motion,

\[
g_{\text{BM}}(x, y) := \int_0^\infty k^\Sigma(t, x, y) \, dt.
\] (1.12)

For the purposes of the Green function scaling limit result, we make the additional assumption that the intrinsic metric, which we denote \( d^\omega(\cdot, \cdot) \) when \( \theta^\omega \equiv 1 \), is bounded below by the Euclidean metric. This allows us to get an upper off-diagonal estimate in terms of the Euclidean metric. This choice of speed measure, \( \theta^\omega \equiv 1 \), is sufficient for proving the long-range bound, Proposition 4.2. Other choices may require uniform boundedness of the speed measure for the proof of that proposition, which would be quite a restrictive assumption.

**Assumption 1.8** There exists \( c_5 > 0 \) such that, for \( \mathbb{P}\text{-a.e.} \omega \),

\[
d^\omega(x, y) \geq c_5 d(x, y), \quad \forall x, y \in \mathbb{R}^d.
\] (1.13)

**Theorem 1.9** Let \( d \geq 3 \), suppose Assumptions 1.1, 1.2 and 1.8 hold. Also, assume there exist \( p, q \in (1, \infty] \) satisfying \( \frac{1}{p-1} + \frac{1}{q} < \frac{2}{d} \) such that \( M_2(p, q) < \infty \). Then for \( x_0 \in \mathbb{R}^d \), \( 0 < r_1 < r_2 \) and the annulus \( A := \{ x \in \mathbb{R}^d : 0 < r_1 \leq d(x_0, x) \leq r_2 \} \),

\[
\lim_{n \to \infty} \sup_{x \in A} |n^{d-2} g^\omega(x_0, nx) - g_{\text{BM}}(x_0, x)| = 0 \quad \text{for } \mathbb{P}\text{-a.e.} \omega.
\] (1.14)

**Remark 1.10** (i) Analogous results have been proven for the RCM in [3, Theorem 1.14] and [27, Theorem 5.3]. See also [6, Theorem 1.6] for further estimates on the Green function which can be derived from off-diagonal heat kernel estimates.

(ii) Assumption 1.8 holds, for instance, in the setting of lower uniform ellipticity, \( \lambda^\omega(x) \geq c_- > 0 \) for all \( x \in \mathbb{R}^d \) and \( \mathbb{P}\text{-a.e.} \omega \). It is possible that the intrinsic metric can be bounded by the Euclidean metric outside of the uniformly elliptic regime; for recent results in this direction in the discrete setting see [7].

A key ingredient to prove the above is a local limit theorem. For the RCM, this was recently proven under a less restrictive inequality on \( p \) and \( q \) in [13], for the variable speed random walk, which is analogous to \( \theta^\omega \equiv 1 \) in our setting. As such, it is possible that
by leveraging on the improved Moser iteration in [13], the moment condition for the local limit theorem in [18, Theorem 1.1] could be relaxed. As a consequence, the inequality \( \frac{1}{p-1} + \frac{1}{q} < \frac{2}{d} \) in Theorem 1.9 could then be improved.

**Notation and Structure of the Paper.** For \( x \in \mathbb{R}^d \), \(|x|\) denotes the standard Euclidean norm. For vectors \( u, v \in \mathbb{R}^d \), the canonical scalar product is given by \( u \cdot v \) and gradient \( \nabla u \). We write \( c \) to denote a positive, finite constant which may change on each appearance. Constants denoted by \( c_i \) will remain the same. For \( \alpha, \beta \in \mathbb{R} \), we write \( \alpha \lesssim \beta \) to mean there exist constants \( c, \tilde{c} > 0 \) such that \( c \alpha \leq \beta \leq \tilde{c} \alpha \). For a countable set \( A \), its cardinality is denoted \( |A| \). Otherwise if \( A \subset \mathbb{R}^d \), \(|A|\) is the Lebesgue measure. For any \( p \in (1, \infty) \), the Hölder conjugate is written \( p_* := \frac{p}{p-1} \). We will work with inner products as follows, for functions \( f, g : \mathbb{R}^d \rightarrow \mathbb{R} \) and positive weight \( \nu : \mathbb{R}^d \rightarrow \mathbb{R} \),

\[
(f, g) := \int_{\mathbb{R}^d} f(x) g(x) \, dx, \quad (f, g)_\nu := \int_{\mathbb{R}^d} f(x) g(x) \nu(x) \, dx.
\]

Furthermore, for \( p \in (0, \infty) \) and bounded \( B \subset \mathbb{R}^d \), define norms

\[
\|f\|_p := \left( \int_{\mathbb{R}^d} |f(x)|^p \, dx \right)^{1/p}, \quad \|f\|_{p,\nu} := \left( \int_{\mathbb{R}^d} |f(x)|^p \nu(x) \, dx \right)^{1/p},
\]

\[
\|f\|_{p,B} := \left( \frac{1}{|B|} \int_B |f(x)|^p \, dx \right)^{1/p}, \quad \|f\|_{p,B,\nu} := \left( \frac{1}{|B|} \int_B |f(x)|^p \nu(x) \, dx \right)^{1/p}.
\]

For \( q \in (0, \infty) \), \( I \subset \mathbb{R} \), \( B \subset \mathbb{R}^d \), \( Q = I \times B \) and \( u : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R} \), let

\[
\|u\|_{p,q,Q} := \left( \frac{1}{|I|} \int_I \|u_t\|_{p,B}^q dt \right)^{1/q}, \quad \|u\|_{p,q,Q,\nu} := \left( \frac{1}{|I|} \int_I \|u_t\|_{p,B,\nu}^q dt \right)^{1/q},
\]

\[
\|u\|_{p,\infty,Q} := \text{ess sup}_{t \in I} \|u_t\|_{p,B}, \quad \|u\|_{p,\infty,Q,\nu} := \text{ess sup}_{t \in I} \|u_t\|_{p,B,\nu},
\]

\[
\|u\|_{\infty,\infty,Q} := \text{ess sup}_{(t,x) \in Q} u(t, x).
\]

Finally for \( f : \mathbb{R}^d \rightarrow \mathbb{R}^m \), let

\[
\|f\|_{\infty} := \text{ess sup}_{x \in \mathbb{R}^d} |f(x)|.
\]

All of the results herein will be quenched, in that they hold for \( \mathbb{P}\text{-a.e.} \) instance of the environment \( \omega \) unless stated otherwise. Regarding the structure of the paper, Section 2 is devoted to the proof of the upper off-diagonal heat kernel estimate Theorem 1.3. The lower estimate, Theorem 1.6, is then proven in Section 3. Finally, Section 4 concerns the proof of the Green function scaling limit.

## 2 Davies’ Method

Throughout this section assume \( d \geq 2 \), Assumption 1.1 holds and let \( p, q, r \in (1, \infty) \) satisfy \( \frac{1}{r} + \frac{1}{q} + \frac{1}{p-1} = \frac{2}{d} \). One important space we will work with is \( \mathcal{F}^\theta_G \) which, for open \( G \subset \mathbb{R}^d \), is the closure of \( \mathcal{C}^\infty_0(G) \) in \( L^2(G, \theta^\alpha dx) \) with respect to \( \mathcal{E}^\alpha + (\cdot, \cdot)_\theta \). We write \( \mathcal{F}^\theta \) in the case \( G = \mathbb{R}^d \) and if \( \theta^\alpha \equiv 1 \) also we simply write \( \mathcal{F} \). Define \( \mathcal{F}_{\text{loc}}^\theta \) by \( u \in \mathcal{F}_{\text{loc}}^\theta \) if for all balls \( B \subset \mathbb{R}^d \) there exists \( u_B \in \mathcal{F}_{\text{loc}}^\theta \) such that \( u = u_B \) \( \mathbb{P}\text{-a.s.} \) in the case \( \theta^\alpha \equiv 1 \) this space is denoted \( \mathcal{F}_{\text{loc}} \). We write \( W^{1,\infty}(\mathbb{R}^d) \) for the Sobolev space of \( L^\infty(\mathbb{R}^d) \) functions with a weak derivative in \( L^\infty(\mathbb{R}^d) \), also we denote \( W^{1,\infty}_{\text{loc}}(\mathbb{R}^d) \) the corresponding local Sobolev space.
Following [18], we define the weak parabolic equation satisfied by the heat kernel.

**Definition 2.1** (Caloric function) Let $I \subseteq \mathbb{R}$ and $G \subseteq \mathbb{R}^d$ be open sets. A function $u : I \to \mathcal{F}_G^\theta$ is caloric if the map $t \mapsto (u(t, \cdot), \phi)_\theta$ is differentiable for any $\phi \in L^2(G, \theta^\omega dx)$ and

$$\frac{d}{dt} (u_t, \phi)_\theta + \mathcal{E}^\omega (u_t, \phi) = 0,$$

(2.1)

for all $\phi \in \mathcal{F}_G^\theta$ and for all $t \in I$.

### 2.1 Maximal Inequality for the Perturbed Cauchy Equation

The first step in applying Davies’ method is to establish a bound on solutions to the following Cauchy problem.

**Lemma 2.2** (Cauchy Problem) Let $u$ be caloric on $\mathbb{R} \times \mathbb{R}^d$ and $u(0, \cdot) = f(\cdot)$ for some $f \in L^2(\mathbb{R}^d, \theta^\omega dx)$. Let $\psi \in W^{1, \infty}_{loc}(\mathbb{R}^d)$ satisfy $\psi_\infty < \infty$ and

$$h^\omega (\psi)^2 := \text{ess sup}_{x \in \mathbb{R}^d} (\nabla \psi \cdot a^\omega \nabla \psi)(x) < \infty.$$

Then writing $v(t, x) := e^{\psi(x)} u(t, x)$, we have for all $t > 0$,

$$\|v_t\|_{2, \theta}^2 \leq e^{2h^\omega(\psi)^2 t} \|e^\psi f\|_{2, \theta}^2.$$

**Proof** Formally, $v_t = v(t, \cdot)$ solves the caloric equation

$$\frac{d}{dt} (v_t, \phi)_\theta + J^\omega (v_t, \phi) = 0,$$

(2.2)

where we have defined an operator

$$J^\omega (v, \phi) := \int_{\mathbb{R}^d} (a^\omega \nabla v) \cdot \nabla \phi + \phi (a^\omega \nabla v) \cdot \nabla \psi - v (a^\omega \nabla \psi) \cdot \nabla \phi - v \phi (a^\omega \nabla \psi) \cdot \nabla \psi \, dx.$$

The caloric equation for $v_t$ can be formulated properly, using a suitable space of test functions, akin to $\mathcal{F}_G^\theta$, but for our purposes it suffices to study one specific instance of this equation, which we derive directly from (2.1) for brevity.

More precisely, for $t > 0$, $u_t = u(t, \cdot) \in \mathcal{F}_G^\theta$ by Definition 2.1 and the supposed properties of $\psi$ guarantee that $e^{2\psi} u_t \in \mathcal{F}_G^\theta$ also. Therefore, setting $\phi = e^{2\psi} u_t$ in (2.1) and rearranging gives

$$\frac{d}{dt} (v_t, v_t)_\theta + 2 J^\omega (v_t, v_t) = 0.$$

Since $a^\omega$ is symmetric,

$$J^\omega (v_t, v_t) = \int_{\mathbb{R}^d} (a^\omega \nabla v_t) \cdot \nabla v_t - v_t^2 (a^\omega \nabla \psi) \cdot \nabla \psi \, dx$$

$$\geq - \int_{\mathbb{R}^d} v_t^2 (a^\omega \nabla \psi) \cdot \nabla \psi \, dx$$

$$\geq - h^\omega (\psi)^2 \|v_t\|_{2, \theta}^2.$$

Therefore,

$$\frac{d}{dt} \|v_t\|_{2, \theta}^2 \leq 2 h^\omega (\psi)^2 \|v_t\|_{2, \theta}^2,$$

from which the result follows. 

\( \square \)
We now establish an energy estimate which we will go on to apply iteratively in order to derive a maximal inequality for \( v \).

**Lemma 2.3** Let \( I = (t_1, t_2) \subseteq \mathbb{R}_+ \) and \( B \subseteq \mathbb{R}^d \) be any Euclidean ball, \( Q := I \times B \). Let \( u \) be a locally bounded positive caloric function on \( I \times B \), and \( v(t, x) := e^{\psi(x)} u(t, x) \) for \( \psi \in W^{1, \infty}_{loc}(\mathbb{R}^d) \) with \( \| \psi \|_\infty < \infty \) and \( h^\alpha(\psi)^2 < \infty \). Define cut-off functions \( \eta \in C_0^\infty(B) \) such that \( 0 \leq \eta \leq 1 \) and \( \xi : \mathbb{R} \to [0, 1] \) differentiable with \( \xi \equiv 0 \) on \( (-\infty, t_1] \). Then, there exists \( c_6 > 1 \) such that for any \( \alpha \geq 1 \),

\[
\frac{1}{|I|} \| \xi(\eta v^\alpha I_1, \eta v^\alpha I_2) \|_{1, \infty, Q, \theta} + \frac{1}{|I|} \int_I \frac{\mathcal{E}_I(v, \eta v^\alpha I_1, \eta v^\alpha I_2)}{|B|} dt \leq c_6 \left( \| \nabla \eta \|_\infty^2 \left| \frac{\Lambda^\alpha}{\theta^\alpha} \right|_{p, B, \theta} \left| v^{2\alpha} \right|_{p, 1, Q, \theta} + \left( \alpha^2 h^\alpha(\psi)^2 + \| \xi' \|_\infty \right) \left( \eta v^\alpha I_1, \eta v^\alpha I_2 \right) \right).
\]

**Proof** One can show using (2.2) and the same argument as [18, Lemma B.3] that

\[
\frac{d}{dt} (v_I^{2\alpha} - \eta^2 v_I^{2\alpha - 1}) + 2\alpha J^\alpha(v_I, \eta v_I^{2\alpha - 1}) \leq 0 \quad \forall \ t \geq 0. \tag{2.3}
\]

Then

\[
\begin{align*}
\alpha J^\alpha(v_I, \eta v_I^{2\alpha - 1}) &= \int_{\mathbb{R}^d} (a^{\alpha\nu} \nabla v_I) \cdot \nabla (\eta v_I^{2\alpha - 1}) + \alpha \eta v_I^{2\alpha - 1} (a^{\alpha\nu} \nabla v_I) \cdot \nabla \psi \\
&\quad - \alpha v_I (a^{\alpha\nu} \nabla \psi) \cdot \nabla (\eta v_I^{2\alpha - 1}) - \alpha \eta v_I^{2\alpha} (a^{\alpha\nu} \nabla \psi) \cdot \nabla \psi dx.
\end{align*}
\]

We label these integrands \( J_1, \ldots, J_4 \) in order.

\[
J_1 = \alpha (a^{\alpha\nu} \nabla v_I) \cdot \nabla (\eta v_I^{2\alpha - 1})
\]

By algebraic manipulation,

\[
J_1 = \frac{2\alpha - 1}{\alpha} (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla (\eta v_I^{\alpha I}) - \frac{1}{\alpha} v_I (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla \eta - \frac{1}{\alpha} (a^{\alpha\nu} \nabla \eta) \cdot \nabla (\eta v_I^{2\alpha I}).
\]

Then since \( \alpha \geq 1 \),

\[
J_1 \geq (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla (\eta v_I^{\alpha I}) - v_I (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla \eta - v_I^{2\alpha} (a^{\alpha\nu} \nabla \eta) \cdot \nabla \eta
\]

\[
\geq \frac{1}{2} (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla (\eta v_I^{\alpha I}) - 2 v_I^{2\alpha} (a^{\alpha\nu} \nabla \eta) \cdot \nabla \eta. \tag{2.4}
\]

Similarly,

\[
|J_2| \leq \frac{1}{8} (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla (\eta v_I^{\alpha I}) + 3 \eta v_I^{2\alpha} (a^{\alpha\nu} \nabla \psi) \cdot \nabla \psi + v_I^{2\alpha} (a^{\alpha\nu} \nabla \eta) \cdot \nabla \eta. \tag{2.5}
\]

\[
|J_3| \leq \frac{1}{8} (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla (\eta v_I^{\alpha I}) + 8 \alpha^2 \eta^2 v_I^{2\alpha} (a^{\alpha\nu} \nabla \psi) \cdot \nabla \psi
\]

\[
+ \eta^2 v_I^{2\alpha} (a^{\alpha\nu} \nabla \eta) \cdot \nabla \eta + v_I^{2\alpha} (a^{\alpha\nu} \nabla \eta) \cdot \nabla \eta. \tag{2.6}
\]

Substituting the above estimates into (2.3),

\[
\frac{d}{dt} \| \eta v_I^{2\alpha} \|_{1, \beta} \leq \int_{\mathbb{R}^d} 4 v_I^{2\alpha} (a^{\alpha\nu} \nabla \eta) \cdot \nabla \eta - \frac{1}{4} (a^{\alpha\nu} \nabla (\eta v_I^{\alpha I})) \cdot \nabla (\eta v_I^{\alpha I}) dx
\]

\[
+ (9\alpha^2 + 4) \int_{\mathbb{R}^d} \eta^2 v_I^{2\alpha} (a^{\alpha\nu} \nabla \psi) \cdot \nabla \psi dx. \tag{2.7}
\]
Therefore,
\[
\frac{d}{dt} \| \eta^2 v_t^{2a} \|_{1,B,\theta} + \frac{\mathcal{E}^\omega(\eta v_t^\alpha, \eta v_t^\alpha)}{4|B|} \leq \frac{1}{|B|} \left( 4 \int_{\mathbb{R}^d} v_t^{2a}(a^\alpha \nabla \eta) \cdot \nabla \eta \, dx + (9\alpha^2 + 4) \int_{\mathbb{R}^d} \eta^2 v_t^{2a}(a^\alpha \nabla \psi) \cdot \nabla \psi \, dx \right).
\]

We can then bound these terms as follows
\[
\int_{\mathbb{R}^d} v_t^{2a}(a^\alpha \nabla \eta) \cdot \nabla \eta \, dx \leq \| \nabla \eta \|_\infty^2 \int_B v_t^{2a} \Lambda^{\omega \alpha} \, dx \leq \| \nabla \eta \|_\infty^2 |B| \| v_t^{2a} \|_{1,B,A} \\
\int_{\mathbb{R}^d} \eta^2 v_t^{2a}(a^\alpha \nabla \psi) \cdot \nabla \psi \, dx \leq h^\omega(\psi)^2 \int_{\mathbb{R}^d} \eta^2 v_t^{2a} \theta^{\omega \alpha} \, dx \\
= h^\omega(\psi)^2 |B| \| \eta^2 v_t^{2a} \|_{1,B,\theta},
\]
where we used Hölder’s inequality on the first term. So,
\[
\frac{d}{dt} \| \eta^2 v_t^{2a} \|_{1,B,\theta} + \frac{\mathcal{E}^\omega(\eta v_t^\alpha, \eta v_t^\alpha)}{4|B|} \leq 4 \| \nabla \eta \|_\infty^2 \| \Lambda^{\omega \alpha / \theta^{\omega \alpha}} \|_{p,B,\theta} \| v_t^{2a} \|_{p,B,\theta} + (9\alpha^2 + 4) h^\omega(\psi)^2 \| \eta^2 v_t^{2a} \|_{1,B,\theta}. \tag{2.8}
\]

Now let \( t \in (t_1, t_2) \), multiply the above by \( \xi(s) \) and integrate from \( s = t_1 \) to \( s = t \),
\[
\frac{1}{|I|} \left( \xi(t) \| \eta^2 v_t^{2a} \|_{1,B,\theta} + \frac{1}{4} \int_{t_1}^t \frac{\mathcal{E}^\omega(\eta v_s^\alpha, \eta v_s^\alpha)}{|B|} \, ds \right) \leq 4 \| \nabla \eta \|_\infty^2 \| \Lambda^{\omega \alpha / \theta^{\omega \alpha}} \|_{p,B,\theta} \| v_t^{2a} \|_{p_+,1 \times B,\theta} + (9\alpha^2 + 4) h^\omega(\psi)^2 \| \eta^2 v_t^{2a} \|_{1,1 \times B,\theta} \\
+ \sup_{s \in I} |\xi'(s)| \| \eta^2 v_t^{2a} \|_{1,1 \times B,\theta}. \tag{2.9}
\]
Note that the final term on the right-hand side appears by integration by parts with the first term on the left-hand side. Finally, take supremum over \( t \in I \) on the left-hand side. \( \square \)

The following Sobolev inequality is another component in deriving the maximal inequality in Proposition 2.5.

**Lemma 2.4** (Sobolev Inequality) Let \( B \subseteq \mathbb{R}^d \) be a Euclidean ball and \( \eta \in C_0^\infty(B) \) a cut-off function. Then there exists \( c_7(d, q) > 0 \) such that for all \( u \in F_\theta^{loc} \cup F_\rho^{loc} \),
\[
\| \eta^2 u^2 \|_{\rho/\rho, B, \theta} \leq c_7 |B|^{\frac{1}{2}} \| (\lambda^{\omega \alpha})^{-1} \rho, B \|^{\rho/\rho, \theta} \| \eta^2 u^2 \|_{\rho, B}, \tag{2.10}
\]
where \( \rho := qd/(q(d - 2) + d) \).

**Proof** Firstly, by Hölder’s inequality,
\[
\| \eta^2 u^2 \|_{\rho/\rho, B, \theta} \leq \| \rho, B \|^{\rho/\rho, \theta} \| \eta^2 u^2 \|_{\rho, B}. \tag{2.11}
\]
Also by [18, Proposition 2.3],
\[
\| \eta^2 u^2 \|_{\rho} \leq \| \rho, B \|^{\rho, \theta} \| \eta^2 u^2 \|_{\rho, B}.
\]

\( \square \) Springer
After averaging over $B$ this yields
\[ \left\| \eta^2 u^2 \right\|_{\rho, B} \leq c |B|^{2/d} \left\| (\lambda^\omega)^{-1} \right\|_{q, B} \frac{\mathcal{E}^\omega(\eta u, \eta u)}{|B|}. \] (2.12)
for some $c = c(d, q) > 0$. The result then follows from (2.11) and (2.12).

We now derive the maximal inequality for $v$ using Moser iteration. For $x_0 \in \mathbb{R}^d$, $\delta \in (0, 1]$ and $n \in \mathbb{R}_+$ we denote a space-time cylinder $Q_\delta(n) := [0, \delta n^2] \times B(x_0, n)$. Furthermore, for $\sigma \in (0, 1]$ and $\epsilon \in (0, 1]$, let $s' = \epsilon \delta n^2$, $s'' = (1 - \epsilon) \delta n^2$ and define
\[ Q_{\delta, \sigma}(n) := [(1 - \sigma)s', (1 - \sigma)s'' + \sigma \delta n^2] \times B(x_0, \sigma n). \] (2.13)

**Proposition 2.5** Let $x_0 \in \mathbb{R}^d$, $\delta \in (0, 1]$, $\epsilon \in (0, 1/4)$, $1/2 \leq \sigma' < \sigma \leq 1$ and $n \in [1, \infty)$. Let $v$ be as in Lemma 2.3. Then there exist constants $c_8(d, p, q, r)$ and $\kappa(d, p, q, r)$ such that
\[ \left\| v \right\|_{\infty, Q_{\delta, 1/2}(n)} \leq c_8 \left( (1 + \delta n^2 h^\omega(\psi^2)^2 \frac{A^\omega(n)}{\epsilon (\sigma - \sigma')^2} \right)^{\frac{1}{p_\epsilon}} \left\| v \right\|_{P^{p_\epsilon}, Q_{\delta, 1/2}(n), \theta}. \] (2.14)
In the above, $A^\omega(n) := \left\| 1 \vee (A^\omega/\theta^\omega) \right\|_{p, B(x_0, n) \theta} \left\| 1 \vee (\lambda^\omega)^{-1} \right\|_{q, B(x_0, n)} \left\| 1 \vee \theta^\omega \right\|_{r, B(x_0, n)}$ and
\[ \kappa(d, p, q, r) = \frac{p_r (p_r + 1) q d - r_x (q (d + d) + d))}{2 (q d + p_r (q (d + d) + d)).} \]

**Proof** Define $\alpha := 1 + \frac{p_r - r_x}{p_\epsilon} > 1$ and write $\alpha_k := \alpha^k$ for $k \in \mathbb{N}$. Let $\sigma_k := \sigma' + 2^{-k} (\sigma - \sigma')$ and $\tau_k := 2^{-k-1} (1 - \sigma_k)$. Also introduce shorthand $I_k = [(1 - \sigma_k)s', (1 - \sigma_k)s'' + \sigma_k \delta n^2]$, $B_k := B(x_0, \alpha_k n)$ and $Q_k = I_k \times B_k = Q_{\delta, \sigma_k}(n)$. Note that $|I_k|/|I_{k+1}| \leq 2$ and $|B_k|/|B_{k+1}| \leq c 2^d$. We begin by applying Hölder’s and Young’s inequalities,
\[ \left\| v^{2\alpha_k} \right\|_{\alpha_p, \alpha, Q_{k+1}, \theta} \leq \left\| v^{2\alpha_k} \right\|_{1, \infty, Q_{k+1}, \theta} + \left\| v^{2\alpha_k} \right\|_{\rho/r_\alpha, 1, Q_{k+1}, \theta}, \] (2.15)
with $\rho$ as in Lemma 2.4. Now let $k \in \mathbb{N}$ and define a sequence of cut-off functions in space, $\eta_k : \mathbb{R}^d \to [0, 1]$ such that $\text{supp}\, \eta_k \subseteq B_k$, $\eta_k \equiv 1$ on $B_{k+1}$ and $\left\| \nabla \eta_k \right\|_{\infty} \leq \frac{2}{\sqrt{\eta}}$. Similarly, let $\xi_k : \mathbb{R} \to [0, 1]$ be time cut-offs such that $\xi_k \equiv 1$ on $I_{k+1}$, $\xi_k \equiv 0$ on $(-\infty, (1 - \sigma_k)s']$ and $\left\| \xi' \right\|_{\infty} \leq \frac{2}{\sqrt{\eta}} \delta n^2$. Then by (2.15),
\[ \left\| v^{2\alpha_k} \right\|_{\alpha_p, \alpha, Q_{k+1}, \theta} \leq c \left( \left\| \xi_k (\eta_k v^{\alpha_k})^2 \right\|_{1, \infty, Q_{k+1}, \theta} + \left\| \xi_k (\eta_k v^{\alpha_k})^2 \right\|_{\rho/r_\alpha, 1, Q_{k+1}, \theta}. \] (2.16)
We will bound both terms on the right-hand side. By the Sobolev inequality (2.10),
\[ \left\| \xi_k (\eta_k v^{\alpha_k})^2 \right\|_{\rho/r_\alpha, 1, Q_{k+1}, \theta} \leq c \left\| (\lambda^\omega)^{-1} \right\|_{q, B_k} \left\| \theta^\omega \right\|_{r, B_k} \frac{1}{|I_k|} \int_{I_k} \xi_k(t) \frac{E^\omega(\eta_k v^{\alpha_k}, \eta_k v^{\alpha_k})}{|B_k|} dt. \] (2.17)
So,
\[ + c n^2 \left\| (\lambda^\omega)^{-1} \right\|_{q, B_k} \left\| \theta^\omega \right\|_{r, B_k} \frac{1}{|I_k|} \int_{I_k} \xi_k(t) \frac{E^\omega(\eta_k v^{\alpha_k}, \eta_k v^{\alpha_k})}{|B_k|} dt. \] (2.18)
By Lemma 2.3 and Hölder’s inequality, 
\[ (2.18) \leq c \alpha k \mathcal{A}^\omega(n) \left( \frac{1}{\delta T_k} + n^2 h^\omega(\psi)^2 \right) \| v^2 \alpha k \|^p_{p_s+1, Q_k, \theta}. \]

Returning to (2.15),
\[
\| v \|_{2\alpha p_s, 2\alpha k, Q_k, \theta} = \| v^2 \alpha_k \|^1_{2(p_s+1), \alpha k, Q_k, \theta} \leq \left( c \alpha_k 2^{2k} \left( 1 + \frac{\delta n^2 h^\omega(\psi)^2}{\delta (\sigma - \sigma')^2} \right) \mathcal{A}^\omega(n) \right)^\frac{1}{2} \| v \|_{2\alpha p_s, 2\alpha_k, Q_k, \theta}. 
\]

Iterating the above, for any \( K \in \mathbb{Z}_+ \),
\[
\| v \|_{2\alpha k p_s, 2\alpha k, Q_K, \theta} \leq c \prod_{k=0}^{K-1} \left( \alpha_k 2^{2k} \left( 1 + \frac{\delta n^2 h^\omega(\psi)^2}{\delta (\sigma - \sigma')^2} \right) \mathcal{A}^\omega(n) \right)^\frac{1}{2} \| v \|_{2p_s, 2, Q_{s, \theta}(n), \theta}. 
\]

Sending \( K \to \infty \), observing that \( Q_K \downarrow Q_{s, \frac{1}{2}}(n) \) and \( \prod_{k=0}^{K-1} (\alpha_k 2^{2k})^\frac{1}{2} \) is uniformly bounded in \( K \), we have
\[
\| v \|_{\infty, \infty, Q_{s, 1/2}(n)} \leq c \left( (1 + \delta n^2 h^\omega(\psi)^2) \frac{\mathcal{A}^\omega(n)}{\epsilon (\sigma - \sigma')^2} \right)^\kappa \| v \|_{2p_s, 2, Q_{s, \theta}(n), \theta}. \tag{2.19}
\]
where \( \kappa := \frac{p_s}{2} \sum_{k=0}^{\infty} \frac{1}{\alpha_k} < \infty. \)

**Corollary 2.6** In the same setting as Proposition 2.5, there exists \( c_9(d, p, q, r) > 0 \) such that
\[
\| v \|_{\infty, \infty, Q_{s, 1/2}(n)} \leq c_9 \left( (1 + \delta n^2 h^\omega(\psi)^2) \frac{\mathcal{A}^\omega(n)}{\epsilon (\sigma - \sigma')^2} \right)^\kappa \| v \|_{2, \infty, Q_{s, \theta}(n), \theta}. \tag{2.20}
\]

**Proof** This is derived from Proposition 2.5, in a similar fashion to [24, Theorem 2.2.3].

### 2.2 Heat Kernel Bound

We first conglomerate the two results of the preceding section – the Cauchy problem estimate and the maximal inequality.

**Proposition 2.7** In the same setting as Proposition 2.5, there exists \( c_{10}(d, p, q, r, \epsilon) > 0 \) such that
\[
\| v \|_{\infty, \infty, Q_{s, 1/2}(n)} \leq \frac{c_{10}}{n^{d/2}} \left( \frac{\mathcal{A}^\omega(n)}{\epsilon \delta} \right)^\kappa e^{2(1-\epsilon)h^\omega(\psi)^2 \delta^2 n^2} \| e^\psi f \|^p_{2, \theta}. \tag{2.21}
\]

**Proof** By combining Corollary 2.6 with Lemma 2.2, we obtain
\[
\| v \|_{\infty, \infty, Q_{s, 1/2}(n)} \leq \frac{c}{n^{d/2}} \left( (1 + \delta n^2 h^\omega(\psi)^2) \frac{\mathcal{A}^\omega(n)}{\epsilon \delta} \right)^\kappa e^{h^\omega(\psi)^2 \delta^2 n^2} \| e^\psi f \|^p_{2, \theta}.
\]

The result follows since for any \( \epsilon \in (0, 1/2) \) there exists \( c(\epsilon) < \infty \) such that
\[
(1 + \delta n^2 h^\omega(\psi)^2)^\kappa \leq c(\epsilon) e^{(1-2\epsilon)h^\omega(\psi)^2 \delta^2 n^2},
\]
for all \( n \geq 1, \delta \in (0, 1] \).
Proposition 2.8 (Heat Kernel Bound) Suppose $M_1(p, q, r) < \infty$ and let $x_0 \in \mathbb{R}^d$. Then $\mathbb{P}$-a.s. there exist $c_{11}(d, p, q, r), \gamma(d, p, q, r) > 0$ such that for all $\sqrt{t} \geq N_{2}^{\omega}(x_0)$ and $x, y \in \mathbb{R}^d$,
\[
P_{t}^{\omega}(x, y) \leq c_{11} t^{-\frac{d}{2}} \left(1 + \frac{d(x_0, x)}{\sqrt{t}}\right)^{\gamma} \left(1 + \frac{d(x_0, y)}{\sqrt{t}}\right)^{\gamma} e^{2h_{\omega}(\psi)^2 t - \psi(x) + \psi(y)}. \tag{2.22}
\]
The exponent $\gamma = 2\kappa - \frac{d}{2}$, with $\kappa$ as in Proposition 2.5.

Proof Fix $\epsilon = \frac{1}{8}$. By the ergodic theorem there exists $N_{2}^{\omega}(x_0) > 0$ such that
\[
\mathcal{A}^{\omega}(n) \leq c \left(1 + \mathbb{E}[\Lambda^{\omega}(0) P \theta^{\omega}(0) (1 - P)]\right) (1 + \mathbb{E}[\Lambda^{\omega}(0)^{-q}]) (1 + \mathbb{E}[\theta^{\omega}(0)^{-r}]) =: \bar{A} < \infty,
\]
for all $n \geq N_{2}^{\omega}(x_0)$. For given $x \in \mathbb{R}^d$ and $\sqrt{t} > N_{2}^{\omega}(x_0)$, we choose $\delta, n$ such that $(t, x) \in Q_{\delta, \frac{1}{2}}(n)$, for example by setting $n = 2d(x_0, x) + \sqrt{8t/7}$ and $\delta := 8t/(7n^2)$. Then considering the caloric function $u(t, x) := P_{t} f(x)$ for $f \in \mathcal{F}^0$, by Proposition 2.7,
\[
e^{\psi(x)u(t, x)} \leq c n^{-d/2} (n^2/t)^{\kappa} e^{2h_{\omega}(\psi)^2 t} \left\|e^{\psi f}\right\|_{2, \theta} \leq c n^{\gamma} t^{-\kappa} e^{2h_{\omega}(\psi)^2 t} \left\|e^{\psi f}\right\|_{2, \theta}.
\]
for some $c = c(\epsilon, d, p, q, r, \bar{A})$, where $\gamma = 2\kappa - \frac{d}{2}$. Write $r(t) := c t^{-\kappa} e^{2h_{\omega}(\psi)^2 t}$ and $b_{t}(x) := (2d(x_0, x) + \sqrt{8t/7})^\gamma$. Since the above holds for all $x \in \mathbb{R}^d$ and $\sqrt{t} > N_{2}^{\omega}(x_0)$, we have
\[
e^{\psi(x)P_{t} f(x)} \leq b_{t}(x) r(t) \left\|e^{\psi f}\right\|_{2, \theta}.
\]
That is,
\[
\left\|b_{t}^{-1} e^{\psi P_{t} f}\right\|_{\infty} \leq r(t) \left\|e^{\psi f}\right\|_{2, \theta}. \tag{2.24}
\]
Now define an operator $P_{t}^{\psi}(g) := e^{\psi P_{t} (e^{-\psi} g)}$ for $e^{-\psi} g \in \mathcal{F}^0$. Then we can bound the operator norm
\[
\left\|b_{t}^{-1} P_{t}^{\psi}\right\|_{L^2(\mathbb{R}^d, d\omega_{d} dx)} \leq r(t).
\]
The above also holds with $\psi$ replaced by $-\psi$. Since the dual of $P_{t}^{\psi}$ is $P_{t}^{-\psi}$, the dual of $b_{t}^{-1} P_{t}^{-\psi} (\cdot)$ is $P_{t}^{\psi} (b_{t}^{-1} \cdot)$. So by duality,
\[
\left\|P_{t}^{\psi} (b_{t}^{-1} g)\right\|_{2, \theta} \leq r(t) \left\|g\right\|_{1, \theta}. \tag{2.25}
\]
Since $b_{t}^{\frac{1}{2}}(x) \leq b_{t}(x)$, we have
\[
\left\|b_{t}^{-1} e^{\psi P_{t} f}\right\|_{\infty} \leq \left\|b_{t}^{-1} e^{\psi P_{t} \frac{1}{2}} P_{t} f\right\|_{\infty} \leq r(t/2) \left\|e^{\psi P_{t} f}\right\|_{2, \theta} \leq r(t/2)^2 \left\|e^{\psi b_{t}^{\frac{1}{2}} f}\right\|_{1, \theta}.
\]
That is, for all $x \in \mathbb{R}^d$ and $\sqrt{t} \geq N_{2}^{\omega}(x_0)$, we have
\[
P_{t} f(x) \leq c e^{2h_{\omega}(\psi)^2 t - \psi(x)} (d(x_0, x) + \sqrt{t})^{\gamma} \int_{\mathbb{R}^d} (d(x_0, y) + \sqrt{t})^{\gamma} e^{\psi(y)} |f(y)| \theta^{\omega}(y) dy.
\]
It is standard that the above implies the heat kernel estimate (2.22) for almost all $x, y \in \mathbb{R}^d$. Furthermore, local boundedness in Assumption 1.1 allows us to pass to all $x, y \in \mathbb{R}^d$.

Finally, we show that $\gamma = 2\kappa - \frac{d}{2} > 0$. It suffices to bound $\kappa = \frac{p}{2} (1 - \frac{1}{\rho})^{-1}$ below. Recall that $\alpha = 1 + \frac{1}{p_{*}} - \frac{\alpha}{\rho}$, where $\rho = qd/(q(d - 2) + d)$ is defined in Lemma 2.4. We
need to bound $\alpha$ above; by definition, $p_*, r_* \geq 1$ and since $\rho$ is monotonically increasing in $q$, we have $\rho \leq \frac{d}{q-2}$. Therefore,

$$\alpha \leq 2 - \frac{d-2}{d} = \frac{d+2}{d}.$$ 

So,

$$\kappa \geq \frac{1}{2} \left( 1 - \frac{d}{d+2} \right)^{-1} = \frac{d+2}{4} > \frac{d}{4}.$$

2.3 Properties of the Intrinsic Metric

In order to prove the off-diagonal estimate in Theorem 1.3 from Proposition 2.8, we aim to set the function $\psi(\cdot) = \beta d^o_\theta(x, \cdot)$ in (2.22), then optimise over the constant $\beta$. This requires checking that this function $\psi$ satisfies the necessary regularity assumptions for the proofs in Section 2.1. Recall that the intrinsic metric is defined as follows,

$$d^o_\theta(x, y) := \sup \{ \phi(y) - \phi(x) : \phi \in C(\mathbb{R}^d) \cap \mathcal{F}^o_{\text{loc}}, h^o(\phi)^2 \leq 1 \}.$$

In deriving the required regularity of $d^o_\theta$, we first show that it is equal to $D^o_\theta$, the Riemannian distance computed with respect to $(\frac{a^o_\theta}{|p^o_\theta|})^{-1}$. This Riemannian metric is defined via the following path relation. Consider the following Hilbert space

$$\mathcal{H} := \{ f \in C([0, \infty), \mathbb{R}^d) : f(0) = 0, \dot{f} \in L^2([0, \infty), \mathbb{R}^d) \},$$

where $\dot{f}$ denotes the weak derivative of $f$, together with the following norm

$$\| f \|_{\mathcal{H}} := \| \dot{f} \|_{L^2([0, \infty), \mathbb{R}^d)}.$$

Given $f \in \mathcal{H}$, define $\Phi(t, x; f) : [0, \infty) \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ via

$$\frac{d}{dt} \Phi(t, x; f) = \left( \frac{a^o_\theta(\Phi(t, x; f))}{\theta^o_\theta(\Phi(t, x; f))} \right)^{1/2} \dot{f}(t),$$

with initial condition $\Phi(0, x; f) = x$. The Riemannian distance is then given by

$$D^o_\theta(x, y) := t^{1/2} \inf \left\{ \| f \|_{\mathcal{H}} : f \in \mathcal{H}, \Phi(t, x; f) = y \right\}.$$

for any $t > 0$.

**Lemma 2.9** (Riemannian Distance Representation) For all $x, y \in \mathbb{R}^d$, $d^o_\theta(x, y) = D^o_\theta(x, y)$.

**Proof** This follows by the proof of [34, Lemma I.1.24].

Next we will apply the additional Assumption 1.2 on the environment to derive the regularity we require of $d^o_\theta$. Our objective is to pass a function resembling $\rho_\theta(\cdot) := d^o_\theta(x, \cdot)$ into (2.22). In order to do this we must show some conditions such as $\rho_\theta \in W^{1, \infty}_{\text{loc}}(\mathbb{R}^d)$ and $h^o(\rho_\theta)^2 \leq 1$. The requisite property is that the metric $d^o_\theta$ is strictly local i.e. that $d^o_\theta$ induces the original topology on $\mathbb{R}^d$. For further discussion of the properties of such intrinsic metrics and the distance function $\rho_\theta$ see [33], [15, Appendix A] and [35]. In the following proposition, we invoke a recent result from geometric analysis to directly deduce strict locality of the intrinsic metric $d^o_\theta$ under Assumption 1.2.
Proposition 2.10 If Assumption 1.2 holds then the intrinsic metric $d^\omega_\theta$ is strictly local for $\mathbb{P}$-a.e. $\omega$.

Proof Given Assumption 1.2 and Lemma 2.9, this follows directly from Proposition 4.1ii) or Theorem 4.5 in [16], noting that the Euclidean metric corresponds to the Riemannian metric given by the identity matrix [33, Proposition 3.3].

2.4 Upper Off-Diagonal Estimate

Having proven the necessary regularity of the intrinsic metric in the preceding subsection, we are now in a position to optimise over the test function in Proposition 2.8 and derive the upper off-diagonal estimate.

Proof of Theorem 1.3 As a corollary to Proposition 2.10, we have for example by [35, Lemma 1] that for any $x \in \mathbb{R}^d$, $\rho_x \in C(\mathbb{R}^d) \cap L^2_{\text{loc}}(\mathbb{R}^d, \theta)$ and $h_\omega(\rho_x)^2 \leq 1$ almost surely. Furthermore $\rho_x$ has a weak derivative and [33, Theorem 5.1] implies that $\text{ess sup}_{z \in \mathbb{R}^d} |\nabla \rho_x(z)| < \infty$. The final property to check is that our test function is essentially bounded, whilst $\rho_x$ may be unbounded we can take a bounded version with the desired properties. In accordance with [15, Eqn. (2)], consider $\eta_x = \xi \circ \rho_x$ for a continuously differentiable cut-off function $\xi$ to construct a function such that $\eta_x(x) = d^\omega_\theta(x, x) = 0$, $\eta_x(y) = d^\omega_\theta(x, y)$, $\eta_x$ is essentially bounded and $\eta_x$ satisfies the aforementioned properties, including $h_\omega(\eta_x)^2 \leq 1$. This is another consequence of Proposition 2.10. Therefore we are justified in setting $\psi(\cdot) = -\beta \eta_x(\cdot)$ in (2.22) for $\beta \in \mathbb{R}$, and $h_\omega(\psi)^2 \leq \beta^2$. Then by choosing the constant $\beta = d^\omega_\theta(x, y)/(4t)$ and setting $x_0 = x$ in (2.22) we have for $\mathbb{P}$-a.e. $\omega$, all $x, y \in \mathbb{R}^d$ and $\sqrt{t} \geq N_2^\omega(x)$,

$$p^\omega_\theta(t, x, y) \leq ct^{-d/2} \left(1 + \frac{d(x, y)}{\sqrt{t}}\right)^\gamma \exp\left(-\frac{d^\omega_\theta(x, y)^2}{8t}\right),$$

which completes the proof.

3 Lower Off-Diagonal Estimate

The starting point for proving the lower off-diagonal estimate of Theorem 1.6 is the following near-diagonal estimate. Throughout this section suppose Assumptions 1.1 and 1.5 hold. Also let $p, q \in (1, \infty)$ satisfy $\frac{1}{p} + \frac{1}{q} < \frac{2}{d}$.

Proposition 3.1 Let $t > 0$ and $x \in \mathbb{R}^d$, then for all $y \in B(x, \sqrt{t})$ we have

$$p^\omega_\theta(t, x, y) \geq \frac{t^{-d/2}}{C_{\text{PH}}(\|\Lambda^\omega\|_{p, B(x, \sqrt{t})}, \|\Lambda^\omega\|_{q, B(x, \sqrt{t})})},$$

(3.1)

The constant $C_{\text{PH}}$ is given explicitly by

$$C_{\text{PH}} = c_{12} \exp\left(c_{13} \left(1 \vee \|\Lambda^\omega\|_{p, B(x, \sqrt{t})}\right)^\gamma \left(1 \vee \|\Lambda^\omega\|_{q, B(x, \sqrt{t})}\right)^\gamma\right),$$

(3.2)

for $c_1(d, p, q) > 0$ and $\kappa(d, p, q) := \frac{(2+d)pg-(p+2q)d}{2pq-(p+q)d} > 0$. 

 Springer
A parabolic Harnack inequality with constant $C_{PH}$ is established in [18, Theorem 3.9] and this is a standard consequence of it, see for instance [3, Proposition 4.7] or [23, Proposition 3.1].

The chaining method is to apply Proposition 3.1 along a sequence of balls. Let $x \in \mathbb{R}^d$, a radius $0 < r \leq 4d(0, x)$ and $k \in \mathbb{N}$ satisfying $\frac{12d(0, x)}{r} \leq k \leq \frac{16d(0, x)}{r}$. Consider the sequence of points $x_j = \frac{j}{k} x$ for $j = 0, \ldots, k$ that interpolates between 0 and $x$. Let $B_{x_j} = B(x_j, \frac{r}{k})$ and $s := \frac{r d(0, x)}{k}$, noting $r^2 \frac{12}{16} \leq s \leq r^2 \frac{12}{12}$. To apply estimate (3.1) along a sequence we will need to control the ergodic average terms in (3.2) simultaneously for balls with different centre-points. To this end we establish a moment bound in Proposition 3.3 which employs finite range dependence to get better control than in the general ergodic setting. First, a prerequisite lemma.

**Lemma 3.2** For any $k > 2$ and independent random variables $Y_1, \ldots, Y_n \in L^k(\mathbb{P})$ with $\mathbb{E}[Y_i] = 0$ for all $i$, there exists $c_{14}(k) > 0$ such that

$$
\mathbb{E} \left[ \left( \sum_{i=1}^{n} Y_i \right)^k \right] \leq c_{14} \max \left\{ \sum_{i=1}^{n} \mathbb{E}[|Y_i|^k], \left( \sum_{i=1}^{n} \mathbb{E}[|Y_i|^2] \right)^{\frac{k}{2}} \right\}. \tag{3.3}
$$

**Proof** This follows from [32, Theorem 3].

For $u \in \mathbb{R}^d$, $p, q > 0$ we write $\Delta \Lambda_p^\omega(u) := \Lambda_p^\omega(u)^p - \mathbb{E}[\Lambda_p^\omega(0)^p]$ and $\Delta \lambda_q^\omega(u) := \lambda_q^\omega(u)^q - \mathbb{E}[\lambda_q^\omega(0)^q]$ for the deviation of these moments from their respective means.

**Proposition 3.3** Let $\xi > 1$ and assume $M_2(2\xi p, 2\xi q) < \infty$. Recall that $\mathcal{R}$ is as in Assumption 1.5. Let $R \subseteq \mathbb{R}^d$ be any region which can be covered by a disjoint partition of $K$ balls of radius $\mathcal{R}$ in the maximum norm, i.e. $R \subseteq \bigcup_{i=1}^{K} \{z_i + [0, \mathcal{R}]^d\}$ for some $z_1, \ldots, z_K \in \mathbb{R}^d$. Then there exists $c_{15}(d, \mathcal{R}, \xi) > 0$ such that

$$
\mathbb{E} \left[ \left| \int_R \Delta \Lambda_p^\omega(u)^p - \mathbb{E}[\Lambda_p^\omega(0)^p] \, du \right|^{2\xi} \right] \leq c_{15} K^{\xi}, \tag{3.4}
$$

$$
\mathbb{E} \left[ \left| \int_R \Delta \lambda_q^\omega(u)^q - \mathbb{E}[\lambda_q^\omega(0)^q] \, du \right|^{2\xi} \right] \leq c_{15} K^{\xi}. \tag{3.5}
$$

**Proof** We prove the statement only for $\Delta \Lambda_p^\omega$, since the one for $\Delta \lambda_q^\omega$ is analogous. Denote $f(u) := \Delta \Lambda_p^\omega(u) \mathbb{1}_{u \in R}$. Then by Jensen’s inequality and Fubini’s theorem,

$$
\mathbb{E} \left[ \left| \int_R \Delta \Lambda_p^\omega(u) \, du \right|^{2\xi} \right] = \mathbb{E} \left[ \left| \int_{[0, \mathcal{R}]^d} \sum_{i=1}^{K} f(z_i + u) \, du \right|^{2\xi} \right]
$$

$$
\leq \mathcal{R}^{d(2\xi - 1)} \mathbb{E} \left[ \left| \int_{[0, \mathcal{R}]^d} \left| \sum_{i=1}^{K} f(z_i + u) \right|^{2\xi} \, du \right] \right]
$$

$$
= c \int_{[0, \mathcal{R}]^d} \mathbb{E} \left[ \left| \sum_{i=1}^{K} f(z_i + u) \right|^{2\xi} \right] \, du. \tag{3.6}
$$
For fixed \( u \in [0, R]^d \) the sequence \((f(z_i + u))_{i=1}^K\) has mean zero and is independent by Assumption 1.5. So we have by Lemma 3.2 and shift-invariance of the environment,

\[
\mathbb{E} \left[ \left| \sum_{i=1}^K f(z_i + u) \right|^{2\xi} \right] \leq c_{14} \max \left\{ \sum_{i=1}^K \mathbb{E} \left[ \left| f(z_i + u) \right|^{2\xi} \right], \left( \sum_{i=1}^K \mathbb{E} \left[ \left| f(z_i) \right|^{2\xi} \right] \right)^\xi \right\} 
\leq c K^\xi . \tag{3.7}
\]

Combining (3.6) and (3.7) gives the result. \( \Box \)

**Proposition 3.4** Let \( \xi > d \) and assume \( M_2(2\xi p, 2\xi q) < \infty \). For \( \mathbb{P}\text{-a.e. } \omega \), there exists \( N_4(\omega) \in \mathbb{N} \) such that for all \( r > 0 \) and \( x \in \mathbb{R}^d \) with \( N_4(\omega) < r \leq 4d(0, x) \), for any sequence \( y_0, \ldots, y_k \) where \( y_0 = 0 \), \( y_k = x \) and \( y_j \in B_{\lambda} \), for \( 1 \leq j \leq k - 1 \), we have \( c_{16}(d, \mathcal{R}, \xi) > 0 \) such that

\[
k_{0} \leq c_{16} \omega_{p, B(y_j, \sqrt{s})} \leq c_{16} k . \tag{3.8}
\]

Furthermore, we have the following estimate on \( N_4(\omega) \), there exists \( c_{17}(d, \mathcal{R}, \xi) > 0 \) such that

\[
\mathbb{P}(N_4(\omega) > n) \leq c_{17} n^{1-d(\xi-1)} \quad \forall n \in \mathbb{N} . \tag{3.9}
\]

**Proof** Let \( x \) and \( r \) be as in the statement and denote \( z = \lfloor x \rceil \in \mathbb{Z}^d \), \( r_0 = \lfloor r \rceil \in \mathbb{Z} \). We will work with these discrete approximations of the variables \( x \) and \( r \) in order to apply countable union bounds and the Borel-Cantelli lemma. Note that \( x \in C_z := z + [0, 1]^d \) and \( r \in I_{r_0} := [r_0 - 1, r_0] \). Assuming w.l.o.g. that \( r > 1 \) and \( d(0, x) > d \) we have \( r \simeq r_0 \) and \( |x| \simeq |z| \). We define a region that covers the union of balls of interest

\[
\bigcup_{j=0}^{k-1} B(y_j, \sqrt{s}) \subset R_{z,r_0} := \left\{ \tau z + \left[ -2r_0, 2r_0 \right]^d : \tau \in [0, 2] \right\} .
\]

This region has volume \(|R_{z,r_0}| \leq c r_0^{d-1}|z| \leq c r_0^d k\) and can be covered by at most \( K \leq c r_0^{d-1}|z|/R^d \) non-intersecting balls of radius \( R \) in the maximal norm. Also there exists \( c_{18}(d) \) such that for all \( w \in \mathbb{R}^d \), \( \{|j \in \{0, \ldots, k\} : w \in B(y_j, \sqrt{s})\}| \leq c_{18} \), therefore

\[
\sum_{j=0}^{k-1} \left\| \Lambda^{\omega}_p \right\|_{p, B(y_j, \sqrt{s})}^p \leq c_{18} r^{-d} \int_{\bigcup_{j=0}^{k} B(y_j, \sqrt{s})} \left\| \Lambda^{\omega}_p \right\|_{p, B(y_j, \sqrt{s})}^p du \leq c r^{-d} \int_{R_{z,r_0}} \left\| \Lambda^{\omega}_p \right\|_{p, B(y_j, \sqrt{s})}^p du
\]

\[
\leq c r^{-d} \int_{R_{z,r_0}} \mathbb{E} \left[ \left\| \Lambda^{\omega}_p \right\|_{p, B(y_j, \sqrt{s})}^p \right] + c r^{-d} \int_{R_{z,r_0}} \left\| \Delta \Lambda^{\omega}_p \right\|_{p, B(y_j, \sqrt{s})}^p du
\]

\[
\leq c k + c r^{-d} \int_{R_{z,r_0}} \Delta \Lambda^{\omega}_p du . \tag{3.10}
\]
By Markov’s inequality and Proposition 3.3 we have
\[
P\left( \int_{R_{z,r_0}} \Delta \Lambda_p^\omega(u) \, du > kr^d \right) \leq P\left( \left| \int_{R_{z,r_0}} \Delta \Lambda_p^\omega(u) \, du \right| > c|z|r_0^{d-1} \right)
\]
\[
\leq c \mathbb{E} \left[ \left| \int_{R_{z,r_0}} \Delta \Lambda_p^\omega(u) \, du \right|^{2\xi} / (|z|r_0^{d-1})^{2\xi} \right]
\]
\[
\leq c \left( |z|r_0^{d-1} \right)^{-\xi}. \tag{3.11}
\]
Now let \( \rho, l \in \mathbb{N} \) with \( \rho \leq l \). By (3.11) and a union bound, summing over \( \{z \in \mathbb{Z}^d : |z| = l\} \) and \( r_0 \geq \rho \),
\[
P\left( \exists z \in \mathbb{Z}^d, r_0 \in \mathbb{N} : |z| = l, r_0 \in [\rho, 4|z|], \int_{R_{z,r_0}} \Delta \Lambda_p^\omega(u) \, du > kr^d \right)
\]
\[
\leq c l^{d-1-\xi} \rho^{-\xi(d-1)+1}. \tag{3.12}
\]
Now consider the event
\[
E_\rho := \{ \exists z \in \mathbb{Z}^d, r_0 \in \mathbb{N} : |z| \geq \rho, r_0 \in [\rho, 4|z|], \int_{R_{z,r_0}} \Delta \Lambda_p^\omega(u) \, du > kr^d \}.
\]
Since \( \xi > d \), we can take a countable union bound over \( l \) in (3.12) to obtain
\[
P(E_\rho) \leq c \rho^{d(1-\xi)+1}. \tag{3.13}
\]
Also \( d(1 - \xi) + 1 < -1 \) so by the Borel-Cantelli lemma there exists \( \tilde{N}(\omega) \in \mathbb{N} \) such that for all \( z \in \mathbb{Z}^d, r_0 \in \mathbb{N} \) with \( \tilde{N}(\omega) < r_0 < 4|z| \) we have
\[
\int_{R_{z,r_0}} \Delta \Lambda_p^\omega(u) \, du \leq kr^d.
\]
Together with (3.10), this implies the existence of \( N_4(\omega) \in \mathbb{N} \) such that for all \( x \in \mathbb{R}^d \) and \( r > 1 \) with \( N_4(\omega) < r \leq 4d(0, x) \) we have for \( y_0, \ldots, y_k \) defined as in the statement,
\[
\sum_{j=0}^{k-1} \| \Lambda^\omega \|_{p,B(y_j,\sqrt{\delta})} \leq c k. \tag{3.14}
\]
By the exact same reasoning, one can show the corresponding inequality for \( \lambda^\omega \). Moreover by Hölder’s inequality,
\[
\sum_{j=0}^{k-1} \left( 1 \vee \| \Lambda^\omega \|_{p,B(y_j,\sqrt{\delta})} \right) \left( 1 \vee \| \lambda^\omega \|_{q,B(y_j,\sqrt{\delta})} \right)
\]
\[
\leq k^{1-\frac{1}{p}-\frac{1}{q}} \left( \sum_{j=0}^{k-1} \left( 1 \vee \| \Lambda^\omega \|_{p,B(y_j,\sqrt{\delta})} \right) \right)^{\frac{1}{p}} \left( \sum_{j=0}^{k-1} \left( 1 \vee \| \lambda^\omega \|_{q,B(y_j,\sqrt{\delta})} \right) \right)^{\frac{1}{q}}. \tag{3.15}
\]
This, together with (3.14) and the equivalent bound for \( \lambda^\omega \), gives the result.
The stated decay of \( N_4(\omega) \) follows from \( N_4(\omega) < c \tilde{N}(\omega) \) and the following bound on \( \tilde{N}(\omega) \). For \( n \in \mathbb{N} \), we have
\[
[\tilde{N}(\omega) \leq n] = \bigcup_{m=1}^{n} \bigcap_{\rho=m}^{\infty} E^c_{\rho}.
\]
Note that, by the definition, $E_{\rho+1} \subseteq E_\rho$ for all $\rho \in \mathbb{N}$, so the events $E_\rho^c$ are increasing, $E_\rho^c \subseteq E_{\rho+1}^c$ for all $\rho \in \mathbb{N}$. In particular, for all $m \in \mathbb{N}$,

$$\bigcap_{\rho=m}^{\infty} E_\rho^c = E_m^c.$$ 

Therefore, using (3.13),

$$\mathbb{P}(\tilde{N}(\omega) \leq n) = \mathbb{P}\left( \bigcup_{m=1}^{n} E_m^c \right) \geq \mathbb{P}(E_n^c) = 1 - \mathbb{P}(E_n) \geq 1 - cn^{1-d(\xi-1)}.$$ 

Since $\tilde{N}(\omega)$ is finite a.s., we conclude that

$$\mathbb{P}(\tilde{N}(\omega) > n) \leq cn^{1-d(\xi-1)}.$$ 

Corollary 3.5 Let $\xi > d$ and assume $M_2(2\xi \kappa p, 2\xi \kappa q) < \infty$. In the same setting as Proposition 3.4 there exists $N_5(\omega) \in \mathbb{N}$ with decay as in (3.9) and $c_{19}(d, p, q, R, \xi) > 0$ such that $\mathbb{P}$-a.s. for all $r > 0, x \in \mathbb{R}^d$ with $N_5(\omega) < r \leq 4d(0, x)$ we have

$$\sum_{j=0}^{k-1} \left( 1 \lor \|\Lambda^\omega\|_{p, B(y_j, \sqrt{s})} \right)^k \left( 1 \lor \|\lambda^\omega\|_{q, B(y_j, \sqrt{s})} \right)^k \leq c_{19} k. \quad (3.16)$$

Proof By Jensen’s inequality $\|\Lambda^\omega\|^k_{p, B(y_j, \sqrt{s})} \leq (\Lambda^\omega)^k_{p, B(y_j, \sqrt{s})}$ and similarly for the $\lambda^\omega$ terms. Then proceed as for Proposition 3.4 to prove the result, with $\Lambda^\omega$ replaced by $(\Lambda^\omega)^k$. 

Proof of Theorem 1.6 By shift-invariance of the environment it suffices to prove the estimate for $p_\omega(t, 0, x)$. Fix $\xi > d$ and for the moment assumption $M_2(p_0, q_0) < \infty$ choose $p_0 = 2\xi \kappa p, q_0 = 2\xi \kappa q$, in order to apply Corollary 3.5. Let $N_3^\omega(0) := N_1^\omega(0)^2 \lor N_4^\omega \lor N_5^\omega$ and assume as in the statement that $t \geq N_3^\omega(0)(1 \lor d(0, x))$. We split the proof into two cases.

Firstly in the case $|x|^2/t < 1/4$ we have $x \in B(0, \sqrt{t}/2)$ so we may apply the near-diagonal lower estimate of Proposition 3.1,

$$p_\omega(t, 0, x) \geq \frac{t^{-d/2}}{C_{\phi}(\|\Lambda^\omega\|_{p, B(0, \sqrt{t})}^\tau, \|\lambda^\omega\|_{q, B(0, \sqrt{t})}^\tau)}.$$ 

Since $\sqrt{t} \geq N_1^\omega(0)$, recalling the form of $C_{\phi}$ we apply the ergodic theorem to bound

$$C_{\phi}(\|\Lambda^\omega\|_{p, B(0, \sqrt{t})}^\tau, \|\lambda^\omega\|_{q, B(0, \sqrt{t})}^\tau) \leq c_{12} \exp \left( c \left( (1 \lor \Lambda_p)(1 \lor \Lambda_q) \right)^\tau \right). \quad (3.17)$$

Therefore,

$$p_\omega(t, 0, x) \geq c_t^{-d/2}.$$ 

Secondly, consider the case $|x|^2/t \geq 1/4$. Since $\Lambda^\omega$ and $\lambda^\omega$ are locally bounded, it follows from the semigroup property that for any $0 < \tau < t$,

$$p_\omega(t, 0, x) = \int_{\mathbb{R}^d} p_\omega^\tau(\tau, 0, u)p_\omega(t-\tau, u, x)\Lambda^\omega(u)\, du. \quad (3.18)$$
We will employ the chaining argument over the sequence of balls introduced below Proposition 3.1, set \( r = t/|x| \geq N_3^\omega (0) \) which gives \( s = t/k \). Iterating the above relation \( k - 1 \) times gives

\[
p^\omega_A (t, 0, x) \geq \int_{B_{x_1}} \cdots \int_{B_{x_{k-1}}} p^\omega_A (s, 0, y_1) \cdots p^\omega_A (s, y_{k-1}, x) \Lambda^\omega_A (y_1) \cdots \Lambda^\omega_A (y_{k-1}) \, dy_1 \cdots dy_{k-1}.
\]

We have by Proposition 3.1, for all \( y_j \in B_{x_j} \),

\[
k - 1 \prod_{j=0}^{k-1} p^\omega_A (s, y_j, y_{j+1}) \geq \exp \left( c \sum_{j=0}^{k-1} \left( (1/\|\Lambda^\omega_A\|_{p, B(y_j, \sqrt{t})}) (1/\|\lambda^\omega_{B(0, \sqrt{t})}\|_{1, B_{x_j}}) \right)^{1/k} \right).
\]

Hence,

\[
p^\omega_A (t, 0, x) \geq \frac{c s^{-dk/2}}{\exp (c_k)}.
\]

where the second step is due to Corollary 3.5. Therefore,

\[
p^\omega_A (t, 0, x) \geq \frac{c s^{-dk/2} \prod_{j=1}^{k-1} \|\Lambda^\omega_A\|_{1, B_{x_j}}}{\exp (c_k)} \geq \frac{c r^{-dk} \prod_{j=1}^{k-1} \|\Lambda^\omega_A\|_{1, B_{x_j}}}{c k}.
\]

To bound the remaining stochastic term in the numerator we apply the harmonic-geometric mean inequality,

\[
\left( \prod_{j=1}^{k-1} \|\Lambda^\omega_A\|_{1, B_{x_j}} \right)^{k-1} \geq \frac{k - 1}{\sum_{j=1}^{k-1} \|\Lambda^\omega_A\|_{1, B_{x_j}}} \geq \frac{c (k - 1)}{\sum_{j=1}^{k-1} \|\lambda^\omega_A\|_{1, B_{x_j}}}.
\]

Since \( r > N_4^\omega \), it follows from Proposition 3.4 with the choice \( y_j = x_j \), that \( \sum_{j=1}^{k-1} \|\lambda^\omega_A\|_{1, B_{x_j}} \leq c k \). Therefore,

\[
\prod_{j=1}^{k-1} \|\Lambda^\omega_A\|_{1, B_{x_j}} \geq c^k.
\]

Combining (3.20) and (3.21) gives for some \( c_{20} > 0 \), \( c_{21} \in (0, 1) \),

\[
p^\omega_A (t, 0, x) \geq c_{20} r^{-d} c_{21}^k.
\]

Finally, since \( |x|^2 / r \geq 1 / 4 \) we have \( r \leq 2 t^{1/2} \). Also \( k \simeq |x| r = |x|^2 / t \) so we arrive at

\[
p^\omega_A (t, 0, x) \geq c_2 t^{-d} \exp \left( -c_3 d(0, x)^2 \right),
\]

which completes the proof. \( \Box \)

### 4 The Green Function Scaling Limit

We shall now prove the Green function scaling limit in Theorem 1.9. The strategy is to apply the local limit theorem \([18, \text{Theorem 1.1}]\), then control remainder terms using the off-diagonal estimate of Theorem 1.3 and the long range bound established below in Proposition 4.2. Throughout this section, suppose Assumptions 1.1, 1.2 and 1.8 hold. Also, let \( d \geq 3 \) so that the Green function exists and let \( p, q \in (1, \infty) \) satisfying \( 1/p - 1 + 1/q < \frac{2}{d} \).
Herein, since the Green function is independent of the choice of speed measure, we specify the case \( \theta^{\omega} \equiv 1 \). We denote the corresponding heat kernel \( p^{\omega}(\cdot, \cdot, \cdot) \), and the intrinsic metric \( d^{\omega}(\cdot, \cdot) \). This choice is analogous to the variable speed random walk in the random conductance model setting, cf. for example [2]. The benefit of this speed measure is that it is clearly uniformly bounded, which assists with deriving the pointwise estimate in Proposition 4.2.

**Corollary 4.1** Suppose \( M_2(p, q) < \infty \). For \( \mathbb{P} \)-a.e. \( \omega \), there exist \( N_6^\omega(x) > 0 \) and \( c_{22}(d, p, q), c_{23}(d, p, q) > 0 \) such that for all \( x, y \in \mathbb{R}^d \), \( \sqrt{t} > N_6^\omega(x) \),

\[
p^{\omega}(t, x, y) \leq c_{22} t^{-\frac{d}{2}} \exp \left( -c_{23} \frac{d(x, y)^2}{t} \right).
\] (4.1)

**Proof** Note that \( M_2(p, q) < \infty \) implies \( M_1(p, q, r) < \infty \) with \( r = \infty \) if \( \theta^{\omega} \equiv 1 \). So by Theorem 1.3, we have that \( \mathbb{P} \)-a.s., there exists \( N_6^\omega(x) > 0 \) such that if \( \sqrt{t} > N_6^\omega(x) \), then for all \( x, y \in \mathbb{R}^d \),

\[
p^{\omega}(t, x, y) \leq c t^{-\frac{d}{2}} \left( 1 + \frac{d(x, y)}{\sqrt{t}} \right)^r \exp \left( -\frac{d^{\omega}(x, y)^2}{8t} \right).
\]

Assumption 1.8 gives that \( d^{\omega}(x, y) \geq c d(x, y) \) for all \( x, y \in \mathbb{R}^d \), we then conclude by absorbing the polynomial pre-factor into the exponential term. \( \square \)

Whilst the above off-diagonal estimate provides optimal bounds on the heat kernel for large enough time \( t \), it is clear that to control the convergence in (1.14) we also require a bound on the rescaled heat kernel that holds for small \( t > 0 \). We obtain this from the following long range bound, derived in a similar fashion to results in the graph setting such as [22, Theorem 10]. Interestingly, we obtain stronger decay in the present diffusion setting than for the aforementioned random walks on graphs [22, 30], where a logarithm appears in the exponent. See also [4, Theorem 1.6(ii)] for the degenerate environment.

**Proposition 4.2** Suppose \( M_2(p, q) < \infty \). There exists \( c_{24} > 0 \) such that for all \( t \geq 0 \), \( n \geq 1 \) and \( x \in \mathbb{R}^d \) with \( |x| \leq 2 \), we have

\[
p^{\omega}(t, 0, nx) \leq \exp \left( -c_{24} \frac{n^2 |x|^2}{t} \right), \quad \mathbb{P} \text{-a.s.}
\] (4.2)

**Proof** Firstly note that by Lemma 2.2, for any \( f \in L^2(\mathbb{R}^d) \) and suitable \( \psi \),

\[
\| e^{\psi P_t f} \|_2^2 \leq e^{2 h^{\omega}(\psi)^2 t} \| e^{\psi f} \|_2^2.
\] (4.3)

By the local boundedness in Assumption 1.1, this implies the pointwise estimate

\[
e^{2 \psi(x)} p^{\omega}(t, x, y)^2 \leq e^{2 h^{\omega}(\psi)^2 t + 2 \psi(y)}, \quad \text{for all } t \geq 0 \text{ and } x, y \in \mathbb{R}^d.
\] (4.4)

Rearranging,

\[
p^{\omega}(t, x, y) \leq \exp \left( h^{\omega}(\psi)^2 t + \psi(y) - \psi(x) \right).
\] (4.5)
Arguing as in Section 2.4, then applying the bound in Assumption 1.8 gives
\[ p^\omega(t, x, y) \leq \exp \left( -\frac{c d(x, y)^2}{t} \right). \]
Setting \( x = 0 \) and re-labelling \( y = nx \) with \( |x| \leq 2 \) gives the result
\[ p^\omega(t, 0, nx) \leq \exp \left( -\frac{c n^2|x|^2}{t} \right). \quad (4.6) \]

**Proof of Theorem 1.9** By shift-invariance of the environment it suffices to prove the result for \( x_0 = 0 \). For simplicity we set \( r_1 = 1, r_2 = 2, \) and in a slight abuse of notation we write \( k_t^\Sigma(x) = k_t^\Sigma(0, x) \). For \( 1 \leq |x| \leq 2, T_1, T_2 > 0 \) and \( n > 0 \) we have
\[ |n^{d-2} g^\omega ega(0, nx) - g_{BM}(0, x)| = \left| n^d \int_0^\infty p^\omega(n^2 t, 0, nx) \, dt - \int_0^\infty k_t^\Sigma(x) \, dt \right| \]
\[ \leq n^d \int_0^{T_1} p^\omega(n^2 t, 0, nx) \, dt + \int_0^{T_1} k_t^\Sigma(x) \, dt + \int_0^{T_2} |n^d p^\omega(n^2 t, 0, nx) - k_t^\Sigma(x)| \, dt \]
\[ + n^d \int_{T_2}^\infty p^\omega(n^2 t, 0, nx) \, dt + \int_{T_2}^\infty k_t^\Sigma(x) \, dt. \quad (4.7) \]
In controlling these terms we first employ the main result of this paper; the off-diagonal estimate in Corollary 4.1 gives
\[ n^d \int_{T_2}^\infty p^\omega(n^2 t, 0, nx) \, dt \leq c_{d2} \int_{T_2}^\infty t^{-d/2} e^{-c_{d3}/t} \, dt, \quad (4.8) \]
provided \( n > \sqrt{N_6^\omega(0)/T_2} \). Similarly, for the Gaussian heat kernel there exists \( c > 0 \) such that for all \( t \geq 0 \) and \( 1 \leq |x| \leq 2, \)
\[ k_t^\Sigma(x) \leq c t^{-d/2} e^{-c/t}. \quad (4.9) \]
For the first term in (4.7) we apply both the off-diagonal estimate and the long range bound of Proposition 4.2. Provided \( n > N_6^\omega(0)/\sqrt{T_1} \), we have
\[ n^d \int_0^{T_1} p^\omega(n^2 t, 0, nx) \, dt \leq n^d \int_0^{N_6^\omega(0)/n^2} p^\omega(n^2 t, 0, nx) \, dt + n^d \int_{N_6^\omega(0)/n^2}^{T_1} p^\omega(n^2 t, 0, nx) \, dt \]
\[ \leq n^d \int_0^{N_6^\omega(0)/n^2} e^{-\frac{c}{\sqrt{n^2}} \, dt} + n^d \int_{N_6^\omega(0)/n^2}^{T_1} c n^{-d} t^{-\frac{d}{2}} e^{-\frac{c}{\sqrt{n^2}} \, dt} \quad \text{(by (4.2) and (4.1) resp.)} \]
\[ \leq N_6^\omega(0)^2 n^{d-2} \exp \left( -c n^2 / N_6^\omega(0)^2 \right) + c \int_0^{T_1} t^{-d/2} e^{-c/t} \, dt. \quad (4.10) \]
Let \( \epsilon > 0 \). Combining the above we have that for suitably large \( n, \)
\[ |n^{d-2} g^\omega ega(0, nx) - g_{BM}(0, x)| \leq c \left( \int_0^{T_1} t^{-d/2} e^{-c/t} \, dt + \int_{T_2}^\infty t^{-d/2} e^{-c/t} \, dt \right) \]
\[ + N_6^\omega(0)^2 n^{d-2} \exp \left( -c n^2 / N_6^\omega(0)^2 \right) + \int_{T_1}^{T_2} \left| n^d p^\omega(n^2 t, 0, nx) - k_t^\Sigma(x) \right| \, dt. \quad (4.11) \]
Now, $t^{-d/2}e^{-c/t}$ is integrable on $(0, \infty)$, so we may fix $T_1, T_2$ such that
\[
\int_0^{T_1} t^{-d/2}e^{-c_2/t} \, dt + \int_{T_2}^{\infty} t^{-d/2}e^{-c_2/t} \, dt < \varepsilon.
\]

For large enough $n$,
\[
N_6^\omega(0)^2 n^{d-2} \exp \left(-c \frac{n^2}{N_6^\omega(0)^2}\right) < \varepsilon.
\]
Furthermore, by the local limit theorem, see [18, Theorem 1.1] and [18, Remark 1.2],
\[
\int_{T_1}^{T_2} n^d p^\omega(t, 0, nx) - k_t^\Sigma(x) \, dt < \varepsilon,
\]
for large enough $n$, uniformly over $x \in A$. This gives the claim. \qed
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