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Abstract The aim of this work is the resolution of a non-autonomous abstract differential equation of elliptic type set on unbounded domain. The study is performed in the framework of Hölder spaces. An example for a concrete elliptic problem in nonsmooth cylindrical domains will illustrate the theory.
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1 Introduction

In this work, we deal with non-autonomous problems of the form

\[ u''(t) + A(t)u(t) - \lambda u(t) = f(t), \quad t \geq 0, \lambda > 0, \]  

subject to the following boundary conditions

\[ u(0) = 0, \quad u(+\infty) = 0, \]  

where:

(i) \( f \in BUC^{2\sigma}([0, +\infty[; E), \sigma \in]0, 1/2[, \) denoting the space of bounded and \( 2\sigma \)–Hölder continuous functions \( f : [0, +\infty[ \rightarrow E, \) endowed with the norm

\[ \|f\|_{BUC^{2\sigma}([0, +\infty[; E)} = \sup_{t \geq 0} \|f(t)\|_E + \sup_{t \neq t} \frac{\|f(t) - f(t')\|_E}{|t - t'|^{2\sigma}}, \]

where \( E \) is a complex Banach space.
(ii) $(A(t))_{t \geq 0}$ is a family of closed linear operators satisfying certain assumptions to be specified later on.

The aim of the present paper is twofold:

1. Give a complete study of Problems (1) and (2). We will then establish existence, uniqueness of the strict solution, that means a function $u$ such that

\[
\begin{align*}
\left\{ \begin{array}{l}
u \in BUC^2([0, +\infty[, E), \\
\text{for every } t \geq 0 : u(t) \in D(A(t)) \\
\text{and } (A(t) - \lambda)u(t) \in BUC([0, +\infty[, E),
\end{array} \right.
\end{align*}
\]

and satisfying (1) and (2). Just, we recall here that for $k \in \mathbb{N}$, $BUC^k([0, +\infty[, E)$ is the space of vector-valued functions with uniformly continuous and bounded derivatives up to order $k$ in $[0, +\infty[$.

2. Exploit and apply the above results to establish some Hölder continuous regularity results for a concrete boundary value problem set on a singular domain.

It should be noted that the solvability of boundary value problems for differential operator equations on bounded domains has been widely studied. For an overview on these kind of problems and some historical references, see [11,15,16]. Several methods have been developed for the solution of this kind of problems. Among these methods, we cite as an example the semigroup techniques and the well-known sum’s operators theory, see [6]. In this work, our strategy is based essentially on the use of the Dunford’s integrals as in [3] and the methods applied in [1] and [12]. Note that besides being complementary to [5], the present paper contains important new results. In fact, we present some new Hölder continuous regularity results for an elliptic equation set on non-smooth cylindrical domains. These results can be hardly obtained using the classical standard techniques such as the classical variational methods or the potential theory. This paper is organized as follows. In Sect. 2, we build the natural representation of the solution of (1) and (2) using the Dunford operational calculus. We prove also some results, which allow us to justify the optimal smoothness of the previous representation. In Sect. 3, we give a concrete example to which our abstract results can be apply.

2 Optimal results for Problems (1) and (2)

2.1 Assumptions and representation of the solution

For simplicity of notation, we set

\[ Q(t) = A(t) - \lambda, \quad \lambda > 0. \]

Throughout this work, we assume that the the family of linear closed operators $(Q(t), D(Q(t)))_{t \geq 0}$ enjoys the following properties:

1. $\forall t \geq 0, \exists \delta_0 \in \left[ \frac{\pi}{2}, \pi \right] [\text{such that}]
\[ \rho(Q(t)) \supset \sum_{\delta_0} = \{ z \in C : re^{i\delta}, r \in [0, +\infty[, \delta \in -\delta_0, +\delta_0 \}, \]
\]

here, $\rho(Q(t))$ is the resolvent set of $Q(t)$.

2. $\exists C_1 > 0 : \forall z \in \sum_{\delta_0}, \forall t \geq 0$
\[ \| (Q(t) - zI)^{-1} \|_{L(E)} \leq \frac{C_1}{|z| + 1}, \]

3. For all $z \in \sum_{\delta_0}$, the mapping $t \mapsto (Q(t) - zI)^{-1}$ defined on $R^+$, is of class $C^2$. Furthermore, we suppose also that:

There exist $C_2 > 0, \sigma \in ]0, 1/2[$ such that for all $z \in \sum_{\delta_0}$ and all $t, \tau \geq 0$,

\[ \left\{ \begin{array}{l}
\| \frac{d}{dt}(Q(t) - zI)^{-1} \|_{L(E)} \leq \frac{C_2}{|z| + 1}, \\
\| \frac{d^2}{dt^2}(Q(t) - zI)^{-1} \|_{L(E)} \leq \frac{C_2}{|z| + 1},
\end{array} \right. \]

\[ \]
and
\[
\left\| \frac{\partial}{\partial t} (Q(t) - zI)^{-1} - \frac{\partial}{\partial \tau} (Q(\tau) - zI)^{-1} \right\|_{L(E)} \leq \frac{C_2|t - \tau|^{2\sigma}}{|z| + 1},
\]
\[
\left\| \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} - \frac{\partial^2}{\partial \tau^2} (Q(\tau) - zI)^{-1} \right\|_{L(E)} \leq \frac{C_2|t - \tau|^{2\sigma}}{|z| + 1}.
\] (6)

**Remark 2.1** The above hypotheses are known in the literature as the Da Prato–Grisvard hypotheses, see [6] and [12]. Just, we note that:

1. All the constants given above are independent of \( t \).
2. Hypotheses (3) and (4) express the ellipticity of (1). Moreover, all the previous assumptions remain true if we replace \( z \) by \( z + \sqrt{\lambda} \).

Throughout the rest of this paper, \( C \) stands for a generic constant and \( \sigma \in [0, 1/2] \).

We know that in the case when \( Q(t) = Q \), is a constant operator satisfying the hypothesis (3) and (4), the representation of the solution \( u \) of (1) and (2) is given by

\[
u(t) = -\frac{1}{2i\pi} \int_{\gamma}^{+\infty} \int_{0}^{t} k_{\sqrt{-z}}(t, s)(Q - z)^{-1} f(s) ds,
\] (7)

where

\[
k_{\sqrt{-z}}(t, s) = \begin{cases} \frac{e^{-\sqrt{-z}} \sinh \sqrt{-z}s}{\sqrt{-z}} & 0 \leq s \leq t, \\ \frac{e^{-\sqrt{-z}} \sinh \sqrt{-z}t}{\sqrt{-z}} & s \geq t. \end{cases}
\] (8)

Here, the curve \( \gamma \) is the boundary of the sector \( \sum_{\theta_0} \) oriented from \( \infty e^{+i\theta_0} \) to \( \infty e^{-i\theta_0} \) and \( \sqrt{-z} \) is the analytic determination defined by \( \Re \sqrt{-z} > 0 \), see [3].

In our situation, our representation formula can be heuristically derived by the following argument:

Taking the constant case into account, we look for a solution of Problems (1) and (2) in the following form

\[
u(t) = -\frac{1}{2i\pi} \int_{\gamma}^{+\infty} \int_{0}^{t} k_{\sqrt{-z}}(t, s)(Q(t) - z)^{-1} f^*(s) ds.
\] (9)

We are then concerned with the determination of the unknown function \( f^* \) in order that (9) is a strict solution of Problems (1) and (2).

2.2 Study of the regularity of the formal solution (9)

First, one has

**Proposition 2.2** Assume that \( f^* \in BUC^{2\sigma}([0, +\infty[: E) \). Then,

1. For all \( t \geq 0 \), one has

\[
u(t) \in D(A(t)).
\]
2. For all \( t \geq 0 \), the function \( f^* \) (introduced in 9) satisfies the following equation

\[
f^*(t) - Op(f^*)(t) = f(t),
\]

where

\[
Op(f^*)(t) = \frac{1}{2i\pi} \int_y \left( \int_0^t \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}s}{\sqrt{-z}} \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
+ \frac{1}{2i\pi} \int_y \left( \int_t^{+\infty} \frac{e^{-\sqrt{-z}s} \sinh \sqrt{-z}t}{\sqrt{-z}} \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
- \frac{1}{i\pi} \int_y \left( \int_0^t \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}s}{\gamma} \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
+ \frac{1}{i\pi} \int_y \left( \int_t^{+\infty} \frac{e^{-\sqrt{-z}s} \cosh \sqrt{-z}t}{\gamma} (Q(t) - zI)^{-1} f^*(s) ds \right) dz.
\]

Proof Statement 1 follows from Proposition 3.1 in [3].

Concerning Statement 2, one has

\[
u'(t) = - \frac{1}{2i\pi} \int_y \left( \int_0^t \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}s}{\sqrt{-z}} \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
- \frac{1}{2i\pi} \int_y \left( \int_t^{+\infty} \frac{e^{-\sqrt{-z}s} \sinh \sqrt{-z}t}{\sqrt{-z}} \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
- \frac{1}{i\pi} \int_y \left( \int_0^t \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}s}{\gamma} \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
+ \frac{1}{2i\pi} \int_y \left( \int_0^t \frac{e^{-\sqrt{-z}s} \sinh \sqrt{-z}t}{\gamma} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
+ \frac{1}{2i\pi} \int_y \left( \int_t^{+\infty} \frac{e^{-\sqrt{-z}s} \cos \sqrt{-z}t}{\gamma} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

To calculate \( u''(t) \), we follow the same reasoning as in [12]. We set

\[
u''(t)
\]

\[
= - \frac{1}{2i\pi} \int_y \left( \int_0^{t-\varepsilon} k_{\sqrt{z}}(t, s) \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]

\[
- \frac{1}{2i\pi} \int_y \left( \int_{t+\varepsilon}^{+\infty} k_{\sqrt{z}}(t, s) \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) ds \right) dz
\]
\[
\begin{align*}
+ \frac{1}{2i\pi} \int_\gamma \left( \int_0^{1-\varepsilon} e^{-\sqrt{-z}s} \sinh \sqrt{-z}s (Q(t) - zI)^{-1} f^*(s) \, ds \right) \, dz \\
- \frac{1}{2i\pi} \int_\gamma \left( \int_{\varepsilon}^{+\infty} e^{-\sqrt{-z}s} \cosh \sqrt{-z}s (Q(t) - zI)^{-1} f^*(s) \, ds \right) \, dz.
\end{align*}
\]

First, it is clear that
\[
\lim_{\varepsilon \to 0} u'_\varepsilon(t) = u'(t).
\]

On the other hand, one has
\[
u''_\varepsilon(t) = R_\varepsilon(f^*)(t) + I_\varepsilon(f^*)(t) - Op_\varepsilon(f^*)(t),
\]
where
\[
R_\varepsilon(f^*)(t)
= - \frac{1}{2i\pi} \int_\gamma \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}(t - \varepsilon) \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(t - \varepsilon)}{\sqrt{-z}} \, dz
\]
\[
+ \frac{1}{2i\pi} \int_\gamma \frac{e^{-\sqrt{-z}(t+\varepsilon)} \sinh \sqrt{-z}t (Q(t) - zI)^{-1} f^*(t + \varepsilon)}{\sqrt{-z}} \, dz,
\]
and
\[
I_\varepsilon(f^*)(t)
= + \frac{1}{2i\pi} \int_\gamma e^{-\sqrt{-z}t} \sinh \sqrt{-z}(t - \varepsilon)(Q(t) - zI)^{-1} f^*(t - \varepsilon) \, dz
\]
\[
+ \frac{1}{2i\pi} \int_\gamma e^{-\sqrt{-z}(t+\varepsilon)} \cosh \sqrt{-z}t (Q(t) - zI)^{-1} f^*(t + \varepsilon) \, dz
\]
\[
+ \frac{1}{2i\pi} \int_\gamma (-\sqrt{-z}) \left( \int_0^{1-\varepsilon} e^{-\sqrt{-z}s} \sinh \sqrt{-z}s (Q(t) - zI)^{-1} f^*(s) \, ds \right) \, dz
\]
\[
+ \frac{1}{2i\pi} \int_\gamma (-\sqrt{-z}) \left( \int_{\varepsilon}^{+\infty} e^{-\sqrt{-z}s} \sinh \sqrt{-z}t (Q(t) - zI)^{-1} f^*(s) \, ds \right) \, dz,
\]
and
\[
Op_\varepsilon(f^*)(t)
= + \frac{1}{2i\pi} \int_\gamma \left( \int_0^{1-\varepsilon} e^{-\sqrt{-z}s} \sinh \sqrt{-z}s \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} f^*(s) \, ds \right) \, dz
\]
\[
+ \frac{1}{2i\pi} \int_\gamma \left( \int_{\varepsilon}^{+\infty} e^{-\sqrt{-z}s} \sinh \sqrt{-z}t \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} f^*(s) \, ds \right) \, dz
\]
\[
- \frac{1}{i\pi} \int_\gamma \left( \int_0^{1-\varepsilon} e^{-\sqrt{-z}s} \sinh \sqrt{-z}s \frac{\partial}{\partial t} (Q(t) - zI)^{-1} f^*(s) \, ds \right) \, dz
\]
$$+\frac{1}{i\pi}\int_\gamma\left(\int_{t+\varepsilon}^{+\infty} e^{-\sqrt{-z}s}\cosh\sqrt{-z}t \frac{\partial}{\partial t}(Q(t) - zI)^{-1} f^*(s)ds\right)dz.$$ 

For $R_{(\varepsilon)}(f^*)(t)$, observe that 

$$\left\| e^{-\sqrt{-z}t}\sinh\sqrt{-z}(t-\varepsilon) \frac{\partial}{\partial t}(Q(t) - zI)^{-1} f^*(t-\varepsilon) \right\|_{L(E)} \leq \frac{e^{-3t\sqrt{-z}}e^{3i\sqrt{-z}(t-\varepsilon)}}{|z|^{1/2}|z|} \| f^* \|_{BUC^2([0,+\infty],E)}$$

and 

$$\left\| e^{-\sqrt{-z}(t+\varepsilon)}\sinh\sqrt{-z}t \frac{\partial}{\partial t}(Q(t) - zI)^{-1} f^*(t+\varepsilon) \right\|_{L(E)} \leq \frac{e^{-3t\sqrt{-z}(t+\varepsilon)}e^{-3i\sqrt{-z}t}}{|z|^{1/2}|z|} \| f^* \|_{BUC^2([0,+\infty],E)},$$

by the dominated convergence theorem, we get 

$$\lim_{\varepsilon \to 0} R_{(\varepsilon)}(f^*)(t) = 0.$$ 

For the quantity $Op_{(\varepsilon)}(f^*)(t)$, we see that 

$$\lim_{\varepsilon \to 0} Op_{(\varepsilon)}(f^*)(t) = Op(f^*)(t).$$

It remains to treat the quantity $I_{(\varepsilon)}(f^*)(t)$, using the identity 

$$Q(t)(Q(t) - zI)^{-1} = I + z(Q(t) - zI)^{-1},$$

we get 

$$I_{(\varepsilon)}(f^*)(t) = I'_{(\varepsilon)}(f^*)(t) + I''_{(\varepsilon)}(f^*)(t),$$

where 

$$I'_{(\varepsilon)}(f^*)(t) = \frac{1}{2i\pi} \int_\gamma\left(\int_0^{t-\varepsilon} e^{-\sqrt{-z}s}\sinh\sqrt{-z}s \frac{Q(t)(Q(t) - zI)^{-1}}{z} f^*(s)ds\right)dz$$

$$+ \frac{1}{2i\pi} \int_\gamma\left(\int_{t+\varepsilon}^{+\infty} e^{-\sqrt{-z}s}\sinh\sqrt{-z}s \frac{Q(t)(Q(t) - zI)^{-1}}{z} f^*(s)ds\right)dz$$

$$+ \frac{1}{2i\pi} \int_\gamma\left(\int_{0}^{+\infty} e^{-\sqrt{-z}s}\sinh\sqrt{-z}s \frac{Q(t)(Q(t) - zI)^{-1}}{z} f^*(s)ds\right)dz.$$
and

\[ I''_{(e)} (f^*) (t) \]

\[ = - \frac{1}{2i\pi} \int_{\gamma_1} \int_0^{t-\epsilon} \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}s}{\sqrt{-z}} f^*(s) ds \, dz \]

\[ - \frac{1}{2i\pi} \int_{\gamma_1} \int_{t+\epsilon}^{+\infty} \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}t}{\sqrt{-z}} f^*(s) ds \, dz \]

\[ - \frac{1}{2i\pi} \int_{\gamma_1} \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z} (t - \epsilon)}{z} f^*(t - \epsilon) dz \]

\[ - \frac{1}{2i\pi} \int_{\gamma_1} \frac{e^{-\sqrt{-z}t} \cosh \sqrt{-z}t}{z} f^*(t + \epsilon) dz. \]

Now for the quantity \( I'_{(e)} (f^*) (t) \), one has

\[ I'_{(e)} (f^*) (t) \]

\[ = + \frac{1}{2i\pi} \int_{\gamma_1} e^{-\sqrt{-z}t} \sinh \sqrt{-z} (t - \epsilon) \frac{Q (t) (Q (t) - zI)^{-1}}{z} f^*(t - \epsilon) dz \]

\[ - \frac{1}{2i\pi} \int_{\gamma_1} e^{-\sqrt{-z}(t+\epsilon)} \sinh \sqrt{-z}t \frac{Q (t) (Q (t) - zI)^{-1}}{z} f^*(t) dz \]

\[ + \frac{1}{2i\pi} \int_{\gamma_1} e^{-\sqrt{-z}(t+\epsilon)} \cosh \sqrt{-z}t \frac{Q (t) (Q (t) - zI)^{-1}}{z} f^*(t + \epsilon) dz \]

\[ - \frac{1}{2i\pi} \int_{\gamma_1} e^{-\sqrt{-z}t} \cosh \sqrt{-z} (t - \epsilon) \frac{Q (t) (Q (t) - zI)^{-1}}{z} f^*(t) dz \]

\[ + \frac{1}{2i\pi} \int_{\gamma_1} \left( \int_0^{t-\epsilon} e^{-\sqrt{-z}t} \sinh \sqrt{-z}s \frac{Q (t) (Q (t) - zI)^{-1}}{z} (f^*(s) - f^*(t)) ds \right) dz \]

\[ + \frac{1}{2i\pi} \int_{\gamma_1} \left( \int_{t+\epsilon}^{+\infty} e^{-\sqrt{-z}t} \sinh \sqrt{-z}t \frac{Q (t) (Q (t) - zI)^{-1}}{z} (f^*(s) - f^*(t)) ds \right) dz \]

\[ + \frac{1}{2i\pi} \int_{\gamma_1} e^{-\sqrt{-z}t} \frac{Q (t) (Q (t) - zI)^{-1}}{z} f^*(t) dz. \]

Consequently,

\[ \lim_{\epsilon \to 0} I'_{(e)} (f^*) (t) \]

\[ = - \frac{1}{2i\pi} \int_{\gamma_1} \left( \int_0^{+\infty} k \sqrt{-z} (t, s) Q (t) (Q (t) - z)^{-1} (f^*(s) - f^*(t)) ds \right) dz \]

\[ + \frac{1}{2i\pi} \int_{\gamma_1} e^{-\sqrt{-z}t} Q (t) (Q (t) - zI)^{-1} f^*(t) dz. \]
Concerning the term $I''_{(\varepsilon)}(f^*) (t)$, we write

$$I''_{(\varepsilon)}(f^*) (t) = -\frac{1}{2i\pi} \int_{\gamma_1} \left( \int_0^{t-\varepsilon} \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}t}{\sqrt{-z}} (f^*(s) - f^*(t - \varepsilon)) \, ds \right) \, dz$$

$$- \frac{1}{2i\pi} \int_{\gamma_1} \frac{e^{-\sqrt{-z}t}}{\sqrt{-z}} \int_0^{t-\varepsilon} \sinh \sqrt{-z} s ds f^*(t - \varepsilon) \, dz$$

$$- \frac{1}{2i\pi} \int_{\gamma_1} \left( \int_{t+\varepsilon}^{+\infty} \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}t}{\sqrt{-z}} (f^*(s) - f^*(t + \varepsilon)) \, ds \right) \, dz$$

$$- \frac{1}{2i\pi} \int_{\gamma_1} \frac{\sinh \sqrt{-z}t}{\sqrt{-z}} \left( \int_{t+\varepsilon}^{+\infty} e^{-\sqrt{-z}t} \, ds \right) f^*(t + \varepsilon) \, dz$$

$$- \frac{1}{2i\pi} \int_{\gamma_1} \frac{e^{-\sqrt{-z}t} \sinh \sqrt{-z}(t - \varepsilon)}{z} f^*(t - \varepsilon) \, dz$$

$$- \frac{1}{2i\pi} \int_{\gamma_1} \frac{e^{-\sqrt{-z}(t+\varepsilon)}}{z} \cosh \sqrt{-z}t f^*(t + \varepsilon) \, dz.$$ 

A direct computation gives

$$\lim_{\varepsilon \to 0} I''_{(\varepsilon)}(f^*) (.) = 0.$$

On the other hand, one has

$$Q(t) u(t) = -\frac{1}{2i\pi} \int_{\gamma_1} \int_0^{+\infty} k_{\sqrt{-z}}(t, s) Q(t) (Q(t) - zI)^{-1} (F^*(s) - f^*(s)) \, ds \, dz$$

$$- \frac{1}{2i\pi} \int_{\gamma_1} \frac{e^{-\sqrt{-z}t}}{z} Q(t) (Q(t) - zI)^{-1} f^*(t) \, dz$$

$$+ \frac{1}{2i\pi} \int_{\gamma_1} \frac{1}{z} Q(t) (Q(t) - zI)^{-1} f^*(t) \, dz.$$ 

Summing up, we deduce that, for all $t \geq 0$:

$$f(t) = \lim_{\varepsilon \to 0} u''_{(\varepsilon)}(t) + Q(t) u(t)$$

$$= u''(t) + Q(t) u(t)$$

$$= f^*(t) - Op(f^*)(t).$$

Now, we need the following important result concerning $f^*$.

**Proposition 2.3** There exists $\lambda^* > 0$, such that, for all $\lambda \geq \lambda^*$, the operator

$$I - Op : BUC([0, +\infty[; E) \to BUC([0, +\infty[; E)$$

$$f^*(\cdot) \mapsto f = f^*(\cdot) - Op(f^*)(\cdot),$$

is an isomorphism.
Proof It suffices to adapt the techniques used in [4, Proposition 5.2, p. 27]. □

To study the regularity of the formal solution, we need the following result

**Proposition 2.4** Assume that \( f^* \in \text{BUC}^{2\alpha}([0, +\infty[); E) \). Then, the vector-valued function \( t \mapsto Op(f^*)(t) \) belongs to the space \( \text{BUC}^{2\alpha}([0, +\infty[); E) \).

**Proof** Let \( t > \tau \geq 0 \), thus

\[
\text{Op}(f^*)(t) - \text{Op}(f^*)(\tau) = (I) + (II),
\]

where

\[
(I) = \frac{1}{2i\pi} \int_{\gamma} \left( \int_{0}^{t} e^{-\sqrt{-z}t} \sinh \sqrt{-z} s \, \frac{\partial^2}{\partial t^2} \left( Q(t) - zI \right)^{-1} f^*(s) \, ds \right) \, dz
\]

\[
- \frac{1}{2i\pi} \int_{\gamma} \left( \int_{t}^{+\infty} e^{-\sqrt{-z}t} \sinh \sqrt{-z} \, \frac{\partial^2}{\partial t^2} \left( Q(t) - zI \right)^{-1} f^*(s) \, ds \right) \, dz
\]

\[
+ \frac{1}{2i\pi} \int_{\gamma} \left( \int_{\tau}^{t} e^{-\sqrt{-z}t} \sinh \sqrt{-z} \, \frac{\partial^2}{\partial t^2} \left( Q(t) - zI \right)^{-1} f^*(s) \, ds \right) \, dz
\]

\[
- \frac{1}{2i\pi} \int_{\gamma} \left( \int_{\tau}^{+\infty} e^{-\sqrt{-z}t} \sinh \sqrt{-z} \, \frac{\partial^2}{\partial t^2} \left( Q(t) - zI \right)^{-1} f^*(s) \, ds \right) \, dz.
\]

(II) can be treated similarly. So, we restrict ourselves to treat the first quantity. One has

\[
(I) = (I_1) + (I_2),
\]

where

\[
(I_1) = \frac{1}{2i\pi} \int_{\gamma} \left( \int_{0}^{t} e^{-\sqrt{-z}t} \sinh \sqrt{-z} s \, \frac{\partial^2}{\partial t^2} \left( Q(t) - zI \right)^{-1} f^*(s) \, ds \right) \, dz
\]

\[
+ \frac{1}{2i\pi} \int_{\gamma} \left( \int_{\tau}^{t} e^{-\sqrt{-z}t} \sinh \sqrt{-z} s \, \frac{\partial^2}{\partial t^2} \left( Q(t) - zI \right)^{-1} f^*(s) \, ds \right) \, dz
\]
\[
\frac{1}{2i\pi} \int \int_0^\gamma e^{-\sqrt{-z} t} \sinh \sqrt{-z} s \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} f^*(s) ds dz \\
- \frac{1}{2i\pi} \int \int_0^\gamma e^{-\sqrt{-z} t} \sinh \sqrt{-z} s \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} f^*(s) ds dz \\
- \frac{1}{2i\pi} \int \int_0^\gamma e^{-\sqrt{-z} t} \sinh \sqrt{-z} s \frac{\partial^2}{\partial \tau^2} (Q(\tau) - zI)^{-1} f^*(s) ds dz,
\]

and

\[
(I_2) + \frac{1}{2i\pi} \int \int_0^\gamma \left( \int_t^{+\infty} e^{-\sqrt{-z} s} \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} f^*(s) ds \right) dz \\
- \frac{1}{2i\pi} \int \int_0^\gamma \left( \int_t^{+\infty} e^{-\sqrt{-z} s} \frac{\partial^2}{\partial \tau^2} (Q(\tau) - zI)^{-1} f^*(s) ds \right) dz,
\]

We can write \( I_1 \) as

\[
(I_1) = (J_1) + (J_2) + (J_3).
\]

where

\[
(J_1) = \frac{1}{2i\pi} \int \int_0^\gamma \left( \int_t^\tau \left( e^{-\sqrt{-z} t} - e^{-\sqrt{-z} \tau} \right) \sinh \sqrt{-z} s \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} f^*(s) ds \right) dz;
\]

\[
(J_2) = \frac{1}{2i\pi} \int \int_0^\gamma \left( \int_t^\tau e^{-\sqrt{-z} \tau} \sinh \sqrt{-z} s \left( \frac{\partial^2}{\partial t^2} (Q(t) - zI)^{-1} - \frac{\partial^2}{\partial \tau^2} (Q(\tau) - zI)^{-1} \right) f^*(s) ds \right) dz,
\]

\[
(J_3) = + \frac{1}{2i\pi} \int \int_0^\gamma \left( \int_t^\tau e^{-\sqrt{-z} t} \sinh \sqrt{-z} s \frac{\partial^2}{\partial \tau^2} (Q(t) - zI)^{-1} f^*(s) ds \right) dz,
\]

thanks to the differentiability properties of the resolvent, that is, (5) and (6), we conclude that

\[
\| (I_1) \| = O |t - \tau|^{2\alpha}.
\]

The same arguments applied for \( I_2 \) give

\[
\| (I_2) \| = O |t - \tau|^{2\alpha}.
\]

Summing up, we are in position to give our main maximal regularity results concerning Problems (1) and (2).

**Proposition 2.5** Let \( f \in BU C^{2\alpha} ([0, +\infty [ ; E) \). Then, there exists \( \lambda^* > 0 \), such that, for all \( \lambda \geq \lambda^* \), Problems (1) and (2) have a unique strict solution
\[ u(t) = -\frac{1}{2\pi i} \int_{\gamma}^{+\infty} \int_{0}^{+\infty} k_{-\sqrt{\tau}}(t,s) (Q(t) - z)^{-1} \{(I - Op)^{-1}(f)\}(s) \, ds. \]  

(11)

Moreover, one has

\[ Q(.)u(\cdot), u''(\cdot) \in BUC^{2\alpha}([0, +\infty]; E). \]

**Proof** See Proposition 3.1 in [3]. \( \square \)

The following lemma is needed to prove the optimal regularity of the strict solution (11) when \( f^* \) is taken in \( L^\infty([0, +\infty[; D_{Q(\cdot)}(\sigma, +\infty)) \cap BUC([0, +\infty[, E) \)

\[ D_{Q(\cdot)}(\sigma, +\infty) = \left\{ \varphi \in E : \sup_{r > 0} \| r^\sigma Q(.) (Q(.) - rI)^{-1}\varphi \|_E < +\infty \right\}, \]

for more details about these spaces, see [7] and [13].

**Lemma 2.6** Let \( f^* \in L^\infty([0, +\infty[; D_{Q(\cdot)}(\sigma, +\infty)) \cap BUC([0, +\infty[, E). \) Then, for all \( t \geq 0, \)

\[ u(t) \in D(A(t)). \]

**Proof** We are interesting with the convergence of the integral

\[ \frac{1}{2\pi i} \int_{\gamma}^{+\infty} \int_{0}^{+\infty} k_{-\sqrt{\tau}}(t,s) Q(t) (Q(t) - zI)^{-1} f^*(s) \, ds \, dz, \]

where \( f^* \in L^\infty([0, +\infty[; D_{Q(\cdot)}(\sigma, +\infty)). \)

One has

\[ \left\| \int_{0}^{+\infty} k_{-\sqrt{\tau}}(t,s) Q(t) (Q(t) - zI)^{-1} f^*(s) \, ds \right\|_E \leq (L_1) + (L_2), \]

with

\[ \| (L_1) \| \leq C \frac{e^{-\sqrt{\tau}}}{\sqrt{-z} |z|^\sigma \sinh(\sqrt{\tau}z)} \]

and

\[ \| (L_2) \| \leq C \frac{\cosh(\sqrt{\tau}z)}{|z|^{1/2} |z|^\sigma \sinh(\sqrt{\tau}z)}, \]

so

\[ \left\| \int_{0}^{+\infty} k_{-\sqrt{\tau}}(t,s) Q(t) (Q(t) - zI)^{-1} f^*(s) \, ds \right\|_E \leq \frac{C}{|z|^{1+\sigma}}. \]  

\( \square \)

Therefore, we can deduce the following result.

**Proposition 2.7** Let \( f \in L^\infty([0, +\infty[; D_{Q(\cdot)}(\sigma, +\infty)) \cap BUC([0, +\infty[, E). \) Then, there exists \( \lambda^* > 0, \) such that, for all \( \lambda \geq \lambda^* \), Problems (1) and (2) have a unique strict solution given by (11). Moreover,

\[ Q(.)u(\cdot), u''(\cdot) \in L^\infty([0, +\infty[; D_{Q(\cdot)}(\sigma, +\infty)) \cap BUC([0, +\infty[, E). \]
3 On the study of a concrete elliptic problem set on nonsmooth cylindrical domain

3.1 Position of the problem

Now, we will apply the abstract regularity results obtained in the previous section for the study of a concrete elliptic problem. We consider the following problem:

Let \( \Pi \) be an open set of \( \mathbb{R}^3 \) defined by

\[
\Pi = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : (x_1, x_2) \in \Omega, \ 0 < x_3 < b \},
\]

where \( b \) is a finite positive number and \( \Omega \) is the planar cusp domain defined by

\[
\Omega = \{ (x_1, x_2) \in \mathbb{R}^2 : 0 < x_1 < a, \ -\psi(x_1) < x_2 < \psi(x_1) \}.
\]

Here

1. \( \psi(x_1) = (x_1)^\alpha \), \( 1 < \alpha \leq 2 \),
2. \( a \) is a finite positive number small enough.

In \( \Pi \), we consider the boundary value problem

\[
\Delta u - \lambda \left( \frac{1}{\psi(x_1)} \right)^2 u = h, \lambda > 0,
\]

\[
u|_{\partial \Pi} = 0.
\] (12)

The right-hand side \( h \) belongs to the Hölder space \( C^{2\sigma}(\Pi) \) and satisfies the following condition

\[
h = 0 \text{ on } \partial \Gamma(a).
\] (13)

where \( \partial \Gamma(a) \) denotes the boundary of the lateral surface

\[
\Gamma(a) = \{ (a, x_2, x_3) \in \mathbb{R}^3 : -\psi(a) < x_2 < \psi(a), \ 0 < x_3 < b \}.
\]

It should be noted that Problem (12) is a particular case of some elliptic equations frequently encountered in engineering application. In fact, applications of such equation are abundant in fluid dynamics and the modelization of weather prediction.

It is well known that the solvability of elliptic problems posed in singular domains was intensively investigated by numerous authors via several techniques, see, for example [8, 10]. Most of these studies have focused on the study of existence, uniqueness and the behavior of solutions near the singular parts of the boundary. In [5], an abstract approach was used to establish some Hölder continuous regularity results for the Dirichlet problem for Laplace equation posed in planar cusp domain. These authors have used the abstract differential equation theory which seems more adapted for this kind of problems. In our situation, the study of the concrete problem (12) will be reduced to the study of an abstract differential equation of elliptic type with variable operator coefficients., that is, Problems (1) and (2).

3.2 Change of variables

As in [5], we use the following change of variables

\[
T : \Pi \rightarrow \Pi_{\infty}
\]

\[
(x_1, x_2, x_3) \mapsto (\xi, \eta, \nu) := \left( \frac{1}{\alpha - 1} (x_1)^{1-\alpha}, \frac{x_2}{\psi(x_1)\alpha}, x_3 \right),
\]

with

\[
\Pi_{\infty} = ]\xi_0, +\infty[ \times D, \ \xi_0 = \frac{1}{\alpha - 1} (a)^{1-\alpha} > 0 \quad \text{and} \quad D = ]-1, 1[ \times ]0, b[.
\]

which means that the cuspidal edge \((0, 0, x_3), (0 < x_3 < b)\) is transformed in

\[
D_{\infty} = [0, \infty[ \times D.
\]
Note that for any $x_1 \in ]0, a[, x_3 \in ]0, b[
\begin{align*}
\lim_{x_1 \to 0^+} T(x_1, \psi(x_1), x_3) &= \lim_{x_1 \to 0^+} \left( \frac{1}{\alpha - 1} (x_1)^{1-\alpha} \cdot 1, v \right) = (+\infty, 1, v) \\
\lim_{x_1 \to 0^+} T(x_1, -\psi(x_1), x_3) &= \lim_{x_1 \to 0^+} \left( \frac{1}{\alpha - 1} (x_1)^{1-\alpha}, -1, v \right) = (+\infty, -1, v).
\end{align*}

Now, define the following change of functions
\begin{align*}
v(\xi, \eta, v) := u(x_1, x_2, x_3) &= u \left( \exp \left( \frac{\ln[(\alpha-1)\xi]}{1-\alpha} \right), \eta \exp \left( \frac{\alpha \ln[(\alpha-1)\xi]}{1-\alpha} \right), v \right), \\
g(\xi, \eta, v) := h(x_1, x_2, x_3) &= h \left( \exp \left( \frac{\ln[(\alpha-1)\xi]}{1-\alpha} \right), \eta \exp \left( \frac{\alpha \ln[(\alpha-1)\xi]}{1-\alpha} \right), v \right).
\end{align*}

Remark 3.1 Observe that if $h$ is continuous in $(0, 0, x_3)$, one has
\begin{align*}
\lim_{\xi \to +\infty} g(\xi, \eta, v) &= \lim_{\xi \to +\infty} h \left( \exp \left( \frac{\ln[(\alpha-1)\xi]}{1-\alpha} \right), \eta \exp \left( \frac{\alpha \ln[(\alpha-1)\xi]}{1-\alpha} \right), v \right) \\
&= h(0, 0, x_3).
\end{align*}

From the above changes of variables, one has
\begin{align*}
\Delta u &= \theta^2 2^\beta \left( \Delta_{(\xi, \eta)} v + \theta^{-2} \xi^{-2\beta} \delta_x^2 v + \alpha^2 \theta^{-2/\beta} \left( \frac{\eta}{\xi} \right)^2 \delta_\eta^2 + 2\alpha \theta^{-1/\beta} \eta \xi^2 \delta_\eta^2 \\
&+ \alpha\theta^{-1/\beta} \left( \frac{1}{\xi} \right) \delta_x v + \alpha (\alpha + 1) \theta^{-2/\beta} \eta \left( \frac{1}{\xi} \right)^2 \delta_\eta^2 v \right) \\
\end{align*}

It follows that Problem (12) becomes
\begin{align}
\begin{cases}
\theta^{-2} \xi^{-2\beta} \delta_x^2 v + \Delta_{(\xi, \eta)} v - \lambda v + \frac{1}{\xi} [Pv] = f(\xi, \eta, v) \in Q \\
v(\xi, \eta, v) = 0
\end{cases}
\end{align}

with
\begin{align*}
f(\xi, \eta, v) = \theta^{-2} \xi^{-2\beta} g(\xi, \eta, v), \quad (\xi, \eta, v) \in \Pi_{\infty},
\end{align*}
here,
\begin{align*}
\beta = \alpha / (\alpha - 1), \quad \theta = (\alpha - 1)^\beta \quad \text{and} \quad \Delta_{(\xi, \eta)} = \delta_x^2 + \delta_\eta^2,
\end{align*}
We have also
\begin{align}
f(\xi_0, \eta, v) = 0 \quad \text{on } \partial D,
\end{align}
here $P$ is the second-order differential operator with $C^\infty$-bounded coefficients on $\Pi_{\infty}$ given by
\begin{align*}
[P(\xi, \eta, v)](\xi, \eta, v) &= \alpha^2 \theta^{-2/\beta} \eta^2 \left( \frac{1}{\xi} \right) \delta_\eta^2 v(\xi, \eta, v) + 2\alpha \theta^{-1/\beta} \eta \delta_\eta^2 v(\xi, \eta, v) \\
&+ \alpha \theta^{-1/\beta} \delta_x v(\xi, \eta, v) + \alpha (\alpha + 1) \theta^{-2/\beta} \eta \left( \frac{1}{\xi} \right)^2 \delta_\eta^2 v(\xi, \eta, v).
\end{align*}
In the sequel, we will focus ourselves on the study of the concrete problem
\begin{align}
\begin{cases}
\xi^{-2\beta} \delta_x^2 v + \Delta_{(\xi, \eta)} v - \lambda v = f(\xi, \eta, v) \in \Pi_{\infty} \\
v(\xi, \eta, v) = 0
\end{cases}
\end{align}
Remark 3.2 Observe that the right-hand side \( f \), is necessarily bounded on \( \Pi_\infty \), since

\[
| f (\xi, \eta, \upsilon) | = \left| \phi^{-2} \xi^{-2\beta} h \left( \exp \left( \frac{\ln [(\alpha - 1)\xi]}{1 - \alpha} \right), \eta \exp \left( \frac{\alpha \ln [(\alpha - 1)\xi]}{1 - \alpha} \right), \upsilon \right) \right|
\]

\[
\leq \phi^{-2} (\xi_0)^{-2\beta} h \left( \exp \left( \frac{\ln [(\alpha - 1)\xi]}{1 - \alpha} \right), \eta \exp \left( \frac{\alpha \ln [(\alpha - 1)\xi]}{1 - \alpha} \right), \upsilon \right)
\]

\[
\leq C \max_{(x_1, x_2, x_3) \in \Pi} | h (x_1, x_2, x_3) |.
\]

Remark also that our change of variables leads to the following property on the behavior on \( f \) at \(+\infty\). For all \((\eta, \upsilon) \in D\)

\[
\lim_{\xi \to +\infty} f (\xi, \eta, \upsilon) = 0.
\]

Using the same arguments as in [5, Proposition 3.1], we get

**Lemma 3.3** Let \(0 < 2\sigma < 1\). Then

1. \( h \in C^{2\sigma}(\Pi) \Rightarrow g \in BUC^{2\sigma}(\Pi_\infty)\).
2. \( g \in BUC^{2\sigma}(\Pi_\infty) \Rightarrow (x_1)^{4\sigma} h \in C^{2\sigma}(\Pi)\).

3.3 The abstract formulation of Problem (16)

Set \( E = BUC (\overline{D}) \). Define the vector-valued following functions:

\[
v : [\xi_0, +\infty[ \to E; \quad \xi \mapsto v(\xi); \quad v(\xi)(\eta, \upsilon) = v(\xi, \eta, \upsilon),
\]

\[
f : [\xi_0, +\infty[ \to E; \quad \xi \mapsto f(\xi); \quad f(\xi)(\eta, \upsilon) = f(\xi, \eta, \upsilon).
\]

Consider the family of closed linear operators \((A (\xi))_{\xi \geq 0}\) defined by

\[
\left\{
\begin{array}{l}
D (A (\xi)) = \{ \varphi \in BUC_0 (\overline{D}) \cap W^{2,q} (D), q > 2, A (\xi) \varphi \in BUC (\overline{D}) \}, \\
A (\xi) \varphi (\eta, \upsilon) = \left( \partial_\eta^2 + \xi^{-2\beta} \partial_\upsilon^2 \right) \varphi, \quad \xi \geq \xi_0.
\end{array}
\right.
\]

where

\[
BUC_0 (\overline{D}) = \{ \phi \in BUC (\overline{D}) / \phi = 0 \text{ on } \partial D \}.
\]

Then, the concrete problem (16) is written in the following operational form

\[
\left\{
\begin{array}{l}
v'' (\xi) + A (\xi) v (\xi) - \lambda v (\xi) = f (\xi), \quad \xi \geq \xi_0, \\
v (\xi_0) = 0, \quad v (+\infty) = 0,
\end{array}
\right.
\]

where

\[
f \in L^\infty ([\xi_0, +\infty[ ; BUC^{2\sigma} (\overline{D})) \cap BUC^{2\sigma} ([\xi_0, +\infty[ ; BUC (\overline{D})).
\]

It will be more convenient to work on \([0, +\infty[\) instead of \([\xi_0, +\infty[\). So, we consider the natural change of function: for \(\xi \in [0, +\infty[\), set

\[
V (\xi) = v (\xi + \xi_0), \quad F (\xi) = f (\xi + \xi_0).
\]
Therefore, it is clear that
\( F \in L^\infty([0, +\infty[; \text{BUC}^{2\sigma}(\partial D)) \cap \text{BUC}^{2\sigma}([0, +\infty[; \text{BUC}(\partial D)). \)

Now the complete analysis of (17) on \([\xi_0, +\infty[\) is equivalent to the one done for the following problem
\[
\begin{align*}
\left\{ 
\begin{array}{ll}
V''(\xi) + A_0(\xi) V(\xi) - \lambda V(\xi) = F(\xi) \\
V(0) = 0, V(+\infty) = 0
\end{array}
\right. \\
\xi \geq 0,
\end{align*}
\]
where
\[
\begin{align*}
D(A_0(\xi)) &= \{ \varphi \in \text{BUC}_0(\partial D) \cap W^{2,q}(D), q > 2, A_0(\xi) \varphi \in \text{BUC}(\partial D) \}, \\
\Lambda_0(\xi) \varphi(\eta, \nu) &= \left( \partial^2_\eta + (\xi + \xi_0)^{-2\beta} \partial^2_\nu \right) \varphi, \xi \geq 0.
\end{align*}
\]
For simplicity, in the sequel, we write (18) as
\[
\begin{align*}
\left\{ 
\begin{array}{ll}
V''(\xi) + Q(\xi) V(\xi) = F(\xi) \\
V(0) = 0, V(+\infty) = 0
\end{array}
\right. \\
\xi \geq 0,
\end{align*}
\]
where
\[ Q(\xi) := A_0(\xi) - \lambda, \lambda > 0. \]

3.4 Optimal results for Problem (12)

At this level, it is important to recall that the spectral properties of the family (19) in its most general form were deeply discussed in [1], [12] and [14]. From which, we can deduce that

\textbf{Lemma 3.4} (\( A(\xi) \)) \( \xi \geq 0 \) is a family of closed linear operators with non-dense domains in \( E \) verifying the assumptions (3)–(6).

\textbf{Remark 3.5} Observe that in our situation thanks to (13), it is well known that
\[
D_{A(\xi)}(\sigma, +\infty) = \{ \phi \in \text{BUC}_\sigma(\partial D) : \phi = 0 \text{ on } \partial D \}. \]

For more details, see [13].

Then, our abstract results (2.5) and (2.6) applied for Problem (16) give

\textbf{Proposition 3.6} Let \( f \in \text{BUC}^{2\sigma}(\Pi_\infty), 0 < 2\sigma < 1 \). Then, there exists \( \lambda^* > 0 \) such that for all \( \lambda \geq \lambda^* \), the problem
\[
\begin{align*}
\xi^{-2\beta} \partial^2_\xi v + \Delta(\xi, \eta) v - \lambda v &= f, (\xi, \eta, v) \in \Pi_\infty, \\
v(\xi, \eta, v) &= 0, \\
(\xi, \eta, v) &\in \partial \Pi_\infty.
\end{align*}
\]

admits a unique strict solution \( v \) satisfying
\[
\partial^2_\xi v, \left( \partial^2_\eta + \xi^{-2\beta} \partial^2_\nu \right) v \in \text{BUC}^{2\sigma}(\Pi_\infty).
\]

Now, adapting the same argument of perturbation used in [2] and [9], we are able to say that

\textbf{Proposition 3.7} Let \( k \in \text{BUC}^{2\sigma}(\Pi_\infty), 0 < 2\sigma < 1 \). Then, there exist \( \lambda^* > 0 \) and \( \xi^* > \xi_0 \) such that for all \( \lambda \geq \lambda^* \) and \( \xi \geq \xi^* \), the problem
\[
\begin{align*}
\xi^{-2\beta} \partial^2_\xi v + \Delta(\xi, \eta) v - \lambda v + \tfrac{1}{\xi} P v &= f, (\xi, \eta, v) \in \Pi_\infty, \\
v(\xi, \eta, v) &= 0, \\
(\xi, \eta, v) &\in \partial \Pi_\infty.
\end{align*}
\]

admits a unique strict solution \( v \) satisfying
\[
\partial^2_\xi v, \left( \partial^2_\eta + \xi^{-2\beta} \partial^2_\nu \right) v \in \text{BUC}^{2\sigma}(\Pi_{\infty, \xi^*}^\nu).
\]

where
\[ \Pi_{\infty, \xi^*}^\nu = [\xi^*, +\infty[ \times D \]
Let $x^*_1 := T^{-1}(\xi^*)$ where $T^{-1}$ is the inverse change of variables given by

$$
T^{-1} : \Pi_\infty \to \Pi
$$

$$(\xi, \eta, \upsilon) \mapsto (x_1, x_2, x_3)$$

with

$$(x_1, x_2, x_3) := \left( \exp \left( \frac{\ln \left( (\alpha - 1)\xi \right)}{1 - \alpha} \right), \eta \exp \left( \frac{\alpha \ln \left( (\alpha - 1)\xi \right)}{1 - \alpha} \right), \upsilon \right)$$

First, it is easy to see that

$$x^*_1 < x_1.$$

Using (21), we are then in position to state our main result describing the regularity of the unique solution $u$ of Problem (12) near the cuspidal edge

**Theorem 3.8** Let $h \in C^{2\alpha}(\Pi)$, $0 < 2\sigma < 1$, satisfying (13). Then, there exist $x^*_1 > 0$ and $\lambda^* > 0$ such that, for all $\lambda > \lambda^*$ Problem (12) admits a unique strict solution $u$ satisfying

$$(x_1)^{\delta_{\sigma}} \partial^2_{x_1} u \text{ and } (x_1)^{\delta_{\sigma}} \left( \Delta(x_2, x_3) - \lambda \right) u \in C^{2\alpha}(\Pi_{x_1}^\ast),$$

where

$$\Pi_{x_1}^\ast = \left\{ (x_1, x_2, x_3) \in \mathbb{R}^3 : (x_1, x_2) \in \Omega_{x_1}^\ast, 0 < x_3 < b \right\},$$

with

$$\Omega_{x_1}^\ast = \left\{ (x_1, x_2) \in \mathbb{R}^2 : 0 < x_1 < x^*_1, -(x_1)^{\alpha} < x_2 < (x_1)^{\alpha} \right\}.$$
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