Thermal Modeling of a Historical Building Wall: Using Long-Term Monitoring Data to Understand the Reliability and the Robustness of Numerical Simulations
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Abstract: Thermal modeling of building components plays a crucial role in designing energy efficiency measures, assessing living comfort, and preventing building damages. The accuracy of the modeling process strongly depends on the reliability of the physical models and the correct selection of input parameters, especially for historic buildings where uncertainties on wall composition and material properties are higher. This work evaluates the reliability of building thermal modeling and identifies the input parameters that most affect the simulation results. A monitoring system is applied to a historic building wall to measure the temperature profile. The long-term dataset is compared with the result of a simulation model. A sensitivity analysis is applied for the determination of the influential input parameters. A two-step optimization is performed to calibrate the numerical model: the first optimization step is based on an optimized selection of the database materials, while the second optimization step uses a particle swarm algorithm. The results indicate that the output of the simulation model is largely influenced by the coefficients describing the coupling with the boundary conditions and by the thermal conductivities of the materials. Very good results are obtained already after the first optimization step ($RMSE = 0.75 ^\circ C$) while the second optimization step improves further the agreement ($RMSE = 0.48 ^\circ C$). The parameter values reported in the datasheets do not match those found through optimization. Even with extensive optimization using an algorithm, starting with monitoring data is insufficient to identify material parameter values.
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1. Introduction

Climate change mitigation is posing significant challenges to the construction industry around the world, especially concerning the electricity generation system [1]. Building energy usage is a major concern at the European level, as it is one of the most energy-intensive sectors. Recently, the topic of smart energy communities was an example of the development of new models that would innovate and reconfigure the energy system [2]. According to [3], buildings consume 40% of primary energy and produce 36% of greenhouse gas emissions, with some member states exceeding 45%. This is why it is essential to promote greater energy efficiency, which also has the advantage of improving thermal comfort for users [4]. Numerical modeling of buildings or building components is a widely used approach to design and propose targeted energy-efficient solutions. One of the crucial questions is how well the results of numerical simulations match reality. Furthermore, it is generally difficult to determine the simulation inputs with certainty [5]. Indeed, neglecting the uncertainties and variabilities of several parameters can affect the reliability and robustness of the results and lead to wrong final design decisions [6]. The more accurate the input data, the more reliable results the simulation returns [7,8].
Numerical simulation of historical buildings makes it possible to target effective interventions to make them more energy efficient, also considering impending climate change [9]. Hence, simulations are often carried out at the level of the wall component. The correct modeling of a dynamic simulation of historical buildings is therefore crucial. For the envelope, it is necessary to know how the stratigraphy is composed, in particular the type of materials, their properties, and their thickness within the structure. Typically, if the material is not included in the materials’ database, material properties for the numerical model are chosen from technical standards or a commercial data-sheet, leading to significant uncertainties in the evaluation [10]. In the case of ancient components, this operation is even more complex. Indeed, building materials are vulnerable to deterioration and decay over time [11] and this makes their characteristics unique. It therefore becomes a challenge to find a correspondence between the real ancient material and those listed in standards and/or in software databases [12,13].

In the reviewed studies, the input parameters of the materials and coefficient values of the boundary conditions were often investigated with laboratory tests on samples and subsequently considered known. Another approach would be to apply an inverse methodology that tries to calibrate the numerical model starting from the monitored data [7]. Ibrahim et al. [14] state that using numerical models relating to data measured in the laboratory is not sufficient and can lead to large deviations from actual in-situ conditions, so calibration is necessary to enable numerical models to reproduce reliable results.

In the literature, many studies have tested the reliability of numerical simulations by making comparisons with monitored data [14–21]. Other studies use the monitored data to perform a calibration to obtain a more reliable predictive tool. Calibration is often carried out by changing some input parameters. Some studies apply the calibration to a zone model [17,22]. Sadłowska-Sałęga et al. [23] state that simulation without model calibration can give unacceptable results and therefore calibration is essential to achieve accurate calculations.

Some studies have instead performed a calibration at the component level using sensors embedded in the stratigraphy [7,24]. A calibration using material parameters was carried out by Panico et al. [25] in which different material parameters were varied serially to optimize the model in Delphin to obtain results more similar to those monitored. Since numerical models can have many input parameters, often only the most influential ones are varied in the calibration process. For this reason, a sensitivity analysis (SA) is often carried out [26–29]. In some cases, the sensitivity analysis is used in the post-calibration phase [30,31]. Instead, model calibration is often carried out using optimization algorithms applied to a parameter found to be influential through sensitivity analysis. Calibration makes it possible to reduce the discrepancy between simulation results and monitored data [7,10,26,28,31–34].

Among the articles reviewed, very few works were found that aim to calibrate and apply SA to a thermal simulation model and, above all, a comparison with long-term monitored data was missing. At the component level, no work has been found in the literature that approached a differential sensitivity analysis (DSA) or a calibration (using an optimization algorithm) to compare the results of a simulation with real values of sensors placed in different layers in the stratigraphy of a historical wall.

The novelty of this study regards the application of a methodology for calibration of a dynamic thermal simulation model applied to the component wall of historic stone-masonry (which underwent an energy retrofit intervention) supported by long-term monitoring.

The aim of the paper is twofold: firstly, the sensitivity analysis quantifies the input parameters that affect the result of the simulation the most, indicating the parameters that should be more accurately determined when setting up the numerical model. Secondly, the optimization process is used to select the “optimal” values of these input parameters and to quantify the reliability that the numerical model can reach in reproducing the monitored
data. Furthermore, an effort is made to determine whether using an optimization technique in combination with simulation software could be the recommended method for calibrating the numerical model with respect to input parameters and if the obtained results can lead to values that are comparable with the known ones.

2. Methodology

The methodology is summarized in the flowchart shown in Figure 1.

![Figure 1. Flowchart of the methodology.](image)

The single steps are explained below:

1. The first step consists of setting up the monitoring system that provides a long-term analysis of the thermal behavior of the historic wall under analysis.

2. The software Delphin 6.1 [35] is used to set up the numerical model of the wall (at the component level). Since several input parameters of the simulation are unknown at this stage, several simulations were carried out by varying the materials in the database and choosing those that reduced the difference between the simulation values and those obtained from the monitoring system. The simulation with the optimal materials identified in this way was identified as the first optimized simulation.

3. The definition of the variation range with each unknown input parameter of the numerical model. This process is done using different sources such as scientific literature, datasheets and software databases, national and international standards, and laboratory measurements. The outcome of this step is a variation range for each unknown input parameter.
4. Use of sensitivity analyses (SA) to identify which of the input parameters are the most influential (or are negligible) for the calibration of the numerical model. In particular, the differential sensitivity analysis (DSA) is applied.

5. Model calibration using the optimization program GenOpt. The optimization algorithm is set to reduce the discrepancy between simulated and monitored data. The final output of the optimization process is the calibrated model and the definition of all the unknown input parameters.

2.1. The Case Study

The case study is a historical residential building (Figure 2) located in Settequerce/Siebeneich (BZ), North Italy.

Figure 2. Plan overview of the analyzed building. The location of the wall that was examined for this study is indicated by the arrow.

According to the Italian climate classification, the location falls in the climatic zone E, characterized by 2771 heating degrees day (this value is referred to the closest city of Terlano). For the international classification proposed by Köppen [36], it falls in the climate class Dfb defined as a warm summer humid continental climate.

This work is focused on the thermal behavior of one of the walls of the building which is exposed to North–East with an azimuth of 62° from the North (as marked by the arrow shown in Figure 2). The area bounded by the monitored wall is used as a warehouse and storage room.

Figure 3 shows the stratigraphy of the monitored wall, which is composed of existing (historical) materials and new materials installed during a recent retrofit intervention (2017). Before the renovation, the existing wall configuration consisted of 4 cm thick external plaster, 44 cm of red porphyry masonry, and 1.5 cm internal plaster.

The addition of the other layers occurred during the energy retrofit of the building. An 8 cm thick wood fiber panel was added on the internal side and was adhered to the old plaster using a clay-based adhesive mortar about 1 cm thick. In addition, the renovation phase included the application of lime-based plaster both on the internal (1.5 cm) and external (2 cm) facades.
2.2. Monitoring System

The monitoring system is designed to monitor the external climate of the location, the interior climate of the building, and the thermal conditions within the wall. A picture of the analyzed facade is shown in Figure 4a.

The external climate is monitored using temperature (T) and relative humidity (RH) sensors (E + E EE060), surface temperature sensors (thermocouples), and a pyranometer (Hukseflux SR05) for the acquisition of incident solar radiation, installed on the wall as shown in Figure 4b.
A stand-alone temperature and relative humidity sensor (E+E HUMLOG 20) is placed in the inner room and provides all the required information on the interior climate.

Figure 5a shows in orange the daily averaged internal temperatures measured by the stand-alone sensor positioned in the room adjacent to the monitored wall. Figure 5b shows the temperature data recorded for the entire monitored period by the sensor installed on the external wall (the photo of the sensor is shown in Figure 4b). In the two graphs, hourly averaged values were also plotted using the dashed lines. These graphs provide an overview of the thermal influences to which the component is subjected. During the cold months, the internal temperature is almost constant at a value of less than 22 °C, while during the summer months there are considerable fluctuations and temperatures with peaks of more than 28 °C. This is because the room is used as a storage room and is thus rarely used by tenants.

Figure 5. Development of hourly and daily temperatures measured on the inside (a) and outside (b) of the wall under analysis over a period of 22 months.

Combined temperature and relative humidity sensors placed at the interfaces between the different materials are installed to monitor the thermal conditions within the wall. Figure 3 shows the exact position of the sensors:

- $T_{bep}$ denotes the position of the sensors located on the outermost side of the stratigraphy, between the pre-existing old plaster and the new plaster.
- $T_{bi}$ indicates the position of the sensors placed in the layer of glue used for the installation of the insulation.
- $T_{bip}$ specifies the position of the sensors closest to the inside of the house. These have been fixed above the insulation and are located under the plaster layer applied to the interior surfaces.
Three sensors were placed in each of the positions mentioned above. This had a double purpose: having more sensors is a precautionary measure in case of breakage, and it also allows to collect more information about the possible effect due to the inhomogeneity of the stratigraphy (and in particular of the historical wall). One of the three sensors broke at each of the monitored locations, leaving two working sensors per layer.

The installation of these sensors took place during the renovation phase; therefore, it was possible not to drill holes in the wall, avoiding the formation of thermal bridges that could affect the reliability of the measured data. All sensors communicate via cable with a control unit for data acquisition and recording. The data used for this work covers 1 year and 9 months (from 25 March 2018 to 29 December 2019). Although the monitoring system provides complete hygrothermal monitoring of the wall, here the focus will be only on the thermal analysis, to reduce the complexity of the problem. Furthermore, a reliable output of the temperature behind the insulation ensures a good assessment of interstitial condensation. The evaluation of the coupled thermal and hygrometric behavior will be addressed in future works.

2.3. Thermal Wall Modeling in Delphin

The simulation software Delphin 6.1 is used to model the wall. The input parameters required to run the simulation are reported in Table 1. Some of the input parameters, and in particular the boundary conditions (external and internal climatic conditions), are measured directly by the monitoring system and therefore they are considered known. The other parameters, i.e., the material properties and the coefficients that describe the coupling of the wall with the boundary conditions are not known exactly, therefore there is an associated uncertainty, and they are considered unknown input parameters.

| Input Parameters       | Known/Unknown | Sources (“First Optimized Simulation”)                      |
|------------------------|---------------|--------------------------------------------------------------|
| External climatic      |               |                                                              |
| conditions             |               |                                                              |
| Temperature            | Known         | Monitoring System                                            |
| Short Wave Solar       | Known         | Monitoring System                                            |
| Radiation              |               |                                                              |
| Indoor climatic        |               |                                                              |
| conditions             |               |                                                              |
| Temperature            | Known         | Monitoring System                                            |
| Wall Model              |               |                                                              |
| Thermal Conductivity   | Unknown       | Delphin Database + Preliminary Optimization                |
| (5 materials)          |               |                                                              |
| Specific Heat Capacity | Unknown       | Delphin Database + Preliminary Optimization                |
| (5 materials)          |               |                                                              |
| Density (5 materials)  | Unknown       | Delphin Database + Preliminary Optimization                |
| Boundary coefficients  |               |                                                              |
| Convective heat transfer coefficient (Internal) | Unknown | WTA Recommendations 6.2 [37]                             |
| Convective heat transfer coefficient (External) | Unknown | WTA Recommendations 6.2 [37]                             |
| The solar absorption coefficient for short wave radiation | Unknown | DIN 18599 [38]                                     |

The initial conditions of the simulation model are not considered a relevant input parameter. This is because it was decided to start the comparison period between simulated and monitored data with a delay of 2 months with respect to the actual start of the monitoring system and of the simulation. Therefore, the choice of the initial conditions of the simulation has a negligible impact on the thermal behavior of the wall within the comparison period.

The output provided by the Delphin simulation model is the temperature profile within stratigraphy as a function of time. In particular, the temperature can be calculated also at the same position where the monitoring sensors are installed giving the possibility
to compare numerical and experimental data. The statistical index used to assess the agreement between monitored and simulated data is described in the following section.

2.3.1. Statistical Index

A widely used statistical index to compare experimental measures and dynamical numerical simulations is the root mean square error (RMSE) [39]. To include the measurement uncertainty, a normalized RMSE, \( \chi_{RMSE} \), is defined as follows:

\[
\chi_{RMSE} = \sqrt{\frac{1}{N} \sum_{i} \left( \frac{T_{i,mon} - T_{i,sim}}{e_{T_{i,mon}}} \right)^2},
\]

where:
- \( T_{i,mon} \) is the temperature recorded by the sensors;
- \( T_{i,sim} \) is the hourly outcome in terms of temperature from the simulation;
- \( e_{T_{i,mon}} \) is the measurement uncertainty calculated as the maximum value between the instrument accuracy (±0.3 °C) and the standard deviation (\( \sigma \)) between sensors placed in the same layer.

The \( \chi_{RMSE} \) index is calculated for each position in the stratigraphy. The statistical indices referring to the position of \( T_{bep}, T_{bi}, T_{bip} \) are \( \chi_{T_{bep}}, \chi_{T_{bi}}, \chi_{T_{bip}} \) respectively. The \( \chi_{avg} \) value represents the average of the three calculated indices. A value of the \( \chi_{RMSE} \) index smaller than one indicates a generally good agreement between simulated and monitored data since the average deviation between the two datasets is of the order of the experimental uncertainty.

2.3.2. Materials and Parameters Selection for the First Optimized Simulation

A reverse approach was used, with data from the monitoring system being used to identify the materials. The initial set of materials was searched in order to obtain a reliable simulation in terms of the difference between the output and the monitored values. The authors assumed that the materials’ information level was limited to material typology in this study (plaster, stone, etc.).

Each material type assigned to the numerical model was varied within the corresponding category. The material variations were as follows: stone-new plaster-old plaster-glue. The only material that was not varied was the insulation because the authors had sufficient information on the installed material. The authors recognize that using a serialized optimization does not provide the best possible combination. At the same time, it achieved the goal of obtaining a first optimized simulation with output values that were sufficiently close to those monitored. Section 3.2 contains the values of the parameters used for the materials as well as the coefficients of the boundary conditions.

2.4. Differential Sensitivity Analysis (DSA)

The SA represents the study of how uncertainty in the output of a numerical model can be attributed to different sources of uncertainty in the model input [40].

The differential sensitivity analysis (DSA) is used to investigate the influence of each parameter by considering the deviations between simulated and monitored data in each of the three monitoring positions within the stratigraphy. Starting from the first optimized simulation, the input parameters are varied one at a time. The varied parameters are those marked as “Unknown” in Table 1, and the variation ranges are specified in the next two subsections.

2.4.1. Range Selection of Materials Parameters

In numerical analyses, the choice of material properties can be made using datasheets, but this choice may involve uncertainties such as:
- Uncertainty in the measurement result (typically not expressed in the datasheet);
• Uncertainty in the source used to provide the number in the datasheet (often datasheet reports a number without a reference standard or methodology and in some cases, the number might not even correspond to a measured value);
• Uncertainty in the installation procedure which might influence the material property;
• Uncertainty associated with the effect of ageing, moisture, and temperature.

There are no technical specifications for historical materials. In this case, samples can be collected on-site and measured in the laboratory. This procedure is both expensive and time-consuming, and it is not always feasible. Furthermore, measurements of some samples may not be representative due to the significant heterogeneity of historic materials. This increases the uncertainty associated with material properties.

Hence the decision for a wide choice of sources for the definition of the ranges of variation for each input parameter was conducted through:
• Commercial technical datasheets (if available);
• International standards;
• Databases of hygrothermal simulation software;
• Scientific literature;
• Laboratory measurements.

A total of 18 parameters are taken into account: 3 thermal properties for each of the 5 materials that comprise the wall and 3 related to the wall’s coupling with the boundary conditions (convective heat transfer coefficient and solar radiation absorption coefficient).

The selection of variation ranges for each parameter is critical for producing an accurate SA. They must be representative and accurate. The selection of variation ranges for each parameter was thoroughly researched.

Some considerations are made for the selection of the considered range for each parameter (references used for range selection are indicated in Tables 2 and 3). For instance, regarding the thermal conductivity value ($\lambda$) of the insulating layer (consisting of a wood fiber panel), the upper value of the range is determined by increasing the value reported in the technical datasheet (0.043 W/mK) to include measurements uncertainties and uncertainties related with the installation process. Referring to the study of H.-J. Choi et al. [41], in which a percentage increase in $\lambda$-value of 42.7% is reported, the upper limit is set to 0.061 W/mK. The lower limit is set to 0.038 W/mK, which is the smallest value reported in UNI 10351 [42] for wood fiber insulation.

Table 2. Range of variation of material parameters.

| Materials     | New Plaster | Old Plaster | Glue       | Stonemasonry | Insulation |
|---------------|-------------|-------------|------------|--------------|------------|
| $C_p$ (J/kgK) | Initial     | 999.2       | 1417.7     | 889          | 708        | 2000       |
|               | min/max     | 630/1500    | 630/1500   | 772.2/1461.2 | 531/1348   | 1000/2100  |
|               | Step-size   | 30          | 30         | 23.8         | 28.2       | 37.9       |
| $\rho$ (kg/m³) | Initial     | 1200        | 1520       | 1673         | 1919       | 150        |
|               | min/max     | 1035/1600   | 600/1800   | 561/1753     | 1494/2443  | 40/250     |
|               | Step-size   | 19.5        | 41.3       | 41.1         | 32.7       | 7.2        |
| $\lambda$ (W/mK) | Initial     | 0.28        | 0.62       | 0.72         | 2.00       | 0.042      |
|               | min/max     | 0.18/0.80   | 0.28/0.82  | 0.12/1.10    | 1.13/2.62  | 0.038/0.061|
|               | Step-size   | 0.02        | 0.02       | 0.03         | 0.05       | 0.001      |
Table 3. Range of variation of boundary coefficients.

| Boundary Coefficients | Initial                | $h_{int}$ (W/m$^2$K) | $h_{ext}$ (W/m$^2$K) | $\alpha_{sol}$ (%) |
|-----------------------|------------------------|-----------------------|-----------------------|---------------------|
|                       |                        | 8                     | 17                    | 0.4                 |
| min/max               | 4/10.6                 | 11.9/17               | 0.2/0.6               |
| Step-size             | 0.34                   | 0.26                  | 0.02                  |

Because it is made up of a combination of stones and mortar, simulating the stone masonry layer is a complicated task. The authors decided to refer to the work [43] and consider wider ranges of variation in the mortar/stone ratio. In general, spreading the properties of the stone to those of the entire stone-masonry can lead to significant biases, even though it allows a substantial reduction in simulation time [44]. For this reason, a homogenized porous medium approach [45] was preferred, which was shown to be as fast as a one-dimensional simulation but at the same time lead to accurate results. In this study, the approach followed for the definition of the ranges of variation of the thermal parameters of the stone masonry layer considers the combined presence of stone and mortar. The values of the stone alone are tested in the laboratory, obtaining the following results which include the uncertainty of the tests:

- Specific heat ($C_p$) equal to 700 J/kgK (with the error of ±20%);
- Density ($\rho$) equal to 2450 kg/m$^3$ (with the error of ±100 kg/m$^3$);
- Thermal conductivity ($\lambda$) equal to 2.65 W/mK (with the error of ±10%).

The material properties of the mortar are taken from the Delphin database. Considering first the minimum and then the maximum values achieved for the two materials, a weighted average is performed. This procedure is followed for $C_p$, $\rho$, and $\lambda$, although with some differences exposed below:

- For density, a weighted average based on volume percentages is used.
- For specific heat capacity, a weighted average based on mass percentages is used [45].
- For thermal conductivity, the weighted average is not the correct approach and in general an accurate derivation would require dedicated simulations [45]. However, in this context, there are already several other uncertainties and since the methodology is applied for the definition of variation ranges, a volume-weighted average approach is considered suitable. Based on the results obtained in [45], it has been assessed that this simplified methodology can lead to an overestimation of the thermal conductivity of the homogenized porous medium by approximately 22%. This effect is taken into account by decreasing the lower limit of the variation range by 22%.

2.4.2. Range Selection of Boundary Coefficients

The choice of the range of variation of the internal convective heat transfer coefficient ($h_{int}$) is based on UNI EN ISO 13788 and WTA Recommendations 6.2. The minimum value of the range is fixed at 4 W/m$^2$K while the maximum value is set at 10.5 W/m$^2$K. For the external convective heat transfer coefficient ($h_{ext}$), the lower limit of the range is set to 11.6 W/m$^2$K, and the upper value chosen is 17.0 W/m$^2$K, following WTA 6.2 recommendations. The range of variation of the absorption coefficient for short waves radiation ($\alpha_{sol}$) ranges from 0.2 (which corresponds to a bright surface) to 0.6 (which corresponds to muted pair surface). Table 2 shows the variation ranges, variation steps, and initial values used in the DSA for the material properties ($C_p$, $\rho$, $\lambda$) of each material composing the analyzed wall. Table 3 shows the same parameters for the coefficients describing the coupling with the boundary conditions: internal ($h_{int}$)/external ($h_{ext}$) heat coefficient and solar absorption coefficient ($\alpha_{sol}$).
2.5. Thermal Optimization

The sensitivity analysis supported the identification of the parameters that affect the most the output of the simulation model. Then, an optimization process is performed to find the values of these parameters which minimize the index \( \chi_{RMSE} \). All parameters are varied through the GenOpt software [49] using the GPSPSOCCHJ algorithm, a hybrid optimization algorithm composed of PSO (particle swarm optimization) and GSP (Hooke-Jeeves generalized pattern search). A script in Python is implemented to vary all the parameters present in Delphin, run the simulation, and calculate the \( \chi_{RMSE} \) index. The script is then read by GenOpt generating a model with parameter values varying in a defined range [10].

To reduce the computational time, the number of parameters to be varied is reduced by using only those that are found to be most influential in the DSA. The range of variation of each parameter corresponds to that used for the DSA.

Because the model of heat transport in Delphin does not depend on the density and on the specific heat capacity individually but only on their product, i.e., the volumetric heat capacity \( (cvol) \), a further simplification is made. In the optimization process, only the volumetric heat capacity is varied as an input parameter (and not the specific heat capacity or the density individually), reducing in this way the number of parameters to be varied.

3. Results and Discussion

This section first discusses the results of the sensitivity analysis, which are subsequently used to define the input parameters of the optimization. Thereafter, it provides the results of the second optimization process.

3.1. Sensitivity Analysis

The results of the DSA are shown using a box plot. Figure 6 presents the values of \( \chi_{RMSE} \) for each sensor placed in the stratigraphy \( \chi_{T, bip} \), \( \chi_{T, bi} \), \( \chi_{T, bep} \). Figure 7 shows the value of \( \chi_{avg} \) obtained from the average of the three indices. For each sensor, the \( \chi_{RMSE} \) index describes how close the simulation output values are to the monitored values; a smaller \( \chi_{RMSE} \) value indicates a closer match. The red dashed line indicates the value of the \( \chi_{RMSE} \) index obtained with the first optimized simulation. Each parameter is represented by a different color in the box plot. The width of each box indicates how the output varies as the parameter changes within the predefined range. A greater width indicates that the parameter has a greater influence on the considered index shown on the y-axis. A box plot displays the five values that summaries the \( \chi_{RMSE} \) obtained. The minimum, first quartile, median, third quartile, and maximum are shown in the box plot.

Regarding the sensor \( \chi_{T, bip} \) in Figure 6, it is possible to notice that the most influential parameters are the coefficient \( h_{int} \) and the thermal conductivities \( (\lambda) \) of the insulation layer and the new plaster. It is noticeable that varying the parameters of the old plaster, glue, and stone (except slightly for \( \lambda_{stone} \)) does not affect the value of \( \chi_{T, bip} \) significantly. Moreover, it can be observed that by changing individually the values of \( \lambda_{Insulation}, \lambda_{New\ Plaster} \) and \( h_{int} \) it is possible to obtain a reduction of the index \( \chi_{T, bip} \) for the first optimized simulation.

For \( \chi_{T, bi} \) in Figure 6, the thermal conductivity \( (\lambda) \) of all the materials plays a key role in the thermal analysis. Stone masonry has the most important influence on stratigraphy being the element that provides the thermal mass. In fact, its density \( (\rho) \) and specific heat capacity \( (C_p) \) are also significant parameters. Moreover, in this position underneath the insulation, it is crucial the choice of the correct value of the external convective heat transfer coefficient \( (h_{ext}) \) and the value of the solar radiation absorption coefficient \( (\alpha_{sol}) \). This is unexpected because the sensors are positioned at a depth of about 50 cm from the external surface, indicating that the point behind the insulation is more dependent on the outside than on the inside. This could be because the insulation has a “screening” effect on the inside. In other words, the temperature behind the insulation is highly correlated with external temperature but only weakly correlated with internal temperature (due to
the effect of the insulation), which may result in the sensitivity analysis emphasizing the influence of external parameters.

![Figure 6](image_url)  
**Figure 6.** DSA for each monitored position ($T_{bep}$—temperature behind the external plaster, $T_h$—temperature behind the insulation, $T_{bip}$—behind the internal plaster) in the stratigraphy.

![Figure 7](image_url)  
**Figure 7.** DSA for the average value of the three positions in the stratigraphy.
Regarding $\chi_{T,bep}$ in Figure 6, as expected, the choice of the coupling coefficients of the wall with the external climate, $h_{ext}$, and $\alpha_{sol}$, strongly influences the simulation output. The thermal conductivity is the material parameter that most influences the results also, in this case, especially the one of the insulation, the new plaster and the old plaster. In this case, the thermal parameters of the stone are the least influential (together with the glue). The conductivity of the insulation is again an important parameter. This indicates that it is relevant to the thermal flow from inside to outside (and vice versa). As the sensor is positioned between the two external plasters, their parameters, as expected, play a significant role.

There are parameter combinations that lower the overall $\chi_{RMSE}$ value showing that there is a potential for improvement with respect to the first optimization process. Looking at the averaged value it is evident that the choice of $\alpha_{sol}$ can consistently change the result. As it is evident from Figure 7 ($\chi_{avg}$), the glue parameters do not affect the thermal simulation results as well as the density and specific heat of the new plaster and insulation. These parameters will not be varied during the second optimization phase.

3.2. Results of the second Optimization

By using the software GenOpt with the genetic algorithm, a total of 3920 simulations were performed during the second optimization process. Some parameters were not taken into account during the optimization process because they were found to have a negligible influence on the numerical model using the sensitivity analysis. Material parameters and boundary condition coefficients were optimized in order to reduce the value of $\chi_{RMSE}$. Through optimization (second optimization process), it was possible to determine the material parameter and boundary coefficient values that reduced the differences between the output of the numerical model and the monitored data. Table 4 shows the comparison of material properties obtained from the first optimized simulation and the second optimization process. In addition, the table reports the variation range and, when available, the values from the datasheet or laboratory measurements. For the new plaster and the insulation, the parameter $C_{vol}$ has not been varied since was found to have little influence from DSA. Table 5 shows the same values for the boundary coefficients.

Table 4. Overview of the result of the second optimization step: range of variation, best solution, and datasheet or laboratory values, in terms of thermal conductivity ($\lambda$) and volumetric heat capacity $C_{vol}$.
The symbol “-” is used when no values are provided or no tests were carried out.

| Materials     | First Optimized Simulation (Initial Value) | Range (min-max) | Second Optimized Value | Datasheet/Lab Value | First Optimized Simulation (Initial Value) | Range (min-max) | Second Optimized Value | Datasheet/Lab Value |
|---------------|-------------------------------------------|----------------|------------------------|---------------------|-------------------------------------------|----------------|------------------------|---------------------|
| New Plaster 0.28 | 0.18 - 0.80                               | 0.32           | $<$0.63/-              | 1199                | -                                         | -              | -                      | -                   |
| Old Plaster 0.62 | 0.28 - 0.82                               | 0.79           | -/-                    | 2155                | 378 - 270                                | 2631           |                        | -                   |
| Stone masonry 2.00 | 1.13 - 2.60                               | 1.18           | -/-/2.65 (only stone) | 1359                | 793 - 3293                               | 1272           | -/1691 (only stone)   | -                   |
| Insulation 0.042 | 0.038 - 0.061                             | 0.040          | 0.043/-                | 300                 | -                                         | -              | -                      | -                   |

A comprehensive evaluation of the optimization process together with the index $\chi_{RMSE}$, also the root mean square error, $RMSE$, and the mean absolute error, $MAE$, are calculated. Their values are shown in Table 6 for each monitored position, both for the first optimized simulation model and for the second optimized simulation model.
Table 5. Overview of the first optimized simulation, range of variation, best solution, guidelines, or standard value for the boundary coefficients.

| Materials | Boundary Coefficients | First Optimized Simulation | Range (min-max) | Second Optimized Value | Guidelines [37] |
|-----------|-----------------------|-----------------------------|-----------------|------------------------|----------------|
| $h_{int}$ [W/m²K] | 8 | 4 to 10.6 | 4.14 | 8 |
| $h_{ext}$ [W/m²K] | 17.0 | 11.9 to 17 | 17 | 17 |
| $\alpha_{sol}$ [-] | 0.4 | 0.2 to 0.6 | 0.205 | 0.4 |

Table 6. Statistical index RMSE, MAE and $\chi_{RMSE}$ for each position. First optimized simulation (left column) and second optimized simulation are compared with the value given from [39] for a LV1 accuracy.

| Statistical index | Position | First Optimized Simulation | Second Optimized Simulation | Limit for LV1 Quality According [39] |
|-------------------|----------|-----------------------------|-----------------------------|-------------------------------------|
| RMSE [°C]         | $T_{bip}$ | 0.60 | 0.39 | <1 |
|                   | $T_{bi}$  | 0.60 | 0.34 | <1 |
|                   | $T_{bep}$ | 1.06 | 0.70 | |
| MAE [°C]          | $T_{bip}$ | 0.54 | 0.33 | <1 |
|                   | $T_{bi}$  | 0.48 | 0.23 | <1 |
|                   | $T_{bep}$ | 0.92 | 0.57 | |
| $\chi$ [-]        | $T_{bip}$ | 2.01 | 1.30 | |
|                   | $T_{bi}$  | 2.00 | 1.14 | |
|                   | $T_{bep}$ | 3.51 | 1.59 | |

The evaluation of the index $\chi_{RMSE}$ can be done having in mind that a value of $\chi_{RMSE}$ close to 1 indicates that the discrepancy between the simulated and monitored curves is of the same order of magnitude of the measurement uncertainty, indicating an almost perfect agreement. The MAE and RMSE values, are instead evaluated using the two different levels of accuracy proposed by Huerto-Cardenas et al. [39], where the threshold for each index is: Level 1 (<1 °C) corresponding to “high accuracy” and Level 2 (<2 °C) to “low accuracy”.

Table 6 shows that the results obtained with the first optimization step are already very good displaying a $\chi_{avg}$ equal to 2.51 and an average value of RMSE and MAE of 0.75 °C and 0.65 °C, respectively, which correspond in both cases to a high accuracy level, according to the categorization proposed by Huerto-Cardenas et al. [39]. The second optimization step reduces further the values of these three indexes ($\chi_{avg} = 1.59$, RMSE = 0.48 °C, MAE = 0.38 °C) indicating a final excellent agreement.

Considering the individual positions, it can be observed that the best agreement is obtained in the layer between the insulation and the existing wall, $T_{bi}$. This is good considering that having a robust determination of the temperature behind the insulation in hygrothermal simulations is beneficial for the evaluation of the formation of interstitial condensation. On the other hand, regarding the external position in the stratigraphy, $T_{bep}$, even if the obtained agreement is still good, it can be observed that is the most difficult curve to calibrate. This is justified by the fact that this position is significantly affected by the coupling with strongly changing boundary conditions, i.e., exterior temperature and sun radiation.

These considerations are confirmed also by looking at the detail of the variation of the temperature values in the three positions. The top panel of Figures 8–10 shows the monitored temperature curves (red with the shadowed air of the uncertainty), the
simulated curves after the first optimization step (green), and those obtained after the second optimization step (blue). The bottom panel of Figures 8–10 shows the hourly difference between the monitored values and those derived from the two simulations:

$$\Delta T_i = T_{mon,i} - T_{sim,i},$$

(2)

Figure 8. Comparison of the curve of the monitored temperature values at position $T_{bep}$ (in red including the shadow air of the measurement uncertainty) with the curve of the first optimized simulation (in green) and the second optimized simulation (blue).

In this equation, $i$ indicates the $i$-th hour considered during the entire period, $T_{mon}$ the monitored temperature, and $T_{sim}$ the temperature obtained with the simulation. The closer the values of $\Delta T_i$ are to zero, the greater the agreement between monitored and simulated data. Positive values indicate that the monitored temperature is higher than the simulated temperature and vice versa. The peaks present in June 2018 and September 2019 in the graphs are due to the lack of monitored data.

Figure 8 shows the behavior of the temperature values referring to position $T_{bep}$, i.e., the one referring to the sensor placed on the exterior side. Because the sensor is installed 2 cm beneath the external plaster, it is subjected to greater thermal variation, as shown by the high fluctuation of the curve in Figure 8. The first optimized simulation curves have a larger error throughout the monitored period. The second optimized simulation greatly reduces the difference when the $\Delta T_i$ is negative (simulated temperatures higher than monitored), especially in the winter months. The simulated temperature curves typically show higher values than the monitored ones. This effect is reduced in the second optimized
simulation due to the reduction of the \(a_{\text{sol}}\) value. In general, the shift of the simulated curve towards the monitored one with the second optimization step is evident.

Figure 9 relates to the sensor in position \(T_{\text{bi}}\). Since the temperature behind the insulation is mainly driven by the coupling with the external environment, the first optimization simulation reports temperature values that are almost always higher than those monitored. As seen above, the difference between the monitored data is mostly less than 1 °C. Nevertheless, the second optimization process further improves the agreement, bringing the simulated temperatures closer to the monitored ones.

Figure 9. Comparison of the curve of the monitored temperature values at position \(T_{\text{bi}}\) (in red including the shadow air of the measurement uncertainty) with the curve of the first optimized simulation (in green) and the second optimized simulation (blue).

Figure 10 shows the temperature values at the position closest to the inner surface (\(T_{\text{bip}}\)). Moreover, in this position, the temperatures of the first optimized simulation are in general higher than the monitored ones (excluding the last month). The trend of the two simulations is very similar in both cases, but the second optimization produces a translation of the curve, bringing it closer to that of the monitored data. With respect to the \(T_{\text{bip}}\) position, the greatest discrepancy between the monitored and simulated values occurs during the winter months.

The extremely good agreement that is obtained between monitoring and simulation data during the whole monitoring period (which covers very diverse climatic conditions) demonstrates that the use of moisture independent thermal properties is a satisfying approximation for this specific case study. This can be related to the fact that the maximum relative humidity recorded by the sensors (not presented in this study) is 90%, whereas most materials accumulate significant amounts of moisture for values greater than 95%.
Considering the effects of humidity could still improve the calibration of the model and in another context (different climates, higher variation in moisture content during the year) it could be expected to play a more significant role.

![Figure 10. Comparison of the curve of the monitored temperature values at position $T_{\text{bip}}$ (in red including the shadow air of the measurement uncertainty) with the curve of the first optimized simulation (in green) and the second optimized simulation (blue).](image)

Lastly, the final values obtained for the input parameters at the end of the second step of the optimization process are analyzed. Figure 11 shows the values assumed by the material properties (thermal conductivity of insulation, new plaster, old plaster, and stone masonry and volumetric heat capacity of old plaster and stone) during the optimization process, while Figure 12 shows the same analysis for the coupling coefficients with the boundary conditions (internal convective heat transfer coefficient, external convective heat transfer coefficient, and the solar absorption coefficient).

In the graphs (Figures 11 and 12), each point represents the value assumed by the parameter (indicated in the graph title) for each simulation run through the optimization algorithm. The vertical red lines are the initial value of $\chi_{\text{avg}}$ corresponding to the first optimized simulation. The red triangle denotes the initial value of the varied parameter used in the first optimized simulation. The red circle corresponds to the best solution obtained with the second optimization process. The $y$-axis extends over the whole variation range used in the optimization process. The distribution of the cloud of points gives an indication of the degree of uncertainty which is associated with the final value obtained for the input parameters in the second optimization process. The faster the point swarm moves away from the second optimized value, the lower the degree of uncertainty.
In all graphs (excluding the one for $a_{sol}$) of Figures 11 and 12, it is possible to find optimization “attempts” within the whole variation range of the input parameters that have improved the first optimized simulation (which displays already a very good agreement with the monitored data). This suggests that the final values obtained in the second optimization process are not necessarily robust. Due to a large number of input parameters and the complexity of the problem the obtained input parameters may represent a set of values that maximize the agreement with the monitored data but do not necessarily represent the real physical values. It might be that the error made in the selection of a single
parameter may be balanced by the choice of the value of other parameters. When calibration is applied from monitored data, it is plausible to identify a set of input parameters that correspond only to one of the possible solutions. Compensation of input values can play a key role and make it difficult (if not impossible) to determine with certainty values that correspond to reality.

The difficulty in a robust determination of the value of the input parameters could also be related to the limited number of available monitored positions and to the fact that the boundary conditions (interior and exterior climate) are considered exact in this study. In fact, it is important to note that although the measured boundary conditions are undoubtedly extremely accurate, they are not error-free:

- The temperature of the indoor sensor is measured toward the interior of the room, a few meters away from the analyzed perimeter wall. As a result, the air temperature measured by the sensor may be higher than the air temperature close to the wall. A higher temperature would then cause the internal convective heat transfer coefficient to be overestimated in order to rebalance the model.
- The measured outside temperature may also be overestimated when solar radiation is present. In fact, although a radiation shield has been applied, it is known that it is very difficult to obtain a perfect screening. Therefore, with higher external air temperature, the model will underestimate the solar radiation and thus reduce the value of the radiation absorption coefficient.

The tendency of the swarm of values pointing to the optimal value is not the same for each parameter. Some graphs show that there are several “attempts” very close to the $\chi_{avg}$ optimized. A range of parameter variations can be identified graphically. Conceptually, this can be seen by comparing $\lambda_{insulation}$ and $\epsilon_{vol,stone}$.

4. Conclusions

The analysis performed in this paper supports the validation of the thermal simulation models used in dynamic simulation tools, by comparing their results with long-term monitoring data, and identifying the input parameters that affect the simulation results the most.

The analysis is applied to a renovated historical building located in Northern Italy (Settequerce-Bolzano/Bozen). For nearly two years, the temperature was monitored inside, outside, and in the stratigraphy of a wall insulated from the inside. Using differential sensitivity analysis (DSA), this study quantifies the influence of input parameters of the thermal model. The results reveal that some parameters have a negligible impact on the output of the thermal simulation: these are the thermal properties of the glue layer, as well as the specific heat capacity and the density of the insulation and of the new plaster. Conversely, the most influential input parameters are the value of the coupling coefficients with the boundary conditions, as well as the thermal conductivity of all materials (except the one of the glue layer, as mentioned above).

The model validation is instead performed with a two-step calibration process. The first optimization step consists of an optimized selection of the materials in the Delphin database. The second optimization step implemented a more elaborated calibration process involving the variation of the single material thermal properties, as well as the internal and external coupling coefficients with the boundary conditions. A hybrid optimization algorithm composed of PSO (particle swarm optimization) and GSP (Hooke-Jeeves generalized pattern search) is used. The first optimization step resulted in a very good agreement between the simulated and monitored data. The second optimization step further improved the calibration leading to an excellent agreement.

Given this outcome, it can be concluded that the thermal model used in the dynamic simulation tool is reliable in describing and reproducing experimental data. In particular, the temperature output in the layer under the insulation ($T_{bi}$) showed excellent agreement with the monitored data. This represents a very positive outcome since an adequate
determination of the temperature behind the insulation is beneficial for the assessment of interstitial condensation.

The analysis of the optimization process performed in the second step showed that the final value obtained for the input parameters was not necessarily robust. In fact, the outcome of the optimization process revealed that there was a great deal of uncertainty in determining material parameters. The parameter values reported in the datasheets did not match those found through optimization. This means that even with extensive optimization using an algorithm, starting with monitoring data is insufficient to identify material parameter values. Indeed, very good curves can be obtained by changing the values of some parameters over very broad ranges. Based on this consideration and considering that the first optimization approach provided good agreement and is much faster, the authors conclude that the effort in implementing the second optimization step may not be justified.

Future scenarios could include additional parameters in the model calibration that were not considered in this study, such as the thickness of the materials. Furthermore, it is important to extend this thermal analysis to the hygric part considering the combined transport of heat and moisture in building components.
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Nomenclature

| Symbol | Title | Unit of Measure |
|--------|-------|----------------|
| $h_{ext}$ | External convective heat transfer coefficient | $W/m^2K$ |
| $h_{int}$ | Internal convective heat transfer coefficient | $W/m^2K$ |
| $C_p$ | Heat capacity | $J/kgK$ |
| $T_{bep}$ | Position of sensors in the stratigraphy (behind the external plaster) | - |
| $T_{bi}$ | Position of sensors in the stratigraphy (behind the insulation) | - |
| $T_{bip}$ | Position of sensors in the stratigraphy (behind the internal plaster) | - |
| $T_{i,mon}$ | Temperature recorded by the sensors | $°C$ |
| $T_{i,sim}$ | Hourly outcome in terms of temperature from the simulation | $°C$ |
| $c_{vol}$ | Volumetric heat capacity | $kJ/m^3K$ |
$e_{T_{\text{mon}}}$ Measurement uncertainty calculated as the maximum value between the instrument accuracy ($\pm 0.3 ^\circ C$) and the standard deviation ($\sigma$) between sensors placed in the same layer ($^\circ C$)

$\alpha_{\text{sol}}$ Absorption coefficient for short waves radiation

$\lambda_{\text{RMSE}}$ Statistical index (equation 1)

$\chi_{\text{bep}}$ Statistical index related to the position $T_{\text{bep}}$

$\chi_{\text{bi}}$ Statistical index related to the position $T_{\text{bi}}$

$\chi_{\text{bip}}$ Statistical index related to the position $T_{\text{bip}}$

$\lambda_{\text{avg}}$ Average of the three calculated indices

$\Delta S_A$ Differential sensitivity analysis

$\Delta S$ Sensitivity analysis

$\lambda$ Thermal conductivity $W/mK$

$\rho$ Density $kg/m^3$
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