Boosting the convergence of low-variance DSMC by GSIS
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Abstract

The low-variance direct simulation Monte Carlo (LVDSMC) is a powerful method to simulate low-speed rarefied gas flows. However, in the near-continuum flow regime, due to limitations on the time step and spatial cell size, it takes plenty of time to find the steady-state solution. Here we remove these deficiencies by coupling the LVDSMC with the general synthetic iterative scheme (GSIS) which permits the simulation at the hydrodynamic scale rather than the much smaller kinetic scale. As a proof of concept, we propose the stochastic-deterministic coupling method based on the Bhatnagar-Gross-Krook kinetic model. First, macroscopic synthetic equations are derived exactly from the kinetic equation, which not only contain the Navier-Stokes-Fourier constitutive relation, but also encompass the higher-order terms describing the rarefaction effects. Then, the high-order terms are extracted from LVDSMC and fed into synthetic equations to predict the macroscopic properties which are closer to the steady-state solution than LVDSMC. Finally, the state of simulation particles in LVDSMC is updated to reflect the change of macroscopic properties. As a result, the convergence to steady state is greatly accelerated, and the restrictions on cell size and the time step are removed. We conduct the Fourier stability analysis and simulate several canonical rarefied gas flows to demonstrate the advantages of LVDSMC-GSIS: when the Knudsen number is lower than 0.1, it can use the grid size about 10 times larger than that in traditional DSMC, and it can reduce the computational cost by two orders of magnitude in the flow regime.
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1 Introduction

In many modern engineering problems, e.g., the space re-entry capsule, microelectromechanical systems and shale gas extraction, multiscale gas flows that span a wide range of Knudsen numbers are frequently encountered, and accurate/efficient simulation methods are urgently needed. At the macroscopic level, the Navier-Stokes-Fourier (NSF) equations, which are the pillars in traditional computational fluid dynamics, provide a mathematical model incorporating the linear constitutive relations, such as Newton’s law of stress and Fourier’s law of heat conduction. However, they are only valid in flows where the characteristic length is much larger than the mean free path of gas molecules, i.e., when the Knudsen number is small. When the Knudsen number is large, the...
Boltzmann equation has to be adopted, which provides a universal approach from continuum flow to free molecular flow [1]. That is, while the NSF equations are only valid in the continuum flow regime, the Boltzmann equation can be applied in the whole flow regime, from the continuum to free molecular flow regimes, for the dilute gas.

One of the most widely used methods to model the rarefied gas flow is the direct simulation Monte Carlo (DSMC) method. Although DSMC does not solve the Boltzmann equation directly [2], it has been proven that its solution converges to that of the Boltzmann equation, when the number of simulation particles tends to infinity [3, 4]. DSMC prevails due to the following advantages: it is unconditionally stable; it automatically captures the discontinuity of velocity distribution function; it is convenient to add complicated physical and chemical processes without increasing the computational cost significantly [5]. However, there are some difficulties when using the DSMC method in real applications. First, since DSMC is a stochastic method, the macroscopic information sampled from the simulation particles is inevitably subject to fluctuations. Several remedies are proposed to reduce the fluctuation. For instances, the moment-guided Monte Carlo method [6] that matches the kinetic solutions to deterministic solutions of moment equations; the variance reduction technique [7–9] divides the particle distribution function into the equilibrium distribution and the deviation from the equilibrium distribution, and it only simulates the deviational part from the equilibrium. When the magnitude of the deviation distribution is small compared to the equilibrium distribution, smaller statistical error is achieved when compared to the traditional DSMC. Second, due to the splitting of advection and collision, the spatial cell size and time step should be smaller than the mean free path and mean collision time of gas molecules, respectively [5], which lead to slow convergence and high computational cost for near-continuum flows. To reduce the computational cost, the asymptotic preserving DSMC method [10, 11] and the NS-DSMC hybrid method [12–14] are developed, which partly solve these problems.

On the contrary, the deterministic methods to solve the Boltzmann equation have made remarkable achievements over the past few decades. Based on the discrete velocity method (DVM), the unified gas-kinetic scheme (UGKS) has been developed [15–18]. And with a similar process, the discrete UGKS is constructed by applying a simpler numerical characteristic solution of the kinetic equation [19]. The convection and collision are simultaneously solved, thus the restrictions on cell size and time step are removed. When the discrete scale is smaller than the kinetic scale, it has the same mechanism as traditional DVM. When the discrete scale is much larger than the kinetic scale, the scheme is asymptotically preserving the NSF equations, making it efficient in dealing with multiscale problems [20]. However, for near-continuum flows, UGKS still needs many iterations to obtain the steady-state solution. To overcome this challenge, the general synthetic iterative scheme (GSIS) that alternately solves the steady-state macroscopic synthetic equation and mesoscopic gas kinetic equation [21, 22] is proposed, which can not only find the steady-state solutions within dozens of iterations at any Knudsen number, but also use a larger cell size than UGKS [23].

Although the existing mature deterministic methods can be used to simulate many multiscale problems accurately and efficiently, they are still inferior to the DSMC method in dealing with hypersonic flows with complicated chemical and physical
processes, where the number of discrete velocities is huge. Therefore, it is desirable to have a scheme mingling the advantages of both deterministic and stochastic methods. In recent years, the stochastic particle methods based on Bhatnagar-Gross-Krook [24–26] model and Fokker-Planck model [27–30] have been proposed. By simplifying the collision process, the computational efficiency in the continuum regimes has been much improved compared to the original DSMC. The former preserves the NSF limit based on the BGK model [31, 32], which is demonstrated to have high-order accuracy in space and time in the continuum regime, while in the latter method, a time integration scheme is applied, which is demonstrated to be more efficient than DSMC. The unified gas kinetic wave-particle method uses the wave-particle description to recover the nonequilibrium gas distribution function [33–35], where the particles without collisions are selectively sampled, while the unsampled particles are calculated by the deterministic method in the next evolution process. In the continuum regime, only a few non-collision particles are sampled and the evolution is dominated by the deterministic method. Thus, this method is efficient for high-speed multiscale problems.

Since in rarefied gas flows the steady-state solution is frequently needed, it is not necessary to follow the time evolution of the kinetic equation. If there exists a scheme that directly pulls/guides the solution to the final steady state, then the computational efficiency will be further improved on top of the above-mentioned methods. The deterministic solver GSIS serves this purpose. Inspired by the success of GSIS in multiscale problems, based on the Boltzmann equation and simplified kinetic models, a similar technique is expected to accelerate the slow convergence of DSMC in the simulation of near-continuum flows. As a preliminary work, we couple the GSIS with the low-variance (LV) DSMC to achieve asymptotic preservation and fast convergence in all flow regimes.

A brief outline of the remaining paper is sketched below. The linearized Boltzmann equation with BGK operator is introduced in Section 2; the synthetic equations are derived and the GSIS-LVDSMC coupling method is proposed in Section 3; the Fourier stability analysis is illustrated in Section 4; the accuracy and efficiency of the proposed method are assessed in canonical rarefied gas flows in Sections 5 and 6. Finally, conclusions as well as future perspectives are given in Section 7.

2 The linearized BGK equation

The BGK equation is widely used because of its simplicity:

\[
\frac{\partial f}{\partial t} + c \cdot \frac{\partial f}{\partial x} + \frac{\partial (af)}{\partial c} = \frac{p}{\mu} (f_{\text{loc}} - f),
\]

where \( f(t, x, c) \) is the velocity distribution function, with \( t \) being the time, \( x \) the spatial coordinates, and \( c \) the molecular velocity; \( a \) is the external acceleration, \( p \) is the gas pressure, \( \mu \) is the shear viscosity of the gas, and

\[
f_{\text{loc}} = \frac{n}{(2\pi RT)^{3/2}} \exp \left( -\frac{|c - u|^2}{2RT} \right)
\]

is the local equilibrium distribution function, with \( n, u, T, \) and \( R \) being the number density, flow velocity, temperature, and gas constant, respectively.
Introducing the dimensionless variables \( \hat{f} = \frac{c_0^3 f}{n_0} \), \( \hat{t} = \frac{c_0 t}{L} \), \( \hat{x} = \frac{x}{L} \), \( \hat{c} = \frac{c}{c_0} \) and \( \hat{a} = \frac{a L}{c_0^2} \), where \( n_0 \) is the reference number density, \( c_0 = \sqrt{2RT_0} \) is the most probable speed at the reference temperature \( T_0 \), \( L \) is the characteristic flow length, the BGK equation is normalized to the following form:

\[
\frac{\partial \hat{f}}{\partial \hat{t}} + \hat{c} \cdot \frac{\partial \hat{f}}{\partial \hat{x}} + \frac{\partial (\hat{a} \hat{f})}{\partial \hat{c}} = \delta_{rp} (\hat{f}_{loc} - \hat{f}),
\]

where \( \delta_{rp} \) is the rarefaction parameter defined as (it is related to the Knudsen number \( Kn \) as \( \delta_{rp} = \frac{\sqrt{\pi}}{2Kn} \)):

\[
\delta_{rp} = \frac{pL}{\mu c_0},
\]

(4)

In the linearized kinetic model, the velocity distribution function can be written as the combination of the equilibrium distribution function \( \hat{f}_0 = \pi^{-3/2} \exp \left( -\hat{c}^2 \right) \) at the reference state and the perturbed distribution function \( \hat{h} \):

\[
\hat{f}(\hat{t}, \hat{x}, \hat{c}) = \hat{f}_0(\hat{c}) + \alpha \hat{h}(\hat{t}, \hat{x}, \hat{c}),
\]

(5)

where the small constant \( \alpha \) is related to the amplitude of perturbation, with \( \alpha \hat{h} \) satisfying \( |\alpha \hat{h}| \ll 1 \). However, the distribution function \( \hat{h} \) is not necessarily smaller than the fixed equilibrium distribution function \( \hat{f}_0 \). With this in mind, Eq. (3) can be linearized as [22]:

\[
\frac{\partial \hat{h}}{\partial \hat{t}} + \hat{c} \cdot \frac{\partial \hat{h}}{\partial \hat{x}} = \mathcal{L}_{BGK} (\hat{h}, \hat{f}_0) - \frac{\partial (\hat{a} \hat{f}_0)}{\partial \hat{c}},
\]

where \( \rho, \hat{u} \) and \( \tau \) are the perturbed dimensionless number density, flow velocity and temperature, respectively. Note that the normalized acceleration is also small so that the system permits linearization; the corresponding term is usually treated as the source term \( S \). For instances, in the Poiseuille flow and thermal transpiration, due to the small pressure gradient and temperature gradient in the \( x_3 \) direction, the “equivalent” source terms are

\[
S = \begin{cases} 
\hat{c}_3 \hat{f}_0, & \text{Poiseuille flow,} \\
\left( \frac{\hat{c}_3^2 - \hat{c}^2}{} \right) \hat{c}_3 \hat{f}_0, & \text{Thermal transpiration.} 
\end{cases}
\]

(7)

The dimensionless macroscopic quantities (which are further normalized by the constant \( \alpha \)) are defined as the moments of the perturbed velocity distribution function:
where $\hat{\sigma}_{ij}$ and $\hat{q}$ are the dimensionless deviatoric stress and heat flux, respectively; $\delta_{ij}$ is the Kronecker delta function, and the subscripts $i, j = 1, 2, 3$ indicate directions in the Cartesian coordinate system.

3 The coupling of LVDSMC and GSIS

We adopt the LVDSMC method developed in Ref. [36], which solves the linearized BGK equation. Although the velocity distribution function $f$ is non-negative, the perturbed distribution function $\hat{h}$ can be positive or negative. Therefore, in LVDSMC, by introducing the positive and negative deviational particles, the perturbed distribution function over a single computational cell can be expressed as [36]:

$$\hat{h} = N_{\text{eff}} \sum_{p \in \text{cell}} s_p \delta (\hat{x}_p - \hat{x}) \delta (\hat{c}_p - \hat{c}),$$

where $N_{\text{eff}}$ is the number of gas molecules represented by one simulated particle, $s_p = \pm 1$ indicates the signs of positive and negative particles, and the subscript $p$ indicates the information of a single simulation particle. The above equation shows that the $p$-th simulation particle in the cell has a position $\hat{x}_p$ and velocity $\hat{c}_p$. Combined with Eq. (8), the local macroscopic properties can be sampled over each computational cell (with volume $V_{\text{cell}}$) as:

$$\rho = \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p, \quad \hat{u} = \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p \hat{c}_p, \quad \tau = \frac{2}{3} \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p \left( \hat{c}_p^2 - \frac{3}{2} \right),$$

$$\hat{\sigma}_{ij} = 2 \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p \left( \hat{c}_i \hat{c}_j - \frac{\hat{c}_p^2}{3} \delta_{ij} \right), \quad \hat{q} = \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p \hat{c}_p \left( \hat{c}_p^2 - \frac{5}{2} \right).$$

Different from the conventional DSMC method, the number of deviational particles in LVDSMC changes with time. The adding and deleting processes of deviational particles are required in three subroutines: advection, applying body force, and collision [36]. Apart from the simple advection of deviational particles, as is performed in the conventional DSMC, additional particles have to be generated from the cell interfaces at every time step, which are sampled from a distribution determined by the difference in the macroscopic properties of adjacent cells. To enforce the boundary conditions during the advection, diffusely reflected particles are deleted at the wall and additional particles are redrawn from the distribution function evaluated at the boundary. When applying the body force, such as the pressure and thermal force, the generation of particles is based on the distribution function given by the linearized body force term. In the BGK version of LVDSMC, the collision process is implemented by deleting deviational particles with a probability determined by the mean collision time, and updating the local macroscopic properties at the same time.
LVDSMC is a stochastic method; therefore, macroscopic properties outputted from LVDSMC are the cumulative average of each time step after the flow field reaches the steady state (see the flowchart in Fig. 1 without the blue box). It is efficient when the Knudsen number is large. However, due to the restriction on cell size and time step, the computational cost is large when the Knudsen number is small, albeit the variance reduction is achieved by simulating only the deviation from equilibrium: First, the total evolution (iteration) steps required to find the steady-state solution at least scale as $1/Kn^2$. Second, the number of collisions in each cell and time step increases with the decrement of the Knudsen number, thus leading to not only more computational time on collision subroutine, but also more deviational particles.

In order to increase the efficiency of LVDSMC, the evolution steps should be reduced significantly. Since we are interested in the steady-state solution, a scheme that guides the LVDSMC evolution directly to the steady state, without considering the intermediate evolution, is highly desired. Furthermore, to remove the restriction on cell size, the scheme should also asymptotically preserve the NSF limit, so that the hydrodynamic scale (i.e., characteristic flow length), which is much larger than the kinetic scale (i.e., mean free path), can be used. The recently developed GSIS perfectly meets both requirements [21, 23], but has only been successfully applied to DVM-GSIS, which is a deterministic-deterministic coupling; this kind of coupling requires many discrete velocities and hence much computational memory and time in hypersonic flow simulations. In
order to reduce the computational memory and time, here we explore the possibility of a stochastic-deterministic coupling scheme called GSIS-LVDSMC.

According to Ref. [21], the essential idea of GSIS is that macroscopic synthetic equations are exactly derived from the kinetic equation, which not only contains the NSF constitutive relations, but also encapsulates high-order terms to capture the rarefaction effects. On respectively multiplying Eq. (6) with \(1, 2\hat{c}_i,\) and \(\hat{c}^2 - \frac{3}{2},\) and integrating with respect to the molecular velocity space, we have

\[
\frac{\partial \hat{u}_i}{\partial \hat{x}_i} = \int Sd^{3\hat{c}},
\]

\[
\frac{\partial \rho}{\partial \hat{x}_i} + \frac{\partial \tau}{\partial \hat{x}_i} + \frac{\partial \hat{\sigma}_{ij}}{\partial \hat{x}_j} = \int 2\hat{c}_i Sd^{3\hat{c}},\quad \frac{\partial \hat{q}_i}{\partial \hat{x}_i} + \frac{\partial \hat{u}_i}{\partial \hat{x}_j} = \int \left(\hat{c}^2 - \frac{3}{2}\right) Sd^{3\hat{c}}.
\]  

(11)

Since the stress and heat flux are not closed, we again consider their governing equations by multiplying Eq. (6) with \(2\left(\hat{c}_i\hat{c}_j - \frac{\delta_{ij}}{3}\hat{c}^2\right)\) and \(\hat{c}_i\left(\hat{c}^2 - \frac{3}{2}\right),\) respectively, and integrate with respect to the molecular velocity space, resulting

\[
\begin{align*}
2\int \left(\hat{c}_i\hat{c}_j - \frac{\delta_{ij}}{3}\hat{c}^2\right) \hat{\sigma}_{ij} \cdot \frac{\partial h}{\partial \hat{x}} d^{3\hat{c}} & - 2\int \frac{\partial \hat{u}_i}{\partial \hat{x}_j} \hat{\sigma}_{ij} = \text{HoT}_{\sigma_{ij}}, \\
\text{HoT}_{\sigma_{ij}} &= \text{Newton's law} + \text{Fourier's law} + \int \hat{c}_i \hat{q}_i Sd^{3\hat{c}},
\end{align*}
\]

(12)

and

\[
\begin{align*}
\int \hat{c}_i \left(\hat{c}^2 - \frac{5}{2}\right) \hat{\sigma}_{ij} \cdot \frac{\partial h}{\partial \hat{x}} d^{3\hat{c}} & - 5\int \frac{\partial \tau}{\partial \hat{x}_i} \hat{\sigma}_{ij} = \frac{5}{4} \int \frac{\partial \hat{u}_i}{\partial \hat{x}_j} + \int \hat{c}_i \left(\hat{c}^2 - \frac{5}{2}\right) Sd^{3\hat{c}}.
\end{align*}
\]

(13)

Note that in Eqs. (12) and (13), the high-order terms HoT_{\sigma_{ij}} and HoT_{\hat{q}_i} are computed directly from the perturbed velocity distribution functions, thus no approximations are introduced. Inevitably, the high-order terms evaluated from the stochastic method at each time step are subject to significant fluctuations, which may lead to numerical instability. In order to reduce the fluctuations, the time-averaged values of the high-order terms are adopted. Also note that the velocity gradients in Eq. (12) and temperature gradients in Eq. (13) can not be canceled, since the one in the high-order term is statistically sampled from LVDSMC before solving the synthetic equations, while the one in Newton/Fourier's law will be solved from the synthetic equations, in order to guide the evolution of velocity and temperature in LVDSMC.

The boundary conditions associated with the synthetic equations are extracted from LVDSMC. For example, the macroscopic properties of the cell adjacent to the wall surface can be sampled after the subroutine of advection and body force and then served as the boundary conditions. Note that the location of the sampled macroscopic properties is usually not exactly the boundary, but half of the cell size away from the boundary.
There are two tasks in performing the collision subroutine in the ordinary LVDSMC: changing the Maxwell-Boltzmann properties and deleting deviational particles. In GSIS-LVDSMC, the local Maxwell-Boltzmann distributions are updated by obtaining the macroscopic flow properties from the synthetic equations, while the process of deleting deviational particles is exactly the same as that in LVDSMC.

Since the steady state synthetic equations with Newton’s law of stress and Fourier’s law of heat conduction lead to diffusion-type of equations for the flow velocity and temperature, the information of updated deviational particles will reach the steady state much faster than the evolution of pure mesoscopic equations in the near-continuum flow regime, so that the fast convergence can be achieved by coupling the LVDSMC and GSIS. The flowchart of GSIS-LVDSMC algorithm is visualized in Fig. 1, and summarized as follows:

1. System initialization with local Maxwellian distributions (deviational particles number = 0);
2. Half advection and linearized body force step as they are in the original LVDSMC [7];
3. Coupling of GSIS for fast convergence:
   i. Calculate the time-averaged high-order terms $\text{HoT}_{\sigma_j}$ and $\text{HoT}_{q_i}$ based on Eqs. (12) and (13) in all cells, and sample the macroscopic properties that need to be used as boundary conditions in the synthetic equations;
   ii. Solve the synthetic macroscopic equations (11) with constitutive relations (12) and (13), and boundary conditions sampled from deviational particles;
4. Full collision step:
   i. Update the local macroscopic properties $\rho$, $\dot{u}$ and $\tau$ based on the solutions of the synthetic equations;
   ii. Delete deviational particles based on the probability determined by mean collision time as that in the original LVDSMC.
5. Another half advection and linearized body force step (repeat step 2);
6. Sample and accumulate the macroscopic properties based on Eq. (10), and calculate the relative error of time-averaged values;
7. Repeat steps 2-6 until the convergence criteria are met.

4 Fourier stability analysis

Although LVDSMC is a time-explicit scheme solving unsteady problems, GSIS-LVDSMC proposed in this work is dedicated to finding steady state solutions with fast convergence. Here we conduct the Fourier stability analysis to demonstrate that the GSIS-LVDSMC, as a combination of a time-dependent mesoscopic solver and a time-independent macroscopic solver, is always stable and has a convergence rate faster than LVDSMC.
4.1 Convergence rate of LVDSMC

The Fourier stability analysis is usually applied to investigate the efficiency of different numerical schemes of deterministic methods. Nevertheless, LVDSMC solves the distribution function of the linearized kinetic equations, and shares the same stability feature as the deterministic method where the temporal accuracy is of second-order. In order to analyze the convergence rate of macroscopic properties in LVDSMC, we first consider the temporal discretization of Eq. (6):

\[
\frac{\hat{h}^{k+1} - \hat{h}^k}{\Delta t} + \frac{\hat{c}}{2} \cdot \left( \nabla \hat{h}^{k+1} + \nabla \hat{h}^k \right) = \frac{1}{2} L^{k+1} + \frac{1}{2} L^k + S,
\]  

where the subscript \(k\) represents the macroscopic properties obtained at the time \(\hat{t}^k\), \(\Delta \hat{t} = \hat{t}^{k+1} - \hat{t}^k\) is the time step. Note that the coefficient \(1/2\) at the right-hand-side of Eq. (14) represents the Crank-Nicolson scheme, and it gives the second-order accuracy in time.

Then, the Fourier stability analysis is applied to find the convergence rate of the above iteration [23, 37]. The error function between distribution functions at two consecutive iterations is defined as:

\[
Y^{k+1}(\hat{x}, \hat{c}) = \hat{h}^{k+1}(\hat{x}, \hat{c}) - \hat{h}^k(\hat{x}, \hat{c}).
\]  

According to Eq. (8), the error functions for macroscopic properties \(M = [\rho, u, \tau]\) between two consecutive iteration steps are expressed as:

\[
\phi^{k+1}(\hat{x}) = \left[ \Phi^{k+1}_\rho, \Phi^{k+1}_u, \Phi^{k+1}_\tau \right] = M^{k+1}(\hat{x}) - M^k(\hat{x}) = \int Y^{k+1}(\hat{x}, \hat{c}) \phi(\hat{c}) d^3\hat{c},
\]  

where

\[
\phi(\hat{c}) = \left[ 1, \hat{c}_1, \hat{c}_2, \hat{c}_3, \frac{2}{3} \hat{c}^2 - 1 \right].
\]  

On substituting Eqs. (15) and (16) into Eqs. (6) and (14), we have:

\[
\left( 1 + \frac{2}{\Delta \hat{t}\delta_{rp}} + \frac{1}{\delta_{rp}} \hat{c} \cdot \nabla \right) Y^{k+1}(\hat{x}, \hat{c}) = \tilde{f}_0 \left[ \Phi^k_\rho + 2 \hat{c} \cdot \Phi^k_u + \left( \hat{c}^2 - \frac{3}{2} \right) \Phi^k_\tau \right].
\]  

The error decay rate \(\varepsilon\) is determined by performing the Fourier stability analysis and seeking the eigenfunctions \(y(\hat{c})\) and \(\alpha_M = [\alpha_\rho, \alpha_u, \alpha_\tau]\) of the following forms:

\[
Y^{k+1}(\hat{x}, \hat{c}) = e^{i\theta} y(\hat{c}) \exp(i\theta \cdot \hat{x}),
\]  

\[
\phi^{k+1}(\hat{x}) = e^{i\theta} \alpha_M \exp(i\theta \cdot \hat{x}),
\]  

where \(i\) is the imaginary unit and \(\theta = [\theta_1, \theta_2, \theta_3]\) is the wave vector of perturbation. Note that the factor \(e^{i\theta}\), rather than \(e^{i\theta+1}\), emerges in Eq. (19), since the error function \(Y^{k+1}(\hat{x}, \hat{c})\) is obtained by macroscopic properties \(\Phi^k(\hat{x})\) in the \(k\)-th step. From Eqs. (19)
and (20), it can be seen that the iteration scheme is stable when $|\epsilon| \leq 1$, and the fast (slow) convergence occurs when $|\epsilon|$ approaches zero (one).

Then, by substituting the expressions of $Y_{k+1}$ and $\Phi_{1k+1}$ into Eqs. (16) and (18), we have:

$$e\alpha_M = \int y(\hat{c})\phi(\hat{c})d^3\hat{c}. \quad (21)$$

$$y(\hat{c}) = \left[ \alpha_p + 2\alpha_u \cdot \hat{c} + \alpha_r \left( \hat{c}^2 - \frac{3}{2} \right) \right] y_0(\hat{c}), \quad (22)$$

where

$$y_0(\hat{c}) = \frac{\hat{j}_0}{1 + \left( \frac{1}{2} \Delta t \delta_{rp} \right)^{-1} + i\delta_{rp}^3 \theta \cdot \hat{c}}. \quad (23)$$

Now we obtain five linear algebraic equations for five unknown elements in $\alpha_M$, which can be expressed as:

$$C_5 \alpha_M^\top = e\alpha_M^\top, \quad (24)$$

where the superscript $\top$ represents the transpose operator; the matrix $C_5$ is determined as follows:

$$C_5 = \int \left[ 1, \hat{c}, 2\hat{c}, 3, 2\hat{c}^2 - \frac{3}{2} \right]^\top \phi(\hat{c})y_0(\hat{c})d^3\hat{c}. \quad (25)$$

The error decay rate $e$ can be further obtained by numerically finding the eigenvalues of the matrix $C_5$ and taking the maximum absolute value of $e$, as shown in Fig. 2. It
can be seen from Eq. (23) that the function $y_0(\hat{c})$ approaches zero when the Knudsen number is large, and hence $e$ goes to zero, which implies that LVDSMC has a fast convergence rate in solving highly rarefied gas flows. On the other hand, the function $y_0(\hat{c})$ approaches $f_0$ when the Knudsen number is small, and the matrix $C_5$ has the maximum eigenvalue going to 1. Thus, the convergence rate of LVDSMC in the near-continuum regime is extremely slow.

4.2 Convergence rate of GSIS-LVDSMC

In GSIS-LVDSMC, to boost the convergence of iteration, additional synthetic equations (11) are solved with the constitutive relation of stress (12) and heat flux (13). The stress and heat flux at the $(k+1)$-th iteration step can be constructed in the following manner:

$$\hat{\sigma}_{ij}^{k+1} = -\frac{1}{\delta_{rp}}\left[H_0T_{\sigma_{ij}}^{k+1/2} + 2\frac{\partial x_{ij}^{k+1}}{\partial x_{ij}} - \int 2\left(\hat{c}_i \hat{c}_j - \frac{\delta_{ij}}{3} \hat{c}^2\right) S d^3\hat{c}\right],$$

$$\hat{q}_i^{k+1} = -\frac{1}{\delta_{rp}}\left[H_0T_{\sigma_{ij}}^{k+1/2} + \frac{5}{4} \frac{\partial x_{ij}^{k+1}}{\partial x_{ij}} - \int \hat{c}_i \left(\hat{c}^2 - \frac{5}{2}\right) S d^3\hat{c}\right],$$

where the high-order terms $H_0T_{\sigma_{ij}}^{k+1/2}$ and $H_0T_{\sigma_{ij}}^{k+1/2}$ are obtained directly from the distribution function $\hat{h}^{k+1/2}$, which have to be sampled from the particle information in LVDSMC.

In order to find the convergence rate of GSIS, the error function is defined as:

$$Y^{k+1/2}(\hat{x}, \hat{c}) = \hat{h}^{k+1/2}(\hat{x}, \hat{c}) - \hat{h}^k(\hat{x}, \hat{c}) = e^k y(\hat{c}) \exp(i\theta \cdot \hat{x}),$$

$$\Phi^{k+1}(\hat{x}) = M^{k+1}(\hat{x}) - M^k(\hat{x}) = e^{k+1}M \exp(i\theta \cdot \hat{x}).$$

Clearly, the expression of $y(\hat{c})$ is still given by Eq. (22), since the distribution function is governed by the same kinetic equation. However, the error functions $\Phi_M$ are not calculated from $Y$ but from the synthetic equations. To be specific, the macroscopic properties $\rho, u, \tau$ in Eq. (11) is replaced by $\Phi_{\rho}^{k+1}, \Phi_{u}^{k+1}, \Phi_{\tau}^{k+1}$, respectively, and $\hat{h}^{k+1/2}$ is replaced by $Y^{k+1/2}$ (note that the body force term vanishes because of the subtraction). On substituting Eqs. (28) and (29) into the governing equations for $\Phi_M^{k+1}$, we obtain five linear algebraic equations,

$$e \left[i\theta_1 \alpha_{u_1} + i\theta_2 \alpha_{u_2} + i\theta_3 \alpha_{u_3}\right] = 0,$$

$$e \left[i\theta_1 \left(\alpha_\rho + \alpha_\tau\right) + \frac{\theta^2}{\delta_{rp}} \alpha_{u_1}\right] = S_1,$$

$$e \left[i\theta_2 \left(\alpha_\rho + \alpha_\tau\right) + \frac{\theta^2}{\delta_{rp}} \alpha_{u_2}\right] = S_2,$$

$$e \left[i\theta_3 \left(\alpha_\rho + \alpha_\tau\right) + \frac{\theta^2}{\delta_{rp}} \alpha_{u_3}\right] = S_3,$$

$$e\alpha_{c} \theta^2 = S_4,$$

where the source terms $S_j$ derived from the synthetic equations are:
\[ S_1 = \frac{1}{\delta_{rp}} \int \left[ \frac{\partial^2 \hat{c}_1}{\partial x_1^2} - 2\Theta (\theta_1 \hat{c}_1 + \theta_2 \hat{c}_2 + \theta_3 \hat{c}_3) \right] \gamma \hat{c} d^3 \hat{c}, \]
\[ S_2 = \frac{1}{\delta_{rp}} \int \left[ \frac{\partial^2 \hat{c}_2}{\partial x_2^2} - 2\Theta (\theta_1 \hat{c}_1 + \theta_2 \hat{c}_2 + \theta_3 \hat{c}_3) \right] \gamma \hat{c} d^3 \hat{c}, \]
\[ S_3 = \frac{1}{\delta_{rp}} \int \left[ \frac{\partial^2 \hat{c}_3}{\partial x_3^2} - 2\Theta (\theta_1 \hat{c}_1 + \theta_2 \hat{c}_2 + \theta_3 \hat{c}_3) \right] \gamma \hat{c} d^3 \hat{c}, \]
\[ S_4 = \int \left[ \left( \frac{2}{3} \hat{c}^2 - 1 \right) \frac{\partial^2}{\partial x_3^2} - \left( \frac{4}{5} \hat{c}^2 - 2 \right) \phi^2 \right] \gamma \hat{c} d^3 \hat{c}. \]  

Note that \( \Theta = \hat{c}_1 + \hat{c}_2 + \hat{c}_3 \) and the form of \( y_0(\hat{c}) \) is the same as Eq. (23).

Then, the error decay rate of GSIS can be obtained by solving the linear algebraic equations (30) and (31), which can be rewritten in the matrix form as:

\[ L_5 \delta \alpha_M^T = R_5 \alpha_M^T, \]  

where \( L_5 \) and \( R_5 \) are both \( 5 \times 5 \) matrices. Introducing the matrix \( G_5 = L_5^{-1} R_5 \), the maximum eigenvalue of matrix \( G_5 \) can be numerically obtained, and the error decay rates are shown in Fig. 2. It can be clearly observed that when \( 1/\delta_{rp} \rightarrow 0 \), the error decay rate \( |\epsilon| \) approaches zero, demonstrating that the GSIS-LVDSMC has high efficiency in the continuum regime. Meanwhile, the error decay rate of GSIS-LVDSMC is always much smaller than 1, showing the stability of the method, and even lower than that of LVDSMC.

5 Numerical tests for the Poiseuille flow and thermal transpiration

We assess the accuracy and efficiency of GSIS-LVDSMC in the Poiseuille flow and thermal transpiration, from the continuum to free-molecular flow regimes. The mechanism of convergence-boosting is discussed in terms of the convergence rate, size cell, and time step.

5.1 Algorithm validation and efficiency assessment

It is noted from the source terms (7) of the Poiseuille flow and thermal transpiration that the velocity distribution function \( \hat{h} \) in the steady state is an odd function of \( \hat{c}_3 \). Thus, the perturbed density and temperature become zero. Therefore, only the flow velocity has to be solved from the synthetic equation to boost convergence. To this end, the moment equation in Eq. (11) is reduced to

\[ \frac{\partial^2 \hat{c}_1}{\partial x_1^2} + \frac{\partial^2 \hat{c}_3}{\partial x_3^2} = \int 2 \hat{c}_3 S d^3 \hat{c} = \begin{cases} 1, & \text{Poiseuille flow,} \\ 0, & \text{Thermal transpiration}, \end{cases} \]  

and the constitutive relation (12) of the shear stress remains unchanged in the presence of the source term (7):

\[ \delta_{ij} = -\delta_{rp}^{-1} \int 2 \hat{c}_i \hat{c}_j \left( \frac{\partial \hat{h}}{\partial x_1} + \hat{c}_2 \frac{\partial \hat{h}}{\partial x_2} \right) d^3 \hat{c} - \left( \frac{\partial \hat{u}_3}{\partial x_1} \right)^* + \frac{\partial \hat{u}_3}{\partial x_1}, \quad (i = 1, 2), \]  

where the superscript * indicates the macroscopic properties obtained from local distribution function \( \hat{h} \).
Substituting Eq. (34) into Eq. (33), the diffusion-type synthetic equation for the flow velocity can be expressed as:

\[
\frac{\partial^2 \hat{u}_3}{\partial x_1^2} + \frac{\partial^2 \hat{u}_3}{\partial x_2^2} = -\delta_{rp} \int 2 \hat{c}_3 \hat{h} d^3 \hat{c} - \frac{1}{4} \left( \frac{\partial^2 F_{2,0,1}}{\partial x_1^2} + \frac{\partial^2 F_{1,1,1}}{\partial x_1 \partial x_2} + \frac{\partial^2 F_{0,2,1}}{\partial x_2^2} \right)
\]

\[
= \begin{cases} 
-\delta_{rp} & -\frac{1}{4} \left( \frac{\partial^2 F_{2,0,1}}{\partial x_1^2} + 2 \frac{\partial^2 F_{1,1,1}}{\partial x_1 \partial x_2} + \frac{\partial^2 F_{0,2,1}}{\partial x_2^2} \right), \text{ Poiseuille flow,} \\
-\frac{1}{4} \left( \frac{\partial^2 F_{2,0,1}}{\partial x_1^2} + 2 \frac{\partial^2 F_{1,1,1}}{\partial x_1 \partial x_2} + \frac{\partial^2 F_{0,2,1}}{\partial x_2^2} \right), \text{ Thermal transpiration.}
\end{cases}
\]

(35)

where the high-order terms are defined and statistically sampled from LVDSMC as follows:

\[
\frac{1}{4} F_{2,0,1} = \int \hat{c}_3 \left( 2 \hat{c}^2_3 - 1 \right) \hat{h} d^3 \hat{c} = \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p \hat{c}_3 \left( 2 \hat{c}^2_3 - 1 \right),
\]

\[
\frac{1}{4} F_{0,2,1} = \int \hat{c}_3 \left( 2 \hat{c}^2_3 - 1 \right) \hat{h} d^3 \hat{c} = \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p \hat{c}_3 \left( 2 \hat{c}^2_3 - 1 \right),
\]

\[
\frac{1}{4} F_{1,1,1} = \int 4 \hat{c}_1 \hat{c}_2 \hat{c}_3 \hat{h} d^3 \hat{c} = \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} 4 s_p \hat{c}_1 \hat{c}_2 \hat{c}_3.
\]

(36)

Meanwhile, the flow velocity \( \hat{u}_3 \) in the cells adjacent to walls are sampled from the simulation particles, which are used as the boundary conditions in solving the macroscopic equation (35).

### 5.1.1 1D cases

In 1D simulations of the Poiseuille flow and thermal transpiration, the half spatial region \( 0 \leq \hat{x}_1 \leq 0.5 \) is uniformly divided into \( N \) cells. The symmetric condition is applied at \( \hat{x}_1 = 0.5 \); the wall at \( \hat{x}_1 = 0 \) is fully diffuse, i.e., in this problem the velocity distribution function for particles entering into the simulation domain is zero.

The synthetic equation (35) can be transformed into the following simple form:

\[
\frac{\partial^2}{\partial x_1^2} \left( \hat{u}_3 + \frac{1}{4} F_{2,0,1} \right) = \frac{\partial^2 \Phi}{\partial x_1^2} = \begin{cases} 
-\delta_{rp}, & \text{Poiseuille flow,} \\
0, & \text{Thermal transpiration,}
\end{cases}
\]

(37)

which is numerically solved by the central difference scheme with the same spatial discretization as in the LVDSMC:

\[
\frac{\partial^2 \Phi_j}{\partial x_1^2} = \frac{\Phi_{j-1} - 2 \Phi_j + \Phi_{j+1}}{(\Delta x_1)^2}, \quad j = 2, ..., N.
\]

(38)

In the first cell, \( \Phi_1 \) is the combination of the local velocity sampled at each time step and the time-averaged high-order terms, which is sampled from LVDSMC and used as the boundary condition in solving Eq. (38). Due to symmetry, values in the \( N \)-th cell are the same as those in the \( N + 1 \) virtual cell: \( \Phi_N = \Phi_{N+1} \).

The relative error in flow velocity between two successive steps, \( k \) and \( k + 1 \), is recorded during the simulation:
In the transition state, the velocity \( \hat{u}_3 \) is the time-averaged value sampled from the beginning of a simulation, and the system is regarded as reaching a steady state when \( \varepsilon < 10^{-3} \). After that, the time averaging of all macroscopic values is restarted, and the simulation is terminated when \( \varepsilon < 10^{-6} \). We set a maximum number of steps \( N_{\text{step,max}} \) to stop the simulations, even if the convergence criterion is not met, meaning that the simulation cannot be finished within an acceptable computational time.

Since the high-order terms (36) are essential to accurately capture the rarefaction effects, we compare their values obtained from GSIS-LVDSMC to the reference values from GSIS-DVM [22]. Figure 3 shows good agreement in \( F_{2,0,1} \): only tiny deviations occur when \( Kn = 0.1 \), due to the relative significant fluctuations of the particle method in the GSIS-LVDSMC algorithm.

Velocity profiles of the Poiseuille flow and thermal transpiration obtained from GSIS-LVDSMC and GSIS-DVM are compared in Fig. 4. In the Poiseuille flow, excellent agreement of velocity profiles is seen for all Knudsen numbers. In the thermal transpiration, although the high accuracy of GSIS-LVDSMC is demonstrated in the free-molecular and transition flow regimes, it predicts higher values of creep velocity than those from GSIS-DVM when \( Kn = 0.01 \). This is because the flow velocity approaches zero when the Knudsen number decreases, and large fluctuation leads to inaccuracy of the macroscopic properties and high-order terms sampled from LVDSMC, when the sample size is not large enough.

Next, we calculate the mass flow rate of the Poiseuille flow to quantify the accuracy and efficiency of GSIS-LVDSMC, where the dimensionless mass flow rate \( \dot{m}_p \) is defined as

\[
\dot{m}_p = 2 \int \hat{u}_3 d\hat{x}_1.
\]  

Table 1 compares the essential simulation parameters and computational efficiency between GSIS-LVDSMC and LVDSMC. It is shown that GSIS-LVDSMC and LVDSMC have the same efficiency when the system is in high nonequilibrium, e.g., when \( Kn = 1 \).
and 10, and these two methods require the same number of times steps to converge in both transition and steady states. Besides, since the macroscopic equations have to be solved at each iteration step in GSIS-LVDSMC, it takes a little more CPU time.
than LVDSMC. However, as the Knudsen number decreases, the computational cost increases dramatically in LVDSMC. Remarkably, the GSIS-LVDSMC improves the efficiency by nearly 50 times when $Kn = 0.01$; meanwhile, the accuracy is also improved, leading to the relative error lower than 0.02%, compared to 6.22% in LVDSMC.

5.1.2 2D cases
Consider the 2D Poiseuille flow in an infinite long channel with a square cross section. Due to symmetry, only the lower left quarter of the cross-section is simulated ($0 \leq \hat{x}_1 \leq 0.5, 0 \leq \hat{x}_2 \leq 0.5$), which is uniformly discretized into $N_{x_1} \times N_{x_2}$ distributed spatial cells. The bottom ($0 \leq \hat{x}_1 \leq 0.5, \hat{x}_2 = 0$) and left ($\hat{x}_1 = 0, 0 \leq \hat{x}_2 \leq 0.5$) boundaries are fully diffuse, while the top ($0 \leq \hat{x}_1 \leq 0.5, \hat{x}_2 = 0.5$) and right ($\hat{x}_1 = 0.5, 0 \leq \hat{x}_2 \leq 0.5$) boundaries satisfy the symmetric conditions.

Based on the central difference scheme, Eq. (35) can be solved as:

$$2\left(\alpha + \frac{1}{\alpha}\right)\hat{U}_{i,j} - \alpha\hat{U}_{i,j+1} - \alpha\hat{U}_{i,j-1} - \frac{1}{\alpha}\hat{U}_{i+1,j} - \frac{1}{\alpha}\hat{U}_{i-1,j}$$
$$= \delta_p \Delta x_1 \Delta x_2 + \alpha (M_{i,j+1} + 2M_{i,j} + M_{i,j-1})$$
$$+ \frac{1}{4} (R_{i+1,j+1} - R_{i-1,j+1} + R_{i+1,j-1} - R_{i-1,j-1})$$
$$+ \frac{1}{4} (N_{i,j+1} - 2N_{i,j} + N_{i,j-1}), \quad i = 2, \ldots, N_{x_1}, \quad j = 2, \ldots, N_{x_2},$$

(41)

where $\hat{U}$ represents $\hat{u}_3$ for simplicity, $M, R, N$ represent the high-order terms $\frac{1}{4}F_{2,0,1}$, $\frac{1}{4}F_{1,1,1}, \frac{1}{2}F_{0,2,1}$ in Eq. (36), respectively; $i, j$ are the indexes for the cells in the $x_1$ and $x_2$ directions, respectively, and $\alpha = \Delta x_2/\Delta x_1$ is the cell aspect ratio. The velocities sampled from LVDSMC and the symmetric conditions provide the boundary conditions:

- When $i = 1$ or $j = 1$, the flow velocities $\hat{U}_{i,j}$ sampled at each time step and the time-averaged high-order terms $M, R, N$ are applied to solve the macroscopic equation (41).

- When $i = N_{x_1}$, the symmetric conditions read: $\hat{U}_{i+1,j} = \hat{U}_{i,j}$, $N_{i+1,j} = N_{i,j}$, $R_{i+1,j} = -R_{i,j}$; When $j = N_{x_2}$, the symmetric conditions read $\hat{U}_{i,j+1} = \hat{U}_{i,j}$, $M_{i,j+1} = M_{i,j}$, $R_{i,j+1} = -R_{i,j}$.

The relative error in flow velocity between two successive time steps defined in Eq. (39) is extended in 2D cases as:

$$\varepsilon = \iint \left| \frac{\hat{U}^{(k+1)} - \hat{U}^{(k)}}{\hat{U}^{(k)}} \right| d\hat{x}_1 d\hat{x}_2,$$

(42)

where the velocity $\hat{U}$ is the time-averaged value, and the simulation is switched to steady state and terminated when $\varepsilon < 10^{-3}$ and $\varepsilon < 10^{-6}$, respectively.

Figure 5 shows the velocity contours from GSIS-LVDSMC and GSIS-DVM when $Kn = 0.01, 0.1, 1$, and 10. Good agreement is achieved for all Knudsen numbers. The system parameters, computational accuracy and efficiency are compared in Table 2. Similar to the 1D case, the efficiency of GSIS-LVDSMC is approximately the same as that
of LVDSMC when the Knudsen number is large. When $Kn = 0.01$, results predicted by LVDSMC are not converged after $N_{\text{step,max}} = 5 \times 10^5$ steps, which has a relative difference of around 42% to the reference solution. On the contrary, GSIS-LVDSMC obtains accurate results within $4 \times 10^4$ time steps. Therefore, the GSIS-LVDSMC is at least 50 times faster than LVDSMC.

**Table 2** Comparison between GSIS-LVDSMC and LVDSMC (values in parentheses) algorithms for the 2D Poiseuille flow in square channel

| Kn   | Slip flow regime | Transition flow regime |
|------|------------------|------------------------|
| $Kn$ | 0.01             | 0.1                    |
|      | 1                | 10                     |
| Number of cells ($N_{x1} \times N_{x2}$) | 50 $\times$ 50 | 25 $\times$ 25 |
|      | (100 $\times$ 100) | (25 $\times$ 25) |
| $N_{x1} \times \Delta t^2$ | 0.1 (1.0) | 1.0 (1.0) |
| Number of time steps in transition state | 100 (4 $\times$ 10^9) | 200 (4000) |
|      | (1000) | (10000) |
| Number of time steps in steady state | 4 $\times$ 10^4 | 9 $\times$ 10^4 |
|      | (1.3 $\times$ 10^5) | (1.3 $\times$ 10^5) |
|      | (1.4 $\times$ 10^5) | (1.4 $\times$ 10^5) |
| CPU Time | 2 h | 1700 s |
|      | (108 h) | (2000 s) |
|      | 1000 s | (900 s) |
|      | (1000 s) | (1000 s) |
| Number of particles | 25000 | 5000 |
|      | (150000) | (50000) |
|      | (60000) | (60000) |
| Error relative to GSIS-DVM | 0.9% | 3.26% |
|      | (42%) | (1.24%) |
|      | 0.45% | (0.05%) |
|      | 0.14% | (0.03%) |
5.2 Convergence rate

We take the 1D Poiseuille flow to further discuss the mechanisms of convergence-boosting in GSIS-LVDSMC. As shown in Table 1, the numbers of iteration steps required in GSIS-LVDSMC and LVDSMC are approximately the same when \( Kn \) is large, implying the same computational efficiency in simulating the high nonequilibrium gas flow. However, in the slip flow regime (\( Kn = 0.01 \)), GSIS-LVDSMC is about 50 times more efficient than LVDSMC.

Figure 6 compares the convergence history of GSIS-LVDSMC and LVDSMC when \( Kn = 0.01 \). Both the flow velocity and the mass flow rate are time-averaged values sampled from the beginning of simulations. Therefore, the number of time steps for the system to reach the steady state can be determined. The GSIS-LVDSMC takes around \( 10^4 \) iteration steps to make \( \varepsilon \) below \( 10^{-3} \) and \( n_p \) converged. However, \( 3 \times 10^5 \) time steps are required in LVDSMC to reach the same criteria, yet the oscillation in mass flow rate is still much stronger. This can be understood as follows. In such a slip flow regime, frequent intermolecular collisions slow down the evolution of the gas flow from its initial state, i.e., slow down the information exchange across the computational domain. Also, LVDSMC introduces significant fluctuations in the flow velocities that lead to the oscillation in mass flow rate, as shown in Fig. 6(b). On the contrary, due to the coupling of macroscopic synthetic equations (which is of diffusion-type), which exchange the gas information across the whole computational domain, correct the gas properties, and drive the molecular distribution to the final solution quickly, the GSIS-LVDSMC greatly reduces the simulation step.

Figure 7 compares the decay of relative error \( \varepsilon \) sampled from the two algorithms when the steady state is reached. When \( Kn = 0.1 \), the GSIS-LVDSMC and LVDSMC need about \( 2.5 \times 10^5 \) and \( 3 \times 10^5 \) time steps, respectively, to make \( \varepsilon < 10^{-6} \). When \( Kn = 0.01 \), the time steps become \( 7 \times 10^4 \) and \( 2 \times 10^5 \), respectively. Theoretically, there are two main factors that could influence the number of time steps: the particle number in each cell, and the correlation between two successive sampling steps. It can be seen from Table 1 that, the particle numbers are almost the same in GSIS-LVDSMC and LVDSMC. Therefore, we draw the conclusion that the coupling of synthetic equations and adjusting the simulation particles accordingly reduce the correlation of successive time steps.
and hence the fluctuations. Clearly, GSIS-LVDSMC not only accelerates the transition state of the particle method, but also achieves higher accuracy with fewer sample steps in the steady state.

5.3 Cell size and time step
In LVDSMC, due to the splitting of advection and collision, the cell size and time step should be smaller than the kinetic scales (i.e., the mean free path and mean collision time of gas molecules, respectively). Consequently, the cell number and the computational cost increase dramatically when the system is in the near continuum regime. On the contrary, in GSIS-LVDSMC, these restrictions are removed by coupling the synthetic equations, in which the NSF equations are predominant in the continuum limit so that the hydrodynamic scale (which is much larger than the kinetic scale) can be used. Detailed evidences are given below.

Figure 8(a) shows the mass flow rate obtained from the two methods when the cell number is changed from 10 to 300, which correspond to the cell size 10 and 1/3 times of the molecular mean free path, respectively. It can be seen that the mass flow rates from LVDSMC with cell size larger than the mean free path are wrong, which is due to the large numerical dissipation. When the cell size decreases to 1/3 of the mean free path, the result has a relative difference of 5% to the reference solution. On the other hand, results from GSIS-LVDSMC converge much faster and monotonically when the cell size is decreased. The relative errors in mass flow rate are less than 1% as long as the cell size is smaller than 3 times of the mean free path in this problem. In GSIS-LVDSMC, when the cell size is larger than 3 times of the mean free path, the deviation is mainly caused by the inaccurate boundary conditions sampled from LVDSMC. If finer grids near the boundary are applied, we can obtain accurate results by using fewer cells in the bulk region.

Figure 8(b) shows the mass flow rate of 1D Poiseuille flow with the time step $N \Delta \tilde{t}$ varying from 0.01 to 5, where $N$ is the number of grid cells ($N = 100$ and $N = 300$ are used in GSIS-LVDSMC and LVDSMC, respectively). Therefore, $N \Delta \tilde{t} = 1$ means that a particle with the most probable speed $c_0$ travels a distance of one simulation cell during the time step $\Delta \tilde{t}$. In GSIS-LVDSMC, results are not sensitive to the time step, and the relative error
in mass flow rate is around 1% even when \( \Delta \hat{t} \) is 5 times of the mean collision time. However, as it is commonly acknowledged, the time step in LVDSMC should be smaller than 1/3 of the mean collision time to guarantee a reliable result, which corresponds to \( N \Delta \hat{t} = 1 \) here (the grid size is 1/3 of the mean free path in this case). As shown in Fig. 8(b), larger \( \Delta \hat{t} \) in LVDSMC leads to wrong mass flow rate. However, smaller \( \Delta \hat{t} \) requires so tremendous computational cost that the results of LVDSMC are not converged within the maximum simulation time step \( N_{\text{step,max}} \).

6 Numerical tests for planar Fourier flow
Consider the planar Fourier flow of gas between two infinite parallel plates located at \( \hat{x}_1 = 0 \) and \( \hat{x}_1 = 1 \) with perturbed temperature \( \tau = -0.5 \) and 0.5 respectively. Assuming the symmetric condition \( \hat{h}(-\hat{c}_1, \hat{c}_2, \hat{c}_3) = -\hat{h}(\hat{c}_1, \hat{c}_2, \hat{c}_3) \) can be applied at \( \hat{x}_1 = 0.5 \). Based on the synthetic equations (11), (12) and (13), we have \( \hat{u} = 0, \hat{\sigma}_{ij} = 0 \) \((i \neq j)\), \( \hat{q}_2 = \hat{q}_3 = 0 \), \( \partial \hat{q}_1 / \partial \hat{x}_1 = 0 \), and the constitutive relations are simplified to:

\[
\begin{align*}
\frac{\partial}{\partial \hat{x}_1} \int_{F_{\sigma_{11}}} & \left( 2 \left( \hat{c}_1^2 - \frac{\hat{c}_2^2}{3} \right) \hat{c}_1 \hat{h} \hat{d}^3 \hat{c} \right) = -\delta_{pp} \hat{\sigma}_{11}, \\
\frac{\partial}{\partial \hat{x}_1} \int_{F_{q_1}} & \left[ \left( \hat{c}_1^2 - \frac{5}{6} \right) \left( \hat{c}_2^2 - \frac{3}{2} \right) - \hat{c}_1^2 \right] \hat{h} \hat{d}^3 \hat{c} + \frac{5}{4} \frac{\partial \tau}{\partial \hat{x}_1} = -\delta_{pp} \hat{q}_1,
\end{align*}
\]

where the high-order terms \( F_{q_1} \) and \( F_{\sigma_{11}} \) are statistically sampled from LVDSMC as follows:

\[
\begin{align*}
F_{q_1} &= \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} s_p \left[ \left( \hat{c}_1^2 - \frac{5}{6} \right) \left( \hat{c}_2^2 - \frac{3}{2} \right) - \hat{c}_1^2 \right], \\
F_{\sigma_{11}} &= \frac{N_{\text{eff}}}{V_{\text{cell}}} \sum_{p \in \text{cell}} 2s_p \left( \hat{c}_1^2 - \frac{\hat{c}_2^2}{3} \right) \hat{c}_1.
\end{align*}
\]
The problem can be solved by either following the coupling algorithm strictly, or using the simplified procedure as follows. Since the heat flux $\hat{q}_1$ is a constant through the simulation domain, it is sampled according to Eqs. (13) and (9) as:

$$\hat{q}_1 = -\frac{1}{\delta_{rp}} \left( \frac{\partial}{\partial \hat{x}_1} N_{\text{eff}} \sum_{p \in \text{cell}} s_p \left( \hat{c}^2 - \frac{5}{2} \right) \right).$$

(45)

where $\langle \cdot \rangle$ represents the ensemble average over the entire simulation domain. Therefore, both $F_{q_1}$ and $\hat{q}_1$ are sampled from the distribution of particles before solving macroscopic equations, which is indicated by step $(k + 1/2)$ below. And then, the perturbed temperature at the $(k + 1)$-th step can be determined from Eq. (43) satisfying:

$$\tau^{(k+1)} = -\frac{4}{5} \delta_{rp} \hat{q}_1 \left( \hat{x}_1 - \frac{1}{2} \right) - \frac{4}{5} \tau^{(k+1/2)}.$$

(46)

Meanwhile, the stress $\hat{\sigma}_{11}^{(k+1/2)}$ is obtained by calculating the spatial derivative of term $F_{\sigma_{11}}$ from Eq. (43). Then, the perturbed density $\rho$ at the $(k + 1)$-th step can be solved based on Eqs. (11) and (8):

$$\rho^{(k+1)} + \tau^{(k+1)} + \hat{\sigma}_{11}^{(k+1/2)} = \text{const} = 2 \int \hat{c}_1 \hat{h} d^3 \hat{c},$$

(47)

where the constant can be evaluated at $\hat{x}_1 = 0.5$ using the symmetric condition, which is found to be zero.

The relative error between successive time steps $k$ and $k + 1$ is defined as:

$$\varepsilon = \max \left\{ \int \rho^{(k+1)} \left| \rho^{(k+1)} - 1 \right| d\hat{x}_1, \int \tau^{(k+1)} \left| \tau^{(k+1)} - 1 \right| d\hat{x}_1, \int \hat{q}_1^{(k+1)} \left| \hat{q}_1^{(k+1)} - 1 \right| d\hat{x}_1 \right\}.$$  

(48)

The simulation is switched to steady state and terminated when $\varepsilon < 10^{-3}$ and $\varepsilon < 10^{-6}$ are satisfied, respectively.

### 6.1 Transition flow regime: $Kn = 0.1, 1, 10$

When $Kn = 0.1, 1, 10$, the system parameters are set to be the same for both GSIS-LVDSMC and LVDSMC, where 25 uniform cells are used in the computational domain ($0 \leq \hat{x}_1 \leq 0.5$) and $N \Delta \hat{t} = 1$. Results obtained by GSIS-DVM are regarded as the reference solutions to assess the accuracy of GSIS-LVDSMC and LVDSMC. First, variations of terms $F_{\sigma_{11}}$ and $F_{q_1}$ are shown in Fig. 9. Based on Eq. (43), high-order terms are the spatial derivatives of $F_{\sigma_{11}}$ and $F_{q_1}$; thus the nonequilibrium effects mainly occur through the constitutive relation of heat flux in the region several mean free path away from the walls. When the Knudsen number decreases, high-order terms begin to vanish in the central region of the Fourier flow. Figure 9(c) and (d) show the perturbed converged density and temperature, where the accuracy of GSIS-LVDSMC is clearly demonstrated. Additionally, when compared to the reference solution obtained by GSIS-DVM, the heat flux predicted by GSIS-LVDSMC has only 0.92%, 0.27% and 0.087% relative difference, when $Kn = 0.1, 1$ and 10, respectively, which shows nearly the same accuracy compared with the original LVDSMC algorithm.
The simulation parameters, especially the number of iteration steps and computational cost, are summarized in Table 3. Similar to the situations in the Poiseuille flow and thermal transpiration, the efficiency of GSIS-LVDSMC is close to that of LVDSMC when the Knudsen number is large, although the CPU time cost in GSIS-LVDSMC is relatively large due to the solving of synthetic equations. However, when $Kn = 0.1$, the number of time steps ($3 \times 10^4$) in LVDSMC significantly increases, but the GSIS-LVDSMC takes only 2000 iteration steps to reach the steady state in the transition regime. Eventually, the CPU time can be reduced by 6 times when GSIS-LVDSMC is applied. The computational cost is reduced by about 1800 times when $Kn = 0.01$, which will be even bigger when the Knudsen number is further reduced.

### 6.2 Slip flow regime: $Kn = 0.01$

When $Kn = 0.01$, due to the restriction on cell size and time step, 300 spatial cells and the time step $N \Delta \hat{t} = 1$ are used in LVDSMC. In the GSIS-LVDSMC algorithm, 50 cells and $N \Delta \hat{t} = 0.5$ are applied instead. Figure 10 illustrates the difference in the decay of relative error $\varepsilon$. The discrepancy in convergence history between the two methods appears when $Kn = 0.1$, where GSIS-LVDSMC converges faster than LVDSMC by around $10^6$ iteration steps. When $Kn = 0.01$, LVDSMC needs about 10 times of the number of time steps than GSIS-LVDSMC to reach the same relative error.
Besides, the fluctuation of LVDSMC is much more significant, although the number of simulation particles in each cell is 7 times than that in GSIS-LVDSMC. Figure 11 shows the perturbed density and temperature at different time steps when $Kn = 0.01$. GSIS-LVDSMC provides accurate solutions, with little fluctuations, after $10^5$ time steps, which have less than 3% difference in heat flux compared to the reference solution. However, both the density and temperature from LVDSMC have significant fluctuations and discrepancies to the reference solutions, even $N_{\text{step,max}} = 10^7$ and 40 hours CPU time have been spent. In the slip flow regime, LVDSMC takes large number of time steps to make the influence from the walls pass through the entire bulk region, while the synthetic equations in GSIS-LVDSMC, because of its diffusion-type, help to pass the perturbation through the whole simulation domain immediately, thus boosting the convergence. Furthermore, the correction of macroscopic properties of the flow field also reduces fluctuations of the stochastic method, leading to a smaller sample size required in doing time-averaged sampling.

### Table 3

Parameters adopted in GSIS-LVDSMC and LVDSMC (values in parentheses) algorithms in the simulation of 1D Fourier flow

|                  | Slip flow | Transition flow |
|------------------|-----------|-----------------|
| $Kn$             | 0.01      | 0.1             | 1               | 10              |
| Number of cells ($N$) | 50 (300) | 50 (50)         |
| $N \times \Delta\tilde{t}$ | 0.5 (1.0) | 1.0 (1.0)       |
| Number of time steps in transition state | $1.25 \times 10^4$ | 2000 | 2000 | 2000 |
| Number of time steps in steady state | $7 \times 10^5$ | $10^6$ | $10^6$ | $10^6$ |
| CPU Time         | 82 s      | 240 s           | 97 s            | 201 s           |
| Number of particles | 300 (13000) | 160 (500) | 200 (330) | 600 (500) |
| Error relative to GSIS-DVM | 2.85% | 0.92% | 0.27% | 0.087% |
|                  | (8.81%)   | (0.32%)         | (0.34%)         | (0.032%)        |

**Fig. 10** Decay of the relative error $\varepsilon$ in steady state with the iteration step for planar Fourier flow obtained by GSIS-LVDSMC (blue lines) and LVDSMC (red lines).

(a) $Kn = 0.1$, (b) $kn = 0.01$
7 Conclusions

In summary, we have applied the GSIS to improve the computational efficiency of the LVDSMC method. The stability and fast convergence in all flow regimes of the proposed GSIS-LVDSMC method have been rigorously demonstrated by Fourier stability analysis. The accuracy of the coupling method is validated in the Poiseuille flow, thermal transpiration, and Fourier flow. The fast convergence of GSIS-LVDSMC is achieved by solving the synthetic macroscopic equations at each time step, which not only explicitly contain the exact constitutive relations for shear stress and heat flux extracted from LVDSMC, but also asymptotically preserve the NSF limit. The former feature guarantees the algorithm’s accuracy in all flow regimes, since the rarefaction effects are captured by high-order terms of the constitutive relations extracted from LVDSMC, the latter removes the constraints on spatial cell size and time step (if the non-uniform grids with finer grids near the boundary are applied, the expected results can be obtained by applying fewer computational cells in the bulk region). With the coupling of synthetic equations, the velocity distribution of particles is adjusted according to the solutions and thus approaches the steady state quickly. Therefore, the number of time steps required in the transition state is significantly reduced when the Knudsen number is small. Meanwhile, the sampling fluctuations are found to be much smaller in GSIS-LVDSMC when the Knudsen number is lower than 0.1, thus its efficiency is further improved.

Theoretically speaking, with small modifications, the essential idea of GSIS-LVDSMC coupling algorithm should be able to improve the computational efficiency of the conventional DSMC method in the near-continuum regime, which will have a much wider application scope than the low-variance version. We expect the essential idea in this scheme can be extended to efficiently and accurately solve the DSMC for multiscale hypersonic flows with chemical reactions, which has strong applications in space exploration.
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