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ABSTRACT

Many social sciences such as psychology and economics try to learn the behaviour of complex agents such as humans, organisations and countries. The current statistical methods used for learning this behaviour try to infer generally valid behaviour, but can only learn from one type of study at a time. Furthermore, only data from carefully designed studies can be used, as the phenomenon of interest has to be isolated and confounding factors accounted for. These restrictions limit the robustness and accuracy of insights that can be gained from social/economic systems. Here we present the online platform TreeOfKnowledge which implements a new methodology specifically designed for learning complex behaviours from complex systems: agent-based behaviour learning. With agent-based behaviour learning it is possible to gain more accurate and robust insights as it does not have the restriction of conventional statistics. It learns agent behaviour from many heterogenous datasets and can learn from these datasets even if the phenomenon of interest is not directly observed, but appears deep within complex systems. This new methodology shows how the internet and advances in computational power allow for more accurate and powerful mathematical models.
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1 Introduction

Social and economic systems often involve multiple interacting agents (such as people, organisations or countries). Such systems can display very complex behaviours such as emergence, evolution, historicity, out-of-equilibrium dynamics and indeterminacy [1,2,3].

Macroscopic models that view the system as a whole cannot capture such behaviour. Instead of considering the behaviour of individual agents, macroscopic models try to find functions that describe the overall behaviour of a uniform mass of agents. For this simplification, strong assumptions have to be made which also have been criticized [4,5,6].

These considerations have led to the increasing popularity of agent-based modelling in fields such as economics [7,8], sociology [9], psychology [10], anthropology [11], geography [12], ecology [13], biology [14], medicine [15], and manufacturing [16]. Agent-based modelling is the approach of simulating a system on the microscopic level. It is able to capture all the complex behaviour and interactions of a system by simulating the evolution of the individual agents over time. How the agents behave and interact is manually defined by a set of rules or by computer code. The problem therefore lies in knowing the correct behaviour rules. In general, the correct behaviour rules are not known and modellers establish these rules mostly through common sense and guesswork [17,18]. Agent-based models are
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therefore rarely exact enough to be used for making quantitative predictions. These simplified representations of reality are instead used for investigating what microscopic mechanisms give rise to certain macroscopic patterns [19,20].

In investigating what basic mechanisms can create macroscopic phenomena is valuable, but we are interested in accurately modelling these complex economic/social systems. Is there any way of improving our knowledge of the rules that govern the behaviour of humans and other agents? Fields like psychology have been learning about human behaviour for centuries. The statistical methods they use are however not well adapted for learning the behaviour of these complex agents. The goal is to learn generally valid behaviour, but the statistical methods can only analyse a single dataset from a single study. And meta-analyses can only combine insights from very similar studies [21,22]. Furthermore, much care in the study design has to be taken to isolate a single phenomenon and avoid confounding factors [23,24].

In this paper we present agent-based behaviour learning, a new methodology specialized on learning the behaviour of complex agents in complex systems. It uses agent-based modelling to learn and validate agent behaviours in any number of situations and with any number of complex datasets. This paper describes how agent-based behaviour learning was implemented in the online data analysis platform TreeOfKnowledge. We show how this platform combines the insights from many models and many users to make an increasingly accurate and complete model of social and economic systems. In the final discussion, we compare agent-based behaviour learning to the existing methods in statistics and machine learning and show how it can gain significantly more robust and more accurate insights. Further technical details are presented in the appendix.

2 Agent-based behaviour learning

2.1 Verifying agent behaviour

Suppose we already knew the correct behaviour rules for agents, then we could model any scenario with these agents and they would behave correctly.

We can verify if an agent is behaving correctly in a specific scenario with the following consideration: Every dataset contains real-world observations from a specific setting/scenario. An accurate agent-based model of this scenario should reproduce the same values as were observed in the real-world. I.e., if we managed to make an accurate model of such a scenario, we can say that the agents’ behaviours are correct in this scenario.

To verify an agents’ behaviour in many scenarios, we need many datasets. For each of these datasets we model the scenario it was captured in using the same agents. We know that the agents behave correctly in all of these scenarios if all of the models reproduce the same values as their dataset i.e. as was observed in the real-world.

2.2 Tree of Knowledge

We will illustrate how agent-based behaviour learning works in practice with the example of the online platform TreeOfKnowledge (www.treeofknowledge.ai).

Users can upload datasets to TreeOfKnowledge and model the scenario in which the dataset was captured. All users build their models using the same agents, which come from a central repository. Should an agent not yet exist in this central repository, users can add it. For technical details about the agents, see Appendix A.

Users can also modify and extend the behaviour of agents and have these changes automatically fitted to and tested on all models from all users. Like this the agent behaviour is accurately learned from many different models and many different heterogenous datasets simultaneously.

2.3 Model building

Let’s illustrate the model building with a use case example:

The human agents in TreeOfKnowledge’s central repository already have several rules on happiness, but there is no rule that considers the influence of someone’s hunger level on their happiness. We however suspect, that hunger could play a role. To test this, we create a new rule which says that “if someone’s hunger-level exceeds 4, then their happiness is reduced by X”. This rule uses the attributes hunger and happiness, which previous users had defined as continuous values between 0 and 10, and X which we define to be between -10 and 10. We would like to learn the unknown parameter X and find out if the new rule improves model accuracy.

We remember that we have some data that could help us fit and evaluate the new behaviour rule. The data is from a study where participants were asked to specify their hunger-level (amongst other things) and then given some task; the participants’ engagement with the task was then also captured in the data. We upload this data to Tree of Knowledge
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and model the study scenario by drag-and-dropping agents into the simulation, and connecting them with arrows – see Figure 1. Next, we specify that we want to fit and evaluate the new rule and click run. The rule learning happens completely automatically. At the end we are shown a probability distribution for the parameter X and a score which indicates if the model improved with the new rule.

But how could a study on engagement allow us to learn this new happiness rule? The participants’ happiness was not even captured in this study!

One strength of using agent-based models is that a behaviour rule can be learned even if it only plays an indirect role or if there are opposing/self-enforcing mechanisms at play. In our example other users had previously made rules for how someone’s happiness influences their engagement with a task. This indirect connection from hunger to happiness to engagement allows us to nevertheless learn the new rule. For further details on behaviour rules, see Appendix B.

2.4 Likelihood-free Bayesian inference

As mentioned previously the rule learning consists of two steps: fitting rules and scoring the performance of the fitted rules. The rule fitting learns the unknown parameters of the rules with the formalism of likelihood-free Bayesian inference.

Likelihood-free Bayesian inference is used in various fields such as evolutionary biology [25, 26], epidemiology [27, 28] and systems biology [29, 30] for learning model parameters of generative models, such as agent-based models. This framework learns the model parameters by running many simulations - each with different parameter settings - and checking for which parameter settings the simulation was the most accurate [31]. The technical details on how we determine the accuracy of a model are given in Appendix C.

Unlike most optimisation methods, likelihood-free Bayesian inference does not return a single, best-performing parameter value. Instead it returns a probability distribution. If, for example, the system is learning the unknown parameter X - a value we defined to be between -10 and 10, then the result is a probability distribution over that range. This probability distribution contains information about both the best performing (most likely) happiness-decrease value X – the maximum of the distribution – as well as the uncertainty we have for this value – the width of the distribution.

Due the rigorous Bayesian formalism, the learned probability distributions exactly capture the uncertainty of the parameters due to lack of data or non-conclusive data [32]. As some parameters might affect each other, the user has to choose which parameters are learned together.
2.5 Learning from multiple models/datasets

We can however do much better! Instead of learning a parameter from one dataset and corresponding model, it can be learned from many!

Usually, a user uploads data to TreeOfKnowledge because they are interested in learning about the real-world system that generated this data. Therefore, often their next step is to model the the system/scenario that generated the data. Over time, users will have uploaded and modelled many different datasets involving one or multiple humans. In each of these models the human agent(s) are in a different scenario e.g. one user uploaded and modelled data from an observational study that observed the purchasing decisions of pedestrians in Tokyo, another user uploaded and modelled data from a study that observed students’ retention of information.

We could imagine that in all of these scenarios someone’s hunger might have a role on their happiness. TreeOfKnowledge can automatically test this by re-running all of the models, this time however, with the human agent(s) having the additional happiness rule we just created. For each of these models/scenarios we observe if the addition of our new rule improves its performance score or not. These individual scores are then combined to an overall score. The calculation of performance scores is described in Appendix C.

2.5.1 Robustness

This ability to test microscopic behaviour in many different scenarios is unique to agent-based behaviour learning and is probably its most powerful feature. By testing a behaviour in increasingly many different scenarios we can become increasingly certain of its general validity. We hope that over time, the TreeOfKnowledge users will figure out the set of agent behaviours that performs best in all scenarios. Having been tested in all these scenarios, we can then claim these results to be very robust.

2.5.2 Accuracy

Before a rule is tested it is first fit to the data i.e. all unknown parameters are learned. In section 2.4 we saw how likelihood-free Bayesian inference is used to learn the probability distribution for an unknown parameter. This probability distributions captures the exact knowledge and uncertainty of the model and data on which it was learned.

We can go one step further and learn the probability distribution on all models. We can for instance learn a probability distribution for the unknown parameter X (the decrease in happiness from being hungry) from each model involving one or multiple humans. Using Equation 1 we can combine then combine these probability distributions to an overall probability distribution for X.

\[
P(H|E_1, E_2, \ldots, E_n) = \frac{P(E_1|H)}{P(E_1)} \times \frac{P(E_2|H)}{P(E_2)} \times \ldots \times \frac{P(E_n|H)}{P(E_n)}
\]

This overall distribution accurately combines the learnings from the all of the probability distributions. The knowledge and uncertainty of the overall distribution captures the exact knowledge and uncertainty we get from considering all the models and data.

The probability distribution of X might be flat (i.e. uninformative) for an individual model and data. E.g. if, for this model, happiness does not have a big effect on the measured outcomes or if the data is not very conclusive. By combining the probability distributions from many models, we however also combine the learnings from these models. The overall distribution is therefore often much more informative and accurate - see Figure 2.

By exactly capturing the learnings from many different datasets, studies and settings, the overall probability distributions are significantly more robust and accurate than is possible with conventional statistics.

2.6 Making predictions

The accurate probability distributions can then be used to make accurate predictions.

In TreeOfKnowledge predictions are made by specifying a scenario and running a simulation to see how this scenario unfolds. The probabilistic/Monte-Carlo simulation uses the latest probability distributions for the rule parameters and accurately propagates their uncertainties through the simulation. The simulation results are themselves probability distributions that accurately reflect our uncertainty in the outcome given our present knowledge of the world.

We expect that predictions become more precise as users add and model datasets.
2.7 World views

In TreeOfKnowledge the full set of all behaviour rules for all agents is called a ‘world view’. If you believe that some behaviour is governed by other rules, you may create a new world view by copying an existing world view and then replacing or adding rules. After the parameters of a world view have been learned, the world view automatically gets a score for how well it matches reality i.e. how well it scores on all models. Users may choose freely which world view they would like to use for modelling their system.

3 Discussion

3.1 Rigorous framework for reasoning

Agent-based behaviour learning provides a rigorous framework for reasoning about our complex and uncertain world. Predictions are mathematically derived from a world view (i.e. a set of behaviour rules) and the uploaded data. People questioning predictions can either change the world view or upload new data, but must otherwise accept them as true.

3.2 Comparison with existing methods

There are various fields that deal with learning the behaviour rules of complex agents such as humans. These fields include: psychology, behavioural economics, ecology, etc. The most used method in these fields is hypothesis testing, however many other statistical methods also get used.

3.2.1 Easy to use and interpret

Statistics and machine learning methods/models generally require knowledge of the respective field to use and interpret them correctly. Many are very hard to interpret even for domain experts, as they learn very high-dimensional patterns/relationships. For TreeOfKnowledge, great attention was paid to making it as intuitive and easy to use as possible. Users only have to understand the rules and probability distributions. Also, the models can easily be inspected – an interface allows you to watch how a simulation unfolds.

3.2.2 Collaborative

When users in Tree of Knowledge create a new model or add new behaviours to an agent, they are simultaneously also contributing to a big model which grows in scope and accuracy. Collaborative model building is very rare in statistics and machine learning.

3.2.3 Learning complex behaviours

Most of statistics and machine learning can only analyse directly observed behaviour. In psychology therefore much work goes into designing experiments that isolate a single behaviour and avoid confounding factors as much as possible. This is a very difficult thing to do, because in our complex world everything is interacting. Agent-based learning on
the other hand can learn from any dataset. It learns the parameters of a rule even if it plays a very indirect role (e.g., it changes a not-observed property) or if the behaviour is obscured by opposing or self-enforcing mechanisms. Only probabilistic programming models can do this and they require a lot of programming to set up.

3.2.4 Rigorous and accurate

The goal of most statistical analyses is to gain generally valid insights. All methods/models in statistics and machine learning, however, learn from only one single dataset measured in one specific setting. Meta statistics improves this situation by allowing insights from similar studies to be combined. The problem of limited settings however remains and meta statistics is not mathematically rigorous as it requires hand-picked weights. Agent-based behaviour learning on the other hand provides a rigorous framework for combining learnings from any number of heterogeneous datasets observed in any setting. It is very powerful to test a rule in many different scenarios and validate it using many different datasets!

3.3 Outlook

We believe that agent-based behaviour learning allows social sciences to get a better understanding of the complex systems we live in. We are convinced the insights and predictions made with it are significantly more rigorous and accurate than what has been possible before. We would like to invite any researcher to try the alpha version at www.treeofknowledge.ai It shows the framework, but still needs data and models.
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Figure 3: Formal Ontology of agent types

Sorting agents into such an ontological tree allows the behaviour of the more general agent types to be learned from a wide variety of datasets. This tree will grow as users add new agent types to TreeOfKnowledge.

A Agent types and agents

TreeOfKnowledge has a central repository of agent types, which users use to model their systems of interest. These agent types are sorted into a formal ontology/taxonomic tree – see Figure 3. If an agent type is missing from the central repository, users may add it. In theory you could make an agent type for any object/concept that you could use as the noun of a sentence.

An agent (e.g., Alice) is an instantiation/grounding of an agent type (e.g., Politician). Every agent has attributes (e.g., age, height) and relations to other agents (e.g., ‘is born in country X’, ‘is married to Y’). The list of attributes and relations an agent type is inherited from its parents in the formal ontology - see Figure 3. Where required, users can also create additional attributes or relations.

During a simulation the attributes and relations of the simulated agents change over time. How they change is specified by a set of behaviour rules. The set of behaviour rules of an agent is also inherited from its parents in the formal ontology. This allows general rules (e.g., those used to simulate the metabolism of an animal) to be learned from a wide range of datasets and more specific rules (e.g., relating to a politician changing party affiliation) to be only learned on the relevant datasets.

B Behaviour Rules

TreeOfKnowledge uses behaviour rules to specify agent behaviour. Many other agent-based modelling tools use programmed code [33]. We believe that rules have the advantages of being more modular/extensible and of being easier to understand by a wide audience.

The rules are manually created by users. The system, however, learns which of these rules is indeed correct and learns all unknown parameters and rule probabilities. It would be possible to have entirely machine-learned rules, but man-made rules are significantly more legible, usually have gone through a basic sense check and do not overfit to the data.

Any type of rule or mathematical expression can be expressed as behaviour rule, including logic-expressions, differential equations, calculations, string transformations, etc. Additionally, behaviour rules can be:

- Probabilistic or certain.
- Have unknown parameters or not.
- Have an if-condition or not.
Figure 4: Screenshot from the rule-inspection window in TreeOfKnowledge
The left side shows the list of the rules affecting a Study Participant’s happiness. The tick for the third rule indicates that its probability will be learned. If you click on one of these rules, the details of the rule are displayed on the right (here the third rule was clicked).

Some examples:
In section 2.3 of this paper the following rule is mentioned: “if someone’s hunger-level exceeds 4, then their happiness is reduced by X”. Written in TreeOfKnowledge’s notation this is “IF [Hunger] > 4 THEN [Happiness] = [Happiness] - X” – see Figure 4. This is a certain rule (i.e., non-probabilistic), but has the unknown parameter X, which will be learned by the system.

Another rule affecting someone’s happiness might be “IF [lives in household].[Is in dept] == True THEN [Happiness] = [Happiness] - Y”. This reads as “if the household someone lives in is in dept, then their happiness will be reduced by Y”. As we are not at all sure if this rule is correct, we decide to make it a probabilistic rule i.e., if its condition is fulfilled it will still only be executed with a certain probability. For this rule the system now has two parameters to learn: Y and the rule probability.

Also, the above rule contains an example of the use of an attribute from a related agent. [lives in household].[Is in dept] refers to the attribute [Is in dept] of the household that is connected to the person with the relation [lives in household]. In general, an agent’s behaviour rules can use the attributes of any agent that are up to three relations away.

Other rules might be physics formulas or known transformations such as “[Height (meters)] = 3.281 * [Height (feet)]”. These formulas usually are certain rules (non-probabilistic), don’t have any if-condition and also don’t have any unknown parameters. We know of no type of specific knowledge that could not be entered into TreeOfKnowledge either as rule or as datapoint.

C Model Scoring

Agent-based behaviour learning depends on users uploading datasets to TreeOfKnowledge and modelling the scenario/setting in which the dataset was observed. In this section we describe how a model’s performance is evaluated by comparing simulation results to the real-world data.

For any model, the system can automatically calculate the model’s performance score by comparing the simulated values to the real observations from the real world. Section 2.4 describes how this score is used both for likelihood-free Bayesian inference of parameters and for determining if a rule improves a model’s performance.
To see how TreeOfKnowledge calculates this score, we will look at a simple model that contains only one agent – Sri Lanka. This model simulates Sri Lanka for the years 2010–2017 using timesteps of one year. As we can see in Figure 5, the simulation scoring is done in 4 steps:

1. **Retrieve correct data from the knowledge base**
   As we uploaded data from the real system (here: facts about Sri Lanka) to TreeOfKnowledge, this data was automatically integrated with previously uploaded facts about Sri Lanka in TreeOfKnowledge’s knowledge base. In the first step, all relevant facts about Sri Lanka are retrieved from the knowledge base and combined to a timeline.

2. **Run simulation**
   In the second step, the first values from each of Sri Lanka’s attributes (here: GDP, Population and ISO code) is used to initialize a simulation. Then the simulation is run by executing the behaviour rules for every timestep.

3. **Compare the simulated values to the correct values**
   Where possible, the simulated values are compared to the correct values from the knowledge base. The score for this simulation is the average score from the individual value-comparisons.

4. **Repeat**
   The simulations are usually probabilistic, which means that they unfold differently every time. To account for this, the simulation is run many times to calculate an average score.

   Also, if a model involves a more general agent type, say ‘country’ instead of ‘Sri Lanka’, then the model will be evaluated at least once for every country found in the knowledge base.

Figure 5: This diagram illustrates how the model scoring works for a model with the single agent Sri Lanka.