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ABSTRACT

Recently, one-stage visual grounders attract high attention due to their comparable accuracy but significantly higher efficiency than two-stage grounders. However, inter-object relationship modeling has not been well studied for one-stage grounders. Inter-object relationship modeling, though important, is not necessarily performed among all objects, as only part of them are related to the text query and may confuse the model. We call these objects "suspected objects". However, exploring their relationships in the one-stage paradigm is non-trivial because: (1) no object proposals are available as the basis on which to select suspected objects and perform relationship modeling; (2) suspected objects are more confusing than others, as they may share similar semantics, be entangled with certain relationships, etc. and thereby more easily mislead the model’s prediction. Toward this end, we propose a Suspected Object Transformation mechanism (SOT), which can be seamlessly integrated into existing CNN and Transformer-based one-stage visual grounders to encourage the target object selection among the suspected ones. Suspected objects are dynamically discovered from a learned activation map adapted to the model’s current discrimination ability during training. Afterward, on top of suspected objects, a Keyword-Aware Discrimination module (KAD) and an Exploration by Random Connection strategy (ERC) are concurrently proposed to help the model rethink its initial prediction. On the one hand, KAD leverages keywords contributing high to suspected object discrimination. On the other hand, ERC allows the model to seek the correct object instead of being trapped in a situation that always exploits the current false prediction. Extensive experiments demonstrate the effectiveness of our proposed method.
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1 INTRODUCTION

The Visual Grounding (VG) task [5, 12, 23, 26, 29, 35, 36, 41, 51, 52, 57] aims to detect the specific entity in an image referred by a given referring expression. As such, VG can facilitate users to freely manipulate detection results by the text, which has widespread application prospects in interactive image-editing [3, 34], cross-modal retrieval [40, 59], and so on. The most straightforward approach is a two-stage paradigm [11, 26, 29, 46, 49, 50, 55], where several region proposals are first extracted with an off-the-shelf detector and serve as candidates for the subsequent ranking region-expression pairs. However, such a two-stage paradigm is deficient in two aspects: (i) Region proposals generation brings huge computation cost; (ii) Generated proposals only reflect the confidence of the language-agnostic object detector, thus resulting in missing referred objects. To tackle the above problems, the one-stage visual grounding paradigm [2, 5, 12, 22, 51, 52, 60] has gained great interest in recent years. Motivated by the one-stage detectors [27, 37, 42], one-stage grounding approaches [2, 52, 60] fuses text query embedding with visual features densely at all spatial locations, and directly make the prediction. Such a pipeline gets rid of the heavy region proposal generation in a two-stage pipeline, and thereby avoids valuable regions being filtered [52].
enjoying the benefits of several off-the-shelf two-stage object detectors [8, 38], candidate instances in the image are well-extracted, and their relations as edges to benefit learning the correspondence among objects inside all labeled bounding boxes is beneficial for building accurate cross-modal correspondence, however, not all objects are worth being equally treated, as only the objects (i.e., men and a woman) inside red bounding boxes are related to the text query “guy holding the girl”. We call these objects as "suspected objects" in this paper. Compared with other objects, relationships between these suspected objects should be further investigated to identify more distinctive clues for the correct grounding.

Several two-stage methods [1, 29, 46, 49, 50] have studied the inter-object relationship modeling problem. They share the idea of constructing a graph with object proposals denoted as nodes and their relations as edges to benefit learning the correspondence between objects and the referring sentence. Among them, LGran [46] considers intra-class and inter-class relationships for edge representations. SGMN [50] makes the fine-grained classification on each edge according to relative distance, relative angle, and Intersection-over-Union of the connected object proposals. RefNMS [1] improves the quality of graph nodes by measuring the relevance between each region candidate and the referring sentence when performing the NMS. Though effective enough, such graphs are designed inherently for two-stage methods, requiring object proposals to be extracted as nodes at the first stage. Since the key improvement of the one-stage paradigm lies in getting rid of the problematic region proposal generation process, the graph design in two-stage methods cannot be directly transferred to the one-stage framework [2, 5, 12, 52]. The most straightforward way to realize inter-object communication in the one-stage grounding paradigm is to enlarge the receptive field via conventional non-local [47] operation, deformable convolution [4], etc. Nevertheless, such methods conduct exhaustive message passing for every grid, which is redundant and may even introduce noise from cluttered background and objects irrelevant to the text query, thus hurting the model’s performance as illustrated in Table.3. In this paper, aiming at concise and effective inter-object relationships modeling under the umbrella of one-stage visual grounding, we propose a novel Suspected Object Transformation mechanism (SOT), which dynamically discovers suspected objects relevant to the text query and gradually disambiguates the referred one from them.

The primary problem is how to discover suspected objects while preserving the complete scene for further exploration. Fortunately, we observe that even a naive one-stage grounder can pay high attention to only a limited number of objects after training a few epochs as shown in Fig.1(b). Meanwhile, these objects are highly consistent with the suspected objects labeled by red bounding boxes in Fig.1(a). Hence, suspected objects can be selected according to the one-stage grounder’s initial confidence. It is worth mentioning that unlike the fixed region proposals in the two-stage methods [29, 46, 49], the selected suspected objects can dynamically evolve and finally converge to the correct object during training as illustrated in Fig.2, demonstrating the progressively enhanced suspected object selection ability of the proposed SOT. However, the model’s initial confidence can be unreliable, as these suspected objects are inherently more confusing than others. As shown in Fig.1, they may share similar semantics (several men can correspond to the “guy” referred in the expression), entangled within a relationship (the relation “holding” binds the guy and girl), etc. Therefore, aiming to help the model rethink its initial selection, we propose a Keyword-Aware Discrimination module (KAD) and an Exploration by Random Connection strategy (ERC) within the SOT. On the one hand, KAD leverages linguistic keywords contributing high to suspected objects discrimination. On the other hand, ERC allows the model to seek the correct object instead of being trapped in a situation that always exploits the current false prediction.

In summary, our contributions lie in the following threefold. (1) We explore the inter-object relationships under the umbrella of the one-stage visual grounding framework and propose a Suspected Object Transformation mechanism (SOT) to disambiguate the referred object from multiple suspected objects. (2) A novel Keyword-Aware Discrimination (KAD) module, as well as an Exploration by Random Connection strategy (ERC), are proposed within SOT to facilitate language-guided suspected object discrimination and correct object exploration, respectively. (3) Extensive experimental results on prevalent visual grounding benchmarks demonstrate the effectiveness of our method.

## 2 RELATED WORK

### 2.1 Two-stage Visual Grounding

Enjoying the benefits of several off-the-shelf two-stage object detectors [8, 38], candidate instances in the image are well-extracted,
and therefore existing two-stage visual grounding approaches [11, 26, 29, 46, 49, 50, 55] mainly make efforts on devising effective matching mechanism between each candidate and referring expression. In the early years, Hu et al. [11] synthesized global context, local descriptor as well as spatial configuration for candidates when scoring with text queries, while Yu et al. [55] measures visual differences between multiple candidates. Furthermore, inspired by the success of graph neural networks [17, 44], various works exploit attributes and relationships of objects [46], cross-modal interactions [29], reasoning techniques [13, 29, 21, 49], etc. based on a graph-structured framework. However, the above modeling over-simplifies the composite nature of language into a holistic sentence embedding or a rough subject-predicate object triplet. To this end, Liu [26] et al. designs a neural modular tree network to ground each language composite into an image along the dependency parser tree of the sentence. Similarly, Yang et al. [50] parse the sentence into a language scene graph and conduct structured reasoning. Recently, reasoning through interaction with large language models [19] has become a trend in this field.

2.2 One-stage Visual Grounding.

Recently, the one-stage visual grounding has gained great interest, as it solves two limitations of the two-stage paradigm, i.e., the performance cap caused by inaccurate object proposals results, and the long inference time caused by heavy computation in generating object proposals. Instead of extracting all candidate objects in the image, one-stage grounding approaches [2, 5, 12, 22, 51, 52] formulate the whole grounding process in an end-to-end manner. As the pioneer works, SSG [2] and FAQA [52] densely fuse the sentence feature with image features at every locations, and directly make the final prediction. Later, RCCF [22] proposes a cross-modal correlation filter mechanism to select the peak response area as prediction results. Afterward, researchers further make efforts in modeling visual inter-object relations and linguistic contexts. To promote region interactions, the LBYLNet [12] investigates an efficient landmark convolution. Moreover, considering the composite nature of language, ReSC [51] recursively generates sub-queries from sentences to interact with visual features for multiple rounds. Recently, Transformer-based grounders [5, 18] have proposed for fine-grained vision-language communication. Among them, Seq-TR [60] re-formulates the prediction as a points sequence regression process, which effectively addresses a wide range of tasks, including visual grounding and referring image segmentation [14]. Although effective, these methods treat each patch equally without explicitly excavating object-level relationships.

3 METHOD

Generally, a one-stage visual grounder consists of a multi-modal encoder and a target decoder, where the former extract uni-modal features and interact them to generate multi-modal ones, and the latter decodes the multi-modal features to generate predictions. To explicitly present the complete workflow of a one-stage grounder with our Suspected Object Transformation (SOT) mechanism, we take the CNN-based grounder as an example in the following. And combining our SOT with Transformer-based grounders will be briefly introduced in Sec.3.4.

As shown in Fig.3, we insert the SOT between the multi-modal encoder and the target decoder. With the features obtained from the multi-modal encoder, SOT can dynamically identify the suspected objects and explore their relationships. Afterward, the resulting suspected object features together with the multimodal features are consumed by the target decoder for the final prediction.

Figure 3: The overall framework of our proposed Suspected Object Transformation (SOT) module with a CNN-based one-stage grounder. The visual and textual features are first extracted and interacted in the multi-modal encoder to generate multi-modal features, which are then fed into SOT to select multiple suspected objects. These suspected objects features are updated by re-evaluating their relations to keywords and exploring their inter-relations to identify more distinctive clues for distinguishing the referred one from them. Finally, the updated suspected object features are aggregated with the multi-modal features and make the final prediction. To keep the picture concise, we only illustrate the situation when \( K \) equals 3. "⊗" represents the outer product.
3.1 Multi-modal Encoder
As shown in Fig.3, the multi-modal takes an image and a text query as inputs. The sentence feature $f^s$ and word features $\{w_n\}_{n=1}^N$ (N is the sentence length) are extracted with an LSTM [9] or a BERT [6] encoder. Multi-level visual features of the image are extracted with a DarkNet-53 [24] backbone, and then mapped to the same channel dimension using a 1×1 convolution. And each level of visual features are concatenated with an 8-D coordinate map to generate position-aware visual features $X^l \in \mathbb{R}^{H_l \times W_l \times D_{un}}$, where $H_l$ and $W_l$ are the height and width dimension of l-th level of visual feature ($l = \{3, 4, 5\}$ in our implementation). Afterward, FiLM [32] is used to modulate $X^l$ with the sentence feature $f^s$ as:

$$M^l = \text{FiLM}(X^l, f^s) = \text{FC}_l^v(f^s) \odot X^l \oplus \text{FC}_l^d(f^s)$$

(1)

where $\text{FC}_l^v(\cdot)$ and $\text{FC}_l^d(\cdot)$ are two fully-connected layers. “$\odot$” and “$\oplus$” represent element-wise multiplication and addition operations with broadcasting, respectively. Through the FiLM operation, grid features at different locations in multi-modal feature $M^l$ are adaptively activated as the response to the text query. Different levels of multi-modal features $M^3, M^4, M^5$ are then served as inputs for SOT.

3.2 Suspected Object Transformation
As the core component of our method, SOT is responsible for selecting the suspected objects and updating their feature representations, so as to facilitate the model to rethink and gradually correct its selection. As illustrated in Fig.3, the whole SOT consists of four stages. In the first stage, we select several grids with high activation scores based on multi-modal features $M^3, M^4, M^5$, and regard them as the suspected regions. In the second stage, these suspected regions are discriminated by re-evaluating their relations to keywords. Subsequently, in the third stage, the activation scores corresponding to these suspected regions are adjusted by exploring new connection strengths to learn more comprehensive intra-object relations. Finally, the updated suspected objects and their relations are communicated with a simple transformer block.

3.2.1 Suspected Regions Discovery. Considering that no off-the-shelf object candidates are available in one-stage VG, we first identify the regions with suspected objects on which inter-object relationships are expected to be built. Multi-modal feature $M^l$ shows the relevance to the text query in each visual grid. Hence, to facilitate the subsequent efficient computation, a low-dimensional textual activation map $C^l \in \mathbb{R}^{H_l \times W_l \times 1}$ is produced by dimension reduction with a simple convolution layer:

$$C^l = \text{ReLU}(\text{Conv}(M^l)).$$

(2)

To discover suspected objects with different sizes, we integrate $C^l$ from different scales (i.e., $C_3, C_4, C_5$) to obtain the multi-scale activation map $\overline{C}$ with average operation. The assembled multi-modal feature $\overline{M}$ is also generated in a similar way:

$$\overline{M} = \frac{1}{3} \sum_{l=3}^{5} M^l, \quad \overline{C} = \frac{1}{3} \sum_{l=3}^{5} C^l.$$  

(3)

where we omit the upsample and downsample operations on $M^3$ and $M^5$.

Based on the obtained multi-modal feature $\overline{M}$ and activation map $\overline{C}$, we choose $K (K=6$ in our implementation) grid features from $\overline{M}$ with the largest intensities in $\overline{C}$ as the suspected regions. We denote the kth largest activation score as $\alpha_k$, and the corresponding grid feature (i.e., suspected region) as $r_k$. By dynamically selecting $K$ most intensively activated grid features $\{r_k\}_{k=1}^K$ at each training epoch, the selected grids of SOT accordingly evolve along with the training proceeds, such that the model can gradually focus on the most confusing suspected objects to facilitate the correct prediction.

3.2.2 Keyword-aware Discrimination. As illustrated in Fig.1, the suspected objects (e.g., the guy, girl, and sitting man) are usually visually similar and require informative keywords (e.g., holding) in the text query to be further distinguished. Inspired by this, we propose a cross-modal attention module to learn the importance of each word in the referred object discrimination and assemble word representations weighted by the importance scores to modulate the suspected regions $r_k$ as shown in Fig.4.

Instead of directly utilizing grid features to interact with word features, we first incorporate context information from the neighboring regions for every suspected region $r_k$ to effectively learn the representation for objects with different sizes. We apply 3x3 dilated convolution [53] with dilation rate $s$ to aggregate richer object information for every $r_k$, and obtain corresponding context-aware suspected region features $\{r_k^c\}_{k=1}^K$ accordingly:

$$r_k^c = \sum_u \left( w_u g_u \right), \quad \forall u \in N^s(r_k),$$

(4)

where $N^s(r_k)$ is the neighborhood of $r_k$ (including the $r_k$) when dilation rate is $s$, and $g_u$ is a grid feature in this neighborhood. Afterward, $\{r_k^c\}_{k=1}^K$ are averaged and matched with every word feature $w_n$ to generate the importance score $\delta_n^s$:

$$\text{Pr} = \frac{1}{K} \sum_{k=1}^{K} r_k^c, \quad \delta_n^s = \frac{\exp(\text{Pr} \cdot w_n)}{\sum_{m=1}^{N} \exp(\text{Pr} \cdot w_m)},$$

(5)
Figure 5: The influence of our proposed exploration by random connection strategy (ERC) to suspected object selection evolution process. The red and orange bounding boxes represent the ground-truth and model prediction results, respectively. (a) Without the ERC, the second false judgment is passed on and accumulated with training proceeds, demonstrating the error remaining problem. (b) With the ERC, inter-object relation strengths are decoupled from model judgment confidence, and therefore prevent the wrong judgment from affecting the later decision, which finally yields the correct grounding results.

where “$\cdot$” denotes the dot product. Then we calculate a keyword-aware textual representation $q^\ell$ with a weighted combination of word features, where the word with higher importance score $\delta^\ell_n$ contributes more in constructing $q^\ell$. Next, the region feature $r_k$ is first modulated by the keyword-aware textual representation $q^\ell$ with the FiLM module, and then aggregated to generate the corresponding suspected object feature $v_k$. The above operations can be formulated as:

$$q^\ell = \sum_{n=1}^N \delta^\ell_n \odot w_n, \quad v_k = \frac{1}{|S|} \sum_{x} \text{FiLM}(r_k^\ell, q^\ell), \quad \forall S \in S,$$

where $S$ is the collection of values for the dilation rate ($S=\{1, 6, 12\}$ in our implementation). We denote the set of suspected objects feature representations as $V = \{v_k\}_{k=1}^K$.

### 3.2.3 Exploration by Random Connection

With $K$ activation scores $\{a_k\}_{k=1}^K$ as inputs, a straightforward way to represent the relation $e_{ij}$ between suspected objects $v_i$ and $v_j$ can be defined following the query and key calculation in the Transformer [43]:

$$e_{ij} = a_i \odot a_j.$$  

However, the above relation calculation strategy imposes high connection strength between the suspected objects with high activation scores. In this way, an incorrect object with high activation would have a higher impact after inter-object message passing. Hence, if the initial incorrect objects obtain high activation scores, the model is easily trapped in a situation that always exploits the current false object selection as shown in Fig.5 (a), deviating from the goal of the object selection rethinking and correction.

To balance between trusting the model’s initial judgment and preventing the aforementioned error remaining problem, we propose an exploration by random connection strategy to moderately decouple the relation strength from suspected object activations. Specifically, motivated by the data augmentation technique in BERT [6] that replaces a certain token with another random token 10% of the time, we remain $a_k$ unchanged with the probability $p$ ($p = 0.5$ in our implementation), and uniformly sample a substitution from other $a$ values. We denote $a'_k$ as the result of $a_k$ processed with exploration by random connection, and $e_{ij}$ can be reformulated by replacing $a_j$ with $a'_j$ in Eq.(7) accordingly:

$$e_{ij} = a_i \odot a'_j.$$  

As such, the set of explored inter-object relations are obtained, which is formulated as $E = \{e_{ij}\}_{i,j=1}^K$. Then, we further modulate each suspected object representation by aggregating its neighboring ones with the explored relationships with a simple transformer block as:

$$\tilde{v}_k = \sum_{j \in \{1,2,...,K\}} e_{jk} \odot v_j,$$

### 3.3 Prediction

Carrying more distinctive clues of the referred object, the updated suspected object features $\{\tilde{v}_k\}_{k=1}^K$ are scattered to the corresponding positions of multi-modal features $M^3$, $M^4$ and $M^5$, and then fed into a prediction head for grounding the referred object.

### 3.4 SOT with Transformer

The main differences between Transformer-based and CNN-based one-stage grounders are the architecture of the multi-modal encoder and the prediction target in the target decoder. First, since the transformer block inherently enables the multi-modal interaction, the multi-modal encoder in transformer-based grounders consists of stacked transformer blocks, while CNN-based grounders require a deliberately designed operator to integrate multi-modal information, such as the FiLM module described in Eq(1). Second, transformer-based grounders adopt transformer decoder blocks to directly regress box coordinates in an auto-regressive manner, while CNN-based grounders predict the offsets between the anchor box and ground truth following the YOLO detector. Similar to the pipeline introduced in CNN-based grounder, we select SeqTR [60] as our transformer-based baseline, and insert the proposed SOT between its transformer encoder and target decoder. In the suspected regions discovery part, we only use the output of the last transformer encoder block. And the KAD and ERC are the same as introduced in Sec.3.2.2 and Sec.3.2.3.

### 4 EXPERIMENTS

**Datasets.** We conduct experiments on four benchmark datasets, namely ReFerrIt [15], ReFCOCO [55], ReFCOCO+ [55] and RefCOCOCog [31]. Referred entities in ReferrIt are selected from SAILPR-12 dataset [7], where the entities can be objects or stuff (e.g., sky). There are 54,127 / 5,842 / 60,103 referring expressions in “train” / “validation” / “test” set respectively. For ReFCOCO [55], ReFCOCO+ [55] and RefCOCOCog [31], the objects are selected from MSCOCO [25], hence in total there are which 80 object categories. Both RefFCOCO and RefFCOCO+ are split into “train”, “validation”, “testA” and “testB” set following [55]. Referred objects in “testA” are people, while those in
Table 1: Comparison with state-of-the-art methods on RefCOCO, RefCOCO+, RefCOCOg. "R-101", "R-50" and "D-53" represent "ResNet-101", "ResNet-50" and "DarkNet-53", respectively. In two-stage methods, we use * to indicate that this model uses ground-truth bounding boxes as input. In transformer-based methods, we use † to indicate that this model is trained using additional mask bounding annotation. When comparing inference latency, we use † to indicate that this latency is evaluated with better hardware, for example, GTX 2080 Ti (RefTrans) vs GTX-1080Ti (ours). The best performances in two-stage methods (except the DGA* for fair comparison) are highlighted with underline, and the best performances in transformer-based and CNN-based one-stage methods are highlighted with bold italics and bold, respectively.

| Methods          | Visual & Text Encoder | Image size | RefCOCO val | RefCOCO testA | RefCOCO testB | RefCOCO+ val | RefCOCO+ testA | RefCOCO+ testB | Time (ms) |
|------------------|-----------------------|------------|-------------|---------------|---------------|--------------|----------------|----------------|----------|
| **Two-stage methods** |                       |            |             |               |               |              |                 |                 |          |
| CMN [10]         | VGG16 & LSTM          | -          | 71.03       | 65.77         | -             | 54.32        | 47.76          | -               | -        |
| VC [58]          | VGG16 & LSTM          | -          | 73.33       | 67.44         | 50.86         | 58.03        | -               | -               | -        |
| ParallelAttn [61]| VGG16 & LSTM          | -          | 75.31       | 65.52         | 61.34         | 50.86        | -               | -               | -        |
| LGRAN [46]       | VGG16 & LSTM          | -          | 76.6        | 66.4          | 64.90         | 53.40        | 61.78          | -               | -        |
| SLR [56]         | R-101 & LSTM          | -          | 69.48       | 73.71         | 64.96         | 55.71        | 60.74          | 48.80          | -        |
| MAttNet [54]     | R-101 & LSTM          | -          | 76.40       | 80.43         | 69.28         | 64.93        | 70.26          | 56.00          | -        |
| DGA [49]         | R-101 & LSTM          | -          | 78.42       | 65.53         | 69.07         | 51.99        | -               | 320             | -        |
| DGA* [49]        | R-101 & LSTM          | -          | 86.34       | 86.64         | 84.79         | 73.56        | 78.31          | 68.15          | 341      |
| CM-A-E [28]      | R-101 & LSTM          | -          | 78.35       | 81.34         | 73.12         | 68.09        | 73.65          | 58.03          | 68.67    |
| CM-A-E+Ref-NMS [1]| R-101 & LSTM          | -          | 80.70       | 84.00         | 76.04         | 68.23        | 73.68          | 59.42          | 70.62    |
| NMTree [26]      | R-101 & T-LSTM        | -          | 76.41       | 81.21         | 70.09         | 66.46        | 72.02          | 57.52          | 64.62    |

| **One-stage methods** |                       |            |             |               |               |              |                 |                 |          |
| **CNN-based**       |                       |            |             |               |               |              |                 |                 |          |
| SSG [2]            | D-53 & LSTM           | 416×416    | -           | 76.51         | 67.50         | -            | 62.14          | 49.27          | 47.47    |
| FAQA [52]          | D-53 & BERT           | 256×256    | 72.54       | 74.35         | 68.50         | 56.81        | 60.23          | 49.60          | 56.12    |
| RCCF [22]          | DLA-34 & LSTM         | 512×512    | -           | 81.06         | 71.85         | -            | 70.35          | 56.32          | -        |
| ReSC-Large [51]    | D-53 & BERT           | 256×256    | 77.63       | 80.45         | 72.30         | 63.59        | 68.36          | 56.81          | 63.12    |
| LBYLNet [12]       | D-53 & BERT           | 256×256    | 79.67       | 82.91         | 74.15         | 68.64        | 73.38          | 59.49          | 62.70    |
| SOT-CNN(ours)      | D-53 & BERT           | 256×256    | 81.35       | 82.82         | 77.35         | 68.65        | 73.80          | 61.18          | 63.87    |
| SOT-CNN(ours)      | D-53 & BERT           | 416×416    | **82.11**   | **83.79**     | **78.14**     | **70.89**    | **75.81**      | **62.75**      | **65.29** |
| **Transformer-based** |                       |            |             |               |               |              |                 |                 |          |
| TransVG [5]        | R-50 & BERT           | 640×640    | 80.32       | 82.67         | 78.12         | 63.50        | 68.15          | 55.63          | 66.56    |
| TransVG [5]        | R-101 & BERT          | 640×640    | 81.02       | 82.72         | 78.35         | 64.82        | 70.70          | 56.94          | 67.02    |
| RefTrans† [18]     | R-101 & BERT          | 640×640    | 82.23       | 85.59         | 76.57         | 71.58        | 75.96          | 62.16          | 69.41    |
| SeqTR [60]         | D-53 & GRU            | 640×640    | 83.72       | 86.51         | 81.24         | 71.45        | 76.26          | 64.88          | 71.50    |
| SOT-Trans(ours)    | D-53 & BERT           | 640×640    | **84.86**   | **87.03**     | **82.54**     | **71.69**    | **77.32**      | **65.92**      | **72.67** |

"testB" are objects of other categories. "Train/"validation/"testA/"testB" has 120,624/ 10,834/ 5,657/ 5,095 referring expressions for RefCOCO, and 120,191/ 10,758/ 5,726/ 4,889 referring expressions for RefCOCO+. No position pointing words (e.g., "left", "right") appeared in RefCOCO+, which increases the difficulty of locating the target object.

**Implementation details.** DarkNet-53 pre-trained on MSCOCO is used as the image encoder, and LSTM or BERT [48] is used as the text encoder. Since previous one-stage VG methods [2, 5, 22, 52] adopt different input resolutions, we resize input image size to 256×256, 416×416 and 640×640 to evaluate the performances under different resolutions. Ablations are conducted with input resolution 256×256 unless specified. The Adam [16] optimizer with an initial learning rate of 1e−4, weight decay of 1e−2, and batch size of 64 is used to train our network. The learning rate is decreased with a cosine annealing strategy [30]. Following previous work [12], we train our network 100 epochs on ReferIt, RefCOCO and RefCOCO+, and 30 epochs on RefCOCOg. During the evaluation, we deactivate our proposed exploration by random connection strategy to eliminate randomness. Following prior works [12, 51, 52], Pr@0.5(%) is adopted as the evaluation metric. Inference latency is tested on the GeForce-GTX-1080Ti GPU and CUDA 10.2 with Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz.

4.1 Comparison with State-of-the-art Methods

We compare our proposed method with state-of-the-art approaches on RefCOCO, RefCOCO+, RefCOCOg and ReferIt in Table 1 and Table 2. For a more convenient comparison, we group existing methods into two-stage methods and one-stage methods, respectively. Besides, one-stage methods can be further split into CNN-based and Transformer-based methods. For fair comparisons, different encoders and different image resolutions are considered.

*"mix" means firstly train the model on the image that resized to 300×300 and then retrain the model on images with the size of 600×600.*
Table 2: Comparison with state-of-the-art methods on ReferIt.

| Methods          | Visual & Text Encoder | Input size | ReferIt test | Time (ms) |
|------------------|-----------------------|------------|--------------|-----------|
| **Two-stage Methods** |                       |            |              |           |
| CMN [10]         | VGG16 & LSTM          | -          | 28.33        | -         |
| VC [58]          | VGG16 & LSTM          | -          | 31.13        | -         |
| MAttNet [54]     | R-101 & LSTM          | -          | 29.04        | 184       |
| Similarity Net [45] | R-101 & -           | -          | 34.54        | 196       |
| CITE [33]        | R-101 & -             | -          | 35.07        | 320       |
| DDPN [57]        | R-101 & LSTM          | -          | 63.00        | -         |
| **CNN-based**    |                       |            |              |           |
| SSG [2]          | D-53 & LSTM           | 416×416    | 54.24        | 25        |
| ZSGNet [39]      | R-50 & LSTM           | mix²       | 58.63        | 25        |
| FAQA [52]        | D-53 & BERT           | 256×256    | 60.67        | 23        |
| RCCF [22]        | DLA-34 & LSTM         | 512×512    | 63.79        | 25        |
| ReSC-Large [51]  | D-53 & BERT           | 256×256    | 64.60        | 36        |
| LBYLNet [12]     | D-53 & BERT           | 256×256    | 67.47        | 30        |
| SOT-CNN(ours)    | D-53 & BERT           | 256×256    | 68.57        | 31        |
| SOT-CNN(ours)    | D-53 & BERT           | 416×416    | 69.50        | 39        |
| **Transformer-based** |                   |            |              |           |
| TransVG [5]      | R-50 & BERT           | 640×640    | 69.76        | 62        |
| TransVG [5]      | R-101 & BERT          | 640×640    | 70.73        | -         |
| RefTrans† [18]   | R-101 & BERT          | 640×640    | 71.42        | -         |
| Seq-TR [60]      | D-53 & GRU            | 640×640    | 69.66        | 50        |
| SOT-Trans(ours)  | D-53 & GRU            | 640×640    | 70.21        | 52        |

Table 3: Ablations for context modeling with different granularities in the one-stage visual grounding on the ReferIt dataset.

| Model            | Context Modeling Granularities | Pr@0.5 (%) |
|------------------|--------------------------------|------------|
| **Baseline**     | -                              | 62.47      |
| +Nonlocal        | dense grids                    | 64.03      |
| +Deform Conv     | dense grids                    | 64.42      |
| +SOT             | suspected objects              | **66.11**  |

Table 4: Performances of alternative strategies of ERC.

| Strategy     | Pr@0.5 (%) |
|--------------|------------|
| original     | 65.53      |
| reverse      | 65.41      |
| average      | 65.73      |
| random       | 65.57      |
| ERC(Ours)    | **66.11**  |

Table 5: Performances of alternative strategies of KAD.

| Strategy     | Pr@0.5 (%) |
|--------------|------------|
| original     | 64.99      |
| sentence     | 64.61      |
| word average | 64.45      |
| KAD(Ours)    | **66.11**  |

Table 2 summarizes the performance comparisons on the ReferIt dataset. Generally, most of two-stage methods perform poorly on this dataset. This might be due to the poor candidate object detection results, since their detectors in the first stage are pre-trained on MSCOCO. As a result, no qualified candidate objects are available for matching with text queries. By getting rid of candidate object detection, one-stage methods, perform much better than most of two-stage methods. However, it is worth noting that the visual encoder (i.e., DarkNet-53) is also pretrained on MSCOCO, thus the model’s initial selection of suspected objects is not reliable enough. As shown in Table 2, the consistent improvements over most CNN and transformer-based competitors prove the generalization capacity of our SOT.

4.2 Ablation Studies

We first conduct ablation studies on ReferIt dataset to verify the effectiveness of different modules in our framework, including sparse Suspected Object Transformation (SOT) for context modeling, Keyword-Aware Discrimination (KAD) and Exploration by Random Connection (ERC) for modulating model’s initial choice on suspected objects. Here LSTM is used as the text encoder, and all models are trained with the same strategy described before for fair comparisons.

**Dense grids vs. sparse suspected objects.** Table 3 compares the proposed SOT against the basic one-stage grounder equipped with a non-local block [47] and a deformable convolution layer [4]. Two representative approaches to conduct exhaustive message passing among all grids. In the table, the Baseline is implemented by combining "Multi-modal Encoder" with "Prediction" presented in Fig.3, hence no visual inter-object relationship modeling is applied for the baseline. For fair comparisons, we include a standard nonlocal block and a deformable convolution layer on dense grids for visual inter-object relationship modeling. From the results, we have the following observations. First, our SOT with selected sparse suspected objects performs much better than the baseline equipped with a dense grids modeling layer (i.e., with a nonlocal block and a deformable convolution layer), showing the advantages of reasoning on a few suspected objects for visual grounding. This is mainly due to that SOT helps reduce the noise introduced by irrelevant regions. Second, compared to the baseline, adding either a dense grids modeling layer or our proposed SOT could achieve much better performances, which demonstrates the importance of inter-object relationship modeling.

**Effectiveness of KAD and ERC.** We further verify the effectiveness of our KAD and ERC in Table 6. From the results, KAD and ERC improve the base model 0.51% and 1.05%, respectively. By applying both KAD and ERC on the base model, the performance can be further improved to 66.11%. The results demonstrate the effectiveness of our proposed KAD and ERC in distinguishing the referred object from multiple suspected objects.
Table 6: Ablations for KAD or ERC on ReferIt dataset. “w/o ERC” means calculating edge weights with Eq.(7).

| Objects Modulation | Relations Modulation | Pr@0.5 (%) |
|--------------------|----------------------|------------|
| w/o KAD            | w/o ERC              | 64.48      |
| ✓                  | ✓                    | 66.11      |
| ✓                  | ✓                    | 66.53      |
| ✓                  | ✓                    | 65.99      |

4.3 Alternative Strategies for ERC and KAD.

To further verify the effectiveness of our proposed ERC and KAD, we demonstrate some other possible strategies for replacing them in Table 4 and Table 5.

ERC. As for the ERC, there are some alternatives to calculate \( \alpha'_j \) in Eq.(8) as listed below:

- **original**: \( \alpha'_j = \alpha_j \). Keep \( \alpha \) values unchanged.
- **reverse**: \( \alpha'_j = \alpha_{K-j+1} \). Reverse descending sequence \( (\alpha_1, \ldots, \alpha_K) \) as an ascending sequence \( (\alpha_K, \ldots, \alpha_1) \).
- **average**: \( \alpha'_j = \frac{1}{K} \sum_{k=1}^{K} \alpha_k \). Average \( K \) activation scores, and regard the average value as \( \alpha'_j \).
- **random**: \( \alpha'_j \sim N(0, 1) \). Randomly sample \( \alpha \) values from the standard normal distribution.

As shown in the Table 4, among five strategies, reverse performs the worst as shown in Table 4, which may result from that some model’s initial correct judgements are entirely not trusted. As the most direct ways to eliminate the influence of model’s confidence, average and random erases model’s preference to \( K \) suspected objects with averaging and randomly sampling operations in repetitively, thereby providing another chance for model to rethink. Although only achieving slight improvements (i.e., 0.2% with average and 0.04% with random), such results preliminarily validate the effectiveness of the idea that decoupling edge weights from model confidence enables the model to rethink. Compared with other strategies, our proposed ERC not only complies with model’s initial choice (i.e., assigning \( \alpha'_j = \alpha_j \) with probability \( p \)), but also has chances to break up the dependencies between edge weights and model confidence (i.e., assigning \( \alpha'_j \) with a value uniformly sampled from \( \{\alpha_k\}_{k \in \{1, \ldots, K\}} \) with probability \( 1-p \)). With the above merits, our ERC achieves 0.58% performance improvement compared with the baseline (i.e., original) without introducing extra computation.

KAD. As for the KAD, we design two counterparts (i.e., sentence and word average) as shown in Table 5, where the suspected object features are modulated by sentence-level feature from LSTM and averaged words feature, respectively. “-“ in the first row means no language information is used to modulate suspected object features. We observe that simply using the sentence feature or the averaged words feature even degenerates the model, as they introduce too much noise from the irrelevant words. By excavating keywords, our KAD can bring 1.12% absolute improvements on the ReferIt test set.

| KAD   | ERC   | mAT   |
|-------|-------|-------|
| ✓     |       | 50.82 |
| ✓     | ✓     | 56.02 (↑ 5.20) |
| ✓     | ✓     | 54.43 (↑ 3.61) |
| ✓     | ✓     | 59.08 (↑ 8.26) |

4.4 Suspected Objects Discrimination Ability Evaluation

To quantitatively examine the improvement of suspected objects’ discrimination ability brought by our SOT, we define a new evaluation metric dubbed “Attentive Ratio” (AT) as:

\[
AT = \sum_{v_m \in B_{GT}} \frac{\alpha_m}{\sum_{n \in \{1, \ldots, K\}} \alpha_n}
\]

(10)

Recall that \( \alpha_m \) is the activation strength of suspected objects \( v_m \), and there are \( K \) selected ones in total. \( B_{GT} \) denotes the area of the ground-truth bounding box. In Eq.(10), the numerator calculates the total activation scores of suspected objects falling inside the ground-truth bounding box, and the denominator calculates total activation scores of \( K \) suspected objects. Hence, the higher AT score represents higher attention paid to the target object, proving stronger suspected objects’ discrimination ability. We ablate SOT’s main components, KAD and ERC, by calculating the mAT value (mean of AT across all samples) as shown in the Table 7. Adding KAD or ERC can boost 5.20% or 3.61% mAT, respectively. And combination of them can further increase mAT from 50.82% to 59.08%. Therefore, our SOT with KAD and ERC designs can promote the model’s visual grounding performance by enhancing the suspected objects’ discrimination ability.

5 CONCLUSIONS

In this paper, we focused on the relation modeling of suspected objects in the one-stage visual grounding and proposed a Suspected Object Transformation (SOT) module. By adaptively selecting suspected objects and modulating them with Keyword-Aware Discrimination (KAD) and Exploration by Random Connection (ERC) mechanisms during training, our SOT could filter cluttered backgrounds and focus on discriminating the target objects from multiple suspected ones.
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