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Abstract

Remote sensing scene classification deals with the problem of classifying land use/cover of a region from images. To predict the development and socioeconomic structures of cities, the status of land use in regions is tracked by the national mapping agencies of countries. Many of these agencies use land-use types that are arranged in multiple levels. In this paper, we examined the efficiency of a hierarchically designed Convolutional Neural Network (CNN) based framework that is suitable for such arrangements. We use the NWPU-RESISC45 dataset for our experiments and arranged this data set in a two-level nested hierarchy. Each node in the designed hierarchy is trained using DenseNet-121 architectures. We provide detailed empirical analysis to compare the performances of this hierarchical scheme and its non-hierarchical counterpart, together with the individual model performances. We also evaluated the performance of the hierarchical structure statistically to validate the presented empirical results. The results of our experiments show that although individual classifiers for different sub-categories in the hierarchical scheme perform considerably well, the accumulation of the classification errors in the cascaded structure prevents its classification performance from exceeding that of the non-hierarchical deep model.
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1 Introduction

Thanks to the available satellite and aerial imaging technologies, the earth’s surface can be observed and analyzed with images in various spatial, spectral, and temporal resolutions. The research in remote sensing scene image analysis aims to classify scene images that are obtained from available instruments in various forms to some predefined, discrete set of semantic categories, e.g. residential area, forest, bridge, etc. In this context, a scene image refers to a manually created local image patch that ideally contains a scene belonging to a particular semantic category obtained from large-scale remote sensing images [1]. Automating the content labeling of local patches in large scale remote sensing images is useful for many application areas such as environment monitoring [2], urban planning [3–5], analysis of agricultural regions [6], managing natural disasters [7, 8], land use/cover determination [9, 10] and so on [11].

Early works in this domain focused more on the identification of pixel labels in aerial scenes since the resolution of such images are very low and sometimes, a sub-pixel analysis may also be necessary [6]. However, the emergence of high-resolution images made interpretation of pixels harder and meaningless, since the semantic context of a scene can be interpreted by considering the relationships of multiple pixels, belonging to different objects and their surroundings [12]. The next direction was the identification of objects, such as buildings, cars, trees, etc., from remote sensing images [13–15]. However, in higher resolution images, semantic content is identified correctly with the interaction of multiple objects, or some of the content is ambiguous without the surrounding context if only object appearances are taken as references; most object-classification based approaches struggle among similar scenes in the scene classification task. For instance, trees, roads, and houses could be visible in a dense residential area. The content of the high-resolution remote sense images are usually heterogeneous; hence, closing the semantic gap between the low-
level semantics of the image pixels/objects and high-level (i.e. scene level) semantics become crucial [16]. Therefore, recent works focus more on a semantic-level remote sensing scene classification [1,17–25].

Since the publication of the UC Merced dataset in 2010 [22], various remote sensing scene image datasets have been made publicly available to support the research in the remote sensing scene classification (RSSC) domain. Most of the related publicly available datasets provide images in red, green and blue (RGB) spectral bands, in various spatial and image resolutions [1,22,26–28]. Among these, the most challenging dataset, which is NWPU-RESIS45 (NW45 for short), provides more samples per 45 distinct semantic scene categories with high image variations and diversity, in a range of spatial resolution from 0.2 to 30 meters. In this dataset, scenes contain a broad category of images including land use and land cover classes (e.g., farmland, forest, residential area), man-made object classes (e.g., airplane, ship, bridge, church), and natural object classes (e.g., beach, river, cloud, etc.).

Remote sensing scene classification (RSSC) is a challenging problem, mainly due to high variations in pose and appearance, viewpoint, illumination, and backgrounds of the scene images. The images have high intra-class variation and inter-class similarities. There are various computational approaches for the automatic classification of remote sensing scene images in the literature (Section 2). Recent advancements in the computer vision and machine learning domains, particularly deep learning approaches, accelerated the success of the computational approaches considerably in this field [11]. The most successful performances are achieved using the convolutional neural network (CNN) based models in this domain. Promising classification accuracies are obtained by applying transfer learning to some pre-trained deep CNN models that are trained on the ImageNet dataset [29]. Adaptation of the models to the RSSC domain improves classification performances, which is otherwise low due to the relative scarcity of the number of images that are required for training deep models in the available RSSC benchmarks [1,22,26–28].

Most of the existing solutions to the RSSC problem use deep CNN-based models to directly predict the fine-grained class labels from a given scene image. In this work, we investigate the RSSC problem from a very basic, yet unexplored perspective; using a two-layer hierarchical structure, where we utilize the semantic relationships between the classes to define the hierarchy. Given the hierarchy tree, we construct a hierarchical model to solve the problem by using high capacity deep CNN models in each node of the hierarchy tree. Although some hierarchic solutions exist in the literature in the RSSC domain, the hierarchy is usually defined based on clustering similarities of the collected samples’ features.

Our hierarchic solution has two primary advantages: (1) More general distinguishing features of a category that are ignored by a fine-level category label can be captured in a coarse-level classifier, (2) a dedicated classifier for hard-to-distinguish classes can learn more discriminative features utilizing a larger dedicated learn-
ing capacity. With this in mind, we designed a two-level hierarchical framework utilizing the defined semantic categories of the scene classes, *i.e.* buildings, transportation, water areas, natural lands, and constructed lands, then each node in this representation is sub-divided into related fine-grained classes, *(e.g. beach, lake, river, etc. under the water areas category).* We have a backbone CNN (pre-trained DenseNet [30]) that serves as the building block in our solution; we then fine-tune the coarse-level independent layers in the first layer of our hierarchy and the fine-level independent layers in the second layer of the hierarchy. The models are trained at each node independently, sharing the low-level features of the building block CNN. The flow diagram of our model is depicted in Fig. 1.

Our model is similar more to the hierarchical model proposed in HD-CNN architecture [31], which is designed for object classification tasks for CIFAR100 and ImageNet benchmark datasets; yet differently from them, we conditionally run the fine category model components considering the coarse-level maximum prediction probabilities. There are two primary reasons behind our design: (1) We want to be able to evaluate the independent performances of the fine-level classifiers, in case it is preferred in particular domains, (2) to optimize the computation time of the hierarchical model, by truncating alternative paths in the hierarchy tree considering the likelihoods. We reduce the computational time considerably by the conditional execution of the fine-level CNN models without sacrificing the model performance; only one branch, with the maximum prediction probability, is executed for each image.

In this research, we want to inquire about the effects of the increased capacity utilization on model performance in the RSSC domain, particularly for addressing the ambiguities arising from high intra-class variances and inter-class similarities in scenes. Even though existing deep learning models have high capacities, *i.e.* capable of learning and using millions of parameters for effective non-linear transformations, the nature of the data in the RSSC domain is still challenging due to the ambiguities in the class boundaries [32]. In this context, we experimented with a hierarchical scheme that we designed in a two-layer tree structure, where each node of the tree is itself a deep model dedicated to classifying a subset of semantically grouped fine-grained categories. We worked with (NW45) [1] by re-arranging the categories in this dataset in two layers. The contributions of this paper can be summarized as follows:

- We compared the performances of a hierarchical (two-level) and a non-hierarchical (one-level) models using the class hierarchies that we formed from the NW45 dataset. Both schemes are designed using the same backbone CNN model architectures, *i.e.* DenseNet-121. To the best of our knowledge, this is the first time in this domain that the semantic hierarchy is created as we presented in this work, using independent deep CNN models at the nodes of the hierarchy tree.

- We computed the approximate overall prediction probabilities of the hierarchical model branches statistically by taking account of the independent prediction performances of the individual models in the structure. The empirical results are validated with these estimates.

- Even though we applied pruning in the execution of hierarchical tree branches, by following only the most likely branch in the second level for computational efficiency, the performance of the hierarchical model is comparable to the state-of-the-art non-hierarchic model performances.

- We empirically observed and statistically validated that due to the accumulation of errors in the cascading layers of the hierarchical structure, the overall performance of the hierarchical model can not exceed that of the similarly designed non-hierarchical model. Yet, the independent fine-grained classifier accuracies in the second level of our hierarchical structure are higher as we expected and can be utilized in related contexts as separate models.

The remainder of this paper is organized as follows: In Section 2, we provide related works particularly focusing on deep learning-based approaches in the RSSC domain. In Section 3, we explain our dataset and CNN models. Following that, in Section 4, we provide our proposed method in detail. In Section 5, we provide our experiment results, and finally, in Section 6, we provide the conclusion part.
2 Related Works

From a broad perspective, three main classification approaches exist in the RSSC literature [11]: pixel-level, object-level and scene-level approaches. Pixel-level methods are based on semantic segmentation, where each pixel in an image is assigned to one of the pre-defined semantic categories. It is an active research topic, particularly for the multispectral and hyperspectral analysis of the scene images [33,34]. After the improvements in the spatial resolution of the RS images, detecting objects in the images became more feasible, so researchers focused more on object-level segmentation and classification [12,35]. Object-level classification aims to detect the objects and classify images depending on the relationships between these objects. This approach provides better results, however, it usually suffers from the diversity of object appearances in remote sensing scene images. More recently, especially after the increase in the availability of high spatial resolution aerial and satellite images, and public datasets with scene-based class labels, the research efforts are concentrated more on scene-level classification (RSSC), rather than pixel or object-level classification.

RSSC is an image classification problem and computational solutions to this problem require the extraction of useful features from scene images. Xia et al. [36] categorized the feature extraction approaches in scene classification problem into three levels: low-level, mid-level and high level. Low-level and mid-level features are hand-crafted features that are coded manually using various computer vision algorithms [37], [38], [39], [40].

Despite the promising results presented in the literature, classifying a remote sensing image using hand-crafted features has its limitations in the RSSC domain. Representational power of features computed using traditional methods falls short against complex variations in remote sensing images. Instead, high-level features, which are also named deep features, are extracted using deep neural networks. Starting with the seminal work of Krizhevsky et al. [41], deep CNN models have been utilized successfully in various application domains and became one of the crucial methods, especially for image classification and semantic segmentation tasks from various domains [42,43]. Convolutional neural networks are deep learning structures where feature extraction and the classification phases are combined and learned end-to-end during training.

Despite their end-to-end structures and high success rates in classification, CNN architectures have two major drawbacks: the complexity of training and the need for large amounts of labeled data. To avoid these two drawbacks, transfer learning methods are used to adapt pre-trained models, which are trained using ImageNet [29] dataset, to different domains. ImageNet is a large natural image database that includes thousands of labeled examples on each class. Most of the well-known architectures, such as AlexNet [41], DenseNet [30], ResNet [44], are trained using this dataset. Retraining of these pre-trained networks with various approaches provides higher accuracies in other domains where labeled samples are scarce.

Recently, research in the RSSC domain has also been dominated by deep learning-based methods. Although there are large amounts of aerial or satellite images, there are only a few public benchmark datasets with labels in the RSSC domain [45]. To prevent the overfitting problem, which is a serious issue with deep model training using small datasets, custom-designed shallow architectures are utilized frequently, such as the one presented in Luus et al.’s work [46]. They designed a small CNN with four convolutional layers. Nogueira et al. [47] compared the efficiency of training deep models from scratch and fine-tuning of pre-trained networks in the RSSC domain using different layers of CNN network as feature extractors.

The lack of a large number of labeled images in the RSSC domain and the advantages of transfer learning has led to the utilization of transfer learning-based approaches. Hu et al. [48] and Cheng et al. [49] analyzed how to use pre-trained CNNs in the RSSC domain. Many follow-up works used different pre-trained CNN models and evaluated the performances of these models applying transfer learning and data augmentation techniques; in [50] using GoogLeNet [51] and CaffeNet [52], in [53] using CaffeNet, ResNet and GoogLeNet models. In [32], we evaluated the generalization performances of CNN models in the RSSC domain with a different perspective and reported that transfer learning of many moderate level CNN models performs better than their measured accuracies.
Recently, different methods have employed new strategies to increase the classification performances of CNN-based models on the available datasets. [54] employed metric learning to address the inter-class similarity and intra-class diversity problems in RSSC domain; instead of the optimization based on cross-entropy loss, they optimized a discriminative loss function during CNN trainings. In [55], the authors used channel attention modules to improve the features that are obtained from different layers of the ResNet50 model. In [56], model agnostic meta learning is applied in few shot classification setting for land use classification to handle high diversity of the scene images in RSSC domains. Some works utilized siamese and triplet networks [57, 58], some used model ensembles to increase the model performances [59–61].

Land use/cover changes are tracked to observe urban and rural development. Many countries have constructed schemes which are arranged in multiple levels [62], [63]. Although classifying land use/cover classes in a multilevel hierarchically structured scheme is a common method, research using hierarchical, multi-layered, structures are fewer.

Most of the works that use machine learning techniques create the hierarchical feature representation using clustering-based methods and then that hierarchical representation is used to improve the fine-grained predictions. In [64], the authors organized the classes as binary trees using iterative max-margin clustering strategy and then trained each non-leaf node of this hierarchy to learn different metric transformations to increase the discrimination between the classes in that layer. In NW45, they reported 84.6% classification accuracy with 80% training data. Without metric learning training, the accuracy they report is 77.4%. (They use VGGNet-16 features in their work). In [65], the authors build a binary hierarchy three using the fusion of the deep features from AlexNet, GoogleNet, and VGGNet-16. They extracted features from these deep models and used clustering algorithms to determine categories in each branch of the hierarchy at that level. They obtained the best result in NW45, i.e. 96.37%, by fusing all the features from these three deep models while creating the binary hierarchy trees.

The hierarchical scheme that we apply in this work is different from the above-mentioned works. In the computer vision domain, there is a vast literature on hierarchic structures [66]. One of the pre-deep learning era works that use object hierachy trees in the classification of objects is [67]. Relying on the fact that human cognition exploits hierarchich representation of world objects [68], they constructed sample object hierarchies as a tree structure and trained a classifier at each node of this tree using the natural images obtained from a set of objects from real life, such as car-side, school-bus under the closed frame vehicles category; duck, ostrich under the winged animals’ category, etc. This is conceptually the most similar design to our approach in this domain. When identifying an object/scene, human beings follow a coarse to fine identification scheme. To exploit this; here, we create a two-layer hierarchy, where at each node we fine-tune a deep CNN model to the classes defined at that semantic layer using the ground truth labels for supervised training. Our work is also related to the hierarchical scheme proposed in [31] for object classification in ImageNet 1000-class dataset. The components in their model is also independently pretrained similar to our model. Based on our prior observations that the coarse-level classification is performed with high prediction probabilities, we avoided computationally expensive probabilistic averaging in the final prediction stage that is applied in [31], which requires evaluation of all model predictions in the second level. Instead, we applied pruning to select the branch with the maximum prediction probability in the second level of our solution.

Note that, the recent model performance improvement techniques, such as training model ensembles, metric learning, various forms of attention mechanisms, multimodel feature fusion, etc. are orthogonal to the research that we presented here. Since any performance improvement technique in the deep learning domain can be applied to the primary CNN models in our hierarchy, we are providing the performances of the vanilla models in our hierachic scheme as a baseline hierarchic model. We obtained comparable classification performance, i.e. 94.10 ± 0.65% (see Table 4), with the existing state-of-the-art methods in this dataset, without applying any performance improvement techniques.

3 Materials

We train our models using the NWPU-RESIS45 (NW45) dataset and two instances of
First Level Classes | Definition | Second Level Classes
--- | --- | ---
Buildings | Regions that contain constructional activities | church, commercial areas, dense residential, industrial area, medium residential, palace, storage tanks, sparse residential, thermal power plants
Transportation | Regions which are used by various vehicles for transportation services | airplane, airport, bridge, highway, runway, intersection, mobile home park, overpass, parking lot, railway, railway station, roundabout
Lands Natural | Regions that are not located in the urban area, with no construction structures around or on them | chaparral, circular farmlands, desert, forest, meadow, mountain, rectangular farmland, terrace
Lands Constructed | Regions, that are in the urban area. These are constructed structures and generally buildings take place around them. | baseball court, basketball court, golf course, stadium, tennis court
Water Areas | Regions which predominantly contain water or aquatic forms. | beach, cloud, harbor, island, lake, river, sea-ice, ships, snowberg wetlands

Table 1: Two-Layered scheme of NW45 dataset. The First Level Classes column refers the upper-level categories in the proposed hierarchical scheme. Second Level Classes column contains the sub-categories under each first level category.

the DenseNet architecture as the backbone CNN model. In this part, we will first briefly explain the NW45 dataset and provide the hierarchical scheme that we designed using the annotations in this dataset. Then, we provide the details of our hierarchical solution.

3.1 NWPU-RESIS45 Dataset

NW45 is one of the largest datasets that is recently released by Cheng et al. [1] for RSSC studies. It has 45 classes and each class includes 700 RGB images obtained from Google Earth images. The pixel size of all images is 256x256, and the spatial resolution varies from 20cm to 30m per pixel.

This dataset contains a high degree of similarity between images from different classes and high diversity in images within the same class. These are the two important challenges that are faced frequently and need to be addressed in the RSSC domain. Some sub-categories have remarkably high semantic overlaps, such as commercial area and industrial area, tennis court, and basketball court, which makes this data set more challenging compared to other smaller-scale datasets in this domain.

3.2 Hierarchical Interpretation of the NW45 Dataset

NW45 dataset is not originally designed and labeled in a multilayered hierarchical scheme. We re-organized the classes in a two-layer hierarchy and used that scheme to evaluate our model performances. To the best of our knowledge, this is the first work that tries this scheme on this dataset. In this context, we reinterpret the scenes in the original dataset in a two-layered scheme. In this interpretation, there are 5 main classes on the first layer: Buildings, Transportation, Natural Lands, Constructed Lands, and Water Areas. All the 45 classes, which are originally defined in the NW45 dataset, are grouped semantically under these top-layer classes. The proposed two-layered hierarchical structure is summarized in Table 1.

3.3 CNN Architectures

DenseNet architecture has different versions, depending on the number of convolutional layers, i.e. DenseNet-121, DenseNet-160, DenseNet-201 etc. Considering the performances, computational complexities, and the number of parameters in these models, we opted for an instance of DenseNet-121 that is pre-trained with the Imagenet [29] dataset. We experimented with two different model architectures as ablation studies in all the models that we developed in this research while forming the proposing hierarchical and non-hierarchical model structures.

| Parameter Type | D121-Full | D121-Half |
|----------------|-----------|-----------|
| Number of convolutional layers | 121 | 39 |
| Number of Total Weights | 7,042,629 | 1,603,269 |
| Number of Trained Weights | 6,958,981 | 1,587,973 |

Table 2: Comparison of Full and Half model parameters.

D121-Full: This is the full form of the DenseNet-121 architecture. We changed only the number of classes in the last layer, i.e. softmax, of the model. We fine-tuned the last 7 layers of Conv[1...16]. Other layers of the network are kept unchanged during training to protect the weights of the pre-trained model. Hence, in the hierarchical schemes, all the models, at the coarse and fine-levels, in the hierarchy tree share the corresponding fixed low-level layers of this model (Fig. 1).
This architecture is designed using only the first half of the DenseNet-121 model. We kept the layers only up to the pool3 layer and fine-tuned the last 4 layers of Conv3block[1..12]. Hence, all the models in the hierarchy tree, at the coarse and fine-levels, share the corresponding fixed low-level layers of this model (Fig. 1).

We used the compact network especially to observe the performance of using small models for high granularity categorical classification, (in the second level), in the proposed hierarchy. The comparison of these two CNN architectures according to their parameters are shown in Table-2.

4 Proposed Model

The semantic class relations in the proposed hierarchical model architecture are depicted in Fig. 2. (The flow diagram of the same model is depicted in Fig. 1.) This architecture makes the classification process in two cascaded layers: in the first layer (the coarse-level), we have a First-level Classifier. This model takes the input images and classifies them as one of the coarse-level categorical classes (Table-1). According to the classification in the first layer, the input image is then sent to the related Second-level Classifier model, where the maximum predictive probability (MPP) is obtained as the coarse predictions, to get the finer-level class labels in that category. For example, if the input image is classified as Water Areas using the First-level Classifier, with the MPP, then it is sent to WaterAreas Classifier to identify the fine-grained sub-categories of the related class, like river, beach, etc. A detailed explanation of the classifiers in our architectures is explained below:

- First-level Classifier: This is used for the classification of the image in a broader context, i.e. coarse-layer of the hierarchy. Output categories of the First-level Classifier are: Buildings, Transportation, Natural Lands, Constructed Lands, Water Areas classes.

- Second-level Classifiers: The classifiers after the First-level Classifier are referred to as the second-level classifiers, which are used to determine the fine-level categorical labels of given images. There are 5 second-level classifiers in our hierarchy; Buildings-Classifier, Transportation-Classifier, NaturalLands-Classifier, ConstructedLands-Classifier, WaterAreas-Classifier. Each class in this level is trained using the related sub-level labels in the original NW45 dataset (Table 1).

- Basic (Non-Hierarchic) Classifier: This classifier takes an input image and classifies it into one of the 45 categories that is defined in the NW45 dataset. This model is trained end-to-end using the ground truth labels of the NW45 dataset and detects the category of a given image directly.

4.1 Model Training

We trained all models using the 5-fold cross-validation method. We shuffled the data and created five-folds, each containing 448 sample images for training, 112 sample images for validation, and 140 sample images for testing. We applied data augmentation during training, by rotating the images 90, 180, and 270 degrees clockwise; and by taking the horizontal and vertical reflections of the images. To compare the performances of our complex and simple models, we trained both D121-Full and D121-Half model architectures as specified, for all the models in this work.

4.2 Experiment Settings

We performed three different experiments using our 7 different models (Section 4) which are trained using the same procedures explained in Section 4.1. For the hierarchical structure, we have a First-level Classifier, i.e. 5Class-Classifier, which has 5 categorical outputs, that are designed according to the proposed hierarchical scheme (Fig. 2). For each output category, we have a Second-level Classifier, as we explained before. In the non-hierarchical scheme, we only have a Basic (non-hierarchic) Classifier, which classifies the images into 45-class categories that are defined in the NW45 dataset. We also refer to that model as a 45Class-Classifier. The details of the three experiments are explained below.

**Experiment-1: Hierarchical top-down**

After training all sub-models of the First-level and Second-level Classifier models, we constructed our proposed hierarchical structure (Fig. 1). In this experiment, First-level Classifier, which we also refer to as the 5Class-Classifier, takes an input image and classifies it as one of the 5 categorical outputs belonging to second-level cate-
Fig. 2: Structure of the proposed hierarchical model.

Experiment-2: Hierarchical top-down

In this setting, we skip the First-level classifier and directly send the input images to the related Second-level Classifier, which is determined using the ground-truth labels of the images. We want to see the test performance of the proposed hierarchical scheme when the First-level Classifier works with 100% accuracy.

Experiment-3: Hierarchical bottom-up

In this experiment, we perform a hierarchical classification from the bottom-up direction. We first classify a given image using our Basic (45Class) Classifier. According to the output of this classifier, the second-level category of the image is determined according to our hierarchical scheme (Table 1). Then, the input image is re-evaluated using the corresponding Second-level Classifier. For example, for a given river image, assume that it is classified as a beach by the Basic (45Class) Classifier. Since in our hierarchical scheme beach class is under the WaterAreas category, we send the same image to WaterAreas Classifier for re-evaluation. Then the category of the image is determined considering the sub-categories of the WaterAreas result, i.e. may be corrected as a river, in the second evaluation. The order is, therefore, bottom-up, where we follow the direction from a fine-category (bottom) to a coarse category (top).

In addition to these experiments, we also evaluated the performance of the Basic (45Class) Classifier in a non-hierarchical setting.

5 Results and Discussions

In this research, we want to analyze the performance of the deep models that are configured to identify coarser semantic categories of images first, and then identify the finer category in the context of the coarse category in a hierarchical setting, in the challenging RSSC domain. We first start by evaluating the performances of the 7 basic models that we defined in detail in Section 4.2. The experiment results are provided in Table 3.

As can be seen from the performances in this table, Second-level Classifiers perform very well on the related sub-category classification tasks. Except for the Building-Classifier, all the models perform higher than 96% accuracy with the D121 Full model. Considering the high performance of the First-level Classifier, i.e. more than 97% accuracy, and the performances of the Second-level Classifiers, at a first glance, it seems as though the hierarchical structure will work better than the Ba-
Table 3: Overall accuracy results (%) of 7 classifiers.

| Classifier Type                  | Classifier Name       | D121 Half   | D121 Full   |
|----------------------------------|-----------------------|-------------|-------------|
| First-level Classifier           | 5Class-Classifier     | 96.54 ± 1.62| 97.17 ± 0.39|
| Basic (Non Hierarchic) Classifier| 45Class-Classifier    | 94.06 ± 0.22| 95.40 ± 0.66|
| Second-level Classifiers         | Buildings-Classifier  | 92.13 ± 0.29| 93.44 ± 1.09|
| Second-level Classifiers         | Transportation-Classifier | 95.86 ± 0.36| 96.68 ± 0.29|
| Second-level Classifiers         | NaturalLands-Classifier | 96.86 ± 0.54| 97.32 ± 0.29|
| Second-level Classifiers         | ConstructedLands-Classifier | 97.38 ± 1.02| 98.69 ± 0.39|
| Second-level Classifiers         | WaterAreas-Classifier | 97.13 ± 0.31| 98.11 ± 0.33|

Table 3: Overall accuracy results (%) of 7 classifiers.

Overall accuracies of the three experiments are provided in Table 4, together with the performance of the non-hierarchic Basic Classifier. Our intuition behind modeling a hierarchical architecture was that the classification task in this model will be less challenging for the deep models in each layer. From the top-to-bottom, the model in the first level will only need to predict 5 broad categories, instead of learning all finer details of 45 categories; in the second level, each deep model will only need to learn the finer specifications of the less number of classes, which could potentially increase the overall accuracy rates.

To understand the distribution of data in the trained models’ embedding space better, we analyzed the feature distribution of all the models using the t-Distributed Stochastic Neighbor Embedding algorithm (tSNE) [69]. tSNE performs a nonlinear projection from a high dimensional data space to lower dimensions by optimizing a function to preserve neighborhood relation in the data as much as possible; hence very useful for visualizations of complex data distributions in higher dimensions. We took the feature vectors from the D121-Full model from the last layer, (right before the softmax layer, as an 1152 dimensional vector for each sample image) and project these vectors to 2-dimensional planes with tSNE. The results from 4 distinct models are displayed in Fig. 3.

As can be seen, 45 class non-hierarchic model’s feature space is very crowded; although we can identify clusters of individual classes (each one is shown with a different color), some of the classes (in the central part of the distribution) have quite close proximities and many samples violating class boundaries between different clusters are visible. On the other hand, we can easily see that the hierarchic model’s feature distributions are better-separated thanks to the dedicated capacity for a fewer number of classes.

As supported also by tSNE projections, independent evaluations from hierarchic levels show that our intuition is correct, however, the combined hierarchic model experiments - as we implemented here by pruning - showed us that it is not the case in the combined model. As can be seen, the performance of the primary Hierarchic model is less than all the other models, i.e. 92.61%
with the D121-Half and 94.10% with the D121-Full model. In Experiment-2, the overall accuracy of the Second-level Classifiers, which is 96.73% with the D121-Full model, is higher than that of the Basic Classifier performance, i.e. 95.40%. We also analyzed the output prediction probabilities of Basic Classifier and Second-level classifiers for some samples that are misclassified by the Basic classifier. As shown in Fig. 4, the confidence of the Second-level Classifiers are considerably higher for the true categories, while they are misclassified with a similar category with the Basic Classifier.

Our experiments show that the performance of the First-level Classifier in Experiment-1 affects the accuracy results considerably. Note that, in Experiment-2, we used the ground truth labels to determine the high-level category of each test sample. Even with the half-size model, Experiment-2 results are better than Experiment-1 accuracies. Experiment-3 performances show that re-evaluating the predictions of the Basic classifier does not improve the performance of the model as we thought at the beginning. The motivation was primarily to correct misclassifications in some upper categories that are caused by the inter-class similarities in the finer-level classes. The improvement is too small, hence in practice, it makes more sense to trust the predictions of Basic Classifier in one pass, rather than waiting for re-evaluation.

We also created the average accuracies of the Non-hierarchical Basic Classifier and Hierarchical top-down classifier (the model in Experiment-1) based on the 5 high-level categories that we defined in our hierarchical scheme (Table 5). In both models, the fine level predictions are obtained first, i.e. river, bridge, etc. Then, the accuracies are computed on the related high-level category basis, considering the ground truth labels. For instance, for the N number of test samples in the Buildings category, we get the accuracy of the predictions of the models for the corresponding N samples. The empirical results provided in Table 5 show that the increase in the capacity of the model, i.e. using the D121-Full model, closes the performance gap between the Hierarchical model and the Basic model. The overall performance difference is 1.45% with the D121 Half models, and 1.30% with the D121-Full models. On the categorical basis, the hierarchical model makes most of its mistakes in the Water Areas upper category.
Fig. 5: A statistical estimation of the classification accuracies. The accuracies are obtained by multiplication of the prediction accuracies in two layers. Accuracies in top (blue) boxes (on the left side of branches) show the categorical prediction accuracies for the Full First-level model; the bottom (red) boxes show that of the Half First-level model (for the category on the right). Overall prediction accuracies are computed using the prior test data distribution (depicted with the black boxes).

All the results in our experiments, including the ones in Table 5, are obtained using 5-fold cross-validation. In addition to the empirical analysis, we also conducted statistical analysis to validate the hierarchical model performance using the performances of the individual models in the hierarchy. The reported overall accuracies that we computed in our experiments, in Table 3, can be considered as the correct prediction probabilities of the models for each category. In our proposed hierarchical architecture, since each model evaluates the category of a given input independently from each other, the prediction probabilities of the hierarchical branches can be calculated using the multiplication of the probabilities of the cascaded layers. As a result, the overall performance of the model decreases in a two-layer scheme. The statistical analysis of our hierarchical model to estimate an approximate prediction accuracy for each upper category is depicted in Fig. 5. As stated, each model’s independent classification probabilities are obtained from Table 3 for this estimation. We also computed the overall prediction accuracies of the First-level model for each category; hence these accuracies are used as class conditional probabilities. Prior data distribution for the test set is used to weight the computed accuracies in each branch in the overall accuracy computation. As can be seen from the joint probabilities, although sub-category performances are slightly different, the overall accuracies of the statistical estimates are very close to the empirical results. This analysis validates our empirical results and better depicts the reason behind the performance reduction in our hierarchical models; although the individual model performances are superior in both levels, the small errors in two-cascaded layers are accumulated. For instance, the performance of the Buildings-Classifier in the hierarchical model (Second-level classifier), i.e. 93.44%, is superior to that of the Basic Classifier, i.e. 91.52%; yet, the joint probability with the First-level model takes it down, i.e. 90.65%. As can also be seen from the statistical analysis, the Building class score, i.e. 90.49% (Full model), is close to our empirical result and below that of the single-layer deep model, i.e. Basic Classifier.

The observation of the performance of Experiment-2 is also crucial (Table 4). As also supported with the results in Table 3 and with the selected challenging samples in Fig. 4, Second-level Classifiers perform very well, even with a
Table 6: Average computational time estimations for a single batch of 135 images on a Tesla K80 GPU.

| Model | Classifier | Total elapsed time per batch (sec) | Mean time per image (msec) |
|-------|------------|-----------------------------------|---------------------------|
| D121-Full | Basic Classifier (45 Class) | 4.44 | 32.90 |
| D121-Full | Hierarchical Classifier | 8.87 | 65.71 |
| D121-Half | Basic Classifier (45 Class) | 2.54 | 18.96 |
| D121-Half | Hierarchical Classifier | 5.09 | 37.71 |

Table 7: Average computational time estimations for a single batch of 135 images on Intel(R) Core(TM) i7-7700HQ 2.80GHz CPU.

| Model | Classifier | Total elapsed time per batch (sec) | Mean time per image (msec) |
|-------|------------|-----------------------------------|---------------------------|
| D121-Full | Basic Classifier (45 Class) | 10.36 | 76.81 |
| D121-Full | Hierarchical Classifier | 20.61 | 152.68 |
| D121-Half | Basic Classifier (45 Class) | 6.84 | 50.67 |
| D121-Half | Hierarchical Classifier | 13.75 | 101.90 |

Computational Times of Models: We estimated the computational times of the models in our hierarchical framework and the basic classifier and presented the estimated times in Tables 6 and 7. The estimations are obtained both on GPU and CPU for a batch of 135 images multiple times (10 times) and the average of these estimations is reported. As can be seen, the running time of the hierarchical model is approximately 2 times more than the basic model (on both GPU and CPU runs) as we expected; since the hierarchical model contains the same CNN model with the Basic Classifier in a cascaded two-layer scheme. Note that, I/O times are not included in these estimations to be able to compare only the computational times of the deep models.

6 Conclusion

In this work, we proposed a hierarchical framework to assess the performances of deep models in this scheme. All the models are trained using two instances of DenseNet 121 models, one with high capacity and one with low capacity. We obtained empirical performances for each model using a 5-fold cross-validation with the NW45 dataset. Our empirical analysis depicted that the hierarchical model performs comparable to the non-hierarchical model, yet it can not exceed the performance of our non-hierarchical model. We supported the estimated empirical results with the statistical estimates of the model prediction probabilities.

Image patches provided in the datasets in this domain do not always contain scenes related to one fine category; we have shown some examples in our previous study [32] depicting such ambiguities on NW45 and five other related datasets. Hence, there are some dataset biases imposed in the evaluations of the models in this domain. There is a need for standardization of the datasets in this domain and reducing the ambiguities in scene labeling. As of now, there is little agreement even on the category names in related datasets. In this work, we tried generating a two-layer hierarchical interpretation of one of the largest datasets in this field to contribute more to the semantic interpretation of the classes in a hierarchy and encourage future datasets to define similar schemes for further assessments.
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