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Abstract—To track the target in a video, current visual trackers usually adopt greedy search for target object localization in each frame, that is, the candidate region with the maximum response score will be selected as the tracking result of each frame. However, we found that this may be not an optimal choice, especially when encountering challenging tracking scenarios such as heavy occlusion and fast motion. In particular, if a tracker drifts, errors will be accumulated and would further make response scores estimated by the tracker unreliable in future frames. To address this issue, we propose to maintain multiple tracking trajectories and apply beam search strategy for visual tracking, so that the trajectory with fewer accumulated errors can be identified. Accordingly, this paper introduces a novel multi-agent reinforcement learning based beam search tracking strategy, termed BeamTracking. It is mainly inspired by the image captioning task, which takes an image as input and generates diverse descriptions using beam search algorithm. Accordingly, we formulate the tracking as a sample selection problem, solved by multiple parallel decision-making processes, each of which aims at picking out one sample as their tracking result in each frame. Each maintained trajectory is associated with an agent to perform the decision-making and determine what actions should be taken to update related information. More specifically, using the classification-based tracker as the baseline, we first adopt bi-GRU to encode the target feature, proposal feature, and its response score into a unified state representation. The state feature and greedy search result are then fed into the first agent for independent action selection. Afterwards, the output action and state features are fed into the subsequent agent for diverse results prediction. When all the frames are processed, we select the trajectory with the maximum accumulated score as the tracking result. Extensive experiments on seven popular tracking benchmark datasets validated the effectiveness of the proposed algorithm.

Index Terms—Visual tracking, multi-agent reinforcement learning, beam search, local and global search, greedy search.

I. INTRODUCTION

The goal of visual tracking is to search for target object in subsequent frames according to its initial state in the first frame. With great progress achieved in recent years, tracking techniques are widely used in many applications, such as video surveillance, robots and autopilot. Nevertheless, due to various challenging factors, such as heavy occlusion and fast motion, the performance of existing trackers in a complex environment is still far from satisfactory.

Existing trackers generally adopt either online or offline learning schemes to conduct tracking [1], [2], [3], [4], [5], [6], [7]. Online learning trackers update their appearance models on-the-fly, while offline learning trackers use the appearance models pre-trained on other datasets. However, according to our observation, both existing online learning and offline learning trackers apply a greedy search strategy to perform tracking, that is, only the result with the highest confidence score predicted by the tracker at each frame will be considered as the final tracking result. Although this greedy search strategy can achieve good performance on simple videos, existing methods can be still very vulnerable to challenging factors like occlusions and motion blurs. For example, to update tracking models, online learning trackers can only use the sample initialized in the first frame and noisy results obtained during tracking, making them difficult to identify and correct unreliable target appearances learned from inaccurate results. For the offline trained trackers, their parameters are fixed and thus can not depict the variations of the target object comprehensively. Therefore, existing methods that force the tracker to locate the target and learn the target appearance only based on the maximum response scores can be still prone to drifting. This inspired us to think do we have to make the tracker predict the only one location for each frame in such a greedy manner?

Recently, image captioning [8], [9], which takes an image as input and outputs a sentence to describe the contents of a given image, draws increasing attention among researchers. More importantly, some researchers adopt the beam search
In this paper, we introduce a novel multi-agent reinforcement learning (MARL) based beam search policy to magnify the benefits of beam search for tracking and alternate the commonly used greedy search-based strategy. The comparison between greedy search and the proposed MARL-based beam search is illustrated in Fig. 1. Specifically, we formulate visual tracking as a sample selection problem. Different from the trackers [10], [11], [12], [13], [14] that also perform tracking based on sample selection, we introduce a multi-agent reinforcement learning framework for tracking the target. In the proposed framework, we employ different agents and apply a multi-agent decision making process to estimate the state of the target object based on candidate states in each frame. We define each candidate state according to a proposal (a bounding box area that potentially contains the target) and extracts its state representation based on the confidence score of the proposal, the CNN features within the proposal, and the CNN features of the target. Proposals and their confidences are obtained from a joint local and global search architecture according to previous tracking locations and target-aware attention regions [15]. A recurrent neural network (bi-directional GRU [16]) is further utilized to comprehensively encode candidate states into a unified state feature. Then, we introduce parallel decision making processes which assign different policy networks for various agents. A policy network takes the unified state feature as input and selects the best candidate state as the tracking result for the agent in current frame. To boost the communication between nearby agents, we also feed the actions chosen by the previous agent into the subsequent one. After selecting different target states with different agents, we can then apply the beam search to update the maintained multiple tracking trajectories until current frame. These operations are executed until the end of a video sequence. Lastly, the best-scored trajectory will be chosen as the tracking result of current video. Following the reinforcement learning paradigm, we optimize the proposed multi-agent beam search network with the policy gradient method (Proximal Policy Optimization algorithm, PPO [17]). The overall pipeline of our tracker can be found in Fig. 3.

Compared with existing visual trackers, the features and differences of this work can be concluded as follows: (1). **Frame-level vs Trajectory-level decision:** Different from previous algorithms which employ a frame-level decision strategy for visual tracking, we adopt the MARL-based beam search to exploit the trajectory-level decision. In practice, our tracker can realize global reasoning for some challenging frames. (2). **Ensemble of multi-trackers vs Beam search-based single tracker:** Traditional ensemble learning-based trackers usually adopt multiple trackers which may bring extremely high time and space complexity. In contrast, our proposed beam search can be integrated with only one tracker but also achieves high-performance tracking. (3). **Single-agent vs Multi-agent RL:** Previous RL based tracking algorithms all follow a single-agent setting, while our tracker is developed based on a multi-agent RL paradigm. By cooperating multiple agents in our method, the tracking performance can be further improved.

Fig. 1. Comparison between greedy search and our proposed MARL based beam search for visual tracking. Previous trackers usually select the location with maximum response score as their result in each frame, and predict the trajectory of target object in a greedy manner (like the red trajectory). In contrast, our proposed MARL based beam search algorithm treats the visual tracking task as a multi-trajectory selection problem, which contains the local-global-proposal generation module, state generation/update module, and beam search policy networks. It selects and maintains the locations with reasonable scores instead of the maximum one for each frame, and chooses the trajectory with the highest score after summation.
To sum up, the contributions of this paper can be summarized in the following three aspects:\footnote{A demo video for this work is available at: https://youtu.be/IiYiYv-SljyY}

- We analyze the limitations of greedy search used in regular visual tracking framework and propose to conduct tracking with multi-agent reinforcement learning based beam search strategy, termed BeamTracking. To the best of our knowledge, this is the first attempt to perform beam search based single object tracking task under a multi-agent reinforcement learning framework.
- We formulate the visual tracking task as a sample selection problem that can be tackled with multiple parallel Markov decision making processes. We propose a multi-agent reinforcement learning framework to fulfill the sequential decision-making problem.
- We integrate the MARL beam search strategy into multiple trackers and conduct experiments on multiple popular tracking benchmark datasets. These results fully validated the effectiveness and generalization of our proposed approach.

II. RELATED WORK

In this section, we will give a review on greedy search based, reinforcement learning based, and ensemble learning based trackers. Due to the limited space in this paper, the following survey papers [1], [2], [3], [18], [19], [20] and paper list \footnote{https://github.com/wangxiao5791509/Single_Object_Tracking_Paper_List} are recommended to find more related trackers.

A. Greedy Search-Based Tracking

The classification based trackers take the visual tracking as a binary classification problem, and they learn a classifier online and discriminate whether the given proposal is a target object or background. Some traditional trackers like Struck [10], SOWP [21] and deep learning trackers MDNet [11] are very popular in the tracking community. Pu et al. [22] propose a recurrent memory activation network (RMAN) to exploit the untapped temporal coherence of the target appearance for visual tracking. Some works attempt to improve the overall performance from different perspectives, such as ensemble learning [23], improve tracking efficiency [12], meta-learning [24] and joint local and global search [15].

Benefiting from the offline training with large-scale datasets, the Siamese network based trackers achieve good performance on recent tracking benchmarks. SiamFC [25] and SINT [26] are early works to introduce the Siamese network by designing fully convolutional architecture and instance matching for tracking, respectively. Later, the modules proposed in object detection community are modified for tracking task like RPN module [27], [28], re-detection module [29], [30], [31], [32], anchor-free module [33], [34], adversarial training [35], [36], etc. Besides, there are also many works introduce new learning schemes, for example, meta-learning [24], [37], reinforcement learning [38], [39], [40], unsupervised learning [41].

Many researchers devote themselves to improving the accuracy and efficiency of visual tracking through more powerful feature representation learning, knowledge distill, hierarchical attention, Transformer, etc. Specifically, Liang and Shen [42] propose the Local Semantic Siamese (LSSiam) network to extract more fine-grained and partial information for visual tracking. A tracking-specific distillation strategy is considered by Shen et al. [43] to achieve small, fast and accurate student tracker learning from large Siamese trackers. Lu et al. [44] propose a shrinkage loss to address the extremely imbalanced pixel-to-pixel differences in tracking, therefore, the enhanced trackers can better distinguish target objects from the background. Shen et al. [45] propose a minimum output sum of squared error filter which can adaptively refine the tracking targets. A hierarchical attention mechanism is proposed in [46] which can adaptively fuse multi-scale response maps for Siamese visual tracking. The potential connections among the training instances are exploited by the quadruplet deep network proposed in [47], which achieves a more powerful representation. Recent works demonstrate that the new architectures like Transformers [48] are also improve the Siamese tracker significantly [49], [50]. Although these trackers achieve good performance on some benchmarks, however, nearly all of these trackers adopt a greedy search strategy for final tracking (including the Correlation Filter based trackers [51], [52], [53]), which will make it difficult for the tracker to revise its past predictions based on future observations. In this paper, we propose a novel MARL-based beam search algorithm to achieve multiple-trajectory tracking, which demonstrates significant improvement compared with regular greedy search.

B. Reinforcement Learning-Based Tracking

Deep reinforcement learning (DRL) draws more and more attention to computer vision researchers. There are already some works proposed to introduce the DRL into the visual tracking community [35], [38], [40], [54], [55], [56], [57], [58], [59]. Specifically, Yun et al. [38] propose a tracker that is controlled by sequentially pursuing actions learned by deep reinforcement learning. The use of reinforcement learning enables even partially labeled data to be successfully utilized for semi-supervised learning. Chen et al. [59] take tracking as a continuous reinforcement learning problem and train an actor-critic network to move the bounding box directly to locate the target object. Zhang et al. [54] also treat the tracking problem as a sequential decision-making process and historical semantics encode highly relevant information for future decisions. They formulate their model as a recurrent convolutional neural network agent that interacts with video over time and achieves good performance on tracking benchmark. Supancic and Ramanan [55] propose to learn an optimal decision-making policy by formulating tracking as a partially observable decision-making process. Hence, their agent can adaptively decide where to look, when to reinitialize, and when to update its appearance model for the tracked object. Wang et al. [35] utilize RL to learn to generate hard instance samples and integrate them with Siamese tracker for robust tracking. Different from these trackers which utilize a single agent to optimize their target and adopt greedy search for
visual tracking, in this work, we formulate the visual tracking as a multi-agent decision-making process and propose a novel beam search strategy to handle the issues caused by greedy search.

In contrast, multi-agent reinforcement learning attempts to achieve maximum reward through the communication of multiple agents. More interestingly, these agents may have different outcomes depending on what the other agents are doing [60]. MARL have been widely used in many computer vision tasks, such as multi-object tracking [56], [61], [62], action recognition [63] and traffic light control [64], [65]. To the best of our knowledge, this paper is the first work to introduce the idea of multi-agent reinforcement learning for visual tracking.

C. Ensemble Learning-Based Tracking

Seldom existing trackers model visual tracking from the view of multi-trajectory analysis [66], [67]. Specifically, MTA is proposed in [66] to conduct tracking by trajectory selection in the tracking procedure based on STRUCK [10]. Their tracking performance is limited by manually designed features and untrainable multi-trajectory analysis. Wang et al. proposed the DeepMTA [68] by introducing multi-trajectory analysis based on dynamic target-aware attention and trajectory evaluation networks. MHT [67] is developed based on empirically defined track tree construction and updating scheme. It also relies on hand-crafted features and detection results to solve multi-object tracking problems.

Some researchers resort to ensemble learning for high-performance tracking by fusing multiple experts. Specifically, the MEEM [69] is developed to address the model drift issue with a multi-expert restoration scheme. CF2 [70] adaptively learns correlation filters on each convolutional layer to encode the target appearance and hierarchically infer the maximum response of each layer to locate targets. HDT [71] use different CNN features and hedge several CNN trackers into a stronger one with an adaptive Hedge method. Besides, the AdaBoost is used for tracking with ensemble learning, such as [72], [73], [74]. MCCT [75] is proposed by Wang et al. for accurate object tracking, called the Multi-Cue Correlation filter based Tracker. Bireshaw et al. [76] fuses multiple trackers based on appropriately mixing the prior state of the trackers. It also updates the target appearance model according to the tracking quality level. Khalid et al. [77] first group trackers into clusters based on the spatio-temporal pair-wise correlation, then the reverse-time analysis is employed to select the high-quality clutters for late fusion. Leang et al. [78] presents a generic framework for combining or selecting online the different components of the processing chain of a set of trackers. HMMTxD is proposed in [79] which fuses observations from complementary out-of-the box trackers and a detector with a hidden Markov model. Wang and Yeung [80] jointly learn the unknown trajectory of the target and the reliability of each tracker for ensemble-based tracking, termed FHMM. Xie et al. [81] achieve multi-tracker fusion by removing the bad trajectories based on the pair-wise correlation, which can be obtained between different tracker pairs. Different from these works, we propose a novel multi-agent reinforcement learning based beam search strategy for visual tracking, which can maintain multiple tracking results for each frame. Our tracker can realize video-level decisions which will be more beneficial for tracking.

III. PRELIMINARIES OF DRL AND BEAM SEARCH

In this section, we give an introduction to the background knowledge of this work, including deep reinforcement learning and beam search.

A. Deep Reinforcement Learning

As shown in Fig. 2 (a), the standard reinforcement learning framework contains two mainly components, i.e., the agent and the environment. This framework encourages the agent to learn from returns (both reward and punishment) obtained by interacting with the environment. Specifically, the agent selects an action and the state of the environment will be changed with a certain probability (this probability is usually assumed to be 1 to simplify the scenario). A positive reward is given if the state is moving in the direction one would expect, and a negative reward otherwise. By continuously accumulating experience (i.e., the training data), the agent can continue to evolve to achieve a certain degree of intelligence.

Correspondingly, as shown in Fig. 2 (b), in our case, the agent is the policy network, the environment is the tracking status. To achieve beam search-based tracking, we formulate visual tracking as a sample selection problem that can be tackled with Markov decision process (MDP). To describe an MDP, we introduce its basic elements: \((S, A, T, R, \gamma)\), where \(S\) is a set of states \(s_t\), \(t\) is used to denote time step, \(A\) is a set of actions \(a_t\), \(T\) is the transition probability of the next state given current state and action,\(^4\) \(R\) is the reward function \(r(s_t, a_t)\) for each intermediate time step \(t\), and \(\gamma\) is the discount factor which usually set as 0.9. The actions are taken from a probability distribution called policy \(\pi\) given current state \((a_t \sim \pi(s_t))\). Under MDP, it is straightforward to apply the reinforcement learning technique to learn the policy \(\pi\) or the tracking model. By maximizing the rewards, reinforcement learning can achieve better tracking performance. Many visual trackers are developed based on this idea [35], [38], [40], [54], [55], [56], [57], [58], [59]. Different from previous works, this paper develops a novel beam search-based policy with multi-agent reinforcement learning for visual tracking, which can track the target object by analyzing multiple tracking results.

B. Beam Search

As a greedy heuristic search algorithm, the Beam Search (BS) scheme [82], [83] is prevalent in image captioning community. The BS adopts the breadth-first search to traverse the search tree, that is to say, the top-B highest-scoring partial hypotheses (also called beams) are stores at each time step. Here, the \(B\) is also termed the beam width. Formally, at

\(^4\)In our case, given the current state and action, the transition probability is determined.
A pet cat yawns while lying on the arm of a man in a blue t-shirt.

As shown in Fig. 3, we first collect candidate states of the target object for each frame based on binary classification based tracking framework. Specifically, the local and global proposals are extracted around previous tracking results and attention regions. The response scores of these proposals can be attained with an online learned classifier. Then, we concatenate the target object features, the features within proposals, and the response scores of proposals to form candidate states. Subsequently, a bi-directional GRU network is utilized to encode the states into one feature representation. In this procedure, the historical proposals extracted from previous frames are memorized to facilitate current prediction. For each frame, we employ policy networks, i.e., multiple agents, to output diverse actions for beam search-based tracking. The selections of different agents are enhanced by the communications between nearby agents. In another word, we input the...
action chosen by the previous agent into the subsequent one to boost the information propagation between different agents when selecting their individual action. As a result, this multi-agent system generates multi-trajectory tracking results. After spanning the entire video sequence, the response score of an obtained trajectory can be computed by simply summarizing the scores of proposals that belong to the corresponding trajectory. We select the trajectory with the maximum accumulated response score as the final tracking result of testing video sequence.

B. Candidate States Generation via Local-Global-Search

To effectively apply beam search for tracking, we need multiple reliable but diverse tracking results. We achieve this goal by employing multiple agents and letting each agent find the best state of the target from multiple candidate states. We generate candidate states based on joint local and global search results. The local search provides accurate tracking results for simple videos but can be extremely vulnerable to challenging factors, such as fast motion, heavy occlusion, and out-of-view, which are frequently occurred in a practical tracking environment. The global search then complements the local search to improve the tracking robustness in these challenging scenarios.

For local search-based tracking, we generate candidate states based on the binary classification-based multi-domain convolutional neural network, i.e., MDNet [11] and RT-MDNet [12]. In these trackers, dozens of proposals are sampled around previous tracking results. Then, these trackers feed sampled proposals into a binary classifier to select the best-scored proposal as the result of the current frame. After tracking, they generate positive and negative training samples and train their network on-the-fly. Different from MDNet, the RT-MDNet greatly improves the tracking efficiency by introducing a fast adaptive RoI-Align scheme for feature extraction of sampled proposals. In practice, by applying these trackers to perform a local search for the target, we can obtain a rich collection of proposals and their confidence scores, thus forming multiple candidate states.

For global search-based tracking, we mainly follow [15] and adopt Target-aware Attention Network (termed TANet) to locate the target object from the global view in this paper. In particular, we adopt ResNet-18 [84], which is pre-trained on ImageNet [85], to extract features of initial target object and global video frame. The feature maps of target object are then utilized as the convolutional filter and implement convolutional operation on the feature maps of the global video frame. The processed feature maps will be fed into a decoder network gradually by skip-connections. The decoder network will generate the corresponding attention map where the target object related regions will be highlighted. With the generated attention of the target, we can sample global search-based proposals for the target. These proposals are also fed into the local search tracker to obtain confidence scores. This procedure is illustrated in Fig. 3.

As mentioned in previous sections, the commonly used greedy search strategy that selects the proposal with the maximum response score as the result of the current frame can already work well on simple videos. However, this mechanism still suffers from drifting in challenging scenarios under the tracking-by-detection framework. To address this issue, we propose to perform a beam search on multi-trajectory information for more robust tracking. The multi-trajectory is obtained with a multi-agent reinforcement learning (MARL) framework, which will be introduced in the following sections.

C. MARL Framework

The introduction of MARL framework is to magnify the benefits of beam search for tracking. In general, the MARL employs different agents to perform tracking. Each agent follows a typical reinforcement learning framework. Therefore, we need to define the state representation, the action space, the decision making policy, and the reward function for training each agent. In this section, we will describe in detail how we define these concepts to fulfill tracking.

1) State Representation: As described in the introduction, we obtain the state representation for each agent based on a collection of candidate state representations. Candidate state representations are generated according to proposals by the joint local and global search. Confidence scores and CNN features define candidate state representations.

Formally, we introduce the following symbols to help describe state representations. Given a video frame, we first collect $n$ proposals $P = \{p_1, p_2, \ldots, p_n\}$. Each $p_i$ is a 4D vector describing the coordinates of the four corners of a bounding box area. For the collected proposals, we use the symbols $S = \{s_1, s_2, \ldots, s_n\}$ to represent corresponding confidence scores predicted by the baseline visual tracker. Then, we denote $F = \{F_1, F_2, \ldots, F_n\}$ as the features extracted from CNN for all the collected proposals. Each $F_i$ is originally a tensor with the size $C \times H \times W$, and we then reshape it into a 1D vector. We also extract the visual feature (denoted as $\hat{F}$) of the target object initialized in the first frame. Many previous works have validated the importance of an initial target object patch for practical tracking [15], [26], [27], [86]. Then, for the $i$-th proposal, we concatenate its confidence score $s_i$, the convolutional feature within its bounding box area $F_i$, and the initial target feature $\hat{F}$ into a unified feature vector. We use $[\hat{F}, F, S]$ to represent the collection of this concatenation operation according to the collection of proposals $P$.

After collecting the candidate state representations, we then extract a unified state representation for agents. In our MARL framework, each agent will learn a decision making policy to select a candidate state that best describes the target state in the current frame. To learn a good decision making policy, it is important that each agent can observe more about the environment that surrounds the target. Rather than modeling the whole image that introduces excessive computational costs, we propose that the candidate representations already provide informative but diverse observations about the surrounding environments, since proposals are generally close to the target. Accordingly, we apply a bi-directional GRU network to all the collected candidate representations to encode environments.
into a unified state representation:

\[ h_t^+ = GRU([\hat{F}_0, F, S_h], h_{t-1}^-) \]  \hspace{1cm} (2)

\[ h_t^- = GRU([\hat{F}_0, F, S_h], h_{t+1}^+) \]  \hspace{1cm} (3)

where \( h_t^+ \) and \( h_t^- \) denote the hidden state of the forward and backward GRUs at time \( t \), respectively. The bi-directional states \( h_t^+ \) and \( h_t^- \) are concatenated together as the feature vector of unified state representation, i.e., the \( H = [h_t^+, h_t^-] \).

In practice, the collected candidate state representations \([\hat{F}_0, F, S]\), whose total feature dimension is 9218, are transformed into a 1D feature vector with the dimension of 1024 using GRU.

\( \hat{F}_0 \) denotes the hidden state of the forward GRU at time 0.

\( F \) denotes the hidden state of the backward GRU at time F.

\( S_h \) denotes the hidden state of the GRU at time S.

**Discussion:** Note that diverse search regions could be more helpful for robust tracking and we have already attempted to maintain and use separate search regions in our implementation. However, by sampling different search regions for different trajectories, we have found that the overall computational complexity, including the costs for feature extraction and information update with respect to the extra search regions, would become extremely large and could make it quite intractable for online tracking. As a result, considering that the TANet module of our method can already provide rich diversified candidate areas for searching, we share the local search regions and global search regions from TANet to avoid excessive complexity and make our method more practical. In addition, regarding the performance of our method, although it is subjected to the baseline method, we would like to mention that our method already improves the baseline methods to a considerable extent, which is usually very difficult when using other methods. This can be illustrated in the experimental comparison. Besides, since our work mainly aims to tackle the multi-trajectory single-object tracking problem based on a novel reinforcement mechanism, we tend to leave the improvement of baseline methods to future works.

2) **Action Selection:** By taking the unified state representation as input, we define that the action space of each agent is to predict the proposal index that indicates the proposal selected as the tracking result for current frame. We formulate this action space as a continuous action space and normalize the action values into \( 0 \sim 1 \). Then, the true index of selected proposals can be obtained by multiplying the action value with the number of extracted proposals.

A decision making policy network is assigned to each agent to decide which action to take. The network directly predicts the action value. Besides, we also boost communication between decision making policy networks of different agents by devising a novel sequential action selection mechanism. More specifically, in addition to the unified state representation, we also input to each agent the action selected by the previous agent to encourage diversified proposal selection results. For the first agent, we input the action selected by the greedy search mechanism to start the action selection procedure, as shown in Fig. 3.

3) **Reward Function:** For the reward function, we take the IoU between selected proposals and the ground truth bounding box as an evaluation metric to encourage the selected proposals to be as close to the ground truth as possible. More specifically, if the agent selects the proposal whose IoU with the ground truth is larger than a pre-defined threshold value, then this agent is rewarded by +1; otherwise, it will be punished by −1. It is also worthy to note that all the agents share the same reward function. Following existing RL algorithms [87], [88], we also utilize accumulated discounted rewards, i.e., the rewards obtained in a more distant future contribute less to the current step. Therefore, the discounted return for each agent at time step \( t \) can be formulated as:

\[ R_t = \sum_{k=0}^{T-t} \gamma^k r_{k+1}, \]  \hspace{1cm} (4)

where \( \gamma \) is a discount factor and equal to 0.9 in all our experiments.

**D. The Training**

The objective of our proposed MARL framework is to maximize the expected reward. Although many reinforcement learning algorithms can be adopted for this task, such as DQN [88] or REINFORCE [89], in this paper, we adopt the Proximal Policy Optimization Algorithms (PPO) [17] to optimize the parameters of bi-directional GRU and policy network due to its stability and efficiency. Compared with regular policy gradient methods, PPO is proposed to force the ratio between the updated and previous policy to stay within an interval which can handle the issue of destructively large policy updates in the learning phase, as noted in [17]. Formally, given the action space, the objective of PPO can be expressed as:

\[ J^{\text{PPO}}(\theta) = \mathbb{E}[\min(\rho_t \hat{A}(s, a), clip(\rho_t, 1 - \varepsilon, 1 + \varepsilon)\hat{A}(s, a))], \]  \hspace{1cm} (5)

where \( \rho_t = \frac{\pi_\theta(a_t|s_t)}{\pi_{\text{old}}(a_t|s_t)} \) denotes the ratio between two policies, \( \pi_\theta \) is a stochastic policy and \( \pi_{\text{old}} \) is the policy before the update. The function \( \text{clip}(\rho_t, 1 - \varepsilon, 1 + \varepsilon) \) constrains the ratio within \([1 - \varepsilon, 1 + \varepsilon]\) and \( \varepsilon \) is a hyper-parameter. \( \hat{A}(s, a) \) is an estimator of the advantage function at time step \( t \), which can be obtained by:

\[ \hat{A}(s, a) = Q(s, a) - V(s), \]  \hspace{1cm} (6)

where \( V(s) \) is state-value function which measures the expected return of state \( s \); \( Q(s, a) \) is the action-value function similar to \( V(s) \), but it is used to measure the expected return of a pair of state and action \( (s, a) \).

In this paper, the PPO is implemented based on an actor-critic architecture that contains two branches, i.e., the actor network (policy function) and critic network (value function). Following existing works [63], [87], [88], [90] which utilize entropy regularization \( \mathcal{H} \) to prevent policies from becoming deterministic, we also adopt this technique to encourage exploration in the training phase. In other words, the agents are encouraged to select more diverse proposals with larger entropy. Therefore, the learning objective for actor network can be formulated as:

\[ J^{\text{actor}}(\theta) = J^{\text{PPO}}(\theta) + c_1 \mathcal{H}(s, \pi_\theta(.)), \]  \hspace{1cm} (7)
Algorithm 1 Offline Training of the Beam Search Policy

Input: Training videos $C$ and its ground truth $G$
Output: Beam Search Policy
1: Initialize RT-MDNet with $\theta^{RT}$
2: Initialize policy and value function parameters with $\theta_0$ and $\phi_0$
3: Initialize the replay buffer $D$, beam width $B$
4: for episode = 1, $M$ do
5:  # Training Sample Collection
6:  Randomly select a clip of frames $\{X_k, X_{k+1}, ..., X_{k+T}\}$
7:  Draw samples $\{S^1_q, S^2_q\}$ to fine-tuning RT-MDNet
8:  for frame $t = 2, T+1$ do
9:    Feed extracted proposals into RT-MDNet to get state
10:   Select $B$ actions $\{a^1_t, a^2_t, ..., a^B_t\}$ according to current policy and exploration rate, recurrently
11:  Execute $B$ actions, observe reward $r_t$ and next states
12:  Store transitions in $D$
13:  end for
14:  # Policy Optimization
15:  Sample mini-batch of $N$ transitions $D_k = \{\tau_i\}$ from $D$
16:  Compute the Returns $R_t$ and estimated advantage $\hat{A}_t$ based on current value function $V_{\phi_k}$
17:  Update policy by optimizing Eq. (7)
18:  Update value function by optimizing Eq. (8)
19: end for

where $c_1$ is a hyper-parameter. For the critic network, we compute the mean squared error between the discounted return $R$ and estimated state-value $V(s)$ to update its parameters:

$$J_{\text{critic}}(\theta) = (R_t - V(s))^2.$$  \hfill (8)

The overall training process is summarized in Algorithm 1.

E. Beam Search-Based Tracking

In our proposed beam search-based tracking strategy, multiple tracking results are selected in each frame and will be maintained until processing the whole video sequence. Different from the vanilla beam search mechanism that selects results with top-$k$ confidence scores, our strategy selects results from the proposed MARL framework.

Before tracking the target in a test video, we first pre-train the local search tracker following the protocol of MDNet and RT-MDNet and pre-train the global search tracking following TANet. Note that we also follow MDNet and utilize the bounding box regression, short- and long-term update strategy for more accurate tracking. When processing the test video, in each coming frame, we conduct Gaussian sampling on both local and global search regions to obtain candidate state representations and the unified state representation. Then, we feed the state representation and other information as mentioned previously into different agents to select their tracking results. After all the agents have selected their results, we maintain these results and conduct similar operations for subsequent frames until the end of testing video. Once all the video frames are processed, we can obtain multiple tracking trajectories. In this paper, we simply summarize all the scores of the corresponding trajectory and select the best scored one as the tracking result of the current video sequence.

It is worthy to note that it is not intuitive to apply the aforementioned method for the Siamese network based trackers (DiMP [91] is tested in this work), because these trackers directly predict a response map instead of proposals. Hence, we modify the output action of each agent as two values, i.e., the coordinates of the selected location in the current response map. We set the actions of previous agent and the response map as the state for the subsequent agent and the definition of reward remains the same.

V. EXPERIMENT

A. Datasets and Evaluation Metric

Our method is effective for both short-term and long-term videos. In this paper, we use both the short-term and long-term videos for training (including TLP [92] and DTB [93]), which totally contain 120 video sequences. Note that, some of the long-term videos consist of more than 20K frames. The following tracking datasets are used for inference and compare with other state-of-the-art trackers: OTB2015 [94], TC128 [95], UAV123 [96], LaSOT [97], GOT-10K [98], VOT2018-LT [99], and VOT2019-LT [100].

PR (Precision Rate) and SR (Success Rate) are two metrics widely used in the tracking community. The first evaluation metric illustrates the percentage of frames where the center location error between the object location and ground truth is smaller than a pre-defined threshold (20 pixel threshold are usually adopted). The second one demonstrates the percentage of frames the Intersection over Union (IoU) of the predicted and the ground truth bounding boxes is higher than a given ratio. In addition, the AO (Average Overlap) is also used for the evaluation of GOT-10K dataset which denotes the average of overlaps between all ground truth and estimated bounding boxes. As noted in [98], the AO is recently proved to be equivalent to the area under curve (AUC) metric employed in OTB-100 [94] and LaSOT [97]. For the VOT2018-LT and VOT2019-LT datasets, we adopt their default metrics as the evaluation criteria, i.e., Precision, Recall, and F1-score. Specifically, the definition of these metrics are:

$$\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN},$$  \hfill (9)
$$\text{F1-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},$$  \hfill (10)

where TP, FP, and FN are used to denote the True Positive, False Positive and False Negative, respectively.

B. Implementation Details

For the training of TANet, the batch size is 20, the initial learning rate is 0.0004, and the maximum epoch is 15. The ground truth mask used for the training is obtained by filling the target and background regions with white and black pixels. For the beam search policy network, the learning rate for the actor network and critic network are 0.001 and 0.005, respectively, entropy weight $c_1$ is set as 0.005, $\gamma$ is 0.9. $\tau$ is 0.8. The input dimension of bi-directional GRU is 9218 and the encoded hidden state is 1024. It is also worthy to note that the pre-trained RT-MDNet [12] is utilized in the training phase of our beam search policy network due to

5https://github.com/BossBobxuan/RT-MDNet
its high efficiency. But the learned beam search policy also works well when integrating with MDNet [11] according to our experimental results. To validate the generalization of our proposed beam search strategy, we also integrate it with strong tracker DiMP [91] to check the final results. To finish training, the beam search network of our method requires about 7 days to find a better checkpoint for testing using a server with eight RTX2080TI GPUs. The code will be released at https://github.com/wangxiao5791509/BeamTracking.

C. Comparison on Public Benchmarks

In this subsection, we report our tracking results and compare with other state-of-the-art trackers on seven popular tracking benchmark datasets.

1) Results on OTB-2015 [94]: OTB-2015 is the first large-scale standard benchmarks for visual tracking proposed by Wu et al. It contains 100 video sequences which reflect 9 challenging attributes, such as illumination variation, scale variation, occlusion, deformation. We compare our tracker with PGNNet [101], Ocean [33], PTAV [102], SiamRPN++ [34], CREST [103], TANet [104], GCT [105], and MDNet [11] on this benchmark. From the Table I, we can find that the baseline method MDNet achieves 0.868/0.645 on the OTB-2015 tracking benchmark. Our approach obtains 0.886/0.653 on this benchmark, which outperforms the baseline method by +1.8%, +0.8% on both metrics respectively. In addition, our method is also better than other compared tracking algorithms, such as PTAV (+3.8%, +1.9%), CREST (+4.8%, +3.0%), TANet (+9.5%, +0.7%), and GCT (+3.2%, +0.5%).

2) Results on TC128 [95]: TC128 is specifically designed for the evaluation of color related trackers which contains 129 testing video sequences. As shown in Table I, the baseline method MDNet achieves 0.797/0.569 on the PR/SP. In contrast, our proposed beam search policy achieves better results on this benchmark (0.806/0.583) than baseline method and other compared trackers, including GradNet [106], PTAV [102], ACT [59], MEEM [69], SINT [26], ADNet [38], and RT-MDNet [12].

3) Results on UAV123 [96]: UAV123 is a dataset specifically designed for UAV tracking which contains 123 video sequences. From Table I, the MDNet achieves 0.747/0.528 on the PR/SP, while our tracker improve them to 0.773/0.668. Our tracker also outperforms the DTNet [107], SiamRPN [27], and DaSiamRPN [111].

4) Results on GOT-10K [98]: GOT-10K is constructed based on the backbone of WordNet structure [119]. It populates the majority of over 560 classes of moving objects and 87 motion patterns. It contains 10,000 videos totally, with more than 1.5 million manually labeled bounding boxes. The authors select 280 videos as the test subset and the rest of videos are used for training. As we can see from Table I, our tracker achieves better results than the baseline method DiMP [91]. Specifically speaking, the DiMP achieves 0.673/0.785 on the ARI\textsubscript{2009}, respectively. When integrating the multi-agent beam search strategy, our tracker obtained 0.685/0.800 on the two metrics, respectively. Compared with other trackers including ATOM [113], GOTORUN [114], SiamFC [25], SiamFC++ [34], Ocean [33], KYS [115], and D3S [116], our overall tracking performance is also better than theirs.

5) Results on LaSOT [97]: LaSOT is the currently largest long-term tracking dataset which contains 1400 video sequences with more than 3.5M frames in total. The average video length is more than 2,500 frames and each video contains challenging factors deriving from the wild, e.g., out-of-view, scale variation. It provides both natural language and bounding box annotations which can be used for the explorations of integrating visual and natural language features for robust tracking. For the evaluation of LaSOT dataset, we test our tracker based on the Protocol II which contains 280 videos. As shown in Fig. 4, the baseline method MDNet achieves 0.351/0.381 on the PR and SR metrics. When integrated with strong trackers like DiMP, our proposed MARL based beam search strategy can also improve over this baseline. Specifically, the DiMP achieves 0.605/0.661/0.629 on Precision Plot, Normalized Precision Plot and Success Plot, while we attain 0.615/0.671/0.639 respectively. The experiments on this benchmark demonstrate the effectiveness and generalization of our proposed modules for tracking. Compared with other state-of-the-art trackers, such as SiamFC++ [34], LTMU [120],

| TABLE I | Tracking Results on OTB-2015, TC-128, UAV123, GOT-10K, VOT2018-LT, and VOT2019-LT Dataset |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
| Algorithm | PGNet [101] | Ocean [33] | PTAV [102] | SiamRPN++ [34] | CREST [103] | TANet [104] | GCT [105] | MDNet [11] | Own |
| OTB-2015 (PR/SP) | 0.820/0.691 | 0.920/0.844 | 0.840/0.654 | 0.891/0.701 | 0.830/0.653 | 0.791/0.648 | 0.850/0.648 | 0.860/0.653 |
| TC-128 (PR/SP) | GradNet [106] | PTAV [102] | ACT [59] | MEEM [69] | SINT [26] | ADNet [38] | RT-MDNet [12] | Own |
| UAV123 (PR/SP) | DTSNet [107] | SAP [108] | SRCDF [109] | S2CO [110] | SiamRPN++ [27] | DaSiamRPN [111] | THOR [112] | MDNet [11] | Own |
| GOT-10K (AIO\textsubscript{2009}+\textsubscript{R0}) | ATOM [113] | GOTORUN [114] | SiamFC [25] | SiamRPN++ [34] | Ocean [33] | KYS [115] | D3S [116] | DMP [91] | Own |
| VOT2018-LT | Precision | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 |
| | Recall | 0.994 | 0.994 | 0.994 | 0.994 | 0.994 | 0.994 | 0.994 | 0.994 |
| | F1-score | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 |
| VOT2019-LT | SSNT [100] | Co-Siam [100] | SiamUnet-\textsubscript{LL} [100] | SiamRPN++-\textsubscript{LL} [27] | SiamD2 [86] | SiamD2++ [86] | SiamD2++ [24] | DMP [91] | Own |
| | Precision | 0.970 | 0.970 | 0.970 | 0.970 | 0.970 | 0.970 | 0.970 | 0.970 |
| | Recall | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 | 0.995 |
| | F1-score | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 | 0.991 |

6https://github.com/HyeonseobNam/py-MDNet
Ocean [33], and TANet [104], our results are also better than them.

6) Results on VOT2018-LT [99]: VOT2018-LT is a long-term dataset which contains 35 videos with a total length of 146,817 frames. It is calculated that the target object will disappear for 12 times and each lasting on average 40 frames for each video. As shown in Table I, the baseline DiMP achieves 0.660, 0.583, 0.619 on the Precision, Recall and F1-score, while our method achieves 0.683, 0.613, 0.646, respectively. In addition, our tracker also outperforms other compared trackers by a large margin.

7) Results on VOT2019-LT [100]: VOT2019-LT totally contains 50 videos with 215,294 frames and each video contains on average 10 long-term target disappearances. Based on VOT2018-LT, this dataset introduces external 15 videos which are more challenging. We also evaluate our tracker on a more challenging VOT2019-LT dataset in Table I. The baseline tracker DiMP attains 0.655, 0.572, 0.611, while we achieve 0.679, 0.601, 0.638 on Precision, Recall and F1-score, respectively. Compared with other long-term trackers, our results are also better than them which demonstrate the advantages of our proposed MARL beam search strategy. All in all, the aforementioned experiments fully validated that our MARL based beam search strategy is effective for visual tracking.

D. Ablation Study

1) Component Analysis: In this section, we conduct ablation studies on the GOT-10K and VOT-2016 dataset. The MDNet and RT-MDNet are adopted as the baseline tracker respectively. Various search strategies are discussed as described below:

- **Vanilla Greedy Search (VGS):** This inference approach is widely used in existing visual trackers. We take this search strategy as our baseline method.

- **Global Search (GS):** We take the global proposal into baseline tracker to achieve joint local and global search.

- **Single-Agent Greedy Search (SAGS):** Following greedy search used in popular tracking algorithms, we train a greedy search policy with single agent based reinforcement learning. Then, we integrate it into the baseline tracker to discuss the difference between greedy select policy and our learning-based select policy.

- **Naïve Beam Search (NBS):** We adopt beam search algorithm for tracking, which target at selecting and maintaining the top-k proposals for each video frame according to the classification score.

- **Multi-Agent Beam Search (MABS):** Following the idea of beam search algorithm, we utilize our multi-agent reinforcement learning based beam search policy for visual tracking.

As shown in Table II, we can find that the baseline method which adopts Vanilla Greedy Search for visual tracking achieves 0.299/0.303 on AoISR, respectively. When combining the TANet model with baseline method for joint local and global search, the tracking performance can be significantly improved to 0.381/0.402. This experiment fully validated the effectiveness of our introduced TANet. When integrating with our single agent based search strategy, i.e., MDNet+GS+SAGS, we can further improve the result to 0.383/0.407. This result fully validated the effectiveness of our proposed non-greedy search algorithm (Comparing with regular classifier based trackers which always select the proposal with maximum score, our tracker select the proposal our agent recommended). On the basis of this implementation, we propose a novel beam search strategy for visual tracking based on MARL. As shown in Table II, we can find that our beam search achieves the best tracking performance on this benchmark compared with other search strategies, including greedy search, single agent search. It is also worthy to note that our MARL based beam search (0.412/0.449) also achieves better results than naïve beam search policy (0.399/0.439). It is because the naïve beam search policy only select the top-k
These experimental results fully validate the effectiveness and multiple benchmark datasets. When combining it with DiMP tively. Although our tracker achieves lower running effi-

e. Efficiency Analysis

As shown in Fig. 6, it is intuitive to find that our tracker results of our tracker based on LaSOT tracking benchmark. respectively.
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\caption{Results with various number of trajectories on GOT-10k dataset.}
\end{figure}

\section{Discussion}

We compare our proposed algorithms with other state-of-the-art trackers on multiple benchmark datasets in previous sections. In this section, we focus on the comparison with RL-based, ensemble learning-based trackers, and hyperparameter optimization.

\subsection{1) Compare With RL-Based Trackers:}

In the experiments, we compare our tracker with other RL based tracking algorithm, including ADNet [38], ACT [59], DTNet [107]. Specifically, ADNet achieves 0.903\(\pm\)0.659, 0.880\(\pm\)0.646 on OTB-2013 and OTB-2015 dataset, respectively and our results are all better than theirs, i.e., 0.940\(\pm\)0.686, 0.886\(\pm\)0.653. On the TC128 dataset, we also outperform the ACT which is developed based on MDNet and RL (ACT: 0.738\(\pm\)0.532, Ours: 0.806\(\pm\)0.583). DTNet is developed by Song et al. for adaptive switch between detection and tracking based on a hierarchical RL algorithm published in Neurips-2020. We also outperform this tracker (Integrated version: ACT+FCT+SiamFC) on UAV123 dataset, i.e., 0.773\(\pm\)0.668 vs 0.726\(\pm\)0.539, on PRISR respectively. From all the comparisons with RL trackers, we can find that our proposed MARL-based beam search strategy indeed achieves better results and this fully demonstrates the leading performance in the family of single object tracking algorithms based on RL.

\subsection{2) Compare With Ensemble Learning-Based Trackers:}

The ensemble learning based trackers are also related to our proposed algorithms. The ensemble trackers reviewed in related work are used for the comparison, for example, MTA [66], DeepMTA [68], MEEM [69], CF2 [70], HDT [71], MCCT [75], Xie et al. [81]. Specifically, the MTA achieves 0.838\(\pm\)0.595 on the OTB-2013 dataset, while we get 0.940\(\pm\)0.686 which are significantly better than theirs. Our results are also comparable with MCCT [75] (0.928\(\pm\)0.714) on this benchmark. The DeepMTA [68] further extends MTA with deep neural networks and achieves 0.799\(\pm\)0.650 on the OTB-2015 dataset, in contrast, we can attain 0.886\(\pm\)0.653 on this benchmark dataset. Our results are also better than CF2 [70] (0.837\(\pm\)0.562), HDT [71] (0.848\(\pm\)0.564), Xie et al. [81] (0.927\(\pm\)0.873) outperform ours on this benchmark, however, their tracker needs multiple trackers for final fusion which may need more memory. In addition, their results on large-scale benchmarks are still unknown, in contrast, we can achieve good performance on both short and long-term tracking datasets. On the TC-128 dataset, the MEEM [69] achieve 0.675\(\pm\)0.483, while we can attain 0.806\(\pm\)0.583. Therefore, according to the aforementioned analysis and comparison, we can find that our results are better than most of the ensemble trackers. These experimental results fully demonstrate the advantages over existing ensemble trackers.

\subsection{3) Hyperparameter Optimization:}

As is known to all, the hyperparameters are very important for the machine learning models, of course, it is also very important for the visual object tracking task. Usually, these hyperparameters are manually tuned using the control variates approach, which is time-consumption and very challenging to find a set of suitable parameters. Therefore, some automatic hyperparameter tuning

\begin{figure}
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\includegraphics[width=\textwidth]{fig3}
\caption{Results with various number of trajectories on GOT-10k dataset.}
\end{figure}

the proposal for each frame, however, these proposals sometimes are nearly the same. Our beam search policy select the proposals recommended by various agents which will get rid of such greedy property, therefore, we can obtain better results.

In addition to aforementioned analysis, we also combine these search strategies with RT-MDNet and test them on the VOT-2016 dataset. Due to the fact that our proposed approach have multiple tracking results for each frame, therefore, the default evaluation metric of VOT-2016 is not suitable for the evaluation. In this experiment, we adopt the AUC score as the evaluation metric. From Table II, we can draw similar conclusions with the experimental results based on MDNet. Specifically, compared with naïve beam search, our MARL based beam search scheme obtain +2% points improvement. These experimental results fully validate the effectiveness and advantages of our proposed MARL based beam search scheme for visual tracking task.

\subsection{2) Analysis on Number of Trajectories:}

As shown in Fig. 5, it’s easy to find that our model can obtain better results when increasing the beam width, i.e., the number of tracking trajectories. Specifically, we can obtain 0.383\(\pm\)0.407 on PRISR if the beam width is 1; when the beam width is increased to 2, 3, 5, we can attain 0.390\(\pm\)0.409, 0.412\(\pm\)0.449, 0.420\(\pm\)0.460, respectively.

\subsection{3) Attribute Analysis:}

In this paper, we analyse the attribute results of our tracker based on LaSOT tracking benchmark. As shown in Fig. 6, it is intuitive to find that our tracker is robust to many challenging factors, such as out-of-view, rotation, camera motion, low resolution and fast motion, compared with other tracking algorithms. This experiment fully validated the effectiveness and robustness of our tracker when tracking in complex scenarios.

\section{E. Efficiency Analysis}

When integrating our proposed search scheme into MDNet and RT-MDNet, we can achieve 0.67 and 4.27 FPS, respectively. Although our tracker achieves lower running efficiency based on the two trackers, however, our tracker can improve corresponding tracking algorithms significantly on multiple benchmark datasets. When combining it with DiMP tracker [91], our tracker can run at 22.65 FPS, meanwhile, the overall results can also be improved.
methods drawing more and more attention in recent years. The researchers also find that the popular Siamese trackers are sensitive to parameters, and part of the reason they get strong results is because of the hyperparametric tuning tool [14], [33], [121]. Different from the above method of brute force search, Dong et al. [122] propose the reinforcement...
learning-based dynamic parameter tuning which is more intelligent. In this paper, we aim to propose the first MARL-based beam search framework for visual object tracking and get top-notch results is not the most important goal. We empirically set the hyperparameters for our tracker, in another word, no multiple parameter adjustments were made to obtain better results. However, reinforcement learning-based dynamic parameter tuning is interesting and useful and can be used to further improve this work. We consider leaving it as our future work.

G. Visualization

In this section, we demonstrate some illustrations of tracking results on the LaSOT benchmark dataset in Fig. 7. It is easy to find that our tracker can obtain better results in challenging environments than the compared method, including SiamRPN++ [28], SiamFC++ [34], TANet [104], DiMP [91] and Ocean [33]. It is also worthy to note that the TANet [104] also adopts a local-global search scheme for tracking, however, it sometimes loses the target object. For example, the black rectangle (i.e., the TANet) fails to locate the bike in frame 395 (second row). It also predicts the wrong scale of the target object like the car in the third row. These qualitative analyses fully demonstrate the good performance of our tracker which is developed based on MARL based beam search scheme. More tracking results can be found in our demo video on the project page.

H. Failed Cases

Although our tracker attains better results on many video sequences, however, it still suffers from the challenging factors, like small object with dense distractors, as shown in Fig. 8. Due to the dense background objects, our tracker fails to locate the right object, for example, the cow and coin in the first and second row, respectively. In our future works, we will consider adopting graph matching algorithms to model the temporal relations of the target object and background distractors between consecutive frames to help address this issue.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we propose a novel beam search policy for visual tracking based on multi-agent deep reinforcement learning. We attempt to select multiple candidate locations as tracking results of the current frame instead of only one location predicted by a greedy search. We formulate the multiple candidate location selections as a multi-agent decision-making problem and optimize them with PPO algorithm. We also introduce the global search module TANet to handle the re-detection problem in the long-term tracking task. Extensive experiments on multiple tracking benchmark datasets fully demonstrate the effectiveness and generalization of our beam search strategy for tracking. In the future works, we will consider modeling the relations between the target object and the background objects to handle the issue of similar target objects for more accurate tracking. We will also exploit the adaptive hyperparameter tuning for high-performance tracking.
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