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We investigate the physical mechanisms governing the activation of faults during hydraulic fracturing. Recent studies have debated the varying importance of different fault reactivation mechanisms in different settings. Pore pressure increase caused by injection is generally considered to be the primary driver of induced seismicity. However, in very tight reservoir rocks, unless a fracture network exists to act as a hydraulic conduit, the rate of diffusion may be too low to explain the spatio-temporal evolution of some microseismic sequences. Thus, elastic and poroelastic stress transfer and aseismic slip have been invoked to explain observations of events occurring beyond the expected distance of a reasonable diffusive front. In this study we use the high quality microseismic data acquired during hydraulic fracturing at the Preston New Road (PNR) wells, Lancashire, UK, to examine fault triggering mechanisms. Injection through both wells generated felt induced seismicity—an ML 1.6 during PNR-1z injection in 2018 and an ML 2.9 during PNR-2 in 2019—and the microseismic observations show that each operation activated different faults with different orientations. Previous studies have already shown that PNR-1z seismicity was triggered by a combination of both direct hydraulic effects and elastic stress transfer generated by hydraulic fracture opening. Here we perform a similar analysis of the PNR-2 seismicity, finding that the PNR-2 fault triggering was mostly likely dominated by the diffusion of increased fluid pressure through a secondary zone of hydraulic fractures. However, elastic stress transfer caused by hydraulic fracture opening would have also acted to promote slip. It is significant that no microseismicity was observed on the previously activated fault during PNR-2 operations. This dataset therefore provides a unique opportunity to estimate the minimum perturbation required to activate the fault. As it appears that there was no hydraulic connection between them during each stimulation, any perturbation caused to the PNR-1z fault by PNR-2 stimulation must be through elastic or poroelastic stress transfer. As such, by computing the stress transfer created by PNR-2 stimulation onto the PNR-1z fault, we are able to approximate the minimum bound for the required stress perturbation: in excess of 0.1 MPa, orders of magnitude larger than stated estimates of a generalized triggering threshold.
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INTRODUCTION

Felt induced seismicity occurs when industrial activities create stress changes in the subsurface that reactivate faults. This phenomenon has affected a wide range of industries, including hydroelectric reservoir impoundment (e.g., Gupta, 1992); mining (e.g., Verdon et al., 2018); waste-water disposal (e.g., Keranen et al., 2014); deep geothermal energy extraction (e.g., Grigoli et al., 2018); depletion of conventional hydrocarbon reservoirs (e.g., Bourne et al., 2014); hydraulic fracturing in shale gas reservoirs (e.g., Bao and Eaton, 2016; Lei et al., 2019; Kettlety et al., 2019; Verdon and Bommer, 2020; Schultz et al., 2020); natural gas storage (e.g., Cesca et al., 2014); and carbon capture and storage (e.g., Stork et al., 2015).

In some cases, induced seismic events have been of sufficient magnitude to cause significant amounts of damage to nearby buildings and infrastructure. Even where events have not been of sufficient size to cause damage, cases where events are of sufficient magnitude to be felt by the nearby public have caused concern that has, in a number of cases, led to the shut-down of the causative activities (e.g., Deichmann and Giardini, 2009; Cesca et al., 2014; Kettlety et al., 2021). As such, it is of great importance to better understand what physical processes underpin the activation of faults by injection, and determine the geologic factors which most strongly affect the likelihood for a particular operation to trigger felt seismicity.

In the UK, 3 wells have been hydraulically fractured in the Fylde Peninsula, Lancashire, targeting the gas-bearing Carboniferous Bowland Shale Formation, and all three have caused induced seismicity (see Clarke et al., 2014; Clarke et al., 2019a; Kettlety et al., 2021). In 2011, stimulation of the Preese Hall well was halted after triggering a Ml 2.3 event (Clarke et al., 2014). This led to a moratorium on shale gas hydraulic fracturing imposed by the UK government lasting several years, during which Traffic Light System (TLS) regulations were imposed, with a “red light” magnitude of Ml 0.5. In 2018, the Preston New Road PNR-1z well was stimulated. Stimulation of this well was paused on several occasions as Ml > 0.5 events were triggered, with the largest reaching Ml 1.5 (Clarke et al., 2019a). In 2019, the adjacent PNR-2 well was stimulated. On the 26th August, the operations triggered an Ml 2.9 earthquake (Kettlety et al., 2021), in response to which the UK government has imposed a further moratorium on shale gas hydraulic fracturing.

Processes that lead to fault reactivation during subsurface fluid injection are typically considered with respect to their impact on the stress conditions in the rock mass. For a given fault, the in situ stress field can be resolved into normal (σn) and shear (τ) stresses. The Mohr–Coulomb failure envelope describes the conditions at which fault slip will begin to occur:

\[ \tau > \mu_{fric} (\sigma_n - P) + C \]  

where P is the pore pressure, \( \mu_{fric} \) is the friction coefficient and C is the fault cohesion. The proximity of the in situ stress state to the Mohr–Coulomb threshold can be re-written in terms of the Coulomb failure stress, CFS:

\[ CFS = \tau - \mu_{fric} (\sigma_n - P) \]  

If a process causes a perturbation that increases CFS (with a change in CFS noted hereafter as ΔCFS) then it will move the fault toward the failure threshold, increasing the likelihood of seismicity occurring. In discussing triggering stress changes (i.e., a ΔCFS), cohesion C is often assumed to be negligible, which may be the case for faults which are very close to failure, or “critically stressed”. As will be discussed, the accuracy of this assumption is still a matter of debate in determining the magnitudes of stress required to trigger fault slip.

Subsurface injection will always cause an increase in pore pressure, since additional fluid is added into the system. Equation 1 shows that this will increase CFS, promoting faults to slip. Hence pore pressure increases associated with injection are typically considered to be the driving mechanism for injection-induced seismicity (e.g., Holland, 2013; Schultz et al., 2015; Verdon et al., 2019).

Subsurface fluid injection can also create geomechanical deformation, especially if injection pressures exceed the minimum pressure required to generate fracturing. Both fracturing and the poroelastic expansion of the rock frame associated with the increase of pressure within the rock pore spaces (e.g., Rice and Cleary, 1976) will perturb the stress field in the surrounding rocks. The impact this deformation has on σn or τ acting on a nearby fault will depend on the relative orientations and positions of both the fault in question and the deformation. If the deformation either decreases σn or increases τ (or does both) then it will promote slip, and potentially cause induced seismicity (e.g., Bao and Eaton, 2016; Deng et al., 2016; Kettlety et al., 2020).

Elastic stress transfer effects from displacements in the subsurface have been shown to control the positions of aftershock events after a large earthquake (e.g., Stein, 1999; Steacy et al., 2004), and of earthquakes associated with magma movement in volcanic settings (e.g., Toda et al., 2002; Green et al., 2015). Here, the process of deforming the rock matrix, through fault slip, fracture opening, or the intrusion of a dike, elastically changes the state of stress, inducing a ΔCFS which can act to trigger a nearby fault to slip.

Transfer of pore pressure perturbations through the rock pore space, from the injection point to the reactivated fault, requires time (often hours or days); whereas transfer of stress through the rock frame takes place instantaneously (or at least at the speed of a compressional wave, i.e. thousands of meters per second). Hence, event occurrences at a range of distances from an injection point within a short space of time might indicate events triggered by stress transfer, whereas a progression of events at increasing distances with time might indicate a process dominated by pore pressure diffusion (e.g., Shapiro et al., 1997; Shapiro, 2008; Shapiro and Dinske, 2009). Alternatively, the presence of pre-existing permeable fracture corridors, within otherwise low-permeability formations, may provide an alternative mechanism by which events could be induced at relatively large distances from an injection well within a short time period (e.g., Igonin et al., 2021). Aseismic slip has also been shown to induce stress changes and trigger felt seismicity, and has been invoked when the spatiotemporal evolution of seismicity outpaces fluid
diffusion but still is delayed with respect to elastic stress triggering (e.g., Bhattacharya and Viesca, 2019; Eyre et al., 2019). However, modeling of aseismic slip is a challenging process, depending heavily on rheological properties of the host shales and the stress history of the, often small, unmapped faults, both of which are frequently unavailable or generally poorly constrained, as is the case for PNR.

While a positive change in CFS is clearly required to produce fault reactivation, the necessary size of perturbation has remained a matter of debate. In some cases, very small perturbations (<0.01 MPa) have been proposed as being sufficient to have caused fault reactivation (e.g., Kilb et al., 2002; Shapiro et al., 2006; Westwood et al., 2017). In reality, fault criticality is a poorly constrained parameter, which calls into question the use of a general triggering threshold, and the implication that such small magnitude stress changes can induce fault slip in any given locale.

In the following work, we examine the spatiotemporal evolution of microseismicity during the Preston New Road hydraulic fracturing operations in 2019, and use it to characterize the dominant triggering mechanism, whether that be pore pressure diffusion or elastic stress transfer. We then, following the elastostatic modeling approach of Kettlety et al. (2020) for PNR operations in 2018, model the elastostatic stress changes produced by the opening of hydraulic fractures. Using this method we show how stress was transferred onto the fault identified in the microseismic data, and assess whether the stress changes would have promoted slip.

One of the most interesting aspects of the PNR microseismicity is that the two wells (PNR-1z and PNR-2), despite being only 200 m apart, reactivated entirely different fault structures. There is no overlap in the microseismic events or induced seismicity generated by the two wells (Kettlety et al., 2021). The PNR-1z well did not reactivate the PNR-2 fault, and the PNR-1z well did not reactivate the PNR-2 fault. As such, the perturbations created by stimulation of the PNR-2 well were insufficient to reactivate the PNR-1z fault, despite this fault already having been reactivated during stimulation of PNR-1z. Hence, by computing the perturbations created by PNR-2 injection on the PNR-1z fault, we are able to approximate a minimum bound for the magnitude of perturbation required to reactivates the fault.

**PRESTON NEW ROAD HYDRAULIC FRACTURING**

The hydraulic fracturing at the Preston New Road wells, and the resulting microseismicity and induced seismicity, has been described in detail by Clarke et al. (2019a) and Kettlety et al. (2021). We recap key features here as they pertain to the analysis we present in this study.

In 2018 Cuadrilla Resources Limited (CRL) drilled two horizontal wells into the Upper and Lower Bowland Shale at the Preston New Road site, around 5 km east of the town of Blackpool in Lancashire, UK. The two wells targeted the two reservoir units, with 41 sliding sleeve stages planned on each well, evenly spaced along their ~1 km lateral sections. The first well was hydraulically fractured in October to December 2018, whilst the second was stimulated in August 2019. Microseismicity was monitored by a surface array, which administered the TLS and measured ground motions, and a downhole array, situated in the adjacent well. The downhole arrays were used to track fracture growth, and interaction with any faults, through the observation of microseismic events with magnitudes down to MW < −2.0 (see Clarke et al. (2019a) and Kettlety et al. (2021) for discussion of location and magnitude uncertainties).

The deeper well (PNR-1z), drilled to 2.3 km depth, was the first to be fracked: injection started on October 16th, 2018. Stages were frequently ended early due to seismicity concerns. $M_i > 0.0$ seismicity occurred during and after injection of several stages, exceeding the amber ($M_i > 0$) and red light ($M_i > 0.5$) TLS thresholds (Clarke et al., 2019a). Many of the injection sleeves were skipped in an effort to avoid particularly seismogenic areas around the well identified during operations. This can be seen in Figure 1 by the gaps between worked sleeves for PNR-1z. Toward the end of October, an $M_i 1.1$ event occurred, and injection was paused throughout November in order to allow seismicity rates to subside. During this hiatus, microseismic observations illuminated a particularly seismogenic planar feature, the trend of which aligned closely to the focal mechanisms of the largest events. Low magnitude seismicity on this NE-SW trending feature (shown as a gray plane in Figure 1) continued throughout the hiatus, whilst the other areas around the well became quiescent. This “fault zone” was termed “PNR-1zi” by the operator (Cuadrilla Resources Ltd., CRL, 2019). As discussed in Clarke et al. (2019a) and Kettlety et al. (2021), it is not clear whether this feature is truly a single fault or a collection of similarly aligned pre-existing fractures, however, from here we will refer to it as the “PNR-1z NE fault”, as the major structure responsible for felt seismicity during stimulation of PNR-1z.

PNR-1z operations recommenced in December 2018 and 5 further stages at the heel of the well were injected. During this time, the largest event of the 2018 operations (an $M_i 1.6$) occurred, within the PNR-1z NE fault zone. This event was felt on the pad, and by a few nearby members of the public.

The second well, PNR-2, targeting the Upper Bowland Shale, is situated ~250 m to the north and ~200 m above PNR-1z. Operations started at the toe of the well (Stage 1) on the August 15, 2019, and continued sequentially through to the 7th stage. The first 5 stages proceeded with full volumes of fluid and proppant injected, and no induced seismicity exceeding the TLS thresholds. The majority of microseismic events occurred on a NS trending feature extending roughly 300 m in either direction from the well (shown in blue in Figure 1). The structure delineated by these events is aligned closely to the maximum stress direction (~170°; Fellgett et al., 2017; Clarke et al., 2019b) and thus the events are assumed to track the growth of hydraulic fractures from the well. A smaller, more diffuse cluster of microseismic events developed around 100 m west of the main NS zone during Stages 2 and 3. This is shown in green in Figure 1 and labeled the “Westward cluster”. Hours after the end of Stage 4, another cluster developed 100 m east of the injected interval. This “Eastern cluster” (shown in yellow in Figure 1) grew during Stage 5, to reveal another cluster.
trending parallel with the maximum stress direction, seemingly another zone of HF growth spatially separated from the main NS zone. As discussed in Kettlety et al. (2021), the separation of this area of inferred HF growth could be attributed to a stress shadow effect, with increased breakdown pressure either side of the main NS zone due to the large increase in normal stress. The exact mechanism underpinning this separation is under investigation.

Hours after Stage 6, on the August 21, 2019, activity increased at the southern tip of this eastern zone of suspected HF growth, and several $M_\text{L} > 0.5$ events occurred, including an $M_\text{L} 1.5$ event. Seismicity was paused for one day, with Stage 7 conducted on the 23rd August, using a reduced injected volume and higher viscosity injected fluid in an effort to lessen the likelihood of further seismicity. Hours after Stage 7 was completed, activity in the Eastern Zone increased and larger magnitude events began to occur at its southern tip. One day after the end of injection of Stage 7, an $M_\text{L} 2.1$ event occurred in this SE zone, followed on the 26th August by the largest event of the 2019 seismicity, with $M_\text{L} 2.9$. The NW-SE-trending fault zone that hosted these events was referred to by the operator and in Kettlety et al. (2020) as “PNR-2i”, but here we will refer to it as the “PNR-2 SE fault (SEF)”, since it is the key structure responsible for the larger-magnitude events during PNR-2 stimulation. Figure 2 shows the locations and orientations of PNR-1z and PNR-2 faults in detail.

The focal mechanisms of the large events hosted on the two faults are also shown in Figure 2A. Whilst they appear similar (steeply dipping strike-slip, with nodal planes $\sim 45^\circ$ from N), the structures in microseismic reveal the fault plane from the auxiliary plane. As shown in Kettlety et al. (2021), there was very little overlap in the location of microseismic events between the 2018 and 2019 periods of activity, and the largest events are clearly located on two different structures. The edges of the fault activated in 2019 during PNR-2 operations were delineated by the microseismic aftershocks that occurred in the hours after the ML 2.9 event, clearly showing its NW-SE trend (Kettlety et al., 2021). With the maximum stress direction at PNR being $\sim 170^\circ$ (Fellgett et al., 2017; Clarke et al., 2019) both faults are relatively well-oriented for failure (Kettlety et al., 2021), with the PNR-2 fault being slightly closer to the optimal orientation. These closely spaced conjugate fault zones exemplify the heavily faulted nature of the Bowland Basin and Fylde peninsula (as described in Corfield et al., 1996; Guion et al., 2000; Anderson and Underhill, 2020).

Kettlety et al. (2020) showed that the spatial distribution of the PNR-1z microseismicity was consistent with being triggered by static stress transfer from the opening of hydraulic fractures. Events preferentially occurred in areas where, for NE-SW trending structures (i.e., the PNR-1z NEF or fracture zone), shear stress increased or normal stress decreased such that $\Delta CFS$ was positive. Kettlety et al. (2020) identified further evidence for the role of stress triggering in the spatio-temporal evolution of the PNR-1z microseismicity: events were observed...
to occur at a range of positions near instantaneously, rather than with increasing distance as a function of time, which might be expected if pore pressure diffusion was playing a dominant role.

In the following section, we will use similar methods to assess the triggering mechanisms at play during PNR-2 operations.

**SPATIOTEMPORAL EVOLUTION**

The evolution of microseismic event distances from the injection point with time can reveal the underlying physical mechanisms that are driving the events (e.g., Shapiro and Dinske, 2009). Shapiro et al. (1997) show that, if microseismicity is driven by pore pressure diffusion from the injection point, then for constant-rate injection a triggering front should develop that extends in distance, \( r \), from the injection point as a function of time \( t \):

\[
r = \sqrt{4\pi D t}
\]

where \( D \) is the hydraulic diffusivity. The diffusive case can be contrasted with the case of hydraulic fracture propagation where, assuming minimal leak-off of fracturing fluid, the length of hydraulic fracture propagation might be expected to show a linear time-distance relationship, since the length of a hydraulic fracture \( L \) scales with the injection rate \( Q \), the height \( h_f \) and width \( w_f \) of the hydraulic fracture (Economides and Nolte, 2003; Shapiro and Dinske, 2009):

\[
L = \frac{Qt}{2h_f w_f}
\]

It is clear that this is a simplified model, and represents the upper bound in the distance a single hydraulic fracture could extend with minimal leak off. In Figure 3, we show the spatio-temporal evolution of the PNR-2 microseismicity within the western event clusters (see Figure 1) for Stages 1–6. In Figure 4, we show the spatio-temporal evolution of the microseismicity within the eastern clusters (Eastern Zone and the PNR-2 fault zone, see Figure 1) for the stages that produced events within this cluster (Stages 4–7).

For the PNR-1z microseismicity, we did not observe any patterns in \( r \) vs \( t \) behavior, with events occurring near-instantaneously at a range of distances from the well (Kettlety et al., 2020). This motivated us to study the effects of stress transfer through the rock frame, since elastic stress transfer through the rock frame occurs at the speed of a compressive wave (thousands of m/s), which is far quicker than the timescales considered here.

For the PNR-2 microseismicity, the envelopes of event distances as a function of time appear to evolve with a dependence of \( r \propto t^{0.5} \) (curved lines in Figures 3, 4). This is indicative of a triggering process driven by pore pressure
FIGURE 3 | Spatiotemporal evolution of microseismicity (dots, colored and sized by magnitude) within the western clusters for each injection stage. We also show the injection rate ($R_{inj}$ red line), and the expected time-distance behavior produced by diffusion models with $D = 0.1, 1$ and $2.5 \text{ m}^2/\text{s}$ (blue dashed lines), and a simple hydraulic fracture model (black line) assuming $h = 25 \text{ m}$, $w = 2.5 \text{ mm}$ and no fluid loss.

FIGURE 4 | Spatiotemporal evolution of microseismicity within the eastern clusters for each stage. The figure is formatted as in Figure 3 above. The delay in the onset of seismicity after injection in the eastern zone decreases with subsequent stages, indicative of permeability enhancement in the reservoir. Unlike during PNR-1z (Kettlety et al., 2020), the pattern of seismicity is more consistent with a $r \propto t^{0.5}$ relationship i.e., diffusion of increased pore pressure.
diffusion. For the western clusters, the events are best approximated by a diffusivity of $D = 2.5 \text{ m}^2/\text{s}$, while the eastern clusters are best approximated by a diffusivity of $D \approx 1 \text{ m}^2/\text{s}$. Also visible in Figures 3, 4 is an increase of best fit diffusivity with subsequent stages, which could be indicative of permeability enhancement in the reservoir.

The system permeability $\kappa$ can be estimated using the Biot (1962) equations describing the linear dynamics of poroelastic deformation (Shapiro et al., 1997):

$$\kappa = \frac{D\eta}{n}$$  \hspace{1cm} (5)

where

$$n = \frac{h(K_d + \frac{4}{3}\mu)}{K_d + \frac{4}{3}\mu + a\varphi h}$$  \hspace{1cm} (6)

$$h = \left(\frac{\phi}{K_p^f} + \frac{\alpha - \phi}{K_p^d}\right)^{-1}$$  \hspace{1cm} (7)

$$\alpha = 1 - \frac{K_d}{K_p^d}$$  \hspace{1cm} (8)

with $K$ as the bulk modulus, with subscripts d, g and f corresponding to the dry rock frame, grain material, and fluid; $\mu$ as the rock shear modulus; $\phi$ is the rock porosity; and $\eta$ is the fluid viscosity. Using generic values for these properties of $K_d = 20 \text{ GPa}$, $K_g = 40 \text{ GPa}$; $K_f = 3 \text{ GPa}$; $\mu = 10 \text{ GPa}$; $\phi = 0.1$; and $\eta = 0.001 \text{ Pa s}$, a diffusivity of $D = 2.5 \text{ m}^2/\text{s}$ corresponds to a permeability of $\kappa \approx 125 \text{ mD}$, and a diffusivity of $D = 1 \text{ m}^2/\text{s}$ corresponds to a permeability of $\kappa \approx 50 \text{ mD}$. Note that with the generic values used to populate these equations, these values should be taken as “order-of-magnitude” estimates, rather than precise values. Estimates for the matrix permeability of the Bowland Shale are typically less than $1 \times 10^{-4} \text{ mD}$ (Clarke et al., 2018), so the values estimated above clearly do not correspond to the matrix permeability of the rock.

Instead, we surmise that the permeabilities estimated from the microseismic event spatio-temporal distributions correspond to the permeabilities of the fracture networks created during hydraulic stimulation. In the previous section, we observe that, for most stages, microseismicity occurs along the same zones as reactivated during previous stages (e.g., the NS Zone, and the Eastern Zone). Therefore, the spatial growth of microseismic events will be determined by diffusion of pressure along these features. A permeability of $\kappa \approx 100 \text{ mD}$ is a reasonable value for a stimulated hydraulic fracturing zone (e.g., Carey et al., 2015; Liu et al., 2019).

Overall, the consistency of the microseismic event distributions with $r \propto t^{0.5}$ relationship leads us to conclude that the seismicity is being driven by propagation of elevated pore pressures from the well to the fault via the hydraulic fracturing networks. The Eastern Zone of inferred hydraulic fractures appears to act as a hydraulic conduit for the pressure increase near the injection point. After injection that increased pressure propagates through the Eastern Zone, and at its southernmost tip this pressure front reaches the SE fault zone, and triggers events many tens of hours after injection ceases. This behavior contrasts with that observed at PNR-1z, where elastic stress transfer effects from opening hydraulic fractures appeared to be playing more of a role in controlling the spatiotemporal evolution of seismicity (Kettlety et al., 2020). This serves to highlight that fault reactivation during hydraulic stimulation can occur through a variety of different mechanisms, and that multiple mechanisms can drive seismicity even at the same site. This also raises the question as to what is geomechanically different about PNR-2 compared to PNR-1z.

**ELASTOSTATIC STRESS MODELLING**

In order to examine the effects of elastostatic stress triggering on the PNR faults by opening fractures, we follow the approach developed in Kettlety et al. (2020). In this method, we generate model hydraulic fracture sets stochastically, with dimensions scaled to the observed size of the microseismic event clusters, and the number of fractures scaled to the total injected volume during each stage. The hydraulic fractures are used as sources of stress perturbation in the PSCMP code of Wang et al. (2006), which analytically computes the changes in the stress tensor within a homogeneous elastic medium. The Coulomb stress change can then be resolved onto a particular receiver geometry—in this case, the faults activated by the injection at PNR—to assess whether the opening of hydraulic fractures promotes or inhibits failure on the fault surfaces.

In this stochastic modeling approach, many thousands of model instantiations are produced for each zone of hydraulic fracturing, such that the average stressing effect of a zone of opening hydraulic fractures can be assessed, without being tied to a particular model instantiation. As an input to the stochastic model, statistical distributions are defined to parameterize the source hydraulic fractures. We tailor the shapes of the populations to mimic the observed microseismicity, which we use as a proxy for the properties of the hydraulic fractures. The parameters used to characterize the model fractures are given in Table 1. We produce two distinct populations: the larger NS zone; and the Eastern zone of HFs. We define the point along the well from which fractures originate, the standard deviations of the normal distributions used to define the location of the fracture initiation point relative to the sleeve, the proportion of fractures trending north or south, the mean strike, the maximum length of the uniform distribution of fracture length, the fracture width, and the fracture aspect ratio (the ratio of length to height). The fixed widths of fractures used in the model is naturally a simplification. However, from the equations for an idealized Griffith crack, and given the injection rate and range of fracture lengths, a fracture width of 2 mm is a reasonable approximation (see Kettlety et al., 2020). In order to simulate the natural variation in the orientation of the fractures, we apply a Von-Mises perturbation to the strike and dip, with $\alpha = 5^\circ$.

We determine the number of fractures in each instantiation using the volume of fluid pumped into each stage: we generate model fractures until the volume contained within the
fractures equals some fraction of the injected volume. Here, we use a leak off factor of 50%, as this is a reasonable approximation given laboratory measurements of leak off rates (REF). This does require an estimate of the relative proportions of each stage volume that might have contributed to each fracture zone. This can’t be easily quantified with the available data, though we make assumptions shown in Table 2, based on the relative proportions of microseismic observed on each feature during each stage. We model all of the sources as producing strain perpendicular to the fracture face (purely tensional, mode 1 slip), with no component of slip parallel to the fracture face. Example fracture models are shown in Figure 5.

We produce 1,000 sets of fractures for both the NS Zone and the Eastern Zone, and then resolve the modeled stress changes from every set onto the geometry of both the PNR-2 SEF plane (with a strike of 130°, dip of 80°, and a rake of 180°) and the PNR-1z NEF plane (with a strike of 240°, dip of 70°, and rake of 0°). These geometries are derived from the orientations of the planes mapped out by the microseismic events, as well as the focal mechanism measured for the largest events on the faults (Clarke et al., 2019b; Kettlety et al., 2021). We calculate the Coulomb stress change (ΔCFS) for each geometry for every instantiation, and then take the median ΔCFS at each point in the volume in order to assess the average stressing effect of the opening hydraulic fractures. To calculate ΔCFS, we use a friction coefficient of μfric = 0.6, a Skempton’s ratio of 0.3, a shear modulus μ = 20 GPa, and a Poisson’s ratio of 0.25. These values provide a reasonable representation of shales (Ortega et al., 2007; Kohli and Zoback, 2013; Orellana et al., 2019), and in particular the Bowland Shale (Herrmann et al., 2018). The shear modulus and Poisson’s ratio are also consistent with the values derived from the velocity model in the reservoir units (CRL, 2019).

Results
Figure 6 shows maps of ΔCFS changes at the well depth produced by both the NS Zone and Eastern Zone sources. In both cases, ΔCFS values decrease in the regions either side of the fractures, and increase in zones ahead of the fracture tips. In Figures 7, 8 we show the median ΔCFS values across the PNR-2 SEF and PNR-1z NEF planes respectively. We find that the lowermost corner of the SEF nearest to the fracture zones experiences large negative ΔCFS changes, as expected from the large normal stress increase compressing the fault zone. However, across most of the PNR-2 fault plane, including the region defined as the rupture area by the ML 2.9 event aftershocks (see Figure 6 of Kettlety et al., 2021) experiences positive ΔCFS changes from the tensile opening of fractures in both the NS and Eastern zones, due to the increase in the shear stress on the fault beyond the fracture tips. These observations indicate that static stress transfer could have played a role in facilitating slip on a pre-existing fault, as was the case for the PNR-1z stimulation (Kettlety et al., 2020).

However, as described in the previous section, the spatiotemporal evolution of the microseismicity shows a clear relationship between time and distance that is indicative of a diffusion-driven process. If static stress transfer were the dominant process, then we would expect a near-instantaneous response with events occurring at a range of distances with little dependence on time. Therefore, while these stress transfer effects may be partly acting to promote slip on the SE fault, overall the microseismicity is driven by the diffusion of elevated pore pressures from the well. Nevertheless, these results show that establishing the causative processes for induced seismicity can be challenging, and that multiple physical processes can act in tandem to reactivate faults during hydraulic stimulation.

Figure 8 shows the median ΔCFS resolved onto the PNR-1z NE-trending fault geometry. The NS zone HFs to the west of the fault zone mostly act to inhibit slip, with around 0.1 MPa of negative ΔCFS across the faults surface. This can be understood intuitively as due to the large normal stress change that extends a significant distance from the zone of HFs opposing the preferred, left-lateral, slip direction of the fault. The East Zone HFs, which are located above the PNR-1z NEF, impart both positive and negative ΔCFS on the order of 0.1 MPa, with the area to the east of the fractures being clamped, and the area to the west being promoted to fail. This due to a similar mechanism as in the NS Zone case, with the large normal stress change acting parallel the preferred slip direction to the west of the HF zone. Despite this triggering effect, no seismicity was located near or on the PNR-1z NEF.
Stress Triggering Thresholds

The observation that no seismicity was triggered on the PNR-1z NEF during PNR-2 operations means that we can assume that whatever triggering effect was provided by the opening fractures was not large enough to initiate slip on the fault. Also, because there was no seismicity near the NEF during PNR-2 stimulation, it is unlikely there is a direct hydraulic connection. From Figure 8B, we can see that the East Zone HFs would have induced a $\Delta$CFS of approximately 0.1 MPa across a significant fraction of the fault’s surface, meaning to successfully trigger the fault more than 0.1 MPa of stress change would have to be imparted. However, this elastic stress transfer is but one mechanism imparting stress on the NEF. To determine the minimum triggering threshold for the fault, the contributions from other mechanisms should be considered.

**FIGURE 6** | Examples of the stochastically generated hydraulic fracture “sources” used to simulate stress changes in the surrounding rocks. In (A) we show a map view of the sources for the NS Zone (blue lines) and the Eastern Zone (red lines) with the observed microseismicity overlain (grey dots). The well paths are shown by the solid black line for PNR-2, and the dashed black line for PNR-1z. The locations of the injection points during PNR-2 operations are shown by the grey diamonds. In (B) we show a 3D view of the model hydraulic fracture sources.

**FIGURE 6** | Maps of $\Delta$CFS produced by the NS Zone (A) and the Eastern Zone (B) at the depth of the PNR-2 injection. In each case an example set of the fracture sources is shown by a population of black lines, the SEF zone by the green line, and the PNR-2 and PNR-1z well paths by the solid and dash lines respectively (as in Figure 5). Outside of the portion of large normal stress increase (with negative $\Delta$CFS in blue) there is a region on the SE fault beyond the fracture tips where shear stress increases and positive $\Delta$CFS is promoting failure.
As fluid is injected into the formation, pore pressures around the injection point increase substantially, by many tens of MPa. This increased pressure will diffuse out into the surrounding rock mass slowly, and preferentially along higher permeability conduits such as natural or newly created fractures. If the formation is more permeable, the zone of increased pore pressure will propagate to larger distances in a shorter time and the magnitude of the change in pressure will be lower. For less permeable rocks, the pressure front will extend to a shorter distance, but the magnitude of pressure increase will be higher (see Rice and Cleary, 1976).

Alongside this simple increase in pore pressure is the poroelastic expansion of the rock frame, whereby a change in pressure within the rock pore space deforms the matrix itself and elastically deforms the surrounding rock. This mechanism can induce stress changes out to a significant distance (Segall and Lu, 2015). The exact magnitude of the stress in three dimensions around the injection point is dependent on the hydraulic structure of the reservoir. To calculate this magnitude using complex multiphase hydromechanical models requires calibration based on a large number of geomechanical and hydraulic parameters, such as drained and undrained elastic moduli, the Biot–Willis coefficients, and the fluid viscosity, each of which vary considerably both in space and time during a hydraulic fracturing operation into a shale gas reservoir. As with most reservoirs, these parameters for PNR are not well constrained.

Without using these underconstrained modeling approaches, we can calculate an order of magnitude estimate for the stress change induced by poroelastic effects using the equations of poroelastic theory (Biot, 1962; explicitly defined for a series of injection intervals in Rudnicki, 1986), which give pore pressure and change in the stress tensor in a 3D homogeneous poroelastic medium. This will allow us to compare order of magnitude estimates of the stress changes induced through fracture-opening elastic stress transfer, poroelastic expansion, and pore pressure increase.

In applying these analytical solutions, we use a series of injection intervals that match the duration and flow rates of those used during PNR-2 (Figures 3, 4). We model the pore pressure and poroelastic stress changes for the duration of the injection operations, and continue up to the time the largest event in the 2019 sequence occurred, the M$_{L}$ 2.9 event on the SEF.

We use a shear modulus of 20 GPa and a drained Lame parameter of 20 GPa, values that are derived from the velocity model for the reservoir (for acquisition details, see CRL, 2019; Kettlety et al., 2020, Kettlety et al., 2021). We use an undrained first Lame parameter of 30 GPa, using an appropriate ratio of drained to undrained first Lame parameters for shales (e.g., Islam and Skalle, 2013; Segall and Lu, 2015). With these drained and undrained elastic parameters, poroelastic theory (see Segall and Lu, 2015, Eq. 15) gives a Biot coefficient of 0.77, consistent with laboratory measurements and model estimates (Muller and Sahay, 2016). We use a dynamic viscosity of 1 mPa.s, as that
was the stated viscosity in the hydraulic fracture plan for the slickwater used in all but the final stage (CRL, 2019). We examine several permeabilities (0.5 mD, 5 mD, and 50 mD) that cover the range of values appropriate for the enhanced permeability of the hydraulic fractures within the low permeability shale.

From the temporal delay observed between injection and seismic activity near the fault (Figures 3, 4), fracture permeability was estimated to reach on the order of 100 mD, however this is most likely reflective of the maximum permeability of the fractures immediately after injection, which will dominated the permeability structure in comparison to the very low permeability shale matrix (~0.0001 mD). As we are attempting to model the stress changes throughout the medium, some intermediate value is deemed most appropriate. Naturally, the permeability structure in reality will be quite heterogeneous, and a hydraulic pathway could extend the ranges of the stress changes, though this is not apparent for the NEF. The homogeneous model case, however, allows us to similarly compare the order of magnitude stress changes between the pore pressure, the fracture opening stress transfer, and the poroelastic effect.

From Figure 2 we can see that the injection points during PNR-2 operations were around 200–250 m from the nearest point of PNR-1z NE fault zone. Figure 9 shows the pore pressure ΔP and the poroelastic ΔCFS change across the top of the NEF plane due to poroelastic expansion during PNR-2 operations. The stress changes at the end of the modeled time would be reflective of those when the SEF fault slipped and the ML 2.9 event occurred.

Figure 9A shows that the pore pressure is estimated to be on the order of 0.1 MPa or less at a distance of ~200 m (i.e., near the NEF), except in the “high” permeability case, where it would be an order of magnitude lower. This is comparable in magnitude to the stress change received by the elastic stress transfer from the opening of hydraulic fractures. However, it appears there was no hydraulic connection between the PNR-2 injection and the NEF. Thus, the permeability approaching the NEF would be significantly lower than those modeled here, and much closer to the matrix. In this case, it is unlikely that any significant (>0.1 MPa) ΔP would extend as far as the NEF during PNR-2 operations, as the increased fluid pressure would take far too long to diffuse that distance. If there was a direct hydraulic connection to the NEF, the ΔP would be somewhere.

The model also produces a maximum poroelastic ΔCFS at the top of the NEF of around 0.01 MPa, significantly smaller than both the ΔP and the ΔCFS created by tensile hydraulic fracture opening. This demonstrates that pore pressure increase and elastic stress transfer from opening HFs have an order of magnitude larger stress perturbations than poroelastic stress transfer from the expansion of the rock frame, and thus the latter mechanism is unlikely to be a dominant contributing mechanism. Whilst in the “low” permeability case the poroelastic ΔCFS near the NEF is slightly larger, it reaches a maximum value (0.07 MPa) just after the pumping of the final stage (around model day 8). At that permeability and model time, the magnitude of ΔP has already far exceeded that of the poroelastic ΔCFS, by around a factor of 4. Thus, even within the variation of permeability, elastic stress transfer from opening fractures would be a more significant triggering mechanism.

**DISCUSSION AND CONCLUSION**

Microseismic monitoring at the Preston New Road hydraulic fracturing operations in 2018 and 2019 provided an extensive dataset (Clarke et al., 2019b; Kettlety et al., 2021), allowing for
detailed study of the physical mechanisms underpinning an influential case of hydraulic fracturing-induced fault activation. We use the event hypocentres and their evolution with time (Figures 3, 4) to demonstrate that the most likely fault activation mechanism during PNR-2 seismicity was the diffusion of increased pore pressure along the newly created hydraulic fractures in the Eastern Zone. Whilst this spatiotemporal evolution method relies on a simplified model of fluid pressure propagation (Shapiro et al., 1997), it is substantiated by the relatively small contribution of elastic stress transfer from opening hydraulic fractures (Figure 6). Pore pressure modeling (Figure 9) also shows possible pore pressure change ΔP of 0.1 MPa or more near the SE-trending fault.

The diffusion of increased pore pressure is a mechanism that has been invoked in many induced seismicity cases (Schultz et al., 2020). It is somewhat surprising that this appears to contrast with the mechanism controlling the spatial distribution of seismicity during the first phase of operations at PNR in 2018, where elastic stress transfer from the opening of hydraulic fractures appeared to control the location of microseismicity along the activated NE-trending fault zone (Kettlety et al., 2020). The primary difference appears to be that the NE zone of enhanced seismicity activated during PNR-1z directly intersected the injection well, with multiple stages creating hydraulic fractures through this suspected fault. During PNR-2 operations, the SEF fault that hosted the widely felt M3.9 event was offset entirely from the well, by over 200 m. There was a delay between injection and the onset of activity on fault, most likely due to the finite time required for increased fluid pressure to diffuse along the newly created hydraulic fractures and reach the fault zone. The Preston New Road case study clearly highlights that fault position relative to the injection point is a control on which physical mechanism will contribute to fault triggering.

Using the method developed for the PNR-1z case of fault activation (Kettlety et al., 2020), we use an elastic stress transfer model of hydraulic fracture opening to determine if this mechanism promoted slip on the SEF and NEF during PNR-2 operations. We show that a portion of the SEF would receive a positive ΔCFS (~0.1 MPa) due to tensile opening hydraulic fractures, promoting slip on the fault. However, part of the fault would also receive a large negative ΔCFS due to the large normal stress increase of opening fractures clamping the fault. Thus, whilst fracture open stress transfer could have contributed to the triggering of the SEF, we conclude that it was mostly induced by increased fluid pressure diffusing through fractures in the Eastern Zone.

The NEF would receive a mostly negative elastic ΔCFS, inhibiting slip, from the large NS Zone of hydraulic fractures identified during PNR-2 injection, however, over half of its surface would receive a positive ΔCFS of around 0.1 MPa from the Eastern Zone of HFs. Still, this was not enough to trigger activity on the fault, as no events were detected near the NEF. Simplified models of poroelastic stress transfer (Figure 9) show the approximate magnitude of stress change from this mechanism would be an order of magnitude less than that expected from this HF opening modeling. This means that if stress transfer were to trigger the NEF, it would require in excess of ~0.1 MPa of ΔCFS.

The fracture-opening stress modeling requires parameterization of the inferred hydraulic fractures, which naturally simplifies the reality of the properties of the hydraulic fractures. The aim of this modeling is to determine the polarity and approximate magnitude of stress change that the faults at PNR would experience as a result of opening fractures. The model parameters which would substantively change the results given in Figures 6–8 are position and orientation of the fractures, their width, and their number. The location and orientations used in the model are constrained by the trends and extent of the microseismic event clusters. This relies on the interpretation that these clusters are imaging the hydraulic fracture growth, which their evolution (growing outward from the stages), orientation (with respect to the local Shmax), and location (centered on the injection point) all suggest are the case. The modeled widths are reasonable given the Griffith crack model for fractures of this length and the injection rate (Nordgren, 1972; Kettlety et al., 2020), and generally match those found with complex finite element models of fracture growth undertaken by the operator (CRL, 2019). Their number is constrained by their size (see above discussion) and the total volume of fluid which, with some apportionment between HF zones, is well constrained by the rates of injection (Figures 3, 4). Increasing or decreasing the apportionment or leak off rate may change the approximate magnitude by a small amount, but not the polarity of the stress changes. The smoothing introduced by using the median ΔCFS from the Monte Carlo simulation of fractures also decreases the effect of style of failure and the edge effects of the model fractures (Kettlety et al., 2020). Deviations outside the constraint placed by the microseismic events to the fracture lengths and orientations would be required in order to significantly shift the patterns in the stress changes observed.

The models used are homogeneous and isotropic, and naturally simplify a complex reservoir structure. However, anisotropic, heterogeneous models of the hydromechanical response of a reservoir to injection require dozens of poorly constrained parameters, as described previously. Despite their lack of complexity, the models used here require significantly fewer parameters, all of which can be estimated from available data about the PNR shales (e.g., shear modulus, Poisson’s ratio), measurements from the microseismic (e.g., fault/fracture length, orientation, permeability), and appropriate laboratory analogues (e.g., effective coefficient of friction, Biot coefficient, fluid viscosity). Comparisons between these models allow us to study the relative contributions of the underlying triggering mechanisms, and approximate the magnitudes of the stress changes during this case of fault activation.

This magnitude of stress change expected on PNR-1z NEF is an order of magnitude larger than previously stated triggering thresholds, 0.01 MPa or less (e.g., Shapiro et al., 1997; Westwood et al., 2017). Generally speaking, the calculation of ΔCFS assumes a negligible fault cohesion C, which provides inherent strength to overcome in the Mohr–Coulomb failure criterion (Equation 2), and ignores the dynamic friction behavior of the fault rocks (i.e., velocity strengthening or weakening behavior, as in Faulknner et al., 2010). The variability of these properties between faults will naturally in part control the magnitude of the triggering threshold. As laboratory experimentation on the reservoir or fault rocks themselves is required, these properties are more difficult to constrain.
Fault orientation in the regional stress will also be a controlling parameter on the threshold, as well as the most likely triggering mechanism. Whilst the PNR-1z NEF is not as well aligned for failure as the PNR-2 SEF, it is still relatively near the expected optimal orientation for left-lateral faults in this strike-slip regime (Kettlety et al., 2021). The assumptions for the determination of the minimum triggering threshold will then also rely on the fault being critically stressed, where a relatively small increase of ~0.1 MPa in ΔCFS could be able to trigger fault slip. With the NEF fault being further from the failure envelope, and potentially having fault cohesion and friction behavior not favourable to fault reactivation, the minimum triggering threshold may be greater than 0.1 MPa.

This work shows that both spatiotemporal analysis and geomechanical modeling can be used to assess the relative importance of triggering mechanisms, and highlights that the magnitude of stress change required to trigger a fault may be significantly larger than previously assumed. Our estimation of a minimum triggering threshold is an order of magnitude larger than some minimum bounds used in hazard assessment (e.g., Westwood et al., 2017), and would only be increased when fault cohesion, orientation, and heterogeneity are considered. Using generalized triggering thresholds with low magnitudes (<0.01 MPa) may significantly overestimate the potential hazard associated with injection operations, and their use in this type of hazard analysis needs to be reevaluated. To accurately assess the seismic risk of a particular injection site, these spatiotemporal and geomechanical analyses need to be linked with studies of rock mechanics, petrophysics, and frictional stability measurements. This will be a key in assessing the risk of induced seismicity for increasingly vital technologies, such as geologic CO2 or hydrogen storage, and geothermal energy.
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