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Abstract

In this paper, we provide two discrete-time multi-agent models which generate periodic behaviors. The first one is a multi-agent system of identical double integrators with input saturation constraints, while the other one is a multi-agent system of identical neutrally stable system with input saturation constraints. In each case, we show that if the feedback gain parameters of the local controller satisfy a certain condition, the multi-agent system exhibits a periodic solution.
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I. INTRODUCTION

Generating sustainable oscillations in engineering systems is of fundamental importance, see e.g., [2]–[4]. Many interconnected systems have a tendency to synchronize their phase and frequency. Classical examples of oscillation multi-agent systems include fireflies [5], [6], Kuramoto oscillators [7], and Huygens’ clock synchronization [8].

In the continuous-time setting, the existence of oscillatory behaviors in diffusively coupled systems has been considered in [9], while the synchronization of Kuramoto oscillators have been studied in [10], [11]. Periodic behaviors in diffusively coupled discrete-time systems seem to have been neglected in the literature. In this paper, we propose two discrete-time constrained
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multi-agent models which generate periodic behaviors. The agents in the network are identical, diffusively coupled and have input saturation constraints. The identical agent model is a double integrator in the first case, and is a neutrally stable system in the other case. In each case, we show that if the feedback gain parameters of the local controller satisfy a certain condition, then the multi-agent system exhibits a periodic solution. The contribution of this paper is two-fold: 1) we propose another constrained multi-agent model besides the one in [1] to produce the periodic behavior, and 2) we observe specific differences between these two models. More specifically, the feedback gain parameters for achieving the periodic behavior do not depend on the network topology in the double integrator case, however they depend on the network topology in the neutrally stable case. The period depends on the network topology in the double integrator, however it is independent of the network topology in the neutrally stable case. This paper can also be viewed as an extension of the results in Theorem 21.9 and Corollary 21.10 of [12] to multi-agent systems.

II. PRELIMINARIES AND NOTATIONS

In this paper, we assume that the communication topology among the agents is described by a fixed undirected weighted graph $G = (\mathcal{V}, \mathcal{E}, A)$, with the set of agents $\mathcal{V} = \{1, \ldots, N\}$, the set of undirected edges $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$, and a weighted adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$, where $a_{ij} > 0$ if and only if $(j, i) \in \mathcal{E}$ and $a_{ij} = 0$ otherwise. We also assume that $a_{ij} = a_{ji}$ for all $i, j \in \mathcal{V}$ and that there are no self-loops, i.e., $a_{ii} = 0$ for $i \in \mathcal{V}$. The set of neighboring agents of agent $i$ is defined as $\mathcal{N}_i = \{j \in \mathcal{V} | a_{ij} > 0\}$. A path from node $i_1$ to $i_k$ is a sequence of nodes $\{i_1, \ldots, i_k\}$ such that $(i_j, i_{j+1}) \in \mathcal{E}$ for $j = 1, \ldots, k - 1$. The unweighted distance between two nodes $i$ and $j$ denoted by $d(i, j)$ is the number of edges of a path between $i$ and $j$ minimized over all such paths. An undirected graph is said to be connected if there exists a path between any pair of distinct nodes. A node is called a root if there exists a path to every other node. For a connected graph, every node is a root.

For an undirected weighted graph $G$, a matrix $L = \{\ell\}_{ij} \in \mathbb{R}^{N \times N}$ with $\ell_{ii} = \sum_{j=1}^{N} a_{ij}$ and $\ell_{ij} = -a_{ij}$ for $j \neq i$, is called Laplacian matrix associated with the graph $G$. It is well known that the Laplacian matrix has the property that all the row sums are zero. If the undirected weighted graph $G$ is connected, then $L$ has a simple eigenvalue at zero with corresponding right eigenvector 1 and all other eigenvalues are strictly positive. For such a case, all the eigenvalues...
of the Laplacian matrix can be ordered as $0 = \lambda_1 < \lambda_2 \leq \ldots \leq \lambda_N$. The set of positive integers is denoted by $\mathbb{Z}^+$ while the set of non-negative integer is denoted by $\mathbb{Z}$. $I$ denotes the identity matrix whose dimension can be deducible from the context.

III. TWO MULTI-AGENT MODELS

In this paper, we propose two discrete-time multi-agent models which generate periodic behaviors.

The first model is a multi-agent system of $N$ identical discrete-time double integrators described by

$$
\begin{bmatrix}
    x_i(k+1) \\
    v_i(k+1)
\end{bmatrix} =
\begin{bmatrix}
    1 & 1 \\
    0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_i(k) \\
    v_i(k)
\end{bmatrix} +
\begin{bmatrix}
    0 \\
    1
\end{bmatrix}
\sigma(u_i(k)), \quad i \in \mathcal{V},
$$

(1)

where $\sigma(u)$ is the standard saturation function: $\sigma(u) = \text{sign}(u) \min\{1, |u|\}$.

The second model is a multi-agent system of $N$ identical discrete-time neutrally stable systems described by

$$
\begin{bmatrix}
    x_i(k+1) \\
    v_i(k+1)
\end{bmatrix} = A
\begin{bmatrix}
    x_i(k) \\
    v_i(k)
\end{bmatrix} + B\sigma(u_i(k)) :=
\begin{bmatrix}
    0 & 1 \\
    -1 & 2a
\end{bmatrix}
\begin{bmatrix}
    x_i(k) \\
    v_i(k)
\end{bmatrix} +
\begin{bmatrix}
    0 \\
    1
\end{bmatrix}
\sigma(u_i(k)), \quad i \in \mathcal{V},
$$

(2)

where $-1 < a < 1$ and $a \neq 0$.

Remark 1: The model (2) is not as restricted as it seems to be. In fact, any planar neutrally stable system with single input channel, such that the pair $(A, B)$ is controllable, and the matrix $A$ has all the eigenvalues on the unit circle except $\pm 1$ and $\pm j$, can be transferred into (2).

We make following assumption about the network topology.

Assumption 1: The undirected graph $\mathcal{G}$ is connected.

Consider state feedback control laws based on the agent state relative to that of neighboring agents with feedback gain parameters $\alpha$ and $\beta$ of the form

$$
u_i(k) = \alpha \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(k) - x_i(k)) + \beta \sum_{j \in \mathcal{N}_i} a_{ij} (v_j(k) - v_i(k)).
$$

(3)

In this paper, we will examine the behavior of the multi-agent systems (1) and (2) under the distributed controller (3) respectively, and show that both multi-agent systems exhibit a periodic solution, defined as follows.

Definition 1: The multi-agent system (1) or (2) under the distributed controller (3) exhibits a periodic solution with a period $T > 0$, if for some initial states $x_i(0)$ and $v_i(0)$ for $i \in \mathcal{V}$, we have $x_i(k+T) = x_i(k)$ and $v_i(k+T) = v_i(k)$ for all $k \in \mathbb{Z}$ and for all $i \in \mathcal{V}$.
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IV. Main Results

For presenting our main results, we need to define the following sets based on whether distance between agent \( i \in V \) and the root agent \( 1 \) is even or odd,

\[
S_e = \{i | d(i, 1) = 2s\}, \quad \text{and} \quad S_o = \{i | d(i, 1) = 2s + 1\}, \quad s \in \mathbb{Z}.
\]  

Let us also define

\[
\bar{a} = \min_{(i,j) \in E, i \in S_e, j \in S_o} a_{ij}.
\]

We are now ready to present our main results.

A. Double Integrator Case

For the multi-agent system (1) under the distributed controller (3), we have the following result.

**Theorem 1:** Assume that Assumption 1 is satisfied. Consider the multi-agent system (1) under the distributed controller (3). If the feedback gain parameters \( \alpha \) and \( \beta \) satisfy

\[
0 < \alpha < \beta < \frac{3}{2} \alpha,
\]

then the multi-agent system exhibits a periodic solution with some period \( T > 0 \).

**Proof:** Since the graph is connected, every agent is a root agent. Without loss of generality, we assume that the agent 1 is the root agent.

We shall prove the theorem by explicitly constructing periodic solutions with an even period \( T = 2m \), for some \( m \in \mathbb{Z}^+ \), which will be specified later in the proof.

Let the sets \( S_e \) and \( S_o \) be defined by (4). The periodic solution that we will construct is such that all agents are always in saturation. Moreover, the saturated input sequences are composed of 1 for the first \( m \) steps, followed by \(-1\) for the next \( m \) steps for agent \( i \in S_e \), and the saturated input sequences are composed of \(-1\) for the first \( m \) steps, followed by 1 for the next \( m \) steps for agent \( i \in S_o \), that is,

\[
\begin{cases}
  u_i(k) \geq 1, & k = 0, \ldots, m - 1, \\
  u_i(k) \leq -1, & k = m, \ldots, 2m - 1,
\end{cases}
\quad i \in S_e.
\]  

1Since the graph is connected, without loss of generality, we assume that the agent 1 is the root agent.
In what follows, we will show that the above $2N m$ inequalities are satisfied for certain positive integer $m$ and initial states $x_i(0)$ and $v_i(0)$ for $i \in \mathcal{V}$, and that moreover the multi-agent systems exhibits a periodic behavior with period $T = 2m$ for these initial states in three steps.

**Step 1:** Due to the required characteristic of the saturated input sequences, i.e., (7) and (8), we see that in order to have the periodic solution defined in Definition 1, it is sufficient to have $x_i(T) = x_i(0)$ and $v_i(T) = v_i(0)$ for all $i \in \mathcal{V}$.

It follows from (1), (7) and (8) that for $k = 1, \ldots , m$,

\[
\begin{align*}
  x_i(k) &= x_i(0) + kv_i(0) + \frac{k(k-1)}{2}, & i \in \mathcal{S}_e, \\
  v_i(k) &= v_i(0) + k,
\end{align*}
\]

and

\[
\begin{align*}
  x_i(k) &= x_i(0) + kv_i(0) - \frac{k(k-1)}{2}, & i \in \mathcal{S}_o,
  \\
  v_i(k) &= v_i(0) - k,
\end{align*}
\]

while for $k = m + 1, \ldots , 2m$,

\[
\begin{align*}
  x_i(k) &= x_i(m) + (k - m)v_i(m) - \frac{(k-m)(k-m-1)}{2}, & i \in \mathcal{S}_e,
  \\
  v_i(k) &= v_i(m) - (k-m),
\end{align*}
\]

and

\[
\begin{align*}
  x_i(k) &= x_i(m) + (k - m)v_i(m) + \frac{(k-m)(k-m-1)}{2}, & i \in \mathcal{S}_o,
  \\
  v_i(k) &= v_i(m) + (k-m),
\end{align*}
\]

Note that $v_i(T) = v_i(0)$ for all $i \in \mathcal{V}$. It is also easy to obtain that

\[
\begin{align*}
  x_i(2m) &= x_i(0) + 2mv_i(0) + m^2, & i \in \mathcal{S}_e, \\
  x_i(2m) &= x_i(0) + 2mv_i(0) - m^2, & i \in \mathcal{S}_o.
\end{align*}
\]

Thus, in order to have $x_i(T) = x_i(0)$ for all $i \in \mathcal{V}$, we must have that

\[
\begin{align*}
  v_i(0) &= -\frac{m}{2}, & i \in \mathcal{S}_e. \\
  v_i(0) &= \frac{m}{2}, & i \in \mathcal{S}_o.
\end{align*}
\]

**Step 2:** In this step, we show that the $2m$ inequalities, either (7) or (8) can be reduced to only two inequalities by appropriately choosing initial states $x_i(0)$ for some $i \in \mathcal{V}$.
Step 2.1: Consider the input for an agent \( j \in S_o \),

\[
u_j(k) = \alpha \sum_{i \in N_j} a_{ij}(x_i(k) - x_j(k)) + \beta \sum_{i \in N_j} a_{ij}(v_i(k) - v_j(k))
\]

\[
= \alpha \sum_{i \in N_j \cap S_e} a_{ij}(x_i(k) - x_j(k)) + \beta \sum_{i \in N_j \cap S_e} a_{ij}(v_i(k) - v_j(k)) + \alpha \sum_{i \in N_j \cap S_o} a_{ij}(x_i(k) - x_j(k)) + \beta \sum_{i \in N_j \cap S_o} a_{ij}(v_i(k) - v_j(k)).
\]

Choose \( x_i(0) = x_j(0) \) for \( i \in S_o \) if \((i, j) \in \mathcal{E}\). By applying this and the fact that \( v_i(0) = v_j(0) \) for all \( i, j \in S_o \) implied by (9) to (10), we obtain

\[
u_j(k) = \alpha \sum_{i \in N_j \cap S_e} a_{ij}(x_i(k) - x_j(k)) + \beta \sum_{i \in N_j \cap S_e} a_{ij}(v_i(k) - v_j(k)).
\]

Similarly, for an agent \( i \in S_e \), choosing \( x_j(0) = x_i(0) \) for \( j \in S_e \) if \((i, j) \in \mathcal{E}\), yields

\[
u_i(k) = \alpha \sum_{j \in N_i \cap S_o} a_{ij}(x_j(k) - x_i(k)) + \beta \sum_{j \in N_i \cap S_o} a_{ij}(v_j(k) - v_i(k)).
\]

Step 2.2: Let us now focus on any edge \((i, j) \in \mathcal{E}\), where \( i \in S_e \) and \( j \in S_o \). We first note that \( 0 < \alpha < \beta \) from (5). This implies:

\[
\beta > \alpha - \frac{1}{2}k\alpha
\]

for \( k = 0, \ldots, m - 1 \). This yields

\[
-\frac{\alpha m}{2} + \beta > \frac{1}{2} \alpha (-m - k + 2).
\]

Since \( m - k - 1 \geq 0 \), multiplying the above inequality on both sides with \( m - k - 1 \) yields:

\[
-\frac{\alpha m}{2}(m - k - 1) + \beta (m - k - 1) \geq \alpha \left[ \frac{k(k-1)}{2} - \frac{(m-1)(m-2)}{2} \right].
\]

This is equivalent to:

\[
a_{ij}\left\{ \alpha [x_i(m - 1) - x_j(m - 1)] + \beta [v_i(m - 1) - v_j(m - 1)] \right\} \\
\geq a_{ij}\left\{ \alpha [x_i(k) - x_j(k)] + \beta [v_i(k) - v_j(k)] \right\}
\]

for \( k = 0, \ldots, m - 1 \), since \( v_i(0) = -\frac{m}{2} \) for \( i \in S_e \), \( v_j(0) = \frac{m}{2} \) for \( j \in S_o \), and \( a_{ij} \geq 0 \).

Step 2.3: Since the inequality (12) holds for each \( i \in N_j \cap S_e \), where \( j \in S_o \), then adding them up and noting (11) yields,

\[
u_j(m - 1) \geq u_j(k), \quad k = 0, \ldots, m - 1, \quad j \in S_o.
\]
Hence, for \( j \in S_o \)

\[
u_j(m - 1) \leq -1
\]  \hspace{1cm} (13)

implies that \( u_j(k) \leq -1 \) for all \( k = 0, \ldots, m - 1 \).

A similar argument shows that if

\[
a_{ij}\{\alpha [x_i(2m - 1) - x_j(2m - 1)] + \beta [v_i(2m - 1) - v_j(2m - 1)]\}
\]

\[
\leq a_{ij}\{\alpha [x_i(k) - x_j(k)] + \beta [v_i(k) - v_j(k)]\}
\]

for each \( i \in \mathcal{N}_j \cap S_e \), where \( j \in S_o \), then adding them up and noting (11) yields,

\[
u_j(2m - 1) \leq u_j(k), \quad k = m, \ldots, 2m - 1.
\]  

Hence, for \( j \in S_o \)

\[
u_j(2m - 1) \geq 1
\]  \hspace{1cm} (14)

implies that \( u_j(k) \geq 1 \) for all \( k = m, \ldots, 2m - 1 \).

Similarly, we can show that for \( i \in S_e \),

\[
u_i(m - 1) \geq 1
\]  \hspace{1cm} (15)

implies that \( u_i(k) \geq 1 \) for \( k = 0, \ldots, m - 1 \), and that

\[
u_i(2m - 1) \leq -1
\]  \hspace{1cm} (16)

implies that \( u_i(k) \leq -1 \) for \( k = m, \ldots, 2m - 1 \).

To summarize, if there is an edge connecting agents within \( S_e \) or \( S_o \), we set their initial states the same, i.e.,

\[
x_i(0) = x_j(0) \quad \text{for} \quad (i, j) \in \mathcal{E}, \quad \text{if} \quad i, j \in S_e, \quad \text{or} \quad i, j \in S_o,
\]  \hspace{1cm} (17)

then the \( 2m \) inequalities for agent \( i \in \mathcal{V} \), i.e., either (7) or (8), are reduced to only two inequalities, i.e., inequalities (13) and (14) for \( j \in S_o \), or inequalities (15) and (16) for \( i \in S_e \).

**Step 3:** It is clear that if for each edge \( (i, j) \in \mathcal{E}, \) where \( i \in S_e \) and \( j \in S_o \) the following two conditions

\[
a_{ij}\left\{\alpha [x_i(m - 1) - x_j(m - 1)] + \beta [v_i(m - 1) - v_j(m - 1)]\right\}
\]

\[
= a_{ij}\left\{\alpha [x_i(0) + (m - 1)v_i(0) + \frac{(m-1)(m-2)}{2} - x_j(0) - (m - 1)v_j(0) + \frac{(m-1)(m-2)}{2}]\right\}
\]
\[ + \beta \left[ v_i(0) + m - 1 - v_j(0) + m - 1 \right] \}
\]
\[ = a_{ij} \left\{ \alpha \left[ x_i(0) - x_j(0) - 2m + 2 \right] + \beta (m - 2) \right\} \leq -1, \quad (18) \]

and
\[ a_{ij} \left\{ \alpha \left[ x_i(2m - 1) - x_j(2m - 1) \right] + \beta \left[ v_i(2m - 1) - v_j(2m - 1) \right] \right\}
\]
\[ = a_{ij} \left\{ \alpha \left[ x_i(0) - v_i(0) - 1 - x_j(0) + v_j(0) - 1 \right] + \beta \left[ v_i(0) + 1 - v_j(0) + 1 \right] \right\}
\]
\[ = a_{ij} \left\{ \alpha \left[ x_i(0) - x_j(0) + m - 2 \right] - \beta (m - 2) \right\} \geq 1, \quad (19) \]

are satisfied for some initial states \( x_i(0) \) and \( x_j(0) \) where \( i \in S_e, j \in S_o, \) and \( (i,j) \in E. \) then \( (13) \) and \( (14) \) for \( j \in S_o, \) and \( (15) \) and \( (16) \) for \( i \in S_e. \)

Two inequalities \( (18) \) and \( (19) \) are equivalent to
\[ \frac{1}{a_{ij}} + (\beta - \alpha)(m - 2) \leq \alpha(x_i(0) - x_j(0)) \leq 2\alpha(m - 1) - \beta(m - 2) - \frac{1}{a_{ij}}, \quad (20) \]

for each \( (i,j) \in E, \) where \( i \in S_e \) and \( j \in S_o. \)

We see that suitable \( x_i(0) \) and \( x_j(0) \) where \( i \in S_e, j \in S_o, \) and \( (i,j) \in E \) exist if and only if
\[ \frac{1}{a_{ij}} + (\beta - \alpha)(m - 2) \leq 2\alpha(m - 1) - \beta(m - 2) - \frac{1}{a_{ij}}, \quad (21) \]

for each \( (i,j) \in E, \) where \( i \in S_e \) and \( j \in S_o. \)

For \( m > 2, \) \( (21) \) is equivalent to
\[ \beta \leq \frac{3m-4}{2m-4} \alpha - \frac{1}{a_{ij}(m-2)}, \]

If we take the value of \( m \) to be very large, we obtain that
\[ \beta \leq \lim_{m \to +\infty} \left[ \frac{3m-4}{2m-4} \alpha - \frac{1}{a_{ij}(m-2)} \right] = \frac{3}{2} \alpha. \]

Therefore for any \( \alpha \) and \( \beta \) which satisfy the condition \( (5), \) if
\[ m \geq \frac{4(\alpha - \beta) + \frac{2}{\alpha}}{3\alpha - 2\beta}, \quad (22) \]

where \( \bar{a} \) is defined by \( (5), \) then all the inequalities \( (21) \) are satisfied.

From the above analysis, we see that the multi-agent system \((1)\) under the distributed controller \((3)\) with the feedback gain parameters \( \alpha \) and \( \beta \) satisfying the condition \( (6) \) exhibits a periodic behavior with period \( T = 2m, \) where \( m \) satisfies \( (22), \) if initial states \( x_{\ell}(0), \ell \in V \) satisfy the conditions \( (9), (17), \) and \( (20). \)
Remark 2: We note that the periodic behavior presented in Theorem 1 exists for a particular set of initial states as given by (9), (17), and (20). The condition (6) on feedback gain parameters $\alpha$ and $\beta$ for achieving periodic behaviors does not depend on the network topology. However, the period $T = 2m$, where $m$ is given by (22), depends on the network topology and the feedback gain parameters.

B. Neutrally Stable System Case

For the multi-agent system (2) under the distributed controller (3), we have the following result.

**Theorem 2:** Assume that Assumption 1 is satisfied. Consider the multi-agent system (2) and the distributed controller (3). If the feedback gain parameters $\alpha$ and $\beta$ satisfy

$$|\alpha| \leq \text{sign}(\alpha)(\beta - \frac{a}{\bar{a}}),$$

(23)

with $\bar{a}$ defined by (5), then the multi-agent system exhibits a periodic solution with period $T = 4$.

**Proof:** Let the sets $S_e$ and $S_o$ be defined by (4). The periodic solution with period $T = 4$ is such that all agents are always in saturation. Moreover,

$$\begin{cases}
  u_i(k) \geq 1, & k = 0, 1, \\
  u_i(k) \leq -1, & k = 2, 3,

e \in S_e,
\end{cases}$$

(24)

$$\begin{cases}
  u_i(k) \leq -1, & k = 0, 1, \\
  u_i(k) \geq 1, & k = 2, 3,

e \in S_o.
\end{cases}$$

(25)

In what follows, we will show that the above $4N$ inequalities are satisfied for certain initial states $x_i(0)$ and $v_i(0)$, $i \in \mathcal{V}$, and that moreover the multi-agent system exhibits a periodic behavior with period $T = 4$ for these initial states in three steps.

**Step 1:** Due to the required characteristic of the saturated input sequences, i.e., (24) and (25) and Definition 1, we see that in order to have the periodic solution defined in Definition 1 it is sufficient to have $x_i(T) = x_i(0)$ and $v_i(T) = v_i(0)$ for all $i \in \mathcal{V}$.

It follows from (2) and (24) that for $i \in S_e$,

$$\begin{bmatrix}
x_i(1) \\
v_i(1)
\end{bmatrix} = A \begin{bmatrix}
x_i(0) \\
v_i(0)
\end{bmatrix} + B,$$
\[
\begin{bmatrix}
  x_i(2) \\
  v_i(2)
\end{bmatrix} = A^2 \begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} + AB + B,
\]
\[
\begin{bmatrix}
  x_i(3) \\
  v_i(3)
\end{bmatrix} = A^3 \begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} + A^2 B + AB - B,
\]
\[
\begin{bmatrix}
  x_i(4) \\
  v_i(4)
\end{bmatrix} = A^4 \begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} + A^3 B + A^2 B - AB - B.
\]

Therefore, in order to have
\[
\begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} = \begin{bmatrix}
  x_i(4) \\
  v_i(4)
\end{bmatrix}, \quad i \in S_e,
\]
we need
\[
\begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} = (I - A^4)^{-1}(A^3 B + A^2 B - AB - B) = (I - A^4)^{-1}(A^2 - I)(I + A)B.
\]

By plugging the matrices \( A \) and \( B \) given by (2) into above equation, we get
\[
\begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} = \begin{bmatrix}
  \frac{1}{2a} \\
  -\frac{1}{2a}
\end{bmatrix}, \quad i \in S_e,
\] (26)

Similarly, in order to have
\[
\begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} = \begin{bmatrix}
  x_i(4) \\
  v_i(4)
\end{bmatrix}, \quad i \in S_o,
\]
we need
\[
\begin{bmatrix}
  x_i(0) \\
  v_i(0)
\end{bmatrix} = \begin{bmatrix}
  -\frac{1}{2a} \\
  \frac{1}{2a}
\end{bmatrix}, \quad i \in S_o.
\] (27)

**Step 2:** In this step, we show that four inequalities (24) and (25) for each agent \( i \in \mathcal{V} \), can be reduced to only two inequalities.

Consider the input for an agent \( j \in S_o \),
\[
u_j(k) = \alpha \sum_{i \in N_j} a_{ij} (x_i(k) - x_j(k)) + \beta \sum_{i \in N_j} a_{ij} (v_i(k) - v_j(k))
\]
\[
= \alpha \sum_{i \in N_j \cap S_e} a_{ij} (x_i(k) - x_j(k)) + \beta \sum_{i \in N_j \cap S_e} a_{ij} (v_i(k) - v_j(k))
\]
\[
+ \alpha \sum_{i \in N_j \cap S_o} a_{ij} (x_i(k) - x_j(k)) + \beta \sum_{i \in N_j \cap S_o} a_{ij} (v_i(k) - v_j(k)).
\] (28)
Taking into account that \( x_i(0) = x_j(0) \) and \( v_i(0) = v_j(0) \) for all \( i, j \in S_o \) implied by (27), from (28), we obtain

\[
 u_j(k) = \alpha \sum_{i \in N_j \cap S_e} a_{ij} (x_i(k) - x_j(k)) + \beta \sum_{i \in N_j \cap S_e} a_{ij} (v_i(k) - v_j(k)). \tag{29}
\]

Similarly, we can show that for agent \( i \in S_e \),

\[
 u_i(k) = \alpha \sum_{j \in N_i \cap S_o} a_{ij} (x_j(k) - x_i(k)) + \beta \sum_{j \in N_i \cap S_o} a_{ij} (v_j(k) - v_i(k)).
\]

From (29) and the initial states given by (26) and (27), it is easy to verify that for \( j \in S_o \), \( u_j(k + 2) \geq 1 \) are equivalent to \( u_j(k) \leq -1 \) for \( k = 0, 1 \). Similarly for \( i \in S_e \), \( u_j(k + 2) \leq -1 \) is equivalent to \( u_i(k) \geq 1 \) for \( k = 0, 1 \). Thus, the inequalities (24) and (25) are equivalent to the following inequalities

\[
 \begin{cases}
 u_i(0) \geq 1 \\
 u_i(1) \geq 1, \quad i \in S_e,
\end{cases}
\tag{30}
\]

and

\[
 \begin{cases}
 u_j(0) \leq -1 \\
 u_j(1) \leq -1, \quad j \in S_o,
\end{cases}
\tag{31}
\]

**Step 3:** It is clear that if for each edge \((i, j) \in E\), where \( i \in S_e \) and \( j \in S_o \) the following two conditions

\[
 \begin{cases}
 a_{ij} \left\{ \alpha [x_i(0) - x_j(0)] + \beta [v_i(0) - v_j(0)] \right\} = a_{ij} \frac{\alpha - \beta}{a} \leq -1, \\
 a_{ij} \left\{ \alpha [x_i(1) - x_j(1)] + \beta [v_i(1) - v_j(1)] \right\} = a_{ij} \frac{\alpha - \beta}{a} \leq -1,
\end{cases}
\tag{32}
\]

are satisfied then (30) and (31) are satisfied. It is easy to see that if the feedback gain parameters \( \alpha \) and \( \beta \) satisfy (23), then (32) hold for each edge \((i, j) \in E\), where \( i \in S_e \) and \( j \in S_o \).

From the above analysis, we see that the multi-agent system (2) under the distributed controller (3) with the feedback gain parameters \( \alpha \) and \( \beta \) satisfying the condition (23) exhibits a periodic behavior with period \( T = 4 \) if the initial states satisfy the conditions (26) and (27).

**Remark 3:** We note that the periodic behavior presented in Theorem 2 exists for a particular set of initial states as given by (26) and (27). The period is \( T = 4 \), which does not depend on the network topology, while the feedback gain parameters for achieving this periodic behavior depend on the network topology as given by (23). This is in contrast to the double integrator case since it is noted in Remark 2 that the feedback gain parameters for achieving periodic behaviors do not depend on the network topology, however, the periodic \( T \) depends on the network topology.
V. ILLUSTRATIVE EXAMPLES

In this section, we present two examples to illustrate the result. In both examples, the network consists of \( N = 7 \) agents and the topology is given by the undirected weighted graph depicted in Figure 1.

![Network with seven agents](image)

Figure 1. Network with seven agents

A. Double Integrator Case

We first consider the multi-agent model (1) with the feedback law (3). Choose the feedback gain parameters \( \alpha = 0.4 \) and \( \beta = 0.42 \) so that (6) is satisfied. It is easy to see that \( \bar{a} = a_{36} = 0.5 \), and therefore we choose \( m = 11 \) such that (22) is satisfied. From the proof of Theorem 1, we see that the multi-agent system exhibits a periodic solution of period \( T = 22 \) if the initial states satisfy (9), (17) and (20) with \( m = 11 \), i.e., \( v_i(0) = -5.5 \) for \( i \in S_e = \{1, 5, 6, 7\} \) and \( v_i(0) = 5.5 \) for \( i \in S_o = \{2, 3, 4\} \) and

\[
\begin{align*}
\begin{cases}
x_2(0) = x_3(0), \\
2.1167 \leq x_1(0) - x_2(0) \leq 8.8833, \\
4.6167 \leq x_1(0) - x_5(0) \leq 6.3833, \\
2.5333 \leq x_1(0) - x_4(0) \leq 8.4667, \\
1.5370 \leq x_5(0) - x_2(0) \leq 9.4630, \\
5.4500 \leq x_6(0) - x_3(0) \leq 5.5500, \\
1.1852 \leq x_7(0) - x_3(0) \leq 9.8147.
\end{cases}
\end{align*}
\]

(33)

We then choose

\[
\begin{align*}
x_1(0) &= 21, \\
x_2(0) &= 16.02, \\
x_3(0) &= 16.02, \\
x_4(0) &= 15, \\
x_5(0) &= 20, \\
x_6(0) &= 21.5, \\
x_7(0) &= 18,
\end{align*}
\]
so that the above condition is satisfied.

With these initial states, The multi-agent system exhibits periodic behavior of period 22 as shown in Figure 2. To make the figure more clear, we have only included state trajectories for agents 1, 2, 5 and 7 in Figure 2. State trajectories for agent 1 are also given in Figure 3.

Note that if the network topology is a tree, for example, if there is no edge between agent 2 and agent 3 in Figure 1 we do not need to choose \( x_2(0) = x_3(0) \) in order to generate the periodic solutions. This can be seen by noticing that the last two terms in (10) are vanishing, thus (11) is satisfied for all \( x_2(0) \) and \( x_3(0) \).

![Figure 2. Periodic behavior of period 22](image)

**B. Neutrally Stable System Case**

Next, we consider the multi-agent model (2) with the feedback law (3). Let \( a = \frac{1}{2} \), and choose the feedback gain parameters \( \alpha = -0.5 \) and \( \beta = 2 \) so that (23) is satisfied. From the proof of Theorem 2 we see that the multi-agent system exhibits a periodic solution of period \( T = 4 \) if the initial states satisfy (26) and (27), that is, \( x_i(0) = 1, v_i(0) = -1 \) for \( i \in S_e = \{1, 5, 6, 7\} \) and \( x_i(0) = -1, v_i(0) = -1 \) for \( i \in S_o = \{2, 3, 4\} \). Figure 4 shows that the multi-agent system exhibits a periodic behavior with \( T = 4 \). State evolutions for agent 1 are given in Figure 5.
VI. CONCLUSION

In this paper, we present two constrained multi-agent models, which generate periodic behaviors for a particular set of initial states if the feedback gain parameters satisfy a certain condition. In one model, the period depends on the network topology, however, the feedback gain parameters for achieving this are independent of the network topology, while in the other model, the period is $T = 4$, independent of the network topology, however, the feedback gain parameters for achieving this depends on the network topology. Whether periodic behaviors are stable and whether periodic behaviors exist for other initial states are currently under investigation.
Figure 5. Trajectories of $x_1$ and $v_1$
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