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Abstract: This paper set out to revise and improve existing autonomous driving models using reinforcement learning, thus proposing a reinforced autonomous driving prediction model. The paper conducted training for a reinforcement learning model using DQN, a reinforcement learning algorithm. The main aim of this paper was to reduce the time spent on training and improve self-driving performance. Rewards for reinforcement learning agents were developed to mimic human driving behavior as much as possible. High rewards were given for greater distance travelled within lanes and higher speed. Negative rewards were given when a vehicle crossed into other lanes or had a collision. Performance evaluation was carried out in urban environments without pedestrians. The performance test results show that the model with the collision prevention model exhibited faster performance improvement within the same time compared to when the model was not applied. However, vulnerabilities to factors such as pedestrians and vehicles approaching from the side were not addressed, and the lack of stability in the definition of compensation functions and limitations with respect to the excessive use of memory were shown.
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1. Introduction

Autonomous driving refers to a vehicle being able to recognize its surrounding driving environment and assess the environmental elements that affect its driving, such as risk factors to itself, until arriving at a destination. Interest and research have been dedicated towards autonomous driving for many years, and it is a field expected to undergo explosive growth. Current commercialized autonomous driving technologies remain at the level of performing low-level functions or are restricted to road environments where driving is possible. However, high-level artificial intelligence technologies have emerged, and have resulted in remarkable developments in recent years, driving research efforts to overcome these limitations of autonomous driving. Interest in autonomous driving, which has received a great deal of attention for a long time, has even increased in recent years as a result of its fast development and higher levels of commercialization.

In general, there are six stages of autonomous driving, based on the technological levels defined by the Society of Automotive Engineers (SAE) [1]. Stage 0 (Figure 1-(1)) means that the driver operates a vehicle fully. At Stage 1 (Figure 1-(2)), the system assists the driver in acceleration/deceleration or steering and helps him or her remain in their lane. At Stage 2 (Figure 1-(3)), the autonomous driving system assists the driver on highways and offers remote smart parking assistance, taking a step further from Stage 1. At Stage 3
(Figure 1-(4)), the system assesses situations and drives the vehicle. Under conditional autonomous driving, it slows down during congestion and performs highway driving and lane changing. Today, autonomous driving has been commercialized at Stage 3. The system asks drivers to operate manually during autonomous driving. Even though autonomous driving is taking place, drivers are asked to intervene. Moving to Stage 4 of advanced automation is inevitable, shifting from the current conditional automation that requires driver intervention to a higher level of autonomous driving technology. Under advanced autonomous driving at Stage 4 (Figure 1-(5)), the system performs autonomous driving on prescribed roads and under prescribed conditions without any need for driver interventions in the process. Even though it is not completely autonomous, as the system enables fully autonomous driving only on prescribed roads, it is autonomous driving in the true sense, as it requires no driver intervention. The last of the five steps (Figure 1-(6)) refers autonomous driving on all roads and in any situation. It requires high technological development in that driver intervention is unnecessary in all driving situations and the vehicle can be driven without a driver.

![Figure 1. Outline of SAE autonomous levels.](image)

There is an absolute need for image processing [2,3] and AI in order to realize completely autonomous driving [4–8]. These technologies comprise the core of autonomous driving, across all of its stages. World-class corporations are devoting active R&D effort in these areas. IT giants such as Google, Naver, and NVIDIA are developing their own autonomous driving systems [9–11]; in addition, Microsoft and Amazon are making huge investments in autonomous driving [12,13]. It is, of course, automobile manufacturers that are taking the lead in the development and commercialization of autonomous driving technologies. There is a range of corporations, regardless of field, that sees AI as the core of autonomous driving and that are conducting research into it [14].

In autonomous driving, there is a need to assess various situations on the basis of massive amounts of data. Deep learning can offer solutions for this. However, high-quality datasets are necessary that define the meaning of information clearly in order to solve problems with common deep learning algorithms. The circumstances make it difficult to collect data from real driving environments while granting clear meanings to data, raising the need to improve our capacity to process vehicle driving data.

It is not general practice to embody all functions of autonomous driving only on the basis of reinforcement learning. Research has been conducted to create local routes, predict collisions, and brake for autonomous driving vehicles on the basis of reinforcement learning, but most of this research has remained at the level of exploring optimal routes through reinforcement learning algorithms [15–27]. In previous studies, autonomous
driving models based on reinforcement learning have been employed to supplement the system’s shortcomings to some degree. These autonomous driving models were able to train under many different environments and conduct driving training and testing in various environments. As only driving images collected from the front cameras were used, they required a comparatively smaller amount of hardware resources and less time. In addition to these advantages, the models improved the performance with respect to preventing collision situations, and reduced the time allocated to training by adding an algorithm that prevented unnecessary collisions in episodes of reinforcement learning and autonomous driving processes.

Previous studies have been dependent on small amounts of sensor data and have had issues related to possible performance deterioration under the influence of unpredictable road environment elements. As can be seen from Table 1, autonomous driving performance has been lower on city roads than in uncrowded roads and in mountainous environments. In an attempt to solve this issue on the basis of actual human driving methods using a reward function or segmenting driving control, the present study proposes an autonomous driving agent by applying a reinforcement learning algorithm and deep learning to automatically process driving data on the basis of the image analysis of an autonomous driving system, in order to embody stability and optimize agent actions using continuous data. Simulations were carried out using AirSim [14], a virtual simulation platform, in order to improve the performance of the autonomous driving system based on reinforcement learning algorithms that comprised the core of the present study: DQN (Deep-Q-Learning), which is less influenced by data preprocessing, and a deep learning algorithm for classifying preprocessed images at a low level, were combined to create a fusion model to efficiently solve old issues related to real-time learning of continuous data [28,29]. The aim of this study is to reduce learning time by creating a collision prevention model and applying it to reinforcement learning training, since learning time is one problem of reinforcement learning training. The study sets out to propose the optimization of an autonomous driving model on the basis of reinforcement learning.

Table 1. Collision conditions by driving environment.

| Item             | Pedestrian | Driving Environment |
|------------------|------------|---------------------|
| City Road 1      | Yes        | City Road           |
| City Road 2      | No         | City Road           |
| Mountain Road    | No         | Mountain Road       |

The present study consists of five chapters: Section 2 defines autonomous driving in terms of its basic theory, and reviews previous studies; Section 3 offers explanations regarding simulations aiming to improve autonomous driving performance, providing an overall overview of proposed simulations, and descriptions of the collection of driving data, the replay memory buffer, reward functions, and collision prevention algorithms; Section 4 compares the experimental results using the proposed simulations of performance improvement with the results of autonomous driving with no performance improvements on the basis of objective indicators, in order to assess them in performance; and Section 5 presents the conclusions.

2. Related Work

In a study by I. Kang [30], an autonomous driving system was proposed using a supervised learning approach based on the demonstrations of human drivers. The study performed artificial neural network learning with low-cost parts and proposed autonomous driving with low dependence on hardware. This autonomous driving model was able to perceive and avoid obstacles in response to driving images obtained from the front cameras rather than simply following the driving routes. An experiment was conducted using a server computer with a small embedded system and four GPUs, as well as a compact simulated vehicle in the real world. The combination of multiple sensors provided better
performance with respect to image classification than a single sensor, but the experimental results demonstrated that the classification performance of an image-based neural network with cameras played the most significant role in performance improvement in real environments. On this basis, the study carried out reinforcement learning training based on driving images from the front cameras.

S. Park et al. [31] used a convolutional neural network to adjust vehicle steering values. In this study, the steering values of an autonomous driving vehicle were controlled using the CNN inputs of images from a black box. The CNN structure included three layers, including convolutional and pooling layers, in accordance with a common CNN composition, and an algorithm was proposed with two fully connected layers. In this CNN, the steering angles were estimated as output values and were used geometrically with accurate vanishing point coordinates obtained from images. It is difficult to detect stable vanishing points due to the prediction errors of the steering angles resulting from various factors including the driving environment and lane disappearances, but the CNN obtained prediction errors of steering angles within an allowable scope and provided significant results.

X. Pan et al. [32] performed autonomous driving in reality using virtual environments and reinforcement learning. In this study, a virtual driving environment similar to real roads was created to perform reinforcement learning training, and this was then compared with results on real roads. Three major methods of reinforcement learning were used, including the standard A3C [33], the reinforcement learning method proposed in the study, and the random domains method. The study carried out autonomous driving training using reinforcement learning in a virtual environment by means of these three methods and compared them with respect to accuracy. The method proposed in the study recorded an accuracy of 43.4%, which was a better performance overall than training a reinforcement training agent in a virtual environment without any real data, which recorded an accuracy of 28.33%. The SuperVision (SV) method recorded the highest accuracy, at 53.6%, but it required more training sessions than the other models due to its structure, which means that it did not demonstrate a superior performance.

Abdur R. Fayjie et al. [34] performed autonomous driving in an urban environment using reinforcement learning. A model was established that applied autonomous driving and obstacle avoidance learning based on DQN to a simulation vehicle in an urban environment in order to assess its performance. Two types of sensor data were used as input data. An autonomous driving agent was proposed with driving images from cameras and distance data from obstacles from laser sensors attached to the front. In this study, a reinforcement learning algorithm was applied with DQN in order to develop a prototype of an autonomous driving vehicle. Performance evaluation in a virtual environment showed that the accumulation of rewards from over 100,000 episodes tended to increase over time. The range of increase decreased along with the time required. Performance evaluation was conducted on the basis of experiments in which 100,000 episodes were carried out in a virtual environment using the prototype. Compensation values were provided continuously to achieve autonomous driving training using DQN, which demonstrates that a DQN-based agent can be an effective method for autonomous driving, and motivated the selection of DQN as a reinforcement learning algorithm in the study. There were, of course, limitations to this prototype as well. According to the results of change in compensation, the compensation values gradually decreased toward the end of training, resulting in a decreasing pattern of increases in accumulated compensation values. This means that towards the end of the learning, the compensation values provided were decreased. The present study attempts to tackle this reduction issue with respect to compensation values.

In the study reported by Li et al. [35], a steering system is proposed based on the assessment of driving images using a “recognition module” and a “control module”, unlike other studies, which had employed an end-to-end method. Based on a multiple classification neural network, the “recognition module” was fed inputs of images from the driver’s viewpoint for the purpose of predicting driving direction. The “control module” made
control decisions on the basis of reinforcement learning. In the process of implementing this autonomous driving model, a prototype agent was proposed, along with reinforcement learning and deep learning. On the basis of the performance evaluation results in the virtual environment, a recognition module was used to predict lane characteristics in a stable and accurate manner, placing the vehicle within the predicted lanes. The control module generally demonstrated excellent performance in a variety of driving environments and represents a case in which a different AI algorithm was applied to the reinforcement learning training process.

In a study by H. Yi et al. [36] studying autonomous driving using DDPG instead of DQN with a reinforcement learning algorithm, a multi-agent approach was adopted with 16 agents used for learning simultaneously. Performance evaluation was conducted using the average compensation value obtained during the learning process. The initial values were negative, meaning that there was little learning. As the number of learning sessions increased, however, the compensation increased, nearing an average of two, indicating that autonomous driving was taking place in a relatively stable manner. However, compensation did not increase steadily. Furthermore, there were many intermittent sharp declines in compensation values, with periods of negative compensation values despite sufficient learning having taken place, which was attributed to improper compensation value decisions for brake values. The present study addresses this issue by means of a collision prevention model.

In a study by Yu A et al. [37] that controlled an autonomous driving vehicle in a virtual environment, an experiment was conducted that applied compensation values for various parameters in a reinforcement learning training process. The experiment induced gradation updating rules and other hyperparameters for the model by creating an autonomous driving agent on the basis of Double A-Learning and CNN. In this experiment, the changes in average compensation values were examined with respect to various learning rates. The experiment performed autonomous driving in urban areas with no other vehicles and was conducted many times using different learning rates. Changes to compensation values show that the compensation values granted tended to decrease during training when the learning rate was 0.001. This meant that relatively high learning rates did not help the compensation function. When the learning rate was set at the lowest level of 0.00005, the training speed was too slow to produce satisfying results or offer significant benefits with respect to compensation values. The same results were obtained at a learning rate of 0.0001. A learning rate of 0.005 demonstrated good performance; however, the compensation value decreased as the learning progressed. The compensation values continued to increase when the learning rate was set at 0.0025, providing the best outcomes in terms of compensation values. These results were consulted for adjusting the hyperparameters of the autonomous driving model proposed in the present study.

3. Proposed Simulation for the Improvement of Autonomous Driving Performance
3.1. Overall Structure of the Proposed Simulation

This paper develops a driving and training environment for autonomous models using the AirSim simulator to support autonomous driving in vehicles. AirSim is a virtual simulator made by Microsoft in the United States. An environment was established using AirSim for training using reinforcement learning based on roads. The steering wheel, accelerator, and brake pedals were controlled during driving, which were then used to control driving in a virtual environment developed using the Python Library in AirSim. For the training of the reinforcement learning agent, the input data included vehicle driving data, distance from obstacles based on LiDAR sensors, and vehicle driving videos taken from the front camera. Figure 2 shows the overall flow chart of the proposed simulation.
A reinforcement learning agent trains the autonomous driving model on the basis of the obtained driving and sensor data using the AirSim simulator. Driving and sensor data are entered as “behavior” and “state” parameters, respectively, for the purpose of reinforcement learning. The parameters generated during this process are entered into the Deep-Q-Learning algorithm to determine ideal driving control values and to perform optimization.

The driving data of the vehicle and the images obtained during collisions are used as input data to train the collision avoidance model. A model was designed and updated to increase the brake values, and thereby prevent collision, when driving data are received that possess a high degree of similarity to those obtained during collision situations. This prevents unnecessary collisions being included in the reinforcement learning training process. One of the advantages of this method is the savings with respect to time and money during the reinforcement learning training process, as a result of the inclusion of fewer redundant states during the training process.

Once training has taken place for these two models using a reinforcement learning agent, the vehicle control method is optimized accordingly. Following the customary procedure, a normal vehicle drives in accordance with a reinforcement learning-based control algorithm. When images with a high degree of similarity to a collision situation are received via the front camera, the brake value is increased in the reinforcement learning training process.

3.2. Simulation Configuration

Training and testing for the vehicle driving simulator were carried out in a virtual environment using the AirSim simulator by Microsoft. Since the simulator had remarkable compatibility with the Unreal Engine, environments appropriate for autonomous driv-
Training and testing for the vehicle driving simulator were carried out in a virtual environment designed in order to assess autonomous driving performance under various conditions. These included an urban environment with pedestrians, an urban environment with no pedestrians, and a mountainous road environment for training and performance testing. Only image data from the front cameras was used as input data, with the aim of minimizing the necessary hardware resources and reducing the volume of input data. A reinforcement learning agent requires driving data that include information on vehicle collision, distance from lane markings, and speed in each episode of the reinforcement learning training process, and these data were collected using AirSim simulator. Figure 3 shows the training environment using AirSim.

![Figure 3. The training environment using AirSim (city road and mountain road). (a) city road; (b) mountain road.](image)

3.3. Collection of Driving Data

The autonomous driving method proposed in this paper only uses as input data the images obtained from the front cameras while driving and the current driving data of the vehicle. The front images consist of first-person-view images that are collected through the API of the AirSim simulator. The front images and driving data underwent a preprocessing stage and were used in the learning model, which was based on a convolutional neural network.

In the preprocessing process of the front driving images, images with dimensions of 128 × 128 pixels were used, which were cut from front images with dimensions of 144 × 256 pixels. Figure 4 shows an example. Forward driving images were not used in their original collection states, but cut out during the preprocessing process, as there were hardly any elements influencing the outcomes of vehicle driving that were found above the vehicle.

![Figure 4. The training environment using AirSim (city road and mountain road).](image)
In some cases, a flying object or a falling object from a building might have a negative impact on driving and constitute a risk element, but such cases are exceptional. The training of such special situations is not significant in a training process for reinforcement learning that is repeated many times. Thus, these situations were excluded from the process in this study. The amount of computation can be reduced, thus enhancing the training efficiency, by removing unnecessary information from the images, such as objects above a vehicle, and presenting track angles in the images. CNN results obtained on the basis of the characteristics of the input images are delivered as the state during reinforcement learning. The agent takes action and learns on the basis of state and reward. The action space of an agent accommodates eight discontinuous actions, which include driving straight, turning left at 45 degrees, turning right at 45 degrees, turning left at 20 degrees, turning right at 20 degrees, and stopping. Road environments were taken into consideration, as well as the driving directions of vehicles. Driving data—including vehicle speed, accelerator values, brake values, steering values, and driving outcomes—were collected using replay memory, as described below.

3.4. Replay Memory Buffer

Replay memory was used to implement the experience replay in the DQN algorithm. In DQN, replay memory saves the actions of an autonomous driving vehicle on the basis of reinforcement learning and their states; thus, it reduces correlations among data. The performance improvement model proposed in this study does not save new values in a replay memory update when actions were taken in the same state as before in response to an image in the actor network. The state, action, reward, and next state parameters—S, A, R and \( s' \), respectively—were updated in the memory for each episode in the reinforcement learning training process. Here, driving outcome data were also saved in the same file. An index was added to the driving data to be used as the file name for the driving outcome data, which were applied in a collision prevention algorithm designed to improve the performance of the reinforcement learning model. Driving data were saved in memory in multiples every 0.95 s. When additional data could not be saved in the current memory buffer due to prolonged training, the earliest driving experience data in the memory buffer were saved in the file. The driving data saved in the file were then deleted from the memory buffer to make room for new data. When updating the CNN neural network with the driving images and data as inputs, the driving data saved in the replay memory were extracted with a degree of randomization and used to calculate the driving reward function. When certain multiples were extracted at random from the replay memory and used in a CNN update, the continuous relationship among the input data was reduced to prevent a local minimum occurring. Since the old driving data were saved during learning, they can be used again for the purpose of training under the same or similar driving situations. DQN-based reinforcement learning has the limitation of being dependent on episode order. When experience replay is not used, the input data of the CNN are placed in order of occurrence, resulting in a local minimum, and making it difficult to ensure efficient learning.

3.5. Design of the Reward Function

A reward function in reinforcement learning is determined on the basis of the current driving states and the outcomes of the vehicle. Equation (1) presents the reward function to be granted to the agent proposed in this study. During a normal driving state, positive reward values are given with a prescribed reward function. When difficulties arise in driving the vehicle due to collision, lane departure, and stopping, \( F \), representing flag bits, is set to a value of 1, with negative reward values granted appropriate to the situation before moving to a new episode.

\[
R = F_1 \cdot A_1(\alpha + \beta) - F_2 \cdot A_2(-0.5t) - F_3 \cdot A_3(-3) + F_4 \cdot A_4(-3) \tag{1}
\]
A1 refers to regular driving; A2 to a collision; A3 to lane departure; and A4 to car stopping. Under regular conditions, the compensation values are determined according to the distance from the lane (α) and vehicle speed (β). The distances are determined between the center of the vehicle and the outer edge of the lane. For the compensation values with respect to lanes, higher compensation values were given corresponding to greater distances from the center of the lane. Basically, the vehicle should never cross the central line. When the threshold value for distance from the center of the lane is reached, the vehicle is considered to have a collision. The distance between two lanes was obtained using a virtual simulation. Dist1 denotes the distance between the center of the vehicle and the center of the lane, and Dist2 denotes the distance between the center of the vehicle and the opposite lane. The distance between two lanes was normalized to within a range of 0~2 for Dist1 + Dist2.

\[
\beta = 2 - |\text{Dist}_1 - \text{Dist}_2|
\]  

Partial compensation values for lanes were determined as shown in Equation (2). When the distance between the vehicle and two lanes is the same, it is standing in the middle of the road, and receives high compensations with values within the range 0.1~2. In short, the compensation values for lanes are determined on the basis of convex combinations of lanes and vehicles. Higher compensation values are given at higher vehicle speed. The initial vehicle speed was in the range of 5~13 m/s, meaning that the vehicle is never driving too fast according to urban standards, even when running at maximum speed. In addition, the minimum and maximum speed were determined and normalized to within a range of 0~1 to determine partial compensation values. Added to these are compensation values (α) determined on the basis of the distance between a vehicle and a lane. Normalized values of 0~1 are added depending on vehicle speed. When the three compensation values are simply added together, however, the characteristics of the individual elements become dull. Moreover, the probability of collision increases when vehicles quickly move closer to another lane. This problem was solved by limiting the compensation values under normal driving to a range of 0.1~3, with compensation values increasing with speed only at a distance of more than 0.4 m from both neighboring lanes. When the distance between the vehicle and a collision body becomes small while driving, −0.5 is added in order to reduce the compensation values. The compensation value is determined as (compensation value under normal driving −0.5t) at each time step of t seconds (0.95 s). When a vehicle touches the lane boundary, departs from a lane, or stops for three seconds or longer, a compensation value of −3 is added before moving to the next episode.

In a CNN structure, reward values are determined as follows: the images from the front cameras of the autonomous driving vehicle are altered and used as input data in the input layer in the way explained above. The hidden layer consisted of three CNN layers and flatten layers. Convolutional layers of [8, 8, 16], [4, 4, 32], and [3, 3, 32] are used for each of the three CNN layers, respectively, and ReLu functions are used for active functions. After altering the data in one dimension with the flatten layers, training is carried out to determine six behaviors through the dense layers. A neural network is trained to receive six behaviors as prescribed compensations. The network uses a mini batch of 32 training data at a learning rate of 0.00025. The depreciation rate, which is a parameter required for the reinforcement learning process, was set at 0.95, and epsilon decay was set at 0.1 to adjust exploratory fluidity. Figure 5 shows the composition of the proposed CNN network.

![Figure 5. CNN architecture.](image-url)
3.6. Design of the Collision Prevention Algorithm

In reinforcement learning, it is necessary for the vehicle repeat driving episodes. It is difficult to expect efficient training when implementing repeated training sessions as a result of the unnecessary repetition of collision situations. In this study, an algorithm to prevent front collisions was designed and applied to the training stages of the reinforcement learning episodes in order to increase the efficiency of the reinforcement learning training process. An algorithm for collision prevention predicts possible collision situations on the basis of images obtained from the front cameras as well as the driving data from collision situations in previous reinforcement learning episodes.

Algorithm 1 presents the pseudo-code for collision prevention and braking. Data are collected regarding collision situations during the reinforcement learning training process. Images at the time of collision and the corresponding driving data, saved in the replay memory, are used. The previously collected front images and corresponding driving data are used for the time of collision during an episode.

Algorithm 1. Collision Prevention Model training

**Input:** \( \text{Img}^{\text{coll}}, D^{\text{coll}} = (\text{Action}_{\text{accel}}, \text{Action}_{\text{brake}}, \text{Action}_{\text{steering}}) \)

**Output:** Collision List

Collision time step \( t^{\text{coll}} \) in \( \text{Img}^{\text{coll}} \)

for \( i = 1 \) to 50 do

\( \text{Img}^{\text{coll}}_i = \text{Img}^{\text{coll}} - \text{Img}^{\text{collision}}(\text{Action}_{\text{brake}} \geq 0.3) \)

\( \text{Img}^{\text{coll}}_i(\forall t^{\text{coll}}-5~) \leftarrow \text{collision label} \)

\( \text{Img}^{\text{coll}}_i(\forall t^{\text{coll}}-5) \leftarrow \text{collision Warning label} \)

end for

Multiple Classification Neural Networks model \( \pi \)

Train classifier: \( \pi \) on \( \text{Img}^{\text{RL}} \)

Return Collision List

- \( \text{Img}^{\text{coll}} \): 10 timestep images before collision
- \( D^{\text{coll}} \): Driving data at \( \text{Img}^{\text{coll}} \)

Images for timestep \( t^{\text{coll}} \), including ten frames before the time of collision, are saved as a set. \( \text{Img}^{\text{coll}} \), an image set of collected collision situations, represents ten image sets and includes a driving time of 8~9 s right before a collision. Driving data \( D^{\text{coll}} \) are collected at the same time as the image set being created. \( D^{\text{coll}} \) includes the following driving data for the image sets: \( \text{Action}_{\text{accel}}, \text{Action}_{\text{brake}}, \text{and Action}_{\text{steering}} \). Data filtering begins when enough image sets and driving data are collected for 50 collisions. When \( \text{Action}_{\text{brake}} \) for braking right before collision is higher than the threshold, a collision occurs despite braking, meaning that the data are not fit input data for the collision prevention model. \( \text{Img}^{\text{coll}}_i \) is created from the filtered data after the exclusion of such data. Image labeling is carried out for \( \text{Img}^{\text{coll}}_i \) after training preparation. Images at \( 5t \) before the time of collision are very close to the time of collision and have a high degree of similarity to the collision, and are labeled as “collision”. The remaining images in which a collision cannot be avoided are labeled as “caution for collision”. \( \text{Img}^{\text{coll}}_{50} \), the image set of 50 collision situations for which labeling has been completed, is entered into a multiple classification neural network in order to create the classification model \( \pi \). \( \text{Img}^{\text{RL}} \), the driving images obtained during a reinforcement learning episode, is classified according to the classification model in order to tune the braking values on the basis of the collision list results. If the classification results are \([0, 1]\), indicating a collision, the braking values are tuned to maximum. If they were \([1, 0]\), indicating caution for a collision, the braking values are increased gradually in order to increase the time until the collision and secure the action space to avoid the collision. When the results are \([0, 0]\), indicating no risk, the braking values are not tuned on the basis of the collision prevention model under the normal state.
Labeled images are used as input data in the CNN-based learning model to classify collisions. The CNN model uses the Tensorflow library, and the activation function uses Softmax for multiple classification. The loss function uses a CEE (Cross Entropy Error), and the optimizer uses Adam, a gradient descent optimizer. The collision prevention model conducts training using the input of labeled images, and the weights and bias values of the learning model are saved in file format. The resulting collision judgment model is applied during the episode stage of reinforcement learning. The driving images continuously collected from the front cameras during episode training are extracted and used as input data in the collision prevention model. The input images produces outcomes of “collision” and “caution for collision”. When images are assessed as belonging to the “caution for collision” class, braking values are increased to cause the vehicle to decelerate. Even with deceleration, the vehicle moves forward some distance due to inertial force, during which process the collection of image data continues, along with the prediction of collisions. The agent revises the steering values of the vehicle even at the decelerated speed, during which process the collected driving images may change, decreasing or increasing the collision prediction values. In the case of a decrease in these values, the braking values are reduced and the accelerator values are increased, causing the vehicle the drive at a higher speed again. In the case of the “collision” class following “caution for collision”, the reward values for a collision are granted on the basis of a judgment that it is a collision-like situation, despite there being no actual collision, and the episode is ended and the next one is started. In the reinforcement learning training process, the training of the collision prevention algorithm continues simultaneously. The driving data and images of saved collisions are extracted every 50 collisions to update the collision prevention algorithm. Figure 6 shows the flow chart of collision prevention and braking.

![Flowchart of training for episodes of reinforcement learning.](image)

4. Simulation Evaluation and Result

4.1. Simulation Evaluation Environment

The training and testing environments for the reinforcement learning training process were created using the Unreal Engine by Epic Games. There were three types of driving environment: urban environments with pedestrians, urban environments without pedestrians, and mountainous environments without pedestrians. Each of these environments had approximately 50,000 episode training sessions. Table 2 shows the learning and performance evaluation environments of the implemented autonomous driving model.
Table 2. Environments for autonomous driving model learning.

| Parameter                          | Value              |
|------------------------------------|--------------------|
| Car speed                          | 5–13 m/s           |
| Radius of safety (collision)       | 2 m                |
| Lane violation recognition distance| 0.2 m              |
| Data collection and control time ($\Delta t$) | 0.95 s |
| Time to recognize a vehicle stop as a collision | 1 s |
| Handle steering value              | $\pm 45^\circ$     |

Learning happened on the basis of a total of 50,000 repeated simulations. Training sessions with an episode time of less than 5 s were not included in the training process. The existing steering values included five stages, and these were expanded to seven in the present study to prevent the vehicle from shaking as a result of extreme changes in steering values.

For the testing of the implemented autonomous driving model, environments were created that were similar to the three training environments. The road compositions and the orders were different from those in the training environments, while retaining the objects on the roads, the lighting, and the pedestrians in order to check for overfitting of the training environments. Each of the three testing environments had two maps, each of which had 8–11 sections for testing. Ten tests were conducted on 20 roads in each environment, resulting in 200 tests in total.

4.2. Simulation Results

Tests were conducted using a simulation environment. Figure 7 shows autonomous driving outcome screens obtained during the simulations. Tests were conducted in three driving environments. Vehicle driving was disrupted to the following extents due to the termination conditions of the simulation episodes. In City Road 1 with pedestrians, a collision or lane departure occurred in 9% of the 200 tests.

![Figure 7](image.png)

Figure 7. Three stop conditions of simulation episodes. (a) Too close to the lane. (b) Collision occurred. (c) Stop the car.

In the City Road 1 environment, there may be pedestrians crossing the road ahead of the vehicle, or other vehicles approaching from the sides, such as at an intersection. The implemented autonomous driving model used only the front cameras, so it was vulnerable to these elements. In the reinforcement learning training process, there were more pedestrians not crossing the road than there were crossing it, meaning that it is difficult to conclude whether or not pedestrians had a significant effect on the training results. On city roads without pedestrians, there are no objects approaching the driving vehicle, as there were in the previous case, meaning that there were no collisions or lane departures, or that the percentages were low.
On mountain roads, however, 7.5% of vehicles stopped as a result of shadows cast on the road by trees or high stone walls in the mountainous environments not being recognized in the driving images. The actual cases of collision or stopping indicate that it was difficult to distinguish roads due to a shadow.

The driving results in Table 3 demonstrate that the proposed autonomous driving model enabled very stable driving in environments with no approaching objects or in the first lane, even though unstable driving performance was demonstrated due to collisions with objects in driving environments with objects approaching the vehicle. These data were used to analyze which elements were factors in performance changes in the proposed autonomous driving model in road environments. City Road 2 was chosen as a driving environment to ensure efficient learning for a reinforcement learning agent. The performance evaluation of the reinforcement learning process was carried out using City Road 2.

### Table 3. Comparison of collisions by driving environment between the existing method and the proposed algorithm.

| Item                  | Pedestrian | Driving Environment | Rate of Collision and Lane Departure | Rate of Car Stopping |
|-----------------------|------------|---------------------|--------------------------------------|---------------------|
| City Road 1           | O          | City Road 1         | 9%                                   | 11%                 |
| City Road 2           | X          | City Road 2         | 0%                                   | 0%                  |
| Mountain Road         | X          | Mountain Road       | 4%                                   | 7.5%                |

4.3. Evaluation of Autonomous Driving Efficiency Using Reinforcement Learning

Figure 8 shows the results obtained over 100 cases of time until collision during training in an urban environment with no pedestrians using the collision prevention algorithm proposed in this study. The driving time increased dramatically at certain points, reflecting the points at which the collision prevention algorithm was updated. The time until collision increased with every application of the algorithm during training, leading to an increase in the training time for each episode.

![Figure 8. Time until collision results when using the collision prevention algorithm.](image)
Meanwhile, Figure 9 shows 100 units of autonomous driving time occurring in episodes during the reinforcement learning training process when applying the collision prevention algorithm. This summarizes the training process from Session 1 to Session 10,000, showing the results as units of 100 in order to better visualize performance. A comparison is drawn between models with the collision prevention algorithm applied and models in which it was not applied. The increase in the normal driving time in each episode of reinforcement learning indicates that the autonomous driving model was trained well through the reinforcement learning training process.

![Figure 9](image-url)

**Figure 9.** The results of models with and without the application of the collision protection algorithm. (Mean and standard deviation of 5 training simulations).

The driving time for each episode without the application of the collision prevention algorithm was examined. In the early phase, training efficiency was good, leading to a gradual increase of driving time. After approximately 1000 episodes, however, the driving time of the vehicle exhibited only a small increase. Even with the addition of training, learning efficiency dropped. Driving time increased as a result of continuous training in repeated episodes, but the increase was not as large as that during the early phase of training. The models in which the collision prevention algorithm was applied did not exhibit a drop in training efficiency as in the case of the models in which the collision prevention algorithm was not applied. During the early phase of training, there were similar patterns between them. After approximately 2000 training sessions, the gap in driving time began to widen between them. The probability of avoiding collision increased as a result of the implementation of the collision prevention algorithm, leading to an increase in the maximum driving time. During the early phase of episode learning, there were still various collision situations that had received no training, meaning that the collision prevention algorithm also received little training with similar patterns. As the episodes were repeated, however, the algorithm learned various collision environments, leading to an increase in maximum driving time and a gradual increase of total driving time. The models in which the collision prevention algorithm was applied exhibited a greater increase in driving time than those in which the collision prevention algorithm was not applied; this occurred because the point at which the agent arrived grew more distant in correspondence with the increased driving time. New potential collision situations would occur at distant points of arrival, and the collision prevention algorithm was able to learn each new situation. The driving time increased for each new learning, and the repetition of this process resulted in a relatively larger increase or decrease in driving time.
Figure 10 shows a graph of the average compensation values received by the agent after 10,000 episodes of training. Observation and measurement took place every ten episodes. Unlike previous studies [2,3], a certain range of 0~3 was shown for the average compensation values. This is because existing reinforcement learning-based autonomous driving models assign compensation values on the basis of driving distance or distance from destination; thus, the increase in compensation values is reduced toward the end of training. The autonomous driving model proposed in the study, however, assigns compensation values on the basis of real-time driving videos and data entered according to time steps, and enables the learning of certain compensation values without taking into consideration continuous situations with respect to the compensation values.

During the early phase of training, the average compensation values were closer to −3, as a result of there being more collisions during the driving time. Once training passed a certain point, however, the average compensation values moved away from −3, corresponding to increased driving time, and there being more regular driving than there were collisions.

![Graph showing average reward values](image)

**Figure 10.** The average reward for 10,000 episodes.

We also assessed the changes in the reward values with respect to autonomous driving models implemented using the existing DQN and clash algorithms in the early stage of learning in order to set optimized threshold values for reward values for simulations. In this way, we were able to assess the efficiency of stable reward values. Figure 11 presents a performance comparison between the results obtained using a DQN-based autonomous driving model [38], and the model proposed in this paper. As in our study, the previous study proposed autonomous driving using an improved DQN model. The previous study also conducted an experiment in environments under the same conditions as used for our autonomous driving model, including acceleration, deceleration, braking, and steering angle control in the action space. Ref. [38] carried out training and performance evaluation for the autonomous driving model in an urban environment with pedestrians, and set the number of steps for controlling action per episode to 1000. For performance evaluation, the study measured reward values for a total of 200 episodes. In this study, we created the same environment as that described in [38] and carried out performance evaluation for the purpose of comparison. The driving environment was an urban environment with pedestrians, and the number of steps per episode was set to 1000. Since the clash prevention model had no significant impact on the early stage of learning, we applied a model that carried out learning in advance in order to compare performance in the early stage of
learning. Five rounds of performance evaluation were carried out, and the stability of the reward values for the model were examined on the basis of mean and standard deviation. As seen in Figure 11, Ref. [38] exhibited a gradual increase of rewards as the agent learned to drive in the early stage of training. There was, however, a point at which the reward level plunged, when the agent learned to move (after 25 episodes). In the study of autonomous driving based on DQN, there was a huge range of reward values: from $-800$ to $315$. These issues relating to huge gaps and plunge were the result of repeating clashes in the early stage. The model proposed in this study, however, maintained a consistent and stable range of reward values of $-3.0–0$ and displayed no reward plunge due to unnecessary clashes in the early stage of learning, thus superseding [38] as a result of its issues regarding optimal standards of reward values throughout the learning sections.

![Figure 11. The analysis of average reward values for behavioral control by episode.](image)

5. Conclusions

An autonomous driving system rapidly assesses road situations in real time on the basis of numerous sensors and camera images. It should be able to recognize rapidly changing road situations by processing the collected data quickly and making a quick judgment with respect to actions such as acceleration, deceleration, stopping, and avoidance. The essence of data processing in autonomous driving is addressing the continuous values of action outcomes on the basis of the continuous values of input images or driving data. In this paper, a reinforcement learning algorithm was applied to build an autonomous driving system for vehicles. An improved autonomous driving model based on reinforcement learning was also proposed based on simulations performed in the driving simulator AirSim.

In this paper, an autonomous driving model was proposed using the driving data of autonomous driving vehicles applied to DQN. Replay memory buffers were employed to increase training efficiency, as well as to improve the reward functions. The simulations were based on CNN, which is usually used to process images or image data, with images collected from the front cameras of autonomous driving vehicles as the input data. It was found that training based on reinforcement learning alone would be prolonged as a result of the unnecessary repetition of collision situations in the training process, thus presenting the issue of lower efficiency. Trying to solve this, the present study employed a collision prevention algorithm and applied it to the reinforcement learning training process. The purpose of this algorithm was to reduce the time spent on the old reinforcement learning training process and to improve autonomous driving functions.
The autonomous driving model consisting of DQN and CNN was similar to the episode environment, but an environment that was not exactly the same was built using the Unreal Engine to conduct test driving and test the proposed model in performance.

This autonomous driving model had outstanding collision performance on roads with no pedestrians or in mountainous environments. Collisions occurred during the test when driving images could not be collected normally from cameras due to shadows. There were abnormal vehicle stops on mountain roads. The autonomous driving model that was implemented based on the driving simulation results showed unstable driving performance, with collision objects approaching the vehicle. In environments with no approaching objects or on first lanes, however, the model showed very stable driving performance. Moreover, the model improved in driving performance with fewer training sessions, and was thus demonstrated to be a lighter model in the given environments, requiring fewer resources with respect to hardware and time than existing models.

A future study is planned with the aim of narrowing the scope of driving errors by means of sensor fusion. The preprocessing of images collected only from the front cameras presents clear limitations in addressing the issue whereby vehicles are not able to recognize road environments due to shadows. It is thus necessary to use other sensors to assess road environments. The virtual simulator AirSim supports the functions of remote LiDAR sensors, which examine objects within a certain radius by laser, analyze the reflected light, and measure the distance accordingly. In a future study, LiDAR sensors will be used and activated to detect elements approaching or colliding to the side and rear, as well as in front of the vehicle, and take viable actions so that the vehicle will be able to avoid collision. The dependence on LiDAR sensors will increase when vehicles drive in dark environments, as it will be necessary to recognize the collision prediction elements detected by the LiDAR sensors in the front and carry out actions such as changing the stopping and steering values. This study then attempted to improve the performance of behavioral control by enhancing the reward functions. The reward function of the autonomous driving model proposed in this study has the limitation of not being able to drive like a human being that is distant from their destination. A recent study by Churamani, N. et al. [39] addressed the topic of learning emotions and human compensations. The study extracted the characteristics of photos of human facial expressions using CNN and used these as the input for SOM (self-organizing map) training, capturing a cluster of emotion information. The BMUs (best matching units) of SOM were entered into an MLP (multilayer perceptron) along with feasible behavior (facial expression) to generate compensation values. Then, information was sent by the user regarding differences between the performed task and the intended one to an agent, who in turn adjusted the BMUs in the direction necessary to produce a shorter distance on the basis of this information. The core of this study was the approximation of an optimal reward function with the aim of estimating the user’s reward for each piece of emotional expression data. This could be used to improve the reward function, which is a limitation of the present study, bringing it closer to a real person’s driving intention. In this study, another issue is related to the excessive memory sizes required in the training process. This is critical, as it clearly lowers the training efficiency. This can be solved by reducing memory use. In a study by Cruz, F. et al. [40] on a robotic system based on reinforcement learning, an introspection-based method of reinforcement learning was proposed rather than a memory based one. In the study, the probabilities of training success were calculated directly using Q-values on the basis of internal numerical conversion, and this method was reported to use fewer memory resources and provide more diverse alternatives for reinforcement learning issues than memory-based reinforcement learning operations. These will be used to ameliorate the dependency on memorize size present in this study. In addition, we will conduct further studies using human feedback for learning reinforcement [41], and we will conduct further studies to solve issues related to learning time and memory consumption [42].
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