Abstract

Liouville Conformal Field Theory (LCFT) on the disk describes the conformal factor of the quantum disk, which is the natural random surface in Liouville quantum gravity with disk topology. Fateev, Zamolodchikov and Zamolodchikov (2000) proposed an explicit expression, the so-called FZZ formula, for the one-point bulk structure constant for LCFT on the disk. In this paper we give a proof of the FZZ formula in the probabilistic framework of LCFT, which represents the first step towards rigorously solving boundary LCFT using conformal bootstrap. In contrast to previous works, our proof is based on conformal welding of quantum disks and the mating-of-trees theory for Liouville quantum gravity. As a byproduct of our proof, we also obtain the exact value of the variance for the Brownian motion in the mating-of-trees theory. Our paper is an essential part of an ongoing program proving integrability results for Schramm-Loewner evolutions, LCFT, and in the mating-of-trees theory.

1 Introduction

Liouville quantum gravity (LQG) first appeared in theoretical physics in A. Polyakov’s seminal work [Pol81] where he proposed a theory of summation over the space of Riemannian metrics on a given two dimensional surface. The fundamental building block of his framework is the Liouville conformal field theory (LCFT), which describes the law of the conformal factor of the metric tensor of a surface of fixed complex structure. LCFT was first made rigorous in probability theory in the case of the Riemann sphere in [DKRV16], and then in the case of a simply connected domain with boundary in [HRV18]; see also [DRV16, Rem18, GRV19] for the case of other topologies.

On surfaces without boundary, solving Liouville theory amounts to computing the three-point function on the sphere - which is given by the DOZZ formula proposed in [DO94, ZZ96] - and arguing that correlation functions of higher order or in higher genus can be obtained from it using the conformal bootstrap method of [BPZ84]. Recently, two major breakthroughs have been achieved, namely the rigorous proof of the DOZZ formula [KRV20] and of the conformal bootstrap on the sphere [GKR20]. A similar program can be pursued for surfaces with boundary, where the most basic correlation function is the bulk one-point function on the disk with expression given by the Fateev-Zamolodchikov-Zamolodchikov (FZZ) formula proposed in [FZZ00]. In this paper we will prove the FZZ formula, which represents the first step towards rigorously solving boundary LCFT.

Our approach is completely different from the one used in [KRV20, Rem20, RZ22] which is based on the BPZ equations and on the operator product expansion of [BPZ84]. As explained in Section 1.1, that approach has essential obstructions to proving the FZZ formula. Instead, we rely on the rich interplay between LCFT and the random geometry corresponding to LQG. In particular, we use the idea of the quantum zipper, which says that the conformal welding of two LQG type random surfaces gives a LQG type surface decorated with a Schramm Loewner evolution (SLE). Building on the original work of [She16, DMS21] and the recent work of the first and the third authors with Holden [AHS20, AHS21], we prove a new quantum zipper result and use it to obtain
the FZZ formula. As an intermediate step in our proof, we also obtain the exact value of the variance of the Brownian motion in the mating-of-trees theory by Duplantier, Miller and Sheffield [DMS21].

Besides its intrinsic interest and its relevance to conformal bootstrap, the FZZ formula yields integrability results on Gaussian multiple chaos on the unit disk or upper half plane; see Section 1.3. Moreover, it is a crucial input to the paper [AS21] of the first and the third authors on the integrability of conformal loop ensemble on the sphere. We will discuss these aspects and related ongoing projects and open questions in Section 1.4, after stating our main result in Section 1.1 and summarizing the proof strategy in Section 1.2.

1.1 Boundary Liouville conformal field theory and the FZZ formula

In the physics literature LCFT is defined by a formal path integral. We work on a simply connected domain with boundary, which by conformal invariance can equivalently be the upper-half plane $\mathbb{H}$ or the unit disk $\mathbb{D}$. For almost all of this paper we will work with $\mathbb{H} = \{z \in \mathbb{C} | \text{Im}(z) > 0\}$ with boundary given by the real line $\mathbb{R}$. The most basic observable of Liouville theory is the correlation function of $N$ marked points in the bulk $z_i \in \mathbb{H}$ with associated weights $\alpha_i \in \mathbb{R}$ and $M$ marked points on the boundary $s_j \in \mathbb{R}$ with associated weights $\beta_j \in \mathbb{R}$. The physics path integral definition of this correlation function is then

$$\left\langle \prod_{i=1}^{N} e^{\alpha_i \phi(z_i)} \prod_{j=1}^{M} e^{\beta_j \phi(s_j)} \right\rangle = \int_{X: \mathbb{H} \to \mathbb{R}} DX e^{-S_L(X)} \left( \prod_{i=1}^{N} e^{\alpha_i X(z_i)} \prod_{j=1}^{M} e^{\beta_j X(s_j)} \right),$$

(1.1)

where $DX$ is a formal uniform measure over the space of all maps $X$ from the domain $\mathbb{H}$ to $\mathbb{R}$ and $S_L(X)$ is the so-called Liouville action which has expression given by:

$$S_L(X) = \frac{1}{4\pi} \int_{\mathbb{H}} (|\partial^\theta X|^2 + QR_g X + 4\mu e^{\gamma X}) g(x) d^2x + \frac{1}{2\pi} \int_{\mathbb{R}} (QK_g X + \mu_B e^{\gamma X}) g(x)^{1/2} dx.$$  

(1.2)

Here the background metric is $g = g(x) dx^2$, $R_g$ and $K_g$ are respectively the Ricci and geodesic curvatures on $\mathbb{H}$ and $\mathbb{R}$, $\gamma \in (0, 2)$ is the coupling parameter for LCFT, $Q = \frac{\gamma}{2} + \frac{2}{\pi}$ is called the background charge, and $\mu, \mu_B > 0$ are called cosmological constants. They tune respectively the interaction strength of the Liouville potentials $e^{\gamma X}$ and $e^{\frac{\gamma}{2} X}$. Although the definition of $S_L(X)$ depends on a choice of background metric $g$, the correlation functions depend trivially on this choice thanks to the Weyl anomaly proved in [HR18].

As a conformal field theory, it is well known that the (bulk) one-point correlation function $\left\langle e^{\alpha \phi(z)} \right\rangle$ of LCFT must have the following form

$$\left\langle e^{\alpha \phi(z)} \right\rangle = \frac{U(\alpha)}{|\text{Im} z|^{2\Delta_\alpha}} \quad \text{for } z \in \mathbb{H},$$

(1.3)

where $U(\alpha)$ is called the structure constant and $\Delta_\alpha = \frac{\alpha}{\gamma} (Q - \frac{\alpha}{2})$ is called the scaling dimension. In [FZZ00], the following exact formula for $U(\alpha)$ was proposed

$$U_{FZZ}(\alpha) := 4^2 \frac{\gamma}{\gamma} \left( \pi \mu \frac{\Gamma(\frac{\gamma}{4} + 1)}{\Gamma(1 - \frac{\gamma}{4})} \right)^{\frac{\alpha}{2}} \frac{\Gamma(\frac{\gamma}{2} - \frac{\gamma}{4}) \Gamma(\frac{\gamma}{2} - \frac{4}{\gamma} - 1)}{\Gamma(\frac{\gamma}{2} - \frac{4}{\gamma} - 1)} \text{cos}(\frac{\alpha - Q}{\pi} s),$$

(1.4)

where the parameter $s$ is related to the ratio of cosmological constants $\frac{\mu_B}{\mu}$ through the relation:

$$\cos \frac{\pi \gamma s}{2} = \frac{\mu_B}{\sqrt{\mu}} \sqrt{\sin \frac{\pi \gamma^2}{4}}, \quad \text{with } \begin{cases} s \in (0, \frac{1}{2}), & \text{when } \frac{\mu_B}{\mu} \sin \frac{\pi \gamma^2}{4} \leq 1, \\ s \in [0, +\infty), & \text{when } \frac{\mu_B}{\mu} \sin \frac{\pi \gamma^2}{4} \geq 1. \end{cases}$$

(1.5)
Notice $U_{FZZ}(\alpha)$ depends non-trivially on $\mu, \mu_B$ only through the ratio $\frac{\mu_B}{\sqrt{\mu}}$, the dependence being encoded in the intricate relation (1.5) defining the parameter $s$.

The main result of our paper is a proof that $U(\alpha) = U_{FZZ}(\alpha)$ where $U(\alpha)$ is defined in the rigorous probabilistic framework. Let us now outline the procedure of [DKRV16] adapted to the case of $\mathbb{H}$ in [HRV18] that allows to give a rigorous meaning to (1.1) and thus for $U(\alpha)$. All definitions will be precisely restated in Section 2.2. The first step is to interpret the $DX$ of (1.1) combined with the gradient squared term $|\partial^\gamma X|^2$ of $S_L(X)$ as giving the law of the Gaussian Free Field (GFF). Concretely let $P_H$ be the probability measure corresponding to the free-boundary GFF on $\mathbb{H}$ normalized to have average zero on the upper half unit circle $\partial \mathbb{H} \cap \mathbb{H}$. Define now the infinite measure $LF_H(d\phi)$ obtained by sampling $(h,c)$ according to $P_H \times [e^{-Qc}dc]$ and setting $\phi(z) = h(z) - 2Q \log |z| + c$, where $|z| := \max(|z|, 1)$. The $c$ is known as the zero mode in physics, which comes from the fact that the gradient $|\partial^\gamma X|^2$ only defines the field up to a global constant, and one must integrate over this degree of freedom. This construction corresponds to choosing $g(x) = \max(1, |x|)^{-1}$ as the background metric in the Liouville action $S_L(X)$ in (1.1). The term $2Q \log |z| + c$ forms come the curvature terms of $S_L(X)$. As explained in [HRV18] and [RZ22], the choice of the background metric only affects the law of field by an explicit multiplicative constant given by the Weyl anomaly.

To make sense of the effect of $e^{\alpha \phi(z)}$, we let $LF_H^{(\alpha,z)} = \lim_{\epsilon \to 0} e^{\alpha^2/2 e^{\alpha \phi(z)}} LF_H(d\phi)$, where $\phi_\epsilon$ is a suitable regularization at scale $\epsilon$ of $\phi$. By virtue of the Girsanov theorem, $LF_H^{(\alpha,z)}$ can be realized as a sample from $LF_H$ plus an $\alpha$-log singularity at $z$. Lastly to handle the Liouville potentials $e^{\gamma X}$ and $e^{\gamma^2 X}$ present in $S_L(X)$, define the bulk and boundary Gaussian multiplicative chaos (GMC) measures of $\phi$ as the limits (see e.g. [Ber17, RV14]):

$$
\mu_\phi(\mathbb{H}) = \lim_{\epsilon \to 0} \frac{\epsilon^2}{4} \int_\mathbb{H} e^{\gamma \phi_\epsilon(z)} d^2 z, \quad \text{and} \quad \nu_\phi(\mathbb{R}) = \lim_{\epsilon \to 0} \frac{\epsilon^2}{4} \int_\mathbb{R} e^{\gamma^2 \phi_\epsilon(z)} dz. \quad (1.6)
$$

Now for $\gamma \in (0, 2)$, $\mu, \mu_B > 0$, set

$$
\mathbb{E} e^{\alpha \phi(z)} := LF_H^{(\alpha,z)} [e^{-\mu \mu_\phi(\mathbb{H}) - \mu_B \nu_\phi(\mathbb{R})} - 1], \quad \text{for} \quad z \in \mathbb{H}. \quad (1.7)
$$

We will explain in Section 2.2 that $|\mathbb{E} e^{\alpha \phi(z)}| < \infty$ when $\alpha \in (\frac{2}{\gamma}, Q)$, thanks to the $-1$ in (1.7).

Moreover, for $\Delta_\alpha = \frac{\alpha}{2}(Q - \frac{\alpha}{2})$, the quantity $|\text{Im } z|^{2\Delta_\alpha} \mathbb{E} e^{\alpha \phi(z)}$ does not depend on $z \in \mathbb{H}$. For concreteness, we take $z = i$ and set

$$
U(\alpha) := \mathbb{E} e^{\alpha \phi(i)}. \quad (1.8)
$$

Now we are ready to state our main result.

**Theorem 1.1.** For $\gamma \in (0, 2)$, $\alpha \in (\frac{2}{\gamma}, Q)$, $\mu, \mu_B > 0$, we have $U(\alpha) = U_{FZZ}(\alpha)$.

The condition $\alpha \in (\frac{2}{\gamma}, Q)$ is required for (1.7) to be finite, but one can extend the probabilistic definition of $U(\alpha)$ and the result to $\alpha \in (\frac{2}{\gamma}, Q)$; see Theorem 1.2 and Corollary 4.19. So far in the probability literature the exact formulas on LCFT have all been derived by implementing the BPZ equations and the operator product expansion of [BPZ84], as first performed in [KRV20] proving the DOZZ formula. In the setup of a domain with boundary the same technique has been applied in the works [Rem20, RZ20, RZ22], which all compute different cases of boundary Liouville correlations with $\mu = 0, \mu_B > 0$. This method has a major obstruction to prove Theorem 1.1. Indeed, in order to define an observable satisfying the BPZ equation, the range of $\alpha$ needs to contain an interval of length strictly greater than $\frac{2}{\gamma}$. The best range of $\alpha$ for a GMC definition of $\mathbb{E} e^{\alpha \phi(z)}$ is $(\frac{2}{\gamma}, Q)$ - see
Corollary 4.19 - which has length exactly $\frac{3}{2}$ and thus is not sufficient. Another less fundamental but technically challenging issue is to reveal the intricate dependence on $\mu, \mu_B$ in $U_{FZZ}(\alpha)$. In the next subsection, we explain our strategy based on the conformal welding of quantum surfaces that circumvents these difficulties.

1.2 A proof strategy based on the conformal welding of quantum surfaces

By definition, the FZZ formula describes the joint law of $\nu_\phi(\mathbb{R})$ and $\mu_\phi(\mathbb{H})$ in (1.6) where $\phi$ is a sample from $\mathcal{F}_{\mathbb{H}}^{(\alpha,i)}$. Here although $\mathcal{F}_{\mathbb{H}}^{(\alpha,i)}$ is an infinite measure we adopt the probability terminology such as “sample” and “law”. The law of $\nu_\phi(\mathbb{R})$ is encoded in the limiting case of the FZZ formula where $\mu = 0$ and $\mu_B > 0$, which has been obtained in [Rem20]. Given this result, it turns out that the FZZ formula is equivalent to the statement that conditioning on $\nu_\phi(\mathbb{R}) = 1$, the conditional law of $\mu_\phi(\mathbb{H})$ is the inverse gamma distribution with certain parameters. Here the inverse gamma distribution with shape parameter $a$ and scale parameter $b$ has the following density: $1_{x > 0} \frac{b^a}{x^{a+1}} e^{-bx}$. The crux of this paper is to derive the desired inverse gamma distribution using conformal welding of quantum surfaces. In this section we sketch this strategy.

Quantum surfaces are the generalization of 2D Riemannian manifolds in the LQG random geometry. For a fixed $\gamma \in (0, 2)$, consider triples $(D, h, z)$ where $D$ is a domain, $h$ is a variant of Gaussian free field on $D$, and $z \in D$. We say that $(D, h, z)$ is equivalent to $(\tilde{D}, \tilde{h}, \tilde{z})$ if there exists a conformal map $\psi : \tilde{D} \rightarrow D$ such that $h = h + Q \log |\psi'|$ and $\psi(z) = \tilde{z}$. Under this equivalence relation, the intrinsic geometric quantities in $\gamma$-LQG such as the quantum area and length measures transform covariantly under conformal maps. Here the quantum area and length are defined by Gaussian multiplicative chaos as in (1.6). A quantum surface with one interior marked point is an equivalence class under this equivalence relation. We can similarly define quantum surfaces with more marked points or decorated with other natural structures such as curves.

For $\alpha \in (\frac{1}{2}, Q)$, sample $\phi$ from $\mathcal{F}_{\mathbb{H}}^{(\alpha,i)}$ and condition on $\nu_\phi(\mathbb{R}) = \ell > 0$. (This conditioning makes sense; see Lemma 4.4) We write the conditional law of the quantum surface corresponding to $(\mathbb{H}, \phi, i)$ as $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; \ell)^\#$. With this notion, the FZZ formula can be reduced to the following.

**Theorem 1.2.** For $\alpha \in (\frac{1}{2}, Q)$ the law of the quantum area of a sample from $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)^\#$ is the inverse gamma distribution with shape $\frac{2}{\gamma}(Q - \alpha)$ and scale $\frac{1}{4 \sin \frac{\pi \gamma}{4}}$.

When $\alpha = \gamma$, by [Cer21] and [AHS21], $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)^\#$ describes the law of the so-called quantum disk with unit boundary length and one interior marked point. In this case, based on the mating-of-trees theory of Duplantier, Miller, and Sheffield [DMS21], Gwynne and the first author of this paper [AG21] proved that the law of the quantum area is the inverse gamma distribution with shape $\frac{2}{\gamma}(Q - \gamma)$ and scale $\frac{1}{2a^2 \sin^2(\pi \gamma/4)}$, where $a^2$ is the unknown variance in the mating-of-trees theory, which first appeared in [DMS21, Theorem 8.1].

Let us review the mating-of-trees theory. In our proofs we will only use some of its consequences that can be stated without explicit reference to it. Hence we will keep our discussion brief and refer to the survey [GHS10] for more background, especially on its fundamental role in the recent development on the scaling limit of random planar maps. Recall that the Schramm-Loewner evolution (SLE$_\kappa$) with a parameter $\kappa > 0$ is a canonical family of conformal invariant random planar curves discovered by Schramm [Sch00]. In a nutshell, mating-of-trees theory says that if we run a space-filling variant of an SLE$_{16/\gamma^2}$ curve on top of an independent $\gamma$-LQG surface, then this curve-decorated quantum surface can be encoded by a two-dimensional correlated Brownian motion.
\((L_t, R_t)\) such that
\[
\text{Var}[L_1] = \text{Var}[R_1] = a^2 \quad \text{and} \quad \text{Cov}(L_1 R_1) = -a^2 \cos\left(\frac{\gamma^2 \pi}{4}\right).
\]
(1.9)

Here the *mating-of-trees variance* \(a^2\) is an unknown function of the parameter \(\gamma\). As a first step towards proving Theorem 1.2 we identify the value of \(a^2\).

**Theorem 1.3.** For \(\gamma \in (0, 2)\), the mating-of-trees variance \(a^2 = a^2(\gamma)\) is given by
\[
a^2 = \frac{2}{\sin\left(\frac{\pi \gamma^2}{4}\right)}.
\]

We will prove Theorem 1.3 in Section 3. Our proof has two ingredients: a systematic understanding of the relation between canonical quantum surfaces and LCFT developed by the first and the third authors with Holden in [AHS21]; the explicit boundary LCFT correlation functions computed by the second author in [Rem20] and in his joint work [RZ22] with Zhu.

To prove Theorem 1.2 we use the idea of conformal welding which we recall now. For \(\gamma \in (0, 2)\) and \(\kappa = \gamma^2 \in (0, 4)\), if we run an independent SLE\(_\kappa\) on top of a certain type of \(\gamma\)-LQG quantum surface, the two quantum surfaces on the two sides of the SLE curve are independent quantum surfaces. Quantum boundary lengths from the two sides agree on the curve, defining an unambiguous notion of quantum length on the SLE curve. Moreover, the original curve-decorated quantum surface can be recovered by gluing the two smaller quantum surfaces according to the quantum boundary lengths. This recovering procedure is called *conformal welding*. Such results were first established by Sheffield [She16] and later extended in [DMS21, AHS20].

In this paper we prove a new conformal welding result that enables us to derive the inverse gamma distribution in Theorem 1.2. It asserts the existence of an SLE\(_\kappa\) type curve \(\eta\) with the following properties. See Figure 1 for an illustration.

- \(\eta\) is a simple closed random curve surrounding \(i\) that visits 0 and otherwise is in \(\mathbb{H}\).
- Suppose \(\phi\) is independent of \(\eta\) and is sampled from the conditional law of LF\(_\mathbb{H}\)\(^{(\alpha, i)}\) conditioning on \(\nu_\phi(\mathbb{R}) = 1\). Let \(D_\eta(0)\) and \(D_\eta(\infty)\) be the bounded and unbounded component of \(\mathbb{H} \setminus \eta\), respectively. Then as quantum surfaces with marked points, \((D_\eta(0), \phi, i, 0)\) and \((D_\eta(\infty), \phi, 0^-, 0^+)\) are conditionally independent given the quantum length of \(\eta\).
- The conditional law of \((D_\eta(0), \phi, i)\) conditioning on the quantum length \(\ell\) of \(\eta\) is \(\mathcal{M}_{1,0}^{\text{disk}}(\alpha; \ell)^\#\).
- The law of the quantum area and quantum lengths of the two boundary arcs of \((D_\eta(\infty), \phi, 0^-, 0^+)\) can be explicitly described in terms of the mating-of-trees Brownian motion \((L_t, R_t)\).

This result is stated as Theorem 4.6 and proved in Sections 4.2 and 5. It relies on the conformal welding results for finite area quantum surfaces proved in [AHS20]. The law of \((D_\eta(\infty), \phi, 0^-, 0^+)\) is given by a variant of the so-called *two-pointed quantum disk with weight \(\gamma^2/2\)*, whose quantum length and area distribution is obtained in [AHS20] in terms of the mating-of-trees Brownian motion; see Section 2.5.

Using the above conformal welding result, we can obtain a recursive relation on the law of the quantum area of a sample from \(\mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)^\#\). Using a path decomposition for Brownian motion in cones, we prove that the only solution to this recursion is the inverse gamma distribution in Theorem 1.2 which is identified as the law of the duration of a certain Brownian motion in cones. For technical reasons, we carry out this argument for \(\alpha \in \left(\frac{\gamma}{2}, Q - \frac{\gamma}{4}\right)\) first. This gives Theorem 1.1.
for $\alpha \in (\frac{2}{\gamma}, Q - \frac{\gamma}{4})$. Since $\frac{2}{\gamma} < \frac{2}{\gamma} < Q - \frac{\gamma}{4}$, by the analyticity of $U(\alpha)$ in $\alpha \in (\frac{2}{\gamma}, Q)$, we obtain Theorem 1.1 in its full range $(\frac{2}{\gamma}, Q)$, which in turn gives Theorem 1.2 in its full range $(\frac{2}{\gamma}, Q)$. It also allows us to extend Theorem 1.1 to $\alpha \in (\frac{2}{\gamma}, Q)$ for a suitably defined $U(\alpha)$; see Corollary 4.19. See Section 4 for the detailed argument.

1.3 Exact solvability for moments of a Gaussian multiplicative chaos

It is natural to look at the limits $\mu \to 0$ or $\mu_B \to 0$ in the exact formula of Theorem 1.1. These limits have the effect of deleting one of the two Liouville potentials in (1.2) and the probabilistic expression for $U(\alpha)$ then reduces up to an explicit prefactor to a moment of GMC either on the bulk or on the boundary of the domain. In the case of $\mu \to 0$, see equation (2.5) for this reduction. Our main result then reduces in this case to Proposition 2.8 giving an exact formula for the moment of GMC on $\mathbb{R}$. This formula was derived in [Rem20] and is actually used in our proof of Theorem 1.1. On the other hand the limit $\mu_B \to 0$ provides a novel result on the moments of GMC on $\mathbb{H}$. Proposition 1.4. Let $\gamma \in (0, 2)$, $\alpha \in (\frac{2}{\gamma}, Q)$, and $\tilde{\phi} = h - 2Q \log |z_+ + \alpha G_H(z, i)$, where $h$ is a sample from $P_H$. Then

$$\mathbb{E}\left[\mu_\tilde{\phi}(\mathbb{H})^{\frac{1}{2}(Q-\alpha)}\right] = 2^{\frac{\alpha}{\gamma}} \left(\pi \frac{\Gamma\left(\frac{2\alpha}{\gamma}\right)}{\Gamma\left(\frac{1}{2} - \frac{2\alpha}{\gamma}\right)}\right)^{\frac{Q-\alpha}{\gamma}} \Gamma\left(\frac{\gamma \alpha}{2} - \frac{\gamma^2}{4}\right) \Gamma\left(\frac{\alpha}{\gamma} - \frac{2}{\gamma^2}\right) \cos\left(\pi \frac{\alpha}{\gamma} - Q \frac{\gamma}{4}\right). \quad (1.10)$$

A further corollary can be derived if one assumes the moment $\frac{1}{2}(Q-\alpha)$ of the above GMC to be an integer $n \in \mathbb{N}$. It is a well-known simple Gaussian computation that a positive integer moment of GMC reduces to a Selberg type integral, see [FW08] for a review on these integrals.

Corollary 1.5. Let $\gamma \in (0, 2)$ and $n \in \mathbb{N}$ such that $0 < n < \frac{2}{\gamma}$. Then the following holds:

$$\int_{\mathbb{H}^n} dz_1 \cdots dz_n \prod_{i<j} \left|\frac{1}{|z_i - z_j|^\gamma} + \frac{z_i^2}{z_j^2} + 1\right|^n \Gamma(1 - \frac{\gamma^2}{2} n) \frac{\Gamma\left(\frac{\gamma^2}{4}\right)}{\Gamma\left(1 - \frac{2\gamma^2}{4}\right)}$$

$$= \frac{2^{\frac{n}{\gamma}}}{\left(\pi \left(\frac{\gamma^2}{2}\right)(1-2n)\right)^\gamma} \prod_{i=1}^n \left(\frac{1}{|z_i - z_i|^\gamma} + \frac{z_i^2}{z_i^2} + 1\right)^{\gamma Q - \gamma^2} \Gamma\left(1 - \frac{\gamma^2}{2} n\right) \Gamma\left(\frac{1}{2} - n\right). \quad (1.11)$$

The integral (1.11) resembles the Dotsenko-Fateev integral of [DF84] appearing in the context of CFT on the Riemann sphere, with $\mathbb{C}^n$ being replaced by $\mathbb{H}^n$. To the best of our knowledge the
One has the degree of freedom to choose different values of $\mu$ annulus, in which case the two $U$ defined probabilistically in an analogous way to $\mu$ respectively with those two values. The $C$ Lastly the contour of integration should hold:

$$\int C Z_{\text{Annulus}} = \int C U_{\text{FZZ}}(Q + iP)U_{\text{FZZ}}(Q - iP)q^{-\frac{3}{2}} \prod_{n \geq 1} (1 - q^n) dP.$$  

One has the degree of freedom to choose different values of $\mu_B$ for each of the two boundaries of the annulus, in which case the two $U_{\text{FZZ}}$ functions in the right hand side of (1.13) must be computed respectively with those two values. The $\mu$ parameter is the same for $Z_{\text{Annulus}}$ and both $U_{\text{FZZ}}$ functions. Lastly the contour of integration $C$ is a suitable deformation of $\mathbb{R}$ avoiding the pole at $P = 0$. 

1.4 Perspectives and outlook

In this section we describe several perspectives, ongoing projects, and future directions related to the FZZ formula.

1.4.1 Integrability and the conformal bootstrap for boundary LCFT

In order to carry out the conformal bootstrap for LCFT on Riemann surfaces with boundary, along with the bulk one-point function that we obtained in Thoerem 1.1, one needs to compute three other correlation functions for LCFT on $\mathbb{H}$

$$\langle e^{\alpha \phi(z)} e^{\frac{\mu}{2} \phi(s)} \rangle, \quad \langle e^{\frac{\mu}{2} \phi(s_1)} e^{\frac{\mu}{2} \phi(s_2)} \rangle, \quad \langle e^{\frac{\mu}{2} \phi(s_1)} e^{\frac{\mu}{2} \phi(s_2)} e^{\frac{\mu}{2} \phi(s_3)} \rangle,$$

where $z \in \mathbb{H}, s, s_1, s_2, s_3 \in \mathbb{R}$. For the boundary two-point and three-point functions one also has the freedom to choose $\mu_B$ as a function defined on the boundary which is constant on each arc in between boundary insertions. See [RZ22, Figure 1] for a summary.

Along with $\langle e^{\alpha \phi(z)} \rangle$, these three correlation functions are the “basic” correlations as thanks to conformal invariance they depend trivially on $z, s, s_1, s_2, s_3$. On the other hand their dependence on $\gamma, \mu, \mu_B, \alpha, \beta, \beta_j$ is non-trivial. Explicit formulas for these functions have been proposed in the physics papers [FZZ00, Hos01, PT02]. In the limiting case where $\mu = 0$, they reduce to moments of the boundary GMC measure and they have been explicitly computed in the work [RZ22]. In a work in progress with Zhu, we plan to verify the proposed formulas for all three correlations for general $\mu > 0$. The techniques will be a combination of the tools of the present paper and of [RZ22]. Indeed, the approach in [RZ22] is still applicable to the second and third correlation functions in (1.12) as there is no bulk insertion. By a conformal welding statement similar to the one in this paper, we will get the first one from the second one and the FZZ formula.

Once the above correlations have been evaluated, the next natural step is to compute a correlation function with more marked points or on a non simply connected surface with boundary. For this purpose one needs to implement the conformal bootstrap procedure first proposed in physics in [BPZ84]. At the level of mathematics this has been achieved to compute an $N$-point function on the sphere in the recent breakthrough [GKRV20]. One can expect to adapt the methods of [GKRV20] to the case of a surface with boundary, where the FZZ formula along with the correlations (1.12) are a crucial input. More concretely in [Mar03] a bootstrap equation involving the FZZ formula is proposed to compute the partition function of LCFT on an annulus. We state it here as a conjecture.

Conjecture 1.6. Consider an annulus represented as a cylinder of length $\pi \tau$ and of radius 1. Let $q = e^{-2\pi \tau}$ and $Z_{\text{Annulus}}$ be the partition function (no insertion points) of LCFT on this annulus defined probabilistically in an analogous way to (1.7), see also [Rem18]. Then the following equality should hold:

$$Z_{\text{Annulus}} = \int C U_{\text{FZZ}}(Q + iP)U_{\text{FZZ}}(Q - iP)q^{-\frac{3}{2}} \prod_{n \geq 1} (1 - q^n) dP.$$  

One has the degree of freedom to choose different values of $\mu_B$ for each of the two boundaries of the annulus, in which case the two $U_{\text{FZZ}}$ functions in the right hand side of (1.13) must be computed respectively with those two values. The $\mu$ parameter is the same for $Z_{\text{Annulus}}$ and both $U_{\text{FZZ}}$ functions. Lastly the contour of integration $C$ is a suitable deformation of $\mathbb{R}$ avoiding the pole at $P = 0$. 
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1.4.2 Interplay between three types of integrability in conformal probability

Our paper is part of an ongoing program of the first and the third authors to prove integrable results for SLE, LCFT, and mating-of-trees via two connections between these subjects: 1. equivalent but complementary descriptions of canonical random surfaces in the path integral (e.g. [DKRV16]) and mating-of-trees (e.g. [DMS21]) perspectives; 2. conformal welding of these surfaces with SLE curves as the interface. We now describe other aspects in this program that are closely related to this paper.

- Our paper relies on the recent work of the first and the third authors with Holden [AHS20, AHS21]. In particular, our conformal welding result is built on the one proved in [AHS20] for two-pointed quantum disks. Our evaluation of the mating-of-trees variance uses the technique from [AHS21] on the LCFT description of quantum surfaces.

One of the main results in [AHS21] is an exact formula for a variant of SLE curves called the chordal SLE$_\kappa(\rho_-; \rho_+)$ (see Section 2.4). Its proof shares the same starting point with our proof of the FZZ formula: a conformal welding result for quantum disks.

[AHS21] demonstrated how to get integrability results for SLE using LCFT, mating-of-trees and conformal welding. Using the same methodology and taking the FZZ formula as a crucial input, the first and the third authors proved two integrable results on the conformal loop ensemble in [AS21]. The first relates the three-point correlation function of the conformal loop ensemble on the sphere [IJS16] with the DOZZ formula. The other addresses a conjecture of Kenyon and Wilson (recorded in [SSW09, Section 4]) on its electrical thickness.

- Our proof of the FZZ formula does not rely on conformal field theoretical techniques such as the BPZ equations and operator product expansion, except for two exact formulas from [Rem20] and [RZ22]; see (2.6) and (3.4). In an ongoing project with Da Wu, the first and the third authors aim at using the conformal welding and stochastic calculus methods in SLE to recover these two formulas. Combined with our paper, this will provide a proof of the FZZ formula which is fully based on SLE, mating-of-trees, and conformal welding. It is an interesting open question whether such a proof can be given for the DOZZ formula.

- The first and the third authors are working on verifying our belief that in a very general sense the conformal welding of two quantum surfaces defined by LCFT can be described by LCFT, where the conformal welding result (Theorem 4.1) in this paper is a special case. For another instance of this statement, consider a pair of independent Liouville fields on a disk with three boundary insertions. If we conformally weld them along the three boundary arcs, then the resulting surface should be given by a Liouville field on the sphere with three bulk insertions. Moreover, the magnitude of an insertion on the sphere is determined by the local rule for conformal welding described in [DMS21]. More precisely, in the terminology of [DMS21], if we zoom in around an insertion on the sphere the picture looks like the conformal welding of two quantum wedges into a quantum cone, which is understood in [DMS21]. In our present case, if we zoom in around 0 in Figure 1, the picture will converge to the conformal welding of three quantum wedges into a single quantum wedge as established in [DMS21].

1.4.3 FZZT branes and related models

We review here several models related to the FZZ formula in the theoretical physics literature. Boundary Liouville theory admits two kinds of boundary states, the one studied in the present paper being the so-called Fateev-Zamolodchikov-Zamolodchikov-Teschner (FZZT) brane [FZZ00],
The other is the Zamolodchikov-Zamolodchikov (ZZ) brane which corresponds to LCFT on a disk with the hyperbolic metric as background metric; see [ZZ01]. In this ZZ brane setup there is also a formula for the bulk one-point function, see [ZZ01, Equation (2.16)]. Both the FZZT and ZZ branes play a role in the relation between matrix models, integrable hierarchies, and Liouville quantum gravity; see for instance [AB19] and references therein. Lastly one can consider LCFT on a non-orientable surface, the simplest model being the projective plane, see [Hik03, Equation (3.10)] for the analogue of $U(\alpha)$ in that case. We hope to adapt our methods to study these directions in the future, see also the review [Nak04] for more details.

Organization of the paper. After providing background in Section 2, we obtain the mating of trees variance in Section 3. Then in Section 4, we carry out the strategy outlined in Section 1.2 modulo the proof of the conformal welding result, whose proof is supplied in Section 5.
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2 Preliminaries

In this section we provide the necessary background for our proofs. We start by fixing some global notations and conventions in Section 2.1. We then review Liouville CFT and quantum disks in Section 2.2 and 2.3 respectively. We will only need these two sections for the evaluation of the mating of trees variance in Section 3. We recall the conformal welding of quantum disks in Section 2.4 and some properties on two special quantum disks in Section 2.5.

2.1 Notations and conventions

Throughout the paper we assume $\gamma \in (0, 2)$ is the LQG coupling constant. Moreover,

$$Q = \frac{\gamma}{2} + \frac{2}{\gamma} \quad \text{and} \quad \kappa = \gamma^2. \quad (2.1)$$

We will work with planar domains including the upper half plane $\mathbb{H} = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$, the unit disk $\mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \}$, and the horizontal strip $\mathcal{S} = \mathbb{R} \times (0, \pi)$. For a domain $D \subset \mathbb{C}$, we write $\partial D$ of $D$ as the set of prime ends of $D$ and call it the boundary of $D$. For example, $\partial \mathbb{H} = \mathbb{R} \cup \{\infty\}$ and $\partial \mathcal{S} = \{ z \in \mathbb{C} : \text{Im} z = 0 \text{ or } 1 \} \cup \{\pm \infty\}$.

We write $\Gamma$ as the unique meromorphic function such that $\Gamma(\alpha) = \int_0^\infty x^{\alpha-1} e^{-x} dx$ for $\alpha > 0$. For $a > 0$ and $b > 0$, the inverse gamma distribution with shape parameter $a$ and scale parameter $b$ has the following density:

$$1_{x > 0} \frac{b^a}{\Gamma(a)} \frac{1}{x^{a+1}} e^{-b/x}. \quad (2.2)$$
We will frequently consider non-probability measures and extend the terminology of probability theory to this setting. In particular, suppose $M$ is a measure on a measurable space $(\Omega, \mathcal{F})$ such that $M(\Omega)$ is not necessarily 1, and $X$ is a $\mathcal{F}$-measurable function. Then we say that $(\Omega, \mathcal{F})$ is a sample space, $X$ is a random variable. We call the pushforward measure $M_X = X_* M$ the law of $X$. We say that $X$ is sampled from $M_X$. We also write $\int f(x) M_X(dx)$ as $M_X[f]$ for simplicity. For a finite positive measure $M$, we denote as its total mass by $|M|$ and write $M^| = |M|^{-1} M$ as the corresponding probability measure.

Let $g$ be a smooth metric on $\mathbb{H}$ such that the metric completion of $(\mathbb{H}, g)$ is a compact Riemannian manifold. Let $H^1(\mathbb{H}, g)$ be the Sobolev space whose norm is the sum of the Dirichlet energy and the $L^2$-norm with respect to $(\mathbb{H}, g)$. Let $H^{-1}(\mathbb{H})$ be the dual space of $H^1(\mathbb{H}, g)$. Then the function space $H^{-1}(\mathbb{H})$ and its topology do not depend on the choice of $g$, and it is a Polish (i.e. complete separable metric) space. All random functions on $\mathbb{H}$ considered in this paper will belong to $H^{-1}(\mathbb{H})$.

### 2.2 Liouville conformal field theory on the upper half plane

For convenience we present LCFT on domains conformally equivalent to a unit disk, with the upper half plane $\mathbb{H}$ as our base domain. Let $h$ be the centered Gaussian process on $\mathbb{H}$ with covariance kernel given by

$$
E[h(x)h(y)] = G_\mathbb{H}(x,y) := \log \frac{1}{|x-y||x-y|} + 2 \log |x|_+ + 2 \log |y|_+,
$$

where $|x|_+ := \max(|x|,1)$ and in the sense that $E[(h,f)(h,g)] = \int \int f(x) E[h(x)h(y)] g(y) dx dy$, for smooth test functions $f,g$. Let $P_\mathbb{H}$ be the law of $h$. Using the arguments in [She07, Dub09] it can be shown that $P_\mathbb{H}$ is a probability measure on the space $H^{-1}(\mathbb{H})$ defined in Section [2.1]. For smooth test functions $g$ and $f$ such that $\int_\mathbb{H} f(z) d^2z = \int_\mathbb{H} g(z) d^2z = 0$, we have $E[(h,f)(h,g)] = (2\pi)^{-1} \int_\mathbb{H} \nabla g \cdot \nabla f d^2z$. This is the characterizing property of the free boundary Gaussian free field, which is only uniquely defined modulo additive constant. The field $h$ is the particular variant where the additive constant is fixed by requiring the average around the upper half unit circle to be 0.

Given a function $f \in H^{-1}(\mathbb{H})$ and $z \in \mathbb{H} \cup \mathbb{R}$, let $f_\epsilon(z)$ be the average of $f$ over $\partial B_\epsilon(z) \cap \mathbb{H}$. For $h \sim P_\mathbb{H}$, define the random measures $\mu_h = \lim_{\epsilon \to 0} \epsilon^{\gamma/2} e^{-\gamma h_\epsilon} d\gamma h_\epsilon$ and $\nu_h = \lim_{\epsilon \to 0} \epsilon^{\gamma/2} e^{-\gamma h_\epsilon/2} dz$, where the convergence holds in probability in weak topology. See [Ber17, RV14] and references therein for more details on this construction. We call $\mu_h$ and $\nu_h$ the quantum area and quantum boundary length measures, respectively, corresponding to $\phi$. For functions which can be written as a sum of the GFF and a continuous function, quantum length and area can be defined similarly.

**Definition 2.1** (Liouville field). Sample $(h, c)$ from the measure $P_\mathbb{H} \times [e^{-Qc} dc]$ on $H^{-1}(\mathbb{H}) \times \mathbb{R}$, and let $\phi(z) = h(z) - 2 Q \log |z|_+ + c$ be a random field on $\mathbb{H}$. Let $L^\phi_\mathbb{H}$ be the measure on $H^{-1}(\mathbb{H})$ which describes the law of $\phi$. We call a sample from $L^\phi_\mathbb{H}$ a Liouville field on $\mathbb{H}$.

The following lemma defines Liouville fields with insertions by making sense of $e^{\alpha \phi(z_0)} L^\phi_\mathbb{H}(d\phi)$.

**Lemma 2.2.** For $\alpha \in \mathbb{R}$ and $z_0 \in \mathbb{H}$, the limit $L^{\phi(z_0)}_\mathbb{H} := \lim_{\epsilon \to 0} e^{\alpha^2/2} e^{\alpha \phi_\epsilon(z_0)} L^\phi_\mathbb{H}(d\phi)$ exists in the vague topology. Moreover, sample $(h, c)$ from $(2 \Im z_0)^{-\alpha^2/2} |z_0|^{-2\alpha(1-Q)} P_\mathbb{H} \times [e^{\alpha(1-Q)} c dc]$ and let

$$
\phi(z) = h(z) - 2 Q \log |z|_+ + \alpha G_\mathbb{H}(z,z_0) + c \quad \text{for } z \in \mathbb{H}.
$$

Then the law of $\phi$ is given by $L^{\phi(z_0)}_\mathbb{H}$. 
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Proof. Sample $h$ from $P_{\mathbb{H}}$, fix $c \in \mathbb{R}$ and set $\tilde{\phi}(z) = h(z) - 2Q \log |z|_+ + c$. For a compactly supported continuous function $F$ on $H^{-1}(\mathbb{H}) \times \mathbb{R}$, Girsanov’s theorem and $\text{Var} h_\varepsilon(z_0) = - \log \varepsilon - \log(2 \text{Im} z_0) + 4 \log |z_0|_+ + o_\varepsilon(1)$ give

$$\lim_{\varepsilon \to 0} \mathbb{E} \left[ \varepsilon^{\alpha/2} e^{\alpha \tilde{\phi}_\varepsilon(z_0)} F(h, c) \right] = (2 \text{Im} z_0)^{-\alpha/2} |z_0|_+^{-2\alpha(Q-\alpha)} \lim_{\varepsilon \to 0} \mathbb{E} \left[ e^{\alpha c \text{Re}(h_\varepsilon(z_0))} - \frac{\varepsilon^{2}}{2 \mathbb{E}[h_\varepsilon(z_0)^2]} F(h, c) \right]$$

$$= (2 \text{Im} z_0)^{-\alpha/2} |z_0|_+^{-2\alpha(Q-\alpha)} \lim_{\varepsilon \to 0} \mathbb{E} \left[ e^{\alpha \text{Re}(F(h(\cdot) + \alpha \mathbb{E}[h(\cdot) h_\varepsilon(i)]), c)} \right]$$

$$= (2 \text{Im} z_0)^{-\alpha/2} |z_0|_+^{-2\alpha(Q-\alpha)} \mathbb{E} \left[ e^{\alpha \text{Re}(F(h(\cdot) + \alpha G_{\mathbb{H}}(\cdot, i), c))} \right].$$

Integrating over $[e^{-Q c \mathbb{D}}]$ yields the lemma. \qed

**Definition 2.3.** We call a sample from $\text{LF}_{\mathbb{H}}^{(\alpha, z)}$ a Liouville field on $\mathbb{H}$ with an $\alpha$-insertion at $z$.

The following lemma gives the change of coordinate for the Liouville field under a conformal map.

**Lemma 2.4.** For $(\alpha, z_0) \in \mathbb{R} \times \mathbb{H}$, let $\psi : \mathbb{H} \to \mathbb{H}$ be a conformal map such that $\psi(z_0) = i$. Sample $\phi$ from $\text{LF}_{\mathbb{H}}^{(\alpha, z_0)}$, then the law of $\phi \circ \psi^{-1} + Q \log |(\psi^{-1})'|$ is $\text{Im} z_0^{-2\Delta_0} \text{LF}_{\mathbb{H}}^{(\alpha, i)}$ where $\Delta_0 = \frac{\alpha}{2} (Q - \frac{\alpha}{2})$.

**Proof.** [HRV18 Theorem 3.5] gives this result when we parametrize the Liouville field in the disk $\mathbb{D}$, and is adapted from [DKRV16 Theorem 3.5]. The same argument as in [HRV18 Theorem 3.5] applies to the upper half plane case. Alternatively, the result for $\mathbb{D}$ can be transferred to $\mathbb{H}$ via the coordinate change explained in [RZ22 Section 5.3]. We omit the details. \qed

Suppose $f$ is a measurable function on $H^{-1}(\mathbb{H})$. We recall the convention $M_X[f]$ of Section 2.4 and write $\text{LF}_{\mathbb{H}}^{(\alpha, i)}[f] = \int f(\phi) \text{LF}_{\mathbb{H}}^{(\alpha, i)}(d\phi)$.

**Definition 2.5.** For $\alpha \in (\frac{\gamma}{2}, Q)$, $\mu \geq 0$ and $\mu_B \in \mathbb{C}$ with $\text{Re}(\mu_B) > 0$, let

$$\left\langle e^{\alpha \phi(z)} \right\rangle_{\gamma, \mu, \mu_B} := \text{LF}_{\mathbb{H}}^{(\alpha, z)}[e^{-\mu \phi(\mathbb{H}) - \mu_B \nu(\mathbb{R})} - 1] \quad \text{for} \ z \in \mathbb{H}.$$ 

We include in the definition the case of complex $\mu_B$ which will be used in Section 4.

**Lemma 2.6.** Suppose $\alpha \in (\frac{\gamma}{2}, Q)$, $\mu \geq 0$ and $\mu_B \in \mathbb{C}$, $\text{Re}(\mu_B) > 0$. Then $\left| \left\langle e^{\alpha \phi(\mathbb{I})} \right\rangle \right| < \infty$. Moreover, the value of $\left| \left\langle e^{\alpha \phi(\mathbb{I})} \right\rangle \right|$, does not depend on $z \in \mathbb{H}$.

**Proof.** By Lemma 2.2 take $\tilde{\phi}(z) = h(z) - 2Q \log |z|_+ + \alpha G_{\mathbb{H}}(z, i)$ where $h$ is sampled from $P_{\mathbb{H}}$. By integration by parts on the $c$ integral one has:

$$\left| \left\langle e^{\alpha \phi(\mathbb{I})} \right\rangle \right| = \left| \int_{\mathbb{R}} dc e^{(\alpha-Q)c} \mathbb{E} \left[ 1 - e^{-\mu \gamma c \phi(\mathbb{H}) - \mu_B e^{\frac{\alpha}{2}} \nu(\mathbb{R})} \right] \right|$$

$$= \frac{1}{Q - \alpha} \left| \int_{\mathbb{R}} dc e^{(\alpha-Q)c} \mathbb{E} \left[ \mu \gamma e^{\gamma c \phi(\mathbb{H})} + \mu_B \frac{\gamma}{2} e^{\frac{\alpha}{2}} \nu(\mathbb{R}) \right] e^{-\mu \gamma c \phi(\mathbb{H}) - \mu_B e^{\frac{\alpha}{2}} \nu(\mathbb{R})} \right|$$

$$\leq \frac{1}{Q - \alpha} \left| \int_{\mathbb{R}} dc e^{(\alpha-Q)c} \mathbb{E} \left[ \mu \gamma e^{\gamma c \phi(\mathbb{H})} + |\mu_B| \frac{\gamma}{2} e^{\frac{\alpha}{2}} \nu(\mathbb{R}) \right] e^{-\mu \gamma c \phi(\mathbb{H}) - \text{Re}(\mu_B) e^{\frac{\alpha}{2}} \nu(\mathbb{R})} \right|$$

$$\leq \frac{1}{Q - \alpha} \left| \int_{\mathbb{R}} dc e^{(\alpha-Q)c} \mathbb{E} \left[ \mu \gamma e^{\gamma c \phi(\mathbb{H})} - \mu_B \frac{\gamma}{2} e^{\frac{\alpha}{2}} \nu(\mathbb{R}) \right] e^{-\text{Re}(\mu_B) e^{\frac{\alpha}{2}} \nu(\mathbb{R})} \right|$$

$$\leq c_1 \mathbb{E} \left[ \mu_B^\gamma (\mathbb{H})^\gamma (Q-\alpha) \right] + c_2 \mathbb{E} \left[ \nu(\mathbb{R})^\frac{\alpha}{2} (Q-\alpha) \right].$$
In the last line above $c_1$ and $c_2$ are explicit positive constants coming from evaluating the integral over $c$. The two expectations of GMC moments are finite for $\alpha \in (\frac{2}{\gamma}, Q)$ thanks to [HRV18, Corollary 6.11] for the first and [DKRV16, Lemma 3.10] adapted to the one dimensional case for the second. Hence the claim $|\langle e^{\alpha \phi(z)} \rangle| < \infty$ holds. Finally, by Lemma 2.4, $|\operatorname{Im} z|^2 \Delta \langle e^{\alpha \phi(z)} \rangle$ does not depend on $z \in \mathbb{H}$.

The next two statements give the law of the total quantum length $\nu_{\phi}(\mathbb{R})$ under $LF_{\mathbb{H}}^{(a,i)}$.

**Lemma 2.7.** For $\alpha > \frac{\gamma}{2}$, let $h_0 \sim P_0$ and $\tilde{\phi}(z) = h(z) - 2Q \log |z|_+ + \alpha G_{\mathbb{H}}(z,i)$. Let $U_0(\alpha) := \mathbb{E}[\nu_{\phi}(\mathbb{R})]^{\frac{2}{\gamma}(Q-\alpha)}$ where the expectation $\mathbb{E}$ is with respect to $P_0$. Then

$$LF_{\mathbb{H}}^{(a,i)}[f(\nu_{\phi}(\mathbb{R}))] = \int_0^\infty f(\ell) \frac{2}{\gamma} 2^{-\frac{\alpha^2}{2}} U_0(\alpha) \ell^\frac{2}{\gamma}(Q-\alpha)^{-1} d\ell$$

for each non-negative measurable function $f$ on $(0, +\infty)$. Moreover,

$$\langle e^{\alpha \phi(i)} \rangle_{\gamma,0,\mu_B} = 2 \Gamma\left(\frac{2}{\gamma}(\alpha - Q)\right) U_0(\alpha)$$

for $\alpha \in (\frac{\gamma}{2}, Q)$. 

**Proof.** We sample a real random number $c$ from $2^{-\frac{\alpha^2}{2}} e^{(\alpha-Q)c} dc$ independently of $\tilde{\phi}$, then the law of the field $\phi = \tilde{\phi} + c$ is $LF_{\mathbb{H}}^{(a,i)}$. To prove (2.4), it suffices to consider the case $f(\ell) = 1_{a < \ell < b}$ with $0 < a < b$. In this case, we have

$$LF_{\mathbb{H}}^{(a,i)}[f(\nu_{\phi}(\mathbb{R}))] = \mathbb{E}\left[ \int_a^b e^{\frac{2}{\gamma}(Q-\alpha)c} dc \right]$$

where we have done the change of variables $\ell = e^{\frac{2}{\gamma}(Q-\alpha)c}$. Since $U_0(\alpha) = \mathbb{E}[\nu_{\phi}(\mathbb{R})]^{\frac{2}{\gamma}(Q-\alpha)}$, by interchanging the integral and expectation we get (2.4).

Note that $\langle e^{\alpha \phi(i)} \rangle_{\gamma,0,\mu_B} = LF_{\mathbb{H}}^{(a,i)}[e^{-\mu_B \nu_{\phi}(\mathbb{R})} - 1] = \int_0^\infty (e^{-\mu_B \ell} - 1) \frac{2}{\gamma} 2^{-\frac{\alpha^2}{2}} U_0(\alpha) \ell^{\frac{2}{\gamma}(Q-\alpha)^{-1}} d\ell$. Now (2.5) follows from

$$\int_0^\infty (e^{-\mu_B \ell} - 1) \ell^\frac{2}{\gamma}(Q-\alpha)^{-1} d\ell = \mu_B \Gamma\left(\frac{2}{\gamma}(\alpha - Q)\right),$$

which is a simple application of integration by parts to the definition of the $\Gamma$ function. 

The following explicit expression of $U_0(\alpha)$ was proven in [Rem20].

**Proposition 2.8 ([Rem20]).** For $\alpha > \frac{\gamma}{2}$ and $U_0(\alpha)$ defined as in Lemma 2.7, we have

$$U_0(\alpha) = \left(\frac{2^{-\frac{\alpha^2}{2}} 2\pi}{(1 - \frac{\gamma^2}{4})^{\frac{2}{\gamma}}} \right)^\frac{2}{\gamma}(Q-\alpha) \Gamma\left(\frac{\gamma^2}{4} - \frac{\gamma^2}{4}\right) \Gamma\left(\frac{2}{\gamma}(\alpha - Q)\right)$$

for all $\alpha > \frac{\gamma}{2}$.

**Proof.** This formula is proved in [Rem20] in a different appearance, namely the disk domain $\mathbb{D}$ is used instead of $\mathbb{H}$. To recover our setup, consider the following calculation:

$$\mathbb{E}[\nu_{\phi}(\mathbb{R})]^{\frac{2}{\gamma}(Q-\alpha)} = \lim_{\epsilon \to 0} \mathbb{E}\left[ \left( \int_\mathbb{R} e^{\frac{2}{\gamma} \ell h_0(z) - \frac{\gamma^2}{4}(\alpha - Q)^2} d\mathbb{H}(z,i) \right)^{\frac{2}{\gamma}(Q-\alpha)} \right]$$

$$= \lim_{\epsilon \to 0} \mathbb{E}\left[ \left( \int_\mathbb{D} e^{\frac{2}{\gamma} h_\epsilon(z) - \frac{\gamma^2}{4}(\alpha - Q)^2} d\mathbb{D}(z,i) \right)^{\frac{2}{\gamma}(Q-\alpha)} \right].$$
This last equation then gives equation (1.15) in [RZ22, Definition 1.5] and [2.6] is simply [RZ22, Theorem 1.6].

### 2.3 Quantum surface and quantum disks

In this section we review the definition of a few variants of quantum disks that will be used in our paper. Let $\mathcal{DH} = \{(D, h) : D \subset \mathbb{C} \text{ open}, h \text{ a distribution on } D\}$. We define an equivalence relation on $\mathcal{DH}$ by saying $(D, h) \sim_{\gamma} (\tilde{D}, \tilde{h})$ if there is a conformal map $\psi : D \to \tilde{D}$ such that $\tilde{h} = \psi \circ h$, where

$$\psi \circ h := h \circ \psi^{-1} + Q \log |(\psi^{-1})'|.$$  \hspace{1cm} (2.7)

A quantum surface is an equivalence class of pairs $(D, h) \in \mathcal{DH}$ under the equivalence relation $\sim_{\gamma}$, where $D$ is a disk domain and $h$ is a distribution on $D$ (i.e. $h \in \mathcal{C}_0^\infty(D)'$). An embedding of a quantum surface is a choice of representative $(D, h)$. Consider tuples $(D, h, z_1, \ldots, z_m, w_1, \ldots, w_n)_{z_i \in D \text{ and } w_j \in \partial D}$. We say

$$(D, h, z_1, \ldots, z_m, w_1, \ldots, w_n) \sim_{\gamma} (\tilde{D}, \tilde{h}, \tilde{z}_1, \ldots, \tilde{z}_m, \tilde{w}_1, \ldots, \tilde{w}_n)$$

if there is a conformal map $\psi : D \to \tilde{D}$ such that (2.7) holds and $\psi(z_i) = \tilde{z}_i, \psi(w_j) = \tilde{w}_j$. Let $\mathcal{D}_{m,n}$ be the set of equivalent classes of such tuples under $\sim_{\gamma}$. We write $\mathcal{D}_{0,0}$ as $\mathcal{D}$ for simplicity. The reason we define quantum surface using (2.7) is because the $\gamma$-LQG quantum area $\mu_{h}$ is the pushforward of $\mu_{\tilde{h}}$. The same holds for the quantum length measure as long as it is well defined.

The set $\mathcal{D}_{m,n}$ can be viewed as the quotient space of

$$\{(h, z_1, \ldots, z_m, w_1, \ldots, w_n) : h \text{ is a distribution on } \mathbb{H}, z_1, \ldots, z_m \in \mathbb{H}, w_1, \ldots, w_n \in \mathbb{R} \cup \{\infty\}\}$$

under $\sim_{\gamma}$. Therefore the Borel $\sigma$-algebra of $H^{-1}(\mathbb{H})$ induces a $\sigma$-algebra on $\mathcal{D}_{m,n}$. Moreover, a random distribution on $\mathbb{H}$ such as a variant of the GFF induces a random variable valued in $\mathcal{D}_{m,n}$.

We now define the 2-pointed quantum disk introduced in [DMS21, Section 4.5], which is a family of measures on $\mathcal{D}_{0,2}$. It is most convenient to describe it using the horizontal strip $S = \mathbb{R} \times (0, \pi)$. Let $\exp : S \to \mathbb{H}$ be the exponential map $z \mapsto e^z$. Let $h_S = h_{\mathbb{H}} \circ \exp$ where $h_{\mathbb{H}}$ is sampled from $P_{\mathbb{H}}$. We call $h_S$ be a free-boundary GFF on $S$. Its covariance kernel is given by $G_S(z, w) = G_{\mathbb{H}}(e^z, e^w)$. The field $h_S$ can be written as $h_S = h^c + h^l$, where $h^c$ is constant on vertical lines of the form $u + [0, i\pi]$ for $u \in \mathbb{R}$, and $h^l$ has mean zero on all such lines [DMS21, Section 4.1.6]. We call $h^l$ the lateral component of the free-boundary GFF on $S$.

**Definition 2.9.** For $W \geq \frac{\gamma^2}{2}$, let $\beta = Q + \frac{\gamma}{2} - \frac{W}{\gamma}$. Let

$$Y_t = \begin{cases} B_{2t} - (Q - \beta)t & \text{if } t \geq 0 \\ B_{-2t} + (Q - \beta)t & \text{if } t < 0 \end{cases},$$

where $(B_s)_{s \geq 0}, (\tilde{B}_s)_{s \geq 0}$ are independent standard Brownian motions conditioned on $B_{2s} - (Q - \beta)s < 0$ and $\tilde{B}_{2s} - (Q - \beta)s < 0$ for all $s > 0$\footnote{Here we condition on a zero probability event. This can be made sense of via a limiting procedure.}. Let $h^l(z) = Y_t$ for each $z \in S$ and $t \in \mathbb{R}$ with $\text{Re } z = t$. Let $h^2$ be a random distribution on $S$ independent of $Y_t$ which has the law of the lateral component $h^l$ of the free-boundary GFF on $S$. Let $c$ be a real number sampled from $\frac{2}{\gamma}e^{(\beta - Q)c}dc$ independent of $(h^1, h^2)$ and $\phi = h^1 + h^2 + c$. Let $\mathcal{M}_{\phi,0}^{\text{disk}}(W)$ be the infinite measure on $\mathcal{D}_{0,2}$ describing the law of $(S, \phi, -\infty, +\infty)$. We call a sample from $\mathcal{M}_{\phi,0}^{\text{disk}}(W)$ a weight-$W$ quantum disk.
The weight 2 quantum disk $\mathcal{M}_{0,2}^{\text{disk}}(2)$ is special because its two marked points are typical with respect to the quantum boundary length measure [DMS21 Proposition A.8]; see Proposition 2.11. Based on this we can define the family of quantum disks marked with quantum typical points. We will use our convention that $M^\# = |M|^{-1}M$.

**Definition 2.10.** Let $(S, \phi, +\infty, -\infty)$ be the embedding of a sample from $\mathcal{M}_{0,2}^{\text{disk}}(2)$ as in Definition 2.9. Let $A = \mu_\phi(S)$ and $L = \nu_\phi(\partial S)$. Let $\text{QD}$ be the law of $(S, \phi)$ under the reweighted measure $L^{-2}\mathcal{M}_{0,2}^{\text{disk}}(2)$, viewed as a measure on $\mathcal{D}$. For non-negative integers $m, n$, let $(S, \phi)$ be a sample from $A^m L^n \text{QD}$, and then independently sample $z_1, \ldots, z_m$ and $w_1, \ldots, w_n$ according to $\mu_\phi^\#$ and $\nu_\phi^\#$, respectively. Let $\text{QD}_{m,n}$ be the law of $(S, \phi, z_1, \ldots, z_m, w_1, \ldots, w_n)$ viewed as a measure on $\mathcal{D}_{m,n}$. We call a sample from $\text{QD}_{m,n}$ a quantum disk with $m$ interior and $n$ boundary marked points.

**Proposition 2.11** (Proposition A.8 of [DMS21]). We have $\mathcal{M}_{0,2}^{\text{disk}}(2) = \text{QD}_{0,2}$.

For $W \geq \gamma^2/2$, we can define the family of finite measures $\{\mathcal{M}_{0,2}^{\text{disk}}(W; \ell, \ell')\}_{\ell, \ell' > 0}$ such that $\mathcal{M}_{0,2}^{\text{disk}}(W; \ell, \ell')$ is supported on quantum surfaces with left and right boundary arcs having quantum lengths $\ell$ and $\ell'$, respectively and

$$\mathcal{M}_{0,2}^{\text{disk}}(W) = \int_0^\infty \mathcal{M}_{0,2}^{\text{disk}}(W; \ell, \ell') d\ell d\ell'. \quad (2.8)$$

In words, $|\mathcal{M}_{0,2}^{\text{disk}}(W; \ell, \ell')| d\ell d\ell'$ describes the distribution of the left and right boundary lengths of a sample from $\mathcal{M}_{0,2}^{\text{disk}}(W)$, and $\mathcal{M}_{0,2}^{\text{disk}}(W; \ell, \ell')^\#$ is the probability measure obtained by conditioning $\mathcal{M}_{0,2}^{\text{disk}}(W)$ on specific boundary length values. The general theory of disintegration (2.8) only specifies $\mathcal{M}_{0,2}^{\text{disk}}(W; \ell, \ell')$ for almost every $(\ell, \ell')$. In [AHS20 Section 2.6] this ambiguity is removed by introducing a suitable topology for which $\mathcal{M}_{0,2}^{\text{disk}}(W, \ell, \ell')$ is continuous in $\ell, \ell'$.

We can also define the measure $\text{QD}_{m,n}(\ell)$ on $\mathcal{D}_{m,n}$ which corresponds to restricting $\text{QD}_{m,n}$ to the event that the boundary length is $\ell$. Since $\mathcal{M}_{0,2}^{\text{disk}}(2) = \text{QD}_{0,2}$, we set

$$\text{QD}_{0,2}(\ell) = \int_0^\ell \mathcal{M}_{0,2}^{\text{disk}}(2; x, \ell - x) dx.$$ 

From here $\text{QD}_{m,n}(\ell)$ for general $m, n$ can be specified by Definition 2.10 and the requirement that

$$\text{QD}_{m,n} = \int_0^\infty \text{QD}_{m,n}(\ell) d\ell. \quad (2.9)$$

If we ignore the boundary marked points of a sample from $\text{QD}_{0,n}(\ell)$, its law is given by $\ell^n \text{QD}(\ell)$. Therefore, ignoring boundary marked points, the probability measure $\text{QD}_{0,n}(\ell)^\#$ does not depend on $n$ and agrees with $\text{QD}(\ell)$. The following theorem gives us a precise way to specify the mating-of-trees variance $a^2$ in terms of $\text{QD}(1)^\#$, which we will use to evaluate $a^2$.

**Theorem 2.12** ([AG21 Theorem 1.2]). The law of the total quantum area of a sample from $\text{QD}(1)^\#$ is the inverse gamma distribution with shape parameter $\frac{4}{\kappa^2}$ and scale parameter $\frac{1}{2a^2 \sin^2(\pi \gamma / 4)}$ as in (2.2), where $a^2$ is the mating-of-trees variance in [DMS21].

### 2.4 SLE and conformal welding of quantum disks

We now review the conformal welding result proved in [AHS20]. We need an important variant of SLE called SLE$_{\kappa}(\rho_-; \rho_+)$, introduced in [LSW03] and studied in e.g. [Dub05, MS16]. The parameter
range relevant for us is $\kappa \in (0, 4)$, $\rho_- \geq \frac{\kappa}{2} - 2$ and $\rho_+ \geq \frac{\kappa}{2} - 2$. In this range, the SLE$_\kappa(\rho_-; \rho_+)$ on $(\mathbb{H}, 0, \infty)$ is a probability measure on simple curves on $\mathbb{H}$ from 0 to $\infty$, which does not touch $\partial \mathbb{H}$ except at the endpoints. For a general simply connected domain $D$ with boundary points $a$ and $b$, let $\psi : \mathbb{H} \to D$ be a conformal map such that $\psi(0) = a$ and $\psi(\infty) = b$. The SLE$_\kappa(\rho_-; \rho_+)$ on $(D, a, b)$ is defined as the pushforward by $\psi$ of the SLE$_\kappa(\rho_-; \rho_+)$ on $(\mathbb{H}, 0, \infty)$. Although there is a degree of freedom in choosing $\psi$, this definition is independent of such choices. We omit the definition of SLE$_\kappa(\rho_-; \rho_+)$ via the Loewner equation as it will not be needed.

For $W \geq \gamma^2/2$, recall $\mathcal{M}^{\text{disk}}_{0,2}(W; \ell, \ell')$ from [AHS20]. For a fixed $\ell > 0$, let

$$\mathcal{M}^{\text{disk}}_{0,2}(W; \cdot, \ell') = \int_0^\infty \mathcal{M}^{\text{disk}}_{0,2}(W; \ell, \ell') \, d\ell$$

Then we have $\mathcal{M}^{\text{disk}}_{0,2}(W) = \int_0^\infty \mathcal{M}^{\text{disk}}_{0,2}(W; \cdot, \ell') \, d\ell$ hence $\mathcal{M}^{\text{disk}}_{0,2}(W; \cdot, \ell')$ is the disintegration of $\mathcal{M}^{\text{disk}}_{0,2}(W)$ over the left boundary length. The same hold for $\mathcal{M}^{\text{disk}}_{0,2}(W; \cdot', \ell)$ with right boundary instead. For $W_-$ and $W_+ \in [\gamma^2/2, \infty)$, we will consider the following measure

$$\int_0^\infty \mathcal{M}^{\text{disk}}_{0,2}(W_-; \cdot, \ell) \times \mathcal{M}^{\text{disk}}_{0,2}(W_+; \ell, \cdot) \, d\ell.$$  

For a fixed $\ell > 0$, $\mathcal{M}^{\text{disk}}_{0,2}(W_-; \cdot, \ell) \times \mathcal{M}^{\text{disk}}_{0,2}(W_+; \ell, \cdot)$ is a product measure on $\mathcal{D}_{0,2} \times \mathcal{D}_{0,2}$. Therefore the integration in (2.11) gives another measure on $\mathcal{D}_{0,2} \times \mathcal{D}_{0,2}$.

**Theorem 2.13** ([AHS20]. Let $\gamma \in (0, 2)$ and $\kappa = \gamma^2$. For $W_-$ and $W_+ \in [\gamma^2/2, \infty)$, let $W = W_+ + W_-$, $\rho_- = W_- - 2$ and $\rho_+ = W_+ - 2$. Suppose $(\mathbb{H}, \phi, 0, \infty)$ is an embedding of a sample from $\mathcal{M}^{\text{disk}}_{0,2}(W)$ given by Definition 2.7. Let $\eta$ be a SLE$_\kappa(\rho_-; \rho_+)$ curve on $(\mathbb{H}, 0, +\infty)$ independent of $\phi$. Let $\mathbb{H}^-_\eta$ and $\mathbb{H}^+_\eta$ be the connected components of $\mathbb{H} \setminus \eta$ on the left and right side of $\eta$ respectively. There exists $C \in (0, \infty)$ such that the law of $(\mathbb{H}^-_\eta, \phi, 0, \infty) \text{ and } (\mathbb{H}^+_\eta, \phi, 0, \infty)$ viewed as a pair of elements in $\mathcal{D}_{0,2} \times \mathcal{D}_{0,2}$ equals

$$C \int_0^\infty \mathcal{M}^{\text{disk}}_{0,2}(W_-; \cdot, \ell) \times \mathcal{M}^{\text{disk}}_{0,2}(W_+; \ell, \cdot) \, d\ell.$$  

If we are only given the information of $(\mathbb{H}^-_\eta, \phi, 0, \infty)$ and $(\mathbb{H}^+_\eta, \phi, 0, \infty)$ as marked quantum surfaces we can identify the right boundary of the former to the latter to get a curve-decorated topological disk, where on the complement of the curve there is a conformal structure. From the classical work of Sheffield [She16], outside of a measure-zero event, this uniquely determines a conformal structure on the entire disk, under which we get $(\mathbb{H}, \phi, \eta, 0, \infty)$ modulo the equivalence relation $\sim_\gamma$. This recovering procedure is called **conformal welding**. The reason for this uniqueness is a property satisfied by SLE$_\kappa(\rho_-; \rho_+)$ almost surely called the conformal removability. For more details on Sheffield’s work and conformal welding, see [BP] Section 6.

In words, Theorem 2.13 says that modulo a multiplicative constant, conformally welding $\mathcal{M}^{\text{disk}}_{0,2}(W_-)$ and $\mathcal{M}^{\text{disk}}_{0,2}(W_-)$, we get $\mathcal{M}^{\text{disk}}_{0,2}(W)$ decorated with an independent SLE$_\kappa(\rho_-; \rho_+)$.  

**2.5 Quantum disks of weight 2 and $\gamma^2/2$**

Our proof of the FZZ formula relies on the conformal welding of quantum disks with weight $W \in \{2, \gamma^2/2\}$. For these two weights the mating-of-trees theory for quantum disks [MS19, AG21, DMS21] allow us to describe the quantum area and quantum length distributions of $\mathcal{M}^{\text{disk}}_{0,2}(W)$ in terms of Brownian motion. The case $W = 2$ is essentially Theorem 2.12. The case $W = \gamma^2/2$ is proved in [AHS20], which we now review.
For $\theta \in (0, 2\pi)$, let $C_\theta := \{z : \arg(z) \in (0, \theta)\}$ be the cone with angle $\theta$. For $z \in C_\theta$, let $m_{C_\theta}(z)$ denote the probability measure corresponding to Brownian motion started at $z$ and killed when it exits $C_\theta$. For $y > 0$, let $E_{y, e}$ be the event that BM exits $C_\theta$ on the boundary interval $(ye^{i\theta}, (y + e)e^{i\theta})$, and let $m_{C_\theta}(z, ye^{i\theta}) = \lim_{e \to 0} e^{-1}m_{C_\theta}(z)|E_{y, e}$. For $x > 0$ define $m_{C_\theta}(x, ye^{i\theta}) = \lim_{e \to 0} e^{-1}m_{C_\theta}(x + e, ye^{i\theta})$.

For more details on these limits see Appendix [A]. The following result from $[AHS20]$ describes the joint law of the quantum boundary lengths and quantum area of the weight $\frac{\gamma^2}{2}$ quantum disk, in terms of the measure $m_{C_\theta}(x, ye^{i\theta})$ with $\theta = \frac{\pi \gamma^2}{4}$.

**Proposition 2.14** ($[AHS20]$). Let $\theta = \frac{\pi \gamma^2}{4}$ and $u = \frac{1}{\sin \theta}$. There is a constant $C \in (0, \infty)$ such that for all $\ell > 0$ we have $|M_{0,2}^\text{disk}(\frac{\gamma^2}{2}; \ell, r)| = C|m_{C_\theta}(\frac{\ell}{u}, \frac{r}{u}e^{i\theta})|$. Moreover, the quantum area of a sample from $M_{0,2}^\text{disk}(\frac{\gamma^2}{2}; \ell, r)$ agrees in law with the duration of a sample from $m_{C_\theta}(\frac{\ell}{u}, \frac{r}{u}e^{i\theta})^\#$. We will also need the length distributions of the weight $\frac{\gamma^2}{2}$ and weight 2 quantum disk.

**Lemma 2.15** ($[AHS20]$ Propositions 7.7 and 7.8). There are constants $C_1, C_2 \in (0, \infty)$ such that

$$|M_{0,2}^\text{disk}(\frac{\gamma^2}{2}; \ell, r)| = C_1 \frac{(\ell^4 + r^4)}{(\ell^4 + r^4 + r^4 + \gamma^2)^2}, \quad \text{and} \quad |M_{0,2}^\text{disk}(2; \ell, r)| = C_2(\ell + r)^{-4/\gamma^2 - 1}. \quad (2.13)$$

### 3 Embeddings of quantum disks and the mating-of-trees variance

In this section we prove Theorem 1.3, which says $a^2 = \frac{2}{\sin(\frac{\pi \gamma^2}{4})}$. Our starting point is the following observation, which expresses $a^2$ in terms of the quantum length distribution of QD$_{1,0}$ and QD$_{0,2}$.

**Lemma 3.1.** Recall Definition 2.10 and (2.9). We have

$$a^2 = \frac{|\text{QD}_{0,2}(\ell)|}{(\frac{\ell}{\gamma} - 1)2\sin^2(\pi \gamma^2/4)|\text{QD}_{1,0}(\ell)|} \quad \text{for each } \ell > 0. \quad (3.1)$$

**Proof.** By Definition 2.10 for a non-negative measurable function $f$ on $\mathbb{R}$ we have

$$\text{QD}_{1,1}[f(L)] = \text{QD}_{0,1}[f(L)A] = \int_0^\infty f(\ell)\text{QD}_{0,1}(\ell)[A]d\ell. \quad (3.2)$$

By (2.9) we have $\text{QD}_{1,1}[f(L)] = \int_0^\infty f(\ell)|\text{QD}_{1,1}(\ell)|d\ell$. Therefore $|\text{QD}_{1,1}(\ell)| = |\text{QD}_{0,1}(\ell)|$. By the scaling property of the quantum disk, we have $\text{QD}_{0,1}(\ell)^\#[A] = \ell^2\text{QD}_{0,1}(1)^\#[A]$, which equals $\ell^2\text{QD}(1)^\#[A]$ since $\text{QD}_{0,1}(1)^\# = \text{QD}(1)^\#$. Therefore

$$a^2 = \frac{|\text{QD}_{0,2}(\ell)|}{(\frac{\ell}{\gamma} - 1)2\sin^2(\pi \gamma^2/4)|\text{QD}_{1,0}(\ell)|} \quad \text{for each } \ell > 0. \quad (3.1)$$
By Theorem 2.12 and (2.2), we have $\text{QD}(1)^{|A|} = \frac{b}{a - 1}$ where $a = \frac{1}{\gamma}$ and $b = (2\gamma^2 (\pi^2/4))^{-1}$. Therefore

$$|\text{QD}_{1,1}(\ell)| = |\text{QD}_0(1)(\ell)| = |\text{QD}_0(1)(\ell)| |\ell^2 - 1| = \frac{1}{2\gamma^2 (\pi^2/4)} \cdot \frac{1}{\gamma^2 - 1}. \quad (3.3)$$

On the other hand, $|\text{QD}_{1,1}(\ell)| = |\text{QD}_{1,0}(\ell)| |\ell^2 - 1| = |\text{QD}_{0,1}(\ell)| |\ell^2 - 1|$. By re-arranging (3.3), we conclude the proof.

The next lemma gives the explicit evaluation of $|\text{QD}_{0,2}(\ell)|$.

**Lemma 3.2.** For $\ell > 0$, we have $|\text{QD}_{0,2}(\ell)| = \frac{(2\pi)^{\frac{4}{\gamma} - 1}}{(1 - \frac{\gamma^2}{4}) \Gamma(1 - \frac{\gamma^2}{4})^{2\gamma}}$. \textit{Proof.} Recall that $\text{QD}_{0,2} = \mathcal{M}_{0,2}(W)$ with $W = 2$ by Definition 2.10. Let $L_1$ and $L_2$ be the left and right boundary lengths of a sample from $\mathcal{M}_{0,2}(2)$. By [AHS21] Lemma 3.3, for $\mu_1, \mu_2 > 0$, the law of $\mu_1 L_1 + \mu_2 L_2$ is $1_{\ell>0} R(\gamma; \mu_1, \mu_2) \ell^{-\frac{4}{\gamma}} d\ell$ where $R(\gamma; \mu_1, \mu_2)$ is explicitly computed by the second author of this paper and Zhu in [RZ22]. Setting now $\mu_1 = \mu_2 = 1$, since the density of $L_1 + L_2$ can also be written as $1_{\ell>0} |\text{QD}_{0,2}(\ell)| d\ell$ one obtains $|\text{QD}_{0,2}(\ell)| = R(\gamma; 1, 1) \ell^{-\frac{4}{\gamma}}$. \square

**Remark 3.3.** The function $R(\gamma; 1, 1)$ in Lemma 3.2 is a boundary variant of the reflection coefficient $R(\gamma)$ considered in [RV12, KRV20].

To get $a^2$, it remains to evaluate $|\text{QD}_{1,0}|$. It follows from the LCF representation of $\text{QD}_{1,0}$.

**Theorem 3.4.** Let $\phi$ be a sample of $LF_{\mathbb{H}}(\gamma)$. Then the law of $(\mathbb{H}, \phi, i)$ viewed as a marked quantum surface is $\frac{2\pi (Q-\gamma)^2}{\gamma} \text{QD}_{1,0}$.

Cercle [Cer21] proved that $\text{QD}_{0,3}(1)^{|A|}$ admits a simple LCF description, which extends the result in [AHS17] for the quantum sphere. In [AHS21] Section 2, a family of such results was proved in a systematic way. We will prove Theorem 3.4 based on ideas and results from [AHS21] Section 2. We postpone this proof to Section 3.1 and proceed to wrap up the evaluation of $a^2$.

**Proof of Theorem 3.4 given Theorem 3.4**. By (2.4) with $\alpha = \gamma$ and Theorem 3.4, we have

$$|\text{QD}_{1,0}(\ell)| = \frac{\gamma}{2\pi (Q-\gamma)^2} \times 2 - \frac{2}{\gamma} \frac{2^{-2} \pi U_0(\gamma) |\ell^2 (\gamma - Q) - 1|}{2^{-2} \pi^2 (\gamma - Q)^2}.$$

Now by Lemmas 3.1 and 3.2 and plugging in (2.6) and (3.4) and simplifying, we have

$$a^2 = \frac{R(\gamma; 1, 1)}{U_0(\gamma)} \times \frac{2 \pi^2 - \pi (Q-\gamma)^2}{(\frac{\gamma^2}{4} - 1) \sin^2(\pi^2/4)} = \frac{2\pi}{\Gamma(\frac{\gamma^2}{4}) \Gamma(1 - \frac{\gamma^2}{4}) \sin^2(\pi^2/4)}.$$

Using the identity $\Gamma(z)\Gamma(1 - z) = \frac{\pi}{\sin(\pi z)}$ for $z \notin \mathbb{Z}$ gives the result. \square

In the rest of this section we first prove Theorem 3.4 in Section 3.1 and then prove related results in Section 3.2 that will be used in Section 5.
3.1 LCFT descriptions of quantum disks

In this section we prove Theorem 3.4. It uses the so-called uniform embedding of quantum disks via Haar measures introduced in [AHS21]. Before recalling this result, we first give a concrete realization of a Haar measure on the group of conformal automorphisms of \( \mathbb{H} \). Sample \((p, q, r)\) from the measure \(|(p-q)(q-r)(r-p)|^{-1}\, dp\, dq\, dr\) restricted to triples \((p, q, r)\) which are oriented counterclockwise on \( \mathbb{R} = \partial \mathbb{H} \). Let \( \mathbf{g} \) be the conformal map with \( \mathbf{g}(0) = p, \mathbf{g}(1) = q, \mathbf{g}(-1) = r \), and let \( \mathbf{m}_{\mathbb{H}} \) be the law of \( \mathbf{g} \). We recall the notation \( \mathbf{g} \circ \phi = \phi \circ \mathbf{g}^{-1} + \log |\mathbf{g}^{-1}'| \) from (2.7). As explained in [AHS21], \( \mathbf{m}_{\mathbb{H}} \) is a (left and right invariant) Haar measure on the conformal automorphism group \( \text{conf}(\mathbb{H}) \) of \( \mathbb{H} \).

**Proposition 3.5** (Proposition 2.39 of [AHS21]). Let \( M \) be a measure on fields \( \phi \) such that the law of \((\mathbb{H}, \phi)\) is QD. If we sample \((\phi, \mathbf{g})\) from \( M \times \mathbf{m}_{\mathbb{H}} \), then the law of the field \( \mathbf{g} \circ \phi \) is

\[
\frac{\gamma}{2(Q-\gamma)^2} LF_{\mathbb{H}}.
\]

Due to the invariance of the Haar measure, the law of \( \mathbf{g} \circ \phi \) does not depend on the choice of \( M \). This is called a uniform embedding of QD via \( \mathbf{m}_{\mathbb{H}} \) in [AHS21, Theorem 1.2].

We will need to following basic fact on \( \mathbf{m}_{\mathbb{H}} \) in the proof of Theorem 3.4.

**Lemma 3.6.** For \( \mathbf{g} \) sampled from \( \mathbf{m}_{\mathbb{H}} \), the law of \( \mathbf{g}(i) \in \mathbb{H} \) is \( \frac{\pi}{|\text{Im} z|^2} d^2 z \).

We first give a representation of the Haar measure \( \mathbf{m}_{\mathbb{H}} \) where the density of \( \mathbf{g}(i) \) is transparent.

**Lemma 3.7.** Define three measures \( A, N, K \) on the conformal automorphism group \( \text{conf}(\mathbb{H}) \) on \( \mathbb{H} \) as follows. Sample \( t \) from \( 1_{t>0} \, dt \), and set \( a : z \mapsto tz \); sample \( s \) from the Lebesgue measure on \( \mathbb{R} \) and set \( n : z \mapsto z + s \), and sample \( u \) from \( 1_{\frac{\pi}{2}<u<\frac{\pi}{4}} \, du \) and set \( k : z \mapsto \frac{z \cos u - \sin u}{\sin u + \cos u} \). Let \( A, N, K \) be the laws of \( a, n, k \) respectively. Then the law of \( a \circ n \circ k \) under \( A \times N \times K \) equals \( \mathbf{m}_{\mathbb{H}} \).

**Proof.** Set \( \mathbf{g} = a \circ n \circ k \). Then the law of \( \mathbf{g} \) under \( A \times N \times K \) is a Haar measure on \( \text{conf}(\mathbb{H}) \); see e.g. [DE14, Theorem 11.1.3]. By the uniqueness of the Haar measure (see e.g. [Far08, Theorem 5.1.1]), the law of \( \mathbf{g} \) is \( C\mathbf{m}_{\mathbb{H}} \) for some \( C \in (0, \infty) \). We now check that \( C = 1 \).

Define \( E_{\varepsilon} := \{ \mathbf{g}(0) \in (0,1), \mathbf{g}(-1) < \mathbf{g}(0) < \mathbf{g}(1), \frac{\mathbf{g}(1)-\mathbf{g}(0)}{\mathbf{g}(0)-\mathbf{g}(-1)} \in (1-\varepsilon, 1+\varepsilon), \mathbf{g}(0) - \mathbf{g}(-1) \in (1,2) \} \), then by the definition of \( \mathbf{m}_{\mathbb{H}} \) we get

\[
A \times N \times K \left[ E_{\varepsilon} \right] = C \int_{0}^{1} \int_{p-1}^{p+1} \int_{p+(p-r)(1+\varepsilon)}^{p+(p-r)(1-\varepsilon)} \frac{1}{(p-r)(q-p)(q-r)} \, dq\, dr\, dp = C(1 + o_{\varepsilon}(1)) \frac{\varepsilon}{2}.
\]

Let \( E_{\varepsilon, \delta} = \{ u \in (-(1-\delta)^{\frac{\varepsilon}{2}}, (1-\delta)^{\frac{\varepsilon}{2}}), t \in (1+\delta, 2-\delta), s \in (0, \frac{1}{\varepsilon}) \} \) and \( E_{\varepsilon, \delta} = \{ u \in (-1+\delta)^{\frac{\varepsilon}{2}, (1+\delta)^{\frac{\varepsilon}{2}}), t \in (1-\delta, 2+\delta), s \in (0, \frac{1}{\varepsilon}) \} \). Since \( \frac{z \cos u - \sin u}{\sin u + \cos u} = z - u - u^2 + O(u^3) \) as \( u \to 0 \) with error uniform for \( z \in \{-1, 0, 1\} \), it is easy to check that for fixed \( \delta \) and sufficiently small \( \varepsilon \) we have \( E_{\varepsilon, \delta} \subset E_{\varepsilon} \subset E_{\varepsilon, \delta} \), and

\[
A \times N \times K \left[ E_{\varepsilon, \delta} \right] = (1+\delta)\varepsilon \left[ \frac{1}{2-\delta} \right] dt = (1-\delta)(\frac{1}{1+\delta} - \frac{1}{2-\delta})\varepsilon,
\]

\[
A \times N \times K \left[ E_{\varepsilon, \delta} \right] = (1+\delta)(\frac{1}{2} - \frac{1}{1+\delta})\varepsilon.
\]

Sending \( \varepsilon \to 0 \) we have \( \frac{C}{2} \in [(1-\delta)(\frac{1}{1+\delta} - \frac{1}{2-\delta}), (1+\delta)(\frac{1}{1-\delta} - \frac{1}{2+\delta})] \). Sending \( \delta \to 0 \), we get \( C = 1 \). \( \square \)
Moreover, if we sample \(a(n) = st + ti\) is \(\frac{1}{|\text{Im}z|^2}d^2z\) if \((a, n)\) is sampled from \(A \times N\). Since \(k\) fixes \(i\) and \(|K| = \pi\), the law of \(a \circ n \circ k(i)\) under \(A \times N \times K\) is \(\frac{\pi}{|\text{Im}z|^2}d^2z\).

**Proof of Lemma 3.6.** We first show that:

\[
\text{LF}_{\mathbb{H}}(d\phi)\mu_\phi(d^2z) = \text{LF}_{\mathbb{H}}^{(\gamma,z)}(d\phi) d^2z.
\]

Let \(h\) be sampled from \(P_{\mathbb{H}}\). Note that:

\[
\mathbb{E}[\mu_h(d^2z)] = (2 \text{Im }z)^{-\gamma^2/2}|z|^{2\gamma^2}d^2z.
\]

More precisely, for any Borel set \(A\) we have \(\mathbb{E}[\mu_h(A)] = \int_A (2 \text{Im }z)^{-\gamma^2/2}|z|^{2\gamma^2}d^2z\). Then by Girsanov's theorem (see e.g. [BP, Section 3.5]), for any nonnegative measurable functions \(f\) on \(H^{-1}(\mathbb{H})\) and \(g\) on \(\mathbb{H}\) we have:

\[
\int f(h) \left( \int_{\mathbb{H}} g(z)\mu_h(d^2z) \right) P_{\mathbb{H}}(dh) = \int \int f(h + \gamma G_{\mathbb{H}}(\cdot, z)) P_{\mathbb{H}}(dh)(2 \text{Im }z)^{-\gamma^2/2}|z|^{2\gamma^2} g(z) d^2z.
\]

Now, recalling the definition of \(\text{LF}_{\mathbb{H}}\) and using \(\mu_{h - 2Q \log |\cdot|_+ + c} (d^2z) = |z|^{-2Q\gamma^2} \mu_h(d^2z)\) gives:

\[
\int \int f(\phi) g(z) \mu_\phi(d^2z)\text{LF}_{\mathbb{H}}(d\phi) = \int \int \int f(h - 2Q \log |\cdot|_+ + c) g(z) |z|^{-2Q\gamma^2} \mu_h(d^2z) P_{\mathbb{H}}(dh)e^{(\gamma - Q)c} dc,
\]

and applying \([3.6]\), this is equal to:

\[
\int \int \int f(h + \gamma G_{\mathbb{H}}(\cdot, z) - 2Q \log |\cdot|_+ + c) P_{\mathbb{H}}(dh)e^{(\gamma - Q)c} dc g(z)(2 \text{Im }z)^{-\gamma^2/2}|z|^{2\gamma^2(Q - \gamma)}d^2z
\]

which can be rewritten as \(\int \int f(\phi) g(z)\text{LF}_{\mathbb{H}}^{(\gamma,z)}(d\phi) d^2z\). Thus we have shown \([3.5]\).

Let \(M\) be a measure on \(H^{-1}(\mathbb{H})\) such that when \(\psi\) is sampled from \(M\) the law of the marked quantum surface \((\mathbb{H}, \psi, i)\) is \(\text{QD}_{1,0}\). By Proposition 3.5 if we sample \((\psi, g)\) from \(M \times m_{\mathbb{H}}\), then the law of the pair \((g \bullet \psi, \psi, g(i))\) is the law of \((\phi, z)\) under \(\frac{\gamma}{2(Q - \gamma)^2}\text{LF}_{\mathbb{H}}(d\phi)\mu_\phi(d^2z)\). By \([3.5]\) this equals:

\[
\frac{\gamma}{2(Q - \gamma)^2}\text{LF}_{\mathbb{H}}^{(\gamma,z)}(d\phi) d^2z.
\]

Let \(S\) be the quantum surface \((\mathbb{H}, g \bullet \psi, g(i))\). By Lemma 3.6 the joint law of \((S, g(i))\) is \(\text{QD}_{1,0} \times \left[\frac{\pi}{|\text{Im}z|^2}\right] d^2z\). Comparing to \([3.7]\), we see that if \(\phi\) is sampled from \(\text{LF}_{\mathbb{H}}^{(\gamma,z)}\), the law of \((\mathbb{H}, \phi, z)\) viewed as quantum surfaces with a marked point is \(\frac{2\pi(Q - \gamma)^2}{\gamma |\text{Im}z|^2} \text{QD}_{1,0}\).

We now give an LCFT description of \(\text{QD}_{1,1}\), which will be used in the proof of Theorem 1.1.

**Lemma 3.8.** For \(x \in \mathbb{R}\), the vague limit \(\text{LF}_{\mathbb{H}}^{(\gamma,i),\gamma(x)} := \lim_{\varepsilon \to 0} \varepsilon^{\gamma^2/4} e^{\gamma/2 \psi_\varepsilon(x)} \text{LF}_{\mathbb{H}}^{(\gamma,i)}(d\phi)\) exists. Moreover, if we sample \((h, c)\) from \((\frac{1}{\gamma} |x + eG_{\mathbb{H}}(i, x)\gamma^2/2 P_{\mathbb{H}} \times e^{(\gamma + \pi - Q)c} dc\), then the law of \(\phi = h + \gamma G_{\mathbb{H}}(\cdot, i) + \frac{\gamma}{2} G_{\mathbb{H}}(\cdot, x) - 2Q \log |\cdot|_+ + c\) is \(\text{LF}_{\mathbb{H}}^{(\gamma,i),\gamma(x)}\).

**Proof.** The proof is identical to that of Lemma 2.2.
Similarly as in Lemma 2.4, for \( x \neq x' \in \mathbb{R} \), \( \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x) \) and \( \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x') \) are related by the conformal coordinate change. Therefore they correspond to the same quantum surface modulo a multiplicative constant. The next proposition says that the quantum surface is QD$_{1,1}$.

**Proposition 3.9.** Let \( x_0 \in \mathbb{R} \) and let \( \phi \) be a sample from \( \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x_0) \). Then the law of the quantum surface \( (\mathbb{H}, \phi, i, x_0) \) is \( C_{x_0} \text{QD}_{1,1} \) for some constant \( C_{x_0} \).

**Proof.** Exactly as in (3.5), we have

\[
\text{LF}_{\mathbb{H}}^{(\gamma,i)}(d\phi)\nu_\phi(dx) = \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x)(d\phi) \, dx.
\]

Thus, by Theorem 3.4 if we sample a pair \((\phi, x) \in H^{-1}(\mathbb{H}) \times \mathbb{R}\) from the measure \( \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x)(d\phi) \, dx \), then the law of the quantum surface \( (\mathbb{H}, \phi, i, x) \) is \( \frac{\gamma}{2\pi(Q-\gamma)^2} \text{QD}_{1,1} \). For \( x \in \mathbb{R} \), let \( g_x \) be the conformal automorphism of \( \mathbb{H} \) fixing \( i \) and sending \( x \) to \( x_0 \). Similarly as in Lemma 2.4, there is an explicit constant \( C_x' \) such that when \( \phi \) is sampled from \( \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x) \) then the law of \( g_x \cdot \gamma \phi \) is \( C_x' \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x_0) \).

Thus, when a field \( \phi \) is sampled from \((\int_{\mathbb{R}} C_x' \, dx) \text{LF}_{\mathbb{H}}^{(\gamma,i)}(\gamma,x_0)\) then the law of the quantum surface \( (\mathbb{H}, \phi, i, x_0) \) is \( \frac{\gamma}{2\pi(Q-\gamma)^2} \text{QD}_{1,1} \). \( \square \)

### 3.2 Adding a bulk point to a 2-pointed quantum disk

In this section we consider the LCFT description of the weight \( W \) quantum disk (i.e. \( \mathcal{M}^\text{disk}_{0,2}(W) \)) marked by a bulk point. This will be used in the proof of our conformal welding result Theorem 4.1.

**Definition 3.10.** For \( W \geq \frac{2^2}{\gamma^2} \), recall \( \mathcal{M}^\text{disk}_{0,2}(W) \) from Definition 2.9. Let \( M \) be a measure on \( H^{-1}(\mathbb{H}) \) such that if \( \phi \) is sampled from \( M \) the law of \( (\mathbb{H}, \phi, 0, \infty) \) is \( \mathcal{M}^\text{disk}_{0,2}(W) \). Let \( (\phi, z) \) be sampled from \( M(d\phi)\mu_\phi(d^2z) \). We write \( \mathcal{M}^\text{disk}_{1,2}(W) \) for the law of \( (\mathbb{H}, \phi, z, 0, \infty) \) viewed as a marked quantum surface.

In Definition 3.10 \((\mathbb{H}, \phi, 0, \infty) \) can be replaced by any embedding of a sample from \( \mathcal{M}^\text{disk}_{0,2}(W) \). Starting from such an embedding, one simply needs to first reweigh by the total quantum area and then to add a point according to the quantum area measure. Recall the horizontal strip \( S = \mathbb{R} \times (0, \pi) \). Under the coordinates \((S, \pm \infty) \), a nice relation between the Liouville field on \( S \) and \( \mathcal{M}^\text{disk}_{0,2}(W) \) has been established in [AHS21], which we recall now.

**Definition 3.11.** Let \( P_S \) be the law of the free-boundary GFF on \( S \) defined above Definition 2.9 and let \( \mathbb{E}_S \) be the expectation over \( P_S \). Let \( \alpha \in \mathbb{R}, \beta < Q \) and \( z \in S \). Sample \((h, c) \) from \( C_S^{(\beta, \pm \infty), (\alpha, z)} P_S \times [e^{(\beta + \alpha - Q)c} dc] \), where \( C_S^{(\beta, \pm \infty), (\alpha, z)} := \lim_{\varepsilon \to 0} \mathbb{E}_S[\varepsilon^{\alpha^2/2} e^{\alpha(h(z) - (Q-\beta)|\text{Re } z|)]} \). Let

\[
\phi = h - (Q - \beta)|\text{Re } z| + \alpha G_S(z, z) + c
\]

where \( G_S(w, z) = G_{\mathbb{H}}(e^w, e^z) \). We write \( \text{LF}_S^{(\beta, \pm \infty), (\alpha, z)} \) for the law of \( \phi \). If \( \alpha = 0 \) we simply write it as \( \text{LF}_S^{(\beta, \pm \infty)} \).

**Theorem 3.12.** (Theorem 2.22 in [AHS21]). Fix \( W > \frac{\gamma^2}{2} \). Let \( \phi \) be as in Definition 2.9 so that \((S, \phi, +\infty, -\infty) \) is an embedding of a sample from \( \mathcal{M}^\text{disk}_{0,2}(W) \). Let \( T \in \mathbb{R} \) be sampled from the Lebesgue measure \( dt \) independently of \( \phi \). Let \( \widetilde{\phi}(z) = \phi(z + T) \). Then the law of \( \widetilde{\phi} \) is given by

\[
\frac{\gamma}{2(Q-\beta)^2} \text{LF}_S^{(\beta, \pm \infty)} \text{ where } \beta = Q + \frac{2}{\gamma} - \frac{W}{\gamma}.
\]

When a sample from \( \mathcal{M}^\text{disk}_{1,2}(W) \) is embedded as \((S, \phi, i\theta, \pm \infty) \) for some \( \theta \in (0, \pi) \), then \((\phi, \theta) \) are uniquely determined by the marked quantum surface structure. The following lemma is a straightforward variant of Theorem 3.12 that describes the joint law of \((\phi, \theta) \).
Lemma 3.13. Fix $W > \frac{\gamma^2}{2}$ and $\beta = Q + \frac{\gamma^2}{2} - \frac{W}{\gamma}$. When a sample from $\mathcal{M}_{1,2}^{\text{disk}}(W)$ is embedded as $(S, \phi, i\theta, +\infty, -\infty)$, then the law of $(\phi, \theta)$ is 
\[ \frac{\gamma}{2(Q-\beta)^2} LF_S^{(\gamma,\pm\infty)}(d\phi) d\theta \]

Proof. By Girsanov’s theorem as in (3.5) in the proof of Theorem 3.4, we have
\[ \frac{\gamma}{2(Q-\beta)^2} LF_S^{(\gamma,\pm\infty)}(d\phi) d\theta \]

Let $M$ be the law of $\phi$ in Theorem 3.12 so that the law of the marked quantum surface $(S, \phi, +\infty, -\infty)$ is $\mathcal{M}_{1,2}^{\text{disk}}(W)$. Now we sample $(\phi, z, T)$ according to $\mu_\phi(d^2z)M(d\phi)dt$, where $dt$ corresponding to the Lebesgue measure on $\mathbb{R}$. Similarly as in the proof of Theorem 3.4, let $\bar{\phi}(z) = \phi(z + T)$ and $u = z - T$. Then by Theorem 3.12 and the definition of $\mathcal{M}_{1,2}^{\text{disk}}(W)$, the law of $(\bar{\phi}, u)$ is
\[ \frac{\gamma}{2(Q-\beta)^2} LF_S^{(\gamma,\pm\infty)}(d\phi) d\theta \]

Let $S$ be the marked quantum surface $(S, \bar{\phi}, u, -\infty, \infty)$. Since $\text{Re} u = \text{Re} z + T$ and $dt$ is translation invariant, the joint law of $(S, \text{Re} u)$ is $\mathcal{M}_{1,2}^{\text{disk}}(W) \times dt$. Comparing to (3.9), we see that for each $t \in \mathbb{R}$, if $(\phi, \theta)$ is sampled from $LF_S^{(\gamma,\pm\infty)}(d\phi) d\theta$, then the law of $(S, \phi, t + i\theta, +\infty, -\infty)$ viewed as a marked quantum surface is $\mathcal{M}_{1,2}^{\text{disk}}(W)$. Setting $t = 0$ we conclude. 

The following lemma allows us to transfer the LCFT description of $\mathcal{M}_{1,2}^{\text{disk}}(W)$ from $S$ to $\mathbb{H}$.

Lemma 3.14. Suppose $\alpha \in \mathbb{R}$ and $u \in S$ such that $\text{Re} u = 0$. Let $\exp : S \to \mathbb{H}$ be the map $z \mapsto e^z$. If $\phi$ is sampled from $LF_S^{(\alpha, u)}$ then the law of $\exp \circ \phi$ is $LF_{\mathbb{H}}^{(\alpha, e^u)}$.

Proof. It is easy to check that for $z \in S$ we have $C_S^{(0,\pm\infty)}(\alpha, z) = e^{-\alpha(Q+\alpha)} \text{Re} z + \frac{2}{\gamma} \text{Re} z (2 \text{Im} e^z - \alpha^2/2)$, so for $u \in S$ with $\text{Re} u = 0$ we have $C_S^{(0,\pm\infty)}(\alpha, u) = C_{\mathbb{H}}^{(\alpha, e^u)}$. Here $C_{\mathbb{H}}^{(\alpha, z_0)} = (2 \text{Im} z_0)^{-\alpha^2/2} |z_0|^{-2\alpha(1-Q)}$ is the prefactor in front of $P_H \times [e^{(\alpha-Q)e^u}dc]$ in the description of $LF_{\mathbb{H}}^{(\alpha, z_0)}$ from Lemma 2.2. Finally, since the law of $\tilde{\mathcal{H}} := h \circ \exp^{-1}$ is $P_H$ and $G_S(z, w) = G_{\mathbb{H}}(e^z, e^w)$, we see that
\[ \text{exp} \circ \phi \left( h - Q \text{Re} |z| + \alpha G_S(\cdot, z) \right) = \tilde{\mathcal{H}} - 2Q \log |\cdot| + \alpha G_{\mathbb{H}}(\cdot, e^z). \]
Adding a random constant $c$ sampled from $e^{(\alpha-Q)e^u}dc$ completes the proof. 

We only record the LCFT description of $\mathcal{M}_{1,2}^{\text{disk}}(2 + \gamma^2)$ since it is particularly simple, and it is also the only case we need for our conformal welding result Theorem 4.1.

Lemma 3.15. Sample $(\phi, x)$ from $LF_{\mathbb{H}}^{(\gamma, i)} \times dx$ where $dx$ is the Lebesgue measure on $\mathbb{R}$. Then the law of $(\mathbb{H}, h, i, \infty, x)$ viewed as marked quantum surface is $\frac{2Q^2}{\gamma} \mathcal{M}_{1,2}^{\text{disk}}(2 + \gamma^2)$.

Proof. Since $W = 2 + \gamma^2$, we have $\beta = Q + \frac{\gamma^2}{2} = 0$. By Lemma 3.13 there is a constant $C \in (0, \infty)$ such that if $(\phi_1, \theta)$ is sampled from $LF_S^{(\gamma, \theta i)}(d\phi_1) 1_{0 \leq \theta < \epsilon} d\theta$, then the law of the marked quantum surface $(S, \phi_1, \theta i, +\infty, -\infty)$ is $\frac{2Q^2}{\gamma} \mathcal{M}_{1,2}^{\text{disk}}(2 + \gamma^2)$. By Lemma 3.14, if we set $\phi_2 := \text{exp} \circ \phi_1$, then the law of $(\phi_2, \theta)$ is $LF_{\mathbb{H}}^{(\gamma, \theta i)}(d\phi_2) 1_{0 \leq \theta < \epsilon} d\theta$, and the law of marked quantum surface $(\mathbb{H}, \phi_2, e^{\frac{\theta i}{\gamma}}, \infty, 0)$ is $\frac{2Q^2}{\gamma} \mathcal{M}_{1,2}^{\text{disk}}(2 + \gamma^2)$.

Finally, let $f_\theta : \mathbb{H} \to \mathbb{H}$ be the conformal automorphism fixing $\infty$ and sending $e^{\theta i} \mapsto i$ (i.e. $f_\theta(z) = \frac{z}{\sin \theta} - \cot \theta$). Setting $\phi := f_\theta \circ \phi_2$ and $x = f_\theta(0)$, the law of $(\phi, \theta)$ is $\frac{1}{\sin^2 \theta} LF_{\mathbb{H}}^{(\gamma, \theta i)}(d\phi) 1_{0 \leq \theta < \epsilon} d\theta$ by Lemma 2.4, so it is a calculus exercise to check that the law of $(\phi, x)$ is $LF_{\mathbb{H}}^{(\gamma, \theta i)} \times dx$. On the other hand, the law of the marked quantum surface $(\mathbb{H}, \phi, i, \infty, x)$ is $\frac{2Q^2}{\gamma} \mathcal{M}_{1,2}^{\text{disk}}(2 + \gamma^2)$.

\[ \square \]
4 Proof of the FZZ formula

In this section we carry out the strategy outlined in Section 1.2 to prove Theorem 1.1. In Section 4.1 we make a precise statement (Theorem 4.1) about the conformal welding results for QD_{1,1} and \( \mathcal{M}_{0,2}^{\text{disk}}(\gamma^2/2) \) that we discussed in Section 1.2. We postpone its proof to Section 5. In Section 4.2 we prove the extension of it where the weight of the bulk insertion is generic. Based on this, for \( \alpha \in (\frac{2}{7}, Q - \frac{2}{7}) \) we identify the inverse gamma distribution for the area law in Section 4.3. In Section 4.4, by relating the inverse gamma distribution and FZZ formula, we prove that \( U(\alpha) = U_{\text{FZZ}}(\alpha) \) for \( \alpha \in (\frac{2}{7}, Q) \), and hence the inverse gamma law for this range also. Finally in Corollary 4.19 we extend the probabilistic definition of \( U(\alpha) \) to the range \( \alpha \in (\frac{2}{7}, Q) \) in a way that matches \( U_{\text{FZZ}}(\alpha) \).

4.1 SLE bubble zipper with a quantum typical bulk insertion

Let Bubble_{\mathbb{H}}(i, 0) be the space of counterclockwise simple loops on \( \mathbb{H} \) that pass through 0 and surround \( i \). More precisely, an oriented simple closed loop \( \eta \) on \( \mathbb{C} \) is in Bubble_{\mathbb{H}}(i, 0) if and only if \( 0 \in \eta, (\eta \setminus \{0\}) \subset \mathbb{H}, i \) is inside the bounded component of \( \mathbb{H} \setminus \eta \), and \( \eta \) surrounds \( i \) counterclockwise. For \( \eta \in \text{Bubble}_{\mathbb{H}}(i, 0) \), let \( D_\eta(i) \) and \( D_\eta(\infty) \) be the bounded and unbounded components of \( \mathbb{H} \setminus \eta \), respectively. The point 0 corresponds to two boundary points on \( D_\eta(\infty) \) which we denote by \( 0^- \) and \( 0^+ \) such that \( \eta \) goes from \( 0^- \) to \( 0^+ \).

Recall QD_{1,1}(\ell) and \( \mathcal{M}_{0,2}^{\text{disk}}(\gamma^2/2; \ell, \cdot) \) as defined in Sections 2.3 and 2.4. Our proof of the FZZ formula relies on the following conformal welding equation in the same spirit as Theorem 2.13.

**Theorem 4.1.** There exists a unique probability measure \( m \) on \( \text{Bubble}_{\mathbb{H}}(i, 0) \) such that the following holds. Suppose \( (\phi, \eta) \) is sampled from \( \text{LF}_{\mathbb{H}}^{(\gamma^2, i)} \times m \). Then the law of \( (D_\eta(0), \phi, i, 0) \) and \( (D_\eta(\infty), \phi, 0^-, 0^+) \) viewed as a pair of marked quantum surfaces is given by

\[
C \int_0^\infty \text{QD}_{1,1}(r) \times \mathcal{M}_{0,2}^{\text{disk}}(\gamma^2/2; r, \cdot) \, dr \quad \text{for some constant } C \in (0, \infty) .
\]

Similarly as in Theorem 2.13, Theorem 4.1 says that if we conformally weld QD_{1,1} and \( \mathcal{M}_{0,2}^{\text{disk}}(\gamma^2/2) \), we get the curve decorated quantum surface whose embedding can be described by \( \text{LF}_{\mathbb{H}}^{(\gamma^2, i)} \times m \). The proof of Theorem 4.1 uses ideas which are orthogonal to the rest of the proof of Theorem 1.1. Therefore we postpone the proof of Theorem 4.1 to Section 5. As part of that proof we will show that the measure \( m \) comes from collapsing the end points of a family of SLE_{\kappa}(\rho_-; \rho_+) \) curves while conditioning on surrounding \( i \). For the purpose of proving Theorem 4.1 we do not need such a detailed description of \( m \).

4.2 SLE bubble zipper with a generic bulk insertion

In this section we extend Theorem 4.1 from the \( \gamma \)-bulk insertion to the case of a generic one. We start by defining quantum disks with an \( \alpha \)-bulk insertion.

**Definition 4.2.** For \( \alpha \in \mathbb{R} \), let \( \phi \) be sampled from \( \text{LF}_{\mathbb{H}}^{(\alpha, i)} \). We write \( \mathcal{M}_{1,0}^{\text{disk}}(\alpha) \) as the infinite measure describing the law of \( (\mathbb{H}, \phi, i) \) as a marked quantum surface. Similarly, when \( \phi \) is sampled from \( \text{LF}_{\mathbb{H}}^{(\alpha, i)}(\gamma, 0) \) as defined in Lemma 3.8, we write \( \mathcal{M}_{1,1}^{\text{disk}}(\alpha) \) as the law of \( (\mathbb{H}, \phi, i, 0) \) as a marked quantum surface.
We parameterize $M$ and it behaves nicely under Girsanov transform; see Lemma 4.7.  

We parametrize $\mathcal{M}_{1,0}^{\text{disk}}(\alpha)$ by the log singularity $\alpha$ because this is the one used in the FZZ formula and it behaves nicely under Girsanov transform; see Lemma 4.7.

By Proposition 3.9, $\mathcal{M}_{1,1}^{\text{disk}}(\gamma) = \text{CQD}_{1,1}$ for some constant $C$. Therefore, Theorem 4.1 says that modulo a multiplicative constant, conformally welding samples from $\mathcal{M}_{1,1}^{\text{disk}}(\gamma)$ and $\mathcal{M}_{0,2}^{\text{disk}}(\gamma^2/\tau^2)$, we get a sample from $\tilde{L}_\gamma$ decorated with an independent SLE curve. In this section we show that the same holds with $\gamma$ replaced by $\alpha$.

We first give an explicit description of the disintegration of $\mathcal{M}_{1,0}^{\text{disk}}(\alpha)$ over the boundary length.

**Lemma 4.4.** For $\alpha \in \mathbb{R}$ and $h$ sampled from $P_h$, let $\tilde{h}(z) = h(z) - 2Q \log |z|_+ + \alpha G_{\mathbb{H}}(z,i)$ and $L = \nu^\alpha_{\tilde{h}}(\mathbb{R})$. For $\ell > 0$, let $\tilde{L}_\ell^{(\alpha,i)}(\ell)$ be the law of $\tilde{h} + \frac{2}{\gamma} \log \frac{\ell}{\tau}$ under the reweighted measure $2^{-\alpha/2} \frac{1}{\gamma} \mathcal{L}^\alpha \mathcal{P}_{\tilde{h}}$, and let $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; \ell)$ be the measure on quantum surfaces $(\mathbb{H}, \phi, i)$ with $\phi$ sampled from $\tilde{L}_\ell^{(\alpha,i)}(\ell)$. Then $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; \ell)$ is a measure on quantum surfaces with boundary length $\ell$, and

$$\tilde{L}_\ell^{(\alpha,i)}(\ell) = \int_0^\infty \tilde{L}_\ell^{(\alpha,i)}(\ell) d\ell, \quad \mathcal{M}_{1,0}^{\text{disk}}(\alpha; \ell) = \int_0^\infty \mathcal{M}_{1,0}^{\text{disk}}(\alpha; \ell) d\ell. \quad (4.1)$$

**Proof.** It is clear that $\tilde{L}_\ell^{(\alpha,i)}(\ell)$ a.e. we have $\nu_{\tilde{h}}(\mathbb{R}) = \ell$. To see that $\int_0^\infty \tilde{L}_\ell^{(\alpha,i)}(\ell) d\ell = \tilde{L}_\ell^{(\alpha,i)}(\ell)$, we note that for any nonnegative measurable function $F$ on $H^{-1}(\mathbb{H})$ we have

$$\int_0^\infty \int F(\tilde{h} + \frac{2}{\gamma} \log \frac{\ell}{\tau}) e^{-\alpha/2} \frac{1}{L^\alpha} \mathcal{P}_{\tilde{h}}(dh) d\ell = \int \int F(\tilde{h} + c) 2^{-\alpha/2} e^{-(\alpha-Q)c} dc \mathcal{P}_{\tilde{h}}(dh)$$

using Fubini’s theorem and the change of variable $c = \frac{2}{\gamma} \log \frac{\ell}{\tau}$. This yields $\int_0^\infty \tilde{L}_\ell^{(\alpha,i)}(\ell) d\ell = \tilde{L}_\ell^{(\alpha,i)}(\ell)$, since the left hand side of the above equation characterizes $\int_0^\infty \tilde{L}_\ell^{(\alpha,i)}(\ell) d\ell$ and the right hand side gives $\tilde{L}_\ell^{(\alpha,i)}(\ell)$ thanks to Lemma 2.2. The second identity in (4.1) then follows from definition. 

We state without proof the variant of this lemma for $\mathcal{M}_{1,1}^{\text{disk}}(\alpha)$.

**Lemma 4.5.** For $\alpha \in \mathbb{R}$ and $h$ sampled from $P_h$, let $\tilde{h}(z) = h(z) - 2Q \log |z|_+ + \alpha G_{\mathbb{H}}(z,i) + \frac{2}{\gamma} G_{\mathbb{H}}(z,0)$ and $L = \nu^\alpha_{\tilde{h}}(\mathbb{R})$. For $\ell > 0$, let $\tilde{L}_\ell^{(\alpha,i)}(\ell)$ be the law of $\tilde{h} + \frac{2}{\gamma} \log \frac{\ell}{\tau}$ under the reweighted measure $2^{-\alpha/2} \frac{1}{\gamma} \mathcal{L}^\alpha \mathcal{P}_{\tilde{h}}$, and let $\mathcal{M}_{1,1}^{\text{disk}}(\alpha; \ell)$ be the measure on quantum surfaces $(\mathbb{H}, \phi, i)$ with $\phi$ sampled from $\tilde{L}_\ell^{(\alpha,i)}(\ell)$. Then $\mathcal{M}_{1,1}^{\text{disk}}(\alpha; \ell)$ is a measure on quantum surfaces with boundary length $\ell$, and

$$\tilde{L}_\ell^{(\alpha,i)}(\gamma,0) = \int_0^\infty \tilde{L}_\ell^{(\alpha,i)}(\gamma,0)(\ell) d\ell, \quad \mathcal{M}_{1,1}^{\text{disk}}(\alpha) = \int_0^\infty \mathcal{M}_{1,1}^{\text{disk}}(\alpha; \ell) d\ell. \quad (4.2)$$

To generalize Theorem 4.1, we also need to deform our measure on curves. Given $\eta \in \text{Bubble}_{\mathbb{H}}(i,0)$, let $\psi_\eta : \mathbb{H} \to D_\eta(i)$ be the unique conformal map fixing $i$ and 0. Let $m$ be the measure on $\text{Bubble}_{\mathbb{H}}(i,0)$ in Theorem 4.1 and $\Delta(\alpha) = \frac{\alpha}{2}(Q - \frac{\alpha}{2})$. Let $m_\alpha$ be the measure on $\text{Bubble}_{\mathbb{H}}(i,0)$ obtained by reweighting $m$ as follows:

$$\frac{dm_\alpha}{dm}(\eta) = |\psi_{\eta}'(i)|^{2\Delta(\alpha) - 2}. \quad (4.3)$$
We now are ready to state the bubble zipper result for quantum disk with \( \alpha \)-bulk insertion. We consider only \( \alpha > \frac{\gamma}{2} \); for such \( \alpha \) we have \( |\text{LF}_{\text{H}}^{(\alpha,i)}(1)| < \infty \) by Lemma 2.7.

**Theorem 4.6.** There exists \( C \in (0, \infty) \) such that the following holds. For \( \alpha > \frac{\gamma}{2} \), suppose \((\phi, \eta)\) is sampled from \( \text{LF}_{\text{H}}^{(\alpha,i)}(1) \times \mu_\alpha \). Then the law of \((D_\eta(0), \phi, i, 0)\) and \((D_\eta(\infty), \phi, 0^-, 0^+)\) viewed as a pair of marked quantum surfaces is given by

\[
C \int_0^\infty \mathcal{M}_1^{\text{disk}}(\alpha; r) \times \mathcal{M}_2^{\text{disk}}(\frac{\gamma^2}{2}; 1, r) \, dr.
\]  

(4.4)

The proof of Theorem 4.6 is similar in spirit to that of [AHS21, Proposition 4.5]. We begin by explaining how a Liouville field with specified boundary length changes under a suitable reweighting.

**Lemma 4.7.** Let \( \alpha > \frac{\gamma}{2} \). For any \( \ell > 0, \varepsilon \in (0, 1) \) and for any nonnegative measurable function \( f \) on \( H^{-1}(\mathbb{H}) \) for which \( \phi \mapsto f(\phi) \) only depends on \( \phi|_{\partial B}(i) \),

\[
\int f(\phi) \times e^{\frac{\varepsilon}{2}(\alpha^2-\gamma^2)} e^{(\alpha-\gamma)\phi(i)} d\text{LF}_{\text{H}}^{(\gamma,i)}(\ell) = \int f(\phi) d\text{LF}_{\text{H}}^{(\alpha,i)}(\ell).
\]  

Moreover, the same holds when we replace \( \text{LF}_{\text{H}}^{(\gamma,i)} \) and \( \text{LF}_{\text{H}}^{(\alpha,i)} \) with \( \text{LF}_{\text{H}}^{(\gamma,i),(\gamma,0)} \) and \( \text{LF}_{\text{H}}^{(\alpha,i),(\gamma,0)} \).

**Proof.** We only explain the proof of (4.5) since the same argument works for \( \text{LF}_{\text{H}}^{(\gamma,i),(\gamma,0)} \) and \( \text{LF}_{\text{H}}^{(\alpha,i),(\gamma,0)} \). For a GFF \( h \) sampled from \( P_{\text{H}} \), let \( \tilde{h} := h - 2Q \log |\cdot|^+ + \gamma G_{\text{H}}(\cdot, i) \). Let \( \theta_{\varepsilon} \) be the uniform probability measure on \( \partial B(i) \) and let \( \delta := (2 \log |\cdot|^+ + \theta_{\varepsilon}) \), where \((\cdot, \cdot)\) means pairings of generalized functions hence \((\cdot, \varepsilon)\) means average over \( \theta_{\varepsilon} \). Recall \( G_{\text{H}}(x, y) = E[h(x)h(y)] \) from (2.3).

We see that \((G_{\text{H}}(\cdot, i), \theta_{\varepsilon}) = -\log(2\varepsilon) + \delta \). Thus, \( \tilde{h}(i) = h(i) + (\gamma - Q)\delta - \log(2\varepsilon) \). Let \( E = E_{\text{H}} \) be the expectation over \( P_{\text{H}} \). By the description of LF\( ^{(\gamma,i)} \) from Lemma 2.2, we have

\[
\int \frac{\mathcal{M}^{\text{disk}}(\alpha; r) \times \mathcal{M}^{\text{disk}}(\frac{\gamma^2}{2}; 1, r) \, dr}{C}.
\]

(4.6)

Define \( G_{\text{H}}^{\varepsilon}(z, i) := E[h(z)h(i)] = G_{\text{H}}(z, i, \theta_{\varepsilon}) \). Then \( G_{\text{H}}^{\varepsilon}(z, i) \|_{\partial B(i)} = G_{\text{H}}(z, i) \|_{\partial B(i)} + \delta \). By the Girsanov Theorem and the fact that \( f(\phi) \) only depends on \( \phi|_{\partial B(i)} \), we have

\[
\int \mathbb{E}[e^{(\alpha-\gamma)h_{\varepsilon}(i)} f(\tilde{h} + c)]e^{(\alpha-Q)c} dc = \mathbb{E}[e^{(\alpha-\gamma)h_{\varepsilon}(i)} \int \mathbb{E}[f(\tilde{h} + (\alpha - \gamma)G_{\text{H}}(\cdot, i) + (\alpha - \gamma)\delta + c)]e^{(\alpha-Q)c} dc dc.
\]  

(4.7)

Since \( \text{Var}(h_{\varepsilon}(i)) = \iint G_{\text{H}}(z, w)\theta_{\varepsilon}(dz)\theta_{\varepsilon}(dw) = -\log(2\varepsilon) + 2\delta \), we have

\[
\mathbb{E}[e^{(\alpha-\gamma)h_{\varepsilon}(i)}] = (2\varepsilon)^{-\frac{1}{2}(\alpha^2-\gamma^2)} e^{(\alpha-\gamma)^2\delta}.
\]  

(4.8)

On the other hand, with the change of variable \( c' = (\alpha - \gamma)\delta + c \), we get

\[
\int \mathbb{E}[f(\tilde{h} + (\alpha - \gamma)G_{\text{H}}(\cdot, i) + (\alpha - \gamma)\delta + c)]e^{(\alpha-Q)c} dc
\]

\[
eq e^{-(\alpha-\gamma)(\alpha-Q)\delta} \int \mathbb{E}[f(\tilde{h} + (\alpha - \gamma)G_{\text{H}}(\cdot, i) + c')]e^{(\alpha-Q)c'} dc' = e^{-(\alpha-\gamma)(\alpha-Q)\delta} \mathbb{E}[e^{(\alpha-\gamma)h_{\varepsilon}(i)}].
\]  

(4.6)}
Combining this with (4.6), (4.7) and (4.8), and since
\[ 2^{-\frac{a^2}{r}} (2\varepsilon)^{\frac{1}{2}(\alpha-\gamma)^2} e^{(\alpha-\gamma)(\gamma-Q)\delta} (2\varepsilon)^{-\frac{1}{2}(\alpha-\gamma)^2} e^{(\alpha-\gamma) 2\delta} e^{-(\alpha-\gamma)(\alpha-Q)\delta} 2^{\frac{a^2}{r}} = 1, \]
we have
\[ \int f(\phi) \times \varepsilon^{\frac{1}{2}(\alpha-\gamma)^2} e^{(\alpha-\gamma)(\gamma-Q)\delta} d\mathcal{L}_{\mathcal{H}}^{(i)} = \int f(\phi) d\mathcal{L}_{\mathcal{H}}^{(i)}. \]
Disintegrating over \( \ell \) completes the proof.

We also need the following analog of Lemma 4.7 which is proved in the same way.

**Lemma 4.8.** Let \( \alpha > \frac{2}{7} \), and let \( \eta \in \text{Bubble}_{\mathbb{H}}(i,0) \). Let \( \psi_\eta : \mathbb{H} \to D_\eta(i) \) be the conformal map fixing 0 and \( i \), and let \( \mathbb{H}_{\eta,e} := \mathbb{H} \backslash \psi_\eta(B_\varepsilon(i)) \). Let \( \theta_\varepsilon \) be the uniform probability measure on \( \partial B_\varepsilon(i) \) and \( \hat{\theta}_\varepsilon := (\psi_\eta)_\ast \theta_\varepsilon \). For any \( \ell > 0, \varepsilon \in (0,1) \) and for any nonnegative measurable function \( f \) on \( H^{-1}(\mathbb{H}) \) for which \( \phi \mapsto f(\phi) \) only depends on \( \phi|_{\mathbb{H}_{\eta,e}} \), we have
\[ \int f(\phi|_{\mathbb{H}_{\eta,e}}) \times \varepsilon^{\frac{1}{2}(\alpha-\gamma)^2} e^{(\alpha-\gamma)(\gamma-Q)\delta} d\mathcal{L}_{\mathbb{H}}^{(i)}(\ell) = \int f(\phi|_{\mathbb{H}_{\eta,e}}) \times |\psi_\eta'|(i)|^2 (\gamma-\alpha^2) d\mathcal{L}_{\mathbb{H}}^{(i)}(\ell). \]

**Proof.** Let \( \delta := (2 \log |\cdot| + \hat{\theta}_\varepsilon) \) and \( G_{\mathbb{H}}(z,i) := (G_{\mathbb{H}}(z,\cdot), \hat{\theta}_\varepsilon) \). Then for \( z \in \mathbb{H}_{\eta,e} \),
\[ G_{\mathbb{H}}^\varepsilon(z,i) = (\log |z - \psi_\eta(\cdot)| - \log |z + \psi_\eta(\cdot)|, \theta_\varepsilon) + 2 \log |z| + \delta \]
\[ = - \log |z-i| - \log |z+i| + 2 \log |z| + \delta = G_{\mathbb{H}}(z,i) + \delta. \]
Indeed, since \( - \log |z - \cdot| - \log |z + \cdot| \) is harmonic on \( D \) and \( \psi_\eta \) is conformal, the map \( - \log |z - \psi_\eta(\cdot)| - \log |z + \psi_\eta(\cdot)| \) is harmonic on \( B_\varepsilon(i) \).

Let \( \eta_\varepsilon = \psi(\partial B_\varepsilon(i)) \), then \( \hat{\theta}_\varepsilon \) is the harmonic measure on \( \eta_\varepsilon \) viewed from \( i \). It is well known that \( \int \log |z-i| \hat{\theta}_\varepsilon(dz) \) is the conformal radius of \( \eta_\varepsilon \) viewed from \( i \), and this conformal radius can alternatively be computed as \( \varepsilon |\psi_\eta'|(i)| + \delta \).

Finally, \( \text{Var}(h, \hat{\theta}_\varepsilon) = \int G_{\mathbb{H}}^\varepsilon(z,i) \hat{\theta}_\varepsilon(dz) = - \log |2 \varepsilon |\psi_\eta'||(i)| + 2 \delta \). Now the exact same computation in Lemma 4.7 with (2.6) in (4.6) and (4.8) replaced by (2 \varepsilon |\psi_\eta'||(i)|) gives Lemma 4.8.

**Proof of Theorem 4.6.** With slight abuse of notation, Theorem 4.1 gives
\[ \mathcal{L}_{\mathcal{H}}^{(i)}(1) \times m = C \int_0^\infty \mathcal{M}_{1,1}^{\text{disk}}(\gamma;r) \times \mathcal{M}_{0,2}^{\text{disk}}(\frac{\gamma^2}{2};1, r) dr, \]
where (4.9) should be interpreted as saying that when a pair of quantum surfaces is sampled from the right hand side, conformally welded, then embedded by sending the bulk and boundary points to \( i \) and 0 in \( \mathbb{H} \), the law of the resulting field and curve \((\phi, \eta)\) is the left hand side. In our argument we will treat the right hand side of (4.9) as a measure on pairs \((\phi, \eta)\).

We use the notation of Lemma 4.8, so \( \psi_\eta : \mathbb{H} \to D_\eta(i) \) is a conformal map. Define
\[ X = \phi \circ \psi_\eta + Q \log |\psi_\eta'|. \]
For \( \varepsilon \in (0,1) \) and \( f \) a nonnegative measurable function of \( \phi|_{\mathbb{H}_{\eta,e}} \), and \( g \) a nonnegative measurable function of \( \eta \), weighting (4.9) gives
\[ \int f(\phi|_{\mathbb{H}_{\eta,e}}) g(\eta) \varepsilon^{\frac{1}{2}(\alpha-\gamma)^2} e^{(\alpha-\gamma)X_\varepsilon(i)} d\mathcal{L}_{\mathcal{H}}^{(i)}(1) \times m \]
\[ = C \int_0^\infty \left( \int f(\phi|_{\mathbb{H}_{\eta,e}}) g(\eta) \varepsilon^{\frac{1}{2}(\alpha-\gamma)^2} e^{(\alpha-\gamma)X_\varepsilon(i)} \mathcal{M}_{1,1}^{\text{disk}}(\gamma;r) \times \mathcal{M}_{0,2}^{\text{disk}}(\frac{\gamma^2}{2};1, r) \right) dr. \]
Since $\psi'_0$ is holomorphic, $\log|\psi'_0|$ is harmonic so $(\log|\psi'_0|, \theta_\varepsilon) = (\log|\psi'_0(i)|)$. Thus

$$X_\varepsilon(i) = (X, \theta_\varepsilon) = (\phi \circ \psi_\eta + Q \log|\psi'_0|, \theta_\varepsilon) = (\phi, \hat{\theta}_\varepsilon) + Q \log|\psi'_0(i)|. \quad (4.12)$$

By (4.12) and Lemma 4.8, the expression (4.10) equals

$$\int f(\psi_h|_{\mathbb{H},c})g(\eta)|\psi'_0(i)|^{-\frac{2}{\gamma} + \frac{Q}{2} - \gamma} \lf_{\mathbb{H}}^{(\alpha,i)}(1) \times m.$$

Recall that $m_\alpha = |\psi'_0(i)|^{-\frac{2}{\gamma} + \frac{Q}{2} - \gamma}$. By Lemma 4.7 the integral (4.11) equals

$$C \int_0^\infty \left( \int f(\psi_h|_{\mathbb{H},c})g(\eta)M_{1,1}^{\text{disk}}(\alpha; r) \times M_{0,2}^{\text{disk}}(\frac{c^2}{2}, 1, r) \right) dr.$$

The result follows by equating the above two integrals and sending $\varepsilon \to 0$.

A priori it is not clear whether $m_\alpha$ is finite. Using Theorem 4.6 we have the following.

**Lemma 4.9.** For $\alpha \in (\frac{2}{\gamma}, Q + \frac{2}{\gamma})$, the measure $m_\alpha$ is finite.

**Proof.** Consider the event that $\nu_\phi(\mathbb{R}) \in [1, 2]$ where $(\phi, \eta)$ is sampled LF$_{\mathbb{H}}^{(\alpha,i)} \times m_\alpha$. Evaluating the size of this event using the two descriptions of the same measure of Theorem 4.6 since $|M_{1,1}^{\text{disk}}(\alpha; r)| \propto r^{\frac{2}{\gamma}(\alpha - Q)}$ by Lemma 4.5 and $M_{0,2}^{\text{disk}}(\frac{c^2}{2}, \ell, r) \propto (\ell^4/\gamma^2 + r^4/\gamma^2)^{\frac{a-2}{2}}$ by Lemma 2.15 we get for some constant $C \in (0, \infty)$

$$\lf_{\mathbb{H}}^{(\alpha,i)}(\{\nu_\phi(\mathbb{R}) \in (1, 2)\})|m_\alpha| = C \int_0^\infty \int_1^2 \int \frac{\ell^4/\gamma^2 - r^4/\gamma^2 - 1}{(\ell^4/\gamma^2 + r^4/\gamma^2)^2} d\ell dr.$$

Since $\frac{\ell^4/\gamma^2 - r^4/\gamma^2 - 1}{(\ell^4/\gamma^2 + r^4/\gamma^2)^2} \leq \frac{\ell^4/\gamma^2 - r^4/\gamma^2 - 1}{(1 + r^4/\gamma^2)^2}$ for $\ell \in (1, 2)$, we conclude that

$$\lf_{\mathbb{H}}^{(\alpha,i)}(\{\nu_\phi(\mathbb{R}) \in (1, 2)\})|m_\alpha| < C 2^{4/\gamma^2} \int_0^\infty \frac{r^{\frac{2}{\gamma} - 2}}{(1 + r^4/\gamma^2)^2} dr < \infty,$$

where finiteness follows from $\alpha \in (\frac{2}{\gamma}, Q + \frac{2}{\gamma})$. Since $\lf_{\mathbb{H}}^{(\alpha,i)}(\{\nu_\phi(\mathbb{R}) \in (1, 2)\}) > 0$ we get $|m_\alpha| < \infty$.

The following proposition is a rephrasing of Theorem 4.6 which is more convenient for our argument in Section 4.3.

**Proposition 4.10.** Fix $\alpha \in (\frac{2}{\gamma}, Q + \frac{2}{\gamma})$ and sample $\phi$ from LF$_{\mathbb{H}}^{(\alpha,i)}(1)^\#$ (so $(\mathbb{H}, \phi, i)$ has law $M_{1,0}^{\text{disk}}(\alpha; 1)^\#$). Let $\eta$ be a sample of $m_{\phi}^\#$ independent of $\phi$. Let $\mathcal{L}$ be the quantum length of $\eta$ and $\phi_0 = \phi - \frac{\varepsilon}{2} \log \mathcal{L}$. Then $(D_\eta(i), \phi_0, i, 0)$ and $(D_\eta(\infty), \phi_0, 0^-, 0^+)$ viewed as marked quantum surfaces are independent. The law of the former is $M_{1,1}^{\text{disk}}(\alpha; 1)^\#$. The law of the latter is the probability measure proportional to $\int_0^\infty r^{\frac{2}{\gamma}(\alpha - Q)} M_{0,2}^{\text{disk}}(\frac{c^2}{2}; 1, r) dr$.

**Proof.** From the definition of $M_{1,0}^{\text{disk}}(\alpha; r)$, we see that if $(D, \psi, z)$ is sampled from $M_{1,0}^{\text{disk}}(\alpha; r)^\#$ then $(D, \psi - \frac{\varepsilon}{2} \log r, z)$ has law $M_{1,0}^{\text{disk}}(\alpha; 1)^\#$. Since $M_{1,0}^{\text{disk}}(\alpha; 1)^\#$ and $M_{1,1}^{\text{disk}}(\alpha; 1)^\#$ are the same if we ignore the boundary marked point for $M_{1,1}^{\text{disk}}(\alpha; 1)^\#$, by Theorem 4.6, the joint law of $(D_\eta(i), \phi_0, i, 0)$ and $(D_\eta(\infty), \phi_0, 0^-, 0^+)$ is the probability measure proportional to

$$M_{1,1}^{\text{disk}}(\alpha; 1)^\# \times \int_0^\infty \left| M_{1,1}^{\text{disk}}(\alpha; r) M_{0,2}^{\text{disk}}(\frac{c^2}{2}; 1, r) \right| dr.$$

Finally, since $|M_{1,1}^{\text{disk}}(\alpha; r)| = r |M_{1,0}^{\text{disk}}(\alpha; r)| \propto r^{\frac{2}{\gamma}(\alpha - Q)}$ by Lemma 2.7 we are done.
4.3 Identification of the inverse gamma distribution

By definition, $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)^\#$ and $\mathcal{M}_{1,1}^{\text{disk}}(\alpha; 1)^\#$ are the same if we ignore the boundary marked point. Therefore, Proposition 4.10 can be viewed as a recursive property for $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)^\#$. The main goal of this subsection is to use this property to identify the law of its quantum area. 

**Proposition 4.11.** For $\alpha \in (\frac{1}{2}, Q - \frac{1}{4})$, the law of the quantum area of a sample from $\mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)^\#$ is the inverse gamma distribution with shape $\frac{1}{\gamma}(Q - \alpha)$ and scale $\frac{1}{4 \sin \frac{\pi}{2\gamma}}$. 

In the setting of Proposition 4.10, we write $\mathcal{A}_0 = \mu_\phi(H)$ and $\mathcal{A}_1 = \mu_{\phi_0}(D_\eta(i))$. Let $\mathcal{A} = \mu_\phi(D_\eta(\infty))$ and recall that $\mathcal{L}$ is the quantum length of $\eta$. Then $\mathcal{A}_0$ and $\mathcal{A}_1$ agree in law, $\mathcal{A}_1$ is independent of $(\mathcal{A}, \mathcal{L})$, and 

$$\mathcal{A}_0 = \mathcal{A} + \mathcal{L}^2 \mathcal{A}_1$$

since $\mathcal{L}^2 \mathcal{A}_1$ (resp. $\mathcal{A}$) is the quantum area of the region inside (resp. outside) $\eta$. Note that $(\mathcal{A}, \mathcal{L})$ is determined by $(D_\eta(\infty), \phi, 0^-, 0^+)$, whose law is given by boundary reweighting of $\mathcal{M}_{0,2}^{\text{disk}}(\frac{\gamma^2}{2})$ at the end of Proposition 4.10. By Proposition 2.14, we can describe $(\mathcal{A}, \mathcal{L})$ in terms of Brownian motion in cones.

Recall from Section 2.5 that for the cone $\mathcal{C}_\theta = \{ z : \arg z \in (0, \theta) \}$ with $\theta \in (0, 2\pi)$, the measure $m_{\mathcal{C}_\theta}(z)$ is the probability measure corresponding to Brownian motion started at $z$ and killed when it exits $\mathcal{C}_\theta$. For $x, y > 0$ we define using a limiting procedure a measure $m_{\mathcal{C}_\phi}(x, ye^{i\theta})$ corresponding to Brownian motion started at $x$ and restricted to the event that it exits $\mathcal{C}_\theta$ at $ye^{i\theta}$. Using a similar limiting procedure, we can define $m_{\mathcal{C}_\theta}(x, 0)$ for $x > 0$ and $m_{\mathcal{C}_\theta}(z, 0)$ for $z \in \mathcal{C}_\theta$ as well; see Appendix A for more details.

As stated in Lemma A.3 essentially by the Markov property of Brownian motion, for $0 < \theta < \phi < 2\pi$ there is a constant $c > 0$ such that for $u > 0$ we have 

$$m_{\mathcal{C}_\phi}(u, 0)^\# = c \int_0^\infty m_{\mathcal{C}_\phi}(u, re^{i\theta}) \times m_{\mathcal{C}_\phi}(re^{i\theta}, 0) \, dr.$$ 

(4.14)

More precisely, if we sample $(Z^1, Z^2)$ from the right hand side of (4.14), the concatenation of $Z^1$ (a path from $u$ to $re^{i\theta}$) and $Z^2$ (a path from $re^{i\theta}$ to $0$) yields a path $Z$ from $u$ to $0$ whose law is $m_{\mathcal{C}_\phi}(u, 0)^\#$. We refer to Figure 2 for an illustration.

For $(Z^1, Z^2)$ sampled from (4.14), define the random variables 

$$A = \text{duration of } Z^1, \quad L = Z^1(A)/e^{i\theta} > 0.$$ 

(4.15)

**Lemma 4.12.** The law of $(\mathcal{A}, \mathcal{L})$ is the same as $(A, \frac{L^2}{u})$ in (4.15) with $\phi = \frac{\gamma^2}{2(Q - \alpha)}$, $\theta = \frac{\gamma^2}{4}$ and $u = \frac{1}{\sqrt{2\sin \theta}}$.

**Proof.** By (4.14), since $|m_{\mathcal{C}_\phi}(re^{i\theta}, 0)| \propto r^{-\frac{\gamma}{2}} = r^{\frac{\gamma}{2}(\alpha - Q)}$ (Corollary A.2), the marginal law of $Z^1$ is given by $\left(\int_0^\infty r^{\frac{\gamma}{2}(\alpha - Q)} m_{\mathcal{C}_\phi}(u, re^{i\theta}) \, dr\right)^\#$. The claim with $u$ replaced by $\frac{1}{a \sin \theta}$ then follows from Proposition 4.10 and Lemma 2.14. Finally, Theorem 1.3 gives $\frac{1}{a \sin \theta} = \frac{1}{\sqrt{2\sin \theta}}$. 

We now give a characterization of the inverse gamma distribution that implies Proposition 4.11.

**Proposition 4.13.** Let $0 < \theta < \phi < 2\pi$ and $u > 0$. Suppose $X$ is a real-valued random variable independent of $(\mathcal{A}, L)$ as sampled in (4.15). Then 

$$X \overset{d}{=} A + \frac{L^2}{u^2} X.$$ 

(4.16)
Figure 2: We split the Brownian path $Z$ in $C_\phi$ from $u$ to 0 at the time it first hits the ray $e^{i\theta}\mathbb{R}_+$ for some $\theta \in (0, \phi)$ to get the subpaths $Z^1$ (red) and $Z^2$ (blue). We let $A$ be the duration of $Z^1$ and $L$ be such that $Le^{i\theta}$ is the endpoint of $Z^1$.

if and only if the law of $X$ is the inverse gamma distribution with shape $\frac{\pi}{\phi}$ and scale $\frac{\pi}{2}$ as described in Equation (2.2).

Proof of Proposition 4.11 given Proposition 4.13. In (4.13), each of $A_0$ and $A_1$ agrees in law with the quantum area $X$ of a sample from $\mathcal{M}_{1,0}^\text{disk}(\alpha, 1)^\#$. Moreover, by Proposition 4.10 we have $A_1$ independent of $(A, \mathcal{L})$, so by Lemma 4.12 we have $X \overset{d}{=} A + \frac{L^2}{\pi^2} X$. Then Proposition 4.13 gives the law of $X$. Here the constraint $\alpha < Q - \frac{\pi}{4}$ comes from $\phi = \frac{2(\pi - \alpha)}{2(\pi - \alpha)} \in (0, 2\pi)$.

To prove Proposition 4.13 we need some basic properties about Brownian motion in cones whose full proofs we defer to Appendix A. See Figure 2 for an illustration.

Lemma 4.14. Suppose $0 < \theta < \phi < 2\pi$ and $u > 0$, and define $Z^1, Z^2$ by the right hand side of (4.14). Let $A, L$ be defined as in (4.15), let $T$ be the sum of the durations of $Z^1$ and $Z^2$, and let $Y = \frac{\pi}{2^\theta}(T - A)$. Then both the laws of $T$ and $Y$ are the inverse gamma distribution with shape $\frac{\pi}{\phi}$ and scale $\frac{\pi}{2}$, and $Y$ is independent of $(A, L)$. Moreover, for $\varepsilon \in (0, \frac{\pi}{\phi})$, we have $\mathbb{E}[(\frac{\varepsilon}{\phi})^\varepsilon] < 1$.

Proof. By (4.14), the law of $T$ agrees with that of the duration of a sample from $\mathcal{M}_{C_\phi}(u, 0)^\#$, which by Corollary A.2 is the inverse gamma distribution with the desired parameters. By (4.14) and Brownian scaling, the conditional law of $Y$ given $(A, L)$ agrees with the law of the duration of a sample from $\mathcal{M}_{C_\phi}(ue^{i\theta}, 0)^\#$, and so by Corollary A.2 it is the inverse gamma with shape $\frac{\pi}{\phi}$ and scale $\frac{\pi}{2}$. Finally, the claim $\mathbb{E}[(\frac{\varepsilon}{\phi})^\varepsilon] < 1$ is Lemma A.5.

Proof of Proposition 4.13. With notation as in Lemma 4.14 we have $T = A + \frac{L^2}{u^2} Y$. Since each of $T, Y$ are distributed as inverse gamma with shape $\frac{\pi}{\phi}$ and scale $\frac{\pi}{2}$, and $Y$ is independent of $(A, L)$, we obtain the “if” direction of the proposition.

Now we check the converse. Let $(A_1, L_1), \ldots, (A_n, L_n)$ be independent copies of $(A, L)$ in (4.15). Suppose $X$ satisfies (4.16). For any positive integer $n$, iterating (4.16) $n$ times yields that $X$ has the same distribution as

$$A_1 + \frac{L_1^2}{u^2} \left(A_2 + \frac{L_2^2}{u^2} \left(\ldots \left(A_n + \frac{L_n^2}{u^2} X \right) \ldots \right) \right) = S_n + \left(\prod_{i=1}^n \frac{L_i^2}{u^2}\right) X,$$

where $S_n$ is a function of $\{(A_i, L_i)\}_{1 \leq i \leq n}$. Since Lemma 4.14 gives $\mathbb{E}[(\frac{\varepsilon}{\phi})^\varepsilon] < 1$ for some $\varepsilon > 0$, by Markov’s inequality we have $\prod_{i=1}^n \frac{L_i^2}{u^2} \to 0$ in probability as $n \to \infty$, and hence $S_n \to X$ in distribution as $n \to \infty$. Thus any solution to (4.16) is the distributional limit of $S_n$, which is unique.
4.4 From the inverse gamma distribution to the FZZ formula

Recall $\langle e^{\alpha \phi(i)} \rangle$ from Definition 2.5. By Definitions 2.5 and 4.2, for $\alpha \in \left(\frac{2}{\gamma}, Q\right)$, $\mu \geq 0$ and $\mu_B > 0$

$$\langle e^{\alpha \phi(i)} \rangle = LF_{\mathbb{H}}^{(\alpha,i)}[e^{-\mu_B \mathcal{H}} - \mu_B \nu_{\mathbb{H}}] - 1]$$

$$= \int_0^\infty \mathcal{M}^{\text{disk}}_1(\alpha; \ell)[e^{-\mu A - \mu B \ell}] d\ell$$

$$= \int_0^\infty \mathcal{M}^{\text{disk}}_1(\alpha; \ell)[\mathcal{M}^{\text{disk}}_1(\alpha; \ell)]^\# [e^{-\mu A - \mu B \ell}] d\ell.$$

Here $A$ represents the quantum area of a quantum surface sampled from $\mathcal{M}^{\text{disk}}_1(\alpha; \ell)$. Recall $U_0(\alpha)$ from Proposition 2.8. By Lemma 4.4, we have

$$\langle e^{\alpha \phi(i)} \rangle = C \int_0^\infty \ell^\frac{2}{\gamma}(\alpha - Q)^{-1} \mathcal{M}^{\text{disk}}_1(\alpha; 1)^\# [e^{-\mu A - \mu B \ell}] d\ell \quad \text{for} \quad \alpha \in \left(\frac{2}{\gamma}, Q\right),$$

(4.17)

where $C = 2\frac{2}{\gamma} - \frac{2}{\gamma} U_0(\alpha)$. By (4.17) and Proposition 4.11, we can prove Theorem 1.1 for $\alpha \in \left(\frac{2}{\gamma}, Q - \frac{\gamma}{4}\right)$.

**Proposition 4.15.** $U(\alpha) = U_{\text{FZZ}}(\alpha)$ for $\alpha \in \left(\frac{2}{\gamma}, Q - \frac{\gamma}{4}\right)$.

In order to prove Proposition 4.15, we first record two simple calculus facts which will allow us to relate the inverse gamma distribution to the FZZ formula.

**Lemma 4.16.** Let $x \in (-1, 1)$ and $a \in \mathbb{R} \setminus \mathbb{Z}$. The following expansion holds:

$$\cos(a \arccos x) = \frac{a}{2} \sin(\pi a) \sum_{n=0}^{+\infty} \frac{(-2)^{n-1}}{\pi n!} \Gamma\left(\frac{n+a}{2}\right) \Gamma\left(\frac{n-a}{2}\right) x^n.$$

(4.18)

**Proof.** The function $T_a(x) = \cos(a \arccos x)$ is a generalization of Chebyshev polynomials, which reduces to the usual Chebyshev polynomials when $a$ is a positive integer. For $x \in (-1, 1)$, Taylor expansion gives:

$$T_a(x) = a \sum_{n=0}^{+\infty} \frac{(2x)^n}{2(n!)^2} \cos\left(\frac{\pi}{2} (a - n)\right) \frac{\Gamma\left(\frac{a+n}{2}\right)}{\Gamma\left(\frac{a-n}{2} + 1\right)}$$

$$= a \sum_{n=0}^{+\infty} \frac{(2x)^n}{2\pi n!} \cos\left(\frac{\pi}{2} (a - n)\right) \Gamma\left(\frac{a+n}{2}\right) \Gamma\left(\frac{a-n}{2}\right) \sin\left(\frac{\pi}{2} (a - n) + \pi\right)$$

$$= a \frac{\sin(\pi a)}{2} \sum_{n=0}^{+\infty} \frac{(-2)^{n-1}}{\pi n!} \Gamma\left(\frac{n+a}{2}\right) \Gamma\left(\frac{n-a}{2}\right) x^n. \quad \Box$$

**Lemma 4.17.** Let $a, b, c, \lambda \in \mathbb{R}$ satisfying $a > 0$, $b > 1$, $c < \frac{b}{2} - \frac{1}{2}$, $0 < \lambda < 2a$. Then the following identity holds:

$$\int_0^\infty dy \ y^b e^{-\lambda y} \int_0^\infty dt \ e^{\lambda t} \exp\left(-y^2 t - \frac{\alpha^2}{t}\right) = \frac{1}{2} \sum_{n=0}^{+\infty} \frac{(-\lambda)^n}{n!} a^{-n+2c-b+1} \Gamma\left(\frac{n}{2} + \frac{b}{2} - c - \frac{1}{2}\right) \Gamma\left(\frac{n}{2} + \frac{b}{2} + \frac{1}{2}\right).$$

(4.19)
Proof. To compute the double integral we expand $e^{-\lambda y}$ and then perform the change of variable $u = y^2 t, v = \frac{a^2}{t}$. Hence $y = \frac{\sqrt{\eta}}{a}, t = \frac{a^2}{v}, dydt = \frac{a}{2v\sqrt{uv}}dudv$. Therefore:

\[
\int_0^\infty dy\, y^b e^{-\lambda y} \int_0^\infty dt\, t^c \exp\left(-y^2 t - \frac{a^2}{t}\right) = \sum_{n=0}^{+\infty} \frac{(-\lambda)^n}{n!} \int_0^\infty dy\, y^{b+n} \int_0^\infty dt\, t^c \exp\left(-y^2 t - \frac{a^2}{t}\right)
\]

\[
= \sum_{n=0}^{+\infty} \frac{(-\lambda)^n}{n!} \int_0^\infty \int_0^\infty dudv \, a^{2c-v}a^{-b-n} (uv)^{2c-v} e^{-u-v} = \frac{1}{2} \sum_{n=0}^{+\infty} \frac{(-\lambda)^n}{n!} a^{-n+2c-b+1} \int_0^\infty \int_0^\infty dudv \, u^{n} e^{\frac{b}{2} - \frac{1}{2} c - \frac{1}{2}}.
\]

The conditions on the parameters are such to make the above integrals and series converge. For $n = 0$ in the sum, the integrals over $u$ and $v$ converge respectively if $b > -1$ and $c < \frac{b}{2} - \frac{1}{2}$. The condition $\lambda > 0$ is obvious. The condition $\lambda < 2a$ is required for the series over $n$ to converge, as can be checked on the last line. \hfill \square

Proof of Proposition 4.15. To start off we assume that the parameters $\mu, \mu_B > 0$ are chosen such that

\[
\frac{\mu_B^2}{\mu} \sin \frac{\pi \gamma^2}{4} \in (0, 1).
\]  

(4.20)

This constraint will then be lifted by an analyticity argument in the variable $\mu_B$. Applying integration by parts to the integration over $\ell$ in (4.17), we get

\[
\left\langle e^{\phi(i)} \right\rangle = \frac{\gamma C}{2(\alpha - Q)} \int_0^\infty \ell^\frac{1}{2}(\alpha - Q) \mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)\# \left[(2\mu \ell A + \mu_B)e^{-\mu^2 A - \mu \ell} \right] d\ell
\]

\[
= C' \int_0^\infty y^\frac{1}{2}(\alpha - Q) \mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)\# \left[(\lambda + 2yA)e^{-\lambda y - y^2 A} \right] dy,
\]  

(4.21)

where $y = \sqrt{\mu \ell}, C' = -\frac{\gamma C}{2(\alpha - Q)} \mu^{-\frac{\alpha}{\gamma}} \mu_B^{-\frac{1}{\mu B}}$ and $\lambda = \frac{\mu_B}{\mu} \mu_B$. Now we use Proposition 4.11 which requires to assume $\alpha < Q - \frac{1}{4}$ and we apply twice Lemma 4.17 with $(a, b, c, \lambda)$ equal to

\[
\left( \frac{1}{2\sqrt{\sin \frac{\pi \gamma}{4}}}, \frac{\gamma}{2}(\alpha - Q), \frac{\gamma}{2}((\alpha - Q) - 1, \lambda) \right)
\]

and

\[
\left( \frac{1}{2\sqrt{\sin \frac{\pi \gamma}{4}}}, \frac{\gamma}{2}(\alpha - Q) + 1, \frac{\gamma}{2}((\alpha - Q), \lambda) \right).
\]

The constraints on $(a, b, c, \lambda)$ required by Lemma 4.17 are satisfied provided that $\alpha \in \left(\frac{\gamma}{4}, Q\right)$ and that equation (4.20) holds. Hence one arrives at the following power series expansions in the parameter $\lambda$:

\[
C' \int_0^\infty y^\frac{1}{2}(\alpha - Q) \mathcal{M}_{1,0}^{\text{disk}}(\alpha; 1)\# \left[\lambda e^{-\lambda y - y^2 A} \right] dy
\]

\[
= -\frac{C'}{2} \sum_{n=0}^{\infty} \frac{(-\lambda)^{n+1}}{n!} \left(2\sqrt{\sin \frac{\pi \gamma}{4}}\right)^{n+\frac{1}{2}(Q-\alpha)+1} \Gamma\left(\frac{n}{2} + \frac{1}{2}(\alpha - Q) + 1, \frac{1}{2}\Gamma\left(\frac{n}{2} + \frac{1}{2}(Q - \alpha) + 1, \right)\right).
\]  

(4.22)
and

\[ C' \int_0^\infty y^{\frac{\gamma}{2}(\alpha-Q) \cdot M_1^{\text{disk}}(\alpha; 1) \cdot 2yAe^{-\lambda y}} \text{d}y \]

\[ = C'' \sum_{n=0}^{\infty} \frac{(-\lambda)^n}{n!} \left( 2 \sqrt{\sin \frac{\pi \gamma^2}{4}} \right)^{n+\frac{1}{2}(Q-\alpha)} \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (\alpha - Q) + 1 \right) \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (Q - \alpha) \right), \]

where \( C'' = \frac{(4 \sin \frac{\pi \gamma^2}{4})^{\frac{1}{2}(\alpha-Q)}}{\Gamma(\frac{1}{2}(Q-\alpha))} C' \). By shifting the sum in (4.22) to start at \( n = 1 \) and applying in (4.23) the following identity on the Gamma function

\[ \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (\alpha - Q) + 1 \right) = \left( \frac{n}{2} + \frac{1}{\gamma} (\alpha - Q) \right) \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (\alpha - Q) \right), \]

we obtain

\[ \langle e^{\alpha \phi(i)} \rangle = -\frac{C''}{2} \sum_{n=0}^{\infty} \frac{(-\lambda)^n}{n!} \left( 2 \sqrt{\sin \frac{\pi \gamma^2}{4}} \right)^{n+\frac{1}{2}(Q-\alpha)+1} \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (Q - \alpha) + \frac{1}{2} \right) \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (\alpha - Q) + \frac{1}{2} \right) \]

\[ + C'' \sum_{n=0}^{\infty} \frac{(-\lambda)^n}{n!} \left( 2 \sqrt{\sin \frac{\pi \gamma^2}{4}} \right)^{n+\frac{1}{2}(Q-\alpha)} \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (Q - \alpha) \right) \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (\alpha - Q) + 1 \right) \]

\[ = C'' \frac{\alpha - Q}{\gamma} \sum_{n=0}^{\infty} \frac{(-\lambda)^n}{n!} \left( 2 \sqrt{\sin \frac{\pi \gamma^2}{4}} \right)^{n+\frac{1}{2}(Q-\alpha)} \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (Q - \alpha) \right) \Gamma \left( \frac{n}{2} + \frac{1}{\gamma} (\alpha - Q) + 1 \right) \]

To then obtain the claimed formula \( U_{FZZ}(\alpha) \), one simply needs to apply Lemma [4.16] with \( a = \frac{\gamma}{2}(\alpha-Q) \) and \( x = \lambda \sqrt{\sin \frac{\pi \gamma^2}{4}} \). Thanks again to (4.20) and the fact that \( \alpha \in (\frac{2}{\gamma}, Q) \), the conditions to apply the lemma are satisfied. This gives

\[ \langle e^{\alpha \phi(i)} \rangle = 2C'' \frac{\alpha - Q}{\gamma} \frac{\pi \gamma}{\gamma - Q} \left( \frac{1}{\sin \left( \frac{\pi \gamma^2}{4} (Q - \alpha) \right)} \right) \left( 2 \sqrt{\sin \frac{\pi \gamma^2}{4}} \right)^{\frac{1}{\gamma}(Q-\alpha)} \cos \left( \frac{2}{\gamma}(\alpha - Q) \right) \arccos \left( \lambda \sqrt{\sin \frac{\pi \gamma^2}{4}} \right) \]

\[ = 2C'' \Gamma \left( \frac{1}{2} (Q - \alpha) \right) \Gamma \left( 1 - \frac{2}{\gamma} (Q - \alpha) \right) \left( 2 \sqrt{\sin \frac{\pi \gamma^2}{4}} \right)^{\frac{1}{\gamma}(Q-\alpha)} \cos((\alpha - Q)\pi s), \]

where the definition of \( s \) was given in (1.5); see also (4.24). We compute:

\[ 2C'' \Gamma \left( \frac{1}{2} (Q - \alpha) \right) \Gamma \left( 1 - \frac{2}{\gamma} (Q - \alpha) \right) \left( 2 \sqrt{\sin \frac{\pi \gamma^2}{4}} \right)^{\frac{1}{\gamma}(Q-\alpha)} \]

\[ = \frac{4}{\gamma} \left( \sin \frac{\pi \gamma^2}{4} \right)^{\frac{1}{2}(\alpha-Q)} \mu \frac{\gamma - \alpha}{\gamma} 2^{-2\alpha} \left( 2^{\frac{\gamma}{2}(Q-\alpha)} \Gamma \left( 1 - \frac{2}{\gamma} (Q - \alpha) \right) \right)^{\frac{1}{\gamma}(Q-\alpha)} \Gamma \left( \frac{\gamma}{2} (\alpha - \gamma) \right) \Gamma \left( \frac{2\alpha}{\gamma} - \frac{\gamma^2}{2} - 1 \right) \]

\[ = \frac{4}{\gamma} 2^{-2\alpha} \left( \frac{\pi \mu}{2^{\alpha} \Gamma \left( 1 - \frac{2}{\gamma} (Q - \alpha) \right)} \right)^{\frac{1}{\gamma}(Q-\alpha)} \Gamma \left( \frac{\gamma}{2} (\alpha - \gamma) \right) \Gamma \left( \frac{2\alpha}{\gamma} - \frac{\gamma^2}{2} - 1 \right) = U_{FZZ}(\alpha) / \cos((\alpha - Q)\pi s). \]

Putting everything together we conclude that \( \langle e^{\alpha \phi(i)} \rangle = U(\alpha) = U_{FZZ}(\alpha) \) provided that the condition (4.20) holds.
We will now extend the result by analyticity in $\mu_B$ to the full range of $\mu_B \in (0, +\infty)$. Notice $U_{FZZ}(\alpha)$ contains the factor $\cos((\alpha - Q)\pi s)$ where $s$ and $\mu_B$ are related by:

$$\mu_B = \mu_B(s) = \sqrt{\frac{\mu}{\sin \frac{\pi s}{4}}} \cos \frac{\pi \gamma s}{2}. \quad (4.24)$$

We want to find an open domain $D \subset \mathbb{C}$ of $s$ where the map $s \mapsto \mu_B(s)$ will be biholomorphic onto its image. Since $\frac{d}{ds} \big|_{s=0} \cos \frac{\pi \gamma s}{2} = 0$, we cannot include 0 in $D$. Since $\cos \frac{\pi \gamma s}{2} = 1 - \frac{\pi^2 \gamma^2}{8} s^2 + o(s^2)$ and the second order $s^2$ is non-zero, we can include the sector $S_{\epsilon,\delta} := \{re^{i\theta} | \theta \in (-\epsilon, \frac{\pi}{2} + \epsilon), 0 < r < \delta\}$ for two small parameters $\epsilon,\delta > 0$. Indeed in $S_{\epsilon,\delta}$ the angle $\theta$ is contained in an interval of length strictly less than $\pi$. We also want $D$ to contain an open neighborhood in $\mathbb{C}$ of $i(\frac{\pi}{2}, +\infty)$ where we wish to extend the equality $U(\alpha) = U_{FZZ}(\alpha)$ and an open neighborhood of $(\frac{\pi}{2}, \frac{1}{2\pi})$ were we have already established it. From all these considerations we choose:

$$D := S_{\epsilon,\delta} \cup \left\{ x + iy | x \in \left( \frac{\delta}{2}, \frac{1}{2\gamma} \right), y \in \left( -\frac{\delta}{4}, \frac{\delta}{4} \right) \right\} \cup \left\{ x + iy | x \in \left( -\frac{\delta}{4}, \frac{\delta}{4} \right), y \in \left( \frac{\delta}{2}, +\infty \right) \right\}.$$ 

For $\epsilon, \delta$ small, the map $s \mapsto \mu_B(s)$ is then a biholomorphic map from $D$ onto its image, an open domain we call $D'$. Now the exact formula $U_{FZZ}(\alpha)$ is clearly an analytic function of $\mu_B$ on $D'$. We must argue the same is true for the probabilistic definition $U(\alpha) = \langle e^{\alpha \phi(\cdot)} \rangle$. For all $\mu_B \in D'$, one clearly has $\text{Re}(\mu_B) > 0$ which by Lemma 2.6 gives finiteness of $|\langle e^{\alpha \phi(\cdot)} \rangle|$. Moreover, $\text{LF}_{\mathbb{H}}^{(\alpha,i)}[\nu_\phi(\mathbb{R})e^{-\mu B_\phi} - \mu B_\nu_\phi(\mathbb{R})]$ is also finite in the same region. This implies that $\text{LF}_{\mathbb{H}}^{(\alpha,i)}[-\mu B_\nu_\phi(\mathbb{R})e^{-\mu B_\phi} - \mu B_\nu_\phi(\mathbb{R})]$ is analytic in $\mu_B$ when $\text{Re}(\mu_B) > 0$. Taking anti-derivative in $\mu_B$ and use Fubini theorem to interchange the integral in $\mu_B$ and $\text{LF}_{\mathbb{H}}^{(\alpha,i)}$, we see that $\langle e^{\alpha \phi(\cdot)} \rangle = \text{LF}_{\mathbb{H}}^{(\alpha,i)}[e^{-\mu B_\phi} - \mu B_\nu_\phi(\mathbb{R}) - 1]$ is analytic in $\mu_B$ when $\text{Re}(\mu_B) > 0$. Since the equality of analytic functions $U(\alpha) = U_{FZZ}(\alpha)$ in the variable $\mu_B$ holds on the interval given by (4.20) which is contained in the open set $D'$, it holds on all of $D'$. In particular it holds for $\frac{\mu_B}{\sqrt{\mu}} \sqrt{\sin \frac{\pi \gamma}{4}} \in (1, +\infty)$. By continuity we recover the equality at the special value $\frac{\mu_B}{\sqrt{\mu}} \sqrt{\sin \frac{\pi \gamma}{4}} = 1$. This completes the proof.

\section*{4.5 Analyticity in $\alpha$ and the proof of Theorem 1.1}

In this section we prove that $U(\alpha)$ is complex analytic in $\alpha$ around $(\frac{\pi}{2}, Q)$. The proof utilizes the method given first in [KRV20] and in [RZ22], adapted to the case where there are both area and boundary GMC measures in the correlation function. Together with Proposition 4.15 this will conclude the proof of Theorem 1.1. We will then prove Corollary 4.19 and Theorem 1.2 that extend the range of $\alpha$ from $(\frac{\pi}{2}, Q)$ to $(\frac{\pi}{2}, Q)$.

\textbf{Proposition 4.18.} For any compact set $K \subset (\frac{\pi}{2}, Q)$, the function $\alpha \to U(\alpha)$ is complex analytic on a complex neighborhood of the set $K$.

\textbf{Proof.} To start we use the following identity coming from Lemma 2.6

$$\langle e^{\alpha \phi(2i)} \rangle = \frac{U(\alpha)}{|\text{Im} 2i|^{2\Delta_\alpha}}. \quad (4.25)$$

to place the bulk insertion at the location $2i$, and will prove that $\langle e^{\alpha \phi(2i)} \rangle$ is analytic in $\alpha$. Fix a $r_0$ such that $e^{-r_0} < \frac{1}{2}$. Let $h$ be the free boundary GFF on $\mathbb{H}$, which is normalized to have zero
average over the upper half unit circle. Thanks to the Markov property of the field, see for instance [BP Theorem 5.5], we can write the decomposition $h = h_1 + h_2$, where $h_1$ is a Dirichlet GFF on $B(2i, e^{-r_0})$ and $h_2$ is a field which is independent of $h_1$ and smooth in a neighborhood of $2i$. Notice we placed the insertion at $2i$ so $B(2i, e^{-r_0})$ does not intersect the upper half unit circle. Consider now the one-dimensional process $h_{1,r}(2i)$ obtained by taking the mean of $h_1(2i)$ over the circles of radius $e^{-r}$ centered at $2i$, assuming $r \geq r_0$. The main fact we will use about this field is that $h_{1,r+\ell}(2i) - h_{1,r}(2i)$ is a Brownian motion independent of $(h(z))_{z \in \mathbb{H}_r}$, where $\mathbb{H}_r := \mathbb{H} \setminus B(2i, e^{-r})$. Record also that $E[h_{1,r}(2i)^2] = r - r_0$ and the notation $h_r := h_{1,r} + h_2$. From these facts we can deduce that:

$$
E\left[e^{\alpha h_{1,r+\ell}(2i) - \frac{\alpha^2}{2} E[h_{1,r+\ell}(2i)^2]}\right] = e^{-\frac{\alpha^2}{2} E[h_{1,r+\ell}(2i)^2]} \left| E\left[e^{\alpha h_{1,r}(2i) - \frac{\alpha^2}{2} E[h_{1,r}(2i)^2]}\right] \right|^2 = E\left[e^{\alpha h_{1,r}(2i) - \frac{\alpha^2}{2} E[h_{1,r}(2i)^2]}\right] \left| E\left[e^{\alpha h_{1,r}(2i) - \frac{\alpha^2}{2} E[h_{1,r}(2i)^2]}\right] \right|^2 = E\left[e^{\alpha h_{1,r}(2i) - \frac{\alpha^2}{2} E[h_{1,r}(2i)^2]}\right].
$$

Now we can obtain $U(\alpha)$ from the following limit $U(\alpha) = 2^{-\frac{\alpha^2}{2}} \lim_{r \to \infty} U_r(\alpha)$, where we have introduced:

$$
U_r(\alpha) = \int_{\mathbb{R}} dc e^{(\alpha-Q)c} \left[ e^{a h_{r}(2i) - \frac{a^2}{2} E[h_{r}(2i)^2]} \left( \exp\left(-e^{\gamma c} \mu_h(\mathbb{H}_r) - e^{\frac{3}{2} c} \nu_h(\mathbb{R})\right) - 1 \right) \right].
$$

When $\alpha$ is a complex number, we write $\alpha = a + ib$. We want to prove that there exists a complex neighborhood $V$ containing the set $K$ such that for any compact set $K'$ contained in $V$, $U_r(\alpha)$ converges uniformly as $r \to +\infty$ over $K'$. Setting $\tilde{h}(z) := h(z) + a G_{\mathbb{H}}(z, 2i)$, we have the following:

$$
|U_{r+1}(\alpha) - U_r(\alpha)| 
= \int_{\mathbb{R}} dc \left| e^{(\alpha-Q)c} \left[ e^{a h_{r+1}(2i) - \frac{a^2}{2} E[h_{r+1}(2i)^2]} \exp\left(-e^{\frac{3}{2} c} \nu_h(\mathbb{R})\right) \left( \exp\left(-e^{\gamma c} \mu_h(\mathbb{H}_{r+1})\right) - \exp\left(-e^{\gamma c} \mu_h(\mathbb{H}_r)\right) \right) \right] \right| 
\leq C e^{\frac{r+1}{2} b} \int_{\mathbb{R}} dc e^{(\alpha-Q)c} \left[ \exp\left(-e^{\frac{3}{2} c} \nu_h(\mathbb{R})\right) \left( \exp\left(-e^{\gamma c} \mu_h(\mathbb{H}_{r+1})\right) - \exp\left(-e^{\gamma c} \mu_h(\mathbb{H}_r)\right) \right) \right] 
\leq C e^{\frac{r+1}{2} b} \int_{\mathbb{R}} dc e^{(\alpha-Q)c} \left[ \exp\left(-e^{\gamma c} \mu_h(\mathbb{H}_{r+1})\right) - \exp\left(-e^{\gamma c} \mu_h(\mathbb{H}_r)\right) \right] 
= C' e^{\frac{r+1}{2} b} \left[ \mu_h(\mathbb{H}_{r+1}) - \mu_h(\mathbb{H}_r) \right].
$$

From the second line to the third, we have applied the Girsanov theorem to the real part of $\alpha h_{r+1}(2i)$, before moving the absolute value inside the expression. The last equality follows from changing the integration variable from $c$ to $y = e^{\gamma c} \mu_h(\mathbb{H}_i)$ for $i = r, r + 1$. Thus,

$$
|U_{r+1}(\alpha) - U_r(\alpha)| \leq C' e^{\frac{r+1}{2} b} \left[ \mu_h(\mathbb{H}_{r+1}) - \mu_h(\mathbb{H}_r) \right] \leq C'' e^{\frac{r+1}{2} b} e^{\alpha(Q-Q)} \left[ \mu_h(\mathbb{H}_{r+1}) - \mu_h(\mathbb{H}_r) \right].
$$

The first inequality follows from $(a+b)^s \leq a^s + b^s$ for $s \in (0, 1)$, and the second since $\tilde{h}$ and $h$ differ by roughly $ar$ on $\mathbb{H}_{r+1} \setminus \mathbb{H}_r$.

By the multifractal scaling of GMC, see e.g. [BP Section 3.6] or [RV14 Section 4], we have

$$
E\left[\mu_h(\mathbb{H}_{r+1} \setminus \mathbb{H}_r)^{\frac{Q-a}{\gamma}}\right] \sim e^{(-\gamma Q + \frac{3}{2})r}, \quad q = \frac{Q-a}{\gamma}.
$$
Combining with the previous inequality, we deduce that \( |U_{r+1}(\alpha) - U_r(\alpha)| \leq e^{(\frac{2}{3} - \frac{1}{3}) (Q - a)^2} \). Choosing the open set \( V \) in such a way that \( \frac{b^2}{2} < \frac{1}{2} (Q - a)^2 \) always holds, all the inequalities we have done before hold true and hence we have shown that \( U_r(\alpha) \) converges locally uniformly. Since \( U_r(\alpha) \) is complex analytic in \( \alpha \), this proves the analyticity result of \( U(\alpha) \).

Proof of Theorem 1.1. From the exact formula, \( U_{\text{FZZ}}(\alpha) \) is a meromorphic function of \( \alpha \) on \( \mathbb{C} \). By uniqueness of the meromorphic continuation, Propositions 4.15 and 4.18 we have \( U(\alpha) = U_{\text{FZZ}}(\alpha) \) for all \( \alpha \in \left( \frac{2}{7}, Q \right) \).

Proof of Theorem 1.2. Proposition 4.11 proves the theorem for \( \alpha \in \left( \frac{2}{7}, Q - \frac{2}{3} \right) \). To complete the proof we consider \( \alpha \in \left[ Q - \frac{2}{3}, Q \right] \). Let \( L \) be sampled from the power law \( \frac{2}{3} - \frac{2}{3} U_0(\alpha) e^{-\frac{2}{3} (\alpha - Q)^{-1}} d\ell \) where \( U_0 \) is as in Lemma 2.7 and let \( A = L^2 X \) where \( X \) is sampled from an independent inverse gamma distribution with shape \( \frac{2}{7} (Q - \alpha) \) and scale \( \frac{1}{4 \sin \frac{2}{3} - \frac{1}{3}} \). Let \( \Pi \) be the joint law of \( (A, L) \).

Proposition 4.15 proves that \( \Pi[e^{-\mu A - \mu B L - 1} = U_{\text{FZZ}}(\alpha) \) for \( \alpha \in \left( \frac{2}{7}, Q - \frac{2}{3} \right) \), but the argument works equally well for our range of \( \alpha \in \left[ Q - \frac{2}{3}, Q \right] \). Thus \( \Pi[\mathcal{H}^{(a,i)} e^{-\mu A(\mathcal{H}) - \mu B \nu(\mathcal{R})} - 1] = \Pi[e^{-\mu A - \mu B L - 1}] \) by Theorem 1.1, and \( \mathcal{H}^{(a,i)} [\nu(\mathcal{R}) e^{-\mu A(\mathcal{H}) - \mu B \nu(\mathcal{R})}] = \Pi[Le^{-\mu A - \mu B L}] \). Therefore by standard arguments of characterization of a law by the Laplace transform, the joint law of \( (\mu A(\mathcal{H}), \nu(\mathcal{R})) \) under \( \mathcal{H}^{(a,i)} \) is the same as that of \( (A, L) \) under \( \Pi \), which concludes the proof.

Since we have now established Theorem 1.2 for the whole range \( \alpha \in \left( \frac{2}{7}, Q \right) \), we have the following extension of the probabilistic definition of \( U(\alpha) \) and of Theorem 1.1 for which we omit the proof.

Corollary 4.19. Let \( \alpha \in \left( \frac{2}{7}, Q \right) \). For \( k \in \mathbb{N} \) and \( \alpha \in \left( Q - \frac{\gamma(k+1)}{2}, Q - \frac{\gamma k}{2} \right) \), we define \( U(\alpha) \) by:

\[
U(\alpha) = 2 - \frac{2}{3} U_0(\alpha) \int_0^\infty \ell^{-\frac{2}{3} (\alpha - Q)^{-1}} e^{-\mu \ell^2 A - \mu B \ell} - \sum_{i=0}^k c_i(A) \ell^i \, d\ell. \tag{4.26}
\]

Here the expectation is with respect to the law of \( A \) which is distributed according to the inverse gamma distribution with shape \( \frac{2}{7} (Q - \alpha) \) and scale \( \frac{1}{4 \sin \frac{2}{3} - \frac{1}{3}} \). \( U_0(\alpha) \) is given by the explicit formula (2.6). Lastly the constants \( c_i(A) \) are specified by the following expansion in powers of \( \ell \):

\[
e^{-\mu \ell^2 A - \mu B \ell} = \sum_{i=0}^k c_i(A) \ell^i + O(\ell^{i+1}). \tag{4.27}
\]

Then this definition of \( U(\alpha) \) is the meromorphic extension of (1.8) on \( (Q - \frac{\gamma(k+1)}{2}, Q - \frac{\gamma k}{2}) \) and it obeys \( U(\alpha) = U_{\text{FZZ}}(\alpha) \).

Finally, we provide a commonly used form of the FZZ formula; see [FZZ00, (2.44)].

Proposition 4.20. For \( \alpha \in \left( \frac{2}{7}, Q \right) \) and \( \ell > 0 \), writing \( A \) for the random area of a sample from \( \mathcal{M}_1^{\text{disk}}(\alpha; \ell) \), we have

\[
\mathcal{M}_1^{\text{disk}}(\alpha; \ell)[e^{-\mu A}] = 2 - \frac{2}{3} U_0(\alpha) \ell^{-1} \left( \frac{1}{2} \frac{\mu}{\sin(\pi \gamma^2/4)} \right)^{\frac{2}{3} (Q - \alpha)} K_{\frac{2}{3} (Q - \alpha)} \left( \ell \sqrt{\frac{\mu}{\sin(\pi \gamma^2/4)}} \right).
\]

Here, \( K_\nu(x) \) is the modified Bessel function of the second kind; see e.g. [DLMP, Section 10.25].
Proof. By Theorem 1.2 writing $\beta = \frac{1}{4\sin\frac{\pi}{4}}$ and considering $\ell = 1$, we have
\[
\mathcal{M}^\text{disk}_1(\alpha; 1)^\# [e^{-\mu A}] = \frac{\beta \frac{2}{\gamma}(Q, \alpha)}{\Gamma\left(\frac{2}{\gamma}(Q, \alpha)\right)} \int_0^\infty t^{\frac{2}{\gamma}(Q, \alpha) - 1} \exp^{-\frac{\beta}{\gamma} - \mu t} dt
\]
where the last equality follows from a change of variables $s = \mu t$ and the integral identity $K_\nu(z) = \frac{1}{2}(\frac{1}{2}z)^\nu \int_0^\infty \exp(-s - \frac{s^2}{4s^2}) ds$ [DLMF Eq. 10.32.10] with the choice $z = \sqrt{4\mu\beta}$ and $\nu = \frac{2}{\gamma}(Q, \alpha)$. Since for general $\ell$ we have $\mathcal{M}^\text{disk}_1(\alpha; \ell)^\# [e^{-\mu A}] = \mathcal{M}^\text{disk}_1(\alpha; 1)^\# [e^{-\mu \ell^2 A}]$, we have
\[
\mathcal{M}^\text{disk}_1(\alpha; \ell)^\# [e^{-\mu A}] = \frac{2}{\Gamma\left(\frac{2}{\gamma}(Q, \alpha)\right)} \ell^{\frac{2}{\gamma}(Q, \alpha)} \left(1 + \frac{\mu}{\sin(\pi\gamma^2/4)}\right) K_{\frac{2}{\gamma}(Q, \alpha)}\ell^{\frac{2}{\gamma}(\alpha - Q) - 1}.
\]
By Lemma 2.7 we have $|\mathcal{M}^\text{disk}_1(\alpha; \ell)| = \frac{2}{\gamma} \ell^{\frac{2}{\gamma}(\alpha - Q) - 1}$, so the result follows.

5 Proof of the SLE bubble zipper with a $\gamma$-bulk insertion

In this section we prove Theorem 4.1. For technical convenience, we will consider loops on $\mathbb{H}$ passing through $\infty$ instead of 0. More precisely, let $\psi(z) = -z^{-1}$ and $\text{Bubble}_\mathbb{H}(i, \infty) = \{\eta : \psi(\eta) \in \text{Bubble}_\mathbb{H}(i, 0)\}$. We will find a measure on $\text{Bubble}_\mathbb{H}(i, \infty)$ with the desired property and then use $\psi$ to pull it back to get $\mathcal{M}$ in Theorem 4.1. The proof is a limiting argument based on Lemma 3.15 and a three-disk variant of the conformal welding result in Theorem 2.13. We set up the framework of the proof in Section 5.1 and carry out the details in Sections 5.2 and 5.3.

5.1 A conformal welding of three quantum disks

Set $\kappa = \gamma^2$. Let $\eta_1$ be an $\text{SLE}_\kappa(\frac{\gamma^2}{2} - 2, \frac{\gamma^2}{2})$ curve on $(\mathbb{H}, 0, \infty)$. Let $H^+_{\eta_1}$ be the right component of $\mathbb{H} \setminus \eta_1$. Conditioning on $\eta_1$, let $\eta_2$ be an $\text{SLE}_{\kappa}(0; \frac{\gamma^2}{2} - 2)$ on $(H^+_{\eta_1}, 0, \infty)$. We denote $\mathcal{P}(\mathbb{H}, 0, \infty)$ as the law of $(\eta_1, \eta_2)$. For a general simply connected domain $D$ with two boundary points $(a, b)$, we write $\mathcal{P}(D, a, b)$ as the conformal image of $\mathcal{P}(\mathbb{H}, 0, \infty)$. As a straightforward extension of Theorem 2.13 we have the following conformal welding result.

Theorem 5.1. Let $\ell, \ell' > 0$ and $(\mathbb{H}, \phi, 0, \infty)$ be an embedding of a sample from $\mathcal{M}^\text{disk}_{\ell}(2 + \gamma^2, \ell, \ell')$. Let $(\eta_1, \eta_2)$ be sampled from $\mathcal{P}(\mathbb{H}, 0, \infty)$ independent of $\phi$. Let $H^+_{\eta_1}, H^+_{\eta_2}$ and $H^+_{\eta_2}$ be the left, middle, and right components of $\mathbb{H} \setminus (\eta_1 \cup \eta_2)$, respectively. The joint law of $(\mathbb{H}^+_{\eta_1}, \phi, 0, \infty), (\mathbb{H}^+_{\eta_2}, \phi, 0, \infty)$, and $(\mathbb{H}^+_{\eta_2}, \phi, 0, \infty)$ viewed as marked quantum surfaces equals
\[
C \int_{0}^{\infty} \mathcal{M}^\text{disk}_{0, 2}(\frac{\gamma^2}{2}; \ell, p) \times \mathcal{M}^\text{disk}_{0, 2}(2; p, q) \times \mathcal{M}^\text{disk}_{0, 2}(\frac{\gamma^2}{2}; q, \ell') \, dp\, dq, \quad \text{for some } C \in (0, \infty).
\]

Proof. This is [AHS20 Theorem 2.3] when $W_1 = W_3 = \frac{\gamma^2}{2}$ and $W_2 = 2$. \qed

Fix $\delta \in (0, \frac{1}{2})$. Sample $(\phi, x)$ from $\text{LFS}_\mathbb{H}(\gamma, x) \times dx$, and sample $(\eta_1, \eta_2)$ from $\mathcal{P}(\mathbb{H}, x, \infty)$, and restrict to the event that $\nu_\phi(x, \infty) \in (\delta, \frac{1}{2})$, $\nu_\phi(\mathbb{R}) \in (1,2)$ and $i$ is in between $\eta_1$ and $\eta_2$. Here and later, we write $\nu_\phi(a, b)$ to denote the $\nu_\phi$-length of the interval $(a, b)$. Let $M_\delta$ be the law of $(\phi, x, \eta_1, \eta_2)$ (restricted to the aforementioned event). See Figure 3
Figure 3: Illustration of \((\phi, x, \eta_1, \eta_2)\) under \(M_\delta\). Sample \((\phi, x)\) from \(\text{LF}_{\mathbb{H}}^{(\gamma, i)} \times dx\) and sample \((\eta_1, \eta_2)\) from \(\mathcal{P}(\mathbb{H}, x, \infty)\). To represent geometrically the condition \(\nu_\phi(x, \infty) \in (\delta, \frac{1}{2})\), consider the points \(x_{1/2}\) and \(x_\delta\) such that \(\nu_\phi(x_{1/2}, \infty) = 1/2\) and \(\nu_\phi(x_\delta, \infty) = \delta\). Then \(M_\delta\) is obtained by restricting to the event \(x \in (x_{1/2}, x_\delta)\), \(i\) is in the middle of \(\eta_1\) and \(\eta_2\) and \(\nu_\phi(\mathbb{R}) \in (1, 2)\). Lemma 5.2 describes the law of the three shaded quantum surfaces.

**Lemma 5.2.** There exists \(C > 0\) such that for each \(\delta \in (0, \frac{1}{2})\), if \((\phi, x, \eta_1, \eta_2)\) is sampled from \(M_\delta\) then the law of the three marked quantum surfaces of \((\mathbb{H}, \phi, \eta_1, \eta_2, i, x, \infty)\) bounded by \(\eta_1\), \(\eta_2\) and \(\partial \mathbb{H}\) is given by

\[
C \int_{\delta}^{1/2} \int_{1-b}^{2-b} \int_0^\infty \int_0^\infty \mathcal{M}_{0,2}^{\text{disk}} \left( \frac{\gamma^2}{2}; a, p \right) \times \mathcal{M}_{1,2}^{\text{disk}} \left( \frac{\gamma^2}{2}; p, q \right) \times \mathcal{M}_{0,2}^{\text{disk}} \left( \frac{\gamma^2}{2}; q, b \right) dq dp da db. \tag{5.2}
\]

**Proof.** Lemma 3.15 states that if we sample \((\phi, x)\) from \(\text{LF}_{\mathbb{H}}^{(\gamma, i)} \times dx\) then the law of the quantum surface \((\mathbb{H}, \phi, i, x, \infty)\) is \(C \mathcal{M}_{1,2}^{\text{disk}} (2 + \gamma^2)\) for some constant \(C\). If we further sample \((\eta_1, \eta_2)\) from \(\mathcal{P}(\mathbb{H}, x, \infty)\) and restrict to the event that \(i\) lies between \(\eta_1\) and \(\eta_2\), then by Definition 3.10 and Theorem 5.1 the quantum surface \((\mathbb{H}, \phi, \eta_1, \eta_2, i, x, \infty)\) has law

\[
C \iint_0^\infty \mathcal{M}_{0,2}^{\text{disk}} \left( \frac{\gamma^2}{2}; a, p \right) \times \mathcal{M}_{1,2}^{\text{disk}} \left( \frac{\gamma^2}{2}; p, q \right) \times \mathcal{M}_{0,2}^{\text{disk}} \left( \frac{\gamma^2}{2}; q, b \right) dq dp da db
\]

for some \(C > 0\). Further restricting to the event \(\nu_\phi(x, \infty) \in (\delta, \frac{1}{2})\) and \(\nu_\phi(\mathbb{R}) \in (1, 2)\) we conclude the proof.

In Section 5.2, we will show that the probability measure \(M_\delta^\#\) that is proportional to \(M_\delta\) concentrates on the event that \(\nu_\phi(x, \infty)\) is of order \(\delta\) and \(\log x\) is of order \(\log \delta^{-1}\). This effectively collapses the right boundary of \((\mathbb{H}, \phi, x, \infty)\). Building on this, we will prove the following proposition. Recall that for two probability measures \(P, Q\) on the same measure space, the total variation distance between \(P\) and \(Q\) is \(\sup_A |P(A) - Q(A)|\) where the supremum is taken over all measurable sets.

**Proposition 5.3.** For each \(\delta \in (0, \frac{1}{2})\), let \(m_\delta\) be the marginal law of \((x, \eta_1, \eta_2)\) under \(M_\delta^\#\). Let \(M\) be \(\text{LF}_{\mathbb{H}}^{(\gamma, i)}\) restricted to \(\{\nu_\phi(\mathbb{R}) \in (1, 2)\}\). Then the total variational distance of \(M_\delta^\#\) and \(M^\# \times m_\delta\) tends to 0 as \(\delta \to 0\).

In Section 5.3 we prove that by sending \(\delta \to 0\) in the integral (5.2), we get the conformal welding of QD and \(\mathcal{M}_{0,2}^{\text{disk}} \left( \frac{\gamma^2}{2} \right)\) as in Theorem 4.1. Moreover, \(m_\delta\) from Proposition 5.3 has a weak limit supported on loops rooted at \(\infty\), whose pushforward under \(z \mapsto -z^{-1}\) gives the measure \(m\) in Theorem 4.1.

Our approximation procedure (where we conformally weld three quantum disks and have one vanish in the \(\delta \to 0\) limit) may seem more complicated than necessary, but it is advantageous
for the following reasons. Firstly, in our setup the law of the field of $M_\delta$ is absolutely continuous with respect to $M$, so the statement and proof of Proposition 5.3 can avoid modifying the field in some way. Secondly, $M_\delta$ arises from a setup where the interfaces and field are independent (i.e. $(\phi, x) \sim LF_H^{(1)} \times dx$ then $(\eta_1, \eta_2) \sim \mathcal{P}(\mathbb{H}, x, \infty)$). Finally, this approach allows us to avoid SLE estimates entirely.

5.2 An approximate bubble zipper: proof of Proposition 5.3

Suppose we are in the setting of Lemma 5.2 and Proposition 5.3. We first give a simple description of the Radon-Nykodim derivative of $\frac{dM}{dx}$. For $x \in \mathbb{R}$, let $p(x)$ be the conditional probability that $i$ is in between $\eta_1$ and $\eta_2$ given $x = x$. Then $p(x)$ is an even function determined by the SLE measure $\mathcal{P}(\mathbb{H}, x, \infty)$. Define the function $f : \mathbb{R} \to \mathbb{R}$ by

$$f(x) = \begin{cases} \int_0^x p(y) dy & \text{if } x \geq 0 \\ -\int_x^0 p(y) dy & \text{if } x < 0. \end{cases} \quad (5.3)$$

For each $\ell \in (0, \nu_\phi(\mathbb{R}))$, let

$$x_\ell = \inf\{x \in \mathbb{R} : \nu_\phi(x, \infty) = \ell\}. \quad (5.4)$$

**Lemma 5.4.** For a non-negative measurable function $F$ on $H^{-1}(\mathbb{H})$, we have

$$M_\delta[F(\phi)] = \int [(f(x_\delta) - f(x_{1/2}))F(\phi)] dM.$$

**Proof.** By definition, if we sample $(\phi, x)$ from $M \times dx$ and then sample $(\eta_1, \eta_2)$ from $\mathcal{P}(\mathbb{H}, x, \infty)$, and restrict to the event that $x \in (x_{1/2}, x_\delta)$ and $i$ is in between $\eta_1$ and $\eta_2$, then the law of $(\phi, x, \eta_1, \eta_2)$ is $M$. Conditioning on $(\phi, x)$, the conditional probability that $i$ lies between $\eta_1$ and $\eta_2$ is $\int_{x_{1/2}}^{x_\delta} p(x) dx = f(x_\delta) - f(x_{1/2})$. This gives the result. \(\square\)

The hardest step in proving Proposition 5.3 is to show that the $M_\delta^\#$-law of $\phi$ converges to that of $M^\#$, i.e., to show that a.s. $\frac{dM_\delta^\#}{dM}(\phi) = |M|((f(x_\delta) - f(x_{1/2}))/|M_\delta|) \to 1$ as $\delta \to 0$. In the argument below Lemma 5.5 will give that $|M_\delta|$ diverges as $\log \delta^{-1}$. Lemma 5.7 will give that $x_\delta = \delta^{-\frac{2}{\gamma_2} + o(1)}$ a.s. Lemmas 5.10 and 5.11 will give the asymptotic growth of $f(x_\delta)$. Putting them together we will get the desired limit.

Let $A = \nu_h(\infty, x)$ and $B = \nu_h(x, \infty)$. Let $P$ and $Q$ be the quantum lengths of $\eta_1$ and $\eta_2$ with respect to $\phi$.

**Lemma 5.5.** There exists $C \in (0, \infty)$ such that $\lim_{\delta \to 0} \frac{|M_\delta|}{\log \delta^{-1}} = C$. Moreover, the $M_\delta^\#$-law of $(A, P)$ converges in total variational distance to the probability measure on $[1, 2] \times (0, \infty)$ whose density is proportional to

$$\frac{a^{4/\gamma_2 - 1}}{(a^{4/\gamma_2} + p^{4/\gamma_2})^2} \, da \, dp$$

and $\lim_{\delta \to 0} M_\delta^\#[B > \varepsilon] = \lim_{\delta \to 0} M_\delta^\#[Q > \varepsilon] = 0$ for each $\varepsilon > 0$.

**Proof.** Our proof relies on (5.2), which gives a description of the joint distribution of $(A, P, Q, B)$ under $M_\delta$ in terms of $\mathcal{M}_{0,2}^{\text{disk}}(\frac{1}{2})$ and $\mathcal{M}_{1,2}^{\text{disk}}(2)$, whose quantum length distributions are given in Lemma 2.15. Indeed, write $g = \frac{4}{\sqrt{\gamma}} > 1$. By Lemma 2.15 and the definition of $\mathcal{M}_{1,2}^{\text{disk}}(2; \ell, r)$, there exist constants $C_1, C_2$ such that

$$|\mathcal{M}_{0,2}^{\text{disk}}(\frac{\sqrt{\gamma}}{2}, \ell, r)| = C_1 \frac{(\ell r)^{g-1}}{(\ell^g + r^g)^2} \quad \text{and} \quad |\mathcal{M}_{1,2}^{\text{disk}}(2; \ell, r)| = C_2 (\ell + r)^{-g+1}. \quad (5.5)$$
Moreover, there exists a unique probability measure supported on the set $S_\delta = \{(a, p, q, b) \in (0, \infty)^4 : b \in (\delta, 1/2), a + b \in (1, 2)\}$ whose density function is proportional to

$$m(a, p, q, b) = \frac{(ap)^{g-1}}{(a^g + p^g)^2} \cdot (p + q)^{-g+1} \cdot \frac{(bq)^{g-1}}{(b^g + q^g)^2}$$ \hspace{1cm} (5.6)

and

$$|M_\delta| = C_1^2 C_2 \int_{S_\delta} m(a, p, q, b) \, da \, dp \, dq \, db.$$ \hspace{1cm} (5.7)

Using the change of variable $p = ar$ and $q = bs$, we see that

$$\int_0^\infty m(a, p, q, b) \, dp \, dq = \frac{1}{a^g b} \int_0^\infty \frac{r^{g-1}}{(1 + r^g)^2} \cdot \frac{1}{(r + \frac{b}{a}s)^{g-1}} \cdot \frac{s^{g-1}}{(1 + s^g)^2} \, dr \, ds.$$ \hspace{1cm} (5.8)

By the monotone convergence theorem, the last integral converges to

$$C_3 = \int_0^\infty \frac{s^{g-1}}{(1 + r^g)^2(1 + s^g)^2} \, dr \, ds < \infty \text{ as } b/a \to 0.$$ \hspace{1cm} (5.9)

Integrating (5.9) over $b \in (\delta, 1/2), a + b \in (1, 2)$ and using (5.7), we get $\lim_{\delta \to 0} \frac{|M_\delta|}{\log \delta^{-1}} = C$ with $C := \int_\delta^{1/2} C_1^2 C_2 C_3 \, da$. Since $\sup_{\delta \in (0, 1/2)} M_\delta[B > \varepsilon] < \infty$ for each $\varepsilon > 0$, $\lim_{\delta \to 0} M_\delta^w[B > \varepsilon] = 0$. By (5.8), the $M_\delta$-law of $\frac{Q}{\delta}$ is converging to the probability measure on $(0, \infty)$ that is proportional to $\frac{1}{\log \delta^{-1}}$. In particular, $\lim_{\delta \to 0} M_\delta^w[Q > \varepsilon] = 0$. Similarly, the $M_\delta$-law of $\frac{(P, A)}{\delta}$ converges to the probability measure on $[1, 2] \times (0, \infty)$ that is proportional to $\frac{da}{a^g} \cdot \frac{dr}{(1 + r^g)^2}$. This gives the desired limiting joint distribution of $(A, P)$. \hfill \Box

We first gather some basic facts on the quantum boundary length under the GFF measure $P_{\mathbb{H}}$. **Lemma 5.6.** Sample $h$ from $P_{\mathbb{H}}$. For each $p > 0$ we have $P_{\mathbb{H}}[\nu_h(0, 1) < \frac{1}{s}] = O(s^{-p})$ as $s \to \infty$. Moreover, there exists $C \in (0, \infty)$ such that $P_{\mathbb{H}}[\nu_h(0, y) > t] \leq C t^{-\frac{4}{Q}} y$ for all $t > 0$ and $y \in (0, 1)$. Finally, $\lim_{y \to 0^+} \frac{|\log y|}{|\log \nu_h(0, y)|} = \frac{2}{Q}$ a.s.

**Proof.** We first show that if $G$ is a standard Gaussian independent of $h$ and $y \in (0, 1)$, then

$$\nu_h(0, y) \overset{d}{=} e^{\frac{1}{2}(\sqrt{Q}|\log y| + \sqrt{2}|\log y| c)} \nu_h(0, 1).$$ \hspace{1cm} (5.10)

Let $c$ be the average of $h$ on $\partial B_y(0) \cap \mathbb{H}$, so the marginal law of $c$ is $N(0, 2|\log y|)$. The conditional law of $\tilde{h} = h - c$ given $c$ is the free-boundary GFF on $\mathbb{H}$ normalized to have average zero on $\partial B_y(0) \cap \mathbb{H}$. Let $\psi(z) = yz$ for $z \in \mathbb{H}$. Then $\tilde{h} \circ \psi$ has law $P_{\mathbb{H}}$. Therefore

$$\nu_h(0, y) = e^{\frac{1}{2}c} \nu_{\tilde{h}}(0, y) = e^{\frac{1}{2}c} \nu_{\tilde{h} \circ \psi + Q \log |\psi'|}(0, 1) \overset{d}{=} e^{\frac{1}{2}c + \frac{1}{2}Q \log y} \nu_h(0, 1).$$

This proves (5.10).

Now we address the tail bounds in the lemma. [RV14, Theorem 2.12] gives the bound $P_{\mathbb{H}}[\nu_h(0, 1) < \frac{1}{s}] = O(s^{-p})$ as $s \to \infty$. [Won20, Theorem 1.1] gives $P_{\mathbb{H}}[\nu_h(0, 1) > s] \leq Cs^{-\frac{4}{Q}}$ for all $s > 0$, so using (5.10) and $s = te^{\frac{1}{2}(Q|\log y| - \sqrt{2}|\log y| c)}$ gives

$$P_{\mathbb{H}}[\nu_h(0, y) > t] \leq C E [(te^{\frac{1}{2}Q|\log y| - \sqrt{2}|\log y| c})^{-\frac{4}{Q}t}] = Ct^{-\frac{4}{Q}} y.$$
For the last assertion, let \( y_n = e^{-(\log n)^4} \) and \( \varepsilon_n = \frac{1}{\log n} \) so that \( y_n \) and \( \varepsilon_n \to 0 \) as \( n \to \infty \). Let \( E_n = \{ \nu_h(0, y_n) \in (y_n^{2Q + 2\varepsilon_n}, y_n^{2Q - 2\varepsilon_n}) \} \). By the tail bounds, we have

\[
P^\mathbb{H}[E_n^c] \leq \mathbb{P}[e^{\frac{2}{\log n}} \in (y_n^{\varepsilon_n}, y_n^{-\varepsilon_n})] + P^\mathbb{H}[\nu_h(0, 1) \notin (y_n^{\varepsilon_n}, y_n^{-\varepsilon_n})] \leq 2e^{-O(\varepsilon_n^2(\log y_n))} + O(y_n^{1-\varepsilon_n}).
\]

Here, the first term is bounded from above by the standard Gaussian tail bound. We conclude that \( \sum_n P^\mathbb{H}[E_n^c] < \infty \), so the Borel-Cantelli lemma yields that a.s. \( E_n \) occurs for all sufficiently large \( n \). Since \( \lim_{n \to \infty} \frac{\vert \log y_{n+1} \vert}{\vert \log y_n \vert} = 1 \), this gives that \( \lim_{y \to \infty} \frac{\vert \log y \vert}{\log \nu_h(0, y)} = \frac{2}{\gamma Q} \) a.s.

We now give an asymptotic estimate for \( \log x_\delta \).

**Lemma 5.7.** \( M \)-almost everywhere, \( \lim_{\delta \to 0} \frac{\log x_\delta}{\log \delta} = \frac{2}{\gamma Q} \).

**Proof.** Recall from Definition 2.3 that \( \phi \) sampled from \( LF_{\mathbb{H}}^{(\gamma, i)} \) is given by \( \phi = h - 2Q \log |z|_+ + \gamma G_{\mathbb{H}}(\cdot, i) + c \) where \( (h, c) \) is sampled from \( 2^{-\gamma/2} P^\mathbb{H} \times [e^{(\gamma-Q)c} dc] \). Thus \( \frac{\nu_\phi(0, y)}{e^{\frac{2}{\gamma} \nu_h(0, y)}} \) is given by \( \int_{-\infty}^{\infty} e^{\frac{2}{\gamma} \nu_h(i, y)} ei\gamma c dc \), and for all \( y \in (0, 1) \), and so \( LF_{\mathbb{H}}^{(\gamma, i)} \)-almost everywhere \( \lim_{y \to 0^+} \frac{\log \nu_h(0, y)}{\log \nu_h(0, y)} = 1 \). Therefore by the last assertion of Lemma 5.6 we have

\[
\lim_{y \to 0^+} \frac{\log y}{\log \nu_h(0, y)} = \frac{2}{\gamma Q} \quad LF_{\mathbb{H}}^{(\gamma, i)} \)-almost everywhere. (5.11)
\]

By Lemma 2.4 applied to the inversion map \( z \mapsto -z^{-1} \), this yields that \( \lim_{y \to \infty} \frac{\log y}{\log \nu_h(0, y)} = \frac{2}{\gamma Q} \).

Setting \( y = x_\delta \) so that \( \nu_\phi(y, \infty) = \delta \), we get \( LF_{\mathbb{H}}^{(\gamma, i)} \)-almost everywhere \( \lim_{\delta \to 0} \frac{\log x_\delta}{\log \delta} = \frac{2}{\gamma Q} \). Hence the same limit holds for \( M \) by restricting to \( \nu_\phi(\mathbb{R}) \in (1, 2) \).

The following tail bound is quite loose, but suffices for our purposes.

**Lemma 5.8.** For \( \zeta \in (0, 1) \), there exists \( C_\zeta \in (0, \infty) \) such that

\[
M\{x_t \geq y\} < C_\zeta (t^{4/\gamma^2} y)^{-(1-\zeta)} \quad \text{for all } t > 0 \text{ and } y > 1.
\]

**Proof.** By the definition of \( x_t \), (5.12) is equivalent to \( M\{\nu_\phi(y, \infty) > t\} < C_\zeta (t^{4/\gamma^2} y)^{-(1-\zeta)} \) for all \( t > 0 \) and \( y > 1 \). Using Lemma 2.4 with the inversion map \( z \mapsto -z^{-1} \), this is equivalent to

\[
M\{\nu_\phi(0, y) > t\} < C_\zeta (t^{-4/\gamma^2} y^{-(1-\zeta)}) \quad \text{for all } t > 0 \text{ and } y \in (0, 1).
\]

Recall that \( M \) is \( LF_{\mathbb{H}}^{(\gamma, i)} \) restricted to \( \nu_\phi(\mathbb{R}) \in (1, 2) \). By Definition 2.3, \( \phi \) sampled from \( LF_{\mathbb{H}}^{(\gamma, i)} \) is \( \phi(z) = h(z) - 2Q \log |z|_+ + \gamma G_{\mathbb{H}}(z, i) + c \) where \( (h, c) \) is sampled from \( 2^{-\gamma/2} P^\mathbb{H} \times [e^{(\gamma-Q)c} dc] \). Since \( -2Q \log |z|_+ + \gamma G_{\mathbb{H}}(z, i) \in (-\log 2, 0) \) for \( z \in [-1, 1] \), we have \( 2^{-\gamma/2} e^{\frac{2}{\gamma} \nu_h(i, y)} < \nu_\phi(I) < e^{\frac{2}{\gamma} \nu_h(I)} \) for any \( I \subset [-1, 1] \). Since \( M \)-a.s. we have \( \nu_\phi(-1, 0) < 2 \), for any \( r \in \mathbb{R} \) we have

\[
2^{\gamma/2} M\{\nu_\phi(0, y) > t\} \leq \int_{-\infty}^{\infty} P^\mathbb{H}[e^{\frac{2}{\gamma} \nu_h(0, y)} > t] e^{(\gamma-Q)c} dc + \int_{-\infty}^{-1} P^\mathbb{H}[e^{\frac{2}{\gamma} \nu_h(-1, 0) > t} < 2^{\gamma/2} e^{(\gamma-Q)c} dc.
\]

The first term can be bounded using the second assertion in Lemma 5.6

\[
\int_{-\infty}^{r} P^\mathbb{H}[e^{\frac{2}{\gamma} \nu_h(0, y)} > t] e^{(\gamma-Q)c} dc \leq C \int_{-\infty}^{r} t^{-\frac{4}{\gamma^2}} ye^{\frac{2}{\gamma} c} e^{(\gamma-Q)c} dc = \frac{2}{\gamma} t^{-\frac{4}{\gamma^2}} ye^{\frac{2}{\gamma} r},
\]
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where \( C \in (0, \infty) \) is a constant that can change from line to line. For the second term, by Lemma 5.6 for any \( p > 0 \) we have:

\[
\int_r^\infty P_{\mathcal{H}}[e^{\frac{2}{2}t^2} \nu_h(-1, 0) < 2^{\gamma/2+1}] e^{(\gamma-Q)c} \, dc \leq C \int_r^\infty 2^{(\gamma/2+1)p} e^{-\frac{t}{2}p} e^{(\gamma-Q)c} \, dc \leq Ce^{(\gamma-Q-\frac{3}{2}p)r}.
\]

Combining the two bounds gives:

\[
M[\{\nu_\phi(0, y) > t\}] \leq Ct^{-\frac{4}{7+r}} ye^{\frac{2}{7+r}} + Ce^{(\gamma-Q-\frac{3}{2}p)r}.
\]

Choosing \( r = \frac{\log t + \log y}{\frac{4}{7} + \frac{3}{2}p} \) gives (5.13) with \( \zeta = \frac{\gamma}{\frac{4}{7} + \frac{3}{2}p} \). Varying \( p \in (0, \infty) \), we get all \( \zeta \in (0, 1) \).

The next lemma allows us to control \( f(x_{1/2}) \).

**Lemma 5.9.** We have \( M[|f(x_{1/2})|] < \infty \).

**Proof.** We first show there is a constant \( C > 0 \) such that

\[
f(y) < C \log y \quad \text{for all } y > 2. \tag{5.14}
\]

Write \( p = M[\{x_{1/2} < 0\}] \). By Lemma 5.7, for \( \delta \) small enough, \( M[\{x_\delta < \delta^{-\frac{1}{12}}\}] < \frac{p}{2} \). Let \( F_\delta = \{x_{1/2} < 0 \text{ and } x_\delta > \delta^{-\frac{1}{12}}\} \) so that \( M[F_\delta] \leq \frac{p}{2} \). By Lemma 5.4 we have \( |M_\delta| = M[f(x_\delta - f(x_{1/2}))] \geq M[1_{F_\delta} (f(x_\delta) - f(x_{1/2}))] \). Since \( f \) is increasing and \( f(0) = 0 \), we have

\[
M[1_{F_\delta} (f(x_\delta) - f(x_{1/2}))] \geq f(\delta^{-\frac{1}{12}}) M[F_\delta] \geq \frac{p}{2} f(\delta^{-\frac{1}{12}}).
\]

By Lemma 5.5, \( |M_\delta| = (1 + o_\delta(1)) \log^{-1} \delta \). Therefore there exists \( C \in (0, \infty) \) such that

\[
f(\delta^{-\frac{1}{12}}) \leq C \log^{-1} \delta \quad \text{for all } \delta \in (0, 1/2) \tag{5.15}
\]

Setting \( y = \delta^{-\frac{1}{12}} \) and possibly choosing \( C \) larger we obtain (5.14).

Now we bound \( M[|f(x_{1/2})|] \). By (5.15) \( f \) is an increasing odd function, so

\[
M[1_{x_{1/2} > 1} f(x_{1/2})] = \sum_{n=1}^{\infty} M[1_{2^n \geq x_{1/2} > 2^{n-1}} f(x_{1/2})] \leq \sum_{n=1}^{\infty} f(2^n) M[\{x_{1/2} > 2^{n-1}\}].
\]

By (5.14) and the tail bound of \( x_{1/2} \) in Lemma 5.8 for a possibly larger \( C \) we have

\[
M[1_{x_{1/2} > 1} f(x_{1/2})] \leq \sum_{n=1}^{\infty} C \log 2^n M[\{x_{1/2} > 2^{n-1}\}] \leq C^2 \sum_{n=1}^{\infty} n 2^{-n/2} < \infty.
\]

Since \( 0 < f(t) < f(2) \) for \( t \in (0, 2) \), we have \( M[1_{1 \\geq x_{1/2} \geq 0} f(x_{1/2})] \leq f(2) |M| < \infty \) hence \( M[1_{x_{1/2} > 0} f(x_{1/2})] = M[1_{x_{1/2} \geq 0} f(x_{1/2})] < \infty \). As \( M \)-almost everywhere \( \nu_\phi(\mathbb{R}) > 1 \), we conclude

\[
M[x_{1/2} < -y] = M[\nu_\phi(-y, \infty) \leq \frac{1}{2}] \leq M[\nu_\phi(-\infty, -y) \geq \frac{1}{2}] = M[x_{1/2} > y] \text{ for } y > 0.
\]

Since \( f \) is an odd function, we have that \( M[1_{x_{1/2} < 0} |f(x_{1/2})|] \leq M[1_{x_{1/2} > 0} |f(x_{1/2})]| < \infty \).

Now, we give the asymptotic upper bound on \( f \).

**Lemma 5.10.** For any \( s > 0 \) we have \( \limsup_{\delta \to 0} |M[f(\delta^{-\frac{1}{12}} + s)]/|M_\delta| \leq 1. \)
We claim that \( M \delta \) which concludes the proof.

Thus \( M \delta \) measurable sets \( \delta \) and \( -\infty \) By Lemmas 5.7, 5.10 and 5.11, we see that \( \lim_{\delta \to 0} M \delta \to \infty \) by Lemma 5.5 and \( M |f(x_{1/2})| < \infty \) by Lemma 5.9, we are done. \( \square \)

We next obtain the matching asymptotic lower bound on \( f \).

**Lemma 5.11.** For any \( s > 0 \) we have \( \lim_{\delta \to 0} |M|f(\delta^{-\frac{2}{\gamma+8}})/|M|\delta \geq 1 \).

**Proof.** Let \( E_\delta = \{ x_\delta > \delta^{-\frac{2}{\gamma+8}} \} \). By the monotonicity of \( f \) we may assume \( \frac{2}{\gamma+8} + s < \frac{8}{\gamma} \), and by (5.14) and monotonicity we have

\[
|M_\delta| = M[f(x_\delta) - f(x_{1/2})] \leq M[1_{E_\delta} f(x_\delta)] + M[1_{E_\delta^c} f(x_\delta)] + M[|f(x_{1/2})|]
\]

\[
\leq CM[1_{E_\delta} \log(x_\delta)] + f(\delta^{-\frac{2}{\gamma+8}})(|M| - M[E_\delta]) + M[|f(x_{1/2})|].
\]

We claim that \( M[1_{E_\delta} \log x_\delta] = o(\log \delta^{-1}) \). To see this, we write

\[
M[1_{E_\delta} \log x_\delta] = \int_0^\infty M[E_\delta \cap \{ \log x_\delta > w \}] dw \leq \frac{8}{\gamma^2} \log \delta^{-1} M[E_\delta] + \int_\frac{8}{\gamma^2} \log \delta^{-1} M[\{ \log x_\delta > w \}] dw.
\]

By Lemma 5.7, the first term is \( o(\log \delta^{-1}) \), and for the second term, let \( \zeta \in (0,1) \) and use Lemma 5.8

\[
\int_\frac{8}{\gamma^2} \log \delta^{-1} M[\{ \log x_\delta > w \}] dw \leq \int_\frac{8}{\gamma^2} \log \delta^{-1} C_\zeta (\delta^{-\frac{4}{\gamma}} e^w)^{-1+\zeta} dw = (1 - \zeta)^{-1} C_\zeta \delta^{-\frac{4(1-\zeta)}{\gamma}}.
\]

Thus \( M[1_{E_\delta} \log x_\delta] = o(\log \delta^{-1}) \). Moreover, \( \lim_{\delta \to 0} M[E_\delta] = 0 \) by Lemma 5.7, \( |M_\delta| \geq \log \delta^{-1} \) by Lemma 5.5 and \( M[|f(x_{1/2})|] < \infty \) by Lemma 5.9. This gives the desired result. \( \square \)

Now we are ready to conclude the proof of Proposition 5.3. We start by the marginal law of \( \phi \).

**Lemma 5.12.** The \( M_\delta^\phi \)-law of \( \phi \) converges to \( M^\# \) in total variation distance as \( \delta \to 0 \).

**Proof.** Let \( R_\delta(\phi) = \frac{dM_\delta^\phi}{dM^\#}(\phi) \) be the Radon derivative of the marginal of \( \phi \) under \( M_\delta^\phi \) with respect to \( M \). By Lemma 5.4, we have

\[
R_\delta(\phi) = \frac{|M|}{|M_\delta|} (f(x_\delta) - f(x_{1/2})) \text{ almost surely in } M^\#.
\]

By Lemmas 5.7, 5.10 and 5.11, we see that \( \lim_{\delta \to 0} \frac{|M|}{|M_\delta|} f(x_\delta) = 1 \) a.s. in \( M^\# \). Since \( \lim_{\delta \to 0} |M_\delta| = \infty \) and \( -\infty < f(x_{1/2}) < \infty \) a.s. in \( M^\# \), we see that \( \lim_{\delta \to 0} R_\delta = 1 \) a.s. in \( M^\# \). Since \( M^\#[R_\delta(\phi) = 1] \) for each \( \delta \), we have \( \lim_{\delta \to 0} M^\#[|R_\delta(\phi) - 1|] = 0 \). Therefore, with the supremum taken over measurable sets \( A, \sup_A |M_\delta^\phi[A] - M^\#[A]| = \sup_A |M^\#[1_A(R_\delta(\phi) - 1)]| \leq M^\#[|R_\delta(\phi) - 1|] \to 0 \), which concludes the proof. \( \square \)

We now deal with the joint law of \( (\phi, x) \).
Lemma 5.13. Let $\hat{m}_\delta = \int_{0 < x < \delta^{-2/3}} p(x) \, dx$. The $M_\delta^\#$-law of $(\phi, x)$ is $o_\delta(1)$-close in total variational distance to $M_\delta^\# \times \hat{m}_\delta^\#$.

Proof. The conditional law of $x$ given $\phi$ is $1_{x/\delta < x < \delta} (f(x) - f(x/\delta))^{-1} p(x) \, dx$. Let $d_\delta(\phi)$ be the total variational distance between this distribution and $\hat{m}_\delta^\#$. Let $E_\delta = \{|x_\delta - x_\delta/2| < 1\}$. By Lemmas 5.7 and 5.12, $\lim_{\delta \to 0} M_\delta[E_\delta^\#] = 0$. Moreover, by Lemmas 5.5, 5.10 and 5.11, $\lim_{y \to \infty} (\log y)^{-1} f(y)$ is a positive constant, and hence $\lim_{\delta \to 0} M_\delta[1_{E_\delta} d_\delta(\phi)] = 0$. We conclude that $\lim_{\delta \to 0} M_\delta[d_\delta(\phi)] = 0$ as needed.

Proof of Proposition 5.3. Since the conditional law of $(\eta_1, \eta_2)$ under $M_\delta^\#$ given $(\phi, x)$ only depends on $x$, Lemma 5.13 implies Proposition 5.3.

Remark 5.14. The above argument implies that there exists a constant $C \in (0, \infty)$ such that

$$\lim_{\delta \to 0} \frac{|M_\delta|}{\log \delta^{-1}} = C \quad \text{and} \quad \lim_{y \to \infty} \frac{f(y)}{\log y} = \frac{\gamma Q C}{2|M|}. \quad (5.16)$$

Moreover, the constant $C$ can be made explicit by keeping track of the various constants in Lemma 5.5 (see [AHS21; Proposition 5.2] for these constants). We find it interesting that though the function $f$ is defined in terms of SLE, its asymptotics are derived using properties of the Liouville field $\phi$.

5.3 Passing to the limit: proof of Theorem 4.1

The arguments in this section are technical but standard and can be skipped on a first reading. Sample a pair of quantum surfaces $(D_1, D_2)$ from $\int_1^2 \int_0^\infty M_{6,2}^\#(\gamma_x^2; a, p) \times Q_{D,1}(p) \, dp \, da$. Let $D_1 \oplus D_2$ be the curve-decorated quantum surface obtained by conformally welding the right boundary of $D_1$ and the total boundary of $D_2$. The surface $D_1 \oplus D_2$ naturally carries a marked interior point and a marked boundary point. See Figure 4. Let $(D, \phi_D, \eta_D, 0, i)$ be the unique embedding of $D_1 \oplus D_2$ in $(D, 0, i)$. We denote the law of $(\phi_D, \eta_D)$ by $M_D$. Let $f : \mathbb{H} \to \mathbb{D}$ be the conformal map with $f(i) = 0$ and $f(\infty) = i$. We will prove Theorem 4.1 by showing the following.

Proposition 5.15. Under the probability measure $M_D^\#$ proportional to $M_D$, $\phi_D$ and $\eta_D$ are independent, and moreover, the law of $\phi_D \circ f + Q \log |f'|$ is proportional to $\int_1^{2Q} L_H^\#(\gamma_x^2) \, d\ell$.

Recall $M_\delta$ from Lemma 5.2 and Proposition 5.3. Let $(\phi, \eta_1, \eta_2)$ be sampled from $M_\delta^\#$. Let $D_{1,\delta}, D_{2,\delta}, D_{3,\delta}$ be the left, right, and middle marked quantum surface in the sample space of $M_\delta$, so that $(\mathbb{H}, \phi_1, \eta_1, \eta_2, i, x)$ is the embedding of the conformally welded surface $D_{1,\delta} \oplus D_{2,\delta} \oplus D_{3,\delta}$. Let $\phi^\delta = \phi \circ f^{-1} + Q \log |(f^{-1})'|$ and $\eta^\delta = f \circ \eta_1$, so that $(D, \phi^\delta, 0, i)$ is the embedding of $D_{1,\delta} \oplus D_{2,\delta} \oplus D_{3,\delta}$ on $(D, 0, i)$ by forgetting the interfaces and $\eta^\delta$ is the interface between $D_{1,\delta}$ and $D_{2,\delta}$. See Figure 4. The following lemma and Proposition 5.3 immediately give Proposition 5.15.

Lemma 5.16. There exists a coupling between $M_D^\#$ and $M_D^\#$ such that the following holds. We can find random simply-connected domains $U_\delta, \tilde{U}_\delta \subset \mathbb{D}$ and a conformal map $g_\delta : \tilde{U}_\delta \to U_\delta$ such that with probability $1 - o_\delta(1)$,

- $\phi_D(z) = \phi^\delta \circ g_\delta(z) + Q \log |g_\delta(z)|$ for $z \in \tilde{U}_\delta$,
- $\operatorname{diam}(\mathbb{D}\setminus U_\delta) = o_\delta(1)$, $\operatorname{diam}(\mathbb{D}\setminus \tilde{U}_\delta) = o_\delta(1)$,
- $\sup_{z \in K} |g_\delta(z) - z| = o_\delta(1)$ for any compact $K \subset \mathbb{D}$.
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To prove Lemma 5.16 we use the following basic coupling result on quantum disks. Let \( \varepsilon > 0 \). For a simply-connected quantum surface \( D \) decorated with one bulk and one boundary point, let \( D^\varepsilon \) be the quantum surface obtained by embedding \( D \) as \((\mathbb{H}, \phi, i, -1)\) and setting \( D^\varepsilon := (\mathbb{H}_\varepsilon, \phi, i, -1, -1 - 2\varepsilon)\) where \( \mathbb{H}_\varepsilon = \mathbb{H} \setminus B_\varepsilon(-1 - \varepsilon) \) with \( B_\varepsilon(-1 - \varepsilon) = \{ z \in \mathbb{C} : |z + 1 + \varepsilon| \leq \varepsilon \} \).

**Lemma 5.17.** For \( \varepsilon > 1 \) and \( \ell > 0 \), when \( D \) and \( \widetilde{D} \) are sampled from \( \text{QD}_{1,1}(\ell)^\# \) and \( \text{QD}_{1,1}(\ell)^\# \) respectively, the law of \( \widetilde{D}^\varepsilon \) converges to that of \( D^\varepsilon \) in total variation distance as \( \ell \to \ell \).

**Proof.** This can be proved directly via the explicit Liouville field description \( \text{QD}_{1,1}(\ell)^\# \) in Proposition 3.9. However, the corresponding statement for \( \text{QD}_{0,2}(\ell)^\# \) and \( \text{QD}_{0,2}(\ell^\#)^\# \) is already proved in [AHS20 Proposition 2.23]. (In fact, Proposition 2.23 there proved the general result for \( \text{M}_{0,2}^{\text{disk}}(W) \).) By Definition 2.10 we can transfer the result for \( \text{QD}_{0,2}(\ell)^\# \) into the desired result for \( \text{QD}_{1,1}(\ell)^\# \). \( \square \)

![Diagram](https://via.placeholder.com/150)

**Figure 4:** **Left:** \((\phi_D, \eta_D) \sim M^\#_D\) is obtained by embedding \( D_1 \oplus D_2 \) into \((\mathbb{D}, 0, i)\), and \((\phi^\delta, \eta^\delta) \sim M^\#_\delta\) is obtained by embedding \( D_{1,\delta} \oplus D_{2,\delta} \oplus D_{3,\delta} \) into \((\mathbb{D}, 0, i)\). **Right:** We can couple \( M^\#_D \) and \( M^\#_\delta \) so the pink and blue quantum surfaces agree with high probability. The domains \( \widetilde{U}_\delta \) and \( U_\delta \) are the unions of the pink and blue regions.

**Proof of Lemma 5.16** Recall the marked quantum surfaces \( D_1, D_2 \) in the definition of \((\phi_D, \eta_D)\) and \( M^\#_{D_1} \). Let \( \widetilde{A} \) and \( \widetilde{P} \) be the left and right boundary lengths of \( D_1 \), respectively. The law of \((\widetilde{A}, \widetilde{P})\) is the probability measure on \([1, 2] \times (0, \infty)\) proportional to

\[
|\mathcal{M}_{0,2}^{\text{disk}}(\frac{\gamma^2}{2}; a, p)||\text{QD}_{1,1}(p)| \propto a^{\frac{4}{\gamma^2}}/(a^{\frac{4}{\gamma^2}} + p^{\frac{4}{\gamma^2}})^2, \tag{5.17}
\]

where we have used (5.5) for the expression of \(|\mathcal{M}_{0,2}^{\text{disk}}(\frac{\gamma^2}{2}; a, p)|\). Conditioning on \((\widetilde{A}, \widetilde{P})\), the conditional law of \((D_1, D_2)\) is \( \mathcal{M}_{0,2}^{\text{disk}}(\frac{\gamma^2}{2}; \widetilde{A}, \widetilde{P})^\# \times \text{QD}_{1,1}(\widetilde{P})^\# \).

Similarly, recall that the law of \( D_{1,\delta}, D_{2,\delta}, D_{3,\delta} \) is given in (5.2). Let \( A_\delta \) and \( P_\delta \) be the left and right boundary lengths of \( D_{1,\delta} \), respectively. Let \( Q_\delta \) and \( B_\delta \) be the left and right boundary lengths of \( D_{3,\delta} \), respectively. Then, by Lemma 5.5 the \( M^\#_\delta \)-law of \((A_\delta, P_\delta)\) weakly converge to the the \( M^\#_{D_1} \)-law of \((\widetilde{A}, \widetilde{P})\), and \( \lim_{\delta \to 0} M^\#_\delta |Q_\delta > \varepsilon| = \lim_{\delta \to 0} M^\#_\delta |B_\delta > \varepsilon| = 0 \) for all \( \varepsilon > 0 \).

By Lemma 5.5 we can couple \( M^\#_\delta \) and \( \widetilde{M}^\#_\delta \) such that \((\widetilde{A}, \widetilde{P}) = (A_\delta, P_\delta)\) with probability \( 1 - o_\delta(1) \). By Proposition 2.11, a sample from \( \mathcal{M}_{1,2}^{\text{disk}}(2; p, q)^\# \) can be obtained by sampling a quantum surface from \( \text{QD}_{1,1}(p + q)^\# \), then marking a second boundary point at quantum length \( p \) counterclockwise from the marked boundary point. Since \((\widetilde{A}, \widetilde{P}) = (A_\delta, P_\delta)\) with probability \( 1 - o_\delta(1) \) and \( Q_\delta \to 0 \) in probability as \( \delta \to 0 \), by Lemma 5.17 we can extend our coupling such...
that \( \lim_{\delta \to 0} \mathbb{P}(\mathcal{D}_1, \mathcal{D}_2^\delta) = (\mathcal{D}_1, \mathcal{D}_2^\delta) \) = 1 for any fixed \( \varepsilon > 0 \); consequently the same holds when \( \varepsilon \) is e.g. a piecewise constant function of \( \delta \) which decays to 0 sufficiently slowly as \( \delta \to 0 \).

Let \( U_\delta \) (resp. \( \tilde{U}_\delta \)) be the domain parametrizing the conformal welding of \( \mathcal{D}_1 \) and \( \mathcal{D}_2^\delta \) (resp. \( \tilde{\mathcal{D}}_1 \) and \( \tilde{\mathcal{D}}_2^\delta \)) in the aforementioned embedding of \( \mathcal{D}_1 \oplus \mathcal{D}_2 \) (resp. \( \mathcal{D}_1 \oplus \mathcal{D}_2, \mathcal{D}_3, \mathcal{D}_4 \)) in \( (\mathbb{D}, 0, i) \). More precisely, \( U_\delta \) is the interior of the union of the closures of the domains corresponding to \( \mathcal{D}_1 \) and \( \mathcal{D}_2^\delta \) in our embedding, and the analogous statement holds for \( \tilde{U}_\delta \). By definition, the marked quantum surfaces \( (U_\delta, \phi^0, 0, i) \) and \( (\tilde{U}_\delta, \phi^0, 0, i^-) \) agree with probability \( 1 - o_\delta(1) \), where \( i^- \) be the boundary point immediately to the left of \( i \). On this event, by the agreement of quantum surfaces, there exists a unique conformal map \( g_\delta : \tilde{U}_\delta \to U_\delta \) such that \( \phi \mathcal{D}_1 = \phi \circ g_\delta + Q \log|g_\delta'|, g_\delta(0) = 0 \) and \( g_\delta(i^-) = i \).

Note that the simply connected open sets \( \tilde{U}_\delta \) are determined by \( (\phi, \eta) \) and

\[ M_{\mathbb{D}}^\# \text{-almost surely } (\mathbb{D} \cup \partial \mathbb{D}) \setminus \tilde{U}_\delta \text{ is decreasing as } \delta \to 0 \text{ and their intersection equals } \{i\}. \]

Therefore \( M_{\mathbb{D}}^\# \text{-almost surely } \lim_{\delta \to 0} \text{diam}(\mathbb{D} \setminus \tilde{U}_\delta) = 0 \). Hence in our coupling of \( M_{\mathbb{D}}^\# \) and \( M_{\mathbb{D}}^\# \), \( \text{diam}(\mathbb{D} \setminus \tilde{U}_\delta) = o_\delta(1) \) with probability \( 1 - o_\delta(1) \). As a basic deterministic fact in complex analysis, \( \text{diam}(\mathbb{D} \setminus \tilde{U}_\delta) = 0 \) if and only if the harmonic measure of \( \mathbb{D} \setminus \tilde{U}_\delta \) viewed from \( 0 \) in \( \tilde{U}_\delta \) tend to \( 0 \) as \( \delta \to 0 \). Therefore, in our coupling the harmonic measure of \( \mathbb{D} \setminus \tilde{U}_\delta \) viewed from \( 0 \) in \( \tilde{U}_\delta \) is \( o_\delta(1) \) with probability \( 1 - o_\delta(1) \). By conformal invariance, the same holds for the harmonic measure of \( \mathbb{D} \setminus U_\delta \) viewed from \( 0 \) in \( U_\delta \). So \( \text{diam}(\mathbb{D} \setminus U_\delta) = o_\delta(1) \) with probability \( 1 - o_\delta(1) \). This gives the second condition for the coupling.

Finally, since \( g_\delta(0) = 0, g_\delta(i^-) = i \), and \( \text{diam}(\mathbb{D} \setminus U_\delta), \text{diam}(\mathbb{D} \setminus \tilde{U}_\delta) \to 0 \) with probability \( 1 - o_\delta(1) \), standard conformal distortion estimates yield the third condition.

\[ \square \]

**Proof of Proposition 5.15.** Sending \( \delta \to 0 \) in Lemma 5.17 and Proposition 5.3 we see that the law of \( \phi \mathcal{D}_1 \circ f + Q \log|f'| \) under \( M_{\mathbb{D}}^\# \) is the same as that of \( \phi \) under \( M_{\mathbb{D}}^\# \), which is the probability measure proportional to \( f^2 \mathcal{L}_\mathcal{D}(\gamma; i) d\ell \). Moreover, the independence of \( \phi \) and \( \eta \) under \( M_{\mathbb{D}}^\# \) established in Proposition 5.3 follows from the asymptotic independence of \( \phi \) and \( \eta \) under \( M_{\mathbb{D}}^\# \).

**Proof of Theorem 4.1.** Let \( \psi(z) = -z^{-1} \) and \( \text{Bubble}_\mathbb{H}(i, \infty) = \{ \eta : \psi(\eta) \in \text{Bubble}_\mathbb{H}(i, 0) \} \). By Proposition 5.15 the law of \( (\phi \mathcal{D}_1 \circ f + Q \log|f'|, f^{-1} \circ \eta) \) can be written as the probability measure proportional to \( \int_1^{\infty} \mathcal{L}_\mathcal{D}(\gamma; i) d\ell \times m^\infty \) where \( m^\infty \) is the probability measure on \( \text{Bubble}_\mathbb{H}(i, \infty) \) describing the marginal law of \( f^{-1} \circ \eta \). Therefore for some \( C \in (0, \infty) \) we have

\[ \int_1^{\infty} \mathcal{L}_\mathcal{D}(\gamma; i) d\ell \times m^\infty = C \int_1^{\infty} \int_0^{\mathcal{D}_1,1}(r) \times M_0,2(\frac{r}{2}, \ell, r) dr d\ell, \]

(5.18)

in the sense that when a field and curve are sampled from the left hand side of (5.18), the law of the two quantum surfaces cut out by the curve is the right hand side of (5.18).

A scaling argument shows that (5.18) holds when the integration interval \([1, 2] \) is replaced by \([e^{2r}, 2e^{2r}] \) for any \( c \in \mathbb{R} \). Indeed, from Lemma 2.2 and the change of coordinates \( c' = c + c \) it is immediate that when \( \phi \) is sampled from \( \mathcal{L}_\mathcal{D}(\gamma; i) \) then the law of \( \phi + c \) is \( e^{(Q - \gamma)}c\mathcal{L}_\mathcal{D}(\gamma; i) \). Similarly, if \( \mathcal{D}_1, \phi + c, 0 \) has law \( \mathcal{QD}_1,1(r) \) then \( \mathcal{D}_1, \phi + c + i, 0 \) has law \( e^{(Q - \gamma)}c\mathcal{QD}_1,1(e^{2r}) \), and if \( \mathcal{D}_1, \phi + c, 0 \) has law \( M_{0,2}(\frac{r}{2}; \ell, r) \) then \( \mathcal{D}_1, \phi + c + 1, 0 \) has law \( e^{c}c\mathcal{M}_{0,2}(\frac{r}{2}; e^{2r}) \). Therefore, adding \( c \) to the fields in (5.18) and changing variables \( (\ell', \ell'' \to e^{2r}, e^{2r}) \) gives (5.18) with \([1, 2] \) replaced with \([e^{2r}, 2e^{2r}] \). Summing over the intervals \([2^n, 2^{n+1}] \) for integer \( n \) yields (5.18) with \([1, 2] \) replaced by \((0, \infty)\).

Finally, since \( \psi : z \mapsto -z^{-1} \) satisfies \( |\psi'(i)| = 1 \), by Lemma 2.4 \( \mathcal{L}_\mathcal{D}(\gamma; i) \) is mapped to itself by the coordinate change of \( \psi \). Recall the definition of \( M_0,2(\frac{r}{2}, \ell, r) \) from (2.10). Reparametrizing (5.18) via \( \psi \) yields Theorem 4.1. \[ \square \]
A Brownian motion in cones

For $\phi \in (0, 2\pi)$ let $C_\phi = \{ z \in \mathbb{C} : \arg z \in (0, \phi) \}$ be the cone of angle $\phi$. Following [LW04] Section 3 we will define various measures corresponding to Brownian motion in $C_\phi$ conditioned on certain probability zero events via limiting procedures. These constructions are in the same spirit as [LW04] Section 3, but we also consider Brownian path measures in a cone with an endpoint at its vertex. For more details on the validity of these constructions see [LW04] Section 3.

Let $K$ be the collection of continuous planar curves $Z$ defined on a finite time interval $[0, T_Z]$, where $T_Z$ is the duration of the curve. Endow $K$ with the metric $d_K(Z_1, Z_2) = \inf_{\theta} \{ \sup_{0 < t < T_{Z_1}} |t - \theta(t)| + |Z_1(t) - Z_2(\theta(t))| \}$ with the infimum taken over increasing homeomorphisms $\theta : [0, T_{Z_1}] \to [0, T_{Z_2}]$. Our Brownian path measures will be non-probability measures on $K$ equipped with the Borel $\sigma$-algebra associated to $d_K$.

Let $m(z, w; t)$ denote the measure on $K$ such that $|m(z, w; t)| = \frac{1}{2\pi t} e^{-|z-w|^2/2t}$ and $m(z, w; t)^\#$ is the Brownian bridge from $z$ to $w$ with duration $t$. Let $m_{C_\phi}(z, w; t)$ be the restriction of $m(z, w; t)$ to paths staying in $C_\phi$, and let $m_{C_\phi}(z, w) = \int_0^\infty m_{C_\phi}(z, w; t) dt$.

**Lemma A.1.** For each $w \in C_\phi$ and $t > 0$, pick any $\psi \in (0, \phi)$ and define the measure $m_{C_\phi}(w, 0; t) := \lim_{s \to 0} \frac{s^{-\frac{\phi}{2}}}{\sin(\frac{\pi}{\phi})} m_{C_\phi}(w, se^{i\psi}; t)$. This limit exists and does not depend on the choice of $\psi$. Moreover there is a constant $C = C(\phi)$ such that for all $w, t$,

$$|m_{C_\phi}(w, 0; t)| = Ct^{-1-\frac{\phi}{2\pi}} |w|^\frac{\phi}{2} e^{-\frac{|w|^2}{2t}} \sin\left(\frac{\pi}{\phi} \arg w\right).$$  \hspace{1cm} (A.1)

**Proof.** This result follows from [Shi85, Theorem 2] except that theorem is about the Brownian motion in $C_\phi$ which starts at 0 and ends at $w$. Our statement follows from the time reversal symmetry of Brownian path. \hfill \Box

Define $m_{C_\phi}(w, 0) := \int_0^\infty m_{C_\phi}(w, 0; t) dt$ and, for $u > 0$, $m_{C_\phi}(u, 0) := \lim_{\varepsilon \to 0} \varepsilon^{-1} m_{C_\phi}(u + i\varepsilon, 0)$.

**Corollary A.2.** Suppose $\phi \in (0, 2\pi)$, $\theta \in (0, \phi)$ and $r > 0$. There is a constant $c_{\phi, \theta} \in (0, \infty)$ such that $|m_{C_\phi}(re^{i\theta}, 0)| = c_{\phi, \theta} r^{-\frac{\phi}{2}}$. Moreover, the law of the duration of a sample from $m_{C_\phi}(re^{i\theta}, 0)^\#$ is the inverse gamma distribution with shape $\frac{\pi}{\phi}$ and scale $r^2/2$ (recall (2.2)). Similarly, for $u > 0$, $|m_{C_\phi}(u, 0)| = c_{\phi} u^{-\frac{\phi}{2}-1}$. Moreover, the law of the duration of a sample from $m_{C_\phi}(u, 0)^\#$ is the inverse gamma distribution with shape $\frac{\pi}{\phi}$ and scale $u^2/2$.

**Proof.** These claims are immediate from Lemma A.1. \hfill \Box

Suppose $\theta \in (0, \phi)$, we describe a path decomposition for $m_{C_\phi}(u, 0)^\#$ where we split the path at the first time it hits the ray $e^{i\theta}\mathbb{R}_+$. For $z \in C_\theta$, let $m_{C_\theta}(z)$ denote the probability measure corresponding to Brownian motion started at $z$ and killed when it exits $C_\theta$. For $y > 0$, let $E_{y, \varepsilon}$ be the event that Brownian motion exits $C_\theta$ on the boundary interval $(ye^{i\theta}, (y + \varepsilon)e^{i\theta})$, and let $m_{C_\theta}(z, ye^{i\theta}) = \lim_{\varepsilon \to 0} \varepsilon^{-1} m_{C_\theta}(z)|_{E_{y, \varepsilon}}$. For $x > 0$ define $m_{C_\theta}(x, ye^{i\theta}) = \lim_{\varepsilon \to 0} \varepsilon^{-1} m_{C_\theta}(x + \varepsilon i, ye^{i\theta})$.

**Lemma A.3.** For $0 < \theta < \phi < 2\pi$ and $u > 0$, we have

$$m_{C_\phi}(u, 0) = \int_0^\infty m_{C_\theta}(u, re^{i\theta}) \times m_{C_\phi}(re^{i\theta}, 0) dr$$

in the sense that when a sample from the right hand side is concatenated to obtain a path from $u$ to $0$, the law of this concatenated path is the left hand side.
Proof. Let $\psi = \frac{\phi+\theta}{2}$. For $\delta, \varepsilon > 0$, by the strong Markov property of Brownian motion we have

$$m_{C_\psi}(u+\varepsilon i, \delta e^{i\psi}) = \int_0^\infty m_{C_\theta}(u+\varepsilon i, re^{i\theta}) \times m_{C_\phi}(re^{i\theta}, \delta e^{i\psi}) \, dr.$$ 

Multiplying both sides by $\frac{\delta}{\sin(\frac{\pi}{\theta})} \varepsilon^{-1}$ and sending $\delta, \varepsilon \to 0$ yields the assertion. $\square$

Lemma A.4. For $0 < \theta < 2\pi$, there exists a constant $C$ such that

$$|m_{C_\theta}(u, re^{i\theta})| = C \frac{(ur)^{\frac{\theta}{2}-1}}{(u^{\frac{\theta}{2}} + r^{\frac{\theta}{2}})^2} \quad \text{for } u, r > 0.$$ 

Proof. This is equivalent to [AHS20, Lemma C.2] after the shear transform $\Lambda$ in Proposition 2.14. $\square$

Lemma A.5. Suppose $0 < \theta < \phi < 2\pi$. Let $L$ be sampled as in (4.15). Then for $\varepsilon \in (0, \frac{\pi}{\theta})$ we have

$$\mathbb{E} \left[ \left( \frac{L}{u} \right)^\varepsilon \right] < 1.$$ 

Proof. By (4.14), Corollary A.2 and Lemma A.4 the law of $\frac{L}{u}$ is proportional to

$$1_{x > 0} |m_{C_\theta}(u, uxe^{i\theta})||m_{C_\phi}(uxe^{i\theta}, 0)| \, dx \propto 1_{x > 0} x^{\pi/\theta - 1} (1 + x^{\pi/\theta})^{-2} \cdot x^{-\frac{x}{\sin(\frac{\pi}{\theta})}} \, dx.$$ 

Set $f(x) := \frac{x}{\sin(\frac{\pi}{\theta})}$. When $p \in (-1, \frac{2\pi}{\theta} - 1)$, we have

$$\int_0^\infty \frac{x^p}{(1 + x^{\pi/\theta})^2} \, dx = \frac{\theta}{\pi} \frac{\pi - \theta(p + 1)}{\sin(\pi - \theta(p + 1))} = \frac{\theta}{\pi} f(\pi - \theta(p + 1)).$$

Therefore

$$\mathbb{E} \left[ \left( \frac{L}{u} \right)^\varepsilon \right] = \int_0^\infty \frac{x^{\frac{\theta}{2} - 1 + \frac{\pi}{\theta} + \varepsilon}}{(1 + x^{\pi/\theta})^2} \, dx \int_0^\infty \frac{x^{\frac{\theta}{2} - 1 - \frac{\pi}{\theta}}}{(1 + x^{\pi/\theta})^2} \, dx = \frac{f(\frac{\pi\theta}{\phi} - \theta\varepsilon)}{f(\frac{\pi\theta}{\phi})}.$$ 

Since $f(x)$ is increasing on $(0, \pi)$ and $\frac{\pi\theta}{\phi} \in (0, \pi)$, we obtain the lemma. $\square$
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