I. INTRODUCTION

Carbon nanotubes (CNs) are graphene sheets rolled-up into cylinders of approximately one nanometer in diameter. Extensive work carried out worldwide in recent years has revealed the intriguing physical properties of these novel molecular scale wires [1, 2]. Nanotubes have been shown to be useful for miniaturized electronic, mechanical, electromechanical, chemical and scanning probe devices and materials for macroscopic composites [3]. Important is that their intrinsic properties may be substantially modified in a controllable way by doping with extrinsic impurity atoms, molecules and compounds [4]. Recent successful experiments on encapsulation of single atoms into single-wall CNs [5] and their intercalation into single-wall CN bundles [6], along with numerous studies of monoatomic gas absorption by the CN bundles (see [7] for a review), stimulate an in-depth analysis of the atom-CN van der Waals (vdW) interactions. The problem is both of fundamental and of applied interest, because it sheds light on the peculiarities of the atom-electromagnetic-field interactions in low-dimensional dispersive and absorbing surroundings, on the one hand, and, on the other, the atom-nanotube vdW interaction is the most important one determining the filling factor in encapsulating single atoms into CNs.

The vdW interaction is the result of electrodynamic coupling between the polarization states of the interacting entities that results from the vacuum fluctuations of the electromagnetic field. A theoretical analysis recently done [8, 9, 10] of spontaneous decay dynamics of excited atomic states near CNs has brought out fascinating peculiarities of the vacuum-field interactions in atomically doped CNs. In particular, close to the nanotube, the relative density of photonic states (DOS) effectively increases due to the presence of additional surface photonic states coupled with CN electronic quasiparticle excitations. This causes an atom-vacuum-field coupling constant, which is proportional to the photonic DOS, to be very sensitive to an atom-CN-surface distance. If the atom is close enough to the CN surface and the atomic transition frequency is in the vicinity of a resonance of the photonic DOS, the system shows strong atom-vacuum-field coupling giving rise to rearrangement ("dressing") of atomic levels by the vacuum-field interaction. If the atom moves away from the CN surface, the atom-field coupling strength decreases, smoothly approaching the weak coupling regime at large atom-surface distances since the role of surface photonic states diminishes, causing the relative photonic DOS to decrease. This suggests strictly nonlinear atom-field coupling and a primary role of the distance-dependent (local) photonic DOS in the vicinity of the CN, so that (weak-coupling) vdW interaction models based upon standard vacuum quantum electrodynamics (QED) as well as those using the linear response theory (see [11, 12] for a review) are, in general, inapplicable for an atom in a close vicinity of a carbon nanotube.

To give this issue a proper quantum electrodynamic consideration and thereby to advance in physical understanding the vdW interactions deeper than simple analyzing empirical model potentials [13], we develop a universal quantum approach to the vdW energy calculation of a (two-level) atomic system in the vicinity of an infinitely long single-wall CN. The approach is based upon the perturbation theory for degenerate atomic levels (see, e.g., [14]), thereby allowing one to account for both strong and weak atom-vacuum-field coupling regimes. We derive an integral equation for the vdW energy of the two-level
atomic system near the CN. The equation is represented in terms of the local photonic DOS and is valid for both strong and weak atom-field coupling. By solving it numerically, we demonstrate the inapplicability of weak-coupling-based vdW interaction models in a close vicinity of the nanotube surface. We also show that an inside encapsulation of doped atoms into the nanotube is energetically more favorable than their outside adsorption by the nanotube surface.

The rest of the paper is arranged as follows. Section II presents a theoretical model we use to derive a universal integral equation for the ground-state vdW energy of the two-level atomic system interacting with a vacuum electromagnetic field in the vicinity (inside or outside) of the CN. In describing the atom–field interaction, we follow an original line of Ref. [15, 16], adopting their electromagnetic field quantization scheme for a particular case of the field near an infinitely long achiral single-wall CN. The carbon nanotube is considered to be an infinitely thin anisotropically conducting cylinder. Its surface conductivity is represented in terms of the π-electron dispersion law obtained in the tight-binding approximation with allowance made for azimuthal electron momentum quantization and axial electron momentum relaxation [17]. Only the axial conductivity is taken into account and the azimuthal one, being strongly suppressed by transverse depolarization fields [18, 19, 20, 21], is neglected. In Sec. III, the vdW energy equation derived in Sec. II is analyzed qualitatively to demonstrate its validity and correctness in both weak and strong atom-field coupling regimes. We show that the equation obtained reproduces a well-known perturbation theory result in the weak coupling regime and reduces to the integral equation of a simplified form in the strong coupling regime. Section IV presents and discusses the results of the various numerical calculations of the vdW energies of the two-level atom placed inside or outside achiral CNs of different radii. A summary and conclusions of the work are given in Sec. V.

II. THE GROUND-STATE VANDERWAALS ENERGY

A. The field quantization formalism

The quantum theory of the van der Waals interaction between an atomic system and a carbon nanotube involves an electromagnetic field quantization procedure in the presence of dispersing and absorbing bodies. Such a procedure faces difficulties similar to those in quantum optics of 3D Kramers-Kronig dielectric media where the canonical quantization scheme commonly used does not work since, because of absorption, corresponding operator Maxwell equations become non-Hermitian [22]. As a consequence, their solutions cannot be expanded in power orthogonal modes and the concept of modes itself becomes more subtle. We, therefore, use a unified macroscopic QED approach developed in Refs. [15, 16] and adapted for an atom near a CN in Refs. [9, 10]. In this approach, the Fourier-images of electric and magnetic fields are considered as quantum mechanical observables of corresponding electric and magnetic field operators. The latter ones satisfy the Fourier-domain operator Maxwell equations modified by the presence of a so-called operator noise current density \( \mathbf{J}(\mathbf{r}, \omega) \) written in terms of a three-dimensional (3D) vector bosonic field operator \( \hat{f}(\mathbf{r}, \omega) \) and a medium dielectric tensor \( \epsilon(\mathbf{r}, \omega) \) (supposed to be diagonal) as

\[
\hat{J}_e(\mathbf{r}, \omega) = \frac{\omega}{2\pi} \sqrt{\hbar \text{Im} \epsilon_{ii}(\mathbf{r}, \omega)} \hat{f}_i(\mathbf{r}, \omega), \quad i = 1, 2, 3.
\]

This operator is responsible for correct commutation relations of the electric and magnetic field operators in the presence of medium-induced absorption. In this formalism, the electric and magnetic field operators are expressed in terms of a continuum set of the 3D vector bosonic fields \( \hat{f}(\mathbf{r}, \omega) \) by means of the convolution over \( \mathbf{r} \) of the current \( \mathbf{J} \) with the classical electromagnetic field Green tensor of the system. The bosonic field operators \( \hat{f}^\dagger(\mathbf{r}, \omega) \) and \( \hat{f}(\mathbf{r}, \omega) \) create and annihilate single-quantum electromagnetic medium excitations. They are defined by their commutation relations

\[
[\hat{f}_i(\mathbf{r}, \omega), \hat{f}_j^\dagger(\mathbf{r}', \omega')] = \delta_{ij} \delta(\mathbf{r} - \mathbf{r}') \delta(\omega - \omega'), \quad (2)
\]

and play the role of the fundamental dynamical variables in terms of which the Hamiltonian of the composed system "electromagnetic field + dissipative medium" is written in a standard secondly quantized form as

\[
\hat{H} = \int_0^{\infty} d\omega \, \hbar \omega \int d\mathbf{r} \hat{f}^\dagger(\mathbf{r}, \omega) \hat{f}(\mathbf{r}, \omega).
\]

Consider a neutral atomic system with its centre-of-mass positioned at the point \( \mathbf{r}_A \) near an infinitely long single-wall CN. Since the problem has a cylindrical symmetry, it is convenient to assign the orthonormal cylindrical basis \( \{\mathbf{e}_r, \mathbf{e}_\phi, \mathbf{e}_z\} \) in such a way that \( \mathbf{e}_z \) is directed...
along the nanotube axis and \( r_A = r_A e_r = \{ r_A, 0, 0 \} \) (see Fig. 1). For carbon nanotubes, their strong transverse depolarization along with transverse electron momentum quantization allow one to neglect the azimuthal current and radial polarizability in Eq. (2), in which case the dielectric tensor components \( \epsilon_{rr} \) and \( \epsilon_{r\varphi} \) are identically equal to unit. The component \( \epsilon_{zz} \) is caused by the CN longitudinal polarizability and is responsible for the axial surface current parallel to the \( e_z \) vector. This current may be represented in terms of the 1D bosonic field operators by analogy with Eq. (1). Indeed, taking into account the dimensionality conservation in passing from bulk to a monolayer in Eq. (3) and using a simple Drude relation [18]

\[
\sigma_{zz}(R, \omega) = -i\omega \frac{\epsilon_{zz}(R, \omega) - 1}{4\pi S \rho_T},
\]

where \( R = \{ R_{cn}, \phi, Z \} \) is the radius-vector of an arbitrary point on the CN surface, \( R_{cn} \) is the radius of the CN, \( \sigma_{zz}(R, \omega) \) is the CN surface axial conductivity per unit length, \( S \) is the area of a single nanotube, \( \rho_T \) is the tubule density in a bundle, one immediately has from Eq. (11)

\[
\hat{J}(R, \omega) = \sqrt{\frac{\hbar \omega R \sigma_{zz}(R, \omega)}{\pi}} \hat{f}(R, \omega) e_z
\]

with \( \hat{f}(R, \omega) \) being the 1D bosonic field operator defined on the CN surface. The total nonrelativistic Hamiltonian of an atomic system interacting with a CN modified quantized vacuum electromagnetic field can then be represented in the form

\[
\hat{H} = \int_0^\infty d\omega \int dR \hat{f}^\dagger(R, \omega) \hat{f}(R, \omega)
+ \sum_i \frac{1}{2m_i} \left[ \hat{p}_i - q_i \hat{A}(r_i) \right]^2
+ \frac{1}{2} \int d\mathbf{r} \hat{\rho}_A(\mathbf{r}) \hat{\varphi}(\mathbf{r}) + \int d\mathbf{r} \hat{\rho}_A(\mathbf{r}) \hat{\varphi}(\mathbf{r}),
\]

where \( m_i, q_i, \mathbf{r}_i \) and \( \hat{p}_i \) are, respectively, the masses, charges, coordinates (relative to \( r_A \)) and momenta of the particles constituting the atomic subsystem. The first term of the Hamiltonian describes the medium-assisted vacuum electromagnetic field in the presence of the CN. The second and the third terms of the Hamiltonian represent the kinetic energy of the charged particles and their mutual Coulomb interaction, respectively, with

\[
\hat{\varphi}(\mathbf{r}) = \int d\mathbf{r}' \frac{\hat{\varphi}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}
\]

being the scalar potential and

\[
\hat{\rho}_A(\mathbf{r}) = \sum_i q_i \delta(\mathbf{r} - \mathbf{r}_i)
\]

being the charged density of the atomic subsystem. The last term accounts for the Coulomb interaction of the particles with the CN. The vector potential \( \hat{A} \) and the scalar potential \( \hat{\varphi} \) of the CN-modified electromagnetic field are given for an arbitrary \( \mathbf{r} = \{ r, \varphi, z \} \) in the Schrödinger picture by

\[
\hat{A}(\mathbf{r}) = \int_0^\infty d\omega \frac{\hbar}{2\omega} \hat{E}^\perp(\mathbf{r}, \omega) + \text{h.c.},
\]

\[
- \nabla \hat{\varphi}(\mathbf{r}) = \int_0^\infty d\omega \hat{E}^\parallel(\mathbf{r}, \omega) + \text{h.c.},
\]

where

\[
\hat{E}^\perp(\mathbf{r}, \omega) = \int d\mathbf{r}' \hat{\delta}^\perp(\mathbf{r} - \mathbf{r}') \cdot \hat{E}(\mathbf{r}', \omega)
\]

is the transverse (longitudinal) electric field operator with

\[
\hat{\delta}^\parallel(\mathbf{r}) = -\nabla \delta \frac{1}{4\pi r}
\]

and

\[
\delta_{\alpha\beta}(\mathbf{r}) = \delta_{\alpha\beta} \delta(\mathbf{r}) - \delta_{\alpha\beta}(\mathbf{r})
\]

being the longitudinal and transverse dyadic \( \delta \)-functions, respectively, and \( \hat{E} \) representing the total electric field operator which satisfies the following set of Fourier-domain Maxwell equations

\[
\nabla \times \hat{E}(\mathbf{r}, \omega) = i k \hat{H}(\mathbf{r}, \omega),
\]

\[
\nabla \times \hat{H}(\mathbf{r}, \omega) = -i k \hat{E}(\mathbf{r}, \omega) + \frac{4\pi}{c} \hat{J}(\mathbf{r}, \omega).
\]

Here, \( \hat{H} \) stands for the magnetic field operator, \( k = \omega/c \), and

\[
\hat{J}(\mathbf{r}, \omega) = \int dR \delta(\mathbf{r} - \mathbf{R}) \hat{J}(\mathbf{R}, \omega)
= 2\hat{J}(R_{cn}, \varphi, z, \omega) \delta(\mathbf{r} - \mathbf{R}_{cn}),
\]

is the exterior operator current density [with \( \hat{J}(\mathbf{R}, \omega) \) defined by Eq. (15)] associated with the presence of the CN. From Eqs. (14), (15) in view of Eq. (5), it follows that

\[
\hat{E}(\mathbf{r}, \omega) = i \frac{4\pi}{c} k \int d\mathbf{R} G(\mathbf{r}, \mathbf{R}, \omega) \hat{J}(\mathbf{R}, \omega)
\]

[and \( \hat{H} = (ik)^{-1} \nabla \times \hat{E} \) accordingly], where \( G \) is the Green tensor of the classical electromagnetic field in the vicinity of the CN. The set of Eqs. (14)- (17) forms a closed electromagnetic field quantization formalism in the presence of dispersing and absorbing media which meets all the basic requirements of a standard quantum electrodynamics [19]. All information about medium (a CN in our case) is contained in the Green tensor \( G \) via the CN surface axial conductivity in Eq. (15). The Green tensor components satisfy the equation

\[
\sum_{\alpha=r,\varphi,z} \left( \nabla \times \nabla \times - k^2 \right)_{\alpha z} G_{\alpha z}(\mathbf{r}, \rho, \omega) = \delta(\mathbf{r} - \mathbf{R}),
\]
together with the radiation conditions at infinity and the boundary conditions on the CN surface. This tensor was derived and analysed in Ref. \[16\].

Assuming further that the atomic subsystem is sufficiently localized in space, so that the long-wavelength approximation applies, one can expand the field operators $\hat{\mathbf{A}}(\mathbf{r})$ and $\hat{\varphi}(\mathbf{r})$ in the Hamiltonian \[13\] around the atomic center of mass position $\mathbf{r}_A$ and only keep the leading non-vanishing terms of the expansions. Then, under the condition of the Coulomb gauge $[\hat{\mathbf{p}}_i, \hat{\mathbf{A}}] = 0$, one arrives at the approximate total Hamiltonian of the form

$$\hat{H} = \hat{H}_F + \hat{H}_A + \hat{H}_A^{(1)} + \hat{H}_A^{(2)},$$

where

$$\hat{H}_F = \int_0^\infty \! d\omega \, \hbar \omega \int d\mathbf{R} \, \hat{f}^\dagger(\mathbf{R}, \omega) \hat{f}(\mathbf{R}, \omega),$$

$$\hat{H}_A = \sum_i \frac{\mathbf{p}_i^2}{2m_i} + \frac{1}{2} \sum_{i,j} \frac{q_i q_j}{|\mathbf{r}_i - \mathbf{r}_j|},$$

$$\hat{H}_A^{(1)} = - \sum_i \frac{q_i}{m_i c} \mathbf{p}_i \cdot \hat{\mathbf{A}}(\mathbf{r}_A) + \mathbf{d} \cdot \nabla \hat{\varphi}(\mathbf{r}_A),$$

$$\hat{H}_A^{(2)} = \sum_i \frac{q_i^2}{2m_i c^2} \hat{\mathbf{A}}(\mathbf{r}_A)$$

are, respectively, the Hamiltonian of the vacuum electromagnetic field modified by the presence of the CN, the Hamiltonian of the atomic subsystem, and the electric dipole approximation for the Hamiltonian of the atom-field interaction (separated into two contributions according to their role in the vDW energy – see below) with $\mathbf{d} = \sum_i q_i \mathbf{r}_i$ being the electric dipole moment operator of the atomic subsystem.

### B. The two-level approximation

Starting from Eqs. \[19\]–\[23\] and using Eqs. \[9\]–\[13\], \[17\] and \[6\], one obtains the following two-level approximation for the total Hamiltonian of the system (see Appendix \[A\])

$$\hat{\mathcal{H}} = \hat{\mathcal{H}}_0 + \hat{\mathcal{H}}_{\text{int}},$$

where the first term stands for the unperturbed Hamiltonian given by

$$\hat{\mathcal{H}}_0 = \hat{H}_F + \hat{H}_A$$

with $\hat{H}_F$ being the Hamiltonian \[20\] of the CN modified field and

$$\hat{H}_A = \frac{\hbar \omega_A}{2} \hat{\sigma}_z$$

representing the 'effective' unperturbed two-level atomic subsystem, and the second term stands for their interaction given by

$$\hat{\mathcal{H}}_{\text{int}} = \int_0^\infty \! d\omega \int d\mathbf{R} \, \left[ g^{(+)}(\mathbf{r}_A, \mathbf{R}, \omega) \hat{\sigma}^\dagger - g^{(-)}(\mathbf{r}_A, \mathbf{R}, \omega) \hat{\sigma} \right] \hat{f}(\mathbf{R}, \omega) + \text{h.c.}. \quad (27)$$

Here, the Pauli operators

$$\hat{\sigma} = |l\rangle \langle u|, \quad \hat{\sigma}^\dagger = |u\rangle \langle l|, \quad \hat{\sigma}_z = |u\rangle \langle u| - |l\rangle \langle l|, \quad (28)$$

$$|u\rangle \langle u| + |l\rangle \langle l| = \mathbb{I},$$

describe electric dipole transitions between the two atomic states, upper $|u\rangle$ and lower $|l\rangle$, separated by the transition frequency $\omega_A$. This 'bare' transition frequency is modified by the interaction \[23\], which, being independent of the atomic dipole moment, \emph{does not} contribute to mixing the $|u\rangle$ and $|l\rangle$ states, giving rise, however, to the new \emph{renormalized} transition frequency

$$\tilde{\omega}_A = \omega_A \left[ 1 - \frac{2}{(\hbar \omega_A)^2} \int_0^\infty \! d\omega \int d\mathbf{R} \left| g^{(\|)}(\mathbf{r}_A, \mathbf{R}, \omega) \right|^2 \right] \quad (29)$$

in the 'effective' atomic Hamiltonian \[20\]. On the contrary, the interaction \[22\], being dipole moment dependent, mixes the $|u\rangle$ and $|l\rangle$ states, yielding the perturbation Hamiltonian \[27\] with the (dipole) interaction matrix elements of the form

$$g^{(\pm)}(\mathbf{r}_A, \mathbf{R}, \omega) = g^{(\|)}(\mathbf{r}_A, \mathbf{R}, \omega) \pm \frac{\omega}{\omega_A} g^{(\perp)}(\mathbf{r}_A, \mathbf{R}, \omega), \quad (30)$$

where

$$g^{(\|)}(\mathbf{r}_A, \mathbf{R}, \omega) = -i \frac{4\omega_A}{c^2} \int d\zeta \sqrt{\pi \hbar \omega} \text{Re} \sigma_{zz}(\mathbf{R}, \omega) G^{(\|)}(\mathbf{r}_A, \mathbf{R}, \omega) \quad \quad (31)$$

with

$$G^{(\|)}(\mathbf{r}_A, \mathbf{R}, \omega) = \int d\zeta \delta^{(\|)}(\mathbf{r}_A - \mathbf{r}), \quad G^{(\perp)}(\mathbf{r}_A, \mathbf{R}, \omega)$$

(32)

being the field Green tensor $zz$-component transverse (longitudinal) with respect to the first variable. This is the only Green tensor component we have to take account of. All the other components can be safely be neglected, because our model neglects the azimuthal current and radial polarizability of the CN from the very outset.

The matrix elements \[30\] and \[31\] have the following properties (see Appendix \[B\])

$$\int d\mathbf{R} \left| g^{(\|)}(\mathbf{r}_A, \mathbf{R}, \omega) \right|^2 = \frac{(\hbar \omega_A)^2}{2\pi \omega^2} \chi^{(\|)}(\mathbf{r}_A, \omega) \quad (33)$$

and

$$\int d\mathbf{R} \left| g^{(\pm)}(\mathbf{r}_A, \mathbf{R}, \omega) \right|^2 = \frac{(\hbar \omega_A)^2}{2\pi \omega^2} \Gamma_0(\omega)$$

$$\times \left[ \chi^{(\perp)}(\mathbf{r}_A, \omega) + \left( \frac{\omega}{\omega_A} \right)^2 \xi^{(\|)}(\mathbf{r}_A, \omega) \right]. \quad (34)$$
Here, $\xi^{\perp}(r_A, \omega)$ is the transverse (longitudinal) local photonic DOS function defined by

$$\xi^{\perp}(r_A, \omega) = \frac{\Gamma^{\perp}(r_A, \omega)}{\Gamma_0(\omega)},$$

(35)

where

$$\Gamma^{\perp}(r_A, \omega) = \frac{8\pi\omega^2}{\hbar c^2} d^2 r \Im \xi^{\perp}(r_A, r, \omega)$$

(36)

is the transverse (longitudinal) atomic spontaneous decay rate near the CN with

$$G^{\perp}(r_A, r, \omega) = \int d\delta(r', \omega) \delta^{\perp}(r_A - r')$$

(37)

being the Green tensor $zz$-component transverse (longitudinal) with respect to both variables, and $\Gamma_0(\omega)$ is the same quantity in vacuum where

$$\Im G^{0}_{zz} = \frac{\omega}{6\pi c}.$$  

(38)

Note that the transverse and longitudinal imaginary Green tensor components in Eq. (36) can be written as

$$\Im^{\perp} G^{\perp}_{zz} = \Im G^{0}_{zz} + \Im^{\perp} G^{\perp}_{zz},$$

(39)

$$\Im^{\parallel} G^{\parallel}_{zz} = \Im^{\parallel} G^{\parallel}_{zz}$$

(40)

with $G^{\perp}, G^{\parallel}$ representing the "pure" CN contribution to the total imaginary Green tensor. The longitudinal imaginary Green tensor in Eq. (40) is totally contributed by a (longitudinal) CN static polarization field and, therefore, does not contain the vacuum term which is the transverse one by its definition as there are no polarization Coulomb sources in vacuum. Thus, Eq. (35) may, in view of Eqs. (39)-(40), be rewritten in the form

$$\xi^{\perp}(r_A, \omega) = 1 + \xi^{\parallel}(r_A, \omega),$$

(41)

$$\xi^{\parallel}(r_A, \omega) = \xi^{\parallel}(r_A, \omega),$$

(42)

where the $r_A$-dependent terms come totally from the presence of the CN.

Eqs. (24)-(31) represent the total secondly quantized Hamiltonian of an atomic system interacting with the electromagnetic field in the vicinity of the carbon nanotube. In deriving this Hamiltonian, there were only two standard approximations done. They are the electric dipole approximation and the two-level approximation. The rotating wave approximation, commonly used was not applied, and the (diamagnetic) $\Delta^2$-term of the atom-field interaction [Eq. (23)] was not neglected. The latter two approximations are justified in analyzing an atomic state evolution due to real dipole transitions to the nearest states $^2S_1$, described for two-level systems by the $g^{(\pm)}$-terms of the Hamiltonian (27). They are, however, inappropriate in calculating the energy, where the initial energy level is being shifted due to the perturbation caused by virtual dipole transitions via intermediate atomic states, so that the system always remains in the initial state and the terms neglected contribute to the level shift to the same order of magnitude. For two-level systems, this is described by $g^{(\pm)}$-terms of the Hamiltonian (27) (usually neglected within the rotating wave approximation) together with the atomic transition frequency (29) renormalized due to the (usually discarded) $\Delta^2$-term of the atom-field interaction.

C. The van der Waals energy

The Hamiltonian (24)-(27) is a starting point for the atom-nanotube vdW energy calculation. Supposing the two-level atom to be in the ground state, the vdW energy is nothing but the $r_A$-dependent contribution to the ground-state eigenvalue of this Hamiltonian. Important is that the unperturbed atomic subsystem is now described by the Hamiltonian (27), denoted with the renormalized transition frequency (29) which is represented in terms of the local photonic DOS (35) as

$$\tilde{\omega}_A = \omega_A \left[ 1 - \frac{1}{\pi} \int_0^\infty d\omega \frac{\Gamma_0(\omega)}{\omega^2} \xi^{\perp}(r_A, \omega) \right].$$

(43)

As is seen from Eq. (43), the transition frequency $\tilde{\omega}_A$ decreases with increasing the transverse local photonic DOS $\xi^{\perp}(r_A, \omega)$, i.e. when the atom approaches the CN surface, thereby bringing the unperturbed atomic levels together, or even making them degenerated if $\xi^{\perp}(r_A, \omega)$ is large enough (see a typical example in Fig. 2). If one uses the standard perturbation theory, this would yield the divergence of high-order corrections to the vdW energy at small atom-CN-surface distances because of the small energy denominators in the corresponding power-series expansions. To account for a possible degeneracy of
the unperturbed atomic levels in a correct way, one has to use the perturbation theory for degenerated atomic levels (see, e.g., [14]). In so doing, one has to take the upper state degeneracy into account of the whole system with respect to \( R \), so that the ground-state wavefunction of the whole system should be represented as a coherent mixture of the lower and upper states of the form

\[
|\psi\rangle = C_l |l\rangle|0\rangle + \int_0^\infty d\omega \int dR \, C_u(R, \omega) |u\rangle|1(R, \omega)\rangle ,
\]

where \(|0\rangle\) is the vacuum state of the field subsystem, \(|1(R, \omega)\rangle\) is its single-quantum excited state, \( C_l \) and \( C_u(R, \omega) \) are unknown mixing coefficients of the lower and upper states of the whole system.

The total energy \( E \) of the ground state is now given by the solution of a secular equation obtained by applying the Hamiltonian [21–27] to the wave function [14]. This yields the integral equation

\[
E = -\frac{\hbar \omega_A}{2} - \int_0^\infty d\omega \int dR \frac{|g(-)^*(r, A, R, \omega)|^2}{\hbar \omega + \frac{\hbar \omega_A}{2} - E} ,
\]

which the ground-state-atom vdW energy \( E_{vw}(r_A) \) is determined from by means of an obvious relation

\[
E = -\frac{\hbar \omega_A}{2} + E_{vw}(r_A) ,
\]

with the first term representing the 'bare' (non-interacting) two-level atom in the ground-state. Using dimensionless variables

\[
\varepsilon_{vw}(r_A) = \frac{E_{vw}(r_A)}{2\gamma_0} , \quad \tilde{\Gamma}_0(x) = \frac{\hbar \Gamma_0(x)}{2\gamma_0} , \quad x = \frac{\hbar \omega}{2\gamma_0}
\]

with \( \gamma_0 = 2.7 \) eV being the carbon nearest neighbor hopping integral appearing in the CN surface axial conductivity \( \sigma_{zz} \) in Eq. (6), and Eqs. (34), (41)–(43), one can represent the dimensionless vdW energy \( \varepsilon_{vw}(r_A) \) in terms of the transverse and longitudinal distance-dependent photonic DOS’s in the vicinity of the nanotube. In so doing, one arrives at the integral equation of the form

\[
\varepsilon_{vw}(r_A) = \frac{x_A}{2\pi} \int_0^\infty dx \frac{\tilde{\Gamma}_0(x)}{x^2} \xi^\perp(r_A, x) - \frac{x_A^2}{2\pi} \int_0^\infty dx \frac{\tilde{\Gamma}_0(x)}{x^2} \xi^\parallel(r_A, x) + \frac{x}{x_A} \int_0^\infty dx \frac{\tilde{\Gamma}_0(x)}{x^2} \xi^\perp(r_A, x) - \varepsilon_{vw}(r_A)
\]

with \( \xi^{\perp(\parallel)}(r_A, x) \) given for \( r_A > R_{cn} \) by (Appendix B)

\[
\xi^\perp(r_A, x) = \frac{3}{\pi} \text{Im} \sum_{p=-\infty}^{\infty} \int_C \frac{dy \, s(R_{cn}, x) v(y)^4 I_p^2[v(y)u(R_{cn})x] K_p^2[v(y)u(r_A)x]}{1 + s(R_{cn}, x) v(y)^2 I_p[v(y)u(R_{cn})x] K_p[v(y)u(R_{cn})x]} ,
\]

\[
\xi^\parallel(r_A, x) = \frac{3}{\pi} \text{Im} \sum_{p=-\infty}^{\infty} \int_C \frac{dy \, s(R_{cn}, x) v(y)^2 v(y)^2 I_p^2[v(y)u(R_{cn})x] K_p^2[v(y)u(r_A)x]}{1 + s(R_{cn}, x) v(y)^2 I_p[v(y)u(R_{cn})x] K_p[v(y)u(R_{cn})x]} ,
\]

where \( I_p \) and \( K_p \) are the modified cylindrical Bessel functions, \( v(y) = \sqrt{y^2 - 1} \), \( u(x) = 2\gamma_0 x/\hbar c \), and \( s(R_{cn}, x) = 2i\alpha u(R_{cn}) x \sigma_{zz}(R_{cn}, x) \) with \( \sigma_{zz} = 2\pi \hbar \sigma_{zz}/e^2 \) being the dimensionless CN surface conductivity per unit length and \( \alpha = e^2/\hbar c = 1/137 \) representing the fine-structure constant. The integration contour \( C \) goes along the real axis of the complex plane and envelopes the branch points \( y = \pm 1 \) of the function \( v(y) \) in the integrands from below and from above, respectively. For \( r_A < R_{cn} \), Eqs. (48) and (50) are modified by a simple replacement \( r_A \leftrightarrow R_{cn} \) in the Bessel function arguments in the numerators of the integrands.

### III. QUALITATIVE ANALYSIS

Eqs. (45)–(50) describe the ground-state-atom vdW energy near an infinitely long single-wall carbon nanotube in terms of the local (distance-dependent) photonic DOS. Eq. (45) is universal in the sense that it covers both strong and weak atom-field coupling regimes defined as those violating and non-violating, respectively, the applicability domain of the conventional stationary perturbation theory [14].
1. Weak coupling regime

If, when the atom is far away from the CN, the local photonic DOS \( \mathcal{F}^{\perp}(r_A, x) \) is such small that
\[
\frac{1}{2\pi} \int_0^\infty dx \frac{\hat{\Gamma}_0(x)}{x^2} \mathcal{F}^{\perp}(r_A, x) \ll 1 \tag{51}
\]
and
\[
\varepsilon_{vw}(r_A) \sim 0, \tag{52}
\]
then Eq. (48) yields a well-known perturbation theory result (see, e.g., [11]) of the form
\[
\varepsilon_{vw}(r_A) \approx \frac{x_A}{2\pi} \int_0^\infty dx \frac{\hat{\Gamma}_0(x)}{x^2} \mathcal{F}^{\perp}(r_A, x) \frac{x^2}{2\pi} \int_0^\infty dx \frac{\hat{\Gamma}_0(x)}{x^2} \mathcal{F}^{\perp}(r_A, x) \frac{2}{x + x_A}, \tag{53}
\]
where the first term comes from the unperturbed Hamiltonian \([25],[26]\) and the second one is the second order correction due to the perturbation \([27]\). This can be equivalently rewritten in the form
\[
\varepsilon_{vw}(r_A) \approx \frac{x_A}{2\pi} \int_0^\infty dx \frac{\hat{\Gamma}_0(x)}{x^2} \mathcal{F}^{\perp}(r_A, x) \mathcal{F}^{\parallel}(r_A, x) \frac{2}{x + x_A}, \tag{54}
\]
from which, in view of Eqs. (49), (50) and basic properties of the modified cylindric Bessel functions \([26]\) and Eq. (54) holds true instead, then the result would be divergent at the lower limit of integration. To avoid this fact, one has to use either strong coupling approximation \([59]\) or the exact equation (48) to calculate the vdW energy of the atom close to the nanotube surface.

IV. NUMERICAL RESULTS AND DISCUSSION

Using Eqs. \([40]\)-\([50]\), we have simulated the total ground state energy of the whole system "two-level atom + CN-modified vacuum electromagnetic field" and the vdW energy of the two-level atom nearby metallic and semiconducting carbon nanotubes of different radii. The dimensionless free-space spontaneous decay rate in Eq. (18) was approximated by the expression \(\hat{\Gamma}_0(x) \approx 4\alpha \frac{x^3}{3 \pi^2} / x_A^2 \) (\(\alpha = 1/137\) is the fine-structure constant) valid for atomic systems with Coulomb interaction \([14]\).

Figure 2 shows the dimensionless ground state energy level of the whole system [given by the corresponding eigenvalue of the total Hamiltonian \([19]\)] and represented by Eqs. \([44]\)-\([54]\) and two dimensionless energy levels of the unperturbed Hamiltonian \([25],[26]\) as functions of the atomic position outside the (9,0) CN. As the atom approaches the CN surface, its unperturbed levels come together, then get degenerated and even inverted at a very small atom-surface distance. In so doing, the weak coupling approximation for the ground state energy [given by Eqs. \([44],[47],[51]\) and \([49],[50]\)] diverges near the surface, whereas the strong coupling approximation [Eqs. \([44],[47],[51]\) and \([49],[50]\)] yields a finite result. The exact solution reproduces the weak-coupling approximation at large and the strong-coupling approximation at short atom-surface distances, respectively.
FIG. 3: (Color online) Transverse local photonic DOS’s (a) and ground-state vdW energies (b) as functions of the atomic position for the two-level atom outside the (9,0) CN. The ‘bare’ atomic transition frequencies are indicated by dashed lines in Fig. 3(a).

The degeneracy of the unperturbed atomic levels is the consequence of the transverse local photonic DOS increase [see Eq. (43)] as the atom approaches the CN surface. A typical example is shown in Fig. 3(a) for the atom outside the (9,0) CN. The transverse DOS function is seen to increase with decreasing the atom-CN-surface distance, representing the atom-field coupling strength enhancement with surface photonic modes of the nanotube as the atom approaches the nanotube surface [8, 10]. The vertical dashed lines indicate the ‘bare’ atomic transition frequencies for which the vdW energies shown in Fig. 3(b) were calculated. Some of them are the positions of peaks, the others are the positions of dips of the local photonic DOS. They are typical for some rear-earth ions such as Europium or heavy hydrogen-like atoms such as Caesium (supposed to be non-ionized near the CN). For example [28], for a well-known two-level dipole transition $^7F_2 \leftrightarrow ^5D_0$ of Europium at $\lambda = 615$ nm one has $x_A \approx 0.37$, whereas for Caesium one obtains from its first ionization potential [28] the estimate $x_A \approx 3.89 \text{eV} \times 3/4 \times (2\gamma_0)^{-1} \approx 0.5$ (the factor 3/4 comes from the Lyman series of Hydrogen), or less for highly excited Rydberg states.

Figure 3(b) shows the vdW energies of the atom outside the (9,0) CN for three different ‘bare’ atomic transition frequencies [indicated by vertical dashed lines in Fig. 3(a)]. Here, exact numerical solutions of Eqs. (48) - (50) are compared with those obtained within the weak coupling approximation (54), (49), (50) and within the strong coupling approximation (56), (49), (50). At small atom-CN-surface distances, the exact solutions are seen to be fairly well reproduced by those obtained in the strong coupling approximation, clearly indicating the strong atom-field coupling regime in a close vicinity of the nanotube surface. The deviation from the strong coupling approximation increases with transition frequency $x_A$,

FIG. 4: (Color online) Longitudinal local photonic DOS’s (a) and ground-state vdW energies (b) as functions of the atomic position for the two-level atom nearby the (10,10) CN. The ‘bare’ atomic transition frequencies are indicated by dashed lines in Fig. 4(a).
that is easily explicable since the degeneracy condition of the unperturbed atomic levels is more difficult to reach for larger inter-level separations. As the atom moves away from the CN surface, the exact solutions deviate from the strong coupling solutions and approach those given by the weak coupling approximation, indicating the reduction of the atom-field coupling strength with raising the atom-surface distance. The weak-coupling solutions are seen to be divergent close to the nanotube surface as it should be because of the degeneracy of the unperturbed atomic levels in this region.

Figure 4 (a) shows the longitudinal local photonic DOS’s for the atom inside the (10,10) CN at three representative distances from the nanotube wall. As the atom approaches the wall, the longitudinal DOS function increases in a similar way as the transverse DOS function does in Fig. 3 (a). The vertical dashed lines indicate the 'bare' atomic transition frequencies for which the atomic vdW energies in Fig. 4 (b) were calculated. Figure 4 (b) represents the exact solutions of Eq. (55) for atom inside and outside the (10,10) CN. When the atom is inside, the vdW energies are seen to be in general lower than those for the atom outside the CN. This may be attributed to the fact that, due to the nanotube curvature, the effective interaction area between the atom and the CN surface is larger when the atom is inside rather than when it is outside the CN. This, in turn, indicates that encapsulation of doped atoms into the nanotube is energetically more favorable than their outside adsorption by the nanotube surface — the effect observed experimentally in Ref. [5].

Comparing Fig. 4 (b) with Fig. 3 (b) for the outside atomic position, one can see that, if the atom-CN-surface distance is so large that the weak-coupling approximation is good, then for the same distance and approximately the same atomic transition frequency $\omega_A \approx 0.3$ the vdW energy near the (10,10) nanotube ($R_{cn} = 6.78$ Å) is lower than that near the (9,0) nanotube ($R_{cn} = 3.52$ Å). This is in agreement with the qualitative predictions formulated above in analyzing the weak coupling regime. In the present case, the effective atom-CN-surface interaction area is larger for the atom outside the larger-radius (10,10) nanotube, thereby explaining the effect. Obviously, one should expect an opposite effect for the inside atomic position. Experimentally, the heat of absorption of Krypton, to take an example, has been shown to be larger for graphite (0.17 eV/atom) than for multiwall nanotubes (0.12 eV/atom) [33], in agreement with our theoretical predictions.

A similar tendency is demonstrated in Fig. 5. Here, the vdW energies calculated from Eqs. (48)-(50) are represented for the atom positioned at a fixed distance from the nanotube wall [chosen to be equal to the radius of the (9,0) CN] inside and outside “zigzag” (m, 0) CNs of different radii, as a function of the nanotube index m.

FIG. 5: Ground-state van der Waals energy of the two-level atom positioned at a fixed atom-surface distance [equal to the radius of the (9,0) CN] inside and outside "zigzag" (m, 0) CNs of different radii, as a function of the nanotube index m.

V. CONCLUSIONS

Recently, a theory of atomic spontaneous decay near CNs was developed [3, 4, 10]. The theory has brought out fascinating peculiarities of the vacuum-field interactions in atomically doped CNs. In particular [4, 10], if the atom is close enough to the CN surface and the atomic transition frequency is in the vicinity of a resonance of the photonic DOS, the atomic spontaneous decay dynamics exhibits vacuum-field Rabi oscillations. This is a principal signature of strong coupling of the excited atomic state to vacuum surface photonic modes in the CN. Such a strongly coupled atomic state is nothing but a 'quasi-1D cavity polariton' similar to quasi-0D excitonic (electronic) polaritons in quantum dot microcavities widely discussed in the literature [51, 52, 53]. The study of such phenomena was started awhile ago in atomic physics [34] and still attracts a lot of interest especially in connection with research on quantum computation [35].

Obviously, the stability of quasi-1D atomic polaritons in CNs is mainly determined by the atom-nanotube van...
der Waals interaction. This interaction, however, originates from strong atom-field coupling and, therefore, cannot be correctly described in terms of vacuum-QED-based (weak-coupling) vdW interaction models as well as in terms of those based upon the linear response theory. In the present paper, we have developed a simple quantum mechanical approach to the ground-state vdW energy calculation of a (two-level) atomic system near a CN. The approach is based upon the perturbation theory for degenerated atomic levels, thus accounting for both weak and strong atom-field coupling and thereby covering the vdW interactions of the ground-state quasi-1D atomic polaritons in CNs. Within the framework of this approach, the vdW energy is described by the integral equation represented in terms of the local photonic DOS. By solving this equation numerically, we have demonstrated the inapplicability of weak-coupling-based vdW interaction models in a close vicinity of the nanotube surface where the local photonic DOS effectively increases, giving rise to an atom-field coupling enhancement followed by the degeneracy of the unperturbed atomic levels due to the diamagnetic interaction term.

The fundamental conclusion above is supplemented by those important for various applications of atomically doped CNs in modern nanotechnology. In particular, we have studied CN surface curvature effects on the atom-nanotube vdW interactions and have shown that an inside encapsulation of doped atoms into the nanotube is energetically more favorable than their outside adsorption by the nanotube surface, in agreement with the experimental observations reported in Ref. [2]. Moreover, if the atom is fixed outside the CN in a way that the weak atom-field coupling regime is realized, i.e. far enough from the CN surface, then the modulus of the atom-nanotube vdW energy increases with the CN radius because the effective atom-nanotube interaction area is larger for larger-radius nanotubes in this case. For inside atomic position, the modulus of the atom-nanotube vdW energy increases with the CN radius, representing a general effect of the effective interaction area reduction with lowering the CN surface curvature.

A further intriguing extension of the present work could be the vdW interactions of excited atomic states where, even in the weak atom-field-coupling regime and in the simplest case of an atom near a planar semi-infinite medium, very interesting peculiarities (e.g., oscillatory behavior) were recently shown to exist [12].
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APPENDIX A: THE TWO-LEVEL APPROXIMATION

In this Appendix, we rewrite the Hamiltonian (14-23) in terms of a two-level atomic model [24]. Within the framework of this model, the spectrum of the atomic Hamiltonian (21) is approximated by the two eigenstates, upper |u⟩ and lower |l⟩, with the energies ̃ωu and ̃ωl, respectively. One has then

$$\hat{H}_A \approx ̃ω_u |u⟩⟨u| + ̃ω_l |l⟩⟨l|$$

with a completeness relation

$$|u⟩⟨u| + |l⟩⟨l| = I.$$  

(A2)

Subtracting a constant term $h(2(ω_u + ω_l))$ from the Hamiltonian (A1) and thereby placing the energy zero in the middle between the two energy levels, one arrives at the ‘bare’ two-level atomic Hamiltonian of the form

$$\hat{H}_A = ̃ω_A \hat{σ}_z$$

(A3)

with $\hat{σ}_z = |u⟩⟨u| - |l⟩⟨l|$ and $ω_A = ̃ω_u - ̃ω_l$ being the ‘bare’ atomic transition frequency.

In terms of such a two-level scheme, the atomic dipole moment operator $\hat{d}$ has the matrix elements $⟨u|d|l⟩ = ⟨l|d|u⟩ = 0$ and $⟨u|d|u⟩ = ⟨l|d|l⟩ = 0$. Keeping this and the completeness relation (A2) in mind, the interaction Hamiltonians (22) and (23) can be rewritten as follows.

For the interaction (22), using Eqs. (10) and (11) and a well-known quantum mechanical operator equality

$$⟨\hat{p}_i⟩_α = m_i \frac{d}{dt}(\hat{r}_i)_α = \frac{m_i}{i\hbar} ⟨(\hat{r}_i)_α, \hat{H}_A⟩,$$

(A4)

where the Latin and Greek indexes enumerate particles in the atom and vector components, respectively, and $H_A$ is given by Eq. (A3), one has

$$\hat{H}^{(1)}_{AF} = (\hat{σ} - \hat{σ}^†) \hat{d} \left[ \int_0^∞ \frac{dω}{ω} \hat{E}_ω^∗ (r_A, ω) - h.c. \right]$$

$$− (\hat{σ} + \hat{σ}^†) \hat{d} \left[ \int_0^∞ \frac{dω}{ω} \hat{E}_ω (r_A, ω) + h.c. \right],$$

(A5)

with $\hat{σ} = |u⟩⟨u| - |l⟩⟨l|$ and $\hat{σ}^† = |u⟩⟨l|$. Using further Eqs. (11), (17) and (18) and assuming the longitudinal (along the CN axis) atomic dipole orientation due to the dominant axial polarizability of the nanotube [18, 19, 21], one arrives at the secondly quantized interaction Hamiltonian (24) with the interaction matrix elements (9) and (11).

For the interaction (23), one may proceed as follows

$$\hat{H}^{(2)}_{AF} = \sum_{i,j} \sum_{α,β} \frac{q_i q_j}{2m_i c^2} δ_{ij} δ_{αβ} \hat{A}_α(r_A) \hat{A}_β(r_A)$$

$$= i \frac{e}{2\hbar c^2} \sum_{i,α,β} \frac{q_i}{m_i} ⟨(\hat{p}_i)_α, \hat{A}_β⟩ (r_A) (\hat{A}_β(r_A))^†,$$

(A6)
where the product of the two Kronecker-symbols in the first line is represented in terms of the 'coordinate-momentum' commutator as
\[ \delta_{ij} \delta_{\alpha \beta} = \frac{i}{\hbar} \langle (\hat{p}_i)_\alpha, (\hat{r}_j)_\beta \rangle. \]
Using Eq. (A4) for the momentum operator components

\[ -\frac{\hat{p}_z}{\hbar} \sum_{\alpha, \beta} d_{\alpha \beta} \left\{ \int_0^\infty d\omega \frac{\omega_A}{\hbar^2} \int_0^\infty d\omega' \frac{\omega_A}{\hbar^2} \hat{E}_{\alpha}^\dagger (r_A, \omega) \hat{E}_{\beta}^\dagger (r_A, \omega') \right. \]

The four items here can, in view of Eqs. (11), (17) and (5), be classified as follows. The first item and its hermitian conjugate describe the processes with simultaneous annihilation and creation of two photons (two-photon transitions). They may be safely neglected if the field intensity is low enough that, we believe, is the case for the vacuum electromagnetic field we deal with in considering the vdW interactions. Furthermore, keeping them in

\[ \ldots \]

and the completeness relation (A2), one arrives at
\[ \hat{H}^{(2)}_{AF} = -\frac{\omega_A}{\hbar^2} \hat{\sigma}_z \left[ d \cdot \hat{A}(r_A) \right]^2 \] (A7)
which, upon substituting Eq. (9) for the vector potential operator, becomes

the Hamiltonian \( \hat{H}^{(2)}_{AF} \) is meaningless as the Hamiltonian \( \hat{H}^{(1)}_{AF} \) is nothing but a dipole approximation which, by its definition, neglects two-photon transitions. The second item and its hermitian conjugate are combined together by using bosonic commutation relations (2) to give in terms of the bosonic field operators and the transverse dipole interaction matrix element (B1) the expression

\[ \ldots \]

where the second term is nothing but a two-photon correction to the dipole interaction (24), that can be easily seen by noting that \( \hat{\sigma}_z = \hat{\sigma}^\dagger \hat{\sigma} - \hat{\sigma} \hat{\sigma}^\dagger \). This correction must be neglected for the reasons just discussed, so that finally one arrives at
\[ \hat{H}^{(2)}_{AF} \approx -\frac{\hat{p}_z}{\hbar} \int_0^\infty d\omega \int dR \left| g^\dagger (r_A, R, \omega) \right|^2 \] (A8)
Eq. (A8) can now be combined with the 'bare' atomic Hamiltonian (A3) to yield the 'effective' unperturbed atomic Hamiltonian (26) with the renormalized atomic transition frequency given by Eq. (29).
Thus, we have proved that the Hamiltonian (19)–(23), being approximated in terms of the two-level atomic model, is represented by the Hamiltonian (24)–(27).

**APPENDIX B: THE TRANSVERSE AND LONGITUDINAL LOCAL PHOTONIC DOS**

We start with Eq. (18) for the Green tensor of the electromagnetic subsystem. This equation is a direct consequence of the equation
\[ \sum_{\alpha = r, \varphi, z} (\nabla \times \nabla \times - k^2)_{\alpha z} \hat{E}_{\alpha}^\dagger (r, \omega) = i \frac{4\pi}{c} k \hat{I}_z (r, \omega) \] (B1)

obtained by substituting the magnetic field operator from Eq. (14) into Eq. (15). On the other hand, under the condition of the Coulomb gauge (see, e.g., (36)), one has
\[ \hat{E}(r, \omega) = \hat{E}_r^\dagger (r, \omega) + \hat{E}_r^\parallel (r, \omega) \] (B2)
with [compare with Eqs. (9) and (10)]
\[ \hat{E}_r^\dagger (r, \omega) = i k \hat{A}(r, \omega) \] (B3)
where
\[ \nabla \cdot \hat{A}(r, \omega) = 0 \] (B4)
and
\[ \hat{E}_r^\parallel (r, \omega) = -\nabla \varphi (r, \omega). \] (B5)
From Eqs. (B1)–(B5), in view of Eq. (14) and (17), one obtains the following equation for the Green tensor components
\[ \sum_{\alpha = r, \varphi, z} (\nabla \times \nabla \times - k^2)_{\alpha z} \hat{E}_{\alpha} (r, \omega) + \hat{G}_{\alpha z} (r, R, \omega) = \delta (r - R) \] (B6)
with additional constraints
\[ \sum_{\alpha = r, \varphi, z} \nabla \varphi \hat{G}_{\alpha z} (r, R, \omega) = 0 \] (B7)
and
\[ \sum_{\beta, \gamma = r, \varphi, z} \epsilon_{\alpha\beta\gamma} \nabla_\beta \parallel G_{zz}(r, R, \omega) = 0, \quad (B8) \]

where \( \epsilon_{\alpha\beta\gamma} \) is the totally antisymmetric unit tensor of rank 3. Keeping Eqs. (B7) and (B8) in mind, Eq. (B6) is rewritten to give two independent equations for the transverse and longitudinal Green tensors of the form
\[
(\Delta + k^2)^{-1} G_{zz}(r, R, \omega) = -\delta_{zz}(r - R), \quad (B9)
\]
\[
k^2 \parallel G_{zz}(r, R, \omega) = -\delta_{zz}(r - R) \quad (B10)
\]
with the delta-functions given by Eqs. (12) and (13) and \( \parallel \parallel G_{zz} \) defined by Eq. (32).

The transverse Green function \( \perp G_{zz}(r, r_A, \omega) \) was derived and analyzed in our previous work \(^{10}\). Its differential form equivalent to Eq. (32) is given by
\[
\perp G_{zz}(r, r_A, \omega) = \left( \frac{1}{k^2} \nabla_z \nabla_z + 1 \right) g(r, r_A, \omega) \quad (B11)
\]
with \( g(r, r_A, \omega) \) being the Green function of the scalar Helmholtz equation, satisfying the radiation condition at infinity and boundary conditions on the CN surface. Indeed, substituting Eq. (B11) into Eq. (B9) and using Eq. (B10), one straightforwardly obtains
\[
(\Delta + k^2) g(r, r_A, \omega) = -\delta_{zz}(r - r_A), \quad (B12)
\]
the scalar Helmholtz equation with a transverse \( \delta \)-source. For the longitudinal Green function \( \parallel G_{zz}(r, r_A, \omega) \), one analogously has
\[
\parallel G_{zz}(r, r_A, \omega) = -\frac{1}{k^2} \nabla_z \nabla_z g(r, r_A, \omega), \quad (B13)
\]
which upon substituting into Eq. (B10) yields
\[
\nabla_z \nabla_z g(r, r_A, \omega) = \delta_{zz}(r - r_A). \quad (B14)
\]

The complete solution of Eq. (B11), which satisfies the radiation condition at infinity and boundary conditions on the CN surface, has for \( r_A \geq r > R_{cn} \) the form \(^{10}\)

\[
g(r, r_A, \omega) = g_0(r, r_A, \omega) - \frac{R_{cn}}{(2\pi)^2} \sum_{p = -\infty}^{\infty} e^{ipr} \int_C \beta(\omega) v^2 I_p^2(v R_{cn}) K_p(v r_A) K_p(v r) \frac{1}{1 + \beta(\omega) v^2 R_{cn} I_p(v R_{cn}) K_p(v R_{cn})} e^{i\theta z} \, dh, \quad (B15)
\]

where the coordinate system has been fixed as is shown in Fig. 1 so that \( r_A = \{r_A, 0, 0\} \) and \( r = \{r, \varphi, z\} \), the first item is the particular solution of the inhomogeneous equation which is
\[
g_0(r, r_A, \omega) = \frac{1}{4\pi |r - r_A|}, \quad (B16)
\]
the point-source function (see, e.g., Ref. \(^{14}\)), and the second item is the general solution of the homogeneous equation with the boundary conditions imposed on the CN surface and at infinity. This latter item is represented in terms of the modified cylindric Bessel functions \( I_p \) and \( K_p \) with \( v = v(h, \omega) = \sqrt{h^2 - k^2} \) and \( \beta(\omega) = 4\pi i\sigma_{zz}(R_{cn}, \omega)/\omega \). The integration contour \( C \) goes along the real axis of the complex plane and envelopes the branch points \( \pm k \) of the integrand from below and from above, respectively. The function \( g(r, r_A, \omega) \) for \( r \leq r_A < R_{cn} \) is obtained from Eq. (B15) by means of a simple symbol replacement \( I_p \leftrightarrow K_p \) in the numerator of the integrand.

Now, using Eqs. (B11), (B14), (B17) and the property \( g(r, r_A, \omega) = g(r_A, r, \omega) \) which is obvious from Eqs. (B16) and (B18), it is not difficult to prove that
\[
\perp G_{zz}(r_A, r_A, \omega) = \perp G_{zz}(r_A, r_A, \omega), \quad (B17)
\]
\[
\parallel G_{zz}(r_A, r_A, \omega) = \parallel G_{zz}(r_A, r_A, \omega), \quad (B18)
\]
\[
\perp G_{zz}(r_A, r_A, \omega) = 0, \quad (B19)
\]
whereupon, making use of the definitions \(^{35}, \, 36\) and Eqs. (15)–(12), one arrives for \( r_A > R_{cn} \) at the transverse and longitudinal local photonic DOS functions of the form
\[
\xi_{\perp}(r_A, \omega) = \frac{3R_{cn}}{2\pi k^3} \operatorname{Im} \sum_{p = -\infty}^{\infty} \int_C \frac{dh}{{\beta}(\omega) v^4 I_p^2(v R_{cn}) K_p^2(v r_A)} \left( 1 + \frac{\beta(\omega) v^2 R_{cn} I_p(v R_{cn}) K_p(v R_{cn})}{1 + \beta(\omega) v^2 R_{cn} I_p(v R_{cn}) K_p(v R_{cn})} \right), \quad (B20)
\]
\[
\xi_{\parallel}(r_A, \omega) = \frac{3R_{cn}}{2\pi k^3} \operatorname{Im} \sum_{p = -\infty}^{\infty} \int_C \frac{dh}{{\beta}(\omega) h^2 v^4 I_p^2(v R_{cn}) K_p^2(v r_A)} \left( 1 + \frac{\beta(\omega) v^2 R_{cn} I_p(v R_{cn}) K_p(v R_{cn})}{1 + \beta(\omega) v^2 R_{cn} I_p(v R_{cn}) K_p(v R_{cn})} \right). \quad (B21)
\]
Here, the sign in front of Eq. \( B21 \) has been changed to be positive. This reflects the fact that the right-hand sides of Eqs. \( B12 \) and \( B13 \) are of opposite signs. As a consequence, partial solutions of the corresponding homogeneous equations should be taken to have opposite signs as well. This yields a correct (positive) sign of the longitudinal local photonic DOS which, along with the transverse local photonic DOS, must be a positively defined function. For \( r_A < R_{cn} \), Eqs. \( B20 \) and \( B21 \) should be modified by the replacement \( r_A \rightarrow R_{cn} \) in the Bessel function arguments in the numerators of the integrals. In dimensionless variables \( \xi, \) these equations are rewritten to give Eqs. \( 16 \) and \( 17 \).

Finally, based upon the properties \( 13 \) and \( 14 \), one can easily prove Eqs. \( 15 \) and \( 16 \) for the dipole interaction matrix elements. The proof of Eq. \( 16 \) is straightforward. In view of Eq. \( 11 \), one has

\[
\int dR \left| g^{(\perp)}(r_A, R, \omega) \right|^2 = \frac{\pi \hbar \omega}{c^2} 16 \omega^2 \int dR R \, \text{Re} \sigma(z)(r, \omega) \\
\times \left\{ \text{Re} \right\} G_{zz}(r_A, R, \omega) \left\{ \text{Re} \right\} G_{zz}(r_A, R, \omega)^*.
\]

(B22)

Using further the integral relationship

\[
\text{Im} \, G_{\alpha \beta}(r, r', \omega) = \frac{4\pi}{c} k \\
\times \int dR \, \text{Re} \sigma_{zz}(r, \omega) G_{\alpha z}(r, \omega) G_{\beta z}(r', \omega)^*
\]

(B23)

[which is nothing but a particular 2D case of a general integral relationship proven for any 3D electromagnetic field Green tensor in Ref. \( 16 \), with Eq. \( 4 \) taken into account], one obtains for the right-hand side of Eq. \( B22 \)

\[
h \frac{4\pi^2 d^2}{c^2} \int dR \, \text{Re} \sigma_{zz}(r, \omega) G_{zz}(r, \omega) G_{zz}(r, \omega)^*,
\]

whereupon using Eqs. \( 30 \), \( 31 \) and \( 32 \), one arrives at Eq. \( 33 \).

The proof of Eq. \( 33 \) is based upon Eq. \( 34 \). In view of this equation, the right-hand side of Eq. \( 34 \) takes the form

\[
\int dR \left| g^{(\perp)}(r_A, R, \omega) \right|^2 = \frac{(\hbar \omega_A)^2}{2\pi \omega^2} \Gamma(0) \\
\times \left[ \xi^{(\perp)}(r_A, \omega) + \left( \frac{\omega}{\omega_A} \right)^2 \xi^{(\parallel)}(r_A, \omega) \right]
\]

(B24)

\[
\pm \frac{\omega}{\omega_A} 2 \text{Re} \int dR \, g^{(\perp)}(r_A, R, \omega) g^{(\parallel)}(r_A, R, \omega)^*
\]

where the last item can be further rewritten in terms of Eqs. \( 34 \), \( 32 \) and \( 33 \) to give

\[
h \frac{8\omega A d^2}{c^2} \text{Im} \left\{ \frac{\Gamma(0)}{2} \right\} \left( r_A, r_A, \omega \right)
\]

which is zero, according to Eq. \( 37 \). Thus, one arrives at Eq. \( 34 \).

**APPENDIX C: THE RELATION OF EQ. (48) WITH THE CASIMIR-POLDER FORMULA**

In deriving an ‘infinitely conducting plane’ result (the Casimir-Polder formula \( 24 \)) from our theory, we will follow a general line of the work by Marvin and Tiogo \( 37 \) who did the same within the framework of their linear response theory.

We start with our weak-coupling-regime equation \( 54 \). First of all one has to simplify the local DOS functions \( \xi^{(\perp)}(r_A, x) \) in this equation by putting \( \sigma_{zz} \rightarrow \infty \). From Eqs. \( 31 \) and \( 32 \), one has then for \( r_A > R_{cn} \)

\[
\left\{ \xi^{(\perp)}(r_A, x) \right\} = \frac{3}{\pi} \text{Im} \int_0^\infty dy \left\{ y^2 - 1 - i\varepsilon \right\} \sum_{p=-\infty}^{\infty} \frac{K_p^2 (\sqrt{y^2 - 1 - i\varepsilon} u(r_A)x)(\sqrt{y^2 - 1 - i\varepsilon} u(R_{cn})x)}{K_p^2 \sqrt{y^2 - 1 - i\varepsilon} u(R_{cn})x},
\]

(C1)

where \( \varepsilon \) is an infinitesimal positive constant which is necessary to correctly envelope the branch points of the integral in integrating over \( y \).

The next step is taking a large radius limit in Eq. \( 31 \). This can be done by using the relationship

\[
\lim_{a \rightarrow \infty, b \rightarrow \infty} \sum_{n=-\infty}^{\infty} \frac{K_p^2 (a) I_n(b)}{K_p(b)} = K_0 [2(a - b)]
\]

\( (a - b = \text{const}) \)

proved in Ref. \( 37 \). One has

\[
\left\{ \xi^{(\perp)}(r_A, x) \right\} = \frac{3}{\pi} \text{Im} \int_0^\infty dy \left\{ y^2 - 1 - i\varepsilon \right\} \times K_0 [2\mu x \sqrt{y^2 - 1 - i\varepsilon}],
\]

(C2)

where \( \mu = 2\gamma_0 l / \hbar c \) with \( l = r_A - R_{cn} \) being the atom-surface distance. The integration variable \( y \) in this equation contains implicit frequency dependence. Indeed,
For the following it makes sense to extract this frequency dependency by the substitution \( \gamma = \tau x \) with dimensionless \( \tau = \hbar \omega / 2 \gamma_0 \). The result takes the form

\[
\xi^{(\Gamma)}(r_A, x) = \frac{3}{2\pi x} \left\{ f^{(\Gamma)}(r_A, x) - f^{(\Gamma)}(r_A, x^*) \right\}
\]

(C3)

Substituting Eq. (C3) into Eq. (C4), one has

\[
\varepsilon_{vw}(r_A) = 3x_A \rho_{\omega}^2 \times \left\{ \int_0^{\infty} dz \, \tilde{\Gamma}_0(z) \left[ f^{\perp}(r_A, z) - \frac{z}{x_A} f^{\parallel}(r_A, z) \right] \right\}
\]

(C6)

Making further the change of the integration variable from \( z \) to \( iu \) with real non-negative \( u \), one arrives at

\[
\varepsilon_{vw}(r_A) = \frac{3x_A}{4\pi^2} \times \left\{ -\int_0^{\infty} du \, \tilde{\Gamma}_0(u) \left[ f^{\perp}(r_A, iu) - \frac{iu}{x_A} f^{\parallel}(r_A, iu) \right] \right\}
\]

(C7)

Here, the functions \( f^{\perp}(r_A, au) \) have the following explicit form

\[
\left\{ \begin{array}{l}
 f^{\perp}(r_A, au) \\
 f^{\parallel}(r_A, au)
\end{array} \right\} = -u \int_{\frac{1}{4}}^{\infty} du_0 \left\{ \frac{1}{u_0^2 - 1} \right\} K_0(2\mu u_0) \eta^2,
\]

(C8)

obtained from Eq. (C4) after the change of the integration variable by the subsequent substitutions \( x = iu \) and \( \eta^2 = \tau^2 / u^2 + 1 \). The functions \( f^{(-\Gamma)}(\cdot\cdot\cdot) \) are \( f^{(\Gamma)}(\cdot\cdot\cdot) \) as a consequence of a general property \( K_a(z^*) = K_a(z^*) \). Substituting Eq. (C8) into Eq. (C7) and making allowance for the fact that \( \tilde{\Gamma}_0(iu) = -i\tilde{\Gamma}_0(u) \), one further has

\[
\varepsilon_{vw}(r_A) = -3x_A \rho_{\omega}^2 \int_0^{\infty} du \, \tilde{\Gamma}_0(u) \times \int_{\frac{1}{4}}^{\infty} du_0 \left\{ \frac{1}{u_0^2 - 1} \right\} K_0(2\mu u_0) \eta^2,
\]

(C9)

which upon the substitution \( \eta^2 = \rho \) becomes

\[
\varepsilon_{vw}(r_A) = -3x_A \rho_{\omega}^2 \int_0^{\infty} du \, \tilde{\Gamma}_0(u) \times \int_{\frac{1}{4}}^{\infty} du_0 \left\{ \frac{1}{\rho - 1} \right\} K_0(2\mu u_0). \]

(C10)

In Eq. (C10), the first integral over \( \rho \) is taken exactly by means of the relationship [53]

\[
\int_0^{\infty} du \, \tilde{\Gamma}_0(u) = \sqrt{\frac{2\pi}{a^3}} K_{3/2}(a); \quad a \rightarrow \infty \quad \pi (1 + a) e^{-a}
\]

and the second one – by making a large argument series expansion of the integrand and its subsequent termwise integration. This, upon returning back to dimensional variables by means of Eqs. (11) and using the definition (see, e.g., [34])

\[
\alpha_{zz}(iu) = \frac{2}{\hbar} \rho_{\omega}^2 \left( \frac{d^2 \omega}{\hbar^2} - (iu)^2 \right),
\]

for the polarizability tensor \( zz \)-component of the two-level system, finally yields

\[
E_{vw}(r_A) \approx -\frac{\hbar}{8\pi^2} \int_0^{\infty} du \alpha_{zz}(iu) \times \left[ 1 + 2 \frac{u}{c} t + 2 \left( \frac{u}{c} \right)^2 t^2 \right] e^{-2(u/c)t},
\]

This is the half of the well-known Casimir-Polder result for the vdW energy of an atom near an infinitely conducting plane (see Refs. [27, 57]), in agreement with the fact that our model of the atom-electromagnetic-field interactions in the presence of a nanotube only takes the longitudinal (along the nanotube axis, or, equivalently, parallel to the plane in the large nanotube radius limit) atomic dipole orientation into account. Another half of the Casimir-Polder vdW energy would come from the transverse (perpendicular to the plane) atomic dipole orientation which we have neglected.
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