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Abstract—Decision-making for autonomous driving is challenging, considering the complex interactions among multiple traffic agents (including autonomous vehicles (AVs), human-driven vehicles, and pedestrians) and the computational load needed to evaluate these interactions. This paper develops two general potential game-based frameworks, namely, finite and continuous potential games, for decision-making in autonomous driving. The two frameworks account for the AVs’ two types of action spaces, i.e., finite and continuous action spaces, respectively. The developed frameworks provide theoretical guarantees for the existence of pure-strategy Nash equilibria and for the convergence of the Nash equilibrium (NE) seeking algorithms. The scalability challenge is also addressed. In addition, we provide cost function shaping approaches such that the agents’ cost functions not only reflect common driving objectives but also yield potential games. The performance of the developed algorithms is demonstrated in diverse traffic scenarios, including intersection-crossing and lane-changing scenarios. Statistical comparative studies, including 1) finite potential game vs. continuous potential game, 2) best response dynamics vs. potential function optimization, and 3) potential game vs. reinforcement learning (RL) vs. control barrier function (CBF), are conducted to compare the robustness against various surrounding vehicles’ strategies and to compare the computational efficiency. It is shown that the developed potential game frameworks have better robustness than RL and than CBF if the surrounding vehicles are not safety-conscious, and are computationally feasible for real-time implementation.

I. INTRODUCTION

During the past five years, the autonomous vehicle (AV) market has attracted more than $50 billion in investment from major carmakers, tech giants and start-ups, and is expected to continue its rapid growth [1]. Although the benefits of AVs are substantial, technical challenges, such as intelligent decision-making in diverse traffic scenarios, still remain to be addressed before the AVs can routinely drive on the roads [2]–[4]. Developing practical and reliable decision-making algorithms for AVs is challenging, due to the complexities of the interactions of multiple traffic participants and the requirement that decisions are made in real-time [5]–[7].

To generate safe and effective decisions for the ego vehicle, the interactions with its surrounding traffic agents, including AVs, human-driven vehicles, and pedestrians, have to be considered [8]–[11]. As each traffic agent has its own objective (also called self-interest), the multi-agent decision-making problem is intrinsically a multi-player game problem [7], [12]–[15]. In a game-theoretic setting, each agent aims to optimize its self-interest, which is affected by not only its own actions but also the actions of its surrounding agents. Along these lines, reference [16] develops a two-player nonzero-sum game to model the interactions between a highway vehicle and a merging vehicle in merging-giveaway scenarios. Papers [12], [13] consider a two-player Stackelberg game and a pairwise normal-form game, respectively, to address the decision-making in lane-changing scenarios. To capture the agents’ interactions in intersection-crossing scenarios, a leader-follower game and a normal-form game are introduced, respectively, in [17] and [18]. To solve for Nash equilibrium (NE) in multi-agent Markov games, a best response dynamics based solution algorithm is proposed in [18], with numerical examples in two-vehicle highway merging scenarios. Although these game-theoretic approaches have shown effectiveness in characterizing agents’ interactions and in generating human-like negotiating behaviors, technical challenges, including existence of pure-strategy solutions, convergence of solution seeking algorithms, and computational scalability, still remain to be addressed before the game-theoretic approaches can be widely accepted as a practical and reliable solution to autonomous driving. This paper aims to address these challenges by developing a novel potential game based framework integrated with receding horizon optimization.

Potential games [19] are a special class of multi-player games where a real-valued global function (called potential function) exists such that a change of an agent’s self-interest by its own strategy deviation equals the change of the potential function. Potential games have appealing properties, including existence and attainability of pure-strategy Nash equilibria, and as such, have attracted increasing attention in economics [20], social systems [21], and wireless networks [22]. However, verifying whether a given game is a potential game is not easy [23], limiting broader applications of potential games to engineering problems such as autonomous driving.

This paper proposes a novel formulation of potential games to address the decision-making in autonomous driving. The contributions are fourfold:

1) A finite potential game-based framework is proposed, where the AV action space contains a finite number of elements. This framework features an integration of receding horizon optimization and potential games,
and a cost function shaping approach such that the designed cost functions not only reflect common driving objectives but also yield potential games. Existence and convergence to pure-strategy NE is guaranteed, and the scalability challenge is also addressed.

2) A continuous potential game-based framework is developed, where the AV action space contains an infinite number of elements. Theoretical analysis, cost function shaping approaches, and scalable NE seeking algorithms are provided.

3) Practical formulations of the proposed potential games for specific traffic scenarios, including intersection-crossing and lane-changing scenarios, are provided. Numerical studies in these scenarios are conducted.

4) Statistical comparisons are performed for a) finite potential game vs. continuous potential game, b) best response dynamics vs. potential function optimization, and c) potential game vs. reinforcement learning vs. control barrier function based approaches. These comparisons highlight the robustness and computational efficiency characteristics of various algorithms.

This paper is organized as follows. Section II formulates the AV decision-making as a multi-player game problem. Section III develops a finite potential game framework for AVs in a setting of finite action spaces. Section IV develops a continuous potential game framework for AVs in a setting of continuous action spaces. Section V conducts numerical studies, and Section VI concludes the paper.

II. PROBLEM FORMULATION

Consider a group of traffic agents \( \mathcal{N} = \{1, 2, ..., N\} \) sharing the road. The dynamics of each agent is described by the following discrete-time equations,

\[
x_i(t + 1) = f_i(x_i(t), u_i(t)),
\]

where \( i \in \mathcal{N}, x_i(t) \in \mathcal{X}_i \) and \( u_i(t) \in \mathcal{U}_i \) are, respectively, the state and action of agent \( i \) at the time step \( t \). \( \mathcal{X}_i \) and \( \mathcal{U}_i \) are the state space and action space of agent \( i \), respectively, and \( f_i \) is the system evolution model of agent \( i \). We denote the dimension of \( x_i \) and \( u_i \) as \( n_i \) and \( m_i \), respectively. In autonomous driving applications, \( x_i \) usually contains the vehicle’s position and velocity information, and \( u_i \) represents maneuvers such as braking and/or lane-changing.

In a driving scenario, every agent has its own objective, e.g., tracking its desired speed while avoiding collisions. We denote the performance index of agent \( i \) at time step \( t \) as \( J_i(x_i(t), u_i(t), x_{-i}(t), u_{-i}(t)) \), where \( x_{-i} \) and \( u_{-i} \) represent the states and actions of all other agents except for agent \( i \), i.e., \( x_{-i} = \{x_1, x_2, ..., x_{i-1}, x_{i+1}, ..., x_N\} \) and \( u_{-i} = \{u_1, u_2, ..., u_{i-1}, u_{i+1}, ..., u_N\} \). Define \( x(t) \) as the global system state, \( x(t) = \{x_1(t), x_{-1}(t)\} \), and \( u(t) \) as the global action \( u(t) = \{u_1(t), u_{-1}(t)\} \). At each time step \( t \), an agent \( i \) plans its optimal action sequence (also referred to as strategy) for the next \( T (T \geq 1) \) time periods, i.e., \( u_i^*(t) = \{u_i^*(t), u_i^*(t+1), ..., u_i^*(t+T-1)\} \), to minimize the cumulative cost over the prediction horizon \( \mathcal{T} = \{t, t+1, ..., t+T-1\} \), that is,

\[
u_i^*(t) \in \arg \min_{u_i(t) \in \mathcal{S}} V_i^*(u_i(t), u_{-i}(t))
\]

\[
= \arg \min_{u_i(t) \in \mathcal{S}} \sum_{\tau=t}^{t+T-1} J_i(x_i(\tau), u_i(\tau), x_{-i}(\tau), u_{-i}(\tau)),
\]

where \( \mathcal{S} \) is the strategy space of agent \( i \) and is determined by its action space \( \mathcal{U}_i \). Denote \( \mathcal{S} = \mathcal{S}_1 \times \mathcal{S}_2 \times \cdots \times \mathcal{S}_N \) and \( u(t) = \{u_1(t), u_{-1}(t)\} \), where \( u_{-i} = \{u_1, u_2, ..., u_{i-1}, u_{i+1}, ..., u_N\} \). Here \( V_i^* : \mathcal{S} \rightarrow \mathbb{R} \) is the cumulative cost over the prediction horizon. It is assumed that the initial states of all agents are available, i.e., \( x(t) \) is known to all \( i \in \mathcal{N} \) at time \( t \).

To enable an AV to respond timely to any changes in its environment (e.g., a sudden brake of the front vehicle), we employ the receding horizon optimization: At time \( t \), an AV plans its optimal action sequence \( u_i^*(t) \) according to (2), implements the first element \( u_i^*(t) \) only, and then repeats the process at the next time step \( t+1 \) with a shifted horizon.

As shown in (2), agent \( i \)’s cost is affected by not only its own strategy \( u_i(t) \), but also the strategies of its surrounding agents \( u_{-i}(t) \). As such, the multi-agent optimization problem (2) is intrinsically a multi-player game problem.

We denote the game at \( t \) as \( G^t = (\mathcal{N}, \mathcal{S}, \{V_i^t\}_{i \in \mathcal{N}}) \), which is the receding horizon multi-player game we aim to solve. The set of all agents’ optimal strategies \( \{u_i^*(t), u_{-i}^*(t)\}_{i \in \mathcal{N}} \) that satisfy (2), if nonempty, yields a pure-strategy Nash equilibrium defined as follows.

**Definition 1** (Pure-Strategy Nash Equilibrium [24]). An \( N \)-tuple of strategies \( \{u_1^*(t), u_2^*(t), ..., u_N^*(t)\} \) is a pure-strategy Nash equilibrium for the \( N \)-player game (2) if and only if

\[
V_i^t(u_i^*(t), u_{-i}^*(t)) \leq V_i^t(u_i(t), u_{-i}^*(t)),
\]

\forall i \in \mathcal{N}, \forall u_i(t) \in \mathcal{S}_i.

Equation (3) implies that if a pure-strategy NE is achieved, then no player would have the incentive to change its strategy unilaterally, and the system is in an equilibrium state. Since we are considering autonomous driving applications and the strategy usually reflects the AV maneuvers, we only focus on pure-strategy NE in this paper, and the word “pure-strategy” may be omitted if no confusion.

Although the receding horizon multi-player game (2) can model the AV decision-making nicely, solving such a multi-player game is not straightforward in general. The challenges include 1) Given arbitrary \( V_i^t \), the NE \( u^*(t) \) that satisfies (3) may not always exist [25]; 2) Even if there exists a NE, the NE seeking algorithm, e.g., the best-response dynamics, may not always converge [19]; 3) Even if the algorithm converges, solving for NE is computationally expensive in general, and the computational complexity can exponentially increase with the number of agents [26]. These challenges limit the practical applicability of multi-player games to autonomous driving. We aim to address these challenges in this paper by formulating the game (2) as a potential game by designing the AV cost functions, \( V_i^t \), appropriately for various driving scenarios so
that they can reflect common driving objectives while leading to potential games.

III. FINITE POTENTIAL GAME

In this section, we consider the multi-player game (2) in the setting of finite strategy spaces. Specifically, \( S_i \) has a finite number of elements for all \( i \in \mathcal{N} \).

A. Preliminaries

We first recall the definition of finite potential games.

**Definition 2** (Finite Exact Potential Game [27]). The game (2) is a finite exact potential game if and only if the strategy space \( \mathcal{S}_i \) \( (i \in \mathcal{N}) \) contains a finite number of elements and a potential function \( F^t : \mathcal{S} \rightarrow \mathbb{R} \) exists such that, \( \forall i \in \mathcal{N}, \)

\[
V_i^t(u_i(t), u_{-i}(t)) - V_i^t(u_i(t), u_{-i}(t)) = F^t(u_i(t), u_{-i}(t)) - F^t(u'_i(t), u_{-i}(t)),
\]

\( \forall u_i(t), u'_i(t) \in \mathcal{S}_i \), and \( \forall u_{-i}(t) \in \mathcal{S}_{-i} \).

Equation (4) implies that the change of agent \( i \)'s cumulative cost caused by its own strategy deviation leads to exactly the same amount of change in the potential function. Note that the potential function \( F^t \) does not have a subscript, implying that it is the same for all agents. This paper only considers exact potential games, and the word “exact” will subsequently be omitted.

Potential games have appealing properties. Two of these properties are summarized by the following two lemmas, which will be used to facilitate the analysis in this paper.

**Lemma 1.** [Existence of pure-strategy Nash equilibria [79]] If the game (2) is a finite exact potential game, then there exists at least one pure-strategy Nash equilibrium.

**Lemma 2.** [Equivalence of Nash equilibrium sets [27]] If the game (2) is a finite exact potential game with \( F^t \) as a potential function, then the set of pure-strategy Nash equilibria of (4) coincides with the set of pure-strategy Nash equilibria of the identical-interest game with all agents’ cumulative cost equal to the potential function. That is,

\[
\text{NESet}(G^t) = \text{NESet}(\tilde{G}^t), \tag{5}
\]

where \( \text{NESet} \) denotes the set of pure-strategy NE, and \( \tilde{G}^t = \{ \mathcal{N}, \mathcal{A}, \{ F^t \}_{t \in \mathcal{T}} \} \).

B. Constructing finite potential games for autonomous driving

Consider the decision-making in autonomous driving according to (2). In this subsection, we show how to design \( V_i^t \) such that (2) is a finite potential game.

**Theorem 1.** Let the cumulative cost in (2) be of the following form,

\[
V_i^t(u_i(t), u_{-i}(t)) = V_i^{t, \text{self}}(u_i(t)), \tag{6}
\]

where \( V_i^{t, \text{self}} \) is a function that is determined solely by agent \( i \)'s strategy \( u_i(t) \). Then the game (2) is a finite exact potential game with a potential function \( P^t \) defined as

\[
P^t(u(t)) = \sum_{i \in \mathcal{N}} V_i^{t, \text{self}}(u_i(t)). \tag{7}
\]

**Proof.** Given the cumulative cost (6), for any unilateral strategy deviation of agent \( i \) from \( u_i(t) \) to \( u'_i(t) \), the following equation holds,

\[
V_i^t(u_i(t), u_{-i}(t)) - V_i^t(u'_i(t), u_{-i}(t)) = V_i^{t, \text{self}}(u_i(t)) - V_i^{t, \text{self}}(u'_i(t)). \tag{8}
\]

Consider the function \( P^t \) in (7). The strategy deviation from \( u_i(t) \) to \( u'_i(t) \) leads to the change of this function as

\[
P_i^t(u_i(t), u_{-i}(t)) = V_i^{t, \text{self}}(u_i(t)) + \sum_{j \in \mathcal{N}, j \neq i} V_j^{t, \text{self}}(u_j(t))
\]

\[
- V_i^{t, \text{self}}(u'_i(t)) - \sum_{j \in \mathcal{N}, j \neq i} V_j^{t, \text{self}}(u_j(t)) \tag{9}
\]

Because \( V_i^t(u_i(t), u_{-i}(t)) - V_i^t(u'_i(t), u_{-i}(t)) = P_i^t(u_i(t), u_{-i}(t)) - P_i^t(u'_i(t), u_{-i}(t)) \) holds for all \( i \in \mathcal{N}, u_i(t), u'_i(t) \in \mathcal{S}_i, \) and \( u_{-i}(t) \in \mathcal{S}_{-i} \), the function \( P^t \) is a potential function, and the formulated game is a finite potential game.

**Remark 1.** Theorem 1 states that if the cumulative cost \( V_i^t \) satisfies (6), then the game (2) is a finite potential game. Such a cost can characterize self-centered driving objectives, such as ride comfort (often reflected by vehicle jerk [28]), travel efficiency (captured by vehicle speed [29]), fuel efficiency (dependent on speed, acceleration, and jerk [30]), keeping in the center of a lane (reflected by vehicle lateral position), and so on. A specific cost function that motivates the AV to track a desired speed and that satisfies (6) is provided in the simulation section by [30].

Theorem 2 considers the cases where an AV’s objective is jointly affected by both \( u_i(t) \) and \( u_{-i}(t) \), in a pairwise symmetric manner.

**Theorem 2.** Let the cumulative cost in (2) be of the following form,

\[
V_i^t(u_i(t), u_{-i}(t)) = \sum_{j \in \mathcal{N}, j \neq i} V_{ij}^t(u_i(t), u_j(t)), \tag{10}
\]

where \( V_{ij}^t(u_i(t), u_j(t)) = V_{ji}^t(u_j(t), u_i(t)) \), \( \forall i, j \in \mathcal{N}, i \neq j, \forall u_i(t) \in \mathcal{S}_i, \forall u_j(t) \in \mathcal{S}_j \). Then the game (2) is a finite exact potential game with the following potential function,

\[
P_i^t(u(t)) = \sum_{i \in \mathcal{N}, j \in \mathcal{N}, j \neq i} V_{ij}^t(u_i(t), u_j(t)). \tag{11}
\]

**Proof.** The strategy deviation of agent \( i \) from \( u_i(t) \) to \( u'_i(t) \) leads to the change in its cumulative cost,

\[
V_i^t(u_i(t), u_{-i}(t)) - V_i^t(u'_i(t), u_{-i}(t))
\]

\[
= \sum_{j \in \mathcal{N}, j \neq i} V_{ij}^t(u_i(t), u_j(t)) - \sum_{j \in \mathcal{N}, j \neq i} V_{ij}^t(u'_i(t), u_j(t)). \tag{12}
\]
The deviation from \( u_i(t) \) to \( u_i'(t) \) leads to the change in the function \( G_i \) defined in (11) as:

\[
G_i'(u_i(t), u_{-i}(t)) = \sum_{j \in N, j \neq i} V_{ij}^I(u_i(t), u_j(t)) - \sum_{j \in N, j \neq i} V_{ij}^I(u_i'(t), u_j(t)).
\]

Equation (13) holds because \( V_{ij}^I(u_i(t), u_j(t)) = V_{ij}^{\ast}(u_i(t), u_j(t)) \) \( i, j \in N, i \neq j, \forall u_i(t) \in S_i, \forall u_j(t) \in S_j \). As such, the function \( G_i' \) is a potential function, and the formulated game is a finite exact potential game.

**Remark 2.** Theorem 2 states that if the cumulative cost \( V_i^t \) satisfies (10), then the game \( (2) \) is a finite potential game. In a typical driving scenario, vehicles interactions are often brought about by the desire of avoiding collisions. The cost design in (10) can characterize such an interaction, by applying a symmetric collision penalty to both vehicles if a collision between them happens. A specific example is provided in Section V by (32) and (33).

Next theorem shows that if an AV’s objective function contains both self-dependent and pairwise components, then the resulted game is still a potential game.

**Theorem 3.** Let the cumulative cost in (2) be of the following form,

\[
V_i^t(u_i(t), u_{-i}(t)) = \alpha V_i^{t, sel}(u_i(t)) + \beta \sum_{j \in N, j \neq i} V_{ij}(u_i(t), u_j(t)),
\]

where \( V_i^{t, sel}(u_i(t)) \) and \( V_{ij}(u_i(t), u_j(t)) \) satisfy (6) and (10), respectively, and \( \alpha \in \mathbb{R} \) and \( \beta \in \mathbb{R} \). Then the game (2) is a finite exact potential game with the following potential function,

\[
F_i^t(u(t)) = \alpha P_i^t(u(t)) + \beta G_i^t(u(t))
\]

\[
= \alpha \sum_{i \in N} V_i^{t, sel}(u_i(t)) + \beta \sum_{i \in N} \sum_{j \in N, j \neq i} V_{ij}^t(u_i(t), u_j(t)).
\]

**Proof.** The proof is straightforward by combining Theorems 1 and 2.

**Remark 3.** Theorem 2 provides a general template to design AV cost functions that yield finite potential games. The cost (14) can reflect driving objectives of, for example, tracking a desired speed while avoiding collisions with other vehicles. We note that most of the AVs’ cost function models in the existing works follow, or can be slightly revised to follow, the form proposed in (14). See [31]-[34] for examples.

C. Solving the constructed finite potential games

After formulating the game (2) as a finite potential game, according to Lemma 1, a pure-strategy NE always exists. Next we show how to solve this potential game and find the NE.

One of the most commonly-used algorithms to seek NE is the best response dynamics [26], which works as follows: Given an initial guess of all agents’ strategies, we find the best response of each agent to the strategies of others, i.e., \( u_i^*(t) \in \arg \min_{u_i(t) \in S_i} V_i^t(u_i(t), u_{-i}(t)) \) for all \( i \in N \). After all agents’ strategies are updated, we then repeat the process iteratively until no agent has the incentive to change its strategy. The detailed algorithm is shown in Algorithm 1.

**Theorem 4.** (Convergence of Algorithm 1) Consider the game (2) and the Algorithm 1. If the cumulative cost \( V_i^t \) in (2) is designed according to (14), then Algorithm 1 converges within a finite number of iterations.

**Proof.** According to Theorem 3, if the \( V_i^t \) in (2) satisfies (14), then the game (2) is a finite potential game. Because the best response dynamics in Algorithm 1 generates an improvement path, and because every improvement path must terminate within a finite number of iteration steps in finite potential games [19], Algorithm 1 converges to NE within a finite number of iterations.

Although the convergence of the best response dynamics is guaranteed, this algorithm is generally computationally expensive, as it requires multiple and iterative optimizations at each \( t \). Next we show that if the game is a potential game, then the pure-strategy NE can be derived by solving only one optimization at each \( t \):

\[
u_i^*(t) \in \arg \min_{u_i(t) \in S} F_i^t(u(t)), \quad (16)
\]

where \( F_i^t \) is the potential function of the game (2). The detailed algorithm that uses this potential function optimization approach to solve the game (2) is shown in Algorithm 2.
Algorithm 2 Potential function optimization to solve (2)

Input:
Agent set: \( N \);
Global system state: \( x(t) \);
Global strategy space: \( S \);
Cumulative cost function of each agent: \( V_i^t : \mathbb{R}^m_i \rightarrow \mathbb{R} \);
System dynamics of each agent: \( f_j, \forall j \in N \).

Output:
The ego vehicle optimal strategy (in the sense of NE): \( u^*_i(t) \).

Procedure:
1: Find potential function \( F^t \) according to (15).
2: Find \( u^*_i(t) \) according to (16).

Theorem 5. Consider the game (2) and the Algorithm 2. If the cumulative cost \( V_i^t \) in (2) is designed according to (14), then \( u^*_i(t) \) from (16) is a pure-strategy NE.

Proof. According to Theorem 3 if the \( V_i^t \) in (2) satisfies (14), then the game (2) is a finite potential game. According to Lemma 2 if (2) is a finite potential game, then the NE can be derived by solving the identical-interest game (16). \( \Box \)

Remark 4. In autonomous driving, real-time evaluation and planning are critical for AVs to generate timely response to any changes in the environment. If the game (2) is not a potential game, then solving it generally requires multiple and iterative optimizations, as shown in Algorithm 7 these could be too time-consuming to be employed in autonomous driving.

In addition, the solutions from Algorithms 7 and 2 may be different due to the existence of multiple NE. In this case, the one from Algorithm 2 should be preferable from a “social cost” perspective. It is because the solution from Algorithm 2 is not only a NE but also a global minimizer of the “social cost” characterized by the potential function \( F^t \), which usually takes into consideration all agents’ cost as shown in (15). In an autonomous driving setting, it means that if a maneuver can benefit not only the AV itself (in the sense of individual optimality, min \( V_i^t \)), but also the surrounding vehicles and pedestrians (in the sense of social optimality, min \( F^t \)), then it should be preferable to the ones that are only individually optimal. Indeed the AV is expected to be considerate to other agents on the road, instead of caring for its self-interest only.

IV. CONTINUOUS POTENTIAL GAMES

In this section, we consider the multi-player game (2) with continuous strategy spaces \( S_i \). As a continuous action space contains infinitely many elements, the finite potential game results investigated in Section III may not always hold. Therefore, in this section, we develop results for continuous potential games.

A. Preliminaries

Let us first define continuous potential games.

Definition 3 (Continuous Exact Potential Game). The game (2) is a continuous exact potential game if and only if \( S_i \subset \mathbb{R}^m_i \) is a connected set and a potential function \( F^t : S \rightarrow \mathbb{R} \) exists such that, \( \forall i \in N, \forall u_i(t) \in S_i, \forall u_{-i}(t) \in S_{-i}, \)

\[
\frac{\partial V_i^t(u_i(t), u_{-i}(t))}{\partial u_i(t)} = \frac{\partial F^t(u_i(t), u_{-i}(t))}{\partial u_i(t)},
\]

where \( V_i^t \) and \( F^t \) are everywhere differentiable on an open superset of \( S \), and \( S_i \) is nonempty \( \forall i \in N \).

Note that the above definition is slightly different from the one in [27]. Specifically, \( u_i \) is defined as a scalar in [27], while it is a vector in Definition 3. With this generalization, to ensure that the theoretical analysis still holds, we include the proofs of each lemma in this section in the Appendix.

Proposition 1 shows the equivalence of the finite and continuous potential games under certain conditions.

Proposition 1. Assume that \( V_i^t \) and \( F^t \) are everywhere differentiable on an open superset of \( S \), and \( S_i \) is nonempty \( \forall i \in N \). If \( S_i \subset \mathbb{R}^m_i \) is a compact (i.e., bounded and closed) and connected set \( \forall i \in N \), then (17) holds if and only if (4) holds.

Proof. See Appendix A.

Lemma 3. [Equivalence of Nash equilibrium sets] If the game (2) is a continuous exact potential game and \( F^t \) is potential function, then the set of pure-strategy Nash equilibria of (2) coincides with the set of pure-strategy Nash equilibria for the identical-interest game with all agents’ cumulative cost equal to the potential function \( F^t \).

Proof. See Appendix B.

Lemma 4. [Existence of pure-strategy Nash equilibria] If the game (2) is a continuous exact potential game with compact \( S \), then the game has at least one pure-strategy Nash equilibrium. Moreover, if the potential function \( F^t \) is strictly convex, then the pure-strategy Nash equilibrium is unique.

Proof. See Appendix C.

B. Constructing continuous potential games for autonomous driving

In the next theorems, we show that the cost function shaping approaches developed in Section III also work in continuous potential games. Theorem 6 considers self-centered driving objectives, Theorem 7 considers pairwise interactions, and Theorem 8 considers a mix of these two types of costs.

Theorem 6. Assume that the cumulative cost in (2) are everywhere differentiable on an open superset of \( S \), and

\[
V_i^t(u_i(t), u_{-i}(t)) = V_i^{t, \text{self}}(u_i(t)),
\]

where \( V_i^{t, \text{self}}(u_i(t)) \) is dependent solely on \( u_i(t) \). Then the game (2) is a continuous potential game with the potential function,

\[
P^t(u(t)) = \sum_{i \in N} V_i^{t, \text{self}}(u_i(t)).
\]
Proof. The following equation holds.
\[
\frac{\partial P^t(u_i(t), u_{-i}(t))}{\partial u_i(t)} = \frac{\partial \sum_{j \in N} V_{ij}^{t,sel}(u_j(t))}{\partial u_i(t)} = \frac{\partial V_{ij}^{t,sel}(u_i(t))}{\partial u_i(t)} = \frac{\partial V_{ij}^{t}(u_i(t), u_{-i}(t))}{\partial u_i(t)}.
\]
(20)
As such, according to Definition 3 the game is a continuous potential game, and \( P^t \) is a potential function.

Theorem 7. Assume that the cumulative cost in (2) are everywhere differentiable on an open superset of \( S \) and
\[
V_{ij}^{t}(u_i(t), u_j(t)) = \sum_{j \in N_j \neq i} V_{ij}^{t}(u_i(t), u_j(t)),
\]
(21)
where \( V_{ij}^{t}(u_i(t), u_j(t)) = V_{ij}^{t}(u_i(t), u_j(t)), \forall i, j \in N, i \neq j, \forall u_i(t) \in S_i, \forall u_j(t) \in S_j. \) Then the game (2) is a continuous potential game with the potential function,
\[
G^t(u(t)) = \sum_{i \in N} \sum_{j \in N, j \neq i} V_{ij}^{t}(u_i(t), u_j(t)).
\]
(22)
Proof. Because \( V_{ij}^{t}(u_i(t), u_j(t)) = V_{ij}^{t}(u_j(t), u_i(t)), \forall i, j \in N, i \neq j, \) the following equation holds.
\[
\frac{\partial G^t(u_i(t), u_{-i}(t))}{\partial u_i(t)} = \frac{\partial \left( \sum_{i \in N_j} \sum_{j \in N, j \neq i} V_{ij}^{t}(u_i(t), u_j(t)) \right)}{\partial u_i(t)} = \frac{\partial \left( \sum_{j \in N_j \neq i} V_{ij}^{t}(u_i(t), u_j(t)) \right)}{\partial u_i(t)} = \frac{\partial V_{ij}^{t}(u_i(t), u_{-i}(t))}{\partial u_i(t)}.
\]
(23)
As such, the game is a continuous potential game with \( G^t \) as the potential function.

Theorem 8. Assume that the cumulative cost in (2) are everywhere differentiable on an open superset of \( S \) and
\[
V_{ij}^{t}(u_i(t), u_j(t)) = \alpha V_{ij}^{t,sel}(u_i(t)) + \beta \sum_{j \in N_j \neq i} V_{ij}^{t}(u_i(t), u_j(t)),
\]
(24)
where \( V_{ij}^{t,sel}(u_i(t)) \) and \( V_{ij}^{t}(u_i(t), u_j(t)) \) satisfy the requirements in Theorems 6 and 7 respectively. Then the game (2) is a continuous potential game with the potential function,
\[
F^t(u(t)) = \alpha P^t(u(t)) + \beta G^t(u(t)) = \alpha \sum_{i \in N} V_{ij}^{t,sel}(u_i(t)) + \beta \sum_{i \in N, j \in N, j \neq i} V_{ij}^{t}(u_i(t), u_j(t)).
\]
(25)
Proof. This theorem is straightforward by combining Theorems 6 and 7.

C. Solving the constructed continuous potential games
As the action space contains infinitely many elements in continuous potential games, the convergence of the best response dynamics may not be achieved within a finite number of iterations. To address this issue, we define an \( \epsilon \)-Nash equilibrium.

Definition 4 (\( \epsilon \)-Nash equilibrium). An \( N \)-tuple of strategies \( \{u_1^\ast, u_2^\ast, \ldots, u_N^\ast\} \) is an \( \epsilon \)-Nash equilibrium for an \( N \)-player game if and only if \( \exists \epsilon \in \mathbb{R}_+ \) such that, \( \forall i \in N, \forall u_i(t) \in S_i, 
\]
\[
V_{ij}^{t}(u_i(t), u_j^\ast(t)) \leq V_{ij}^{t}(u_i(t), u_j^\ast(t)) + \epsilon.
\]
(26)

With the \( \epsilon \)-Nash equilibrium, we can use the best response dynamics, i.e., Algorithm 1 or the potential function optimization, i.e., Algorithm 2 to solve the game, if appropriate changes are made. Specifically, to use Algorithm 1 and to ensure the convergence within a finite number of iteration, the NashCondition in Procedure 7 should be replaced by “\( V_{ij}^{t}(u_i(t), u_j^\ast(t)) \leq V_{ij}^{t}(u_i(t), u_j^\ast(t)) + \epsilon \) holds \( \forall u_i(t) \in S_i, \forall j \in N \); and the update rule in Procedure 5 should be replaced by “Update \( u_j(t) \) using \( u_j^\ast(t) \) if \( V_{ij}^{t}(u_j^\ast(t), u_j(t)) \leq V_{ij}^{t}(u_j(t), u_j^\ast(t)) - \epsilon \).” In Algorithm 2 the potential function \( F^t \) should be replaced by (25).

Next lemma shows the guaranteed convergence of the best response algorithm.

Theorem 9. [Convergence to \( \epsilon \)-Nash equilibrium] Consider the game (2) and the Algorithm 1 if the cumulative cost \( V_{ij}^{t} \) in (2) satisfies (24) with \( S \) being a connected and compact set, and if Algorithm 7 is modified according to the \( \epsilon \)-Nash equilibrium condition as specified above, then Algorithm 7 converges within a finite number of iterations.

Proof. According to Theorem 8 if the cumulative cost \( V_{ij}^{t} \) in (2) satisfies (24), and if \( S \) is a connected set, then the game (2) is a continuous potential game. Because the potential function \( F^t \) is continuous in the compact set \( S \), \( F^t \) is bounded. Therefore, the \( \epsilon \)-improvement path generated by Algorithm 1 must terminate within a finite number of iterations because the \( \epsilon \)-increment of the potential function is finite. When an \( \epsilon \)-improvement path comes to an end point, there exists no strategy profile that leads to a decrease of cumulative cost greater than \( \epsilon \) for any player. As such, this end point is an \( \epsilon \)-Nash equilibrium.

V. NUMERICAL RESULTS
In this section, we apply the developed finite and continuous potential game frameworks to specific traffic scenarios, including intersection-crossing scenarios and lane-changing scenarios.

The vehicles’ dynamics are described by a kinematic bicycle model [35, 36]:
\[
x_i(t+1) = x_i(t) + v_i(t) \cos(\phi_i(t) + \beta_i(t)) \Delta t,
\]
\[
y_i(t+1) = y_i(t) + v_i(t) \sin(\phi_i(t) + \beta_i(t)) \Delta t,
\]
\[
v_i(t+1) = v_i(t) + a_i(t) \Delta t,
\]
\[
\phi_i(t+1) = \phi_i(t) + \frac{v_i(t)}{l_r} \sin(\beta_i(t)) \Delta t,
\]
\[
\beta_i(t+1) = \beta_i(t) + \tan^{-1} \left( \frac{l_f}{l_r + l_f} \tan(\delta_i(t)) \right) \Delta t,
\]
(27)
where \( i = 1, \ldots, N \) designates the \( i^{th} \) agent; \( x_i \) and \( y_i \) are the longitudinal and lateral position of the center of mass of vehicle \( i \) along \( x \) and \( y \) axes, respectively; \( v_i \) and \( a_i \) are the velocity and acceleration of the center of mass of vehicle \( i \), respectively; \( \beta_i \) is the angle of the velocity with respect to the longitudinal axis of the vehicle; \( \phi_i \) is the inertial heading; \( l_f \) and \( l_r \) are the lengths from the center of mass to the front and rear ends of the car, respectively, and are selected as \( l_f = l_r = 1.5 \text{ m} \); \( \delta_{i,f} \) is the steering angle of the front wheels, and \( |\delta_{i,f}| \leq 20^\circ \). Because for most vehicles, the rear wheels cannot be steered, the rear wheel steering angles are assumed to be zero [35]. The inputs of each vehicle are the acceleration \( a_i(t) \) and the steering angle \( \delta_{i,f}(t) \).

The following numerical studies are conducted: Section V-A applies the finite potential game framework to lane-changing scenarios. Section V-B applies the continuous potential game framework to intersection-crossing scenarios. Section V-C compares the performance of various algorithms including reinforcement learning and control barrier function based approaches.

### A. Finite potential game in lane-changing scenarios

Consider the three-lane highway scenario pictured in Figure 1. When driving in highways, a vehicle needs to determine 1) whether to accelerate or decelerate, and 2) which lane to drive in. Therefore, we define the action space of each vehicle as

\[
U_i = A_i \times L_i,
\]

where

\[
A_i = \{ \text{hard brake, brake, mild brake, maintain speed, mild accelerate, accelerate, rapid accelerate} \},
\]

\[
L_i = \{ \text{change to the left lane, maintain the current lane, change to the right lane} \}.
\]

In (28), both \( A_i \) and \( L_i \) are finite sets, and therefore, \( U_i \) is a finite action space. We let \( a_i(t) = -3 \text{ m/s}^2 \) (resp. \( 3 \text{ m/s}^2 \)) if “hard brake” (resp. “rapid accelerate”) is selected, \( a_i(t) = -2 \text{ m/s}^2 \) (resp. \( 2 \text{ m/s}^2 \)) if “brake” (resp. “accelerate”) is selected, \( a_i(t) = -1 \text{ m/s}^2 \) (resp. \( 1 \text{ m/s}^2 \)) if “mild brake” (resp. “mild accelerate”) is selected, and \( a_i(t) = 0 \text{ m/s}^2 \) if “maintain speed” is selected. If “change to the left lane” (resp. “change to the right lane”) is selected, then a constant steering angle \( \delta_{i,f}(t) = 0.9^\circ \) (resp. “-0.9\(^\circ\)”) is added to the steering angle required to negotiate the road, if any, until the AV is in the center of the target lane. Once the AV reaches the center line, a lane centering controller is activated at 10 Hz sampling rate, applying the steering required to reduce the relative heading between the vehicle and the road. Specifically, the steering angle induces the vehicle side slip angle \( \beta_i(t) \) in the amount of \(-\frac{1}{2}(\phi_f(t) - \phi_r(t))\), where \( \phi_f(t) \) depends on the road orientation. On the other hand, if the decision is “stay in the current lane”, then \( \delta_{i,f}(t) \) remains at the steering angle corresponding to the curvature of the road (or that of the turning lanes in an intersection).

In our simulation, we use a simplified strategy space: \( u_i(t) = \{ u_i(t), u_i(t+1), ..., u_i(t+T-1) \} \), where \( u_i(t+\tau) = u_i(t) \in U_i, \forall \tau = 0, 1, ..., T-1 \). This simplified strategy space represents that the AV plans to continue the same action over the horizon \( T \). This assumption is reasonable as it is consistent with a common driving experience. When a human driver plans a maneuver (e.g., lane-changing), he/she usually expects to continue the maneuver for some time to complete it, instead of planning a sequence of different maneuvers for every \( \Delta t \). Note that although the AV plans one maneuver for the next \( T \) periods, it may change its mind and select a different maneuver after \( \Delta t \), triggered by the change of its environment and by the receding horizon optimization conducted at every \( t \). In the simulation, we select \( T \) to correspond to 4 s to cover a lane-changing maneuver duration [37] and select \( \Delta t = 0.5 \text{ s} \) to enable the ego vehicle to respond timely to the change of its surrounding vehicles’ states and behaviors [38]. Note that a larger \( T \) and a smaller \( \Delta t \) lead to increased computational time and effort for the decision-making algorithm.

In such a multi-vehicle scenario, the driving performance of the ego vehicle (labeled with the number “1” in Figure 1) is correlated with its surrounding vehicles’ states (i.e., positions and velocities) and actions (i.e., lane-changing and/or accelerations). To take into consideration such interactions, at every \( t \), the ego vehicle solves an \( N \)-player game as described in (2) to generate its optimal strategy. We set \( N = 5 \) in our simulations and let vehicles’ initial positions be similar to the ones in Figure 1.

![Fig. 1. The lane-changing scenario.](image)

The cumulative cost of each vehicle is designed as

\[
V^t_i(u_i(t), u_{-i}(t)) = \theta_{i,1} V^{t,self,1}_i(u_i(t)) + \theta_{i,2} V^{t,self,2}_i(u_i(t)) + \theta_{i,3} \sum_{j \in \mathcal{N}, j \neq i} V^t_j(u_i(t), u_j(t)),
\]

where \( \theta_{i,1}, \theta_{i,2} \) and \( \theta_{i,3} \) are constant parameters to tune vehicle \( i \)’s driving styles or aggressiveness. In our simulations, we select \( \theta_{i,1} = 1 \) and \( \theta_{i,3} = 4 \) for all \( i \in \mathcal{N} \). Equation (29) facilitates a framework for modeling the surrounding vehicles with a variety of human driver behaviors, where the parameters can be learned or calibrated from naturalistic traffic dataset [31], [39] using inverse optimal control or inverse reinforcement learning [40]. The first term \( V^{t,self,1}_i(u_i(t)) \), is to motivate the vehicle to track the desired speed, and is given by

\[
V^{t,self,1}_i(u_i(t)) = \sum_{\tau=0}^{t+T-1} \left( \frac{v_i(\tau) - v_i, d}{v_i, d} \right)^2,
\]

where \( v_i(\tau) \) is the velocity of vehicle \( i \) at time \( \tau \), and \( v_i, d \) is the desired speed.
where \( v_{i,d} \) is the desired speed of vehicle \( i \). For the ego vehicle, we let \( v_{1,d} = 27 \text{ m/s} \) (approximately 60 mph).

For the surrounding vehicles, we let \( v_{i,d} \) be within the range \( v_{i,d} \in [22, 30] \text{ m/s} \) for \( i = 2, 3, 4, 5 \). (Multiple scenarios with various ego vehicle desired speed in the range of \([10, 30]\text{ m/s}\) are tested, and the ego vehicle performance remains similar in all tested scenarios.) The second term \( V^{f}_i(t, \text{self}^f)(\mathbf{u}_i(t)) \) is to prevent the vehicle from changing driving outside the road, and is given by

\[
V^{f}_i(t, \text{self}^f)(\mathbf{u}_i(t)) = \sum_{\tau=t}^{t+T-1} \gamma \cdot 1\{y_i(\tau)<0 \text{ or } y_i(\tau)>W_d\}
\]

where \( W_d \) is the width of the road, \( 1\{ \text{condition} \} = 1 \) if \( \text{condition} \) is true and 0 otherwise. The constant \( \gamma \) represents the penalty for driving out of the road and should be a sufficiently large number. We select \( \gamma = 1000 \) in our simulation while noting that the AV behavior is relatively insensitive to this value as long as it is chosen sufficiently large. The third term \( \sum_{j\in N \setminus \{i\}} V^{ij}_j(\mathbf{u}_i(t), \mathbf{u}_j(t)) \) is to avoid collision:

\[
V^{ij}_j(\mathbf{u}_i(t), \mathbf{u}_j(t)) = \sum_{\tau=t}^{t+T-1} J_{ij}(x_i(\tau), y_i(\tau), x_j(\tau), y_j(\tau)),
\]

and

\[
J_{ij}(x_i(\tau), y_i(\tau), x_j(\tau), y_j(\tau)) = (\text{tanh}(\beta(d_{x,c}^2 - (x_i(t) - x_j(t))^2)) + 1) \cdot (\text{tanh}(\beta(d_{y,c}^2 - (y_i(t) - y_j(t))^2)) + 1),
\]

where \( d_{x,c} \) and \( d_{y,c} \) are the longitudinal and lateral collision distances, respectively, and \( d_{x,c} = 7 \text{ m} \) and \( d_{y,c} = 4.5 \text{ m} \) in the simulation. The parameter \( \beta \) should be sufficiently large such that the \( \text{tanh} \) function always takes the two extreme values \(-1\) or \(1\), and we set \( \beta = 1000 \) in the simulation. The cost function always takes the two extreme values \(-1\) or \(1\) if \( \text{condition} \) is true and 0 otherwise.

According to Theorem 3, the above cost function design makes the \( N \)-player game a finite potential game. Therefore, we can employ the potential function optimization algorithm, i.e., Algorithm 2 to solve the game. We let the ego vehicle adopt the generated NE as its strategy, assuming that the surrounding vehicles also behave to optimize their own driving performances characterized by (29). As the actual behavior of the surrounding vehicles may deviate from the assumed one, we perform statistical studies incorporating various surrounding vehicle behaviors in Section V-C. In the specific scenarios 1-4 listed below, the surrounding vehicles use non-intelligent strategies: maintaining a constant speed and heading. These simulation studies illustrate empirically the robustness of potential game approach against various surrounding vehicles’ strategies.

**Scenario 1.** In this scenario, we let vehicle 2 (resp. vehicle 3) move slower (resp. faster) than the ego vehicle. As the front vehicle moves slowly, the ego vehicle decides to perform lane-changing when it is safe. After changing to the second lane, the ego vehicle then keeps its desired speed and drives in the second lane for the rest of the simulation time. The ego vehicle trajectory is shown in Figure 2(a), its velocity and control inputs are shown in Figures 2(b) and 2(c) respectively, and the full animation is provided as “Scenario 1” at https://youtu.be/aWXTfLdovfc.

![Fig. 2. The ego vehicle behavior in Scenario 1. (a) The ego vehicle trajectory. (b) The ego vehicle velocity. (c) The ego vehicle acceleration and steering angle.](https://youtu.be/aWXTfLdovfc)

**Scenario 2.** In this scenario, we let both vehicles 2 and 3 move slower than the ego vehicle, and vehicle 5 moves faster. In this case, the ego vehicle is no longer satisfied driving in the second lane, and as a result, it performs two consecutive lane-changing when it is safe. The ego vehicle behavior is shown in Figure [V-A] and the full animation is provided as “Scenario 2” at https://youtu.be/nQkpdQRcwEE.

**Scenario 3.** In this scenario, we let all three vehicles in front, i.e., vehicles 2, 3, and 5, move slower than the ego vehicle desired speed. As these three vehicles block all of the three lanes, it is hard for the ego vehicle to keep its desired speed. Based on the game theoretic strategy, the ego vehicle chooses actions that result in both desired speed and safety. It first changes to the second lane and follows vehicle 3. After it overtakes vehicle 2, the ego vehicle then changes back to the first lane to maintain its desired speed. In this scenario, the ego vehicle intelligently prepares itself for the opportunity to overtake vehicle 2, indicating that the ego vehicle intends to overtake vehicle 2 in the next scenario.
Fig. 3. The ego vehicle behavior in Scenario 2. (a) The ego vehicle trajectory. (b) The ego vehicle velocity. (c) The ego vehicle acceleration and steering angle.

vehicle has the ability to plan actions over the long run. The ego vehicle trajectory and behavior are shown in Figure V-A, and the full animation is shown in “Scenario 3” at https://youtu.be/nQkpdQRcwEE.

Scenario 4. In this scenario, we test the ego vehicle lane-changing behavior on curved roads. The vehicles’ initial positions and velocities are similar to Scenario 1, i.e., vehicle 2 moves slower than the ego vehicle, and vehicle 3 moves faster. To keep the desired speed, the ego vehicle changes to the second lane when it is safe, as shown in Figure V-A. The full animation is available as “Scenario 4” at https://youtu.be/nQkpdQRcwEE.

B. Continuous potential game in intersection-crossing scenarios

In this section, we apply the continuous potential game framework developed in Section IV to intersection-crossing scenarios.

Consider the scenario pictured in Figure 6. The vehicle labeled with the number “1” is the ego vehicle, aiming to go straight and cross the intersection. The moving directions of its surrounding vehicles (i.e., vehicles 2-5) are assumed to be known to the ego vehicle, and they are marked using grey arrows in Figure 6. We let the action space of each vehicle be \( \mathcal{U}_i = [-3, 3] \, \text{m/s}^2 \), representing that the vehicle acceleration \( a_i(t) \) can be any real number from the interval \([-3, 3]\). We also employ the simplified strategy space as illustrated in Section V-A.

The cumulative cost function of each vehicle is chosen as...
where \( \omega_i \) is a small positive noise to prevent vehicles from getting stuck in case of identical cost and initial conditions, \( V_i^t(\mathbf{u}_i(t), \mathbf{u}_{-i}(t)) \) takes the form (30) to motivate vehicles to track their desired speeds, and \( V_{ij}(\mathbf{u}_i(t), \mathbf{u}_j(t)) \) takes the form (32) with \( J_{ij} \) designed as

\[
J_{ij}(x_i(\tau), y_i(\tau), x_j(\tau), y_j(\tau)) = \frac{1}{(x_i(\tau) - x_j(\tau))^2 + (y_i(\tau) - y_j(\tau))^2 + \delta},
\]

if vehicles \( i \) and \( j \) are in conflict (i.e., their planned trajectories intersect in the intersection region), and \( J_{ij}(x_i(\tau), y_i(\tau), x_j(\tau), y_j(\tau)) = 0 \) if \( i \) and \( j \) are not in conflict. This inverse-type cost function enables the ego vehicle to adjust its speed smoothly and continuously in the intersection-crossing scenarios. The parameter \( \delta \) in (35) is used to avoid the denominator being zero during the simulation, and \( \delta = 0.01 \).

According to Theorem 8, the \( N \)-player game is a continuous potential game with the above cost function design.

![Image](https://youtu.be/nQkpdQRcwEE)

**Fig. 6.** The lane-changing scenario

Figure 7 shows the performance of the continuous potential game in a specific scenario, where all vehicles follow the NE strategies. The speed of each vehicle is shown in the top left corner in Figures 7(a) and 7(b). The ego vehicle first slows down to yield to the purple and yellow vehicles (Figure 7(a)) and then speeds up after these two vehicles cross the intersection (Figure 7(b)). The performance of the best response dynamics and of the potential function optimization algorithm are very close in this scenario. (Comparative animations are available at https://youtu.be/nQkpdQRcwEE.) The iterations of the best response dynamics are shown in Figures 7(c) and 7(d) at the time instance illustrated in Figure 7(a) and that of Figure 7(b) respectively, validating the convergence of the best response dynamics.

We also consider the scenarios where the surrounding vehicles do not take the NE strategies. In these scenarios, the potential function optimization algorithm outperforms the best response dynamics in terms of better safety performance. The specific scenarios are shown in the first part of the intersection-crossing animation at https://youtu.be/nQkpdQRcwEE, and the statistical comparison is shown in the next subsection.

C. Statistical comparison of various potential game algorithms

In this subsection, we conduct two comparative studies in intersection-crossing scenarios: 1) finite potential game vs. continuous potential game, and 2) best response dynamics vs. potential function optimization algorithm. For each study, the comparisons are conducted in terms of a) computational efficiency measured by the average and maximum computational time to complete one decision-making process, b) the ego vehicle safety measured by the collision rate, average and maximum collision speeds, and c) the ego vehicle travel efficiency measured by the ego vehicle average speed during the intersection-crossing. As for the surrounding vehicles, we assign them three different strategies: a) employing the NE, b) keeping a constant speed, and c) randomly selecting an acceleration from the action space \( \mathcal{U}_i \) at each \( t \). The first strategy is rational and intelligent. The second strategy is non-intelligent and safety-agnostic, but may be encountered in real scenarios as human driver may be distracted from driving and therefore cannot respond timely to a collision threat. The third strategy is neither intelligent nor rational but useful for testing robustness of the algorithms. For each algorithm, we test 5000 intersection situations with randomly selected vehicles’ initial positions to provide reliable statistical results. In each situation, 5 vehicles get involved (as shown in Figure 5), i.e., the ego vehicle solves a 5-player game for each decision-making.
Table I shows the comparative results between finite potential game and continuous potential game. The running time is collected from MATLAB® on a laptop with an Intel Core i7-10750H processor clocked at 2.60 GHz and 16 GB of RAM. We use the genetic algorithm function ‘ga’ in Matlab [41], [42] to efficiently solve the non-convex optimization problems. For potential function optimization (Algorithm 2), 10 start points are selected, and for best response dynamics (Algorithm 1), 3 start points are selected for each agent’s local optimization. The number of start points is selected based on the criterion that increasing this number does not necessarily improve the ego vehicle performance (in terms of collision rate and average speed) while decreasing this number clearly leads to worse performance. The collision rate represents the number of situations where a collision happens to the ego vehicle out of the total number of situations (i.e., 5000). Concerning the average speed, note that the ego vehicle desired speed is 5 m/s, and in general, the closer the average speed to 5 m/s, the better the travel efficiency of the ego vehicle. The average and maximum ego vehicle speed at collision indicates the contribution of the ego vehicle to the collision impact, which relates to the two vehicles’ relative speed. The action space of each vehicle is: $U_i = [-3, 3] m/s^2$ for continuous game and $U_i = \{-3, -2, -1, 0, 1, 2, 3\} m/s^2$ for finite game. For both potential games, the NE is determined by the potential function optimization algorithm, i.e., Algorithm 1.

Table I leads to the following observations:

1) Both potential game frameworks are effective in ensuring the ego vehicle safety: No collision happens in any of the 5000 scenarios if the surrounding vehicles follow the NE strategies, even if constant speeds are maintained. Although absolute safety is not guaranteed if the surrounding vehicles randomly accelerate at each $t$ (which is too irrational to happen in real life), the collision rate is still low (less than 1%).

2) In both games, the ego vehicle shows better travel efficiency if the surrounding vehicles follow the NE strategies, compared to the one of constant speeds. It implies that the more intelligent the surrounding vehicles are, the better the ego vehicle travel efficiency is. Meanwhile, even if the surrounding vehicles are non-intelligent (maintaining constant speeds), the ego vehicle travel efficiency remains satisfactory (3.21 m/s in continuous game and 3.05 m/s in finite game), while ensuring safety.

3) Computational cost is affordable in both potential game frameworks (less than 0.1 s on average).

4) In general, the continuous potential game outperforms the finite potential game, as it leads to better travel efficiency with similar safety and computation performance.

Table II compares the results from the two solution algorithms (best response dynamics and potential function optimization) in the continuous potential game framework. The simulation settings are selected to be the same as the ones for Table I.

Table II leads to the following observations:

1) Both solution algorithms are effective in ensuring the ego vehicle safety when the surrounding vehicles follow the NE strategies: No collision happens in any of the 5000 scenarios. If the surrounding vehicles are non-intelligent (i.e., maintaining constant speeds or using random accelerations), the potential function optimization algorithm performs notably better than the best response dynamics. This is because the potential function optimization finds the global optimal NE, while the best response dynamics may converge to any NE.

2) With regard to the ego vehicle travel efficiency, although the best response dynamics lead to higher average speeds, we cannot conclude that it has better travel efficiency. This is because the two solution algorithms have different safety levels, and although the best response dynamics result in higher speeds, it puts the ego vehicle into more dangerous situations.

3) Computational cost is affordable in both solution algorithms (0.07 s in potential function optimization and 0.24 s in best response dynamics, on average). Compared to the best response dynamics, the potential function optimization has better computational efficiency.

4) In general, the potential function optimization algorithm outperforms the best response dynamics, as it requires less computational time and leads to better safety for the ego vehicle.

D. Statistical comparison of various AV decision-making algorithms

In this subsection, we compare potential games with other existing decision-making approaches, including reinforcement learning and control barrier function. The simulation scenarios and settings are the same as the ones in Section V-C and the agents’ action spaces are finite.

For potential games, we employ the potential function optimization algorithm.

For reinforcement learning, we employ a double deep Q-network (DDQN) algorithm [43], [44]. Similar to the potential game, the ego vehicle’s cost function in RL is also composed of two parts: One is to track the desired speed as in (30), and the other is to avoid collision (specifically, if a collision happens, then a large penalty is applied). During the training stage, the surrounding vehicle behaviors are governed by a simplified intelligent driver model (IDM) [45]: If vehicle $j$ senses a collision threat with vehicle $i$ (i.e., inter-vehicle distance is less than a pre-defined safe distance), then vehicle $i$ brakes if $T_{ij}^c \geq T_{ij}^r$ and accelerates otherwise, with constant a acceleration/deceleration. Here $T_{ij}^c$ represents time-to-collision for vehicle $i$ with vehicle $j$ (see [14], [44] for the mathematical expression). We train the RL agent for 100000 episodes, where each episode contains 24 samples (corresponds to the 12 s duration of the intersection crossing with 0.5 s sampling time) or less (if collisions occur). For the execution stage, we let the surrounding vehicles follow one of two strategies, NE or constant speed, to test the robustness of the performance. In this intersection-c蛹ing scenario, the vehicle behaviors from the NE and from the IDM are very close, as they both motivate the vehicles to cooperatively avoid collisions by accelerating.
TABLE I
Comparative results: Finite potential game vs. Continuous potential game

| Surrounding vehicles' strategies | Finite potential game | Continuous potential game |
|---------------------------------|-----------------------|---------------------------|
|                                 | NE                    | Constant speed            |
| Collision rate                  | 0/5000                | 21/5000                   |
| Average ego speed (m/s)         | 3.78                  | 3.01                      |
| Avg/Max relative collision speed (m/s) | N/A                  | 10.16/13.56               |
| Avg/Max ego speed at collision (m/s) | N/A                  | 8.06/9.50                 |
| Avg/Max computational time (s)  | 0.05/0.10             | 0.07/0.28                 |

TABLE II
Comparative results: Best response dynamics vs. Potential function optimization

| Surrounding vehicles' strategies | Best response dynamics | Potential function optimization |
|---------------------------------|------------------------|--------------------------------|
|                                 | NE                    | Constant speed            |
| Collision rate                  | 0/5000                | 106/5000                   |
| Average ego speed (m/s)         | 4.18                  | 3.58                      |
| Avg/Max relative collision speed (m/s) | 8.84/9.62             | 9.62/12.88                |
| Avg/Max ego speed at collision (m/s) | 7.19/8.36             | 6.67/8.70                 |
| Avg/Max computational time (s)  | 0.24/0.93             | 0.07/0.28                 |

For the CBF-based approach, because the ego vehicle cannot control the surrounding vehicles' behaviors, we use a variant of the centralized CBF – the predictor-corrector collision avoidance (PCCA) of [46]. Note that differently from [46], the ego vehicle’s action space is bounded in the driving scenario. If the generated action from the CBF exceeds the bound, then the bound value is applied in our implementation.

The statistical comparison of the above approaches is shown in Table [III]. (Performance in specific scenarios is shown in the last part at https://youtu.be/nQkpdQRcwEE.) Table [III] leads to the following observations:

1) The reinforcement learning approach performs well when the surrounding vehicles follow the NE strategies, while its performance significantly degrades when other vehicles follow the constant speed strategy. It is because the performance of RL is highly dependent on the training dataset. Since the deep Q-network is trained by IDM-governed surrounding vehicles, if a vehicle does not follow the IDM and is safety-agnostic, it can easily lead to a collision with the ego vehicle. In real world, it is extremely hard, if not impossible, to reflect all situations and all vehicle behaviors in the training dataset, and therefore, the robustness of the RL-based algorithm can be a major concern in autonomous driving.

2) The control barrier function based approach is not able to ensure safety either, when the surrounding vehicles follow the constant speed strategy. It is because to guarantee the forward invariance of a pre-defined safety set, the CBF based approach generally requires all agents’ adherence to the CBF constraints [47]. In a decentralized setting where other agents may not adhere to the CBF constraints, to ensure recursive feasibility, an unbounded action space of the ego vehicle is usually required [46], which is unrealistic in driving applications.

3) In contrast to RL and CBF, the potential game approach demonstrates significantly better robustness: It successfully avoids all collisions even if the surrounding vehicles follow the constant speed strategy.

4) All three approaches are computationally feasible, as the running time is always less than the sampling time in all tested scenarios.

VI. CONCLUSION

This paper developed two potential game based frameworks to formulate the process of decision-making in autonomous driving when multiple traffic agents are involved. Theoretical guarantees for the existence of NE and convergence of NE seeking algorithms were presented. Scalability challenges were addressed. Approaches to constructing potential games for autonomous driving applications were provided. By comprehensive numerical studies, we showed that our developed potential game frameworks can generate safe and effective decisions for the ego vehicle in diverse traffic scenarios including lane-changing and intersection-crossing. Comparative studies with the RL and the CBF based approaches showed that the developed potential game approach leads to the best robustness against safety-agnostic surrounding vehicles. Future work will include verification and validation of the proposed potential game approach in various traffic situations, and development of prediction and learning modules to account for uncertain intentions and/or unknown cost functions of other vehicles.
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B. Proof of Lemma 3

Let \( \mathbf{u}^*_i, \mathbf{u}^*_{i+1} \) be a NE of the game \( \mathcal{G} \), i.e., \( \mathbf{u}^*_i \in \text{argmin} V^*_i(\mathbf{u}, \mathbf{u}^*_{i+1}) \forall i \in \mathcal{N} \). From (17), it follows that

\[
V^*_i(\mathbf{u}_i, u_{i-1}) - V^*_i(\mathbf{u}^*_i, u_{i-1}) = C(u_{i-1}),
\]

where \( C(u_{i-1}) \) is a NE for the identical-interest game with all agents’ cumulative costs equal to \( F^i \). On the other hand, if \( (\mathbf{u}^*_i, u^*_{i+1}) \) is a NE for the identical-interest game, then similar arguments imply that it is also a NE of the game \( \mathcal{G} \).
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