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Abstract

Acoustic Echo Cancellation (AEC) whose aim is to suppress the echo originated from acoustic coupling between loudspeakers and microphones, plays a key role in voice interaction. Linear adaptive filter (AF) is always used for handling this problem. However, since there would be some severe effects in real scenarios, such nonlinear distortions, background noises, and microphone clipping, it would lead to considerable residual echo, giving poor performance in practice. In this paper, we propose an end-to-end network structure for echo cancellation, which is directly done on time-domain audio waveform. It is transformed to deep representation by temporal convolution, and modelled by Long Short-Term Memory (LSTM) for considering temporal property. Since time delay and severe reverberation may exist at the near-end with respect to the far-end, a local attention is employed for alignment. The network is trained using multitask learning by employing an auxiliary classification network for double-talk detection. Experiments show the superiority of our proposed method in terms of the echo return loss ratio (ERLR) for single-talk periods and the perceptual evaluation of speech quality (PESQ) score for double-talk periods in background noise and nonlinear distortion scenarios.

Index Terms: acoustic echo cancellation, AEC, adaptive filter, end-to-end, LSTM, double-talk detection, multitask learning

1. Introduction

Acoustic echo will arise when the microphone at the near-end coupling the loudspeaker’s signal and its reverberation. This echo could be listened by the speaker itself at the far-end, degrading user feelings in speech and voice applications. Great attention has been payed to for decades [1,2]. Since there is a reference signal named the far-end, adaptive filters are always employed for estimating acoustic echo, thus achieving acoustic echo cancellation (AEC) by subtracting the estimation from the mixture [3]. Several classical algorithms based on adaptive filtering (AF) have been proposed, such as least mean square (LMS) [4], normalized LMS (NLMS) [5], block LMS (BLMS) [6], and etc. Among them the NLMS algorithm family is most widely used due to its relatively robust performance and low complexity, such as the frequency domain block adaptive filter (FDBAF) [7] used in WebRTC and the multidelay block frequency domain (MDF) [8] adaptive filter used in Speex.

However, nonlinear distortion may be introduced to the acoustic echo in practices which are mostly caused by nonlinear components on the audio devices, resulting in considerable residual echo. To overcome this problem, numeric methods have been proposed, such as Nonlinear AEC (NLAEC) method by using a set of nonlinear basis functions for echo estimation [9] and nonlinear post-filtering method by cascading an additional nonlinear processing module for residual echo suppression [12,15]. Recently, since its great potential in speech processing tasks, neural network (NN) has been used for echo cancellation or suppression, such as NN-based post-filtering method where NN is used for residual echo suppression instead of conventional post-filters [16,17]. NN-based NLAEC method where NN is used for modeling nonlinear echo [18], separation-based method where source separation with an additional information from the far-end [19] is used for AEC. NN-based adaptive filtering method where the structure of conventional linear filter is adopted for designing network [20,21].

In this paper, we propose an end-to-end framework for acoustic echo cancellation. It is directly done on time-domain audio waveform. 1-D convolution and its transposed one are used for waveform encoding and decoding. Then a mask network constructed by Long Short-Term Memory (LSTM) layers for considering temporal property are designed for echo cancellation. Since time delay and severe reverberation may exist at the near-end with respect to the far-end, a local attention [22,23] is employed for alignment. As an auxiliary task, a classification network designed for double-talk detection is embedded. It could give some useful information, such as only silence exists, only the near-end exists, only the far-end exists, or double-talk exists, prompting the mask network to make better echo cancellation. This idea is different from that of [20] where an auxiliary task of estimating echo is designed to improve the main task of estimating the near-end speech. Additionally, our method is also inspired by [24] where an embedding of the targeted speaker from a clean enrolled sequence is used for isolating that speaker in a mixture. While, no speaker encoder is needed here.

The remainder of this paper is organized as follows. Section 2 provides the details of our proposed network structure. Section 3 presents our experimental results. And finally, the summarization and discussions are given in Section 4.

2. Network Architecture

The network of acoustic echo cancellation is shown in Fig. 1 which is constituted by four modules, i.e., encoder, canceller, classifier and decoder. Encoder modules are used to transform short segments of the mixture waveform and the far-end waveform into their corresponding representations in an intermediate feature space. These representations are then used to estimate a multiplicative function (mask) for the near-end signal at each time step. As an auxiliary task, the intermediate representations of the canceller module are used for double-talk detection. The near-end waveform is then reconstructed by transforming the masked representation using a decoder module.

2.1. Encoder and Decoder

The encoder performs like short-time Fourier transform (STFT) with high-resolution frequency decomposition. The input audio...
is divided into overlapping segments of length $L$, represented by $x_k \in \mathbb{R}^{1 \times L}$, where $k = 1, \ldots, T$ denotes the segment index and $T$ denotes the total number of segments. $x_k$ is transformed into a $N$-dimensional representation, by a 1-D convolution operation $w \in \mathbb{R}^{1 \times N}$ (denoted by $1 - D \text{Conv}$), formulated by a matrix multiplication as $w = H(x U)$, where $U \in \mathbb{R}^{N \times L}$ contains $N$ vectors (encoder basis functions) with length $L$ for each, $H(\cdot)$ is the rectified linear unit (ReLU) function \[23\] to ensure non-negative of the representation.

The decoder reconstructs the waveform from this representation using a 1-D transposed convolution operation, which can be reformulated as another matrix multiplication as $x = wV$, where $\hat{x} \in \mathbb{R}^{1 \times L}$ is the reconstruction of $x$ and the rows in $V \in \mathbb{R}^{N \times L}$ are the decoder basis functions, each with length $L$. The overlapping reconstructed segments are summed together to generate the final waveforms.

### 2.2. C canceller

It is a mask estimation network. Layer normalization is firstly used to ensure that the calculation is invariant to the input scaling, which is a cumulative layer normalization (cLN) designed for causal configuration \[26\]. The pointwise convolution $(1 \times 1 - \text{Conv}(\cdot))$ \[27\] is used here as a bottleneck to compress the input channels, obtaining higher dimensional representation.

For each path of the mixture and the far-end, a LSTM layer is used after the pointwise convolution for temporal property modelling. Then, a local attention \[22\] \[23\] is used for time alignment, by computing the similarities between the mixture and the far-end with a look backward window as is shown in Fig. 2. It computes similarities between the mixture at the $T$-th frame and the far-end at the $T$-th frame together with the previous $N-1$ frames, obtaining an aligned far-end at the $T$-th frame. The mixture representation acts as the query (q), and the far-end representation acts as the key (k) and the value (v). As is used in \[24\] where LSTM is used to removing the interfering speaker, a LSTM layer is employed here for echo estimation by concatenating the mixture, the far-end and the aligned far-end.

Then, another LSTM layer is used for separating the estimated echo from the mixture by concatenating the estimated echo and the mixture, obtaining an estimated near-end. This manipulation is inspired by the conventional adaptive filtering method where time alignment is firstly done followed by a linear filter for echo estimation, and then subtracted from the mixture.

Finally, the estimated near-end representation is mapped to masks by $1 \times 1 - \text{Conv}(\cdot)$ with rectified sigmoid (ReSigmoid) activation function. It is defined by the multiplication of the ReLU and the Sigmoid, formulated by

$$x = \text{relu}(x) \times \text{sigmoid}(x)$$

The $1 \times 1 - \text{Conv}(\cdot)$ converts the number of channels back to that of the encoder. Before masking, the parametric rectified linear unit (PReLU) \[23\] is used to activate the representation.

### 2.3. Classifier

It is constituted by linear layer with softmax activation function, whose input is the concatenation of the estimated echo and the estimated near-end. It performs like double-talk detection, and could give some useful information, such as only silence exists, only the near-end exists, only the far-end exists, or double-talk exists, prompting the network to make better estimation. Vice versa, as long as the near-end representation is estimated precisely, could the double-talk be detected accurately.

### 2.4. Loss Function

The loss function is obtained by combining the mean square error (MSE) of the estimated near-end waveform and the cross-entropy of the classification, formulated by

\[
\begin{align*}
L_{\text{total}} &= (1 - \alpha) \cdot L_{\text{MSE}} + \alpha \cdot L_{\text{CE}} \\
L_{\text{MSE}} &= \sum_n (\hat{s}(n) - s(n))^2 \\
L_{\text{CE}} &= -\sum_n \sum_{i=1}^M p(c_i(n)) \log(p(c_i(n)))
\end{align*}
\]

where $L_{\text{MSE}}$ is the MSE between the estimated near-end waveform $\hat{s}(n)$ and the clean one $s(n)$, $L_{\text{CE}}$ is the cross-entropy between the estimated classification $\hat{c}_i(n)$ and the labelled classification $c_i(n)$, $i \in [1, 2, \ldots, M]$ is the the categories, $n$ is the time index, $\alpha \in [0, 1]$ is the weighting factor.

### 3. Experiments

#### 3.1. Performance metrics

Two metrics are evaluated here, i.e., the echo return loss enhancement (ERLE) for single-talk periods (periods without near-end signal) and the perceptual evaluation of speech quality (PESQ) for double-talk periods. ERLE reveals the echo attenuation achieved by the system \[29\], which is defined as

$$\text{ERLE} = 10 \log_{10} \frac{E[y^2(n)]}{E[x^2(n)]}$$

where $E$ denotes the statistical expectation, $y(n)$ and $\hat{s}(n)$ are the mixture and estimated near-end at time index $n$ respectively.

PESQ \[4\] is obtained by comparing the estimated near-end $\hat{s}(n)$ with the raw one $s(n)$ \[50\].

---

\[https://www.itu.int/rec/T-REC-P.862/en\]
3.2. Data preparation

Since TIMIT dataset was widely used in literatures to evaluate AEC performance, we follow the data preparation method as is referred to in [17][19], resulting in 3500 training mixtures, and 300 test mixtures. The generation for inputs and labels are illustrated in Fig. 3. Here, the RIR (Room Impulse Response) is used for simulating room reflections [31], and the NLP (Non-Linear Processing) is used for emulating the distortion introduced by loudspeaker. The far-end waveform is first distorted by the NLP, and then convoluted with the RIR, obtaining the echo waveform received at microphone. It is then added to the near-end waveform to obtain the mixture waveform received by microphone. The mixture is then added by a noise waveform.

Meanwhile, the signals’ energy of the near-end and the echo are calculated and compared to the threshold, judging whether there is voice at the corresponding branch. Four categories are obtained, i.e., no voice exist at both branches (i.e., silence), only voice exists at the near-end (i.e., near-end single-talk), only voice exists at the far-end (i.e., far-end single-talk), voice exist at both ends (i.e., double-talk), acting as classification labels.

\[
\begin{align*}
\text{near\_end} & \rightarrow \text{Threshold} & \text{mixture} \\
\text{far\_end} & \rightarrow \text{Threshold} & \text{RIR} & \rightarrow \text{echo}
\end{align*}
\]

Figure 3: Schematic of data preparation.

The RIR in the experiments are configured as is referred to in [17][19], resulting in 7 RIRs, of which the first 6 RIRs are used to generate training mixtures and the last one is used to generate test mixtures. The hard clipping is used to simulate the power amplifier of loudspeaker, and the memoryless sigmoidal function is applied to emulate the nonlinear characteristic of loudspeaker, resulting in \(x_{nl}(n)\) for nonlinear inputs.

Finally, the linear model \(y_{lin}(n)\) and nonlinear model \(y_{nl}(n)\) of acoustic path are obtained by convolving the nonlinear characteristic of loudspeaker, resulting in \(x_{nl}(n)\) for nonlinear inputs.

Finally, the linear model \(y_{lin}(n)\) and nonlinear model \(y_{nl}(n)\) of acoustic path are obtained by convolving the nonlinear characteristic of loudspeaker, resulting in \(x_{nl}(n)\) for nonlinear inputs.

\[
y_{lin}(n) = x(n) * g(n), \quad y_{nl}(n) = x_{nl}(n) * g(n) \quad (4)
\]

where \(*\) indicates the convolution manipulation.

For training mixtures, we generated the mixtures at signal to echo ratio (SER) [19] level randomly chosen from -6, -3, 0, 3, 6 dB. For testing mixtures, we generated the mixtures at three different SER levels 0, 3.5, and 7 dB.

3.3. Model configurations

In our experiments, waveforms at 16 kHz sample rate are directly served as the inputs. The network structure is depicted in Fig. 1 with the configuration listed in Table 1. The symbols in the table are defined in Section 2.1. The decoder was chosen as the transposed version of the encoder, and is denoted by \(1-D \text{Conv}^T\) in the table. All the hidden size of the LSTM layer are same. All the output channel of the \(1-D \text{Conv}\) are same, expect for the last one which is used for converting the channel back to that of the encoder’s output. Adam algorithm was used for training with an exponential learning rate decaying strategy, where the learning rate starts at \(1 \times 10^{-4}\) and ends at \(1 \times 10^{-8}\). The total number of epochs was set to be 200. The weighting factor in Eq. 2 was \(\alpha = 0.001\). The criteria for early stopping is no decrease in the loss function on validation set for 10 epochs. We found that it was appropriate to chose 100 as window size of the local attention in the experiments for accommodating to large reverberation time.

| Module | Structure | Configuration |
|--------|-----------|---------------|
| Encoder | 1\(-D\text{Conv}\) \(N = 512, \ L = 160\) |
| Decoder | 1\(-D\text{Conv}^T\) \(N = 512, \ L = 160\) |
| Canceller | LSTM | hidden size: 256 |
| Classifier | Linear | window size: 100 |
| Linear | Attention | hidden size: 4 |

3.4. Results

We first evaluated our method using linear model of acoustic path. Three schemes were used for comparisons, i.e., frequency domain normalized least mean square (denoted by AES+RES) [32], bidirectional long short-term memory method (denoted by BLSTM) [19], deep multitask (denoted by Multitask) [20]. Table 2 shows the average ERLE values and PESQ gains for these schemes. The \(\Delta \text{PESQ}\) is calculated as the difference of PESQ value of each method with respect to its unprocessed PESQ. The results show that our end-to-end method obtain both higher ERLE and PESQ performance compared with Multitask method. It also shows that the proposed method outperforms both AES+RES and BLSTM methods in all conditions. Audio samples randomly selected from the experiments can be found in our GitHub repository [33].

Table 2: Performance of simulated linear model

| Metrics | Methods | Testing SER (dB) |
|---------|---------|-----------------|
| ERLE (dB) | AES+RES | 29.38 | 25.88 | 21.97 |
| Multitask | 35.61 | 30.04 | 24.72 |
| BLSTM | 64.66 | 64.16 | 62.26 |
| Proposed | 78.28 | 70.06 | 71.79 |
| \(\Delta \text{PESQ}\) | AES+RES | 0.7 | 0.13 | 0.69 |
| Multitask | 0.8 | 0.78 | 0.47 |
| BLSTM | 1.04 | 1.02 | 0.99 |
| Proposed | 1.63 | 1.66 | 1.59 |

Further, nonlinear model of acoustic path for our proposed method is also evaluated. In this experiment, we used \(y_{nl}\) for generating the echo signals, bringing both power amplifier clipping and loudspeaker distortions to the echo signals. Two schemes were compared, i.e., AES+RES method and the Multitask method. As is shown in Table 3 our end-to-end scheme gain the best performance both for ERLE and PESQ.

Additionally, we also evaluated the performance in presence of additive noise and nonlinear model of acoustic path. When generating the training data, we added a white noise at 10dB SNR level with nonlinear acoustic path at 3.5dB SER level. We compared our method against a conventional AES+RES method and the Multitask method. Our end-to-end framework gives the best performance as is shown in Table 4.

Spectrograms in Fig. 4 illustrates an AEC example using our proposed method. In the figure, from the top to the bottom,
Table 3: Performance of simulated nonlinear model

| Metrics   | Methods       | Testing SER (dB) |
|-----------|---------------|------------------|
| ERLE (dB) | AES+RES       | 16.76            |
|           | Multitask     | 61.79            |
|           | Proposed      | 77.29            |
| PESQ      | AES+RES       | 0.54             |
|           | Multitask     | 0.84             |
|           | Proposed      | 1.53             |

Table 4: Performance for noisy scenario

| Metrics   | Methods       | Value  |
|-----------|---------------|--------|
| ERLE (dB) | AES+RES       | 10.13  |
|           | Multitask     | 46.12  |
|           | Proposed      | 59.32  |
| PESQ      | AES+RES       | 0.21   |
|           | Multitask     | 0.70   |
|           | Proposed      | 1.30   |

Finally, to evaluate the performance when the training and testing conditions are more different than the previous experiments, we generated seven synthetic RIRs for training and again tested on data that was created by the real measured “corridor” RIRs. The reverberation time (\(T_{60}\)) is matched with the “corridor” environment which is selected from \(\{0.2, 0.4, 0.6, 0.8, 0.9, 1.0, 1.25\}\) s. The deployment for the “corridor” environment is referred to the Fig. 9(c) in [33]. For nonlinear RIRs, we used \(y_{\text{nl}}\) for generating the echo signals, therefore our nonlinear model contains both power amplifier clipping and loudspeaker distortions. We again compared the results of our method against the CAD-AEC method [21] both in linear and nonlinear RIRs. As is revealed in Table 6, for both linear and nonlinear RIR models, our end-to-end method outperforms the CAD-AEC method in terms of the ERLE and the PESQ. This superiority is more obvious for the ERLE gain. It also can be found that the PESQ gain with respect to the CAD-AEC method increases with the increasing of SER.

Table 6: Performance of training on synthetic RIRs and testing on real RIRs.

| Metrics   | Methods       | Testing SER (dB) |
|-----------|---------------|------------------|
| ERLE      | CAD-AEC       | 42.66            |
|           | Proposed      | 68.71            |
| PESQ      | CAD-AEC       | 2.76             |
|           | Proposed      | 2.93             |

From the aforementioned comparisons, we can conclude that our framework has better performance for synthesized data in terms of linear and non-linear acoustic models. Moreover, to evaluate it for real scenarios, real measured RIRs selected from the Aachen impulse response database [33] were used in the experiments for evaluating real-world performance. In this experiment, we used the real measured RIRs captured in “office”, “meeting room”, “lecture room”, “stairway1”, “stairway2”, “bathroom”, and “lecture room” for training and “corridor” for testing in HHP. Two schemes were compared as is listed in Table 6, i.e., the AES+RES method and the context-aware method (denoted by CAD-AEC) [21]. Our method gains higher ERLE and PESQ values compared with the AES+RES and the CAD-AEC methods. Especially for the ERLE gain, this owes to the auxiliary network for double-talk detection.

4. Conclusions

An end-to-end framework is proposed for acoustic echo cancellation. It is directly done on audio waveform. 1-D Temporal convolution is used for transforming the waveform into deep representation, followed by LSTM layers which is used for modeling the temporal property. Meanwhile, local attention is employed to make alignment between the mixture and the far-end. The network is trained using multitask learning by employing an auxiliary classification network for double-talk detection, giving some useful information and prompting the network to make better estimation. Experimental results show the effectiveness and superiority of the proposed framework in double-talk, background noise, and nonlinear distortion scenarios. Moreover, it can be implemented in real-time scenarios.
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