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Quantum criticality emerges from the collective behavior of many interacting quantum particles, often at the transition between different phases of matter. It is one of the cornerstones of condensed matter physics, which we access on noisy intermediate-scale (NISQ) quantum devices by leveraging a dynamically driven phenomenon. We probe the critical properties of the one-dimensional quantum Ising model on a programmable superconducting quantum chip via a Kibble-Zurek process, obtain scaling laws, and estimate critical exponents despite inherent sources of errors on the hardware. In addition, we investigate how the improvement of NISQ computers (more qubits, less noise) will consolidate the computation of those universal physical properties. A one-parameter noise model captures the effect of imperfections and reproduces the experimental data. Its systematic study reveals that the noise, analogously to temperature, induces a new length scale in the system. We introduce and successfully verify modified scaling laws, directly accounting for the noise without any prior knowledge. It makes data analyses for extracting physical properties transparent to noise. By understanding how imperfect quantum hardware modifies the genuine properties of quantum states of matter, we enhance the power of NISQ processors considerably for addressing quantum criticality and potentially other phenomena and algorithms.

The advent of quantum computing promises to disrupt nearly every industry, from materials science, chemistry, and drug discovery to security, optimization, as well as artificial intelligence. However, current quantum processors have limited computing capabilities, with only a small number of imperfect qubits available. Although quantum advantage [1] has been claimed on such NISQ devices [2, 3], it is only on specific tasks of narrow interest. Therefore, a major goal is to address practical problems with NISQ machines [4]. Quantum many-body problems, which seek to describe interacting quantum degrees of freedom, provide an ideal playground. Not only are they suitable for current and future NISQ hardware, but they are also of prime importance in basic research. They span nuclear, high-energy, condensed matter, atomic, molecular, optical, and quantum chemistry. Only a corner of quantum many-body problems can be solved efficiently with classical computers—these can serve for benchmarking—whereas the vast majority is still open.

For instance, competing interactions between quantum particles can lead to the emergence of exotic phases of matter and phase transitions between them [5, 6]. Of particular interest are quantum many-body systems experiencing a second-order quantum phase transition, as they exhibit quantum criticality [7–9]: an emerging scale-invariance dictating how physical quantities (e.g., susceptibility, specific heat, spectral gap, correlations, etc.) behave close to the transition. Quantum criticality is tabulated into universality classes, defined by a set of critical exponents characterizing the nature of the transition. Remarkably, universality classes are independent of most of the microscopic details of a quantum system and depend instead on general attributes such as dimension and symmetries. Hence, accessing, classifying, and understanding quantum criticality is a formidable fundamental physics challenge. A conventional way for investigating quantum criticality in a quantum many-body system consists of studying its ground state properties as a function of a parameter $g$ driving the transition, with the transition taking place at $g = g_c$, known as the quantum critical point (QCP) [6]. However, obtaining the lowest-energy state of a given Hamiltonian $\mathcal{H}(g)$ is a cumbersome task for NISQ devices.

We bypass this obstacle by leveraging a dynamically driven phenomenon to access quantum criticality, the Kibble-Zurek (KZ) mechanism [10, 11]. NISQ processors have proven to be well-suited in simulating quantum dynamics [12–33], as the time evolution is a unitary operation that can be straightforwardly translated into a shallow quantum circuit in most cases. The KZ mechanism is triggered by time evolving a system from a point $A$ to a point $B$ of its phase diagram at a given rate $\sim T^{-1}$, with the transition happening somewhere on the way. With the spectral gap of a quantum system vanishing as $\Delta \sim |g - g_c|^{z\nu}$ close to a second-order phase transition (with $z, \nu > 0$ the dynamical and correlation length critical exponents, respectively) [5, 6], we expect a characteristic timescale $\tau$ and associated gap scale $\hbar/\tau$, where the adiabaticity of the evolution breaks down. It happens at a dimensionless distance $g - g_c|/g_c \sim \tau/T$ of the critical point, and one finds that $\tau \sim T^{z\nu/(1+\nu)}$. Likewise, a characteristic length scale $t \sim \tau^{1/z}$ emerges. It diverges in the adiabatic limit, leading to scale invariance, as one would expect in the ground state of $\mathcal{H}(g = g_c)$.

Because the KZ mechanism is controlled by the same critical exponents as the static physics, one can exploit it to access key properties of quantum criticality in many-body systems. For example, the KZ process was recently used in a Rydberg atomic simulator to study a quantum critical point [34]. Here, we analyze a classic example of quantum criticality in one spatial dimension through both a gate-based quantum processor and a classical matrix product state computation incorporating noise. We find that the effect of noise is analogous to that of temperature: It induces a length scale that can be accounted for through modified scaling laws. Our results enhance the power of NISQ processors significantly by making data anal-
FIG. 1. (a) Quantum system dynamically driven from a point A (paramagnetic phase—PM, for the quantum Ising model considered here) to a point B (ferromagnetic phase—FM) of its phase diagram, with a transition happening on the way, characterized by a quantum critical point (QCP). (b) Decomposition of the operator $\hat{U}^{(t)}_m(\phi) = \exp(i\phi \hat{Z}_m \hat{Z}_{m+1})$ by sandwiching a single-qubit rotation gate around the $z$ axis by two-qubit CNOT gates. (c) Quantum circuit for the discretized unitary operation of Eq. (2) for the quantum Ising model (3). The PM ground state is constructed by applying Hadamard gates $H$ on individual qubits. The second step is the time-evolution, generated by a first-order Suzuki-Trotter expansion. Here, $\hat{U}^{(t)}_m(\phi) = \exp(i\phi \hat{X}_m)$.

The evolution operator in Eq. (2) is discretized by making the Hamiltonian operator piecewise constant over a time step $\delta t$. Thanks to the locality of the Ising terms in Eq. (3), the exponentiation can be performed using a Suzuki-Trotter expansion [49], at the expense of a systematic—yet controlled—error. It engenders operators of the form $\hat{U}^{(t)}_m(\phi) = \exp(i\phi \hat{X}_m)$ and $\hat{U}^{(t)}_m(\phi) = \exp(i\phi \hat{Z}_m \hat{Z}_{m+1})$, which can be easily translated into standard quantum logic gates. The former is directly related to a single-qubit rotation gate around the $x$ axis, $R_x(\phi)$, and the latter can be decomposed into standard gates [50], see Fig. 1(b). The quantum circuit for one time step using a first-order Suzuki-Trotter expansion is shown in Fig. 1(c).

To investigate quantum criticality, we look at the two-point correlation function,

$$C(T, t, x) = \langle \Psi(t) | \hat{Z}_r \hat{Z}_{r+\ell} | \Psi(t) \rangle,$$

between a reference qubit $r$ assumed in the middle of the system and another qubit at distance $x$. Close to the QCP, it is expected to show a universal behavior of the form [42, 44, 45],

$$C(T, t, x) = L^{-\eta} \mathcal{F}(x/\ell, t/\tau),$$

with $\mathcal{F}$ being a nonuniversal scaling function, $\eta$ is the anomalous critical exponent, $\ell$ and $\tau$ the characteristic length and time scales of the KZ mechanism, which depend on $T$ and the critical exponents. $\ell$ can be interpreted as the length over which the system will be defect-free. From there, one can deduce that the adiabatic limit for a system of size $L \gg 1$ will be recovered for drive times $T \gg L^{(1+2\nu)/\nu}$—though the point of the KZ mechanism is that useful physics can still be extracted outside of the adiabatic regime.

To verify the scaling law of Eq. (5) we emulate the quantum circuit corresponding to an open chain of $L = 257$ qubits together with a second-order Suzuki-Trotter expansion and time step $\delta t = 0.1$ for different values $T = 8, 16, \ldots, 256$. We set $\hbar = 1$. Although it is way out of reach for NISQ hardware, it allows us to obtain benchmark data. The emulation is performed using matrix product states, a well-established and efficient tensor network technique for classically simulating one-dimensional quantum systems [52]. The correlation $C(T, t = 0, x)$ is plotted in Fig. 2(a). We proceed to the rescaling of the data using the exactly known value of the critical exponents of the Ising universality class in 1 + 1 dimensions: $\nu = z = 1$ and $\eta = 1/4$ [53]. The result is displayed in Fig. 2(b) where an excellent data collapse is found. An important point that we make in the Supplemental Material [51] is that, by reducing the standards of an ideal simulation: smaller number
$$\chi^2 / N_{\text{dof}}$$ as a function of the critical exponents $\nu$ and $\eta$, see Supplemental Material [51] (smaller is better). The best collapse should be obtained from the genuine values of $\nu$ and $\eta$. The exact values are marked at the intersection of the two bold straight white lines. (i) Using the benchmark data of Fig. 2(b). (c), (d) Perfect emulation of the quantum circuit to model the imperfect hardware. (i), (j) Chi-square per degree of freedom $\chi^2 / N_{\text{dof}}$ quantifying the quality of the data collapse (e.g., by minimizing the chi-square $\chi^2 / N_{\text{dof}}$) [51, 54], we can extract a region of maximum likelihood for their values. The corresponding results for the benchmark and quantum processor data are shown in Figs. 2(i) and 2(j). The procedure on the benchmark data gives back the known values of the critical exponents. As for the experimental data, we are not able to precisely determine values for the exponents, as there is no clear minimum for the chi-square (cause by a smaller number of qubits, a smaller range of drive times $T$, noise, etc.). Nonetheless, we find that the exact values are within the region with minimum $\chi^2 / N_{\text{dof}}$, and which provides bounds for the exponents. We expect that the continuous improvement of NISQ processors will tighten the bound on the exponent values, see the Supplemental Material for additional data [51].

Noise is inherent in NISQ devices, has various origins, and is by definition machine-specific. Familiar sources include decoherence through relaxation and dephasing, readout error, and the qubits being imperfect two-level systems, which can result in faulty quantum operations. Here, we model the effect of noise with a depolarizing channel [55]. The noisy system is emulated by performing the following stochastic modification to the quantum logic gates [56, 57],

$$\begin{align*}
\tilde{G}_m &\rightarrow \tilde{G}_m \hat{a}_m, \\
\tilde{G}_{m,n} &\rightarrow \tilde{G}_{m,n}(\hat{a}_m \otimes \hat{b}_n),
\end{align*}$$

where $\tilde{G}_m$ and $\tilde{G}_{m,n}$ represent a one-qubit acting on $m$ and a two-qubit gate acting on $(m, n)$, respectively. The probability that it remains unchanged, i.e., $\hat{a} b = \hat{I}$, is $1 - p$, with $p$ a parameter controlling the strength of noise. All other
plot in Fig. 3(a) the two-point correlation function of Eq. (4) rescaled by the noiseless data as a function of the distance $x$. We observe an exponential decay of the form $C(x, p) = C(x, p = 0)e^{-x/\xi(p)}$, meaning that the noise gives rise to a new length scale in the system. We extract it in Fig. 3(b) and find that $\xi(p) \sim 1/p$. A simple argument where one supposes that the effect of a single defect in a circuit volume $dx$ (with $d$ the depth) will reduce the correlation by a factor $\epsilon > 1$, leads to $C(x, p) \sim C(x, p = 0)e^{-pdx}$ for an average number of defects $\sim pdx$, assuming their effect is uncorrelated. It is compatible with the exponential decay observed in the emulations reported in Figs. 3(a) and 3(b). The depth dependence $\xi \sim 1/d$ at fixed $p$ is verified in the Supplemental Material [51]. Note that for a fixed time step $\delta t$, the circuit depth is proportional to the drive time $T$, and we use $d \sim T$ in the following. The noise-induced length scale $\xi \sim 1/pT$ competes with the characteristic length scale $\ell \sim T^{\nu/(1+\nu)}$ of the KZ mechanism.

In the one-dimensional quantum Ising model studied here, for the KZ mechanism to dominate over the noise and observe genuine quantum criticality, one needs $p \ll T^{-3/2} \sim L^{-3}$. An analogy can be drawn between the noise in the quantum circuit and thermal effects induced by a finite temperature $\Theta$ in the quantum Ising model, as they both lead to a length scale $\xi^{-1} \sim \Theta \sim p$ [58]. Such an analogy between noise and effective temperature was also reported in open quantum systems [59–61] and sudden quench protocols subject to a time-dependent white noise [62, 63]. Interestingly, one can include a new parameter $\xi = T\hat{\xi}$ in the critical scaling of Eq. (5), accounting for the effect of noise on quantum criticality,

$$\mathcal{F}(x, t, \tau, \hat{\xi}) \rightarrow \mathcal{F}(x/\xi, t/\xi) \times \exp(-xT/\hat{\xi}).$$

Equation (7) is confirmed by emulations based on matrix product state for $L = 33$ qubits and $p = 10^{-4}$, with the form of the circuit and other parameters similar to those of Figs. 3(a) and 3(b). The raw and noise-corrected data collapses are displayed side by side in Figs. 3(c) and 3(d), with a substantial improvement upon including the parameter $\hat{\xi} \approx 180$, which can be found without any prior knowledge, comparable to the critical exponents [51]. The reduced connectivity at the boundaries of the system makes the exponential decay of Fig. 3(a) drifts for these qubits, and the noise correction is not directly applicable on smaller-scale systems, such as the ones simulated on the quantum processor displayed in Figs. 2(e) and 2(f).

While quantum criticality is well-understood in $1 + 1$ dimensions, much less is known beyond that. The absence of efficient classical methods to simulate certain types of quantum many-body systems, e.g., interacting fermions or frustrated magnets, limits our microscopic understanding of these phases of matter and their transitions. Here, we have shown that current NISQ devices can simulate quantum criticality by leveraging a dynamically-driven phenomenon. Using a programmable superconducting processor, we demonstrated this approach on the one-dimensional quantum Ising model by obtaining a good agreement with benchmark data. Despite the limited number of qubits and the restricted depth of the quantum circuits, we estimated the critical exponents. The continuous improvement
of NISQ hardware will generate better quality and larger-scale data. Not only will it lead to more accurate results, but it will also open the way to uncharted problems. In addition, we have shown that one can directly account for the inherent noise of the current generation of quantum computers. We found that the noise induces a length scale controlling how far qubits can be nontrivially correlated. It can be included in scaling laws, thus making the noise irrelevant to some extent when investigating quantum criticality. Whether this noise-induced length scale is a general feature arising in other quantum algorithms remains to be explored, as similar behavior was recently reported in other kinds of many-body problems [64, 65].
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We provide more information on the quantum circuits implementation, the emulation techniques, additional emulation data studying the effect of the different parameters, details on how the critical exponents are extracted, additional data on the noise model, and details regarding the quantum hardware.
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I. QUANTUM CIRCUIT

A. Quantum logic gates

For completeness, we recall the matrix form of the different quantum logic gates used and/or mentioned throughout this work. They are given in the standard computational $z$-basis. The one-qubit gates are,

\[
\begin{align*}
X &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, & Y &= \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, & Z &= \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, & I &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \\
H &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, & R_x(\phi) &= \exp(\hat{i} \phi/2) \begin{pmatrix} 1 & 0 \\ 0 & e^{i\phi/2} \end{pmatrix}, & R_z(\phi) &= \begin{pmatrix} \cos(\phi/2) & -i \sin(\phi/2) \\ -i \sin(\phi/2) & \cos(\phi/2) \end{pmatrix},
\end{align*}
\]

with the Pauli operators, the Identity matrix, the Hadamard gate, the rotation gate around the $x$ axis, and the rotation gate around the $z$ axis. The two-qubit gates are,

\[
\text{CNOT} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, & \text{CPHASE}(\phi) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & e^{i\phi} \end{pmatrix}, & \text{CZ} \equiv \text{CPHASE}(\phi = \pi) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}.
\]

B. Implementation of the time-evolution

We employ the same notation as in the main text, and provide additional information on the construction of the quantum circuits. We first get the initial state $|\Psi(t = -T)\rangle$, corresponding to the ground state of the the paramagnetic term $-\sum_{n=1}^{L} \hat{X}_n$ of the quantum Ising model, by applying Hadamard gates on the individual $L$ qubits. Then, the time evolution of the quantum state requires translating the piecewise constant time-evolution operator $\exp[-i\hat{H}(T,t)\delta t]$ into a quantum circuit. We employ a Suzuki-Trotter expansion [49] which allows us to break down the evolution operator acting onto $L$ qubits into smaller pieces acting on at most two qubits. Because not all terms of the Hamiltonian $\hat{H}(T,t)$ commute with one another due to the intrinsic commutation relations of Pauli operators, the Suzuki-Trotter expansion is not exact and induces a systematic error. At first order, the Suzuki-Trotter expansion reads,

\[
\exp[-i\hat{H}(T,t)\delta t] \approx \left[ \prod_{n=1}^{L} \hat{X}_n(T,t,\delta t)\right] \left[ \prod_{n=1}^{L} \hat{Z}_n(T,t,\delta t)\right] + O(\delta t^2),
\]

with,

\[
\hat{U}_n^X(T,t,\delta t) = \exp\left[i\delta t \left(1 - \frac{T}{\delta t}\right) \hat{X}_n\right], \quad \text{and} \quad \hat{U}_n^Z(T,t,\delta t) = \exp\left[i\delta t \left(1 + \frac{T}{\delta t}\right) \hat{Z}_n\hat{Z}_{n+1}\right].
\]

Both are easily translated into standard quantum logic gates. The former is directly related to a single-qubit rotation gate around the $x$ axis: $R_x(\phi)$ with $\phi = -2\delta t(1 - T/\delta t)$. The latter can be decomposed by sandwiching a single-qubit rotation gate around the $z$ axis $R_z(\phi)$ by two-qubit CNOT gates where $\phi = -2\delta t(1 + T/\delta t)$, see Fig. 1(b) in the main text.

In practice, the two-qubit gates $\hat{U}_n^Z(T,t,\delta t)$ can first be simultaneously applied on even bonds and then simultaneously on odd bonds, thus limiting the circuit depth. Higher order expansions yielding a smaller error can be constructed at the price of additional time-evolution operators in the expansion. For instance, by symmetrizing Eq. (S4) some of the errors cancel and one obtains a second-order Suzuki-Trotter expansion in the form,

\[
\exp[-i\hat{H}(T,t)\delta t] \approx \left[ \prod_{n=1}^{L} \hat{U}_n^X(T,t,\delta t/2)\right] \left[ \prod_{n=1}^{L} \hat{U}_n^Z(T,t,\delta t/2)\right] \left[ \prod_{n=1}^{L} \hat{U}_n^Z(T,t,\delta t/2)\right] + O(\delta t^2).
\]


C. Measurements

We perform measurements directly in the computational $z$-basis by measuring the state of each qubit at the end of the quantum circuit. For each circuit instance being run, we get a basis state as the output, e.g., $|\sigma_i^{[n]}\rangle \equiv |011\cdots0\rangle$. For a total of $n = 1, 2 \ldots N$ outputs, the two-point correlation between the qubits $i$ and $j$, which is a diagonal observable in the computational basis, reads,

$$
\langle \hat{Z}_i \hat{Z}_j \rangle \approx \frac{4}{N} \sum_{n=1}^{N} \left( |\sigma_i^{[n]}| - \frac{1}{2} \right) \left( |\sigma_j^{[n]}| - \frac{1}{2} \right),
$$

(S7)

with $\sigma_i^{[n]}$ the value (0 or 1) of the measured qubit $i$ at the end of the run $n$. The finite number of outputs to compute Eq. (S7) results in error bars vanishing as $\sim 1/\sqrt{N}$. In practice, we select $i$ as the reference qubit located in the middle of the system, and have $j = r \pm x$, with $x$ the distance between $i$ and $j$, i.e., $x = |i - j|$. For a system symmetric around the reference qubit $r$, we expect the correlations measured at $\pm x$ to be the identical. Thus, the two-point correlation $C(T, t, x)$ considered here and in the main text, corresponds to the average over $\pm x$.

D. Practical implementation on quantum hardware

The native set of quantum logic gates available on the Rigetti Aspen-9 chip includes the single-qubit rotation $R_z(\phi)$ around the $z$ axis, the single-qubit rotation around the $x$ axis $R_x(\pi/2)$, the two-qubit CPHASE, CZ, and XY gates. To obtain the Hadamard gate, one can use the following decomposition,

$$
H = R_z(\pi/2)R_x(\pi/2)R_z(\pi/2).
$$

(S8)

The rotation around the $x$ axis for an arbitrary angle $\phi$ (not limited to multiples of $\pi/2$) can be implemented as,

$$
R_x(\phi) = H \cdot R_z(\phi) \cdot H,
$$

(S9)

with the Hadamard gate following the decomposition of Eq. (S8). Finally, the CNOT gate is obtained by means of a CZ gate,

$$
\text{CNOT} = H \cdot H.
$$

(S10)

These operations are typically taken care of by a compiler. Some of these additional gates may be simplified in the final quantum circuit, e.g.,

$$
R_z(\phi) \cdot R_z(\phi) = R_z(\phi + \phi), \quad \text{and} \quad H \cdot H = I \quad (\text{Identity})
$$

(S11)

E. Emulation

1. Matrix product states

A matrix product state is a well-established and efficient type of tensor network for classically simulating one-dimensional quantum systems [52]. Our calculations are based on the time-evolving block decimation algorithm [66], implemented using the ITensor library [67] together with a maximum bond dimension of 1 024 and a cutoff of $10^{-12}$ when performing the singular value decompositions. When using matrix product states, the measurements are exactly performed by summing overall the basis states, and there is no statistical error associated to a finite number of outputs.

2. Conventional quantum circuit emulation

In addition to matrix product states, we have implemented smaller-scale quantum circuits independently on two different platforms: Cirq [68] supplemented by qsim [69], and PyQuil [70]. We used Cirq to generate the main results presented in this work—other than those obtained with matrix product states, which are explicitly stated—and we used PyQuil to interface with Rigetti quantum processor. Unlike the matrix product state data, the results are averaged over a finite number of outputs, as in a realistic quantum computer run, leading to a statistical error.
II. CRITICAL SCALING AWAY FROM IDEALITY

The goal of this section is to show that the critical scaling reported as a benchmark in the main text, for \( L = 257 \) qubits together with a second-order Suzuki-Trotter expansion and time step \( \delta t = 0.1 \) for different drive time values \( T = 8, 16, \ldots 256 \), can also be observed on smaller-scale circuits. Understanding the dependence of critical scaling on circuit size is necessary as \( L = 257 \) is well out of reach for current NISQ processors.

A. System size and drive time

Here, we study the effect of the system size \( L \) and the drive time \( T \). A perfect setup would require \( L \rightarrow +\infty \) degrees of freedom and then \( T \rightarrow +\infty \) to be in the adiabatic limit. In this section, we show that genuine physics can be obtained away from these ideal limits by looking at the two-point correlation \( C(T, t, x) \), defined in the main text.

1. Spatiotemporal dependence of the two-point correlation

![Log-scale intensity plots](image)

**FIG. S1.** Log-scale intensity plot of the two-point correlation \( C(T, t, x) \) measured for \( L = 33 \) and various drive times \( T \): (a) \( T = 2 \), (b) \( T = 4 \), (c) \( T = 6 \), and (d) \( T = 8 \). The data were generated using matrix product states with a second-order Suzuki-Trotter expansion and time step \( \delta t = 0.1 \). There is a cutoff for the intensity values below \( 10^{-3} \).

First, we consider a fixed size \( L = 33 \) for different values of the drive time \( T \) and show the corresponding intensity plot of the two-point correlation \( C(T, t, x) \) in Fig. S1. As \( T \) increases, the correlation between degrees of freedom builds up to longer and longer distances \( x \). We also observe that once the QCP is crossed at \( t = 0 \), the correlation stops expanding spatially. As long as \( C(T, t, x) \rightarrow 0 \) close to the boundary of the system, one can consider the results as being free of finite-size effects. In other words, one would get similar data for larger values of \( L \). The characteristic length scale \( \ell \) of the Kibble–Zurek mechanism goes as \( \ell \sim T^{\nu/(1+\nu \eta)} \sim \sqrt{T} \) (using \( z = \nu = 1 \) for the Ising universality class in \( 1 + 1 \) dimensions). Substituting \( \ell \rightarrow L \), one finds that the minimum required system size goes as \( L \sim \sqrt{T} \). Here, we find from Fig. S1 that \( L = 33 \) is large enough for \( T \leq 4 \) if one wants to access times up to \( t = +T \).

2. Critical scaling on small system sizes

We consider the quantum critical scaling of the two-point correlation \( C(T, t = 0, x) \) for small system sizes, from \( L = 13 \) to \( L = 25 \). We rescale \( C(T, t = 0, x) \rightarrow C(T, t = 0, x) \times T^{\nu \eta/(1+\nu \eta)} \) and \( x \rightarrow x/T^{\nu/(1+\nu \eta)} \), and plot the data in Fig. S2. We consider the Ising universality class in \( 1 + 1 \) dimensions with critical exponents \( \nu = z = 1 \) and \( \eta = 1/4 \), giving \( \nu \eta/(1 + z \nu) = 1/8 \) and...
FIG. S2. Data collapse following the quantum critical scaling of the two-point correlation $C(T, t = 0, x)$ measured for different system sizes $L$ and various drive times $T$ at $t = 0$ corresponding to the QCP. The data were generated using matrix product states with a second-order Suzuki-Trotter expansion and time step $\delta t = 0.1$. (a) $L = 13$, (b) $L = 17$, (c) $L = 21$, and (d) $L = 25$. The scaling function (dashed line) is from the benchmark data of the main text.

$v/(1 + zv) = 1/2$. We find a very good collapse, and a very good agreement with the benchmark scaling function obtained on much larger system sizes and much longer drive times, see Figs. 2(a)–(b) in the main text.

3. Critical scaling on small system sizes with short drive times

FIG. S3. Data collapse following the quantum critical scaling of the two-point correlation $C(T, t = 0, x)$ measured for different system sizes $L$ and various drive times $T$ at $t = 0$ corresponding to the QCP. The data were generated using matrix product states with a second-order Suzuki-Trotter expansion and time step $\delta t = 0.1$. (a) $L = 7$, (b) $L = 9$, (c) $L = 11$, and (d) $L = 13$. The scaling function (dashed line) is from the benchmark data of the main text.

The number of qubits involved in the data of Fig. S2 is accessible on NISQ hardware. However, the circuit depth is still too large. One way to reduce it is by considering smaller drive times $T$. We plot the quantum critical scaling of the two-point correlation $C(T, t = 0, x)$ in Fig. S3, for system sizes ranging from $L = 7$ to $L = 13$, and drive times $T \in [0.5, 1.5]$. We note that
although the data collapse does not perfectly align with the benchmark scaling function (as it is the case for larger system sizes and longer drive times $T$), there is still a reasonable agreement.

### B. Suzuki-Trotter expansion error

Another way to reduce the circuit depth when performing the time evolution is by reducing the order of the Suzuki-Trotter expansion and/or increasing the time step $\delta t$, at the price of a systematic error. A Suzuki-Trotter expansion of order $\kappa$ introduces a systematic error $O(\delta t^{\kappa+1})$, see Eqs. (S4)-(S6). Moreover, the Suzuki-Trotter expansion with $\kappa = 2$ has a larger circuit depth than with $\kappa = 1$. As we want to minimize the overall circuit depth for NISQ hardware while accessing long drive values $T$, it is instructive to study the effect of the time step $\delta t$ in combination with the Suzuki-Trotter expansion order $\kappa$. Here, we study the effect of these two parameters on the quality of the data collapse. We compute the two-point correlation $C(T, t = 0, x)$ for $L = 13$ at $t = 0$ for different values of the drive time $T$.

We plot in Fig. S4 the data collapse for $\kappa = 1$, $\kappa = 2$ and for time steps $\delta t = 0.1$, 0.25, and 0.5. While the quality of the collapse is systematically better for $\kappa = 2 > \kappa = 1$ and $\delta t = 0.1 < 0.25 < 0.5$, one still obtains good results for $\kappa = 1$ and $\delta t = 0.5$, corresponding to the smallest circuit depth of all the pairs of parameters. Note that for $\delta t = 0.5$, the data for the drive time $T = 0.5$ corresponds to a single step in the time evolution. This explains why the $T = 0.5$ data are off further from the rest of the collapse.

**Fig. S4.** Data collapse following the quantum critical scaling of the two-point correlation $C(T, t = 0, x)$ measured for $L = 13$ and various drive times $T$ at $t = 0$ corresponding to the QCP. The data were generated using matrix product states. The different panels correspond to different orders of the Suzuki-Trotter expansion and time steps $\delta t$: (a) 1st order, $\delta t = 0.1$, (b) 2nd order, $\delta t = 0.1$, (c) 1st order, $\delta t = 0.25$, (d) 2nd order, $\delta t = 0.25$, (e) 1st order, $\delta t = 0.5$, (f) and 2nd order, $\delta t = 0.5$. The scaling function (dashed line) is from the benchmark data of the main text.
FIG. S5. Data collapse following the quantum critical scaling of the two-point correlation $C(T, t = 0, x)$ measured for $L = 13$ and various drive times $T$ at $t = 0$ corresponding to the QCP. The different panels correspond to a different number of outputs $N$ used to compute the two-point correlation: (a) $N = 2048$, (b) $N = 8192$, (c) $N = 32768$, and (d) $N = 131072$. The scaling function (dashed line) is from the benchmark data of the main text.

C. Effect of the finite number of outputs

The number of outputs $N$ used to compute physical observables corresponds to the number of times the quantum circuit is executed. Here, we study the effect of the number of outputs $N$ on the quality of the data collapse. We set $L = 13$ and use a first-order Suzuki-Trotter expansion together with a time step $\delta t = 0.25$. We compute the data collapse of the two-point correlation $C(T, t = 0, x)$ for various number of outputs $N$ ranging from $2^{11}$ to $2^{17}$, see Fig. S5. As expected, the resolution gets much better as $N$ increases and the error bars get reduced accordingly. This is the result of the correlation $C(T, t = 0, x)$ decaying with $x$, leading to smaller values $C(T, t = 0, x) \to 0$ as $x$ increases. In order to resolve these values, one needs a larger number of outputs, with the resolution improving as $\sim \sqrt{N}$.

III. DETERMINING THE CRITICAL EXONENTS

A. Method

We seek to find the numerical value of the critical exponents entering the critical scaling relations assuming they are unknown. One way to achieve that is by casting this problem as an optimization problem, which seeks to maximize the quality of the data collapse, with the best collapse obtained for the genuine values of the critical exponents.

We consider the two-point correlation function with the scaling law of the main text. We set $z = 1$ (as it is often the case in quantum phase transitions), leaving two exponents to be determined: the correlation length exponent $\nu$ and the anomalous exponent $\eta$. To do so, we express the (unknown) scaling function $\mathcal{F}$ through a Taylor expansion times an exponential component which accounts for the rapid decay of the two-point correlation, see benchmark data of Figs. 2(a)–(b) in the main text,

$$Y(\nu, \eta) = \mathcal{F}[X(\nu, \eta)] \approx \left[ \sum_{m=0}^{M} a_m X^m(\nu, \eta) \right] \times \exp \left[-\bar{a}X(\nu, \eta)\right],$$

(S12)

with $Y(\nu, \eta) = C(T, t, x) \times T^{\nu\eta/(1+z\nu)}$ and $X(\nu, \eta) = x \times T^{-\nu/(1+z\nu)}$ according to the scaling law of the two-point correlation function. The order of the Taylor expansion $M$ is a parameter. For given values of $\nu$ and $\eta$, we perform a least-square fitting of the data with parameters $\bar{a}, a_0, a_1, \ldots, a_M$. Assuming $N$ pairs of data points $\{X_i, Y_i\}$, the quality of the fit is measured from the chi-squared statistic,

$$\frac{\chi^2(\nu, \eta)}{N_{\text{dof}}} = \frac{1}{N_{\text{dof}}} \sum_{i=1}^{N} \left( \frac{Y_i(\nu, \eta) - \mathcal{F}[X_i(\nu, \eta)]}{\Delta Y_i(\nu, \eta)} \right)^2,$$

(S13)
with $N_{\text{dof}} = (N - \text{number of free parameters})$, and with $\Delta Y_i(\nu, \eta)$ the error on $Y_i(\nu, \eta)$. By repeating this procedure for various values of $\nu$ and $\eta$, we can estimate the best values for the critical exponents when $\chi^2(\nu, \eta)/N_{\text{dof}}$ is minimized.

**B. Application to the data of the main text**

This procedure is used in Figs. 2(g)–(h) of the main text. For the benchmark data, because there is no error on $Y_i$, all data points are equally weighted in the fit by setting $\Delta Y_i = 1$. We Taylor expand the scaling function of Eq. (S12) to $M = 4$. We find that the best collapse is obtained for $\nu \approx 0.98$ and $\eta \approx 0.25$. It is in very good agreement with the exact values of the critical exponents. The same procedure is performed on the experimental data, with $M = 4$, but by forcing the parameter of the exponential component to zero ($\tilde{a} = 0$), as we have found that we cannot obtain reliable fits when it is included—unlike the benchmark data, the quantum processor simulation data are only available in a smaller window because of the smaller system size $L = 7$ and drive times $T \leq 1$. We are not able to precisely determine values for the exponents, as there is no clear minimum for the chi-square. Nonetheless, we find that the exact values are within the region with minimum $\chi^2/N_{\text{dof}}$, and which provides crude bounds for the exponents. We expect that the continuous improvement of NISQ processors will tighten such bounds on the exponent values, see next section.

**C. Application to intermediate-scale noisy emulations**

To evaluate the improvement on the estimated critical exponent values upon improving the hardware quality, we perform noisy emulations on intermediate-scale systems. In the main text, we determined that a noise parameter $p \approx 0.08$ reproduced the experimental data, see Figs. 2(e)–(f). Using the same form for the quantum circuit, we lower the noise level to $p = 0.01$ and can obtain reliable data for $L = 13$ and 6 time steps using a first-order Suzuki-Trotter decomposition. Similarly, by lowering the noise further to $p = 0.002$, we obtain data for $L = 19$ and 12 time steps. Leaving the exponents $\nu$ and $\eta$ as free parameters, we extract a region of maximum likelihood for their values in Figs. S6(b)–(d). As expected, by reducing the noise level, we can access larger system sizes and longer drive times $T$, resulting in tighter bounds for the critical exponent values.

![Graph](image)

**FIG. S6.** Left column: Data collapse following the quantum critical scaling of the two-point correlation $C(T, t = 0, x)$ measured for (a) $L = 13$ with 6 time steps and (b) $L = 19$ with 12 time steps by varying $\delta t$ to access different drive times $T$. A first-order Suzuki-Trotter decomposition is considered. The data is emulated from the circuit of Fig. 1(c) in the main text with a noise parameter (a) $p = 0.01$ and (b) $p = 0.002$. We collect 32,768 basis states as outputs to compute averages. Right column: Chi-square per degree of freedom $\chi^2/N_{\text{dof}}$ quantifying the quality of the data collapse for the two-point correlation function as a function of the critical exponents $\nu$ and $\eta$. We Taylor expand the scaling function of Eq. (S12) to $M = 4$. The exact values are marked at the intersection of the two bold straight white lines. (c) Using the emulation data of (a). (d) Using the emulation data of (b).
IV. DETERMINING THE NOISE-INDUCED LENGTH SCALE
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FIG. S7. Chi-square per degree of freedom $\chi^2(\tilde{\xi})/N_{\text{dof}}$ for the data of Figs. 4(c)-(d) in the main text using the known values of the critical exponents, and leaving the noise-induced length scale $\tilde{\xi}$ as a free parameter in the fit. The best data collapse is obtained for $\tilde{\xi} \approx 180$.

To determine the noise-induced length scale $\tilde{\xi}$ from Figs. 4(c)-(d) in the main text, we employ the same procedure used for determining the critical exponents. The scaling function of Eq. (S12) features a multiplicative term $\exp(-xT/\tilde{\xi})$, with $\tilde{\xi}$ a free parameter in the fit. Here, we fix the critical exponents to their known values. The chi-square per degree of freedom is shown in Fig. S7 as a function of $\tilde{\xi}$, with a minimum found for $\tilde{\xi} \approx 180$. We use this value in the main text for correcting the data from Fig. 4(c) to Fig. 4(d).

V. ADDITIONAL DATA ON THE NOISE MODEL

A. Noise dependence of the noise-induced length scale

![Graphs](image)

FIG. S8. Emulation details: $L = 33$ qubits with 36,513 gates comprised of Hadamard, $\hat{U}_x$, and $\hat{U}_z$ with $T = 32$, $t = 0$, and second-order Suzuki-Trotter expansion where $\delta t = 0.1$. The results are averaged over $\geq 2 \times 10^3$ random circuits. (a) Energy difference between finite $p$ and $p = 0$ data as a function of $p$, showing a linear behavior $\propto p$. (b) Bipartite Von Neumann entanglement entropy difference between finite $p$ and $p = 0$ data as a function of $p$, measured in the middle of the system $L/2$. It displays a linear behavior $\sim p$.

A microscopic picture for the noise model is that, in a given run, while the system is time-evolving, excitations in the form of Pauli operators $\hat{X}$, $\hat{Y}$, and $\hat{Z}$ are induced. To measure the excess of energy induced in the system, we define the energy,

$$E = \langle \Psi(t)|\hat{H}(T, t)|\Psi(t)\rangle.$$  (S14)

Using matrix product states, we emulate quantum circuits for different noise strength $p$ with $L = 33$ qubits and a fixed number of gates 36,513 gates comprised of Hadamard, $\hat{U}_x$, and $\hat{U}_z$ with $T = 32$, $t = 0$, and second-order Suzuki-Trotter expansion where $\delta t = 0.1$. The results are averaged over $\geq 2 \times 10^3$ random circuits. The excess of energy induced by the noise is the difference between $p$ and $p = 0$ data, and is plotted in Fig. S8(a). We find that it grows linearly with $p$. 
In addition, we measure the excess of bipartite Von Neumann entanglement entropy induced by the noise. The bipartite Von Neumann entanglement entropy between a subsystem $A$ comprised of the qubits $1, 2, \ldots, l$ and the rest of the system $B$ (qubits $l+1, l+2, \ldots, L$) is defined as,

$$S_{\text{VN}} = -\text{tr}_B \left( \hat{\rho}_B \ln \hat{\rho}_B \right), \quad \text{with } \hat{\rho}_B = \text{tr}_A [\Psi(t) \langle \Psi(t) \rangle].$$ (S15)

We measure the excess of bipartite Von Neumann entanglement entropy induced by the noise $p$ in the middle of the system at $L/2$, and plot it in Fig. S8(b). We find a linear scaling with $p$. This explains why it becomes increasingly difficult with the matrix product states, which rely on low entanglement, to emulate large quantum circuits as $p$ gets larger.

**B. Depth dependence of the noise-induced length scale**

![Fig. S9](image)

**FIG. S9.** Emulation details: $L = 33$ qubits, $p = 10^{-6}$, $T = 32$, $t = 0$, and second-order Suzuki-Trotter expansion with $\delta t = 0.1$. The $d = 0$ data have $36,513$ gates comprised of Hadamard, $\hat{U}^x$, and $\hat{U}^{zz}$ gates. The results are averaged over $\geq 2 \times 10^3$ random circuits. (a) Two-point correlation as a function of the distance $x$, rescaled by the $d = 0$ data. Each curve corresponds to a value of the circuit depth $d$ whose code color can be read from the other panels. We fit the observed exponential decay $\sim \exp[-x/\xi(d)]$ (bold line), and extract the length $\xi(d)$. (b) Length $\xi(d)$ as a function of $d$, which shows a $\sim 1/d$ dependence. (c) Energy difference between finite $d$ and $d = 0$ data as a function of $d$. (d) Bipartite Von Neumann entanglement entropy difference between finite $d$ and $d = 0$ data as a function of $d$, measured in the middle of the system $L/2$. (c) and (d) both display a linear behavior with the depth $d$.

We established in the main text that at fixed circuit depth $d$, the noise induces a length scale $\xi(p) \sim 1/p$, with $p$ the strength of the noise. Here, we want to study at fixed $p$ the effect of the circuit depth $d$ on the noisy data. In practice, we increase the depth of the circuit by performing backward time steps in the evolution,

$$\exp[-i\hat{H}(T,t)\delta t] \to \left( \exp[i\hat{H}(T,t)\delta t] \exp[-i\hat{H}(T,t)\delta t] \right)^{d-1} \exp[-i\hat{H}(T,t)\delta t],$$ (S16)

with $d = 1, 3, 5$, etc. By definition, $d = 0$ corresponds to the noiseless ($p = 0$) data. The form of Eq. (S16) allows us to increase the circuit depth while keeping the same physics, making direct comparison of observables for different values of $d$ possible.

The form of the circuit is fixed with $L = 33$ qubits and $p = 10^{-6}$ ($T = 32$, $t = 0$, and second-order Suzuki-Trotter expansion with $\delta t = 0.1$). The $d = 0$ data have $36,513$ gates comprised of Hadamard, $\hat{U}^x$, and $\hat{U}^{zz}$ gates. The results, plotted in Fig. S9 are averaged over $\geq 2 \times 10^3$ random circuits. The first quantity we consider is the two-point correlation function as a function of the distance $x$, which we rescale by the reference $d = 0$ data, as plotted in Fig. S9(a). We observe an exponential decay of the form $C(x, d) = C(x, d = 0) e^{-x/\xi(d)}$, with the depth-dependence of $\xi(d)$ shown in Fig. S9(b), where we find that $\xi(d) \sim 1/d$. It is compatible with the simple argument developed in the main text. Hence, both as a function of the noise strength $p$ and the depth $d$, we find that $\xi(p, d) \sim 1/pd$.

We also look at the excess of energy in Fig. S9(c), which grows linearly with $d$, and look at the excess of bipartite Von Neumann entanglement entropy, also scaling linearly with $d$, and plotted in Fig. S9(d). They display the same dependence as the circuit with fixed depth and varying noise strength $p$ considered above.
C. Strong noise regime

The form of the circuit is fixed with \( L = 15 \) qubits \((T = 14, t = 0, \text{ and second-order Suzuki-Trotter expansion with } \Delta t = 0.1)\), corresponding to a total of 7,155 gates. Through matrix product states simulations, we study the excess of bipartite Von Neumann entanglement entropy and energy induced by the noise up to \( p = 1 \). The results are displayed in Fig. S10.
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**Fig. S10.** Emulation details: \( L = 15 \) qubits, \( T = 14, t = 0, \) and second-order Suzuki-Trotter expansion with \( \Delta t = 0.1 \), corresponding to a total of 7,155 gates. (a) Bipartite Von Neumann entanglement entropy difference between finite \( p \) and \( p = 0 \) data as a function of \( p \), measured in the middle of the system \( L/2 \). (b) Energy difference between finite \( p \) and \( p = 0 \) data as a function of \( p \). They both display a linear behavior \( \propto p \) for \( p \leq 10^{-3} \).

The low noise regime with the linear scaling \( \propto p \) (previously studied) is observed for \( p \leq p_c \approx 2 \times 10^{-3} \). Above this value, the two quantities of Figs. S10(a–b) display different behaviors. After reaching a maximum at \( p_c \), the excess of bipartite Von Neumann entanglement entropy decreases. The small \( p \) regime can be understood as a heating regime with the noise analogous to induced excitations (see previous discussions). The decrease observed beyond the maximum as \( p \to 1 \) is associated with a slower growth for the entanglement resulting in an absolute smaller value for the entanglement in the fixed circuit considered.

As for the excess of energy, it shows a plateau as \( E(p \gtrsim p_c) \approx 0 \). In absence of noise, the energy of the system is closed to its the ground state energy of order \(-L\) (the energy is extensive). Seeing the noise-induced Pauli gates as excitations carrying a given amount of energy (order one constant), we find that \( p_c \) corresponds to a density of these excitations in the circuit of order one \( N_c(p_c)/L \approx 1 \), i.e., a value of noise strength such that on average each qubit has been affected by a noisy gate. With \( N_c = pdL \) and \( d \) the circuit depth, we find that \( p_c \approx 1/d \). For the data of Fig. S10 where \( d \approx 420 \), the estimate \( p_c \approx 2 \times 10^{-3} \) is compatible with the numerical observations.

In the limit of infinite system size and circuit depth, the stochastic noise model on top of the transverse field Ising model falls into the class of random unitary free fermion circuits [71] for \( p > 0 \). Hence, we do not expect the two regimes of Fig. S10(a) to correspond—strictly speaking—to different phases. However, in a setup with a finite number of qubits and a finite circuit depth, one can observe different noise regimes as a function of \( p \).

VI. RUNNING ON QUANTUM HARDWARE (RIGETTI ASPEN-9)

A. Hardware specificities

Rigetti quantum processors are based on tunable superconducting qubits. The Rigetti Aspen-9 chip features 32 qubits with connectivity displayed in Fig. S11. The median \( T_1 = 29.5 \) \( \mu s \) and \( T_2 = 17.5 \) \( \mu s \) are to be compared with the gate duration multiplied by the circuit depth. A one-qubit gate duration is \( \approx 50 \) ns and a two-qubit gate duration \( \approx 200 \) ns. We evaluate that one can perform a few time steps before exceeding the coherence times of the qubits. We employ active reset of the qubits to the state \( |0\rangle \) after each run, which decreases the delay between running successive circuits (median fidelity of 99.5%).

Other performance numbers regarding the Rigetti Aspen-9 chip include the median one-qubit gate fidelity of 98.8%, the median two-qubit gate fidelity of 88.0%, and the median readout fidelity of 95.1%.

We model the noise with a depolarizing channel (see main text), which do not account for individual sources of errors. However, different noise models (depolaring, bit-flip, phase-flip, and amplitude-damping channels) were studied in Appendix B of Ref. 64. They were all found to induce an exponential decay when looking at a two-point correlation. This supports our choice of accounting for different sources of error through a model characterized by a single noise strength parameter \( p \).
FIG. S11. Lattice layout of the 32 qubits Rigetti Aspen-9 chip. Each square represents a qubit with its index. The vertices represent the connectivity of the lattice, i.e., the pairs of qubits on which two-qubit gates can be applied. The qubits in black correspond to the ones that we use for the simulations, arranged in a continuous one-dimensional path: (a) \( L = 7 \), (b) \( L = 9 \), (c) \( L = 11 \), and (d) \( L = 13 \).

B. Fidelity versus system size

We have found that increasing the system size while maintaining the circuit depth constant lowers the quality of the data, as compared to the circuit emulations. Potential sources include, e.g., crosstalk, and the average quality of the qubits considered. We ran simulations on the quantum processor for \( L = 7, 9, 11 \), and 13 using the qubits highlighted in Fig. S11, and found that the data for \( L = 7 \) provide the best agreement with the emulations. We document this observation in the following.

We first consider the two-point correlation function \( \langle \hat{Z}_r \hat{Z}_{r+1} \rangle \) for all bonds \( r = 1, \ldots, L - 1 \) for different system sizes \( L \). The drive time \( T = 1 \) with time step \( \delta t = 0.5 \) and a first-order Suzuki-Trotter decomposition is considered. The data are plotted in Fig. S12. From the emulation, we expect the quantity to be roughly independent of the system size \( L \) with a median value \( \approx 0.5 \). In the experimental data, the problem is not so much that the data have a lower median value (this is, e.g., captured by the noise model), but that the median value decreases as the system size increases. The two-point correlation function versus the distance \( x \) between two qubits is a decreasing function of \( x \): hence if the \( x = 1 \) data are already relatively small in amplitude, there is little chance to capture the correlation for \( x > 1 \) as it lies already too close to zero, beyond the resolution controlled by the number of outputs when computing the observable. This is why we focused on the \( L = 7 \) simulation data for the analysis.

We also consider two others quantities to evaluate the quality of the experimental data as a function of the system size \( L \). The
FIG. S13. The data points correspond to different values of the drive time $T$ with time step $\delta t = T/2$ and a first-order Suzuki-Trotter decomposition. The horizontal line corresponds to the median. (a) Fidelity as defined in Eq. (S17) as a function of the system size. (b) Kullback–Leibler divergence as defined in Eq. (S18) as a function of the system size.

First one is the fidelity which we define as,

$$F = \sum_{\langle \sigma \rangle} \sqrt{p_{\sigma}^{\text{exact}} \times p_{\sigma}^{\text{sampled}}},$$

(S17)

with $|\Psi\rangle = \sum_{\langle \sigma \rangle} c_{\sigma}|\sigma\rangle$, and $p_{\sigma} = |c_{\sigma}|^2$ where $\sum_{\langle \sigma \rangle} p_{\sigma} = 1$. The sum runs over the $2^L$ basis states $\{\sigma\}$. Note that $p_{\sigma}^{\text{sampled}}$ is constructed from a finite number of samples by counting the number of bitstrings $\sigma$ and normalizing by the total number of samples. On the other hand, $p_{\sigma}^{\text{exact}}$ can be obtained exactly by emulating the quantum circuit without need to sample. The second quantity that we define is the Kullback–Leibler (KL) divergence,

$$\text{KL} = \sum_{\langle \sigma \rangle} p_{\sigma}^{\text{sampled}} \ln \left( \frac{p_{\sigma}^{\text{sampled}}}{p_{\sigma}^{\text{exact}}} \right),$$

(S18)

which measures of how the sampled distribution is different from the exact one.

The results are plotted in Fig. S13. Because both quantities are global, we expect that the effect of noise will increase as the system size increases. It is confirmed by the decreasing fidelity and the increasing KL divergence, and supports the fact that $L > 7$ simulation data are of lower quality.