Repulsive Fermi gases in a two-dimensional lattice with non-Abelian gauge fields
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Abstract – Motivated by the recent experiment realizing bidirectional spin-orbit–coupled Bose-Einstein condensates (BEC), we theoretically explore the properties of repulsive fermions in the two-dimensional (2D) optical lattice with such non-Abelian gauge fields. Within the mean-field level, we find a novel phase of topological antiferromagnetic (TAFM) order which incorporates both the non-trivial topology due to spin-flip hopping and spontaneous symmetry breaking (SSB) for the in-plane spin order. We argue that the appearance of such a phase is generic for repulsive fermions in Chern bands achieved through spin-orbit coupling. Our work paves the way for further studies of fermionic generalization of 2D non-Abelian spin-orbit–coupled quantum gases.
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Introduction. – In the past few years, fascinating progresses have been made in studying topological matters in cold atoms. Many topological models and phenomena that are difficult to access in solid materials have been realized in optical lattices, such as the Harper-Hofstadter model \cite{1,2} and the Haldane model \cite{3}. In particular, the spin-orbit coupling (SOC) that links a particle’s motion to its spin \cite{4,5} have been successfully realized and manipulated in cold atoms. Early theories and experiments on this regard chiefly focused on the SOC along one direction \cite{6-8}, see, \textit{i.e.}, refs. \cite{9-11} for reviews. In a recent experiment conducted by the Pan’s group \cite{12}, SOC along two directions have been successfully achieved for Bose-Einstein condensates (BEC) in optical lattices with Raman-assisted tunneling. Compared with unidirectional SOC, which is an Abelian gauge field, the bidirectional SOC corresponds to a genuine non-Abelian gauge potential and cannot be gauged away. Theoretically, the key properties of such a BEC have been analyzed, in which the impacts due to the coupling to higher bands are highlighted \cite{13}. Another work studied the interplay of SOC and higher-orbital bands for interacting bosons, and novel features are found in the Bogoliubov excitation including Dirac and topological phonons \cite{14}. The dramatic difference of Bose gases in such non-Abelian gauge fields from those in Abelian ones needs more investigations, and the studies of their fermionic counterparts are still absent.

In this work, we theoretically discuss the properties of fermionic atoms loaded to the lowest-orbital band of a 2D optical lattice with SOC similar to that in refs. \cite{5,12}. Here, the on-site repulsive Hubbard interaction is considered. This is partly motivated by the recent experimental advances of cooling the repulsive Fermi gases to temperatures near the Néel antiferromagnetic transition \cite{15-17}, where long-range correlations across the whole lattice have been observed \cite{17}. Theoretically, it has also been demonstrated that SOC can drastically change the many-body physics due to the modified single-particle band structures. For example, in a 1D Fermi gas with infinite repulsive interactions, even a tiny SOC can completely change the ground-state spin texture \cite{18}. Our work serves to illustrate the effects of repulsive interactions on Fermi gases subject to bidirectional SOC on the mean-field level. The mean-field method applied in this work has been demonstrated to be qualitatively effective in dealing with the 2D \cite{19-24} and 3D \cite{25-27} correlated fermion systems in that it can capture the different correlations with the change of parameters in a many-body system. Such a treatment also provides a starting point for applying more sophisticated analysis in the future, such as quantum
...ing phase during the interaction-driven topological phase transition. The AFM phase serves as the topological symmetry breaking, giving rise to the non-trivial 2D SOC. The coexistence of the topological bands and the trivial insulating phase [32]. Here, with repulsive interactions, the spin-flip hopping alone produce flux 0, though they involve non-trivial Peierls phases. Thus, it is necessary that spin-flip and spin-conserved hoppings (without Peierls phases) both exist to produce the non-trivial \( \pi/2 \)-flux. The modified spontaneous symmetry breaking (SSB) has been of great interest. Previous work has suggested that the modified lattice symmetry due to AFM patterns could lead to new topological classifications [31]. For example, for attractive Fermi gases in a Chern band (i.e., the Haldane model), interactions could drive the Chern insulator into a topological superconducting phase before finally entering the trivial insulating phase [32]. Here, with repulsive interactions, we find parallel phenomena for which an in-plane AFM phase serves as the topological symmetry breaking phase during the interaction-driven topological phase transitions.

The basic picture of the TAFM phase can be understood as follows. The in-plane AFM orders together with the uniform tilting of spins along perpendicular direction induced by Zeeman fields give rise to both anti-parallel (\( M_\perp \)) and parallel (\( M_z \)) components for spin patterns in neighboring sites. Since hoppings between the same/different spins involve trivial/non-trivial Peierls phases, \( M_z, M_\perp \) together give rise to the non-trivial \( \pm \frac{\pi}{2} \)-flux when atoms are hopping around a plaquette, see fig. 1 for illustrations. When further increasing the interactions or the external Zeeman fields perpendicular to the plane, the in-plane AFM orders disappear and the spins are all polarized (\( M_z \neq 0, M_\perp = 0 \)), giving rise to a topologically trivial phase where fermions gain a zero flux when hopping around a plaquette.

**Noninteracting model.** – We start with the ultracold fermions, such as \(^{40}\text{K}\) or \(^{6}\text{Li}\) atoms, trapped in a 2D square optical lattice [12] with lattice potential \( V_0(r) = V_0[\cos^2(k_0x) + \cos^2(k_0y)] \), and the commensurate Ram-lattice potential for SOC \( V_\ell(r) = V_0[\cos(k_0x)\sin(k_0y)\sigma_x + \cos(k_0y)\sin(k_0x)\sigma_y] \). Here \( \sigma_x, \sigma_y \) are Pauli matrices acting on the space of hyperline atomic states; \( k_0 = \frac{2\pi}{N} \) is the wave vector; \( V_0 \) and \( V_\ell \) are the lattice depth and Ram-lattice coupling strength, respectively.

Here we consider only the lowest \( s \)-orbital band as the higher bands have energy separations from the \( s \)-band much greater than all energy scales we consider [33]. The dynamics of fermionic atoms are described by the following tight-binding Hamiltonian [34]:

\[
H_0 = -\sum_j \left( t_j c_j^\dagger c_{j+e_x} + t_j c_j^\dagger c_{j+e_y} + H.c. \right) 
+ \sum_j (\pm t_j c_j^\dagger c_{j+\mp e_x} + \pm t_j^\prime c_j^\dagger c_{j+\mp e_y} + H.c.) 
+ \sum_j h_j (c_j^\dagger c_{j+\mp e_x} - c_j^\dagger c_{j+\mp e_y}).
\]

Here \( c_j \) (\( c_j^\dagger \)) is the annihilation (creation) operator for a fermion at lattice site \( j \), with spin \( s = \uparrow, \downarrow \); \( t_j \) denotes the spin-conserved nearest-neighbor (NN) hoppings and \( t_{SOx(y)} \) are the spin-flipping NN hoppings due to SOC; \( h_j \) is the linear Zeeman term. See fig. 1 for illustrations of the spin-flip hoppings. Due to the SOC, the unit cells are doubled and we have a checkerboard pattern of alternating A-B sublattices along both \( x \) and \( y \) directions.

Transforming to the momentum space and choosing the basis \( \Psi(k) = (c_{A\uparrow}^\dagger, e^{ik_0x}c_{B\uparrow}^\dagger, e^{ik_0x}c_{B\downarrow}^\dagger, e^{ik_0x}c_{B\downarrow}^\dagger)^T \), one can write the Hamiltonian as \( H_0 = \sum_k \Psi(k)^\dagger h_0(k) \Psi(k) \), with

\[
h_0(k) = -h_t \tau_z + (d_x \sigma_x - d_y \sigma_y) \tau_y + h_z \sigma_z,
\]

here \( \sigma \) and \( \tau \) are Pauli matrices acting on the spin and sublattice spaces, respectively, and \( h_t = 2t_0 \cos(k_0x) + t_y \cos(k_0y) \), \( d_x = 2t_{SOx} \sin(k_0x) \), \( d_y = 2t_{SOy} \sin(k_0y) \). For simplicity, the parameters are chosen to be uniform \( t_x = t_y = t \), \( t_{SOx} = t_{SOy} = t \), and \( t = 1 \) is taken as the unit of energy in the following. The Hamiltonian \( h_0(k) \) possesses the inversion symmetry as \( \mathcal{I} h_0(k) \mathcal{I} = h_0(-k) \), with \( \mathcal{I} = \tau_x \). When the Zeeman field is absent \( h_z = 0 \), one can further define the time-reversal symmetry (TRS) for the spin-orbit coupled system, \( \mathcal{T} h_0(k) \mathcal{T} = h_0(-k) \), and the particle-hole symmetry \( \mathcal{C} h_0(k) \mathcal{C} = -h_0(-k) \), with \( \mathcal{T} = i\sigma_y \tau_z K \) and \( \mathcal{C} = \tau_y \). Here \( K \) is the complex conjugation. In the presence of \( h_z \), the symmetries \( \mathcal{T}, \mathcal{C} \) and their combination \( \mathcal{TC} \) are all broken. Thus, generally, the system belongs to class A in the Altland and Zirnbauer notations and is characterized by the Chern number in 2D [35,36].

The Hamiltonian can be brought into a block-diagonal form which greatly facilitates the following analysis. To do this, we first rearrange the basis \( \Psi(k) \) as \( \Psi'(k) = (c_{A\uparrow}^\dagger, e^{ik_0x}c_{B\uparrow}^\dagger, c_{A\downarrow}^\dagger, e^{ik_0x}c_{B\downarrow}^\dagger)^T \), and then make a unitary transformation with the matrix

\[
U = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & -1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & -1 & 0 & 1
\end{pmatrix}.
\]

Fig. 1: (Color online) Schematic plot of Raman-assisted spin-flip hopping within a plaquette, where the amplitudes are set to be equal \( t_{SOx} = t_{SOy} = t \). Note that spin-flip hoppings alone produce flux 0, though they involve non-trivial Peierls phases. Thus, it is necessary that spin-flip and spin-conserved hoppings (without Peierls phases) both exist to produce the non-trivial \( \pi/2 \)-flux.
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where $\hat{g}_x \times \hat{g}_y = 2$. In fact, the topological phases can be more easily identified by checking the change of sign of the mass term when expanding $g_{1,2k}$ around the Dirac points near phase transitions. When $|k| \rightarrow \infty$, $g_{1,2k}$ tends to point towards North/South poles and the Chern number is trivial $\nu_{\pm} = \nu_{1,\pm} = \nu_{2,\pm} = 0$. The mass term for $g_{1k}$ changes sign at $h_z = 0, -4$ ($h_z = 0, +4$); thus, the topologically non-trivial phase occurs at $h \in (-4, 4)$. Explicit calculations show that in $h_z \in (0, 4)$, $\nu_{1, -1} = 0$, $\nu_{-1} = +1$, while for $h_z \in [-4, 0)$, $\nu_{-1} = -1$, $\nu_{2, -1} = 0$. In summary, we have the total Chern number for superbands

$$\nu_{-1} - \nu_{+} = \text{sgn}(\nu_{-1}) - \frac{1}{2}\left[\text{sgn}(\nu_{-1} - 4) + \text{sgn}(\nu_{+} + 4)\right].$$

The phase diagram for the half-filled situation is shown in fig. 2(e) and the topological phase transition is clearly controlled by the Zeeman field.

**Hubbard interaction.** For fermions in optical lattices subject to short-range interactions, the system can be described by the Fermi-Hubbard model [33,37]

$$H = H_0 + H_I,$$

where $H_0$ is given previously in eq. (1), and the onsite interaction is

$$H_I = U \sum_{j} \hat{n}_{j} \hat{n}_{j} - \hat{n}_{j} \hat{n}_{j}.\quad (7)$$

Here $j$ denotes the unit cell, $\alpha = A, B$ the sublattices, $U > 0$ the repulsive interaction strength and $\hat{n}_{j} = \sum_{\rho \sigma} \lambda_{j} \hat{c}_{\rho \sigma} \hat{c}_{\rho \sigma}$ the fermionic number operator. We consider the half-filling case, i.e., the number of fermionic atoms being equal to the number of lattice sites. For repulsive interactions, the relevant channels are charge/spin density waves, which are captured by the order parameters [24,25]

$$\rho_{\alpha} = \sum_{s,s} \langle j, s, s \rangle \sigma_{\rho \sigma} \chi_{\rho \sigma},$$

$$M_{\alpha} = \sum_{s,s} \langle j, s, s \rangle \sigma_{\rho \sigma} \chi_{\rho \sigma},$$

where $\langle \cdots \rangle$ denotes the average taken at the ground state or a thermal ensemble. We look for the solutions invariant under unit-cell translations, i.e., $\rho_{\alpha} = \rho_{\alpha}$ and $M_{\alpha} = M_{\alpha}$ are independent of $j$. Then the Hubbard interaction can be decoupled as [21,25]

$$H_I^q = \frac{U}{2} \sum_{j} \rho_{\alpha} \chi_{\rho \sigma} \chi_{\rho \sigma} - \frac{U}{2} \sum_{j} \chi_{\rho \sigma} \sigma_{\rho \sigma} \chi_{\rho \sigma} - UN_{c} \sum_{\alpha} \langle M_{\alpha, +} \rangle - \langle M_{\alpha, -} \rangle,$$

where $M_{\alpha, \pm} = M_{\alpha, \pm} \pm iM_{\alpha, 0}$. Here the first line represents the decoupled single-particle terms while the second line denotes the constant terms for a given configuration of cells, with $N_c$ the cell number. Although the constant terms do not affect the topological property of the system, they must be included in calculating the total energy. The order parameters $\rho_{\alpha}, M_{\alpha}$ are obtained by iteratively
solving for the self-consistent conditions in eqs. (8)–(10). We choose different initial states to ensure that the converged ground state owns the lowest energy. In our calculation, the size for the system is taken as $L_x = L_y = 40$ and the periodic boundary condition is applied.

Explicit calculations show that $\rho_A = \rho_B = 1$, as is expected, because at half-filling, the system is a band insulator and already possesses a charge gap (except at $h_z = 0, \pm 4$) and the charge density waves cannot lower the ground-state energy through gap opening. However, the spins are still free to rearrange themselves because the lower superbands involve a mixture of both spins.

On the mean-field level, a uniform $M_{\alpha z}$ corresponds to a renormalization of Zeeman fields $h_z$, leading to the shift of the quantum-critical points for topological transitions. Moreover, $M_\perp$ can enhance real hopping between the same spins, while in the plane ordering $M_{\alpha x,y}$, if in an alternating AFM pattern, enhances the SOC-type of hopping in fig. 1, which carries Peierls phases.

**Spontaneous symmetry breaking.** We first discuss the magnetization $M_{\alpha z}$ obtained in the self-consistent calculations at zero temperature $T = 0$. The perpendicular magnetization $M_{\alpha z}$ turns out to have uniform magnitudes and directions in both sublattices

$$M_{A z} = M_{B z} = M_s, \tag{11}$$

pointing opposite to the direction of the external field $h_z$ (due to the sign choice in front of $h_z$ in eq. (1)). This should be viewed rather as the usual Zeeman effect in a paramagnet because the Ising symmetry for up and down spins is already broken by $h_z$. Also, the strength of $M_z$ is proportional to that of the field $h_z$, as can be seen in fig. 3. The different interaction strength gives different spin susceptibility and, therefore, different response of $M_z$ to $h_z$. On the other hand, the $O(2)$ spin rotation symmetry within the lattice plane is preserved without interaction. We find that with interaction, if there is a SSB, it occurs in the pattern

$$M_{A x} = M_{A y} = -M_{B x} = -M_{B y} = M_\perp. \tag{12}$$

That is, the AFM order forms a stripe pattern parallel to the diagonal direction of the square lattice, with alternating signs in the A, B sublattices (see the inset of fig. 3). Such an AFM order can also be considered as the spin density waves with the specific wave vector of $Q = (\pi, \pi)$. Compared with fig. 1, we see that such an AFM pattern amounts to choosing a given direction for the spin-flip hopping due to the spontaneous breaking of $O(2)$ rotation symmetry. The important thing is that such a pattern still allows for the flux-carrying hopping as shown in fig. 1, which is the basis for the TAFM phase.

The magnetizations $M_z, M_\perp$ at $T = 0$ are shown in fig. 3 with the change of Zeeman fields $h_z$ and for two interaction strengths $U$. As explained before, the spin susceptibility along the $z$-direction increases with $U$, and therefore $M_z$ saturates to the maximum value $-1$ faster for $U = 5$ than for $U = 3.7$. On the other hand, the in-plane magnetization $M_\perp$ does show the signature of SSB: for small interaction $U = 3.7$, $M_\perp = 0$. This is because of the vanishing density of states, the Dirac points are stable against weak interactions. While for larger $U = 5$, $M_\perp \neq 0$ provided the Zeeman field is not too strong. The sign of $M_\perp$ is fixed by the direction of $h_z$. Further, the total magnetization satisfies $M^2 = M_z^2 + 2M_\perp^2 \leq 1$ due to the one-particle-per-site constraint, implying that with the increase of spin polarization along $z$ by $h_z$, i.e., $M_z|_{h_z \to \infty} \rightarrow \pm 1$, the in-plane AFM will be destroyed. Such a physical picture is fully confirmed by the numerical results shown in fig. 3, where the in-plane AFM order sets in when $h_z < 0.5$. From the inset of fig. 3, we see that the lattice $C_4$ rotation symmetry is broken by the AFM phases. For this reason, some literature also calls such an ordering a “nematic phase” [21]. Here we choose to use the terminology AFM because the order parameter, eq. (9), is of the second order.

**Interacting phase diagram at $T = 0$.** We turn our attention to the modified band structure and its topological properties due to $M_z, M_\perp$. Note that eq. (10) only involves onsite terms, and therefore its effect is to renormalize the parameters of the non-interacting Hamiltonian, eq. (1). To see this, we transform eq. (10) into momentum space using the basis in eq. (2), which reads

$$h_I(k) = -\frac{U}{2} [M_z \sigma_z + M_\perp (\sigma_x + \sigma_y) \tau_z]. \tag{13}$$

One can similarly rearrange the basis and then perform a unitary transform to obtain the interaction-dressed Hamiltonian $h'(k) = U \hat{h}_0(k) + h_I(k)|U$, with

$$h'(k) = \begin{pmatrix} g_{1k} & 0 \\ 0 & g_{3k}' \end{pmatrix}. \tag{14}$$
with \( g_{xy} = \frac{\left[ h'_z - (-1)^\gamma h_1 \tau_z - d'_{xy} \tau_x - d'_{x,y} \tau_y, \gamma = 1, 2 \right] }{2} \), which is completely in the same form as the non-interacting one. The modified parameters are

\[
h'_z = h_z - \frac{U M_2}{2}, \quad d'_{x,y} = d_{x,y} - (-1)^\gamma \frac{U M_1}{2}.
\] (15)

Note that for \( M_z < 0 \) from fig. 3, the perpendicular magnetization serves to enhance the Zeeman field as expected. Compared with the non-interacting vectors \( d_x, d_y \) in eq. (2), we see that the in-plane ones \( M_1 \) break the inversion symmetry. Then, we can again easily read out the interaction-dressed spectrum (up to some constants)

\[
\varepsilon_{\gamma,k}(k) = \pm \sqrt{d'_{\gamma x}^2 + d'_{\gamma y}^2 + \left[ h'_z - (-1)^\gamma h_1 \right]^2}.
\] (16)

We see that the degeneracy within each superband is lifted from the whole BZ boundary to discrete points given by

\[
t_s M_\perp (\sin k_x + \sin k_y) + \frac{2h_z}{U - M_z} (\cos k_x + \cos k_y) = 0.
\] (17)

Note that the above equation is always satisfied at the BZ corners \( K_1 \) and \( K_2 \), so the superband structure persists.

The in-plane AFM order competes with the SOC, as seen in \( d'_{x,y} \), leading to the change of Dirac points. If the condition \( \frac{U M_1}{d'_{x,y}} < 1 \) is satisfied, the original Dirac points will be moved or split, generating four new ones of \((X, X), (-X, -X), (X, \pi - X)\) and \((\pi - X, X)\) in the BZ, with \( X = \arcsin\frac{U M_2}{h_z} \). The corresponding Chern number for the superbands can be calculated with the formula in eq. (5) and is given as

\[
\nu_- = \text{sgn}(h'_z) - \frac{1}{2} \{ \text{sgn}(h'_z + 4\cos X) + \text{sgn}(h'_z - \cos X) \}.
\] (18)

If \( \frac{U M_2}{h'_z} > 1 \), the Dirac points will be broken as \( d'_{\gamma x,y} \) cannot be vanishing in the whole BZ. The phase diagram of interacting fermions when \( t_z = 0.48 \) at zero temperature is given in fig. 4, in which four distinct phases appear, i.e., A: Chern insulator (\( \nu_- = 1, M_\perp = 0 \)); B: TAFM (\( \nu_- = 1, M_\perp \neq 0 \)); C: normal AFM (\( \nu_- = 0, M_\perp \neq 0 \)); and D: trivial insulator (\( \nu_- = 0, M_\perp = 0 \)). We summarize the features of the phase diagram below:

i) Starting from the non-interacting case, when the Hubbard interaction \( U \) increases, spin susceptibility along the \( z \)-direction ramps up, leading to a larger effective Zeeman field which tends to shrink the topological non-trivial regions. For large external Zeeman field \( h_z \in (1.07, 4) \), as along the arrow 1, the symmetric Chern insulator phase is directly connected to the topological trivial phase via a gap closure.

ii) For smaller external fields \( h_z \), however, the interaction acts as the second effect of inducing the SSB, i.e., in-plane AFM ordering \( M_\perp \). When \( h_z \in (0.87, 1.07) \), as along arrow 2, if \( U \) crosses the critical line, the SSB appears and the system enters a magnetic ordered phase. Our calculation shows that this phase has the Chern number of \( \nu_- = 0 \), so it is the normal AFM phase which interpolates between the symmetric Chern insulator and topological trivial phase. Further increasing the interaction, the spin polarization along the \( z \)-direction finally prevails and diminishes the in-plane AFM order. In this process, the bulk gap also closes and the system enters the symmetric topologically trivial phase.

iii) When the Zeeman field further decreases to \( h_z < 0.87 \), as along arrow 3, the TAFM phase appears before entering the normal AFM phase. In the boundary between the symmetric Chern insulator and the TAFM phases, although the positions of Dirac points will change along with the SSB, the bulk gap does not close and thus the two phases are adiabatically connected. In this sense, the phase is dubbed as TAFM. As commented before, the TAFM spin pattern allows for spin-flip hoppings, which can carry a non-trivial Peierls phase. The TAFM phase can accommodate the topological non-trivial phase as well as the SSB, as we verified. Further increasing the interaction, the bulk gap closes and correspondingly the Chern number changes from \( \nu_- = 1 \) to \( \nu_- = 0 \) and the system enters the normal AFM phase. Finally, the symmetric topologically trivial phase will dominate the system, just like the above case.

It is worth pointing out that as the finite Zeeman field \( h_z \) increases, the TRS, both the symmetric and symmetric broken phases belong to class \( A \) in the topological classification [35,36] and are characterized by the Chern number. As a result, it leads to the observation of \( C=1 \) phase with perfect AFM order as the system is at half-filling. The role played by \( h_z \) here is similar to the sublattice potential that breaks the inversion symmetry in the noncentrosymmetric system [22,38].

As SOC is a prerequisite for the emergence of TAFM, an important question is how the strength of SOC will affect the features of the phase diagram below:

\[
\text{Fig. 4: (Color online) The zero-temperature phase diagram with parameters (} h_z, U \text{). There appear four phases, } A: \text{Chern insulator; } B: \text{TAFM; } C: \text{normal AFM; and } D: \text{trivial insulator. The TAFM phase carries Chern number } \nu_- = 1, \text{ representing a topological phase with SSB. The horizontal dashed lines show the } U \text{'s in fig. 3. } t_z = 0.48 \text{ is the same as in fig. 3. The upper and lower insets show the spanned parametric regions of the TAFM phase for certain } t_z \text{ and } h_z, \text{ respectively.}
\]
the behavior of TAFM. The upper inset of fig. 4 shows the TAFM region in the parametric space of \((h_z, U)\) for a certain SOC strength \(t_s\). When the SOC strength increases, a higher Hubbard \(U\) is required to realize TAFM while the spanned region quickly shrinks. This can be understood as the fact that when the in-plane hopping \(t_s\) increases, it reduces the relative energy scale of \(U\) effectively and delays the set-in of TAFM phases. We also plot the TAFM region in the parametric space of \((t_s, U)\) for \(h_z = 0.1\), as in the lower inset of fig. 4. It shows that when \(t_s > 0.8\), the TAFM phase will not appear anymore as the AFM order \(\mathcal{M}_\perp\) induced by the strong SOC will be large enough to break the Dirac points and the topological configuration. These results suggest that to observe the TAFM phase experimentally, the optimal parameter regime is a small external Zeeman field \(h_z\) and a small ratio between Raman-assisted and usual hopping \([\frac{\phi}{\hbar}]\), which is favorable in experiments as smaller \(t_s\) implies weaker Raman-laser strengths and therefore it lowers the heating rates [9].

**Thermal fluctuations.** – In the previous section, we have illustrated the ground-state phase diagrams and the properties of different phases at zero temperature. Since thermal fluctuations usually play important roles in cold-atom experiments, especially in Raman-assisted systems, we examine the finite-temperature effects in this section.

The temperature has twofold effects in our system. First, in all phases, it creates excitations to higher Bloch bands with opposite Chern numbers, and therefore it drives the Hall conductivity away from its quantized value at zero temperature. Second, the thermal fluctuations can shrink the regions of SSB phases in the phase diagram. To examine these effects more quantitatively, we compute the finite-temperature Hall conductivity using Kubo’s formula [39,40]. The resulting phase diagram at finite temperature is shown in fig. 5 in the parameter space \((h_z, T)\), where the \(T = 0\) phase diagram was discussed previously in fig. 4 (see the \(U = 5\) horizontal cut). For the units \(\frac{\sigma_{xy}}{e^2/h}\) of the Hall conductivity in fig. 5, \(e\) is set by the effective coupling strength of the neutral atoms to the synthetic external potential \(\phi = -eE_{\text{eff}} \cdot r\), where \(E_{\text{eff}}\) is the effective electric field that can be synthesized by an off-center harmonic potential [41].

For the Hall conductivity \(\sigma_{xy}\) in fig. 5, it is clear that with the increase of temperature, \(\sigma_{xy}\) will be weakened, as expected. When the SSB exists or not, the gap closing of the bulk bands is denoted by the critical line 1 (black) or line 3 (yellow), respectively. These critical lines also signal the Hall crossover from vanishing to a finite value. When \(h_z < h_{c1}\) (\(h_z > h_{c2}\)), the bulk gap will decrease (increase) with \(h_z\), while the thermal fluctuations tend to close the gap, their combined effects lead to the decrease (increase) of the critical line 1 (3) with \(h_z\).

Figure 5 also shows that the AFM order is suppressed by the thermal fluctuations at the Néel temperature \(T_c\). The phase boundary is shown by line 2, above which \(\mathcal{M}_\perp = 0\) and the system reenters the rotational invariant phase. With the increase of \(h_z\), the order parameter \(\mathcal{M}_\perp\) decreases (see fig. 3), which leads to the lowering of the critical \(T_c\) to suppress the AFM order. In the inset of fig. 5 with \(h_z = 0.32\), we clearly see that the order parameter \(\mathcal{M}_\perp\) changes continuously from a finite value to zero at \(T_c\), pointing to the second-order phase transition. The fitting function around the critical point can be given as \(\mathcal{M}_\perp(T) = 0.715(0.704 - T)^2\), with the critical exponent \(\beta = \frac{1}{2}\), which is in good agreement with the conventional scaling theory based on the mean-field method.

**Discussions and conclusions.** – Compared with the previous works about the repulsive fermionic gas in the Haldane model [19,23], a similar AFM phase with nontrivial topology was also found in a narrow region of the interacting phase diagram before entering the topologically trivial phase. In this sense, we suggest that the emergence of TAFM phase has a certain universality for the repulsive fermion systems in Chern bands achieved through SOC. In cold-atom system, as all parameters in the system can be precisely controlled, it provides a feasible platform to detect such a novel phase. The topologically non-trivial bands can be detected by measuring the orthogonal drifts of atoms after applying a constant force [3,41], while the AFM order of atoms can be measured from the Bragg scattering of light in a cold-atom system [17,42]. In experiment, the blue-detuned laser beams at wavelength \(\lambda_L = 767\) nm are used to construct the lattice potential [12]. If we choose \(V_0 = 6E_R\), the tight-binding hopping integral corresponds to \(t = 0.111 E_R\). When taking \(^{40}\)K atoms, the recoil energy \(\frac{E_R}{T} = 2\pi \times 8.53\) kHz and the
temperature $T = 1$ corresponds to 45.3 nK. If we take $^6$Li atoms, the recoil energy $\frac{\hbar^2}{2m} = 2\pi \times 56.86$ kHz and $T = 1$ corresponds to 301.7 nK. Both temperatures are within the scope of the present experimental detections [12].

In summary, we have studied the properties of interacting fermion atoms loaded in the optical lattice with Raman-assisted SOC and found the emergence of the interaction-induced TAMF phase. The further verifications of such topological magnetic-ordered state needs more theoretical and experimental works in the future.
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