Random Forest-Based Method for Micro Grid System in Energy Consumption Prediction
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Abstract. As a solution to mitigating rising energy needs, microgrids (MG) have arisen. But instead of microgrids are focused mainly on unconventional sources of energy. In their service, there is significant variability. Energy users will not know if their estimated load is long or short related to historical records. This paper aims to formulate a robust energy prediction of consumption in the microgrid system that uses random forest (RF) method theory as the mathematical framework. Effective MG energy forecast plays an essential role in power improvement MG efficacy. Comparing RF models with various parameter configurations and examining the parameters setting affects the model's estimation efficiency.
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1. Introduction
Electricity consumption prediction is now one of the new phenomena thanks to improvement in energy, power and control systems. For power controllers, the estimation of load demand is a daunting task. It is an old trend of research which preceded the growth of power plants and computer techniques [1-4]. At the beginning of the 21st century, clean natural resources and smart grids are now evolving. It is increasingly relevant.

Due to two major factors, load forecasts become tougher than ever. Firstly, in many countries, privatization and restructuring of power markets ensure that energy users can select their supplier from different operators. The second is that the strong penetration of unreliable energy enhances the great degree of instability due to their irregular actions into the grid, wind and solar. Market reform ensures that the power price varies, forcing consumers to buy when energy prices are low, thus requiring new prediction systems [5-6]. Short-term energy load projections use the most relevant historical evidence, from a few hours to a few weeks before the predicted day. Lately, research experiments used advance machine learning in short-term prediction models. The clean energy of the economy's manufacturing and residential areas is a significant economic growth guideline [7].

The traditional approach is to categories the predicted benefit into low, medium, and high stages, which customers can interpret. This research suggests an alternate approach used when predicted levels are appropriate for a predictive control framework rather than real values. In recent years power sector reform and renewable energy introduction have made the electricity load forecast more and more relevant. Advanced intelligent methods are built to address the coming difficulties and ensure
precise power predictions for various times [8-10]. The use of smart prediction algorithms is an effective method to deal with uncertainty and a core aspect of smart grids.

Load forecasts mean the projection of potential trends in a single apartment, local grid, an area, or even a whole country's electricity. This prediction is made over one or more time stages over duration called the forecast horizon. For load shipments, unit participation, and energy sharing decisions, a specific power forecast of one or multiple hours is of great significance [11-13]. For maintenance planning and energy efficiency strategies, forecasting loads for a prolonged period of time is beneficial [11-15].

This paper suggests a short-term forecast model based on the random forestry strategy to overcome the above challenges. This model is intended for a one-hour regular forecast in support of the Tunisian power system requirements such as a limited area, high humidity, no deregulation or irregular energy presence.

2. Methods

This section explains, discussed concepts and terminology which are used in every part of this paper. Throughout the area of computer engineering, energy use has been extensively researched for decades. Although energy is being used as a metric in machine education, most research still focuses on achieving high accuracy without any computational constraints. We present a review of the different approaches in general and machine learning applications to estimate energy consumption in this challenge. We also present state-of-the-art technical methods to approximate energy values along with two case studies that improve computer education energy usage.

The reliability improvement of the electricity is to be ensured from the consumer's viewpoint so that peak demand is compensated by the design of generation capacity. The reduction in the load profile of peak to average ratio is achieved through this design to reduce the more power plants requirement. This is obtained by two methods that smart pricing technique and optimal load control. Smart pricing technique is applied by utility side to manage the peak loads.

3. Random Forest

The Random Forest (RF) is a group method which combines several decision trees with prediction. The key theory is bagging; if a sample n is randomly picked from the training range, Sn is fitted to a backbone. This sample is known as bootstrap and is used to replace the sample.

A bootstrap analysis is collected by randomly choosing previous samples with Sn's substitution, and each measurement can pick 1=n. The independently dispersed random variable Hl represents this random collection. It selects multiple samples from the bagging process.

RF simple steps are approximately separated into four steps:
Step 1: Collecting n observations from a bootstrap sampling process;
Step 2: Choosing the c attributes of each entry feature by randomized selection and determining the optimal segmentation characteristics as a branch to create a regression tree;
Step 3: Repeated steps 1 and 2 for a maximum of m times to construct the m regress tree.
Step 4: Combining the outcomes of m trees for the final estimation function.

Random forest (RF) is a modified bagging that produces a large collection of independent trees and averages their results. RF construction depends on two hyperparameters: the number of forest trees and the number of characteristics to be considered when determining the right fraction. Figure 1 shows the tree structure in a random forest method.

A fresh bootstrapped DB dataset is created from training set D for each incremental tree. As the amount of tree in the forest grows, trees are more likely to collide. However, the benefit is that more ballots are cast in the training algorithm, minimizing the common error.

The number of trees has been shown to rise, and the theoretical threshold of the forest is reaching accuracy. The number of characteristics considered for each division influences the variety of trees. By taking into account all the characteristics at each break, each tree chooses its optimal global function, allowing similar trees. Reducing the number of features considered on each break raises the
probability that the best global function is omitted from the test subset of features. The goal is to build a combination of decision-making trees in different ways, contributing to various predictions. Figure 1 represents method of random forest.

Each of the trees produced by bagging is distributed equally, making it impossible to change other than to minimize variances. RF conducts a tree developmental process by randomly choosing an input variable to improve bagging without undue variation by reducing the association between the trees. The model is built according to an online learner using the RF characterized by resistance to parameter changes and intrinsic cross-validation.

4. Results
This removed anomalies from the data in the pre-processing layer. The knowledge is considered noise based on the intrinsic nature of the data collection, which influences interpretation by various external aspects. The results of the RF-based load scheduling and the energy consumption is predicted. The obtained results are verified that shows the distribution of energy consumption based on the hour, as illustrated in the figure. 2. The figure. 3 One-month energy consumption of Actual method versus RF. The Actual versus RF predicted results for one-year energy consumption is shown in the figure. 4.
5. Conclusion
A random forest classifier established was used to predict the level of energy. In the previous study, both approaches were based on a random forest optimization (RF), which underperformed other commonly used machine learning (ML) techniques. Similar preparation and assessment parameters were used in both systems. But as the number of their target levels increases, their estimates tend to decline, and the precision of the standard method is reached.
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