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Abstract—We present a set of metrics intended to supplement designer intuitions when designing swarm-robotic systems, increase accuracy in extrapolating swarm behavior from algorithmic descriptions and small test experiments, and lead to faster and less costly design cycles. We build on previous works studying self-organizing behaviors in autonomous systems to derive a metric for swarm emergent self-organization. We utilize techniques from high performance computing, time series analysis, and queueing theory to derive metrics for swarm scalability, flexibility to changing external environments, and robustness to internal system stimuli such as sensor and actuator noise and robot failures.

We demonstrate the utility of our metrics by analyzing four different control algorithms in two scenarios: an indoor warehouse object transport scenario with static objects and a spatially unconstrained outdoor search and rescue scenario with moving objects. In the spatially constrained warehouse scenario, efficient use of space is key to success so algorithms that use mechanisms for traffic regulation and congestion reduction are the most appropriate. In the search and rescue scenario, the same will happen with algorithms which can cope well with object motion through dynamic task allocation and randomized search trajectories. We show that our intuitions about comparative algorithm performance are well supported by the quantitative results obtained using our metrics, and that our metrics can be synergistically used together to predict collective behaviors based on previous results in some cases.

Index Terms—Swarm Robotics, Swarm Engineering, Foraging.

I. INTRODUCTION

Swarm Robotics (SR) is the study of the coordination of large numbers of simple robots [1]. SR systems can be homogeneous (single robot type and identical control software) or heterogeneous (multiple robot types and/or control software) [2]–[4]. The main differentiating factors between SR systems and multi-agent robotics systems stem from the mechanisms on which SR systems are based. Historically, these were principles of biological mimicry or problem solving techniques inspired by natural systems of agents such as bees, ants, and termites [5].

The duality between SR and natural systems enables effective parallels to be drawn with many naturally occurring problems, such as foraging, collective transport of heavy objects, environmental monitoring, object sorting, hazardous material cleanup, self-assembly, exploration, and collective decision making [6]–[8]. As a result, SR systems are especially suited for complex tasks in dynamic environments where robustness and flexibility are key to success.

Moving beyond strictly biomimetic design, many modern SR systems have retained the desirable properties of natural systems while employing elements of more conventional multi-robot system design [9]. Those properties are:

- **Emergent Self-Organization.** Self-organization is the appearance of structure within the swarm, which can be spatial, temporal, or functional. It arises at the collective level due to inter-robot interactions and robot decisions at the individual level [10], [11]. Once established, self-organization is generally resistant to external stimuli, and this resistance is crucial to solving complex problems with only simple agents [12], [13]. Self-organization is related to, but distinct from, the concept of emergence, which is the set difference between individual and collective swarm behavior, where the swarm behavior arises both from inter-robot interactions and individual robot decisions [13], [14]. Emergent and self-organizing behaviors are often both present in SR systems as robots collectively find solutions to a problem that they cannot solve alone [12], [15]. We term this dichotomy emergent self-organization, i.e., a two-way link between collective and individual level behaviors.

- **Scalability.** Scalable systems are able to maintain efficiency and effectiveness as system size grows. SR systems, like natural systems, can achieve scalability to hundreds or thousands of agents through decentralized control [16]; other methods of maintaining effectiveness at larger scales include local agent communication [17], [18] and heterogeneous robots or robot roles [19], [20]. Scalability can arise directly from the design of the swarm control algorithm, but more often as a cumulative result of emergent self-organizing behaviors which are themselves decentralized and local [13].

- **Flexibility.** Flexible systems are able to modify their collective behavior in response to unknown stimuli in the external environment, e.g., changing weather conditions [12], [20], [21]. Individual agents make decisions based on locally available information from neighbors and their own limited sensor data. This produces a spatially distributed response which arises from robot decisions as the swarm reacts and adapts to the environment. SR systems, like natural systems, can achieve flexibility in a variety of ways: pheromone trails, site fidelity, localized communication, and task allocation strategies [20], [21]. Some analytical methods, such as task allocation strategies, explicitly encode mechanisms for the swarm to collectively attempt to mitigate adversity and exploit beneficial changes in dynamic environmental conditions [21], [22]. Other methods, such as pheromone trails, rely on the plasticity of self-organizing behaviors and the development of emergent behaviors to achieve flexibility. The flexibility of
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such methods can therefore be coupled to, but is still distinct from, emergent and self-organizing behaviors [13].

Robustness. Robust systems are able to modify their collective behavior in response to internal, as opposed to environmental, stimuli. Such stimuli can include sensor and actuator noise, changes in system size due to the introduction of new robots, and robot failures. Robustness is therefore an emergent property of systems which demonstrate resilience to the effects of internal stimuli on individual robots [13] (e.g., losing a single robot or set of robots minimally perturbs the collective behavior of the swarm). Robustness is crucial for crossing the simulation-reality gap [6], [23]. Some SR systems handle sensor and actuator noise analytically [24]–[26], and can provide theoretical guarantees of robustness. Other systems rely on emergent behaviors [27] and do not provide theoretical guarantees; in such cases, robustness is coupled to, but again distinct from, emergent self-organization.

The duality between designing swarm control algorithms directly to be scalable and self-organizing, while incorporating emergent behaviors for flexibility and robustness, can be leveraged in the design of practical SR systems. First formally discussed by [28], swarm engineering seeks to design systems which are based on rigorous mathematical methods but which also possess the desirable system properties discussed above [29]. Each of these desirable properties can be designed for by answering the following design questions:

1) Does the solution show emergent self-organization, indicating collective intelligence and its potential to be used in variants of the given problem?
2) Does the solution scale to the current and future needs of the modeled scenario?
3) Can the solution flexibly handle unknown environments or those with fluctuating conditions?
4) Is the solution robust to sensor/actuator noise and population size fluctuations?

In order to answer these questions we first need a method for quantifying each of the desirable system properties with numerical calculations; to the best of our knowledge, such a methodology does not exist. The main contribution of this paper is the establishment of such a methodology and several demonstrations of its utility. Specifically, we propose:

1) Metrics for SR systems properties. We present metrics for swarm emergent self-organization, scalability, flexibility, and robustness as analysis tools to assist with answering our design questions (Sections IV to VII). Our approach is domain agnostic and serves as a starting point to develop application-specific variants. Furthermore, we establish the groundwork for more comprehensive theories of swarm behavior, because measuring system properties precisely is a necessary precursor to developing theories about what elements of a swarm control algorithm give rise to observed behaviors.

2) Realistic scenario modeling. We apply our metrics to two real-world problems: indoor warehouse object transport (Section IX) and outdoor search and rescue (Section X). Through application to these complex real-world scenarios we expand the range of characteristics affecting swarm behavior which can be meaningfully studied in simulation. For example, the ability to precisely measure how different levels of sensor and actuator noise affect swarm behavior allows us to incorporate noise-generating elements of real-world problems into our scenario model and better study their effects. Without such methodology, those effects can only be studied qualitatively, which is not as useful.

A preliminary version of this paper was published in the IJCAI conference [20]. It provided metrics for scalability, emergent self-organization, and flexibility, and evaluated them in an indoor warehouse setting. This paper extends previous work in the following ways:

1) Refined metrics for emergent self-organization, scalability, and flexibility, and added metrics for robustness.
2) Applying our metrics to a search and rescue scenario, in addition to an indoor warehouse scenario.
3) Adding two methods that use a different way of doing task allocation to the set of swarm control algorithms which are used for comparison in each scenario.
4) More thorough discussion of recent related work in swarm engineering and our metrics.

The rest of the paper is organized as follows. Section II discusses related works in swarm engineering. We discuss swarm emergent self-organization, scalability, flexibility, and robustness, and derive metrics for each in Sections IV to VII. Section VIII describes our two real-world problems along with design constraints and candidate solutions. In Sections IX and X we apply our metrics to those two problems. We conclude with a discussion in Section XI of common themes between the two scenarios.

II. Related Work

Previous work in swarm engineering can be broadly classified into two overlapping categories: automatic robot controller synthesis [23] which may guarantee collective behaviors and system properties [26], [28], [30]–[32], and the use of mathematical techniques to analyze and predict the collective behavior of swarms from characteristics of individual robot controllers [18], [33], [34].

A method for optimal foraging, as defined from a biological perspective, was presented in [33] based on pheromone trails. Differential equations were used to model the collective behavior of reactive robots [35] and robots with memory which perform task allocation [18]. Evolutionary techniques have also been used, and the resulting controllers shown to be capable of successfully crossing the simulation-reality gap [23], [36]; other works [37] have evolved swarm supervisors (e.g., replacements for human supervisors).

Controller synthesis via combined Lyapunov functions and control theoretic techniques can provide guarantees that the resulting swarm is “safe” (i.e., stay in a desired set of states) in problems such as area patrol, autonomous driving, and robot walking [38]–[40]. Similarly, ensemble dynamics filtering has been used to provably shape swarm dynamics during search and rescue [41]. Temporal logic has been used as an alternative basis for controller synthesis in scenarios where the results
of robot actions are not immediately observable \([28], [32]\) (e.g., robot motion between spatial locations), for identifying unrealizable controllers and analyzing synthesizer output \([42]\), and automated suggestion to make unrealizable controllers realizable \([33]\). For a review of recent works and issues in controller synthesis, see \([44]\).

Some previous works have considered swarm behavior in real-world settings with simulated or real robots in scenarios with non-ideal characteristics; that is, they systematically study how swarm behavior scales, exhibits flexibility, or exhibits robustness to sensor and actuator noise when ideality assumptions commonly employed during algorithm development are relaxed. Notable simulation-based examples include \([20], [43]\) and examples with real robots include \([46]\).

From a swarm engineering perspective, consider which of the following algorithms would have greater utility: a heuristic control algorithm with no provable guarantees but good performance on many problems of interest, or a rigorously derived control algorithm with many theoretical guarantees but relatively poor performance on problems of interest? Depending on the application parameters, stakeholders, and other factors, either algorithm may be considered the “best”; this echoes the concept of ecological rationality, in which the actual performance of an organism in an environment is more important than its potential performance/how well adapted it is to an environment on paper.

Historically speaking, the “best” algorithm is selected through iterative refinement: testing, algorithmic study, etc. The quality of the solution depends strongly on the experience of the designer \([23]\). The number of design iterations can be reduced through (1) more accurate problem modeling, or (2) quantitative metrics for system properties that can be used to predict performance on variances of the problem. Previous work \([9], [47]\) in swarm engineering on algorithm selection for a target application only implicitly considers the swarm properties through raw performance comparisons; a methodology capable of (1) and (2) was presented in \([20]\) for some swarm properties.

### III. Metric Summaries and Preliminaries

In the sections that follow we define metric axes and derive metrics for swarm emergent self-organization, scalability, flexibility, and robustness in Sections \(\text{IV to VII}\). We have defined our axes and metrics to be as general as possible and applicable to almost all domains within multi-robot systems; more precise axes specific to a given domain may provide deeper insight than our definition at the expense of limited wider applicability.

The notation we use is summarized in Table \(\text{I}\). A taxonomy of SR properties with our metric axes is in Table \(\text{II}\) and a top-level summary of our metrics is in Table \(\text{III}\).

The notation we use is summarized in Table \(\text{I}\). A taxonomy of SR properties with our metric axes is in Table \(\text{II}\) and a top-level summary of our metrics is in Table \(\text{III}\).

\(P(N, \kappa, t)\) is an arbitrary performance measurement of some aspect of the behavior of \(S\): time to complete a certain number of tasks, task completion rate, etc. This formulation of swarm performance allows us to simultaneously analyze (1) cumulative performance by summing across all \(t \in T\) (scalability and emergent self-organization), and (2) temporally varying performance curves via pairwise point comparison for each \(t \in T\) (flexibility and robustness). We proceed with the following assumptions:

1) \(P(N, \kappa, t) \geq 0\) for all \(t\).
2) If \(\kappa_1\) is considered to be better than \(\kappa_2\) at time \(t\), then \(P(N, \kappa_1, t) > P(N, \kappa_2, t)\). Performance measures where smaller values are better (e.g., average time to task completion) can be made to satisfy this assumption by taking their reciprocal at each \(t\).

### IV. Swarm Emergent Self-Organization

#### A. Background

Within SR, no widely accepted theory of self-organizing systems exists \([11], [48]\), in part because emergent, self-organizing swarms cannot be easily understood by studying individual parts in isolation \([13]\). In SR systems, interactions between components can overcome outside interactions and give rise to new emergent behaviors not predictable from component study; that is, directly from the swarm control algorithm \([12], [13], [15], [49]\). However, self-organization can be related to the latency of information propagation through a...
In this example, emergence occurs when a swarm of robots, and their interactions can lead to more informed decisions.

Early analyses of emergent behavior posited that a swarm of \( N \) units only exhibits emergent behavior when \( N \) exceeds a critical size \( N_c \) \([57]\). Below this threshold, swarm attempts at self-organization can negatively affect performance (Fig. 1, light blue shaded region). A more generalized definition defines emergence as the positive difference \( P(N) - P_0(N) \) \([58]\) (Fig. 1, shaded region), where \( P(N) \) is the amount of performance achieved by a swarm of \( N \) robots, and \( P_0(N) \) is the amount of performance achieved by an equivalent swarm of independent agents; this intuition is also mentioned in \([12]\), \([13]\), \([35]\). In essence, emergent systems exhibit non-linearities in behavior; self-organizing systems also exhibit non-linearities as they acquire and maintain a spatial, temporal, or functional structure \([13]\).

From these observations we develop our definition of emergent self-organization. We reject the argument that the ability of \( S \) to accomplish a complex task is evidence of emergent self-organization. Consider “programmed” emergence in which robot behaviors “fit” together and directly “sum” to the desired outcome—clearly the collective behavior is easily predictable from component study, and therefore not emergent. Instead, we define emergent self-organization as the second order effects of the robot control algorithm; that is, how a complex sequence of robot-environment and robot-robot interactions can give rise to superlinear behaviors (e.g., performance gains) \([12]\). As an example, consider a control algorithm for cooperatively building 3D structures \([59]\), \([60]\); the swarm’s ability to collectively build such structures does not in itself indicate self-organization (a single robot can also do it). Nor does it unilaterally indicate emergence: if a single robot takes \( T \) seconds to build a structure, and \( N \) robots take \( \geq T/N \) seconds to build the same structure, that is predictable from component study, since increased interference might cause a slowdown. However, if \( N \) robots can build the same structure in less than \( T/N \) seconds, then that is indicative of emergent self-organization (superlinear performance gain).

**B. Axes Intuitions**

Our two metric axes (see Table II) are based on characteristics of self-organizing systems, in which the systems...
are generally far from equilibrium and show an increase in order [13]. We can infer from [13], [15] that SR systems with a high degree of local interactivity should exhibit higher levels of emergent self-organization than systems with a low degree of interaction [10], [11], [14]. From Fig. [1] we know that emergent behavior can be quantitatively measured as a super-linear increase in swarm performance as \( N \) increases linearly. We argue that sub-linear increases in inter-robot interference across linearly increasing \( N \) are also indicative of emergent behavior, since there may be a correlation between reduced interference and increased performance with self-organization.

We measure spatial self-organization, defined as collective optimization of inter-robot interference and movement patterns, by measuring the sub-linearity of inter-robot interference as \( N \) increases. If the proportional increase in the amount of performance lost due to inter-robot interference between swarms of size \( N_1 \) and \( N_2 \), with \( N_1 < N_2 \), is sub-linear, then self-organization has occurred. That is, \( S \) has learned to leverage inter-robot interactions to become more spatially efficient with increasing \( N \). In the absence of self-organizing, random robot motions would produce approximately linear increases in inter-robot interference as the size of \( N \) increases, and be in equilibrium regarding interference levels.

In order for spatial self-organization to reliably arise, \( S \) must be operating in a bounded space; without this restriction, a swarm will not necessarily be motivated to manage space efficiently. This restriction manifests itself in applications such as warehouses [41].

We measure task-based self-organization, defined as collective optimization of task allocation, by measuring the super-linearity of the marginal performance gain as \( N \) increases [61]. If a super-linear increase in performance gained due to optimization of higher level swarm functions is observed between two swarms of size \( N_1 \) and \( N_2 \), then emergent self-organization has occurred. That is, the swarm has learned to leverage inter-robot interactions and relationships between tasks to become more efficient with larger \( N \). In applications without a bounded operating arena, task-based self-organization is more likely to emerge than spatial self-organization, as it does not directly depend on environmental factors.

C. Metric Derivations

Formalizing our intuition, we define our task emergent self-organization measure \( E_\text{T}(N_1,N_2,\kappa) \) as follows. We calculate (post-hoc) the number of robots experiencing inter-robot interference, instead of doing useful work, within \( S \) on each timestep \( t \), denoted as \( t_{\text{lost}}(N,\kappa) \). This can then be used to compute the per-timestep fraction of overall performance loss \( P_{\text{lost}}(N,\kappa,t) \) as follows:

\[
P_{\text{lost}}(N,\kappa,t) = \begin{cases} 
P(1,\kappa,t) t_{\text{lost}}(1,\kappa) & \text{if } N=1 \\
P(N,\kappa,t) t_{\text{lost}}(N,\kappa) & \text{if } N>1 \\
-N P_{\text{lost}}(1,\kappa,1) & \text{if } N>1
\end{cases}
\]

Eq. (1) quantifies a swarm’s ability to detect and eliminate non-cooperative situations between agents (e.g., frequent inter-robot interference) as \( N \) increases [49]. For \( N > 1 \) we subtract the interference that would have occurred in a swarm of \( N \) independent robots which never interfered with each other.

If we compute Eq. (1) for two swarms of size \( N_1 < N_2 \), sub-linear increases in the computed value indicate that a swarm of \( N_1 \) robots is capable of emergent self-organization. We can now define our spatial emergent self-organization measure \( E_\text{S}(N_1,N_2,\kappa) \), where positive values indicate self-organization, as:

\[
E_\text{S}(N_1,N_2,\kappa) = \sum_{t \in T} \frac{N_2}{N_1} P_{\text{lost}}(N_1,\kappa,t) - P_{\text{lost}}(N_2,\kappa,t)
\]

(2)

We define our task emergent self-organization measure \( E_\text{T}(N_1,N_2,\kappa) \) as:

\[
E_\text{T}(N_1,N_2,\kappa) = \sum_{t \in T} P(N_2,\kappa,t) - \frac{N_2}{N_1} P(N_1,\kappa,t)
\]

(3)

Eq. (3) quantifies the marginal performance gain [61] of the swarm as superlinear increases in self-organization. Positive values indicate self-organization.

V. SWARM SCALABILITY

A. Background

In recent years, swarm engineering has produced many design tools and methods for rigorous algorithm analysis and derivation of analytical, rather than weakly inductive proofs of correctness [16], [22], [31], [32], [62], [63]. Despite this, there has not been a corresponding increase in the number of robots used, which is important for tackling problems of real-world scale. Investigation of simple behaviors such as pattern formation, localization, or collective motion is generally evaluated at small scales, with 20–40 robots [22], [23], [64], and more complex behaviors such as foraging and task allocation with 20–30 robots [31], [63], [65]. Notable exceptions to this trend include [6], [20], [48], [62], which used 600, 768, 375, and 16,384 robots respectively.

While these swarm sizes may technically meet the criteria to be considered a swarm (10–20 robots [1]), from a swarm engineering perspective they may not provide enough confidence in algorithm correctness, since studies at small scales may suffer from unmanifested theoretical and empirical scalability issues. Furthermore, reliably analyzing emergent and self-organizing behaviors during the design process is difficult at small scales since they only reliably arise at larger scales, where “larger” is problem-dependent [52].

Previous work calculated swarm scalability as \( S(N) = P(N)/N^x \) (i.e., per-robot efficiency) [6]. While this measure provides insight into scalability, it is not predictive (e.g., given \( P(N) \), we cannot plausibly estimate \( P(2N) \) without retroactively charting \( S(N) \) across a range of values for \( N \)).

B. Axis Intuition

Our metric axis (see Table [I]) is based on the intuition that \( N \) robots in \( S \) are analogous to nodes in a supercomputing system: if a job takes \( T \) seconds with \( N \) robots, ideally it will take \( T/2 \) seconds with \( 2N \) robots in a perfectly parallelizable system. We adapt the Karp-Flatt metric [67] which measures...
the level of parallelization of a program and the plausibility of speedups if more computational resources are added, to swarm engineering, where it exposes the portion of observed performance rooted in inter-robot cooperation. Using such a metric, higher values will indicate cooperative swarms and plausible predictions of efficiency increases for larger $N$.

C. Metric Derivation

Formalizing our intuition, we define our scalability measure $C(N_1, N_2, \kappa)$, where $N_1 < N_2$, using the Karp-Flatt metric:

$$C(N_1, N_2, \kappa) = \sum_{t \in T} 1 - \left[ \frac{P(N_2, \kappa, t)}{P(N_1, \kappa, t)} \cdot \frac{N_2}{N_1} \right]$$

(4)

In Eq. (4), the term in [ ] is the serial fraction $e$ from the original Karp—Flatt paper. Our formulation defines “speedup” as the performance gain with $N_2$ robots over the performance with $N_1$ robots, rather than over the performance with 1 robot, per the original paper. This “marginal performance gain” provides comparable results between $\kappa$ which require a critical $N$ to perform well (i.e., sub-linear increases in performance across small $N$), and $\kappa$ which have more linear increases in performance across small $N$. Negative values for $C(N_1, N_2, \kappa)$ are possible, due to the fact that the original Karp-Flatt metric assumes that $P(N', \kappa, t)$ is a monotonically increasing function (i.e., adding more processors always gives some marginal gain), and this assumption is not valid in general for SR systems when adding more robots.

VI. SWARM FLEXIBILITY

A. Background

Flexibility among agents within a swarm in response to environmental changes is an important aspect of their collective utility: they should be able to react to factors in the environment, such as the quality or safety of locations within it, while also changing their behavior in response to every fluctuation [12]. Some works on flexibility compare the raw performance of swarm control algorithms under dynamic environmental conditions [13], [21] or conditions from those they were developed in [6], [68], [69]. However, the resultant claims of flexibility due to performance similarity across scenarios is strictly qualitative, due to a lack of mathematical quantification of “difference” in scenario conditions as a factor in performance comparisons.

B. Axes Intuitions

A swarm $S$ is considered flexible if it can self-organize to cope with a variety of non-ideal environmental conditions (defined by $V_{dev}(t)$) which change over time and are different than the conditions it was developed in. These changes can include the cost of performing a particular action (e.g., picking up/dropping an object in foraging), maximum robot speed (e.g., wheeled robots buffeted in variable winds in outdoor environments) or the performance of some tasks more slowly than others (e.g., carrying objects of differing weights).

We measure swarm flexibility along two opposing axes (see Table II) in order to encompass a wide range of possible design constraints. First, its reactivity: how quickly and proportionally $P(N, \kappa, t)$ changes according to changes in $V_{dev}(t)$, as shown in Fig. 2. Second, its adaptability: $P(N, \kappa, t)$ does not change, regardless of $V_{dev}(t)$ (i.e., consistent performance). That is, if non-ideal environmental conditions change over time, performance does not change in ideal environmental conditions, as shown in Fig. 2. Adaptive swarms minimize performance losses under adverse conditions ($V_{dev}(t) > 0$), and resist performance increases under beneficial deviations from $I_{ec}(t)$, (i.e., $V_{dev}(t) < 0$).

C. Metric Derivations

Using the results of [70], we derive temporally-aware measures quantifying the difference between expected and observed performance in arbitrary environmental conditions, and use it to calculate swarm reactivity and adaptability.

To derive the performance curve of a swarm with optimal reactivity, $R^{*}(N, \kappa)$, we note that such a swarm will react instantaneously and proportionally whenever $V_{dev}(t)$ is non-zero. Define $c_t$ as a per-timestep constant representing the signed proportional difference between ideal and non-ideal conditions:

$$c_t = \frac{V_{dev}(t) + I_{ec}(t)}{I_{ec}(t)}$$

(5)

Then, $P_{R^{*}}(N, \kappa, t) = c_t P_{ideal}(N, \kappa, t)$ for all $t \in T$, and we can now define our reactivity measure $R(N, \kappa)$:

$$R(N, \kappa) = DTW(P_{R^{*}}(N, \kappa, t), P(N, \kappa, t))$$

(6)

where $DTW(X, Y)$ is a Dynamic Time Warp similarity measure between two discrete curves $X$ and $Y$, based on the conclusions in [70]. We note that DTW correctly matches temporally shifted sequences of applied variance and observed performance (achieving $R^{*}(N, \kappa)$ is not possible for realistic swarms), and exhibits robustness to signal noise.
It is clear from our intuition above that in a swarm with optimal adaptability, \( A^*(N, \kappa) P_{A^*}(N, \kappa, t) = P_{ideal}(N, \kappa, t) \) for all \( t \). We can now define our adaptability measure \( A(N, \kappa) \):

\[
A(N, \kappa) = DTW(P_{A^*}(N, \kappa, t), P(N, \kappa, t))
\]  

(7)

where \( DTW(X, Y) \) is a Dynamic Time Warp similarity measure, for the same reasons described above for \( R(N, \kappa) \).

VII. SWARM ROBUSTNESS

A. Background

Bjørner et al. [45] show that contrary to the common assumption in SR literature, larger swarms can be less robust than smaller swarms, and argue that fundamental changes to SR system design, such as the inclusion of an artificial immune system, are required to detect and self-heal from faults. A generic framework for fault detection in robot swarms based on immunological response and peer voting was presented in [71], and showed a high level of accuracy in identifying a faulty robot in real-robot swarms, even if swarm behavior collectively changed over time. Other works in formation control [72] and decision making [73] treat robustness from the perspective of the ability of \( S \) to meet its goals in the presence of malicious robots, and provide provable collective behavior guarantees, which are by their nature guarantees of emergent behavior. Availability analysis, i.e., determining what fraction of a swarm will be available on average in statistical equilibrium to work on tasks, given robot malfunction and repair rates, has investigated both independent and coupled robot malfunction rates [74].

Swarm robustness in the presence of single robot sensor malfunction was demonstrated in [4], allowing failing robots to share data with functioning robots. Swarm robustness to Gaussian noise was measured and analyzed by [24, 26] on collective swarm motion, and on obstacle detection [25]. Gaussian noise was applied to robot sensor readings in [9], and their effects studied for different variants of a foraging algorithm. The Fokker-Planck equation was derived from statistical physics for a given Langevin equation governing robot motion, including noise models, and applied to the analysis of simple phototaxis (i.e., motion towards light) behaviors [48]. Other works inject a small level of uniform or Gaussian noise (0.5–10%) to help narrow the simulation-reality gap, without performing statistical analysis [6, 66]. Many theoretic works do not incorporate noise into their models [18, 30]; exceptions include [26]. Similarly, many application oriented works do not systematically evaluate algorithms in the presence of noise; exceptions include [9, 24].

B. Axes Intuitions

We motivate our robustness axes by considering real-world examples such as underwater, mining, and warehouses [41], [68]. In such environments, swarms may have to deal with one or more of: (1) high levels of sensor and actuator noise, (2) adversarial task re-allocation in which robots can leave a sub-swarm working on a certain task at any time, and (3) frequent robot mechanical failures. We therefore define a swarm’s robustness along two axes.

First, sensor and actuator noise robustness, or its ability to collectively adapt to temporally varying levels of sensor and actuator noise. Swarm sensor and actuator noise robustness should measure how close \( P(N, \kappa, t) \) of \( S \) remains to \( P_{ideal}(N, \kappa, t) \) when \( V_{dev}(t) \) affects the internal state of \( S \) via sensor and actuator noise, where \( P_{ideal}(N, \kappa, t) \) is the performance of \( S \) with idealized, noise-free sensors.

Second, population dynamics robustness, or its ability to collectively adapt to temporal changes in the swarm size \( N \). We emphasize the collective adaptation, as our robustness definition is an emergent property. Swarm population dynamics robustness of \( S \) should measure the ability to maintain the same level of performance as population size changes. As robots enter and leave \( S \) over time (permanently or temporarily), they will have an inaccurate world model. Different \( \kappa \) will cope with these robots in different ways and will ultimately affect \( P(N(t), \kappa, t) \) differently. We want to correlate \( N(t) \) with changes in \( P(N(t), \kappa, t) \). Building on [74], we derive expressions for the average number of robots in the system and how long a robot stays in the system, and use this to define our population dynamics robustness measure.

C. Metric Derivations

It is clear from our intuition above that in a swarm with optimal sensor and actuator noise robustness \( B_{sa}(N, \kappa), P_{sa^*}(N, \kappa, t) = P_{ideal}(N, \kappa, t) \) for all \( t \). We can now define our sensor and actuator noise robustness measure \( B_{sa}(N, \kappa) \):

\[
B_{sa}(N, \kappa) = DTW(P_{sa^*}(N, \kappa, t), P(N, \kappa, t))
\]  

(8)

where \( DTW(X, Y) \) is a Dynamic Time Warp similarity measure, as described in Section VI for \( R(N, \kappa) \) and \( A(N, \kappa) \). We compare performance curves, rather than cumulative performance values, in order to account for swarm emergent (partial) mitigation of the noise via changing behaviors.

To compute the variability of \( N(t) \), we first derive the average amount of time a robot spends in \( S \), \( T_S \).

In queueing theory, queues are described by a tuple \( A/S/c \) [75]. \( A \) is the arrival process, which is typically Markovian, \( S \) is the service time distribution, which is also typically Markovian, \( c \) is the number of service channels available to service items as they leave the queue. We study the \( M/M/1 \) queue, in which items arrive at rate \( \sim \text{Poisson}(\lambda) \), remain in the queue for a period of time, and are serviced at rate \( \sim \text{Exp}(\mu) \) [75]. We define three queues to model the possible sources of a temporally varying \( N(t) \) resulting from robots leaving \( S \), extending [74], as follows:

1) Birth queue, \( Q_b \), is an \( M/M/1 \) queue defined by \( (\lambda_b = 0, \mu_b) \), which models the periodic addition of robots to \( S \) at rate \( \mu_b \) that have been released from other tasks to join \( S \) to work on task \( T \). \( Q_b \) begins with \( (N - N(0)) \) robots in it and has a finite population; that is, every robot not part of \( S \) at \( t = 0 \) is a member of this queue.

2) Death queue, \( Q_d \), is an \( M/M/0 \) queue defined by \( (\lambda_d, \mu_d = 0) \) modeling the permanent removal of robots from \( S \) as they critically malfunction or are permanently reallocated to other tasks and are removed from the swarm at rate \( \lambda_d \). We treat the two cases identically.
There are 0 servers in this queue, and hence $\mu_d = 0$. $Q_d$ begins with 0 robots in it.

3) Repair/reallocation queue, $Q_r$, is a birth-death M/M/1 queue defined by $(\lambda_{bd}, \mu_{bd})$. $Q_r$ models the temporary removal of robots from $S$ as they (1) non-critically malfunction, or (2) are temporarily reallocated to other tasks at rate $\lambda_{bd}$ (we treat the two cases identically), and return to $S$ to work on $T$ at rate $\mu_{bd}$. $Q_r$ begins with 0 robots in it.

Assuming that (1) the service/arrival rates are constant, (2) $Q_b, Q_d, Q_r$ are all independent, and (3) a robot can be at most in one queue at a time, we leverage the additive property of Poisson random variables and combine $Q_b, Q_d, Q_r$ into a single M/M/1/N(t)/N queue, $Q_S$, which models the number of robots not in $S$ at $t$.

To have a stable system, the utilization $\rho_S$ must be < 1:

$$\rho_S = \frac{\lambda_d + \lambda_{bd}}{\mu_d + \mu_{bd}}$$

(9)

Depending on the relative arrival and service rates of $Q_b, Q_d, Q_r$, stability can be achieved in many different ways. Similarly, the variance of the size of $Q_S$ can also vary greatly as robots stay in the swarm for different amounts of time on average. Using Little’s law\[75\] to calculate the average amount of time each robot spends in $Q_S$ we have:

$$L_S = \frac{\rho_S^2}{1 - \rho_S}$$

(10)

and the total amount of time $T_S$ that a robot spends not in $S$:

$$T_S = \frac{1}{\mu_d + \mu_{bd} - (\lambda_d + \lambda_{bd})} + \frac{1}{\mu_d + \mu_{bd}}$$

(11)

We can now compute the amount of time a robot is not in $Q_S$ (and therefore in $S$), by taking $T_S = T - T_S$. Higher values of $T_S$ indicate more stable swarms, and lower values indicate more volatile swarms in which more “experienced” robots will have to work with the sub-optimal actions of less experienced robots which are newly added, have been repaired, or have finished a different task. We now define our population dynamics robustness measure $B_{pd}(\kappa)$ by correlating $T_S$ with $P(N(t), \kappa, t)$:

$$B_{pd}(\kappa) = \sum_{t \in T} P(N(t), \kappa, t) - \frac{T_S}{T_{S_{ideal}}} P_{ideal}(N(t), \kappa, t)$$

(12)

Eq. (12) measures the difference between $P_{ideal}(N(t), \kappa, t)$ and $P(N(t), \kappa, t)$, weighted by swarm population variance, $T_S/T_{S_{ideal}}$.

VIII. APPLICATION SCENARIOS OVERVIEW

We examine two scenarios: indoor warehouse object transport (Section IX), and outdoor search and rescue (Section X), framed as swarm control algorithm selection problems. The scenarios span different problem domains in which SR systems have been successfully applied, and thus serve as excellent testbeds for determining the utility of our approach as an assistive tool in the development of SR systems. Both scenarios are “obstacle-free”, in that there are no predefined obstacles. However, robots act as moving obstacles to each other; this maps naturally to many SR applications in which there are no humans in the operating area due to safety concerns.

We frame our two scenarios as foraging tasks, in which robots gather objects from a finite operating arena and bring them to a central location. We include intuitions about how each controller will perform in each scenario based solely on their technical descriptions (Sections IX and X respectively), so that we can determine to what extent our intuitions are supported by the numerical results from our metrics.

A. Motivation via Modeling Scenario Characteristics

We motivate the need for insightful metrics by considering the design constraints shown below, each of which may be present or absent in specific scenarios such as the two we study in this work. Without precise numerical quantification of the effect of constraints on swarm behavior, then any evaluation of control algorithms will be strictly qualitative, and based solely on iterative refinement and engineer intuition. We show that our metrics encompass all the constraints shown below, and therefore solve the problem of modeling real-world scenario characteristics in a comprehensive way.

1) Environmental Disturbances. In many cases, it may not be feasible to develop and test SR systems in the exact environmental conditions in which they will operate (e.g., space, military, disaster cleanup applications) due to cost or locality constraints\[76\]. Therefore, flexibility in reacting and adapting to unknown conditions is critical.

2) Noisy environments. In many environments, sensor and actuator readings may not be accurate beyond the usual level of noise. Levels of noise can vary (1) depending on the robot’s current location in the operating arena, and (2) the current time (e.g., temporally varying sources). In this work, we consider a noise model in which the exact noise level is not known a priori, but its distribution is known or can be reasonably inferred. We further assume that the effects of sensor and actuator noise are spatially homogeneous and affect all sensors and actuators equally.

3) Unreliable robots. All robots are fallible, due to the nature of robotic hardware. It is only a question of how often they fail and if the failure is permanent or repairable. Some prior work has considered temporary failures\[4, 74\]; we expand the scope by considering the effect of temporary and permanent robot failures.

4) Semi-adversarial task reallocation. Given the inherent flexibility to adapt to perform different tasks efficiently, it is expected that not all robots within a swarm will be working on the same task at the same time, as different system operators dynamically reallocate robots to tasks in real-time. Previous work in swarm robotics in general, and foraging in particular, assumed that system operators will have exclusive use of the entire swarm, whatever its size is, for the task at hand (i.e., $N = N(t)$ for all $t$)\[4, 20, 27, 47, 66\]. For simplicity of analysis, we assume that all robot reallocations are independent and can happen at any time.
5) Operating arena size. If the size of the arena in which \( S \) will operate is known beforehand, \textit{variable swarm density} is an appropriate model, in which swarms of increasing size \( N \) are placed in the same arena. If the size of the arena is not known beforehand, \textit{constant swarm density} is more appropriate, in which the size of the operating arena scales linearly with increasing \( N \). Our definition of swarm density loosely falls under the Eulerian continuum for swarm dynamics described in \cite{77}. The choice of variable or constant swarm density is a critical factor in the design process. With variable density, robots in swarms with higher densities will experience more inter-robot interactions than robots in smaller swarms, thus skewing performance results. With constant density, as swarm sizes increase, the arena size also increases proportionally, greatly reducing skewing artifacts. An appropriate model needs to be chosen in either case, as swarm density, not size, is the critical factor in determining swarm emergent self-organization \cite{58,63}.

6) Object Distribution. The distribution of the objects to be gathered in the operating arena can be modeled in various ways. The most common distribution is \textit{random} (Fig. 3a), in which objects are scattered uniformly in a square or circular environment \cite{6,9,30,58}. Other studied distributions include \textit{power law} (Fig. 3b), in which objects are clustered in groups of various sizes \cite{6}. When the object distribution is not known or cannot be inferred \textit{a priori}, \textit{random} or \textit{power law} are appropriate, following empirical observations \cite{6}. The \textit{single source} distribution (Fig. 3c) has also been extensively studied \cite{20,27,47,65,66}. The single source distribution (scenario 1 medium warehouse, Section IX).

7) Minimum collective performance. In SR systems with task reallocation and robotic failures, a common design constraint is a minimum performance that \( S \in \mathbb{S} \) must meet in statistical equilibrium, as \( N(t) \) fluctuates. We use the notion of \textit{swarm availability}, and define \( p_v \) as the probability that \( N_{\text{min}} \) robots from a swarm of size \( N \) are allocated to task \( T \) at time \( t \) (for a derivation, see \cite{74}):

\[
p_v = \pi N \left( 1 + \sum_{k=N_{\text{min}}+1}^{N-1} \prod_{i=k}^{N-1} \frac{1}{\rho} \right) \quad (13)
\]

Using Eq. (13) we can now solve for either:

- \( \rho \), obtaining a ratio that the rates of robots entering/leaving \( S \) must satisfy if \( (p_v, N_{\text{min}}) \) are specified.
- A range of achievable \( p_v \), given the rates of robots entering/leaving \( S \), and a range of \( N_{\text{min}} \) values (see Fig. 10a for examples of this analysis).

B. Candidate Algorithms (\( \kappa \))

We have selected four state-of-the-art foraging swarm control algorithms, which in our notation we indicate with \( \kappa \). Videos for each \( \kappa \) with different spatial distributions of the swarm are included in the multimedia accompaniment to this paper, to provide intuitive grounding of the behavior of each algorithm. We selected these algorithms because they use common paradigms for foraging algorithms, from simple reactive random walks to more complex methods with theoretical bases which do task allocation. Comparative analysis across such a wide spectrum of complexity using our metrics will constitute a significant “stress test.” If they provide predictive insights, we will have strong empirical evidence that they capture underlying elements of swarm behavior.

- **Correlated Random Walk (CRW).** Robots do a correlated random walk, which is a random walk in which the direction of the motion at each step depends on the direction of the previous step \cite{78}, until they acquire an object, which they then transport to the nest using phototaxis, i.e., motion in response to light. Robots do not reallocate tasks, i.e., they always do the same task, and have no memory (reactive algorithm). Similar controllers can be found in \cite{11,35}.

- **Decaying Pheromone Object (DPO).** Robots track objects they have seen using exponentially decaying pheromones \cite{6,27}, and determine the “best” object to acquire using derived information relevance. Robots do not perform dynamic task allocation (i.e., always perform the same task). Similar controllers can be found in \cite{33}.

- **STOCHM.** Robots stochastically allocate tasks using the STOCH-N1 algorithm \cite{27}, a stochastic choice depending on the location of the most recently executed task within the graph of tasks available to each robot (Fig. 4). From Fig. 4 STOCHM robots can allocate any of the red or blue tasks, which are: (1) the entire task, Forager,
robots in the small warehouse, but do not know how many robots will be needed in the medium warehouse.

$$\gamma$$  |  Intuitions  
---  |  ---  
CRW  |  • Modest spatial self-organization compared to other algorithms due to the efficiency of random motion in reducing interference.  
|  • Moderate reactivity and adaptability as a memory-less algorithm.  
DPO  |  • Low spatial self-organization compared to CRW swarms because of competition at collectively learned locations of foraging targets.  
|  • Low reactivity and adaptability because $S$ is affected by changing environmental conditions but cannot substantially change behavior.  
STOCHM  |  • Suffers from congestion near the locations of static caches, which may outweigh the self-organization possible due to multiple tasks.  
|  • Low self-organization because algorithm complexity and spatial cache requirements make learning through interaction in spatially constrained environments difficult.  
|  • More flexible than DPO due to the presence of caches to help regulate traffic, and the maintenance of the caches by an outside process independent of swarm behavior.  
|  • Less scalable than CRW and DPO because it balances exploitation and exploration of the search space.  
STOCHX  |  • High levels of self-organization, greater flexibility, and population dynamics robustness via dynamic cache usage.  
|  • Algorithm complexity and spatial cache management make learning in spatially constrained environments difficult, so high task-based self-organization only expected in less constrained environments.  
|  • Lower raw performance than other algorithms because $S$ has to do additional work on dynamic cache management (e.g., exploration vs. exploitation of the environment).  
|  • Less scalable than STOCHM because the solution space is larger.

TABLE IV: Summary of control algorithms intuitions, along with comparative analysis in the indoor warehouse object transport scenario.

A. Design Constraints

This scenario, or variants of it, has been studied by [9], [27], [47], [56]. Given the company’s description of their scenario, we define the following design constraints:

- $P(N', \kappa, t)$: Measures the rate of object collection; more efficient $\kappa$ gather more objects per $t$ on average.
- Operating arena: Fixed sizes (500 $m^2$, 2,000 $m^2$) with variable swarm density.
- Object distribution: Single source for the small warehouse, and random for the medium warehouse.
- Environmental disturbances: Periodic events such as shift changes and deliveries may occur, which we model as square waves, applying throttling functions to the maximum robot speed while carrying an object. This models increased congestion or additional computational time needed to plan safe trajectories in the presence of unknown dynamic obstacles while transporting goods. Given that the frequency and disruption of the disturbances is unknown, we test throttling levels $0 \sim 0.4$, and set the frequency $f = 5000$, modeling periods of intense disruption that appear roughly every 1.4 hours.
- Sensor and actuator noise: Given the tightly controlled indoor environment, there are no unexpected sources of sensor or actuator noise; precise indoor localization methods may also be available. However, no SR system is noise free, so we will investigate the effect of minor levels of Gaussian noise $G(\mu, \sigma)$ with $\mu = 0, \sigma = 0 - 0.03$.
- Task reallocations: Given that robots will work alongside humans in both warehouses, we assume that human employees (or a centralized warehouse AI) can reallocate

C. Experimental Framework

The experiments described in this paper have been carried out in the ARGoS simulator [79]. We employ a dynamical physics model of the robots in a three dimensional space for maximum fidelity, even if robots are restricted to motion in the XY plane, using a model of the marXbot developed by [80]. For all the experiments we average the results of 192 experimental runs of $T = 10,000$ seconds. We utilize SIERRA [4] to automatically generate simulation inputs, run experiments, and generate the graphs seen in this paper.

IX. SCENARIO 1: INDOOR WAREHOUSE

This scenario is inspired by the use of robots in Amazon warehouses, in which SR system designers have to select a control algorithm to be deployed in a small ($\sim 500 m^2$) and a medium ($\sim 2000 m^2$) warehouse of an order fulfillment company. The company has just expanded from a previous small warehouse, where they had 50 robots divided into 10 teams of 5, with each team assigned to assist with filling a given order.

After some preliminary analysis, the company believes that sufficient throughput can be maintained with $N_{min} = 50$

[https://github.com/swarm-robotics/sierra.git](https://github.com/swarm-robotics/sierra.git)
robots at any time as workloads evolve throughout the day. We do not have an estimate of how often this will occur from the company’s problem description, but given that \( N_{min} = 5 \), and 50 robots are available, we can compute the reallocation rates using Eqs. (9), (10) and (13) for the small warehouse, and extrapolate for the medium warehouse as needed.

- Minimum collective performance: Achieved by \( N_{min} = 5 \) robots for all \( \kappa \) in the small warehouse, which we extrapolate for the medium warehouse, \( N_{min} = 5 + 4 = 20 \).
- Robot reliability: Given the tightly controlled indoor environment and assumed regular maintenance of robots, the overall robotic temporary failure, repair, and permanent failure rates should be negligible, and we set \( \lambda_d = 0 \) and \( \mu_p = 0 \), as \( \mathcal{N} \) is fixed throughout operation.

We use a \( 32 \times 16 = 512 \) \( m^2 \) arena with a single-source object distribution for the small warehouse, and a \( 48 \times 48 = 2,048 \) \( m^2 \) arena with a random object distribution for the medium warehouse, modeling smaller and larger scale order fulfillment operations, respectively. We use the intuitions in Table IV and perform a comparative analysis of the swarm properties, i.e., emergent self-organization, scalability, flexibility, and robustness of the candidate \( \kappa \) algorithms described in Section VIII-B to determine if our intuitions are supported by our numerical metric calculations. We omit results where no statistically significant differences are observed, or where the observed trends are the same as those for the shown warehouse.

B. Emergent Self-Organization Analysis

In Fig. 5a, the level of spatial self-organization remains relatively constant across all swarm sizes, indicating that each \( \kappa \) is able to manage increasingly restricted space reasonably well. The small arena size restricts the ability of swarms to learn task parameters by conflating beneficial inter-robot interactions with excessive collision avoidance, and there are no statistically significant differences in the spatial self-organization among the more complex STOCHM and STOCHX algorithms. We see statistically significant differences between CRW and the other algorithms in the small warehouse, however, as its purely reactive nature is relatively unaffected by the conflation. Spatial self-organization emerges due to sufficiently large perturbations of robot exploratory random walks via interference by robots returning to the nest with objects and the otherwise random motion of the swarm for CRW. In more spatially constrained situations, DPO robots are less random, but compensate for this with memory. STOCHM and STOCHX robots have additional fluctuations due to their stochastic task allocation policies. Overall, these observations demonstrate the importance of the random fluctuations system property necessary for self-organization to occur, as discussed in Section IV-A and that in spatially constrained environments self-organization can arise even in less “intelligent” algorithms due to the high levels of inter-robot interaction. This suggests that algorithmic randomness is the most important factor in emergence, together with swarm density, which was shown in previous work to be critical to develop self-organization \([58]\).

From Fig. 5b, we see few statistically significant differences between the level of spatial self-organization for CRW, DPO, and STOCHM. In this less spatially constrained environment, the swarm must collectively learn more from fewer interactions (i.e., there is less conflation between different types of inter-robot interactions), demonstrating the importance of the multiple interactions system property necessary for self-organization to occur, as discussed in Section IV-A. As expected, the complex STOCHX algorithm is the most adept at doing this via its dynamic use of caches, and obtains a near linear scaling in self-organization as \( \mathcal{N} \) is increased.

C. Scalability Analysis

From Fig. 6 we see much tighter confidence intervals for the simpler CRW and DPO algorithms, and broader intervals for STOCHM and STOCHX, indicating that while more “intelligent” algorithms have the potential to be highly scalable, their scalability is also more stochastic than simpler algorithms. This is in agreement with the intuitions laid out in Table IV more complex algorithms balance exploring the solution space with exploiting the current solution, resulting in reduced performance and scalability, while simpler algo-

---

Fig. 5: Swarm emergent self-organization under ideal conditions (no sensor and actuator noise or population dynamics). Graphs of similar trends between algorithms spatial self-organization in the medium warehouse, no statistically significant differences between algorithms in the medium warehouse omitted.

Fig. 6: Swarm scalability and raw performance under ideal conditions (no sensor and actuator noise or population dynamics) in the medium warehouse. Nearly identical results for the small warehouse are omitted.
algorithms perform more exploitation of the current solution than exploration, resulting in increased performance and scalability.

Between Fig. 5 and Fig. 6 we see strong orthogonality between self-organization and scalability/performance: algorithms which are more “intelligent” are less reliably scalable, though they can be more scalable than less intelligent algorithms. Previous work [27] has shown that STOCHX outperforms the other algorithms in foraging scenarios more conducive to the emergence of strong traffic patterns. The random foraging environment of the medium warehouse is much more adverse, leading to the observed lower performance and scalability. This difference demonstrates the interaction between scenario characteristics and swarm dynamics, the necessity of accurate modeling and thorough analysis when designing SR systems, and the importance of matching algorithms to environments to which they are naturally well-suited.

D. Flexibility Analysis

In Figs. 7 and 8, we see more statistically significant differences between algorithms in reactivity and adaptability for the medium warehouse than for the small one, which is likely due to the conflation of the experimental variables for inter-robot interference and environmental adversity in the small warehouse, as discussed in Section IX-B. We also see further evidence of synergy between our measures in the correlation between the relative levels of spatial and task-based self-organization and flexibility.

STOCHM and STOCHX swarms have the highest levels of self-organization (Fig. 5), and the highest reactivity and adaptability as well for more disruptive $V_{dev}(t)$. The DPO algorithm, while more complex than CRW, is not as reactive or adaptive, demonstrating that adding cognitive capacity to a given algorithm is not guaranteed to make the swarm more flexible. DPO swarms are unable to substantially react to changing environmental conditions because they are fundamentally unable to alter their behavior, which is compounded with increased congestion at shared resources, which manifests as a lack of “intelligence” in changing environmental conditions.

STOCHM performs better due to the more complex task allocation distributions, and STOCHX swarms, as expected, are generally the most reactive and adaptive of all evaluated algorithms. Both STOCHM and STOCHX are also cognitive, suggesting that it is possible to design a complex, cognitive algorithm which is just as flexible as a reactive algorithm—an important insight during the design process. More work is needed to further explore this relationship, but our results suggest that there is a threshold of emergent self-organization for cognitive algorithms which must be met in order to obtain collective performance which consistently outperforms that of simpler biomimetic algorithms.

In the medium warehouse (Figs. 7b and 8b), because the relative levels of inter-robot interference are lower, we see much more consistent trendlines of approximately the same slope for STOCHX swarms, indicating that such swarms are sufficiently “intelligent” to maintain nearly identical marginal reactivity to increasingly adverse environmental conditions (i.e., very small slopes). Other algorithms, having less “intelligence,” show decreasing marginal reactivity (i.e., increasing slopes).
Fig. 10: Swarm availability $p_v$ for desired steady state swarm sizes $N(t)$ (queue lengths $L$) for different $N_{min}$, the minimum number of robots required to meet a desired performance level, given Poisson-distributed reallocations of robots in the swarm $S$ to other tasks.

Fig. 11: Swarm population dynamics robustness ($B_{pu}(\kappa)$). Population variance compared to ideal conditions, i.e., how much more often robots from $S$ are reallocated to other tasks, is on the X-axis, and the computed robustness value on the Y-axis.

E. Robustness Analysis

For the small warehouse in Fig. 10, the CRW and STOCHX algorithms generally show statistically equivalent robustness. Of all the candidate algorithms, CRW is the least reliant on the accuracy of sensors/actuators of all algorithms, while STOCHX has a high level of self-organization—both equivalent means of achieving robustness to sensor and actuator noise. DPO and STOCHM likewise are not statistically different in terms of sensor and actuator noise robustness, except at higher $\sigma$. We see a clearer separation between algorithms in the medium warehouse in Fig. 10b, again likely due to the reduced conflation between different types of inter-robot interactions. In both Figs. 10a and 10b, we also see strong evidence of “phase transitions” of the behavior of all algorithms with $\sigma \geq 0.017$. The transition is much more pronounced for DPO and STOCHM, in which the ability of these algorithms to handle injected noise begins to break down—a crucial insight in the design process.

To analyze population dynamics robustness, we use $N = 50$ for the small warehouse, per the company’s specification, and Eq. (13) to solve for $p_v$, given desired steady state $N(t) = \{5, 10, 20\}$, shown in Fig. 10a. Given that sufficient performance can be achieved (per scenario specification) with $N_{min} = 5$ robots for any algorithm, we see that this corresponds to $p_v \sim 0.40$, meaning that approximately 40% of the time all 5 robots of a given team were available to work on filling an order. For the medium warehouse, we use $N = 200$ and $N_{min} = 20$, extrapolating from the company’s specification, and solve for $p_v$ in the same manner, shown in Fig. 10b. With $N = 200$, the availability curves drop off much more steeply, and we must have larger team sizes to achieve the same level of availability as the small warehouse.

We again see the same dichotomy between STOCHM/DPO and STOCHX/CRW in the small warehouse in Fig. 11a for higher population variances: the emergent self-organization of the STOCHX algorithm makes it the most robust to fluctuating swarm sizes, while other algorithms struggle. We speculate that the dynamic use of caches by STOCHX allows additional information about the current swarm task distribution to be encoded into the environment, which can then be partially recovered by returning/new robots, per our intuition. In Fig. 11b we see much stronger evidence of synergy between our metrics: the relative ordering mirrors the level of emergent self-organization, with the caveat of a possible lack of statistically significant differences between STOCHM and CRW.

We have discussed swarm self-organization, scalability, flexibility, and robustness for the warehouse scenario for all $\kappa$. It would now be up to the company to take our results and determine which of the four main swarm properties are most important to them to make a final algorithm decision.

Overall, we see strong evidence in this section’s analyses of the synergistic nature of our metrics for SR system properties: trends within and between curves on graphs of each can be intuitively explained, and easily mapped back to the technical specifications of a given method in ways that are not evident from raw performance curves. We have observed strong correlations between emergent self-organization, scalability, flexibility, and robustness, and our intuitions in Table IV.

X. SCENARIO 2: OUTDOOR SEARCH AND RESCUE

This scenario is inspired by the human-swarm interaction discussion in [8], in which we as SR system designers are tasked with choosing an appropriate control algorithm for an outdoor search and rescue task. The system will be deployed in disaster zones/military conflict zones in a fully autonomous fashion as a first response measure, to assess a given outdoor environment and to search for “objects” of interest within the environment. These objects can be unconscious civilians trapped in rubble, or places of utility line breaks (e.g., gas lines), which need to be quickly discovered and reported to human responders for further investigation in order to minimize loss of life and further infrastructure damage. Some civilians may be conscious and trying to make their way out of the disaster zone or help others, in which case they need to be found and guided to the nearest safe zone. Similarly, the location of utility line breaks may appear to “move” as robot onboard sensing is not powerful enough to provide precise coordinates in potentially occluding environmental conditions.

Moderate levels of robot losses are expected due to the instability of the environment, despite hardened robotic hardware. Therefore, relatively large $N$ is required to ensure the success of the mission; we evaluate all algorithms with $N = \{12, 115, 320\}$ (12 used for baseline reference), and show raw
We define the following design constraints:

- **A. Design Constraints**
  - Performance across highly volatile environmental conditions.
  - Robustness to sensor noise because of minimal sensor usage.
  - Algorithm needs to be highly scalable and intelligent, so that it can efficiently adapt to a wide range of problem scales and unknown environmental conditions, and provide stable performance results with \( N = 12 \ldots 820 \). The selected control algorithm needs to be highly scalable and intelligent, so that it can efficiently adapt to a wide range of problem scales and unknown environmental conditions, and provide stable performance across highly volatile environmental conditions.

### A. Design Constraints

This scenario, or variants of it, has been studied by [7], [81]. We define the following design constraints:

- \( P(N, \kappa, t) \): measures the rate at which objects are picked up for the first time; more efficient \( \kappa \) will discover more objects faster.
- Operating arena: Variable size with constant swarm density; size of the arena in which targets can be found is not known beforehand. Given the limited sensing capabilities of the robots, and the anticipated robot losses due to malfunction or environmental issues, relatively large swarm sizes should be tested.
- Object distribution: Not known a priori, so random or power law are appropriate models; we choose power law. Objects can move randomly over time; it is not known how often this happens so we evaluate performance with \( p_{rw} = 0 - 0.051 \).
- Environmental disturbances: Potentially large gradually evolving environmental disturbances during swarm operation, such that the swarm operating conditions will change from favorable to unfavorable or vice versa, and back again throughout swarm operation (e.g., a passing storm, windy conditions, change in visibility, etc). We apply throttling functions to the maximum robot speed during operation, and use a sinusoidal disturbance model with throttling amplitudes \( 0 - 0.4 \) and frequency \( f = 10000 \), modeling cyclically shifting environmental conditions roughly every 2.75 hours.
- Sensor and actuator noise: Environmental disturbances may occur, such as clouds interfering with localization, fluctuating lighting conditions interfering with perception, etc. Given our hardened robotic hardware, we select a Gaussian noise model \( G(\mu, \sigma) \) with \( \mu = 0 \) as an appropriate model, and test with \( \sigma = 0 - 0.1 \).
- Robot reliability: Environmental disturbances and the general unpredictability of operating in an outdoor environment may give rise to software or hardware artifacts which will cause robots to fail permanently, so we test \( \lambda_d = 0 - 0.0007 \).
- Task reallocations: No unexpected task reallocations, due to the time sensitivity of the application, so we set \( \lambda_{bd} = \mu_{bd} = 0 \).

We develop the intuitions shown in Table V and perform a comparative analysis of the emergent self-organization, scalability, flexibility, and robustness of the candidate \( \kappa \) described in Section VIII-B to determine if our intuitions are supported by our numerical measurements. We omit results where no statistically significant differences are observed.

### B. Emergent Self-Organization Analysis

In Fig. 12 we see a strong dichotomy: STOCHX and CRW swarms show consistent levels of self-organization across swarm sizes for both high and low rates of target motion, while the self-organization of DPO and STOCHM swarms is much more sensitive to swarm sizes across both target motion rates. As swarm sizes increase, it naturally becomes easier to find moving targets through sheer numbers rather than intelligent algorithm design. At smaller swarm sizes, STOCHX exhibited the strongest trends (marginally), and was therefore able to overcome some of the world model errors introduced by target motion through the emergence of specialized task allocation distributions, dynamic cache usage, and bucket brigading, while the (partially) random walk used in CRW also proves an effective strategy, despite its simplicity.

### Table V: Summary of control algorithm (\( \kappa \)) intuitions, along with comparative strengths/weaknesses in the outdoor search and rescue scenario.

| Control Algorithm | Intuitions |
|-------------------|------------|
| CRW               | - No negative effects from moving targets, strong robustness to fluctuating populations, and high flexibility because of lack of memory. |
| DPO               | - Lower levels of self-organization than CRW, because its world model assumes static object locations. - Low robustness to sensor and actuator noise because of high sensor usage. - Minimal population dynamics robustness, due to dependence on accurate world models for efficiency. - Low flexibility due to lack of ability to change allocated task. |
| STOCHM            | - Poor self-organization and population dynamics robustness due to static cache usage with moving targets; minimal information about task distribution can be encoded into caches because they are maintained by an outside process. - Low population dynamics robustness due to dependence of behavior on accurate robot world models, but higher than DPO, because some information about the world model carried by robots is now encoded in the environment, and the ability to choose from multiple tasks should also improve collective re-convergence to steady-state. |
| STOCHX            | - Modest self-organization due to dynamic cache usage and highly flexible task allocation distribution despite moving targets; better than STOCHM because caches can be created and depleted to help offset target motion. - Modest population dynamics robustness, flexibility due to the ability to encode the current task distribution into environmental state for inexperienced robots to find via caches (or a lack thereof). |

Fig. 12: Swarm emergent self-organization with constant swarm density under ideal conditions (no sensor and actuator noise or population dynamics).
DPO relies heavily on static target locations, while STOCHM relies on both static target and static cache locations. As a result, much of the learning of STOCHM swarms to utilize caches is wasted due to the unconstrained nature of the environment and target motion. Overall, the strategies used by these algorithms are much less effective when compared with STOCHX and CRW, as we would intuitively expect.

From Fig. 13, we observe a negative correlation between emergent self-organization and performance, in contrast to [27]. This suggests that the correlation between self-organization and performance is highly dependent on the nature of the environment and that in dynamic or extremely adversarial environments, less “intelligent” algorithms may perform better, as we would expect.

C. Scalability Analysis

The extremely adverse power law object distribution in this scenario is not conducive to self-organization because of its irregular block clusters. In combination with a constant swarm density and target motion this leads to no statistically significant differences in scalability between the algorithms. This result is in contrast to [27], in which differences in emergent self-organization were positively correlated with statistically significant differences in scalability. This again suggests that positive correlation only holds in static environments, and that in dynamic or extremely adversarial environments, “intelligence” plays a minimal role in determining scalability.

Having analyzed the effect of target movement rate, we set a moderate rate of 0.001 to simplify the rest of our analyses.

D. Flexibility Analysis

In Fig. 14a, we see the same dichotomy observed in Sections X-B and X-C. CRW and STOCHX are the most reactive algorithms, and DPO and STOCHM are the least. However, this dichotomy only emerges for higher levels of environmental disturbances; for smaller levels, the algorithms are largely statistically equivalent. Overall, as expected, the CRW and STOCHX algorithms are the most reactive, due to their memory-less nature and ability to dynamically utilize caches, respectively. DPO and STOCHM, which rely on static object and cache locations, are much less reactive.

In Fig. 14a, we see fewer significant differences between algorithm adaptability, regardless of the level of environmental disturbance, with the exception of CRW showing significant differences with DPO and STOCHM for higher levels of environmental disturbance. In the presence of randomized target motion, we expect it to be difficult for algorithms to also adapt to changing environmental conditions. In this instance, the memory-less CRW algorithm is the only algorithm able to statistically differentiate itself from the other evaluated algorithms.

E. Robustness Analysis

In Fig. 15b, we see identical trends for each individual \( \kappa \), as well as identical trends between \( \kappa \). The robustness of CRW and STOCHX swarms to sensor and actuator noise is statistically identical in most cases for increasing \( \sigma \). For CRW swarms this is likely due to their low reliance on the accuracy of sensors and actuators during operation: the more reliant a swarm control algorithm is on accurate sensor and actuator information, the less robust it will be to adverse environmental conditions which negatively affect sensors and actuators. For STOCHX swarms this is likely due to their ability to be flexible and switch tasks dynamically to attempt to mitigate the noise (e.g., less transporting of objects over long distances, which is more prone to localization errors).

DPO, STOCHM, and STOCHX swarms have noticeably lower robustness for larger values of \( \sigma \), and undergo phase changes at \( \sim \sigma = 0.01 - 0.05 \), with the overall robustness dramatically dropping for larger \( \sigma \). This is the inflection point at which the combination of increasing noise and moving objects overpowers the swarm’s cognitive ability to compensate; it occurs at much lower \( \sigma \) for STOCHM swarms than those for DPO and STOCHX, due to their usage of static caches as they attempt to adapt.
Swarm robustness with constant swarm density. In Fig. 15a, CRW swarms exhibit a high level of population dynamics robustness, due to their memory-less nature; similarly for STOCHX swarms with their ability to encode the current task distribution into environmental state for inexperienced robots to find via caches. DPO and STOCHM, lacking such abilities, have much lower robustness. For the omitted graph with $N = 320$, statistically identical responses to pure death dynamics follow directly from our intuition: with large swarm sizes, the loss of an individual robot affects the swarm’s overall progress on its task much less. However, this observation is likely tied to the extremely adversarial nature of the scenario, and we would reasonably expect differences to emerge in a more favorable environment.

Our results in this section suggest strong synergy between our robustness and flexibility measures, similar to what was observed for the first scenario. We have again seen quantitative confirmation of our intuitions for each $\kappa$ through our derived metrics for each of the swarm properties of self-organization, scalability, flexibility, and robustness. It would now be up to project managers to take our recommendations and make a final decision. However, our results suggest that the STOCHX algorithm is, on the whole, best suited to the outdoor search and rescue application.

XI. DISCUSSION

The application of our proposed metrics to the object transport and search-and-rescue scenarios in Sections IX and X provides a weakly inductive proof of their correctness and utility within the foraging domain, if not more broadly. Despite fundamental differences in characteristics between scenarios, our metrics were still able to expose the same underlying traits of each controller which originated in our intuitions (Tables V and VI). We saw similar dichotomies emerge between the CRW/STOCHX and DPO/STOCHM controllers, and that while more “intelligent” algorithms might not be the most scalable or highly performing, depending on environmental conditions and scenario characteristics, they were reliably more flexible and robust. This is an important insight for swarm engineers to consider when designing SR systems, and is not easily obtainable from simply comparing raw performance results.

Furthermore, our methodology provided a clear mapping from results back to our intuitions for the evaluated algorithms in both scenarios. We therefore argue that our proposed metrics are insightful tools for making theoretically grounded decisions on algorithm selection from high level algorithm descriptions, such as those we presented in Section VIII for many real-world applications beyond the foraging tasks discussed here, and they should be included in the swarm engineer’s toolbox.

Our general definition of $P(N, \kappa, t)$ is an arbitrary performance measure, and by basing all of our measures on it, it is easy to analyze other foraging algorithms. For example, in analyzing a partial differential equation behavioral prediction approach to foraging, we could define $P(N, \kappa, t)$ as the number of robots carrying objects back to the nest $[35]$, or how well population fractions engaged on various tasks are balanced $[18]$. In $[19]$, the use of dynamic depots could lead to a logical definition of $P(N, \kappa, t)$ as the average load level or wait time of each depot.

We emphasize again that the definitions of our measures were intended to be application agnostic; it is possible to define more precise definitions specific to a given application. For example, one could define emergent self-organization according to the rate at which something happens (e.g., rate of construction progress $[59]$), with the rate of a baseline algorithm with a “random” construction strategy subtracted. Such a definition would have more utility in the realm of autonomous construction than our definition, but would have little outside of it; our measures, while not as precise as application-specific ones, can be used broadly across many sub-fields in swarm robotics.

XII. CONCLUSIONS AND FUTURE WORK

We have presented a set of metrics for more precise characterization of swarm emergence, scalability, flexibility, and robustness in order to provide mathematical tools to support the iterative design process of SR systems within swarm engineering. We demonstrated the utility of our methodology in the context of two different foraging tasks under various design constraints, and have shown that they provide intuitive insight into recommending a given method for a scenario.

Next steps in this research include applying our methodology to other domains within SR, such as collective transport, pattern formation, etc. We are also interested in combining our derived measures with predictive modeling and investigating how analytical derivations of $P(N, \kappa, t)$ and $t_{load}(N, \kappa)$ from scenario input parameters can be leveraged to predict swarm emergent self-organization, scalability, flexibility, and robustness from fundamental principles, and have begun investigating this in our ongoing work.

In order to facilitate future research and collaboration, the code used for this research is open source, and can
be found at https://github.com/swarm-robotics/fordyca and https://github.com/swarm-robotics/sierra.
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