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Abstract

End-to-end automatic speech recognition (ASR) can achieve promising performance with large-scale training data. However, it is known that domain mismatch between training and testing data often leads to a degradation of recognition accuracy. In this work, we focus on the unsupervised domain adaptation for ASR and propose CMatch, a character-level distribution matching method to perform fine-grained adaptation between each character in two domains. First, to obtain labels for the features belonging to each character, we achieve frame-level label assignment using the Connectionist Temporal Classification (CTC) pseudo labels. Then, we match the character-level distributions using Maximum Mean Discrepancy. We also comprehensively analyze the different strategies for frame-level label assignment and Transformer adaptations.

Index Terms: speech recognition, domain adaptation

1. Introduction

With the recent success of deep learning and high-quality, large-scale transcribed corpora, the performance of end-to-end (E2E) automatic speech recognition (ASR) has been significantly improved. Existing approaches are built on the i.i.d. condition that training and testing data are from the same distribution, e.g., from the same recording device or environment. However, this assumption does not always hold in reality when the training and test distributions are different. For instance, a well-trained ASR model based on PlayStation Eye recordings is likely to have deteriorated performance when it is used to recognize speech from the Matrix recordings. It is expensive and time-consuming to collecting labeled speech data from massive domains (distributions). In this paper, we tackle a more challenging scenario where there are no labeled samples available in the test data (i.e., target domain). Thus, our goal is to perform unsupervised domain adaptation (UDA) to improve the cross-domain ASR performance on the unlabeled target domain using the well-labeled source data.

UDA for ASR has been studied in the existing literature. Liang et al. proposed to combine data augmentation with representation matching to force the model to learn noise-invariant representations between clean speech and their augmented noisy counterparts. In [3], the authors were able to recover 60% to 80% of the word error rates (WER) on the target domain by introducing a pseudo-label filtering approach based on the model’s uncertainty using dropout for ASR UDA. Recent work used the domain-adversarial training for speech recognition where they adversarially trained domain discriminators to distinguish the source and target samples.

However, existing methods typically treated a domain as one distribution when matching distributions. They may ignore the fine-grained knowledge in cross-domain ASR tasks that can be utilized for distribution matching. These fine-grained knowledge are important to preserve the detailed distribution property of different domains, such as the characters, phonemes, and word. Ignoring these information is likely to result in unsatisfying results. This is also validated in [8] where the images aligned in subdomains (i.e., domains split by class labels) can generally achieve better adaptation performance than traditional methods that align the whole domains.

In this paper, we propose CMatch, an algorithm to match the character-level distributions for cross-domain ASR. Compared to other types such as word-level that are sparse and could lead to unstable performance, the character-level distribution is more fine-grained and easier to compute in E2E ASR models. Thus, it can preserve more fine-grained knowledge for each character than existing methods that used one distribution for all characters. Figure 1 shows that the distances of the same characters from two domains are smaller after applying our algorithm.

To enable character-level distribution matching, CMatch consists of two steps. First, we achieve frame-level label assignment to acquire the labels for each encoded frame to compute the conditional distribution. This is done by using the Connectionist Temporal Classification (CTC) pseudo labels. Second, CMatch can reduce the conditional distributions between

Figure 1: Feature centers of all characters in two domains are closer after CMatch. Red and blue dots denote the source and target domains, respectively. Some obvious bad cases in (a): {a, b, c, g, h, l, r, v, w, y} are aligned well in (b).
each cross-domain characters using the well-defined Maximum Mean Discrepancy (MMD) [19]. The above two steps are jointly optimized in a self-training framework [11] in Speech-Transformer [12]. Experiments on the Libri-Adapt dataset [13] show that our proposed approach achieves 14.39% and 16.50% relative Word Error Rate (WER) reduction on both cross-device and cross-environment ASR.

2. Preliminary

2.1. CTC-Attention Transformer ASR Model

In this work, we built our E2E ASR model based on the Speech-Transformer [12] with joint CTC-attention structure [14] which has been successfully applied in various ASR tasks [15]-[18].

As model inputs, the acoustic features are 83-dimensional filter banks with pitch features computed with 10 ms frame shift and 25 ms frame length. The acoustic features are further subsampled by a factor of 4 by 2 convolution layers with kernel size 3 and stride 2. The resulted features have a receptive field of 100 milliseconds for each frame. Then the following encoder layers process the subsampled features by self-attention and feed-forward as illustrated in [19]. Apart from self-attention and feed-forward, the decoder layers further accept the encoder outputs and perform cross-attention.

For the CTC-attention structure, an auxiliary CTC task [9] is introduced for encoder outputs in order to encourage the monotonic alignment and accelerate the convergence speed. In training, a multi-task learning scheme is adopted consisting of two losses: the attention loss $L_{ATT}$ and the CTC loss $L_{CTC}$:

$$L_{ASR} = (1 - \lambda) L_{ATT} + \lambda L_{CTC}, \quad (1)$$

where $\lambda$ denotes the weight of the CTC module. Similarly, during decoding, the beam search decoding results of the Transformer decoder are re-scored by the CTC module:

$$\hat{Y} = \arg\max_{Y \in \mathcal{Y}} (1 - \lambda) \log P_{ATT}(Y | X) + \lambda \log P_{CTC}(Y | X), \quad (2)$$

where $X$ denotes the acoustic features, $\mathcal{Y}$ represents a set of the decoding hypotheses.

3. Our Method: CMatch

The goal of cross-domain ASR is to predict the transcript for the target speech given only paired source domain data $(X_S, Y_S)$ and the speech-only target domain data $X_T$. Our key idea is to match the character-level distributions, which can be computed via the conditional distributions $P(Y | X)$ (i.e., features belonging to each character in ASR). To this end, there are two technical challenges ahead. First, how to acquire the conditional distributions for the speech features, i.e., obtain the features for each character is difficult in this sequence-to-sequence framework since we do not have one-to-one mapping for the encoded speech features and labels. Second, how to reduce the distribution divergence between these conditional distributions is another challenge.

3.1. Frame-level Label Assignment

Computing $P(Y | X)$ requires obtaining the labels for each input, which refers to the frame-level labels in ASR as its inputs are frames. The feature of an input $x$ extracted by Transformer encoder $f$ is $f(x) \in \mathbb{R}^{N \times D}$, where $N$ denotes numbers of frames and $D$ denotes feature dimension. The Transformer decoder will output $M$ labels using CTC, which is not mapped to the $N$ frames, i.e., $N \neq M$. Thus, it is challenging to acquire frame-level labels $y$ for computing conditional distributions $P(Y | X)$. Note that this challenge exists for both the source and target domains. This is also significantly different from image classification where we can easily get the labels for each sample [8]-[20].

It is effective to use CTC forced alignment [21]-[22] to take the labels from the most probable path selected by CTC as the frame-level assignment (Figure 2(a)). However, this process is computationally expensive. It is also feasible to use a dynamic window average (Figure 2(b)) to assign labels for each frame by averaging, which can only work in a strict condition that the character output is a uniform distribution. In our work, to obtain the frame-level labels, we propose to use the CTC pseudo labels (Figure 2(c)) for both efficiency and correctness guarantee. We assume that an ideal CTC model should predict a label assignment with high accuracy and propose to directly utilize the CTC predictions since the CTC module naturally predicts labels frame by frame including $<$blank$>$ symbol as the null label. More formally, the pseudo label for the $n$-th frame $X_n$ can be obtained by:

$$\hat{Y}_n = \arg\max_{y_n} P_{CTC}(Y_n | X_n), \quad 1 \leq n \leq N. \quad (3)$$

We further filter out the CTC predictions with a threshold based on their softmax scores to improve the accuracy. Only the labels with a softmax score of over 0.9 are used.

3.2. Distribution Matching

For distribution matching, we adopt the popular Maximum Mean Discrepancy (MMD) [23] for distribution measure. MMD is an efficient non-parametric criterion to empirically evaluate the distribution divergence between two domains. MMD has been widely applied in the fields of computer vision, natural language processing, etc. [24]-[26], and its effectiveness has been theoretically proved [10]. Given $X_S \sim P, X_T \sim Q$, the MMD distance between two distributions $P$ and $Q$ can be formulated as follows:

$$\text{MMD}(H_k, P, Q) = \sup_{||\phi||_{\mathcal{N}_k} \leq 1} \mathbb{E}_{x_S \sim P} \phi(x_S) - \mathbb{E}_{x_T \sim Q} \phi(x_T), \quad (4)$$

where $H_k$ is the Reproduced kernel Hilbert space with Mercer kernel $k(\cdot, \cdot)$, $||\phi||_{\mathcal{N}_k} \leq 1$ denotes its unit norm ball and $\phi(\cdot)$ is the feature map.

A biased empirical estimate of MMD can be obtained by computing the empirical expectations on the samples:

$$\text{MMD}(H_k, X_S, X_T) = \sup_{||\phi||_{\mathcal{N}_k} \leq 1} \left( \frac{1}{|X_S|} \sum_{x_s \in X_S} \phi(x_s) - \frac{1}{|X_T|} \sum_{x_t \in X_T} \phi(x_t) \right). \quad (5)$$

Figure 2: Three strategies for frame-level label assignment. Symbol “-” represents $<$blank$>$. Dotted labels are filtered out based on their predicted confidence scores.
Algorithm 1 Learning algorithm of CMatch

Input: Source domain \((X_S, Y_S)\), target domain \(X_T\).
1: Train network \(M_S\) on source domain \((X_S, Y_S)\).
2: Obtain pseudo label \(Y_T\) with \(M_S\).
3: while not done do
4:   Obtain the frame-level labels using Eq. (3).
5:     Joint optimization using Eq. (4).
6:   end while
7: return Adapted model \(M_{S\rightarrow T}\) and target transcripts.

The character-level distribution matching is computed as:

\[
\mathcal{L}_{\text{match}} = \frac{1}{|C|} \sum_{c \in C} \text{MMD}(\mathcal{H}_k, X^c_S, X^c_T),
\]

where \(X^c_S, X^c_T\) denotes the encoder features of the source and target samples of the class \(c\), \(C\) denotes the character set. Note that we use CTC pseudo labels for both of the source and target domains, instead of using ground-truth labels. For real implementation, we input the features extracted by Transformer encoder to MMD instead of the raw inputs \(X\) for computation.

3.3. Overall Loss

Finally, we apply self-training by utilizing the pseudo labeled target-domain data \((X_T, Y^*_{T})\) with the pseudo ASR loss \(\mathcal{L}^{\text{ASR}}\) to assist the distribution matching. Given the speech-only target domain data \(X_T\) and the ASR model pre-trained on source domain, we can obtain the beam search decoding results as pseudo labels \(Y^*_{T}\) for the target speech data \(X_T\). Denote \(\gamma\) the tradeoff hyperparameter for the distribution matching loss, the overall formulation of CMatch is:

\[
\mathcal{L} = \frac{1}{2} (\mathcal{L}^{\text{en}} + \mathcal{L}^{\text{ASR}}) + \gamma \mathcal{L}_{\text{match}}.
\]

To reduce the noise in pseudo labels, we filter out the last 30% utterances based on their beam search confidence scores. The complete algorithm for CMatch is illustrated in Algo. 1

Note that Step 2 in the algorithm (i.e., self-training) can be iterated while we found it is enough to do it once in experiments to achieve satisfying results.

4. Experimental Setup

4.1. Data Set

We employ the Libri-Adapt dataset \([13]\) for the experiments. The Libri-Adapt dataset is designed for unsupervised domain adaptation tasks and built on top of the Librispeech-clean-100 corpus recorded using 6 microphones under 4 synthesized background noise conditions (Clean, Rain, Wind, Laughter) in 3 different accents (en-us, en-gb, and en-in). Since the cross-accents data has not been fully released by the author, in this work, we use the US accent (en-us) as the main accent language and keep it unchanged to isolate the influence brought by accents.

We constructed two types of cross-domain ASR tasks: (1) cross-device ASR adaptation, i.e., the source and target devices are different; and (2) cross-environment ASR adaptation, i.e., the source and target environment are different. Specifically, we select 3 devices for cross-device experiments, namely Matrix Voice (M), PlayStation Eye (P), and ReSpeaker (R), each two of them can form a pair of tasks, leading to 6 tasks in total. For cross-environment ASR, we select 3 types of noise (Rain, Wind, and Laughter) for different target environments and the source environment remains clean, leading to 3 tasks. In our experiments, we split the last 10% utterances in the training set (source domain) for development. For each domain, the numbers of training/validation/test utterances are 25685/2854/2600 corresponding to hours of 93.77/10.71/5.60 hours, respectively. Note that we did not use any of the labels on the target domain during training, and they are only used for evaluation.

4.2. Baselines

We consider the following approaches for comparison:

- Source-only: directly apply the pre-trained model from the source domain to target domain without adaptation.
- MMD-ASR: this is used in recent literature for cross-domain speech recognition \([27]\). We minimize the MMD distance on the averaged encoder outputs to encourage the domain-level feature alignment.
- Domain Adversarial Training (ADV): this is adopted in recent work \([5,6]\). An adversarial domain classifier is trained on top of the averaged encoder outputs to correctly classify the feature domains, while the encoder is trained to maximize the domain classification loss. We also re-implemented this idea.

4.3. Implementation Details

We implemented our experiments based on the ESPnet codebase \([28]\). The Speech-Transformer has 12 encoder layers and 6 decoder layers with 4 attention heads and an inner dimension of 2048. We use 31 characters including 26 alphabets and 5 symbols \(\{\text{'<s>', '<space>', '<eos>', <unk>, <blank>}\}\) as the modeling units. The weight of the CTC module is set to 0.3 for both training and decoding. We set \(\gamma\) to 10.0 for our CMatch method tuned on the validation set. For the baseline MMD and ADV methods, adaptation loss weight \(\gamma\) is set to 10.0 and 0.3 based on the validation set, respectively. We set \(\lambda = 0.3\) following ESPnet \([28]\). For both pseudo labeling and decoding, beam size of 10 is used. We choose the primal kernel for the MMD kernel. We adapt the final encoder layer of the Transformer, which is the same as MMD and ADV methods for fair study. We train all the models for 100 epochs with batch size 64. Early stopping is adopted with patience 10 and 5 epochs during pre-training and adaptation, respectively. We optimize the models in the same way as \([19]\) with warmup steps 25000 and a maximum learning rate of 3.0. Code for CMatch is at https://github.com/jindongwang/transferlearning/tree/master/code/ASR/CMatch

5. Results

For comparison, we first show the word error rates (WER) of the in-domain ASR results in Table 1 where the training and test data are from the same domain.

Table 1: Results (WER) on standard ASR in clean environment.

| Domain              | WER   |
|---------------------|-------|
| Matrix Voice (M)    | 24.25 |
| PlayStation Eye (P) | 20.07 |
| ReSpeaker (R)       | 23.78 |
| **Average**         | **22.70** |
In this section, we compare three label assignment approaches in CMatch. Table 5 shows the comparison of different label assignment strategies. We observe that the CTC alignment method achieves the best results. However, as mentioned in Section 3.1. The results in Table 5 show that our CMatch obtains the best performance through fine-grained distribution matching and self-training, our CMatch achieves 23.87% WER on average compared with the baseline.

5.1. Cross-domain Adaptation Results

Device adaptation. We conduct cross-device ASR experiments in Table 2. Compared to Table 1, the baseline results show a severe performance degradation caused by distribution shift. Compared to source-only method, both adversarial training and MMD-ASR approaches obtain improvements on the target domain with unlabeled target-domain speech only. MMD surpasses ADV on most tasks, which demonstrates the effectiveness of the MMD. Our CMatch achieves the lowest WERs on all tasks and obtains an average WER of 22.85% with a relative reduction of 14.39% compared with the baseline.

Noise adaptation. We pick the ReSpeaker device for the noise adaptation experiments, whose standard WER in the clean environment is 23.78%. The results are presented in Table 3. We also observe similar performance of MMD and ADV. Our CMatch achieves 16.60% relative WER reduction on average, indicating its effectiveness for cross-environment adaptation. CMatch still shows the best performance on all the tasks. It is worth noting that when adapted to the wind environment, CMatch obtains very competitive results without the real labels.

5.2. Ablation Study

We conduct the ablation study in Table 4. Results indicate that compared to baselines, our character-level matching loss and the self-training strategy can independently produce competitive performance. Thus, they are critical in our algorithm. We observe that self-training can generally perform well, indicating its effectiveness in obtaining labels, which is important in our unsupervised conditional distribution matching algorithm. Besides, we also tested the combination of vanilla MMD and self-training and found its performance not comparable to our results. By combining the advantage of fine-grained vanilla MMD and self-training, our CMatch obtains the best performance through fine-grained distribution matching.

5.3. Analyzing the Label Assignment in CMatch

In this section, we compare three label assignment approaches as mentioned in Section 3.1. The results in Table 5 show that the CTC alignment method achieves the best results. However, we found it computationally expensive (2× slower than others since the forced alignment requires computing the forward-backward algorithm in each iteration). As its complement, frame average also achieves good results, but it can generally works with uniform speaking speed. Our pseudo CTC prediction has no assumption on the speaking speed while obtaining similar results and more efficient than CTC alignment.

5.4. Adapting Encoder and Decoder

A fundamental step in cross-domain ASR is to determine the adaptation contribution of the encoder and decoder. In our experiments, we adapt the last encoder layer. It is intuitive and necessary to ask: Will adapting the encoder and decoder lead to better performance? In this section, we empirically answer these questions via extensive experiments. Table 6 shows our results, where “first”, “last”, and “all” denote we adapt the first / last / all decoder layers, respectively. It implies that in ASR, it is more necessary to adapt the encoder layers. Since the decoders are not task-specific in our experiments (all standard English ASR), reducing their distribution gap may not be effective and could generally hurt the performance. The conclusions are similar on cross-device experiments. In addition, we did not get positive results by adapting more encoder layers. Therefore, adapting the last encoder layer is sufficient in our task.

6. Conclusion

In this paper, we proposed CMatch for cross-domain speech recognition. Our key motivation is to match the character-level distributions from the source and target domain to leverage the fine-grained information for better adaptation. Experiments on cross-device and cross-environment ASR have shown the superiority of our CMatch. Moreover, we also conduct extensive experiments to empirically analyze the contribution of encoders and decoders in Speech-Transformer architectures and analyze different frame-level label assignment strategies. In the future, we plan to extend our research into other speech adaptation applications such as dataset adaptation and speaker adaptation.

Table 2: WER on cross-device ASR in clean environment.

| Task     | Source-only | MMD  | ADV  | CMatch |
|----------|-------------|------|------|--------|
| M → P    | 23.87       | 20.87| 21.11| 20.38  |
| M → R    | 25.21       | 22.21| 22.27| 21.77  |
| P → M    | 31.15       | 27.22| 28.29| 26.17  |
| P → R    | 23.99       | 21.90| 21.74| 20.43  |
| R → M    | 32.45       | 28.27| 29.95| 27.77  |
| R → P    | 23.48       | 21.09| 21.23| 20.58  |
| Average  | 26.69       | 23.59| 24.10| 22.85  |

Table 3: WER on cross-environment adaptation (source: Clean)

| Target   | Source-only | MMD  | ADV  | CMatch |
|----------|-------------|------|------|--------|
| Rain     | 38.21       | 33.61| 34.65| 32.90  |
| Wind     | 29.70       | 26.06| 26.73| 23.12  |
| Laughter | 33.36       | 29.85| 30.41| 28.55  |
| Average  | 33.76       | 29.84| 30.60| 28.19  |

Table 4: Ablation study on the CMatch method.

| Variant      | Device Noise | PseudoCTCPred | FrameAverage | CTCAlign |
|--------------|--------------|---------------|--------------|----------|
| Source-only  | 26.69        | 33.76         | 22.99        | 28.31    |
| w/ self-training | 23.87        | 30.43         | 22.85        | 28.19    |

Table 5: Comparison of different label assignment strategy.

| Task     | PseudoCTCPred | FrameAverage | CTCAlign |
|----------|---------------|--------------|----------|
| M → P    | 20.38         | 20.21        | 20.23    |
| M → R    | 21.77         | 21.80        | 21.75    |
| P → M    | 26.17         | 26.02        | 25.84    |
| P → R    | 20.43         | 20.36        | 20.44    |
| R → M    | 27.77         | 27.94        | 27.73    |
| R → P    | 20.58         | 20.55        | 20.52    |
| Average  | 22.85         | 22.81        | 22.75    |

Table 6: CMatch with / without decoder adaptation. “first”, “last” and “all” correspond to decoder layer(s) for adaptation.

| Target   | w/o decoder | first | last | all   |
|----------|-------------|------|------|------|
| Rain     | 32.90       | 32.92| 32.85| 33.12|
| Wind     | 23.12       | 23.18| 23.18| 23.28|
| Laughter | 28.55       | 28.66| 28.56| 28.63|
| Average  | 28.19       | 28.28| 28.20| 28.34|
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