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Abstract—An optimal control problem with heterogeneous servers to minimize the average age of information (AoI) is considered. Each server maintains a separate queue, and each packet arriving to the system is randomly routed to one of the servers. Assuming Poisson arrivals and exponentially distributed service times, we first derive an exact expression of the average AoI for two heterogeneous servers. Next, to solve for the optimal average AoI, a close approximation is derived, called the approximate AoI, which is shown to be useful for multi-server systems as well. We show that for the optimal approximate AoI, server utilization (ratio of arrival rate and service rate) for each server should be same as the optimal server utilization with a single server queue. For two identical servers, it is shown that the average AoI is approximately $5/8$ times the average AoI of a single server. Furthermore, the average AoI is shown to decrease considerably with the addition of more servers to the system.

I. INTRODUCTION

A classical problem in queuing systems is the optimal control with multiple heterogeneous servers to minimize the average delay (sojourn times) [1], where the decision variable chooses the server for serving the head of the line packet. In seminal work [1], it has been shown that with two servers performing non-preemptive service, the optimal policy is of a threshold type: the faster server never idles, and a packet is routed to the slower server only if the number of packets waiting in the queue is above a threshold. In addition to the usual performance metrics such as average delay and sojourn time, modern applications, e.g. IoT etc, require timely updates, and a metric which captures that neatly is known as the Age of Information (AoI). For a single server queue with arrivals, AoI of several service disciplines like first come first serve (FCFS), last come first serve (LCFS) etc. have been analyzed in [2]. A more recent comprehensive analysis can be found in [3].

In this paper, we are interested in computing the optimal average AoI of a multiserver system with heterogeneous servers. The threshold policy considered in [1] does not remain optimal when we change the performance metric from sojourn time to AoI. Therefore, we will consider a randomized scheduling policy instead. Similar to [1], we consider that packets arrivals follow a Poisson distribution with rate $\lambda$, while the service distributions at the two servers are exponential with rates $\mu_1$ and $\mu_2$ respectively, where $\mu_1 \geq \mu_2$, without loss of generality, with $\lambda < \mu_1 + \mu_2$ for stability. For simplicity, we also enforce a non-preemptive FCFS disciple on each server. We wish to determine the optimal arrival rate to the multi-server system, as well as the optimal routing probability, which minimizes the average AoI. When compared to the average delay case [1], the AoI metric behaves very differently compared to the average delay, thus bringing novel aspects to the problem.

For example, in a M/M/1 queueing system, the AoI does not necessarily degrade with increasing arrival rate [2], as is the case with the average delay. Moreover, with more than one server, the AoI can be shown to be the minimum AoI among the individual servers (see Fig. 1 for a depiction), this is very different from average delay of multi-server systems. Due to these differences, the classical result of [1] does not apply directly for the considered problem. Whether a threshold type policy suffices for average AoI minimization is also unclear at this time. Thus, we instead focus our attention on randomized routing policies, where each packet on its arrival is randomly routed to one of the servers.

A. Prior Work

To the best of our knowledge, there are only limited works on AoI minimization with multiple parallel servers, which we summarize as follows. A two server model, where the two servers are represented by a WiFi and cellular (4G) connection has been considered in [4], [5] where one server is cheap but unreliable while the other is costly but reliable. The objective of the user is to minimize the average AoI of its messages taking into account its utility and costs. An added feature over and above the model of [4], [5] where the two servers have different delays was studied in [6]. In [4], [5], [6], it is shown that the optimal policy is of threshold type. Another two server model has been studied in [7], where both servers have a common queue, with incoming packets being routed in FCFS fashion to the server which is available, and have provided an approximation for the average age, along with upper and lower bounds on the average AoI. There is of course a large body of work on AoI optimization with various models. For lack of space, however, we refer the reader to a recent survey [8], and the references there in.

B. Our Contributions

- We derive an exact and closed form expression (7) for the average AoI with two heterogeneous servers as a function of the randomized routing parameter $\alpha$. 
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• Even though the exact expression for the average AoI is in closed form, it is not amenable to be optimized over the randomized routing parameter $\alpha$ and the arrival rates. Thus, for analytical tractability, we first argue that the distribution of the AoI of an M/M/1 queue is well approximated by a Gamma distribution with appropriate parameters. This leads to a pleasing formula for the approximate average AoI of two heterogeneous servers.

• We show that the optimal routing parameter $\alpha$ and the arrival rate $\lambda$ are such that $\rho_1 = \frac{\alpha \lambda}{\mu_1} = \rho_2 = \frac{(1-\alpha)\lambda}{\mu_2} = \rho^*$, where $\rho^*$ is the optimal server utilization for the M/M/1 queue [2]. This result also naturally extends for minimizing approximate average AoI of more than two heterogeneous servers as well.

• One important take away from our analysis is that with two identical servers the average AoI is $5/8$ times the average AoI of a single server.

Let the first server have a service rate (we may call this also as speed of the server) of $\mu_1$, whereas the second one has $\mu_2$. Thus service times in server $i$ are exponential with average $\frac{1}{\mu_i}$ for $i = 1, 2$. W.l.o.g we take $\mu_1 \geq \mu_2$. Each server operates in a non-preemptive FCFS mode. Thus, a server should complete the service of all packets in the order that is assigned to it, with each job getting finished before taking up the next. The packets after completing their service are given to a common collector, which calculates the AoI based on the most recent packet available at that time instant, from either of the queues. It is possible that the packets will not complete their service in the same order that they arrived in the system, due to the presence of two parallel paths in the system. The AoI status update is always computed causally with respect to the departed packet having the latest arrival time, irrespective of whether it came out of order or not.

Our aim is to find out the average age of information of such a system, and find the value of the routing parameter $\alpha$ and the arrival rate $\lambda$ which will minimize the average AoI of this system. In the $n$ server generalization of this problem, we have $n$ servers, and an arrival packet is assigned to server $i$ with probability $\alpha_i$, $1 \leq i \leq n$. Again, we are interested in the minimum average AoI.

Let us recollect some of the existing single server results which are relevant to our analysis. For the M/M/1 FCFS queue, Kaul et al in [2] showed that the average AoI with an arrival rate of $\lambda$ is given by

$$\Delta = \frac{1}{\mu} \left( 1 + \frac{1}{\rho} + \frac{\rho^2}{1 - \rho} \right),$$

where $\mu$ and $\rho$ are the service rate and the server utilization respectively. Recall that $\rho = \frac{\lambda}{\mu}$. Minimising this expression w.r.t. the utilisation shows that the average AoI is minimum when

$$(1 + \rho^2)(1 - \rho)^2 = \rho^2. \quad (2)$$

Solving this we get the optimal server utilization as

$$\rho^* = \frac{1}{2} \left( \sqrt{2 + \frac{1}{2} + \sqrt{2}} - 1 \right), \quad (3)$$

which is about 53.17%. In reality, the distribution function of AoI carry more useful information than just the average value. Recently, the AoI distributions for various service disciplines were derived in [3]. For the M/M/1 FCFS queue, the cumulative distribution function (CDF) of the AoI is given by [3]

$$A(x) = 1 - e^{-\bar{\rho}x} + \left( \frac{1}{\bar{\rho} + \rho \mu x} \right) e^{-\mu x} - \frac{1}{\bar{\rho}} e^{-\lambda x}, \quad (4)$$

where we took $\bar{\rho} = (1 - \rho).$

III. AVERAGE AOI IN A MULTI-SERVER SYSTEM

For simplicity, let us start with a two server model. It is important to notice that the AoI of our two server system is calculated with respect to the combined departures. Thus, of the packets which have finished service, only the one
with most recent arrival time can impact the AoI calculation. Equivalently, we can calculate the individual AoIs separately with respect to the arrivals and departures at each server, and then declare the minimum of the two as the combined AoI. Thus the AoI of the system at instant \( t \) is given by

\[
\Delta(t) = \min\{\Delta_1(t), \Delta_2(t)\},
\]

where \( \Delta_i(t) \) is the AoI of queue \( i \) for \( i = 1, 2 \). Notice that the above result is independent of the arrival process.

Since the arrivals to the system happen according to a Poisson process of rate \( \lambda \), the individual queues also observe independent Poisson arrivals, of rates \( \lambda_1 = \alpha \lambda \) and \( \lambda_2 = (1-\alpha) \lambda \) respectively, due to the random thinning property of a Poisson process. Equivalently, \( \frac{\lambda}{\lambda_1+\lambda_2} \) is the probability that an arriving packet is assigned to queue \( i \), for \( i = 1, 2 \). Thus

\[
P(\Delta(t) > x) = P(\min(\Delta_1(t), \Delta_2(t)) > x) = P(\Delta_1(t) > x)P(\Delta_2(t) > x).
\]

Therefore, by knowing the distributions of \( \Delta_1(t) \) and \( \Delta_2(t) \), we can find \( P(\Delta(t) > x) \). The average age of the whole system can now be written as

\[
E[\Delta(t)] = \int_0^\infty P(\Delta_1(t) > x)P(\Delta_2(t) > x) \, dx.
\]

The ratio \( \rho_i = \frac{\lambda_i}{\mu_i}, i = 1, 2 \) has an important role in AoI calculations, we refer to this quantity as the server loading or utilization factor of server \( i \). Denoting \( \bar{\rho}_i \triangleq 1 - \rho_i, i = 1, 2, \) and solving the above integral using the distribution in (4), we can compute the average AoI, which is stated in the following proposition.

**Proposition 1:**

\[
E[\Delta] = \frac{1}{\bar{\rho}_1 \mu_1 + \bar{\rho}_2 \mu_2} + \frac{1}{\bar{\rho}_1 \mu_1 \rho_2 + \bar{\rho}_2 \mu_2} + \frac{1}{\bar{\rho}_1 \rho_2 \mu_1 + \bar{\rho}_2 \rho_1 \mu_2} + \frac{1}{\bar{\rho}_1 \rho_2 \mu_1 + \bar{\rho}_2 \rho_1 \mu_2} \\
+ \frac{2\bar{\rho}_1 \rho_2 \mu_1 \mu_2}{(\mu_1 + \mu_2)^2} \left[ \frac{\rho_2 \mu_2 \rho_1 \mu_1}{(\mu_1 + \mu_2)^2} + \frac{\rho_2 \mu_2 \rho_1 \mu_1}{(\mu_1 + \mu_2)^2} \right] \\
+ \frac{2\bar{\rho}_1 \rho_2 \mu_1 \mu_2}{(\mu_1 + \mu_2)^2} \left[ \frac{\rho_2 \mu_2 \rho_1 \mu_1}{(\mu_1 + \mu_2)^2} + \frac{\rho_2 \mu_2 \rho_1 \mu_1}{(\mu_1 + \mu_2)^2} \right] \\
+ \frac{2\bar{\rho}_1 \rho_2 \mu_1 \mu_2}{(\mu_1 + \mu_2)^2} \left[ \frac{\rho_2 \mu_2 \rho_1 \mu_1}{(\mu_1 + \mu_2)^2} + \frac{\rho_2 \mu_2 \rho_1 \mu_1}{(\mu_1 + \mu_2)^2} \right].
\]

**Proof:** An outline of the proof is provided in Appendix A.

While the AoI formula in (7) is indeed in a closed form, its rational expression involves high degree multinomials. Thus, finding the optimal AoI for the given service rates appears less straightforward. Nevertheless, for the case where \( \mu_1 = \mu_2 \), we show that it is best to identically load each queue to a value slightly above the optimal utilization of the individual queues.

**Lemma 1:** For \( \mu_1 = \mu_2 \), the minimum average AoI is achieved at \( \rho_i = \rho^*, i = 1, 2 \), where \( \rho^* \approx 0.533391 \).

**Proof:** The proof is included in Appendix B.

**Notice** that the optimal utilization above is slightly larger than the 53.17% for the single server M/M/1 queue. Thus, it is not optimal to choose the individual optima of the respective M/M/1 systems. Unfortunately, such simplifications appear less evident when \( \mu_1 \neq \mu_2 \). We now sidestep the difficulty in handling the AoI formula in (7) for non-identical servers, by providing a reasonably accurate and useful approximation to the AoI distribution for a single server. In particular, we approximate the individual AoI distribution at each server by a Gamma distribution of parameter 2, such that average AoI at the server remains the same as before.

The implication of this approximation is as follows. Suppose the optimal pair for server utilization at the two servers is \( (\rho_1^*, \rho_2^*) \), and the AoI distribution at each server at this operating point is well approximated by the suggested gamma distribution. This will imply that the minimum average AoI of the approximated system cannot be more than a small amount from the actual minimum, as the approximation itself is expected to be close at the actual optimum. In other words, the approximation is expected to take us close to, or below, the true optimal value.

In order to further convince the reader on the approximation, we show the actual and approximate AoI distributions for a single server M/M/1 system for two operating points, in Fig. 3. The blue curve represents the probability distribution function (PDF) corresponding to (4), along with its histogram from simulation as the shaded portion. The red dashed line shows the gamma approximation that we propose now. Given the original single server queue with average AoI \( 2\Theta \), the respective PDF and CDF of AoI can be approximated as:

\[
f(x) = \frac{x}{\Theta^2} \exp \left( -\frac{x}{\Theta} \right), x \geq 0
\]

\[
F(x) = 1 - \exp \left( -\frac{x}{\Theta} \right) - \frac{x}{\Theta} \exp \left( -\frac{x}{\Theta} \right), x \geq 0.
\]

It is evident from Fig. 3 that the chosen gamma distribution closely approximates the actual AoI distribution for the mentioned parameters. In particular, this approximation turns out to be quite accurate when \( \frac{\lambda}{\mu} \) values are not far away from 0.5. However, we wish to remind the reader that the gamma approximation is not very effective for skewed queue utilization values (\( \rho \) near 0 or 1), this can be inferred by
Clearly, the RHS of (12) is zero when $\rho$ is only a function of the individual average AoI at each of the queues. Thus adding one more server in parallel can bring down the Aoi to a factor of about $\frac{5}{8}$ same as that in (3) is optimal in minimizing the approximate average AoI. Compare this against the value $\rho \approx 0.5333391$ for the actual system given in Lemma 1.

For queues with identical servers, calculating the true average AoI is more tedious than our approximation. However, our approximation can easily handle several non-identical servers as well. To illustrate, let us extend our results to a system with $n$ heterogeneous servers. Let $\mu_i, 1 \leq i \leq n$ be the service rates, and $\alpha_i$ be the probability that an incoming packet is routed to server $i$, where $\sum_{i=1}^{n} \alpha_i = 1$. For a common Poisson arrival process of rate $\lambda = \sum_{i=1}^{n} \lambda_i$ to the multi-server system we have the following theorem.

**Theorem 2:** For $n$ non-identical servers, the minimum approximate average AoI is achieved when $\frac{\alpha_i}{\mu_i} = \rho^*, 1 \leq i \leq n$, where $\rho^*$ is given in (3).

**Proof:** The proof is included in Appendix C.

What we have shown is the optimal value of approximate AoI for a multi-server system happens when each server operates at its minimum AoI. Clearly, the common arrival rate and routing probability should facilitate the optimal operating condition for each server. In short, the approximate AoI is minimized when each server utilization is slightly above 50%. We also expect the true minimum average AoI to be not much different from that when the arrival rate to each of the servers is about half their respective service rates. Notice that when the utilization is close to 50%, our approximation is a very valuable tool.

On the other hand, when the server utilization is lower, our approximation may not be that useful. Nevertheless, in the next section we show that a small number of servers can considerably reduce the average AoI.

### IV. Simulation Study

With the AoI distributions available, one can perform numerical comparisons to validate the AoI computations. Let us start with a two server system and compare the approximate and actual AoIs. Our first comparison is for the symmetric server case (Table 1). The service rate here is kept $\mu = 20$ for both the queues, and the arrival rate to the system ($\lambda$) is varied from 0 to $2\mu$, while assigning packets to the two queues with equal probabilities, i.e. both the queues have an effective arrival rate of $\frac{\lambda}{2}$ each. Observe that the approximate average AoI appear close to the actual average for values of $\lambda$.
| \( \lambda \) | Empirical average age | Approximate AoI | % Error |
|---|---|---|---|
| 8 | 0.1691 | 0.1890 | 10.55 |
| 10 | 0.1467 | 0.1588 | 7.59 |
| 12 | 0.1347 | 0.1394 | 3.37 |
| 16 | 0.1197 | 0.1177 | 1.74 |
| 20 | 0.1102 | 0.1093 | 0.66 |
| 24 | 0.1094 | 0.1114 | 1.81 |
| 28 | 0.1271 | 0.1273 | 0.17 |
| 32 | 0.1572 | 0.1703 | 7.65 |

TABLE I: Empirical average v/s calculated Age, \( \mu_1 = \mu_2 = 20 \), \( \lambda_1 = \lambda_2 = \lambda/2 \)

| \((\lambda_1, \lambda_2)\) | Actual AoI | Approximate AoI | % Error |
|---|---|---|---|
| (20.735,9.465) | 0.2312 | 0.2447 | 5.5057 |
| (19.235,13.965) | 0.1611 | 0.1730 | 6.8489 |
| (17.735,3.465) | 0.1323 | 0.1379 | 4.0641 |
| (16.235,4.965) | 0.1182 | 0.1196 | 1.1313 |
| (14.735,6.465) | 0.1114 | 0.1104 | 0.9948 |
| (13.235,7.965) | 0.1095 | 0.1075 | 1.8050 |
| (11.735,9.465) | 0.1117 | 0.1106 | 0.9697 |
| (10.235,10.965) | 0.1187 | 0.1206 | 1.5134 |
| (8.735,12.465) | 0.1335 | 0.1403 | 4.8964 |
| (7.235,13.965) | 0.1634 | 0.1745 | 6.3500 |

TABLE II: Actual Vs Approximate Aois, \((\mu_1, \mu_2) = (25, 15)\)

such that the utilisation of each queue is around half, whereas some mismatch kicks in as the utilisation moves towards the extreme values. The second comparison is for an asymmetric case, the first server having a service rate \( \mu_1 = 25 \) and the second server having a service rate of \( \mu_2 = 15 \) (Table II). The arrival rate is kept constant, \( \lambda = 0.53(\mu_1 + \mu_2) \), and the probability with which incoming packets are assigned to each server is varied, which is equivalent to varying the effective arrival rates of the individual servers while keeping the total arrival rate of the two server system to be constant.

We have already seen that the addition of a server brings down the age to approximately \( \frac{1}{2} \) of the original value. It is of interest to see how these results extend to more than two servers. Fig. 4 shows the average AoI reduction as we add more unit speed FCFS servers with random routing. Here the average AoI is computed with the utilization of each server kept around 0.53. The important thing to note here is that the multi-server average AoI quickly levels off with the number of identical servers. Thus having a few servers itself may meet practical objectives on average AoI.

V. Conclusion

We have analyzed a multi-server queuing system with random routing from the point of view of average age of information. The benefits of having an additional server is shown, and it is interesting to note that the server utilization for minimal average AoI remains roughly the same as the single server M/M/1 queue. Future works will consider more general constraints on the weighted sum of arrival rates, as well as routing policies which take the queue states into account.
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APPENDIX A

Calculation of AOI in (7)

Once the AoI distribution for a single server is known, we can use (5) to find the average AoI for the two server system. Let the AoI for server 1 and 2 be \( \Delta_1(t) \) and \( \Delta_2(t) \) respectively. Denote \( 1 - \rho_1 \) and \( 1 - \rho_2 \) as \( \rho_1 \) and \( \rho_2 \), respectively. From (4), for \( i = 1, 2 \),

\[
P(\Delta_i(t) > x) = e^{-\rho_i \mu_i x} - \left(\frac{1}{\rho_i} + \rho_i \mu_i x\right) e^{-\mu_i x} + \frac{1}{\rho_i} e^{-\rho_i \mu_i x}.
\]

(15)
Let the AoI of the two server system be $\Delta(t)$. Then

$$P(\Delta(t) > x) = P(\Delta_1(t) > x)P(\Delta_2(t) > x)$$

$$= e^{-(\rho_1 \mu_1 + \rho_2 \mu_2)} + \frac{1}{\rho_1 \rho_2} \mu_1 x + \frac{\rho_1}{\rho_2} \mu_2 x$$

$$+ \rho_1 \rho_2 \mu_1 \mu_2 e^{-(\mu_1 + \mu_2) x} + G(\mu_1, \mu_2, \rho_1, \rho_2)$$

$$+ G(\mu_2, \mu_1, \rho_2, \rho_1), \quad (16)$$

where,

$$G(\mu_1, \mu_2, \rho_1, \rho_2) = -\frac{1}{\rho_2} e^{-(\mu_1 + \rho_1 \mu_1) x}$$

$$+ \frac{1}{\rho_2} e^{-(\rho_1 \mu_1 + \rho_2 \mu_2) x} - \frac{1}{\rho_1} e^{-(\mu_1 + \rho_1 \mu_1) x}$$

$$+ \frac{1}{\rho_2} e^{-(\rho_1 \mu_1 + \rho_2 \mu_2) x}. \quad (17)$$

We can now compute the average AoI by

$$\mathbb{E}[\Delta(t)] = \int_0^\infty P(\Delta(t) > x) \, dx. \quad (18)$$

Evaluating this integral using (16) will give the formula in (7).

### Appendix B

**Symmetric Servers**

With $\mu_1 = \mu_2 = \mu$, the average AoI expression given in (7) can be simplified considerably. In particular, the function $g(\rho_1, \rho_2) = \mu \mathbb{E}[\Delta]$ is easily seen to depend only on $\rho_1$ and $\rho_2$. Thus, we can take $\mu_1 = \mu_2 = 1$, and find the optimal $(\rho_1, \rho_2)$.

In order to proceed with the optimization, we first impose an additional constraint that $\rho_1 + \rho_2 = 2\rho$, and later relax this constraint to allow for all values of $\rho < \mu$. Notice that the function $g(\rho_1, \rho_2)$ is symmetric in the arguments, and thus its derivative along the line $\rho_1 + \rho_2 = 2\rho$ will vanish when $\rho_1 = \rho_2 = \rho$. With $\rho_1 = \rho_2 = x$, let the function $f(x) = g(x, x)$ represent the average AoI in (7). The derivative of $f(x)$ is the rational function given in (19), at the bottom of this page.

The only zero of the function $f'(x)$ in the interval $(0, 1)$ happens at $x \approx 0.533391$, whereas the second derivative $f''(x)$ has no zeros in $(0, 1)$. This effectively proves the lemma.

### Appendix C

**Multi-server System in Theorem**

Now let us consider an extension of our two server systems to $n$ servers running in parallel. By our random routing, each server observes an independent Poisson process of rate $\lambda_j = \alpha_j \lambda$, where $\alpha_j$ is the routing probability to server $j$, and $\lambda$ is the combined arrival rate. For $j = 1, 2, ..., n$, let $\Delta_j(t)$ and $2\Theta_j$ be the instantaneous and average age of the $j^{th}$ server. For the $j^{th}$ server, we take the tail distribution of AoI according to the gamma approximation, i.e.,

$$P(\Delta_j(t) > x) = \exp \left( -\frac{x}{\Theta_j} \right) + \frac{x}{\Theta_j} \exp \left( -\frac{x}{\Theta_j} \right), \quad x \geq 0. \quad (20)$$

For convenience, let us denote the RHS of (20) as $G(x, \Theta_j)$. Taking derivatives

$$\frac{dG(x, \Theta)}{d\Theta} = \frac{x}{\Theta} e^{-\frac{x}{\Theta}} (1 + \frac{x}{\Theta}) - \frac{x}{\Theta^2} e^{-\frac{x}{\Theta}} \quad (21)$$

$$\geq 0 \quad (22)$$

Therefore, if $\Theta_1 > \Theta_2$, then $G(x, \Theta_1) > G(x, \Theta_2)$.

The approximate average AoI can now be computed as

$$\mathbb{E}[\Delta] = \int_0^\infty P(\Delta(t) > x) \, dx \quad (23)$$

$$= \int_0^\infty \prod_{j=1}^n P(\Delta_j(t) > x) \, dx$$

$$= \int_0^\infty \prod_{j=1}^n G(x, \Theta_j) \, dx. \quad (24)$$

Since $G(x, \Theta)$ is non-negative and monotonously non-increasing in $\Theta$, the above RHS is clearly minimized by choosing the minimal value for each $\Theta_j$, $1 \leq j \leq n$. This proves the theorem.