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Abstract: This paper presents novel feature descriptors and classification algorithms for the automated scoring of HER2 in Whole Slide Images (WSI) of breast cancer histology slides. Since a large amount of processing is involved in analyzing WSI images, the primary design goal has been to keep the computational complexity to the minimum possible level and to use simple, yet robust feature descriptors that can provide accurate classification of the slides. We propose two types of feature descriptors that encode important information about staining patterns and the percentage of staining present in ImmunoHistoChemistry (IHC)-stained slides. The first descriptor is called a characteristic curve, which is a smooth non-increasing curve that represents the variation of percentage of staining with saturation levels. The second new descriptor introduced in this paper is a local binary pattern (LBP) feature curve, which is also a non-increasing smooth curve that represents the local texture of the staining patterns. Both descriptors show excellent interclass variance and intraclass correlation and are suitable for the design of automatic HER2 classification algorithms. This paper gives the detailed theoretical aspects of the feature descriptors and also provides experimental results and a comparative analysis.
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1. Introduction

The most commonly used method for breast cancer grading is the ImmunoHistoChemistry (IHC) test, which is a staining process performed on biopsy samples of breast cancer tissues [1]. The IHC-stained slides are normally observed under a microscope by pathologists to determine the level of over-expression of Human Epidermal Growth factor Receptor 2 (HER2) protein in cancer cells. The tissue sample is then assigned a HER2 score of 0 to 3+, representing the grade of cancer present in the sample [2]. Manual grading and annotations of breast cancer slides are time consuming, and there are huge maintenance costs associated with collecting, archiving, and transporting tissue specimens. It is also well-documented that manual grading can have significant variability in pathologist assessments due to the subjective process of determining the intensity and uniformity of staining in the presence of variable staining patterns and heterogeneity of tumor grade [3]. Automated methods can also suffer from errors due to inaccuracies in the training algorithm and their inability to segment faint and complex tissue structures [4].

In the rapidly growing field of digital pathology, several Whole Slide Image (WSI) processing algorithms are currently being developed as diagnostic tools to help pathologists in the assessment of disease patterns [5]. WSIs have a pyramidal structure to enable optimized viewing across multiple
magnification levels, and they provide a high resolution overview of the entire slide \[5,6\]. Typically, at 40× magnification, the images have a resolution of approximately 0.25 microns per pixel. At this resolution, a slide region of size 15 mm × 15 mm could correspond to 60,000 × 60,000 pixels. WSIs were originally used as a computer-aided digital microscopy tool, where pathologists could view different parts of a sample at different magnifications to improve the accuracy of their scores \[3\]. Powerful computational algorithms are being developed to automatically extract features related to cytological and protein structures in the image for accurately quantifying biomarkers such as HER2 \[7\]. In \[8\], the authors used adaptive thresholding and a watershed algorithm for cell segmentation. Recently, an online contest was organized by the University of Warwick in conjunction with the UK/Ireland Pathology Society annual meeting 2016, with the aim of advancing research in the field of automated HER2 scoring algorithms \[9\]. This contest was the primary motivation for our research work presented in this paper. Our algorithm (registered with team name UC-CSSE-CGIP) performed exceedingly well in the contest, obtaining the second best points score of 390 out of 420 and the overall seventh position on the combined leader board \[10\]. The teams that were on the top of the leader board, including our team, were invited to submit a very brief (one paragraph) summary of the algorithms used for inclusion in a journal paper prepared by the contest organizers \[11\].

WSIs contain voluminous amounts of data. One of the primary design goals has been to keep the computational complexity to the minimum possible level and to develop an efficient method that can process relevant tiles of an input WSI image quickly and classify the image into one of the four classes corresponding to the four HER2 scores. The second design goal was to have a feature set whose correlation to the percentage of membrane staining in the given sample could be easily visualized and interpreted by pathologists. The third design goal was to reduce the amount of information redundancy in the feature set by extracting a minimal set of characteristic features that would adequately represent the staining pattern and the percentage of staining. This paper presents two types of feature descriptors that have shown excellent intraclass correlation and interclass variance in our experimental analysis involving a large collection of WSI images. The first descriptor is called characteristic curves, and they represent the variation of the percentage of staining in an image tile with saturation levels of the staining colour \[12\]. The second descriptor is based on local binary patterns (LBPs) \[13\], and they encode information about the local texture variation in the image with saturation levels. The paper provides a detailed description of the WSI processing stages, the development and selection of features, and the experimental analysis performed. We hope that the methods presented in this paper will contribute significantly to the development of faster and accurate automatic HER2 scoring techniques in the area of breast cancer histopathology analysis.

We would like to note here that the novelty of the paper is not on the classification technique used, but on the features extracted from the WSIs that directly correspond to HER2 features in IHC-stained images. Both characteristic curves and uniform rotation invariant LBP feature curves have demonstrated excellent discriminating power (interclass variance), making them useful in classification algorithms for automated HER2 scoring. The classification problem involves only an accurate estimation of the level of staining present in the slides in terms of percentage and saturation, together with relevant morphological and texture features, and therefore does not require highly complex feature vectors or complex neural network architectures with convolutional layers.

The paper is organized as follows: The next section gives a description of the dataset used, an outline of the HER2 assessment scheme, and an overview of the stages of the processing pipeline. Section 3 provides an introduction to a novel set of features called characteristic curves and discusses their computational aspects and properties. Section 4 gives an overview of local binary patterns, their computation, and introduces another set of feature descriptors called LBP feature curves. Section 5 gives a brief description of a classification algorithm using the proposed feature descriptors for classifying histopathological images based on their HER2 scores. Section 5 presents experimental results and a comparative analysis. Section 6 presents experimental results and analysis. Section 7
concludes the paper with a summary of the important aspects of the proposed features and outlines future research directions.

2. Materials and Methods

2.1. HER2 Assessment

The amplification of HER2 genes and correspondingly the over-expression of HER2 protein receptors play an important role in the development of breast cancer. The assessment of HER2 protein over-expression is done using the ImmunoHistoChemistry (IHC) test based on the percentage of membrane staining observed in tumor cells as well as the intensity of staining [2]. The mapping between the level of membrane staining and the reported HER2 score is shown in Table 1.

| HER2 Score | Assessment    | Staining Pattern                                                                 |
|------------|---------------|----------------------------------------------------------------------------------|
| 0          | Negative      | No staining is observed, or membrane staining is observed in less than 10% of tumor cells |
| 1+         | Negative      | A faint/barely perceptible membrane staining is detected in greater than 10% of tumor cells. The cells exhibit incomplete membrane staining. |
| 2+         | Weakly Positive | A weak to moderate membrane staining is observed in greater than 10% of tumor cells. |
| 3+         | Positive      | A strong complete membrane staining is observed in greater than 10% of tumor cells. |

A few sample tiles from WSI images of IHC-stained slides are given in Figure 1 along with the HER2 scores to show the variations of the scores with the level of membrane staining seen in the images.

![HER2 Score Images]

**Figure 1.** Whole Slide Image (WSI) tiles showing different levels of staining and their corresponding HER2 scores. Reproduced from [12] with permission.

2.2. Dataset

The dataset used in this research work was provided by the University of Warwick as part of the online HER2 scoring contest [9]. Permission was granted by the contest organizers to participating teams for the use of the dataset for research and academic purposes. The dataset consisted of a total of 172 whole slide images in Nano-zoomer Digital Pathology (NDPI) format. These WSIs were extracted from 86 cases of patients with invasive breast carcinomas [11]. For each case, WSIs of both Hematoxylin and Eosin (H&E)-stained and IHC-stained slides were provided. There were two HER2 scoring contests, and the number of WSIs provided for training and testing the classification algorithm is given in Table 2.
Table 2. Number of WSIs provided for training and testing the classification algorithm. Reproduced from [12] with permission.

| Ground Truth HER2 Score | Number of WSIs | Contest-1 No. of WSIs | Contest-2 No. of WSIs |
|-------------------------|---------------|----------------------|----------------------|
| 0                       | 13            | 28                   | 6                    |
| 1+                      | 13            | 13                   | 13                   |
| 2+                      | 13            |                       |                       |
| 3+                      | 13            |                       |                       |
| Total                   | 52            |                       |                       |

2.3. Processing Stages

Various stages of the processing pipeline are shown in Figure 2. We used the OpenSlide application programming interface (API) [14] to read the WSIs of IHC-stained slides, and a region of interest (ROI) containing a significant portion of the imaged tissue is extracted from the middle segment of the image. Rectangular tiles of size $1800 \times 1200$ pixels at $20 \times$ magnification that contain at most 20% background pixels are then created and used as inputs for the method that computes LBP features and characteristic curves. At least six tiles at randomly selected locations within the ROI are generated for each WSI. The remaining part of the pipeline thresholds the input tiles and computes the LBP features and also the percentage of staining in the tissue sample to obtain the characteristic curves. These steps are detailed in the following sections.

![Processing stages in the extraction of characteristic curves and local binary pattern (LBP) features. ROI: region of interest.](image)

Figure 2. Processing stages in the extraction of characteristic curves and local binary pattern (LBP) features. ROI: region of interest.

3. Characteristic Curves

Curve-based automated analysis of immunohistochemical images have been tried in the past with limited success [15]. In this section, we introduce a novel feature vector called a characteristic curve. An important parameter in HER2 assessment is the percentage of membrane staining perceived in an image segment. Assuming that we can compute the percentage of membranes stained in a particular colour range (this computation will be discussed in detail below), we can analyse the variations in this percentage value with respect to changes in the colour saturation threshold. Specifically, if $[h, s, v]$
represent the stain colour components in Hue-Saturation-Value (HSV) space, and if \( p(s_{\text{low}}) \) denotes the percentage of staining with colour in the range given by the following inequalities:

\[
\begin{align*}
&h_1 \leq h < h_2 \\
&s > s_{\text{low}} \\
&v_1 \leq v < v_2,
\end{align*}
\]

then, the variation of \( p(s_{\text{low}}) \) plotted against \( s_{\text{low}} \) gives the characteristic curve (or the percentage-saturation curve) of the image. In Equation (1), \([h_1, h_2]\) denote fixed hue thresholds specifying allowable variations in the hue value, and similarly \([v_1, v_2]\) denote value thresholds. Since we specify only the lower bound for saturation, progressively increasing \( s_{\text{low}} \), typically from 0.1 to 0.5, produces a non-increasing characteristic curve (Figure 3). This property of the characteristic curve is the direct result of \( p(s_{\text{low}}) \) being proportional to the complement of a normalized cumulative histogram for saturation values.

\[\text{Input image}\]

\[\text{Thresholded images}\]

\[\text{Characteristic Curve}\]

\[\text{Figure 3. Intermediate stages in the generation of a characteristic curve. Reproduced from [12] with permission.}\]

The base components of the stain colour \([h, s, v]\) are computed using the training set where the given percentage of staining is above 80%. While computing the percentage of staining for the test (or cross-validation) sets, it is important to eliminate not only the background region but also other segments that are not part of the membrane region, such as connective tissues, lobules, and nuclei. These regions can be segmented using colour (nuclei are stained in a distinctly different colour) or using a distance measure evaluated in colour space over a neighborhood mask around each pixel (for identifying regions of nearly constant colour value).

Figure 3 shows thresholded images with stained regions in red colour as the value of \( s_{\text{low}} \) is increased from 0.1 to 0.5. The resulting characteristic curve is also shown. The characteristics curves
have the property that they are always monotonically decreasing smooth curves. They allow accurate polynomial approximations using cubic curves. The shape of the curve can be directly matched with the staining patterns given in the HER2 assessment guidelines (Table 1) for a straightforward interpretation of the derived score (Figure 4). For example, the characteristic curve always lies below the 10% threshold when the score is 0, and only a small initial segment of the curve lies above the 10% mark when the score is 1. If the score is 3+, the curve lies completely above the 30% mark, showing a strong and complete membrane staining. As seen in Figure 4, the curve passes through a much wider range of values of percentage staining when the score is 2+.

The properties of the characteristic curve outlined above, particularly the fact that the curve is non-increasing, can be used for developing a naive rule-based classification algorithm as follows.

- If \( z_0 (=p(0.1)) < 10\% \), then the whole curve lies below 10%, and the score is 0
- Else if \( z_{n-1} (=p(0.5)) > 30\% \), then the whole curve lies above 30%, and the score is 3+
- Else if \( 10\% \leq z_0 (=p(0.1)) < 40\% \) and \( p(0.2) < 15\% \), the score is 1+
- Else if \( p(0.4) < 15\% \), then the score is 2+
- Else, the score is 3+

The rules were formed by analyzing the shapes of characteristic curves for several image tiles with ground truth values of HER2 scores assigned by pathologists. Note that for the above simple classification algorithm, we sample the curve at only four key points \( p(0.1), p(0.2), p(0.4), \) and \( p(0.5) \). We outlined the rule-based algorithm here primarily to show the feature representation capability of the characteristic curves.

4. Local Binary Patterns

4.1. LBP Computation

Local binary patterns (LBP) are powerful feature descriptors used for texture analysis and classification [13]. The binary pattern is derived by comparing the intensity at each pixel with its eight neighbors and encoding the information in an 8-bit integer value. This encoding can be viewed as a transformation of the input image into an LBP image as shown in Figure 5. The histogram of the LBP
image is generally used for texture classification. In the area of medical image analysis, LBP methods have been successfully used in characterizing disease patterns [16–18] and automated diagnosis [19]. Local binary patterns have also been used for analyzing histopathological images and detecting mitotic cells [20,21]. Several variants of LBP features, such as hierarchical LPB, have also been proposed for specific applications, such as retinal vein occlusion recognition [22].

4.2. Rotation-Invariant Uniform LBP

Since a region of interest can have any arbitrary orientation, it is important that the extracted features are rotation invariant for consistent results. All image tiles are processed at a fixed magnification of 20×, and therefore it is not necessary to have the scale invariance property. A local binary pattern with at most two bit transitions (0/1 transitions) is referred to as a uniform LBP [23]. Uniform LBPs form predominant texture features in rotation-invariant texture classification algorithms. For LBPs computed using eight neighbours as shown in Figure 5, there are 58 uniform patterns. These patterns can be grouped into nine classes (or types) of uniform local binary patterns (uLBP), depending on the number of 1’s in each pattern, as shown in Table 3. Please note that only those byte values for which the bit pattern contains at most two 0/1 transitions are listed in the table.

| Number of 1's | Byte Values |
|--------------|-------------|
| 0            | 0 1 1       |
| 1            | 1 1 0       |
| 2            | 0 1 0       |
| 3            | 1 1 0       |
| 4            | 0 1 0       |
| 5            | 1 1 0       |
| 6            | 0 1 0       |
| 7            | 1 1 0       |
| 8            | 0 1 0       |
| 9            | 1 1 0       |
| 10           | 0 1 0       |
| 11           | 1 1 0       |
| 12           | 0 1 0       |
| 13           | 1 1 0       |
| 14           | 0 1 0       |
| 15           | 1 1 0       |
| 16           | 0 1 0       |
| 17           | 1 1 0       |
| 18           | 0 1 0       |
| 19           | 1 1 0       |
| 20           | 0 1 0       |
| 21           | 1 1 0       |
| 22           | 0 1 0       |
| 23           | 1 1 0       |
| 24           | 0 1 0       |
| 25           | 1 1 0       |
| 26           | 0 1 0       |
| 27           | 1 1 0       |
| 28           | 0 1 0       |
| 29           | 1 1 0       |
| 30           | 0 1 0       |
| 31           | 1 1 0       |
| 32           | 0 1 0       |
| 33           | 1 1 0       |
| 34           | 0 1 0       |
| 35           | 1 1 0       |
| 36           | 0 1 0       |
| 37           | 1 1 0       |
| 38           | 0 1 0       |
| 39           | 1 1 0       |
| 40           | 0 1 0       |
| 41           | 1 1 0       |
| 42           | 0 1 0       |
| 43           | 1 1 0       |
| 44           | 0 1 0       |
| 45           | 1 1 0       |
| 46           | 0 1 0       |
| 47           | 1 1 0       |
| 48           | 0 1 0       |
| 49           | 1 1 0       |
| 50           | 0 1 0       |
| 51           | 1 1 0       |
| 52           | 0 1 0       |
| 53           | 1 1 0       |
| 54           | 0 1 0       |
| 55           | 1 1 0       |
| 56           | 0 1 0       |
| 57           | 1 1 0       |
| 58           | 0 1 0       |

Table 3. Nine different classes of uniform Local Binary Patterns.

As discussed in Section 3, we first obtain a thresholded image using a hue range \([h_1, h_2]\) and saturation values with \(s > s_{low}\). The pixels passing the threshold test are converted to gray level by mapping \(h_1\) to 0 and \(h_2\) to 255. This gray-level image is used as the input for LBP computation. The LBP histogram of such images contain predominant features that represent the texture characteristics of the staining patterns. We denote the 256 values of the LBP histogram by \(L_i, i = 0, \ldots, 255\).

4.2. Rotation-Invariant Uniform LBP

As an example, an input image and its LBP image are shown in Figure 6.

![Figure 6](image.png)

**Figure 5.** The intermediate steps in the computation of the LBP histogram of an image.

**Figure 6.** (a) A sample input image for LBP computation; (b) The corresponding LBP image.
Table 3. Nine different classes of uniform Local Binary Patterns.

| Number of 1's | Byte Values   |
|--------------|--------------|
| 0            | 0            |
| 1            | 1 2 4 8 16 32 64 128 |
| 2            | 3 6 12 24 48 96 192 129 |
| 3            | 7 14 28 56 112 224 480 193 131 |
| 4            | 15 30 60 120 240 225 195 135 |
| 5            | 31 62 124 248 241 227 199 143 |
| 6            | 63 126 252 249 243 231 207 159 |
| 7            | 127 254 253 251 247 239 223 191 |
| 8            | 255          |

Since the byte values of each row in Table 3 contain the same bit pattern circularly shifted among the eight bits, we can obtain a rotation-invariant uLBP by combining the uniform LBPs corresponding to the byte values in each row. The histogram of rotation-invariant uLBP has only nine bins, denoted by $U_i$, $i = 0, \ldots, 8$. As an example,

$$U_4 = L_{15} + L_{30} + L_{60} + L_{120} + L_{240} + L_{225} + L_{195} + L_{135}. \quad (2)$$

All LBP histogram values corresponding to non-uniform binary patterns are combined into a single bin denoted by $\bar{U}$:

$$\bar{U} = L_5 + L_9 + L_{10} + \ldots + L_{13} \ldots \quad (3)$$

4.3. uLBP Feature Curves

Each of the histogram features $U_i$ in the rotation-invariant uLBP set can generate a feature curve as detailed below. When the input image’s saturation threshold $s_{low}$ is varied from 0.1 to 0.5 as discussed in Section 3, we get the corresponding variation in the LBP values $L_i$. The LBP values are then combined into nine uLBP values $U_i$ as discussed in the previous section. Image regions outside the saturation threshold are assigned a pixel value 0. These “background” pixels of constant intensity will have an LBP value 255, and contribute to the uLBP bin $U_8$. We discard the value of $U_8$, as it mainly represents regions of constant intensity. The variation in the values of the remaining bins $U_i$, $i = 0, \ldots, 7$ shows a non-increasing trend very similar to that of the characteristic curve (Figure 7).

The values of the uLBP feature curves are converted to percentages to remove any variations due to changes in image size as follows:

$$U_i' = U_i \cdot 100 / (w \cdot h) \quad (4)$$

where, $w$ and $h$ denote the width and the height of the input image, respectively. The variations of the uLBP feature components $U_i$, $i = 0, \ldots, 8$ and also the non-uniform component $\bar{U}$ for images with HER2 scores 0, 1+, 2+, and 3+ are shown in Figure 7.

The uLBP feature curves bear similarity with characteristic curves in that they do not contain high frequency variations and are non-increasing. Further, as can be seen in Figure 7, uLBP feature curves $U_i$, $i = 0, \ldots, 7$ show excellent discriminating power between the four HER2 classes, making them highly suitable for use as feature vectors in HER2 classification algorithms.
where, \( H \in \mathbb{R}^{m \times n+1} \) vectors proposed in this paper. For a given training example with index \( j \) and the gradient function vector \( J \) classification experiments using the above methods.

The class labels are denoted by \( x \) for images with different HER2 scores. The class-1 corresponds to the set of training examples with HER2 score 0, class-2 with HER2 score 1+, class-3 with HER2 score 2+, and class-4 with HER2 score 3+, and class-4 with HER2 score 4. We then have the following equations for the hypothesis functions

\[
H = g(X\theta_k)
\]

where, \( H \in \mathbb{R}^{m \times 1} \), and \( g() \) denotes the sigmoid function. The cost function \( J(\theta_k) \) is then given by

\[
J(\theta_k) = -\frac{1}{m} \left( Y^T \log(H) - (1 - Y)^T \log(1 - H) \right)
\]

and the gradient function vector \( J'(\theta_k) \) is defined as

\[
J'_k(\theta) = -\frac{1}{m} \left( X^T(H - Y) \right), \quad k = 1, \ldots, 4.
\]

For prediction, the points \( x_i \) on the characteristic curve or the LBP feature curve of a given sample are combined with the trained values of class parameters \( \theta_k \) for each class \( k = 1, \ldots, 4 \), and the class that gives the maximum value for \( g(x_i/\theta_k) \) is chosen. In the next section, we provide the result of classification experiments using the above methods.
6. Experimental Results and Analysis

We used features computed from 52 WSIs with 3 tiles at 20× from each image (comprising of 156 images) and their ground truth values as the training data. Another set of 3 tiles from each of the 52 cases formed the cross-validation set. Out of the total of 156 image tiles in the cross-validation set, 39 belonged to each of the four classes corresponding to four HER2 scores. For generating feature vectors for classification using logistic regression, it was found that a step size of 0.02 for the saturation threshold would provide an adequate number of 20 points (features) within the saturation range $s_{low} \in [0.1, 0.5]$. The feature matrix $X$ in Equation (5) therefore had the dimension $156 \times 20$. The gradient descent algorithm used 100 iterations to converge to the solution with a learning rate of 0.001 (Figure 8).

![Cost Convergence](image)

**Figure 8.** Convergence of the cost functions of the four-class logistic regression algorithm. Reproduced from [12] with permission.

The confusion matrix in Table 4 summarizes the results for each class and gives the overall accuracy achieved.

**Table 4.** Confusion matrix for the multi-class logistic regression algorithm. Reproduced from [12] with permission.

| HER2 Score | Predicted | Accuracy = 88.46% |
|------------|-----------|-------------------|
| Actual     | 0         | 1+                | 2+     | 3+     | Precision | Recall  |
| 0          | 37        | 2                 | 0      | 0      | 0.86      | 0.95    |
| 1+         | 6         | 29                | 4      | 0      | 0.83      | 0.74    |
| 2+         | 0         | 4                 | 34     | 1      | 0.87      | 0.87    |
| 3+         | 0         | 0                 | 1      | 38     | 0.97      | 0.97    |

The smoothness and monotonically decreasing properties of the characteristic curve can be effectively made use of in reducing the dimensionality of the features in the logistic regression algorithm. As in the case of the rule-based classification method, we can sample the curve at only four key points $p(0.1)$, $p(0.2)$, $p(0.4)$, and $p(0.5)$, and also use the slope information at those points $p'(0.1)$, $p'(0.2)$, $p'(0.4)$, and $p'(0.5)$ to get a feature vector of size 8 instead of 20. The cost functions converge to almost similar values with only a slight increase in the magnitudes. The confusion matrix obtained by running the algorithm with the reduced set of features of the characteristic curve is shown in Table 5.
Identifying such tiles from the training and cross-validation sets significantly improved the scores of which such tiles can be identified and discarded by the automatic tile extraction method. Manually. This tile could have been a valid part of any WSI with a score 0, and therefore there is no way by the University of Warwick [9] has also been presented. The results show that the features used a ground truth value of 2+ at the training stage and a predicted value of 0 at the cross-validation stage. As seen in Table 5, reducing the dimensionality of the feature set from 20 to 8 only affected the recall rates of classes 1 and 2.

An experimental analysis using uLBP feature curves also gave good levels of accuracy. Only the first eight uLBP feature curves \( U_i, i = 0, \ldots, 7 \), each containing 20 sample points, were used in our analysis. We give below the classification results as a confusion matrix (Table 6).

### Table 5. Confusion matrix for the multi-class logistic regression algorithm with the reduced feature set.

| HER2 Score | Predicted |       |       |       |       |       |
|------------|-----------|-------|-------|-------|-------|-------|
| Actual     | 0         | 1+    | 2+    | 3+    | Precision | Recall  |
| 0          | 37        | 2     | 0     | 0     | 0.80    | 0.95   |
| 1+         | 8         | 24    | 7     | 0     | 0.75    | 0.61   |
| 2+         | 1         | 6     | 31    | 1     | 0.79    | 0.79   |
| 3+         | 0         | 0     | 1     | 38    | 0.97    | 0.97   |

As seen in Table 5, reducing the dimensionality of the feature set from 20 to 8 only affected the recall rates of classes 1 and 2.

An experimental analysis using uLBP feature curves also gave good levels of accuracy. Only the first eight uLBP feature curves \( U_i, i = 0, \ldots, 7 \), each containing 20 sample points, were used in our analysis. We give below the classification results as a confusion matrix (Table 6).

### Table 6. Confusion matrix for the multi-class logistic regression algorithm with uLBP feature vectors.

| HER2 Score | Predicted |       |       |       |       |       |
|------------|-----------|-------|-------|-------|-------|-------|
| Actual     | 0         | 1+    | 2+    | 3+    | Precision | Recall  |
| 0          | 38        | 1     | 0     | 0     | 0.86    | 0.97   |
| 1+         | 5         | 31    | 3     | 0     | 0.86    | 0.79   |
| 2+         | 1         | 4     | 33    | 1     | 0.92    | 0.85   |
| 3+         | 0         | 0     | 0     | 39    | 0.98    | 1.00   |

The texture characteristics represented by uLBP features were useful in resolving some of the ambiguous cases for scores 0 and 3+ where the texture features are highly distinguishable, providing higher recall rates for those two scores. The uLBP features also gave higher false positives for score 2+.

Analysing the staining patterns in tiles that were wrongly classified revealed a common problem in the automatic extraction of tiles from WSIs. Some of the samples with scores 1+ and 2+ had large tissue regions without any staining. The example shown in Figure 9 contains a tissue sample at \( 10 \times \) magnification with an assigned score of 2+.

![Figure 9](image.png)

**Figure 9.** An example showing two tile positions with varying image characteristics within the same WSI. Reproduced from [12] with permission.

In Figure 9, the tile on the top did not contain any stained membrane regions, and was assigned a ground truth value of 2+ at the training stage and a predicted value of 0 at the cross-validation stage. This tile could have been a valid part of any WSI with a score 0, and therefore there is no way by which such tiles can be identified and discarded by the automatic tile extraction method. Manually
identifying such tiles from the training and cross-validation sets significantly improved the scores of the classification algorithms. The tile on the bottom half of Figure 9 was assigned the correct score of 2+.

7. Conclusions and Future Work

This paper has introduced two novel feature descriptors viz. characteristic curves and LBP feature curves that could be effectively used in classification algorithms for the automated scoring of HER2 in breast cancer histology slides. The computational aspects of both types of descriptors and their shape feature representation capabilities in embedding information about the staining patterns and the percentage of staining present in images with different HER2 scores have been discussed in detail. Both descriptors have similar geometrical attributes in that they are both smooth non-increasing curves. Experimental analyses have shown that both descriptors have excellent interclass variance and intraclass correlation properties that make them useful for applications in classification algorithms. Results of an experimental analysis done using a comprehensive WSI dataset provided by the University of Warwick [9] has also been presented. The results show that the features used with a multi-class classification algorithm, such as logistic regression, can provide very good levels of accuracy. The paper also outlined computational stages in the overall processing pipeline for automatic HER2 scoring using WSI files as inputs.

Experimental results given in the paper also show the need for further improving the discriminating power of the features. Further analysis is required for the accurate identification of membrane morphology and region segmentation, particularly for samples with an assigned HER2 score 1+. It is also necessary to assess the reproducibility of results, specifically the inter-scanner variability [25] of the rule-based classification algorithm, as the rules were formed using data produced by a single scanner. Future work is also directed towards graphical processing unit (GPU) implementations of the feature extraction methods.
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