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Abstract

In this paper we propose new smoothed sign and Wilcoxon’s signed rank tests, which are based on a kernel estimator of the underlying distribution function of data. We discuss approximations of p-values and asymptotic properties of these tests. The new smoothed tests are equivalent to the ordinary sign and Wilcoxon’s tests in the sense of the Pitman’s asymptotic relative efficiency, and the differences of the ordinary and the new tests converge to zero in probability. Under the null hypothesis, the main terms of the asymptotic expectations and variances of the tests do not depend on the underlying distribution. Though the smoothed tests are not distribution-free, we can obtain Edgeworth expansions with residual term $o(n^{-1})$, which do not depend on the underlying distribution.
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1 Introduction

Let $X_1, X_2, \cdots, X_n$ be independently and identically distributed (i.i.d.) random variables with a distribution function $F(x - \theta)$, where the associated density function satisfies $f(-x) = f(x)$, and $\theta$ is an unknown location parameter. Here we consider a test and a confidence interval of the parameter $\theta$. This setting is called one-sample location problem. In order to test the null hypothesis $H_0 : \theta = 0$ vs. $H_1 : \theta > 0$, many nonparametric test statistics are proposed, like sign test, Wilcoxon’s signed rank test etc. (see Háek et al. [5]) These tests are distribution-free and have discrete distributions. As pointed out by Lehmann & D’Abrera [10], because of the discreteness of the test statistics, p-value jumps
in response to a small change in data values, when the sample size \( n \) is small or moderate. A smoothed version of rank methods is discussed by Brown et al. \[3\]. They proposed a smoothed median estimator and a corresponding smoothed sign test. The proposed test is not distribution-free and so they have discussed an Edgeworth expansion which includes unknown parameters. Their proposed smoothed sign test has good properties, but the Pitman’s asymptotic relative efficiency (A.R.E.) does not coincide with the ordinary sign test. Further, when we use their Edgeworth expansion, we have to make estimators of unknown parameters. In this paper we will propose an alternative smoothed sign test which is based on a kernel estimator of the distribution function, and discuss asymptotic properties. We will show that its A.R.E. is same as the ordinary sign test, and that the difference of two sign tests converges to zero in probability. Further an Edgeworth expansion of the proposed sign test with residual term \( o(n^{-1}) \) is established and we prove the validity. The obtained Edgeworth expansion does not depend on the underlying distribution, if we choose an appropriate kernel.

Using the same idea, we also propose a new smoothed Wilcoxon’s signed rank test, and show the difference of two Wilcoxon’s tests converges to zero in probability too. An Edgeworth expansion with residual term \( o(n^{-1}) \) is obtained and does not depend on the underlying distribution.

Let us define \( \psi(x) = 1 \) \((x \geq 0)\), \( = 0 \) \((x < 0)\) and then the sign test is equivalent to

\[
S = S(X) = \sum_{i=1}^{n} \psi(X_i)
\]

where \( X = (X_1, X_2, \cdots, X_n)^T \). The Wilcoxon’s signed rank test is equivalent to the Mann-Whitney test

\[
W = W(X) = \sum_{1 \leq i < j \leq n} \psi(X_i + X_j).
\]

For observed values \( x = (x_1, x_2, \cdots, x_n)^T \), let us define \( s = s(x) \) and \( w = w(x) \) of \( S \) and \( W \). If the \( p \)-values

\[
P_0(S \geq s) \quad \text{or} \quad P_0(W \geq w)
\]

is small enough, we reject the null hypothesis \( H_0 \). Here \( P_0(\cdot) \) denotes a probability under the null hypothesis \( H_0 \).

In Table 1 based on the exact \( p \)-values of \( S \) and \( W \), we compare which \( p \)-value is smaller in the tail area. Let us define

\[
\Omega_{|x|} = \{ x \in \mathbb{R}^n \mid |x_1| < |x_2| < \cdots < |x_n| \}
\]

and

\[
\Omega_\alpha = \left\{ x \in \Omega_{|x|} \mid \frac{s - E_0(S)}{\sqrt{V_0(S)}} \geq z_{1-\alpha}, \quad \text{or} \quad \frac{w - E_0(W)}{\sqrt{V_0(W)}} \geq z_{1-\alpha} \right\}
\]
Table 1: Comparison of significance probabilities

| Sample size | $n = 10$ | $n = 20$ | $n = 30$ |
|-------------|----------|----------|----------|
| $z_{0.9}$   |          |          |          |
| $S$         | 25       | 69080    | 59092679 |
| $W$         | 82       | 94442    | 87288529 |
| $W/S$       | 3.28     | 1.367    | 1.477    |
| $z_{0.95}$  |          |          |          |
| $S$         | 25       | 32705    | 30857108 |
| $W$         | 48       | 47387    | 43957510 |
| $W/S$       | 1.92     | 1.449    | 1.425    |
| $z_{0.975}$ |          |          |          |
| $S$         | 5        | 12704    | 14028374 |
| $W$         | 21       | 21267    | 22049240 |
| $W/S$       | 4.2      | 1.674    | 1.572    |

where $z_{1-\alpha}$ is a $(1-\alpha)th$ quantile of the standard normal distribution $N(0,1)$, and $E_0(\cdot)$ and $V_0(\cdot)$ are an expectation and variance under $H_0$, respectively. The observed values $S(x)$ and $W(x)$ are invariant for the permutation of $x_1, \cdots, x_n$, and so it is sufficient to consider the case that $|x_1| < |x_2| < \cdots < |x_n|$, and $2^n$ times combinations of $\text{sign}(x_i) = \pm 1 (i = 1, \cdots, n)$. We count samples that an exact $p$-value of the test is smaller than the other in the tail area $\Omega_\alpha$. In Table 1, $S$ indicates a number of cases that the $p$-value of $S$ is smaller than $W$, and $W$ means a number of cases that the $p$-value of $W$ is smaller. $W/S$ is the ratio of $W$ and $S$. For each sample, there is one tie of the $p$-values.

Remark 1 Table 1 shows that if one want to get a small $p$-value, $W$ is preferable and if not, $S$ is preferable. This problem comes from the discreteness of the distributions of the test statistics. In order to conquer this problem, [3] proposed the smoothed sign test, but its Pitman’s A.R.E. does not coincide with the ordinary sign test $S$. They also obtained the Edgeworth expansion which includes unknown moments of the test statistic, and then when applying the expansion, we need estimators of them.

On the other hand, it is possible to use a estimator of the distribution function $F(x_0)$ as a test statistic. Let us define the empirical distribution function

$$F_n(x_0) = \frac{1}{n} \sum_{i=1}^{n} I(X_i \leq x_0)$$

where $I(\cdot)$ is an indicator function. If $F(\cdot)$ satisfies the symmetric condition, we have $F(0) = \frac{1}{2}$ and so we can test the null hypothesis $H_0$ using a $p$-value

$$P_0 \{ F_n(0) \leq f_n \}$$

where $f_n$ is an observed value of $F_n(0)$. This test is equivalent to the sign test $S$, that is

$$S = n - nF_n(0-)$$

(1)
The distribution of $F_n(0)$ is discrete and does not depend on the underlying distribution $F(\cdot)$ under $H_0$.

In order to get a smooth estimator of the distribution function, a kernel estimator $\tilde{F}_n$ of $F$ has been proposed. It is natural to use $\tilde{F}_n$ for the smoothed sign test. Let $k(u)$ be a kernel function which satisfies

$$\int_{-\infty}^{\infty} k(u) du = 1,$$

and $K(t)$ is an integral of $k(u)$

$$K(t) = \int_{-\infty}^{t} k(u) du.$$

The kernel estimator of $F(x_0)$ is given by

$$\tilde{F}_n(x_0) = \frac{1}{n} \sum_{i=1}^{n} K\left(\frac{x_0 - X_i}{h_n}\right)$$

where $h_n$ is a bandwidth and $h_n \to 0$ ($n \to \infty$). Thus similarly as the equation (1), we can use

$$\tilde{S} = n - n\tilde{F}_n(0) = n - \sum_{i=1}^{n} K\left(\frac{-X_i}{h_n}\right)$$

for testing $H_0$, and $\tilde{S}$ is regarded as a smoothed version of the sign test $S$.

The sign test $S$ or $F_n(0-)$ is distribution-free, but $\tilde{S}$ is not. However, under $H_0$, main terms of the asymptotic expectation and variance of $\tilde{S}$ do not depend on $F$, i.e., asymptotically distribution-free, and we can obtain an Edgeworth expansion of $\tilde{S}$ with residual term $o(n^{-1})$, which does not include any unknown parameters. We will also discuss the kernel function $k(u)$ which ensures that the Edgeworth expansion does not depend on the underlying distribution $F$.

Similarly, we can construct the smoothed Wilcoxon’s signed rank test. Since the main term of the Mann-Whitney statistic can be regarded as an estimator of the probability

$$P\left(\frac{X_1 + X_2}{2} > 0\right),$$

we propose the following smoothed test statistic

$$\tilde{W} = \frac{n(n + 1)}{2} - \sum_{1 \leq i \leq j \leq n} K\left(\frac{-X_i + X_j}{2h_n}\right).$$

The smoothed Wilcoxon’s signed rank test $\tilde{W}$ is not distribution-free. However, under $H_0$, the asymptotic expectation and variance of $\tilde{W}$ do not depend on $F$, and we can obtain an Edgeworth expansion of $\tilde{W}$ with residual term $o(n^{-1})$. If we use the symmetric 4-th order kernel and bandwidth $h_n = o(n^{-1/4})$, the
Edgeworth expansion does not depend on $F$. Thus we can obtain the approximation of $p$-value with residual term $o(n^{-1})$.

In this paper we will show that the $A.R.E.s$ of $\tilde{S}$ and $\tilde{W}$ coincide to those of $S$ and $W$, and asymptotic distributions of $S$ and $W$ are same to $\tilde{S}$ and $\tilde{W}$, respectively. Further, we will show that both differences of the standardized $S$ and $\tilde{S}$, and $W$ and $\tilde{W}$ go to 0 in probability. Then the smoothed test statistics are equivalent in the first order asymptotic.

In section 2, we will discuss the asymptotic properties of $\tilde{S}$ and obtain the Edgeworth expansion with residual term $o(n^{-1})$. A confidence interval of $\theta$ based on $\tilde{S}$ is also discussed. In section 3, the asymptotic properties of $\tilde{W}$ and the Edgeworth expansion with residual term $o(n^{-1})$ will be studied, and a confidence interval of $\theta$ based on $\tilde{W}$ is also discussed. In section 4, we compare the obtained results by simulation. Some proofs are given in Appendices.

2 Asymptotic properties

In this paper we assume that the kernel $k(\cdot)$ is symmetric around the origin, that is $k(-u) = k(u)$. Using the properties of the kernel estimator, we can obtain an expectation $E_0(\tilde{S})$ and a variance $V_0(\tilde{S})$. Because of the symmetry of the underlying distribution $f$ and the kernel $k(u)$, we get

$$F(-x) = 1 - F(x) \text{ and } \int_{-\infty}^{\infty} uk(u)du = 0.$$  

Let us define

$$e_1(\theta) = E_0 \left[ 1 - K \left( \frac{-X_1}{h_n} \right) \right].$$

Using a transformation $u = -x/h_n$, an integration by parts and the Taylor expansion, we have

$$e_1(\theta) = 1 - \int_{-\infty}^{\infty} K \left( \frac{-x}{h_n} \right) f(x - \theta)dx$$

$$= 1 - \int_{-\infty}^{\infty} K(u)f(-\theta - h_nu)\frac{1}{h_n}du$$

$$= 1 - \int_{-\infty}^{\infty} k(u)F(-\theta - h_nu)du$$

$$= 1 - F(-\theta) \int_{-\infty}^{\infty} k(u)du + f(-\theta) \int_{-\infty}^{\infty} uk(u)du + O(h_n^2)$$

$$= F(\theta) + O(h_n^2). \quad (3)$$

Thus we get

$$E_0(\tilde{S}) = n \{ F(\theta) + O(h_n^2) \}.$$
Similarly we can obtain a variance of $\tilde{S}$. Using the transformation $u = -x/h_n$ and Taylor expansion, we have

$$E_\theta \left[ K^2 \left( -\frac{X_i}{h_n} \right) \right] = \int_{-\infty}^{\infty} 2K(u)k(u)F(-\theta - h_n u) du$$

$$= F(-\theta) \int_{-\infty}^{\infty} 2K(u)k(u) du + O(h_n)$$

$$= F(-\theta) + O(h_n).$$

Thus the asymptotic variance is

$$V_\theta(\tilde{S}) = n \left\{ E_\theta \left[ K^2 \left( -\frac{X_i}{h_n} \right) \right] - [1 - e_1(\theta)]^2 \right\}$$

$$= n \left\{ [1 - F(\theta)]^2 F(\theta') + O(h_n) \right\}.$$ 

Since $\tilde{S}$ is a sum of i.i.d. random variables, it is easy to show the asymptotic normality.

**Theorem 1** Let us assume that $f'$ exists and is continuous at a neighborhood of $-\theta$, and $h_n = cn^{-d}$ ($c > 0, \frac{1}{4} < d < \frac{1}{2}$). If the kernel $k(\cdot)$ is symmetric around the origin and

$$0 < \lim_{n \to \infty} V_\theta \left[ 1 - K \left( -\frac{X_i}{h_n} \right) \right] < \infty,$$

the standardized $\tilde{S}$ is asymptotically normal, that is

$$\frac{\tilde{S} - E_\theta(\tilde{S})}{\sqrt{V_\theta(\tilde{S})}} \to N(0, 1)$$

in law.

Since

$$E_\theta(\tilde{S}) = n \left\{ F(\theta) + O(h_n^2) \right\},$$

$$V_\theta(\tilde{S}) = n \left\{ F(\theta) [1 - F(\theta)] + O(h_n) \right\},$$

$$E_\theta(S) = nF(\theta),$$

$$V_\theta(S) = nF(\theta)[1 - F(\theta)],$$

we can show that the Pitman’s A.R.E. of $\tilde{S}$ coincides with the sign test $S$. Note that the main terms of the asymptotic expectation and variance of $\tilde{S}$ do not depend on $F$ under $H_0$.

Furthermore, we can show that two sign tests are asymptotically equivalent in the sense of the first order asymptotic. We have the following theorem.

**Theorem 2** Let us assume that $f'$ exists and is continuous at a neighborhood of $-\theta$, and $h_n = cn^{-d}$ ($c > 0, \frac{1}{4} < d < \frac{1}{2}$). If the kernel $k(\cdot)$ is symmetric around the origin and

$$0 < \lim_{n \to \infty} V_\theta \left[ 1 - K \left( -\frac{X_i}{h_n} \right) \right] < \infty,$$


the standardized sign and smoothed sign tests are equivalent, that is
\[
\lim_{n \to \infty} E_\theta \left\{ \frac{S - E_\theta(S)}{\sqrt{V_\theta(S)}} - \frac{\tilde{S} - E_\theta(\tilde{S})}{\sqrt{V_\theta(\tilde{S})}} \right\}^2 = 0.
\]

For the sign test \( S \), it is difficult to improve the normal approximation because of the discreteness of the distribution function of \( S \). The standardized sign test \( S \) takes values with jump order \( n^{-1/2} \), and so the formal Edgeworth expansion is meaningless. On the other hand, since \( \tilde{S} \) is a smoothed statistic and has a continuous type distribution, we can obtain an Edgeworth expansion and prove the validity. García-Soidán et al. \[4\] discussed the Edgeworth expansion and proved the validity for the kernel estimator. Huang & Maesono \[7\] have also discussed the expansion and obtained the explicit formula, for \( h_n = cn^{-d} \) \((c > 0, \frac{1}{4} < d < \frac{1}{2}\)).

Let us define
\[
A_{i,j} = \int_{-\infty}^{\infty} K_i(u)k(u)u^j du.
\]

Assuming that \( f' \) exists and is continuous at a neighborhood of \( x_0 \), and \( h_n = cn^{-d} \) \((c > 0, \frac{1}{4} < d < \frac{1}{2}\)), Huang & Maesono \[7\] showed that
\[
P_n(y) = \Phi(y) - n^{-1/2}\phi(y)Q_1(y) - n^{-1/2}h_n\phi(y)Q_1^*(y) - n^{-1}\phi(y)Q_2(y),
\]

where
\[
P_n(y) = \Phi(y) - n^{-1/2}\phi(y)Q_1(y) - n^{-1/2}h_n\phi(y)Q_1^*(y) - n^{-1}\phi(y)Q_2(y); (4)
\]
\[
Q_1(y) = \frac{B_{3,0}(x_0)}{6}H_2(y),
\]
\[
Q_1^*(y) = \frac{B_{3,1}(x_0)}{6}H_2(y),
\]
\[
Q_2(y) = \frac{B_{4,0}(x_0)}{24}H_3(y) - \frac{B_{3,0}^2(x_0)}{72}H_5(y),
\]
\[
B_{3,0}(x_0) = \frac{1 - 2F(x_0)}{\{F(x_0)\{1 - F(x_0)\}\}^{1/2}},
\]
\[
B_{3,1}(x_0) = \frac{3f(x_0)(A_{1,1} - A_{2,1})}{\{F(x_0)\{1 - F(x_0)\}\}^{3/2}}
\]
\[
B_{4,0}(x_0) = \frac{1 - 3F(x_0) + 3F^2(x_0)}{F(x_0)\{1 - F(x_0)\}}
\]

(5)

and \( \{H_k\} \) are the Hermite polynomials
\[
H_2(y) = y^2 - 1, \quad H_3(y) = y^3 - 3y, \quad H_5(y) = y^5 - 10y^3 - 15y.
\]
Φ(y) and φ(y) are distribution and density function of the standard normal N(0, 1).

Since the kernel k(u) is symmetric, we have

\[ K(u) = 1 - K(-u), \quad \int_{-\infty}^{\infty} u^{2j-1} k(u) du = 0 \ (j = 1, 2, 3) \]  

and then

\[ A_{2,1} = \int_{-\infty}^{\infty} K^2(u) k(u) du = \int_{-\infty}^{\infty} \{1 - K(-u)\}^2 k(u) du \]
\[ = \int_{-\infty}^{\infty} k(u) du - 2 \int_{-\infty}^{\infty} K(-u) k(u) du + \int_{-\infty}^{\infty} K^2(-u) k(u) du \]
\[ = 2 \int_{-\infty}^{\infty} K(z) k(z) dz - \int_{-\infty}^{\infty} K^2(z) k(z) dz = 2A_{1,1} - A_{2,1}. \]

This leads \( A_{1,1} = A_{2,1}. \) Since \( \tilde{S} = n - nF_n(0) \) and

\[ \frac{\tilde{S} - E(\tilde{S})}{\sqrt{V(\tilde{S})}} = -\frac{\tilde{F}_n(0) - E[\tilde{F}_n(0)]}{\sqrt{V[\tilde{F}_n(0)]}}, \]

the standardized \( \tilde{S} \) has the Edgeworth expansion with \(-B_{3,0}(0), -B_{3,1}(0)\) and \(B_{4,0}(0)\). Further, because of \( A_{1,1} = A_{2,1} \) and \( F(0) = \frac{1}{2} \), it is easy to see that

\[ -B_{3,0}(0) = -B_{3,1}(0) = 0, \quad B_{4,0}(0) = 1. \]

Thus using García-Soidán et al. [4] and Huang & Maesono [7], we have the following theorem.

**Theorem 3** Let us assume that \( k(u) \) is a symmetric kernel. If \(|f'(x)| \leq M, \int |u^4 k(u)| du < \infty \) and the bandwidth satisfies \( h_n = cn^{-d} \) (\( c > 0, \ \frac{1}{2} < d < \frac{1}{2} \)), we have

\[ P_0 \left( \frac{\tilde{S} - E_0(\tilde{S})}{\sqrt{V_0(\tilde{S})}} \leq y \right) = \tilde{P}_n(y) + o(n^{-1}), \]

where

\[ \tilde{P}_n(y) = \Phi(y) - \frac{1}{24n} \phi(y)H_3(y). \]  

The Edgeworth expansion (7) does not depend on the underlying distribution \( F. \) In order to use this expansion we have to obtain approximations of \( E_0(\tilde{S}_n) \) and \( V_0(\tilde{S}) \).

**Theorem 4** For the positive bandwidth \( h_n \), we have the following approximations of the expectation and variance under the null hypothesis \( H_0. \) Here we
assume that the kernel is symmetric, and $M, M_1, M_2$ and $M_3$ are some positive constants.

(i) If $f^{(5)}(x)$ exists and $|f^{(5)}(x)| \leq M$ for $h_n = o(n^{-1/4})$ we have

$$E_0(\tilde{S}) = \frac{n}{2} + o(n^{-1/2})$$

and

$$V_0(\tilde{S}) = \frac{n}{4} - 2n h_n f(0) A_{1,1} - \frac{nh_n^3}{3} f''(0) A_{1,3} + o(1).$$

(ii) If $f^{(5)}(x)$ exists and $|f^{(5)}(x)| \leq M_1$, and $A_{1,1} = A_{1,3} = 0$, for $h_n = o(n^{-1/4})$ we have

$$V_0(\tilde{S}) = \frac{n}{4} + o(1).$$

(iii) If $f^{(4)}(x)$ exists and $|f^{(4)}(x)| \leq M_2$, and $A_{1,1} = A_{1,3} = 0$, for $h_n = o(n^{-3/10})$ we have the equations (8) and (9).

(iv) If $f^{(3)}(x)$ exists and $|f^{(3)}(x)| \leq M_3$, and $A_{1,1} = 0$, for $h_n = o(n^{-1/3})$ we have the equations (8) and (9).

Remark 2 In order to get above approximations, we use the Taylor expansion in the integral. We can divide the integral at discrete points, and so we do not need to worry about the differentiability of the density function at finite points.

If the equations (8) and (9) hold, we can use the Edgeworth expansion of $\tilde{S}$ for testing $H_0$ and constructing a confidence interval, without using any estimators. For the observed value $\tilde{s}$, we can obtain the higher order approximation of $p$-value

$$P_0 \left( \frac{\tilde{S} - E_0(\tilde{S})}{\sqrt{V_0(\tilde{S})}} \geq \frac{\tilde{s} - E_0(\tilde{S})}{\sqrt{V_0(\tilde{S})}} \right)$$

$$= 1 - P_0 \left( \frac{\tilde{S} - E_0(\tilde{S})}{\sqrt{V_0(\tilde{S})}} \leq \frac{2}{\sqrt{n}} \left( \tilde{s} - \frac{n}{2} \right) + o(n^{-1}) \right)$$

$$= 1 - \tilde{P}_n \left( \frac{2}{\sqrt{n}} \left( \tilde{s} - \frac{n}{2} \right) \right) + o(n^{-1}).$$

(10)

Using Cornish-Fisher expansion, we can get an approximation of the $\alpha$-quantile. Putting

$$P_0 \left( \frac{\tilde{S} - E_0(\tilde{S})}{\sqrt{V_0(\tilde{S})}} \leq c_\alpha \right) = \alpha,$$

it follows from the equation (10) that

$$c_\alpha = z_\alpha + \frac{1}{24n} (z_\alpha^3 - 3z_\alpha) + o(n^{-1})$$
where \( z_\alpha \) is \( \alpha \)-quantile of \( N(0,1) \). Let us define

\[
\tilde{s}_\alpha = \frac{n}{2} + \sqrt{n} z_\alpha + \frac{1}{48\sqrt{n}} (z_\alpha^3 - 3z_\alpha),
\]

and then we have

\[
P_0(\tilde{S} \leq \tilde{s}_\alpha) = \alpha + o(n^{-1}).
\]

For the significance level \( 0 < \alpha < 1 \), if the observed value \( \tilde{s} \) satisfies

\[
\tilde{s} \geq \tilde{s}_{1-\alpha},
\]

we reject the null hypothesis \( H_0 \).

Since the distribution of \( X_i - \theta \) is the same of the distribution of \( X_i \) under \( H_0 \), we can construct a confidence interval of \( \theta \). For the observed values \( x = (x_1, \ldots, x_n) \), let us define

\[
\tilde{s}(\theta|x) = n - \sum_{i=1}^{n} K \left( \frac{\theta - x_i}{h_n} \right),
\]

\[
\hat{\theta}_U = \arg \min_{\theta} \{ \tilde{s}(\theta|x) \leq \tilde{s}_{\alpha/2} \}
\]

and

\[
\hat{\theta}_L = \arg \max_{\theta} \{ \tilde{s}_{1-\alpha/2} \leq \tilde{s}(\theta|x) \},
\]

where \( 0 < \alpha < 1 \). Then the \( 1 - \alpha \) confidence interval is given by

\[
\hat{\theta}_L \leq \theta \leq \hat{\theta}_U.
\]

**Remark 3** The conditions of \( A_{1,1} = 0 \) and \( A_{1,3} = 0 \) seem restrictive, but we can construct the desired kernel. Let us define

\[
k(u) = \left( \frac{1}{4}(\sqrt{105} - 3) + \frac{1}{2}(5 - \sqrt{105})|u| \right) I(|u| \leq 1).
\]

Then we have \( A_{1,1} = 0 \). \( k(u) \) may take negative value, and so \( \tilde{F}_n(0) \) is not monotone increasing. However our main purpose is to test the null hypothesis \( H_0 \) and to construct the confidence interval, and then we do not need to worry about it. When we use the bandwidth \( h_n = o(n^{-1/3}) \), we only need the condition \( A_{1,1} = 0 \). It is possible to construct the polynomial type kernel \( k(u) \) which satisfies \( A_{1,1} = A_{1,3} = 0 \), but it is too complicate. Here we only consider the polynomial kernel, but it may be possible to construct another type kernel which satisfies \( A_{1,1} = 0 \) or \( A_{1,3} = 0 \). We postpone this to a future work.
3 Smoothed Wilcoxon’s signed rank test

Similarly as $\tilde{S}$, we can obtain an expectation $E_\theta(\tilde{W})$ and a variance $V_\theta(\tilde{W})$ under $H_1$. Let us define $g(z - \theta)$ be a density function of $\frac{X_1 + X_2}{2}$. Then we have

$$g(z - \theta) = 2 \int_{-\infty}^{\infty} f(u) f(2\{z - \theta\} - u) du$$

and $g(-z) = g(z)$. Therefore, similarly as the equation (3), we get the expectation

$$e_2(\theta) = E_\theta \left[ 1 - K \left( \frac{X_1 + X_2}{2h_n} \right) \right] = G(\theta) + O(n^{-2}),$$

where $G(z)$ is a distribution function of $\frac{X_1 + X_2}{2}$ and

$$G(\theta) = \int_{-\infty}^{\infty} F(2\theta - u)f(u)du = \int_{-\infty}^{\infty} F(2\theta + u)f(u)du.$$

In order to discuss the asymptotic properties of $\tilde{W}$, we obtain a Hoeffding decomposition for $U$-statistic and a representation of an asymptotic $U$-statistic, which is discussed by [3]. Let us define

$$\alpha_n(x) = 2E_\theta \left[ 1 - K \left( \frac{x + X_2}{2h_n} \right) \right] - 2e_2(\theta),$$

$$\beta_n(x, y) = 2 \left\{ 1 - K \left( \frac{x + y}{2h_n} \right) - e_2(\theta) - \alpha_n(x) - \alpha_n(y) \right\},$$

$$\alpha'_n(x) = 2 \left\{ 1 - K \left( \frac{x}{h_n} \right) - e_1(\theta) \right\} - 2\alpha_n(x)$$

$$R_n = \frac{4}{n^{3/2}(n + 1)} \sum_{i=1}^{n} \alpha_n(X_i) - \frac{2}{n^{3/2}(n + 1)} \sum_{i=1}^{n} \alpha'_n(X_i)$$

$$- \frac{2}{n^{3/2}(n + 1)} \sum_{1 \leq i < j \leq n} \beta_n(X_i, X_j).$$

Then we have

$$\frac{2}{\sqrt{n(n + 1)}} \left\{ \tilde{W} - E(\tilde{W}) \right\}$$

$$= \sum_{i=1}^{n} \left\{ \frac{\alpha_n(X_i)}{\sqrt{n}} + \frac{\alpha'_n(X_i)}{n^{3/2}} \right\} + \sum_{1 \leq i < j \leq n} \frac{\beta_n(X_i, X_j)}{n^{3/2}} + R_n.$$
we have

\[ E_\theta \left[ 1 - K \left( -\frac{X_1 + X_2}{2h_n} \right) \mid X_1 = x \right] \]

\[ = 1 - \int_{-\infty}^{\infty} K \left( -\frac{x + y}{2h_n} \right) f(y - \theta) dy \]

\[ = 1 - 2h_n \int_{-\infty}^{\infty} K(u) f(-x - 2h_n u - \theta) du \]

\[ = 1 - \int_{-\infty}^{\infty} k(u) F(-x - \theta - 2h_n u) du \]

\[ = 1 - F(-x - \theta) + O(h_n^2) \]

\[ = F(x + \theta) + O(h_n^2). \]  

(12)

Here we use the fact that \( \int uk(u) du = 0 \). Then, if the kernel \( k(\cdot) \) is symmetric, the main term of the asymptotic variance is

\[ E_\theta [\alpha_n^2(X_1)] = 4 \int_{-\infty}^{\infty} F^2(x + \theta) f(x - \theta) dx - 4e_2^2(\theta) + O(h_n^2) \]

\[ = 4 \int_{-\infty}^{\infty} F^2(u + 2\theta) f(u) du - 4G^2(\theta) + O(h_n^2). \]

Using the asymptotic theory for \( U \)-statistics, we have the following theorem.

**Theorem 5** Let us assume that \( f' \) exists and is continuous at a neighborhood of \(-\theta\), and \( h_n = cn^{-d}(c > 0, \frac{1}{4} < d < \frac{1}{2}) \). If the kernel \( k(\cdot) \) is symmetric around the origin, we have

\[ \frac{\tilde{W} - E_\theta(\tilde{W})}{\sqrt{V_\theta(\tilde{W})}} \rightarrow N(0, 1) \]

in law.

Since

\[ E_\theta [\psi(X_1 + X_2) | X_1 = x] = F(x + \theta), \]

we can show that

\[ E_\theta \left[ \frac{\{W - E_\theta(W)\} \{\tilde{W} - E_\theta(\tilde{W})\}}{\sqrt{V_\theta(W)} \sqrt{V_\theta(\tilde{W})}} \right] = 1 + O(h_n^2) \]

and

\[ \frac{V_\theta(\tilde{W})}{V_\theta(W)} = 1 + O(h_n^2). \]

Thus we have the following theorem.
Theorem 6 Let us assume that $f'$ exists and is continuous at a neighborhood of $-\theta$, and $h_n = cn^{-d}$ ($c > 0, \frac{1}{4} < d < \frac{1}{2}$). If the kernel $k(\cdot)$ is symmetric around the origin, the standardized $W$ and $\tilde{W}$ are equivalent, that is
\[
\lim_{n \to \infty} E_{\theta} \left\{ \frac{W - E_{\theta}(W)}{\sqrt{V_{\theta}(W)}} - \frac{\tilde{W} - E_{\theta}(\tilde{W})}{\sqrt{V_{\theta}(\tilde{W})}} \right\}^2 = 0.
\]

Bickel et al. [2] proved the validity of the Edgeworth expansion of the $U$-statistic with residual term $o(n^{-1})$. Since the standardized $W$ and $\tilde{W}$ are asymptotically equivalent, modifying the results of Bickel et al. [2], we can obtain the Edgeworth expansion of $\tilde{W}$ with residual term $o(n^{-1})$ and show its validity.

Similarly as the example in Bickel et al. [2], we can show that $\beta_n(x,y)$ satisfies the assumption in their main theorem.

Theorem 7 Let us assume that $f'$ exists and is continuous at a neighborhood of $-\theta$, and $h_n = cn^{-d}$ ($c > 0, \frac{1}{4} < d < \frac{1}{2}$). Then we have
\[
P \left( \frac{2 \left\{ \tilde{W} - E_{\theta}(\tilde{W}) \right\}}{\sqrt{n(n+1)\xi}} \leq x \right) = Q_n(x) + o(n^{-1}),
\]
where
\[
Q_n(x) = \Phi(x) - \phi(x) \left\{ \frac{P_1(x)}{\sqrt{n}} + \frac{P_2(x)}{n} \right\},
\]
\[
P_1(x) = \kappa_3 \frac{x^2 - 1}{6\xi^3},
\]
\[
P_2(x) = \left\{ \frac{b_4 + \frac{b_5}{4}}{4} \right\} x^2 + \frac{\kappa_4}{24\xi^4} (x^3 - 3x) + \frac{\kappa_3^2}{72\xi^6} (x^5 - 10x^3 + 15x),
\]
\[
\xi^2 = E[\alpha_n^2(X_1)],
\]
\[
a_1 = E[\alpha_n^3(X_1)],
\]
\[
a_2 = E[\alpha_n(X_1)\alpha_n(X_2)\beta_n(X_1, X_2)],
\]
\[
\kappa_3 = a_1 + 3a_2,
\]
\[
b_1 = E[\alpha_n^4(X_1)],
\]
\[
b_2 = E[\alpha_n^2(X_1)\alpha_n(X_2)\beta_n(X_1, X_2)],
\]
\[
b_3 = E[\alpha_n(X_1)\alpha_n(X_2)\beta_n(X_1, X_3)\beta_n(X_2, X_3)],
\]
\[
b_4 = E[\alpha_n(X_1)\alpha_n^2(X_1)],
\]
\[
b_5 = E[\beta_n^2(X_1, X_2)],
\]
\[
\kappa_4 = b_1 - 3\xi^4 + 12(b_2 + b_3).
\]

In order to use the above expansion, we have to obtain the approximation of $E_{\theta}(\tilde{W})$ and $V_{\theta}(\tilde{W})$. Using the results for $U$-statistics, we have the following theorem.
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Theorem 8 Here we assume that the kernel is symmetric. Let $M_1$, $M_2$ and $M_3$ be some positive constants.

(i) If $|f^{(5)}(x)| \leq M_1$ and $h_n = o(n^{-1/4})$, we have

$$E_0(\tilde{W}) = \frac{n(n+1)}{4} + o(n^{1/2})$$

and

$$V_0(\tilde{W}) = \frac{n^2(2n+3)}{24} - 4n^3h_n^2A_{0,2} \int_{-\infty}^{\infty} (f(x))^3 dx + o(n^2).$$

(ii) If $|f^{(4)}(x)| \leq M_2$ and $h_n = o(n^{-3/10})$, we have the equations (14) and (15).

(iii) If $|f^{(3)}(x)| \leq M_3$ and $h_n = o(n^{-1/3})$ we have the equations (14) and (15).

If the kernel is symmetric 4-th order, we have $A_{0,2} = 0$. Then, under $H_0$, the Edgeworth expansion is much simplified as follows.

Theorem 9 Assume that $|f^{(5)}(x)| \leq M$, the kernel $k(\cdot)$ is symmetric 4-th order, and $h_n = o(n^{-1/4})$. Then we have

$$P_0 \left( \frac{\tilde{W} - \frac{n(n+1)}{4}}{\sqrt{\frac{n}{12} + \frac{h_n^2}{n}}} \leq x \right) = \Phi(x) - \left( \frac{7}{20}x^3 - \frac{21}{20}x^5 \right)$$

The Edgeworth approximation (16) does not depend on the underlying distribution $F$, if we use a 4-th order kernel, that is

$$\int uk(u)du = \int u^2k(u)du = \int u^3k(u)du = 0 \quad \text{and} \quad \int u^4k(u)du \neq 0.$$

Remark 4 For the smoothed sign test, we have to assume $A_{1,1} = 0$ when we use its Edgeworth expansion (7), whereas for the smoothed Wilcoxon’s rank test, we only need the assumption that the kernel $k(\cdot)$ is symmetric 4-th order. Jones & Signorini [8] have discussed the bias reduction method, and if we apply their method, we can easily obtain a symmetric 4-th order kernel. For the symmetric kernel $k(\cdot)$, let us define

$$k^*(u) = \frac{s_4 - s_2u^2k(u)}{s_4 - s_2^2}$$

where $s_2 = \int u^2k(u)du$ and $s_4 = \int u^4k(u)du$. Then $k^*(u)$ is symmetric 4-th order.

If the kernel is a symmetric 4-th order, we can use the Edgeworth expansion of $\tilde{W}$, without using any estimators. For the observed value $\tilde{w}$, the higher order
approximation of p-value is given by

\[
P_0 \left( \frac{\tilde{W} - E_0(\tilde{W})}{\sqrt{V_0(\tilde{W})}} \geq \frac{\tilde{w} - E_0(\tilde{W})}{\sqrt{V_0(\tilde{W})}} \right) = 1 - P_0 \left( \frac{\tilde{W} - E_0(\tilde{W})}{\sqrt{V_0(\tilde{W})}} \leq \frac{\tilde{w} - E_0(\tilde{W})}{\sqrt{V_0(\tilde{W})}} \right) = 1 - \tilde{Q}_n \left( \frac{\tilde{w} - E_0(\tilde{W})}{\sqrt{V_0(\tilde{W})}} \right) + o(n^{-1}). \tag{17}
\]

Using Cornish-Fisher expansion, we can get an approximation of the \( \alpha \)-quantile. Putting

\[
P_0 \left( \frac{\tilde{W} - E_0(\tilde{W})}{\sqrt{V_0(\tilde{W})}} \leq c^*_\alpha \right) = \alpha,
\]

it follows from the equation (17) that

\[
c^*_\alpha = z_\alpha + \frac{1}{n} \left( \frac{7}{20} z_\alpha^3 - \frac{21}{20} z_\alpha \right) + o(n^{-1}).
\]

Let us define

\[
\tilde{w}_\alpha = \frac{n(n+1)}{4} + \sqrt{\frac{n^3}{12} + \frac{n^2}{8}} \left( z_\alpha + \frac{1}{n} \left( \frac{7}{20} z_\alpha^3 - \frac{21}{20} z_\alpha \right) \right),
\]

we have

\[
P_0(\tilde{W} \leq \tilde{w}_\alpha) = \alpha + o(n^{-1}).
\]

For the significance level \( 0 < \alpha < 1 \), if the observed value \( \tilde{w} \) satisfies

\[
\tilde{w} \geq \tilde{w}_{1-\alpha},
\]

we reject the null hypothesis \( H_0 \).

Let us consider the confidence interval. Since the distribution of \( X_i - \theta \) is the same of the distribution of \( X_i \) under \( H_0 \), we can use the approximation \( \tilde{Q}_n(\cdot) \).

For the observed values \( x = (x_1, \cdots, x_n) \), let us define

\[
\tilde{w}(\theta|x) = \frac{n(n+1)}{2} - \sum_{1 \leq i \leq j \leq n} K \left( \frac{2\theta - x_i - x_j}{2h_n} \right)
\]

and

\[
\hat{\theta}_U^* = \arg \min_{\theta} \{ \tilde{w}(\theta|x) \leq \tilde{w}_{\alpha/2} \}
\]

\[
\hat{\theta}_L^* = \arg \max_{\theta} \{ \tilde{w}_{1-\alpha/2} \leq \tilde{w}(\theta|x) \}
\]

where \( 0 < \alpha < 1 \). Then we have the \( 1 - \alpha \) confidence interval

\[
\hat{\theta}_L^* \leq \theta \leq \hat{\theta}_U^*.
\]
Table 2: Comparison of significance probabilities

| sample size | \( n = 10 \) | \( n = 20 \) | \( n = 30 \) |
|-------------|-------------|-------------|-------------|
| \( z_{0.99} \) | \( S \) | 7136 | 7716 | 6823 |
| \( \tilde{W} \) | 8174 | 7219 | 6903 |
| \( \tilde{W}/S \) | 1.145 | 0.9356 | 1.012 |
| \( z_{0.95} \) | \( S \) | 3961 | 3970 | 3572 |
| \( \tilde{W} \) | 3325 | 3410 | 3331 |
| \( \tilde{W}/S \) | 0.8394 | 0.8589 | 0.9325 |
| \( z_{0.975} \) | \( S \) | 1813 | 1780 | 1752 |
| \( \tilde{W} \) | 1136 | 1396 | 1555 |
| \( \tilde{W}/S \) | 0.6266 | 0.7843 | 0.8876 |

4 Simulation study

In this section, we first compare the significance probabilities of \( \tilde{S} \) and \( \tilde{W} \) by simulation. Since the distributions of \( \tilde{S} \) and \( \tilde{W} \) depend on \( F \), we compare the \( p \)-values by simulation. For 100,000 times random samples from the Normal distribution, we estimate the significance probabilities in the tail area

\[
\tilde{\Omega}_\alpha = \left\{ x \in \mathbb{R}^n \mid \frac{\tilde{s}(x) - E_0(\tilde{S})}{\sqrt{V_0(\tilde{S})}} \geq z_{1-\alpha}, \text{ or } \frac{\tilde{w}(x) - E_0(\tilde{W})}{\sqrt{V_0(\tilde{W})}} \geq z_{1-\alpha} \right\}.
\]

For the simulated sample \( x \in \mathbb{R}^n \), we calculate the \( p \)-values based on the Edgeworth expansions. Similarly as Table 1, \( \tilde{S} \) means the significance probability of \( \tilde{S} \) is smaller than \( \tilde{W} \), and so on, in Table 2. Comparing Table 1 and 2, we can see that the differences of the \( p \)-values of \( \tilde{S} \) and \( \tilde{W} \) is smaller than those of \( S \) and \( W \).

In Table 3 and 4, we compare the Edgeworth expansion by simulation. Using the Epanechnikov kernel \( k(u) = \frac{3}{4}(1 - u^2)I(|u| \leq 1) \) and the bandwidth \( h_n = n^{-1/3}(\log n)^{-1} \), Table 3 and Table 4 compares simple normal approximation and the Edgeworth expansion. Since we do not know exact distributions of the smoothed sign test \( S \), using the 100,000 replications of the data, we estimate values \( P\left( \frac{\tilde{s} - E_0(\tilde{S})}{\sqrt{V_0(\tilde{S})}} \geq z_{1-\alpha} \right) \) and denote "True" in the table. "Edge." and "Nor." denote the Edgeworth and simple normal approximations, respectively. The underlying distribution are the normal (\( N(0, 1) \)), the logistic (Logis.) and the double exponential (D.Exp.). The Epanechnikov kernel does not satisfy the condition \( A_{1.1} = 0 \), and so we use the exact values of \( f(0) \). In Table 5 using the kernel, which satisfies \( A_{1.1} = 0 \), and the bandwidth \( h_n = n^{-1/3}(\log n)^{-1} \), we compare the Edgeworth and normal approximation. The double exponential distribution does not satisfy the differentiability at the origin 0, but as men-
Table 3: Edgeworth expansion ($\tilde{S}$) for Epanechnikov kernel

| $\tilde{s}$ value | $n=30$ $A_{1,1} \neq 0$ | $\tilde{s}$ value | $n=30$ $A_{1,1} \neq 0$ |
|-------------------|--------------------------|-------------------|--------------------------|
| z0.99             | True Edge. Nor.          | z0.95             | True Edge. Nor.          |
| N(0,1)            | 0.00812 0.00962 0.01    | N(0,1)            | 0.04579 0.04830 0.05    |
| Logis.            | 0.00848 0.00962 0.01    | Logis.            | 0.04687 0.04829 0.05    |
| D.Exp.            | 0.00776 0.00897 0.01    | D.Exp.            | 0.04575 0.04644 0.05    |

| $\tilde{s}$ value | $n=50$ $A_{1,1} \neq 0$ | $\tilde{s}$ value | $n=50$ $A_{1,1} \neq 0$ |
|-------------------|--------------------------|-------------------|--------------------------|
| z0.99             | True Edge. Nor.          | z0.95             | True Edge. Nor.          |
| N(0,1)            | 0.00834 0.00954 0.01    | N(0,1)            | 0.04768 0.04833 0.05    |
| Logis.            | 0.00836 0.00953 0.01    | Logis.            | 0.0481 0.04832 0.05    |
| D.Exp.            | 0.00814 0.00922 0.01    | D.Exp.            | 0.04636 0.04743 0.05    |

| $\tilde{s}$ value | $n=100$ $A_{1,1} \neq 0$ | $\tilde{s}$ value | $n=100$ $A_{1,1} \neq 0$ |
|-------------------|--------------------------|-------------------|--------------------------|
| z0.99             | True Edge. normal        | z0.95             | True Edge. Nor.          |
| N(0,1)            | 0.00936 0.00947 0.01    | N(0,1)            | 0.0488 0.04835 0.05    |
| Logis.            | 0.00888 0.00947 0.01    | Logis.            | 0.04794 0.04834 0.05    |
| D.Exp.            | 0.00904 0.00946 0.01    | D.Exp.            | 0.04803 0.04830 0.05    |

tioned in Remark 1, we can show the Edgeworth expansion takes the same form.

**Remark 5** Azzalini [1] has recommended the bandwidth $n^{-1/3}$ for the estimation of the distribution function. If we use the bandwidth $h_n = o(n^{-1/3})$, we only need the condition $A_{1,1} = 0$. Therefore, we will use the bandwidth $h_n = n^{-1/3}(\log n)^{-1}$ in Section 4. Since the main term of the variance of the kernel type estimator of the distribution function does not depend on the bandwidth $h_n$, there is no trade off the bias and variance. Then we cannot propose a clear criterion for choosing the bandwidth $h_n$. We postpone this to a future work.

**Remark 6** If we use the symmetric kernel, $n^{-1/2}$ term of the expansion is 0 and so the simple normal approximation means that the residual term is already $o(n^{-1/2})$. The above comparisons support our results for the Edgeworth expansions.

Next we will compare the powers of the smoothed sign, the smoothed Wilcoxon’s and the Student t-test. For the significance level $\alpha$, we reject the null hypothesis $H_0$, if the observed value $\tilde{s}$ satisfies

$$\tilde{s} \geq \frac{n}{2} + \sqrt{\frac{n\alpha}{2}} - \frac{1}{48\sqrt{n}}(e_{1-\alpha}^3 - 3e_{1-\alpha}).$$
Table 4: Edgeworth expansion ($\tilde{W}$) for Epanechnikov kernel

| $w$ value | $n=30$ | $w$ value | $n=30$ |
|-----------|--------|-----------|--------|
| $z_{0.99}$ | True | Edge. | Nor. | $z_{0.95}$ | True | Edge. | Nor. |
| N(0,1)    | 0.00847 | 0.01123 | 0.01 | N(0,1)    | 0.04891 | 0.04800 | 0.05 |
| Logis.    | 0.00853 | 0.01123 | 0.01 | Logis.    | 0.04635 | 0.04800 | 0.05 |
| D.Exp.    | 0.00864 | 0.01123 | 0.01 | D.Exp.    | 0.04877 | 0.04800 | 0.05 |

| $w$ value | $n=50$ | $w$ value | $n=50$ |
|-----------|--------|-----------|--------|
| $z_{0.99}$ | True | Edge. | Nor. | $z_{0.95}$ | True | Edge. | Nor. |
| N(0,1)    | 0.00918 | 0.01074 | 0.01 | N(0,1)    | 0.04932 | 0.04880 | 0.05 |
| Logis.    | 0.00938 | 0.01074 | 0.01 | Logis.    | 0.04976 | 0.04880 | 0.05 |
| D.Exp.    | 0.00871 | 0.01074 | 0.01 | D.Exp.    | 0.04874 | 0.04880 | 0.05 |

| $w$ value | $n=100$ | $w$ value | $n=100$ |
|-----------|--------|-----------|--------|
| $z_{0.99}$ | True | Edge. | Nor. | $z_{0.95}$ | True | Edge. | Nor. |
| N(0,1)    | 0.00953 | 0.01037 | 0.01 | N(0,1)    | 0.04927 | 0.04940 | 0.05 |
| Logis.    | 0.00962 | 0.01037 | 0.01 | Logis.    | 0.04913 | 0.04940 | 0.05 |
| D.Exp.    | 0.00954 | 0.01037 | 0.01 | D.Exp.    | 0.04988 | 0.04940 | 0.05 |

Table 5: Edgeworth expansion with the kernel $A_{1,1} = 0$

| $s$ value | $n=30$ | $A_{1,1} = 0$ | $s$ value | $n=30$ | $A_{1,1} = 0$ |
|-----------|--------|---------------|-----------|--------|---------------|
| $z_{0.99}$ | True | Edge. | Nor. | $z_{0.95}$ | True | Edge. | Nor. |
| N(0,1)    | 0.00842 | 0.01021 | 0.01 | N(0,1)    | 0.05013 | 0.04993 | 0.05 |
| Logis.    | 0.00937 | 0.01021 | 0.01 | Logis.    | 0.0491 | 0.04993 | 0.05 |
| D.Exp.    | 0.00908 | 0.01021 | 0.01 | D.Exp.    | 0.04903 | 0.04993 | 0.05 |

| $s$ value | $n=50$ | $A_{1,1} = 0$ | $s$ value | $n=50$ | $A_{1,1} = 0$ |
|-----------|--------|---------------|-----------|--------|---------------|
| $z_{0.99}$ | True | Edge. | Nor. | $z_{0.95}$ | True | Edge. | Nor. |
| N(0,1)    | 0.0092 | 0.01012 | 0.01 | N(0,1)    | 0.05367 | 0.04996 | 0.05 |
| Logis.    | 0.00901 | 0.01012 | 0.01 | Logis.    | 0.05242 | 0.04996 | 0.05 |
| D.Exp.    | 0.00904 | 0.01012 | 0.01 | D.Exp.    | 0.05253 | 0.04996 | 0.05 |

| $s$ value | $n=100$ | $A_{1,1} = 0$ | $s$ value | $n=100$ | $A_{1,1} = 0$ |
|-----------|--------|---------------|-----------|--------|---------------|
| $z_{0.99}$ | True | Edge. | normal | $z_{0.95}$ | True | Edge. | Nor. |
| N(0,1)    | 0.00962 | 0.01006 | 0.01 | N(0,1)    | 0.04903 | 0.04998 | 0.05 |
| Logis.    | 0.00954 | 0.01006 | 0.01 | Logis.    | 0.04892 | 0.04998 | 0.05 |
| D.Exp.    | 0.00999 | 0.01006 | 0.01 | D.Exp.    | 0.04937 | 0.04998 | 0.05 |
For the observed value \( \bar{w} \), we reject \( H_0 \), if

\[
\bar{w}_\alpha = \frac{n(n+1)}{4} + \sqrt{\frac{n^3}{12} + \frac{n^2}{8} \left( z_\alpha + \frac{1}{n} \left\{ \frac{7}{20} z_\alpha^3 - \frac{21}{20} \right\} \right) .
\]

The Student t-test statistic is given by

\[
T = \frac{\sqrt{n} \bar{X}}{\sqrt{V}}
\]

where

\[
\bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i, \quad V = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^2.
\]

For the observed value \( t \), if \( t \geq \frac{t}{n-1; 1-\alpha} \), we reject the null hypothesis \( H_0 \), where \( t(n-1; 1-\alpha) \) is a \( 1-\alpha \)-point of \( t \)-distribution with \( n-1 \) degree of freedoms. In Table 6 using the kernel (11) and the bandwidth \( h_n = \frac{n^{-1/3} (\log n)^{-1}}{2} \), we simulate the power when \( \theta = 0.05, 0.1, 0.5 \) and the significance level \( \alpha = 0.01, 0.05 \), based on 100,000 repetitions. In order to check the size condition, we simulate the case \( \theta = 0 \). When the underlying distribution \( F(\cdot) \) is the double exponential, the Pitman ARE \( (\bar{S}|T) = \pi^2/12 \), ARE \( (\bar{W}|T) = \pi^2/9 \), and the simulation results show that the smoothed sign test is superior than the other tests. When the underlying distribution \( F(\cdot) \) is the logistic, the Pitman ARE \( (\bar{S}|T) = \pi^2/12 \), ARE \( (\bar{W}|T) = \pi^2/9 \), and the simulation results show that the smoothed Wilcoxon’s test is superior than the other tests. The student t-test is superior than others, when \( F(\cdot) \) is normal. These simulation studies coincide with the comparison by the Pitman’s A.R.E., and so the smoothed sign and Wilcoxon’s tests are exactly the continuation of the ordinal tests. Also the simulated sizes are close to those of the significance levels.

5 Appendices

Proof of Theorem 2 For the ordinary sign test \( S \), we have

\[
V_\theta(S) = nF(\theta)[1-F(\theta)]
\]

Then it is sufficient to show

\[
E_\theta \left[ \{S - F(\theta)\} \left\{ \bar{S} - E_\theta(\bar{S}) \right\} \right] = n \{F(\theta)[1-F(\theta)] + O(h_n) \} .
\]

Since \( S \) and \( \bar{S} \) are sums of i.i.d. random variables, we have

\[
E_\theta \left[ \{S - E_\theta(S)\} \left\{ \bar{S} - E_\theta(\bar{S}) \right\} \right] = nE_\theta \left[ \psi(X_1) - E_\theta(\psi) \right] \left\{ 1 - K \left( \frac{-X_1}{h_n} \right) - c_1(\theta) \right\} .
\]
Table 6: Power comparisons of $\tilde{S}$, $\tilde{W}$ and $t$-test

| $n=10$ | $\alpha = 0.01$ | $n=10$ | $\alpha = 0.05$ | $n=50$ | $\alpha = 0.01$ | $n=50$ | $\alpha = 0.05$ |
|--------|----------------|--------|----------------|--------|----------------|--------|----------------|
| $\theta = 0$ | $S$ | $W$ | $T$ | $\theta = 0$ | $S$ | $W$ | $T$ |
| $N(0, 1)$ | 0.00008 | 0.00283 | 0.01019 | $N(0, 1)$ | 0.01366 | 0.00448 | 0.01333 |
| Logis. | 0.00891 | 0.00352 | 0.00839 | Logis. | 0.01369 | 0.00529 | 0.00894 |
| D.Exp. | 0.00876 | 0.00252 | 0.00689 | D.Exp. | 0.01558 | 0.00471 | 0.01102 |
| $\theta = 0.1$ | $S$ | $W$ | $T$ | $\theta = 0.5$ | $S$ | $W$ | $T$ |
| $N(0, 1)$ | 0.01776 | 0.00678 | 0.02034 | $N(0, 1)$ | 0.12709 | 0.085 | 0.16654 |
| Logis. | 0.01892 | 0.00784 | 0.01094 | Logis. | 0.15677 | 0.09212 | 0.11358 |
| D.Exp. | 0.02415 | 0.00789 | 0.01795 | D.Exp. | 0.23476 | 0.12665 | 0.21557 |
| $\theta = 0$ | $S$ | $W$ | $T$ | $\theta = 0.05$ | $S$ | $W$ | $T$ |
| $N(0, 1)$ | 0.0088 | 0.00769 | 0.01012 | $N(0, 1)$ | 0.06788 | 0.06593 | 0.06804 |
| Logis. | 0.00829 | 0.00842 | 0.00939 | Logis. | 0.06823 | 0.0739 | 0.04830 |
| D.Exp. | 0.00959 | 0.00879 | 0.00928 | D.Exp. | 0.07845 | 0.07241 | 0.06638 |
| $\theta = 0.1$ | $S$ | $W$ | $T$ | $\theta = 0.5$ | $S$ | $W$ | $T$ |
| $N(0, 1)$ | 0.08451 | 0.08717 | 0.08808 | $N(0, 1)$ | 0.35236 | 0.36168 | 0.42877 |
| Logis. | 0.08883 | 0.09846 | 0.05615 | Logis. | 0.40752 | 0.46967 | 0.31448 |
| D.Exp. | 0.11248 | 0.10234 | 0.0945 | D.Exp. | 0.52588 | 0.52544 | 0.48356 |
| $\theta = 0$ | $S$ | $W$ | $T$ | $\theta = 0.05$ | $S$ | $W$ | $T$ |
| $N(0, 1)$ | 0.0088 | 0.00769 | 0.01012 | $N(0, 1)$ | 0.06788 | 0.06593 | 0.06804 |
| Logis. | 0.00829 | 0.00842 | 0.00939 | Logis. | 0.06823 | 0.0739 | 0.04830 |
| D.Exp. | 0.00959 | 0.00879 | 0.00928 | D.Exp. | 0.07845 | 0.07241 | 0.06638 |
| $\theta = 0.1$ | $S$ | $W$ | $T$ | $\theta = 0.5$ | $S$ | $W$ | $T$ |
| $N(0, 1)$ | 0.03452 | 0.04106 | 0.05034 | $N(0, 1)$ | 0.65161 | 0.83087 | 0.86736 |
| Logis. | 0.04067 | 0.04808 | 0.02989 | Logis. | 0.76045 | 0.87510 | 0.79885 |
| D.Exp. | 0.07574 | 0.06282 | 0.05212 | D.Exp. | 0.91895 | 0.92874 | 0.8617 |
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Using the transformation $u = x/h_n$, the integration by parts and the Taylor expansion, we have

$$\int_{-\infty}^{\infty} \psi(x) \left[ 1 - K \left( \frac{x}{h_n} \right) \right] f(x) dx = \int_{0}^{\infty} \left[ 1 - K(-u) \right] f(h_n u - \theta) du$$

$$= \left[ \{1 - K(-u)\} F(h_n u - \theta) \right]_{0}^{\infty} - \int_{0}^{\infty} k(-u) F(h_n u - \theta) du$$

$$= 1 - \frac{1}{2} F(-\theta) - F(-\theta) \int_{0}^{\infty} k(u) du + O(h_n)$$

$$= 1 - \frac{1}{2} F(-\theta) - \frac{1}{2} F(-\theta) + O(h_n)$$

$$= F(\theta) + O(h_n) \).$$

Since $E_0(\psi) = F(\theta)$ and $E_0(1 - K) = F(\theta) + O(h_n^2)$, we have

$$E_0 \left[ \{ S - E_0(S) \} \left\{ S - E_0(S) \right\} \right] = n \left\{ F(\theta) - [F(\theta)]^2 + O(h_n) \right\}.$$

Thus we have the desired result.

**Proof of Theorem 4** Assuming the differentiability of the density $f(\cdot)$, we have

$$\frac{1}{n} E_0 \left( \frac{X_1}{h_n} \right) = 1 - \int_{-\infty}^{\infty} K \left( \frac{x}{h_n} \right) f(x) dx = 1 - \int_{-\infty}^{\infty} k(u) F(-h_n u) du$$

$$= 1 - F(0) + h_n f(0) A_{0,1} - \frac{h_n^2}{2} f'(0) A_{0,2} + \frac{h_n^3}{6} f''(0) A_{0,3}$$

$$- \frac{h_n^4}{24} f^{(3)}(0) A_{0,4} + \frac{h_n^5}{120} f^{(4)}(0) A_{0,5} + O(h_n^5).$$

Similarly, we can show that

$$E_0 \left( K^2 \left( \frac{X_1}{h_n} \right) \right) = F(0) - 2 h_n f(0) A_{1,1} + h_n^2 f'(0) A_{1,2} - \frac{h_n^3}{3} f''(0) A_{1,3} + O(h_n^4)$$

and

$$\frac{1}{n} V_0(\bar{S}) = F(0) \{1 - F(0)\} - 2 h_n f(0) A_{1,1} + h_n^2 f'(0) \{ A_{1,2} - F(0) A_{0,2} \}$$

$$- \frac{h_n^3}{3} f''(0) \{ A_{1,3} - F(0) A_{0,3} \} + O(h_n^4).$$
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Since \( k(-u) = k(u) \), we have \( A_{0,1} = A_{0,3} = A_{0,5} = 0 \). Further, since \( f(-x) = f(x) \), we get

\[
f'(x) = \lim_{\varepsilon \to 0} \frac{f(x + \varepsilon) - f(x)}{\varepsilon} = - \lim_{\varepsilon \to 0} \frac{f(-x - \varepsilon) - f(-x)}{-\varepsilon} = -f'(-x)
\]

and then \( f'(0) = 0 \). Similarly, we have \( f''(x) = f''(-x) \), \( f^{(3)}(-x) = -f^{(3)}(x) \) and \( f^{(3)}(0) = 0 \). Thus we have the theorem.

**Proof of Theorem 6** It follows from a variance form of \( U \)-statistics that

\[
V_{\theta}(W) = n^3 \left[ \int_{-\infty}^{\infty} F^2(x + 2\theta) f(x) dx - G^2(\theta) \right] + O(n^2).
\]

Similarly, we have

\[
V_{\theta}(\tilde{W}) = \frac{n^3}{4} E \left[ \alpha_n^2(X_1) \right] + O(n^2) = n^3 \left[ \int_{-\infty}^{\infty} F^2(x + 2\theta) f(x) dx - G^2(\theta) \right] + O(n^2 + n^3h_n^2).
\]

Thus we have

\[
\lim_{n \to \infty} \frac{V_{\theta}(\tilde{W})}{V_{\theta}(W)} = 1.
\]

From direct calculations, we can show that

\[
Cov_{\theta}(\tilde{W}, W) = n^3 \left[ \int_{-\infty}^{\infty} \left\{ F(x + \theta) + 0(h_n^2) \right\} F(x + \theta) f(x - \theta) dx - G^2(\theta) + O(h_n^2) \right]
\]

\[
= n^3 \left[ \int_{-\infty}^{\infty} F^2(x + 2\theta) f(x) dx - G^2(\theta) + O(h_n^2) \right].
\]

Then we have the desired result.

**Proof of Theorem 8** Here we assume that \( |f^{(5)}(x)| \leq M \), and the kernel \( k(\cdot) \) is symmetric. Then we have \( A_{0,1} = A_{0,3} = A_{0,5} = 0 \). Since the density function \( g(z) \) of \( \frac{X_1 + X_2}{2} \) is symmetric around the origin, similarly as \( S \), we get \( g'(0) = g^{(3)}(0) = 0 \). Therefore, we have

\[
e_2(0) = E_0 \left[ 1 - K \left( \frac{X_1 + X_2}{2h_n} \right) \right]
\]

\[
= \frac{1}{2} + h_nA_{0,1}g(0) - \frac{h_n^2}{2} A_{0,2}g'(0) + \frac{h_n^3}{6} A_{0,3}g^{(2)}(0) - \frac{h_n^4}{24} A_{0,4}g^{(3)}(0)
\]

\[
+ \frac{h_n^5}{120} A_{0,5}g^{(4)}(0) + O(h_n^6).
\]
Then we have

$E_0[\tilde{W}] = n e_1(0) + \frac{n(n-1)}{2} e_2(0) = \frac{n(n+1)}{4} + O(n^2 h_n^6)$.

Using the transformation $u = -\frac{x + \bar{x}}{2n}$, the integration by parts and the Taylor expansion, we get

$$\begin{align*}
\alpha_n(x) &= 2E_0 \left[ 1 - K \left( \frac{X_1 + X_2}{2h_n} \right) \bigg| X_1 = x \right] - 2e_1(0) \\
&= 2 - 2F(-x) + 4h_n A_{0,1} f(-x) - 2h_n^2 A_{0,2} f'(-x) \\
&\quad + \frac{4}{3} h_n^3 A_{0,3} f^{(2)}(-x) - 1 + O(h_n^4) \\
&= 2F(x) - 1 + 2h_n^2 A_{0,2} f'(x) + O(h_n^4).
\end{align*}$$

Then we have

$$\xi^2 = E[\alpha_n^2(X_1)] = E_0 \left[ \{2F(X_1) - 1 + 2h_n^2 A_{0,2} f'(X_1) + O(h_n^4)\}^2 \right]$$

$$= \frac{1}{3} + 4h_n^2 A_{0,2} E[\{2F(X_1) - 1\} f'(X_1)] + O(h_n^4).$$

It is easy to see that

$$E[F(X_1) f'(X_1)] = \int_{-\infty}^{\infty} F(x) f'(x) f(x) dx$$

$$= \left[ \frac{1}{2} F(x) \{f(x)\}^2 \right]_{-\infty}^{\infty} - \frac{1}{2} \int_{-\infty}^{\infty} \{f(x)\}^3 dx$$

$$= -\frac{1}{2} \int_{-\infty}^{\infty} \{f(x)\}^3 dx$$

and

$$E[f'(X_1)] = \int_{-\infty}^{\infty} f'(x) f(x) dx = [(f(x))^2]_{-\infty}^{\infty} = 0.$$

Thus we have

$$\xi^2 = \frac{1}{12} - 4h_n^2 A_{0,2} \int_{-\infty}^{\infty} \{f(x)\}^3 dx + O(h_n^4).$$

Using the representation of the variance for $U$-statistic, we have

$$V_0(\tilde{W}) = n V_0 \left\{ K \left( -\frac{X_1}{h_n} \right) \right\} + \frac{n(n-1)}{2} V_0 \left\{ K \left( -\frac{X_1 + X_2}{2h_n} \right) \right\}$$

$$+ 2n(n-1) \text{Cov}_0 \left\{ K \left( -\frac{X_1 + X_2}{2h_n} \right), K \left( -\frac{X_1}{h_n} \right) \right\}$$

$$+ n(n-1)(n-2) \text{Cov}_0 \left\{ K \left( -\frac{X_1 + X_2}{2h_n} \right), K \left( -\frac{X_1 + X_3}{2h_n} \right) \right\}.$$
Since the distribution function of \((X_1 + X_2)/2\) is symmetric around the origin, we have
\[ V_0 \left\{ K \left( \frac{-X_1}{h_n} \right) \right\} = \frac{1}{4} + O(h_n) \quad \text{and} \quad V_0 \left\{ K \left( \frac{-X_1 + X_2}{2h_n} \right) \right\} = \frac{1}{4} + O(h_n). \]

Furthermore, we have
\[
\begin{align*}
Cov_0 \left\{ K \left( \frac{-X_1 + X_2}{2h_n} \right), K \left( \frac{-X_1}{h_n} \right) \right\} &= \int \int K \left( \frac{x + y}{2h_n} \right) \left( \frac{-x}{h_n} \right) f(x)f(y) \, dx \, dy - \frac{1}{4} + O(h_n).
\end{align*}
\]

For the first term, using the transformation \(t = x + y\), integrations by parts and Taylor expansion, we can show that
\[
\begin{align*}
\int \int K \left( \frac{x + y}{2h_n} \right) K \left( \frac{x}{h_n} \right) f(x)f(y) \, dx \, dy &= \int \int K \left( \frac{x}{h_n} \right) f(x) \left\{ k \left( \frac{t}{2h_n} \right) F(t - x) \right\} \, dx \\
&= \int K \left( \frac{x}{h_n} \right) f(x) \left\{ \int k(-s) F(2h_n s - x) \, ds \right\} \, dx \\
&= \int K \left( \frac{x}{h_n} \right) f(x)F(-x) \, dx + O(h_n) \\
&= \int K \left( \frac{x}{h_n} \right) f(x)F(x) \, dx + O(h_n) \\
&= \left[ K \left( \frac{x}{h_n} \right) \frac{1}{2} \{F(x)\}^2 \right]_{-\infty}^{\infty} - \int k \left( \frac{x}{h_n} \right) \frac{1}{2} \{F(x)\}^2 \frac{1}{h_n} \, dx \\
&= \frac{1}{2} - \frac{1}{2} \int k(s) \{F(h_n s)\}^2 \, ds \\
&= \frac{1}{2} - \frac{1}{2} \int k(s) \{F(0)\}^2 \, ds + O(h_n) \\
&= \frac{3}{8} + O(h_n).
\end{align*}
\]

Thus we have
\[
Cov_0 \left\{ K \left( \frac{-X_1 + X_2}{2h_n} \right), K \left( \frac{-X_1}{h_n} \right) \right\} = \frac{1}{8} + O(h_n).
\]

Finally we get
\[
\begin{align*}
Cov_0 \left\{ K \left( \frac{-X_1 + X_2}{2h_n} \right), K \left( \frac{-X_1 + X_3}{2h_n} \right) \right\} &= \xi^2 = \frac{1}{3} - 4h_n^2 A_{0,2} \int_{-\infty}^{\infty} \{ f(x) \}^3 \, dx + O(h_n^4).
\end{align*}
\]
Combining these results, we can get the variance of \( \tilde{W} \) under \( H_0 \).

**Proof of Theorem 9** Using the transformation and the Taylor expansion, we can get approximations of \( a_1, a_2, b_1, \ldots, b_5 \) under \( H_0 \). It follows from the approximation (12) that

\[
E_0[\alpha_n^2(X_1)\alpha_n(X_2)\beta_n(X_1, X_2)] = 16E_0 \left[ \left\{ F(X_1) - \frac{1}{2} \right\}^2 \left\{ F(X_2) - \frac{1}{2} \right\} \left\{ -K \left( -\frac{X_1 + X_2}{2h_n} \right) + 1 - F(X_1) - \left( F(X_2) - \frac{1}{2} \right) \right\} \right] + O(h_n^2).
\]

Using the transformation \( u = \frac{x+y}{2h_n} \), the integration by parts and the Taylor expansion, we get

\[
\int \int \left\{ F(x) - \frac{1}{2} \right\}^2 \left\{ F(y) - \frac{1}{2} \right\} K \left( -\frac{x+y}{2h_n} \right) f(x)f(y)dx\,dy
= \int \int \left\{ F(-x+2h_nu) - \frac{1}{2} \right\} K(-u)f(-x+2h_nu)(2h_n)du \left\{ F(x) - \frac{1}{2} \right\} f(x)dx
= \int \left\{ \frac{F^2(-x+2h_nu) - F(-x+2h_nu)}{2} \right\} K(-u) \left\{ F(x) - \frac{1}{2} \right\} f(x)dx
+ \int \int_{-\infty}^{\infty} \left\{ \frac{F^2(-x+2h_nu) - F(-x+2h_nu)}{2} \right\} k(u)du \left\{ F(x) - \frac{1}{2} \right\} f(x)dx
+ \int_0^1 \left\{ \frac{1}{2} - t \right\}^2 \left[ t^2 - \frac{t^2}{2} \right] dt + O(h_n^2)
= -\frac{1}{240} + O(h_n^2).
\]

It is easy to show

\[
E_0 \left[ \left\{ F(X_1) - \frac{1}{2} \right\}^2 \left\{ F(X_2) - \frac{1}{2} \right\} \left\{ 1 - F(X_1) \right\} \right] = 0,
\]

\[
E_0 \left[ \left\{ F(X_1) - \frac{1}{2} \right\}^2 \left\{ F(X_2) - \frac{1}{2} \right\} \left\{ \frac{1}{2} - F(X_2) \right\} \right] = -\left( \frac{1}{12} \right)^2.
\]

Thus we have an approximation

\[
E_0[\alpha_n^2(X_1)\alpha_n(X_2)\beta_n(X_1, X_2)] + O(h_n^2) = -\frac{2}{45} + O(h_n^2).
\]
Similarly approximations of the moments are given by

\[ E_0[\alpha_n^3(X_1)] = O(h_n^2), \]
\[ E_0[\alpha_n(X_1)\alpha_n(X_2)\beta_n(X_1, X_2)] = O(h_n^2), \]
\[ E_0[\alpha_n^4(X_1)] = \frac{1}{5} + O(h_n^2), \]
\[ E_0[\alpha_n(X_1)\alpha_n(X_2)\beta_n(X_1, X_3)\beta_n(X_2, X_3)] = \frac{2}{15} + O(h_n^2), \]
\[ E_0[\alpha_n(X_1)\alpha_n'(X_1)] = -\frac{1}{6} + O(h_n^2), \]
\[ E_0[\beta_n^2(X_1, X_2)] = \frac{1}{3} + O(h_n^2). \]

Combining these calculations, we can get the Edgeworth expansion (16).
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