Distributed filtering for delayed nonlinear system with random sensor saturation: a dynamic event-triggered approach
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ABSTRACT

This paper is concerned with the distributed filtering problem for a class of delayed nonlinear systems with random sensor saturation (RSS) under a dynamic event-triggered mechanism. The nonlinear function is assumed to satisfy the Lipschitz condition. A dynamic event-triggered mechanism is employed to further reduce the innovation transmission frequencies among the adjacent nodes. Both the Bernoulli distributed random variables and saturation function are employed to model the phenomenon of RSS. The aim of this paper is to design a sub-optimal filter such that the covariance of the filtering error has an upper bound, which is minimized by appropriately computing the filter gain. Furthermore, the error boundedness is analysed and a sufficient criterion is presented to ensure that the filtering error is mean-square bounded. Finally, a numerical example is provided to verify the effectiveness of the proposed filtering algorithm.

1. Introduction

Wireless sensor network (WSN) can connect a large number of intelligent sensors to work together via the communication networks with limited bandwidth. Compared with the traditional point-to-point sensor system, the WSN has the advantages of scalability, flexibility, low cost and easy installation (Shi et al., 2014), which has been widely used in intelligent transportation (Tacconi et al., 2010; Yousef et al., 2010), process control (Gungor & Hancke, 2009; Sun & El-Farra, 2012), intelligent household, intelligent medical (Hu et al., 2013) and other fields (Ciouonzo et al., 2013; Ciouonzo & Salvo Rossi, 2017). Accordingly, the filtering problem based on WSN has attracted a great deal of attention. To mention a few, the distributed filtering problem has been investigated in Wen et al. (2018) for discrete-time state-saturated systems with random nonlinearity and measurement loss, where the topological structure of sensor network (SN) has been described by a digraph. In Liu et al. (2019), the distributed filtering problem has been handled for a class of continuous-time stochastic systems over SN with Markovian switching topology, and the considered time-varying topology may stochastically changes among a set of disconnected graphs at every sampling instant. To reduce the communication load, in Shen et al. (2020), the distributed recursive filtering scheme has been designed for stochastic discrete systems subject to Round-Robin protocol, and the matrix simplification technique has been used to tackle the problem of topological sparseness of SN. For 2-D systems with measurement degradations over SN, in Wang et al. (2020), the recursive filter has been designed and an upper bound of the error covariance has been constructed by exploiting the stochastic analysis and the mathematical induction approach.

The network-induced phenomena, which are mainly caused by the network characteristics, could worsen the filtering method performance if not handled properly (Walsh & Ye, 2001; Zhang et al., 2001; Huang et al., 2016). At present, the sensor saturation problem has attracted great interest of researchers (Ding et al., 2013; Li et al., 2020; Singh, 2007). Motivated by the widespread sensor saturation problem, in Hu et al. (2012), a probability-guaranteed $H_\infty$ finite-horizon filtering algorithm has been given, where the saturation function has been decomposed into a linear part and a sector-bounded nonlinear part. In fact, the sensor saturation may be affected by some uncertain factors, in consequence, it is more practical to investigate the random sensor saturation (RSS) for large-scale SN. In Wang et al. (2012), a novel sensor measurement model has been established to account for the RSS by using a set of Bernoulli distributed white sequences with known conditional probabilities. In...
consideration of both variance-constrained and $H_{\infty}$ performance, the multi-objective filter has been put forward in Li et al. (2020) for multi-rate time-varying systems with RSS.

It is well recognized that the state delays exist in many real-world systems. Thus, many results have been developed to tackle the delays and avoid the great deterioration of system performance (Chen et al., 2019; Chen & Xu, 2014). For example, in (Du et al., 2016), an optimal filtering algorithm has been developed for a class of networked stochastic systems, where both the state delay and missing measurements have been taken into account. On the other hand, the extended Kalman-type recursive filter has been designed in Mao et al. (2019) for a class of nonlinear stochastic systems subject to missing measurement, fixed-time delay and uniform quantization, where the Round-Robin protocol has been employed to regulate the transmissions and lighten the network transmission burden. In Mao et al. (2017), the recursive filtering algorithm has been designed for a class of delayed nonlinear systems with event-based communication protocols, and a time-varying triggered threshold has been introduced to dynamically regulate the networked communications. In particular, the event-triggering mechanism is a sporadic transmission strategy if the current signal meets a prescribed event generator condition. In order to reduce network load, Arzen (1999) proposed event-triggering mechanism and designed a PID controller. Recently, in order to further save network resources, a dynamic event-triggered mechanism has been put forward in Girard (2015) by introducing dynamic auxiliary variables. Subsequently, the comparisons between static and dynamic event-triggered mechanism have been specified in Ge et al. (2019), where the event-triggered weighted matrix has been obtained by a recursive convex optimization algorithm and a distributed set-membership estimator has been designed. Based on the time-varying topology, the recursive distributed filtering problem has been investigated in Li et al. (2020) for nonlinear time-varying systems under a dynamic event-triggered mechanism. Unfortunately, to the best of the authors’ knowledge, the recursive filter design problem has not been thoroughly addressed yet for nonlinear delayed systems with dynamic event-triggering mechanism and RSS. Besides, the boundedness analysis is desirable on handling the issue of corresponding distributed filtering.

Motivated by the above analysis, we aim to address the distributed filter design problem for a class of delayed nonlinear systems with RSS under dynamic event-triggered mechanism. Here, the time-invariant delay is considered. The RSS is modeled by the Bernoulli distributed random variable and a saturation function. Moreover, an auxiliary variable that is correlated with innovation is used to construct the dynamic event-triggered mechanism. The contributions of this paper can be highlighted as follows: (i) the proposed time-varying system is fairly comprehensive that covers time delay, delay-dependent nonlinearity and RSS, thereby better reflecting the engineering reality; (ii) the recursive distributed filtering scheme is developed for the delayed system under the dynamic event-triggered communication mechanism; and (iii) a novel sufficient criterion is given to guarantee a bounded variance of filtering errors in the mean square sense.

Notations The notations used throughout this paper are standard. $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space. $\| \cdot \|$ is the Euclidean norm of real vectors or the spectral norm of real matrices. For a matrix $P$, $P^T$ and $P^{-1}$ represent its transpose and inverse, respectively. $\mathbb{E}(\cdot)$ denotes the mathematical expectation of the random variable $x$. $I$ stands for the identity matrix with appropriate dimension. $\text{tr}(P)$ represents the trace of matrix $P$. $\text{diag}(P_1, P_2, \ldots, P_N)$ represents a block-diagonal matrix with matrices $P_1, P_2, \ldots, P_N$ on the diagonal. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.

2. Problem formulation and preliminaries

In this paper, we use a digraph $G = (\mathcal{V}, \mathcal{E}, \mathcal{A})$ to describe the communication topology of the considered sensor network. The digraph $G$ contains a vertex set $\mathcal{V} = \{v_1, v_2, \ldots, v_N\}$, an edge set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$, and an adjacency matrix $\mathcal{A} = [a_{ij}]_{N \times N}$ with nonnegative elements, where $N$ is the number of sensor nodes. Moreover, we assume that $a_{ii} = 1$ for all $i \in \mathcal{V}$. The set of neighbours of node $i \in \mathcal{V}$ plus the node itself is denoted by $\mathcal{N}_i = \{j \in \mathcal{V} \mid (i,j) \in \mathcal{E}\}$.

Consider the following discrete time-varying systems with RSS:

\begin{equation}
\dot{\bar{x}}_{k+1} = \bar{A}_k \bar{x}_k + \bar{B}_k \tau \bar{x}_{k-\tau} + \bar{f}(\bar{x}_k, \bar{x}_{k-\tau}) + \bar{D}_k \bar{w}_k \tag{1}
\end{equation}

\begin{equation}
y_{i,k} = (1 - \alpha_{i,k}) \bar{c}_i \bar{x}_k + \alpha_{i,k} \bar{c}_i \bar{x}_k + v_{i,k} \tag{2}
\end{equation}

where $k$ is the sampling instant, $\bar{x}_k \in \mathbb{R}^n$ represents the state vector to be estimated, the initial state is $\bar{x}_0 = \bar{v}_0$ ($m = -\tau, -\tau + 1, \ldots, 0$), $y_{i,k} \in \mathbb{R}^q$ denotes the measurement output of $i$th sensor, $\bar{A}_k, \bar{B}_k, \bar{D}_k, \bar{c}_i$ and $\bar{c}_i$ are known matrices with appropriate dimensions. $\bar{w}_k \in \mathbb{R}^p$ and $v_{i,k} \in \mathbb{R}^q$ are zero mean additive noises with covariances $\bar{Q}_k > 0$ and $R_{i,k} > 0$, respectively. The random variable $\alpha_{i,k}$ ($i = 1, \ldots, N$), which describes the phenomenon of RSS, takes value on $0$ or $1$ with

\begin{equation}
\text{Prob}(\alpha_{i,k} = 1) = \bar{\alpha}_i, \quad \text{Prob}(\alpha_{i,k} = 0) = 1 - \bar{\alpha}_i \tag{3}
\end{equation}

where $\bar{\alpha}_i \in [0, 1]$ ($i = 1, \ldots, N$) is a known constant. It is assumed that $\alpha_{i,k}$, $\bar{w}_k$ and $v_{i,k}$ are mutually independent.
The saturation function $\sigma(\cdot)$ is defined as

$$
\sigma(s) \triangleq [\sigma_1(s_1) \, \sigma_2(s_2) \ldots \, \sigma_q(s_q)]^T
$$

where

$$
\sigma_i(s_i) = \text{sign}(s_i) \min\{s_{i,\text{max}}, |s_i|\}
$$

and $s_{i,\text{max}}$ is the $i$th element of the saturation level vector $s_{\text{max}}$.

**Assumption 2.1:** The nonlinear vector function $	ilde{f}(\cdot, \cdot, \cdot)$ is defined $\tilde{f}(0, 0) = 0$ and the following bounded condition:

$$
\|\tilde{f}(x_1, \gamma) - \tilde{f}(x_2, \gamma)\| \\
\leq \|\tilde{S}_1(x_1 - x_2)\| + \|\tilde{S}_2(y_1 - y_2)\|
$$

with $\tilde{S}_1$ and $\tilde{S}_2$ are known constant matrices.

In this paper, the dynamic event-triggered communication protocol is adopted to reduce the network transmission burden. Before presenting a specific event generator function, let us explain some relevant variables. Let $\hat{x}_{i,k}$ be the one-step prediction at instant $k-1$ of node $i$, and the corresponding innovation $\tilde{y}_{i,k}$ can be written as

$$
\tilde{y}_{i,k} = y_{i,k} - (1 - \tilde{a}_i)\sigma(C_{i,k}\hat{x}_{i,k-1}) - \tilde{a}_iC_{i,k}\hat{x}_{i,k-1}.
$$

Let $b_{i,t}$ represent the last triggering time corresponding to the instant $k$, and therefore $\tilde{y}_{i,b_{i,t}}$ is the innovation at $b_{i,t}$. Next, the dynamic event generator function is proposed as follows:

$$
\psi(\theta_i, r_{i,k}, \sigma_i, \eta_{i,k}) = \theta_i(\|r_{i,k}\| - \sigma_i) - \eta_{i,k}
$$

where $r_{i,k} = \hat{y}_{i,k} - \tilde{y}_{i,b_{i,t}}, \sigma_i$ and $\theta_i$ are given positive scalars. The auxiliary offset variable $\eta_{i,k}$ in (7) satisfies the following equation:

$$
\eta_{i,k+1} = \lambda_i\eta_{i,k} + \sigma_i - \|r_{i,k}\|, \quad \eta_{i,0} = \bar{\eta}_0
$$

where the initial state $\bar{\eta}_0 \geq 0$ is a known constant. In (7) and (8), $\theta_i$ and $\lambda_i$ are prescribed positive scalars satisfying

$$
0 < \lambda_i < 1, \quad \theta_i\lambda_i \geq 1.
$$

The innovation of the $i$th node will be transmitted to the corresponding nodes to update the innovation recorded by its zero-order holder, if and only if, the function $\psi(\cdot, \cdot, \cdot, \cdot) \geq 0$. Therefore, we define the triggered instant sequence of node $i$ by $0 = b_{i,0} < b_{i,1} < \cdots < b_{i,t} < \cdots$, which is determined iteratively by

$$
b_{i,t+1} = \inf\{k \mid k > b_{i,t}, \psi(\theta_i, r_{i,k}, \sigma_i, \eta_{i,k}) \geq 0\}.
$$

Then, the signal used to update the local estimation can be written as follows:

$$
\hat{y}_{i,k} = \tilde{y}_{i,b_{i,t}}, \quad k \in \{b_{i,t}, b_{i,t} + 1, \ldots, b_{i,t+1} - 1\}.
$$

**Remark 2.1:** Now, we explain the differences between $k$ and $b_{i,t}$ in order to make the event-triggered mechanism to be understood easily. For example, it can be seen from Figure 1 that $k$ represents the sampling instant of the sensor nodes, while $k$, $k+3$ and $k+4$ are the triggered instants of the $i$th node, respectively. Accordingly, $b_{i,t}$ emphasizes the sense of nearest triggered instant and $b_{i,t+1}$ is the next triggered instant.

**Lemma 2.1 (Ge et al., 2019s):** For prescribed positive scalars $\lambda_i$ and $\theta_i$ satisfying (9), the auxiliary offset variable $\eta_{i,k}$ holds for all $k \in \mathbb{N}$.

**Remark 2.2:** Note that the dynamic event-triggered mechanism can dynamically adjust the communication frequency. Compared to the static event-triggered function $z(\tau_{i,k}, \sigma_i) = \|r_{i,k} - \sigma_i\|$, the auxiliary variable $\eta_{i,k}$ in (7) described by (8) can be seen as the estimation of $z(r_{i,k}, \sigma_i)$. $\theta_i$ is a parameter that is used to adjust the trigger frequency. The dynamic event-triggered mechanism can further reduce the consumption of communication resources. It is easy to see that the impact of $\eta_{i,k}$ to $\psi(\theta_i, r_{i,k}, \sigma_i, \eta_{i,k})$ is negligible when $\theta_i \to +\infty$. Consequently, the dynamic event-triggered function degenerates into the static event-triggered function. On the other hand, the threshold $\sigma_i$ of static event-triggered mechanism is time-invariant. By introducing an offset variable generated through the auxiliary systems, threshold of dynamic event-triggered mechanism is varying and the interval $b_{i,t+1} - b_{i,t}$ is dynamically adjusted.

For systems (1)–(2), the recursive filters to be designed are of the following forms:

$$
\hat{x}_{i,k+1|k} = \hat{A}_i\hat{x}_{i,k|k} + \hat{B}_i\tilde{x}_{i,k-\tau|k-\tau} + \tilde{f}(\hat{x}_{i,k|k} + \tilde{x}_{i,k-\tau|k-\tau}),
$$

$$
\tilde{y}_{i,k+1|k+1} = \hat{\tilde{x}}_{i,k+1|k} + \sum_{j \in \mathcal{N}_i} a_jK_{j,k+1}\tilde{y}_{j,k+1}
$$

where $K_{j,k+1}$ are the filter parameters to be designed.
Remark 2.3: Compared with the existing results (e.g. Mao et al. (2019), Mao et al. (2017) and Li et al. (2020)), the recursive filtering algorithm to be given has the following features: (i) a new distributed filtering scheme is given for nonlinear delayed systems with RSS and dynamic event-triggered mechanism in a unified framework; (ii) the nonlinear disturbance influenced by both current and delayed information is common in engineering case and the related influences are considered when designing the filter; and (iii) the available information of time delay and dynamic event-triggered mechanism is employed in the filter with hope to compensate the corresponding impacts. Viewed from another perspective, compared to linear matrix inequality method, the advantages of recursive method lie in its potential in the online applications.

Remark 2.4: The problem of the distributed filtering for discrete time-varying delayed system with dynamic event-triggered mechanism in sensor network has very important practical significance in the target tracking field over the underwater sensor networks (USNs). Firstly, in Yu and Choi (2014), a distributed filtering scheme has been given based on sensor network transmission, which can overcome the defects of underwater centralized fusion target tracking algorithm. Secondly, the working conditions and environments of the sensor node are not ideal, and the changes of temperature, salinity, depth and pressure of sea would inevitably cause time delay. Therefore, the study of filtering problem of delayed systems is more suitable from the practical engineering viewpoint. Finally, the sensor nodes in USNs use batteries to provide the energy. Special underwater environment makes it is hard to replace the depleted batteries, that is, the service life of USNs often depends on the life span of the sensor nodes. In Sun et al. (2018), an event-triggered mechanism that adaptively adjusts the sampling interval has been put forward for target tracking over USNs. Overall, the concerned distributed filtering problem has important significance from the engineering background.

Lemma 2.2 (Wen et al., 2018): For all $x, y \in \mathbb{R}$, there exists a real number $\beta_i \in [0, 1]$ such that

$$\sigma_i(x) - \sigma_i(y) = \beta_i(x - y)$$

where the saturation function $\sigma_i(\cdot)$ ($i = 1, 2, \ldots, q$) is defined in (4).

Lemma 2.3 (Wen et al., 2018): Let $A = [a_{ij}]_{p \times p}$ be a real-valued matrix and $B = \text{diag}\{b_1, b_2, \ldots, b_p\}$ be a diagonal random matrix. Then, one has

$$\mathbb{E}(B^T B) = \mathbb{E}(B \ast B) \circ A$$

where $\circ$ is the Hadamard product and $\mathbb{E}(B \ast B)$ is defined as

$$\mathbb{E}(B \ast B) = \begin{bmatrix}
\mathbb{E}(b_1^2) & \mathbb{E}(b_1 b_2) & \cdots & \mathbb{E}(b_1 b_p) \\
\mathbb{E}(b_2 b_1) & \mathbb{E}(b_2^2) & \cdots & \mathbb{E}(b_2 b_p) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbb{E}(b_p b_1) & \mathbb{E}(b_p b_2) & \cdots & \mathbb{E}(b_p^2)
\end{bmatrix}.$$

Lemma 2.4 (Xie et al., 1994): For any given vectors $X, Y \in \mathbb{R}^n$ and a positive scalar $\varepsilon > 0$, the following inequality holds:

$$XY^T + YY^T \leq \varepsilon XX^T + \varepsilon^{-1}YY^T.$$
into the right-hand side of (16) and employing Lemma 2.2, we have
\[
\bar{x}_{k+1} = \sum_{j \in N_i} a_j K_{ij} x_{k+1} + \alpha (C_{j,k+1} + (\bar{a}_j - \alpha_j) \sigma (C_{j,k+1}) + \tilde{a}_j C_{j,k+1} + (\alpha_j - \bar{a}_j))
\]
where \( \beta^{(s)} = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \) \((s = 1, 2, \ldots, n) \) \( \in [0, 1] \).

For notational simplicity, we set
\[
\tilde{x}_{k+1} = \text{col}_{N}(\bar{x}_{k+1}), \quad x_k = \text{col}_{N}(\bar{x}_k),
\]
\[
\tilde{x}_{k+1} = \text{col}_{N}(\bar{x}_{k+1}), \quad \tilde{\bar{x}}_k = \text{col}_{1}(\bar{x}_k),
\]
\[
\alpha_k = \text{diag}(\bar{\alpha}_k), \quad \nu_k = \text{diag}(\nu_k), \quad r_k = \text{diag}(\nu_k),
\]
\[
\Omega_k = \text{diag}(\Omega_{k,i} \ldots \Omega_{k,n}), \quad A_k = \text{diag}(\Omega_{k,i} \ldots \Omega_{k,n}), \quad B_k = \text{diag}(\Omega_{k,i} \ldots \Omega_{k,n}),
\]
\[
C_k = \text{diag}(C_{k,i} \ldots C_{k,n}), \quad K_k = \text{diag}(K_{k,i} \ldots K_{k,n}), \quad \alpha_k = \text{diag}(\alpha_k),
\]
and their transpositions are equal to zero. Then, it follows from (18) that
\[
\Omega_k = \text{tr} \left\{ (1 + \epsilon_4) (S_1 \tilde{x}_k \tilde{S}_1^T) + (1 + \epsilon_4^{-1}) (S_2 \tilde{x}_k \tilde{S}_2^T) \right\}
\]
with the initial value \( \tilde{x}_m = X_m (m = -\tau, -\tau + 1, \ldots, 0) \), that is to say, \( X_k = \tilde{x}_k \).

\textbf{Proof:} From Equation (18), Equation (1) can be rewritten as a compact form as follows:
\[
x_{k+1} = A_k x_k + B_{k-r} x_{k-r} + f(x_k, x_{k-r}) + D_k \omega_k.
\]

Based on Lemmas 2.2, 2.4 and (22), \( X_{k+1} \) can be calculated by
\[
\mathbb{E} \{ x_{k+1} x_{k+1}^T \} = \mathbb{E} \left\{ (A_k x_k + B_{k-r} x_{k-r} + f(x_k, x_{k-r}) + D_k \omega_k) \left( A_k x_k + B_{k-r} x_{k-r} + f(x_k, x_{k-r}) + D_k \omega_k \right)^T \right\}
\]

It is not difficult to see that the terms
\[
\mathbb{E} \{ A_k x_k \omega_k A_k^T \}, \quad \mathbb{E} \{ f(x_k, x_{k-r}) \omega_k f^T \}, \quad \mathbb{E} \{ B_{k-r} x_{k-r} \omega_k B_{k-r}^T \}
\]
and their transpositions are equal to zero. Then, it follows from (22)–(24) and Lemma 2.4 that
\[
\mathbb{E} \{ x_{k+1} x_{k+1}^T \} \leq (1 + \epsilon_1 + \epsilon_2) A_k \mathbb{E} \{ x_k x_k^T \} A_k^T
\]

\textbf{Lemma 3.1:} For given positive scalars \( \epsilon_i \) \( (i = 1, 2, 3, 4) \), the sequence of matrices \( \{ X_k \}_{k=-\tau}^{\infty} \) is always bounded by the solution to the following recursive equation:
\[
X_{k+1} = (1 + \epsilon_1 + \epsilon_2) A_k x_k A_k^T + (1 + \epsilon_1^{-1} + \epsilon_3) B_{k-r} x_{k-r} B_{k-r}^T + (1 + \epsilon_2^{-1} + \epsilon_3^{-1}) \Omega_k
\]

\[
+ D_k \omega_k D_k^T
\]
Subsequently, in view of (5) and Lemma 2.4, we obtain

\[
\mathbb{E}\left\{ f(x_k, x_{k-1})^T f(x_k, x_{k-1}) \right\} \\
\leq \mathbb{E}\left\{ f^T(x_k, x_{k-1}) f(x_k, x_{k-1}) \right\} I \\
= \mathbb{E}\{(f(x_k, x_{k-1})^2\}I \\
\leq \mathbb{E}\{(\|S_k x_k\|^2 + \|S_{k-1} x_{k-1}\|^2)\}I \\
\leq \mathbb{E}(1 + \epsilon_4)\|S_k x_k\|^2 + (1 + \epsilon_4^{-1})\|S_{k-1} x_{k-1}\|^2\}I \\
= (1 + \epsilon_4)\|S_k x_k x_k^T S_k^T\}I \\
+ (1 + \epsilon_4^{-1})\|S_{k-1} x_{k-1} x_{k-1}^T S_{k-1}^T\}I \\
= (1 + \epsilon_4^{-1})\|S_k x_k x_k^T S_k^T\}I \\
+ (1 + \epsilon_4)\|S_{k-1} x_{k-1} x_{k-1}^T S_{k-1}^T\}I.
\]

Then, based on the mathematical induction approach, we have

\[X_k \leq \tilde{X}_k.\]

Lemma 3.2 (Li et al., 2020): For given positive scalars \(\epsilon_i\)\((i = 5, 6)\), under the assumption that \(\lambda_i \theta_i > 1\), if the following recursion equation

\[
\tilde{L}_{i+1} \triangleq \left((1 + \epsilon_5)(1 + \epsilon_6)\lambda_i^2 + (1 + \epsilon_5^{-1})\theta_i^{-2}\right) \\
\times \tilde{L}_i + \left((1 + \epsilon_5)(1 + \epsilon_6^{-1}) + (1 + \epsilon_5^{-1})\right) \theta_i^{-1} \\
(1 + \theta_i^{-1})^{-1} \sigma_i^2
\]

has a solution \(\tilde{L}_i\) with the initial value \(\tilde{L}_{i,0} = \mathbb{E}\{\eta_{i,0}^T\}I\), then \(\tilde{L}_{i,k}\) is the upper bound of \(\mathbb{E}\{\eta_{i,k}^T\}I\).

Lemma 3.3: Given the error covariance \(P_{k+1|k} > 0\) at step \(k\), the recursion of the one-step prediction error covariance has the following form

\[
P_{k+1|k} = A_k P_{k|k} A_k^T + B_{k-r} P_{k-r|k-r} B_{k-r}^T + \mathbb{E}\{f_k^T f_k\} \\
+ D_k Q_k D_k^T + \mathbb{E}\{A_k \tilde{x}_k | k \tilde{x}_k^T\} + \mathbb{E}\{B_k \tilde{x}_k | B_k^T\} \\
+ \mathbb{E}\{C_k | C_k^T\}
\]

where

\[
A_k \triangleq A_k \tilde{x}_k | k \tilde{x}_k^T, \quad B_k \triangleq A_k \tilde{x}_k | B_k^T, \quad C_k \triangleq B_k \tilde{x}_k | B_k^T.
\]

Proof: It follows from (19) that

\[
P_{k+1|k} = \mathbb{E}\{\tilde{x}_{k+1} | k \tilde{x}_{k+1|k}\}
= \mathbb{E}\left\{ (A_k \tilde{x}_k | k + B_{k-r} \tilde{x}_{k-r} | k-r + \tilde{f}_k + D_k \omega_k)^T \right\} \\
\times \left\{ A_k \tilde{x}_k | k + B_{k-r} \tilde{x}_{k-r} | k-r + \tilde{f}_k + D_k \omega_k \right\}^T
\]

\[
= A_k P_{k|k} A_k^T + B_{k-r} P_{k-r|k-r} B_{k-r}^T + \mathbb{E}\{f_k^T f_k\} \\
+ D_k Q_k D_k^T + \mathbb{E}\{A_k \tilde{x}_k | k \tilde{x}_k^T\} + \mathbb{E}\{B_k \tilde{x}_k | B_k^T\} \\
+ (A_k \tilde{x}_k | k \tilde{x}_k^T) + (B_{k-r} \tilde{x}_{k-r} | k-r \tilde{x}_{k-r}^T) + \mathbb{E}\{D_{k,1} + D_{k,2}\} \\
+ \mathbb{E}\{D_{k,3} + D_{k,4}\} + \mathbb{E}\{D_{k,5} + D_{k,6}\}
\]

where

\[
D_{1,k} \triangleq A_k \tilde{x}_k | k \omega_k^T D_{k,1}, \quad D_{2,k} \triangleq B_{k-r} \tilde{x}_{k-r} | k-r \omega_k \tilde{x}_{k-r}^T D_{k,2}, \\
D_{3,k} \triangleq \tilde{f}_k \omega_k D_{k,3},
\]

According to the statistical properties of \(\omega_k\), the terms \(D_{i,k}\) \((i = 1, 2, 3)\) are equal to zero, then (26) is true.

Lemma 3.4: The covariance matrix \(P_{k+1|k} \triangleq \mathbb{E}\{\eta_{k+1}^T\}I\) of estimation error can be obtained by the following recursion:

\[
P_{k+1|k} = \Lambda_{k+1} P_{k+1|k} \Lambda_{k+1}^T + \mathbb{E}\{G_{k+1} \sigma_k \sigma_k^T G_{k+1}^T\}
\times \sigma(C_{k+1} x_{k+1}) \sigma(C_{k+1} x_{k+1})^T + \mathbb{E}\{F_{k+1} + F_{k+1}^T\}
\times G_{k+1} + \mathbb{E}\{M_{k+1} + M_{k+1}^T\}
\]

where

\[
E_{k+1} \triangleq -\Lambda_{k+1} \tilde{x}_{k+1} | k^T G_{k+1}^{-1}, \\
F_{k+1} \triangleq -G_{k+1} \sigma_k \sigma_k^T G_{k+1}^T \\
M_{k+1} \triangleq -G_{k+1} \eta_{k+1} | k^T G_{k+1}^{-1},
\]

Proof: In terms of (20), it is easy to see that

\[
P_{k+1|k} = \Lambda_{k+1} P_{k+1|k} \Lambda_{k+1}^T + \mathbb{E}\{G_{k+1} \sigma_k \sigma_k^T G_{k+1}^T\}
\times \sigma(C_{k+1} x_{k+1}) \sigma(C_{k+1} x_{k+1})^T + \mathbb{E}\{F_{k+1} + F_{k+1}^T\}
\times G_{k+1} + \mathbb{E}\{M_{k+1} + M_{k+1}^T\}
\]

The rest of the proof follows by applying the same method as in Lemma 3.3.
result in (26) can be obtained easily.

It is noted that the filtering error covariance contains 
$k$, $k_1$, $\alpha_k - \alpha_{k+1}$, $\sigma(C_kx_{k+1}x_{k+1}^T\alpha - \alpha_{k+1})$,
$x_k^T C_{k+1}^T (\alpha - \alpha_{k+1}) G_{k+1}^T$
$D_{4,k+1}$, $D_{5,k+1}$, $D_{6,k+1}$, $D_{7,k+1}$, $D_{8,k+1}$, $D_{9,k+1}$, $D_{10,k+1}$
where

\begin{align*}
D_{4,k+1} &\triangleq -\Lambda_{k+1}\bar{x}_{k+1}\sigma(C_kx_{k+1})^T (\alpha - \alpha_{k+1}) G_{k+1}^T, \\
D_{5,k+1} &\triangleq \Lambda_{k+1}\bar{x}_{k+1}x_{k+1}^T C_{k+1}^T (\alpha - \alpha_{k+1}) G_{k+1}^T, \\
D_{6,k+1} &\triangleq -\Lambda_{k+1}\bar{x}_{k+1}x_{k+1}^T C_{k+1}^T (\alpha - \alpha_{k+1}) G_{k+1}^T, \\
D_{7,k+1} &\triangleq \begin{bmatrix} \alpha - \alpha_{k+1} \end{bmatrix} (C_kx_{k+1}) x_{k+1}^T G_{k+1}^T, \\
D_{8,k+1} &\triangleq -\begin{bmatrix} \alpha - \alpha_{k+1} \end{bmatrix} (C_kx_{k+1}) (\alpha - \alpha_{k+1}) G_{k+1}^T, \\
D_{9,k+1} &\triangleq -\begin{bmatrix} \alpha - \alpha_{k+1} \end{bmatrix} (C_kx_{k+1}) x_{k+1}^T G_{k+1}^T, \\
D_{10,k+1} &\triangleq -\begin{bmatrix} \alpha - \alpha_{k+1} \end{bmatrix} (C_kx_{k+1}) x_{k+1}^T G_{k+1}^T.
\end{align*}

Notice that $\alpha_k$ is independent with $\omega_k$ and $v_k$ and the expectation of $(\alpha - \alpha_{k+1})$ is a zero matrix, so $D_{i,k+1}$ ($i = 4, 5, 6, 7, 8, 9, 10$) are equal to zero. Consequently, the result in (26) can be obtained easily.

It is noted that the filtering error covariance contains unknown terms, hence it is difficult to design the filter gain and ensure the minimization of the trace of the resulted filtering error covariance. In what follows, we derive an upper bound of filtering error covariance, and the trace of the upper bound is minimized by designing proper filter gain matrix at each time step.

**Theorem 3.1:** For given positive scalars $\varepsilon_i$ ($i = 7, 8, 9$), consider the covariance matrices of the one-step prediction error and the filtering error in (19) and (20), and assume that the following two discrete-time Riccati-like difference equations:

\begin{align*}
\Phi_{k+1|k} &= (1 + \varepsilon_{11})\Lambda_{k+1}\Phi_{k+1|k}\Lambda_{k+1}^T + (1 + \varepsilon_{12}) \\
&\quad \times \lambda_{\max}(F_{k+1} \circ \hat{S}_{\max}) G_{k+1} G_{k+1}^T \\
&\quad + (1 + \varepsilon_{12}^{-1})\lambda_{\max}(F_{k+1} \circ (C_{k+1}M_{k+1}^T C_{k+1}^T)) \\
&\quad \times G_{k+1} G_{k+1}^T + (1 + \varepsilon_{11}^{-1}) \sum_{i=1}^N b_{i,k+1} G_{k+1} G_{k+1}^T.
\end{align*}

where

\begin{align*}
F_{k+1} &= \mathbb{E}((\alpha - \alpha_{k+1}) (\alpha - \alpha_{k+1})^T) = \bar{\alpha} - \bar{\alpha}^2, \\
\Omega_{k}^{(2)} &= \mathbb{E}\left((\bar{\alpha} - \alpha_{k+1}) (\alpha - \alpha_{k+1})^T\right),
\end{align*}

under the initial condition $\Phi_{0|m} = P_{0|m}$ ($m = -\tau, -\tau + 1, \ldots, 0$), have symmetric positive definite solutions. Then, the matrix $\Phi_{k+1|k+1}$ is an upper bound of $P_{k+1|k+1}$, i.e.,

$P_{k+1|k+1} \leq \Phi_{k+1|k+1}.$

**Proof:** First, we handle the cross terms of right hand side of (26). In light of Lemma 2.4, we have

\begin{align*}
\mathbb{E}[A_k + A_k^T] &\leq \varepsilon_7 A_k P_{k|k} A_k^T + \varepsilon_7^{-1} B_{k-\tau} P_{k-\tau|k-\tau} B_{k-\tau}^T \\
\mathbb{E}[C_k + C_k^T] &\leq \varepsilon_9 B_{k-\tau} P_{k-\tau|k-\tau} B_{k-\tau}^T + \varepsilon_9^{-1} \mathbb{E}[f_k f_k^T], \\
\mathbb{E}[B_k + B_k^T] &\leq \varepsilon_8 A_k P_{k|k} A_k^T + \varepsilon_8^{-1} \mathbb{E}[f_k f_k^T],
\end{align*}

where $\varepsilon_i$ ($i = 7, 8, 9$) are positive scalars. It follows from (34) that

\begin{align*}
P_{k+1|k} &\leq (1 + \varepsilon_7 + \varepsilon_8) A_k P_{k|k} A_k^T + (1 + \varepsilon_9 + \varepsilon_7^{-1}) B_{k-\tau} R_{k-\tau} B_{k-\tau}^T \\
&\quad \times P_{k-\tau|k-\tau} B_{k-\tau}^T + (1 + \varepsilon_8^{-1} + \varepsilon_9^{-1}) \mathbb{E}[f_k f_k^T] \\
&\quad + D_{k} Q_{k} D_{k}^T.
\end{align*}

According to similar method of (25), one has

\begin{align*}
\mathbb{E} \left[ f_k f_k^T ight] &\leq \mathbb{E} \left[ f_k f_k^T \right] \\
&\leq \mathbb{E} \left[ f_k f_k^T \right] \\
&\leq \mathbb{E} \left[ f_k f_k^T \right] \\
&\leq \mathbb{E} \left[ f_k f_k^T \right]
\end{align*}
where

\[ P_{k+1} \leq (1 + \varepsilon_7 + \varepsilon_8)A_kP_{k|k}^T + (1 + \varepsilon_7 + \varepsilon_8^{-1}) \]

\[ \times B_{k-\tau}P_{k-\tau|k-\tau}B_{k-\tau}^T + D_kQ_kD_k^T \]

\[ + (1 + \varepsilon_8^{-1} + \varepsilon_9^{-1})\text{tr}\left\{(1 + \varepsilon_{10})(S_kP_{k}S_k^T)\right\} \]

\[ + (1 + \varepsilon_{10}^{-1})\text{tr}\left\{(S_2P_{k-\tau|k-\tau}S_2^T)\right\} \]. \quad (37)

From (35) and (36), one has

\[ P_{k+1|k} \leq (1 + \varepsilon_7 + \varepsilon_8)A_kP_{k|k}^T + (1 + \varepsilon_7 + \varepsilon_8^{-1}) \]

\[ \times B_{k-\tau}P_{k-\tau|k-\tau}B_{k-\tau}^T + D_kQ_kD_k^T \]

\[ + (1 + \varepsilon_8^{-1} + \varepsilon_9^{-1})\text{tr}\left\{(1 + \varepsilon_{10})(S_kP_{k}S_k^T)\right\} \]

\[ + (1 + \varepsilon_{10}^{-1})\text{tr}\left\{(S_2P_{k-\tau|k-\tau}S_2^T)\right\} l. \quad (36) \]

Secondly, we are ready to deal with the crossed terms of the right hand side of (30). Again, it follows from Lemma 2.4 that

\[ \mathbb{E}[E_{k+1} + E_{k+1}^T] \]

\[ \leq \varepsilon_1\Lambda_{k+1}P_{k+1|k}\Lambda_{k+1}^T \]

\[ + \varepsilon_1^{-1}G_{k+1}\mathbb{E}[r_{k+1}^T r_{k+1}^T]G_{k+1}^T, \]

\[ \mathbb{E}[F_{k+1} + F_{k+1}^T] \]

\[ \leq \varepsilon_2G_{k+1}\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1})^T (C_{k+1}x_{k+1}) \]

\[ \times \sigma(C_{k+1}x_{k+1})^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ + \varepsilon_2^{-1}G_{k+1}\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1})C_{k+1}x_{k+1} \]

\[ \times \sigma(C_{k+1}x_{k+1})^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]. \quad (38)

Review the expression of \( r_{k+1} \) (i = 1, 2, ..., N) in (7) and the innovation \( \tilde{y}_{j,k+1} \) in (11); if \( k + 1 = 0 \), the innovation of node \( i \) will be transmitted, therefore \( \tilde{y}_{j,k+1} = \tilde{y}_{j,b_i,i} \) and \( r_{j,k+1} = 0 \), otherwise \( \mathbb{E}[r_{j,k+1}^T r_{j,k+1}^T] = R_{j,k+1} \). Furthermore, \( v_{j,k+1} \) is independent of each other, we obtain

\[ \mathbb{E}[r_{j,k+1}^T r_{j,k+1}^T] = R_{j,k+1} \delta_{ij} \]

(1 - \delta_{k+1,b_i,i}) \]

(39)

where \( \delta_{ij} \) is the Kronecker delta function. Subsequently, we rewrite (39) as a compact form

\[ \mathbb{E}[r_{k+1}^T r_{k+1}^T] = Y_{k+1}R_{k+1} \]

where \( Y_{k+1} = \text{diag}_N(1 - \delta_{k+1,b_i,i}) \). Also, \( \mathbb{E}[M_{k+1}] \) can be derived as follows:

\[ \mathbb{E}[M_{k+1}] = -G_{k+1}Y_{k+1}R_{k+1} \]

(40)

It follows from (38)–(41) that

\[ P_{k+1|k} \leq (1 + \varepsilon_1\Lambda_{k+1}P_{k+1|k}\Lambda_{k+1}^T + (1 + \varepsilon_{12}) \]

\[ \times \mathbb{E}[G_{k+1}(\tilde{\alpha} - \alpha_{k+1})^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ + (1 + \varepsilon_1^2)\mathbb{E}[G_{k+1}(\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \times x_{k+1}^T C_{k+1}^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ + (1 + \varepsilon_1^2)\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \times x_{k+1}^T C_{k+1}^T G_{k+1}^T \]

\[ + G_{k+1}(1 - \tau_{k+1})R_{k+1}^T G_{k+1} \]. \quad (42)

Employing Lemmas 2.2 and 2.3, the second term on the right-hand side of (42) satisfies

\[ \mathbb{E}[G_{k+1}(\tilde{\alpha} - \alpha_{k+1})^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \times \sigma(C_{k+1}x_{k+1}) (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \leq \mathbb{E}[\lambda_{max}((\tilde{\alpha} - \alpha_{k+1})^T (\tilde{\alpha} - \alpha_{k+1})^T) G_{k+1}^T G_{k+1} \]

\[ \leq \lambda_{max}(\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1}^2) (\tilde{\alpha} - \alpha_{k+1}^2)^T] \]

\[ \times (\sigma(C_{k+1}x_{k+1}) (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \leq \lambda_{max}(\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1})^2) (\tilde{\alpha} - \alpha_{k+1})^2]) \]

\[ \times G_{k+1}G_{k+1} \]

(43)

where \( \sigma(C_{k+1}x_{k+1}) \leq s_{max} \) (i = 1, 2, ..., N). Similarly, as in (43), we obtain

\[ \mathbb{E}[G_{k+1}(\tilde{\alpha} - \alpha_{k+1})^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \times \sigma(C_{k+1}x_{k+1}) (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \leq \lambda_{max}(\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1})^2) (\tilde{\alpha} - \alpha_{k+1})^2]) \]

\[ \times G_{k+1}G_{k+1} \]

(44)

With the definition of \( x_{k+1} \) and Lemma 2.4, we obtain

\[ \mathbb{E}[x_{k+1}^T] \]

\[ \leq \mathbb{E}[\tilde{x}_{k+1}^T \tilde{x}_{k+1}^T] \]

\[ \leq (1 + \varepsilon_{13})P_{k+1} \]

\[ + (1 + \varepsilon_{13})^2 \tilde{x}_{k+1}^T \tilde{x}_{k+1} \]

\[ \leq (1 + \varepsilon_{13})P_{k+1} \]

\[ (1 + \varepsilon_{13})^2 \tilde{x}_{k+1}^T \tilde{x}_{k+1} \]

\[ (1 + \varepsilon_{13})^2 \tilde{x}_{k+1}^T \tilde{x}_{k+1} \]

\[ \lambda_{max}(\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1})^2) (\tilde{\alpha} - \alpha_{k+1})^2]) \]

\[ \times G_{k+1}G_{k+1} \]

(46)

In terms of (21), (45) and (46), we have

\[ \mathbb{E}[G_{k+1}(\tilde{\alpha} - \alpha_{k+1})^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ x_{k+1}^T C_{k+1}^T (\tilde{\alpha} - \alpha_{k+1})^T G_{k+1}^T \]

\[ \leq \lambda_{max}(\mathbb{E}[(\tilde{\alpha} - \alpha_{k+1})^2) (\tilde{\alpha} - \alpha_{k+1})^2]) \]

\[ \times G_{k+1}G_{k+1} \]

(47)
where
\[ M_{k+1} = \min \left\{ (1 + \varepsilon_{13}) \Phi_{k+1|k} + (1 + \varepsilon_{13}^{-1}) \bar{M}_{k+1|k} + (1 + \varepsilon_{13}^{-1}) \bar{M}_{k+1|k} \right\}. \]  

(48)

Next, from (6), we obtain
\[ \mathbb{E}[r_{k+1} r_{k+1}^T] \leq \mathbb{E}[r_{k+1} r_{k+1}^T] \]
\[ \leq \sum_{i=1}^{N} \| r_{i,k+1} \|^2 \]
\[ \leq \sum_{i=1}^{N} \left( 1 + \frac{\theta_i}{\bar{\theta}_i^2} \right) \mathbb{E} \left[ (\bar{\epsilon}_{i,k+1}^T) + (1 + \bar{\theta}_i^{-1}) \sigma_i^2 \right] I \]
\[ \leq \sum_{i=1}^{N} \left( 1 + \frac{\theta_i}{\bar{\theta}_i} \bar{L}_{i,k+1} + (1 + \bar{\theta}_i^{-1}) \sigma_i^2 \right) I. \]  

(49)

From (42)–(49), one has
\[ P_{k+1|k+1} \leq (1 + \varepsilon_{11}) \lambda_{\text{max}} \left\{ (\bar{\epsilon} - \alpha_{k+1})^T (\bar{\epsilon} - \alpha_{k+1}) \right\} \]
\[ + \lambda_{\text{max}} \left\{ (\bar{\epsilon} - \alpha_{k+1})^T \left( G_{k+1} + \lambda_{\text{max}} \left\{ (\bar{\epsilon} - \alpha_{k+1})^T \left( C_{k+1} + \bar{M}_{k+1} C_{k+1} \right) \right\} \right) \right. \]
\[ + (1 + \varepsilon_{11}^{-1}) \sum_{i=1}^{N} \left( 1 + \frac{\theta_i}{\bar{\theta}_i^2} \bar{L}_{i,k+1} \right) \]
\[ + (1 + \bar{\theta}_i^{-1}) \sigma_i^2 \right) G_{k+1} \bar{G}_{k+1}^T \]
\[ + G_{k+1} (I - \gamma_{k+1}) R_{k+1} \bar{G}_{k+1}^T. \]

Therefore, we have
\[ P_{k+1|k+1} \leq \Phi_{k+1|k+1}, \]
and this completes the proof.

Next, we are now ready to minimize the upper bound \( \Phi_{k+1|k+1} \) by appropriately designing the filter parameters. To proceed, let us define the following useful notations:
\[ d_{k+1} \triangleq (1 + \varepsilon_{12}) \lambda_{\text{max}} (F_{k+1} \circ \bar{S}_{\text{max}}) \]
\[ + (1 + \varepsilon_{12}) \lambda_{\text{max}} \left( F_{k+1} \circ \left( C_{k+1} + \lambda_{\text{max}} M_{k+1}^T C_{k+1} \right) \right) \]
\[ + (1 + \varepsilon_{11}^{-1}) \sum_{i=1}^{N} b_{i,k+1}, \]
\[ \mathcal{Y}_{k+1} \triangleq (1 + \varepsilon_{11})(l - \bar{\epsilon}) \beta + \bar{\alpha} C_{k+1} \]
\[ \times \Phi_{k+1|k} C_{k+1}^T \left[ (l - \bar{\epsilon}) \beta + \bar{\alpha} \right] + d_{k+1} \]
\[ + (l - \gamma_{k+1}) R_{k+1}, \]
\[ \mathcal{V}_{k+1} \triangleq (1 + \varepsilon_{11}) \Phi_{k+1|k}^T C_{k+1} \left[ (l - \bar{\epsilon}) \beta + \bar{\alpha} \right]^T \]
\[ \triangleq \left[ \mathcal{V}_{k+1}^T \right]_{N \times 1}, \]
\[ \mathcal{R}_{k+1} \triangleq \mathcal{V}_{k+1} \mathcal{T}_{k+1} (l - \bar{\epsilon}) \gamma_{k+1} \mathcal{T}_{k+1}^{-1} \mathcal{I}_i \triangleq \left[ K_{ij,k+1} \right]_{1 \times N}, \]
\[ \mathcal{K}_{ij} \triangleq \mathcal{T}_{k+1}^T \mathcal{I}_i \mathcal{T}_{k+1}, \]  

(50)

where the notation \( \mathcal{I}_i \) is employed to denote the new matrix after removing all the zero columns of \( \mathcal{I}_i \).

**Theorem 3.2:** Consider the distributed filter (13), (14) and the upper bound \( \Phi_{k+1|k+1} \) determined by (33). The parameters \( K_{k+1} \) of filter (14) achieving the minimization of \( \text{tr}(\Phi_{k+1|k+1}) \) are given by
\[ K_{ij,k+1} = \begin{cases} 0 & \text{if } a_{ij} = 0 \\ \bar{K}_{ij,k+1} a_{ij}^{-1} & \text{if } a_{ij} \neq 0 \end{cases} \]  

(51)

where \( \bar{K}_{ij,k+1} \) is given by (50).

**Proof:** According to (33), the trace of \( \Phi_{k+1|k+1} \) can be given as follows:
\[ \text{tr}(\Phi_{k+1|k+1}) \]
\[ = (1 + \varepsilon_{11}) \text{tr} \left\{ (l - G_{k+1}) (l - \bar{\epsilon}) \beta + \bar{\alpha} \right\} \]
\[ \times C_{k+1} \left[ (l - G_{k+1}) + \lambda_{\text{max}} (F_{k+1} \circ \bar{S}_{\text{max}}) \right] \]
\[ + (1 + \varepsilon_{12}) \lambda_{\text{max}} \left( F_{k+1} \circ \left( C_{k+1} + \lambda_{\text{max}} M_{k+1}^T C_{k+1} \right) \right) \]
\[ + (1 + \varepsilon_{11}^{-1}) \sum_{i=1}^{N} b_{i,k+1} \}
\[ \times \left\{ \text{tr} \left[ G_{k+1} C_{k+1}^T \right] \right\} \]
\[ + \text{tr} \left\{ G_{k+1} (l - \gamma_{k+1}) R_{k+1} C_{k+1}^T \right\}. \]  

(52)

From the property \( \text{tr}(AB) = \text{tr}(BA) \) and the specialization of \( H_i \) in (18), one has
\[ \text{tr}(H_i Z H_i^T) = \text{tr}(H_i H_i^T Z) = 0, \quad \text{if } i \neq j \]
where \( Z \) is a matrix of appropriate dimension. Then, (52) can be rewritten as
\[ \text{tr}(\Phi_{k+1|k+1}) \]
\[ = (1 + \varepsilon_{11}) \text{tr} \left\{ \Phi_{k+1|k} - \sum_{i=1}^{N} H_i K_{i,k+1} T_i \right\} \]
\[ \times [(l - \bar{\epsilon}) \beta + \bar{\alpha}] C_{k+1} \Phi_{k+1|k} C_{k+1}^T - \Phi_{k+1|k} \]
Calculating the partial derivative of the trace of (53) with respect to $K_{k+1}$ and letting it be zero, we have

$$\frac{\partial}{\partial K_{k+1}} \text{tr}(\Phi_{k+1|k+1}) = 0.$$ (54)

Recalling the definition of $H_i$, we can rewrite (54) as

$$K_{k+1|k+1}^T \mathcal{Y}_{k+1|k+1} = \mathcal{W}_{k+1|k+1}^T H_i,$$ (55)

Noting $T_i = i_i^T$ and substituting it into (55), we get

$$K_{k+1|k+1}^T i_i T_i = \mathcal{W}_{k+1|k+1}^T i_i.$$ (56)

Since the matrix $i_i^T$ has full row rank, we obtain

$$K_{k+1|k+1}^T i_i = \mathcal{W}_{k+1|k+1} i_i.$$ (57)

Subsequently, note that matrix $i_i^T \mathcal{Y}_{k+1|k+1} i_i$ is invertible, we have

$$K_{k+1|k+1}^T i_i = \mathcal{W}_{k+1|k+1}^T i_i (i_i^T \mathcal{Y}_{k+1|k+1} i_i)^{-1}.$$ (58)

Post-multiplying both sides of (58) by $i_i^T$, one has

$$K_{k+1|k+1}^T i_i i_i = \mathcal{W}_{k+1|k+1}^T i_i i_i (i_i^T \mathcal{Y}_{k+1|k+1} i_i)^{-1} i_i^T.$$ (59)

and recalling the definition of $K_{k+1|k+1}$ and $T_i$ in (50), we obtain

$$K_{k+1|k+1}^T T_i = \mathcal{K}_{k+1}.$$ (60)

Therefore, the proof is completed. $\blacksquare$

### 3.2. Boundedness analysis

In what follows, we will present the sufficient condition to guarantee the mean-square boundedness of the filtering error. Accordingly, an assumption is introduced to facilitate further derivations.

**Assumption 3.1:** There are positive real numbers $\bar{a}, \bar{b}, \bar{s}, \bar{s}_1, \bar{s}_2, d, \bar{q}, \bar{c}, \bar{h}, \bar{m}, \bar{r}, \bar{\lambda}, \bar{\sigma}$ such that the following conditions:

$$\|A_k\| \leq \bar{a}, \quad \|B_{k-r}\| \leq \bar{b}, \quad \text{tr}(S_1 S_1^T) \leq \bar{s}_1,$$

$$\|L_x\| \leq \bar{\lambda}, \quad \|D_x\| \leq \bar{d}, \quad \|C_{k}\| \leq \bar{c},$$

$$\|L_{k}\| \leq \bar{l}, \quad \|\bar{\varsigma}\| \leq \bar{h}, \quad R_k \leq \bar{r}, \quad \bar{\lambda}_i \leq \bar{l}, \quad \bar{\sigma} \leq \bar{m}, \quad \bar{\sigma}_i \leq \bar{m},$$

hold for all $i = 1, \ldots, N$.

To begin, we define some notations:

$$\nu_1 \triangleq (1 + \epsilon_7 + \epsilon_8) \bar{a}^2 + (1 + \epsilon_8^{-1} + \epsilon_9^{-1})(1 + \epsilon_{10}) \bar{s}_1,$$

$$\nu_2 \triangleq (1 + \epsilon_9 + \epsilon_7^{-1}) \bar{b}^2 + (1 + \epsilon_8^{-1} + \epsilon_9^{-1})(1 + \epsilon_{10}) \bar{s}_2,$$

$$\bar{g} \triangleq N \bar{c} \bar{h} \frac{\bar{h}^2 \bar{l}^2}{\bar{g}^2}, \quad \bar{\lambda} \triangleq 1 + \bar{g} \bar{m} \bar{c}.$$ (62)

**Theorem 3.3:** Consider the time-varying systems (1)–(2) with the designed filters as in (13)–(14) with filter gain (51). Under Assumption 3.1, the filtering error $x_{k+1|k+1}$ is mean-square bounded, i.e.

$$\sup_{k \in \mathbb{N}} \sum_{i=1}^{N} \mathbb{E}[\tilde{x}_{k+1|k+1}^T \tilde{x}_{k+1|k+1} | x_{k+1|k+1} \leq \infty]$$ (63)

if the following inequalities hold

$$(1 + \epsilon_1) \bar{\lambda}^2 \nu_1 < 1, \quad (1 + \epsilon_1) \bar{\lambda}^2 \nu_2 < 1.$$ (64)
Proof: It follows from (32) and Assumption 3.1, we have
\[ \| \Phi_{k+1} \| \leq (1 + \varepsilon_T + \varepsilon_B) \| \Phi_{k} \| + (1 + \varepsilon_T + \varepsilon_B) \| \Phi_{k-1} \| + (1 + \varepsilon_T) \| \Phi_{k-1} \| + \tilde{d}^2 \tilde{q}. \] (65)

Review the expression of \( \Omega_k^{(2)} \) and Assumption 3.1, one has
\[ \| \Omega_k^{(2)} \| \leq (1 + \varepsilon_3) \| \mathcal{T}[\Phi_{k} S_k^T] \| + (1 + \varepsilon_3) \| \mathcal{T}[\Phi_{k-1} S_k^T] \| \leq (1 + \varepsilon_3) \| \Phi_{k} \| \| \mathcal{T}[S_k^T] \| + (1 + \varepsilon_3) \| \Phi_{k-1} \| \| \mathcal{T}[S_k^T] \|. \] (66)

Substituting (66) into (65) leads to
\[ \| \Phi_{k+1} \| \leq (1 + \varepsilon_T + \varepsilon_B) \| \Phi_{k} \| + (1 + \varepsilon_T + \varepsilon_B) \| \Phi_{k-1} \| \times \| \mathcal{T}[S_k^T] \| \times \| \Phi_{k-1} \| + \tilde{d}^2 \tilde{q}. \] (67)

Since we only care about the non-sparse part of \( K_{k+1} \), (54) can be rewritten as
\[ \sum_{i=1}^{N} H_i K_{k+1} T_i = \sum_{i=1}^{N} H_i N_{k+1} \gamma_{k+1}^{-1} T_i. \] (68)

Taking the norm for Equation (68) yields that
\[ \| G_{k+1} \| \leq \| \sum_{i=1}^{N} H_i K_{k+1} T_i \| \leq N \| \sum_{i=1}^{N} H_i N_{k+1} \gamma_{k+1}^{-1} T_i \| \leq N \| \gamma_{k+1}^{-1} \| = \tilde{g}. \] (69)

Next, it is straightforward to see that
\[ \| \Lambda_{k+1} \| \leq \| I - G_{k+1} \{ I - \tilde{\alpha} \} \| \| G_{k+1} \| \leq 1 + \tilde{g} \bar{h} \| G_{k+1} \| = \tilde{\lambda}. \] (70)

Then, according to (33) and Assumption 3.1, the norms of second to fifth terms can be magnified as follows
\[ \| \lambda_{\max} (F_{k+1} \circ \tilde{S}_{\text{max}}) G_{k+1} G_{k+1}^T \| \leq \| F_{k+1} \circ \tilde{S}_{\text{max}} \| \| G_{k+1} \| \leq \| \tilde{S}_{\text{max}} \| \| G_{k+1} \|^2 \] (71)
\[ \| \lambda_{\max} \left( F_{k+1} \circ (C_{k+1} M_{k+1} C_{k+1}^T) \right) G_{k+1} G_{k+1}^T \| \leq \| F_{k+1} \circ (C_{k+1} M_{k+1} C_{k+1}^T) \| \| G_{k+1} \| \leq \| \tilde{S}_{\text{max}} \| \| G_{k+1} \|^2 \] (72)
\[ \| \lambda_{\max} \left( F_{k+1} \circ (C_{k+1} M_{k+1} C_{k+1}^T) \right) G_{k+1} G_{k+1}^T \| \leq \| \tilde{S}_{\text{max}} \| \| G_{k+1} \|^2 \leq \tilde{g}^2 \tilde{g}, \] (73)
and
\[ \| G_{k+1} (I - \gamma_{k+1}) R_{k+1} G_{k+1}^T \| \leq \| G_{k+1} R_{k+1} G_{k+1}^T \| \leq \| \text{diag} (R_{k+1}) \| \| G_{k+1} \|^2 \leq \tilde{g}^2 \tilde{r}. \] (74)

So, we can get the following inequality
\[ \| \Phi_{k+1} \| \leq (1 + \varepsilon_T) \| \Phi_{k} \| + (1 + \varepsilon_T + \varepsilon_B) \| \Phi_{k-1} \| + \tilde{d}^2 \tilde{q}. \] (75)

Substituting (67) into (75) leads to
\[ \| \Phi_{k+1} \| \leq (1 + \varepsilon_T) \| \Phi_{k} \| + (1 + \varepsilon_T + \varepsilon_B) \| \Phi_{k-1} \| \times \| \mathcal{T}[S_k^T] \| \times \| \Phi_{k-1} \| + \tilde{d}^2 \tilde{q}. \] (76)

According to the condition given by (64), the sequence \( \| \Phi_{k+1} \| \) converges eventually, which ends the proof.

Remark 3.1: The main research difficulties can be listed as follows: (i) how to propose a new distributed filtering algorithm for nonlinear delayed systems with RSS under dynamic event-triggered mechanism; and (ii) how to select the appropriate performance index to evaluate the filtering algorithm performance and provide the desirable sufficient condition. To address the above difficulties, the following effort is devoted. On the one hand, an upper bound of second-order moment for auxiliary variable has been obtained by constructing the recursive
Equation (8) and utilizing triggering conditions (7)–(9) as well as Lemma 3.2. When considering the influence of time delay $\tau$, the delay-dependent terms $\tilde{B}_{k-\tau} \hat{x}_{k-\tau}$ and $\tilde{f}(\tilde{x}_k; \tilde{x}_{k-\tau})$ are taken into account in filter (13). Accordingly, a new distributed filtering method of the recursive form is proposed. On the other hand, there are two major types of performance index: error boundedness (Li et al., 2020) and monotonicity of the filtering error covariance with respect to the (event-triggered threshold (Liu et al., 2018), missing probabilities (Hu et al., 2020), quantization accuracy (Liu et al., 2020) and so on). In this paper, by utilizing the stochastic analysis technique, the sufficient condition of mean-square boundedness for the upper bound of the filtering error under Assumption 3.1 has been given.

**Remark 3.2:** It should be noted that the nonlinear function $\tilde{f}(\tilde{x}_k; \tilde{x}_{k-\tau})$ brings some difficulties when deducing the upper bound of filtering error covariance. Specifically, for nonlinear functions shaped like $\tilde{f}(\tilde{x}_k)$ or $\tilde{f}(\tilde{x}_{k-\tau})$ satisfying the Lipschitz condition, we can usually obtain an simple upper bound by using Schur complement lemma as formula (34) in reference (Hu et al., 2018). But for the nonlinear functions which satisfy the special Lipschitz condition in this paper, this treatment is no longer applicable. Therefore, we use the properties of Euclidean norm and the trace of matrix as well as Lemma 2.4 to get (25).

### 4. A numerical example

In this section, a numerical simulation example is presented to illustrate the effectiveness of the proposed distributed filtering scheme. Consider a second-order system, where $\tilde{x}_k = [\tilde{x}_k^1 \tilde{x}_k^2]^T \in \mathbb{R}^2$ with dynamic event-triggered strategy (7)–(12), RSS described by the random variable $\omega_{i,j,k}$. System parameters $\tilde{A}_k, \tilde{B}_{k-\tau}, \tilde{D}_k$ and $C_{i,j,k}$ are given as follows:

$$
\tilde{A}_k = \begin{bmatrix} 0.2 & 0.35 + 0.1\cos(2k) \\ 0.55 & 0.3 \end{bmatrix},
$$

$$
\tilde{B}_{k-\tau} = \begin{bmatrix} -0.24 & -0.6 \\ 0.5 & 0.25 \end{bmatrix},
$$

$$
\tilde{D}_k = \begin{bmatrix} 0.4 & 0.5 \\ -0.15 & 0.35 \end{bmatrix}, \quad C_{1,j,k} = [0.95, 1.3],
$$

$$
C_{3,j,k} = [1.05, 1.45], \quad C_{3,j,k} = [0.85, 0.2].
$$

The nonlinear function $\tilde{f}(\tilde{x}_k; \tilde{x}_{k-\tau})$ is chosen as

$$
\begin{bmatrix}
0.12\tilde{x}_{k-\tau}^3 + 0.15\sin(\tilde{x}_{k-\tau}^1 + \tilde{x}_{k-\tau}^2) + 0.14\tilde{x}_{k-\tau}^1 \\
0.24\tilde{x}_{k-\tau}^2 - 0.15\tilde{x}_{k-\tau}^1 \tilde{x}_{k-\tau}^2 + 0.21\sin(\tilde{x}_{k-\tau}^1 + \tilde{x}_{k-\tau}^2)
\end{bmatrix}.
$$

The covariances of the process noise and measurement noise are given by $Q_k = 0.05I$ and $R_{1,k} = 0.09, R_{2,k} = 0.06, R_{3,k} = 0.07$. In the simulation, the time-delay is $\tau = 3$, $\hat{x}_m(m = -3, -2, -1, 0)$ is a random vector with mean $[-2 - 2]^T$ and covariance $\bar{X} = 0.06I$. $\hat{x}_{0:1} = [-2 - 2]^T, \Phi_{0:1} = 10I$. The initial upper bound of states covariance is

$$
\hat{X}_0 = \begin{bmatrix} 4 & 4 \\ 4 & 4 \end{bmatrix}.
$$

The relevant parameters of Assumption 2.1 are chosen as $\bar{S}_1 = [0.05 0], \bar{S}_2 = [0.05 0.05]$. Suppose that the mean of random variables $\omega_{i,j,k}$ are $\bar{\omega}_1 = 0.5, \bar{\omega}_2 = 0.6, \bar{\omega}_3 = 0.7$, the saturation levels are $\bar{s}_{1,max} = 1.8, \bar{s}_{2,max} = 1.5, \bar{s}_{3,max} = 1$. Other parameters are set as $\eta_{i,j} = 0.4(i = 1, 2, 3), \theta_i = 3.5(i = 1, 2, 3), \sigma_1 = 0.4, \sigma_2 = 0.55, \sigma_3 = 0.65, \lambda_i = 0.3(i = 1, 2, 3), \epsilon_1 = 2, \epsilon_2 = 0.5, \epsilon_3 = 0.5, \epsilon_4 = 0.35, \epsilon_5 = 1.5, \epsilon_6 = 0.1, \epsilon_7 = 0.85, \epsilon_8 = 0.6, \epsilon_9 = 0.45, \epsilon_{10} = 0.95, \epsilon_{11} = 0.05, \epsilon_{12} = 0.95$ and $\epsilon_{13} = 0.15$. The topology of the sensor network is described by the digraph $G = (\mathcal{V}, \mathcal{E}, \mathcal{A})$, where the set of nodes is $\mathcal{V} = \{1, 2, 3\}$, the set of edges is $\mathcal{E} = \{(1, 1), (1, 2), (1, 3), (2, 2), (3, 1), (3, 2), (3, 3)\}$, and the adjacency matrix is

$$
\mathcal{A} = \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 0 \\ 1 & 1 & 1 \end{bmatrix}.
$$

The simulation results are plotted in Figures 2–11. The real states of all nodes and their estimations are shown in Figures 2–4, and the event-triggered instants are depicted in Figures 5 and 6, it can be seen that the advantage of DET mechanism is reflected. Moreover, Figures 7–9 plot the measurement outputs with and without RSS.

For the purpose of comparison, we also present the mean square error (MSE) as follows:

$$
\text{MSE}_k = \frac{1}{M} \sum_{j=1}^{M} \left( x_k^{(j)} - \hat{x}_{k|k}^{(j)} \right)^T \left( x_k^{(j)} - \hat{x}_{k|k}^{(j)} \right),
$$

where $M$ denotes the number of Monte Carlo rounds, $x_k^{(j)}$ and $\hat{x}_{k|k}^{(j)}$ represent the system state and estimation,
respectively. The trace of actual mean square error and the trace of upper bound are obtained with $M = 100$ in Figure 10, which confirms that the MSE is bounded by $\Phi_k|k$. The traces of the minimized upper bounds of the filtering error covariance under different triggering cases are shown in Figure 11. It is well known that the more measurement can be utilized in the filter side, the better estimation accuracy can be ensured and the corresponding filtering error is smaller. In Remark 2.2, we explain that $\theta_i$ in (7) can regulate the trigger frequencies. Under the same circumstances, the smaller the value of $\theta_i$ is, the larger the traces of the upper-bound $\Phi_k|k+1$ will be obtained. It can be seen from Figure 11 that the minimized upper bounds of the filtering error covariance is decreasing with respect to the increasing of $\theta_i$.

5. Conclusions

In this paper, the distributed filter design problem has been addressed for discrete time-varying delayed systems subject to RSS. The sensors have been employed to transmit the innovation based on a dynamic event-triggered mechanism. The upper bound for filter error
covariance have been established since the error covariance cannot be derived directly. Subsequently, the optimal filter gain matrix has been constructed such that the upper bound of filtering error can be minimized at each step. Besides, the corresponding proof has been derived to testify the boundedness of filtering error. Finally, some simulations have been provided to show the validity of main results. The future research topics can be listed as follows: (i) it is of great theoretical value to discuss the filtering problems of nonlinear systems subject to equality constraints; and (ii) inspired by Wang et al. (2020), Li et al. (2019) and Wang et al. (2018), the recursive distributed filtering problems for 2-D delayed systems with more complex networked phenomena will be our future research topics.
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