Identifying On-road Scenarios Predictive of ADHD using Driving Simulator Time Series Data
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ABSTRACT

In this paper we introduce a novel algorithm called Iterative Section Reduction (ISR) to automatically identify sub-intervals of spatiotemporal time series that are predictive of a target classification task. Specifically, using data collected from a driving simulator study, we identify which spatial regions (dubbed sections) along the simulated routes tend to manifest driving behaviors that are predictive of the presence of Attention Deficit Hyperactivity Disorder (ADHD). Identifying these sections is important for two main reasons: (1) to improve predictive accuracy of the trained models by filtering out non-predictive time series sub-intervals, and (2) to gain insights into which on-road scenarios (dubbed events) elicit distinctly different driving behaviors from patients undergoing treatment for ADHD versus those that are not. Our experimental results show both improved performance over prior efforts (+10% accuracy) and good alignment between the predictive sections identified and scripted on-road events in the simulator (negotiating turns and curves).

1 INTRODUCTION

The long term goal of this work is to enhance driver safety through the automatic and non-invasive identification of drivers with cognitive impairments, with a special focus on uncontrolled symptoms of Attention Deficit Hyperactivity Disorder (ADHD). Specifically, in this paper we present a new algorithm for identifying which spatial regions (we refer to them as sections) of each simulated route are predictive of untreated forms of ADHD in adolescent drivers. These sections correspond to the types of on-road scenarios (referred to as events) in the simulator that elicited perceivably different behaviors between the classes of drivers; useful for designing interventions.

Motor Vehicle Collisions (MVCs) continue to be a leading cause of death in the United States [17], having claimed the lives of over 36,000 people in 2018 alone [26]. It is estimated that for each person who is killed in an MVC, there are 8 times as many who are hospitalized as result of one [3]. On top of the loss of human lives, MVC-related deaths in 2013 contributed to $44 billion in medical care and work loss costs. In order to address this, traffic safety experts have been on the on-road conditions surrounding MVCs and who is at risk of being in one [23]. Armed with this knowledge, driving instructors can design meaningful interactions to mitigate risk-generating behaviors behind the wheel [1].

Adolescent drivers are 3 times as likely to be involved in a MVC than others [15]. Those with cognitive impairments to their executive functions like ADHD are a particularly vulnerable population [36, 37]. Some of the indicators of driving with ADHD and side-effects of taking treatment for it have been studied in clinical settings [11, 31]; though such methods of detection often rely on invasive techniques (eye-tracking, blood tests, or Electroencephalogram data) to render diagnoses [33]. These approaches have made varying levels of success, typically classifying adults with more progressed forms of ADHD. In this work, we aim to non-invasively identify which adolescent drivers (age 18-24) being medicated for less-advanced forms of ADHD may require corrective instruction to avoid on-road hazards both in the simulator and in real life.

The immediate goal of this work is to deliver feedback to driving simulator designers detailing which of the scripted events they use effectively detect potentially dangerous drivers. We build off existing work done to design common crash scenarios as events to assess adolescent driver attention and skill levels in a driving simulator [24]. Our work departs from these efforts in that we intend to uncover the most discriminatory on-road scenarios without any a priori assumptions of which will work well and which won’t.

The remainder of this document is laid out as follows. First, we review several existing tools to overcome challenging time series classification tasks, illustrating how our work relates to them. Next, we briefly describe the dataset analyzed in this study. Then we introduce the Iterative Section Reduction (ISR) algorithm used to reduce each simulated route to a sequence of sections, where non-predictive events along the route are no longer conflated with predictive ones. We then catalog several evaluation metrics for determining the relative success of each set of ensembles formed, along with the motivations for choosing the considered metrics. After which point, we detail the grid search hyper-parameter values that define the exact manner in which ISR ensembles were formed from multiple section-specific classifiers. Subsequently, we present our best classification results for each route and relate our findings back to the types of on-road scenarios that best separated the classes of drivers examined. Finally we review the outcomes from all experiments conducted to draw our conclusions. We discuss the identified ADHD predictors, positing potential next steps for both ISR and the time series classification task at hand.

2 BACKGROUND

Attention Deficit Hyperactivity Disorder (ADHD) cognitive impairment has been linked to risk-generating driving behaviors such as being easily distracted and unawareness of one’s surrounding[6]. There is also evidence suggesting that pharmacological treatments have been partially beneficial in correcting these behaviors[9]. Some of the most effective clinical methods for detecting ADHD, for the purpose of treatment, rely on invasive Functional Magnetic Resonance Imaging (fMRI) technologies that require specialized equipment and trained staff to operate it [14, 28].
A time series $T$ is an ordered sequence of measurements of some quantity (or quantities) taken over time. We refer to a sub-interval $T_{i → j}$ as an ordered sub-series from within $T$ that was measured from time-step $i$ to $j$. Driving simulators are a rich source of time series data for capturing the indicators of risk-generating behaviors
[5, 12], as well as being a widely available technology that requires minimal supervision to perform an assessment [35]. Time series output recorded in a driving simulator (throttle, brake, and steering wheel inputs) has been fed into $k$-Nearest Neighbor (k-NN) classifiers and detected driver inattention under cognitive load [4]. Dynamic Time Warping (DTW) similarity-based time series clustering has also been used for modelling and differentiating different driving behaviors by analyzing vehicle velocity in various sections of road [21].

Learning from observation agents trained from the same dataset we use were able to mimic the different classes of drivers in a hierarchy of on-road contexts (e.g. intersections, traffic lights, red traffic lights) with high fidelity [38]. Similarly, researchers were able to faithfully predict how learning from demonstration agents trained from the different classes of drivers in this dataset would behave in on-road contexts by learning state-action pairs of behaviors [27]. The classes of drivers in this study (described in section 3.1) have been previously shown to be non-separable when globally (using the complete time series as input) comparing simulator sessions to one another [10]. We hypothesize that previous classification efforts on this dataset have failed (< 50% accuracy) as the classes of drivers largely drive uniformly except in response to certain on-road scenarios [submitted 2020; in review]. These responses are likely to be spatially concentrated around the scripted on-road hazards dispersed along each simulated route. Globally comparing driver performance (using all data recorded) in the simulator may diminish a classifier’s ability to leverage those predictive responses.

In previous experiments using this dataset, we broke down each route into a sequence of manually defined, non-overlapping sections of road [submitted 2020; in review]. We trained section-specific 1-NN and 1-dimensional convolutional neural network (1-D CNN) classifiers from the time-series sub-intervals recorded in each section in isolation from one another. We then used all section-specific classifiers trained in isolation as voters in a bagging ensemble to classify complete time series from a reserved portion of the dataset. Doing so yielded 1-NN and 1-D CNN ensembles capable of distinguishing the classes of drivers with roughly 42% average classification accuracy across all simulated routes. The constructed classifiers also revealed high sensitivity to class labels concentrated in data recorded within sections containing turns and curves along the route. We suspect that manually defining sections cut off certain predictive behaviors. Additionally, using all sections as voters may result in sub-optimal results since the votes of classifiers trained on predictive and non-predictive sections are weighted equally.

In a different driving simulator study, bagging ensembles composed of Long Short-Term Memory (LSTM) neural networks have been used to successfully predict lane departures and lateral driving speed [2]. Other recurrent neural network (RNN) architectures have employed successfully in assessments of driving performance in simulators that also track the driver’s on-screen gaze [13, 22]. Successes in these similar driver classification tasks motivated our decision to employ a deep neural network incorporating an LSTM layer in some of our experiments. Since neural networks are notorious for requiring large amounts of data to render accurate classifications and our dataset is small, we also considered several similarity based models as classifiers to act as voters in an ensemble.

Were we to frame our analytical task as change point detection, the prompt might read: “there exists several modes of driving behaviors; find when and where along each route a driver transitions from one mode to the other.” Many successful change point detection algorithms tend to monitor the log-likelihood ratio between sequences of sub-intervals both before and after a given point in time [20]. However, our task differs from these approaches in that we don’t assume our drivers are changing “modes” or that such “modes” would align well with class labels.

Framing the same task as shapelet detection might read: “there exists specific, commonly exhibited patterns of driving behavior that cleanly separate the classes of drivers from one another, find them.” A shapelet is a frequently presented pattern (very similar sub-intervals in many complete time series) that are strongly indicative of class labels for a given dataset [25, 41]. While shapelets present sophisticated insight into the composition of a labelled time series dataset, our efforts are directed at mining the predictive elements of the simulated environment itself. Moreover, our dataset is quite small ($n = 30$ participants) and any commonly recurring patterns may repeat themselves several times over the route. Multiple presentations of a shapelet could make asserting any particular on-road scenario’s predictive capabilities as more powerful than the others exceedingly difficult.

Thirdly, were we to frame our analysis as the search for motifs [19, 40] and discords in the data, the prompt might read: “identify commonly repeated patterns of behavior observed within a single driving simulator session as well as any anomalous behaviors; locate when and where they present along each route.” Matrix profiles are a powerful tool that find motifs and discords by relating the sub-intervals extracted via sliding window from a single time series to their most similar non-trivially matching (with chronological overlap < 50%) sub-interval [42]. Matrix profiles can be constructed using a variety of algorithms and have event been extended to guide motif discovery using domain knowledge [8]. We anticipate in our dataset however, largely due to prior experiments highlighting its uniformity, that all classes of drivers will share certain motifs (e.g. steering around the same number of turns and curves along a given route for all drivers). Finding discords, or anomalous behaviors that occur in only one instance within a complete time series could hold the key to unlocking which on-road scenarios are most revealing of drivers with untreated forms of ADHD. Upon our review of the literature, we did not find any classifiers that leveraged the potential for discords to be locally concentrated within a given domain.
Figure 2: Scripted on-road scenarios (dubbed events) distributed along each of the 4 simulated routes. We partition the routes into 1600-meter long sections starting every 800 meters; explicitly including the last 1600 meters of the route as a section.

Figure 1 shows the driving simulator that recorded time series data from all clinical trial participants. Our dataset was collected under National Science Foundation Grant No. 1521943 from $n = 30$ participants and in its raw form consists of 91 synchronized time series channels recorded at 60 Hz. In order to reduce the overall computation time for all models considered, we reduced the dimensionality of the data via Piecewise Aggregate Approximation (PAA) [16] to 10 Hz and only use a subset of 7 channels from each recording as input. After down-sampling, simulator sessions varied in length from 3,829 to 9,746 frames, with an average of 5,728 frames; this is equivalent to 6-17 minutes, with an average duration of 9 and a half minutes. For all experiments conducted, we used the following time series channels as some of them are frequently included when forming the basis of a simulated or naturalistic assessment of driver performance [7, 34]:

- **Throttle** - Percent depression of accelerator pedal.
- **Brake** - Percent depression of brake pedal.
- **Steering** - Rotation of steering wheel from resting position (in degrees).
- **Forward Velocity** - Vehicle speed (mph).
- **Forward Jerk** - Derivative of vehicle acceleration ($\frac{mph}{sec^2}$).
- **Lane Position** - Vehicle lateral offset from lane center (in feet).
- **Heading Error** - Angle between vehicle heading vector and route following direction (in degrees).

Our experimental group consisted of 15 of the 30 total participants who had previously been clinically diagnosed with ADHD prior to recruitment into this study [18]. These participants were recorded driving 4 planned routes (Drive 1, ..., Drive 4) twice; one session while receiving prescribed treatment (regulated), and once while receiving a placebo (delayed). The other 15 participants, referred to as the control group, did not have confirmed ADHD diagnoses and were each recorded driving the same 4 routes once. One partial Drive 3 session from the delayed group was discarded due to simulator motion sickness, leaving a total of $N = 179$ complete sessions.

Distributed along each simulated route are sequences of events (see Figure 2), sections of the route that have been scripted to elicit responses that are telling of driver attentiveness and reactivity (collision avoidance, negotiating intersections, emergency vehicle encounters, etc.). The position of these events along the route are static, and therefore all participants driving the route encounter the same events in the same frequency and order. We view these events as potential sections to discriminate drivers with untreated forms...
of ADHD from those without. We compare the annotated events to the sections identified by the ISR algorithm and determine whether the events truly elicit driving behaviors predictive of ADHD.

To facilitate the process of iteratively dividing the simulated route into sections with ISR (see Figure 3), we created a lattice data structure to represent the route. These lattices consist of ordered sequences of way-points, linked points spaced at 5-meter intervals in the center of the road along each route. As a result, the smallest time series sub-intervals that could be extracted from our dataset will be recorded strictly within a 5-meter section of a route. For each route we define a sequence of top-level sections, 1600-meter long sections of the route displaced with a stride of 800 meters. Top-level sections have 50% overlap in order to give flexibility to section boundaries, since it isn’t known where along the route behaviors predictive of ADHD will manifest. With 31 such top-level sections defined across all 4 routes, we expanded our dataset of 179 global time series to 1,567 clipped time series sub-intervals.

3.2 Iterative Section Reduction Ensembles

Iterative Section Reduction (ISR) is an ensemble-building algorithm (see Algorithm 1 for pseudo-code) designed to leverage an alignment domain to locate sub-intervals that are highly predictive of class labels. Its purpose is to iteratively subdivide long heterogeneous time series signals into sub-intervals. These sub-intervals are clipped using an inherent alignment domain (in our case the spatial axes), and are found by identifying the sections of the domain that elicit the most class separation. ISR constructs ensembles that are composed of multiple section-specific classifiers (dubbed as modules) that strictly process the time series signal within their respective sections. These modules then classify sub-intervals of previously unseen data and vote (with equal weighting) which class label should be predicted for the complete simulator session.

To identify sections in the alignment domain that contain indicators of class sensitivity, ISR begins by clipping all time series in the dataset into sub-intervals using top-level sections (see 3.1). The corresponding data in each section is then partitioned (in our case by driver) into k disjoint fold (ideally preserving proportions of classes in each fold). The evaluation fold is immediately reserved from further consideration while building the ensemble, and withheld until later. The remaining k − 1 folds are used in leave-one-out cross-validation to produce k − 1 independently trained modules per section. Note, this means each module was trained using one of the unique combinations of k − 2 folds of data and an initial accuracy score obtained by classifying the development fold. This score, dubbed development accuracy, is then saved by ISR for use as a filtering criterion for determining whether a module (and hence a specific section of the alignment domain it was trained on) will be included in the final ensemble. This score reflects the supposed discriminatory power of a module, indicating whether it could be a useful voter in an ensemble. By building multiple modules per section, we aim to mitigate any bias or stark variance that are artifacts of splitting the dataset into folds. ISR imposes a threshold that is used to tune the degree of sufficient sensitivity to class labels needed in a section for its modules to be included in an ensemble.

If any candidate modules for inclusion are found in a section, the ISR algorithm attempts to leverage its sub-sections in an effort to further separate non-predictive parts of the alignment domain from conflating with predictive ones. Since all sections of the alignment domain are divisible into sub-sections (in our case via the lattice data structure), ISR narrows the lens of comparison for predicting class labels from time series sub-intervals. For performing the sub-division, the ISR algorithm uses a process in which a section is partitioned into three sub-sections via sliding window. Each window is 50% of the size of the original section and is collected with stride of 25% the size of the original section (in other words, each section is divided into a first half, middle half, and last half). A crucial justification for selecting this method of splitting sections into overlapping sub-sections is that it allows for flexibility in the section boundaries. This, in turn, means predictive behaviors are less likely to be split into multiple sections and more likely to captured completely within a section.

![Figure 3: Planned routes can be broken down into sequences of increasingly finer-grain sections. These are then used to isolate predictive scenarios of unknown sizes distributed at unknown locations along the way.](image3.png)

![Figure 4: Predictive sub-sections extracted from the leaf nodes of top-level section trees to form an ISR ensemble.](image4.png)
Algorithm 1 Iterative Section Reduction

X: list of time series.
Y: list of time series class labels.
numDev: number of development folds to split X and Y into (evaluation fold already reserved; numDevo = k – 1).
section: data structure for clipping time series via the alignment domain.
depth: current granularity of section considered, number of iterations sections have been reduced from full size.
maxDepth: maximum number of iterations sections may be reduced from full size.
thresh: cut-off minimum development accuracy criterion for inclusion in ensemble.
paradigm: strategy for including modules in the ensemble.
θ: Symbol representing both the type of section-specific classifiers used as modules and any relevant hyper-parameters.

1: function ISR(X, Y, numDev, section, depth, maxDepth, thresh, paradigm, θ)
2:     devModrs ← [ ]
3:     avgAcc ← 0
4:     clipX ← clipSeriesToSection(X, section)
5:     SKF ← stratifiedKFoldSplitter(numDevo)
6:     for trainIdx, devIdx ∈ SKF.split(clipX, Y) do
7:         trainX, devX ← clipX[trainIdx], clipX[devIdx]
8:         trainY, devY ← Y[trainIdx], Y[devIdx]
9:         module ← Classifier(θ)
10:         module.fit(trainX, trainY)
11:         devPreds ← module.predict(devX)
12:         devAcc ← accuracy(devY, devPreds)
13:     if (paradigm == “ANY” and devAcc > thresh)
14:         or paradigm == “ALL” then
15:             devModrs.append(module)
16:             avgAcc ← avgAcc + devAcc
17:     if length(devModrs) == 0
18:         or avgAcc/length(devModrs) < thresh then
19:         return []
20:     if depth + 1 < maxDepth then
21:         avgAcc ← avgAcc/length(devModrs)
22:         firstHalf ← getSectionFirstHalf(section)
23:         midHalf ← getSectionMiddleHalf(section)
24:         lastHalf ← getSectionLastHalf(section)
25:         firstMods ← ISR(X, Y, numDev, firstHalf, depth + 1, maxDepth, avgAcc, paradigm, θ)
26:         midMods ← ISR(X, Y, numDev, midHalf, depth + 1, maxDepth, avgAcc, paradigm, θ)
27:         lastMods ← ISR(X, Y, numDev, lastHalf, depth + 1, maxDepth, avgAcc, paradigm, θ)
28:         subModrs ← concatenate(firstMods, midMods, lastMods)
29:     if length(subModrs) > 0 then
30:         return subModrs
31:     return devModrs

We also experimented with two different paradigms, strategies for determining which development fold modules are included in the ensemble: all folds per section (ALL) and any fold above (ANY). In the ALL paradigm, if the average development accuracy from the k – 2 modules is above the threshold, then all are considered as candidates for inclusion in the ensemble. In the ANY paradigm, any individual fold module with development accuracy above the threshold is considered as a candidate. In both paradigms, if no potential candidates are selected, the section is deemed non-predictive and discarded from further consideration. Additionally, for both paradigms the average development accuracy of all ensemble candidates in a section is made the new threshold value for the candidates in any subsequent sub-section to beat.

Viewing ISR from a data structures perspective, it builds a tree of potential candidate modules from sub-sections for each top-level
section. The depth of these trees corresponds to a decrease in the size of the section being considered by an ensemble module. ISR then prunes branches of non-predictive sections from these trees, and harvests candidate modules from the leaf nodes remaining (see Figure 4). The algorithm is designed to leverage the fact that classifiers trained from longer time series may perform poorly, and by examining smaller sub-intervals classification accuracy can improve. Selecting a higher initial threshold value will preclude many of these smaller sub-sections from being examined, as the tree branches with modules producing insufficient development accuracy will be pruned before they are ever expanded. Choosing a lower initial threshold value will allow for the examination of more sub-section modules in the tree, and will likely allow alignment conditions to define their own lengths and predictive worth.

3.3 Section-Specific Classifiers
The sub-intervals detailed in section 3.1 were used in two sets of experiments, where the types of modules used as voters in an ensemble were varied. In the first set of experiments, we built ISR ensembles from strictly either k-Nearest Neighbors (k-NN) or logistic regression (LogReg) classifiers. These modules were fed similarity matrices that relate all sub-intervals recorded in a section to one another as input. These models were selected as they require minimal parameter tuning to get up and running. In all such experiments time series sub-intervals were down-sampled using PAA to 1 Hz to further expedite similarity matrix construction.

In the second set of experiments, we developed our own deep learning modules, dubbed DeepLSTM. Each DeepLSTM in the ensemble is composed of the following sequence of layers: two 1-D CNN layers each with 64 filters (filter size 5, stride 1) to function as feature extractors, an average pooling layer, an LSTM layer (with a hidden layer size of 64) and one Fully Connected (FC) layer of 64 neurons. The FC layer, using the Rectified Linear Unit (ReLU) activation function, feeds into an output layer of three neurons using soft-max activation, which produces the final class-wise probabilities. For all networks we used the Adam optimizer and the categorical cross entropy loss function during the training phase. To reduce overfitting, 20% dropout layers were added between the LSTM and FC layer, as well as between the FC and output layer. Each network was fed inputs in mini-batches of 32 windows at a time, trained for 50 epochs with a learning rate of $10^{-4}$. This fixed number of training epochs was chosen given the small size of datasets fed to each DeepLSTM module and the large volume of models trained with ISR, as this reduces overfitting and computation time.

The DeepLSTM classifiers, in contrast to LogReg and k-NN, were fed the section-specific 10 Hz clippings directly. Training instances were extracted from the clippings with the sliding window method, with a window size of 30 frames (roughly 3 seconds) and a window stride of 15 frames. A small window size was chosen as many of the smallest sections considered had as little as 10 seconds worth of data for a given participant. Presented with the need to evaluate a small number of already very short time series clippings, DeepLSTM was fed the 10 Hz data to preserve both the number of overall data points, and the scarce features resulting from flattening via PAA.

3.4 Evaluation Metrics
To evaluate the performance of ISR, we added a further layer of cross-validation into ISR. For each route, we constructed $k = 5$ ensembles by choosing each of the $k$ folds created by ISR once to be reserved as an evaluation fold for a given ensemble (excluding it from the ensemble building process). After being built with the remaining $k - 1$ folds, the ISR ensemble classifies previously unseen sub-intervals in the evaluation fold. Finally, ISR aggregates the votes of all member modules and produces a final classification for each complete driving simulator session examined. The reliability of these predictions is then measured in Average Evaluation Accuracy (Acc) across the performance of all $k = 5$ folds.

We also evaluated ISR using other metrics. Every ensemble built by ISR also produced a subset $S_i$ of the route lattice way-points $L$, which defines sections of the planned route found to elicit driving behaviors predictive of the driver’s class. This was used to evaluate...
the Percent union of route (PUoR) metric, which is the degree to which all 5 ensembles make use of the entire route (see equation 1).

\[ PUoR = \frac{\bigcup_{i=1}^{k} S_i}{|L|} \]  

We also wish to evaluate the how well do ensembles agree upon predictive scenarios across all evaluation folds. Percent Intersection with Route (PIoR) measures the total fraction of the simulated route all evaluation fold ensembles have unanimously asserted show sensitivity to class labels (see equation 2).

\[ PIoR = \frac{\bigcap_{i=1}^{k} S_i}{|L|} \]  

We also measure the degree to which the sections selected across evaluation folds agree with one another. The Jaccard similarity of the Intersection with the Union (JIwU) is the ratio of PIoR to PUoR and measures the consistency to which sections were deemed predictive across experiments. As each route contained the pre-determined events depicted in Figure 2, the subset \( E \) of the lattice way-points covering these events was known to us. This allowed us to analyze the overlap of ISR’s unanimously-selected route sections with on-road events using Jaccard similarity of Intersection with Events (JIwE) (equation 3). JIwE is defined as the fraction of lattice way-points shared by all 5 evaluation fold ensembles that overlap with the lattice way-points that encompass events (see Figure 5).

\[ JIwE = \frac{\bigcap_{i=1}^{k} S_i \cap E}{\bigcup_{i=1}^{k} S_i \cup E} \]  

JIwE was motivated to quantitate the degree to which the events designed by the route developers to elicit ADHD-predictive behaviors were effective in doing so. By evaluating which sections of the route all 5 ensembles ISR found to contain predictive behaviors, we can provide route designers feedback on how commonly their scripted events made a difference in separating classes of drivers.

### 3.5 Hyper-parameter Grid Search

In order to gauge the maximum sensitivity to class labels achievable, we tested hundreds of ISR parameterizations for each route and only list the ones with highest Acc in section 4. In the first set of experiments, we constructed similarity matrices to compare the driving performance of all participants to one another within a defined section. We elected to use brute force DTW and its approximations Sakoe-Chiba Dynamic Time Warping (SC DTW) and FastDTW to gauge how precisely time series similarity must be defined between samples to render accurate classifications [29, 30].

The radius parameter in both extensions to the DTW algorithm characterize the size of a search area for finding the alignment between time series frames that nearly minimizes the sum of residual differences, supposedly at a fraction of the computational cost. SC DTW accomplishes this by defining a band of potential frame alignments to search across the diagonal of the DTW warping cost matrix. FastDTW uses a system of reduction, projection, and refinement at multiple resolutions to define a search space of potential frame alignments with width twice the radius parameter.

For all similarity-based experiments, we permuted the 15 similarity functions (DTW, SC DTW and FastDTW both with \( \text{radius} \in \{1, 5, 10, 15, 20, 25, 30\} \)) and the types of base classifier (1-NN and LogReg). For both sets of experiments, we also permuted the Maximum Depth (MD), i.e the number of times a section was sub-divided, of top-level section trees allowed using values 1, 2, 3, and 4. Additionally, we observed the effects of setting a higher initial threshold for the ISR algorithm with both ANY and ALL paradigms by testing the values 0%, 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, and 50%. This resulted in 2,640 unique ISR parameterizations being evaluated per route in the similarity-based experiments and 88 unique DeepLSTM parameterizations per route. We performed these grid searches and identified the initializing ISR hyper-parameters that yielded the highest Acc across all \( k \) = 5 folds.

### 4 RESULTS

As a whole, ISR ensembles were only able to out-perform (average evaluation accuracy > 44% [submitted 2020; in review]) previous efforts to detect on-road scenarios highly predictive of ADHD in efforts on directions Drive 1, Drive 2, and Drive 3. Drive 4 is the shortest route by distance, contains the fewest top-level sections, and doesn’t have any turns or curves in the road. There wasn’t any apparent trend in the degree of impact different types of modules trained or paradigms of inclusion had on evaluation accuracy. There were ISR parameterizations yielding at least partial sensitivity to ADHD class labels for all routes considered.

Table 1 shows the most accurate ensemble results and hyper-parameters per route from all similarity-based experiments. Table 2 shows the same but for the DeepLSTM experiments. Similarity-based ensembles tended to be more accurate for Drive 1 and Drive 3; although DeepLSTM ensembles were the only ones able to consistently detect on-road scenarios along Drive 2 that are predictive of untreated ADHD. Overall, the control group was easily identified by most ensembles, however the delayed were confused with regulated and the regulated with the control group. This could suggest that the medication being taken by some participants was partially effective in mitigating ADHD-associated risk-generating behaviors.

All ensembles benefited from using at least one level of subsections to extract predictive scenarios. Choosing high initial threshold values yielded less accurate ISR ensembles overall, with results typically worsening significantly for threshold values exceeding the class \text{a priori probability} of 33%. Being too scrutinizing of candidates for inclusion at shallow levels of the ISR tree tended to preclude the discovery of more predictive candidates at deeper levels. In the DeepLSTM experiments, less of the route was often required to classify time series samples than used in the similarity-based approaches. This meant that DeepLSTM ensembles tended to agree less frequently on the sections deemed predictive. There were no discernible trends as per which parameterizations resulted in ensembles most frequently aligning predictive sections with scripted events. However, scenarios involving negotiating stop sign intersections, curves, and avoiding collisions with other vehicles were selected as predictive of untreated ADHD in most ensembles with high classification accuracy.

### 5 DISCUSSION

Since we only assessed one small dataset of \( n = 30 \) drivers, our findings about which on-road scenarios elicit responses indicative
of ADHD while statistically robust, must be treated as anecdotal. That being said, the ISR algorithm demonstrated a capacity for isolating predictive sub-sections of the spatial alignment domain to improve classification accuracy. Simultaneously, ISR isolated on-road events that adolescents driving with untreated forms of ADHD are likely to react to in a noticeably different manner than their peers. This is valuable information for researchers designing driving simulator routes that more effectively elicit responses from users. By only including events that have been found to be useful for driver classification tasks, both time and resources can be saved in the driving simulator design and usage processes. While ISR was shown to out-perform prior efforts at detecting ADHD in drivers, it remains unproven in other domains and against similar time series data mining techniques such as matrix profiles.

We posit that similarity-based methods of developing ensembles performed marginally better in most cases for this small dataset as deep NNs are notoriously greedy for large sample sizes to perform well. On the other hand, we anticipate that given sufficient processing resources DeepLSTM ensembles would scale better to accommodate a larger time series dataset than the similarity-based methods, due to the exponentially increasing computation costs for similarity matrices. We also acknowledge that improved ADHD classification accuracy could likely be achieved if we had collected eye-tracking or other physiological time series channels from participants along with their driving performance data. The purpose of our study, and perhaps a limitation of it was to differentiate classes of drivers using non-invasive means.

### 6 CONCLUSIONS

First, we provided evidence that ADHD can be detected from driving behaviors without invasive technologies (brain scans, blood tests, eye tracking) requiring clinical staff supervision. Furthermore, we identified specific on-road scenarios to include as scripted events that are useful for identifying adolescent drivers with ADHD who are particularly susceptible to risk-generating behaviors behind the wheel. Second, we confirmed an independent claim that FastDTW can in actuality be slower than DTW in certain cases (see Appendix).

We intend to employ ISR in other spatially motivated driver identification tasks, submitting that ISR may be capable of generating insights relevant to any spatial alignment domain. Examining ISR in non-spatially motivated alignment domains is necessary to determine its utility beyond our dataset. We theorize that studying temporal alignment domains (e.g. stock prices recorded during certain hours of day trading could be predictive for determining the end of day value) could prove a valuable avenue of research for applying ISR.
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APPENDIX

This document provides supplementary information for the paper “Identifying On-road Scenarios Predictive of ADHD using Driving Simulator Time Series Data”. This document contains supporting text and figures to the main article:

- Our uncovered evidence to support the claim that FastDTW is not necessarily faster than DTW[39].
- Detailed results from the individual experiments conducted during grid search.

A COMPARING FASTDTW TO OTHER DTW’S

For all Dynamic Time Warping (DTW) similarity-based ISR experiments conducted, we pre-computed similarity matrices to quantify how uniformly driver participants behaved in encapsulated sections of the route. Since the simulated routes driven were partitioned into hundreds of sub-sections, constructing similarity matrices from the corresponding time series sub-intervals prior to training was a non-negligible computational overhead for building ISR ensembles.

Computing any formulation of similarity used in our experiments between time series A and B of lengths N and M ≤ N should incur a time to compute (TTC) that is Ω(N). Brute force DTW searches through all potential warplings in an O(NM) operation to find the minimum sum of residual differences. Sakoe-Chiba DTW (SC DTW) approximates the true minimum sum of residual differences in O(N). SC DTW restricts the warping window of time-steps using a global radius constraint. This equates to a band of cells 2 * radius in width along the DTW cost matrix diagonal defining the warping window.

FastDTW also takes a radius parameter to define a warping window twice its width to approximate the true minimum sum of residuals expressed by DTW. What is different is that the cells FastDTW uses to define a warping window were selected by recursively analyzing PAA down-samplings of the time series data and isolating alignments suspected to be nearly minimizing for further consideration. The hidden cost of reducing series to lower resolutions, finding near-minimum warping paths, projecting the path back to full resolution, and then refining the approximate path has recently been the subject of intense scrutiny[39].

\[
error(Sim(A, B)) = \frac{|DTW(A, B) - Sim(A, B)|}{DTW(A, B)}
\]

In both methods of approximating DTW the radius parameter tends to control the quality of the approximation; smaller radii trade a larger search area in the DTW cost matrix for a quicker TTC. The sacrifice in precision when computing approximate DTW similarity Sim(A, B) is measurable as error. One of the purposes of performing similarity-based classification is to leverage differences in the classes of time series data directly instead of laboriously refining domain-specific features to form our comparisons.

ISR ensembles built using many different similarity metrics were intended to answer the question: “how precisely must we compare driving simulator time series data in order to pick out teenagers driving with untreated ADHD?” Permuting the hyper-parameters in a grid search was designed to assert ISR’s maximal ability to differentiate the classes of drivers in our dataset.

A.1 Similarity-Based Experiments

It is important to clarify that what we report as TTC is not the “training time” for any classifiers, though TTC was certainly a contributor to the overall time spent forming ISR similarity-based ensembles. Nor is the error reported in any way an indication of ISR classification results, such results are located in the main article.

For each calculation of time series similarity we recorded the lengths of the two series being compared as well as the amount of time that similarity computation took to complete (TTC). Since we had also computed every such pair-wise comparison of time series sub-intervals using DTW, we were able to compute the error generated in both the SC DTW and FastDTW approximations to it.

From the 31 top-level sections we built similarity matrices using up to 4 levels of ISR tree sub-sections for 15 different similarity metrics. Stored in the resulting 18,600 constructed similarity matrices are roughly 19 million pair-wise comparisons of time series. In order to characterize the trade-off between TTC and error when computing time series similarity, both were plotted against the maximum length of the series being compared. Each plotted data-point represents an average over all pair-wise comparisons for a particular similarity metric with a given max time series length.

A.2 Reproducibility and Implementation Details

All experiments were ran on a central lab server using Intel Xeon E5-2699 v4 processors with 80 total cores clocked at 3.6 GHz, and 32 GB of RAM. These computing specs were far from fully utilized in building ensembles and evaluating them; experiments were limited to tapping into a maximum of 10 cores at a time. We ran our experiments in a Python 3.6.9 virtual environment, using similarity metric implementations from the fastdtw and tslearn modules. DeepLSTM modules were constructed in the Keras framework.

A.3 FastDTW Can Be Slower than DTW

Overall SC DTW, with the radii we tested, took at least one order of magnitude less time to compute similarity between time series clippings than both DTW and FastDTW. Our results for SC DTW were consistent with our understanding that TTC grows linearly with respect to the max length of the time series being compared (see Figure 6). The small values assigned to the SC DTW radius parameter defined a narrow band of potential cell alignments. For longer time series we anticipated and observed a significant reduction in TTC with respect to DTW. While we also anticipated SC DTW would reduce TTC compared to FastDTW similarity, it was unclear whether the two values would grow disparately apart for longer series or would remain in step with one another.

Figure 6 shows that the TTC from computing FastDTW appears to grow at relatively the same rate as DTW, with certain parameterizations taking longer than DTW. All parameterizations of SC DTW produce TTC that grows linearly with the max length of the series compared (flattened on a log scale). As the radius parameter value was increased, both SC DTW and FastDTW’s overall TTC increased as the warping window grew in size to cover a larger fraction of the DTW cost matrix. We did not test if these results hold for larger radius parameter values.
Figure 6: The average time to compute (TTC) similarity in seconds (log scale) between two time series versus the length of the longer series in frames. All time series clippings were down-sampled via PAA to 1 Hz for the similarity-based experiments, so the number of frames in length correspond to the number of seconds in duration of recorded data.

Figure 7: The average error in each similarity metric’s approximation to the true minimum sum of residuals computed by dynamic time warping (DTW). All Sakoe-Chiba (SC DTW) comparisons produced significant error in approximating DTW. Nearly all FastDTW comparisons yielded a warping path that nearly matched the true minimum DTW sum of residuals.

A.4 Does FastDTW Closely Approximate DTW?
One of the supposed benefits of using SC DTW or FastDTW in place of DTW is that it yields a reasonably faithful approximation to the true minimum sum of residual differences. Our experiments were designed to gauge how closely FastDTW and SC DTW would approximate the true DTW minimum sum of residuals measured as error. We anticipated that SC DTW would be a less precise approximation to DTW than FastDTW as a fewer total number of potential frame alignments are considered using SC DTW.

Figure 7 shows the average error incurred from all computations of similarity using SC DTW and FastDTW with respect to the length of the longer time series being compared. The majority of SC DTW similarity approximations diverged significantly \((\text{error} > 70\%)\) from DTW. Shorter time series sub-intervals compared using SC DTW and radii nearly the same size as the lengths of the series still yielded substantial divergence from DTW \((35\% \leq \text{error} \leq 70\%)\), though were much closer to the true minimum sum of residuals. In those cases the majority of cells in the DTW cost matrix were evaluated, increasing the likelihood of the warping window containing the true DTW warping path that optimizes the alignment of frames.

All FastDTW parameterizations resulted in very faithful \((\text{error} < 20\%)\) approximations to the true DTW minimum sum of residuals. The smaller FastDTW radius values were the only ones to yield similarity with noticeable divergence from DTW \((\text{error} \geq 5\%)\) when comparing longer time series. The FastDTW similarity-based ensembles performed marginally better than the SC DTW ensembles in classifying teen drivers with untreated ADHD from the simulator time series data. While our evidence is only statistically robust for one small dataset, it suggests that using less precise approximations of DTW similarity will form less accurate classifiers.