Low-Cost Solution for Rodent Home-Cage Behaviour Monitoring
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Abstract

In the current research on measuring complex behaviours/phenotyping in rodents, most of the experimental design requires animal-experimenter interaction in which the animal is removed from its home-cage environment and placed in an unfamiliar apparatus (novel environment). This may influence behaviour, general well-being, and metabolism of the animal, effecting the phenotypic outcome even if the data collection method is automated. Most of the commercially available solutions for home-cage monitoring are expensive and usually lack the flexibility to be incorporated with the existing home-cages. Here we present a low-cost solution for monitoring home-cage behaviour of rodents that can be easily incorporated practically with any available rodent home-cage. This system is based on a Raspberry Pi (RPi), which is a low-cost (35$) credit-card sized single board computer. We developed a web interface that allows the user to view the animal activity in the home-cage in real-time and to change camera settings, start/stop recording, download saved videos/images and control peripherals attached to the general-purpose input/output (GPIO) pins of the Raspberry Pi. In addition, we provide custom written scripts for offline tracking, activity monitoring and synchronously acquire video from multiple cameras. To demonstrate the use of our system, we collected sleep-wake behavioural data of animals (n=5) for 200 min and simultaneously recording hippocampal local field potential (LFP) and electromyography (EMG) data. From the video data, the periods of continuous inactivity that were longer than 40 secs were identified as sleep periods. It was observed that these inactive periods are 91.6% ± 0.4 accurate with respect to LFP/EMG recordings, suggesting a prominent application of our system in sleep and circadian rhythm studies. In conclusion, this paper presents an innovative and flexible methodology for studying rodent behaviour with minimal experimenter interference. Our
approach for automated acquisition of video-based behavioural data provides a tool that facilitates the analysis of behavior as a medium to study brain function.
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Introduction

Due to their smaller size, low housing costs and similar brain architecture as primates, rodents have been widely used for studying a variety of complex behaviours. Recent development of sophisticated tools for measuring and manipulating brain activity, including optogenetics, two photon imaging, widefield mesoscale imaging, fibre photometry, mini endoscopes [1-7], as well as the availability of diverse transgenic lines and disease models, further enhance their usefulness in mechanistic studies [8-11]. Though non-human primates have been traditionally used to understand the neural mechanisms underlying executive function and higher-order cognition (such as decision making, motor skill execution, and perceptual discrimination), high-throughput experiments on non-human primates are not feasible because of cost and regulation constrains [12].

Automated behaviour monitoring systems are useful tools that allow scientists to characterise behavioural changes associated with ill health in rodents [13]. Since mice are crepuscular and nocturnal animals (they are active at dusk and dawn and throughout the night), assessing their signs of ill health, pain and distress is difficult [14]. In addition to the lack of observer bias in monitoring animal behaviour [15], one other big advantage of automated home-cage monitoring is continuous and accurate monitoring particularly during dark periods when mice are most active [16, 17]. Furthermore, remote monitoring of animals also greatly reduces the requirement for animal handling which may be stressful and/or confound studies [17-20].

There are multiple pre-existing methods currently used to evaluate animal activity in the home-cage. Some of these include: running wheels, RFID (radiofrequency identification) tags, and video. Each of these technologies have their own advantages and pitfalls. Though running wheels are widely used because of their low cost and ease of implementation for
measuring the activity and/or changes in circadian rhythm, it has also been shown to greatly affect animal behaviour [21]. The use of RFID tags for monitoring location has a disadvantage of poor spatial resolution and the tag itself may provide discomfort to the animal. Further, automated video recording/analysis systems are expensive and usually lack the flexibility to be incorporated with the existing home-cages.

Here we present a low-cost rodent home-cage behaviour monitoring system built around the Raspberry Pi (RPi) using open-source software technologies that is suitable for high-throughput data acquisition with virtually no experimenter interventions. To demonstrate the capabilities of our system, we present a reliable sleep-wake classification based only on video data collected in the home-cage which has 91.6% ± 0.4 accuracy with respect to a classification made by using hippocampal local field potentials (LFP) and electromyogram (EMG) recordings. Using our approach, we demonstrate that it is possible to reliably and continuously monitor the animal activity (actogram) throughout day-night cycles, which is crucial for sleep studies [22]. Finally, following the methodology presented here, we found that animals were more active during the dark cycle than in light cycle which has been previously reported using conventional circadian analysis methods [22].

In summary, low-cost automated home-cage monitoring and analysis systems, like the one proposed here, represent a platform to build upon custom systems that will allow researchers to study complex, highly dimensional and dynamical behavior of rodents with minimal experimenter interference [23-26]. Using a similar behavioral monitoring approach could potentially expedite the understanding about the brain, as carefully thought high-throughput automated behavioural data might be key in the advancement of theoretical frameworks and experimental design to link behaviour and brain function [27].
Material and Methods

Animals

All experiments were carried out on adult (20-30 g, age 4 month) wild type C57BL/6 mice (n = 5). Mice were housed under standard conditions, in clear plastic cages under 12 h light, 12 h dark cycles. All the animals were either grouped or singly housed in Optimice® (Animal Care Systems) home-cages depending on the experimental protocol they were going through. Mice were given ad libitum access to water and standard laboratory mouse diet at all times. All protocols were approved by the Animal Welfare Committee of the University of Lethbridge and were in accordance with guidelines set forth by the Canadian Council for Animal Care.

System Architecture/Hardware

The lid of the home-cages was modified by making a hole at its centroid to fix a wide-angle lens with Pi Camera (the official Raspberry Pi Foundation Camera Module v2). The Pi Camera module is connected to the Mobile Industry Processor Interface (MIPI) Camera Serial Interface (CSI) port on the Raspberry Pi via a 15cm ribbon cable. The Raspberry Pi further connects to the computer network either via a LAN cable or a Wi-Fi connection (Fig 1 A-D).

Fig 1. Animal home-cage monitoring system architecture and web interface. (A) Basic rack with multiple home-cages. (B) Top view and, (C) side view of a single animal home-cage with a wide-angle camera mounted on top and connected to an RPi. This RPi is responsible for data acquisition and for controlling external peripherals. The Raspberry Pi further connects to a computer network either via an Ethernet cable or a Wi-Fi connection, (D) allowing the remote user to view the animal activity in the home-cage, via web browser (E) The home page of the web interface allows the user to view the animal activity in its home-cage in real-time and to
start/stop recording videos and capturing images. In the Settings tab of the web interface the user can change the camera settings e.g. resolution of the video/image, framerate of video acquisition, brightness, contrast etc. (Fig 2). In the preview sections, the user can download videos/images and in the GPIO control section, the user can control external peripherals attached to the GPIO pins of the Raspberry Pi (Figs. 3 and 4).

System interface

The remote user can view the live feed of the animal activity in the home-cage via a customized web interface presented in this paper (Fig 1 E) or on a desktop computer using iSpy (www.ispyconnect.com) which is a software for remote video monitoring. The objective of this interface, besides to remotely monitor the animals’ activity, is also to acquire the video data to analyse its home-cage behaviour. The web interface was created using PHP, JavaScript and CSS, which runs on an Apache web server on the Raspberry Pi. Our code can be downloaded from (https://github.com/surjeets/Animal_Home_Cage).

The web interface has Home, Settings, Preview and GPIO Control tabs; by default, the opening page is the Home page (Fig 1-E) where users can view the live camera feed, start/stop video recording, capture an image or stop the camera. Users can change the camera settings on the Settings page (Fig 2) where multiple options are available to change the video resolution, frame rate, brightness, contrast, sharpness, ISO, rotation, annotations, video splitting etc. Users can also preview/download/delete captured images and videos on the Preview page (Fig 3). The storage space available on the SD card for recording more videos/capturing images is also indicated on this page. Further, users can also manually control external peripherals attached to the system (e.g. LEDs, Buzzers, motors etc.) via GPIO Control interface (Fig 4).
Fig 2. **Web interface for camera settings.** This interface allows a user to change camera settings such as: video resolution, frame rate, brightness, contrast, sharpness, ISO, rotation, annotations, video splitting etc.

Fig 3. **Preview of recorded videos/captured images.** This interface allows a user to preview/download/delete captured images and videos. Further, storage space available on the SD card for recording more videos/capturing images is also indicated.

Fig 4. **GPIO control of external peripherals.** This interface allows a user to manually control external peripherals attached to the system (e.g. LEDs, Buzzers, motors etc.).

The overall functionality of this interface centres on the **RaspiMJPEG** process which accesses the camera data. **RaspiMJPEG** is an OpenMAX-application developed by Silvan Melchior, which is based on the Multimedia Abstraction Layer (MMAL) library [28]. In the web interface of our system, the **RaspiMJPEG** makes a connection to the camera (MMAL) and generates a continuous stream of single frames (jpg) which are saved in the /dev/shm/mjpeg directory of the RPi (e.g. cam.jpg). This folder is a virtual memory shared location that speeds up the execution by avoiding having to do many read/write to disk operations. These frames are accessed via URLs on the Apache Web server. The script cam_pic.php returns the latest one and cam_pic_new.php merges the frames into an mjpeg stream. The stream of the frames (preview images) is maintained throughout even during capturing/recording video/image. The captured video/image data is stored in the media folder (/media) of the RPi, the image is stored in JPEG format while the video is initially stored in h264 format but can be automatically packaged into an mp4 file when the recording ends.

Alternatively, the video stream can also be assessed using the iSpy Connect software running on a windows machine by adding the following url: http://<your_pi_ip>:<port>/html/cam.jpg or http://<your_pi_ip>:<port>/html/cam_pic_new.php? in the JPEG URL or MJPEG URL tab.
within video source. This allows the user to simultaneously capture a video stream on a desktop computer and on the RPi. Even scheduled recording of behavioural activity across multiple cages can be easily implemented, although it is possible that the frame rate of acquisition would need to be lowered.

**Offline Behaviour Analysis**

Streaming live video over a network and simultaneous processing the video data is resource expensive and may stall the RPi. Thus, we implemented two offline algorithms for behavioural data analysis using OpenCV and Python, one for motion detection and another for animal tracking in the home-cage.

**Motion detection**

Two often used methods for motion detection are Gaussian Mixture Model-based [29-31] and Bayesian (probability) based [32] foreground and background segmentation. These methods model the background and monitor it for substantial changes. Furthermore, they can discern between actual motion and just shadowing/small lighting changes. However, while being very powerful and accurate, these methods are also computationally expensive. Since the objective of our system in this instance is to deploy motion detection/tracking algorithms on a Raspberry Pi system, it is best to follow simple algorithms. As the system utilises fixed-mounted cameras in controlled lighting conditions, the background of the video stream is assumed to be largely static (it does not change over consecutive frames of a video), so that even simple algorithms can deliver reliable results.

For motion detection we implemented the algorithm shown in Fig 5 (Algorithm 1). First, the background is estimated by calculating the weighted mean of previous frames along with the current frame. In this way our system can dynamically adjust to the background even
with the small changes in the lighting conditions. After this, frame differencing is performed by subtracting the weighted mean from the current frame to get a delta frame

$$\textit{delta\_frame} = |\textit{background\_model} - \textit{current\_frame}|$$

Further, the delta frame is thresholded to find regions in the image that contain substantial difference from the background model. These regions correspond to “motion” in the video stream. In the end, contour detection is applied on the thresholded delta frame and loop over each of these contours individually to see if the regions of motion are sufficiently large enough to be considered as motion. If they pass the criterion of being larger than a pre-defined minimum area (threshold), then the moving region is shown with a rectangle around it Fig 6-A.

**Fig 5. Off-line video analysis algorithms.** Algorithm 1 (top) quantifies animal activity and Algorithm 2 (bottom) calculates and draws the trajectory of the animal detected. Both algorithms are presented in pseudo-code (in our repository, they are implemented in Python using openCV).

**Fig 6. Animal motion detection and tracking.** (A) Results of activity detection algorithm showing day (left column) and night (right column) time activity of the animal in the home-cage. (B) Results for animal tracking algorithm with centroid marked (left) and track plot generated by connecting centroid of animal in each frame (right).

**Animal tracking**

For animal tracking we implemented the algorithm shown in Fig 5 (Algorithm 2). This algorithm assumes that there is a high contrast between the mouse and the home-cage background. First, a Gaussian filter (size = 21, sigma = 3.5) is used to reduce noise in each video frame, then intensity-based thresholding is applied to segment the filtered image. Subsequently, to find the animal location, the contour with the largest area is detected, which,
in the home-cage, is usually the animal. Finally, to calculate the trajectory of an animal, the centroids of the detected largest contour in each frame are connected (Fig 6-B). These trajectories can be used to calculate the distance travelled by the animal or to visualize its spatial occupancy.

High Frame Rate Acquisition

In some of the behavioural tasks (e.g. reach and grasp, grooming behaviour) it is very important to acquire the data at high frame rates. Since the latest RPi camera board V 2.1 has an 8MP Sony IMX219 sensor, it is possible to record video @ 30 fps in full resolution (no shutter lag and simultaneous recording), and also @120 fps if using the 2 × 2 analogue binning mode.

In order to quantify the temporal precision of the frame acquisition of the RPi camera, we recorded the time stamps of each frame acquisition into a csv file using the picamera python library [33]. We evaluated the temporal precision of the frame acquisition of the RPi Camera by comparing the average missed frames and variation in interframe intervals (IFIV) in a video at different framerates (30, 60, 90 and 120 fps) and recording formats (h264 and raw YUV). We observed that there are dropped/delayed frames when we save the video in raw YUV format. This increases considerably with an increase in the frame rate to such an extent that at 90 fps we can only achieve a frame rate of 77.61 ± 4.59 fps with a lag of 54.45 ± 31.78 ms between consecutive frames (Table 1). Since the raw frames are larger in size than encoded frames, it takes a longer time for read/write cycles, which overlaps with acquisition, resulting in frames being dropped. In contrast, using the h264 encoding we were able to record @ 120 fps with no missed frames (120.54 ± 0.00 fps) and almost no lag between consecutive frames (2.44 ± 0.46 µs).
| Expected frame rate | Frame rate achieved (raw YUV format)* | Variance in interframe interval (IFIV) for raw YUV format* | Frame rate achieved (h264 encoded)* | Variance in interframe interval (IFIV) for h264 encoded* |
|---------------------|--------------------------------------|----------------------------------------------------------|-----------------------------------|---------------------------------------------------------|
| 30 fps              | 28.98 ± 1.70 fps                     | 39.70 ± 66.83 ms                                        | 30.00 ± 0.00 fps                  | 2.00 ± 0.18 µs                                          |
| 60 fps              | 52.84 ± 3.34 fps                     | 81.34 ± 27.66 ms                                        | 60.20 ± 0.00 fps                  | 0.63 ± 0.31 µs                                          |
| 90 fps              | 77.61 ± 4.59 fps                     | 54.45 ± 31.78 ms                                        | 90.24 ± 0.00 fps                  | 2.23 ± 0.35 µs                                          |
| 120 fps             | N.A.                                 | N.A.                                                     | 120.54 ± 0.00 fps                 | 2.44 ± 0.46 µs                                          |

Table 1. Comparison of frames per second (fps) and variance in Inter frame interval (IFIV) of the video data acquired over multiple trials: 15-minute video (320 X 240) was recorded in a raw (YUV) format and h264 encoding for 10 trials at a fixed frame rate (fps) on multiple RPis (n=5). *results expressed as mean ± standard deviation.

Multiple camera synchronization

So far, we have presented our system using a single camera which can provide a top-down view or side-view perspective of the animal cage. However, using only one camera can present some problems: for example, insufficient mouse shape detail, reduced accuracy of tracking multiple mice, and detection of mice in images due to frequent changes in bedding position and appearance [34]. Thus, multiple PiCameras can be used to mitigate these issues. However, it is important that the video acquisition across multiple cameras is synchronized. To evaluate the time difference in simultaneous frame acquisition multiple Raspberry Pis were simultaneously triggered with an external TTL pulse. On another Raspberry Pi (besides the ones being triggered), we monitored the transition (high or low) of selected GPIO pins in real-time that corresponded to external trigger pulses that represent the start and stop times of video recording (Fig 7) using piscope, which is a digital waveform viewer for Raspberry Pi [35]. The timestamps of acquired frames on different RPis were later aligned offline to quantify any temporal jitter. Table 1 shows that the jitter in the frame acquisition on different Raspberry Pis is in the order of few microseconds (approx. 2 µs).
Fig 7. Simultaneous video acquisition on multiple Raspberry Pis. Example of two Raspberry Pis triggered by an external TTL pulse (Trigger) to simultaneously start/stop video recording Rpis (RPi 1 and RPi2). These timestamps were recorded on another Raspberry Pi using piscope and later aligned offline to evaluate synchronization performance.

Results

Sleep-wake state classification

Electroencephalogram (EEG) and electromyogram (EMG) signals have been used as a standard approach to classify sleep-wake states, but this involves the invasive implantation of cranial electrodes for recordings [36]. Not only is this approach time-consuming and invasive but also expensive to implement, particularly in high throughput experiments for assessing sleep-wake behaviour under varying pharmacological and environmental manipulations. In the past, several attempts have been made to developed alternative methods (other than EEG/EMG) to classify sleep-awake behaviour in rodents. In mice, subcutaneously implanted small magnets have been used to determine animal activity with respect to an array of magnetic field sensors under the home-cage [37]. Flores et al. developed a non-invasive approach for monitoring animal activity by using piezoelectric sensors positioned on the cage floor [38]. Another non-invasive system to quantify sleep-awake cycles in mice has been developed using passive infrared (PIR) motion sensors [39]. Video monitoring has been used to evaluate periods of sustained immobility as a surrogate of EEG/EMG-defined sleep [40, 41]. All of these methods have been able to provide 90-95% agreement with tethered EEG/EMG recordings, however these methods are sometimes difficult to implement because of their technical complexity or the expense of the required software/hardware. Here, we demonstrate that our home-cage monitoring system is capable of achieving reliable sleep-wake classification by collecting behavioural video of animals (n = 5) for 200 min. To calculate the sleep-wake
classification, we applied the motion detection algorithm previously explained (see Methods and Fig 5), to identify the periods of continuous inactivity that were longer than 40 secs. To validate this classification, we simultaneously recorded hippocampal local field potentials (LFP) and EMG signals and compared them to our video-only based classification (Fig 8). Our sleep-wake classification was highly correlated to the LFP/EMG recordings (91.6% ± 0.4 accuracy).

**Fig 8. Sleep-wake state classification.** (A) Example of hippocampal LFP and its spectrogram and rectified EMG activity recorded from a naturally sleeping animal (n = 5) during 200 min. (B) Comparison of hypnogram scoring the sleep and waking states calculated based on the EMG and video monitoring.

This methodology of high-throughput monitoring of sleep-wake behaviour can be incorporated easily into any existing phenotyping test battery, e.g. circadian studies. As an example, Fig 9 shows 24 hrs of activity of a mouse in the home-cage evaluated using the methodology described previously. The actogram (Fig 9 A) represents the activity of an animal during the light and dark cycle (12 hrs each). Using one-way analysis of variance (ANOVA), Bonferroni post hoc analysis it was observed that animals (n=5) were more active during the dark cycle than in light cycle (Fig 9 B) (F_{(1,9)} = 12.03, p = 0.0085), a trend that is observed in commercial solutions that use running wheels for phenotyping circadian rhythms in mice [22]. Even though running wheels are widely used to study circadian rhythm in rodents [42], it has been shown that long-term access to a running wheel affect animal behaviour and disease pathology [21]. The home-cage video monitoring system does not introduce such confounding factors, rather it allows researchers to evaluate additional behavioural parameters such as the distance travelled, or the time spent in certain areas of the cage, which can provide additional data on anxiety or behavioural inhibition.
**Fig 9. 24 hrs activity monitoring.** (A) Example actogram generated using Algorithm 1, for a day-night sleep-wake state classification for one mouse. (B) Mean estimated awake duration expressed in terms of percentage activity for day and night cycle (12 hr each) for n = 5 animals (mean ± standard deviation, * p < 0.01; one-way analysis of variance, Bonferroni post hoc).

**Discussion**

When studying complex behaviour, experimental designs that require animal-experimenter interaction and removing the animal from its home-cage environment and placing it in an unfamiliar apparatus (novel environment) are relatively disruptive, time- and labour-consuming and require additional laboratory space. This disruption may influence behaviour, general well-being, and metabolism of the animal, affecting the phenotypic outcome even if the data collection method is automated, possibly creating spurious findings. Therefore, monitoring the animals in their home-cage has several advantages. Though there are already open-source and commercial solutions available to monitor animal behaviour [43-50], they are usually difficult to construct, require a new infrastructure/space and are expensive. Here, we propose a system that can be integrated in many settings with minimal modifications for monitoring and analysing animal behaviour in the home-cage environment. This automated non-invasive home-cage behavioural data acquisition allows investigators to study the effects of experimental manipulations and a wide range of neurological diseases by accurate measurement of behavioural changes. In addition, our system could also be used for short-term welfare assessment (e.g. post-surgery monitoring) by enabling 24 hr monitoring, even in the dark phase where welfare assessment without disturbance to the cage is difficult and subjective. Further, video data collected with this system can be used to classify sleep-wake states of an
animal in the home-cage with ~92% accuracy when compared with tethered LFP/EMG recordings for sleep-wake state classification.

Our system has some limitations in its current state. One shortcoming of the system presented here is that it is unable to track multiple animals in the same home-cage, this is a major problem with video based animal identification systems because multiple animals have same fur colour and it is difficult to differentiate between them [46]. In order to overcome this, some algorithms extract characteristic fingerprints from each animal in a video and use these fingerprints to identify every individual [51]. However, such algorithms need to be highly calibrated and tested to provide reliable results. A potential candidate for this type or problem could be a hybrid video and RFID tracking system [45, 52]. This approach provides an efficient data fusion of computer vision and RFID information for accurately monitoring the position and social interaction of multiple animals. Another possible limitation of our system is the processing power of the Raspberry Pi if extensive online video processing is required. For example, streaming live video over a network and simultaneously performing object detection on the RPi in real time might result in eventual frame dropping. Despite these limitations, the system has several advantages for large scale monitoring of rodents: it can be easily integrated with any available rodent cage-rack system. Further, a user can remotely monitor day/night activity of animals in multiple cages, virtually from anywhere via the web interface. Since the system is low cost and easily integrable in existing vivariums, it opens up the potential for the wider use of automated video monitoring in animal facilities.

A possible expansion of our system could be the addition of brain activity monitoring to our automated behaviour monitoring in freely behaving rodents. This would allow researchers to study the relationship between brain activity and behaviour in a less experimenter-biased and automated manner [49, 53]. Another possible interesting avenue to
explore with our system could be the study of social behaviour using multiple animals in the same cage [34].

**Conclusions**

In this paper, we present a low-cost home-cage reliable behavioural monitoring system that can be easily adapted and extended to a large variety of conditions and pre-existing experimental setups. Due to its suitability for high-throughput data collection, minimization of experimenter bias and increasing availability, systems like the one presented here, will become an invaluable tool for behavioural and systems neuroscience research.
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Algorithm 1: Algorithm to quantify animal activity

Input: \( n \) video frames \((f)\)
Output: motion count

1. for \( f = 1 \) to \( n \) do
   2. resize the frame;
   3. convert it to grayscale;
   4. apply Gaussian blur;
   5. \( g_{frame}(x,y) \); /* processed frame */
   6. /* model background by calculating running average of a frame sequence */
   7. \( bg(x,y) \leftarrow (1 - \alpha) \times bg(x,y) + \alpha \times g_{frame}(x,y) \); /* \( \alpha \) is the weight of input image */
   8. \( \delta_{frame}(x,y) = g_{frame}(x,y) - bg(x,y) \);
   9. threshold \( \delta_{frame}(x,y) \);
10. dilate the thresholded image to fill in holes;
11. find contours on thresholded image;
12. if \( contour < \text{min area} \) then
13.     Animal Status: not moving;
14. else
15.     Animal Status: moving;
16.     motionCounter += 1;
17. end

Algorithm 2: Algorithm for animal tracking

Input: \( n \) video frames \((f)\)
Output: Track plot

1. for \( f = 1 \) to \( n \) do
   2. resize the frame;
   3. convert it to grayscale;
   4. apply Gaussian blur;
   5. \( g_{frame}(x,y) \); /* processed frame */
   6. \( g_{thresh}(x,y) \); /* thresholded frame */
   7. find \( \text{max}_{\text{contour}} \) in \( g_{thresh}(x,y) \);
   8. find \( \text{centroid} (x,y) \) in \( \text{max}_{\text{contour}} \);
   9. draw a track of the animal;
10. end
