Abstract—As hashing becomes an increasingly appealing technique for large-scale image retrieval, multi-label hashing is also attracting more attention for the ability to exploit multi-level semantic contents. In this paper, we propose a novel deep hashing method for scalable multi-label image search. Unlike existing approaches with conventional objectives such as contrast and triplet losses, we employ a rank list, rather than pairs or triplets, to provide sufficient global supervision information for all the samples. Specifically, a new rank-consistency objective is applied to align the similarity orders from two spaces, the original space and the hamming space. A powerful loss function is designed to penalize the samples whose semantic similarity and hamming distance are mismatched in two spaces. Besides, a multi-label softmax cross-entropy loss is presented to enhance the discriminative power with a concise formulation of the derivative function. In order to manipulate the neighborhood structure of the samples with different labels, we design a multi-label clustering loss to cluster the hashing vectors of the samples with the same labels by reducing the distances between the samples and their multiple corresponding class centers. The state-of-the-art experimental results achieved on three public multi-label datasets, MIRFLICKR-25K, IAPRTC12 and NUS-WIDE, demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

LARGE-SCALE image retrieval has been very important in the field of computer vision and multimedia computing with the arrival of the era of big data. Consequently, worldwide researchers pay more and more attention to efficient image representation methods, such as LBP [1], [2], [3], GIST [4] and tree-based techniques [5], [6]. Besides, hashing methods [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17] have been popular to solve this problem on account of the storage and indexing efficiency. They aim to learn several hashing functions to extract compact binary codes in low-dimension space from raw images in high-dimension space. Then through the learned binary codes in the hamming space, the image similarity search can be achieved efficiently. Hence it is important that semantically similar images have similar binary codes with small hamming distances.

A number of hashing methods have been proposed. These methods can be divided into two categories, data-independent methods including Locality Sensitive Hashing (LSH) [18] and data-dependent methods such as Spectral Hashing [19] and Iterative Quantization (ITQ) [20]. However, many early methods are inadequate to capture multi-hierarchical semantic information since they are shallow and only consider linear projection. Meanwhile, they are usually under some assumptions which contribute to the obtainment of the solutions, but are hard to be satisfied in practice. Hence various deep hashing methods [21], [22], [23], [24], [25], [26] have been proposed based on the development of deep convolutional neural networks (CNNs). The breakthrough on representation learning promotes the capacity for scalable image retrieval by hashing.

Moreover, an image is often associated with more than one concept in the real world, so that single-label image retrieval methods are not capable enough of meeting the demand of flexibility and accuracy. Hence more attention is drawn to the task of multi-label image retrieval due to its practicability. It is more difficult on account of the discrepancy in attentional regions and the variability of the components and tag numbers in one image [27], [28], [29]. Different from single-label hashing, multi-label hashing has to concentrate on multi-level semantic information contained in images associated with multiple labels. Therefore, multi-label hashing may have the ability to capture both holistic and local knowledge of images, which is more and more important for large-scale image retrieval in the future.

However, there are two major constraints with existing multi-label hashing methods. (1) Most multi-label hashing methods are based on pairwise similarity [30], [31] and triplet loss [32], [33]. Such methods suffer from data expansion when the pairs and triplets are sampled from the training dataset. Meanwhile, the multi-label supervision signals may lead to local optimum due to the limited information provided by the images in pairs or triplets. (2) The classification task has been involved in single-label hashing methods [34], [35] to improve the semantically discriminative ability of the hashing codes. However, few multi-label hashing methods have appropriately made use of the discrimination and polymerization power of
the learned features, which leads to the bottleneck of the progress in multi-label image retrieval.

In this paper, we propose a rank-consistency deep hashing method (RCDH) to learn effective binary codes for scalable multi-label image retrieval by listwise supervision. With deep convolutional neural networks, we can implement complex transformations on high-dimension raw data to obtain powerful representations. For the supervised learning with multiple labels, we rank the common class numbers between one image sample and other samples in the training dataset to build a rank list. By aligning the similarity between the semantic rank list in the original space and the distance rank list in the hamming space, the hamming distances between hashing codes can better reflect the semantic similarity of two images. We also design a powerful loss function to penalize the samples of which the similarities in two spaces are mismatched. Different from the multi-label hashing methods based on pairwise and triplet loss, our listwise objective can provide more global supervision information. To further exploit the semantic information provided by the multiple class labels, we extend the model to C-RCDH by including another two new losses into the objective function: a multi-label classification loss and a multi-label clustering loss. The multi-label classification term minimizes the multi-label softmax cross entropy loss to enhance the discriminative capacity of learned features. The multi-label clustering term is an extension of the center distance term to enhance the discriminative capacity of learned features. As a result, we are able to exploit both the similarity reflected by common class numbers and the exact semantic information provided by the common labels. Therefore the model trained with the above loss functions can produce discriminative and polymerized hashing codes with appropriate neighborhood structure and thus strong retrieval ability. Experiments over three public multi-label image datasets, IAPRTC12, MIRFLICKR-25K and NUS-WIDE, show our C-RCDH method can provide state-of-the-art retrieval performance.

This work is the extension of our previous work [37] which has won the ICME 2018 Platinum Best Paper Award. The major extensions are in the following aspects:

- We modify the penalty functions in the term of rank-consistency loss. The intervals in hamming space are determined by an efficient way with an easier implementation. Moreover, we normalize the penalty distances by the length of hashing codes, so that the supervision signals will not disappear when the codes are long.
- We propose a multi-label clustering loss to enhance the manipulation on the distribution of the extracted features in the hamming space. With the assistant of the multi-label classification loss, the hashing codes have more powerful discriminative and polymerized capacity, which is important to achieve higher performance of multi-label image retrieval.
- We conduct extensive experiments on three widely used multi-label datasets, IAPRTC12, MIRFLICKR-25K and NUS-WIDE, in which NUS-WIDE is a larger-scale dataset with much more images and labels than the other two. Hence the state-of-the-art experimental results not only prove the effectiveness of the proposed method on relatively small dataset, but also show the superior performance on very large dataset.

The rest of this paper is organized as follows: Section II discusses the related work of hashing methods. Our proposed method is described in detail in Section III. We introduce the experimental settings and present the experimental results on three datasets in Section IV. Finally, the last section is the conclusion of this paper.

II. Related work

Learning to rank [38], [39], [40], [41], [42], [43] has been an abstractive research area in information retrieval, natural language processing and data mining. It aims to solve ranking problems by building retrieval functions automatically from training data, and has been widely adopted in tasks such as document retrieval, answer searching, content-based image retrieval (CBIR), etc. In the field of CBIR, hashing is able to learn hashing functions with excellent speed and memory efficiency, and has been regarded as a prevailing solution to the well-known problem of approximate nearest neighbor (ANN) search. There are two categories in previous hashing methods. The first one is data-independent methods, including Locality Sensitive Hashing (LSH) [44] and its discriminative and kernelized extensions [45], [46]. These methods only utilize random projection and do not consider data distribution. Hence such methods are not powerful enough. Additionally, the precision relies heavily on the length of hashing codes.

The second category is data-dependent hashing methods and many efforts have been devoted to this field by now. These hashing methods can be further divided into three categories: unsupervised methods, semi-supervised methods and supervised methods. In terms of unsupervised methods, Gong et al. [20] proposed to find a rotation which can minimize the quantization error in the mapping procedure by Iterative Quantization (ITQ). Weiss et al. [19] presented a method of Spectral Hashing (SH) and obtained the solutions by the eigenvectors of graph Laplacian after relaxing the objective to another problem. Kong et al. [47] developed an isotropic hashing method (IsoHash) which tries to find projection functions to ensure the different projected dimensions have isotropic variances. Liu et al. [48] preserved the structure of local neighborhoods in the discrete space by a graph-based hashing model.

In the literature of learning to rank, there are three main categories of approaches in terms of supervision formulations: pointwise supervision, pairwise supervision and listwise supervision. On this basis, the ideas of embedding learning based on relative distance are also widely studied in other vision field including face recognition [49], metric learning [50], image classification [51] and person re-identification [52]. Similarly, such supervisions are also exploited to learn effective hashing functions. The methods utilizing the similarity information provided by the labels can be classified into semi-supervised hashing methods and supervised hashing methods. The development of large-scale image retrieval is
further promoted by such methods. Kulis and Darrel [53] proposed a Binary Reconstructive Embedding (BRE) method by minimizing the reconstruction error between the Euclidean distance and the Hamming distance. Wang et al. [9] proposed a semi-supervised method to solve the issue that labeled images are limited and noisy by minimizing the empirical error of labeled data and maximizing the variance of hashing codes. Moreover, Iterative Quantization with canonical correlation analysis (ITQ-CCA) [20] utilized the supervision information of image data and achieved pioneering performance compared to ITQ. Liu et al. [54] proposed a kernel-based hashing method which minimizes the hamming distances of similar pairs and maximizes the distances of dissimilar pairs. Li et al. [28] employed a large-margin learning framework to obtain the optimal hashing functions based on column generation. Lin et al. [17] used graph cuts and boosted decision trees to give the solution to the problem of binary code learning and hashing function learning respectively. Shen et al. [55] alleviated the issue of discrete constrains by solving a subproblem of regularization.

As deep neural networks become more and more prevalent and achieve state-of-the-art performance in many computer vision tasks, deep learning based hashing methods [56], [57], [58] also become mainstream due to the excellent representation capacity compared to the conventional hand-crafted or shallow features. Liong et al. [25] proposed to exploit nonlinear projections on image samples by a deep neural network. Srivastava et al. [21] presented a deep Boltzmann Machine to solve the problem of multi-modal image representation. Xia et al. [59] proposed a deep hashing method based on convolutional neural networks to obtain the results in two steps, where approximate hash codes and hash functions are learned respectively. Differently, Lai et al. [60] proposed a "one-stage" deep hashing method which uses the triplet ranking loss [61] to supervise the learning of hashing codes. Lin et al. [62] utilized a point-wise method to learn hashing codes with a hidden layer which extracts the latent representations of class labels. Li et al. [11] proposed a deep pairwise-supervised hashing method (DPSH) to simultaneously learn representations and hashing codes with pairwise labels. Inspired by DPSH [11], Wang et al. [63] proposed a deep hashing method which maximizes the likelihood of triplet labels. Besides, Liu et al. [64] trained the CNN model by simultaneously maximizing the discriminability of the outputs and imposing regularization to get binary codes. Li et al. [35] assumed that the learned hashing codes could also be used for classification. Hence the framework is trained by both pairwise labels and classification information.

Here we summarize more hashing methods for multi-label image retrieval. Wu et al. [31] proposed the first deep hashing method based on pairwise labels for multi-label and large-scale image retrieval. Wang et al. [65] presented a ranking-based method (RSH) by leveraging rank triplets to supervise the learning of hashing functions based on linear projection. Zhao et al. [32] developed a deep hashing method, which tries to maintain the multi-level semantic relationship among images and optimizes a surrogate ranking loss formulated by triplets. However, supervision information provided by triplets are limited. This may lead to some local minimum in the procedure of training. Meanwhile, the only way to obtain more global supervision is to sample more triplets for training. This operation brings cubic expansion of training data and thus expensive computation costs. Wang et al. [66] presented a method named Order Preserving Hashing (OPH). This method maximizes the alignment of two similarity orders, one from the hamming space and the other from the original space. The problem is converted to multiple binary classification tasks which are produced by assigning original image samples to several sets divided in the hamming space. Different from the above method, we partition the categories according to the common labels in the original space and align the similarity order of the corresponding categories in the hamming space. Since the required length of hashing codes is generally larger than the number of common labels between two images, our strategy to partition the categories is more effective and efficient than OPH. Besides, instance-aware hashing methods have also emerged. Lai et al. [33] learned instance-aware representations for the image data organized in groups for multiple labels with the assistant of Spatial Pyramid Pooling (SPP) layer [67]. Huang et al. [68] proposed to focus on the objects instead of the background in an image by learning a binary mask map to identify the location of the objects.

### III. Proposed Approach

In this section, the details of the proposed method are described firstly. Then we present the formulations of each part in the objective function respectively. The overall view of our proposed approach is illustrated as Fig. 1.

#### A. Rank-Consistency Deep Hashing

Firstly, we introduce the notation of the method. Given $N$ images $\mathcal{X} = \{x_1, x_2, \ldots, x_N\}, x_n \in \mathbb{R}^D$ in the training set and their class labels $\mathcal{Y} = \{y_1, y_2, \ldots, y_N\}, y_n \in \mathbb{R}^C$, where $y_{n,c} = 1$ if image $n$ is associated with class label $c$ and $y_{n,c} = 0$ otherwise. We aim to learn several hashing functions $h(x) = (h_1(x), h_2(x), \ldots, h_K(x))^T$ to map the image samples into compact binary vectors of $K$ bits, $\{b_1, b_2, \ldots, b_N\}, b_n \in \mathbb{R}^K$, where $\mathbb{R}^K$ denotes the $K$-dimension hamming space and $b_{n,k} = \{-1, 1\}$ represents the $k$th bit in binary vector $n$. In this way, we can calculate the similarity of multi-label images efficiently.

We aim at preserving the similarity relationship obtained in two spaces, the original space $\mathbb{R}^{D \times N}$ and the hamming space $\mathbb{R}^{K \times N}$. In the original space, the similarity order of an image can be easily obtained by sorting the common label numbers with other images in descending order, as $L^O = (l_1^O, l_2^O, \ldots, l_N^O)^T$. As for a binary vector in the hamming space, the order can be obtained similarly by sorting the hamming distances with other vectors, as $L^H = (l_1^H, l_2^H, \ldots, l_N^H)^T$. Effective hashing functions should keep $L^O$ and $L^H$ the same, that is $l_i^O = l_i^H, \forall i$. However, it is difficult and unnecessary to implement pointwise alignment. Thus we consider implementing listwise alignment by partitioning $L^O$ and $L^H$ into some categories according to the common labels between images.
We can calculate the common label number between image sample \(i\) and \(j\) by \(C_{ij} = y_i^T y_j\) in the original space. Assume there are \(m_i\) different values in \(\{C_{ij}\}, j = 1, \ldots, N\), the original space can be divided to \(m_i\) subsets as \(S^O_{i,1}, S^O_{i,2}, \ldots, S^O_{i,m_i}\) by sorting \(C_{ij}\) in descending order. Consequently, \(S^O_{i,1}\) represents the image set nearest to the \(i\) image and all the images in \(S^O_{i,j}\) have the same semantic distance to it. Besides, the hamming space can be separated accordingly. The hamming distance of \(K\) bits can be partitioned to \(m_i\) intervals, whose lower and upper bounds are denoted as \(d_{ij}^L\) and \(d_{ij}^U\) for \(j = 1, \ldots, m_i\). We use \(S^H_{i,j}\) to represent the image samples whose hamming distances with \(i\) are larger than \(d_{ij}^L\) and smaller than \(d_{ij}^U\). Then the key point of our method is to keep \(S^O_{i,j}\) and \(S^H_{i,j}\) consistent as depicted in Fig. 3. In practice, we can design different strategies to generate the intervals and the details will be presented below. The position and length of each interval can be determined according to the basic rule that large common label number means small hamming distance. Then we get the lower and upper bounds of the intervals. Thus, our method attempts to learn such hashing functions that the computed hamming distances between the \(i\)th image and the images in \(S^O_{i,j}\) are constrained into the interval \((d_{ij}^L, d_{ij}^U)\).

For the above purpose, we penalize the mismatching images by the following loss functions:

\[
\min_{\mathcal{F}_r} = \sum_{i=1}^{N} L_r(i) = \sum_{i=1}^{N} \sum_{j=1}^{N} L_r(i; j) = \sum_{i=1}^{N} \sum_{j=1}^{m_i} \sum_{k \in S^O_{i,j}} f_{i,j}(D^H_{i,k}),
\]

where \(L_r(i)\) is the rank loss of the \(i\)th image and \(D^H_{i,k}\) is the hamming distance between the \(i\)th image and one image \(k\) in the \(j\)th subset. \(f_{i,j}(D^H_{i,k})\) computes the loss with respect to the hamming distance. Note that all image samples have the same common label numbers with \(i\) in \(S^O_{i,j}\), and \(N = \sum_{j=1}^{m_i} |S^O_{i,j}|\), \(\forall i\). Then what we need to do is specify the formulation of \(f_{i,j}(\cdot)\). In fact, we aim to constrain \(D^H_{i,k} \in (d_{ij}^L, d_{ij}^U)\). Therefore \(f_{i,j}(D^H_{i,k})\) is defined as follows:

\[
f_{i,j}(D^H_{i,k}) = \text{sign}(d_{ij}^U - D^H_{i,k}) + \text{sign}(D^H_{i,k} - d_{ij}^L),
\]

in which \(\text{sign}(\cdot)\) is the sign function. Therefore, \(f(\cdot)\) has the ability to evaluate whether the hamming distances of image samples are in proper intervals by penalizing the data points outside the corresponding interval.

**Relaxation:** It can be observed that computing derivative for \(\text{sign}(\cdot)\) is intractable in practice. Following [63], we relax the discrete function and use a continuous function to alleviate this problem. Different from most methods which employ Sigmoid function \(\sigma(z) = \frac{1}{1 + e^{-z}}\) as the relaxing choice, we combine the logarithm function in the loss function as the modification. Then the formulation becomes \(\phi(z) = -\log \sigma(-z) = \log(1 + e^z)\). It has two significant advantages:

- \(\phi(z)\) is close to 0 when \(z\) is less than 0. Otherwise \(\phi(z)\) rises according to the increase of \(z\). Thus the penalty value depends on \(z\), rather than a fixed value 1.
- \(\phi'(z) = e^z\) is the derivative of \(\phi(z)\). When \(z > 0\), this value is approximately equal to 1. Hence the CNN model may converge faster using such loss function.

We calculate the hamming distance between two vectors by

\[
D^H_{i,k} = \frac{K - b_i^T b_k}{2}.
\]

This step is also discrete. Following [63], we use the model output, \(\mathbf{u} \in \mathbb{R}^K\), instead of \(\mathbf{b} \in \{-1, 1\}^K\) for relaxation:

\[
\tilde{D}^H_{i,k} = \frac{K - \mathbf{u}_i^T \mathbf{u}_k}{2}.
\]

Then the binary codes \(\mathbf{b}\) are obtained by applying the sign function on \(\mathbf{u}\) as \(\mathbf{b} = \text{sign}(\mathbf{u})\). Then we have the formulation of \(\mathcal{F}_r\) for C-RCDH based on the above analysis,
\[ J_r = \sum_{i=1}^{N} \sum_{j=1}^{m_i} \sum_{k \in S_{i,j}} -\log \left( \frac{\gamma}{K} \left( \frac{K - u_i^T u_k}{2} - d_{i,j}^L \right) \right) \]

\[ -\log \left( \frac{\gamma}{K} \left( d_{i,j}^U - \frac{K - u_i^T u_k}{2} \right) \right), \quad (5) \]

where \( \gamma/K \) is an important normalization factor. \( K \) and \( \gamma \) are the length of hashing codes and the parameter to balance the scale of penalties, respectively. The reason why we need this factor can be demonstrated as follows. When \( z \) is a negative number with large absolute values, the derivative value \( \phi'(z) \) will be small. In this case, the issue of gradient disappearance arises, which may make the neural networks lose the learning ability via back propagation. This issue will affect especially the retrieval performance of long hashing codes. However, with the afore-mentioned normalization technique, the derivative function \( \phi'(z) \) will have large absolute values since the values of \( z \) are restricted close to 0. The distance terms \( (K - u_i^T u_k)/2 - d_{i,j}^L \) and \( d_{i,j}^L - (K - u_i^T u_k)/2 \) are positively correlated with the length of hashing codes \( K \), so we just use \( \gamma/K \) as the normalization factor.

**Determination of Intervals:** If we denote the \( m_i \) different numbers of common labels which are listed in descending order as \( \{p_{i,j}\}, j = 1, \ldots, m_i \), we know the maximum value of the list \( \{p_{i,j}\} \) is \( p_{i,1} \) while the minimum one is \( p_{i,m_i} \). In fact, for sample \( i \), we only consider the relative similarity differences of the original space. Hence we determine the interval lengths by the relative value \( \Delta p_i = p_{i,1} - p_{i,m_i} \), instead of the absolute value \( \{p_{i,j}\} \). We denote a step length as \( s = K/(\Delta p_i + 2) \) and then, the lower and upper bounds can be obtained by \( d_{i,j}^L = s \cdot (p_{i,1} - p_{i,j}) \) and \( d_{i,j}^H = s \cdot (p_{i,1} - p_{i,j} + 2) \). We see this formulation also satisfies \( d_{i,1}^L = 0 \) and \( d_{i,m_i}^H = K \). Moreover, in this case, the interval separation is no longer affected by the number of common label numbers, \( m_i \), but is only determined by the relative similarity differences, \( p_{i,1} - \min_{j} p_{i,j} \), and \( p_{i,1} - \max_{j} p_{i,j} \). The method to determine intervals is illustrated in Fig. 3(b).

Note that for \( x_i \) and \( x_j \), the two rank lists of \( x_i \) and \( x_j \) can both determine the intervals where \( D_{i,j}^H \) should be restricted in, i.e., \( (d_{i,j}^L, d_{i,j}^H) \) may be different from \( (d_{j,i}^L, d_{j,i}^H) \). While the two intervals may be different, the objective is to automatically adjust the hamming distance \( D_{i,j}^H \) to an appropriate value. For example, the hamming distance may be in the overlap region of the two intervals if they have overlap. Otherwise, \( D_{i,j}^H \) may be optimized to lie in the region between two intervals if they have no overlap. In both cases, our rank-consistency loss is able to guarantee a reasonable optimum.

**B. Multi-Label Classification and Clustering Losses**

**Multi-Label Classification Loss:** However, so far we have only used the number of common labels between images. We cannot fully exploit what common labels these images have by such supervision. Hence we need to provide this term of information through a layer which can be treated as a multi-classifier. Different from most multi-label classification methods which utilize the sigmoid cross-entropy loss, we propose a new multi-label softmax cross-entropy loss for the reason that we do not need obtain the exact labels that one image has. We just intend to maximize the responding magnitudes of the corresponding classes. Therefore the previous single-label softmax loss is modified to a multi-label extension so as to enhance the responses of multiple classes. Considering the conciseness of the formulation and its derivative, this term is defined as \( J_{\text{cla}} \).

\[ J_{\text{cla}} = -\sum_{i=1}^{N} \log \left( \frac{\exp[y_i^T(Wu_i + v)]}{\sum_{j=1}^{C} \exp[y_i^T(Wu_i + v)]} \right). \quad (6) \]

**Multi-Label Clustering Loss:** In order to further improve the discriminative ability of hashing codes, we propose a novel multi-label clustering loss to reduce the hamming distances between the samples with the same labels. Different from the center loss proposed in [6] for the task of face recognition, we do not have clear definitions for intra-class variations and inter-class distances of the extracted features in multi-label hashing. The hamming distance between two samples should be reduced as long as they have common labels. Moreover, when two samples have more common labels, two hashing vectors should be closer. Hence we just reduce the distances between samples and their related center vectors to construct polymerized neighborhood structures. We assign a center vector for each class, as \( C = \{c_1, c_2, \ldots, c_C\}, c_t \in \mathbb{R}^k \), where \( C \) is the total number of class labels and \( K \) is the length of hashing codes. For an image sample \( i \), the formulation of the multi-label clustering term should reduce the distance between \( u_i \) and \( c_t \) once \( i \) has the \( t \)th class label. If we use Euclidean distance as the objective function, we have the following formulation:

\[ J_{\text{clu}} = \frac{1}{2} \sum_{i=1}^{N} \sum_{t=1}^{C} \frac{y_{i,t} \cdot \|u_i - c_t\|^2}{\sum_{t=1}^{C} y_{i,t} + \epsilon}, \quad (7) \]

where \( y_{i,t} = 1 \) if sample \( i \) has label \( t \) and \( y_{i,t} = 0 \) otherwise, and \( \epsilon \) is a very small number to avoid the invalid calculation when a sample \( i \) is not associated with any label. Therefore, the more class labels \( i \) is associated with, the more terms of constraints there are on the feature of \( i \). However, each term is assigned a weight of \( 1/(\sum_{t=1}^{C} y_{i,t} + \epsilon) \), which can control the updating scale of \( u_i \) and keep the supervision in balance.

Then the center vector \( c_t \) represents the center of all the feature vectors with the label \( t \). Hence \( c_t \) should be calculated by the average of feature vectors of all the samples in whose label vector \( y_{i,t} \) is 1. Following [6], we also update the centers vectors based on mini-batch in each iteration due to the intractability of calculating the centers by the entire training dataset. Hence the update function of the \( t \)th label is formulated as:

\[ \Delta c_t = \frac{\sum_{i=1}^{m} y_{i,t} \cdot (c_t - u_i)}{\sum_{i=1}^{m} y_{i,t} + \epsilon}, \quad (8) \]

where \( m \) is the batch size in the training process. With such supervision, the feature of a sample should be close to the centers of all the labels the sample is associated with. On the other hand, if we update feature vectors while fixing
center vectors according to the multi-label clustering term, the samples with same labels will have small hamming distances in the hamming space. On the other hand, if we update center vectors by calculating the averages of the corresponding features, the center vectors of related labels tend to cluster close since some samples may have these labels simultaneously with a high probability. Therefore combined with the aforementioned rank-consistency term which can constrain the hamming distances in appropriate ranges, the multi-label classification term and this multi-label clustering term can help arrange the distribution of the hamming space accordingly to fully exploit the category information in the multiple labels.

**Necessity of Structure Constrains:** Here we discuss the necessity of the discriminative supervision, multi-label classification loss and the polymerized supervision, multi-label clustering loss. If there is merely a rank-consistency loss, the distances between features may be constrained. However, samples from different categories are located in a cluttered distribution since the supervision only utilizes the number of common labels between two samples, but not what exactly the labels are. In this case, the supervision ability may be limited since there is not a holistic geometric structure for the learned features. Therefore, the supervision on the neighborhood structure is desired for better performance. In order to show the effectiveness of the multi-label classification loss and the multi-label clustering loss, we implemented a toy experiment on learning 2D features for the images with three labels and their permutations as depicted in Fig. 2. These samples are trained by different objective functions:  

- When the features are learned by the multi-label classification loss, linear boundaries between different categories are clear. However, this distribution obviously cannot meet the requirement that samples with more common labels should have smaller distances. Therefore, multi-label classification loss can only promote the learning to some extent.
- From the formulation of the multi-label clustering loss, it can be inferred that as long as the two samples have common labels, their features will be closer and closer. Meanwhile, once there are samples associated with two labels simultaneously, the center vectors of these two labels will also be closer gradually. Finally, all the related samples and center vectors will gather together, which is not what we need.
- When two terms are combined for the training, the features not only gain the discriminative ability, but also have an appropriate neighborhood structure with the assistant of the polymerized supervision. On the one hand, the features from different categories can be easily classified by decision boundaries. On the other hand, all the features cluster around the corresponding centers. Consequently, the distance between features is consistent with the level of semantic similarity. The retrieval performance can also benefit a lot from such neighborhood structure.

**C. Overall Objective Function**

In order to guarantee the rationality of the above relaxation, from $b$ to $u$, we need another term of quantization loss as below.

\[ J_q = \sum_{i=1}^{N} \| b_i - u_i \|^2. \]
This can be regarded as a regularizer, which makes the network extract features with real-value elements around 1 or -1 without losing the ability to discriminate between different class labels. Finally, we have the overall objective function,

$$\min J = J_r + \lambda_{cla} J_{cla} + \lambda_{cla} J_{cla} + \lambda_q J_q,$$

where $\lambda_{cla}$, $\lambda_{cla}$, and $\lambda_q$ are the parameters to weight multiple losses. It costs a lot to rank all the images in the training set in practice. Hence we may just choose the first $N_p$ samples from the order list for computational efficiency.

**D. Gradient Descent**

The stochastic gradient descent algorithm is used to optimize the parameters of the deep model. Let us define:

$$A_{i,k} = \frac{\gamma}{K} \left( \frac{K - u_i^T u_k}{2} - d_{i,j}^l \right),$$

$$B_{i,k} = \frac{\gamma}{K} \left( d_{i,k}^U - K - u_i^T u_k \right),$$

in which $k$ is an image in the $j$th subset of the $i$th image, $S_{i,j}$. Therefore, the derivatives of $J_r$, $J_{cla}$ (6) and $J_q$ (9) with respect to output vector $u_p$ can be computed by:

$$\frac{\partial J_r}{\partial u_p} = \sum_{i=1}^{N} \frac{\gamma}{2K} u_i \left[ (B_{i,p}) - \sigma(A_{i,p}) \right]$$

$$+ \sum_{k=1}^{N} \frac{\gamma}{2K} u_k \left[ \sigma(B_{p,k}) - \sigma(A_{p,k}) \right].$$

For $J_{cla}$ (7), the gradients with respect to $u_p$ are:

$$\frac{\partial J_{cla}}{\partial u_p} = W^T \left[ \frac{\exp(Wu_i + v)}{1^T \exp(Wu_i + v)} - y_p \right].$$

$$\frac{\partial J_q}{\partial u_p} = 2(u_p - b_p).$$

Meanwhile, the updating equation for the center vectors $c_i$ in the $j$th iteration are defined with (8) as follows:

$$c_{i,j}^{t+1} = c_{i,j}^t - \alpha \cdot \Delta c_{i,j}^t,$$

where $\alpha$ is a parameter to control the updating step of center vectors. When $\alpha$ is too large, the center vectors may be unstable as a result of the frequent content changes in different mini-batches. When $\alpha$ is too small, the term of multi-label clustering loss may lead to a slow convergence since it may take a long time to approximate the center vectors accurately compared to the results calculated by the entire training dataset.

**E. Discussion**

Here, we would like to discuss the difference of the interval determination between C-RCDH and RCDH [37]. First, we clarify the implementation details of the interval determination technique in RCDH. In order to determine the intervals for sample $i$, the strategy in RCDH is to partition the hamming distance of $K$ into $m_i$ parts according to the ordered list of $m_i$ numbers of common labels. What we need to do is to determine how long each interval should be, since after that the lower and upper bounds $d_{i,j}^l$ and $d_{i,j}^u$ can be easily obtained. Considering that the interval length reflect the hamming distance and the relative similarity difference, the length of each interval is determined by the differences between two consecutive numbers in the ordered list of common labels. Specifically, we denote the $m_i$ different numbers of common labels which are listed in descending order, as $\{p_{i,j}^s, j = 1, \ldots, m_i\}$. The differences between two consecutive numbers can be calculated by $\Delta p_{i,j} = p_{i,j+1} - p_{i,j}$ accordingly. Note that we empirically define $\Delta p_{i,1} = 1$ since we only care about the relative distance and we want the hamming distances of the most similar samples with $p_{i,1}$ common labels are constrained in a short interval. Then, the length of each interval can be obtained by $\Delta d_{i,j} = d_{i,j}^l - d_{i,j}^u = K \cdot \Delta p_{i,j} / \sum_{j=1}^{m_i} \Delta p_{i,j}$ and we get all the intervals once we apply $d_{i,1}^l = 0$ and $d_{i,m_i}^u = K$. However, such strategy has little supervision for the samples which only have a small number of common label numbers with other samples, that is, $m_i$ is very small. In this case the hamming space of $K$ bits is separated into only few intervals and the length of each interval is relatively large. Consequently, the penalty signals may be too weak to provide powerful training. Hence we introduce a more effective strategy to determine the intervals, as described in Section III-A. The strategy is modified in two aspects: (1) It is unnecessary that the sum of the lengths of all the intervals is equal to $K$. (2) The length of each interval can be a
IV. EXPERIMENTS

We implement extensive experiments on three public multi-label image datasets to evaluate the proposed C-RCDH method. The details are presented as below.

A. Implementation Details

We use the VGG16 network as the architecture of our model to extract features. The model has 5 convolutional layers and there are normalization and max-pooling layers after the first two convolutional layers. The model also contains 3 fully-connected layers whose parameters are learnable. The last layer can map the features of length 4096 to the required code length \(K\). We initialize the parameters by the CNN model pretrained on the dataset of ImageNet ILSVRC-2012\footnote{http://www.vlfeat.org/matconvnet/pretrained/} using the objective function of multinomial logistic regression. For the inputs to the model, we rescale the images to \(224 \times 224 \times 3\) instead of cropping them in order to maintain the complete semantic structure. Additionally, the ReLU activation layer is used in our model. In the training process, the learning rate and batch size are set to 0.0001 and 48 respectively. \(\lambda_q\) is set to 50 empirically according to the characteristics of the datasets. \(\lambda_{cla}\) and \(\lambda_{cla}\) are both set to 20 in order to work better combined with the rank-consistency term. Additionally, we select the ranking scale \(N_r\) as 10000 for each multi-label dataset. For the updating of the center vectors, \(\alpha\) is fixed to 0.5 in our experiments. In the formulation of rank-consistency loss, \(\gamma\) is set to 16 to provide proper supervision to the networks.

B. Datasets and Evaluation Metrics

**MIRFLICKR-25K Dataset\footnote{http://press.liacs.nl/mirflickr/}** In this dataset, there are 25000 images in total which are annotated manually with 38 concepts. Among the annotations, 24 includes varied concepts...
of scenes such as night, sky and indoor, and concepts of objects, for example, food, people and tree. For the other 14 classes, the labeling is stricter. Images are labeled with such concepts only if they are salient to the images. We choose 2000 images randomly to test the model and use the remaining as the training and gallery set following the settings used in [32].

**IAPRTC12 Dataset** This dataset contains 19627 images which reflect contemporary life in many aspects, for example, landscapes, cities, nature and people. There are 275 segmentation annotations for the images. The most frequent 22 annotations are selected as the labels in our experiments, similar to the settings in [71]. 5000 images are sampled randomly for testing and the rest are regarded as the training and gallery set.

**NUS-WIDE Dataset** This dataset contains 269648 images associated with 81 ground-truth concepts. Hence both the image number and the tag number are much larger than MIRFLICKR-25K and IAPRTC12. There are 222333 images left for the training and testing after the images without any label among the 81 concepts are removed. Following [32], we randomly choose 5000 samples as the testing set and the rest are regarded as the gallery and training set.

**Evaluation Metrics:** Two popular evaluation metrics for multi-label image retrieval, Normalized Discounted Cumulative Gain (NDCG) [72] and Average Cumulative Gain (ACG) [72], are used to evaluate the effectiveness of the hashing methods. The metrics can calculate the alignment degree between the order obtained by ground truth and that ranked by hamming distances. The formulation of NDCG is:

\[
NDCG@p = \frac{1}{Z} \sum_{i=1}^{p} \frac{2^{r_i} - 1}{\log(1+i)},
\]

where \(Z\) is the normalization factor to keep the value of NDCG equal to 1 when the ranking order is exactly accurate. In the rank list, the truncated position is denoted as \(p\). \(r_i\) represents the similarity level of the image on the \(i\)th position of a ranking list. Specifically, we can formulated the similarity by the annotated labels: \(r_i = y_i^T y_j\). ACG is defined as below:

\[
ACG@p = \frac{1}{p} \sum_{i=1}^{p} r_i,
\]

where the definitions of \(p\) and \(r_i\) are the same as NDCG. Two metrics evaluate the effectiveness of hashing methods from different aspects. Compared to NDCG, ACG tends to reveal the similarity degree of top-\(p\) images on average. The values of two metrics are both calculated using the hamming distances which are computed by the learned hashing codes.

**C. Results and Analysis**

Comparison with Conventional Hashing Methods: We compared our C-RCDH to seven conventional hashing methods:
- **DSPH [34]**
- **DSPH [32]**
- **DPSH [34]**
- **DPSH [11]**
- **ISDH [30]**
- **C-RCDH**
- **NDCG**
- **ACG**

We compared our C-RCDH to seven conventional hashing methods:
- **DSPH [34]**
- **DSPH [32]**
- **DPSH [34]**
- **DPSH [11]**
- **ISDH [30]**
- **C-RCDH**
- **NDCG**
- **ACG**

---

**TABLE IV**
Comparison of NDCG@100 and ACG@100 performance among deep multi-label methods on the dataset of MIRFLICKR-25K.

| Method | 16 bits | 32 bits | 48 bits | 64 bits |
|--------|--------|--------|--------|--------|
| DPSH [11] | 0.350 | 0.315 | 0.325 | 0.328 |
| DTS [63] | 0.358 | 0.382 | 0.390 | 0.396 |
| DSRH [23] | 0.415 | 0.470 | 0.490 | 0.505 |
| ISDH [30] | 0.377 | 0.396 | 0.401 | 0.406 |
| DSPH [34] | 0.385 | 0.411 | 0.415 | 0.426 |
| MDSH [10] | 0.420 | 0.438 | 0.445 | 0.448 |
| RCDH [2] | 0.438 | 0.481 | 0.483 | 0.488 |
| C-RCDH | 0.479 | 0.512 | 0.515 | 0.528 |

**TABLE V**
Comparison of NDCG@100 and ACG@100 performance among deep multi-label methods on the dataset of IAPRTC12.

| Method | 16 bits | 32 bits | 48 bits | 64 bits |
|--------|--------|--------|--------|--------|
| DPSH [11] | 0.293 | 0.315 | 0.325 | 0.328 |
| DTS [63] | 0.340 | 0.391 | 0.405 | 0.423 |
| DSRH [23] | 0.394 | 0.433 | 0.448 | 0.465 |
| ISDH [30] | 0.298 | 0.319 | 0.330 | 0.332 |
| DSPH [34] | 0.414 | 0.419 | 0.423 | 0.429 |
| RCDH [2] | 0.421 | 0.453 | 0.463 | 0.471 |
| C-RCDH | 0.439 | 0.481 | 0.505 | 0.510 |

**TABLE VI**
Comparison of NDCG@100 and ACG@100 performance among deep multi-label methods on the dataset of NUS-WIDE.

| Method | 16 bits | 32 bits | 48 bits | 64 bits |
|--------|--------|--------|--------|--------|
| DPSH [11] | 0.343 | 0.320 | 0.347 | 0.350 |
| DTS [63] | 0.352 | 0.375 | 0.397 | 0.413 |
| DSRH [23] | 0.410 | 0.470 | 0.500 | 0.520 |
| ISDH [30] | 0.413 | 0.418 | 0.422 | 0.423 |
| DSPH [34] | 0.423 | 0.427 | 0.435 | 0.440 |
| MDSH [10] | 0.457 | 0.482 | 0.495 | 0.502 |
| RCDH [2] | 0.474 | 0.515 | 0.525 | 0.531 |
| C-RCDH | 0.522 | 0.548 | 0.566 | 0.566 |

3http://www.imageclef.org/photodata
4http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
methods including PCA Hashing (PCA-H) [9], PCA Iterative Quantization (PCA-ITQ) [20], Sequential Projection Learning Hashing (SPLH) [9], Kernel Supervised Hashing (KSH) [54], Column-Generation Hashing (CGH) [28], Fast Hashing (FH) [7], Supervised Discrete Hashing (SDH) [53] and CCA Iterative Quantization (CCA-ITQ) [20]. In the experiments, we used the output representation from the layer fc7 in the pretrained VGG neural networks for a fair comparison. PCA-ITQ is unsupervised and CCA-ITQ is the supervised extension of it. KSH employs the kernel formulation to produce discriminative hashing codes. In our experiments, we chose RBF Gaussian kernel for KSH. In order to maintain the relation contained in images, CGH exploits the advantages of column generation and triplet training. For each data point, we chose 50 positive samples and 50 negative samples to build the triplet set. FH utilizes boosted decision trees to learn hashing codes on a large-scale training set, and we inferred the binary codes by hinge loss function. Meanwhile, SDH alleviates the regularization issue using cyclic coordinate descent. In our implementation, the kernel version was selected and $l_2$-loss was used for optimization.

The performance of $NDCG@100$ and $ACG@100$ on the datasets of MIRFLICKR-25K, IAPRTC12 and NUS-WIDE is presented in Table IV, Table V and Table VI respectively. It is indicated that C-RCDH achieves state-of-the-art retrieval performance. DPSH and DTSH maximize the likelihood of sampled pairwise labels or triplet labels and extract hashing codes by deep neural networks. The reason that DPSH and DTSH do not yield competitive performance is that their abilities to exploit complex semantic structure is not powerful enough.

Comparison with Deep Multi-Label Hashing Methods: Moreover, we compared C-RCDH with other deep multi-label hashing methods, for example, deep supervised hashing with pairwise labels (DPSH) [11], deep supervised hashing with triplet labels (DTSH) [63], deep semantic ranking based hashing (DSRH) [52], instance similarity deep hashing (ISDH) [30], deep semantic-preserving hashing (DSPH) [34], multi-label deep sparse hashing (MDSH) [70] and rank-consistency multi-label deep hashing (RCDH) [37]. Results of $NDCG@100$ and $ACG@100$ on the datasets of MIRFLICKR-25K, IAPRTC12 and NUS-WIDE are presented in Table IV, Table V and Table VI respectively. It is indicated that C-RCDH achieves state-of-the-art retrieval performance. DPSH and DTSH maximize the likelihood of sampled pairwise labels or triplet labels and extract hashing codes by deep neural networks. The reason that DPSH and DTSH do not yield competitive performance is that their abilities to exploit complex semantic structure is not powerful enough. The different levels of similarity for multi-label images may not be captured by the objectives. In ISDH, while the pairwise similarity is redefined by normalizing semantic labels, the pro-

| Method       | $NDCG@100$ | $ACG@100$ |
|--------------|------------|-----------|
|              | 16 bits    | 32 bits   | 48 bits | 64 bits | 128 bits | 16 bits | 32 bits | 48 bits | 64 bits | 128 bits |
| RCDH         | 0.4388     | 0.4811    | 0.5050  | 0.5095  | 0.5369   | 1.1897  | 1.2804  | 1.3273  | 1.3477  | 1.4009   |
| RCDH$_{\text{Norm}}$ | 0.4392 | 0.4859 | 0.4926  | 0.4993  | 0.5062   | 2.9196  | 3.1113  | 3.1449  | 3.1801  | 3.2236   |
| RCDH$_{\text{Interval}}$ | 0.4403 | 0.4812 | 0.4811  | 0.4901  | 0.4902   | 2.9284  | 3.1113  | 3.1099  | 3.1375  | 3.1623   |
| C-RCDH$_R$   | 0.4214     | 0.4674    | 0.4768  | 0.4799  | 0.4823   | 2.8749  | 3.0649  | 3.1241  | 3.1655  | 3.1562   |
| C-RCDH$_{\text{Gla}}$ | 0.1408 | 0.1408 | 0.1408  | 0.1408  | 0.1408   | 1.3319  | 1.3319  | 1.3319  | 1.3319  | 1.3319   |
| C-RCDH$_{\text{Clu}}$ | 0.1642 | 0.1642 | 0.1642  | 0.1642  | 0.1642   | 1.1667  | 1.1667  | 1.1667  | 1.1667  | 1.1667   |
| C-RCDH$_{\text{R+Clu}}$ | 0.4412 | 0.4927 | 0.4927  | 0.4987  | 0.5078   | 2.9037  | 3.0979  | 3.1508  | 3.1630  | 3.1962   |
| C-RCDH$_{\text{R+Clu}}$ | 0.4561 | 0.4914 | 0.4978  | 0.5091  | 0.5213   | 2.9568  | 3.1469  | 3.1572  | 3.2555  | 3.2753   |
| C-RCDH$_{\text{NQ}}$ | 0.4360 | 0.4739 | 0.4827  | 0.4860  | 0.3129   | 2.9036  | 3.0073  | 3.1957  | 3.1928  | 3.2593   |
| C-RCDH       | 0.4786     | 0.5119    | 0.5154  | 0.5284  | 0.5406   | 3.1273  | 3.2499  | 3.2454  | 3.3197  | 3.3679   |

| Method       | $NDCG@100$ |
|--------------|------------|
|              | 16 bits    | 32 bits   | 48 bits | 64 bits | 128 bits |
| RCDH         | 0.4212     | 0.4533    | 0.4631  | 0.4707  | 0.4747   |
| RCDH$_{\text{Norm}}$ | 0.4247 | 0.3579 | 0.4713  | 0.4835  | 0.4910   |
| RCDH$_{\text{Interval}}$ | 0.4217 | 0.4479 | 0.4611  | 0.4752  | 0.4729   |
| C-RCDH$_R$   | 0.4149     | 0.4427    | 0.4610  | 0.4713  | 0.4825   |
| C-RCDH$_{\text{Gla}}$ | 0.1114 | 0.1114 | 0.1114  | 0.1114  | 0.1114   |
| C-RCDH$_{\text{Clu}}$ | 0.1114 | 0.1114 | 0.1114  | 0.1111  | 0.1111   |
| C-RCDH$_{\text{R+Clu}}$ | 0.4225 | 0.4560 | 0.4765  | 0.4827  | 0.5001   |
| C-RCDH$_{\text{R+Clu}}$ | 0.4296 | 0.4611 | 0.4802  | 0.4973  | 0.5124   |
| C-RCDH$_{\text{NQ}}$ | 0.4027 | 0.4422 | 0.4677  | 0.4723  | 0.4910   |
| C-RCDH       | 0.4388     | 0.4811    | 0.5050  | 0.5095  | 0.5369   |

**TABLE VII**

Comparison of $NDCG@100$ and $ACG@100$ performance among different models on the dataset of MIRFLICKR-25K.

**TABLE VIII**

Comparison of $NDCG@100$ and $ACG@100$ performance among different models on the dataset of IAPRTC12.
The experimental results on two datasets, MIRFLICKR-25K and IAPRTC12 are shown in Table VII and Table VIII. From the tables we can see that when the normalization technique is added to the rank-consistency loss, there is little difference between RCDH\textsubscript{Norm} and RCDH when hashing codes are short. As $\gamma$ is set to 16, RCDH\textsubscript{Norm} is just the same as the model of RCDH without the normalization technique on 16 bits. However, when the hashing codes become longer, the improvement of RCDH\textsubscript{Norm} is more and more significant. The back-propagated signals will not disappear with the new penalty loss function. Hence we develop the merits of the original model on short bits and obtain encouraging performance on all the lengths of hashing codes. Moreover,
we can find that RCDH$_{\text{interval}}$ has a slight improvement on RCDH. This indicates that the partition of hamming space also influences the learning of binary codes, but not significantly. However, the upper and lower bounds of the intervals are easier to determine, which promotes the efficiency of the implementation. Therefore, it is reasonable that the model with both modifications, i.e., C-RCDH, can outperform both RCDH$_{\text{Norm}}$ and RCDH$_{\text{interval}}$.

From Table VII and Table VIII, it can also be observed that the models of C-RCDH$_{\text{Cla}}$ and C-RCDH$_{\text{Clu}}$ both lose the ability to search similar images. The reason can be inferred from the illustration of Fig. 2. When the model is trained by only the multi-label classification loss, the distribution of features may be separable for different categories. However, the distribution is not suitable for the retrieval using binarized codes. Besides, if the model is trained by only the multi-label clustering loss, it is expected that all the related samples will gather to one point according to the analyses mentioned above. Hence C-RCDH$_{\text{Clu}}$ also fails to give valid retrieval results. As for the models with the rank-consistency loss, C-RCDH$_R$ presents pleasing results although there is no classification and clustering losses to manipulate the distribution of learned features. However, C-RCDH$_{R+\text{Clu}}$ obtains better performance than C-RCDH$_R$, which demonstrates the necessity of the multi-label classification loss. Besides, it is encouraging that C-RCDH$_{R+\text{Clu}}$ achieves better performance than C-RCDH$_{R+\text{Clu}}$ for the reason that the clustering loss can help to manipulate the neighborhood structure of learned features associated with different labels. This term can work even though the classification loss is removed, which proves the effectiveness of the proposed method. From the results given by C-RCDH$_{\text{NQ}}$, we can see the removal of the quantization loss has an impact on the learning of hashing codes. The calculation of hamming distances in our formulation relies on the assumption that the real-valued outputs of the deep neural networks should be close to their corresponding binary codes. As a result, this term is also indispensable in the training process. In conclusion, each term in the final objective function of C-RCDH plays an important role and an appropriate combination yields the compelling retrieval performance of C-RCDH.

**Parameter Sensitivity:** We implement the experiments on the dataset of MIRFLICKR-25K with hashing codes of 16, 32, 48 and 64 bits. We tune the parameters of $\lambda_{\text{clu}}$, $\lambda_{\text{du}}$ and $\lambda_q$ by a factor of 10. The $\text{NDCG}@100$ and $\text{ACG}@100$ comparisons are shown in Fig. 4. From the figures, we see the retrieval performance is not sensitive to $\lambda_{\text{clu}}$ and $\lambda_q$. While the two terms of losses, the multi-label classification loss and the quantization loss, are important to the final optimum, a small or large value of $\lambda_{\text{clu}}$ and $\lambda_q$ will not severely affect the performance. However, for $\lambda_{\text{clu}}$, we see the values of $\text{NDCG}@100$ and $\text{ACG}@100$ drop a lot when $\lambda_{\text{clu}}$ achieves 200, which means that a too large value of $\lambda_{\text{clu}}$ can indeed influence the training process. As analyzed in Section III-B the reason is that when the weight of the multi-label clustering loss is too large, all the related vectors and center vectors will
get closer and closer. In this case, the discriminability of the vectors may be reduced. Hence the comparison results of parameter sensitivity also verifies our analysis experimentally.

**Visualization:** We extracted 32-bit hashing codes by three multi-label deep hashing methods, DSPH, RCDH, and C-RCDH, to retrieve similar images on MIRFLICKR-25K. The examples of top 10 returned results are shown in Fig. [5]. The number below each retrieved image represents its common label number with the query image. From the figure, we see that the retrieved images of our C-RCDH methods are more similar to the query images than those of other methods. For the first query image, our method can retrieve images with the label River while other methods retrieve images which only have the label Water and maybe Sea or Lake without containing River. For the second query image, our C-RCDH method can also successfully capture all the five semantics and give pleasing searching results. Therefore our method can generate effective hashing codes to accomplish accurate multi-label image retrieval where not only the foreground objects of the returned images are corresponding to the query, but the background features are also exactly captured. Hence the visualization results validate the effectiveness of our proposed method.

V. CONCLUSION

In this paper, we have proposed a new rank-consistency deep hashing method for scalable multi-label image search. In order to produce effective hashing codes, we have divided the hamming space to multiple intervals according to the categories partitioned by the original similarity degrees. Then we have supervised the training by listwise alignment so as to keep the rank-consistency between two spaces. Moreover, to manipulate the distribution of the features, we have proposed a multi-label softmax cross-entropy loss and a multi-label clustering loss. The two terms have been added to the objective function to train the model jointly for the purpose of strengthening the discriminative power of the learned features. With such supervision, the features have gained a polymerized neighborhood structure to achieve the goal that the distances in hamming space should be corresponding to the semantic similarity in the original space. Hence different terms in the objective function influence each other and the deep network can be optimized efficiently. Retrieval results on three public multi-label datasets have demonstrated the superior performance of our proposed approach.
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