Temporal logics for the specification of information-flow properties are able to express relations between multiple executions of a system. The two most important such logics are HyperLTL and HyperCTL*, which generalise LTL and CTL* by trace quantification. It is known that this expressiveness comes at a price, i.e. satisfiability is undecidable for both logics.

In this paper we settle the exact complexity of these problems, showing that both are in fact highly undecidable: we prove that HyperLTL satisfiability is \( \Sigma^1_{11} \)-complete and HyperCTL* satisfiability is \( \Sigma^2_{11} \)-complete. These are significant increases over the previously known lower bounds and the first upper bounds. To prove \( \Sigma^2_{11} \)-membership for HyperCTL*, we prove that every satisfiable HyperCTL* sentence has a model that is equinumerous to the continuum, the first upper bound of this kind. We prove this bound to be tight. Finally, we show that the membership problem for every level of the HyperLTL quantifier alternation hierarchy is \( \Pi^1_{11} \)-complete.
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1 Introduction

Most classical temporal logics like LTL and CTL* refer to a single execution trace at a time while information-flow properties, which are crucial for security-critical systems, require reasoning about multiple executions of a system. Clarkson and Schneider [13] coined the term hyperproperties for such properties which, structurally, are sets of sets of traces. Just like ordinary trace and branching-time properties, hyperproperties can be specified using temporal logics, e.g. HyperLTL and HyperCTL* [12], expressive, but intuitive specification languages that are able to express typical information-flow properties such as noninterference, noninference, declassification, and input determinism. Due to their practical relevance and theoretical elegance, hyperproperties and their specification languages have received considerable attention during the last decade [1, 2, 5, 6, 7, 10, 12, 13, 14, 17, 27, 28, 30, 31, 38].

HyperLTL is obtained by extending LTL [33], the most influential specification language for linear-time properties, by trace quantifiers to refer to multiple executions of a system.
HyperLTL Satisfiability is $\Sigma^1_1$-complete, HyperCTL* Satisfiability is $\Sigma^2_1$-complete.

For example, the HyperLTL formula
\[ \forall \pi. \forall \pi'. G(i_\pi \leftrightarrow i_{\pi'}) \rightarrow G(o_\pi \leftrightarrow o_{\pi'}) \]
expresses input determinism, i.e. every pair of traces that always has the same input (represented by the proposition $i$) also always has the same output (represented by the proposition $o$).

Similarly, HyperCTL* is the extension of the branching-time logic CTL* [18] by path quantifiers. HyperLTL only allows formulas in prenex normal form while HyperCTL* allows arbitrary quantification, in particular under the scope of temporal operators. Consequently, HyperLTL formulas are evaluated over sets of traces while HyperCTL* formulas are evaluated over transition systems, which yield the underlying branching structure of the traces.

All basic verification problems, e.g. model checking [19, 26], runtime monitoring [3, 8, 11, 25], and synthesis [9, 22, 23], have been studied. Most importantly, HyperCTL* model checking over finite transition systems is decidable and TOWER-complete for a fixed transition system [26, 32]. However, for a small number of alternations, efficient algorithms have been developed and were applied to a wide range of problems, e.g. an information-flow analysis of an I2C bus master [26], the symmetric access to a shared resource in a mutual exclusion protocol [26], and to detect the use of a defeat device to cheat in emission testing [4].

But surprisingly, the exact complexity of the satisfiability problems for HyperLTL and HyperCTL* is still open. Finkbeiner and Hahn proved that HyperLTL satisfiability is undecidable [20], a result which already holds when only considering finite sets of ultimately periodic traces and $\forall\exists$-formulas. In fact, Finkbeiner et al. showed that HyperLTL satisfiability restricted to finite sets of ultimately periodic traces is $\Sigma^0_1$-complete [21] (i.e. complete for the set of recursively enumerable problems). Furthermore, Hahn and Finkbeiner proved that the $\exists^*\forall^*$-fragment has decidable satisfiability [20] while Mascle and Zimmermann studied the HyperLTL satisfiability problem restricted to bounded sets of traces [32]. The latter work implies that HyperLTL satisfiability restricted to finite sets of traces (even non ultimately periodic ones) is also $\Sigma^0_1$-complete. Finally, Finkbeiner et al. developed tools and heuristics [21, 24].

As every HyperLTL formula can be turned into an equisatisfiable HyperCTL* formula, HyperCTL* satisfiability is also undecidable. Moreover, Rabe has shown that it is even $\Sigma^1_1$-hard [34], i.e. it is not even arithmetical. However, both for HyperLTL and for HyperCTL* satisfiability, only lower bounds, but no upper bounds, are known.

Our Contributions. In this paper, we settle the complexity of the satisfiability problems for HyperLTL and HyperCTL* by determining exactly how undecidable they are. That is, we provide matching lower and upper bounds in terms of the analytical hierarchy and beyond, where decision problems (encoded as subsets of $\mathbb{N}$) are classified based on their definability by formulas of higher-order arithmetic, namely by the type of objects one can quantify over and by the number of alternations of such quantifiers. We refer to Roger’s textbook [35] for fully formal definitions. For our purposes, it suffices to recall the following classes. $\Sigma^0_1$ contains the sets of natural numbers of the form
\[ \{ x \in \mathbb{N} \mid \exists x_0, \ldots, \exists x_k. \psi(x, x_0, \ldots, x_k) \} \]
where quantifiers range over natural numbers and $\psi$ is a quantifier-free arithmetic formula. The notation $\Sigma^0_1$ signifies that there is a single block of existential quantifiers (the subscript 1) ranging over natural numbers (type 0 objects, explaining the superscript 0). Analogously, $\Sigma^1_1$ is induced by arithmetic formulas with existential quantification of type 1 objects (functions mapping natural numbers to natural numbers) and arbitrary (universal and existential)

\[ \forall \pi. \forall \pi'. G(i_\pi \leftrightarrow i_{\pi'}) \rightarrow G(o_\pi \leftrightarrow o_{\pi'}) \]
quantification of type 0 objects. Finally, $\Sigma_1$ is induced by arithmetic formulas with existential quantification of type 2 objects (functions mapping type 1 objects to natural numbers) and arbitrary quantification of type 0 and type 1 objects. So, $\Sigma_0^1$ is part of the first level of the arithmetic hierarchy, $\Sigma_1^1$ is part of the first level of the analytical hierarchy, while $\Sigma_2^1$ is not even analytical.

In terms of this classification, we prove that HyperLTL satisfiability is $\Sigma_1^1$-complete while HyperCTL$^\ast$ satisfiability is $\Sigma_2^1$-complete, thereby settling the complexity of both problems and showing that they are highly undecidable. In both cases, this is a significant increase of the lower bound and the first upper bound.

First, let us consider HyperLTL satisfiability. The $\Sigma_1^1$ lower bound is a reduction from the recurrent tiling problem, a standard $\Sigma_1^1$-complete problem asking whether $\mathbb{N} \times \mathbb{N}$ can be tiled by a given finite set of tiles. So, let us consider the upper bound: $\Sigma_1^1$ allows to quantify over type 1 objects: functions from natural numbers to natural numbers, or, equivalently, over sets of natural numbers, i.e. countable objects. On the other hand, HyperLTL formulas are evaluated over sets of infinite traces, i.e. uncountable objects. Thus, to show that quantification over type 1 objects is sufficient, we need to apply a result of Finkbeiner and Zimmermann proving that every satisfiable HyperLTL formula has a countable model [27]. Then, we can prove $\Sigma_1^1$-membership by expressing the existence of a model and the existence of appropriate Skolem functions for the trace quantifiers by type 1 quantification. We also prove that the satisfiability problem remains $\Sigma_1^1$-complete when restricted to ultimately periodic traces, or, equivalently, when restricted to finite traces.

Then, we turn our attention to HyperCTL$^\ast$ satisfiability. Recall that HyperCTL$^\ast$ formulas are evaluated over (possibly infinite) transition systems, which can be much larger than type 2 objects whose cardinality is bounded by $\mathfrak{c}$, the cardinality of the continuum. Hence, to obtain our upper bound on the complexity we need, just like in the case of HyperLTL, an upper bound on the size of minimal models of satisfiable HyperCTL$^\ast$ formulas. To this end, we generalise the proof of Finkbeiner and Zimmermann to HyperCTL$^\ast$, showing that every satisfiable HyperCTL$^\ast$ formula has a model of size $\mathfrak{c}$. We also exhibit a satisfiable HyperCTL$^\ast$ formula $\varphi_\mathfrak{c}$ whose models all have at least cardinality $\mathfrak{c}$, as they have to encode all subsets of $\mathbb{N}$ by disjoint paths. Thus, our upper bound $\mathfrak{c}$ is tight.

With this upper bound on the cardinality of models, we are able to prove $\Sigma_1^2$-membership of HyperCTL$^\ast$ satisfiability by expressing with type 2 quantification the existence of a model and the existence of a winning strategy in the induced model checking game. The matching lower bound is proven by directly encoding the arithmetic formulas inducing $\Sigma_1^2$ as instances of the HyperCTL$^\ast$ satisfiability problem. To this end, we use the formula $\varphi_\mathfrak{c}$, whose models have for each subset $A \subseteq \mathbb{N}$ a path encoding $A$. Now, quantification over type 0 objects (natural numbers) is simulated by quantification of a path encoding a singleton set, quantification over type 1 objects (which can be assumed to be sets of natural numbers) is simulated by quantification over the paths encoding such subsets, and existential quantification over type 2 objects (which can be assumed to be subsets of $2^{\mathbb{N}}$) is simulated by the choice of the model, i.e. a model encodes $k$ subsets of $2^{\mathbb{N}}$ if there are $k$ existential type 2 quantifiers. Finally, the arithmetic operations can easily be implemented in HyperLTL, and therefore also in HyperCTL$^\ast$.

After settling the complexity of satisfiability, we turn our attention to the HyperLTL quantifier alternation hierarchy and its relation to satisfiability. Rabe remarks that the hierarchy is strict [34], and Mascal and Zimmermann show that every HyperLTL formula has an equi-satisfiable formula with one quantifier alternation [32]. Here, we present a novel proof of strictness by embedding the FO[\text{<}] alternation hierarchy, which is also strict [15, 36].
HyperLTL Satisfiability is $\Sigma_1^1$-complete, HyperCTL* Satisfiability is $\Sigma_1^2$-complete

We use our construction to prove that deciding equivalence to formulas of fixed quantifier alternation is $\Pi_1^1$-complete (i.e. the co-class of $\Sigma_1^1$).

All proofs omitted due to space restrictions can be found in the appendix.

2 Preliminaries

Fix a finite set $AP$ of atomic propositions. A trace over $AP$ is a map $t: \mathbb{N} \to 2^{AP}$, denoted by $t(0), t(1), t(2), \ldots$. It is ultimately periodic, if $t = x \cdot y^s$ for some $x, y \in (2^{AP})^\omega$, i.e. there are $s, p > 0$ with $t(n) = t(n + p)$ for all $n \geq s$. The set of all traces over $AP$ is $(2^{AP})^\omega$.

A transition system $T = (V, E, v_I, \lambda)$ consists of a set $V$ of vertices, a set $E \subseteq V \times V$ of (directed) edges, an initial vertex $v_I \in V$, and a labelling $\lambda: V \to 2^{AP}$ of the vertices by sets of atomic propositions. A path $\rho$ through $T$ is an infinite sequence $\rho(0)\rho(1)\rho(2)\cdots$ of vertices with $(\rho(n), \rho(n + 1)) \in E$ for every $n \geq 0$.

HyperLTL. The formulas of HyperLTL are given by the grammar

$$\varphi ::= \exists \pi. \varphi \mid \forall \pi. \varphi \mid \psi \quad \psi ::= a_\pi \mid \neg \psi \mid \psi \lor \psi \mid X \psi \mid \psi U \psi$$

where $a$ ranges over atomic propositions in $AP$ and where $\pi$ ranges over a fixed countable set $\mathcal{V}$ of (trace) variables. Conjunction, implication, and equivalence are defined as usual, and the temporal operators eventually $F$ and always $G$ are derived as $F \psi = \neg \psi U \psi$ and $G \psi = \neg F \neg \psi$. A sentence is a formula without free variables.

The semantics of HyperLTL is defined with respect to a trace assignment, a partial mapping $\Pi: \mathcal{V} \to (2^{AP})^\omega$. The assignment with empty domain is denoted by $\Pi_{\emptyset}$. Given a trace assignment $\Pi$, a variable $\pi$, and a trace $t$ we denote by $\Pi[\pi \to t]$ the assignment that coincides with $\Pi$ everywhere but at $\pi$, which is mapped to $t$. Furthermore, $\Pi[j, \infty)$ denotes the trace assignment mapping every $\pi$ in $\Pi$’s domain to $\Pi(\pi)(j)\Pi(\pi)(j + 1)\Pi(\pi)(j + 2) \cdots$.

For sets $T$ of traces and trace assignments $\Pi$ we define

- $(T, \Pi) \models a_\pi$ if $a \in \Pi(\pi)(0)$,
- $(T, \Pi) \models \neg \psi$ if $(T, \Pi) \not\models \psi$,
- $(T, \Pi) \models \psi_1 \lor \psi_2$ if $(T, \Pi) \models \psi_1$ or $(T, \Pi) \models \psi_2$,
- $(T, \Pi) \models X \psi$ if $(T, \Pi[1, \infty)) \models \psi$,
- $(T, \Pi) \models \psi_1 U \psi_2$ if there is a $j \geq 0$ such that $(T, \Pi[j, \infty)) \models \psi_2$ and for all $0 \leq j' < j$:
  $$(T, \Pi[j', \infty)) \models \psi_1,$$
- $(T, \Pi) \models \exists \pi. \varphi$ if there exists a trace $t \in T$ such that $(T, \Pi[\pi \to t]) \models \varphi$, and
- $(T, \Pi) \models \forall \pi. \varphi$ if for all traces $t \in T$: $(T, \Pi[\pi \to t]) \models \varphi$.

We say that $T$ satisfies a sentence $\varphi$ if $(T, \Pi_{\emptyset}) \models \varphi$. In this case, we write $T \models \varphi$ and say that $T$ is a model of $\varphi$. Although HyperLTL sentences are required to be in prenex normal form, they are closed under Boolean combinations, which can easily be seen by transforming such formulas into prenex normal form. Two HyperLTL sentences $\varphi$ and $\varphi'$ are equivalent if $T \models \varphi$ if and only if $T \models \varphi'$ for every set $T$ of traces.

HyperCTL*. The formulas of HyperCTL* are given by the grammar

$$\varphi ::= a_\pi \mid \neg \varphi \mid \varphi \lor \varphi \mid X \varphi \mid \varphi U \varphi \mid \exists \pi. \varphi \mid \forall \pi. \varphi$$

where $a$ ranges over atomic propositions in $AP$ and where $\pi$ ranges over a fixed countable set $\mathcal{V}$ of (path) variables, and where we require that each temporal operator appears in the scope of a path quantifier. Again, other Boolean connectives and temporal operators are derived as usual. Sentences are formulas without free variables.
Let \( \mathcal{T} \) be a transition system. The semantics of HyperCTL\(^*\) is defined with respect to a path assignment, a partial mapping \( \Pi \) from variables in \( \mathcal{V} \) to paths of \( \mathcal{T} \). The assignment with empty domain is denoted by \( \Pi_\emptyset \). Given a path assignment \( \Pi \), a variable \( \pi \), and a path \( \rho \) we denote by \( \Pi[\pi \to \rho] \) the assignment that coincides with \( \Pi \) everywhere but at \( \pi \), which is mapped to \( \rho \). Furthermore, \( \Pi[j, \infty) \) denotes the trace assignment mapping every \( \pi \) in \( \Pi \)'s domain to \( \Pi(\pi)(j)\Pi(\pi)(j+1)\Pi(\pi)(j+2) \ldots \), its suffix from position \( j \) onwards. For transition systems \( \mathcal{T} \) and paths assignments \( \Pi \) we define

- \( (\mathcal{T}, \Pi) \models a_\pi \) if \( a \in \lambda(\Pi(\pi))(0) \), where \( \lambda \) is the labelling function of \( \mathcal{T} \),
- \( (\mathcal{T}, \Pi) \models \neg \psi \) if \( (\mathcal{T}, \Pi) \not\models \psi \),
- \( (\mathcal{T}, \Pi) \models \psi_1 \lor \psi_2 \) if \( (\mathcal{T}, \Pi) \models \psi_1 \) or \( (\mathcal{T}, \Pi) \models \psi_2 \),
- \( (\mathcal{T}, \Pi) \models X \psi \) if \( (\mathcal{T}, \Pi[1, \infty)) \models \psi \),
- \( (\mathcal{T}, \Pi) \models \psi_1 \lor \psi_2 \) if there exists a \( j \geq 0 \) such that \( (\mathcal{T}, \Pi[j, \infty)) \models \psi_2 \) and for all \( 0 \leq j' < j : (\mathcal{T}, \Pi[j', \infty)) \models \psi_1 \),
- \( (\mathcal{T}, \Pi) \models \exists \pi. \varphi \) if there exists a path \( \rho \) of \( \mathcal{T} \), starting in \( \text{rcnt}(\Pi) \), such that \( (\mathcal{T}, \Pi[\pi \to \rho]) \models \varphi \), and
- \( (\mathcal{T}, \Pi) \models \forall \pi. \varphi \) if for all paths \( \rho \) of \( \mathcal{T} \) starting in \( \text{rcnt}(\Pi) : (\mathcal{T}, \Pi[\pi \to \rho]) \models \varphi \).

Here, \( \text{rcnt}(\Pi) \) is the initial vertex of \( \Pi(\pi) \), where \( \pi \) is the path variable most recently added to \( \Pi \), and the initial vertex of \( \mathcal{T} \) if \( \Pi \) is empty.\(^3\) We say that \( \mathcal{T} \) satisfies a sentence \( \varphi \) if \( (\mathcal{T}, \Pi_\emptyset) \models \varphi \). In this case, we write \( \mathcal{T} \models \varphi \) and say that \( \mathcal{T} \) is a model of \( \varphi \).

**Complexity Classes for Undecidable Problems.** A type 0 object is a natural number \( n \in \mathbb{N} \), a type 1 object is a function \( f : \mathbb{N} \to \mathbb{N} \), and a type 2 object is a function \( f : (\mathbb{N} \to \mathbb{N}) \to \mathbb{N} \). As usual, predicate logic with quantification over type 0 objects (first-order quantifiers) is called first-order logic. Second- and third-order logic are defined similarly.

We consider formulas of arithmetic, i.e. predicate logic with signature \( (0, 1, +, \cdot, <) \) evaluated over the natural numbers. With a single free variable of type 0, such formulas define sets of natural numbers (see, e.g. Rogers \(^5\) for more details):

- \( \Sigma_0^1 \) contains the sets of the form \( \{ x \in \mathbb{N} \mid \exists x_0 \ldots \exists x_k. \psi(x, x_0, \ldots, x_k) \} \) where \( \psi \) is a quantifier-free arithmetic formula and the \( x_i \) are variables of type 0.
- \( \Sigma_1^1 \) contains the sets of the form \( \{ x \in \mathbb{N} \mid \exists x_0 \ldots \exists x_k. \psi(x, x_0, \ldots, x_k) \} \) where \( \psi \) is an arithmetic formula with arbitrary (existential and universal) quantification over type 0 objects and the \( x_i \) are variables of type 1.
- \( \Sigma_2^1 \) contains the sets of the form \( \{ x \in \mathbb{N} \mid \exists x_0 \ldots \exists x_k. \psi(x, x_0, \ldots, x_k) \} \) where \( \psi \) is an arithmetic formula with arbitrary (existential and universal) quantification over type 0 and type 1 objects and the \( x_i \) are variables of type 2.

Note that there is a bijection between functions of the form \( f : \mathbb{N} \to \mathbb{N} \) and subsets of \( \mathbb{N} \), which is implementable in arithmetic. Similarly, there is a bijection between functions of the form \( f : (\mathbb{N} \to \mathbb{N}) \to \mathbb{N} \) and subsets of \( 2^\mathbb{N} \), which is again implementable in arithmetic. Thus, whenever convenient, we use quantification over sets of natural numbers and over sets of sets of natural numbers, instead of quantification over type 1 and type 2 objects; in particular when proving lower bounds. We then include \( \in \) in the signature.

\(^3\) For the sake of simplicity, we refrain from formalising this notion properly, which would require to keep track of the order in which variables are added to \( \Pi \)'s domain.
3 HyperLTL satisfiability is \( \Sigma^1_1 \)-complete

In this section we settle the complexity of the satisfiability problem for HyperLTL: given a HyperLTL sentence, determine whether it has a model.

\[ \text{Theorem 1.} \] 
HyperLTL satisfiability is \( \Sigma^1_1 \)-complete.

We should contrast this result with \cite{21} Theorem 1], which shows that HyperLTL satisfiability by finite sets of ultimately periodic traces is \( \Sigma^0_1 \)-complete. The \( \Sigma^1_1 \)-completeness of HyperLTL satisfiability in the general case implies that, in particular, the set of satisfiable HyperLTL sentences is neither recursively enumerable nor co-recursively enumerable. A semi-decision procedure, like the one introduced in \cite{21} for finite sets of ultimately periodic traces, therefore cannot exist in general.

\textbf{Proof sketch.} The \( \Sigma^1_1 \) upper bound relies on the fact that every satisfiable HyperLTL formula has a countable model \cite{27}. This allows us to represent these models, and Skolem functions on them, by sets of natural numbers, which are type 1 objects. In this encoding, trace assignments are type 0 objects, as traces in a countable set can be identified by natural numbers. With some more existential type 1 quantification one can then express the existence of a function witnessing that every trace assignment consistent with the Skolem functions satisfies the quantifier-free part of the formula under consideration. Hence, HyperLTL satisfiability is in \( \Sigma^1_1 \).

We show hardness of HyperLTL satisfiability by a reduction from the recurring tiling problem which is given as follows. A tile is a function \( \tau : \{ \text{east}, \text{west}, \text{north}, \text{south} \} \rightarrow C \) that maps directions into a finite set \( C \) of colours. Given a finite set \( T \) of tiles, a tiling of the positive quadrant with \( T \) is a function \( T : \mathbb{N} \times \mathbb{N} \rightarrow T \) with the property that:

- if \( T(i, j) = \tau_1 \) and \( T(i + 1, j) = \tau_2 \), then \( \tau_1(\text{east}) = \tau_2(\text{west}) \) and
- if \( T(i, j) = \tau_1 \) and \( T(i, j + 1) = \tau_2 \) then \( \tau_1(\text{north}) = \tau_2(\text{south}) \).

The recurring tiling problem is to determine, given a finite set \( T \) of tiles and a designated \( \tau_0 \in T \), whether there is a tiling \( T \) of the positive quadrant with \( T \) such that there are infinitely many \( j \in \mathbb{N} \) such that \( T(0, j) = \tau_0 \). This problem is known to be \( \Sigma^1_1 \)-complete \cite{29}, so if we reduce it to HyperLTL satisfiability this will establish the desired hardness result.

The first step in reducing the tiling problem to HyperLTL satisfiability is to create a formula that is satisfied only in models that can be interpreted as an \( \mathbb{N} \times \mathbb{N} \) grid. We do this by using a designated atomic proposition \( x \) that in each trace holds at exactly one time. Furthermore, we require that each trace in a model can be identified by the time at which \( x \) holds. That is, for every \( i \in \mathbb{N} \) there is at least one trace where \( x \) holds at position \( i \), and furthermore we require this trace to be unique. Hence, we can interpret this trace as \( \{i\} \times \mathbb{N} \). This will allow us to interpret the entire model as \( \mathbb{N} \times \mathbb{N} \). Note that this means that a trace is a vertical slice of \( \mathbb{N} \times \mathbb{N} \). We choose to do so, as it simplifies the reduction.

If we treat each tile in \( T \) as an atomic proposition, it is then easy to create a formula that is satisfied exactly if each point of such a grid-like model contains exactly one tile, the tile colours match and the tile \( \tau_0 \) occurs infinitely often in \( \{0\} \times \mathbb{N} \). The (prenex normal form of the) conjunction of the formula establishing the grid and the formula enforcing a recurring tiling then holds if and only if there is a recurring tiling of the positive quadrant with \( T \).

See Appendix A for a more detailed proof.

The problem of whether there is a tiling of \( \{(i, j) \in \mathbb{N}^2 \mid i \geq j\} \), i.e. the part of \( \mathbb{N} \times \mathbb{N} \) below the diagonal, such that a designated tile \( \tau_0 \) occurs on every row, is also \( \Sigma^1_1 \)-
complete [29]. This problem can similarly be reduced to the satisfiability of HyperLTL sentences on sets of ultimately periodic traces, see Appendix A for details. It follows that HyperLTL satisfiability on ultimately periodic traces is also $\Sigma_1^1$-hard. A slightly modified version of the $\Sigma_1^1$-membership proof also applies, so the problem is $\Sigma_1^1$-complete.

Theorem 2. HyperLTL satisfiability restricted to sets of ultimately periodic traces is $\Sigma_1^1$-complete.

4 The HyperLTL Quantifier Alternation Hierarchy

The number of quantifier alternations in a formula is a crucial parameter in the complexity of HyperLTL model-checking [26, 34]. A natural question is then to understand which properties can be expressed with $n$ quantifier alternations, that is, given a sentence $\varphi$, determine if there exists an equivalent one with at most $n$ alternations. In this section, we show that this problem is in fact exactly as hard as the HyperLTL unsatisfiability problem (which asks whether a HyperLTL sentence has no model), and therefore $\Pi_1^1$-complete. Here, $\Pi_1^1$ is the co-class of $\Sigma_1^1$, i.e. it contains the complements of the $\Sigma_1^1$ sets.

Formally, the HyperLTL quantifier alternation hierarchy is defined as follows. Let $\varphi$ be a HyperLTL formula. We say that $\varphi$ is a $\Sigma_0^1$- or a $\Pi_0^1$-formula if it is quantifier-free. It is a $\Sigma_n$-formula if it is of the form $\varphi = \exists \pi_1 \cdots \exists \pi_k \cdot \psi$ and $\psi$ is a $\Pi_{n-1}$-formula. It is a $\Pi_n$-formula if it is of the form $\varphi = \forall \pi_1 \cdots \forall \pi_k \cdot \psi$ and $\psi$ is a $\Sigma_{n-1}$-formula. We do not require each block of quantifiers to be non-empty, i.e. we may have $k = 0$ and $\varphi = \psi$. By a slight abuse of notation, we also let $\Sigma_n$ denote the set of hyperproperties definable by a $\Sigma_n$-sentence, that is, the set of all $L(\varphi) = \{ T \subseteq (2^{AP})^{\omega} | T \models \varphi \}$ such that $\varphi$ is a $\Sigma_n$-sentence of HyperLTL.

Theorem 3 ([34, Corollary 5.6.5]). The quantifier alternation hierarchy of HyperLTL is strict: for all $n > 0$, $\Sigma_n \subsetneq \Sigma_{n+1}$.

The strictness of the hierarchy also holds if we restrict our attention to sentences whose models consist of finite sets of traces that end in the suffix $\emptyset^{\omega}$, i.e. that are essentially finite.

Theorem 4. For all $n > 0$, there exists a $\Sigma_{n+1}$-sentence $\varphi$ of HyperLTL that is not equivalent to any $\Sigma_n$-sentence, and such that for all $T \subseteq (2^{AP})^{\omega}$, if $T \models \varphi$ then $T$ contains finitely many traces and $T \subseteq (2^{AP})^{\emptyset^{\omega}}$.

This fact is a necessary ingredient for our argument that membership at some fixed level of the alternation hierarchy is $\Pi_1^1$-hard. It could be derived from a small adaptation of the proof in [34], and we provide an alternative proof in Appendix B by exhibiting a connection between the HyperLTL quantifier alternation hierarchy and the quantifier alternation hierarchy for first-order logic over finite words, which is known to be strict [15, 37].

Our goal is to prove the following.

Theorem 5. Fix $n > 0$. The problem of deciding whether a HyperLTL sentence is equivalent to some $\Sigma_n$-sentence is $\Pi_1^1$-complete.

The easier part is the upper bound, since a corollary of Theorem 1 is that the problem of deciding whether two HyperLTL formulas are equivalent is $\Pi_1^1$-complete. The lower bound is proven by reduction from the HyperLTL unsatisfiability problem. The proof relies on

---

2 The proof in [29] is for the part above the diagonal with $\tau_0$ occurring on every column, but that is easily seen to be equivalent.
HyperLTL Satisfiability is $\Sigma_1^1$-complete, HyperCTL* Satisfiability is $\Sigma_1^2$-complete

Theorem 5 ▶️

To make this more precise, let us introduce some notations. We assume a distinguished symbol $\exists \notin$ AP. We say that a set of traces $T \subseteq (2^{AP \cup \{\$\}})^\omega$ is bounded if there exists $\exists \in \mathbb{N}$ such that $T \subseteq (2^{\exists AP})^\omega \cdot \{\exists \}^\omega$. We say that $T$ is split if there exist $\exists \in \mathbb{N}$ and $T_1, T_2$ such that $T = T_1 \cup T_2$, $T_1 \subseteq (2^{\exists AP})^\omega \cdot \{\exists \}^\omega$, and $T_2 \subseteq \{\exists \}^\omega \cdot (2^{\exists AP})^\omega$. Note that $\exists$ is unique here. Hence, we define the left and right part of $T$ as $T_\ell = T_1$ and $T_r = \{ t \in (2^{\exists AP})^\omega \mid \{\exists \}^\omega \cdot t \in T_2 \}$, respectively (see Figure 1).

It is easy to combine HyperLTL specifications for the left and right part of a split model into one global formula (cf. Appendix C).

▶️ Lemma 6. For all HyperLTL sentences $\varphi_\ell, \varphi_r$, one can construct a sentence $\psi$ such that for all split $T \subseteq (2^{AP \cup \{\$\}})^\omega$, it holds that $T_\ell \models \varphi_\ell$ and $T_r \models \varphi_r$ if and only if $T \models \psi$.

Conversely, any HyperLTL formula that only has split models can be decomposed into a Boolean combination of formulas that only talk about the left or right part of the model. This is formalised in the lemma below, proven in Appendix C.

▶️ Lemma 7. For all HyperLTL $\Sigma_n$-sentences $\varphi$ there exists a finite family $(\varphi_\ell, \varphi_r)_i$ of $\Sigma_n$-sentences such that for all split $T \subseteq (2^{AP \cup \{\$\}})^\omega$ : $T \models \varphi$ if and only if there is an $i$ with $T_\ell \models \varphi_\ell^i$ and $T_r \models \varphi_r^i$.

We are now ready to prove Theorem 5.

Proof of Theorem 5 ▶️ The upper bound is an easy consequence of Theorem 1. Given a HyperLTL sentence $\varphi$, we can enumerate all $\Sigma_n$-sentences $\psi$, and deciding if $\psi$ is equivalent to $\varphi$ is in $\Pi_1^1$: $\varphi$ and $\psi$ are equivalent if and only if $(\neg \varphi \land \psi) \lor (\varphi \land \neg \psi)$ is not satisfiable.

We prove the lower bound by reduction from the unsatisfiability problem for HyperLTL. So given an HyperLTL sentence $\varphi$, we want to construct $\psi$ such that $\varphi$ is unsatisfiable if and only if $\psi$ is equivalent to some $\Sigma_n$-sentence.

Fix a sentence $\Sigma_{n+1}$-sentence $\varphi_{n+1}$ that is in not equivalent to any $\Sigma_n$-sentence, and such that every model of $\varphi_{n+1}$ is bounded. The existence of such a formula is a consequence of Theorem 1. By Lemma 9, there exists a computable $\psi$ such that for all split models $T$, we have $T \models \psi$ if and only if $T_\ell \models \varphi_{n+1}$ and $T_r \models \varphi$.

First, it is clear that if $\varphi$ is unsatisfiable, then $\psi$ is unsatisfiable as well, and thus equivalent to $\exists \pi. a_\pi \land \neg \psi_\pi$, which is a $\Sigma_n$-sentence since $n \geq 1$.

Conversely, suppose towards a contradiction that $\varphi$ is satisfiable and that $\psi$ is equivalent to some $\Sigma_n$-sentence. Let $(\psi_1^i, \psi_r^i)_i$ be the finite family of $\Sigma_n$-sentences given by Lemma 7 for
ψ. Fix a model $T_ϕ$ of $ϕ$. For a bounded $T$, we let $T$ denote the unique split set of traces such that $T| = T$ and $T_ϕ = T$. For all $T$, we then have $T| = ϕ n+1$ if and only if $T$ is bounded and $T| = ψ$. Note that the set of bounded models can easily be defined by a HyperLTL sentence $φ bd$ (see Lemma 20 in Appendix 4). We then have $T | = φ n+1$ if and only if $T | = φ bd$ and there exists $i$ such that $T | = ψ^i$ and $T_ϕ | = ψ^i$. So $φ n+1$ is equivalent to

$$φ bd ∨ \bigvee_{i} \psi^i,$$

which, since $Σ_n$-sentences are closed (up to logical equivalence) under conjunction and disjunction, is equivalent to a $Σ_n$-sentence. This contradicts the definition of $φ n+1$.

5 HyperCTL* satisfiability is $Σ^2_1$-complete

Here, we consider the HyperCTL* satisfiability problem: given a HyperLTL sentence, determine whether it has a model $T$ (of arbitrary size). We prove that it is much harder than HyperLTL satisfiability. As a key step of the proof, we also prove that every satisfiable sentence admits a model of cardinality at most $c$ (the cardinality of the continuum), and conversely, we exhibit a satisfiable sentence whose models are all of cardinality at least $c$.

- **Theorem 8.** HyperCTL* satisfiability is $Σ^2_1$-complete.

On the other hand, HyperCTL* satisfiability restricted to finite transition systems is $Σ^0_1$-complete. The upper bound follows from HyperCTL* model checking being decidable [12] while the matching lower bound is inherited from HyperLTL [20].

**Upper bound.** We begin by proving membership in $Σ^2_1$. The first step is to obtain a bound on the size of minimal models of satisfiable HyperCTL* sentences. For this, we use a Skolemisation procedure. This procedure is a transfinite generalisation of the proof that all satisfiable HyperLTL sentences have a countable model [24].

In the following, we use $ω$ and $ω_1$ to denote the first infinite and the first uncountable ordinal, respectively, and write $N_0$ and $N_1$ for their cardinality.

- **Proposition 9.** Each satisfiable HyperCTL* sentence $ϕ$ has a model of size at most $c$.

  **Proof sketch.** Suppose $ϕ$ has a model $T$ of arbitrary size, and fix Skolem functions witnessing this satisfaction. We then create a transfinite sequence of transition systems $T_α$. We start by taking $T_0$ to be any single path from $T$ starting in the initial vertex, and obtain $T_{α+1}$ by adding to $T_α$ all vertices and edges of the paths that are the outputs of the Skolem functions when restricted to inputs from $T_α$. If $α$ is a limit ordinal we take $T_α$ to be the union of all previous transition systems.

  This sequence does not necessarily stabilise at $ω$, since $T_ω$ may contain a path $ρ$ such that $ρ(i)$ was introduced in $T_γ$. This would result in $T_ω$ containing a path that was not present in any earlier model $T_i$ with $i < ω$, and therefore we could have $T_{α+1} ≠ T_ω$.

  The sequence does stabilise at $ω_1$, however. This is because every path $ρ$ contains only countably many vertices, so if every element $ρ(i)$ of $ρ$ is introduced at some countable $α_i$, then there is a countable $α$ such that all of $ρ$ is included in $T_α$. It follows that $T_{ω_1}$ does not contain any “new” paths that were not already in some $T_α$ with $α < ω_1$, and therefore the Skolem function $f$ does not generate any “new” outputs either.

  In each step of the construction at most $c$ new vertices are added, so $T_{ω_1}$ contains at most $c$ vertices. Furthermore, because $T_{ω_1}$ is closed under the Skolem functions, the satisfaction of $ϕ$ in $T$ implies its satisfaction in $T_{ω_1}$. Details can be found in Appendix 4.
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With the upper bound at hand, we can place HyperCTL* satisfiability in $\Sigma_2^1$, as the existence of a model of size $c$ can be captured by quantification over type 2 objects.

\begin{proposition}
HyperCTL* satisfiability is in $\Sigma_2^1$.
\end{proposition}

\begin{proofsketch}
As in the proof of Theorem 1. Because every HyperCTL* formula is satisfied in a model of size at most $c$, these models can be represented by objects of type 2. Checking whether a formula is satisfied in a transition system is equivalent to the existence of a winning strategy for Verifier in the induced model checking game. Such a strategy is again a type 2 object, which is existentially quantified. Finally, whether it is winning can be expressed by quantification over individual elements and paths, which are objects of types 0 and 1.

Checking the satisfiability of a HyperCTL* formula $\varphi$ therefore amounts to existential third-order quantification (to choose a model and a winning strategy) followed by a second-order formula to verify that $\varphi$ holds on the model. Hence HyperCTL* satisfiability is in $\Sigma_2^1$.
\end{proofsketch}

Details are presented in Appendix D.

\begin{lowerbound}
We first describe a satisfiable HyperCTL* sentence $\varphi_c$ that does not have any model of cardinality less than $c$ (more precisely, the initial vertex must have uncountably many successors), thus matching the upper bound from Proposition 9. We construct $\varphi_c$ with one particular model $T_c$ in mind, defined below, though it also admits other models.

The idea is that we want all possible subsets of $A \subseteq N$ to be represented in $T_c$ in the form of paths $\rho_A$ such that $\rho_A(i)$ is labelled by 1 if $i \in A$, and by 0 otherwise. By ensuring that the first vertices of these paths are pairwise distinct, we obtain the desired lower bound on the cardinality. We express this in HyperCTL* as follows: First, we express that there is a part of the model (labelled by fbt) where every reachable vertex has two successors, one labelled with 0 and one labelled with 1, i.e. the unravelling of this part contains the full binary tree. Thus, this part has a path $\rho_A$ as above for every subset $A$, but their initial vertices are not necessarily distinct. Hence, we also express that there is another part (labelled by set) that contains a copy of each path in the fbt-part, and that these paths indeed start at distinct successors of the initial vertex.

We let $T_c = (V_c, E_c, t_c, \lambda_c)$ (see Figure 2), where

\begin{align*}
V_c &= \{t_u \mid u \in \{0, 1\}^*\} \cup \{s^i_A \mid i \in N \land A \subseteq N\} \\
\lambda_c(t_c) &= \{\text{fbt}\} \\
\lambda_c(t_{u0}) &= \{\text{fbt}, 0\} \\
\lambda_c(t_{u1}) &= \{\text{fbt}, 1\} \\
\lambda_c(s^i_A) &= \begin{cases} 
\{\text{set}, 0\} & \text{if } i \notin A \\
\{\text{set}, 1\} & \text{if } i \in A
\end{cases} \\
E_c &= \{(t_u, t_{u0}), (t_u, t_{u1}) \mid u \in \{0, 1\}^*\} \cup \{(t_c, s^0_A) \mid A \subseteq N\} \cup \{(s^i_A, s^{i+1}_A) \mid A \subseteq N, i \in N\}.
\end{align*}

\end{lowerbound}
Lemma 11. There is a satisfiable HyperCTL* sentence \( \varphi_c \) that has only models of cardinality at least \( c \).

Proof sketch. The formula \( \varphi_c \) states that
1. the label of the initial vertex is \( \{ \text{fbt} \} \) and the labels of non-initial vertices are \( \{ \text{fbt}, 0 \}, \{ \text{fbt}, 1 \}, \{ \text{set}, 0 \} \) or \( \{ \text{set}, 1 \} \);  
2. all \( \text{fbt} \)-labelled vertices have a successor with label \( \{ \text{fbt}, 0 \} \) and one with label \( \{ \text{fbt}, 1 \} \), and no \( \text{set} \)-labelled successor; 
3. for every path of \( \text{fbt} \)-labelled vertices starting at a successor of the initial vertex, there is a path of \( \text{set} \)-labelled vertices (also starting at a successor of the initial vertex) with the same \( \{ 0, 1 \} \) labelling; 
4. any two paths starting in the same \( \text{set} \)-labelled vertex have the same sequence of labels. 

In every model of \( \varphi_c \), for every set \( A \) there is a \( \text{set} \)-labelled path \( \rho_A \) encoding \( A \) as above, starting at a successor of the initial vertex, and such that \( A \neq A' \) implies \( \rho_A(0) \neq \rho_{A'}(0) \). Details can be found in Appendix D.

Lemma 12. There is a HyperLTL sentence \( \varphi_{+} \) which has \( T_{+} \) as unique model.

To establish \( \Sigma_2 \)-hardness, we give an encoding of formulas of existential third-order arithmetic into HyperCTL*. As explained in Section 2, we can (and do for the remainder of the section) assume that first-order (type 0) variables range over natural numbers, second-order (type 1) variables range over sets of natural numbers, and third-order (type 2) variables range over sets of sets of natural numbers.

Lemma 13. Suppose \( \varphi = \exists x_1 \ldots \exists x_n. \psi \), where \( x_1, \ldots, x_n \) are third-order variables, and \( \psi \) is formula of second-order arithmetic. One can construct a HyperCTL* formula \( \varphi' \) such that \( (\mathbb{N}, 0, 1, +, \cdot, <, \in) \) is a model of \( \varphi \) if and only if \( \varphi' \) is satisfiable.

Proof. The idea of the proof is as follows. We represent sets of natural numbers as infinite paths with labels in \( \{0, 1\} \), so that quantification over sets of natural numbers in \( \psi \) can be replaced by HyperCTL* path quantification. First-order quantification is handled in the same way, but using paths where exactly one vertex is labelled 1. In particular we encode first- and second-order variables \( x \) of \( \varphi \) as path variables \( \pi_x \) of \( \varphi' \). For this to work, we need to make sure that every possible set has a path representative in the transition system (possibly several isomorphic ones). This is where formula \( \varphi_c \) defined in Lemma 11 is used. For arithmetical operations, we rely on the formula \( \varphi_{+} \) from Lemma 12. Finally, we associate with every existentially quantified third-order variable \( x_i \) an atomic proposition \( a_i \), being true on \( \pi_y \). This is all explained in more details below.

Let \( AP = \{ a_1, \ldots, a_n, 0, 1, \text{set, fbt, arg1, arg2, res, mult, add} \} \). From the formulas \( \varphi_c \) and \( \varphi_{+} \), defined in Lemmas 11 and 12, it is not difficult to construct a formula \( \varphi_0 \) such that:

- Every transition system constructed by extending \( T_c \) with all the traces in \( T_{+} \), added as disjoint paths below the initial vertex, and any \( \{ a_1, \ldots, a_n \} \) labelling, is a model of \( \varphi_0 \).
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In any $T = (V, E, v_I, \lambda)$ such that $T \models \varphi$, the following conditions are satisfied:

1. For every $A \subseteq \mathbb{N}$, there exists a set-labelled path $\rho_A$ starting at a successor of $v_I$ such that $1 \in \lambda(\rho_A(i))$ if and only if $i \in A$, and $0 \in \lambda(\rho_A(i))$ if and only if $i \notin A$.

Moreover, all such paths have the same $\{a_1, \ldots, a_n\}$ labelling; this can be expressed by the formula

$$\forall \pi. \forall \pi' : (XG(set_\pi \land set_{\pi'}) \land (1_\pi \leftrightarrow 1_{\pi'})) \to \bigwedge_{a \in \{a_1, \ldots, a_n\}} G(a_\pi \leftrightarrow a_{\pi'}).$$

2. Every path starting at an add- or mult-labelled successor of the initial vertex has a label in $T_\pi$, and vice-versa.

We then let $\varphi' = \varphi_0 \land \hat{\psi}$, where $\hat{\psi}$ is defined inductively from $\psi$ as follows:

- If $x$ ranges over sets of natural numbers, $\exists x. \varphi'$ is replaced with $\exists x_\pi. ((X set_{\pi_x}) \land \hat{\psi})$, and
- If $x$ ranges over natural numbers, with $\exists x_\pi. ((X set_{\pi_x}) \land X(0_{\pi_x} \cup (1_{\pi_x} \land XG 0_{\pi_x})) \land \hat{\psi}).$

- Predicates $y \in x_i$, where $y$ ranges over sets of natural numbers are replaced with $X(a_{i_1})_{\pi_y}$.

- Predicates $x < y$ where $x$ ranges over natural numbers and $y$ over sets of natural numbers are replaced with $F(1_{\pi_x} \land 1_{\pi_y})$.

- Predicates $x + y = z$ are replaced with $\exists \pi. (X add_x) \land F(arg1_{\pi} \land 1_{\pi_x}) \land F(arg2_{\pi_x} \land 1_{\pi_y}) \land F(\text{res}_{\pi} \land 1_{\pi_z})$, and similarly for $x \cdot y = z$.

If $\psi$ is true under some interpretation of $x_1, \ldots, x_n$ as sets of sets of natural numbers, then we can construct a model of $\varphi'$ by choosing the $\{a_1, \ldots, a_n\}$-labelling of a path $\rho_A$ as $\varphi_0 A^1 \ldots A$ in $T_\pi$ as follows: $a_i \in \lambda(\rho_A(0))$ if $A$ is in the interpretation of $x_i$. Conversely, if $T \models \varphi'$ for some transition system $T$, then for all sets $A \subseteq \mathbb{N}$ there is a path $\rho_A$ matching $A$ in $T$, and all such paths have the same $\{a_1, \ldots, a_n\}$-labelling, so we can define an interpretation of $x_1, \ldots, x_n$ by taking a set $A$ in the interpretation of $x_i$ if and only if $a_i \in \lambda(\rho_A(0))$. Under this interpretation $\psi$ holds, and thus $\varphi$ is true.

\textbf{Proposition 14.} \textit{HyperCTL* satisfiability is $\Sigma_1^2$-hard.}

\textbf{Proof.} Let $N$ be a $\Sigma_1^2$ set, i.e. $N = \{x \in \mathbb{N} \mid \exists x_0 \cdots \exists x_k. \psi(x, x_0, \ldots, x_k)\}$ for some second-order arithmetic formula $\psi$ with existentially quantified third-order variables $x_i$. For every $n \in \mathbb{N}$, we can construct by inlining $n$ in $\exists x_0 \cdots \exists x_k. \psi(x, x_0, \ldots, x_k)$ a sentence $\varphi_n$ such that $\varphi_n$ is true if and only if $n \in N$. Combining this with Lemma \textbf{13}, we obtain a computable function that maps any $n \in \mathbb{N}$ to a HyperCTL* formula $\varphi_n'$ such that $n \in N$ if and only if $\varphi_n'$ is satisfiable.

\section{Conclusion}

In this work, we have settled the complexity of the satisfiability problems for HyperLTL and HyperCTL*. In both cases, we significantly increased the lower bounds, i.e. from $\Sigma_0^\pi$ and $\Sigma_1^1$ to $\Sigma_1^1$ and $\Sigma_1^2$, respectively, and presented the first upper bounds, which are tight in both cases. Along the way, we also determined the complexity of restricted variants, e.g. HyperLTL satisfiability restricted to ultimately periodic traces (or, equivalently, to finite traces) is still $\Sigma_1^1$-complete while HyperCTL* satisfiability restricted to finite transition systems is $\Sigma_0^\pi$-complete. As a key step in this proof, we showed a tight bound of $\epsilon$ on the size of minimal models for satisfiable HyperCTL* sentences. Finally, we also show that deciding membership in any level of the HyperLTL quantifier alternation hierarchy is $\Pi_1^1$-complete.
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A Proofs Omitted from Section 3

A.1 Proof of Theorem 1

The proof of $\Sigma^1_1$-completeness of the HyperLTL satisfiability problem is split into two parts.

Lemma 15. HyperLTL satisfiability is in $\Sigma^1_1$.

Proof. Let $\varphi$ be a HyperLTL formula, let $\Phi$ denote the set of quantifier-free subformulas of $\varphi$, and let $\Pi$ be a trace assignment whose domain contains the variables of $\varphi$. The expansion of $\varphi$ on $\Pi$ is the function $e_{\varphi,\Pi} : \Phi \times \mathbb{N} \to \{0, 1\}$ with

$$e_{\varphi,\Pi}(\psi, j) = \begin{cases} 1 & \text{if } \Pi[j, \infty] \models \psi, \text{ and} \\ 0 & \text{otherwise.}\end{cases}$$

The expansion is completely characterised by the following consistency conditions:

- $e_{\varphi,\Pi}(\sigma_\pi, j) = 1$ if and only if $a \in \Pi(\pi)(j)$.
- $e_{\varphi,\Pi}(\lnot \psi, j) = 1$ if and only if $e_{\varphi,\Pi}(\psi, j) = 0$.
- $e_{\varphi,\Pi}(\psi_1 \lor \psi_2, j) = 1$ if and only if $e_{\varphi,\Pi}(\psi_1, j) = 1$ or $e_{\varphi,\Pi}(\psi_2, j) = 1$.
- $e_{\varphi,\Pi}(X \psi, j) = 1$ if and only if $e_{\varphi,\Pi}(\psi, j + 1) = 1$.
- $e_{\varphi,\Pi}(\psi_1 \lor \psi_2, j) = 1$ if and only if there is a $j' \geq j$ such that $e_{\varphi,\Pi}(\psi_1, j') = 1$ and $e_{\varphi,\Pi}(\psi_2, j'') = 1$ for all $j'' \leq j'' < j'$.

Every satisfiable HyperLTL sentence has a countable model [22]. Hence, to prove that the HyperLTL satisfiability problem is in $\Sigma^1_1$, we express, for a given HyperLTL sentence encoded as a natural number, the existence of the following type 1 objects (relying on the fact that there is a bijection between finite sequences over $\mathbb{N}$ and $\mathbb{N}$ itself):

- A countable set of traces over the propositions of $\varphi$ encoded as a function $T$ from $\mathbb{N} \times \mathbb{N}$ to $\mathbb{N}$, mapping trace names and positions to (encodings of) subsets of the set of propositions appearing in $\varphi$.
- A function $S$ from $\mathbb{N} \times \mathbb{N}^*$ to $\mathbb{N}$ to be interpreted as Skolem functions for the existentially quantified variables of $\varphi$, i.e. we map a variable (identified by a natural number) and a trace assignment of the variables preceding it (encoded as a sequence of natural numbers) to a trace name.
- A function $E$ from $\mathbb{N} \times \mathbb{N} \times \mathbb{N} \times \mathbb{N}$ to $\mathbb{N}$, where, for a fixed $a \in \mathbb{N}$ encoding a trace assignment $\Pi$, the function $x, y \mapsto E(a, x, y)$ is interpreted as the expansion of $\varphi$ on $\Pi$, i.e. $x$ encodes a subformula in $\Phi$ and $y$ is a position.

Then, we express the following properties using only type 0 quantification: For every trace assignment of the variables in $\varphi$, encoded by $a \in \mathbb{N}$, if $a$ is consistent with the Skolem function encoded by $S$, then the function $x, y \mapsto E(a, x, y)$ satisfies the consistency conditions characterizing the expansion, and we have $E(a, x_0, 0) = 1$, where $x_0$ is the encoding of the maximal quantifier-free subformula of $\varphi$. We leave the tedious, but standard, details to the industrious reader.

Lemma 16. HyperLTL satisfiability is $\Sigma^1_1$-hard.

Proof. We reduce the recurring tiling problem to HyperLTL satisfiability. In this reduction, each $x$-coordinate in the positive quadrant will be represented by a trace, and each $y$-coordinate by a point in time. In order to keep track of which trace represents which $x$-coordinate, we use one designated atomic proposition $x$ that holds on exactly one time point in each trace: $x$ holds at time $i$ if and only if the trace represents $x$-coordinate $i$.

For this purpose, let $C$ and $T$ be given, and define the following formulas over $AP = \{x\} \cup T$:
Every trace has exactly one point where $x$ holds:

$$\varphi_1 = \forall \pi. (\neg x_\pi U (x_\pi \land XG \neg x_\pi))$$

For every $i \in \mathbb{N}$, there is a trace with $x$ in the $i$-th position:

$$\varphi_2 = (\exists \pi. x_\pi) \land (\forall \pi_1. \exists \pi_2. F(x_{\pi_1} \land Xx_{\pi_2}))$$

If two traces represent the same $x$-coordinate, then they contain the same tiles:

$$\varphi_3 = \forall \pi_1. \forall \pi_2. (F(x_{\pi_1} \land x_{\pi_2}) \rightarrow G(\bigwedge_{\tau \in T} (x_{\pi_1} \leftrightarrow x_{\pi_2})))$$

Every time point in every trace contains exactly one tile:

$$\varphi_4 = \forall \pi. G \bigvee_{\tau \in T} (x_\pi \land \bigwedge_{\tau' \in T \setminus \{\tau\}} \neg (x_{\tau'}))$$

Tiles match vertically:

$$\varphi_5 = \forall \pi. G \bigvee_{\tau \in T} (x_\pi \land \bigvee_{\tau' \in \{\tau \mid \tau(north) = \tau'(south)\}} X(x_{\tau'}))$$

Tiles match horizontally:

$$\varphi_6 = \forall \pi_1. \forall \pi_2. (F(x_{\pi_1} \land Xx_{\pi_2}) \rightarrow G \bigvee_{\tau \in T} (x_{\pi_1} \land \bigvee_{\tau' \in \{\tau \mid \tau(east) = \tau'(west)\}} (x_{\tau'})))$$

Tile $\tau_0$ occurs infinitely often at $x$-position 0:

$$\varphi_7 = \exists \pi. (x_\pi \land GF \tau_0)$$

Finally, take $\varphi_T = \bigwedge_{1 \leq i \leq 7} \varphi_i$. Technically $\varphi_T$ is not a HyperLTL formula, since it is not in prenex normal form, but it can be trivially transformed into one. Collectively, subformulas $\varphi_1$–$\varphi_3$ are satisfied in exactly those sets of traces that can be interpreted as $\mathbb{N} \times \mathbb{N}$. Subformulas $\varphi_4$–$\varphi_6$ then hold if and only if the $\mathbb{N} \times \mathbb{N}$ grid is correctly tiled with $T$. Subformula $\varphi_7$, finally, holds if and only if the tiling uses the tile $\tau_0$ infinitely often at $x$-coordinate 0. Overall, this means $\varphi_T$ is satisfiable if and only if $T$ can recurrently tile the positive quadrant.

The $\Sigma^1_1$-hardness of HyperLTL satisfiability therefore follows from the $\Sigma^1_1$-hardness of the recurring tiling problem [29].

\section*{A.2 Proof of Theorem 2}

Recall that we need to prove that the HyperLTL satisfiability problem restricted to ultimately periodic traces is $\Sigma^1_1$-complete.

\textbf{Proof of Theorem 2}. By a reduction of the existence problem for a tiling $\{(i, j) \in \mathbb{N} \times \mathbb{N} \mid i \geq j\}$ with the property that $\tau_0$ occurs at least once on each row.

That problem can be reduced to HyperLTL satisfiability on ultimately periodic traces. The reduction in question is very similar to the one discussed above, with the necessary changes being: (i) every time point beyond $x$ satisfies the special tile “null”, (ii) horizontal and vertical matching are only checked at or before time point $x$ and (iii) for every $\pi_1$ there is a $\pi_2$ such that $\pi_2$ has designated tile $\tau_0$ at the time where $\pi_1$ satisfies $x$ (so $\tau_0$ holds at least once in every row).

\end{document}
### B Strictness of the Quantifier Alternation Hierarchy

The goal of this section is to prove Theorem 4, i.e., the strictness of the HyperLTL quantifier alternation hierarchy, with a witness formula whose models are finite sets of traces in \((2^{\text{AP}})^* \cdot \emptyset^\omega\). We rely on the fact that the quantifier alternation hierarchy of first-order logic over finite words \(\text{FO}[\leq]\) is strict \cite{15, 37}, and embed it into the HyperLTL hierarchy. The proof is organised as follows. We first define an encoding of finite words as sets of traces. We then show that every first-order formula can be translated into an equivalent (modulo encodings) HyperLTL formula with the same quantifier prefix. Finally, we show how to translate back HyperLTL formulas into \(\text{FO}[\leq]\) formulas with the same quantifier prefix, so that if the HyperLTL alternation quantifier hierarchy collapsed, then so would the hierarchy for \(\text{FO}[\leq]\).

**First-Order Logic over Words.** Let \(\text{AP}\) be a finite set of atomic propositions. A finite word over \(\text{AP}\) is a finite sequence \(w = w(0)w(1) \cdots w(k)\) with \(w(i) \in 2^{\text{AP}}\) for all \(i\). We let \(|w|\) denote the length of \(w\), and \(\text{pos}(w) = \{0, \ldots, |w| - 1\}\) the set of positions of \(w\). The set of all finite words over \(\text{AP}\) is \((2^{\text{AP}})^*\).

Assume a countably infinite set of variables \(\text{Var}\). The set of \(\text{FO}[\leq]\) formulas is given by the grammar

\[
\varphi ::= a(x) \mid x \leq y \mid \neg \varphi \mid \varphi \lor \varphi \mid \exists x. \varphi \mid \forall x. \varphi ,
\]

where \(a \in \text{AP}\) and \(x, y \in \text{Var}\). The set of free variables of \(\varphi\) is denoted \(\text{Free}(\varphi)\). A sentence is a formula without free variables.

The semantics is defined as follows, \(w \in (2^{\text{AP}})^*\) being a finite word and \(\nu : \text{Free}(\varphi) \rightarrow \text{pos}(w)\) an interpretation mapping variables to positions in \(w\):

- \((w, \nu) \models a(x)\) if \(a \in w(\nu(x))\).
- \((w, \nu) \models x \leq y\) if \(\nu(x) \leq \nu(y)\).
- \((w, \nu) \models \neg \varphi\) if \(w, \nu \not\models \varphi\).
- \((w, \nu) \models \varphi \lor \psi\) if \(w, \nu \models \varphi\) or \((w, \nu) \models \psi\).
- \((w, \nu) \models \exists x. \varphi\) if there exists a position \(n \in \text{pos}(w)\) such that \((w, \nu[x \mapsto n]) \models \varphi\).
- \((w, \nu) \models \forall x. \varphi\) if for all positions \(n \in \text{pos}(w)\): \((w, \nu[x \mapsto n]) \models \varphi\).

If \(\varphi\) is a sentence, we write \(w \models \varphi\) instead of \((w, \nu) \models \varphi\).

As for HyperLTL, a \(\text{FO}[\leq]\) formula in prenex normal form is a \(\Sigma_n\)-formula if its quantifier prefix consists of \(n\) alternating blocks of quantifiers (some of which may be empty), starting with a block of existential quantifiers. We let \(\Sigma_n(\text{FO}[\leq])\) denote the class of languages of finite words definable by \(\Sigma_n\)-sentences.

**Theorem 17** \cite{37, 15}. The quantifier alternation hierarchy of \(\text{FO}[\leq]\) is strict: for all \(n \geq 0\), \(\Sigma_n(\text{FO}[\leq]) \subsetneq \Sigma_{n+1}(\text{FO}[\leq])\).

**Encodings of Words.** The idea is to encode a word \(w \in (2^{\text{AP}})^*\) as a set of traces \(T\) where each trace in \(T\) corresponds to a position in \(w\); letters in the word are reflected in the label of the first position of the corresponding trace in \(T\), while the total order \(<\) is encoded using a fresh proposition \(o \notin \text{AP}\). More precisely, each trace has a unique position labelled \(o\), distinct from one trace to another, and traces are ordered according to the order of appearance of the proposition \(o\). Note that there are several possible encodings for a same word, and we may fix a canonical one when needed. This is defined more formally below.
A stretch function is a monotone function $f: \mathbb{N} \to \mathbb{N} \setminus \{0\}$, i.e. it satisfies $0 < f(0) < f(1) < \cdots$. For all words $w \in (2^{AP})^*$ and stretch functions $f$, we define the set of traces $\text{enc}(w,f) = \{t_n \mid n \in \text{pos}(w)\} \subseteq (2^{AP \cup \{o\}})^*\psi$ as follows: for all $i \in \mathbb{N}$,
- for all $a \in AP$, $a \in t_n(i)$ if and only if $i = 0$ and $a \in w(n)$
- $o \in t_n(i)$ if and only if $i = f(n)$.

It will be convenient to consider encodings with arbitrarily large spacing between $o$’s positions. To this end, for every $N \in \mathbb{N}$, we define a particular encoding

$$\text{enc}_N(w) = \text{enc}(w, n \mapsto N(n + 1)).$$

So in $\text{enc}_N(w)$, two positions with non-empty labels are at distance at least $N$ from one another.

Given $T = \text{enc}(w,f)$ and a trace assignment $\Pi: \mathcal{V} \to T$, we let $T^{(N)} = \text{enc}_N(w)$, and $\Pi^{(N)}: \mathcal{V} \to T^{(N)}$ the trace assignment defined by shifting the $o$ position in each $\Pi(\pi)$ accordingly, i.e.,
- $o \in \Pi^{(N)}(\pi)(N(n + 1))$ if and only if $o \in \Pi(\pi)(f(n))$ and
- for all $a \in AP$: $a \in \Pi^{(N)}(\pi)(0)$ if and only if $a \in \Pi(\pi)(0)$.

**From FO to HyperLTL.** We associate with every $\text{FO}[\leq]$ formula $\varphi$ in prenex normal form a HyperLTL formula $\text{enc}(\varphi)$ over $AP \cup \{o\}$ by replacing in $\varphi$:
- $a(x)$ with $a_x$, and
- $x \leq y$ with $F(a_x \land F a_y)$.

In particular, $\text{enc}(\varphi)$ has the same quantifier prefix as $\varphi$, which means that we treat variables of $\varphi$ as trace variables of $\text{enc}(\varphi)$.

**Lemma 18.** For every $\text{FO}[\leq]$ sentence $\varphi$ in prenex normal form, $\varphi$ is equivalent to $\text{enc}(\varphi)$ in the following sense: for all $w \in (2^{AP})^*$ and all stretch functions $f$,

$$w \models \varphi \text{ if and only if } \text{enc}(w,f) \models \text{enc}(\varphi).$$

In particular, note that the evaluation of $\text{enc}(\varphi)$ on $\text{enc}(w,f)$ does not depend on $f$. We call such a formula stretch-invariant: a HyperLTL sentence $\varphi$ is stretch-invariant if for all finite words $w$ and all stretch functions $f$ and $g$,

$$\text{enc}(w,f) \models \varphi \text{ if and only if } \text{enc}(w,g) \models \varphi.$$

**Lemma 19.** For all $\varphi \in \text{FO}[\leq]$, $\text{enc}(\varphi)$ is stretch-invariant.

**Going Back From HyperLTL to FO.** Let $\text{enc}(\text{FO}[\leq])$ denote the fragment of HyperLTL consisting of all formulas $\text{enc}(\varphi)$, where $\varphi$ is a $\text{FO}[\leq]$ formula in prenex normal form. Equivalently, $\psi \in \text{enc}(\text{FO}[\leq])$ if it is a HyperLTL formula of the form $\psi = Q_1 x_1 \cdots Q_k x_k \psi_0$, where $\psi_0$ is a Boolean combination of formulas of the form $a_x$ or $F(a_x \land F a_y)$.

Let us prove that every HyperLTL sentence is equivalent, over sets of traces of the form $\text{enc}(w,f)$, to a sentence in $\text{enc}(\text{FO}[\leq])$ with the same quantifier prefix. This means that if a HyperLTL sentence $\text{enc}(\varphi)$ is equivalent to a HyperLTL sentence with a smaller number of quantifier alternations, then it is also equivalent over all word encodings to one of the form $\text{enc}(\psi)$, which in turns implies that the $\text{FO}[\leq]$ sentences $\varphi$ and $\psi$ are equivalent.

The temporal depth of a quantifier-free formula in HyperLTL is defined inductively as
- $\text{depth}(a_x) = 0$,
- $\text{depth}(\neg \varphi) = \text{depth}(\varphi)$,
hyper-LTL satisfiability is $\Sigma_1^1$-complete, HyperCTL* satisfiability is $\Sigma_2^1$-complete

- $\text{depth}(\varphi \lor \psi) = \max(\text{depth}(\varphi), \text{depth}(\psi))$
- $\text{depth}(X \varphi) = 1 + \text{depth}(\varphi)$, and
- $\text{depth}(\varphi U \psi) = 1 + \max(\text{depth}(\varphi), \text{depth}(\psi))$.

For a general HyperLTL formula $\varphi = Q_1 \pi_1 \ldots Q_k \pi_k$, $\psi$, we let $\text{depth}(\varphi) = \text{depth}(\psi)$.

Lemma 20. Let $\psi$ be a quantifier-free formula of HyperLTL. Let $N = \text{depth}(\psi) + 1$. There exists a quantifier-free formula $\tilde{\psi} \in \text{enc}(\text{FO}[\le])$ such that for all $T = \text{enc}(w, f)$ and trace assignments $\Pi$,

$$(T^{(N)}, \Pi^{(N)}) \models \psi \text{ if and only if } (T, \Pi) \models \tilde{\psi}.$$  

Proof. Assume that $\text{Free}(\psi) = \{\pi_1, \ldots, \pi_k\}$ is the set of free variables of $\psi$. Note that the value of $(T^{(N)}, \Pi^{(N)}) \models \psi$ depends only on the traces $\Pi^{(N)}(\pi_1), \ldots, \Pi^{(N)}(\pi_k)$. We see the tuple $(\Pi^{(N)}(\pi_1), \ldots, \Pi^{(N)}(\pi_k))$ as a single trace $w_{T, \Pi, N}$ over the set of propositions $\text{AP'} = \{a_\pi | a \in \text{AP} \cup \{a\} \land \pi \in \text{Free}(\psi)\}$, and $\psi$ as an LTL formula over $\text{AP'}$.

We are going to show that the evaluation of $\psi$ over words $w_{T, \Pi, N}$ is entirely determined by the ordering of $a_{\pi_1}, \ldots, a_{\pi_k}$ in $w_{T, \Pi, N}$ and the label of $w_{T, \Pi, N}(0)$, which we can both describe using a formula in $\text{enc}(\text{FO}[\le])$. The intuition is that non-empty labels in $w_{T, \Pi, N}$ are at distance at least $N$ from one another, and a temporal formula of depth less than $N$ cannot distinguish between $w_{T, \Pi, N}$ and other words with the same sequence of non-empty labels and sufficient spacing between them. More generally, the following can be easily proved via Ehrenfeucht-Fraïssé games:

Claim 21. Let $m, n \geq 0$, $(a_i)_{i \in \mathbb{N}}$ be a sequence of letters in $2^\text{AP'}$, and

$$w_1, w_2 \in \emptyset^m a_0 \emptyset^n a_1 \emptyset^n a_2 \emptyset^n \ldots$$

Then for all LTL formulas $\varphi$ such that $\text{depth}(\varphi) \leq n$, $w_1 \models \varphi$ if and only if $w_2 \models \varphi$.

Here we are interested in words of a particular shape. Let $L_N$ be the set of infinite words $w \in (2^\text{AP'})^\omega$ such that:

- For all $\pi \in \{\pi_1, \ldots, \pi_k\}$, there is a unique $i \in \mathbb{N}$ such that $a_\pi \in w(i)$. Moreover, $i \geq N$.
- If $a_\pi \in w(i)$ and $a_{\pi'} \in w(i')$, then $|i - i'| \geq N$ or $i = i'$.
- If $a_\pi \in w(i)$ for some $a \in \text{AP}$ and $\pi \in \{\pi_1, \ldots, \pi_k\}$, then $i = 0$.

Notice that $w_{T, \Pi, N} \in L_N$ for all $T$ and all $\Pi$.

For $w_1, w_2 \in L_N$, we write $w_1 \sim w_2$ when $w_1$ and $w_2$ differ only in the spacing between non-empty positions, that is, if there are $\ell \leq k$ and $a_0, \ldots, a_\ell \in 2^\text{AP'}$ such that $w_1, w_2 \in a_0 \emptyset^* a_1 \emptyset^* \ldots a_\ell \emptyset^*$. Notice that $\sim$ is of finite index. Moreover, we can distinguish between its equivalence classes using formulas defined as follows. For all $\mathcal{A} \subseteq \{a_\pi | a \in \text{AP} \land \pi \in \{\pi_1, \ldots, \pi_k\}\}$ and all total preorders $\preceq$ over $\{\pi_1, \ldots, \pi_k\}$ we let

$$\varphi_{A, \preceq} = \bigwedge_{a \in \mathcal{A}} a \land \bigwedge_{a \in \mathcal{A} A} \neg a \land \bigwedge_{i \preceq \pi_i} \text{F}(a_{\pi_i} \land \text{F} a_{\pi_j}).$$

Note that every word $w \in L_N$ satisfies exactly one formula $\varphi_{A, \preceq}$, and that all words in an equivalence class satisfy the same one. We denote by $L_{A, \preceq}$ the equivalence class of $L_N / \sim$ consisting of words satisfying $\varphi_{A, \preceq}$. So we have $L_N = \biguplus L_{A, \preceq}$.

\[\vdash\]

3 i.e. $\preceq$ is transitive and for all $\pi, \pi' \in \{\pi_1, \ldots, \pi_k\}$, $\pi \preceq \pi'$ or $\pi' \preceq \pi$ (or both)
Since $\psi$ is of depth less than $N$, by Claim [21] (with $n = N - 1$ and $m = 0$), for all $w_1 \sim w_2$ we have $w_1 \models \psi$ if and only if $w_2 \models \psi$. Now, define $\hat{\psi}$ as the disjunction of all $\varphi_{A, \leq}$ such that $\psi$ is satisfied by elements in the class $L_{A, \leq}$. Then $\hat{\psi} \in \text{enc}(\text{FO}[\leq])$, and

for all $w \in L_N$, $w \models \hat{\psi}$ if and only if $w \models \psi$.

In particular, for every $T$ and every $\Pi$, we have $(T^{(N)}, \Pi^{(N)}) \models \hat{\psi}$ if and only if $(T^{(N)}, \Pi^{(N)}) \models \psi$. Since the preorder between propositions $\sigma_2$ and the label of the initial position are the same in $(T^{(N)}, \Pi^{(N)})$ and $(T, \Pi)$, we also have $(T, \Pi) \models \hat{\psi}$ if and only if $(T^{(N)}, \Pi^{(N)}) \models \hat{\psi}$.

Therefore,

$$(T^{(N)}, \Pi^{(N)}) \models \psi \text{ if and only if } (T, \Pi) \models \hat{\psi}.$$  

For a quantified HyperLTL sentence $\varphi = Q_1 \pi_1 \ldots Q_k \pi_k. \psi$, we let $\hat{\varphi} = Q_1 \pi_1 \ldots Q_k \pi_k. \hat{\psi}$, where $\hat{\psi}$ is the formula obtained through Lemma [20].

\textbf{Lemma 22.} For all HyperLTL formulas $\varphi$, for all $T = \text{enc}(w, f)$ and trace assignments $\Pi$,

$$(T^{(N)}, \Pi^{(N)}) \models \varphi \text{ if and only if } (T, \Pi) \models \hat{\varphi},$$

where $N = \text{depth}(\varphi) + 1$.

\textbf{Proof.} We prove the result by induction. We have

$$(T, \Pi) \models \exists \pi. \hat{\psi} \iff \exists t \in T \text{ such that } (T, \Pi[\pi \mapsto t]) \models \hat{\psi}$$

$$(T, \Pi) \models \exists \pi. \psi \iff \exists t \in T \text{ such that } (T^{(N)}, \Pi[\pi \mapsto t])^{(N)} \models \psi \quad \text{(IH)}$$

and similarly,

$$(T, \Pi) \models \forall \pi. \hat{\psi} \iff \forall t \in T, \text{ we have } (T, \Pi[\pi \mapsto t]) \models \hat{\psi}$$

$$(T, \Pi) \models \forall \pi. \psi \iff \forall t \in T, \text{ we have } (T^{(N)}, \Pi[\pi \mapsto t])^{(N)} \models \psi \quad \text{(IH)}$$

As a corollary, we obtain:

\textbf{Lemma 23.} For all stretch-invariant HyperLTL sentences $\varphi$ and for all $T = \text{enc}(w, f)$,

$$T \models \varphi \text{ if and only if } T \models \hat{\varphi}.$$  

\textbf{Proof.} By definition of $\varphi$ being stretch-invariant, we have $T \models \varphi$ if and only if $T^{(N)} \models \varphi$, which by Lemma [22] is equivalent to $T \models \hat{\varphi}$.  

We are now ready to prove the strictness of the HyperLTL quantifier alternation hierarchy.

\textbf{Proof of Theorem 4.} Suppose towards a contradiction that the hierarchy collapses at level $n > 0$, i.e. every HyperLTL $\Sigma_{n+1}$-sentence is equivalent to some $\Sigma_n$-sentence. Let us show that the FO[$\leq$] quantifier alternation hierarchy also collapses at level $n$, a contradiction with Theorem [17].
HyperLTL Satisfiability is $\Sigma_1^1$-complete, HyperCTL* Satisfiability is $\Sigma_1^2$-complete

Fix a $\Sigma_{n+1}$-sentence $\varphi$ of $\text{FO}[\leq]$. The HyperLTL sentence $\text{enc}(\varphi)$ has the same quantifier prefix as $\varphi$, i.e. is also a $\Sigma_{n+1}$-sentence. Due to the assumed hierarchy collapse, there exists a HyperLTL $\Sigma_n$-sentence $\psi$ that is equivalent to $\text{enc}(\varphi)$, and is stretch-invariant by Lemma 10. Then the HyperLTL sentence $\hat{\psi}$ defined above is also a $\Sigma_n$-sentence. Moreover, since $\hat{\psi} \in \text{enc}(\text{FO}[\leq])$, there exists a $\text{FO}[\leq]$ sentence $\varphi'$ such that $\hat{\psi} = \text{enc}(\varphi')$, which has the same quantifier prefix as $\hat{\psi}$, i.e. $\varphi'$ is a $\Sigma_n$-sentence of $\text{FO}[\leq]$. For all words $w \in (2^{\text{AP}})^*$, we now have

$\begin{align*}
    w \models \varphi & \quad \text{if and only if} \quad \text{enc}(w, f) \models \text{enc}(\varphi) \quad \text{(Lemma 18)} \\
    & \quad \text{if and only if} \quad \text{enc}(w, f) \models \hat{\psi} \quad \text{(assumption)} \\
    & \quad \text{if and only if} \quad \text{enc}(w, f) \models \text{enc}(\varphi') \quad \text{(definition)} \\
    & \quad \text{if and only if} \quad w \models \varphi' \quad \text{(Lemma 18)}
\end{align*}$

for an arbitrary encoding function $f$. Therefore, $\Sigma_{n+1}(\text{FO}[\leq]) = \Sigma_n(\text{FO}[\leq])$, yielding the desired contradiction.

This proves not only that for all $n > 0$, there is a HyperLTL $\Sigma_{n+1}$-sentence that is not equivalent to any $\Sigma_n$-sentence, but also that there is one of the form $\text{enc}(\varphi)$. Now, the proof still goes through if we replace $\text{enc}(\varphi)$ by any formula equivalent to $\text{enc}(\varphi)$ over all $\text{enc}(w, f)$, and in particular if we replace $\text{enc}(\varphi)$ by $\text{enc}(\varphi) \land \psi$, where the sentence

$\psi = \exists \pi. \forall \pi'. (F \ G \theta_\pi) \land G(G \theta_\pi \rightarrow G \theta_{\pi'})\), \quad \text{with } \theta_\pi = \bigwedge_{a \in \text{AP}} \neg a_\pi$,

selects models that contain finitely many traces, all in $(2^{\text{AP}})^* \cdot \emptyset^{\omega}$. Indeed, all $\text{enc}(w, f)$ satisfy $\psi$. Notice that $\psi$ is a $\Sigma_2$-sentence, and since $n + 1 \geq 2$, (the prenex normal form of) $\text{enc}(\varphi) \land \psi$ is still a $\Sigma_{n+1}$-sentence.

C Proofs Omitted from Section 4

C.1 Proof of Lemma 6

We need to prove that for all HyperLTL sentences $\varphi_\ell, \varphi_r$, one can construct a sentence $\psi$ such that for all split $T \subseteq (2^{\text{AP}} \cup \{\emptyset\})^{\omega}$ it holds that $T_\ell \models \varphi_\ell$ and $T_r \models \varphi_r$ if and only if $T \models \psi$.

Proof of Lemma 6 Let $\hat{\varphi_\ell}$ denote the formula obtained from $\varphi_\ell$ by replacing:

- every existential quantification $\exists \pi. \varphi$ with $\exists \pi. ((F \ G \neg \delta_\pi) \land \varphi)$;
- every universal quantification $\forall \pi. \varphi$ with $\forall \pi. ((F \ G \neg \delta_\pi) \rightarrow \varphi)$;
- the quantifier-free part $\varphi_\ell$, with $\delta_\pi \cup \delta_\pi \land \varphi$, where $\pi$ is some free variable in $\varphi$.

Here, the first two replacements restrict quantification to traces in the right part while the last one requires the formula to hold at the first position of the right part. We define $\hat{\varphi_\ell}$ by similarly relativizing quantifications in $\varphi_\ell$. The formula $\hat{\varphi_\ell} \land \varphi_r$ can then be put back into prenex normal form to define $\psi$.

C.2 Proof of Lemma 7

We need to prove that for all HyperLTL $\Sigma_n$-sentences $\varphi$, there exists a finite family of $\Sigma_n$-sentences $(\varphi'_i, \varphi''_i)$, such that for all split $T \subseteq (2^{\text{AP}} \cup \{\emptyset\})^{\omega}$: $T \models \varphi$ if and only if there exists $i$ such that $T_\ell \models \varphi'_i$ and $T_r \models \varphi''_i$. To prove this result by induction, we need to
strengthen the statement to make it dual and allow for formulas with free variables. We let \(\text{Free}(\varphi)\) denote the set of free variables of a formula \(\varphi\). We prove the following result, which implies Lemma 7.

**Lemma 24.** For all HyperLTL \(\Sigma_n\)-formulas (resp. \(\Pi_n\)-formulas) \(\varphi\), there exists a finite family of \(\Sigma_n\)-formulas (resp. \(\Pi_n\)-formulas) \((\varphi_1, \varphi_2)\), such that for all \(i, \text{Free}(\varphi) = \text{Free}(\varphi_i) \cup \text{Free}(\varphi_i')\), and for all split \(T\) and \(\Pi\): \((T, \Pi) \models \varphi\) if and only if there exists \(i\) such that

- For all \(\pi \in \text{Free}(\varphi)\), \(\Pi(\pi) \in T_i\) if and only if \(\pi \in \text{Free}(\varphi_i)\) (and thus \(\Pi(\pi) \in T \setminus T_i\) if and only if \(\pi \in \text{Free}(\varphi_i')\)).
- \((T, \Pi) \models \varphi_i';\)
- \((T_i, \Pi') \models \varphi_i\), where \(\Pi'\) maps every \(\pi \in \text{Free}(\varphi_i)\) to the trace in \(T_i\) corresponding to \(\Pi(\pi)\) in \(T\) (i.e. \(\Pi(\pi) = \{s^b\} \cdot \Pi'(\pi)\) for some \(b\)).

**Proof.** To simplify, we can assume that the partition of the free variables of \(\varphi\) into a left and right part is fixed, i.e. we take \(V_l \subseteq \text{Free}(\varphi)\) and \(V_r = \text{Free}(\varphi) \setminus V_l\), and we restrict our attention to split \(T\) and \(\Pi\) such that \(\Pi(V_l) \subseteq T_l\) and \(\Pi(V_r) \subseteq T_r\). The formulas \((\varphi_1, \varphi_2)\), we are looking for, should be such that \(\text{Free}(\varphi_i) = V_l\) and \(\text{Free}(\varphi_i') = V_r\). If we can define sets of formulas \((\varphi_1, \varphi_2)\) for each choice of \(V_l, V_r\), then the general case is solved by taking the union of all of those. So we focus on a fixed \(V_l, V_r\), and prove the result by induction on the quantifier depth of \(\varphi\).

**Base case.** If \(\varphi\) is quantifier-free, then it can be seen as an LTL formula over the set of propositions \(\{a_\varphi, S_\pi \mid \pi \in \text{Free}(\varphi), a \in \mathbb{AP}\}\), and any split model of \(\varphi\) consistent with \(V_l, V_r\) can be seen as a word in \(\Sigma_l^* : \Sigma_r^*\), where

\[
\Sigma_l = \{\alpha \cup \{S_\pi \mid \pi \in V_r\} \mid \alpha \subseteq \{a_\varphi \mid \pi \in V_r \land a \in \mathbb{AP}\}\} \quad \text{and} \\
\Sigma_r = \{\alpha \cup \{S_\pi \mid \pi \in V_l\} \mid \alpha \subseteq \{a_\varphi \mid \pi \in V_l \land a \in \mathbb{AP}\}\}.
\]

Note in particular that \(\Sigma_l \cap \Sigma_r = \emptyset\). We can thus conclude by applying the following standard result of formal language theory:

**Lemma 25.** Let \(L \subseteq \Sigma_l^* : \Sigma_r^*\), where \(\Sigma_l \cap \Sigma_r = \emptyset\). If \(L = L(\varphi)\) for some LTL formula \(\varphi\), then there exists a finite family \((\varphi_1, \varphi_2)\) of LTL formulas such that \(L = \bigcup_{1 \leq i \leq k} L(\varphi_i) : L(\varphi_i')\) and for all \(i\), \(L(\varphi_i) \subseteq \Sigma_l^*\) and \(L(\varphi_i') \subseteq \Sigma_r^*\).

**Proof.** A language is definable in LTL if and only if it is accepted by some counter-free automaton. Let \(A\) be a counter-free automaton for \(L\). For every state \(q\) in \(A\), let

\[
L_q^1 = \{w \in \Sigma_l^* \mid q_0 \xrightarrow{w} q \text{ for some initial state } q_0\}\}
\]

and

\[
L_q^2 = \{w \in \Sigma_r^* \mid \text{there is an accepting run on } w \text{ starting from } q\}\}
\]

We have \(L = \bigcup L_q^1 : L_q^2\). Moreover, \(L_q^1\) and \(L_q^2\) are still recognisable by counter-free automata, and therefore LTL definable.

**Case** \(\varphi = \exists \pi. \psi\). Let \((\psi_{1,1}^*, \psi_{1,2}^*)\) and \((\psi_{1,1}'^*, \psi_{1,2}'^*)\) be the formulas constructed respectively for \((\psi, V_l \cup \{\pi\}, V_r)\) and \((\psi, V_l, V_r \cup \{\pi\})\). We take the union of all \((\exists \pi. \psi_{1,1}^*, \psi_{1,2}^*)\) and \((\psi_{1,1}'^*, \exists \pi. \psi_{1,2}'^*)\).
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Case $\varphi = \forall \pi. \psi$. Let $(\xi^i_1, \xi^i_2)_{1 \leq i \leq k}$ be the formulas obtained for $\exists \pi. \neg \psi$. We have $(T, \Pi) \models \varphi$ if and only if for all $i$, $(T_r, \Pi') \not\models \xi^i_2$ or $(T', \Pi') \not\models \xi^i_1$; or, equivalently, if there exists $h : \{1, \ldots, k\} \to \{l, r\}$ such that $(T_{h(i)} \Pi) \models \bigwedge_{h(i)=r} \neg \xi^i_2$ and $(T_{h(i)} \Pi) \models \bigwedge_{h(i)=l} \neg \xi^i_1$. Take the family $(\varphi^h_l, \varphi^h_r)$, where $\varphi^h_l = \bigwedge_{h(i)=l} \neg \xi^i_1$ and $\varphi^h_r = \bigwedge_{h(i)=r} \neg \xi^i_2$. Since $\varphi = \forall \pi. \psi$ is a $\Pi_\infty$-formula, the formula $\exists \pi. \neg \psi$ and by induction all $\xi^i_1$ and $\xi^i_2$ are $\Sigma_\infty$-formulas. Then all $\neg \xi^i_1$ are $\Pi_\infty$-formulas, and since $\Pi_\infty$-formulas are closed under conjunction (up to formula equivalence), all $\varphi^h_l$ and $\varphi^h_r$ are $\Pi_\infty$-formulas as well.

C.3 Definition of $\varphi_{bd}$

Lemma 26. There exists a HyperLTL sentence $\varphi_{bd}$ such that for all $T \subseteq (2^{\text{AP}} \cup \{\emptyset\})^\omega$, we have $T \models \varphi_{bd}$ if and only if $T$ is bounded.

Proof. We let

$$\varphi_{bd} = \forall \pi. \forall \pi' . (\neg \$\pi \text{ U } \text{ G } \$\pi) \land \bigwedge_{a \in \text{AP}} \text{ G}(\neg(a \pi \land \$\pi)) \land \text{ F}(\neg \$\pi \land \neg \$\pi' \land \text{ X } \$\pi \land \text{ X } \$\pi').$$

The conjunct $\neg \$\pi \text{ U } \text{ G } \$\pi$ ensures that every trace is in $(2^{\text{AP}})^* \cdot \{\emptyset\}^\omega$, while $\text{ F}(\neg \$\pi \land \neg \$\pi' \land \text{ X } \$\pi \land \text{ X } \$\pi')$ ensures that the $\$'$s in any two traces $\pi$ and $\pi'$ start at the same position.

D Proofs Omitted from Section 5

D.1 Proof of Proposition 9

The proof of Proposition 9 uses a Skolem function to create a model. Before giving this proof, we should therefore first introduce Skolem functions for HyperCTL*.

Let $\varphi$ be a HyperCTL* formula. A quantifier in $\varphi$ occurs with polarity 0 if it occurs inside the scope of an even number of negations, and with polarity 1 if it occurs inside the scope of an odd number of negations. We then say that a quantifier occurs universally if it is an existential quantifier with polarity 0, or a universal quantifier with polarity 1. Otherwise the quantifier occurs universally. A Skolem function will map choices for the universally occurring quantifiers to choices for the existentially occurring quantifiers.

For reasons of ease of notation, it is convenient to consider a single Skolem function for all existentially occurring quantifiers in a HyperCTL* formula $\varphi$, so the output of the function is an $l$-tuple of paths, where $l$ is the number of existentially occurring quantifiers in $\varphi$. The input consists of a $k$-tuple of paths, where $k$ is the number of universally occurring quantifiers in $\varphi$, plus an $l$-tuple of integers. The reason for these integers is that we need to keep track of the time point in which the existentially occurring quantifiers are invoked.

Consider, for example, a HyperCTL* formula of the form $\forall \pi_1. \text{ G } \exists \pi_2. \psi$. This formula states that for every path $\pi_1$, and for every future point $\pi_2(i)$ on that path, there is some $\pi_2$ starting in $\pi_1(i)$ satisfying $\psi$. So the choice of $\pi_2$ depends not only on $\pi_1$, but also on $i$. For each existentially occurring quantifier, we need one integer to represent this time point at which it is invoked. A HyperCTL* Skolem function for a formula $\varphi$ on a transition system $T$ is therefore a function $f : \text{ paths}(T)^k \times \mathbb{N}^l \to \text{ paths}(T)$, where $\text{ paths}(T)$ is the set of paths over $T$, $k$ is the number of universally occurring quantifiers in $\varphi$ and $l$ is the number of existentially occurring quantifiers.

Now, we are able to prove that every satisfiable HyperCTL* formula has a model of size $\epsilon$. 

ification succeeds.
Proof of Proposition 9. If \( \varphi \) is satisfiable, let \( \mathcal{T} \) be one of its models, and let \( f \) be a Skolem function witnessing the satisfaction of \( \varphi \) on \( \mathcal{T} \). We create a sequence of transition systems \( \mathcal{T}_\alpha \) as follows.

- \( \mathcal{T}_0 \) contains a single, arbitrarily chosen, path of \( \mathcal{T} \) starting in the initial vertex.
- \( \mathcal{T}_{\alpha+1} \) contains exactly those vertices and edges from \( \mathcal{T} \) that are (i) part of \( \mathcal{T}_\alpha \) or (ii) among the outputs of the Skolem function \( f \) when restricted to input paths from \( \mathcal{T}_\alpha \).
- If \( \alpha \) is a limit ordinal, then \( \mathcal{T}_\alpha = \bigcup_{\alpha' < \alpha} \mathcal{T}_{\alpha'} \).

Note that if \( \alpha \) is a limit ordinal then \( \mathcal{T}_\alpha \) may contain paths \( \rho(0)\rho(1)\rho(2)\cdots \) that are not included in any \( \mathcal{T}_{\alpha'} \) with \( \alpha' < \alpha \), as long as each every finite prefix \( \rho(0)\cdots\rho(i) \) is included in some \( \alpha'_i < \alpha \).

First, we show that this procedure reaches a fixed point at \( \alpha = \omega_1 \). Suppose towards a contradiction that \( \mathcal{T}_{\omega_1+1} \neq \mathcal{T}_{\omega_1} \). Then there are \( \vec{\rho} = (\rho_1, \ldots, \rho_k) \in \text{paths}(\mathcal{T}_{\omega_1})^k \) and \( \vec{n} \in \mathbb{N}^l \) such that \( f(\vec{\rho}, \vec{n}) \notin \text{paths}(\mathcal{T}_{\omega_1})^l \). Then for every \( i \in \mathbb{N} \) and every \( 1 \leq j \leq k \), there is an ordinal \( \alpha_{i,j} < \omega_1 \) such that the finite prefix \( \rho_j(0) \cdots \rho_j(i) \) is contained in \( \mathcal{T}_{\alpha_{i,j}} \). The set \( \{ \alpha_{i,j} \mid i \in \mathbb{N}, 1 \leq j \leq k \} \) is countable, and because \( \alpha_{i,j} < \omega_1 \) each \( \alpha_{i,j} \) is also countable. A countable union of countable sets is itself countable, so \( \sup\{\alpha_{i,j} \mid i \in \mathbb{N}, 1 \leq j \leq k \} = \omega \).

But then the \( \vec{\rho} \) are all contained in \( \mathcal{T}_\beta \), and therefore \( f(\vec{\rho}, \vec{n}) \notin \text{paths}(\mathcal{T}_{\beta+1})^l \). But \( \beta + 1 < \omega_1 \), so this contradicts the assumption that \( f(\vec{\rho}, \vec{n}) \notin \text{paths}(\mathcal{T}_{\omega_1})^l \). From this contradiction we obtain \( \mathcal{T}_{\omega_1+1} = \mathcal{T}_{\omega_1} \), so we have reached a fixed point. Furthermore, because \( \mathcal{T}_{\omega_1} \) is contained in \( \mathcal{T} \) and closed under the Skolem function and \( \mathcal{T} \) satisfies \( \varphi \), we obtain that \( \mathcal{T}_{\omega_1} \) also satisfies \( \varphi \).

Left to do, then, is to bound the size of \( \mathcal{T}_{\omega_1} \), by bounding the number of vertices that get added at each step in its construction. We show by induction that \( |\mathcal{T}_\alpha| \leq c \) for every \( \alpha \). As base case, we have \( |\mathcal{T}_0| \leq N_0 \), since it consists of a single path.

Consider then \( |\mathcal{T}_{\alpha+1}| \). For each possible input to \( f \), there are at most \( l \) new paths, and therefore at most \( |\mathbb{N}| \times l \) new vertices in \( \mathcal{T}_{\alpha+1} \). Further, there are \( |\text{paths}(\mathcal{T}_\alpha)|^k \times |\mathbb{N}|^l \) such inputs. By the induction hypothesis, \( |\mathcal{T}_\alpha| \leq c \), which implies that \( |\text{paths}(\mathcal{T}_\alpha)| \leq c \). As such, the number of added vertices in each step is limited to \( c^k \times N_0 \times N_0 \times l = c \). So \( |\mathcal{T}_{\alpha+1}| \leq |\mathcal{T}_\alpha| + c = c \).

If \( \alpha \) is a limit ordinal, \( \mathcal{T}_\alpha \) is a union of at most \( N_1 \) sets, each of which has, by the induction hypothesis, a size of at most \( c \). Hence \( |\mathcal{T}_\alpha| \leq N_1 \times c = c \).

D.2 Proof of Proposition 10

Recall that we need to prove that HyperCTL* satisfiability is in \( \Sigma_1^2 \).

Proof of Proposition 10. We encode the existence of a winning strategy for Verifier in the HyperCTL* model checking game \( G(\mathcal{T}, \varphi) \) induced by a transition system \( \mathcal{T} \) and an HyperCTL* formula \( \varphi \). This game is played between Verifier and Falsifier, one of them aiming to prove that \( \mathcal{T} \models \varphi \) and the other aiming to prove \( \mathcal{T} \models \lnot \varphi \). It is played in a graph whose positions correspond to subformulas which they want to check (and suitable path assignments of the free variables): each vertex (say, representing a subformula \( \psi \)) belongs to one of the players who has to pick a successor, which represents a subformula of \( \psi \). A play ends at an atomic proposition, at which point the winner can be determined.

Formally, a vertex of the game is of the form \((\Pi, \psi, b)\) where \( \Pi \) is a path assignment, \( \psi \) is a subformula of \( \varphi \), and \( b \in \{0,1\} \) is a flag used to count the number of negations encountered along the play; the initial vertex is \((\Pi_0, \varphi, 0)\). Furthermore, for until-subformulas \( \psi \), we need auxiliary vertices of the form \((\Pi, \psi, b, j)\) with \( j \in \mathbb{N} \). The vertices \( v \) of Verifier are
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- of the form $(\Pi, \psi, \psi_0)$ with $\psi = \psi_1 \lor \psi_2$, $\psi = \psi_1 U \psi_2$, or $\psi = \exists \pi. \psi'$,
- of the form $(\Pi, \forall \pi. \psi', 1)$, or
- of the form $(\Pi, \psi_1 U \psi_2, 1, j)$.

The moves of the game are defined as follows:
- A vertex $(\Pi, a, b)$ is terminal. It is winning for Verifier if $b = 0$ and $a \in \lambda(\Pi(\pi)(0))$ or if $b = 1$ and $a \notin \lambda(\Pi(\pi)(0))$, where $\lambda$ is the labelling function of $T$.
- A vertex $(\Pi, \psi, b)$ has a unique successor $(\Pi, \psi, b + 1 \mod 2)$.
- A vertex $(\Pi, \psi_1 \lor \psi_2, b)$ has two successors of the form $(\Pi, \psi_i, b)$ for $i \in \{1, 2\}$.
- A vertex $(\Pi, X \psi, b)$ has a unique successor $(\Pi[1, \infty), \psi, b)$.
- A vertex $(\Pi, \psi_1 U \psi_2, b)$ has a successor $(\Pi, \psi_3 U \psi_2, b, j)$ for every $j \in \mathbb{N}$.
- A vertex $(\Pi, \psi_1 U \psi_2, b, j)$ has the successor $(\Pi[j, \infty), \psi_2, b)$ as well as successors $(\Pi[j', \infty), \psi_1, b)$ for every $0 \leq j' < j$.
- A vertex $(\Pi, \exists \pi. \psi, b)$ has successors $(\Pi[\pi \mapsto \rho], \psi, b)$ for every path $\rho$ of $T$ starting in $\text{rcnt}(\Pi)$.
- A vertex $(\Pi, \forall \pi. \psi, b)$ has successors $(\Pi[\pi \mapsto \rho], \psi, b)$ for every path $\rho$ of $T$ starting in $\text{rcnt}(\Pi)$.

A play of the model checking game is a finite path through the graph, starting at the initial vertex and ending at a terminal vertex. It is winning for Verifier if the terminal vertex is winning for her. Note that the length of a play is bounded by $2d$, where $d$ is the depth of $\varphi$, as the formula is simplified during each move.

A strategy $\sigma$ for Verifier is a function mapping each of her vertices $v$ to some successor of $v$. A play $v_0 \cdots v_k$ is consistent with $\sigma$, if $v_{k+1} = \sigma(v_k)$ for every $0 \leq k' < k$ such that $v_{k'}$ is a vertex of Verifier. A straightforward induction shows that Verifier has a winning strategy for $\mathcal{G}(T, \varphi)$ if and only if $T \models \varphi$.

Recall that every satisfiable HyperCTL$^*$ sentence has a model of cardinality $\mathfrak{c}$ (Proposition 9). Thus, to place HyperCTL$^*$ satisfiability in $\Sigma_2^1$, we express, for a given natural number encoding a HyperCTL$^*$ formula $\varphi$, the existence of the following type 2 objects (using suitable encodings):
- A transition system $T$ of cardinality $\mathfrak{c}$.
- A function $\sigma$ from $V$ to $V$, where $V$ is the set of vertices of $\mathcal{G}(T, \varphi)$. Note that a single vertex of $V$ is a type 1 object.

Then, we express that $\sigma$ is a strategy for Verifier, which is easily expressible using quantification over type 1 objects. Thus, it remains to express that $\sigma$ is winning by stating that every play (a sequence of type 1 objects of bounded length) that is consistent with $\sigma$ ends in a terminal vertex that is winning for Verifier. Again, we leave the tedious, but standard details to the reader.

D.3 Proof of Lemma 11

We need to prove that there is a satisfiable HyperCTL$^*$ sentence that has only uncountable models.

Proof of Lemma 11 The formula $\varphi_\mathfrak{c}$ is defined as the conjunction of the formulas below:

---

4 Depth is defined similarly to temporal depth (see Page 19), but takes every Boolean connective and temporal operator into account, not just the temporal ones.
We prove that the set of traces \( T \) has the same \( \varphi \)-labelling as \( \psi \).

1. The label of the initial vertex is \( \{ \text{fbt} \} \) and the labels of non-initial vertices are \( \{ \text{fbt}, 0 \}, \{ \text{fbt}, 1 \}, \{ \text{set}, 0 \}, \) or \( \{ \text{set}, 1 \} \):

\[
\forall \pi. \ (\text{fbt} \land \neg 0 \land \neg 1 \land \neg \text{set}) \land \mathbf{X} \mathbf{G} ((\text{set} \leftrightarrow \neg \text{fbt}) \land (0 \leftrightarrow \neg 1))
\]

2. All \( \text{fbt} \)-labelled vertices have a successor with label \( \{ \text{fbt}, 0 \} \) and one with label \( \{ \text{fbt}, 1 \} \), and no \( \text{set} \)-labelled successor:

\[
\forall \pi. \ G (\text{fbt} \rightarrow (\exists \pi_0. \ X(\text{fbt} \land 0)) \land (\exists \pi_1. \ X(\text{fbt} \land 1)) \land (\forall \pi'. \ X \text{fbt'})
\]

3. For every path of \( \text{fbt} \)-labelled vertices starting at a successor of the initial vertex, there is a path of \( \text{set} \)-labelled vertices (also starting at a successor of the initial vertex) with the same \( \{ 0, 1 \} \) labelling:

\[
\forall \pi. \ ((X \text{fbt} \rightarrow \exists \pi'. \ X(\text{set} \land G(0 \leftrightarrow 0))))
\]

4. Any two paths starting in the same \( \text{set} \)-labelled vertex have the same sequence of labels:

\[
\forall \pi. \ G (\text{set} \rightarrow \forall \pi'. \ G(0 \leftrightarrow 0)) .
\]

It is easy to check that \( T \models \varphi \). Note however that it is not the only model of \( \varphi \): for instance, some paths may be duplicated, or merged after some steps if their label sequences share a common suffix. So, consider an arbitrary transition system \( T = (V, E, v_I, \lambda) \) such that \( T \models \varphi \). By condition 2, for every set \( A \subseteq \mathbb{N} \), there is a path \( \rho_A \) starting at a successor of \( v_I \) such that \( \lambda(\rho_A(i)) = \{ \text{fbt}, 1 \} \) if \( i \in A \) and \( \lambda(\rho_A(i)) = \{ \text{fbt}, 0 \} \) if \( i \notin A \). Condition 3 implies that there is also a \( \text{set} \)-labelled path \( \rho'_A \) such that \( \rho'_A \) starts at a successor of \( v_I \) and has the same \( \{ 0, 1 \} \) labelling as \( \rho_A \). Finally, by condition 4, if \( A \neq B \) then \( \rho'_A(0) \neq \rho'_B(0) \).

\[\square\]

D.4 Proof of Lemma [12]

We prove that the set of traces \( T_+ \) can be defined in HyperLTL.

**Proof of Lemma [12]** The first condition can be expressed as follows in HyperLTL:

\[
\forall \pi. \ (G(\text{mult} \land \neg \text{add}) \lor G(\text{add} \land \neg \text{mult}) \land \bigwedge_{a \in \{\text{arg1, arg2, res}\}} \neg a \ U (a \land X \ G \neg a).)
\]

The second condition can be expressed using inductive definitions of addition and multiplication:

1. Addition and multiplication are commutative:

\[
\forall \pi. \exists \pi'. \ (\text{add} \leftrightarrow \text{add'}) \land \text{F}(\text{arg1} \land \text{arg2}) \land \text{F}(\text{arg2} \land \text{arg1}) \land \text{F}(\text{res} \land \text{res'}) .
\]

2. \( 0 + 0 = 0 \), and if \( i + j = k \), then \( i + (j + 1) = (k + 1) \):

\[
\exists \pi. \ \text{add} \land \text{arg1} \land \text{arg2} \land \text{res}
\]

\[
\forall \pi. \ \exists \pi'. \ \text{add} \rightarrow
\]

\[
\text{add'} \land \text{F}(\text{arg1} \land \text{arg1'}) \land \text{F}(\text{arg2} \land \text{X arg2}) \land \text{F}(\text{res} \land \text{X res'})
\]

Together with commutativity, this ensures that all valid traces for addition are present.
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3. $i + j = 0$ if and only if ($i = 0$ and $j = 0$), and for $j > 0$, $i + j = k$ implies $i + (j - 1) = (k - 1)$:

$$\forall \pi. \text{add}_\pi \rightarrow (\text{res}_\pi \leftrightarrow (\text{arg}_1^\pi \land \text{arg}_2^\pi))$$

$$\forall \pi. \exists \pi'. (\text{add}_\pi \land \neg \text{arg}_2^\pi) \rightarrow \text{add}_\pi' \land F(\text{arg}_1^\pi \land \text{arg}_1^{\pi'}) \land F(X \text{arg}_2^\pi \land \text{arg}_2^{\pi'}) \land F(X \text{res}_\pi \land \text{res}_\pi').$$

Together with commutativity, this ensures that only valid traces for addition are present.

4. $0 \cdot 0 = 0$, and if $i \cdot j = k$, then $i \cdot (j + 1) = i + k$:

$$\exists \pi. \text{mult}_\pi \land \text{arg}_1^\pi \land \text{arg}_2^\pi \land \text{res}_\pi$$

$$\forall \pi. \exists \pi'. \exists \pi''. \text{mult}_\pi \rightarrow \text{mult}_\pi' \land \text{add}_\pi'' \land F(\text{arg}_1^\pi \land \text{arg}_1^{\pi'} \land \text{arg}_1^{\pi''}) \land F(\text{arg}_2^\pi \land X \text{arg}_2^{\pi'}) \land F(\text{arg}_2^{\pi''} \land \text{res}_\pi') \land \text{F}(\text{res}_\pi \land \text{res}_\pi').$$

Together with commutativity, this ensures that all valid traces for multiplication are present.

5. $i \cdot j = 0$ if and only if ($i = 0$ or $j = 0$), and if $j > 0$ and $i \cdot j = k$, then there exists $k'$ such that $i \cdot (j - 1) = k'$ and $i + k' = k$:

$$\forall \pi. \text{mult}_\pi \rightarrow (\text{res}_\pi \leftrightarrow (\text{arg}_1^\pi \lor \text{arg}_2^\pi))$$

$$\forall \pi. \exists \pi'. \exists \pi''. (\text{mult}_\pi \land \neg \text{arg}_2^\pi) \rightarrow \text{mult}_\pi' \land \text{add}_\pi'' \land F(\text{arg}_1^\pi \land \text{arg}_1^{\pi'} \land \text{arg}_1^{\pi''}) \land F(\text{arg}_2^\pi \land X \text{arg}_2^{\pi'}) \land F(\text{res}_\pi' \land \text{arg}_2^{\pi''}) \land \text{F}(\text{res}_\pi \land \text{res}_\pi').$$

Together with commutativity, this ensures that only valid traces for multiplication are present. 

$\blacktriangle$