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Abstract. In this article, we consider mixed local and nonlocal Sobolev \((q,p)\)-inequalities with extremal in the case \(0 < q < 1 < p < \infty\). We prove that the extremal of such inequalities is unique up to a multiplicative constant that is associated with a singular elliptic problem involving the mixed local and nonlocal \(p\)-Laplace operator. Moreover, it is proved that the mixed Sobolev inequalities are necessary and sufficient condition for the existence of weak solutions of such singular problems. As a consequence, a relation between the singular \(p\)-Laplace and mixed local and nonlocal \(p\)-Laplace equation is established. Finally, we investigate the existence, uniqueness, regularity and symmetry properties of weak solutions for such problems.

1. Introduction

Sharp Sobolev inequalities in both the local and nonlocal cases have been extensively studied in the literature to date and have a wide range of applications in the theory of partial differential equations. Sharp constants and the extremal of such inequalities plays a crucial role (see for instance, Aubin [6], Talenti [66], Lieb [53], Saloff-Coste [64], Swanson [65], Di Nezza-Palatucci-Valdinoci [34] and the references therein) in geometric analysis and continuum mechanics [63]. Recall the classical Sobolev \((q,p)\)-inequality: Let \(Ω\) be a bounded domain in \(\mathbb{R}^N\), then

\[
S \left( \int_Ω |u|^q \, dx \right)^{\frac{1}{q}} \leq \left( \int_Ω |\nabla u|^p \, dx \right)^{\frac{1}{p}}, \quad 1 < q < p^* := Np/(N - p),
\]

for any function \(u \in W^{1,p}_0(Ω)\), \(1 \leq p < N\), where \(S\) is the Sobolev constant. The best constant

\[
\lambda_q(Ω) := \inf_{0 \neq u \in W^{1,p}_0(Ω) \setminus \{0\}} \frac{\int_Ω |\nabla u|^p \, dx}{\left( \int_Ω |u|^q \, dx \right)^{\frac{q}{p}}}
\]

of the inequality (1.1) is achieved at a solution \(u_q \in W^{1,p}_0(Ω)\) of the following Dirichlet boundary value problem (see Ōtani [62], Franzina-Lamberti [43])

\[
- \Delta_p u := -\text{div}(|\nabla u|^{p-2} \nabla u) = \lambda_q(Ω) |u|^{p-q} L_q(Ω) |u|^{q-2} u \quad \text{in } Ω, \quad u = 0 \quad \text{on } \partial Ω.
\]

In the case \(q = p\), by the Min-Max Principle, the quantity \(\lambda_p(Ω)\) is equal to the first eigenvalue of the \(p\)-Laplace operator with the Dirichlet boundary condition, which is widely studied in the literature, see Lindqvist [55], Belloni-Kawohl [11] and the references therein.

In the case \(q = p^*\) and \(Ω = \mathbb{R}^N\) the minimization problem (1.2) was solved using symmetrization, we refer to Aubin [6], Talenti [66] and the references therein. In the
nonlocal case, see Di Nezza-Palatucci-Valdinoci [34], Lindgren-Lindqvist [54], Brasco-Lindgren-Parini [18], Brasco-Parini [19], Franzina-Palatucci [44], Nguyen-Díaz-Quoc-Hung [58] and the references therein.

For $0 < q < 1$, in the local case, the inequality (1.1) has been studied by Anello-Faraci-Iannizzotto [3] for any $1 < p < \infty$, where they proved that

$$\nu(\Omega) := \inf_{u \in \mathcal{W}^{1,p}_0(\Omega) \setminus \{0\}} \left\{ \int_{\Omega} |\nabla u|^p \, dx : \int_{\Omega} |u|^q \, dx = 1 \right\}$$

is achieved at a solution $u_q \in \mathcal{W}^{1,p}_0(\Omega)$ of the singular $p$-Laplace equation,

$$-\Delta_p u = \nu(\Omega)|u|^{q-1} \quad \text{in } \Omega, \ u > 0 \text{ in } \Omega, \ u = 0 \text{ on } \partial\Omega.$$ 

In the nonlocal context, for any $0 < q < 1$, Sobolev type inequality in fractional Sobolev spaces is investigated by Ercole-Pereira-Sanchis [38] for $u \in \mathcal{W}^{s,p}_0(\Omega)$ with $0 < s < 1 < p < \infty$. Indeed, for a given nonnegative function $f \in L^m(\Omega) \setminus \{0\}$ with some $m \geq 1$, they obtained that

$$\zeta(\Omega) := \inf_{u \in \mathcal{W}^{s,p}_0(\Omega) \setminus \{0\}} \left\{ \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{N+ps}} \, dxdy : \int_{\Omega} |u|^q f \, dx = 1 \right\}$$

is achieved at a solution $u_q \in \mathcal{W}^{s,p}_0(\Omega)$ of the singular fractional $p$-Laplace equation,

$$(-\Delta_p)^s u = \zeta(\Omega)f(x)|u|^{q-1} \quad \text{in } \Omega, \ u > 0 \text{ in } \Omega, \ u = 0 \text{ in } \mathbb{R}^N \setminus \Omega,$$

where $(-\Delta_p)^s$ is the fractional $p$-Laplace operator given by

$$(-\Delta_p)^s u := \text{P.V.} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x-y|^{N+ps}} \, dy,$$

where P.V. denotes the principal value. See also Ercole-Pereira-Sanchis [39, 40] and Bal-Garain [8] for related works.

In this article, one of our main purpose is to study the following mixed minimizing problem in a bounded Lipschitz domain $\Omega \subset \mathbb{R}^N$, $N \geq 2$,

$$\mu(\Omega) := \inf_{u \in \mathcal{W}^{s,p}_0(\Omega) \setminus \{0\}} \left\{ \int_{\Omega} |\nabla u|^p \, dx + \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{N+ps}} \, dxdy : \int_{\Omega} |u|^{-\delta} f \, dx = 1 \right\},$$

where $0 < \delta < 1 < p < \infty$, $0 < s < 1$ and $f$ is some nonnegative function belongs to $L^m(\Omega) \setminus \{0\}$, $m \geq 1$, (See Theorem 2.19). We prove that $\mu(\Omega)$ is achieved at a solution of the following mixed local and nonlocal $p$-Laplace equation,

$$-\Delta_p u + (-\Delta_p)^s u = \frac{f(x)}{u(x)^\delta} \quad \text{in } \Omega, \ u > 0 \text{ in } \Omega, \ u = 0 \text{ in } \mathbb{R}^N \setminus \Omega.$$ 

Further, we investigate the problem (S) for any $\delta > 0$. Let us discuss some related results. Due to fact that $\delta > 0$, the nonlinearity in the problem (S) blows up near the origin. Such property is referred to as singularity and studied widely over the last three decades in the context of both local and nonlocal cases separately. We cite here some related works with no intent to furnish an exhaustive list.

In particular, for the local case, with a given nonnegative integrable function $f$, the singular $p$-Laplace equation

$$-\Delta_p u = \frac{f(x)}{u(x)^\delta} \quad \text{in } \Omega, \ u > 0 \text{ in } \Omega, \ u = 0 \text{ on } \partial\Omega,$$

has been studied in the semilinear case $p = 2$ by Crandall-Rabinowitz-Tartar [28] followed by Boccardo-Orsina [17], Alves-Goncalves-Maia [2], Canino-Degiovanni-Grandinetti-Sciunzi
that is an important ingredient to
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of our solutions. Indeed, a more general boundary condition is considered in Definition \ref{1} following the idea from Canino-Sciunzi \cite{1}, Garain-Mukherjee \cite{1} in the quasilinear case. The perturbed singular case is investigated by Barrios-De Bonis-Medina-Peral \cite{4}, Adimurthi-Giacomoni-Santra \cite{1} for \( p = 2 \); Mukherjee-Sreenadh \cite{1} in the quasilinear case and the references therein. For measure data problems, see De Cave-Durastanti-Oliva \cite{4}, Oliva-Orsina-Petitta \cite{1} and the references therein. We also refer to the nice survey by Ghergu-Rădulescu \cite{1} on singular elliptic problems.

We emphasis that problems with mixed local and nonlocal characters have been far less studied in the literature to date even for the nonsingular case. The following type of problem,

\begin{equation}
\tag{1.10}
- \Delta_p u + (-\Delta_p)^s u = g \text{ in } \Omega,
\end{equation}

where \( g \) is nonsingular have been studied recently. In this regard, Del Pezzo-Ferreira-Rossi \cite{1} studied the following eigenvalue problem

\begin{equation}
\tag{1.11}
- \Delta_p u - \int_{\mathbb{R}^N} \mathcal{J}(x,y) |u(x) - u(y)|^{p-2} (u(x) - u(y)) \, dy = \lambda |u|^{p-2} u \text{ in } \Omega, \quad u = 0 \text{ in } \mathbb{R}^N \setminus \Omega,
\end{equation}

where \( \mathcal{J} : \mathbb{R}^N \to \mathbb{R}^+ \) is a nonnegative, nonsingular, radially symmetric and compactly supported kernel. For related results, see also da Silva-Salort \cite{1}, Biagi-Dipierro-Valdinoci-Vecci \cite{1} and the references therein.

The question of regularity related to the problem (1.10) has been settled by Barlow-Bass-Chen-Kassmann \cite{1}, Chen-Kim-Song-Vondraček \cite{1,1}, Garain-Kinnunen \cite{1,1} and the references therein. Furthermore, existence, regularity, symmetry and maximum principles along various qualitative properties of solutions have been recently investigated by Biagi-Dipierro-Valdinoci-Vecci \cite{1,1}, Dipierro-Proietti Lippi-Valdinoci \cite{1,1}, Biagi-Mugnai-Vecci \cite{1}, Dipierro-Ros-Oton-Serra-Valdinoci \cite{1}.

**Our contribution:** We start with the existence results (Theorem \ref{1}-\ref{1}) for the problem \((S)\), where the idea stem from the approximation approach in Boccardo-Orsina \cite{1}. To this end, employing the idea from Boccardo-Murat \cite{1}, a gradient convergence theorem (Theorem \ref{1}) is established in the mixed case that is very crucial to pass the limit in obtaining our existence results. It turns out that for \( 0 < \delta \leq 1 \), a solution \( u \) lies in \( W^{1,p}_{0}(\Omega) \). Although it is worth mentioning that the situation is different for \( \delta > 1 \), since here we only find solutions \( u \) in \( W^{1,p}_{1,\text{loc}}(\Omega) \) such that \( u_{\delta} \in W^{1,p}_{0}(\Omega) \). Such phenomena is referred to as the boundary condition of our solutions. Indeed, a more general boundary condition is considered in Definition \ref{1}. Under this definition, a uniqueness result (Theorem \ref{1}) is proved. We emphasis that to deal with our general boundary condition, the solutions may not belong to \( W^{1,p}_{0}(\Omega) \) and therefore, we cannot apply the density arguments as in Lemma \ref{1} that is an important ingredient to prove the uniqueness result in Corollary \ref{1}. We overcome this difficulty by establishing a comparison principle (see Lemma \ref{1}) for subsolutions and supersolutions of the problem \((S)\) following the idea from Canino-Sciunzi \cite{4}. As a consequence, we deduce a symmetry result,
that in particular gives radial solution, provided the given data is radial (Theorem 2.18). Further, we obtain a regularity result in Theorem 2.16.

Next, we establish a mixed Sobolev inequality with an extremal (Theorem 2.19). It is shown that such extremals are simple in the sense that they are equal up to a multiplicative constant. Moreover, extremals are associated with the obtained solutions of $(S)$. We also observe that the mixed Sobolev inequality is a necessary and sufficient condition (Theorem 2.21) for the existence of solutions for the problem $(S)$ and an analogous result holds in the separate local and nonlocal cases (Theorem 2.22-2.23). As a byproduct, we prove that the singular mixed local and nonlocal $p$-Laplace equation $(P)$ admits a weak solution if and only if the singular $p$-Laplace equation $(S)$ does so (Corollary 2.25). As far as we are aware, our main results are new even in the semilinear case $p = 2$.

Organization: The rest of the article is organized as follows: In Section 2, we discuss some preliminaries in our setting and state our main results. In Sections 3, 4 and 5, we establish several auxiliary lemmas that are crucial to prove the existence along with regularity, uniqueness and mixed Sobolev inequality respectively. Finally, in Section 6, we prove our main results and in Section 7, a gradient convergence theorem is proved for the mixed case respectively.

Notations: Throughout the paper, we shall use the following notations:

- For $k \in \mathbb{R}$, we denote by $k^+ = \max\{k, 0\}$, $k^- = \max\{-k, 0\}$ and $k_- = \min\{k, 0\}$.
- $\langle \cdot, \cdot \rangle$ denotes the standard inner product in $\mathbb{R}^N$.
- For $r > 1$, we denote by $r' = \frac{r}{r-1}$ to mean the conjugate exponent of $r$.
- For a function $F$ defined over a set $S$ and some constants $c$ and $d$, by $c \leq F \leq d$ in $S$, we mean $c \leq F \leq d$ almost everywhere in $S$.
- $C$ will denote a constant which may vary from line to line or even in the same line. If $C$ depends on the parameters $r_1, r_2, \ldots$, then we write $C = C(r_1, r_2, \ldots)$.

2. Preliminaries and main results

In this section, we present some known results for the fractional Sobolev spaces, see [34] for more details. Let $E \subset \mathbb{R}^N$ be a measurable set. Recall that the Lebesgue space $L^p(E), 1 \leq p < \infty$, is defined as the space of $p$-integrable functions $u : E \to \mathbb{R}$ with the finite norm

$$\|u\|_{L^p(E)} = \left(\int_E |u(x)|^p \, dx\right)^{1/p}.$$ 

By $L^p_{\text{loc}}(E)$ we denote the space of locally $p$-integrable functions, means that, $u \in L^p_{\text{loc}}(E)$ if and only if $u \in L^p(F)$ for every compact subset $F \subset E$. In the case $0 < p < 1$, we denote by $L^p(E)$ a set of measurable functions such that $\int_E |u(x)|^p \, dx < \infty$.

If $\Omega$ is an open subset of $\mathbb{R}^N$, the Sobolev space $W^{1,p}(\Omega), 1 \leq p < \infty$, is defined as a Banach space of locally integrable weakly differentiable functions $u : \Omega \to \mathbb{R}$ equipped with the following norm:

$$\|u\|_{W^{1,p}(\Omega)} = \|u\|_{L^p(\Omega)} + \|\nabla u\|_{L^p(\Omega)}.$$ 

The space $W^{1,p}_0(\Omega)$ is defined as a closure of a space $C^\infty_c(\Omega)$ of smooth functions with compact support in the norm of the Sobolev space $W^{1,p}(\Omega)$. 


**Definition 2.1.** Let $\Omega \subset \mathbb{R}^N$ with $N \geq 2$ be any open set. The fractional Sobolev space $W^{s,p}(\Omega)$, $0 < s < 1 < p < \infty$, is defined by

$$W^{s,p}(\Omega) = \left\{ u \in L^p(\Omega) : \frac{|u(x) - u(y)|}{|x - y|^{N+ps}} \in L^p(\Omega \times \Omega) \right\}$$

and endowed with the norm

$$\| u \|_{W^{s,p}(\Omega)} = \left( \int_{\Omega} |u(x)|^p \, dx + \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{N+ps}} \, dx \, dy \right)^{\frac{1}{p}}.$$  

The fractional Sobolev space with zero boundary values is defined by

$$W^{s,p}_0(\Omega) = \left\{ u \in W^{s,p}(\Omega) : u = 0 \text{ on } \mathbb{R}^N \setminus \Omega \right\}.$$ 

Both $W^{s,p}(\Omega)$ and $W^{s,p}_0(\Omega)$ are reflexive Banach spaces, see [34]. The space $W^{s,p}_0(\Omega)$ is defined analogously.

For the rest of the article, we shall assume that $\Omega \subset \mathbb{R}^N$ with $N \geq 2$ is a Lipschitz bounded domain, $0 < s < 1 < p < \infty$, $\delta > 0$ and denote by $W^{1,p}(\Omega)$ to mean the classical Sobolev space with first weak derivatives, unless otherwise mentioned. The next result asserts that the Sobolev space $W^{1,p}(\Omega)$ is continuously embedded in the fractional Sobolev space, see [34, Proposition 2.2].

**Lemma 2.2.** There exists a constant $C = C(N, p, s) > 0$ such that

$$\| u \|_{W^{s,p}(\Omega)} \leq C \| u \|_{W^{1,p}(\Omega)}, \quad \forall u \in W^{1,p}(\Omega).$$

Next, we have the following result from [20, Lemma 2.1].

**Lemma 2.3.** There exists a constant $C = C(N, p, s, \Omega)$ such that

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x - y|^{N+ps}} \, dx \, dy \leq C \int_{\Omega} |\nabla u|^p \, dx, \quad \forall u \in W^{1,p}_0(\Omega).$$

**Remark 2.4.** Using Lemma 2.5 and (2.1) the following norm on the space $W^{1,p}_0(\Omega)$ defined by

$$\| u \| := \| u \|_{W^{1,p}_0(\Omega)} = \left( \int_{\Omega} |\nabla u|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x - y|^{N+ps}} \, dx \, dy \right)^{\frac{1}{p}}$$

is equivalent to the norm

$$\| u \| := \| u \|_{W^{1,p}_0(\Omega)} = \left( \int_{\Omega} |\nabla u|^p \, dx \right)^{\frac{1}{p}}.$$ 

In section 3, we will use the gradient norm (2.3) and in section 5 we will use the mixed norm (2.2). In other sections one can consider any one of them unless otherwise mentioned.

For the following Sobolev embedding, see, for example, [41, 56].

**Lemma 2.5.** The embedding operators

$$W^{1,p}_0(\Omega) \hookrightarrow \begin{cases} L^t(\Omega), & \text{for } t \in [1,p^*], \text{ if } p \in (1,N), \\ L^t(\Omega), & \text{for } t \in [1,\infty), \text{ if } p = N, \\ L^\infty(\Omega), & \text{if } p > N, \end{cases}$$

are continuous. Also, the above embeddings are compact, except for $t = p^* = \frac{Np}{N-p}$, if $p \in (1,N)$.
Next, we state the algebraic inequality from [30, Lemma 2.1].

**Lemma 2.6.** Let $1 < p < \infty$. Then for any $a, b \in \mathbb{R}^N$, there exists a constant $C = C(p) > 0$ such that
\begin{equation}
|a|^p - 2a - |b|^p b, a - b| \geq C \frac{|a - b|^2}{(|a| + |b|)^{2-p}}.
\end{equation}

The following result follows from [19, Lemma A.2].

**Lemma 2.7.** Let $1 < p < \infty$ and $g : \mathbb{R} \rightarrow \mathbb{R}$ be an increasing function. Then for every $a, b \in \mathbb{R}$, we have
\begin{equation}
|a - b|^p - 2(a - b)(g(a) - g(b)) \geq |G(a) - G(b)|^p,
\end{equation}
where
\[
G(t) = \int_0^t g'(\tau) \frac{1}{\tau} d\tau, \quad t \in \mathbb{R}.
\]

For the following result, see [23, Lemma 3.5].

**Lemma 2.8.** Let $q > 1$ and $\epsilon > 0$. For $(x, y) \in \mathbb{R}^2$, let us set
\[
S_x^\epsilon := \{x \geq \epsilon\} \cap \{y \geq 0\} \quad \text{and} \quad S_y^\epsilon = \{y \geq \epsilon\} \cap \{x \geq 0\}.
\]
Then for every $(x, y) \in S_x^\epsilon \cup S_y^\epsilon$, we have
\begin{equation}
|x - y| \leq \epsilon^{1-q}|x^q - y^q|.
\end{equation}

Throughout the paper, we denote by
\begin{equation}
A(u(x, y)) = |u(x) - u(y)|^{p-2}(u(x) - u(y)) \quad \text{and} \quad d\mu = |x - y|^{-N-\rho} dx dy.
\end{equation}
We define the notion of zero Dirichlet boundary condition as follows:

**Definition 2.9.** We say that $u \leq 0$ on $\partial \Omega$, if $u = 0$ in $\mathbb{R}^N \setminus \Omega$ and for every $\epsilon > 0$, we have
\[
(u - \epsilon)^+ \in W^{1, p}_0(\Omega).
\]
We say that $u = 0$ on $\partial \Omega$, if $u$ is nonnegative and $u \leq 0$ on $\partial \Omega$.

**Remark 2.10.** If $u \in W^{1, p}_0(\Omega)$ is nonnegative in $\Omega$, such that $u^\alpha \in W^{1, p}_0(\Omega)$, for some $\alpha \geq 1$, then following the same proof of [45, Theorem 2.10] we have $u = 0$ on $\partial \Omega$ according to the Definition 2.9.

Next, we define the notion of a weak solution for the problem (S).

**Definition 2.11.** (Weak solution) We say that a function $u \in W^{1, p}_0(\Omega) \cap L^{p-1}(\Omega)$ is a weak solution of the problem (S), if
\[
u > 0 \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega \text{ in the sense of Definition 2.9 and } \frac{f}{u^\theta} \in L^1_{\operatorname{loc}}(\Omega),
\]
such that for every $\phi \in C_c^1(\Omega)$, we have
\begin{equation}
\int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x, y)) (\phi(x) - \phi(y)) \, d\mu = \int_{\Omega} \frac{f(x)}{u(x)^\theta} \phi(x) \, dx,
\end{equation}
where $A(u(x, y))$ and $d\mu$ are defined by (2.7).

**Remark 2.12.** Note that Lemma 2.2 and Lemma 2.3 ensures that Definition 2.11 is well stated.
Statement of the main results: Now, we state our existence results as follows:

**Theorem 2.13.** Let $0 < \delta < 1$ and $1 < p < \infty$. Assume that $f \in L^m(\Omega) \setminus \{0\}$ is nonnegative, where

$$m := \begin{cases} \left(\frac{p}{1-\delta}\right)', & \text{if } 1 < p < N, \\ t > 1, & \text{if } p = N, \\ 1, & \text{if } p > N. \end{cases}$$

(2.8)

Then the problem $(S)$ admits a weak solution $u \in W_0^{1,p}(\Omega)$.

**Theorem 2.14.** Let $\delta = 1$ and $f \in L^1(\Omega) \setminus \{0\}$ be nonnegative. Then for any $1 < p < \infty$, the problem $(S)$ admits a weak solution $u \in W_0^{1,p}(\Omega)$.

**Theorem 2.15.** Let $\delta > 1$ and $f \in L^1(\Omega) \setminus \{0\}$ be nonnegative. Then for any $1 < p < \infty$, the problem $(S)$ admits a weak solution $u \in W_{\text{loc}}^{1,p}(\Omega)$ such that $u \frac{\delta p - 1}{p} \in W_0^{1,p}(\Omega)$.

Next, we have the following regularity result.

**Theorem 2.16.** Let $\delta > 0$ and $f \in L^q(\Omega) \setminus \{0\}$ be nonnegative such that $q > \frac{p'}{p-1}$ if $1 < p < N$, $q > \frac{p'}{p-N}$ for some $l > p$ if $p = N$ and $q = 1$ if $p > N$. Then, the weak solution given by Theorem 2.13-2.15 belong to $L^\infty(\Omega)$.

Now, we state our uniqueness result.

**Theorem 2.17.** Let $\delta > 0$ and $f \in L^t(\Omega) \setminus \{0\}$ be nonnegative such that $t = (p')'$ if $1 < p < N$, $t > 1$ if $p = N$ and $t = 1$ if $p > N$. Then the problem $(S)$ admits at most one weak solution in $W_{\text{loc}}^{1,p}(\Omega) \cap L^{p-1}(\Omega)$.

As a consequence of Theorem 2.17, we obtain the following symmetry result:

**Theorem 2.18.** Let $\delta > 0$, $1 < p < \infty$ and $f \in L^t(\Omega) \setminus \{0\}$ be nonnegative such that $t = (p')'$ if $1 < p < N$, $t > 1$ if $p = N$ and $t = 1$ if $p > N$. Assume that $\Omega$ and $f$ be symmetric with respect to some hyperplane $H^\nu_\lambda := \{x.\nu = \lambda\}, \lambda \in \mathbb{R}, \nu \in S^{N-1}$.

Then every weak solution $u$ in $W_{\text{loc}}^{1,p}(\Omega) \cap L^{p-1}(\Omega)$ of the problem $(S)$ is symmetric with respect to the hyperplane $H^\nu_\lambda$. In particular, if $\Omega$ is a ball or an annulus centered at the origin and $f$ is radially symmetric, then $u$ is radially symmetric.

Our main result associated with $\mu(\Omega)$ stated as follows:

**Theorem 2.19.** Let $0 < \delta < 1$ and $1 < p < \infty$. Suppose that $f \in L^m(\Omega) \setminus \{0\}$ is nonnegative, where $m$ is given by (2.8) and $u_\delta \in W_0^{1,p}(\Omega)$ is the weak solution of the problem $(S)$ given by Theorem 2.13. Then we have

(a) (Extremal)

$$\mu(\Omega) := \inf_{v \in W_0^{1,p}(\Omega) \setminus \{0\}} \left\{ \int_\Omega |\nabla v|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p}{|x-y|^{N+p}} \, dx \, dy : \int_\Omega |v|^{1-\delta} f \, dx = 1 \right\}$$

$$= \left( \int_\Omega |\nabla u_\delta|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_\delta(x) - u_\delta(y)|^p}{|x-y|^{N+p}} \, dx \, dy \right)^{1\frac{1}{1-\delta}}.$$
(b) (Mixed Sobolev Inequality) Moreover, for every \( v \in W^{1,p}_0(\Omega) \), the following mixed Sobolev inequality

\[
C \left( \int \Omega |v|^{1-\delta} f \, dx \right)^{\frac{1}{1-\delta}} \leq \int \Omega |\nabla v|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p}{|x-y|^{N+ps}} \, dx \, dy,
\]

holds, if and only if \( C \leq \mu(\Omega) \).

(c) (Simplicity) If for some \( w \in W^{1,p}_0(\Omega) \setminus \{0\} \), the equality

\[
\mu(\Omega) \left( \int \Omega |w|^{1-\delta} f \, dx \right)^{\frac{1}{1-\delta}} = \int \Omega |\nabla w|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|w(x) - w(y)|^p}{|x-y|^{N+ps}} \, dx \, dy,
\]

holds, then \( w = ku_\delta \) for some constant \( k \).

**Corollary 2.20.** From Theorem 2.19, we have

\[
\mu(\Omega) = \int \Omega |\nabla V_\delta|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|V_\delta(x) - V_\delta(y)|^p}{|x-y|^{N+ps}} \, dx \, dy,
\]

Moreover, \( V_\delta \in S_\delta \) and satisfies the following singular problem

\[
- \Delta_p V_\delta + (-\Delta_p)^s V_\delta = \mu(\Omega) f V_\delta^{-\delta} \text{ in } \Omega, \ V_\delta > 0 \text{ in } \Omega.
\]

We also obtain the following necessary and sufficient condition for the validity of the mixed Sobolev inequality.

**Theorem 2.21.** Let \( 0 < \delta < 1 < p < \infty \) and \( f \in L^1(\Omega) \setminus \{0\} \) be nonnegative. Then, for every \( v \in W^{1,p}_0(\Omega) \), the mixed Sobolev inequality (2.9) holds, if and only if the problem (S) admits a weak solution in \( W^{1,p}_0(\Omega) \).

Finally, we have the following results in the separate local and nonlocal cases.

**Theorem 2.22.** Let \( 0 < \delta < 1 < p < \infty \) and \( f \in L^1(\Omega) \setminus \{0\} \) be nonnegative. Then, for every \( v \in W^{1,p}_0(\Omega) \), the Sobolev inequality

\[
C \left( \int \Omega |v|^{1-\delta} f \, dx \right)^{\frac{1}{1-\delta}} \leq \int \Omega |\nabla v|^p \, dx,
\]

holds, if and only if the singular p-Laplace equation (P) admits a weak solution in \( W^{1,p}_0(\Omega) \).

**Theorem 2.23.** Let \( 0 < \delta < 1 < p < \infty \) and \( f \in L^1(\Omega) \setminus \{0\} \) be nonnegative. Then, for every \( v \in W^{s,p}_0(\Omega) \), the Sobolev inequality

\[
C \left( \int \Omega |v|^{1-\delta} f \, dx \right)^{\frac{1}{1-\delta}} \leq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p}{|x-y|^{N+ps}} \, dx \, dy,
\]

holds, if and only if the singular fractional p-Laplace equation (F) admits a weak solution in \( W^{s,p}_0(\Omega) \).

**Remark 2.24.** The weak solutions for the problems (P) and (F) are defined analogous to the Definition 2.11 as in [23, 25, Definition 1.1].

As a consequence of Theorem 2.21-2.22 and Lemma 2.3, we have the following result connecting the problem (P) and (S).
Corollary 2.25. Let $0 < \delta < 1 < p < \infty$ and $f \in L^1(\Omega) \setminus \{0\}$ be nonnegative. Then, the problem $(P)$ admits a weak solution in $W_0^{1,p}(\Omega)$, if and only if the problem $(S)$ admits a weak solution in $W_0^{1,p}(\Omega)$.

3. Preliminaries for the existence and regularity results

Throughout this section, we assume the space $W_0^{1,p}(\Omega)$ under the norm $\| \cdot \|$ given by (2.3).

For $n \in \mathbb{N}$ and a nonnegative $f \in L^1(\Omega) \setminus \{0\}$, let $f_n(x) := \min\{f(x), n\}$ and consider the following approximated problem

\[-\Delta_p u + (-\Delta_p)^s u = f_n(x) \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \Omega.\]

(3.1)

First, we obtain the following useful result for a general mixed nonsingular problem.

Lemma 3.1. Let $g \in L^\infty(\Omega) \setminus \{0\}$ be nonnegative. Then, there exists a unique solution $u \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega)$ of the problem

\[-\Delta_p u + (-\Delta_p)^s u = g \quad \text{in} \quad \Omega, \quad u > 0 \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \Omega.\]

Moreover, for every $\omega \subset \Omega$, there exists a constant $C(\omega)$ such that $u \geq C(\omega) > 0$ in $\omega$.

Proof. Existence: We define the energy functional $J : W^{1,p}_0(\Omega) \to \mathbb{R}$ by

$$J(v) := \frac{1}{p} \int_\Omega |\nabla v|^p \, dx + \frac{1}{p} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p}{|x - y|^{N + ps}} \, dx \, dy - \int_\Omega gv \, dx.$$ 

- **Coercive:** We observe that $J$ is coercive. Indeed, by Lemma 2.5 and using the fact that $g \in L^\infty(\Omega)$, we have

$$J(v) \geq \frac{\|v\|^p}{p} - C|\Omega|^{\frac{p-1}{p}} \|g\|_{L^\infty(\Omega)} \|v\|,$$

(3.2)

where $C > 0$ is the Sobolev constant. Since $p > 1$, from (3.2), we get $J$ is coercive.

- **Weak lower semicontinuity:** Firstly, we observe that $J$ is convex. To this end, we write $J = J_1 + J_2 + J_3$, where for $i = 1, 2, 3$ we define $J_i : W^{1,p}_0(\Omega) \to \mathbb{R}$ as follows:

$$J_1(v) := \frac{1}{p} \int_\Omega |\nabla v|^p \, dx,$$

$$J_2(v) := \frac{1}{p} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p}{|x - y|^{N + ps}} \, dx \, dy,$$

and

$$J_3(v) := - \int_\Omega gv \, dx.$$ 

Since $p > 1$, using the convexity of $| \cdot |^p$, we obtain that both the functional $J_1$ and $J_2$ are convex. It directly follows that $J_3$ is the linear functional. As a consequence, the functional $J$ become convex and moreover $J$ is a $C^1$ functional. Thus $J$ is weakly lower semicontinuous.
Thus the coercive, weak lower semicontinuity and $C^1$ property of $J$ asserts that $J$ has a minimizer, say $u \in W^{1,p}_0(\Omega)$ which solves the following problem

\[(3.3) \quad -\Delta_p u + (-\Delta_p)^{\alpha} u = g \text{ in } \Omega.\]

**Uniqueness:** Let $u_1, u_2 \in W^{1,p}_0(\Omega)$ solves the problem (3.3). Thus, for every $\phi \in W^{1,p}_0(\Omega)$, we have

\[(3.4) \quad \int_{\Omega} |\nabla u_1|^{p-2} \nabla u_1 \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_1(x, y))(\phi(x) - \phi(y)) \, d\mu = \int_{\Omega} g \phi \, dx,\]

and

\[(3.5) \quad \int_{\Omega} |\nabla u_2|^{p-2} \nabla u_2 \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_2(x, y))(\phi(x) - \phi(y)) \, d\mu = \int_{\Omega} g \phi \, dx.\]

Choosing $\phi = u_1 - u_2$ and then subtracting (3.4) and (3.5), we arrive at

\[(3.6) \quad \int_{\Omega} (|\nabla u_1|^{p-2} \nabla u_1 - |\nabla u_2|^{p-2} \nabla u_2) \nabla (u_1 - u_2) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (A(u_1(x, y)) - A(u_2(x, y))) ((u_1 - u_2)(x) - (u_1 - u_2)(y)) \, d\mu = 0.\]

Applying Lemma 2.6, both the terms in the above estimate become nonnegative and hence we obtain from (3.6),

\[(3.7) \quad \int_{\Omega} (|\nabla u_1|^{p-2} \nabla u_1 - |\nabla u_2|^{p-2} \nabla u_2) \nabla (u_1 - u_2) \, dx = 0.\]

Again, applying Lemma 2.6 in (3.7), we obtain $u_1 = u_2$ in $\Omega$. Therefore the solution of (3.3) is unique.

**Boundedness:** In order to prove the boundedness, let

$$A(k) := \{x \in \Omega : u(x) \geq k\} \text{ for any } k \geq 1.$$  

Choosing $\phi_k := (u - k)^+ = \max\{u - k, 0\}$ as a test function in (3.3), we have

\[(3.8) \quad \int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \phi_k \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x, y))(\phi_k(x) - \phi_k(y)) \, d\mu = \int_{\Omega} g \phi_k \, dx.\]

First we estimate the nonlocal integral in (3.8). To this end, we observe that

$$A(u(x, y))(\phi_k(x) - \phi_k(y))$$

$$= |u(x) - u(y)|^{p-2}(u(x) - u(y))((u(x) - k)^+ - (u(y) - k)^+)$$

$$= \begin{cases} |u(x) - u(y)|^p, & \text{if } u(x) > k, u(y) > k, \\ (u(x) - u(y))^{p-1}(u(x) - k), & \text{if } u(x) > k \geq u(y), \\ (u(y) - u(x))^{p-1}(u(y) - k), & \text{if } u(y) > k \geq u(x), \\ 0, & \text{if } u(x) \leq k, u(y) \leq k. \end{cases}$$

\[(3.9) \quad \geq 0.\]
Therefore, using (3.9) in (3.8) along with the continuity of the mapping $W^{1,p}_0(\Omega) \hookrightarrow L^l(\Omega)$ for some $l > p$, from Lemma 2.5

\[ \int_\Omega |\nabla \phi_k|^p \, dx = \int_\Omega |\nabla u|^{p-2} \nabla u \nabla \phi_k \, dx \leq \int_\Omega g \phi_k \, dx \leq \|g\|_{L^\infty(\Omega)} \int_{A(k)} (u - k) \, dx \leq C_0 \|g\|_{L^\infty(\Omega)} |A(k)|^{\frac{l}{p-1}} \left( \int_\Omega |\nabla \phi_k|^p \, dx \right)^{\frac{1}{p}}, \]

where $C_0$ is the Sobolev constant. Hence, we have

\[ \int_\Omega |\nabla \phi_k|^p \, dx \leq C |A(k)|^{\frac{p(l-1)}{p-1}}, \]

for some positive constant $C = C(C_0, \|g\|_{L^\infty(\Omega)})$. Now choose $h$ such that $1 \leq k < h$. Then $u(x) - k \geq (h - k)$ on $A(h)$ and $A(h) \subseteq A(k)$. Noting this fact along with (3.11), we get

\[ (h - k)^p |A(h)|^\frac{p}{l} \leq \left( \int_{A(h)} (u(x) - k)^l \, dx \right)^{\frac{p}{l}} \leq \left( \int_{A(k)} (u(x) - k)^l \, dx \right)^{\frac{p}{l}} \leq C_0 \int_\Omega |\nabla \phi_k|^p \, dx \leq C |A(k)|^{\frac{p(l-1)}{p-1}}, \]

for some positive constant $C = C(C_0, \|g\|_{L^\infty(\Omega)})$. Therefore, we have

\[ |A(h)| \leq \frac{C}{(h - k)^p} |A(k)|^{\frac{p}{l-1}}. \]

We observe that $\frac{l-1}{p-1} > 1$. Thus using [52, Lemma B.1] we obtain

\[ \|u\|_{L^\infty(\Omega)} \leq C, \]

for some positive constant $C = C(C_0, \|g\|_{L^\infty(\Omega)})$. Hence, $u \in L^\infty(\Omega)$.

**Positivity:** Choosing $u_- := \min\{u, 0\}$ as a test function in (3.3) and using $g \geq 0$, we have

\[ \int_\Omega |\nabla u_-|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u(x, y)) (u_- (x) - u_- (y)) \, d\mu = \int_\Omega gu_- \, dx \leq 0, \]

where $\mathcal{A}(u(x, y)) = |u(x) - u(y)|^{p-2} (u(x) - u(y))$. We write,

\[ \mathbb{R}^N \times \mathbb{R}^N = \bigcup_{i=1}^4 S_i, \]

where

\[ S_1 = \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^N : u(x) \geq 0, u(y) \geq 0\}, \]

\[ S_2 = \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^N : u(x) \geq 0, u(y) < 0\}, \]

\[ S_3 = \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^N : u(x) < 0, u(y) \geq 0\}, \]

\[ S_4 = \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^N : u(x) < 0, u(y) < 0\}. \]

For $(x, y) \in S_1$, we have $u_-(x) = u_-(y) = 0$. If $(x, y) \in S_2$, then $u_-(x) = 0, u_-(y) = u(y)$, which gives $u(x) - u(y) \geq u_-(x) - u_-(y) > 0$. When $(x, y) \in S_3$, we have $u_-(x) = u(x), u_-(y) = 0$. Hence, $u(x) - u(y) \leq u_-(x) - u_-(y) < 0$. In case of $(x, y) \in S_4$, we have $u_-(x) = u(x)$ and $u_-(y) = u(y)$.

Therefore, for any $S_i$ with $i = 1, \ldots, 4$, if $(x, y) \in S_i$, then we have

\[ |u(x) - u(y)|^{p-2} (u(x) - u(y)) (u_-(x) - u_-(y)) \geq 0. \]
Using (3.13) in (3.12) we obtain

\[ \int_{\Omega} |\nabla u_\omega|^p \, dx = 0. \]

Hence, \( u \geq 0 \) in \( \Omega \). Since \( u = 0 \) in \( \mathbb{R}^N \setminus \Omega \), the function \( u \) is nonnegative in \( \mathbb{R}^N \) and from the above step, \( u \in L^\infty(\mathbb{R}^N) \). As \( g \not\equiv 0 \), we have \( u \not\equiv 0 \) in \( \Omega \). Thus, using [46, Theorem 8.2] for every \( \omega \Subset \Omega \), there exists a constant \( C(\omega) > 0 \) such that \( u \geq C(\omega) > 0 \) in \( \Omega \). Hence \( u > 0 \) in \( \Omega \).

Next, we obtain the following existence and further qualitative properties of solutions for the problem \((\mathcal{A})\).

**Lemma 3.2.** For every \( n \in \mathbb{N} \), there exists a unique positive solution \( u_n \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega) \) of \((\mathcal{A})\). Moreover, \( u_{n+1} \geq u_n \) in \( \Omega \), for every \( n \in \mathbb{N} \). Furthermore, for every \( n \in \mathbb{N} \) and every \( \omega \Subset \Omega \), there exists a constant \( C(\omega) > 0 \) (independent of \( n \)) such that \( u_n \geq C(\omega) > 0 \) in \( \omega \).

**Proof.** **Existence:** Let \( n \in \mathbb{N} \) be fixed. Then, by Lemma 3.1, for every \( h \in L^p(\Omega) \), there exists a unique \( v \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega) \) such that

\[ -\Delta_p v + (\Delta)_p^s v = \frac{f_n}{(h + \frac{1}{n})^s} \text{ in } \Omega, \quad v > 0 \text{ in } \Omega, \quad v = 0 \text{ in } \mathbb{R}^N \setminus \Omega. \tag{3.14} \]

Therefore we can define the operator \( T : L^p(\Omega) \rightarrow L^p(\Omega) \) by \( T(h) = v \), where \( v \) solves (3.14). Choosing \( v \) as a test function in (3.14), using Lemma 2.5, we obtain

\[ \int_{\Omega} |\nabla v|^p \, dx \leq \int_{\Omega} n^{\delta+1} v \, dx \leq C n^{\delta+1} |\Omega|^\frac{p-1}{p} \left( \int_{\Omega} |\nabla v|^p \, dx \right)^{\frac{1}{p}}, \]

where \( C > 0 \) is the Sobolev constant. This gives

\[ \left( \int_{\Omega} |\nabla v|^p \, dx \right)^{\frac{1}{p}} \leq C n^{\frac{\delta+1}{p-1}} |\Omega|^\frac{1}{p}. \]

Keeping in mind Lemma 2.5 and the above estimate, arguing exactly as in the proof of [23, Proposition 2.3], it follows that the mapping \( T \) is continuous and compact. Hence, by the Schauder fixed point theorem, there exists a fixed point of \( T \), say \( u_n \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega) \). Thus, \( u_n \) solves the problem \((\mathcal{A})\). Moreover, by Lemma 3.1, we have \( u_n > 0 \) in \( \Omega \) such that, for every \( \omega \Subset \Omega \), there exists a positive constant \( C(\omega) \) satisfying \( u_n \geq C(\omega) > 0 \) in \( \omega \).

**Monotonicity and uniqueness:** Since \( u_n \) and \( u_{n+1} \) are positive solutions of the problem \((\mathcal{A})\), for every \( \phi \in W_0^{1,p}(\Omega) \), we have

\[ \int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u_n(x,y))(\phi(x) - \phi(y)) \, d\mu = \int_{\Omega} \frac{f_n(x)}{(u_n + \frac{1}{n})^s} \phi \, dx, \tag{3.15} \]

\[ \int_{\Omega} |\nabla u_{n+1}|^{p-2} \nabla u_{n+1} \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u_{n+1}(x,y))(\phi(x) - \phi(y)) \, d\mu = \int_{\Omega} \frac{f_{n+1}(x)}{(u_{n+1} + \frac{1}{n+1})^s} \phi \, dx. \tag{3.16} \]
Choosing $\phi = (u_n - u_{n+1})^+$ as a test function in (3.15) and (3.16), we have

\begin{equation}
\int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla (u_n - u_{n+1})^+ \, dx \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u_n(x,y)) \left((u_n - u_{n+1})^+(x) - (u_n - u_{n+1})^+(y)\right) \, d\mu
\end{equation}

\begin{equation}
= \int_{\Omega} \frac{f_n(x)}{(u_n + \frac{1}{n})^\delta} (u_n - u_{n+1})^+(x) \, dx,
\end{equation}

and

\begin{equation}
\int_{\Omega} |\nabla u_{n+1}|^{p-2} \nabla u_{n+1} \nabla (u_n - u_{n+1})^+ \, dx \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u_{n+1}(x,y)) \left((u_n - u_{n+1})^+(x) - (u_n - u_{n+1})^+(y)\right) \, d\mu
\end{equation}

\begin{equation}
= \int_{\Omega} \frac{f_{n+1}(x)}{(u_{n+1} + \frac{1}{n+1})^\delta} (u_n - u_{n+1})^+(x) \, dx,
\end{equation}

respectively. Noting the fact $f_n(x) \leq f_{n+1}(x)$ for $x \in \Omega$, we have

\begin{equation}
\int_{\Omega} \left\{ \frac{f_n(x)}{(u_n + \frac{1}{n})^\delta} - \frac{f_{n+1}(x)}{(u_{n+1} + \frac{1}{n+1})^\delta} \right\} (u_n - u_{n+1})^+(x) \, dx \leq 0.
\end{equation}

Subtracting (3.17) with (3.18) and using the fact (3.19), we get

\begin{equation}
\int_{\Omega} (|\nabla u_n|^{p-2} \nabla u_n - |\nabla u_{n+1}|^{p-2} \nabla u_{n+1}) \nabla (u_n - u_{n+1})^+ \, dx \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u_n(x,y)) - \mathcal{A}(u_{n+1}(x,y)) \left((u_n - u_{n+1})^+(x) - (u_n - u_{n+1})^+(y)\right) \, d\mu \leq 0.
\end{equation}

Following the same arguments from the proof of [54, Lemma 9], we obtain

\begin{equation}
\int_{\mathbb{R}^N} \mathcal{A}(u_n(x,y)) - \mathcal{A}(u_{n+1}(x,y)) \left((u_n - u_{n+1})^+(x) - (u_n - u_{n+1})^+(y)\right) \, d\mu \geq 0.
\end{equation}

Hence, applying (3.21) in (3.20) we obtain

\begin{equation}
\int_{\Omega} (|\nabla u_n|^{p-2} \nabla u_n - |\nabla u_{n+1}|^{p-2} \nabla u_{n+1}) \nabla (u_n - u_{n+1})^+ \, dx \leq 0.
\end{equation}

Then, using Lemma 2.6 we obtain $u_{n+1} \geq u_n$ in $\Omega$. Uniqueness follows similarly.

**Uniform Positivity:** By Lemma 3.1 for every $\omega \Subset \Omega$, there exists a constant $C(\omega) > 0$ such that $u_1 \geq C(\omega) > 0$ in $\omega$. Again, by the monotonicity we have $u_n \geq u_1$ in $\Omega$ for every $n \in \mathbb{N}$. Hence, for every $\omega \Subset \Omega$ and every $n \in \mathbb{N}$, $u_n(x) \geq C(\omega) > 0$, for $x \in \omega$, where $C(\omega) > 0$ is a constant independent of $n$.

\[ \square \]

**Remark 3.3.** By Lemma 3.2, since $\{u_n\}$ is monotone, we can define the pointwise limit of $u_n$ in $\Omega$, say by $u$. Hence, $u \geq u_n$ in $\mathbb{R}^N$, for every $n \in \mathbb{N}$. Below, we prove that $u$ is our required solution for the problem (S).
Next, we obtain some boundedness estimates (Lemma 3.4-3.8) for the sequence of positive solutions \( \{u_n\} \) of the problem (A) given by Lemma 3.2. These estimates are important to deduce the existence and regularity results.

**Lemma 3.4.** Suppose \( 0 < \delta < 1 \) and \( f \in L^m(\Omega) \setminus \{0\} \) be nonnegative such that \( m = \left( \frac{p^*}{1-\delta} \right)' \) if \( 1 < p < N, \ m > 1 \) if \( p = N \) and \( m = 1 \) if \( p > N \). Then, the sequence \( \{u_n\} \), where \( u_n, \ n \in \mathbb{N} \) are solutions of the approximate problem (A), is uniformly bounded in \( W^{1,p}_0(\Omega) \).

*Proof.* Because \( u_n \) are solutions of (A), choosing \( u_n \) as a test function in (A), we get

\[
\|u_n\|^p \leq \int_\Omega \frac{f_n(x)u_n}{(u_n + \frac{1}{n})^\delta} \, dx.
\]

Let \( 1 < p < N \), then noting that \( f \in L^m(\Omega) \) and \((1-\delta)m' = p^*\), along with Lemma 2.5

\[
\|u_n\|^p \leq \int_\Omega f u_n^{1-\delta} \, dx \leq \|f\|_{L^m(\Omega)} \left( \int_\Omega u_n^{(1-\delta)m'} \right)^{\frac{1}{m'}} = \|f\|_{L^m(\Omega)} \left( \int_\Omega u_n^{p^*} \, dx \right)^{\frac{1-\delta}{p'^*}} \leq C\|f\|_{L^m(\Omega)} \|u_n\|^{1-\delta},
\]

for some constant \( C > 0 \), independent of \( n \). Therefore, we have

\[
\|u_n\| \leq C.
\]

Hence, the sequence \( \{u_n\} \) is uniformly bounded in \( W^{1,p}_0(\Omega) \). For \( p \geq N \), the result follows similarly. \( \square \)

In fact, the uniform boundedness of \( \{u_n\} \) follows for any integrable function if the mixed Sobolev inequality (2.9) holds. More precisely, we have the following result.

**Lemma 3.5.** Suppose \( 0 < \delta < 1 \) and \( f \in L^1(\Omega) \setminus \{0\} \) be nonnegative. Then for any \( 1 < p < \infty \), the sequence \( \{u_n\} \), where \( u_n, \ n \in \mathbb{N} \) are solutions of the approximate problem (A), is uniformly bounded in \( W^{1,p}_0(\Omega) \), provided (2.9) holds.

*Proof.* Choosing \( u_n \) as a test function in (A) and using the inequality (2.9) and Lemma 2.3, we have

\[
\|u_n\|^p \leq \int_\Omega \frac{f_n(x)u_n}{(u_n + \frac{1}{n})^\delta} \, dx \leq \int_\Omega u_n^{1-\delta} f \, dx \leq C\|u_n\|^{1-\delta},
\]

for some constant \( C > 0 \) (independent of \( n \)). Hence, the result follows. \( \square \)

**Lemma 3.6.** Suppose \( \delta = 1 \) and \( f \in L^1(\Omega) \setminus \{0\} \) is nonnegative in \( \Omega \). Then, for any \( 1 < p < \infty \), the sequence \( \{u_n\} \), where \( u_n, \ n \in \mathbb{N} \) are solutions of the approximate problem (A), is uniformly bounded in \( W^{1,p}_0(\Omega) \).

*Proof.* Choosing \( \phi = u_n \) as a test function in (A) we obtain

\[
\|u_n\|^p \leq \int_\Omega \frac{f_n}{(u_n + \frac{1}{n})^\delta} u_n \, dx \leq \|f\|_{L^1(\Omega)}.
\]

Thus, \( \{u_n\} \) is uniformly bounded in \( W^{1,p}_0(\Omega) \). \( \square \)

**Lemma 3.7.** Suppose \( \delta > 1 \) and \( f \in L^1(\Omega) \setminus \{0\} \) is nonnegative in \( \Omega \). Then, for any \( 1 < p < \infty \), the sequences \( \left\{ u_n \right\} \) and \( \{u_n\} \), where \( u_n, \ n \in \mathbb{N} \) are solutions of the approximate problem (A), is uniformly bounded in \( W^{1,p}_0(\Omega) \) and \( W^{1,p}_{\text{loc}}(\Omega) \) respectively.
Proof. **Uniform boundedness in** $W^{1,p}_0(\Omega)$: By Lemma 3.2 for every $n \in \mathbb{N}$, we have $u_n \in L^\infty(\Omega)$. Therefore, since $\delta > 1$, we choose $u_\delta^n \in W^{1,p}_0(\Omega)$ as a test function in $(A)$ to obtain

(3.24) \[ \int_\Omega |\nabla u_n|^{p-2} \nabla u_n \nabla u_\delta^n \, dx + \int \int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{A}(u_n(x, y)) \left| (u_n(x)^\delta - u_n(y)^\delta) \right| \, d\mu = \int_\Omega \frac{f(x)}{u_n + \frac{1}{n}} u_\delta^n \, dx. \]

Using Lemma 2.7, for almost every $x, y \in \mathbb{R}^N$, we have

(3.25) \[ \mathcal{A}(u_n(x, y)) \left( u_n(x)^\delta - u_n(y)^\delta \right) = |u_n(x) - u_n(y)|^{p-2} \left( u_n(x) - u_n(y) \right) (u_n(x)^\delta - u_n(y)^\delta) \geq 0. \]

Therefore, from (3.25) and (3.24), we obtain

\[ \int_\Omega \delta \left( \frac{p}{\delta + p - 1} \right)^p \left| \nabla u_\delta^n \right| \, dx = \int_\Omega |\nabla u_n|^{p-2} \nabla u_n \nabla u_\delta^n \, dx \leq \int_\Omega \frac{f(x)}{u_n + \frac{1}{n}} u_\delta^n \, dx \leq \|f\|_{L^1(\Omega)}, \]

which gives

(3.26) \[ \left\| \frac{\delta + p - 1}{p} u_n^\delta \right\| \leq C, \]

for some constant $C > 0$ independent of $n$. Thus, the sequence $\left\{ \frac{\delta + p - 1}{p} u_n^\delta \right\}$ is uniformly bounded in $W^{1,p}_0(\Omega)$. **Uniform boundedness in** $W^{1,p}_{\text{loc}}(\Omega)$: Let $\omega \Subset \Omega$, then by Lemma 3.2, $u_n \geq C(\omega) > 0$ in $\omega$ for every $n \in \mathbb{N}$, where $C(\omega) > 0$ is a constant independent of $n$. Since, $\delta > 1$, then

(3.27) \[ \int_\omega |\nabla u|^p \, dx = \left( \frac{p}{\delta + p - 1} \right)^p \int_\omega u_n^{1-\delta} \left| \nabla u_\delta^n \right|^p \, dx \leq \left( \frac{p}{\delta + p - 1} \right)^p C(\omega)^{1-\delta} C^p, \]

where the constant $C$ is given by (3.26). Therefore, the sequence $\{\nabla u_n\}$ is uniformly bounded in $L^p_{\text{loc}}(\Omega)$. Again using (3.26) and Hölder’s inequality, we obtain

(3.28) \[ \int_\Omega u_n^p \, dx \leq |\Omega|^\frac{1}{\delta + p - 1} \left( \int_\Omega u_\delta^n \right)^\frac{p}{\delta + p - 1} \leq C, \]

for some constant $C > 0$, independent of $n$. Hence, from (3.27) and (3.28), it turns out that $\{u_n\}$ is uniformly bounded in $W^{1,p}_{\text{loc}}(\Omega)$.

The following a priori estimate is crucial to prove our regularity result.

**Lemma 3.8.** Let $\delta > 0$ and $f \in L^q(\Omega) \setminus \{0\}$ be nonnegative such that $q > \frac{p^*}{p^* - p}$ if $1 < p < N$, $q > \frac{l}{l - p}$ for some $l > p$ if $p = N$ and $q = 1$ if $p > N$. Then $\|u_n\|_{L^\infty(\Omega)} \leq C$, for some positive constant $C$ independent of $n$.

**Proof.** We prove the result only for the case $1 < p < N$, since the proof for $p \geq N$ is analogous. Let $k \geq 1$ and define $A(k) = \{x \in \Omega : u_n(x) \geq k\}$. Choosing $\phi_k(x) = (u_n - k)^+ \in W^{1,p}_0(\Omega)$ as a test function in $(A)$, using Hölder’s inequality with the exponents $p^*$, $p^*$ and then by Young’s
inequality with exponents $p$ and $p'$ along with (3.9) and Lemma 2.5 we obtain

\[(3.29) \int_{\Omega} |\nabla \phi_k|^p dx \leq \int_{\Omega} \frac{f_n}{(u_n + \frac{1}{n})^\delta} \phi_k dx \leq \int_{A(k)} f(x) \phi_k dx \]

\[\leq \left( \int_{A(k)} f^{p'} dx \right)^{\frac{1}{p'}} \left( \int \phi_k^{p''} dx \right)^{\frac{1}{p''}} \leq C \left( \int_{A(k)} f^{p'} dx \right)^{\frac{1}{p'}} \left( \int |\nabla \phi_k|^p dx \right)^{\frac{1}{p'}} \]

\[\leq \epsilon \int_{\Omega} |\nabla \phi_k|^p dx + C(\epsilon) \left( \int_{A(k)} f^{p'} dx \right)^{\frac{1}{p'}}. \]

Here, $C$ is the Sobolev constant and $C(\epsilon) > 0$ is some constant depending on $\epsilon \in (0, 1)$. Note that $q > \frac{p^*}{p^* - p}$ gives $q > p'$. Therefore, fixing $\epsilon \in (0, 1)$ and again using H"older’s inequality with exponents $\frac{q}{p'}$ and $\frac{q}{p''}$, we obtain

\[\int_{\Omega} |\nabla \phi_k|^p dx \leq C \left( \int_{A(k)} f^{p'} dx \right)^{\frac{1}{p'}} \leq C \left( \int_{A(k)} f^q dx \right)^{\frac{1}{q}} |A(k)|^{\frac{1}{p''}} \left( \frac{1}{p''} \right). \]

Let $h > 0$ be such that $1 \leq k < h$. Then, $A(h) \subset A(k)$ and for any $x \in A(h)$, we have $u_n(x) \geq h$. So, $u_n(x) - k \geq h - k$ in $A(h)$. Noting these facts, for some constant $C > 0$ (independent of $n$), we have

\[(h - k)^p |A(h)|^{\frac{1}{p'}} \leq \left( \int_{A(h)} (u_n - k)^{p''} dx \right)^{\frac{1}{p'}} \leq \left( \int_{A(k)} (u_n - k)^{p''} dx \right)^{\frac{1}{p'}} \]

\[\leq C \int_{\Omega} |\nabla \phi_k|^p dx \leq C \|f\|_{L^q(\Omega)}^p |A(k)|^{\frac{1}{p''}} \left( \frac{1}{p''} \right)^{\frac{1}{p''}}. \]

Thus, for some constant $C > 0$ (independent of $n$), we have

\[|A(h)| \leq C \frac{\|f\|_{L^q(\Omega)}^p}{(h - k)^{p''}} |A(k)|^{\alpha}, \text{ where } \alpha = \frac{p^* p'}{pp'} \left( \frac{1}{p''} \right). \]

Due to the assumption, $q > \frac{p^*}{p^* - p}$, we have $\alpha > 1$. Hence, by [52, Lemma B.1], we have

\[\|u_n\|_{L^\infty(\Omega)} \leq C, \]

for some positive constant $C > 0$, independent of $n$. \[\square \]

4. Preliminaries for the uniqueness results

Throughout this section, we assume that $\delta > 0$ and $f \in L^t(\Omega) \setminus \{0\}$ is nonnegative such that $t = (p^*)'$ if $1 < p < N$, $t > 1$ if $p = N$ and $t = 1$ if $p > N$. Here, we obtain a comparison principle (Lemma 4.5), that is crucial to obtain the uniqueness result. Firstly, we define the notion of weak subsolution and weak supersolution for the problem (S).

**Definition 4.1.** *(Weak supersolution)* We say that $u \in W^{1,p}_{\text{loc}}(\Omega) \cap L^{p-1}(\Omega)$ is a weak supersolution of the problem (S), if

\[u > 0 \text{ in } \Omega, u = 0 \text{ in } \mathbb{R}^N \setminus \Omega \text{ and } \frac{f}{u^\delta} \in L^1_{\text{loc}}(\Omega), \]
such that for every $\phi \in C^1_c(\Omega)$, we have

$$\int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \phi \, dx + \int_{\Omega} \int_{\Omega} A(u(x,y)) (\phi(x) - \phi(y)) \, d\mu \geq \int_{\Omega} \frac{f(x)}{u(x)^p} \phi(x) \, dx. \tag{4.1}$$

**Definition 4.2.** (Weak subsolution) We say that $u \in W^{1,p}_0(\Omega) \cap L^{p-1}(\Omega)$ is a weak subsolution of the problem (S), if

$$u > 0 \text{ in } \Omega, \ u = 0 \text{ in } \mathbb{R}^N \setminus \Omega \text{ and } \frac{f}{u^p} \in L^1_{\text{loc}}(\Omega),$$

such that for every $\phi \in C^1_c(\Omega)$, we have

$$\int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \phi \, dx + \int_{\Omega} \int_{\Omega} A((u(x,y))) (\phi(x) - \phi(y)) \, d\mu \leq \int_{\Omega} \frac{f(x)}{u(x)^p} \phi(x) \, dx. \tag{4.2}$$

**Remark 4.3.** Note that Lemma 2.2 and Lemma 2.3 ensures that Definition 4.1-4.2 makes sense.

Let us fix a weak supersolution $v$ of the problem (S) and define the following nonempty, closed and convex subset of $W^{1,p}_0(\Omega)$ given by

$$\mathcal{K} := \{ \phi \in W^{1,p}_0(\Omega) : 0 \leq \phi \leq v \text{ in } \Omega \}.$$  

For $k > 0$, we define the truncated function

$$g_k(l) := \begin{cases} \min\{l^{-\delta}, k\}, & \text{if } l > 0, \\ k, & \text{if } l \leq 0. \end{cases}$$

Let $G_k$ be the primitive of $g_k$ and we define the functional $J_k : W^{1,p}_0(\Omega) \to [-\infty, +\infty]$ by

$$J_k(\phi) := \frac{1}{p} \int_{\Omega} |\nabla \phi|^p \, dx + \frac{1}{p} \int_{\Omega} \int_{\Omega} \frac{|\phi(x) - \phi(y)|^p}{|x - y|^{N+ps}} \, dx \, dy - \int_{\Omega} f(x) G_k(\phi) \, dx.$$

Note that $J_k$ is coercive. Indeed, for $1 < p < N$ with $f \in L^t(\Omega)$ where $t = (p^*)'$, we have

$$\left| \int_{\Omega} f(x) G_k(\phi) \, dx \right| \leq k \int_{\Omega} f|\phi| \, dx \leq k\|f\|_{L^t(\Omega)} \|\phi\|_{L^p(\Omega)} \leq k C_0 \|f\|_{L^t(\Omega)} \left( \int_{\Omega} |\nabla \phi|^p \, dx \right)^{\frac{1}{p}},$$

for every $\phi \in \mathcal{K}$, $C_0$ is the Sobolev constant obtained by Lemma 2.5. Similar estimate holds for $p \geq N$. Hence for some constant $C > 0$, we have

$$J_k(\phi) \geq \frac{1}{p} \|\phi\|^p - C \|\phi\|,$$

where $\|\cdot\|$ is given by the gradient norm (2.3). Therefore, $J_k$ is coercive over $\mathcal{K}$. Arguing as in the proof of Lemma 3.1, we get $J_k$ is weakly lower semicontinuous over $\mathcal{K}$. Therefore there exists a minimum of $J_k$, say $z \in \mathcal{K}$ such that for every $\psi \in z + (W^{1,p}_0(\Omega) \cap L^\infty_c(\Omega))$ with $\psi \in \mathcal{K}$, we have

$$\int_{\Omega} |\nabla z|^{p-2} \nabla z \nabla (\psi - z) \, dx + \int_{\Omega} \int_{\Omega} A((z(x,y))) ((\psi - z)(x) - (\psi - z)(y)) \, d\mu \geq \int_{\Omega} f(x) G_k'(z)(\psi - z) \, dx, \tag{4.3}$$

where $L^\infty_c(\Omega)$ denotes the set of bounded functions with compact support in $\Omega$. Now we establish the following variational inequality.
Lemma 4.4. For every nonnegative $\phi \in C^1_c(\Omega)$, we have

$$
(4.4) \quad \int_\Omega |\nabla z|^{p-2} \nabla z \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}((z(x,y))((\phi(x) - \phi(y)) \, d\mu \geq \int_\Omega f(x) G'_k(z) \phi \, dx,
$$

where $z \in \mathcal{K}$ is given by (4.3).

**Proof.** Let us consider a real valued function $\xi \in C^\infty_c(\mathbb{R})$ such that $0 \leq \xi \leq 1$ in $\mathbb{R}$, $\xi \equiv 1$ in $[-1,1]$ and $\xi \equiv 0$ in $(-\infty,-2) \cup [2,\infty)$. Define the function $\phi_h := \xi(\frac{x}{h})\phi$ and $\phi_{h,t} := \min\{z + t\phi_h, v\}$ with $h \geq 1$ and $t > 0$ for a given nonnegative $\phi \in C^1_c(\Omega)$. Then by the inequality (4.3), we have

$$
(4.5) \quad \int_\Omega |\nabla z|^{p-2} \nabla z \nabla (\phi_{h,t} - z) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}((z(x,y))((\phi_{h,t} - z)(x) - (\phi_{h,t} - z)(y)) \, d\mu
$$

$$
\geq \int_\Omega f(x) G'_k(z)(\phi_{h,t} - z) \, dx.
$$

We define,

$$
I := C \int_\Omega |\nabla (\phi_{h,t} - z)|^2(|\nabla \phi_{h,t}|^2 + |\nabla z|)^{p-2} \, dx
$$

$$
+ C \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\phi_{h,t}(x) - \phi_{h,t}(y)| + |z(x) - z(y)|}{|x-y|^{N+ps}} \left( (\phi_{h,t} - z)(x) - (\phi_{h,t} - z)(y) \right)^2 dx dy,
$$

where $C$ is given by Lemma 2.6. First applying Lemma 2.6 and then by using (4.5), we have

$$
I \leq \int_\Omega |\nabla \phi_{h,t}|^{p-2} \nabla \phi_{h,t} - |\nabla z|^{p-2} \nabla z \nabla (\phi_{h,t} - z) \, dx
$$

$$
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( \mathcal{A}(\phi_{h,t}(x,y)) - \mathcal{A}(z(x,y)) \right) ((\phi_{h,t} - z)(x) - (\phi_{h,t} - z)(y)) \, d\mu
$$

$$
\leq \int_\Omega |\nabla \phi_{h,t}|^{p-2} \nabla \phi_{h,t} \nabla (\phi_{h,t} - z) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(\phi_{h,t}(x,y)) ((\phi_{h,t} - z)(x) - (\phi_{h,t} - z)(y)) \, d\mu
$$

$$
- \int_\Omega f(x) G'_k(z)(\phi_{h,t} - z) \, dx.
$$

Therefore,

$$
(4.6) \quad I - \int_\Omega f(x) (G'_k(\phi_{h,t}) - G'_k(z))(\phi_{h,t} - z) \, dx \leq \int_\Omega |\nabla \phi_{h,t}|^{p-2} \nabla \phi_{h,t} \nabla (\phi_{h,t} - z) \, dx
$$

$$
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(\phi_{h,t}(x,y)) ((\phi_{h,t} - z)(x) - (\phi_{h,t} - z)(y)) \, d\mu - \int_\Omega f(x) G'_k(\phi_{h,t})(\phi_{h,t} - z) \, dx
$$

$$
= \left\{ \int_{\mathbb{R}^N} g(x) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} h(x,y) \, dx dy - \int_\Omega f(x) G'_k(\phi_{h,t})(\phi_{h,t} - z - t\phi_h) \, dx \right\}
$$

$$
+ t \left\{ \int_\Omega |\nabla \phi_{h,t}|^{p-2} \nabla \phi_h \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(\phi_{h,t}(x,y)) ((\phi_h(x) - \phi_h(y)) \, d\mu - \int_\Omega f(x) G'_k(\phi_{h,t})\phi_h \, dx \right\},
$$

where

$$
g(x) = |\nabla \phi_{h,t}|^{p-2} \nabla \phi_{h,t} \nabla (\phi_{h,t} - z - t\phi_h)$$
and
\[ h(x, y) = \frac{A(\phi_{h,t}(x,y))((\phi_{h,t} - z - t\phi_h)(x) - (\phi_{h,t} - z - t\phi_h)(y))}{|x - y|^{N + ps}}. \]

Let us denote by
\[ g_v(x) = |\nabla v|^{p-2} \nabla v \nabla (\phi_{h,t} - z - t\phi_h) \]
and
\[ h_v(x, y) = \frac{A((v(x,y))((\phi_{h,t} - z - t\phi_h)(x) - (\phi_{h,t} - z - t\phi_h)(y))}{|x - y|^{N + ps}}. \]

Now following the exact arguments as in the proof of [45, Lemma 4.6] and [23, Lemma 4.1] we obtain
\[ \int_{\Omega} g(x, y) \, dx = \int_{\Omega} g_v(x) \, dx \text{ and } \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} h(x, y) \, dx \, dy = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} h_v(x, y) \, dx \, dy. \]

Noting the above property along with the fact that \( v \) is a weak supersolution of \((S)\), we choose \((z + t\phi_h - \phi_{h,t})\) as a test function in (4.1) and using
\[ \phi_{h,t} = \begin{cases} v & \text{on } S_v := \{ x \in \Omega : z(x) + t\phi_h(x) \geq v(x) \}, \\ z + t\phi_h & \text{on } S_v^c, \end{cases} \]
we obtain
\[ \int_{\Omega} g(x) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} h(x, y) \, dx \, dy - \int_{\Omega} f(x) G'_k(\phi_{h,t})(\phi_{h,t} - z - t\phi_h) \, dx \\
= \int_{\Omega} g_v(x) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} h_v(x, y) \, dx \, dy - \int_{\Omega} f(x) G'_k(\phi_{h,t})(\phi_{h,t} - z - t\phi_h) \, dx \leq 0. \]

Using the above fact in (4.6) with the observation that \( I \geq 0 \) and \( \phi_{h,t} - z \leq t\phi_h \), we have
\[ \int_{\Omega} |\nabla \phi_{h,t}|^{p-2} \nabla \phi_{h,t} \nabla \phi_h \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A((\phi_{h,t}(x,y))((\phi_h(x) - \phi_h(y)) \, d\mu \]
(4.7)
\[ - \int_{\Omega} f(x) G'_k(\phi_{h,t}) \phi_h \, dx \geq - \int_{\Omega} f|G'_k(\phi_{h,t}) - G'_k(z)| \phi_h \, dx. \]

Noting \( z \in W^{1,p}_0(\Omega) \) and recalling the definition of \( \phi_{h,t} \), by the Lebesgue dominated convergence theorem, letting \( t \rightarrow 0 \) in (4.7), we obtain
\[ \int_{\Omega} |\nabla z|^{p-2} \nabla z \nabla \phi_h \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A((z(x,y))((\phi_h(x) - \phi_h(y)) \, d\mu \geq \int_{\Omega} f(x) G'_k(z) \phi_h \, dx. \]

Now, passing the limit as \( h \rightarrow \infty \) in the above inequality, the result follows. \( \square \)

Now we have the following comparison principle.

**Lemma 4.5.** Suppose that \( u \) is a weak subsolution of \((S)\) such that \( u \leq 0 \) on \( \partial \Omega \) and \( v \) be a weak supersolution of \((S)\). Then \( u \leq v \) in \( \Omega \).

**Proof.** Let \( k > 0 \) and \( \epsilon = 2k^{-\frac{N}{N-2}} \). Since \( u \leq 0 \) on \( \partial \Omega \), for \( z \in K \) as given by Lemma 4.4, we have \((u - z - \epsilon)^+ \in W^{1,p}_0(\Omega) \). For \( \eta > 0 \), let us define \( T_h(s) := \min\{s, \eta\}, \) if \( s \geq 0 \) and
Since \( u \) strongly in
\[
\int_{\Omega} |\nabla z|^{p-2} \nabla z \nabla T_\eta((u - z + \epsilon)^+) \, dx
\]
(4.8)
\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(z(x, y)) \left( T_\eta((u - z + \epsilon)^+)(x) - T_\eta((u - z + \epsilon)^+)(y) \right) \, d\mu
\]
\[
\geq \int_{\Omega} f(x) G'_k(z) T_\eta((u - z + \epsilon)^+) \, dx.
\]

Following the proof of \cite[Theorem 4.2]{23} we have
\[
A(u(x, y)) \left( T_\eta((u - z + \epsilon)^+)(x) - T_\eta((u - z + \epsilon)^+)(x) \right)
\]
(4.10)
\[
= A(u(x, y)) \left( (u - z)(x) - (u - z)(y) \right) H(x, y),
\]
and
\[
A(z(x, y)) \left( T_\eta((u - z + \epsilon)^+)(x) - T_\eta((u - z + \epsilon)^+)(x) \right)
\]
(4.11)
\[
= A(z(x, y)) \left( (u - z)(x) - (u - z)(y) \right) H(x, y),
\]
with
\[
H(x, y) := \frac{T_\eta((u - z + \epsilon)^+)(x) - T_\eta((u - z + \epsilon)^+)(y)}{(u - z)(x) - (u - z)(y)}.
\]
where \((u - z)(x) - (u - z)(y) \neq 0\). Subtracting (4.8) and (4.9) and then, using (4.10), (4.11) along with Lemma 2.6, we have

\[
C \int_{\Omega} |\nabla T_\eta((u - z - \epsilon)^+)|^2 (|\nabla u| + |\nabla z|)^{p-2} \, dx \\
+ C \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)| + |z(x) - z(y)|}{|x - y|^{N + ps}}^p \frac{(u - z)(x) - (u - z)(y))^2}{H(x, y)} \, dxdy \\
\leq \int_{\Omega} (|\nabla u|^{p-2} \nabla u - |\nabla z|^{p-2} \nabla z) \nabla T_\eta((u - z - \epsilon)^+) \, dx \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (A(u(x, y)) - A(z(x, y))) (T_\eta((u - z - \epsilon)^+(x)) - T_\eta((u - z - \epsilon)^+(y))) \, d\mu \\
\leq \int_{\Omega} f(x) \left( \frac{1}{u^\delta} - G'_k(z) \right) T_\eta((u - z - \epsilon)^+) \, dx \\
\leq \int_{\Omega} f(x) (G'_k(u) - G'_k(z)) T_\eta((u - z - \epsilon)^+) \, dx \leq 0.
\]

We note that in the final estimate above, we have used \(\epsilon > k^{-\frac{1}{2}}\), the definition of \(g_k\) and the fact that \(u \geq \epsilon\) in the support of \((u - z - \epsilon)^+\). Therefore, using the nonnegativity of \(H\), letting \(\eta \to \infty\), the above estimate yields

\[
\int_{\Omega} |\nabla ((u - z - \epsilon)^+)|^2 (|\nabla u| + |\nabla z|)^{p-2} \, dx = 0.
\]

As a consequence, \(u \leq z + 2k^{-\frac{1}{2}} \leq v + 2k^{-\frac{1}{2}}\). Letting \(k \to \infty\), we get \(u \leq v\) in \(\Omega\). \(\square\)

5. Preliminaries for the mixed Sobolev inequalities

Throughout this section, we assume \(0 < \delta < 1\), \(f \in L^m(\Omega) \setminus \{0\}\), where \(m\) is given by (2.8) unless otherwise mentioned. For \(v \in W^{1, p}_0(\Omega)\) by \(\|v\|\), we mean the following norm as defined by (2.2)

\[
\|v\| := \|v\|_{W^{1, p}_0(\Omega)} := \left( \int_{\Omega} |\nabla v|^p \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p}{|x - y|^{N + ps}} \, dx \, dy \right)^{\frac{1}{p}}.
\]

Let \(u_\delta \in W^{1, p}_0(\Omega)\) be the solution of the problem (A) as given by Lemma 3.2 and denote by \(u_\delta\) to be the pointwise limit of \(u_\delta\) in \(\Omega\). Note that, by Theorem 2.13, \(u_\delta \in W^{1, p}_0(\Omega)\) is the weak solution of (S). Moreover, by Remark 3.3, we have \(u_\delta \leq u_\delta\) in \(\Omega\), for all \(n \in \mathbb{N}\). Next, we obtain some auxiliary results, which are very useful to prove Theorem 2.19.

First, we prove the following result, which allows us to choose test functions from the space \(W^{1, p}_0(\Omega)\) in the equation (W).

**Lemma 5.1.** Let \(\delta > 0\), \(f \in L^m(\Omega) \setminus \{0\}\) be nonnegative and \(u \in W^{1, p}_0(\Omega)\) be a weak solution of the problem (S), then (W) holds for every \(\phi \in W^{1, p}_0(\Omega)\).

**Proof.** Let \(u \in W^{1, p}_0(\Omega)\) solves the problem (S). Therefore, for every \(\phi \in C^1_c(\Omega)\), we have

\[
\int_{\Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x, y)) \left( \phi(x) - \phi(y) \right) \, d\mu = \int_{\Omega} f(x) u(x)^\delta \phi(x) \, dx.
\]
By density, for every \( \psi \in W^{1,p}_0(\Omega) \), there exists a sequence of functions \( 0 \leq \psi_n \in C^1_c(\Omega) \) such that \( \psi_n \to |\psi| \) strongly in \( W^{1,p}_0(\Omega) \) as \( n \to \infty \) and pointwise almost everywhere in \( \Omega \). We observe that

\[
\int_{\Omega} \left| \frac{f(x)}{u(x)^\theta} \right| \psi \, dx \leq \int_{\Omega} \left| \frac{f(x)}{u(x)^\theta} \right| |\psi| \, dx \leq \liminf_{n \to \infty} \int_{\Omega} \frac{f(x)}{u(x)^\theta} \psi_n \, dx = \liminf_{n \to \infty} (-\Delta_p u + (-\Delta_p)^{\theta} u, \psi_n)
\]

\[
= \int_{\Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla \psi_n \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x,y)) (\psi_n(x) - \psi_n(y)) \, d\mu
\]

\[
\leq C \|u\|^{p-1} \lim_{n \to \infty} \|\psi_n\| \leq C \|u\|^{p-1} \|\psi\| \leq C \|u\|^{p-1} \|\psi\|,
\]

for some positive constant \( C \) (independent of \( n \)). Let \( \phi \in W^{1,p}_0(\Omega) \), then there exists \( \phi_n \in C^1_c(\Omega) \) converges to \( \phi \) strongly in \( W^{1,p}_0(\Omega) \). Now, using \( \psi = \phi_n - \phi \) in (5.3), we obtain

\[
\lim_{n \to \infty} \int_{\Omega} \frac{f(x)}{u(x)^\theta} (\phi_n - \phi) \, dx \leq C \|u\|^{p-1} \lim_{n \to \infty} \|\phi_n - \phi\| = 0.
\]

Again, since \( \phi_n \to \phi \) strongly in \( W^{1,p}_0(\Omega) \) as \( n \to \infty \), we have

\[
\lim_{n \to \infty} \left\{ \int_{\Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla (\phi_n - \phi) \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x,y)) ( (\phi_n - \phi)(x) - (\phi_n - \phi)(y) ) \, d\mu \right\} = 0.
\]

Hence, using (5.4) and (5.5) in (5.2) the result follows. \( \square \)

As a consequence of Lemma 5.1, we have the following simple proof of the uniqueness result.

**Corollary 5.2.** Let \( \delta > 0 \) and \( f \in L^1(\Omega) \setminus \{0\} \) be nonnegative. Then, the problem \( (S) \) admits at most one weak solution in \( W^{1,p}_0(\Omega) \).

**Proof.** By contradiction, suppose \( u_1, u_2 \in W^{1,p}_0(\Omega) \) are two weak solutions of the problem \( (S) \). Then, by Lemma 5.1, for every \( \phi \in W^{1,p}_0(\Omega) \), we have

\[
\int_{\Omega} |\nabla u_1|^{p-2} \nabla u_1 \cdot \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_1(x,y)) (\phi(x) - \phi(y)) \, d\mu = \int_{\Omega} \frac{f(x)}{u_1(x)^\theta} \phi(x) \, dx,
\]

\[
\int_{\Omega} |\nabla u_2|^{p-2} \nabla u_2 \cdot \nabla \phi \, dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_2(x,y)) (\phi(x) - \phi(y)) \, d\mu = \int_{\Omega} \frac{f(x)}{u_2(x)^\theta} \phi(x) \, dx.
\]

Therefore, first choosing \( \phi = (u_1 - u_2)^+ \in W^{1,p}_0(\Omega) \) in (5.6) and (5.7) and then subtracting them, we have

\[
\int_{\Omega} \left\{ |\nabla u_1|^{p-2} \nabla u_1 - |\nabla u_1|^{p-2} \nabla u_1 \right\} \nabla (u_1 - u_2)^+ \, dx
\]

\[
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left\{ A(u_1(x,y)) - A(u_2(x,y)) \right\} ((u_1 - u_2)^+(x) - (u_1 - u_2)^+(y)) \, d\mu
\]

\[
= \int_{\Omega} f(x) \left( \frac{1}{u_1(x)^\theta} - \frac{1}{u_2(x)^\theta} \right) (u_1 - u_2)^+(x) \, dx \leq 0.
\]
Again, following the same arguments from the proof of [54, Lemma 9], we obtain
\[ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \{ \mathcal{A}(u_1(x,y)) - \mathcal{A}(u_2(x,y)) \} \left( (u_1 - u_2)^+(x) - (u_1 - u_2)^+(y) \right) d\mu \geq 0. \]

Hence using (5.9) in (5.8) and then applying Lemma 2.6, we have \( u_2 \geq u_1 \) in \( \Omega \). Similarly, we obtain \( u_1 \geq u_2 \) in \( \Omega \). Hence, the result follows. \( \square \)

**Remark 5.3.** Corollary 5.2 extends Theorem 2.17 to the case of \( f \in L^1(\Omega) \) to obtain uniqueness in \( W^{1,p}_0(\Omega) \).

**Lemma 5.4.** Let \( n \in \mathbb{N} \). Then for every \( \phi \in W^{1,p}_0(\Omega) \), we have
\[ \| u_n \|^p \leq \| \phi \|^p + p\int_{\Omega} \frac{(u_n - \phi)}{(u_n + \frac{1}{n})^p} f_n \, dx. \]

Moreover, we have
\[ \| u_n \| \leq \| u_{n+1} \| \quad \text{for every } n \in \mathbb{N}. \]

**Proof.** Let \( h \in W^{1,p}_0(\Omega) \), then by Lemma 3.1, there exists a unique solution \( v \in W^{1,p}_0(\Omega) \) to the problem
\[ -\Delta_p v + (\Delta_p)^s v = \frac{f_n(x)}{(h^+ + \frac{1}{n})^s}, \quad v > 0 \text{ in } \Omega, \quad v = 0 \text{ in } \mathbb{R}^N \setminus \Omega. \]

Moreover, we observe that \( v \) is a minimizer of the functional \( J : W^{1,p}_0(\Omega) \to \mathbb{R} \) given by
\[ J(\phi) := \frac{1}{p} \| \phi \|^p - \int_{\Omega} \frac{f_n}{(h^+ + \frac{1}{n})^s} \phi \, dx. \]

Therefore, for every \( \phi \in W^{1,p}_0(\Omega) \), we have \( J(v) \leq J(\phi) \). Hence, we have
\[ \frac{1}{p} \| v \|^p - \int_{\Omega} \frac{f_n}{(h^+ + \frac{1}{n})^s} v \, dx \leq \frac{1}{p} \| \phi \|^p - \int_{\Omega} \frac{f_n}{(h^+ + \frac{1}{n})^s} \phi \, dx. \]

Then the inequality (5.10) follows by choosing \( v = h = u_n \) in the inequality (5.12). Now, choosing \( \phi = u_{n+1} \) in (5.10) and using the monotone property \( u_n \leq u_{n+1} \) from Lemma 3.2, we obtain \( \| u_n \| \leq \| u_{n+1} \| \). \( \square \)

**Lemma 5.5.** Upto a subsequence \( \{ u_n \} \) converges to \( u_\delta \) strongly in \( W^{1,p}_0(\Omega) \).

**Proof.** Note that \( u_n \leq u_\delta \). Thus, choosing \( \phi = u_\delta \) in (5.10), we obtain
\[ \| u_n \| \leq \| u_\delta \|, \]
which gives from the monotone property (5.11) of Lemma 5.4,
\[ \lim_{n \to \infty} \| u_n \| \leq \| u_\delta \|. \]

By Lemma 3.4, the sequence \( \{ u_n \} \) is uniformly bounded in \( W^{1,p}_0(\Omega) \) and thus, upto a subsequence, \( u_n \rightharpoonup u_\delta \) weakly in \( W^{1,p}_0(\Omega) \). Therefore
\[ \| u_\delta \| \leq \lim_{n \to \infty} \| u_n \|. \]

Hence from (5.13), (5.14) and the uniform convexity of \( W^{1,p}_0(\Omega) \), the result follows. \( \square \)

**Corollary 5.6.** As a consequence of Lemma 5.5, upto a subsequence \( \nabla u_n \to \nabla u_\delta \) pointwise almost everywhere in \( \Omega \), which coincides with Theorem 7.1, provided \( 0 < \delta < 1 \).
Lemma 5.7. Let \( I_\delta : W_0^{1,p}(\Omega) \to \mathbb{R} \) be a functional defined by
\[
I_\delta(v) := \frac{1}{p} \|v\|^p - \frac{1}{1 - \delta} \int_{\Omega} (v^+)^{1-\delta} f \, dx.
\]
Then \( u_\delta \) is a minimizer of the functional \( I_\delta \).

Proof. We define the auxiliary functional \( I_n : W_0^{1,p}(\Omega) \to \mathbb{R} \) by
\[
I_n(v) := \frac{1}{p} \|v\|^p - \int_{\Omega} G_n(v) f_n \, dx,
\]
where
\[
G_n(t) := \frac{1}{1 - \delta} \left( t^+ + \frac{1}{n} \right)^{1-\delta} - \left( \frac{1}{n} \right)^{-\delta} t^-.
\]
We observe that \( I_n \) is bounded below, coercive and a \( C^1 \) functional. Hence, \( I_n \) consists a minimizer \( v_n \in W_0^{1,p}(\Omega) \) such that
\[
\langle I_n'(v_n), \phi \rangle = 0, \text{ for all } \phi \in W_0^{1,p}(\Omega).
\]
Now the fact \( I_n(v_n) \leq I_n(v_n^+) \) gives \( v_n \geq 0 \) in \( \Omega \). Therefore, \( v_n \) solves the approximated problem \((A)\). By the uniqueness result in Lemma 3.2, we get \( u_n = v_n \) and so \( u_n \) is a minimizer of \( I_n \). Therefore, for every \( v \in W_0^{1,p}(\Omega) \), we have
\[
I_n(u_n) \leq I_n(v^+).
\]
Since \( u_n \leq u_\delta \), by the Lebesgue dominated convergence theorem, we have
\[
\lim_{n \to \infty} \int_{\Omega} G_n(u_n) f_n \, dx = \frac{1}{1 - \delta} \int_{\Omega} u_\delta^{1-\delta} f \, dx.
\]
Moreover, by Lemma 5.5, we have
\[
\lim_{n \to \infty} \|u_n\| = \|u_\delta\|.
\]
Hence, we have
\[
\lim_{n \to \infty} I_n(u_n) = I_\delta(u_\delta).
\]
Furthermore, for every \( v \in W_0^{1,p}(\Omega) \), we get
\[
\lim_{n \to \infty} \int_{\Omega} G_n(v^+) f_n \, dx = \frac{1}{1 - \delta} \int_{\Omega} (v^+)^{1-\delta} f \, dx.
\]
Noting \( \|v^+\| \leq \|v\| \) and using (5.16) and (5.17) in (5.15), we arrive at \( I_\delta(u_\delta) \leq I_\delta(v) \), for all \( v \in W_0^{1,p}(\Omega) \). Hence, the result follows. \( \square \)

6. Proof of the main results

6.1. Proof of the existence results. Proof of Theorem 2.13: Let \( f \in L^m(\Omega) \setminus \{0\} \), where \( m \) is given by (2.8). Then, by Lemma 3.4, the sequence \( \{u_n\} \) is uniformly bounded in \( W_0^{1,p}(\Omega) \). Hence the pointwise limit \( u \in W_0^{1,p}(\Omega) \) and thus belong to \( L^{p-1}(\Omega) \). Moreover, using Theorem 7.1, upto a subsequence
\[
\nabla u_n \to \nabla u \text{ pointwise almost everywhere in } \Omega.
\]
As a consequence, for every \( \phi \in C^1_c(\Omega) \), we have
\[
\lim_{n \to \infty} \int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla \phi \, dx = \int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \phi \, dx.
\]
Since $\phi \in C^1_c(\Omega)$ and $\{u_n\}$ is uniformly bounded in $W^{1,p}_0(\Omega)$, by Lemma 2.3

$$\frac{|u_n(x) - u_n(y)|^{p-2}(u_n(x) - u_n(y))}{|x-y|^\frac{(p+1)}{p}} \in L^p(\mathbb{R}^N \times \mathbb{R}^N),$$

is uniformly bounded and

$$\frac{\phi(x) - \phi(y)}{|x-y|^\frac{(p+1)}{p}} \in L^p(\mathbb{R}^N \times \mathbb{R}^N).$$

Therefore, by the weak convergence, we have

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_n(x,y)) (\phi(x) - \phi(y)) \, d\mu = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x,y)) (\phi(x) - \phi(y)) \, d\mu.$$  \hspace{1cm} (6.2)

By Lemma 3.2, $u_n \geq C(\omega) > 0$ on a set $\text{supp} \phi = \omega$ for some constant $C(\omega) > 0$, independent of $n$. Therefore, for every $\phi \in C^1_c(\Omega)$, we have

$$\left| \frac{f_n}{(u_n + \frac{1}{n})^\delta} \phi \right| \leq \frac{\|\phi\|_{L^\infty(\Omega)}}{C(\omega)^\delta} |f| \text{ in } \Omega.$$  \hspace{1cm} (6.3)

By the Lebesgue dominated convergence theorem, we have

$$\lim_{n \to \infty} \int_{\Omega} \frac{f_n}{(u_n + \frac{1}{n})^\delta} \phi \, dx = \int_{\Omega} \frac{f}{u^\delta} \phi \, dx.$$  \hspace{1cm} (6.4)

Using (6.1), (6.2) and (6.3) in (A) and noting Remark 2.10, we obtain $u$ is a weak solution of the problem (S).

**Proof of Theorem 2.14:** By Lemma 3.6, the sequence $\{u_n\}$ is uniformly bounded in $W^{1,p}_0(\Omega)$. Now, proceeding as in the proof of Theorem 2.13, the result follows. \hfill \Box

**Proof of Theorem 2.15:** By Lemma 3.7, the sequence $\left\{ \frac{\delta+\frac{p-1}{p}}{u_n} \right\}$ is uniformly bounded in $W^{1,p}_0(\Omega)$. Thus $u \frac{\delta+\frac{p-1}{p}}{u_n} \in W^{1,p}_0(\Omega)$. This also gives $u \in L^{p-1}(\Omega)$. Moreover, by Lemma 3.7, the sequence $\{u_n\}$ is uniformly bounded in $W^{1,p}_{\text{loc}}(\Omega)$. Hence $u \in W^{1,p}_{\text{loc}}(\Omega)$. Now following the lines of the proof of Theorem 2.13, for every $\phi \in C^1_c(\Omega)$, we obtain

$$\lim_{n \to \infty} \int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla \phi \, dx = \int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \phi \, dx \text{ and}$$  \hspace{1cm} (6.4)

$$\lim_{n \to \infty} \int_{\Omega} \left( \frac{f_n}{(u_n + \frac{1}{n})^\delta} \phi \right) \, dx = \int_{\Omega} \frac{f}{u^\delta} \phi \, dx.$$  \hspace{1cm} (6.5)

For the nonlocal part, following the same arguments as in the proof of [23, Theorem 3.6], for every $\phi \in C^1_c(\Omega)$, we have

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_n(x,y)) (\phi(x) - \phi(y)) \, d\mu = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x,y)) (\phi(x) - \phi(y)) \, d\mu.$$  \hspace{1cm} (6.6)

Hence, from (6.4), (6.5) and (6.6) along with Remark 2.10 the result follows. \hfill \Box

**Proof of Theorem 2.16:** By Lemma 3.8, the sequence $\{u_n\}$ is uniformly bounded in $L^\infty(\Omega)$. Hence, $u \in L^\infty(\Omega)$. \hfill \Box
6.2. Proof of the uniqueness result. Proof of Theorem 2.17: Let \( u \) and \( v \) are weak solutions of \((S)\) under the zero Dirichlet boundary condition according to the Definition 2.9. Then, it follows that \( u \) is a weak subolution such that \( u \leq 0 \) on \( \partial \Omega \) and \( v \) is a weak supersolution of \((S)\). Therefore, by Lemma 4.5, we obtain \( u \leq v \) in \( \Omega \). Similarly, we get \( v \leq u \) in \( \Omega \). Hence \( u \equiv v \) in \( \Omega \). \( \square \)

6.3. Proof of the symmetry result. Proof of Theorem 2.18: Without loss of generality, we assume that \( \Omega \) is symmetric with respect to the \( x_1 \) direction and \( f(x_1, x') = f(-x_1, x') \) where \( x' \in \mathbb{R}^{N-1} \). Then setting \( v(x_1, x') = u(-x_1, x') \), we observe that \( v \) is again a weak solution of the problem \((S)\). Therefore, by Theorem 2.17, we obtain \( u(x) = v(x) \). Hence the result follows. \( \square \)

6.4. Proof of the mixed Sobolev inequalities. Proof of Theorem 2.19: Here we consider the norm of a function \( v \) in \( W^{1, p}_\delta(\Omega) \) defined by (2.2) as follows:

\[
\|v\| = \left( \int_{\Omega} |\nabla v|^p dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |v(x) - v(y)|^p dx dy \right)^{\frac{1}{p}}.
\]

(a) To obtain the result, it is enough to prove that

\[
\mu(\Omega) = \inf_{v \in S_\delta} \|v\|^p = \|u_\delta\|^{\frac{p(1-\delta)}{1-\delta}},
\]

where

\[
S_\delta := \left\{ v \in W^{1, p}_\delta(\Omega) : \int_{\Omega} |v|^{1-\delta} f dx = 1 \right\}.
\]

To this end, we consider \( V_\delta = \tau_\delta u_\delta \in S_\delta \), where

\[
\tau_\delta = \left( \int_{\Omega} u_\delta^{1-\delta} f dx \right)^{-\frac{1}{1-\delta}}.
\]

By Lemma 5.1, choosing \( u_\delta \) as a test function in \((W)\), we get

\[
\|u_\delta\|^p = \int_{\Omega} u_\delta^{1-\delta} f dx.
\]

Now using (6.7) we have

\[
\|V_\delta\|^p = \int_{\Omega} |\nabla V_\delta|^p dx + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|V_\delta(x) - V_\delta(y)|^p}{|x - y|^{N+ps}} dxdy
\]

\[
= (\tau_\delta)^p \|u_\delta\|^p = \left( \int_{\Omega} u_\delta^{1-\delta} f dx \right)^{-\frac{p}{1-\delta}} \|u_\delta\|^p = \|u_\delta\|^{\frac{p(1-\delta)}{1-\delta}}.
\]

Let \( v \in S_\delta \) and \( \lambda = \|v\|^{-\frac{p}{1+ps}} \). By Lemma 5.7, \( u_\delta \) minimizes the functional \( I_\delta \), which gives \( I_\delta(u_\delta) \leq I_\delta(\lambda |v|) \). Therefore, using (6.7), we have

\[
\left( \frac{1}{p} - \frac{1}{1-\delta} \right) \|u_\delta\|^p = I_\delta(u_\delta) \leq I_\delta(\lambda |v|) = \frac{\lambda^p}{p} \|v\|^p - \frac{\lambda^{1-\delta}}{1-\delta} \int_{\Omega} |v|^{1-\delta} f dx
\]

\[
= \frac{\lambda^p}{p} \|v\|^p - \frac{\lambda^{1-\delta}}{1-\delta} \leq \frac{\lambda^p}{p} \|v\|^p - \frac{\lambda^{1-\delta}}{1-\delta} = \left( \frac{1}{p} - \frac{1}{1-\delta} \right) \|v\|^{\frac{p(1-\delta-1)}{1+ps}}.
\]
Since $v \in S_{\delta}$ is arbitrary, the above estimate gives
\[
\|u_\delta\|^{\frac{p(1-\delta-p)}{1-\delta}} \leq \inf_{v \in S_{\delta}} \|v\|^p.
\]
As $V_{\delta} \in S_{\delta}$, from (6.8) and (6.9), the result follows. □

(b) Suppose the mixed Sobolev inequality (2.9) holds. If $C > \mu(\Omega)$, by (a) and (6.8), we have
\[
C \left( \int_\Omega V_{\delta}^{1-\delta} f \, dx \right)^{\frac{p}{1-\delta}} > \|V_{\delta}\|^p,
\]
which contradicts our assumption (2.9). Conversely, assume that
\[
C \leq \mu(\Omega) = \inf_{v \in S_{\delta}} \|v\|^p \leq \|w\|^p,
\]
for all $w \in S_{\delta}$. Observe that the claim directly follows if $v \equiv 0$. Thus we only deal with the case of $v \in W^{1,p}_{0}(\Omega) \setminus \{0\}$ for which we have
\[
\|v\|^p = \left( \int_\Omega |v|^{1-\delta} f \, dx \right)^{\frac{1}{1-\delta}} \quad v \in S_{\delta}.
\]
Therefore, we have
\[
C \leq \left( \int_\Omega |v|^{1-\delta} f \, dx \right)^{\frac{p}{1-\delta}} \|v\|^p,
\]
which proves the result.

(c) From (6.8) in (a), we know that $\mu(\Omega) = \|V_{\delta}\|^p$. Let $v \in S_{\delta}$ be such that $\mu(\Omega) = \|v\|^p$. First, we claim that $v$ has a constant sign in $\Omega$. Indeed if $v$ changes sign in $\Omega$, then
\[
||v(x)| - |v(y)|| < |v(x) - v(y)|,
\]
we have
\[
\frac{1}{2} \left( \int_\Omega v^{1-\delta} f \, dx \right)^{\frac{1}{1-\delta}} \geq \frac{1}{2} \left( \int_\Omega V_{\delta}^{1-\delta} f \, dx \right)^{\frac{1}{1-\delta}} = \frac{1}{2} + \frac{1}{2} = 1.
\]
Then, since $h = \frac{v + V_{\delta}}{2g} \in S_{\delta}$, we obtain
\[
\mu(\Omega) \leq \|h\|^p \leq \frac{1}{g^p} \left\| v + V_{\delta} \right\|^p \leq \frac{\mu(\Omega)}{g^p} \leq \mu(\Omega).
\]
Hence, we get $g = 1$ and therefore, $\frac{v + V_{\delta}}{2} \in S_{\delta}$ and
\[
\mu(\Omega)^{\frac{1}{p}} = \left\| \frac{v + V_{\delta}}{2} \right\| = \frac{\|v\|}{2} + \frac{\|V_{\delta}\|}{2}.
\]

Since the norm $v \to \|v\|$ is strictly convex, we have $v = V_{\delta}$. So, $\mu(\Omega) = \|v\|^p$ for some $v \in S_{\delta}$, and if only if $v = V_{\delta}$ or $-V_{\delta}$. Thus, if (2.10) holds for some $w \in W^{1,p}_{0}(\Omega) \setminus \{0\}$, we have $\gamma w \in S_{\delta}$, where
\[
\gamma = \left( \int_{\Omega} |w|^{1-\delta} f \, dx \right)^{-\frac{1}{p-1}}.
\]

Thus $w = \gamma^{-1} V_{\delta}$ or $-\gamma^{-1} V_{\delta}$. Since $V_{\delta} = \tau_{\delta} u_{\delta}$, the result follows. \qed

**Proof of Theorem 2.21:** Suppose the inequality (2.9) holds. Then, by Lemma 3.5, the sequence $\{u_n\}$ is uniformly bounded in $W^{1,p}_{0}(\Omega)$. Now, proceeding with the exact arguments as in the proof of Theorem 2.13, the problem $(S)$ admits a weak solution in $W^{1,p}_{0}(\Omega)$. Conversely, let $u \in W^{1,p}_{0}(\Omega)$ be a weak solution of the problem $(S)$ and $\| \cdot \|$ be given by (2.2). Applying Lemma 5.1 we choose $u$ as a test function in $(S)$ and obtain
\[
\|u\|^p = \int_{\Omega} u^{1-\delta} f \, dx.
\]

Again applying Lemma 5.1, first we choose $|v| \in W^{1,p}_{0}(\Omega)$ as a test function in $(S)$ and then using Hölder’s inequality, we have
\[
\int_{\Omega} |v| u^{-\delta} f \, dx \leq C \|u\|^{p-1} \|v\|,
\]
for some positive constant $C$. Therefore, for every $v \in W^{1,p}_{0}(\Omega)$, using (6.11) and (6.12) along with Hölder’s inequality, we obtain
\[
\int_{\Omega} |v|^{1-\delta} f \, dx = \int_{\Omega} \left( |v| u^{-\delta} f \right)^{1-\delta} \left( u^{1-\delta} f \right)^{\delta} \, dx \\
\quad \leq \left( \int_{\Omega} |v| u^{-\delta} f \, dx \right)^{1-\delta} \left( \int_{\Omega} u^{1-\delta} f \, dx \right)^{\delta} \leq C \|u\|^{p+\delta-1} \|v\|^{1-\delta},
\]
which proves the inequality (2.9). \qed

**Proof of Theorem 2.22:** Noting [25, Lemma 4.1] and then, proceeding along the lines of the proof of Theorem 2.21, the result follows. \qed

**Proof of Theorem 2.23:** Noting [23, Proposition 2.3] and then, proceeding along the lines of the proof of Theorem 2.21, the result follows. \qed

7. **Appendix**

In this section, we obtain the pointwise convergence of the gradient of the approximate solutions $\{u_n\}$ found in Lemma 3.2.

**Theorem 7.1.** (Gradient convergence theorem in the mixed case) Let $1 < p < \infty$. Suppose $\{u_n\}$ is the sequence of approximate solutions for the problem $(A)$ given by Lemma 3.2 and $u$ is the pointwise limit of $\{u_n\}$. For $0 < \delta < 1$, let $f \in L^m(\Omega) \setminus \{0\}$ be nonnegative, where $m$ is given by (2.8) and for $\delta \geq 1$, let $f \in L^1(\Omega) \setminus \{0\}$ be nonnegative respectively. Then, upto a subsequence, $\nabla u_n \to \nabla u$ pointwise almost everywhere in $\Omega$. 

Proof. By the given hypothesis, for \(0 < \delta \leq 1\), by Lemma 3.4 and 3.6,
(7.1) the sequence \(\{u_n\}\) is uniformly bounded in \(W_0^{1,p}(\Omega)\).

If \(\delta > 1\), by Lemma 3.7, the sequences
\[
\{u_n\} \quad \text{and} \quad \left\{ \frac{\delta + p - 1}{p} u_n \right\}
\]
are uniformly bounded in \(W_{\text{loc}}^{1,p}(\Omega)\) and \(W_0^{1,p}(\Omega)\) respectively.

Then, we have
(7.2) \(u_n \rightharpoonup u\) weakly in \(W_{\text{loc}}^{1,p}(\Omega)\) and
(7.3) \(u_n \rightarrow u\) strongly in \(L_{\text{loc}}^p(\Omega)\).

By Remark 3.3, for all \(n \in \mathbb{N}\), we obtain
(7.4) \(u \geq u_n\) in \(\mathbb{R}^N\).

Also, we note that the function
(7.5) \(|t|^{p-2}t\) is monotone increasing over \(\mathbb{R}\).

Next, we prove the result in the following two steps.

**Step 1.** Let \(K \subset \Omega\) be a compact set and consider a function \(\phi_K \in C_0^1(\Omega)\) such that \(\text{supp } \phi_K = \omega, 0 \leq \phi_K \leq 1\) in \(\Omega\) and \(\phi_K \equiv 1\) in \(K\). For \(\mu > 0\), we define the truncated function \(T_\mu : \mathbb{R} \rightarrow \mathbb{R}\) by
(7.6) \(T_\mu(s) = \begin{cases} s, & \text{if } |s| \leq \mu, \\ \mu \frac{s}{|s|}, & \text{if } |s| > \mu. \end{cases}\)

Choosing \(v_n = \phi_K T_\mu ((u_n - u)) \in W_0^{1,p}(\Omega)\) as a test function in \((A)\), we obtain
(7.7) \(I + J = R\),

where
\[
I = \int_\Omega |\nabla u_n|^{p-2} \nabla u_n \nabla v_n \, dx,
\]
\[
J = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u_n(x,y))(v_n(x) - v_n(y)) \, d\mu \quad \text{and} \quad R = \int_\Omega \frac{f_n}{(u_n + \frac{1}{n})^\delta} \, v_n \, dx.
\]

**Estimate of I:** We have
(7.8) \(I_1 + I_2 + I_3\).

**Estimate of I_2:** Using (7.3) we get \(T_\mu ((u_n - u)) \rightharpoonup 0\) weakly in \(W_{\text{loc}}^{1,p}(\Omega)\). As a consequence,
(7.9) \(\lim_{n \to \infty} I_2 = \lim_{n \to \infty} \int_\Omega \phi_K |\nabla u|^{p-2} \nabla u \nabla T_\mu ((u_n - u)) \, dx = 0.\)
Estimate of $I_3$: For $\omega = \text{supp} \phi_K$, by Hölder’s inequality, using the uniformly boundedness of $\{u_n\}$ in $W^{1,p}(\omega)$, we have

\begin{equation}
|I_3| = \left| \int_{\Omega} T_\mu \left( (u_n - u) \right) |\nabla u_n|^{p-2} \nabla u_n \nabla \phi_K \, dx \right| \leq \int_{\Omega} \left| \nabla \phi_K \right| |u_n - u| \nabla u_n |^{p-1} \, dx \\
\leq || \nabla \phi_K ||_{L^\infty(\omega)} \left( \int_\omega |\nabla u_n|^p \, dx \right)^{\frac{p-1}{p}} ||u_n - u||_{L^p(\omega)} \leq C ||u_n - u||_{L^p(\omega)},
\end{equation}

for some constant $C > 0$, independent of $n$. Thus using (7.4) in (7.11), we obtain

\begin{equation}
\lim_{n \to \infty} I_3 = \lim_{n \to \infty} \int_{\Omega} T_\mu \left( (u_n - u) \right) |\nabla u_n|^{p-2} \nabla u_n \nabla \phi_K \, dx = 0.
\end{equation}

Therefore, using the estimates (7.10) and (7.12) in (7.9) we obtain

\begin{equation}
\limsup_{n \to \infty} I = \limsup_{n \to \infty} \int_{\Omega} \phi_K \left( |\nabla u_n|^{p-2} \nabla u_n - |\nabla u|^{p-2} \nabla u \right) \nabla T_\mu \left( (u_n - u) \right) \, dx.
\end{equation}

Estimate of $J$: We have

\begin{equation}
J = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u_n(x,y))(v_n(x) - v_n(y)) \, d\mu \\
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \phi_K(x) \left( \mathcal{A}(u_n(x,y)) - \mathcal{A}(u(x,y)) \right) \left( T_\mu \left( (u_n - u)(x) \right) - T_\mu \left( (u_n - u)(y) \right) \right) \, d\mu \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} T_\mu \left( (u_n - u)(y) \right) \mathcal{A}(u_n(x,y)) \left( \phi_K(x) - \phi_K(y) \right) \, d\mu \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} T_\mu \left( (u_n - u)(y) \right) \mathcal{A}(u(x,y)) \left( \phi_K(y) - \phi_K(x) \right) \, d\mu \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \mathcal{A}(u(x,y)) \left( \phi_K(x) T_\mu \left( (u_n - u)(x) \right) - \phi_K(y) T_\mu \left( (u_n - u)(y) \right) \right) \, d\mu \\
= J_1 + J_2 + J_3 + J_4.
\end{equation}

Estimate of $J_1$: We claim that

\begin{equation}
J_1 = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \phi_K(x) \left( \mathcal{A}(u_n(x,y)) - \mathcal{A}(u(x,y)) \right) \left( T_\mu \left( (u_n - u)(x) \right) - T_\mu \left( (u_n - u)(y) \right) \right) \, d\mu \geq 0.
\end{equation}

To this end, it is enough to prove that, for almost every $(x,y) \in \mathbb{R}^N \times \mathbb{R}^N$, we have

\begin{equation}
\hat{J}_1 = \phi_K(x) \left( \mathcal{A}(u_n(x,y)) - \mathcal{A}(u(x,y)) \right) \left( T_\mu \left( (u_n - u)(x) \right) - T_\mu \left( (u_n - u)(y) \right) \right) \geq 0.
\end{equation}

We observe that

\[ \mathbb{R}^N \times \mathbb{R}^N = \bigcup_{i=1}^4 S_i, \]

where

\[ S_1 = \left\{ (x,y) \in \mathbb{R}^N \times \mathbb{R}^N : |(u_n - u)(x)| \leq \mu, |(u_n - u)(y)| \leq \mu \right\}, \]

\[ S_2 = \left\{ (x,y) \in \mathbb{R}^N \times \mathbb{R}^N : |(u_n - u)(x)| \leq \mu < |(u_n - u)(y)| \right\}, \]

\[ S_3 = \left\{ (x,y) \in \mathbb{R}^N \times \mathbb{R}^N : |(u_n - u)(y)| \leq \mu < |(u_n - u)(x)| \right\}. \]
and
\[ S_1 = \left\{ (x, y) \in \mathbb{R}^N \times \mathbb{R}^N : |(u_n - u)(x)| > \mu, |(u_n - u)(y)| > \mu \right\}. \]

Case 1. Let \( x, y \in S_1 \). Then, \(|(u_n - u)(x)| \leq \mu \) and \(|(u_n - u)(y)| \leq \mu \), which gives
\[ T_\mu((u_n - u)(x)) = (u_n - u)(x) \quad \text{and} \quad T_\mu((u_n - u)(y)) = (u_n - u)(y). \]

Therefore, we have
\[ \hat{J}_1 = \phi_K(x) \left( A(u_n(x, y)) - A(u(x, y)) \right) ((u_n - u)(x) - (u_n - u)(y)), \]
which is nonnegative, by Lemma 2.6.

Case 2. Let \( x, y \in S_2 \). Then, \(|(u_n - u)(x)| \leq \mu \) and \(|(u_n - u)(y)| \leq \mu \), which gives from (7.5) that
\[ u(x) - u_n(x) \leq \mu < (u(y) - u_n(y)). \]
Therefore, we have
\[ (7.15) \quad T_\mu((u_n - u)(x)) - T_\mu((u_n - u)(y)) = (u_n - u)(x) + \mu \geq 0. \]

Moreover, in this case, \( u_n(x) - u_n(y) > u(x) - u(y) \). Thus, by (7.6), we obtain
\[ (7.16) \quad A(u_n(x, y)) - A(u(x, y)) \geq 0. \]

From (7.15) and (7.16), it follows that \( \hat{J}_1 \geq 0 \).

Case 3. Let \( x, y \in S_3 \). Then, \(|(u_n - u)(x)| \leq \mu \) and \(|(u_n - u)(y)| \leq \mu \), which gives from (7.5) that
\[ u(y) - u_n(y) \leq \mu < (u(x) - u_n(x)). \]
Therefore, we have
\[ (7.17) \quad T_\mu((u_n - u)(x)) - T_\mu((u_n - u)(y)) = -\mu - (u_n - u)(y) \leq 0. \]

Moreover, in this case, we get \( u_n(x) - u_n(y) < u(x) - u(y) \). Thus, by (7.6), we deduce
\[ (7.18) \quad A(u_n(x, y)) - A(u(x, y)) \leq 0. \]

From (7.17) and (7.18), it follows that \( \hat{J}_1 \geq 0 \).

Case 4. Let \( x, y \in S_4 \). Then, \(|(u_n - u)(x)| > \mu \) and \(|(u_n - u)(y)| > \mu \), which gives
\[ (7.19) \quad T_\mu((u_n - u)(x)) - T_\mu((u_n - u)(y)) = -\mu + \mu = 0. \]

Hence, \( \hat{J}_1 = 0 \).

Therefore, we have
\[ (7.20) \quad J_1 \geq 0. \]

Hence, the claim follows.

**Estimate of J_2:** We have
\[ J_2 = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} T_\mu((u_n - u)(y)) A(u_n(x, y)) (\phi_K(x) - \phi_K(y)) \, d\mu. \]

First, we claim that for every \( \epsilon > 0 \), there exists a compact set \( K \subset \mathbb{R}^{2N} \), such that
\[ (7.21) \quad J_2^1 = \int_{\mathbb{R}^{2N} \setminus K} T_\mu((u_n - u)(y)) A(u_n(x, y)) (\phi_K(x) - \phi_K(y)) \, d\mu \leq \frac{\epsilon}{2}, \]
for all \( n \in \mathbb{N} \). To this end, let us set
\[ \omega = \text{supp} \phi_K, \quad \omega' = \mathbb{R}^{2N} \setminus (\omega^c \times \omega^c), \]
and as \( \phi_K \in C^1_c(\Omega) \), for every \( \epsilon > 0 \), there exists a compact set \( L = L(\epsilon) \subset \mathbb{R}^{2N} \) such that
\[ (7.22) \quad \left( \int_{\mathbb{R}^{2N} \setminus L} \frac{|\phi_K(x) - \phi_K(y)|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{1}{p}} \leq \frac{\epsilon}{2}. \]
Then we choose $\mathcal{K} = \mathcal{L}$ and applying Hölder’s inequality, we obtain

\begin{equation}
J_2^1 = \int_{\mathbb{R}^{2N} \setminus \mathcal{K}} T_\mu((u_n - u)(y)) A(u_n(x, y)) (\phi_K(x) - \phi_K(y)) \, d\mu
\end{equation}

\begin{align*}
\leq \left( \int_{\omega' \setminus \mathcal{K}} \frac{|u_n(x) - u_n(y)|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{p-1}{p}} \left( \int_{\omega' \setminus \mathcal{K}} \frac{|T_\mu((u_n - u)(y))|^p |\phi_K(x) - \phi_K(y)|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{1}{p}}
\leq \mu \left( \int_{\omega' \setminus \mathcal{K}} \frac{|u_n(x) - u_n(y)|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{p-1}{p}} \left( \int_{\omega' \setminus \mathcal{K}} \frac{|\phi_K(x) - \phi_K(y)|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{1}{p}}.
\end{align*}

If $0 < \delta \leq 1$, then using the estimate (7.22) and from (7.1) the uniform boundedness of $\{u_n\}$ over $W_0^{1,p}(\Omega)$ in (7.23) the claim (7.21) follows. If $\delta > 1$, first we note that by Lemma 3.2, there exists a constant $C(\omega) > 0$, independent of $n$ such that $u_n \geq C(\omega)$ in $\omega$. Choosing $q = \frac{\delta + p - 1}{p} > 1$ in (2.6), Lemma 2.8, we obtain

\begin{equation}
\frac{|u_n(x) - u_n(y)|^p}{|x - y|^{N+ps}} \leq C(\omega)^{1-\delta} \frac{|u_n(x)^{\frac{\delta + p - 1}{p}} - u_n(y)^{\frac{\delta + p - 1}{p}}|}{|x - y|^{N+ps}},
\end{equation}

for almost every $(x, y) \in \omega'$. Hence, using (7.24) in (7.23), we get

\begin{equation}
J_2^1 \leq \mu \left( \int_{\mathbb{R}^{2N}} \frac{|u_n(x)^{\frac{\delta + p - 1}{p}} - u_n(y)^{\frac{\delta + p - 1}{p}}|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{p-1}{p}} \left( \int_{\mathbb{R}^{2N} \setminus \mathcal{K}} \frac{|\phi_K(x) - \phi_K(y)|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{1}{p}} \leq \varepsilon/2,
\end{equation}

where in the last line above, we have used the estimate (7.22) and the uniform boundedness of $\left\{u_n^{\frac{\delta + p - 1}{p}}\right\}$ in $W_0^{1,p}(\Omega)$ that follows from (7.2). Hence the claim (7.21) follows. On the other hand, let $E \subset \mathcal{K}$ be an arbitrary measurable set. Then, proceeding analogous to (7.23) and (7.24), for some uniform positive constant $C$, we have

\begin{equation}
J_2^2 = \int_E T_\mu((u_n - u)(y)) A(u_n(x, y)) (\phi_K(x) - \phi_K(y)) \, d\mu
\end{equation}

\begin{align*}
\leq C \left( \int_E \frac{|\phi_K(x) - \phi_K(y)|^p}{|x - y|^{N+ps}} \, dxdy \right)^{\frac{1}{p}}.
\end{align*}

Thus, if $|E| \to 0$, we have $J_2^2 \to 0$, uniformly in $n$. Note that

\begin{equation}
T_\mu((u_n - u)(y)) A(u_n(x, y)) (\phi_K(x) - \phi_K(y)) \to 0 \text{ almost everywhere in } \mathbb{R}^{2N}.
\end{equation}

Then, by Vitali’s theorem for any $\varepsilon > 0$, there exists $n_0$ such that, if $n \geq n_0$,

\begin{equation}
\int_{\mathcal{K}} T_\mu((u_n - u)(y)) A(u_n(x, y)) (\phi_K(x) - \phi_K(y)) \, d\mu \leq \varepsilon/2.
\end{equation}

Therefore, from (7.21) and (7.27), we obtain

\begin{equation}
\lim_{n \to \infty} J_2 = 0.
\end{equation}

**Estimate of $J_3$:** Recalling from (7.1) that for $0 < \delta \leq 1$, $u \in W_0^{1,p}(\Omega)$ and by (7.2) for $\delta > 1$, $u \in W_{loc}^{1,p}(\Omega)$ such that $u^{\frac{\delta + p - 1}{p}} \in W_0^{1,p}(\Omega)$, we can proceed with exactly the same steps followed.
to estimate $J_2$ above to obtain

$$
\lim_{n \to \infty} J_3 = \lim_{n \to \infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} T_\mu ((u_n - u)(y)) A(u(x, y)) (\phi_K(y) - \phi_K(x)) \, d\mu = 0.
$$

**Estimate of $J_4$:** For $v_n = \phi_K T_\mu ((u_n - u))$, we have

$$
J_4 = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(u(x, y)) (v_n(x) - v_n(y)) \, d\mu.
$$

Firstly, we claim that for every $\epsilon > 0$, there exists a compact set $\mathcal{K} \subset \mathbb{R}^{2N}$, such that

$$
J_4^1 = \int_{\mathbb{R}^{2N} \setminus \mathcal{K}} A(u(x, y)) (v_n(x) - v_n(y)) \, d\mu \leq \frac{\epsilon}{2},
$$

for all $n \in \mathbb{N}$. To this end, let us set

$$
\omega = \text{supp} \phi_K, \quad \omega' = \mathbb{R}^{2N} \setminus (\omega^c \times \omega^c).
$$

By Lemma 3.2, there exists $C(\omega) > 0$, independent of $n$ such that $u_n \geq C(\omega)$ in $\omega$. Thus, for $\delta > 1$, again applying [(2.6), Lemma 2.8] for $q = \frac{\delta + p - 1}{p} > 1$, we obtain

$$
\left( \int_{\mathbb{R}^{2N} \setminus \mathcal{K}} \frac{|u(x) - u(y)|^p}{|x - y|^{N + ps}} \, dxdy \right)^{\frac{1}{p}} \leq C(\omega)^{1 - \delta} \left( \int_{\mathbb{R}^{2N} \setminus \mathcal{K}} \frac{|u(x) - u(y)|^{\frac{\delta + p - 1}{p}}}{|x - y|^{N + ps}} \, dxdy \right)^{\frac{1}{p}} \leq \frac{\epsilon}{2}.
$$

Using the estimate (7.32), the uniform boundedness of $v_n$ in $W_0^{1,p}(\Omega)$ and Hölder’s inequality, we obtain

$$
J_4^1 = \int_{\mathbb{R}^{2N} \setminus \mathcal{K}} A(u(x, y)) (v_n(x) - v_n(y)) \, d\mu
$$

$$
\leq \left( \int_{\omega' \setminus \mathcal{K}} \frac{|u(x) - u(y)|^p}{|x - y|^{N + ps}} \, dxdy \right)^{\frac{1}{p}} \left( \int_{\omega' \setminus \mathcal{K}} \frac{|v_n(x) - v_n(y)|^p}{|x - y|^{N + ps}} \, dxdy \right)^{\frac{1}{p}} \leq \frac{\epsilon}{2},
$$

which proves (7.30). For $0 < \delta \leq 1$, noting (7.1) and arguing similarly as above, we obtain (7.30). On the other hand, let $E \subset \mathcal{K}$ be an arbitrary measurable set. Then, proceeding analogously to (7.33), for some uniform positive constant $C$,

$$
J_4^2 = \int_E A(u(x, y)) (v_n(x) - v_n(y)) \, d\mu \leq C \left( \int_E \frac{|u(x) - u(y)|^p}{|x - y|^{N + ps}} \, dxdy \right)^{\frac{1}{p}}.
$$

Thus, if $|E| \to 0$, we have $J_4^2 \to 0$, uniformly in $n$. Note that

$$
A(u(x, y)) (v_n(x) - v_n(y)) \to 0 \text{ almost everywhere in } \mathbb{R}^{2N}.
$$

Then, by Vitali’s theorem for any $\epsilon > 0$, there exists $n_0$ such that, if $n \geq n_0$,

$$
\int_{\mathcal{K}} A(u(x, y)) (v_n(x) - v_n(y)) \, d\mu \leq \frac{\epsilon}{2}.
$$
Therefore, from (7.30) and (7.35), we obtain

\begin{equation}
(7.36) \quad \lim_{n \to \infty} J_4 = 0.
\end{equation}

Now, employing the estimates (7.20), (7.28), (7.29) and (7.36) in (7.14) we obtain

\begin{equation}
(7.37) \quad \lim_{n \to \infty} J \geq 0.
\end{equation}

**Estimate of \( R \):** Recalling that supp \( \phi_K = \omega \), by Lemma 3.2, there exists a constant \( C(\omega) > 0 \), independent of \( n \), such that \( u \geq C(\omega) > 0 \) in \( \Omega \). Hence, we have

\begin{equation}
(7.38) \quad R = \int_{\Omega} \frac{f_n}{(u_n + \frac{1}{n})^\delta} \, dx \leq \frac{\|f\|_{L^1(\Omega)}}{C(\omega)^\delta} \mu.
\end{equation}

Therefore, for every fixed \( \mu > 0 \), using the estimates (7.13), (7.37) and (7.38) in (7.8), we obtain

\begin{equation}
(7.39) \quad \limsup_{n \to \infty} \int_K (|\nabla u_n|^{p-2} \nabla u_n - |\nabla u|^{p-2} \nabla u) \nabla T_\mu ((u_n - u)) \, dx \leq C \mu,
\end{equation}

for some constant \( C = C(\omega; \|f\|_{L^1(\Omega)}) > 0 \).

**Step 2.** Let us define the function

\begin{equation}
(7.40) \quad e_n(x) = (|\nabla u_n|^{p-2} \nabla u_n - |\nabla u|^{p-2} \nabla u) (u_n - u).
\end{equation}

Note that by Lemma 2.6, we have \( e_n \geq 0 \) in \( \Omega \). We divide the compact set \( K \) by

\[ E_n^\mu = \{ x \in K : |(u_n - u)(x)| \leq \mu \}, \quad F_n^\mu = \{ x \in K : |(u_n - u)(x)| > \mu \}. \]

Let \( \gamma \in (0,1) \) be fixed. Then, from Hölder’s inequality,

\begin{equation}
(7.41) \quad \int_K e_n^\gamma \, dx = \int_{E_n^\mu} e_n^\gamma \, dx + \int_{F_n^\mu} e_n^\gamma \, dx \leq \left( \int_{E_n^\mu} e_n \, dx \right)^\gamma |E_n^\mu|^{1-\gamma} + \left( \int_{F_n^\mu} e_n \, dx \right)^\gamma |F_n^\mu|^{1-\gamma}.
\end{equation}

Now, since \( \{u_n\} \) is uniformly bounded in \( W^{1,p}(K) \), the sequence \( \{e_n\} \) is uniformly bounded in \( L^1(K) \). Furthermore, \( \lim_{n \to \infty} |F_n^\mu| = 0 \). Hence, from (7.39) and (7.41), we have

\begin{equation}
(7.42) \quad \limsup_{n \to \infty} \int_K e_n^\gamma \, dx \leq \limsup_{n \to \infty} \left( \int_{E_n^\mu} e_n \, dx \right)^\gamma |E_n^\mu|^{1-\gamma} \leq (C \mu)^\gamma |\Omega|^{1-\gamma}.
\end{equation}

Letting \( \mu \to 0 \) in (7.42), the sequence \( \{e_n^\gamma\} \) converges to 0 strongly in \( L^1(K) \). Therefore, using a sequence of compact sets \( K \), up to a subsequence

\[ e_n(x) \to 0 \text{ almost everywhere in } \Omega, \]

which along with Lemma 2.6 gives

\[ \nabla u_n(x) \to \nabla u(x) \text{ for almost every } x \in \Omega. \]

Hence, the result follows. \( \square \)
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