Thermoelasticity and ArUco marker-based model validation of polymer structure: application to the San Giorgio’s bridge inspection robot
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ABSTRACT
Experimental procedures are often involved in the numerical models validation. To define the behaviour of a structure, its underlying dynamics and stress distributions are generally investigated. In this research, a multi-instrumental and multi-spectral method is proposed in order to validate the numerical model of the Inspection Robot mounted on the new San Giorgio’s Bridge on the Polcevera river. An infrared thermoelasticity-based approach is used to measure stress-concentration factors and, additionally, an innovative methodology is implemented to define the natural frequencies of the Robot Inspection structure, based on the detection of ArUco fiducial markers. Established impact hammer procedure is also performed for the validation of the results.

1. INTRODUCTION
In design and materials engineering, experimental validation of numerical models is commonly required in order to verify the quality of the simulation [1], [2]. In general, the level of validation is directly tied to the intended use of the model and then, the supporting testing experiments are defined [3], [4]. While indirect validation uses experimental results that cannot be controlled by the user (e.g., from the literature or from previous researches), a direct approach performs experiments on the quantities of interest [5], with the aim of reproduce, through the experiments, actual behaviour of simulated model [4], [6].

When irregularities in the geometry or in the molecular-structure of the material are present, localised stress concentrations can lead to fractures [3]. Due to this, a stress concentration factor is usually considered during the design of a structure and, moreover, it is one of the experimental validations focuses. Local stress and strain measurements have been widely performed by means of established contact techniques (e.g., strain-gauges) [7]–[10]. However, in last decades, non-contact measurement methods for full-field stress and strain distribution estimation were developed and commonly employed in experimental validation tests, such as the Thermoelastic Stress Analysis (TSA) [11]. According to the thermoelastic effect, for a dynamically excited structure, the surface temperature changes, measured by means of an infrared detector, are proportional to the stress and strain tensors changes, caused by the input load [12]. Thermoelastic Stress Analysis was involved in multiple researches, regarding non-destructive testing [13], defect identification [14], and material properties characterization [15], [16]. Thermoelasticity has also been used to determine fatigue limit parameters and crack propagation [17], [18], for modal-damage identification in frequency domain [19], and for stress intensity factor evaluation in complex structures [20]. However, due to the demands of high-speed operation and the use of light structures in modern machinery, static measurements of stress and strain distributions are no longer sufficient [21], [22]. In fact, when a flexible structure is excited at or close to one of its natural frequencies, significantly increased fatigue damage occurs [23]–
Due to this, modal parameters (i.e., modal frequencies, modal damping and mode shapes) of structures and systems in frequency range of interest are widely researched to properly simulate their behaviour in real operating conditions [26], [27], and, thus, to avoid fatigue damage. Modal parameters definition is usually reached experimentally via impact-hammer procedure [26]. Nevertheless, in last years, the use of non-contact image-based measurement techniques in structural dynamics applications has grown. In fact, displacements, deformations and mode shapes can be measured with cameras operating in the visible spectrum by applying both Digital Image Correlation and other computer-vision methods [28]–[30]. One of the more promising approach for displacement and motion detection involves markers, either they are physical or virtual. Virtual markers are directly generated through computer-vision algorithms, such as Scale Invariant Feature Transform (SIFT) [31], [32], and Speeded Up Robust Features (SURF) [33]. These algorithms are able to detect and describe local characteristics (i.e., features) in images. Moreover, virtual markers are often used as they allow tracking objects in subsequent acquired frames without introducing physical targets, avoiding potential misleading elements. In recent years, several researches were developed using virtual markers. Khuc et al. [34] and Dong et al. [35] investigated structural and modal analysis via computer-vision algorithms through virtual markers. However, in the cases when the points of interest are not directly identified as markers, the physical targets need to be involved. Furthermore, virtual markers are strongly influenced by lighting changes and low contrast and, moreover, they can not be detected in uniform intensity distribution areas with no gradients. Physical markers, also known as fiducial markers, have been also widely employed in structural monitoring applications [36], [37]. A commonly employed group of fiducial markers are the Squared Planar Markers [38], which are characterized by a binary-coded squared area, enclosed by a black border. Several sets of this marker type have been developed in years [39]–[42]. However, in case of non-uniform light conditions and desired simultaneous detection of multiple markers, the ArUco marker library was found to be very efficacious and robust to detection errors and occlusion [38], [43]. Additionally, if the camera is calibrated, the relative position of the camera with respect to the markers can be directly estimated, and, through a custom configuration process, the system becomes more insensitive to detection errors and false positives [38]. Due to this, the ArUco markers applicability was widely studied in last years. Sani et al. [44] and Lebedev et al. [45] employed them for drone quad-rotor and UAV autonomous navigation and landing, while Elangovan et al. [46] used them for decoding contact forces exerted by adaptive hands. Structural dynamics applications were also researched by Abdelbarr et al. [47] for structural 3D displacement measurement. Moreover, Tocci et al. investigated the measurement uncertainty of the ArUco marker-based technique for displacement up to order of 1/100 mm, using a comparison Laser Doppler Vibrometry technique, defining the influence of the measurement parameters on the resulting measured displacement [48].

In this research, a non-contact multi-instrumental approach is presented for the numerical model results validation, which involves stress concentration factor evaluation through thermoelasticity measurements and natural frequencies identification by means of ArUco markers detection. The proposed method is applied to the San Giorgio’s bridge Robot Inspection structure.

2. MATERIALS AND METHODS

2.1. Robot inspection

The Robot Inspection is the first platform for the automatic inspection of a bridge. It was developed within a collaboration between the Italian Institute of Technology, Camozzi Group, SDA Engineering, Ubisive and the University of Ancona (Patent PT190478), for the new Viaduct on the Polcevera river, the so-called San Giorgio’s Bridge, designed and built after the Morandi’s Bridge collapse. The structure is a 3-degrees-of-freedom platform, and it is fully autonomous. Its main purpose is to carry 3 technological instrumented supports with high performances cameras, lasers, ultrasonic sensors, and anemometers that scan the lower surface of the bridge and collect more than 35000 pictures. These pictures are then processed by Pattern Analysis Algorithms and given to the operator information whether any changes that on the investigated surface occurs. The robot weights around 1.8 t and it is shown in the Figure 1.

2.2. Thermoelasticity-based stress-concentration factor estimation

Thermoelasticity is a full-field stress-distribution measurement technique based on the thermoelastic effect [11], [12]. According to this effect, in case of adiabatic process and linear, homogeneous, and isotropic material behaviour, a dynamically excited structure presents surface temperature-changes proportional to the changes in the stress and strain tensor traces, caused by the external load [19], [49]. Moreover, if the excitation is harmonic, the thermal fluctuation is expected to be at the same frequency of the input load, and its normalized amplitude variation is given by:

$$\frac{\Delta T}{T_0} = -K_m \Delta \sigma_{kk},$$

where $T_0$ is the ambient temperature, $\Delta \sigma_{kk}$ is the first stress invariant variation and $K_m$ is the thermoelastic coefficient, defined from [11]:

$$K_m = \frac{\alpha}{\rho C_\sigma},$$

where $\alpha$ is the thermal expansion coefficient, $\rho$ is the material density and $C_\sigma$ is the specific heat at constant pressure (or stress) [12]. In general, the temperature variation caused by the thermoelastic effect is within the noise produced by the infrared detector [50]. Thus, thermal acquisitions are necessarily post processed in order to obtain readable results [51]. Although general frequency-domain approaches are well established nowadays [19], [52], in this research a classical lock-in analysis...
was performed in order to single out the thermoelastic signal at a particular frequency (i.e., the load frequency) from the noisy signal acquired through the thermal camera [53], [54]. Being \( \omega_L \) the input load frequency, the digital lock-in amplifier gives the temperature fluctuation at \( \omega_L \) as magnitude \( \Delta T_{\omega_L} \) and phase \( \theta_{\omega_L} \) [55]:

\[
\Delta T_{\omega_L} = \sqrt{I_x^2(\omega_L) + I_y^2(\omega_L)} ,
\]

\[
\theta_{\omega_L} = \arctan \left( \frac{I_y(\omega_L)}{I_x(\omega_L)} \right) ,
\]

where \( I_x(\omega_L) \) and \( I_y(\omega_L) \) are the phasorial components of the thermoelastic signal evaluated at \( \omega_L \), respectively. Once applied the lock-in data processing, the spatial information of the temperature (i.e., stress) distribution is obtained, and further structural analysis can be performed. In particular, the stress-concentration factor \( K_f \) can be estimated in areas where critical behaviour is shown. \( K_f \) is defined, on a linear profile, as the ratio of the highest stress \( \max(\Delta \sigma) \) and a reference stress, here chosen as the mean stress \( \Delta \sigma \) on the same profile [20]:

\[
K_f = \frac{\max(\Delta \sigma)}{\Delta \sigma} .
\]

By substituting (1) in (5), the \( K_f \) factor on a linear profile becomes:

\[
K_f = \frac{\max(\Delta T_{\omega_L})}{\Delta T_{\omega_L}} .
\]

### 2.3. ArUco-based resonant frequencies identification

As discussed earlier, the ArUco marker library was used for measurements, due to theoretical considerations [38]. An example of ArUco 6x6 marker is presented in Figure 2, which shows its geometrical parameters (i.e., corners and reference system).

To identify a marker in each captured frame, multiple steps are required [38], [43]. First, a local-adaptive threshold contour segmentation is performed [56]. Then, a contour extraction and a polygonal approximation are applied to keep the enclosing rectangular borders and remove the irrelevant information [57]. Potential perspective projections are compensated using a homography transformation. The resulting image is binarized and divided into a regular grid, where at each element is assigned 0 or 1, depending on the preponderant value of the corresponding pixel, as shown in Figure 3 [58].

ArUco markers are usually created in groups, to ensure their geometric diversity and avoid misleading detection. Due to this, another filter is generally applied to the image to determine potential matches between the recognized marker and the used marker-dictionary [43] even if manual corrections are normally made available by modifying threshold algorithm parameters. Finally, through the identification of the four corners, the spatial coordinates of each recognized marker are estimated with respect to the camera [38], [56]. In this study, the implementation of the ArUco library is exploited to measure the spatial temporal coordinates of the centre of the marker \( C(x(t), y(t)) \) recorded in a video. Firstly, the acquired data are pre-processed to improve the marker detection, which, moreover, can be compromised by different factors (e.g., too much distance between the camera and the marker or blurred images measurement) [43]. Then, each frame is subjected to a sharpening and dilation filters. The sharpening filter was used to reduce apparent blurring in each frame by means of 2D spatial convolution [59]:

\[
(I \ast k)(x, y) = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} k(i, j) \cdot I(x - i, y - j)
\]

where \( I(x, y) \) is the original frame, \( k(x, y) \) is the kernel and \( (i, j) \) are the pixel coordinates and \( (i, j) \) are the coordinates of the elements in the kernel matrix. Then, dilation filter was also applied as a morphological operation, involved for removing noise, for isolating individual elements and for merging disparate elements in an image [59]. Also, this filter is based on convolution operation [60]. Being \( b(x,y) \) the structuring function, by the grey-scale dilation of \( I \) by \( b \) is obtained [59]:

\[
(I \oplus b)(x, y) = (i, j) \in b_{\text{max}} \left[ I(x + i, y + j) + b(i,j) \right] ,
\]

and the grey-scale erosion of \( I \) by \( b \) is given by:

\[
(I \ominus b)(x, y) = (i, j) \in b_{\text{min}} \left[ I(x + i, y + j) - b(i,j) \right] .
\]

The marker detection is based on its 4 corners identification in each captured frame (see Figure 1). From the corners, the spatial coordinates of the centre of the marker \( (x_c, y_c) \) are evaluated frame-by-frame during the acquisition:

\[
C = (x_c, y_c) = G \left( \frac{1}{4} \sum_{r=1}^{4} x_r, \frac{1}{4} \sum_{r=1}^{4} y_r \right) ,
\]

where \( (x_r, y_r) \) are the coordinates of the \( r \)-th vertex and \( G \) is the calibration factor from pixel units to SI units, defined as the ratio
between the side length of the physical marker in SI units and the average of the four side lengths (in pixels) of the captured marker in the FOV. Once the coordinates of the centre of the marker \((x_c, y_c)\) in the time-domain are obtained, frequency domain-based analysis is performed using the Discrete Fourier Transform (DFT) \([61]\). The DFT for the N-points time series \(p\) is defined as:

\[
P(\omega) = \sum_{n=0}^{N-1} p_n e^{-i \frac{2\pi n \omega}{N}}.
\]

Considering the spatial properties of image-based analysis, the DFT for each component of the displacement \(C(x_c(t), y_c(t))\) and for the input force \(f(t)\) is obtained:

\[
C(X(\omega), Y(\omega)) = \left(DFT(x(t)), DFT(y(t))\right),
\]

\[
F(\omega) = DFT(f(t)).
\]

The cross-spectra \((15)\) and auto-spectra \((16)\) are computed \([61]\):

\[
\left(S_{fx}(\omega), S_{fy}(\omega)\right) = \left(\frac{1}{T} \left[X(\omega)^* \cdot F(\omega)\right], \frac{1}{T} \left[Y(\omega)^* \cdot F(\omega)\right]\right),
\]

\[
S_{ff}(\omega) = \frac{1}{T} \left[F(\omega)^* \cdot F(\omega)\right].
\]

Finally, the compliance Frequency Response Functions (FRF) along x-axis and y-axis, using \(H_1\) estimator, can be obtained \([61]\):

\[
\left(H_{1x}(\omega), H_{1y}(\omega)\right) = \left(\frac{S_{fx}(\omega)}{S_{ff}(\omega)}, \frac{S_{fy}(\omega)}{S_{ff}(\omega)}\right).
\]

On the other hand, the acceleration Frequency Response Function obtained through the impact hammer procedure is given using the \(H_1\) estimator by \([61]\):

\[
H_1 = \frac{S_{fa}(\omega)}{S_{ff}(\omega)},
\]

where \(S_{fa}\) and \(S_{ff}\) are the cross- and auto-spectra of the output acceleration and of the input force, respectively.

### 3. EXPERIMENTAL METHODOLOGY

As already addressed in Sec. 2, two different measurement approaches were used and, due to this, two experimental setups were built. The global tested structure is presented in Figure 4, where the analysed areas and markers are shown in detail: thermoelasticity was applied in T1 and T2 areas, while M1-2 is

\[\text{Figure 4. Tested CFRP structure: T1] First TSA analysed area; T2] Second TSA analysed area; M1-2] ArUco marker detected.}\]
numerical simulation in the same corresponding linear region of interest.

The stress concentration factors $K_f$, as described by (6), were evaluated from the profiles in Figure 7 and Figure 8, and they are shown in Table 1, obtained from the experiments and the FEM model.

The obtained results are in line with the expectations. In fact, usually, the thermoelasticity slightly underestimate the stress, due to theoretical considerations, but, principally, actual stresses measured on the structure are presumed to be lower than the numerical values due to designing consideration.

4.2. ArUco-based resonant frequencies identification

As already addressed in Sec. 3.3, firstly, the marker position in the time-domain was collected using modal testing procedure (see Figure 10) through (10), and then the FRF was obtained using (16). The Frequency Response Functions were reconstructed using the Least-Squares Complex Exponential (LSCE) algorithm [62].

The FRFs obtained by means of the two experimental methods are shown in Figure 11 and Figure 12 for C1 and C2 boundary configurations, respectively. Although in the amplitudes are different (the marker gave compliance FRF while the impact hammer gave accelerance FRF), the natural frequencies identified along the x-axis are totally comparable.

Furthermore, the comparison with the numerical simulation was performed and it is shown in Figure 13 and Figure 14, in terms of normalized frequency for C1 and C2 boundary configurations, respectively.

| Tables | T1 area | T2 area |
|--------|---------|---------|
| Experiments | 1.19 | 1.21 |
| Numerical | 2.40 | 1.40 |
The results show a well-founded numerical model. In fact, the comparison of the experimental resonant frequencies, obtained using impact hammer and ArUco markers, with the numerical results establish high reliability in both the two boundary condition configurations, for all the modes in the considered frequency range.

5. CONCLUSIONS

The validation of numerical models through experimental procedures is a mandatory step for several applications. In this research, a non-contact multi-instrumental approach was proposed to validate the numerical model of the Robot Inspection of the new San Giorgio’s Bridge on the Polcevera river. In particular, the thermoelastic technique was used to measure stress-concentration factors in two areas and, moreover, an innovative methodology, involving the detection of the ArUco fiducial markers, was implemented to define the resonant frequencies of the CFRP structure, by estimating its Frequency Response Function. The impact-hammer procedure was also performed for the validation of the results. The proposed approach gave excellent results and, due to this, it can be used for testing large structures. Further investigations on the material properties and on the dynamics of the Inspection Robot are planned as extension of this research.
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