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Abstract

When training a machine learning classifier on data where one of the classes is intrinsically rare, the classifier will often assign too few sources to the rare class. To address this, it is common to up-weight the examples of the rare class to ensure it is not ignored. It is also a frequent practice to train on restricted data where the balance of source types is closer to equal for the same reason. Here we show that these practices can bias the model toward over-assigning sources to the rare class. We also explore how to detect when training data bias has had a statistically significant impact on the trained model’s predictions, and how to reduce the bias’s impact. While the magnitude of the impact of the techniques developed here will vary with the details of the application, for most cases it should be modest. They are, however, universally applicable to every time a machine learning classification model is used, making them analogous to Bessel’s correction to the sample variance.
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1. Introduction

Machine learning is taking a more prominent role in astronomy research as the size of observational and simulated data sets swell beyond a human’s capability of digesting them. This is due to the rapid expansion of computing resources and sensor technology in the last four decades that has driven equally rapid expansions in the quantity of data to analyze. Astronomy, in particular, has seen a proliferation of large scale imaging and spectroscopic surveys that have billions of sources in them—surveys like: the Sloan Digital Sky Survey (SDSS, York et al., 2000), the 2-Micron All Sky Survey (2MASS, Skrutskie et al., 2006), the Wide-field Infrared Survey Explorer (WISE, Wright et al., 2010), the Gaia satellite’s survey (Gaia Collaboration et al., 2016), the Panoramic Survey Telescope and Rapid Response System (Pan-STARRS) surveys (Chambers et al., 2016), the Dark Energy Spectroscopic Instrument (DESI) surveys (Dey et al., 2019), the UKIRT Infrared Deep Sky Surveys (UKIDSS, Lawrence et al., 2007), and the Galaxy Evolution Explorer (GALEX) surveys (Martin et al., 2005). The challenge in the future is only expected to grow as surveys like the Legacy Survey of Space and Time (LSST, Ivezić et al., 2019) and Square Kilometer Array (SKA, Dewdney et al., 2009) come online.

One of the main justifications for producing these massive databases is that they are needed to find enough examples of rare sources to study them. For example, the task of identifying the extremely luminous and dusty active galactic nuclei (AGNs), named hot dust obscured galaxies (Hot DOGs), in the WISE sky survey (as described in Section 4.2 of Wright et al., 2010), which contains 3/4 of billion stationary sources in its AllWISE release catalog (Cutri et al., 2013), had many technical challenges and required intensive astronomy expertise, experience, and labor to overcome (Eisenhardt et al., 2012, for example). A necessary first step in that process, though, is to classify the sources so that we can prioritize which sources might be interesting, and which are examples of already known sources. Because these sources are rare it is usually easier to use a supervised machine learning algorithm, one that is tuned using sources with known classifications, than it is to use an unsupervised one. The reason should be obvious: subgroups of the common known source types are likely to outnumber the rare new ones, meaning a naive unsupervised machine learning algorithm could need a lot of complexity before it actually finds the rare class.

Supervised learning also has drawbacks when used for finding rare objects. In general terms, a classifier’s function is to draw decision boundaries between clumps of partially overlapping classes of data. A machine learning algorithm is both a method of describing such boundaries using parameters (a particular instance of such is a “model” or “classifier”) and a procedure for tuning those parameters to optimize the shape of the boundaries by minimizing a function called the “loss.” When the model has to describe more than one boundary, the model’s parameters have to be divided among them. If one of the classes is much rarer than the others then the loss of the model with respect to the rare class is biased due to the over-representation of the more common classes.
to the data can have a larger change from assigning parameters to refining the decision boundaries between the numerous classes than to the boundaries around the rare ones. Perhaps more importantly, though, is when the classifier assigns none of the feature space to the rare class, or even just too few examples \cite{Kubat1998}. These issues are part of why it is described as ‘imbalanced’ if the number of data points of each type is not nearly equal in the training data set. In those situations one commonly used strategy to ensure that the model describes a boundary around the rare classes is to up-weight the rare class(es) of data during training \cite{He2009} is a review that covers other techniques). Most commonly, the weights are chosen to simulate training data with equal contributions from each class, as was done in \cite{Clarke2020} and \cite{Cheng2021}. The mechanism through which weighting data operates is that it simulates cloning the weighted data, even if the number of clones is not an integer. If the machine learning algorithm correctly handles data with real clones in it, then weighting will move the decision boundaries between the classes in the same way: expanding the regions assigned to the rare ones to reflect their artificially increased abundance.

Anomaly detecting algorithms are another possible technique for finding rare objects. Their drawback is that they find everything unusual in a data set, when they work well. Most often, anomalies in data sets have mundane explanations (e.g. optical ghosts, latents in the detector, cosmic ray hits, or a signal from a microwave someone opened at the wrong time, as in \cite{Petroff2015}). So, while anomaly hunting is an essential part of looking for new phenomena, it will likely be less fruitful than the sort of more targeted search that supervised machine learning can produce when several examples of the target are already known. Thus anomaly detection algorithms are complementary to other techniques.

Semi-supervised methods are more challenging to address, because having labels for some of the data allows for a much larger number of possible algorithms than unsupervised cluster finding algorithms. Indeed, one of the results in this work is a demonstration that applying a model that calculates probabilities to an otherwise unlabelled data set can lead to a refinement in the model that improves its accuracy, which is a type of semi-supervised method. Based on this example, we can say that if the method allows for soft classification in the form of probabilities, then the techniques described in this work are applicable.

The purpose of this work is to explore how weighting training data moves the decision boundaries by examining the question through the lens of measuring empirical classification probabilities. We, therefore, focus on how weighting affects the structure of the data as a whole and, thereby, the predictions from the model. Since weighting changes the effective balance of the data, altering the probabilities the model produces to not reflect the actual frequency of each class, we describe this change as a “bias” throughout this paper. Introducing statistical bias is bad practice, even if the goal of introducing the bias is to move the decision boundaries. First, this work shows that moving the decision boundaries can be achieved by applying the desired weights to model’s output probabilities, with higher performance in the cases tested. Second, unbiased classification probabilities can be used to estimate the demographics of a population more accurately than the classification individual example. This work shows that such assessments can be used to assess a model’s performance on a target population, even in the absence of known true labels. If weighting must be done during model training for other reasons, we also demonstrate here a simple method to compensate for this bias and that it works with minimal performance loss as long as the initial up-weighting is not too extreme. We also show that this method is effective at compensating for bias that is present in the training data, as long as the bias meets certain conditions.

A similar method has been studied in the context of reducing biases induced by imbalanced data sets during ordinary logistic regression by \cite{King2001} and \cite{Maalouf2018}. What sets their work apart from this one is that their chief concern was compensating for statistical bias in probabilities calculated from models fit using ordinary logistic regression, not the performance of a machine learning classifier working with imbalanced data. Their approach is to use either weighted data fitting or “prior correction” to remove the bias induced by discarding data to equalize the data sets. That is, they discard common examples to balance the data sets, reducing the statistical bias expected from maximum likelihood logistic regression, and then compensate for the greater bias this induces. While the basics of this process agree with the work presented here, the conclusion \cite{Maalouf2018} on the relative merits of weighted fitting versus prior correction are opposite to what we observe in this work. \cite{Bailer-Jones2019} noted that when using Gaussian mixture models to construct a classifier that implicitly assumes a flat Bayesian prior for the classification decision, and so used an estimate of the prior to adjust the classifier’s probabilities. They also made a point of noting how this prior effects the performance metrics of the classifier, specifically its purity and completeness. \cite{Delchambre2022} and \cite{GaiaCollaboration2022} would go on to apply this technique in Gaia’s third data release \cite{GaiaCollaboration2022b}. This is similar to the deweighting method described in this work, but only for the special case where the data were weighted to assume equal composition to the training set. Because deweighting, effectively, includes removal of the old prior, it applies to a broader set of situations.

In this work, we demonstrate the biases in supervised learning that result from weighting training data or training data with a biased mix of classes. In Section 2 we
present analytic arguments for why we would expect most machine learning algorithm classifiers to be subject to this weighting bias and describe the machine learning algorithm used to test these statements empirically. In Section 3 we describe the data sets used to empirically test the effectiveness of our compensation methods with both simulated and real observed data. The purpose of using simulated data is that we can exactly calculate the true class probabilities that the classifier being tuned to approximate during training, and real data is used to ensure that the conclusions herein are robust to the harder to simulate complications that come with real data. While the real data tasks we are using for demonstration are simple object classification based on photometry (for example, star–galaxy–AGN), they are general enough that they should prove universally applicable. The results of applying a multi-layer perceptron machine learning algorithm to data are presented in Section 3. In Section 3 we discuss the implications of this proposed deweighting scheme presented in this work. Finally, this paper concludes with Section 6.

2. Analytic Derivation

This section begins with an exploration of how training set composition, and therefore weighting, affects the models produced by machine learning algorithms in Subsection 2.1. Second, Subsection 2.2 describes how the machine learning algorithm model’s probabilities can be used to predict standard performance metrics. The comparison between predicted and observed performance gives a way to measure how accurate the model’s probabilities are, even if the true probabilities are unknown. Finally, Subsection 2.3 defines the deweighting algorithm used to compensate for weighting bias. It also defines one way to compute the necessary deweighting factors when an unbiased training set composition is unknown.

2.1. Data, Weights, and Prior Probability

The fundamental mathematics behind classification are easiest to visualize using a 1-dimensional illustration of the how probabilities are calculated from data densities. Figure 1 shows how the classification process works for data drawn from one of two overlapping Gaussian distributions. In its panel (a) the true densities of each type of object are plotted, labeled by \( \mathcal{L}(i, x) \) (read as: “the likelihood that a source will have feature \( x \) and be from class \( i \)”). This represents what a training set with infinite data points would look like. The figure’s panel (b) shows what weighting the data to balance the training set would do, with the subscript \( w \) added to the likelihoods to emphasize this.

Note that a supervised classifier machine learning algorithm is taking the density of observed data, implicitly smoothing it, and using the smoothed data to calculate \( P(i|x) \). Even when only one label is assigned to each source instead of probabilities, that can be viewed as approximating the probability that the source belongs to the assigned class as 1, and the rest as 0. Algebraically, if the sources for class \( i \) have a density given by \( \mathcal{L}(i, x) \) then the probabilities are given by

\[
P(i|x) = \frac{\mathcal{L}(i, x)}{\sum_j \mathcal{L}(j, x)},
\]

which is simply the number of sources class \( i \) contributes at \( x \) divided by the total number of sources there.

An example of \( \mathcal{L}(i, x) \) can be found in color–magnitude diagrams (CMD) for galaxies (for example: Strateva et al. 2001; Blanton et al. 2003; Lake and Wright 2016). The CMDs usually contain two distinct groups of sources, one called the ‘red sequence’ and the other the ‘blue cloud’ (first observed as distinct in Strateva et al. [2001]). In this case, \( \mathcal{L}(\text{red sequence}, x) \) would be the CMD of just red sequence galaxies that have been spectroscopically identified before plotting them, and \( x \) stands in for both the color and absolute magnitude of the galaxies.

\( \mathcal{L}(i, x) \) can be split into its normalization \( P(i) \) and its probability density function (PDF) \( \mathcal{L}(x|i) \). Doing so recasts Equation 1 as

\[
P(i|x) = \frac{P(i) \mathcal{L}(x|i)}{\sum_j P(j) \mathcal{L}(x|j)},
\]

which gives \( P(i|x) \) the same form as the Bayesian posterior probability, with \( \mathcal{L}(x|i) \) the likelihood of the data given the model, and \( P(i) \) is the prior probability of the model.

When there are \( N \) data points drawn from \( \mathcal{L}(i, x) \) without bias, then an unbiased maximum likelihood estimate of the prior probability is

\[
P(i) = \frac{n_i}{N},
\]

where \( n_i \) is the number of sources in class \( i \) and \( N \) is the number of sources in the data set. Because machine learning algorithms are fit to real data sets of finite size, Equation 3 also serves as the effective prior that the fit model uses to compute probabilities.

In machine learning training begins by defining a ‘loss function’ \( L(\{\text{data}\}|\theta) \), also called the ‘badness of fit.’ The training process consists of minimizing the loss over some set of model parameters, symbolized by \( \theta \). Two examples of loss functions commonly used in astronomy are \( \chi^2 \) and the negative log-likelihood. A property that most loss functions share is that they take the form of a sum of losses for each individual data point

\[
L(\{\text{data}\}|\theta) = \sum_{n=1}^{N} L(i_n, x_n|\theta),
\]

where \( L(i_n, x_n|\theta) \) is the loss one would use to fit the model to a data set with a single point. Further specifying the form of \( L(i_n, x_n|\theta) \) is unnecessary for the argument that follows.
The classification process for sources drawn from two Gaussians in illustrated form, including the way weighting the Gaussians to balance them shifts the probabilities (panels (a) and (b) for unweighted and weighted, respectively). The orange and blue striped vertical lines illustrate how to calculate the probability that a source at \( x = 1.5 \) comes from class 0 or 1. The probability that the source comes from class 0 is just the fraction of the total bar that is orange, and class 1 is the fraction that is blue. As a function of \( x \) the probability that a source at \( x \) comes from class \( i \) is denoted by \( P(i|x) \). Notice how the crossover point of the red and cyan lines, the decision boundary of a Bayes classifier, is shifted by weighting. For this illustration, class 0 is from a Gaussian with mean 0 standard deviation 1, and contributes 90% of the sources, while class 1 has mean 1.5 and standard deviation 0.25.

The process of weighting is then changing the sum in Equation 4 to a weighted sum

\[
L_w(\{\text{data}\} | \theta) = \sum_{n=1}^{N} w_n L(i_n, x_n | \theta). \tag{5}
\]

This is similar to what happens when Equation 4 is rearranged to be a sum over \( F \) families with \( N_f \) points each that are identical clones of one another

\[
L_C(\{\text{data}\} | \theta) = \sum_{f=1}^{F} N_f L(i_f, x_f | \theta). \tag{6}
\]

It is worth making explicit that machine learning models are extremely flexible. For example it has been proved mathematically that neural networks can approximate any function arbitrarily well, with enough neurons, as long as they satisfy two conditions: they use a non-linear activation function and have at least one hidden layer (Hornik et al. 1989). This flexibility means that all of the information in the model that makes it specific to a data set is encoded in the loss function used to train it. In comparing Equations 5 and 6 it can be seen that the \( w_n \) play exactly the same role as the \( N_f \). In other words, weighting the data has an effect that is indistinguishable, to the machine learning algorithm, from when the data contains real clones in it.

Changing the effective number of each class of data using weights replaces \( n_i \) with a sum over the weights applied to examples from class \( i \) in the effective prior, which yields a weighted prior

\[
P_w(i) = \frac{\sum_{n=1}^{N} w_n \delta_{i,j_n}}{\sum_{n=1}^{N} w_n} = \frac{\overline{w}_i P(i)}{\sum_i \overline{w}_i P(i)}, \tag{7}
\]

where \( \overline{w}_i \) is the mean weight used for examples from class \( i \), that is \( \overline{w}_i \equiv \sum_{n=1}^{N} w_n \delta_{i,j_n} / n_i \), and \( \delta_{i,j} \) is the Kronecker delta. We note that another reason to use caution when weighting data is because the modified effective number of sources, \( N_w = \sum_n w_n \), can taint many techniques for estimating the uncertainty of the model’s predictions or parameters. Equation 4 means that the function the machine learning algorithm is trying to approximate is also modified to a weighted form

\[
P_w(i|x) = \frac{P_w(i) L(x|i)}{\sum_j P_w(j) L(x|j)}, \tag{8}
\]

which is biased away from \( P(i|x) \). The impact of this bias depends on how much the PDFs \( L(x|j) \) overlap with each other: the greater the overlap the larger the impact.

The bias in Equation 8 comes about from changing the normalization of each of the densities. It can be seen by inspection that any technique that fixes the weighting induced bias can also work on biases among classes that are not functions of the relevant features of the data \( x \). A good example of such a bias is when surveys that do not have the same sky coverage are combined, similar to bias
that the $V_{c}/V_{e}$ estimator of [Aimi and Bakhall (1980)], that is used in the process of measuring luminosity functions, addresses.

It is, technically, possible to devise loss functions that do not produce biased results when weighting data. For example, if the terms in the loss function are given by $[P_{\text{model}}(m|x_m) - P_{\text{true}}(m|x_m)]^2$, then weighting will have the effect of improving the accuracy of the model probabilities near the up-weighted points, as desired. Notice that the counter-example requires that some way to calculate the true probability is already in hand, making the choice to use supervised learning on data questionable. Regardless, any machine learning algorithm that both responds correctly to real clones in the data and will converge to the true $P(i|x)$ given infinite data (and, perhaps, infinite parameters in the model) should produce results that are unbiased when the loss function is weighted.

2.2. Predicting Performance Metrics to Assess the Accuracy of Model Probabilities

An important reason to base source classification on measurable probabilities is that it allows a users to predict the performance metrics that any classification scheme will have on real data. A mismatch between predicted metrics and observed ones on labeled data is a strong indication that the model probabilities are inaccurate. We define the observed minus predicted model metric to be the overshoot of the metric.

The basis of the method is to take the model’s probabilities literally. To simplify the derivation, assume that all sources have distinct features labeled $x_n$. Each source can then be taken as an independent draw from its own categorical distribution with unknown results, so their expected outcomes and variances will just sum. Suppose that a classifier assigns the label $j_n$ to each of the $N$ sources, then the expected number of true positives $eTP_i$, false positives $eFP_i$, and false negatives $eFN_i$ for class $i$ are given by

$$eTP_i = \sum_{n=1}^{N} \delta_{j_n,i} P(i = j_n|x_n),$$

$$eFP_i = \sum_{n=1}^{N} \delta_{j_n,i} P(i \neq j_n|x_n),$$

$$eFN_i = \sum_{n=1}^{N} (1 - \delta_{j_n,i}) P(i = j_n|x_n),$$

respectively. The corresponding variances to Equations (9) $\text{Var}(eTP_i)$, $\text{Var}(eFP_i)$, and $\text{Var}(eFN_i)$ are given by replacing the probabilities in the sums with $P \times (1 - P)$. Note that the number of positives for class $i$, $NP_i = eTP_i + eFP_i$, is not random for our present purposes because it is the number of sources that the classifier labeled $i$.

Equations (9) can be used to construct asymptotically unbiased estimators for expected values of the most commonly used metrics in machine learning: completeness (also known as “sensitivity” and “recall”), reliability (also known as “precision”), and F1-score as

$$C_{\text{mdl}}(i) = \frac{eTP_i}{eTP_i + eFN_i},$$

$$R_{\text{mdl}}(i) = \frac{eTP_i}{NP_i},$$

$$F_{1,\text{mdl}}(i) = \frac{2eTP_i}{NP_i + eTP_i + eFN_i},$$

(10)

respectively. Their respective variances can be estimated using propagation of errors; they are:

$$\text{Var}(C_{\text{mdl}}(i)) = \frac{\text{Var}(eTP_i) + \text{Var}(eFN_i)}{(eTP_i + eFN_i)^2},$$

$$\text{Var}(R_{\text{mdl}}(i)) = \frac{eTP_i}{NP_i^2},$$

$$\text{Var}(F_{1,\text{mdl}}(i)) = 4 \frac{eTP_i (NP_i + eFN_i)^2 + eFN_i eTP^2_i}{(NP_i + eTP_i + eFN_i)^2}.$$  

(11)

When the true class labels are known, the predicted metric $C_{\text{mdl}}$, $R_{\text{mdl}}$, and $F_{1,\text{mdl}}$ can be compared with the observed ones $C_{\text{obs}}$, $R_{\text{obs}}$, and $F_{1,\text{obs}}$. Subtracting the predicted metric from the observed one produces the overshoot in the metric, and the variances from Equations (11) make it possible to assess whether the overshoot is statistically significant. Since all of this assumes that the probabilities used were accurate, significant overshoot is strong evidence that the probabilities used to make the predictions are not accurate.

2.3. Measuring and Replacing Priors: the Deweighting Procedure

The steps to replace a prior are: divide by the old prior, multiply by the new, then normalize, thus

$$P(i|x) = \frac{P(i) P_w(i|x)}{\sum_j P(i) P_w(j|x)},$$

(12)

Since, for a weighted data set, $P_w(i) \propto w_i P(i)$, we refer to Equation (12) as “deweighting” the predictions. With real data and real models, Equation (12) will only work perfectly in the limit of infinite data and, potentially, infinite fit parameters. In more realistic situations, deweighting the output of real models is statistically valid for the data as a whole, and may over or under-correct for any given source.

Equation (12) is a way to remove a known bias when the true prior $P(i)$ is known. This can be useful when weighting otherwise unbiased training data. A more common occurrence is for the training data, itself, to be of biased composition. In that case the bias to the prior may not be known, exactly. One way to detect the bias is to compare an estimate of the prior used in training the machine learning algorithm to an estimate of the prior from the
broader data set the model is applied to. Doing so strays
a bit into a semi-supervised machine learning algorithm.

For example, denote the prior of a particular model calcu-
lated using Equation \textsuperscript{7} as \(P_M(i)\) and the probabilities
predicted by the model as \(P_M(i|x)\). If the model is then
applied to a data set with \(N\) total sources, then the true
expected prior for the data set is given by

\[
P(i) = \int \mathcal{L}(i, x) \, dx
= \int P(i|x) \mathcal{L}(x) \, dx
\equiv \mathbb{E}_x (P(i|x))
\approx \frac{1}{N} \sum_{m=1}^{N} P_M(i|x_m),
\quad (13)
\]

where the last line of Equation \textsuperscript{13} is replacing the expected
value with the sample average. If \(P_M(i)\) and the output of \textsuperscript{13}
differ to a statistically significant degree then that is
good evidence that the prior is inconsistent with the data
set the model is being applied to. Note that this is only
the case if the domain of the data features \(x\) differ to a statistically significant degree then that is
an unlabeled data set

\[
\mathbb{E}_x (P(i|x))
\approx \frac{1}{N} \sum_{m=1}^{N} P_M(i|x_m),
\quad (13)
\]

with the solution it converges to is unique. We
note that this is only the case if the domain of the data features \(x\) are a match.
If the domain of application significantly differs from the
domain used for training then the priors are not actually
decomposable.

An illustration of the comparison described in the last
paragraph can be found in Figure \textsuperscript{2}. The abundance ratio for Panel (b) is a proxy for the probabilities \(P_M(i)\), and the ratio from Panel (c) is a proxy for Equation \textsuperscript{13}. Their
disagreement is a signal that the model is using the wrong
prior.

When there is clear evidence that the model’s prior is
a mismatch to the unlabeled data it is possible to find a
prior that is consistent with the remaining aspects of the
model, which we call a prediction consistent prior (PCP).
One way to do that is by combining Equations \textsuperscript{12} and \textsuperscript{13}
to get

\[
P(i) = \frac{1}{N} \sum_{m=1}^{N} \frac{P_M(i|x_m)}{\sum_j P_M(j|x_m)} P_M(j|x_m),
\quad (14)
\]

Although it may be possible, in principle, to solve Equation \textsuperscript{14}
for \(P(i)\) analytically, it is more practical to do so
numerically using an algorithm like recursion or Newton’s
root finding algorithm. The recursion method to solve
Equation \textsuperscript{14} starts with any reasonable estimate for \(P(i)\), like \(P_M(i)\) or all \(P(i)\) equal. The next step is to insert it
into the right hand side (RHS) of Equation \textsuperscript{14}. Computing
the sums on the RHS will give a new estimate of \(P(i)\)
that can then be inserted into the RHS of Equation \textsuperscript{14}
to get a new estimate. This process can be repeated un-
til some desired convergence level is reached. This is a
special case of the Expectation Maximization algorithm
Dempster et al. \textsuperscript{1977}\textsuperscript{2} one for which the models for the
individual classes do not need updating, thus the name
half-Expectation Maximization algorithm fits.

The recursion algorithm is guaranteed to converge, but
that convergence can be slow \textsuperscript{Wu \textsuperscript{1983}}. It is also not
obvious that the solution it converges to is unique. We
prove that it is starting from the negative log-likelihood of
an unlabeled data set

\[
L(\{\text{data}\}) = - \sum_{m=1}^{N} \ln \left( \sum_i P(i) \mathcal{L}(x_m|i) \right)
- \lambda \left( 1 - \sum_i P(i) \right),
\quad (15)
\]

with \(\lambda\) a Lagrange multiplier that enforces normalization
for the prior probabilities. Taking the derivatives of Equation \textsuperscript{15}
with respect to \(P(i)\) and \(\lambda\) and setting them equal to
zero yields \(\lambda = N\) and equations equivalent to Equa-
tions \textsuperscript{14} as long as \(P(i|x_m) = P_M(i)\mathcal{L}(x_m|i)/\mathcal{L}(x)\). The
matrix of second partials has elements

\[
\frac{\partial^2 L}{\partial P(j) \partial P(k)} = \sum_{m=1}^{N} \frac{\mathcal{L}(x_m|j) \mathcal{L}(x_m|k)}{\sum_i P(i) \mathcal{L}(x_m|i)^2}.
\quad (16)
\]

Because the likelihoods are all positive semi-definite, it is
straightforward to show that the matrix is positive semi-
definite in general, and positive definite when the set of
predictions \(\{P(i|x_m)\}\) spans the vector space indexed by \(i\).
This means that the likelihood is a convex function over
the parameters \(P(i)\), which means its minimum is unique.
Because the region the \(P(i)\) are also confined to is also
convex, the maximum of the likelihood in that set will also
be unique. Along any direction in the prediction space not
spanned by the predictions \(L\) will be flat, permitting any
solution along that direction.

The speed of convergence will depend on the size of the
eigenvalues of the matrix of second partials, with both
methods converging faster the farther from zero the eigen-
values are. We also note that all \(x\) dependent biases need to
be the same for all PDFs for the prediction consistent
prior to be fully effective. \(x\)-dependent biases change the
shape of the PDFs that the machine learning algorithm
sees, changing \(P_m(i|x)\) in ways that adjusting the global
prior cannot compensate for.

3. Data and Methods

In this paper, we present four empirical demonstrations of
the methods from Section \textsuperscript{2}. Section \textsuperscript{5.2} describes a tests
on simple simulated data. The reason for using a simula-
tion is because it gives a case where the true probabilities
\(P(i|x)\) the model should be producing can be analytically
culated. This allows for a particularly sensitive deter-
nination of any biases affecting the model. The simula-
tion needs to be simple because simplicity makes it easy to
maximize the size of the regions where the classes overlap,
increasing the impact of deweighting.

\textsuperscript{2}For a more recent tutorial see Rochel \textsuperscript{2011}.
Figure 2: Prediction Consistent Prior Illustration

The classification process for sources drawn from two Gaussians in illustrated form, including the way weighting the Gaussians to balance them shifts the probabilities (panels (a) and (b) for unweighted and weighted, respectively). Panels (a) and (b) are recreations of Figure 1 and Panel (c) shows the results of applying the weighted model to unweighted and unlabeled data. For this illustration, class 0 is from a Gaussian with mean 0 standard deviation 1, and contributes 90% of the sources, while class 1 has mean 1.5 and standard deviation 0.25.

Section 3.1 describes the details of the machine learning algorithm we used to produce classifiers in this work. The algorithm used is a type of feed-forward neural network called a multi-layer perceptron. For each classification task we manually tuned the network’s hyperparameters (specifically, the details of the data augmentation layer, the number of hidden layers, and the number of neurons per layer) in order to achieve good performance for each task. The details of each tuning are given in their respective subsections.

Section 3.3 describes a test on a similarly simple real data set with a moderately rare class: classifying sources as stars, galaxies, or AGN based on photometry. AGN are actually a sub-type of galaxy; one where the matter falling into the super-massive black hole in the center is so hot and bright that it is comparable to the brightness of the rest of the galaxy. This means that galaxies and AGN will have a lot of inherent similarity because the dividing line between them is not sharp, in reality. This is the case because every known AGN is at the center of some host galaxy. Thus, when using the sort of moderate to low resolution photometry being used here, the light from every AGN will be contaminated by some amount of light from its host galaxy. The exact level of contamination will depend sensitively on which wavelengths are being sampled, but that just affects at what total luminosities the light at that wavelength from the AGN and host are comparable. Thus, for any given wavelength, host SED, and AGN SED there is an accretion rate for the AGN where it will have the same observed flux at that wavelength as its host. While the shape of the AGN’s SED may also depend on accretion rate, it will, nevertheless, exist on a continuum that blends smoothly into the population of galaxies for which we cannot, yet, detect light from the accretion of the super-massive black hole at their center.

Like with the simulated data, this comparison is done in an artificially simplified space: W1 − W2 versus J − W1. The W1 filter measures the brightness of an object in light with a wavelength of approximately 3.4 µm, W2 detects light near 4.6 µm, and J near 1.2 µm (Wright et al., 2010; Skrutskie et al., 2006). The motivation for choosing this color space was that Kovács and Szapudi (2015) showed J − W1 to be a good single color for separating stars from galaxies, and Stern et al. (2012) showed W1 − W2 to be a good single color for selecting AGN. The rationale for intentionally limiting our model to this simple color space, artificially, is precisely because keeping distributions of different source types overlapping makes the effect that deweighting compensates for most apparent. Some examples of features that could be added that would greatly increase the accuracy of a classification model include: the W1 magnitude (Figure 8, Panel a of Lake et al. (2019) shows that at Galactic latitude b > 30° a source with W1 < 18.2 mag is more likely to be a star, and fainter sources are more likely extragalactic), pure morphological information (e.g. the \( \chi^2 \) information from 2MASS or AllWISE for how well the psf fit the source can indicate a source is extended, or contaminated, (Cutri et al., 2006, 2013)), parallaxes (by cross matching to, for example, Gaia Collaboration et al. (2018)), or just adding more colors.

Section 3.4 describes an expansion of the star/galaxy/AGN problem to include blazars, specifically flat spectrum radio quasars (FSRQs) and BL Lacertae objects (BL Lacs). In the unified scheme de-
scribed in Urry and Padovani (1995). Blazars are a special class of AGN where the magnetic fields coming from the super-massive black hole are forming a collimated jet of radiation that is pointed at us, making them unusually bright in radio and gamma radiation. The base data set is the same as used in the star/galaxy/AGN problem, but the color space is different and two separate catalogs of blazars are used to identify which of the sources are blazars. The color space used is: W3 − W2, W2 − W1, r − W1, r − i, and g − r. The new filters are sensitive to light at wavelengths at approximately: 12 µm for W3, 400 nm for g, 610 nm for r, and 750 nm for i [Wright et al., 2010; Doi et al., 2010]. The three WISE filters are chosen to enable use of the space shown in the “bubble plot” first shown in [Wright et al., 2010]. The SDSS filters r and i were chosen for the r − i versus r − W1 color space [Lake et al., 2012] used to characterize the sources in the WISE/DEIMOS spectroscopic survey, and g was added for being comparably sensitive to r. The reason for using a greatly expanded color space is because our inspection of many WISE-SDSS color-color diagrams shows very little separation between the general AGN and blazar data, and it is hoped that accumulating multiple small-separation pieces of evidence can give the machine learning algorithm the maximum chance to be able to distinguish the blazars from the rest of the AGN.

Section 3.1.1 describes a short test in constructing a PCP from the catalog of Clarke et al. (2020).

3.1. Machine Learning Algorithm

We implemented the machine learning algorithm, a multi-layer perceptron neural network, used to classify points in this data set in Python 3.6.9. The packages used to implement and test it were: PyTorch 1.4.0 [Paszke et al., 2017], numpy 1.17.4, and matplotlib 3.2.1 [Hunter, 2007]. The machine on which we ran the software was a typical laptop.

The machine learning algorithm used has a five step feed-forward structure: scale all features to be in the interval [-1,1], augment features, run a multi-layer perceptron neural network, convert the output of the network from log-odds to probability, and classify based on probability. We have published the version of the script used to train this neural network on simulated data, alongside the log-odds to probability, and classify based on probability.

The feature scaling step consists of finding a linear transformation that maps the range of the training data to the interval [-1,1]. This normalization scheme was chosen without evaluating alternatives (for example, mapping the standard deviation to 1 instead of the range) after testing had shown that normalizing provided a large increase in asymptotic accuracy for large training sets. We also found that normalizing reduced the incidence of getting stuck in local minima. It is considered common knowledge in the area of machine learning that normalizing the input to neural networks is critical to optimizing their performance; see, for example, Sola and Sevilla (1997).

The augment features step consists of appending to each data point the terms of a polynomial out to second order. In other words, each vector of features now consists of lists with elements $x_0^{i}, x_1^{i}, x_2^{i}, x_3^{i}$ . In the interpolation convention for second order augmentation, each $n_k$ takes all values between 0 and 2 independently (excluding the constant one, where all $n_k$ are zero). In the mathematician’s convention, the $n_k$ must sum to either 1 or 2. This was done because manual examination of the data spaces shows the data to be confined to compact regions in the feature spaces. Thus the natural coordinates for describing relative densities among the data classes should be curved. Using quadratic feature augmentation allows the decision boundaries of individual neurons to be conic sections (especially circles and ellipses). Without this step, the neurons’ decision boundaries would consist of flat hyper-planes. Thus, the network should require fewer neurons and layers, at the cost of more parameters per neuron in the initial layer. If the feature spaces used in this work had been higher dimensional then it may not have been a good tradeoff.

The neural network used in this experiment is a fully connected one, also called a “multi-layer perceptron.” The activation function used for the neural network is the rectified linear unit (ReLU), which can be written in terms of the unit step function $\Theta(x)$ as $x \Theta(x)$. This model was chosen because neural networks have an abundance of publicly available software tools to implement them (e.g. pytorch and scikit-learn) with good tutorials for how to perform logistic regression using them, and mathematical proof that they can approximate any function with arbitrary accuracy given enough training data and resources [Hornik et al., 1989].

The output of the neural network was interpreted as the natural logarithm of the odds that the source is in the given class, versus any with numerically greater index, adjusted so that when all of the network’s parameters are zero it will predict all classes to be equally probable. In formulae, if $y_i$ is the network’s output with index $i$ then they are related to the probabilities by

$$y_i = \ln \left( \frac{P(i|x)}{\sum_{j>i} P(j|x)} \right) + b_i,$$

$$P(i|x) = \left\{ \begin{array}{ll}
1 & i < N_i - 1 \\
\frac{1}{1 + e^{-y_i - y_j}} \prod_{j=0}^{i-1} \frac{1}{1 + e^{y_j - y_j}} & i = N_i - 1, \end{array} \right.$$

(17)

$$b_i = \ln(N_i - 1 - i),$$

where $N_i$ is the total number of classes and the index $i$
ranges from 0 to $N_i - 1$.

Using the convention in Equation (17) for the network’s output is a little more complicated to code than the standard element-wise logit of probabilities, but it has the advantage that none of the model parameters are rendered irrelevant. Probabilities have a constraint that they must sum to 1. The standard technique for calculating probabilities from the output layer of a neural network is for the output layer to have $N_i$ outputs and then evaluate the softmax function on them

$$P(i|x) = \frac{e^{y_i}}{\sum_{j=0}^{N_i-1} e^{y_j}}.$$  \hfill (18)

Evaluating the gradient $\frac{\partial P(i|x)}{\partial y_k}$, a necessary step in back-propagation [Le Cun, 1988], shows that the constraint makes the gradient, as a matrix, singular. This means that there is a direction in which the parameter update cannot perturb the network’s parameters in the output layer. This singularity will propagate backwards throughout the network. We make no attempt to quantify how many parameters in a given network are rendered irrelevant by the use of softmax on the output, but it should be clear that it is more than zero.

The classification scheme used was a stochastic classifier: the source was assigned to a class using the probabilities the machine gave for it belonging to each class. We did this after finding that the common bayes classifier (assign sources to whichever probability is highest for that source), was sacrificing rare source completeness and overall demographic accuracy in favor of reliability.

The software library used to implement the neural network and facilitate optimization is PyTorch version 1.4.0 [Paszke et al., 2017]. The loss function used to fit the neural network’s parameters was the cross entropy. The model parameter initialization was handled by PyTorch’s built in initializer with default settings. The optimization step used PyTorch’s implementation of Adam, torch.optim.adam, described by [Kingma and Ba, 2014], with the learning rate $\text{lr} = 2 \times 10^{-3}$ and weight decay parameter set to $10^{-4}$. Setting the weight decay parameter gives the algorithm a bias towards the model parameters all being zero, reducing the variability of poorly constrained model parameters, and giving an additional reason for the $b_k$ to be non-zero in Equation (17). Weight decay is a standard method of model regularization, that is, reducing the model variance in the face of insufficient data to determine all model parameters. Mathematically, it is equivalent to adding a term proportional to the sum of the square of the model parameters to the loss, and the constant of proportionality is $\lambda/(2N_p)$, where $\lambda$ is the weight decay and $N_p$ is the number of parameters. This guarantees that there is always at least one optimum value for the parameters to converge to. The machine learning algorithm was considered to have converged when the improvement in the loss produced by an Adam step was less than $10^{-8}$, or when it had taken 25,000 iterations. The learning process was repeated five times, with only the lowest loss model kept, to reduce the chance of the model getting stuck in a local minimum.

3.2. Simulations

The simulations are meant to mimic a 4-dimensional color space where the data are drawn from three overlapping clusters, and each cluster is a distinct class. Specifically, each data point has four Gaussian distributed random variables as features, only the first three of which are relevant. The last dimension is irrelevant because the data are all distributed identically in that dimension. This was done to add some of the challenge machine learning algorithms have to overcome when analyzing real data. The pseudo-random numbers for the simulations were generated using the numpy package version 1.17.4 (van der Walt et al., 2011) called from Python 3.6.9.

The parameters of the Gaussian distributions, means ($\mu_i$) and standard deviations ($\sigma_i$) along dimension $i$, split by source class, are in Table 1. The fraction of points that each source contributed to each simulation is given in Table 2. The fractions in Table 2 were chosen to be similar to the real data set described in Section 3.3. The column labeled “fraction” is the nominal fraction contributed by sources of that class, and the remaining columns list the number of actual sources used in the simulations, as randomly generated parts of a non-random total. Note that no development set was generated to assist in manually tuning hyperparameters because the simulations were fast, and so could be re-done after all of the hyperparameter tuning was done.

The ‘biased’ simulation was one where the fraction of points simulated was equal for each class. This provides a useful point of comparison with the weighted fit because, following Clarke et al. (2020), the weights used were the inverse of each class’s fraction over the overall data,

$$w_i = \frac{1}{P(i)}.$$  \hfill (19)

Thus, the weighted fits are set to mimic a fit to data with a composition with equal contribution from each class.

Along each axis there is a tremendous amount of overlap among the 1-dimensional Gaussians, and the boundaries between regions where each class dominates are complicated. The complications come from giving class 2 a wider spread along dimension 2. Slices of the space computed from its theoretical properties are shown in Figure 5. The key takeaway from Figure 5 is that the classes are very confused, that is, there is no clear clustering in the density plots (left column) and the boundaries between regions where a single class predominates are gradual (regions of single color in the right column). This is especially true for class 2, which only dominates out on the wings where the density of points is down from the peak by about 4 orders of magnitude.

To classify the simulated data we used the interpolation convention second order data augmentation step. This
Slices from the simulated data space. The lack of visible clustering is intentionally done to maximize the impact of weighting on the model the machine learning algorithm produces. The left column shows the net density of points (log scaled), and the right column shows the relative density of each class, encoded in the color with the classes 0, 1, and 2 set to green, blue, and red, respectively (green is near the origin, blue the top, and red the lower outsides). When inspecting the digital version of the figure, the red–green–blue (RGB) values of each point will sum to 255, and the fraction of that sum contributed by each basic color represents the probability of the corresponding class at that point. The top row is the \((x_0, x_2)\) space with \(x_1 = 0\) and \(x_3 = 0\). Similarly the bottom row is \((x_0, x_1)\) with \(x_2 = 0\) and \(x_3 = 0\).

3.3. Star/Galaxy/AGN Classification

The first real data case presented here uses the data shown in Figure 4 for the star/galaxy/AGN classification problem. The sources used were the entirety of the SDSS data release 16 (SDSSdr16, Ahumada et al., 2020) table...
named “SpecObj” cross-matched to data from WISE’s AllWISE data release (Wright et al., 2010) and the 2MASS (Skrutskie et al., 2006). The sources were cross-matched to the AllWISE database on the Infrared Science Archive (IRSA) using a radius of 3.0′. When the SDSS table named “TwoMass” had a matching entry for a source it was used for 2MASS photometry, and the AllWISE database provided the photometry otherwise.

For the minority of sources with bad W1 flux uncertainties they were replaced using the same procedure as used in Lake et al. (2018). In brief, if we let $F_{W1}$ be the value from the column wiflux, $\sigma_{W1}$ be the value from the column wisigflux, $F_0$ = $10^{0.4 \times 20.5}$ is the AllWISE Atlas magnitude zero flux, and $\sigma_{W1p2}$ ≡ 0.4 ln(10)[wisigp2]$F_0$ $W1$ $10^{-0.4[wisagp]}$, a flux uncertainty estimated from the columns w1magp and wisigp2, then we replace $\sigma_{W1}$ with $\sigma_{W1p2}$ when the following inequality is satisfied:

$$\sigma_{W1} > 2\sqrt{(0.02F_{W1})^2 + \sigma_{W1p2}^2}. \quad (20)$$

The values 2 and 0.02 in Equation 20 were empirically determined based on when one uncertainty estimate would typically outperform the other, with a bias toward using the standard uncertainty when they are close.

In addition to having signal-to-noise ratio (SNR) greater than 5 in W1, W2, and J, the sources were also required to satisfy: $w1cc_map = 0$ (the contamination and confusion bit map containing all quality and artifact flags checked for in the W1 images during data processing, a value of 0 means no issues were found for the source, for details see the WISE All-Sky column description), $w2cc_map = 0$ (the same as w1cc_map, but for W2), and the SDSS zwarning flags must be either 0 or 16. zwarning is the bit map where quality flags from SDSS’s processing of object spectra are stored, see the SDSS dr16 Schema browser for details on their meaning. The zwarning flags were chosen following the selection criteria in Clarke et al. (2020). When zwarning flag at bit number 5 (bit mask 16) is set when the spectrum has: “fraction of points more than 5 sigma away from best model is too large (> 0.05).” Clarke et al. (2020) justify not rejecting sources with this flag, stating: “If the flag is 16, this indicates the “MANY_OUTLIERS” warning which is only present for data taken with the SDSS spectrograph and not with the BOSS spectrograph, and usually indicates a high signal-to-noise spectrum or broad emission lines in a galaxy. Consequently, it rarely signifies a true error.”

Note that the colors in Figure 4 are not physical because no attempt is made to do resolved source or matched aperture photometry; the fluxes used were the point spread function (psf) photometry from both catalogs. Thus, the $J - W1$ axis is a combination of both color and morphological information. The key feature to notice in Figure 4 is that it separates out stars (bottom, dash-dotted green contour) from galaxies (above stars, dashed red contour) and AGN (projecting up and to the right of the galaxies, solid blue contour), but not completely; there is still overlap among the three major source classes.

The distribution in $J - W1$ versus $W1 - W2$ space of all sources in the SDSS data release 16 SpecObj table view that have clean photometry in AllWISE and a minimum signal-to-noise ratio (SNR > 5) in $J$, $W1$, and $W2$, smoothed with a 0.01 dex Gaussian kernel in each direction where individual points are not plotted. The sources divide into three major groups, with most stars near the stellar locus at the bottom of the plot, most galaxies directly above them, and most AGN in the lobe that projects above and to the right of the galaxies. The colored contours follow, approximately, the isodensity contours at approximately $5 \times 10^4$ counts dex$^{-2}$ for the classes labeled (the red dashed line is for galaxies, the green dash-dotted line is for stars, and the blue solid line is for AGN).

The characteristics of the resulting 1,167,803 sources can be found in Table 5. The sources were randomly divided into training (train), development (dev), and test sets in an 80%, 10%, 10% split, respectively. During development and tweaking of the machine learning algorithm, the test set was left untouched and unexamined, with dev serving as a stand-in. The purpose of using the dev set in place of the test set during algorithm development is to keep the assessments based on the actual test set unbiased by what would amount to a fitting process of the model’s hyperparameters to the test set. The performance on the test set was only evaluated just before publication, at which time
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http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2-2.html#wisat
https://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec2-3f.html
https://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec2-4ci.html
https://skyserver.sdss.org/dr16/en/help/browser/browser.aspx

Figure 4: WISE-2MASS color–color diagram
the dev set had completed its job as a proxy test set and was merged in with the train one in order to maximize the amount of training data used to produce the final model.

We chose to use data from the SDSS for demonstration because it provides large database with spectroscopically classified sources to use as the true target values for the machine learning algorithm. Spectroscopic identification is particularly important because it is considered a high fidelity classification technique. The selection of objects in the SpecObj table view, which contains all of SDSS’s spectroscopically characterized sources, is heterogeneous among multiple surveys (sdss/legacy, boss, eboss, and segundo) with several programs, each. Each program has its own targeting criteria based on factors including: color, magnitude, morphology, and sky coverage. All of these complications mean that this data cannot be considered to be from a single parent sample. The model we generate is, therefore, not an accurate picture of reality. Hence, the reason why we are publishing neither the trained model nor a catalog from applying it to the AllWISE database. It is, nevertheless, a sufficiently realistic scenario with which to test the performance of the techniques in Section 2.

We assigned the source to the BL Lac class if its string starts with “BL Lac” and FSRQ when the string starts with “QSO RLoud”. For 4LAC the class strings were: “bl” and “fsrq”, respectively, regardless of letter case.

Any SpecObj source that is within 5” of a Romao-BZCAT source’s coordinates or a 4LAC source’s companion gets labeled as the merged catalog’s blazar class, regardless of the SDSS class given.

Similar to Section 3.3 we imposed the following constraints: warning ∈ {0, 16}, wcc_map = 0, and wflux > 5 × wsigflux (after replacing bad wisigflux values, as in Section 3.3), where the “?” symbol takes each of 1, 2, and 3 to correspond with WISE’s three shortest wavelength channels.

To constrain the SDSS photometry, first we selected fluxes appropriate to the morphological classification in the PhotoObj table. For sources that have type = 6 (consistent with the point spread function [psf]) in the PhotoObj table we used the values in the psfFlux, and psfFluxIvar columns to construct the source’s flux and uncertainty in the g, r, and i filters ("?" = g, r, and i, respectively); for all other sources we used the modelFlux, and modelFluxIvar columns. Next, we used most of the recommended cuts in the documentation describing how the PhotoObj table’s clean column was populated.

Where we differ from the recommended usage is: with two exceptions, we required g, r, and i to pass all cuts individually; we ignored DEBLEND_NOPASS because our SNR cuts made it irrelevant; and the BINNED1 flag only had to be set in one of the three filters. Like the WISE filters, the SNR data set for testing star/galaxy/AGN/FSRQ/BL Lac classification problem starts with the same SDSSdr16 SpecObj table cross-matched to AllWISE with a 3” maximum radius and the SDSSdr16 PhotoObj table view by object ID, but not 2MASS. It, therefore, has a similar biased starting point, but the altered additional selection criteria imposed here produces a different balance of sources.

| Table 3: SDSS Data Characteristics |
|-----------------------------------|
| Class   | fraction | N\text{train} | N\text{dev} | N\text{test} |
|--------|----------|---------------|-------------|--------------|
| Galaxy | 0.688    | 642,858       | 80,348      | 80,188       |
| Star   | 0.291    | 272,246       | 34,055      | 34,089       |
| AGN    | 0.021    | 19,139        | 2,377       | 2,503        |
| total  | 1        | 934,243       | 116,780     | 116,780      |

\( \text{a Number of sources in the training set.} \)

\( \text{b Number of sources in the development set.} \)

\( \text{c Number of sources in the testing set.} \)

This data was augmented to second order using interpolation convention counting. Because the shape of the clusters of points in this real data is far more complicated than the simulated data, the neural network had two hidden layers of 128 and 32 neurons. This number of neurons was chosen by adding a second layer to cope with the additional complexity in the data shape, and then doubling the number of neurons in each layer until the regions assigned to each class were subjectively accurate. The number of parameters in the model is: \( (3^2 - 1) \times 128 + 128 + [128 \times 32 + 32] + [32 \times 2 + 2] = 5,346. \)

### 3.4. Blazar Classification—Test Case for Extremely Rare Populations

We also test our method with a little bit more complicated classification compositions in the data. Here we introduce two more types of rare objects: at spectrum radio quasars (FSRQ) and BL Lacertae objects (BL Lac). The
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\( ^{8} \)For example, compare the “DR16 Coverage Figures” at [https://www.sdss.org/dr16/](https://www.sdss.org/dr16/) or Ahumada et al. 2020.

\( ^{9} \)https://www.sdss.org/dr16/algorithms/photo_flags_recommend/
in g, r, and i all had to exceed 5. After quality cuts, all SDSS fluxes were dereddened using the appropriate value from the extinction column from PhotoObj.

Finally, WISE has a lower resolution than SDSS (about 6'' versus 1.3''), which can make flux contamination from coincident sources a problem. Because the goal of this work is to test the modeling process, and not publish the model or a catalog from applying the model, we made no effort to reduce the impact of contamination (especially since it makes the factors tested more relevant). The basic statistics of the selected data can be found in Table 4. The reason that stars and AGN switch rarity rank in this data set is because the W3 SNR cut is heavily biased against most stars.

Using the w?flux and modelFlux? or psfFlux? columns to construct magnitudes, we used the following colors as the base features for the neural network: W1 − W2, W2 − W3, r − W1, r − i, and g − r. Figure 5 contains a selection of density plots of the resulting data. The left column plots W1 − W2 versus W2 − W3 and follows the bubble plot from Wright et al. (2010): main sequence stars are at the origin, most galaxies stretch in a horizontal line right of the origin, and the AGN lift above the galaxies in a bubble. Note that this color space is the one the AGN lift above the stars are at the origin, most galaxies stretch in a horizon-

Table 4: Blazar Data Characteristics

| Class  | fraction | N_{train} | N_{dev} | N_{test} |
|--------|----------|-----------|---------|----------|
| Galaxy | 0.6991   | 270,988   | 33,874  | 33,873   |
| Star   | 0.0081   | 3,125     | 91       | 39       |
| AGN    | 0.2913   | 112,904   | 14,113   | 14,113   |
| BL Lac | 0.0005   | 199       | 25       | 24       |
| FSRQ   | 0.0010   | 372       | 46       | 46       |
| total  | 1        | 934,243   | 116,780  | 116,780  |

a Number of sources in the training set.
b Number of sources in the development set.
c Number of sources in the testing set.

3.5. Literature Classification Catalog

A catalog of classification probabilities for sources in the cross matched AllWISE and SDSS catalogs was produced in Clarke et al. (2020). The machine learning algorithms used were based on the SDSS spectroscopic catalog, weighted to balance the classes. The catalog contains 111,293,033 sources, so it makes a good stress test of the half-EM algorithm, even if guaranteeing the accuracy of the new PCP would require a deeper analysis of the data that is beyond the scope of this work. We did not generate classifications for this data set, so no neural network was used. We only use this data set to test the performance of the PCP algorithm derived from Equation 14.

4. Results

For each of the data sets described in Sections 3.2–3.4 we have computed a number of performance metrics as a function of training set size. For the simulated data, we graph five different cases from three models fit to data and corrections applied to the models that we are showing to be biased. For the real data we only graph three cases. The reason for the deeper exploration of the simulated data is because we could simulate data sets with balanced composition without discarding data, which would sacrifice most
The distribution in several color sub-spaces of all sources in the SDSS data release 16 `SpecObj` table view matched to AllWISE (details in the text), with each column smoothed using a 15, 25, and 15 milli-dex Gaussian kernel in each direction where individual points are not plotted. While just about any column provides good separation among stars, galaxies, and AGN, no single column does well on separating the FSRQ from AGN. WISE filters are in the Vega magnitude system, and the SDSS ones are in the AB system.
of the examples from the training set, making the training sets non-comparable by size.

Subsection 4.1 contains the results from the simulated data sets, showing the performance overshoot as a function of training set size, mean Kullback–Leibler divergence between the true probabilities and model probabilities by class, and a demonstration of the accuracy of the PCP computed using the half-EM algorithm. Subsection 4.2 contains the results from the star-galaxy-AGN task when using WISE and 2MASS data. The only comparison here is the performance overshoot as a function of data set size, because we lacked reliable true values that each probability should take. Subsection 4.3 contains an examination of the same performance overshoot as a function of data set size for the star-galaxy-AGN-FSRQ-BL Lac classification task using WISE and SDSS data. Finally, Subsection 4.4 contains an examination of the performance and accuracy of the PCP produced by applying the half-EM algorithm to the data from Clarke et al. (2020).

4.1. Simulation Results

We demonstrate training set balance bias and whether deweighting is an effective method to compensate for it using two techniques. First, Figure 6 shows each model’s performance overshoot in the standard machine learning algorithm performance metrics as a function of training set size. Second, Figure 7 shows a measure of distance between the various machine learning algorithm model probabilities and the analytic probability as a function of training set size. Finally, we also did a short assessment of the half-EM method for constructing a PCP.

Figure 6 contains the overshoot in the performance metrics on a test data set for: when the machine learning algorithm’s model is applied to a representative data set without weighting (“base”), when the data was weighted to simulate each class being equally likely (“weighted”), when the probabilities from the weighted fit model were deweighted according to Equation 12 (“deweighted”), when the training data were of biased equal composition (“biased”), and when the probabilities from the biased fit model were debiased using the same process as the deweighted ones (“debiased”). Each column in Figure 6 is dedicated to one source class (0, 1, and 2, respectively). Each line has a shaded 1–σ band around it, but most are not visible.

Figure 6 shows that the deweighted and debiased models mostly follow the behavior of the base model, and the model fit to the biased training set behaves similarly to the weighted fit one. It also shows that the weighted and biased fits’ performance metrics indicate inaccurate probabilities in all metrics. They also show, specifically, that the weighted and biased models applied to the rare class (2, right hand column) are over-complete and under-reliable, as predicted.

The comparisons in Figure 6 are not particularly sensitive measures of how accurately the models are computing the probabilities at each data point: a lot of information averaged over all of the examples of each class, in nats (ln 2 nats = 1 bit). The two main reasons for choosing $D_{KL}$ are that it has an interpretation as the “information lost when $P_{\text{model}}$ is used to approximate $P_{\text{true}}$” (Burnham and Anderson 2002, p. 51) and, under the name “information gain,” it is the most commonly used quantity when constructing decision trees (Louppe 2014, Section 3.6.2.1).

The trends for the sample mean $D_{KL}$ evaluated on the test set, split by class 0–2 in panels (a)–(c), respectively, can be found in Figure 4. For small training set sizes ($N < 10^4$) the biased and debiased lines mirror each other, and similarly for the weighted and deweighted lines. Between $10^4$ and $10^5$ the deweighted and debiased lines split to join the base (unbiased/unweighted) line. For sets larger than about $10^5$ the lines begin to approach horizontal asymptotes, representing the same residual bias in the models evident in Figure 6. Crucially, the biased and weighted models asymptote to the same value, and the debiased and deweighted models asymptote to the same lower value as the base model.

Also, note how the debiased lines outperform or match the base lines for most training set sizes, indeed for all training set sizes for class 2.

Finally, we can assess the performance of the half-EM algorithm on the simulated data. From Table 2 we can see that the true prior used to simulate the data is 60, 38, and 2%. Applying the half-EM algorithm to the probabilities computed on the testing data yielded:

- 60.6, 37.6, and 1.8% for the weighted model,
- 60.9, 37.2, and 1.9% for the biased set model, and
- 60.4, 37.5, and 2.1% for the base model.

Given that the testing set size was 20,000 points, these results within the expected statistical variance $\sim 1\%$.

4.2. Star/Galaxy/AGN Results

Lacking the ability to calculate probabilities analytically, the performance metrics applied to real data are less detailed than the ones available for simulated data. Figure 8 contains the same sort of comparisons between weighted and unweighted fits as Figure 6 with galaxies in the left column, stars in the middle, and AGN in the right.

The main difference between Figures 6 and 8 is that the models the machine learning algorithm produced do such a good job on the star/galaxy split that the y-axes has...
Figure 6: Simulated Data Overshoot of Standard Performance Metrics

Completeness, reliability, and F1-score overshoot trends as a function of training set size, with the each column containing data for classes 0 through 2, respectively. The right hand column is class 2, and it is the rare class most strongly affected by weighting. All lines have a 1-σ variance band around them, even if it is not visible. Notice how in all cases the deweighted and debiased lines follow the base lines, hitting their target values, and the weighted and biased ones do not.
Mean Kullback–Leibler divergence as a function of training set size, a measure of the amount of information lost when \( P_{\text{model}} \) is used to approximate the true probabilities \( P_{\text{true}} \). Note how the fits to weighted data sets and biased composition data sets asymptote to the same level for large sets, and similarly for the other three. Note also how the base fit outperforms all others for the common classes, and the debiased fit outperforms all others for the rare class. Panel (a) is class 0, (b) is class 1, and (c) is class 2.

4.3. Blazars

Figure 9 is similar to Figure 8, with columns reordered to reflect the altered abundance of source types in this differently selected data set. The dominant trends remain the same: the rare classes are over-complete and under-reliable in the weighted models, at the expense of the common classes which become under-complete and over-reliable as sources are moved from the latter to the former by the weighting.

The BL Lac column in Figure 9 may also show evidence of higher order effects of overweighting. Their extreme rarity means they get a weight that is extremely high, and their location in an otherwise under-dense region of the color-space means that the model may be treating the BL Lac data as a set of extremely sharp isolated peaks, instead of a unified cloud. Up-weighting such a small minority of the data appears to have induced the machine learning algorithm to over-fit the data. This seems to be the most likely explanation for why the deweighted BL Lacs are under-complete and over-reliable. The FSRQ, on the other hand, sit right over the highest density region of the AGN data, making it more difficult for isolated data peaks to dominate the fit locally, in spite of their similar rarity.

4.4. Producing a Prediction Consistent Prior

The catalog published in Clarke et al. (2020) contains 111,293,033 sources, making it a good stress test for the half-EM algorithm. The catalog was generated by applying a model to deeper data than the training set, so the results of this exercise are indicative, not definitive at the level of describing reality. Averaging the probabilities published in the catalog produces the prior probabilities 41.8, 53.5, and 4.6% for galaxies, stars, and quasars (QSOs), respectively, in the cross-matched SDSS-AllWISE photometric catalog. This catalog is based on a model that weighted the training set to balance the classes, suggesting that the QSO count is likely over-estimated. Assuming the model uses a flat prior produces a prediction consistent prior of 44.6, 55.0, and 4.6% for galaxies, stars, and QSOs. This quasar fraction is a good deal lower than the 1–4% broad-line AGN found in the unbiased WISE/DEIMOS survey described in Lake et al. (2012) and Lake et al. (2018), and is, therefore, unlikely to be accurate. Using a prior based on the training set source balance, 72.9, 15.0, and 12.1%, produces a prediction consistent prior of 37.6, 61.0, and 1.3%, which is closer to the spectroscopic survey results.
Figure 8: Overshoot of Standard Performance Metrics

Completeness, reliability, and F1-score overshoot trends as a function of training set size to SDSS-selected sources. The right hand column is AGN, and it is the rare class most strongly affected by weighting. All lines have a 1-σ variance band around them, even if it is not visible. Notice how the deweighted line continues to follow the base one and the ideal one for real data, similar to simulated data.
Figure 9: Blazar Overshoot of Standard Performance Metrics

Completeness, reliability, and $F_1$-score overshoot trends as a function of training set size to SDSS-selected sources with FSRQ and BL Lacs identified. All lines have a 1-$\sigma$ variance band around them, even if it is not visible. The abundance in the training data of each column is listed at the top. Notice how the Corrected line continues to follow the Unweighted one for real data, similar to simulated data, but does not follow as closely, probably due to overfitting.
Converging the above priors to an accuracy of $10^{-8}$, as measured by the mean absolute deviation, required 15 to 28 iterations at 6.3 to 8.5 seconds per iteration on the same laptop all other code in this paper was run on (reading in the data set from disk took longer than iterating). This was done using the slower recursive algorithm.

In summary, the stark difference between either of the possible model priors and the prior based on the prediction is a strong indication that the prior used is inaccurate. The question of which PCP is accurate is likely irrelevant in this case, because the selection function used to target the spectra almost certainly gave the PDFs of the training set data different shapes from the PDFs of the photometric data, requiring a more extensive semi-supervised learning algorithm to compensate.

5. Discussion

Implicit in the arguments made in this paper is the view that classification decisions should be driven by accurate empirically observable probabilities. One reason why is because it gives the end user the ability to accurately make his or her own decisions about where the dividing line should be based on her or his own completeness and reliability needs. Another is that it permits the end user to make classification decisions based on well established statistical techniques, like expected value, that have inputs that vary from person to person.

We would go further, and claim that all classification schemes can be tied back to probability in some way, even if its only considering the classifications, themselves, as approximating the probability vectors $1$ in the assigned class and $0$ in the others. This intimate link with what are called “posterior probabilities” implies that it is impossible to avoid setting a prior probability that the evidence can modify to produce the final prediction probabilities. In machine learning, the question of how to set the prior is usually left to be implicitly set by the data set fed to the algorithm.

While the effect of weighting on the decision boundary positions is not explicitly mentioned in many sources, it can also be the purpose of applying up-weighting. In our experiments, weighting the data in this fashion succeeded in focusing the machine learning algorithm on the rare class, but this focus also reduced the overall performance of the classifier. It is as though up-weighting parts of the data reduces the effective size of the data set.

It is in this context that the practice of weighting training data needs to be considered. Weighting the data modifies this implicitly set prior by mimicking a data set with a different composition. Modifying the prior can be a valid technique. For example, if the available training data is non-representative of the real data then modifying the prior can increase the accuracy of the model. The question, then, is whether or not weighting the training data is the best way to modify the prior? The evidence and arguments presented here support the idea that the predictions are likely to be more accurate if the data is fit without weighting, and any adjustments to the prior are made after the model computes its probabilities. Given that, it seems the way to get the most out of a machine learning algorithm classifier is to:

1. be greedy about including data (especially from the rare classes), as long as any biases induced are known,
2. avoid weighting data, if possible, and
3. compensate for biases in the predictions by deweighting using Equation 12.

One example of a case where weighting cannot be avoided would be if the completeness (selection probability) cannot be computed based on output class and the data features. In that case, it is not possible to deweight the machine learning algorithm model’s prediction, so weighting the training data while fitting the machine learning algorithm is the only option for producing an accurate prior.

This advice cannot be regarded as definitive, though, because in modeling we did for this paper we did not actually observe one of the problems that weighting is supposed to solve: the machine learning algorithm ignoring the rare class outright. We came close in preliminary work with the BL Lac and FSRQ classes when using the Bayes classifier (assign each object to whichever class has the highest probability). In that case the problem likely originated from the fact that they were correctly being assigned low probabilities because there were no points in the feature space where the blazars outnumbered other classes, meaning no sources were assigned to those rare classes. The problem was avoided here by using a stochastic classifier instead of the Bayes one. When the catalog of classifications is to be published, though, the higher expected error rate from using a non-Bayes classifier may be unacceptably high because the Bayes classifier is proven to be optimal in that metric [Domingos and Pazzani, 1997]. If the observation generalizes that the point of weighting is to ensure sources are assigned to the rare class(es) in spite of their correctly calculated low probabilities, then the same effect can be achieved by weighting the machine learning algorithm’s output probabilities, instead of the training data, without the apparent over-fitting discussed below. This could be described as, effectively, using a different Bayesian prior for the probabilities before making classifications. If the person generating the catalog is not the final user, though, then a better approach is to make soft classifications (i.e. publish the probabilities) so that the various end users can make their own classification decisions with their individual requirements for expected completeness and reliability class-by-class.

The other phenomenon we did not expect was the high variability of the deweighted overshoot curves for BL Lacs.
(right column of Figure 5). We do not have a definitive explanation, for this. One possible explanation is that the extreme up-weighting assigned to the BL Lacs combined with the location of the data in the W1–W2–W3 color space to induce over-fitting of this class. Inspection of Figure 5 reveals that FSRQ sit at same place as the peak of the AGN data. We believe that this is also nearly true for BL Lacs except in the W1–W2–W3 space, where the left hand tail of the BL-Lac data extends into a region where all other forms a data have low density. This, with the extreme up-weighting applied to BL Lac data, meant that enough of the neural network’s resources were dedicated to describing the BL Lac versus other class question that it resolved the individual training examples as delta functions, instead of smoothing them (i.e. the blazar data was over-fit). It is tempting to invoke “adversarial examples” (Wiyatno et al., 2019), but in a space this simple where there is no mismatch between training and testing data sets (i.e. the test set falls within the footprint of the training set), and the number of training examples (199 BL Lacs) greatly exceeds the dimensionality of the data (5) (i.e. they should fill the space) this seems less likely. Thus we feel it necessary to add the caveat that deweighting may not work when the weights used are too extreme.

The applications of the techniques in this paper are manifold, because finding rare but important occurrences in large samples is one of the primary use-cases for machine learning algorithms. What is more, because these techniques address the accuracy of the prior probability, they can address many of the biases caused by letting imbalanced data set a biased prior, implicitly.

6. Conclusion

We have shown that weighting the data to tune the performance of a classification machine learning algorithm should be done with care because it can modify the probabilities the model assigns in a way that mimics fitting the model on biased data. The machine learning algorithm we used to show this was a small neural network implemented in Python. We showed this by applying the neural network to: simulated data, source classification in a color–color plot, and source classification in a more extended color space. We further observed that the bias from weighting or biased data sets can be removed by deweighting the probabilities the model assigns, and that the machine learning algorithm achieved its best performance when deweighting a fit to biased data, followed by unweighted data. Finally, as long as the implicit prior probability is known, and the models are not otherwise biased, it is possible to construct an accurate prior probability from an unbiased and unlabeled data set using half of the EM algorithm.

In sum:

- weighting data during training should be avoided because it biases results,
- if weighting or discarding data for balance cannot be avoided, then the bias induced can be corrected by deweighting the classifier’s probabilities, and
- soft classification (publishing accurate probabilities) allows for more accurate demographic measurements than classifications, enabling both performance measurements and a determination of a prediction consistent prior on unlabeled data.
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