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ABSTRACT

In conventional sparse representations based dictionary learning algorithms, initial dictionaries are generally assumed to be proper representatives of the system at hand. However, this may not be the case, especially in some systems restricted to random initializations. Therefore, a supposedly optimal state-update based on such an improper model might lead to undesired effects that will be conveyed to successive iterations. In this paper, we propose a dictionary learning method which includes a general feedback process that codes the intermediate error left over from a less intensive initial learning attempt, and then adjusts sparse codes accordingly. Experimental observations show that such an additional step vastly improves rates of convergence in high-dimensional cases, also results in better converged states in the case of random initializations. Improvements also scale up with more lenient sparsity constraints.

Index Terms— Dictionary learning, sparse coding, error coding, boosting.

1. INTRODUCTION

One of the well-known properties of the Fourier transform and the wavelet transform is to exploit certain structures of the input signal and to represent these structures in a compact (or sparse) manner. Sparse representations have thus become an active research topic while providing good performance in a large diversity of signal and image processing applications [1–8].

Sparse representations consist in representing most or all information contained in a signal with a (linear) combination of a small number of atoms chosen from an over-complete (redundant) basis. This basis is generally referred to as a dictionary. Such a dictionary is a collection of atoms whose number is much larger than the dimension of the signal space. Any signal then admits an infinite number of sparse representations and the sparsest such representation happens to have interesting properties for a number of signal and image processing tasks.

The most crucial question in sparse representations is the choice of the dictionary D. One can realize a variety of pre-defined sets of waveforms, such as wavelets [11], curvelets [12], contourlets [13], shearlets [14], bandelets [15]. However, both the sparsity and the quality of the representation depend on how well the used dictionary is adapted to the data at hand. The problem of dictionary learning, or even simply finding adaptive ways to construct or to select relevant dictionaries, for sparse representations —that goes far beyond using a few bases (like DCT, DFT, wavelets, or the others)— has therefore become a key issue for further progress in this area.

Various dictionary learning algorithms have been proposed in the literature, e.g., [16–19, 21–23]. Most of these methods focus on $\ell_0$ or $\ell_1$ norm sparsity measures, potentially leading to simple formulations, hence to efficient techniques in practice. Method of Optimal Directions (MOD) [16] is one of those successful methods of non-parametric dictionary learning. MOD builds upon the K-means process alternating between a sparse coding step and a least-squares optimization based update step of the dictionary. Although MOD is effective for low dimensional cases, because of pseudo-inverse computation, it becomes intractable in high-dimensional problems. K–SVD [17] is a similar algorithm, alternating between sparse coding and dictionary update. The difference in dictionary update step is that, instead of updating D as a whole, K–SVD updates single dictionary atoms and corresponding sparse codes, using the rank-1 approximation by minimizing the approximation error when the corresponding atom has been isolated from the dictionary. Therefore, these iterative updates affect following ones, presumably accelerating convergence.

It is important to note that, both in MOD and K–SVD, sparse coding with $\ell_0$ norm constraint is assumed. Coding methods for such constraint include matching pursuit (MP) [24] and orthogonal MP (OMP) [25] algorithms in general. However, there is no theoretical restriction to use $\ell_1$ norm constraint instead. Therefore, in essence, both MOD and K–SVD define specific dictionary update procedures resulting in non-structural learned dictionaries, rather than defining the type of sparse coding constraint. On the other hand, certain dictionary learning algorithms are specifically based on coding with $\ell_1$ norm constraint. In this context, coefficient learning will be a more appropriate term than sparse coding when referring to calculation of sparse representation coefficients. Basis pursuit (BP) [26], LARS [27], FOCUSS [28] can be listed as examples. Gradient descent or Lagrange dual methods can then be chained as a dictionary update step [29]. These alternative algorithms are proved to be more efficient especially in terms of convergence rates.

Accomplishments of such $\ell_1$ norm based algorithms over conventional $\ell_0$ ones are apparent. However, as noted before, $\ell_1$ norm is a relaxation on the original problem, so it does not guarantee an optimal solution in general. Such approach is especially problematic in low-dimensional cases. On the other hand, because of its non-convexity properties, $\ell_0$ norm approach leads to low convergence rates, being feasible only in low-dimensional cases.

A usual deficiency in sparse coding step is that, algorithms listed above assume proper dictionaries at each iteration. This is indeed very problematic, especially at initial stages of the learning process. In many situations, initial dictionary will not be a good representative of the optimal one. Therefore, “optimal” coding done with such a dictionary, as targeted by both $\ell_0$ and $\ell_1$ norm coding schemes, will most likely result in sparse codes, which also are not good representatives of optimal state. As a result, the next dictionary will adopt this undesired property to a certain extent and convey it to successive learning steps. In this paper, we propose a generic modification to
solving this problem is thought to be NP-hard [30]. However, it is shown that for many high dimensional cases, the equation as below, formulated as a non-convex optimization problem in the form of the details of the proposed dictionary learning algorithm. Section 3 demonstrates the experimental setup and the obtained results. Finally, Section 4 concludes this paper.

2. DICTIONARY LEARNING WITH ERROR CODES

2.1. Dictionary Learning

The problem of dictionary learning for sparse representations can be formulated as a non-convex optimization problem in the form of the equation as below,

\[
\arg \min_{D \{x_i \}} \sum_{i=1}^{M} \|y_i - Dx_i\|_2^2 \quad \text{subject to } \|x_i\|_0 \leq k. \quad (1)
\]

Here the set \{\(y_i\), \(x_i\)\}, \(i = 1 \ldots M\), represents training samples, \(D\) is the dictionary to be learned and \(x_i\) is the sparse representation of the sample \(y_i\). Parameter \(k\) defines the sparsity constraint allowed for sparse coding during the learning process. Since Eqn. (1) poses a non-convex optimization problem through an \(\ell_0\) norm constraint, solving this problem is thought to be NP-hard [30]. However, it is shown that for many high dimensional cases \(\ell_1\) norm constraint is enough to ensure sparsest solution [31]. Note that \(\ell_1\) norm constraint also turns the problem into a convex optimization one, which can then be solved via regular convex optimization tools. However, this should still be regarded as an approximation to the original problem.

In essence, traditional algorithms split Eqn. (1) into two approximate subproblems and alternate between these two simpler but convex optimization problems, namely sparse coding and dictionary update steps, to find a solution as follows,

\[
\arg \min_{\{x_i \}} \sum_{i=1}^{M} \|y_i - D x_i\|_2^2 \quad \text{subject to } \|x_i\|_0 \leq k; \quad (2)
\]

\[
\arg \min_{D} \sum_{i=1}^{M} \|y_i - D x_i\|_2^2. \quad (3)
\]

Eqn. (2) corresponds to the sparse coding step where the dictionary \(D\) is assumed to be fixed. This subproblem can easily be solved with any pursuit algorithm. Eqn. (3) defines the dictionary update step that is performed with \(\{x_i^*\}\), i.e., sparse codes acquired from sparse coding. One direct way to solve this subproblem is the least-squares optimization as in MOD, such that \(D^* = YX^+\) where \(Y = \{y_i\}_1^M\) and \(X = \{x_i^*\}_1^M\) represent the training samples matrix and sparse codes matrix, respectively. \(X^+\) is the Moore-Penrose pseudo-inverse of \(X\). A full iteration is completed alternating between sparse coding and dictionary update, and this procedure is repeated until convergence.

2.2. Introducing Error Feedback

We propose a formulation that incorporates an intermediate error into the learning process. In the first stage, a regular sparse coding and dictionary update procedure is performed but with a sparsity level \(m < k\) by solving Eqn. (4).

\[
\arg \min_{D, \{a_i\}} \sum_{i=1}^{M} \|y_i - Da_i\|_2^2 \quad \text{subject to } \|a_i\|_0 \leq m \quad (4)
\]

Algorithm 1 EcMOD algorithm pseudocode.

1: function EcMOD(D, Y, m, k)
2: \hspace{1em} while not converged do
3: \hspace{2em} A ← OMP(D, Y, m)
4: \hspace{2em} D ← YA +
5: \hspace{2em} E ← Y - DA
6: \hspace{2em} B ← OMP(D, E, k - m)
7: \hspace{2em} D ← Y(A + B) +
8: return D

Algorithm 2 EcMOD+ algorithm pseudocode.

1: function EcMOD+(D, Y, m, k)
2: \hspace{1em} while not converged do
3: \hspace{2em} D ← EcMOD(D, Y, m, k)
4: \hspace{2em} X ← OMP(D, Y, k)
5: \hspace{2em} D ← YYX +
6: \hspace{2em} \hspace{2em} return D

Let us now denote \(\{a_i^*\}\) and \(D^*\) as the resulting sparse codes and the dictionary, respectively. The second stage involves sparse coding the approximation error \(e_i = y_i - D^* a_i^*\), \(\forall i\), as

\[
\arg \min_{\{b_i\}} \sum_{i=1}^{M} \|e_i - D^* b_i\|_2^2 \quad \text{s.t. } \|b_i\|_0 \leq k - m. \quad (5)
\]

After acquiring \(\{b_i^*\}\) in Eqn. (5), current-state sparse codes can further be updated as \(a_i^* + b_i^*\). This step basically corresponds to some sort of feedback logic, where the first approximation is tested and then its deviation is sparse coded to be incorporated into actual codes. Note here that the original sparsity constraint still holds since \(\|a_i^* + b_i^*\|_0 \leq k\). In the last stage, a final dictionary update is performed as in Eqn. (6) and an iteration is completed,

\[
\arg \min_{D} \sum_{i=1}^{M} \|y_i - D(a_i^* + b_i^*)\|_2^2. \quad (6)
\]

3. EXPERIMENTAL RESULTS

Two variants of the proposed scheme have been tested experimentally, namely EcMOD in Algorithm 1 and EcMOD+ in Algorithm 2. EcMOD includes the methodology that is defined in Section 2, and EcMOD+ includes a regular least-squares dictionary update (MOD) at the end of each iteration. OMP is used for sparse coding.

Two experimental setups have been performed, corresponding to low and high dimensional cases respectively. In the first setup, \(8 \times 8\) distinct patches were extracted from the Barbara image of size 512 × 512, resulting in 4096 image patches. Dictionary size was accordingly chosen as \(64 \times 256\). Sparsity constraint \(k\) and additional sparsity parameter \(m\) were chosen as 8 and 4 respectively, so \(m\) being equal to \(k/2\). Results corresponding to this setup are presented in Figure 1, Figure 2 and Table 1.

In error coded schemes, as a consequence of not directly coding with sparsity \(k\), final codes \(a_i^* + b_i^*\) may not necessarily be optimal for \(k\). However, as there are two coding steps with lesser sparsity constraints and a summation, codes have a higher chance of being optimal for most of the sparsity levels less than \(k\). As a result, converged dictionary is a better representative of such sparsity levels, as observable in the results in Table 1. Error coded schemes consistently perform better in sparser cases.
Fig. 1. Results of dictionary learning performed on the Barbara image. Dictionary size $64 \times 256$, $k = 8$ for both learning and testing. Each column represents a different initial dictionary. First and middle columns are randomly initialized. Last column is of DCT initialization. Figures depict PSNR (dB) performance values versus iteration number.

Fig. 2. Results for ten cases of uniformly random initial dictionaries. Lower and upper lines of each method correspond to minimum and maximum PSNR (dB) values attained among all ten cases. Middle lines represent average values.

Not targeting a sparsity level $k$ directly leads to a possibility of converged dictionary to be suboptimal for that given $k$. However, this drawback can be worked around by chaining a conventional step that targets an exact sparsity level $k$. Referred to as EcMOD+ algorithm, experiments with this further modified method show that, such architecture possesses optimality for $k$ sparsity and also better performance for the cases where sparsity level is less than $k$. This phenomenon is apparent in Figure 1, where learning and testing $k$ chosen both as 8. Performance of EcMOD is not consistent as it performs much like MOD in second random initialization case. Whereas, EcMOD+ consistently performs well.

In a more extensive manner, Figure 2 compares the performance of MOD and EcMOD+ in the case of ten different randomly initialized dictionaries. DCT convergence is supplied as a baseline. This figure represents superiority of this error coding scheme over conventional coding in the case of random initializations. “Optimal” coding with an improper random dictionary within initial stages hamper the final convergence state as observable in the case of MOD. Although not targeting optimal codes, error coded scheme EcMOD+ converges to DCT result in all 10 random initialization cases. This is possible because, in each step from the beginning, dictionary passes through a less intensive validation, in the expense of acquiring optimal codes. There is no total superiority in DCT initialization case as seen in Table 1. However, superiority can be achieved with more complex error coding schemes.

Finally, regarding overall sparsity levels within error codes and its evolution during learning process, the proposed method presents interesting trends. In conventional sparse coding (targeting the sparsity $k$), as approximation threshold is kept very strict in general, sparse codes end up with using all $k$ supports. Therefore, in methods such as MOD and K–SVD, codes consistently have $k$ supports even starting from the initial iteration. In the proposed method, during error coding, selection of previously selected supports is frequent. This is especially observable during initial iterations. Near maximum support counts are gradually reached as the system converges, but not necessarily reaching exact maximum.

In the second set of experiments, EcMOD+ scheme has been tested with all possible 255025 image patches extracted with a full coverage of sliding window algorithm with a window size of $8 \times 8$. Combinations of sparsity of 4, 8, 16, and 32 against small and large dictionaries were tested. DCT was used as initial dictionary in all cases. Note that, in DCT initialization cases, there is only an advan-

### Table 1: Average approximation PSNR (dB) performance values of learnt dictionaries as in Figure 1 and Figure 2. $k$ represents the sparsity used for testing.

|          | $k = 2$ | $k = 5$ | $k = 10$ | $k = 20$ |
|----------|---------|---------|----------|---------|
| Rand. 1. |         |         |          |         |
| MOD      | 26.33   | 32.08   | 36.82    | 40.43   |
| EcMOD    | 26.91   | 33.90   | 37.87    | 41.72   |
| EcMOD+   | 26.89   | 33.90   | 38.10    | 41.86   |
| Rand. 2. |         |         |          |         |
| MOD      | 26.61   | 32.20   | 36.89    | 40.68   |
| EcMOD    | 27.92   | 33.36   | 36.88    | 40.25   |
| EcMOD+   | 26.73   | 33.87   | 38.08    | 41.83   |
| DCT Init.|         |         |          |         |
| MOD      | 26.22   | 33.02   | 38.40    | 42.82   |
| EcMOD    | 26.95   | 34.05   | 38.06    | 41.98   |
| EcMOD+   | 26.94   | 33.96   | 38.19    | 42.07   |
Experimental results with the second setup are summarized in Figure 3 and Figure 4. In Figure 3, performance ratios were calculated relative to the MOD algorithm in terms of mean-squared error to estimate a performance gain factor for each sparsity level, approximately at fifth equivalent iteration, for an approximate convergence rate analysis. Gains for large dictionary in the case of learning with lenient sparsity levels are more striking, but stricter sparsity constraints cause substandard performance. Overall, the performance in this case is promising as it signals to scaling with input size. Smaller sized dictionary safely performs above standard. Figure 4 depicts the convergence plot for dictionary size 64 x 256 and k as 8 for both learning and testing. Significant gain in convergence rate is observable with the error coded scheme in this high-dimensional setup. Note that, mean-squared error is given as measure since sliding window patches were used. Finally, Figure 5 compares atoms that lie within similar frequency domains, learnt with MOD and EcMOD+. Note here the well-defined structure of EcMOD+.

4. CONCLUSION

MOD, by itself is a greedy algorithm that targets optimality one task at a time. Tasks are considered as isolated from each other, even within the same iteration. This results in MOD being a rather short-sighted method which fails at tasks that require a broader perspective of the system.

In this paper, we presented a method in which sparse coding and dictionary update steps are intertwined through intermediate error codes. Note that there could be other ways to accomplish this. Another way could be to add sparse codes of two successive iterations and perform a dictionary update based on this accumulated code, without even introducing error codes. As an analogy, MOD can be considered as a single-step numerical method, whereas the example given would be a multi-step one. Our method can be considered as a multi-step approach that utilizes a half-step.

To summarize, our framework is generic enough to be included in many forms of learning-based approaches. In essence, our scheme includes an initial attempt of learning with less computational and spatial requirement than originally allocated. This corresponds to a single iteration of MOD performed with \( m < k \). In this way, a feedback can be acquired that reflects the congruence of the model and the data at hand, so that current state can properly be adjusted before the final model update, which consumes the remaining resources.

This approach will be most beneficial for systems that are restricted to random initializations (as apparent in Figure 1, 2 and Table 1). A random initial model is most likely to be an improper representative of a specific system. Therefore, an update based on this model, no matter how intensive it is, will result in an undesired state. In fact, an optimal update based on this improper model could be more impairing than a suboptimal one in this regard.

As a concluding remark, readers should bear in mind that this work is based on a pragmatic perspective. Although satisfactory improvement has been observed, a more rigorous theoretical approach can lead to certain variations built on top of this framework that will be far more fruitful.
References

[1] M. Elad and M. Aharon. “Image denoising via sparse and redundant representations over learned dictionaries”. In: IEEE Trans. Image Process. 15.12 (2006), pp. 3736–3745.

[2] M. Protter and M. Elad. “Image sequence denoising via sparse and redundant representations”. In: IEEE Trans. Image Process. 18.1 (2009), pp. 27–35.

[3] G. Peyre. “Sparse modeling of textures”. In: J. Math. Imag. Vis. 34.1 (2009), pp. 17–31.

[4] J. Mairal, M. Elad, and G. Sapiro. “Sparse representation for color image restoration”. In: IEEE Trans. Image Process. 17.1 (2008), pp. 53–69.

[5] J. Mairal, G. Sapiro, and M. Elad. “Learning multiscale sparse representations for image and video restoration”. In: SIAM Multiscale Model. Simul. 7.1 (2008), pp. 214–241.

[6] O. Bryt and M. Elad. “Compression of facial images using the K-SVD algorithm”. In: J. Visual Commun. Image Represent. 19.4 (2008), pp. 270–283.

[7] L. Peotta, L. Granai, and P. Vandergheynst. “Image compression using an edge adapted redundant dictionary and wavelets”. In: Signal Process. 86.3 (2006), pp. 444–456.

[8] M. J. Fadili, J. L. Starck, and F. Murtagh. “Inpainting and zooming using sparse representations”. In: Computer J. 52.1 (2007), pp. 64–79.

[9] J. Mairal et al. “Discriminative learned dictionaries for local image analysis”. In: Proc. IEEE Comp. Soc. Conf. Comp. Vis. Pattern Recog. 2008, pp. 1–8.

[10] H. Y. Liao and G. Sapiro. “Sparse representations for limited data tomography”. In: Proc. IEEE Int. Symp. Biomed. Imag.: Nano Macro (ISBI). 2008, pp. 1375–1378.

[11] S. Mallat. A Wavelet Tour of Signal Processing. Academic Press, 2008.

[12] E. J. Candes and D. L. Donoho. Curvelets - A Surprisingly Effective Nonadaptive Representation for Objects with Edges. Vanderbilt University Press, (Curve and Surface Fitting: St-Malo, pp. 105-120), 1999.

[13] M. N. Do and M. Vetterli. “The contourlet transform: An efficient directional multiresolution image representation”. In: IEEE Trans. Image Process. 14.12 (2005), pp. 2091–2106.

[14] D. Labate et al. “Sparse multidimensional representation using shearlets”. In: Proc. SPIE: Wavelets XI. 2005, pp. 254–262.

[15] E. Le Pennec and S. Mallat. “Sparse geometric image representations with bandelets”. In: IEEE Trans. Image Process. 14.4 (2005), pp. 423–438.

[16] K. Engan, S. O. Aase, and J. H. Husoy. “Method of optimal directions for frame design”. In: Proc. IEEE Int. Conf. Acous. Speech Signal Process. 1999, pp. 2443–2446.

[17] M. Aharon, M. Elad, and A. Bruckstein. “K-SVD: An algorithm for designing overcomplete dictionaries for sparse representation”. In: IEEE Trans. Signal Process. 54.11 (2006), pp. 4311–4322.

[18] S. Lesage et al. “Learning unions of orthonormal bases with thresholded singular value decomposition”. In: Proc. IEEE Int. Conf. Acous. Speech Signal Process. 2005, pp. 293–296.

[19] O. G. Sezer, O. Harmanci, and O. G. Guleryuz. “Sparse orthonormal transforms for image compression”. In: Proc. IEEE Int. Conf. Image Process. 2008, pp. 149–152.

[20] J. Mairal et al. “Online learning for matrix factorization and sparse coding”. In: J. Machine Learning Research 11.1 (2010), pp. 19–60.

[21] K. Skretting and K. Engan. “Recursive least squares dictionary learning algorithm”. In: IEEE Trans. Signal Process. 58.4 (2010), pp. 2121–2130.

[22] R. Rubinstein, M. Zibulevsky, and M. Elad. “Double sparsity: Learning sparse dictionaries for sparse signal approximation”. In: IEEE Trans. Signal Process. 58.3 (2010), pp. 1553–1564.

[23] J. Zepeda, C. Guillemot, and E. Kijak. “Image compression using sparse representations and the iteration-tuned and aligned dictionary”. In: IEEE J. Selected Topics Signal Process. 5.5 (2011), pp. 1061–1073.

[24] S. G. Mallat and Z. Zhang. “Matching pursuits with time-frequency dictionaries”. In: IEEE Trans. Signal Process. 41.12 (1993), pp. 3397–3415.

[25] Y. C. Pati, R. Rezaifar, and P. S. Krishnaprasad. “Orthogonal matching pursuit: Recursive function approximation with applications to wavelet decomposition”. In: Proc. Asilomar Conf. Signals, Systems, Computers. 1993, pp. 40–44.

[26] S. Chen and D. Donoho. “Basis pursuit”. In: Proc. Asilomar Conf. Signals, Systems, Computers. 1994, pp. 41–44.

[27] B. Efron et al. “Least angle regression”. In: The Annals of Statistics 32.2 (2004), pp. 407–499.

[28] I. F. Gorodnitsky, J. S. George, and B. D. Rao. “Neuromagnetic source imaging with FOCUSS: a recursive weighted minimum norm algorithm”. In: Electroencephalography, Clinical Neurophysiology 95.4 (1995), pp. 231–251.

[29] H. Lee et al. “Efficient sparse coding algorithms”. In: Adv. Neural Information Process. Sys. 2006, pp. 801–808.

[30] A. M. Tillmann. “On the computational intractability of exact and approximate dictionary learning”. In: IEEE Signal Process. Letters 22.1 (2015), pp. 45–49.

[31] D. L. Donoho. “For most large underdetermined systems of linear equations the minimal L1-norm solution is also the sparsest solution”. In: Comm. Pure Applied Math. 59.6 (2006), pp. 797–829.