Study on Accuracy Metrics for Evaluating the Predictions of Damage Locations in Deep Piles Using Artificial Neural Networks with Acoustic Emission Data
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Abstract: Accuracy metrics have been widely used for the evaluation of predictions in machine learning. However, the selection of an appropriate accuracy metric for the evaluation of a specific prediction has not yet been specified. In this study, seven of the most used accuracy metrics in machine learning were summarized, and both their advantages and disadvantages were studied. To achieve this, the acoustic emission data of damage locations were collected from a pile hit test. A backpropagation artificial neural network prediction model for damage locations was trained with acoustic emission data using six different training algorithms, and the prediction accuracies of six algorithms were evaluated using seven different accuracy metrics. Test results showed that the training algorithm of “TRAINGLM” exhibited the best performance for predicting damage locations in deep piles. Subsequently, the artificial neural networks were trained using three different datasets collected from three acoustic emission sensor groups, and the prediction accuracies of three models were evaluated with the seven different accuracy metrics. The test results showed that the dataset collected from the pile body-installed sensors group exhibited the highest accuracy for predicting damage locations in deep piles. Subsequently, the correlations between the seven accuracy metrics and the sensitivity of each accuracy metrics were discussed based on the analysis results. Eventually, a novel selection method for an appropriate accuracy metric to evaluate the accuracy of specific predictions was proposed. This novel method is useful to select an appropriate accuracy metric for wide predictions, especially in the engineering field.
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1. Introduction

To transform the load from superstructures to the hard stratum, pile foundations have been widely designed in the construction of modern structures [1–4]. The stability of structures mostly relies on the health situations of the pile foundations. Due to its importance, the health monitoring of pile foundations is always of special interest in engineering [5]. As a passive non-destructive testing (NDT) technique, acoustic emission (AE) has been successfully used for the health monitoring of pile foundations [6,7]. An advantage of AE techniques is that in-service structures can be monitored continually without any disturbance [8,9]. The detection of damage locations using the AE technique is an important research topic in NDT studies.

AE refers to the elastic waves generated from the cracks in a failed material [10]. When failure occurs, elastic waves propagate inside the material and can be received by the AE sensors installed on the outer faces of the material [5,11]. The elastic waves are collected by the AE data acquisition system and processed to detect the damage locations or evaluate the damage degree of the material [12].

Several applications of AE technique for detecting damages to concrete piles have been studied in recent years. William et al. [3] conducted an experimental study to recognize and
classify corrosion damage in concrete piles using an AE detection technique. Mao et al. [5] studied the AE characteristics of failure process and discussed the feasibility of using AE for the damage monitoring of shallow pile foundations. Len et al. [13] proposed a wave propagation-based NDT technology for deep concrete piles.

Artificial neural networks (ANNs) are one of the most popular machine learning algorithms that simulate the human brain’s neural networks in terms of information processing [14–16]. ANNs are computational systems that are connected by a large number of elements [15]. ANNs have a strong ability to reveal the unknown relations between variables and predict the probable output by training the given variables [17]. ANNs have been successfully applied in the engineering field and have shown good intelligence ability [14]. Over the recent years, several applications of ANNs for predicting damage locations on plate-like structures have been reported [18–20]. However, the application of ANNs for predicting damage locations on real structures (three-dimensional structures) such as pile foundations has not yet been reported. Moreover, how to evaluate the prediction accuracy of damage locations using ANNs for real structures is another urgent issue.

Accuracy metrics in ANNs are used to evaluate the goodness of predictions. Mean square error (MSE), root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE) and symmetric mean absolute percentage error (SMAPE) are the most popularly used accuracy metrics for the evaluation of ANN prediction models in the weather forecasting, medical and engineering fields [21–27].

However, different accuracy metrics are based on different types of measurements. For example, the calculations of MSE, RMSE and MAE are based on squared errors and absolute errors. The calculations of MAPE and SMAPE are based on percentage errors. Different accuracy metrics show different kinds of goodness. As different accuracy metrics have their own advantages and disadvantages, for a specific prediction model, some accuracy metrics may not be appropriate. Thus, the selection of an appropriate accuracy metric to evaluate ANN prediction models is a very important issue.

The purpose of this research was to build an ANN prediction model for damage locations of deep piles and propose a novel selection method for an appropriate metric to evaluate the accuracy of predictions. A step-by-step block diagram of the proposed research is presented in Figure 1. The research was composed of four steps: in step 1, the commonly used accuracy metrics were classified and summarized based on their calculation measures, and both the advantages and disadvantages of the accuracy metrics were illustrated; in step 2, a pile hit experiment was conducted to collect the experimental data to train the ANN prediction model, and then an ANN prediction model was developed to predict the damage locations; in step 3, prediction results of the ANN model were analyzed and evaluated using accuracy metrics; finally, in step 4, the correlations and sensitivity of the accuracy metrics were discussed, and a novel selection method for an appropriate accuracy metric was proposed.
2. Accuracy Metrics

2.1. Correlation-Based Metrics

The correlation coefficient (R) and coefficient of determination ($R^2$) are widely used for the evaluation of the goodness of linear fit of regression models in ANNs [28]. Pearson correlation coefficient, Spearman’s rank correlation coefficient and Kendall rank correlation coefficient are commonly used correlation coefficients in statistics. The R refer to the Pearson correlation coefficient in this study. The R interprets the degree of correlation between the actual and predicted variables [29,30]. The calculation of R is illustrated in the Equation (1), the numerator is the sum of squares of residuals also called the residual sum of squares, and the denominator is the total sum of squares that is proportional to the variance of the data.

The magnitude of R ranges from $-1$ to $+1$ [31]. The strength of correlation of two variables can be described in five degrees, as illustrated in Figure 2. A value of $+1$ (or $-1$) indicates the perfect correlation between two variables, $+1$ is positive correlation and $-1$ is inverse correlation between two variables; a range from 0.8 to 1 (or from $-0.8$ to $-1$) indicates very strong correlation; a range from 0.6 to 0.8 (or from $-0.6$ to $-0.8$) indicates strong correlation; a range from 0.4 to 0.6 (or from $-0.4$ to $-0.6$) indicates moderate correlation; a range from 0.2 to 0.4 (or from $-0.2$ to $-0.4$) indicates week correlation; and a range from 0 to 0.2 (or from 0 to $-0.2$) indicates very week correlation.
The $R^2$ is the ratio of the predicted variable that is explained by a regression model [32]. In other word, it is the ratio of explained variable from the total variable. $R^2$ is the square of correlation between the actual variable and predicted variable [33]. Thus, $R^2$ ranges from 0 to 1. A value of 0 indicates that the regression model explains none of the predicted variable, which means that there is no correlation between the two variables. A value of 1 indicates that the regression model explains all of the predicted variables, which means that the correlation between the two variables is perfect. The explanations of other values between 0 and 1 can be found in Figure 2.

The calculation of $R$ and $R^2$ are defined as [28–33]

$$R = \frac{\sum_{i=1}^{n} (D_{act} - \overline{D}_{act})(D_{pre} - \overline{D}_{pre})}{\sqrt{\sum_{i=1}^{n} (D_{act} - \overline{D}_{act})^2} \sqrt{\sum_{i=1}^{n} (D_{pre} - \overline{D}_{pre})^2}}$$  \hspace{1cm} (1)$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (D_{act} - D_{pre})^2}{\sum_{i=1}^{n} (D_{act} - \overline{D}_{act})^2}$$  \hspace{1cm} (2)$$

where $D_{act}$ is the actual variable, $D_{pre}$ is the predicted variable, $\overline{D}_{act}$ is the mean value of the actual variable, $\overline{D}_{pre}$ is the mean value of the predicted variable and $n$ is the amount of collected data; variables refer to the distance from ground level in this case study.

2.2. Scale-Dependent Metrics

Metrics based on absolute errors or on squared errors are called scale-dependent metrics [34]. The scale-dependent metrics have the same scale as the original data [34] and provide errors in the same units [35]. However, the scale-dependent metrics can be difficult...
to compare for series that are on different scales or that have different units. For example, if a prediction error is 10 units, the gravity of the error cannot be evaluated unless the level of gravity is also provided [36].

Although the scale-dependent metrics are not unit-free, they are favored in machine learning evaluation. The commonly used scale-dependent metrics are MSE, RMSE and MAE. The calculation methods of the three metrics are defined as [37]

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (D_{\text{pre}} - D_{\text{act}})^2
\]

(3)

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (D_{\text{pre}} - D_{\text{act}})^2}
\]

(4)

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |D_{\text{pre}} - D_{\text{act}}|
\]

(5)

MSE measures the mean squared error between the predicted value and actual value. For every data point, the distance is measured vertically from the actual value to the corresponding predicted value on the fit line, and the value is squared. Subsequently, the sum of all the squared values is calculated and divided by the number of points. Therefore, the unit of MSE is the square of the original unit. Due to the squaring of errors, the negative values and positive values do not cancel each other out.

The range of MSE is \((0, +\infty)\); the smaller the MSE value is, the higher the accuracy of the prediction model. MSE is defaulted as the loss function of linear regression in machine learning.

RMSE measures the average magnitude of error between the predicted value and actual value. Thus, RMSE is the average distance measured vertically from the actual value to the corresponding predicted value on the fit line. Simply, it is the square root of MSE.

In the same manner as MSE, the range of RMSE is \((0, +\infty)\); the smaller the RMSE value is, the higher the accuracy of the prediction model. In contrast with MSE, the units of RMSE are the same as original units, making the RMSE more interpretable than MSE.

MAE is a metric used to measure the average magnitude of the absolute errors between the predicted value and actual value. The MAE is often called the mean absolute deviation (MAD) [35,36,38]. The range of MAE is \((0, +\infty)\); the smaller the MAE value is, the higher the accuracy of the prediction model. The advantage of MAE is that the unit of MAE is the same as original data, and it is easy to calculate and understand. The MAE is often used as a symmetrical loss function [36].

Both MAE and RMSE express the average magnitude of prediction error with the units of the original data. In comparison with MAE, the RMSE has a relatively high weight for large errors, because the errors are squared before averaging. If prediction errors are normally distributed, the MAE and RMSE can be switched with each other with Equation (6), which is defined as [35,36]

\[
\text{RMSE} = 0.8\text{MAE}
\]

(6)

In summary, the scale-dependent metrics MSE, RMS, and MAE penalize errors according to their magnitude [35]. The disadvantage of these three metrics is that they are not unit-free, and it is difficult to compare predictions with different units. Moreover, MSE, RMSE and MAE interpret only the magnitude of error, but do not indicate the direction of error [38].

2.3. Percentage-Dependent Metrics

To compare predictions with different units, unit-free measures are needed. Since there is no limitation on units, percentage-dependent metrics are preferred for this issue. The percentage-dependent metrics measure the size of errors in percentage terms and provide...
interpretable thinking regarding the quality of prediction [36]. Interpretable thinking should be expressed in percentage terms when the scale of data is unknown. For instance, a report saying that “the prediction error is 5%” is more meaningful than saying “the prediction error is 50 cm (or other terms)”, if the reviewer does not know the scale of the data.

The most commonly used percentage-dependent metrics are MAPE and SMAPE [39], and they are defined as [35]

\[
MAPE = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{D_{pre} - D_{act}}{D_{act}} \right|
\]

\[
SMAPE = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{D_{pre} - D_{act}}{(|D_{pre}| + |D_{act}|)/2} \right|
\]

The MAPE calculates the average of the percentage error. It is a measure of prediction accuracy, especially in trend estimation. The MAPE is also abbreviated as MAPD (“D” for “deviation”). The MAPE is used as the loss function for regression models in machine learning, since it is very intuitive to explain the relative error. The disadvantage of the MAPE is that the MAPE is scale-sensitive; it will get extreme values if the actual value is quite small. Thus, the MAPE should be avoided as an evaluation metric for low-scale data.

Another disadvantage of the MAPE is that it penalizes positive errors more heavily than negative errors [34,35,39]. For example, if the actual value of an original data point is 10, and its prediction value is 15, then the error is 5 (positive). The value of MAPE would be

\[
MAPE = 100\% \times \frac{|15 - 10|}{10} = 50\%
\]

However, when the actual value is 15, and the prediction value is 10, then the error is still 5 (negative). The value of MAPE is much lower:

\[
MAPE = 100\% \times \frac{|10 - 15|}{15} = 33.33\%
\]

The SMAPE is another commonly used percentage-dependent metric. It is the optimized version of MAPE. The SMAPE is regarded as the “symmetric” MAPE [34]. The SMAPE places the same penalty on both positive error and negative error.

However, if the actual value is zero, and the prediction value is also zero or close to zero, the value of SMAPE is likely to be infinite [34]. Another disadvantage of SMAPE is that it is much more complex to calculate than other metrics.

The range of both MAPE and SMAPE is (0%, +\infty); the smaller the value of MAPE and SMAPE, the better the accuracy of the prediction model. The perfect value of MAPE and SMAPE is 0%, indicating that the prediction model is perfect. If the value of MAPE and SMAPE is greater than 100%, this indicates that the prediction model is very poor.

3. Damage Location Prediction Model Using AE Signal Data
3.1. Experimental Setup of Pile Hit Test

A pile hit test was conducted to collect the experimental data for the ANN prediction model. The experimental setup of the pile hit test is illustrated in Figure 2. A circular section concrete column of a building was determined as the test specimen. This concrete column represented a deep pile, since the concrete column and pile shared the same structure and components. The height of the test pile was 11 m, and the diameter of the pile was 1 m. A platform was connected to the pile at the height of 10 m from ground level.

It was more difficult to detect the damage of deep piles compared to upper structures, as the piles were always hidden in soil. When detecting the damage of deep piles, how to install the sensors for receiving signal was always a confusing problem for engineers. There were three main methods for installing the sensors: installing the sensors on pile body,
installing the sensors on platform, and installing sensors on both pile body and platform (mix-installation). However, the efficiency of the three installation methods for detecting the damage in a deep pile were need to be studied.

In this experiment, six AE sensors were installed on the pile body and platform. In which, three AE sensors were installed on the pile body at the height of 11 m from the ground level on three perpendicular sides. The three AE sensors were marked as S1, S2 and S3, and they were classified in group 1. The group 1 was named as pile-installed group. Another three AE sensors were installed on the platform on three perpendicular sides corresponding to the pile-installed sensors. The three AE sensors were marked as S4, S5 and S6, and they were classified in group 2. The group 2 was named as plate-installed group. For the group 3, the AE sensors of the group 1 and group 2 were combined together as a mix-installed group. Thus, there were six AE sensors in the group 3, they were S1, S2, S3, S4, S5, and S6 (Figure 3a).

![Experimental setup of the pile hit test](image)

Figure 3. Experimental setup of the pile hit test. (a) Two-dimensional sketch of experimental setup. (b) Three-dimensional sketch of experimental setup. (c) Cross-section of the pile. (d) Hit process. (e) Hammer. (f) Input signal. (g) AE data acquisition system (Micro-II Digital AE system). (h) R.45IC-type AE sensor.

The experimental data were collected by a Micro-II Digital AE system installed on the platform (Figure 3g). The threshold (trigger level for collecting AE signals) was set as 40 dB after pretesting, which can effectively prevent surrounding noise interference. The AE sensor type was R.45IC (Figure 3h), which was commonly selected for structural health monitoring of concrete structures. The operating specifications of R.45IC type AE sensor are shown in Table 1. AE sensors were installed on the pile and platform using high vacuum grease, which can help AE sensors to gather signals. The six AE sensors were connected to the AE system with cables and the AE system can output the AE signal data for users.
Table 1. Operating specifications of R.45IC type AE sensor.

| Operating Specifications               | Value     |
|---------------------------------------|-----------|
| Dynamic                               |           |
| Peak Sensitivity, Ref V(m/s)          | 124 dB    |
| Operating Frequency Range             | 1–30 kHz  |
| Resonant Frequency, Ref V(m/s)        | 20 kHz    |
| Environmental                         |           |
| Temperature Range                     | −35 °C—75 °C |
| Shock Limit                           | 500 g     |
| Physical                              |           |
| Dimensions                            | 28.6 mm OD × 50 mm H |
| Weight                                | 121 g     |
| Electrical                            |           |
| Gain                                  | 40 dB     |
| Power requirements                    | 20–30 VDC @ 25 mA |
| Dynamic Range                         | >87 dB    |

3.2. Data Collection of AE Signals

The damage was determined as the impact damage in this study. To generate the impact damages, the test pile was hit with a small iron hammer as illustrated in Figure 3d. Each hit point (damage location) was hit five times with a constant force. The waveforms of the input signals are shown in Figure 3f; the maximum amplitude was 10 V and the average frequency was 3–6 kHz. The vibration time is 0.02 s.

Five hit points were determined to generate AE signals of damage locations from ground level to the height of 2 m every 0.5 m on one side of the test pile. There were four perpendicular sides on this test pile (Figure 3c), and each side had five hit points. In total, there were 20 hit points on this test pile. Each point was hit five times with a constant strength, and five AE signals were generated corresponding to five hits. One hundred AE signals were generated in total, and all signals were received by six AE sensors; in other words, one AE sensor collected 100 AE signal’s data, and thus 600 AE signal’s data were collected by six AE sensors. According to the grouping of the AE sensors, there were 300 AE signals collected in group 1, 300 AE signals in group 2, and 600 AE signals in group 3, respectively.

3.3. ANN Prediction Model

The training of ANNs can be processed in a supervised or unsupervised manner [40]. An ANN model trained in supervised learning manner can output high accuracy prediction by given enough training data. Backpropagation ANNs are the most used supervised learning neural networks [17,41]. The strong nonlinear mapping ability is one of the excellent advantages of backpropagation ANNs [14]. In the backpropagation ANNs, the signals propagate forward and the errors propagate backward until the output value is acceptable [42].

Figure 4 illustrates the schematic diagram of the backpropagation ANN prediction model for the damage locations. The backpropagation ANN prediction model is composed of one input layer, one hidden layer and one output layer. The number of hidden layers and quantity of neurons are determined through the training process until the prediction accuracy cannot be further improved [43]. However, one hidden layer is commonly used for simple predictions [43]. The quantity of neurons of input and output layers is equal to the number of input and output variables, respectively [44]. In the case of the backpropagation ANN prediction model in this study, the quantity of neurons of input and output layers was one, since there was only one variable. One hidden layer and ten neurons were determined for the backpropagation ANN prediction model after pretesting.
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The training of ANNs can be processed in a supervised or unsupervised manner [40]. An ANN model trained in supervised learning manner can output high accuracy prediction by given enough training data. Backpropagation ANNs are the most used supervised learning neural networks [17,41]. The strong nonlinear mapping ability is one of the excellent advantages of backpropagation ANNs [14]. In the backpropagation ANNs, the signals propagate forward and the errors propagate backward until the output value is acceptable [42].

Figure 4 illustrates the schematic diagram of the backpropagation ANN prediction model for the damage locations. The backpropagation ANN prediction model is composed of one input layer, one hidden layer and one output layer. The number of hidden layers and quantity of neurons are determined through the training process until the prediction accuracy cannot be further improved [43]. However, one hidden layer is commonly used for simple predictions [43]. The quantity of neurons of input and output layers is equal to the number of input and output variables, respectively [44]. In the case of the backpropagation ANN prediction model in this study, the quantity of neurons of input and output layers was one, since there was only one variable. One hidden layer and ten neurons were determined for the backpropagation ANN prediction model after pre-testing.

In the learning process of the backpropagation ANN prediction model, AE signals generated from the pile hit test were inputted from the input layer. Subsequently, the AE signals reached the output layer through the hidden layer. The damage locations were identified with the distance from ground level of each hit point at the output layer. The backpropagation ANN prediction model was trained using MATLAB 2020.

4. Evaluations of Prediction Results Using Accuracy Metrics

4.1. Evaluations of Performance of Different Training Algorithms

4.1.1. Evaluations of Performance Using Scale-Dependent Metrics

Figure 5 shows the regression plot of backpropagation ANN prediction models with the six network training algorithms as illustrated in Table 2 [45]. The ANN prediction model was trained using the 600 AE signal dataset. In Figure 5, the target values refer to the actual value of damage locations, while the output values refer to the prediction values of damage locations. The black circles represent the individual data points.

It can be observed from Figure 5 that the regression plots of the six algorithms were approximately the same, and it was difficult to evaluate the performance of the six algorithms. Thus, it is essential to compare the performance of different algorithms using accuracy metrics.
Figure 5. Regression plot of the six training algorithms. (a) Regression plot of TRAINBFG; R value is 0.9449. (b) Regression plot of TRAINCGB; R value is 0.9480. (c) Regression plot of TRAINCGP; R value is 0.9314. (d) Regression plot of TRAINGLM; R value is 0.9690. (e) Regression plot of TRAINRP; R value is 0.9531. (f) Regression plot of TRAINSCG; R value is 0.9458.

Table 2. The illustrations of abbreviation and functions of the six training algorithms.

| Algorithm   | Description                                                                                                                                 |
|-------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| TRAINBFG    | It is a network training algorithm that updates weight and bias values in terms of the BFGS quasi-Newton method.                               |
| TRAINCGB    | It is a network training algorithm that updates weight and bias values in terms of the conjugate gradient backpropagation with Powell-Beale restarts. |
| TRAINCGP    | It is a network training algorithm that updates weight and bias values in terms of conjugate gradient backpropagation with Polak-Ribiére updates.  |
| TRAINGLM    | It is a network training algorithm that updates weights in terms of Levenberg-Marquardt optimization.                                          |
| TRAINRP     | It is a network training algorithm that updates weight and bias values in terms of the resilient backpropagation algorithm (Rprop).              |
| TRAINSCG    | It is a network training algorithm that updates weight and bias values in terms of the scaled conjugate gradient method.                        |

The evaluation results of the performance of six different training algorithms using scale-dependent metrics are shown in Table 3 and Figure 6. In Figure 6, the R and $R^2$ are shown with columns to evaluate the goodness of linear fit for the regression model. The MSE, RMSE and MAE are shown with a variation curve to evaluate the errors of prediction.
Table 3. Evaluation results of six training algorithms using scale-dependent metrics.

| Algorithm   | R       | R²       | MSE (cm²) | RMSE (cm) | MAE (cm) |
|-------------|---------|----------|-----------|-----------|----------|
| TRAINBFG    | 0.9449  | 0.8760   | 552.03    | 23.49     | 19.38    |
| TRAINCGB    | 0.9480  | 0.8784   | 526.19    | 22.94     | 19.01    |
| TRAINCGP    | 0.9314  | 0.8499   | 685.03    | 26.17     | 21.84    |
| TRAINGLM    | 0.9690  | 0.9318   | 315.45    | 17.76     | 13.62    |
| TRAINRP     | 0.9531  | 0.8909   | 475.50    | 21.81     | 17.79    |
| TRAINSCG    | 0.9458  | 0.8709   | 548.59    | 23.42     | 19.42    |

Figure 6. Evaluation results of six training algorithms using scale-dependent metrics. (a) Evaluation results using MSE. (b) Evaluation results using RMSE. (c) Evaluation results using MAE. The evaluation results of “TRAINGLM” are minimum, and the evaluation results of “TRAINCGP” are maximum. Abbreviations: (1) BFG: TRAINBFG, (2) CGB: TRAINCGB, (3) CGP: TRAINCGP, (4) GLM: TRAINGLM, (5) RP: TRAINRP, (6) SSG: TRAINSCG.

The R value of the “TRAINGLM” algorithm was 0.9690, and it was the maximum of the six training algorithms. The R value of the “TRAINCGP” algorithm was 0.9314, and it was the minimum of the six training algorithms. According to the degree of correlations, as shown in Figure 2, all of the six regression models (prediction models) showed very strong correlations between the actual value and predicted value.

For the R², the value of the “TRAINGLM” algorithm was 0.9318, and it was also the maximum of the six training algorithms. The R² value of the “TRAINCGP” algorithm was 0.8499, and it was also the minimum of the six training algorithms. The R² values of the six training algorithms were greater than 0.80, indicating that the regression models explained the predicted values very well.

The evaluation results of MSE, RMSE and MAE for the “TRAINGLM” algorithm were 315.45 cm², 17.76 cm and 13.62 cm, respectively. They were the minima of the evaluation values of the six training algorithms. The evaluation values of MSE, RMSE and MAE for
the “TRAINCGP” algorithm were 685.03 cm$^2$, 26.17 cm and 21.84 cm, respectively, and they were the maxima of the evaluation values of the six training algorithms.

It can be inferred from the evaluation results of correlation metrics and scale-dependent metrics that the “TRAINGLM” algorithm shows the best performance for training the backpropagation ANN prediction model, and the “TRAINCGP” algorithm has the worst performance for training the backpropagation ANN prediction model of damage locations in deep piles.

4.1.2. Evaluations of Performance Using Percentage-Dependent Metrics

The evaluation results of the performance of the six different training algorithms using percentage-dependent metrics are shown in Table 4 and Figure 7. As there were zero values in the actual values of the prediction model, the calculation results of MAPE were infinite. The reason for this was that the actual values were denominators in the calculation algorithm of MAPE (refer to Equation (7)). To eliminate the influences of zero values on the calculation results, the MAPE scores were calculated after the zero values were removed from the actual values.

Table 4. Evaluation results of six training algorithms using percentage-dependent metrics.

| Group    | R     | R$^2$ | MAPE (Include Zero Values) | MAPE (Remove Zero Values) | SMAPE (Include Zero Values) | SMAPE (Remove Zero Values) |
|----------|-------|-------|---------------------------|---------------------------|-----------------------------|----------------------------|
| TRAINBFG | 0.9449| 0.8760| Infinite                  | 21.35 %                   | 58.09 %                     | 21.65 %                    |
| TRAINCGB | 0.9480| 0.8784| Infinite                  | 20.34 %                   | 56.94 %                     | 20.20 %                    |
| TRAINCGP | 0.9314| 0.8499| Infinite                  | 25.02 %                   | 62.12 %                     | 26.71 %                    |
| TRAINGLM | 0.9690| 0.9318| Infinite                  | 14.61 %                   | 52.94 %                     | 15.17 %                    |
| TRAINRP  | 0.9531| 0.8909| Infinite                  | 19.39 %                   | 56.35 %                     | 19.46 %                    |
| TRAINSCG | 0.9458| 0.8709| Infinite                  | 21.17 %                   | 57.68 %                     | 21.13 %                    |

Calculation results of the MAPE without zero values are shown in Table 4. The evaluation result of the MAPE for the algorithm was 14.61%, and it was the minimum of the evaluation results of the six training algorithms. The evaluation result of MAPE for the
“TRAINCGP” algorithm was 25.02%, and it was the maximum of the evaluation results of the six training algorithms.

The calculation results of the SMAPE were discussed in two groups, as shown in Table 4. In one group, the SMAPE was calculated with all actual values. In another group, the zero values were removed from the actual values, and then the SMAPE was calculated. The comparison of the results of these two groups indicated that the zero values in the actual values could increase the calculation results of the SMAPE. This caused errors in the evaluations of prediction results.

As shown in Table 4, the evaluation result of SMAPE without zero values for the “TRAINGLM” algorithm was 15.17%, and it was the minimum of the evaluation results of the six training algorithms. The evaluation result of the SMAPE without zero values for the “TRAINCGP” algorithm was 26.71%, and it was the maximum of the evaluation results of the six training algorithms.

We conclude with regard to the evaluation results of the percentage-dependent metrics that the MAPE could be infinite or undefined if there are zero values in the actual values. The zero values can maximize the evaluation results of the SMAPE. Thus, the zero values should be removed from the actual values when using the MAPE or SMAPE. Evaluation results of the percentage-dependent metrics add further proof that “TRAINGLM” is the best training algorithm among the six training algorithms for predicting the damage locations of deep piles using the ANN prediction model.

4.2. Evaluations of Prediction Accuracy of Different Training Datasets

4.2.1. Evaluations of Prediction Accuracy Using Scale-Dependent Metrics

The ANN prediction model was trained with the training algorithm of “TRAINGLM” using three different group datasets: group 1 was based on the 300 AE signals collected from the three pile-installed sensors (S1, S2 and S3), group 2 was based on the 300 AE signals collected from the three platform-installed sensors (S4, S5 and S6), and group 3 was based on the 600 AE signals collected from the six sensors (S1, S2, S3, S4, S5 and S6).

Evaluation results of the prediction accuracy of the three groups using scale-dependent metrics are illustrated in Table 5 and Figure 8. The values of R and $R^2$ of the three groups were higher than 0.90, indicating that the correlations of the three regression models were very strong. However, the difference in correlations between the three groups were very small.

Table 5. Evaluation results of different group datasets using scale-dependent metrics.

| Group  | R     | $R^2$ | MSE (cm) | RMSE (cm) | MAE (cm) |
|--------|-------|-------|----------|-----------|----------|
| Group 1| 0.9752| 0.9443| 249.02   | 15.78     | 12.77    |
| Group 2| 0.9613| 0.9190| 402.15   | 20.05     | 15.12    |
| Group 3| 0.9690| 0.9318| 315.45   | 17.76     | 13.62    |

(a) (b)

Figure 8. Cont.
Figure 8. Evaluation results of different group datasets using scale-dependent metrics. (a) Evaluation results using MSE. (b) Evaluation results using RMSE. (c) Evaluation results using MAE. The evaluation results of group 1 are minimum, and the evaluation results of group 2 are maximum.

| Group   | R      | R²     | MSE (cm²) | RMSE (cm) | MAE (cm) |
|---------|--------|--------|-----------|-----------|----------|
| Group 1 | 0.9752 | 0.9443 | 249.02    | 15.78     | 12.77    |
| Group 2 | 0.9613 | 0.9190 | 402.15    | 20.05     | 15.12    |
| Group 3 | 0.9690 | 0.9318 | 315.45    | 17.76     | 13.62    |

Table 5. Evaluation results of different group datasets using scale-dependent metrics.

The evaluation results of MSE, RMSE and MAE for group 3 were 315.45 cm², 17.76 cm and 13.62 cm, respectively. The group 3 was a reference for group 1 and group 2, because dataset 3 (dataset of group 3) was a combination of dataset 1 and dataset 2. The evaluation results of MSE, RMSE and MAE for group 1 were 249.02 cm², 15.78 cm and 12.77 cm, and the evaluation results of group 1 were smaller than the evaluation results of group 3. The evaluation results of MSE, RMSE, and MAE for group 2 were 402.15 cm², 20.05 cm and 15.12 cm, and the evaluation results of group 2 were greater than the evaluation results of group 3. According to the evaluation results, the prediction errors of the three groups can be ranked as follows: group 2 > group 3 > group 1.

4.2.2. Evaluations of Prediction Accuracy Using Percentage-Dependent Metrics

Table 6 and Figure 9 illustrate the evaluation results of the prediction accuracy of the three groups using percentage-dependent metrics. Due to the existence of zero values in the actual values, the evaluation results of the MAPE were infinite. After removing the zero values from actual values, the value of the MAPE was calculated accurately. The evaluation results of the MAPE of group 1, group 2 and group 3 were, 14.27%, 17.16% and 14.61%, respectively.

Table 6. Evaluation results of different training datasets using percentage-dependent metrics.

| Group   | R      | R²     | MAPE (Including Zero Values) | MAPE (Remove Zero Values) | SMAPE (Including Zero Values) | SMAPE (Remove Zero Values) |
|---------|--------|--------|------------------------------|----------------------------|-------------------------------|----------------------------|
| Group 1 | 0.9752 | 0.9443 | Infinite                     | 14.27%                     | 52.02%                        | 15.07%                     |
| Group 2 | 0.9613 | 0.9190 | Infinite                     | 17.16%                     | 56.17%                        | 18.05%                     |
| Group 3 | 0.9690 | 0.9318 | Infinite                     | 14.61%                     | 52.94%                        | 15.17%                     |
The existences of zero values in actual values affected the calculation accuracy of the SMAPE as shown in Table 6. When including the zero values in the actual values, the calculation results of the SMAPE of group 1, group 2 and group 3 were 52.02%, 56.17% and 52.94%. After removing the zero values from the actual values, the calculation results of the SMAPE decreased to 15.07%, 18.05% and 15.17%, respectively.

The evaluation results of the three groups using scale-dependent metrics and percentage-dependent metrics showed that the prediction accuracy of group 1 was the best, group 3 was second and group 2 was third. In other words, the training dataset based on the 300 AE signals collected from the pile-installed sensors (S1, S2 and S3) showed better performance for training the ANN prediction model than the training dataset based on the 300 AE signals collected from the platform-installed sensors (S4, S5, and S6). The accuracy of the training dataset based on the 600 AE signals collected from the mix-installed sensors (S1, S2, S3, S4, S5, and S6) was between those two groups.

From the evaluation results, engineers can consider that, when detecting pile foundations, it should be the first option to install AE sensors on the pile body to receive AE signals to detect damage locations. The method of mix-installation can be the second option, and the method of platform-installation should be the last option.

5. Discussion

It is not necessary to use all metrics when evaluating the accuracy of a prediction result. As a matter of fact, one or two accuracy metrics are sufficient for evaluation. To determine the best option, clarifying the correlations between different accuracy metrics is an important issue. Figure 10 shows the correlation matrix of the seven accuracy metrics. In the correlation matrix, the Pearson correlation coefficient values were calculated using all evaluation results of the accuracy metrics (refer to Tables 3–6).
As can be seen from the correlation matrix, the correlation coefficients of any two metrics were greater than 0.95. This indicates that the accuracy metrics have strong correlations with each other. In detail, the correlation coefficient of R and $R^2$ was 0.99, the correlation coefficient of the MSE and RMSE was 1, the correlation coefficient of the MSE and MAE was 0.99, and the correlation coefficient of the MAPE and SMAPE was 0.99.

Comparing the sensitivity of metrics is helpful to determine a suitable accuracy metric. In this study, the sensitivity of accuracy metrics was defined using the coefficient of variation (CV). The CV is a statistical measure of the dispersion of data points around the mean value. Higher CV values highlight results more sensitive to the predictions. The CV is illustrated by Equation (11):

$$CV = \frac{s}{u} \quad (11)$$

where $s$ is the standard deviation and $u$ is the mean value.

According to the evaluation results of each metric (refer to Tables 3–6), the CV of each metric was calculated as shown in Figure 11. The CV values of R, $R^2$, MSE, RMSE, MAE, MAPE and SMAPE were 0.02, 0.04, 0.31, 0.16, 0.19, 0.20 and 0.20, respectively.

For correlation-based metrics, $R^2$ is more sensitive to the prediction results. For scale-dependent metrics, the MSE is more sensitive than RMSE and MAE. That is why the MSE is the default evaluation metric in many machine learning algorithms. For percentage-dependent metrics, the sensitivities of the MAPE and SMAPE are the same.

Based on the findings of this study, the proposed novel selection method of an appropriate accuracy metric for evaluating prediction results is as shown in Figure 12. First of all, it should be clarified that the purpose of this work was to evaluate the accuracy of a prediction or to compare the accuracy of different predictions.
To evaluate the accuracy of a prediction result, it is necessary to clarify whether the scale of original data is clear or not. When the scale of original data is clear, both scale-dependent metrics and percentage-dependent metrics are options under the circumstances of results being without zero values in the actual values. Of these, the MAE is recommended from the scale-dependent metrics because the unit of the MAE is the same as the original data and easy to understand. The SMAPE is recommended as the appropriate metric of the percentage-dependent metrics. In comparison with the MAPE, the SMAPE places same penalty on both positive error and negative error. When the actual
values include zero values, only the scale-dependent metrics are available, and the MAE is therefore recommended.

When the scale of original data is not clear, the percentage-dependent metrics are appropriate for evaluation. If there are zero values in the actual values, the zero values should be removed from the actual values before using percentage-dependent metrics for evaluation. The SMAPE is recommended as the appropriate metric in this case.

When comparing the accuracy of different predictions, it is necessary to clarify whether the units of the original data of different predictions are the same or not, and whether the scales of the original data are the same or not. When both the units and scales of the original data are the same, the MSE is recommended as the best option for comparing the accuracy of different predictions because the MSE is more sensitive to errors than other metrics and more useful to compare different predictions.

When the units or scales of the original data are different, only the percentage-dependent metrics are available for evaluation. In this case, the SMAPE is recommended as the appropriate metric. If there are zero values in the actual values, the zero values should be removed from the actual values before using the SMAPE.

6. Conclusions

This study included experimental studies and analytical investigations to propose a new method to evaluate the prediction accuracy of damage locations using ANN with AE data in deep piles. The main conclusions drawn from the results are as follows:

1. Among the six training algorithms studied in this paper, the training algorithm of “TRAINGLM” has the best performance for training the ANN model for predicting damage locations in deep piles.

2. The prediction accuracies of three sensor installation groups can be ranked as follows: group 1 (pile body-installation group) > group 3 (mix-installation group) > group 2 (platform-installation group). This result can lead engineers to decide that when detecting the damages of deep piles using the AE technique, the priority AE sensor installation option is pile body-installation, the second option is mix-installation (pile body and platform), and the last option is platform-installation.

3. The existence of zero values in actual values makes the MAPE infinite, and zero values can maximize the evaluation results of the SMAPE. Thus, when evaluating the accuracy of predictions using the MAPE and SMAPE, the zero values should be removed from the actual values. The result is suitable for every prediction.

4. The sensitivity of the seven accuracy metrics can be ranked as follows: MSE > SMAPE = MAPE > MAE > RMSE > $R^2$ > $R$. The more sensitive the metric is, the more suitable it is for comparing the accuracy of different predictions. The result is suitable for every prediction.

In further study, the study of the training algorithms will be extended further than the six algorithms studied in this paper. The study will be extended from a single pile to group pile.
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