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This thesis deals with some $(1 + 1)$-dimensional lattice path models from the KPZ universality class: the directed random polymer with inverse-gamma weights (known as \textit{log-gamma polymer}) and its zero temperature degeneration, i.e. the last passage percolation model, with geometric or exponential waiting times. We consider three path geometries: point-to-line, point-to-half-line, and point-to-line with paths restricted to stay in a half-plane. Through exact formulas, we establish new connections between integrable probabilistic models and the ubiquitous Whittaker and Schur functions.

More in detail, via the use of A. N. Kirillov’s geometric Robinson-Schensted-Knuth (RSK) correspondence, we compute the Laplace transform of the polymer partition functions in the above geometries in terms of \textit{orthogonal Whittaker functions}. In the case of the first two geometries we also provide multiple contour integral formulas.

For the corresponding last passage percolation problems, we obtain new formulas in terms of \textit{symplectic Schur functions}, both directly via RSK on polygonal arrays and via zero temperature limit from the log-gamma polymer formulas. As scaling limits of the point-to-line and point-to-half-line models with exponential waiting times, we derive Sasamoto’s Fredholm determinant formula for the GOE Tracy-Widom distribution, as well as the one-point marginal distribution of the Airy$_{2\to 1}$ process.
In statistical physics, surface growth models simulate the behavior of particles such as atoms or molecules that, once ejected onto a surface, attach to each other and form growing islands. The most celebrated and studied equation that governs the behavior of randomly growing interfaces in physics is the Kardar-Parisi-Zhang (KPZ) equation \[ \text{KPZ86}. \] This is a nonlinear stochastic partial differential equation characterized by both local evolution and local randomness:

\[
\partial_t h = \frac{1}{2} \partial^2_{xx} h + \frac{1}{2} (\partial_x h)^2 + \dot{W}(t, x),
\]

where \( \dot{W}(t, x) \) is space-time white noise. The solution \( h(x, t) \) is a random function that represents the height of the surface and depends on a spatial coordinate \( x \) and a time coordinate \( t \). The KPZ equation is characterized, in one spatial dimension, by the fluctuation exponent \( 1/3 \) and spatial correlation exponent \( 2/3 \), and by certain asymptotic distributions (such as the GOE and GUE Tracy-Widom distributions \[ \text{TW94, TW96} \] from random matrix theory) depending on the initial conditions.

Many influential mathematical works have analyzed a few probabilistic models that in various ways represent discretizations of the KPZ equation, leading to remarkable connections with random matrices, combinatorial structures, and representation theoretic objects. This rich family of models, called KPZ universality class, includes:

- the problem of the length of the longest increasing subsequence of random permutations \[ \text{BDJ99, BR01a, BR01b} \], and the related last passage percolation \[ \text{Joh00} \] and polynuclear growth \[ \text{PS00, PS02, Fer04} \] models;

- the asymmetric simple exclusion process (ASEP) \[ \dagger \] with step and step Bernoulli initial conditions, solved via Bethe Ansatz by Tracy and Widom \[ \text{TW09a, TW09b} \];

\[ \dagger \] This is an interacting particle system on \( \mathbb{Z} \) where each site is either occupied by one particle or empty. Each particle independently, after a mean one exponential time, jumps one site to the right with probability \( p \) and one site to the left with probability \( 1 - p \). The jump is performed only if the target site is vacant, otherwise nothing happens and the particle waits another independent exponential time.
the construction of Macdonald processes by Borodin and Corwin [BC14], including various interacting particle systems that fall within this scope;

• the stochastic six-vertex model [BP16];

• the Brownian semi-discrete directed polymer studied by O’Connell [O’C12] and its relation to the quantum Toda hamiltonian;

• the log-gamma directed polymer, introduced by Seppäläinen [Sep12] and further studied in [COSZ14; OSZ14; BCR13; NZ17];

• the totally asymmetric simple exclusion process (TASEP)† with arbitrary initial conditions, studied via the KPZ fixed point process [MQR16].

In this thesis we deal with a few discrete models within the KPZ universality class. In particular, the two main random objects of interest will be the so-called polymer partition function and last passage percolation (LPP), respectively defined by

\[ Z := \sum_{\pi \in \Pi} \prod_{(i,j) \in \pi} W_{i,j}, \tag{0.1} \]

\[ \tau := \max_{\pi \in \Pi} \sum_{(i,j) \in \pi} W_{i,j}. \tag{0.2} \]

They are both associated to a given path geometry \( \Pi \), i.e. a finite set of (nearest neighbor) directed paths in the lattice \( \mathbb{Z}^2_{\geq 0} \) and to a field of independent random weights \( \{W_{i,j}\} \) (assumed to be positive in (0.1)) assigned to the sites of the lattice. Here, by directed path we mean a finite sequence \( \pi = ((i_1,j_1),(i_2,j_2),\ldots) \) such that and \((i_{k+1},j_{k+1}) - (i_k,j_k)\) is either \((1,0)\) or \((0,1)\); namely, at each step of the path, one and only one of the two integer coordinates increases by one. The denomination “last passage percolation” is self-explanatory. Indeed, if each variable \( W_{i,j} \) is thought of as a waiting time associated to the site \((i,j)\), the total waiting time associated to a path is the sum of all \( W_{i,j} \)'s collected along the given path; if then \( \Pi \) is the set of all directed paths that go across a region of the lattice, then \( \tau \) is the maximal passage time necessary to cross such a region. On the other hand, explaining where the denomination “polymer partition function” for \( Z \) arises from will be also helpful to understand its deep connection with the LPP.

The directed polymer in random environment (see the lecture notes [Com17] for a recent review) is a statistical mechanical model defined via the following probability measure \( P^† \)

---

† This particle system is a specialization of ASEP in the case \( p = 1 \), i.e. when particles can only jump to the right.
on a set $\Pi$ of directed paths:

$$P(\pi) := \frac{1}{Z^{\beta, \omega}} e^{-\beta H^{\omega}(\pi)} \quad \text{for } \pi \in \Pi.$$ \hfill (0.3)

The objects involved in the polymer measure are:

- a parameter $\beta \geq 0$, often thought of as \textit{inverse temperature};
- a field $\omega$ of random variables $\omega_{i,j}$ assigned to each site $(i, j)$ of the lattice;
- a hamiltonian function $H$ that associates to each path $\pi$ the energy

$$H^{\omega}(\pi) := - \sum_{(i,j) \in \pi} \omega_{i,j};$$ \hfill (0.4)

- a normalization $Z^{\beta, \omega}$ (depending on $\beta$ and $\omega$), called \textit{partition function}, that makes $P$ a probability measure.

According to the intuition, the higher the energy of a path, the lower its probability. Now, thanks to (0.3) and (0.4), the partition function can be rewritten as

$$Z^{\beta, \omega} = \sum_{\pi \in \Pi} e^{\beta \sum_{(i,j) \in \pi} \omega_{i,j}} = \sum_{\pi \in \Pi} \prod_{(i,j) \in \pi} e^{\beta \omega_{i,j}}$$ \hfill (0.5)

and it corresponds to the variable defined in (0.1), if we set $W_{i,j} := e^{\beta \omega_{i,j}}$ for all $(i, j)$. It is likewise clear that

$$\lim_{\beta \to \infty} \frac{1}{\beta} \log Z^{\beta, \omega} = \max_{\pi \in \Pi} \sum_{(i,j) \in \pi} \omega_{i,j}$$ \hfill (0.6)

is the LPP defined in (0.2) for the random environment $\omega$. Since $\beta$ is the inverse temperature, the limit $\beta \to \infty$ above is called \textit{zero temperature limit}. For this reason, (0.2) is considered to be the zero temperature version of (0.1). For a more in-depth and comprehensive analysis of the zero temperature limit, see Appendix A.

Let us mention that our two models have direct links to surface growth models: for example, the LPP can be seen to be equivalent to a certain discrete polynuclear growth model \cite{PS00, PS02, Fer04}. In fact, both the polymer partition function and the LPP can be viewed as discretizations of the solution to the KPZ equation with initial conditions depending on the geometry of the lattice paths \cite{Cor12}. For instance, the point-to-point geometry corresponds to the so-called \textit{narrow wedge} initial condition for the KPZ equation.

Many breakthroughs in the setting of the KPZ universality class have been possible by analyzing \textit{integrable} models, where the choice of a particular distribution for the random
environment permits to obtain exact formulas, typically in terms of special functions from algebraic combinatorics and representation theory. For instance, this has been the case for the point-to-point last passage percolation with geometric waiting times [Joh00], or the log-gamma polymer [Sep12]. In this thesis we will focus precisely on the aforementioned models, exploring new path geometries and discovering connections to different special functions.

Let us first discuss the log-gamma polymer, i.e. simply a polymer model with inverse-gamma weights $W_{i,j}$’s in (0.1) (or equivalently log-gamma weights $\omega_{i,j}$’s in (0.5)). We refer to point-to-point geometry as the set of all directed paths starting at a fixed point, usually $(1,1)$, and ending at another fixed point, say $(m,n)$. Using ideas from algebraic combinatorics and in particular a geometrical lifting (due to A. N. Kirillov [Kir01] and further studied in [NY04]) of the classical Robinson-Schensted-Knuth correspondence, in [COSZ14, OSZ14] the point-to-point log-gamma polymer partition function was linked to $GL_n(\mathbb{R})$-Whittaker functions. Whittaker functions will be introduced in section 1.3. They are ubiquitous in mathematics, as they appear for instance in the theory of automorphic forms, mirror symmetry, quantum integrable systems, and representation theory (see [Lam13] for a review). An earlier probabilistic connection to $GL_n(\mathbb{R})$-Whittaker functions had been found out in [O'C12], for the Brownian semi-discrete polymer. In [COSZ14, OSZ14], the Laplace transform of the point-to-point log-gamma polymer partition function was expressed, essentially, as an integral of two $GL_n(\mathbb{R})$-Whittaker functions - see (2.2). Furthermore, using the Plancherel theory for $GL_n(\mathbb{R})$-Whittaker functions and a remarkable Whittaker functions’ integral identity due to Bump and Stade (see Theorem 1.16), the aforementioned Laplace transform was also written as a multiple contour integral of gamma functions. This formula was subsequently turned into a Fredholm determinant in [BCR13], thus facilitating the asymptotic analysis (KPZ fluctuation exponent $1/3$ and the GUE Tracy-Widom limiting distribution, in this case). We will review the point-to-point log-gamma polymer model in the introduction to chapter 2.

Our contribution in the context of the log-gamma polymer amounts to exploring other path geometries and establishing new connections to different types of Whittaker functions. We still consider the directed polymer with inverse-gamma weights, but with the endpoint lying free on a line. In particular, we take into account three different geometries of paths (see also Figure 1 for a graphical representation):

(i) point-to-line or flat geometry, where paths start from $(1,1)$ and end at any point of the line $(m,n): m + n = N + 1$ for a fixed $N$ (equivalently, all paths of a fixed length $N - 1$ are considered);

Originally named tropical by Kirillov.
(ii) **point-to-half-line** or **half-flat** geometry, where paths start from \((1, 1)\) and end at any point of the half-line \(\{(m, n) : m + n = N + 1, \ m \leq n\}\) for a fixed \(N\);

(iii) **restricted point-to-line** or **restricted half-flat** geometry, where paths start from \((1, 1)\), end at any point of the half-line \(\{(m, n) : m + n = N + 1, \ m \leq n\}\) for a fixed \(N\), and are restricted to stay in the half-space \(\{(i, j) : i \leq j\}\).

We will express the distribution of the log-gamma polymer partition function in the above geometries in terms of Whittaker functions associated to both \(\text{GL}_N(\mathbb{R})\) and the orthogonal group \(\text{SO}_{2N+1}(\mathbb{R})\). In particular, the Laplace transform of the point-to-line, point-to-half-line, and restricted point-to-line partition functions will be given, respectively, in terms of: an integral of two \(\text{SO}_{2N+1}(\mathbb{R})\)-Whittaker functions (formula (2.13)), an integral of one \(\text{SO}_{2N+1}(\mathbb{R})\) and one \(\text{GL}_N(\mathbb{R})\)-Whittaker function (formula (2.23)), and an integral of one \(\text{SO}_{2N+1}(\mathbb{R})\)-Whittaker function (formula (2.35)). It is interesting to note the structure of these formulas in comparison to formula (2.2) for the point-to-point polymer. Informally, one could say that “opening” each part of the endpoint’s “wedge” to a (diagonally) flat part corresponds to replacing a \(\text{GL}_N(\mathbb{R})\)-Whittaker function with an \(\text{SO}_{2N+1}(\mathbb{R})\)-Whittaker function. However, a priori there is no obvious reason why this analogy should take place.

Whittaker functions associated to general Lie groups have already appeared in probability to describe the law of the Brownian motion on these Lie groups conditioned on certain exponential functionals \[\text{BO11, Chh13}.\] In \[\text{Nte18}].\] orthogonal Whittaker functions also emerged in the description of the Markovian dynamics of systems of interacting particles restricted by a “soft” wall. In our setting, orthogonal Whittaker functions emerge through a combinatorial analysis of the log-gamma polymer via the geometric Robinson-Schensted-Knuth correspondence. Using an extension of geometric RSK to polygonal...
arrays and its properties as in [NZ17], we determine the joint law of all point-to-point partition functions with endpoint on a line or half-line, also when paths are restricted to a half-plane (see Lemmas 2.4, 2.8 and 2.13). Subsequently, we derive integral formulas for the Laplace transform of the various point-to-line partition functions after expressing them as a sum of the corresponding point-to-point ones. Such formulas do not immediately relate to Whittaker functions, but they do so after a certain change of variables and appropriate decompositions of the integrals, thus leading to the aforementioned results. Even though simple, the alluded change of variables is remarkable in the sense that it precisely couples the structure of orthogonal Whittaker functions with the combinatorial structure of the point-to-line polymers and their Laplace transforms. As it will become clear in the proofs of Theorems 2.5, 2.9 and 2.14 here the role of the Laplace transform as a functional is crucial. In fact, we would probably not have been able to see the connection to Whittaker functions, had we aimed to compute different functionals. On the other hand, the Laplace transform determines the distribution and its use is thus totally justified.

For the point-to-line and point-to-half-line cases, we go one step further by rewriting the Laplace transforms as contour integrals involving gamma functions $\Gamma$. This is done via the use of the Plancherel theory for $\text{GL}_N(\mathbb{R})$-Whittaker functions and certain special integral identities. The Bump-Stade identity (1.59) expresses a certain integral of two $\text{GL}_N(\mathbb{R})$-Whittaker functions in terms of gamma functions. The Ishii-Stade identity (1.67) does a similar job for an integral of one $\text{SO}_{2N+1}(\mathbb{R})$ and one $\text{GL}_N(\mathbb{R})$-Whittaker function. They are important in number theory as they lead to functional equations for automorphic $L$-functions, facilitating the study of their zeros [Bum89, Gol06]. Currently, integral identities for products of one $\text{GL}_N(\mathbb{R})$ and one $\text{SO}_{2N}(\mathbb{R})$-Whittaker functions are not available in the literature; this is the reason why we restrict our presentation to polymers of odd length, even though our combinatorial analysis would also allow us to write analogous formulas for polymers of even length in terms of $\text{SO}_{2N}(\mathbb{R})$-Whittaker functions.

Calabrese and Le Doussal studied in [CL11, LC12] the *continuum random polymer* with flat initial conditions. Via the non-rigorous approach of Bethe ansatz for the Lieb-Liniger model and the *replica trick*, they exhibited that the Laplace transform of the partition function can be written in terms of a Fredholm Pfaffian, from which they obtained the GOE Tracy-Widom asymptotics. Their method consisted in first deriving a series representation for the half-flat initial condition and then the flat case was deduced from the former via a suitable limit. More recently, Grange [Gra17] applied the methods of Calabrese-Le Doussal and of Thiery-Le Doussal [TL14] to study, again at non-rigorous level, the Laplace transform of the partition function in the restricted point-to-line case, we miss the estimates that would fully justify such a transformation.
transform of the log-gamma polymer with endpoint lying free on a line.

Ortmann-Quastel-Remenik \[OQR16\], \[OQR17\] made some steps rigorous in the approach of Calabrese-Le Doussal, working on the ASEP with half-flat and flat initial conditions (see also the earlier work \[Lee10\]). Notice that, in the context of particle systems on \( \mathbb{Z} \), the flat state is an alternating configuration of particles and holes of type \( \cdots 01010101 \cdots \) (where 1 denotes a particle and 0 a hole), whereas the half-flat state \( \cdots 01010000 \cdots \) alternates particles and holes on one half-line and has holes only on the other half-line. In the half-flat case \[OQR16\], a series formula was obtained for the \( q \)-deformed Laplace transform of the ASEP height function. Formal asymptotics on this formula suggested that the (centered and rescaled) limiting distribution should be given by the one-point marginal of the Airy\( _{2\rightarrow 1} \) process. Even though such a limiting distribution is expressed in terms of a Fredholm determinant, the Fredholm structure is not apparent before passing to the limit. In the flat case \[OQR17\], on the track of \[CL11; LC12\], a series formula was obtained for the same \( q \)-deformed Laplace transform of the height function as a suitable limit of the half-flat case. This formula does not have an apparent Fredholm structure either. A Fredholm Pfaffian appears only for a different \( q \)-deformation of the Laplace transform, which has the drawback of not determining the distribution of the height function.

Our approach is orthogonal to the methods used in the above works. We do not rely on Bethe ansatz computations, but we rather explore the underlying combinatorial structure of the log-gamma polymer. Moreover, we do not derive the flat case as a limit of the half-flat, but we work instead with their common features; this allows for a more unified and systematic approach and gives access to other geometries too. We do not pursue in this thesis an asymptotic analysis on the law of the partition functions, as our primary focus has been the analysis of their combinatorial structure and the links to orthogonal Whittaker functions. We hope, though, that the methods developed here can provide a rigorous route to the asymptotics of the log-gamma polymer in the flat and half-flat geometries; this is currently under investigation. Such a hope is also reinforced by the fact that in the zero temperature case (see the discussion that follows) the formulas that emerge from our approach provide alternative derivations of GOE Tracy-Widom and Airy\( _{2\rightarrow 1} \) statistics.

We now pass to the zero temperature setting. In general, the last passage percolation models are easier to analyze than the corresponding polymer models, thanks to the direct availability of determinantal structures. For an overview on the LPP and other similar integrable models related to random matrix theory and determinantal structures, we refer the reader to \[For10, ch. 10\].

The first systematic study on the LPP model goes back to Johansson \[Joh00\], who ob-
tained an exact formula for the point-to-point model with i.i.d. geometric waiting times via the classical combinatorial Robinson-Schensted-Knuth (RSK) correspondence; he was then able to derive the GUE Tracy-Widom distribution in the scaling limit. Baik and Rains \[\text{BR01a}\], among other things, extended Johansson’s formula by considering geometric waiting times with a wider range of parameters: this allowed expressing the distribution of the point-to-point LPP in terms of a sum of two Schur functions (see (3.2)). Schur functions will be introduced in section 1.2. In representation theory, they appear as characters of irreducible representations of classical groups \[\text{FF91}\], and can be defined as certain sums over combinatorial structures such as Gelfand-Tsetlin patterns or Young tableaux. They possess a very useful determinantal structure, which arises from the Weyl character formulas as well as the Jacobi-Trudi identities.

Our contribution in this setting consists in studying the LPP models corresponding to the same three path geometries considered in positive temperature, with either geometric or exponential waiting times. In the geometric case, our formulas for the distribution of \(\tau\) will involve, besides standard Schur functions (i.e. characters of \(GL_N(\mathbb{C})\)), which have appeared so far in the study of LPP models, also symplectic Schur functions (i.e. characters of \(Sp_{2N}(\mathbb{C})\)). In particular, we will find: a sum of two symplectic Schur functions in the point-to-line case, see (3.6); a sum of one symplectic and one standard Schur function in the point-to-half-line case, see (3.13); a sum of one symplectic Schur function in the restricted point-to-line case, see (3.18). The proofs will be, in spirit, similar to the analogous ones for the log-gamma polymer: they will be based on a suitable extension (described in subsection 1.1.3) of the classical RSK correspondence, instead of its geometric lifting as in positive temperature.

Let us point out here that a formula for the geometric point-to-line LPP was already given in \[\text{BR01a}\], and involves a sum of one standard Schur function parametrized by even partitions - see (3.9). As such, Baik-Rains’s formula is essentially different in its structure, but still equivalent, to our point-to-line LPP formula (3.6) that involves a sum of two symplectic Schur functions. See the discussion at the end of subsection 3.1.1 for more details. Furthermore, Ferrari \[\text{Fer04}\] studied the flat polynuclear growth model, a continuous version of the LPP model related to the Hammersley process. Methodologically, both \[\text{BR01a}\] and \[\text{Fer04}\] used a symmetrization argument that amounts to considering point-to-point LPP on a square array with symmetric environment about the antidiagonal; this turns out to be essentially equivalent to the point-to-line LPP\[\dagger\]. On the contrary, instead of applying

\[\dagger\] If one thinks about that, it all comes down to the fact that \(\max(2a, 2b, \ldots) = 2\max(a, b, \ldots)\). On the other hand, the analogous statement in positive temperature is not true: the point-to-point partition function for a symmetric environment about the antidiagonal does not equal the point-to-line partition function. Again, the basic reason for this is quite simple: \(a^2 + b^2 + \cdots \neq (a + b + \cdots)^2\).
the RSK to a symmetrized square array, we directly apply it to a triangular array; for this reason, we need to use a generalization of RSK to generic polygonal arrays.

Let us now discuss the exponential LPP model, which is the most directly related to the TASEP (see the introduction to section 3.2 for more details). The formulas (3.30), (3.34), (3.38) we obtain for our three path geometries are similar to the geometric case, mutatis mutandis: sums need to be replaced by integrals and discrete Schur functions by their continuum analogs. Continuous Schur functions are continuous limits of rescaled Schur functions, and by Riemann sum approximation turn out to be integrals on continuous Gelfand-Tsetlin patterns (see (1.34) and (1.43)). Notice that, at this stage, we can obtain these formulas in three different ways: (i) via zero temperature limit from the log-gamma polymer formulas, (ii) directly via RSK, and (iii) via exponential limit from the geometric LPP formulas. We will see all these methods in action.

In principle, one might expect that, in the zero temperature limit, $SO_{2n+1}(\mathbb{R})$-Whittaker functions scale to the corresponding (continuous) orthogonal Schur functions. In fact, in Proposition 1.18 we will see that orthogonal Whittaker functions scale to (continuous) symplectic Schur functions: this is why, for example, the integral of two orthogonal Whittaker functions for the point-to-line log-gamma polymer scales to an integral of two continuous symplectic Schur functions for the point-to-line exponential LPP. The reason for this lies in the Casselman-Shalika formula [CS80], which links Whittaker functions on a group $G$ to characters of the irreducible representations of the Langlands dual group of $G$. Since the dual of the orthogonal group $SO_{2n+1}(\mathbb{R})$ is the symplectic group $Sp_{2n}(\mathbb{C})$, odd orthogonal Whittaker functions are the analog of symplectic Schur functions. On the other hand, since the dual of $GL_n(\mathbb{R})$ is $GL_n(\mathbb{C})$, $GL_n(\mathbb{R})$-Whittaker functions are the analog of Schur functions.

We conclude this thesis by an asymptotic analysis of our point-to-line and point-to-half-line exponential LPP models, finding KPZ fluctuations of order $N^{1/3}$ and the expected limiting distributions for these two path geometries. We thus provide a new route to the GOE Tracy-Widom distribution and to the one-point marginal distribution of the Airy$_{2\rightarrow1}$ process respectively, via symplectic Schur formulas. Using the determinantal form of Schur functions (1.35) and (1.44) and the so-called Cauchy-Binet identity (3.24), which expresses the multiple integral of the product between two determinantal functions as the determinant of a single integral, our Schur functions’ formulas (3.30) and (3.34) can be turned into ratios of determinants (see (3.32) and (3.36)) and then into Fredholm determinants, amenable to asymptotic analysis via steepest descent.

For the point-to-line model we obtain Sasamoto’s formula [Sas05] for the GOE Tracy-Widom distribution, see (3.63) and (3.64). This expression is different from the one originally derived by Tracy and Widom, first expressed in terms of Painlevé functions [TW96].
and then in terms of a block-Fredholm Pfaffian \cite{TW98,TW05}. Sasamoto’s original derivation of (3.64) came through the analysis of TASEP with an initial configuration of the form \ldots 01010000 \ldots , where 1 denotes a particle and 0 a hole. The presence of the semi-infinite sequence of holes is technical and the actual focus of the asymptotic analysis in \cite{Sas05} is on the alternating particle-hole regime, which simulates the flat initial condition. The starting point for this derivation was Schütz’s determinantal formula \cite{Sch97} for the occupation probabilities in TASEP, obtained via Bethe ansatz methods. A proof that Sasamoto’s formula actually provides a different expression for the GOE Tracy-Widom distribution was provided in \cite{FS05}. Subsequently to \cite{Sas05}, the Airy$_{2\to1}$ process was constructed in \cite{BFS08} by studying, again via Schütz’s and Sasamoto’s formulas, the asymptotic distribution of TASEP particles with initial configuration \ldots 01010000 \ldots , but now at the interface between the left half-line \ldots 0101 of alternating particles-holes and the right half-line 0000 \ldots of holes.

Asymptotics recovering the GOE Tracy-Widom distribution as a limiting law have been also performed in \cite{BR01b,Fer04} for last passage percolation and polynuclear growth models, as well as in the more recent nonrigorous work \cite{LC12} for the KPZ equation with flat initial data. All these already cited works derive Painlevé expressions or various forms of block-Fredholm Pfaffian formulas for the GOE Tracy-Widom distribution. In contrast, our approach leads directly to Sasamoto’s Fredholm determinant formula (3.63)-(3.64), as well as to the Airy$_{2\to1}$ marginal distribution (3.77)-(3.78).

**Outline of the thesis.** In chapter 1 we introduce the main technical tools that we need (combinatorial and geometric RSK, Schur functions, and Whittaker functions); in this propaedeutic material we will provide most of the proofs to make this thesis as self-contained as possible. Chapter 2 about the log-gamma polymer models is based on our article \cite{BZ17a}; we first present the Whittaker integral formulas and then the contour integrals. Chapter 3 about the LPP models is structured as follows: section 3.1 on the geometric models does not appear as such in any published work; section 3.2 on the exponential models is still mainly based on \cite{BZ17a}, even though some proofs are different; section 3.3 on the asymptotic analysis of the exponential models is based on our second article \cite{BZ17b}. In appendix A we recap the zero temperature limit in the form we need it; finally, in appendix B we discuss Whittaker functions from a number theoretic point of view.

**Notation.** We adopt the standard notations for number sets, such as \( \mathbb{Z}, \mathbb{R} \) and \( \mathbb{C} \). Other notations for number sets will be either self-explanatory, such as \( \mathbb{Z}_{\geq 0} \) for the set of nonnegative integers, or defined where useful. We denote single numbers in nonbold lower case letters (e.g. \( x \)) and arrays of numbers - such as vectors, matrices, tableaux and partitions - by bold lower case letters (e.g. \( \mathbf{x} \)). If such objects are random, we tend to
use capitals: again, nonbold for numbers (e.g. $X$) and bold for arrays (e.g. $X$). We denote by $\Gamma(\cdot)$ the gamma function. For a real random variables $X$, we call CDF its cumulative distribution function $x \mapsto P(X \leq x)$. We also fix once for all the following probability distributions:

| Distribution | Notation | Parameters | Support | Density/mass |
|--------------|----------|------------|---------|--------------|
| gamma        | $\text{Gamma}(\alpha, \beta)$ | $\alpha, \beta \in \mathbb{R}_{>0}$ | $x \in \mathbb{R}_{\geq 0}$ | $\frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}$ |
| exponential  | $\text{Exp}(\lambda)$ | $\lambda \in \mathbb{R}_{>0}$ | $x \in \mathbb{R}_{\geq 0}$ | $\lambda e^{-\lambda x}$ |
| geometric    | $\text{Geom}(p)$ | $p \in (0, 1)$ | $k \in \mathbb{Z}_{\geq 0}$ | $(1-p)p^k$ |

\[ ^{\dagger} \text{Notice that the parametrization of the geometric distribution is not the most standard one.} \]
In this chapter we present some preliminary notions that will play a crucial role in the thesis: combinatorial correspondences of RSK-type (section 1.1), Schur functions (section 1.2), and Whittaker functions (section 1.3). These tools will be used, in the following chapters, to study the polymer and last passage percolation models in the various point-to-line geometries described in the Introduction.

1.1 RSK-TYPE CORRESPONDENCES

We first introduce the classical RSK correspondence as a combinatorial algorithm. Next, we describe the so-called geometric RSK correspondence and its main properties. Finally, we derive an extended version of the RSK algorithm as a suitable limit of the geometric RSK.

1.1.1 COMBINATORIAL RSK CORRESPONDENCE

The classical combinatorial Robinson-Schensted correspondence is a bijection between permutations and pairs of standard Young tableaux of the same shape. Viewing permutations as special \( \{0, 1\} \)-matrices (“permutation matrices”), it can be generalized to the so-called Robinson-Schensted-Knuth correspondence (RSK), which is a bijection between matrices of non-negative integers and pairs of semistandard Young tableaux of the same shape. We further define the RSK and describe its main features; for further details and proofs of the results we refer the reader to [Sta99].

A partition of \( n \) of length \( l \) is a weakly decreasing sequence \( \lambda = (\lambda_1, \ldots, \lambda_l) \) of \( l \) positive integers that sum up to \( n \): we write \( \lambda \vdash n \) and \( l(\lambda) = l \). The empty partition \( \lambda = \emptyset \) is the only one of length 0. A graphical representation of a partition is a Young diagram, i.e. a finite collection of boxes arranged in left-justified rows whose lengths are weakly
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(A) Young diagram corresponding to partition (4, 3, 1).

(B) Semistandard Young tableau of size 8, shape (4, 3, 1), and type (2, 2, 1, 3).

(C) Semistandard Young tableau obtained by inserting 2 into the previous one.

Figure 2. Examples of Young diagrams and tableaux.

decreasing, as in Figure 2A

A Young tableau \( p \) is obtained by filling the boxes of a Young diagram with positive integers; the size of \( p \) is its total number of boxes; the shape of \( p \), denoted by \( \text{sh}(p) \), is the partition that corresponds to the underlying Young diagram; the type of \( p \) is the sequence \( (\text{Type}(p)_1, \text{Type}(p)_2, \ldots) \) such that \( \text{Type}(p)_i \) is the number of \( i \)'s in \( p \) (the sequence is actually finite, in the sense that \( \text{Type}(p)_i = 0 \) for \( i \) large enough). A Young tableau is called semistandard if its rows are weakly increasing and its columns are strictly increasing, as in Figure 2B.

We now define the insertion of \( k \in \mathbb{Z}_{>0} \) into a semistandard Young tableau \( p = \{p_{i,j}\} \). In the \( i \)-th row, starting from \( i = 1 \), we search for the smaller \( j \) such that \( p_{i,j} > k \). If such a \( j \) does not exist, we simply add a box filled with \( k \) at the end of the \( i \)-th row; if such a \( j \) does exist, we fill box \((i, j)\) with \( k \) and bump the old entry \( p_{i,j} \) to the next row \( i+1 \), where we will try to insert it in the same way. Clearly, the procedure must stop in a finite number of steps, producing a new semistandard Young tableau whose size is increased by one, as the one of Figure 2C.

For any \( m \times n \) matrix \( w = \{w_{i,j}\} \) with entries in \( \mathbb{Z}_{>0} \), we consider two words of the same length, which are concatenations of weakly increasing words in the alphabet \( \mathbb{Z}_{>0} \):

(i) the word \( v := v_1 \ldots v_m \) such that \( v_i := 1^{w_{i,1}} \ldots n^{w_{i,n}} \);

(ii) the word \( v' := v'_1 \ldots v'_n \) such that \( v'_j := 1^{w_{1,j}} \ldots m^{w_{m,j}} \).

The RSK correspondence is defined as the map that associates such a matrix \( w \) to the pair of semistandard Young tableaux \((p, q)\), where \( p \) is obtained by inserting all numbers appearing in word \( v \) successively (starting from the empty tableau) and \( q \) is obtained in the same way using \( v' \) instead. It is immediate by construction that the \( j \)-th column of \( w \) sums up to the number of \( j \)'s in \( p \), and similarly the \( i \)-th row of \( w \) sums up to the number of \( i \)'s in \( q \). Also observe that, transposing matrix \( w \), the roles of \( p \) and \( q \) are interchanged.

Looking at the example of RSK given in figure 3, one notices that \( p \) and \( q \) are of the same shape. This is not fortuitous, because \( q \) can also be constructed at the same time as \( p \).
The RSK correspondence: matrix $w$ is associated to words $v$ and $v'$, which are in turn mapped to the corresponding tableaux $p$ and $q$.

as follows: after inserting a number belonging to word $v_i$ into $p$, a box is added to $q$ in the same position as the box added to $p$ in the insertion procedure, and filled with $i$. It is clear from this alternative construction that $p$ and $q$, thus called insertion tableau and recording tableau respectively, are of the same shape. In fact, any given pair of semistandard Young tableaux with the same shape is the image of a unique $\mathbb{Z}_{\geq 0}$-matrix under RSK.

The reason why we have introduced RSK lies in its connection with the directed last passage percolation (LPP) model defined in the Introduction: the length of the first row of the two output tableaux corresponds to the LPP from site $(1,1)$ to site $(m,n)$ with waiting time $w_{i,j}$ at site $(i,j)$. For example, in Figure 3 the LPP time on $w$ from $(1,1)$ to $(3,4)$ is 6, which is also the length of the first row of $p$ and $q$. Let us just mention that the lengths of the other rows of $p$ and $q$ can also be expressed in terms of piecewise linear functions of $w$, analogous to LPP and involving non-intersecting paths: the result is known as Greene’s Theorem.

Let us now summarize the properties of RSK seen so far:

**Proposition 1.1** (Sta99). Let $m,n \geq 1$. The RSK correspondence is a bijection between matrices $w = \{w_{i,j}\} \in \mathbb{Z}_{\geq 0}^{m \times n}$ and pairs $(p,q)$ of semistandard Young tableaux of the same shape such that $\max_{i,j} p_{i,j} \leq n$ and $\max_{i,j} q_{i,j} \leq m$. The RSK satisfies the following properties:

(i) If $\Pi_{m,n}$ is the set of all directed paths from $(1,1)$ to $(m,n)$, then

$$\text{sh}(p)_1 = \text{sh}(q)_1 = \max_{\pi \in \Pi_{m,n}} \sum_{(i,j) \in \pi} w_{i,j}.$$
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(ii) The type of $p$ and $q$ is determined by:

$$\text{Type}(p)_j = \sum_{i=1}^{m} w_{i,j} \quad \text{for } 1 \leq j \leq n,$$

$$\text{Type}(q)_i = \sum_{j=1}^{n} w_{i,j} \quad \text{for } 1 \leq i \leq m.$$  

(iii) If $w \overset{\text{RSK}}{\mapsto} (p, q)$, then $w^{\top} \overset{\text{RSK}}{\mapsto} (q, p)$.

We now introduce a further combinatorial object which is in a bijective correspondence with semistandard Young tableaux. Let $p = \{p_{i,j}\}$ be a semistandard Young tableau and, for all $i, j \geq 1$, let

$$z_{i,j} := \# \{\text{entries} \leq i \text{ in the } j\text{-th row of } p\}.$$

Notice that, for any given $n \geq \max_{i, j} p_{i,j}$, we have that $z_{n,j} = z_{n+1,j} = z_{n+2,j} = \ldots$, hence all $z_{i,j}$ with $i > n$ are redundant and may be ignored. Moreover, by the column strict rule, below the $i$-th row there can only be entries greater than $i$, so that $z_{i,j} = 0$ for all $j > i$. We may thus arrange all significant $z_{i,j}$’s in the triangular array

$$z = \{z_{i,j}: 1 \leq j \leq i \leq n\}.$$

An important property of $z$ is given by the interlacing conditions:

$$z_{i+1,j+1} \leq z_{i,j} \leq z_{i+1,j} \quad \text{for } 1 \leq j \leq i < n,$$

which follow from the column strict rule for $p$ as well. A triangular array $z$ of the form (1.2) satisfying the interlacing conditions (1.3) is called Gelfand-Tsetlin pattern of height $n$ and is usually pictured as in Figure 4 (notice that rows are arranged with second index increasing from right to left). If, as in the case of (1.1), its entries are non-negative integers, we call $z$ a $\mathbb{Z}_{\geq 0}$-Gelfand-Tsetlin pattern.

By construction, the $i$-th row $(z_{i,1}, \ldots, z_{i,i})$ of $z$ is the shape of the semistandard Young tableau obtained by removing all boxes filled with numbers greater than $i$ from the original tableau $p$; in particular, the bottom row $(z_{n,1}, \ldots, z_{n,n})$ is the shape of $p$, and is called shape of $z$ by analogy. It is likewise clear that the number of $i$’s in $p$ equals the difference between the sum of the $i$-th row of $z$ and the sum of its $(i-1)$-th row. Analogously to the
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Figure 4. A triangular array of height $n$. If this is interpreted as a Gelfand-Tsetlin pattern, the arrows illustrate the interlacing conditions: $a \rightarrow b$ means $a \leq b$. The arrows may also refer to the functional (1.48): $E^{\Delta}(z)$ is the sum of all ratios $a/b$ such that there is an arrow pointing from $a$ to $b$ in the diagram.

For type of $p$, we then define the type of $z$ by

$$\text{Type}(z)_i := \sum_{j=1}^{i} z_{i,j} - \sum_{j=1}^{i-1} z_{i-1,j} \quad \text{for } i = 1, \ldots, n,$$

(1.4)

where the empty sum equals 0 by convention (as we will always suppose from now on); we thus have that $\text{Type}(z) = \text{Type}(p)$.

As the correspondence described above between semistandard Young tableaux and integer Gelfand-Tsetlin patterns is easily verified to be bijective, Proposition 1.1 can be reformulated as follows:

**Proposition 1.2.** Let $m, n \geq 1$. The RSK correspondence can be seen as a bijection between matrices $w = \{w_{i,j}\} \in \mathbb{Z}_{\geq 0}^{m \times n}$ and pairs $(z, z')$ of $\mathbb{Z}_{\geq 0}$-Gelfand-Tsetlin patterns of height $n$ and $m$ respectively and of the same shape. The RSK satisfies the following properties:

(i) If $\Pi_{m,n}$ is the set of all directed paths from $(1, 1)$ to $(m, n)$, then

$$z_{n,1} = z'_{m,1} = \max_{\pi \in \Pi_{m,n}} \sum_{(i,j) \in \pi} w_{i,j}.$$

(ii) The type of $z$ and $z'$ is determined by:

$$\text{Type}(z)_j = \sum_{i=1}^{m} w_{i,j} \quad \text{for } 1 \leq j \leq n,$$

$$\text{Type}(z')_i = \sum_{j=1}^{n} w_{i,j} \quad \text{for } 1 \leq i \leq m.$$

(iii) If $w \xrightarrow{\text{RSK}} (z, z')$, then $w^T \xrightarrow{\text{RSK}} (z', z)$. 
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\[ z = \begin{bmatrix} 0 & 2 & 3 & 6 \\ 1 & 3 & 5 \\ 4 & 3 & 4 \end{bmatrix} \quad z' = \begin{bmatrix} 2 & 3 & 6 \\ 2 & 5 \\ 3 & 4 & 5 \end{bmatrix} \quad t = \begin{bmatrix} 1 & 2 & 2 & 5 \\ 3 & 3 & 3 & 5 \\ 4 & 4 & 5 & 6 \end{bmatrix} \]

(a) Pair of Gelfand-Tsetlin patterns with common shape \((6, 3, 2)\), corresponding to \(p\) and \(q\) respectively. (a) Matrix constructed by gluing together \(z\) and \(z'\).

**Figure 5.** Alternative ways to represent the output \((p, q)\) of the RSK correspondence illustrated in Figure 3.

For an \(m \times n\) input matrix \(w\), by the column strict rule the common shape of the output tableaux \(p\) and \(q\) is at most of length \(m \wedge n\), hence in the Gelfand-Tsetlin pattern representation we have \(z_{i,j} = 0\) and \(z'_{i,j} = 0\) for all \((i, j)\) such that \(j > m \wedge n\) (see for example the zero entry of \(z\) in Figure 5). Ignoring such zero entries, \(z\) and \(z'\) can be glued together along their common shape to form a new \(m \times n\) matrix \(t = (t_{i,j})\), as in Figure 5.

For instance, when \(m < n\):

\[
t = \begin{bmatrix}
z_{m,m} & \cdots & z_{n,m} = z'_{m,m} & \cdots \\
\vdots & \ddots & \vdots & \vdots \\
z_{1,1} & \cdots & z_{m,1} & z_{n,1} = z'_{m,1}
\end{bmatrix}.
\]

(1.5)

In this representation, the common shape of the two Gelfand-Tsetlin patterns is thus given by the \((n - m)\)-th diagonal of \(t\) read in reverse order, i.e. starting from the bottom-right entry of the matrix.

1.1.2 Geometric RSK correspondence

As first observed in [BK01], the RSK can be entirely described by operations in the tropical semiring with operations \((\text{max}, +)\). Via a so-called geometric lifting, i.e. by replacing these operations with their analogs \((+, \cdot)\) in the usual algebra, A. N. Kirillov [Kir01] introduced the geometric RSK (gRSK) correspondence. In [OSZ14], this was expressed as a bijection between matrices with positive entries via a composition of local birational maps (called local moves). Here we mainly follow [NZ17], as the extension to generic polygonal arrays presented therein is needed for the following chapters. Our description, however, highlights all the possible sequences of local moves that make up gRSK equivalently, due to their commuting properties.

We define a polygonal array to be a numeric array \(t = \{t_{i,j} : (i,j) \in I\}\) indexed by a
can be equivalently defined as a Young diagram filled with numbers. Given a set of
\( S \) numbers \( \{w_1, \ldots, w_n\} \), we denote by \( S \) the set of all polygonal arrays indexed by \( I \) with entries in \( S \). We say that \( (m, n) \) is a \textit{border index} for \( I \) if \( (m + 1, n + 1) \) does not belong to \( I \), or equivalently if it is the last (i.e. rightmost and bottommost) index of its diagonal. We call \( (m, n) \) \textit{outer index} for \( I \) if none of the three sites \( (m, n + 1), (m + 1, n), (m + 1, n + 1) \) belongs to \( I \), or equivalently if \( I \setminus \{(m, n)\} \) is still the index set of a Young diagram. Clearly, all outer index is also a border index. See Figure 6 for a graphical illustration of \( t \) and its border and outer indices.

We start by defining the following birational maps acting on \( w \in \mathbb{R}_{\geq 0}^I \), with the convention that \( w_{i,0} = w_{i,0} = 0 \) but \( w_{i,0} + w_{0,1} = 1 \):

- for all \((i, j) \in I\), \( a_{i,j} \) replaces \( w_{i,j} \) with

\[
\text{w}_{i,j}(\text{w}_{i-1,j} + \text{w}_{i,j-1})
\]  

and leaves all other entries of \( w \) unchanged;

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{Examples of polygonal array, where all the border indices are circled and the outer border indices are also highlighted in red. The arrows refer to formula (1.11): \( E(t) \) is the sum of all \( a/b \) such that there is an arrow pointing from \( a \) to \( b \) in the diagram; the extra arrow pointing to \( t_{1,1} \) corresponds to the term \( 1/t_{1,1} \). The figures also illustrate the ordering defined in (1.30), if one interprets an arrow pointing from \( a \) to \( b \) as the inequality \( a \leq b \) and the arrow pointing to \( t_{1,1} \) as the inequality \( 0 \leq t_{1,1} \).}
\end{figure}
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- for all non-border indices \((i, j) \in I\), \(b_{i,j}\) replaces \(w_{i,j}\) with
  \[
  \frac{1}{w_{i,j}} \left( w_{i-1,j} + w_{i,j-1} \right) \left( \frac{1}{w_{i+1,j}} + \frac{1}{w_{i,j+1}} \right)^{-1}
  \]
  and leaves all other entries of \(w\) unchanged.

These maps are related to Bender-Knuth transformations \([BK72]\), and are called local moves because they act on matrices locally, modifying the entry \((i, j)\) only and using its nearest neighbors only.

Next, we define the operation

\[
\varrho_{i,j} := \bigcirc_{k \geq 1} b_{i-k,j-k} \circ a_{i,j},
\]

where \(\bigcirc_{k \geq 1}\) indicates a sequence of compositions in which \(b_{i-k,j-k}\) appears if and only if \((i - k, j - k) \in I\). It is clear from Figure 7A that two local moves indexed by \((i, j)\) and \((i', j')\) commute if they are not nearest neighbors, i.e. if \(|i - i'| + |j - j'| > 1\). Consequently, the order in which the local moves making up a single \(\varrho_{i,j}\) are applied does not matter. Moreover, \(\varrho_{i,j}\) and \(\varrho_{i',j'}\) commute whenever the diagonals that \((i, j)\) and \((i', j')\) belong to are neither the same nor consecutive, i.e. \(|(j - i) - (j' - i')| > 1\), as illustrated in Figure 7B.

We can now construct, inductively on the size of \(I\), the map \(gRSK : R_{>0}^I \rightarrow R_{>0}^I\). For
the index set of size 0 we set \( gRSK(\emptyset) := \emptyset \), and for index sets of greater size we define

\[
gRSK(w) := \varrho_{m,n} \left( gRSK \left( w^{(m,n)} \right) \sqcup w_{m,n} \right),
\]

(1.9)

where \((m, n) \in I\) is any outer index arbitrarily chosen, \( w^{(m,n)} := \{ w_{i,j} : (i, j) \in I \setminus \{(m, n)\} \} \) is the subarray of \( w \) that excludes entry \((m, n)\), and \( \sqcup \) denotes concatenation. In words, \( gRSK \) is first applied to the subarray of \( w \) that excludes entry \((m, n)\), then the output is concatenated with entry \((m, n)\), and finally map \( \varrho_{m,n} \) is applied to the resulting array; we call the latter two steps insertion of \( w_{m,n} \).

For example, for arrays of shape \((3, 2)\) we have:

\[
\begin{array}{ccc}
w_{1,1} & w_{1,2} & w_{1,3} \\
w_{2,1} & w_{2,2} &
\end{array}
\quad \xrightarrow{gRSK} \quad
\begin{array}{ccc}
w_{1,2}w_{1,1} & w_{1,1}w_{1,2} & w_{1,1}w_{1,2}w_{1,3} \\
w_{1,1}w_{2,1} & w_{1,1}w_{2,2}(w_{1,2} + w_{2,1})
\end{array}
\]

Notice that \( gRSK \) is well defined, because the order in which outer indices are chosen does not matter: distinct outer indices are never on the same diagonal nor on consecutive diagonals, so all \( \varrho_{i,j} \)'s indexed by the outer indices of a given array commute.

In order to state the main properties of \( gRSK \), it is convenient to introduce the following notations. We denote by \( \pi_k(t) \) the product of all elements on the \( k \)-th diagonal of an array \( t \):

\[
\pi_k(t) := \prod_{(i,j) \in I, \ j-i=k} t_{i,j},
\]

(1.10)

with the convention that the empty product equals 1 (as we will always suppose from now on). We also set the energy of \( t \) to be

\[
E(t) := \frac{1}{t_{1,1}} + \sum_{(i,j) \in I} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}},
\]

(1.11)

with the convention that \( t_{i,j} := 0 \) when \((i,j) \notin I\). See Figure 6 for a graphical illustration of the energy of \( t \).

**Proposition 1.3.** The \( gRSK \) correspondence is a bijection \( \mathbb{R}_{>0}^I \to \mathbb{R}_{>0}^I \) that satisfies the following properties, for any border index \((m, n) \in I\), \( w \in \mathbb{R}_{>0}^I \), and \( t := gRSK(w) \):

(i) If \( \Pi_{m,n} \) is the set of all directed paths from \((1, 1)\) to \((m, n)\), then

\[
t_{m,n} = \sum_{\pi \in \Pi_{m,n}} \prod_{(i,j) \in \pi} w_{i,j}.
\]

(1.12)
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(ii) If \((m, n + 1) \notin I\), then

\[
\frac{\pi_{n-m}(t)}{\pi_{n-m+1}(t)} = \prod_{j=1}^{m} w_{m,j}.
\]  

(1.13)

Analogously, if \((m + 1, n) \notin I\), then

\[
\frac{\pi_{n-m}(t)}{\pi_{n-m-1}(t)} = \prod_{i=1}^{m} w_{i,n}.
\]  

(1.14)

(iii) It holds that

\[
E(t) = \sum_{(i,j) \in I} \frac{1}{w_{i,j}}.
\]  

(1.15)

(iv) The transformation

\[
(\log w_{i,j}, (i, j) \in I) \mapsto (\log t_{i,j}, (i, j) \in I)
\]

has Jacobian equal to \(\pm 1\).

We will provide a self-contained proof of this proposition, but let us first make a few remarks. Property (i) explains how the point-to-point polymer partition functions, defined in the Introduction, can be expressed in terms of the \(gRSK\) correspondence. In light of this connection, the other properties turn out to be useful in computations related to the log-gamma polymer, as it will become clear in chapter II. We finally observe that property (ii) is easily seen to be equivalent to the following: if \((m, n)\) is a border index, then

\[
\pi_{n-m}(t) = \prod_{i=1}^{m} \prod_{j=1}^{n} w_{i,j}.
\]  

(1.17)

Proof. Since local moves are bijective, the \(gRSK\) correspondence is also a bijection. All the properties can be proven by induction on the size of the arrays. The induction basis is always trivial, as \(gRSK\) coincides with the identity for arrays of size 1. Let us prove the induction steps, fixing an index set \(I\) of size greater than 1 and assuming that the properties are true for arrays of smaller size.

(i) Assume first that \((m, n)\) is an outer index. Then (1.9) holds and

\[
t_{m,n} = w_{m,n} (t_{m-1,n} + t_{m,n-1})
\]

by the definition of local moves (see (1.8) and (1.6)). Moreover, \((m-1, n)\) and \((m, n-1)\)
are both border indices, hence by induction hypothesis

\[ t_{m-1,n} = \sum_{\pi \in \Pi_{m-1,n}} \prod_{(i,j) \in \pi} w_{i,j} \quad \text{and} \quad t_{m,n-1} = \sum_{\pi \in \Pi_{m,n-1}} \prod_{(i,j) \in \pi} w_{i,j}. \]

Since the penultimate site visited by any path in \( \Pi_{m,n} \) is either \((m-1,n)\) or \((m,n-1)\), \((1.12)\) follows immediately.

Let now \((m,n)\) be a generic border index. Since \((m+1,n+1) \notin I\), no insertion performed after the insertion of \(w_{m,n}\) can possibly modify entry \((m,n)\). It follows that \(t_{m,n}\) equals the value of entry \((m,n)\) after applying gRSK to the subarray of \(w\) indexed by \([1, \ldots, m] \times [1, \ldots, n]\); for this subarray \((m,n)\) is an outer index, so \((1.12)\) holds true.

(ii) The proofs of \((1.13)\) and \((1.14)\) are analogous, so we will only give the first one.

Suppose first that \((m,n)\) is an outer index, denote by \(w^{(m,n)}\) the subarray of \(w\) indexed by \(I \setminus \{(m,n)\}\), and let \(t^{(m,n)} := \text{gRSK}(w^{(m,n)})\). By induction hypothesis we can apply \((1.13)\) to \(w^{(m,n)}\), obtaining

\[ \frac{\pi_{n-m-1}(t^{(m,n)})}{\pi_{n-m}(t^{(m,n)})} = \prod_{j=1}^{n-1} w_{m,j}. \quad (1.18) \]

Using \((1.9)\), \((1.8)\), and the definition of local moves, we find:

\[ \pi_{n-m}(t) = t_{m,n} \prod_{k \geq 1} t_{m-k,n-k} \]

\[ = w_{m,n} (t_{m-1,n} + t_{m,n}) \prod_{k \geq 1} \frac{t_{m,k,1,n-k} + t_{m,n}}{t_{m-k,1,n-k}} \]

\[ = \frac{w_{m,n}}{\pi_{n-m}(t^{(m,n)})} \pi_{n-m+1}(t^{(m,n)}) \pi_{n-m-1}(t^{(m,n)}), \]

under the usual notational conventions. Combining the latter computation with \((1.18)\), and using the fact that \(\pi_{n-m+1}(t^{(m,n)}) = \pi_{n-m+1}(t)\) (the insertion of \(w_{m,n}\) only modifies the \((n-m)\)-th diagonal), one easily concludes \((1.13)\).

Let now \((m,n)\) be a generic a border index. Since \((m+1,n+1) \notin I\), no insertion performed after the insertion of \(w_{m,n}\) can possibly modify the \((n-m)\)-th diagonal. Since by hypothesis \((m,n+1) \notin I\) either, the same holds for the \((n-m+1)\)-th diagonal. It follows that \(\pi_{n-m}(t)\) and \(\pi_{n-m+1}(t)\) equal the corresponding values for the image of the subarray indexed by \([1, \ldots, m] \times [1, \ldots, n]\); for this subarray \((m,n)\) is an outer index, so \((1.13)\) holds true.
(iii) Choosing any outer index \((m, n)\), by induction, it suffices to prove that

\[
E(t) - E(t_{(m,n)}) = \frac{1}{w_{m,n}}, \tag{1.19}
\]

where \(t_{(m,n)}\) is the image under gRSK of the subarray of \(w\) indexed by \(I \setminus \{(m,n)\}\). Since the only entries that the insertion of \(w_{m,n}\) changes are the ones on the \((n-m)\)-th diagonal, it suffices to analyze the addends of \(E(t)\) that contain them. Firstly, for each \((i,j) \neq (m,n)\) such that \(j - i = n - m\), we rewrite the terms of \(E(t)\) that contain \(t_{i,j}\) in terms of the entries of \(t_{(m,n)}\):

\[
\frac{t_{i-j-1} + t_{i,j-1}}{t_{i,j}} + t_{i,j} \left( \frac{1}{t_{i+1,j}} + \frac{1}{t_{i,j+1}} \right) = t_{i,j}^{(m,n)} \left( \frac{1}{t_{i+1,j}^{(m,n)}} + \frac{1}{t_{i,j+1}^{(m,n)}} \right) + \frac{t_{i-1,j}^{(m,n)} + t_{i,j}^{(m,n)}}{t_{i,j}^{(m,n)}},
\]

which results from applying local move \(b_{i,j}\) to \(t_{(m,n)}\) (notice that, in the only case \((i,j) = (1,1)\), \(t_{i-1,j} = t_{i,j-1}\) and \(t_{(m,n)}^{(m,n)} = t_{(m,n)}^{(m,n)}\) are replaced with 1). On the other hand, by applying local move \(a_{m,n}\) to \(t_{(m,n)}\), we find that the terms of \(E(t)\) that contain \(t_{m,n}\) equal the inverse of \(w_{m,n}\):

\[
\frac{t_{m-1,n} + t_{m,n-1}}{t_{m,n}} = \frac{1}{w_{m,n}}.
\]

From the latter two equations, it is easy to conclude (1.19).

(iv) This property follows from the fact that gRSK is defined as a composition of local moves of type \(a_{i,j}\) and \(b_{i,j}\), and each of them is trivially volume preserving in logarithmic variables.

Since we will also deal with polymers in symmetric environment, we now wish to specialize the gRSK correspondence to symmetric arrays. The particular case of symmetric matrices has been already studied in [OSZ14], but for our purposes it is useful to extend the focus to polygonal arrays of arbitrary shape. We thus define the transpose of an index set \(I\) as the index set \(I^\top := \{(i,j) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} : (j,i) \in I\}\); similarly, we define the transpose \(t^\top\) of a polygonal array \(t\) by setting \(t^\top_{i,j} := t_{j,i}\) for all \((i,j) \in I^\top\). An index set \(I\) will be called symmetric if \(I = I^\top\), and a polygonal array \(t\) indexed by a symmetric \(I\) will be called symmetric if \(t = t^\top\).

Properties (i)-(ii)-(iii) in Proposition 1.3 transfer directly to the case of symmetric arrays. The volume preserving property is also satisfied:

**Proposition 1.4.** Let \(w \in \mathbb{R}_{\geq 0}^I\) and \(t := \text{gRSK}(w)\). Then \(\text{gRSK}\left(t^\top\right) = t^\top\). In particular, if
$w$ is symmetric, so is $t$. Moreover, in the symmetric case, the transformation

$$\{\log w_{i,j} : (i, j) \in I, i \leq j\} \mapsto \{\log t_{i,j} : (i, j) \in I, i \leq j\}$$

has Jacobian equal to $\pm 1$.

**Proof.** The fact that $gRSK(w^\top) = gRSK(w)^\top$ is an easy consequence of the inductive construction (1.19) of gRSK, since local moves are clearly symmetric, in the sense that $a_{j,i}(w^\top) = a_{i,j}(w)^\top$, and the same holds for $b_{i,j}$.

We now check the volume preserving property in the case of symmetric $w$, proceeding by induction on the size of the array. For arrays of size 1 the gRSK is the identity, so the statement trivially holds. Let us prove it for a given symmetric index set $I$ of size greater than 1, assuming it holds for any array of smaller size. Suppose first there exists an outer index $(n, n)$ on the diagonal: then $t = \varrho_{n,n}(t^{(n,n)} \sqcup w_{n,n})$, where $t^{(n,n)} := gRSK(w^{(n,n)})$ and $w^{(n,n)}$ is the subarray of $w$ indexed by $I \setminus \{(n, n)\}$. Since $w^{(n,n)}$ is symmetric as $w$ is, by induction hypothesis we have that

$$\{\log w_{i,j} : (i, j) \in I \setminus \{(n, n)\}, i \leq j\} \mapsto \{\log t^{(n,n)}_{i,j} : (i, j) \in I \setminus \{(n, n)\}, i \leq j\}$$

has Jacobian $\pm 1$. After the insertion of $w_{n,n}$, due to the definition of local moves and the symmetric constraint, the entries on the main diagonal can be written in terms of $w_{n,n}$ and $t^{(n,n)}_{i,j}$ ($i \leq j$), as follows:

$$t_{n,n} = 2w_{n,n} t^{(n,n)}_{n-1,n}, \quad t_{i,i} = \frac{t^{(n,n)}_{i-1,i} t^{(n,n)}_{i,i+1}}{t^{(n,n)}_{i-1,i}} \quad \text{for } 1 \leq i < n.$$  

The thesis then follows from the fact that the transformations $(x, y) \mapsto (2xy, y)$ and $(x, y, z) \mapsto (yz/x, y, z)$ have Jacobian $\pm 1$ in logarithmic variables. Suppose now that $I$ has no outer index on the diagonal: then by symmetry we can find two outer indices $(m, n)$ and $(n, m)$ with $m < n$. By induction, the volume preserving property holds for the subarray of $w$ indexed by $I \setminus \{(m, n), (n, m)\}$ and its gRSK image. To recover the whole $t$, one still has to insert $w_{m,n}$ and $w_{n,m}$. Since $m < n$, the insertion of $w_{m,n}$ only acts on the entries on or above the diagonal and does not modify the volume preserving property, as local moves have Jacobian $\pm 1$ (as we already noticed in the proof of Proposition 1.3(iv)). On the other hand, the insertion of $w_{n,m}$ (which makes the whole array symmetric again) does not modify the entries on or above the diagonal at all. This concludes the proof.  

\[\Box\]
1.1.3 Tropicalization and extended RSK

We now consider an appropriate limit of gRSK that results in an extension of the combinatorial RSK correspondence introduced in subsection [1.1.1]. Such a limit is normally called tropicalization, because it transforms the operations (+,·) of the usual algebra into the tropical operations (max, +), thus producing a piecewise linear map. In the terminology of statistical mechanics, it corresponds to the zero temperature limit, whose meaning in our setting has been explained in the Introduction and will be further discussed in Appendix A.

For any ε > 0, define \(g_ε: \mathbb{R} → \mathbb{R}_{>0}\) by \(g_ε(x) := e^{x/ε}\), so that \(g_ε^{-1}: \mathbb{R}_{>0} → \mathbb{R}\) is given by \(g_ε^{-1}(y) := ε \log(y)\). For any index set \(I\), we also define \(g_ε: \mathbb{R}^I → \mathbb{R}^I_{>0}\) by applying \(g_ε\) to each entry of the array; we similarly define \(g_ε^{-1}: \mathbb{R}^I_{>0} → \mathbb{R}^I\) by entrywise application of \(g_ε^{-1}\). Let us then set

\[
\text{RSK}: \mathbb{R}^I → \mathbb{R}^I, \quad \text{RSK} := \lim_{ε → 0} g_ε^{-1} \circ \text{gRSK} \circ g_ε. \tag{1.21}
\]

We will shortly see in what sense the map defined above is an extension of the combinatorial correspondence defined in subsection [1.1.1].

We first wish to express this RSK as a composition of local moves, similarly as for gRSK. Using the recursive structure (1.9) of gRSK and the same notation of subsection [1.1.2] we have that

\[
g_ε^{-1} \circ \text{gRSK} \circ g_ε(w) = g_ε^{-1} \circ \varrho_{m,n} \left( \text{gRSK} \left( g_ε \left( w^{(m,n)} \right) \right) \right) \cup g_ε \left( w_{m,n} \right)
= g_ε^{-1} \circ \varrho_{m,n} \circ g_ε \left( g_ε^{-1} \circ \text{gRSK} \circ g_ε \left( w^{(m,n)} \right) \right) \cup w_{m,n},
\]

for any outer index \((m,n)\). We then set

\[
\tilde{\varrho}_{m,n} := \lim_{ε → 0} g_ε^{-1} \circ \varrho_{m,n} \circ g_ε = \bigcirc_{k ≥ 1} \tilde{b}_{m-k,n-k} \circ \tilde{a}_{m,n},
\]

where \(\tilde{a}_{i,j} := \lim_{ε → 0} g_ε^{-1} \circ a_{i,j} \circ g_ε\) and \(\tilde{b}_{i,j} := \lim_{ε → 0} g_ε^{-1} \circ b_{i,j} \circ g_ε\). Using the definition of \(a_{i,j}\) and \(b_{i,j}\) and computing the limits, one can see that \(\tilde{a}_{i,j}\) and \(\tilde{b}_{i,j}\) are the following piecewise linear maps acting on \(w ∈ \mathbb{R}^I\), with the convention that \(w_{i,0} = w_{0,j} = -∞\) but \(\max(w_{i,0}, w_{0,j}) = 0\):

- for all \((i,j) ∈ I\), \(\tilde{a}_{i,j}\) replaces \(w_{i,j}\) with

\[
\max(w_{i-1,j}, w_{i,j}) + w_{i,j}\tag{1.22}
\]

and leaves all other entries of \(w\) unchanged.
• for all non-border index \((i, j) \in I\), \(\tilde{b}_{i,j}\) replaces \(w_{i,j}\) with

\[
\max(w_{i-1,j}, w_{i,j-1}) + \min(w_{i+1,j}, w_{i,j+1}) - w_{i,j}
\] (1.23)

and leaves all other entries of \(w\) unchanged.

We have thus derived the inductive structure of \(\text{RSK}\) from the corresponding inductive structure of \(\text{gRSK}\):

\[
\text{RSK}(w) := \tilde{\vartheta}_{m,n} \left( \text{RSK}(w^{(m,n)}) \sqcup w_{m,n} \right),
\] (1.24)

where \((m, n) \in I\) is any outer index.

The action on arrays of shape \((2, 2)\), for instance, is given by:

\[
\begin{array}{cccc}
 w_{1,1} & w_{1,2} & \text{RSK} & \min(w_{1,2}, w_{2,1}) \\
 w_{2,1} & w_{2,2} & & w_{1,1} + w_{1,2} \\
\end{array}
\]

As one can easily check for this example, we are indeed dealing with an extension of the combinatorial \(\text{RSK}\) introduced in subsection 1.1.1 in a twofold sense: nonnegative integer entries are replaced with real entries, and matrices are replaced with more general polygo-

All the properties of \(\text{gRSK}\) seen in subsection 1.1.2 can be specialized to \(\text{RSK}\), either by taking the appropriate limit or by using the inductive construction (1.24) of \(\text{RSK}\) di-

\[
\sigma_k(t) := \sum_{(i,j) \in I, j-i=k} t_{i,j}.
\] (1.25)

**Proposition 1.5.** The \(\text{RSK}\) correspondence is a bijection \(\mathbb{R}^I \to \mathbb{R}^I\) that satisfies the follow-
1.1. RSK-type correspondences

ing properties, for any border index \((m, n) \in I\), \(w \in \mathbb{R}^I\), and \(t := \text{RSK}(w)\):

(i) If \(\Pi_{m,n}\) is the set of all directed paths from \((1, 1)\) to \((m, n)\), then

\[
t_{m,n} = \max_{\pi \in \Pi_{m,n}} \sum_{(i,j) \in \pi} w_{i,j}.
\]

(ii) If \((m, n + 1) \notin I\), then

\[
\sigma_{n-m}(t) - \sigma_{n-m+1}(t) = \sum_{j=1}^{n} w_{m,j}.
\]

Analogously, if \((m + 1, n) \notin I\), then

\[
\sigma_{n-m}(t) - \sigma_{n-m-1}(t) = \sum_{i=1}^{m} w_{i,n}.
\]

(iii) It holds that

\[
\min_{(i,j) \in I} \{t_{1,1}, t_{i,j} - t_{i-1,j}, t_{i,j} - t_{i,j-1}\} = \min_{(i,j) \in I} w_{i,j},
\]

with the convention that \(t_{i,j} := -\infty\) when \((i, j) \notin I\). In particular, RSK can be restricted to a bijection between arrays indexed by \(I\) with non-negative real entries, such that the output array satisfies the following ordering: for all \((i, j) \in I\)

\[
t_{i-1,j} \leq t_{i,j} \quad \text{if } i > 1 \quad \text{and} \quad t_{i,j-1} \leq t_{i,j} \quad \text{if } j > 1.
\]

(iv) The transformation \(w \mapsto t\) has Jacobian equal to \(\pm 1\) almost everywhere.

It is clear that properties \((i)\) and \((ii)\) of Proposition 1.5 are a generalization of \((i)\) and \((ii)\) of Proposition 1.2 respectively, whereas property \((iii)\) corresponds to the non-negativity and interlacing conditions that the two output Gelfand-Tsetlin patterns satisfy in the combinatorial RSK. The ordering (1.30) can also be visualized in Figure 6.

**Proposition 1.6.** Let \(w \in \mathbb{R}^I\) and \(t := \text{RSK}(w)\). Then \(\text{RSK}(w^T) = t^T\). In particular, if \(w\) is symmetric, so is \(t\). Moreover, in the symmetric case, the transformation

\[
\{w_{i,j} : (i, j) \in I, i \leq j\} \mapsto \{t_{i,j} : (i, j) \in I, i \leq j\}
\]

has Jacobian equal to \(\pm 1\) almost everywhere.

The symmetric property stated in the latter proposition generalizes property \((iii)\) of Proposition 1.2.
1. Combinatorics and Special Functions

1.2 Schur Functions

Schur functions, named after Issai Schur, appear in various branches of mathematics, especially in Young tableaux combinatorics and in the representation theory of classical Lie groups; see [Sun90] for a survey about the connection between these two viewpoints. In this section, we will introduce the two types of Schur functions that are relevant to our purposes: “standard” Schur functions (related to general linear groups) and symplectic Schur functions (related to symplectic groups).

1.2.1 Standard Schur Functions

Schur functions (that we call “standard” in order to distinguish them from their symplectic analog) are symmetric polynomials indexed by integer partitions and form a basis for the algebra of symmetric functions. In combinatorics they are viewed as generating functions of semistandard Young tableaux, or Gelfand-Tsetlin patterns equivalently, and are connected to the RSK correspondence (we will see this connection, from a probabilistic standpoint, in the introduction to chapter 3). They also occur in the representation theory of symmetric groups, general linear groups and unitary groups, as characters of finite-dimensional irreducible representations. Finally, Schur functions find applications in algebraic geometry, especially in the Schurber calculus and the theory of Grassmann varieties. For a detailed treatment of Schur functions we refer the reader to [Sta99].

We will give the combinatorial definition of Schur functions in terms of Gelfand-Tsetlin patterns. Recall from subsection 1.1.1 that a Gelfand-Tsetlin pattern of height $n$ is a triangular array of the form (1.2) satisfying the interlacing conditions (1.3) (see Figure 4).

Given $x \in \mathbb{R}^n$ and a set $S \subseteq \mathbb{R}$, let us denote by $\text{GT}_S^n(x)$ the set of all Gelfand-Tsetlin patterns of height $n$ with entries in $S$ and shape (i.e. bottom row) equal to $x$. Notice that $\text{GT}_S^n(x)$ is empty whenever the chain $x_1 \geq \cdots \geq x_n$ fails to hold. Recall the definition (1.4) of type for a Gelfand-Tsetlin pattern.

**Definition 1.7.** The (standard) Schur function in $n$ variables $a = (a_1, \ldots, a_n) \in \mathbb{C}^n$ indexed by an integer partition $\lambda$ of length at most $n$ is the polynomial

$$s_\lambda(a) := \sum_{z \in \text{GT}^n_\lambda(\lambda)} \prod_{k=1}^n a_k^{\text{Type}(z)_k}.$$  \hspace{1cm} (1.32)

As characters of the irreducible representations of $\text{GL}_n(\mathbb{C})$, Schur functions can be
written as a ratio of determinants by the Weyl character formula [FH91]:

\[ s_\lambda(a) = \frac{\det \left( a_i^{\lambda_j + n - j} \right)_{1 \leq i, j \leq n}}{\det \left( a_i^{n-1} \right)_{1 \leq i, j \leq n}} = \frac{\det \left( a_i^{\lambda_j} \right)_{1 \leq i, j \leq n}}{\prod_{1 \leq i < j \leq n} (a_i - a_j)}, \tag{1.33} \]

being the denominator a Vandermonde determinant. It is clear from the above formula that Schur functions are symmetric, i.e. invariant under the action of \( S_n \) (which is the Weyl group associated to \( \text{GL}_n(\mathbb{C}) \)) on its arguments.

It can be easily deduced from either the definition or the determinantal formula that

\[ s_{\lambda + k}(a) = \left( \prod_{i=1}^{n} a_i \right)^k s_\lambda(a), \]

where \( \lambda + k \) stands for \((\lambda_1 + k, \ldots, \lambda_n + k)\). This remark permits extending the definition of Schur functions and its associated determinantal formula to any \( \lambda \in \mathbb{Z}^n \) such that \( \lambda_1 \geq \cdots \geq \lambda_n \). Notice however that, if we do not require \( \lambda_n \geq 0 \), the functions thus obtained are in general not polynomial but Laurent polynomials.

In chapter 3 we will come across a natural “continuous version” of Schur functions, which is essentially obtained from (1.32) by replacing the sum on integer Gelfand-Tsetlin patterns with an integral on real Gelfand-Tsetlin patterns.

**Definition 1.8.** We define the continuous (standard) Schur function indexed by a parameter \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \) to be

\[ s^\text{cont}_\alpha(x) := \int_{\text{GT}_R^n(x)} \prod_{k=1}^{n} e^{\alpha_k \text{Type}(z)_k} \prod_{1 \leq i < j \leq n} dz_{i,j} \tag{1.34} \]

for all \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) such that \( x_1 > \cdots > x_n \).

We point out that, if some of the inequalities in \( x_1 > \cdots > x_n \) are replaced with equalities, then some of the entries of any \( z \in \text{GT}_R^n(x) \) are “blocked” by the interlacing conditions (e.g., if \( x_{n-1} = x_n \), then \( z_{n-1, n-1} \) must also equal them). Therefore, in this case \( \text{GT}_R^n(x) \) has zero Lebesgue measure and the integral in (1.34) vanishes.

We also remark that, comparing to (1.32), the roles of the parameter and the argument are exchanged in (1.34); we have adopted this notation in the continuous setting by analogy with the usual notation of Whittaker functions, whose scaling limits are just continuous Schur functions (see section 1.3 and in particular Proposition 1.14).

By Riemann sum approximation, continuous Schur functions are indeed the continu-
ous limit of Schur functions:

\[
s_{\alpha}^{\text{cont}}(x) = \lim_{\delta \downarrow 0} \delta^{n(n-1)/2} \sum_{z \in \text{Gr}_n(x/\delta)} \prod_{k=1}^{n} e^{\delta \alpha_k \text{Type}(z)_k} \bigg|_{z \in \text{Gr}_n(x/\delta)}.
\]

By plugging formula (1.33) for Schur functions into the latter expression and computing the limit, one can see that continuous Schur functions also have a determinantal form:

\[
s_{\alpha}^{\text{cont}}(x) = \det \left( e^{\alpha_j x_i} \right)_{1 \leq i,j \leq n} \prod_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^{n-k}. \tag{1.35}
\]

**Remark 1.9.** When \( \alpha_i = \alpha_j \) for some \( i, j \), the determinantal formulas (1.33) and (1.35) take on the indeterminate form \( 0/0 \), but are still valid in the limit as \( \alpha_i - \alpha_j \to 0 \). For example, when all \( \alpha_i \)'s are equal to a given \( \alpha \), (1.35) becomes

\[
s_{(\alpha, \ldots, \alpha)}^{\text{cont}}(x) = \det \left( x^{n-j} e^{\alpha x_i} \right)_{1 \leq i,j \leq n} \prod_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)^{n-k}. \]

This formula is an immediate consequence of the following fact: if the functions \( f_1, \ldots, f_n \) are differentiable \( n-1 \) times at \( \alpha \), then

\[
\det(f_i(\alpha_j))_{1 \leq i,j \leq n} \prod_{1 \leq i < j \leq n} (\alpha_j - \alpha_i) \quad \Rightarrow \quad W(f_1, \ldots, f_n)(\alpha) \prod_{1 \leq i < j \leq n} (\alpha_j - \alpha_i) \quad \text{as} \quad \alpha_1, \ldots, \alpha_n \to \alpha, \tag{1.36}
\]

where \( W(f_1, \ldots, f_n)(\alpha) := \det \left( f_i^{(j-1)}(\alpha) \right)_{1 \leq i,j \leq n} \) is the Wronskian of \( f_1, \ldots, f_n \) at \( \alpha \).

Schur functions satisfy the celebrated **Cauchy identity**:

\[
\sum_\lambda s_\lambda(p_1, \ldots, p_n) s_\lambda(q_1, \ldots, q_n) = \prod_{i,j=1}^{n} \frac{1}{1 - p_i q_j}, \quad \text{for all } (1 - p_i q_j)^{-1} \text{ as the corresponding geometric series } \sum_{k=0}^{\infty} (p_i q_j)^k, \text{ the Cauchy identity is true in the sense of formal power series, but has analytical meaning only when } |p_i q_j| < 1 \text{ for all } i, j. \tag{1.37}
\]

The classical combinatorial proof of (1.37) (see for example [Sta99, Th. 7.12.1]) relies on the RSK correspondence; at the beginning of chapter 3 we will incidentally see a version of such a proof that also involves a probabilistic interpretation.
A "half-triangular" array of height $2n$. If this is interpreted as a symplectic Gelfand-Tsetlin pattern, the arrows illustrate the interlacing condition: $a \rightarrow b$ means $a \leq b$, with the convention that $a$ equals 0 if it lies on the vertical "wall". The arrows may also refer to the functional (1.61): $G(z)$ is the sum of all ratios $a/b$ such that there is an arrow pointing from $a$ to $b$ in the diagram; in this case, $a$ equals 1 by convention if it lies on the vertical wall, so that the (only) inhomogeneous addends in $G(z)$ are $1/z_{2k-1,k}$ for $1 \leq k \leq n$.

The analogous Cauchy identity for continuous Schur functions reads as

$$\int_{[x_1,\ldots,x_n>0]} s_{\text{cont}}^{-\alpha}(x) s_{\text{cont}}^{-\beta}(x) \prod_{i=1}^{n} dx_i = \prod_{i,j=1}^{n} \frac{1}{\alpha_i + \beta_j},$$

(1.38)

where the parameters $\alpha$ and $\beta$ satisfy $\Re(\alpha_i + \beta_j) > 0$ for all $i,j$. It can be easily deduced from (1.37) by setting $p_i := e^{-\delta \alpha_i}$ and $q_j := e^{-\delta \beta_j}$, letting $\delta \downarrow 0$, and using Riemann sum approximations.

### 1.2.2 Symplectic Schur functions

Symplectic Schur functions are Laurent polynomials indexed by partitions, invariant under both permutation of the variables and multiplicative inversion of any of them. In combinatorics they are defined as generating functions of symplectic tableaux, or symplectic Gelfand-Tsetlin patterns equivalently, and are connected to the Berele’s insertion algorithm [Ber86]. A symplectic Gelfand-Tsetlin pattern of height $2n$ is a "half-triangular" array $z = \{z_{i,j}: 1 \leq i \leq 2n, 1 \leq j \leq \lceil i/2 \rceil\}$ satisfying the interlacing conditions:

$$z_{i+1,j+1} \leq z_{i,j} \leq z_{i+1,j} \quad \text{for } 1 \leq i < 2n, \ 1 \leq j \leq \lceil i/2 \rceil,$$

(1.39)
with the convention that $z_{i,j} := 0$ when $j > [i/2]$ (so that all its entries are non-negative); the shape of $z$ is its bottom row $(z_{2n,1}, \ldots, z_{2n,n})$. See Figure [R] for a graphical representation. Given $x \in \mathbb{R}^n$ and a set $S \subseteq \mathbb{R}$, let us denote by $\text{GT}^{\mathbb{R}_n}_S(x)$ the set of all symplectic Gelfand-Tsetlin patterns of height $2n$ with entries in $S$ and shape $x$; notice that $\text{GT}^{\mathbb{R}_n}_S(x)$ is empty whenever $x_1 \geq \cdots \geq x_n \geq 0$ fails to hold. Analogously to (1.4), we define the type of a symplectic Gelfand-Tsetlin pattern $z$ to be the vector $\text{Type}(z) \in \mathbb{R}^{2n}_{\geq 0}$ such that

$$\text{Type}(z)_i := \sum_{j=1}^{[i/2]} z_{i,j} - \sum_{j=1}^{[i-1/2]} z_{i-1,j} \quad \text{for } i = 1, \ldots, 2n. \quad (1.40)$$

**Definition 1.10.** The symplectic Schur function in $n$ variables $a = (a_1, \ldots, a_n) \in \mathbb{C}^n$ indexed by an integer partition $\lambda$ of length at most $n$ is the Laurent polynomial

$$\text{sp}_\lambda(a) := \sum_{z \in \text{GT}^{\mathbb{R}_n}_\lambda} \prod_{k=1}^n a_k^{\text{Type}(z)_k - \text{Type}(z)_{k+1}}. \quad (1.41)$$

As characters of the irreducible representations of the symplectic group $\text{Sp}_{2n}(\mathbb{C})$, symplectic Schur functions can be written as a ratio of determinants (the denominator having a closed form) by the Weyl character formula [FH91]:

$$\text{sp}_\lambda(a) = \frac{\det \left( \frac{\lambda_i + n - j + 1}{\lambda_i + n - j + 1} - a_i \right)_{1 \leq i,j \leq n}}{\det \left( \frac{a_i^{n - j + 1} - a_i^{n - j + 1}}{a_i^{n - j + 1} - a_i^{n - j + 1}} \right)_{1 \leq i,j \leq n}} \quad (1.42)$$

$$= \prod_{1 \leq i < j \leq n} (a_i - a_j)(a_i a_j - 1) \prod_{k=1}^n (a_k^n - 1)^{-n}.$$ 

It is clear from the above formula that Schur functions are invariant under transformations of the type $a_i \mapsto a_i^{-1}$ and permutations of the $a_i$’s, i.e. under the action of $(\mathbb{Z}/2\mathbb{Z})^n \times S_n$ (which is the Weyl group associated to $\text{Sp}_{2n}(\mathbb{C})$) on its arguments.

In chapter 3, we will also use the “continuous version” of symplectic Schur functions, which is an integral on real symplectic Gelfand-Tsetlin patterns as specified below.

**Definition 1.11.** We define the continuous symplectic Schur function indexed by a parameter $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n$ to be

$$\text{sp}_\alpha^{\text{cont}}(x) := \int_{\text{GT}^{\mathbb{R}_n}_\alpha(x)} \prod_{k=1}^n e^{\alpha_k \text{Type}(z)_k - \text{Type}(z)_{k+1}} \prod_{1 \leq i \leq 2n} dz_{i,j}. \quad (1.43)$$
for all $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ such that $x_1 > \cdots > x_n > 0$.

The same remarks hold as for standard Schur functions: if some of the inequalities in $x_1 > \cdots > x_n > 0$ are replaced with equalities, the integral in (1.43) vanishes; the roles of the variables and the parameters are exchanged in the discrete and continuous case.

By Riemann sum approximation, continuous symplectic Schur functions are indeed the continuous limit of their discrete analog:

$$
\text{sp}_\alpha^{\text{cont}}(x) = \lim_{\delta \downarrow 0} \delta^{n^2} \sum_{\nu \in \mathbb{Z}^n} \prod_{k=1}^{n} e^{\delta \sigma_\nu(T_{\nu(k)} - T_{\nu(k+1)})} \\
= \lim_{\delta \downarrow 0} \delta^{n^2} \text{sp}_{[x]/\delta} \left(e^{\delta \sigma_\alpha}, \ldots, e^{\delta \sigma_n}\right).
$$

By plugging formula (1.42) into the above limit, one can see that continuous symplectic Schur functions also have a determinantal form:

$$
\text{sp}_\alpha^{\text{cont}}(x) = \frac{\det \left(e^{\alpha_i x_i} - e^{-\alpha_j x_i}\right)_{1 \leq i, j \leq n}}{\prod_{1 \leq i < j \leq n} (\alpha_i - \alpha_j)(\alpha_i + \alpha_j) \prod_{k=1}^{n} (2\alpha_k)}.
$$

**Remark 1.12.** When $\alpha_i = \alpha_j$ for some $i, j$, the determinantal formulas (1.42) and (1.44) are still valid in the limit as $\alpha_i - \alpha_j \to 0$. For example one can use (1.36) to prove that, when all $\alpha_i$'s are equal to a given $\alpha$, (1.44) reads as

$$
\text{sp}_{(\alpha, \ldots, \alpha)}^{\text{cont}}(x) = \frac{\det \left(x^{n-j}(e^{\alpha x_i} - (-1)^{n-j}e^{-\alpha x_i})\right)_{1 \leq i, j \leq n}}{(2\alpha)^{n(n+1)/2} \prod_{k=1}^{n} (k-1)!}.
$$

There is a symplectic Cauchy identity that pairs a symplectic Schur function with a standard one [Sun90]:

$$
\sum_{\lambda} \text{sp}_\lambda(p_1, \ldots, p_n) s_\lambda(q_1, \ldots, q_n) = \frac{\prod_{1 \leq i < j \leq n} (1 - q_i q_j)}{\prod_{1 \leq i, j \leq n} (1 - q_i q_j)(1 - q_i p_j^{-1})},
$$

where the sum is over all integer partitions $\lambda$ of length at most $n$. Again, this identity is true in the sense of formal power series, but has analytical meaning only when $|q_i p_j^{-1}| < 1$ for all $i, j$ (this in particular implies that $|q_i| < 1$ for all $i$). Sundaram gave a bijective proof of (1.37) based on an application of the Berele's insertion algorithm [Ber86].

The analog of (1.45) for continuous symplectic Schur functions reads as

$$
\int_{\{x_1 > \cdots > x_n > 0\}} \text{sp}_\alpha^{\text{cont}}(x) s_\beta^{\text{cont}}(x) \prod_{i=1}^{n} dx_i = \frac{\prod_{1 \leq i < j \leq n} (\beta_i + \beta_j)}{\prod_{1 \leq i, j \leq n} (\beta_i + \alpha_j)(\beta_i - \alpha_j)},
$$

(1.46)
where the parameters $\alpha$ and $\beta$ satisfy $\Re(\beta_i \pm \alpha_j) > 0$ for all $i, j$. It can be easily deduced from (1.45) by setting $p_i := e^{\delta \alpha_i}$ and $q_j := e^{-\delta \beta_j}$, letting $\delta \downarrow 0$, and using Riemann sum approximations.

1.3 Whittaker functions

Whittaker functions appear in many different mathematical contexts, and have been accordingly defined and used in various ways. They were first introduced by Edmund T. Whittaker [Whi03] as solutions to the so-called Whittaker differential equation. In modern analytic number theory, they play a central role in the area of automorphic forms and L-functions. In this context, they come associated to a real reductive group, which corresponds to $GL_2(\mathbb{R})$ for the original Whittaker functions. It was Jacquet [Jac67] who first constructed, via a certain integral representation, Whittaker functions associated to higher rank groups.

In a representation theoretic setting, Konstant [Kos78] showed how Whittaker functions, viewed as solutions to a certain integrable system called quantum Toda lattice and associated with a real reductive Lie algebra, are connected to certain representations of that algebra. Givental [Giv97] constructed solutions to the same quantum integrable system via methods of quantum cohomology and mirror symmetry: more precisely, he constructed $GL_n(\mathbb{R})$-Whittaker functions as integrals over a mirror family. This approach was extended further for general classical groups by Gerasimov-Lebedev-Oblezin [GLO08; GLO12].

A comprehensive summary of various realizations of Whittaker functions can be found in the survey paper [Lam13] and in the PhD thesis of Chhaibi [Chh13]: the first focuses on algebraic, geometric and combinatorial aspects, while the second one gives a probabilistic insight as well.

In this section we focus on Whittaker functions associated to the Lie algebras $\mathfrak{gl}_n$ and $\mathfrak{so}_{2n+1}$. In particular, we introduce their integral representations on triangular patterns due to Givental [Giv97] and Gerasimov-Lebedev-Oblezin [GLO08; GLO12], and deal with their most relevant aspects for our purposes. We will indifferently talk about Whittaker functions associated to a given Lie group, e.g. $GL_n(\mathbb{R})$, or to the corresponding Lie algebra, e.g. $\mathfrak{gl}_n$. However, we will tend to use more the former notation in the number theoretic context of Appendix B, where we provide further information on the role of Whittaker functions in number theory.
1.3.1 \( \text{gl}_n \)-Whittaker functions

Following [Giv97; GLO08; GLO12], we introduce \( \text{gl}_n \)-Whittaker functions as integrals on triangular arrays. Consider a triangular array

\[
z = \{z_{i,j}: 1 \leq j \leq i \leq n\}
\]  

(1.47)
of height \( n \geq 1 \) with positive entries. Recall that if the entries are interlaced in the sense of (1.3), such an array is known as a Gelfand-Tsetlin pattern. Even though in this context we work with triangular arrays that are not required to satisfy the interlacing conditions, we still define a potential on them that encourages interlacement:

\[
E_\triangle(z) := n - \sum_{i=1}^{n-1} \sum_{j=1}^{i} \left( \frac{z_{i+1,j+1}}{z_{i,j}} + \frac{z_{i,j}}{z_{i+1,j}} \right).
\]  

(1.48)

Whenever an interlacing condition is not satisfied, one of the ratios appearing above becomes larger than one, increasing the overall potential of the array. Figure 4 provides a visual representation of (1.48).

We call \( i \)-th row of \( z \) the vector \((z_{i,1}, \ldots, z_{i,i})\) of all entries with first index equal to \( i \). Replacing the tropical operations \((\max, +)\) with the usual ones \((+, \cdot)\) in (1.4), we define the geometric type of \( z \) to be the vector \( \text{gType}(z) \in \mathbb{R}_{>0}^n \) whose \( i \)-th component is the ratio between the product of the \( i \)-th row of \( z \) and the product of its \((i - 1)\)-th row:

\[
\text{gType}(z)_i := \frac{\prod_{j=1}^{i} z_{i,j}}{\prod_{j=1}^{i-1} z_{i-1,j}} \quad \text{for } i = 1, \ldots, n.
\]  

(1.49)

Denoting by \( T^\triangle_n(S) \) the set of all triangular arrays of height \( n \) with entries in \( S \subseteq \mathbb{R} \) and bottom row equal to a given vector \( x \in \mathbb{R}^n \), we now define the \( \text{gl}_n \)-Whittaker functions via the following integral representation:

**Definition 1.13.** The \( \text{gl}_n \)-Whittaker function with parameter \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \) and argument \( x = (x_1, \ldots, x_n) \in \mathbb{R}_{>0}^n \) is given by

\[
\Psi_{\alpha}^{\text{gl}_n}(x) := \int_{T_{\mathbb{R}_{>0}}^\triangle_n(x)} \prod_{k=1}^{n} \text{gType}(z)^{\alpha_k} \exp \left\{ -E_\triangle(z) \right\} \prod_{1 \leq j < i \leq n} \frac{dz_{i,j}}{z_{i,j}}.
\]  

(1.50)

For example, \( \Psi_{\alpha}^{\text{gl}_n}(x) = x^\alpha \) (no integration is involved), and

\[
\Psi_{(\alpha_1, \alpha_2)}^{\text{gl}_1}(x_1, x_2) = \int_{\mathbb{R}_{>0}} z^{\alpha_1} \left( \frac{x_1 x_2}{z} \right)^{\alpha_2} \exp \left\{ -\frac{x_2}{z} - \frac{z}{x_1} \right\} \frac{dz}{z}.
\]  

(1.51)
The representation of $\mathfrak{gl}_n$-Whittaker functions in Definition 1.13 has a recursive structure: setting $\Psi_{\emptyset}^{(0)}(\emptyset) = 1$, it turns out that for all $n \geq 1$, $\alpha \in \mathbb{C}^n$ and $x \in \mathbb{R}_{>0}^n$

$$\Psi_{\alpha}^{(n)}(x) = \int_{\mathbb{R}_{>0}^{n-1}} Q_{\alpha}(x, u) \Psi_{\tilde{\alpha}}^{(n-1)}(u) \prod_{i=1}^{n-1} \frac{du_i}{u_i},$$

(1.52)

where $\tilde{\alpha} := (\alpha_1, \ldots, \alpha_{n-1})$ and the kernel is defined by

$$Q_{\alpha}^{(n)}(x, u) := \left( \prod_{i=1}^{n} x_i \right)^{\alpha_n} \prod_{i=1}^{n-1} \exp \left\{ -\frac{x_{i+1}}{u_i} - \frac{u_i}{x_i} \right\}.$$

The following properties of $\mathfrak{gl}_n$-Whittaker functions are straightforward consequences of the definition:

- if $c \in \mathbb{C}$ and $\alpha + c$ stands for $(\alpha_1 + c, \ldots, \alpha_n + c)$, then

$$\Psi_{\alpha+c}^{(n)}(x) = \left( \prod_{i=1}^{n} x_i \right)^c \Psi_{\alpha}^{(n)}(x);$$

(1.53)

- if $s > 0$, then

$$\Psi_{\alpha}^{(s)}(sx) = s^{\sum_{i=1}^{n} \alpha_i} \Psi_{\alpha}^{(n)}(x);$$

(1.54)

- if we set $y_i := x_{n-i+1}^{-1}$ for $1 \leq i \leq n$, then

$$\Psi_{\alpha}^{(n)}(x) = \Psi_{\alpha}^{(n)}(y).$$

(1.55)

Properly rescaled $\mathfrak{gl}_n$-Whittaker functions yield continuous Schur functions, as the next theorem states. Such a rescaling is strongly related to the tropicalization procedure explained in subsection 1.1.3 and to the zero temperature limit that will be the subject of appendix A.

**Proposition 1.14.** For all $\alpha \in \mathbb{C}^n$ and $x \in \mathbb{R}^n$ we have that

$$\lim_{\varepsilon \downarrow 0} \varepsilon^{n(n-1)/2} \Psi_{\alpha}^{(n)}(e^{x_1/\varepsilon}, \ldots, e^{x_n/\varepsilon}) = s_{\alpha}^{\text{cont}}(x) \mathbb{1}_{\{y_1 > \cdots > y_n\}}.$$  

(1.56)

**Proof.** For any index set $I$ and array $a = \{a_k : k \in I\} \in \mathbb{R}^I$ and for all $\varepsilon > 0$, let us set $g_\varepsilon(a) := \{e^{a_k/\varepsilon} : k \in I\} \in \mathbb{R}_{>0}^I$ as in subsection 1.1.3 In definition (1.50), we change
variables by setting $z_{i,j} \mapsto g_e(z_{i,j})$ for all $1 \leq j \leq i < n$ and obtain

$$
\psi_{e,\alpha}^{\bullet}(g_e(x)) = \int_{T_R^n(x)} \prod_{k=1}^{n} g_{\text{Type}}(g_e(z))^{e\alpha_k} \exp \left\{ -E_{\Delta}(g_e(z)) \right\} \prod_{1 \leq i < n \leq 1 \leq j \leq i} \frac{dz_{i,j}}{e}.
$$

Using definitions (1.49) and (1.4), one can verify that $g_{\text{Type}}(g_e(z)) = g_e(\text{Type}(z))$. Furthermore, since $\exp[-g_e(a)] = \exp[-e^{a/e}] \xrightarrow[e \to 0]{} I_{\{a \leq 0\}}$ for all $a \neq 0$, we have that

$$
\exp \left\{ -E_{\Delta}(g_e(z)) \right\} = \prod_{i=1}^{n} \prod_{j=1}^{i} \exp(-g_e(z_{i+1,j} - z_{i,j})) \exp(-g_e(z_{i,j} - z_{i+1,j}))
$$

$$
\xrightarrow[e \to 0]{} \prod_{i=1}^{n} \prod_{j=1}^{i} I_{\{z_{i+1,j} \leq z_{i,j} \leq z_{i+1,j}\}} = I_{G^{\Delta}_{T_R^n}(x)}(z)
$$

for a.e. $z \in T_R^n(x)$. Notice that if $x_1 > \cdots > x_n$ is not satisfied, then the Lebesgue measure of $G^{\Delta}_{T_R^n}(x)$ vanishes. By dominated convergence, it follows that

$$
e^{n(n-1)/2} \psi_{e,\alpha}^{\bullet}(g_e(x)) \xrightarrow[e \to 0]{} I_{\{x_1 > \cdots > x_n\}} \int_{G^{\Delta}_{T_R^n}(x)} \prod_{k=1}^{n} e^{a_k \text{Type}(z)} \prod_{1 \leq i < n \leq 1 \leq j \leq i} \frac{dz_{i,j}}{e}.
$$

The latter integral defines the continuous Schur function on the right-hand side of (1.56). \hfill \Box

A property that Whittaker functions share with Schur functions is that they are invariant under the action of the corresponding Weyl group on the (spectral) parameters. For the case $\mathfrak{g}_n$, although not obvious from the definition, this means that $\psi_{e,\alpha}^{\bullet}(\cdot)$ is symmetric w.r.t. $(\alpha_1, \ldots, \alpha_n)$.

As mentioned at the beginning of this section, Whittaker functions are related to certain integrable systems called quantum Toda lattices. Let us define the quantum Toda hamiltonian associated to a Lie algebra $\mathfrak{g}$ as

$$
\mathcal{H}^0 := \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} - 2 \sum_{\alpha} d_{\alpha} e^{-\langle a, x \rangle},
$$

(1.57)

where the sum is over a set of simple roots $a \in \mathbb{R}^n$ of $\mathfrak{g}$, $\langle \cdot, \cdot \rangle$ denotes the standard scalar product in $\mathbb{R}^n$ and $d_{\alpha}$’s are appropriate rational constants (see [GLO12] for details). Then this operator is diagonalized by $\mathfrak{g}$-Whittaker functions. Since the simple roots of $\mathfrak{g}_n$ are $e_i - e_{i+1}$ for $1 \leq i \leq n - 1$, where $(e_1, \ldots, e_n)$ is the canonical basis of $\mathbb{R}^n$, the quantum
Toda hamiltonian associated to \( \mathfrak{gl}_n \) (also called of type \( A_{n-1} \)) is given by

\[
\mathcal{H}^{\mathfrak{gl}_n} := \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} - 2 \sum_{i=1}^{n-1} e^{x_{i+1} - x_i}.
\]

It then turns out that the \( \mathfrak{gl}_n \)-Whittaker function \( \psi^{\mathfrak{gl}_n}_\lambda(e^{x_1}, \ldots, e^{x_n}) \) in exponential coordinates is eigenfunction of \( \mathcal{H}^{\mathfrak{gl}_n} \) with eigenvalue \( \langle \lambda, \lambda \rangle = \sum_{i=1}^{n} \lambda_i^2 \). As eigenfunctions of a self-adjoint operator, \( \mathfrak{gl}_n \)-Whittaker functions come with a harmonic analysis, which is summarized in the following

**Theorem 1.15** ([STS94; KL01]). The integral transform

\[
\hat{f}(\lambda) := \int_{\mathbb{R}_0^n} f(x) \psi^{\mathfrak{gl}_n}_\lambda(x) \prod_{i=1}^{n} \frac{dx_i}{x_i}
\]

defines an isometry from \( L^2(\mathbb{R}_0^n; \prod_{i=1}^{n} dx_i/x_i) \) to \( L^2_{\text{sym}}(i\mathbb{R}^n, s_n(\lambda) \, d\lambda) \), where \( i = \sqrt{-1} \), \( L^2_{\text{sym}} \) denotes the space of square integrable functions that are symmetric in their variables, and

\[
s_n(\lambda) \, d\lambda := \frac{1}{(2\pi)^n n!} \prod_{i \neq j} \frac{1}{\Gamma(\lambda_i - \lambda_j)} \prod_{k=1}^{n} d\lambda_k
\]

is the Sklyanin measure. Namely, for all \( f, g \in L^2(\mathbb{R}_0^n; \prod_{i=1}^{n} dx_i/x_i) \) it holds that

\[
\int_{\mathbb{R}_0^n} f(x) g(x) \prod_{i=1}^{n} \frac{dx_i}{x_i} = \int_{i\mathbb{R}^n} \hat{f}(\lambda) \hat{g}(\lambda) s_n(\lambda) \, d\lambda.
\]

Notice that, using the functional equation for the gamma function and Euler’s reflection formula, one can show that the Sklyanin measure defined in (1.58) is a positive measure on \( i\mathbb{R}^n \).

As will be outlined in section B.1 of the appendix, certain integrals of Whittaker functions play an important role in the theory of automorphic \( L \)-functions. One such integral formula pairs two \( \mathfrak{gl}_n \)-Whittaker functions and is associated with \( L \)-factors of automorphic \( L \)-functions on \( \text{GL}_n(\mathbb{R}) \times \text{GL}_n(\mathbb{R}) \). It was conjectured by Bump [Bum89] and proved for the general \( n \) case by Stade [Sta02].

**Theorem 1.16** (Bump-Stade identity). Let \( r > 0 \) and \( \alpha, \beta \in \mathbb{C}^n \) such that \( \Re(\alpha_i + \beta_j) > 0 \) for all \( i, j \). Then

\[
\int_{\mathbb{R}_0^n} e^{-rx} \psi^{\mathfrak{gl}_n}_\alpha(x) \psi^{\mathfrak{gl}_n}_\beta(x) \prod_{i=1}^{n} \frac{dx_i}{x_i} = r^{-\sum_{k=1}^{n}(\alpha_k + \beta_k)} \prod_{i, j=1}^{n} \Gamma(\alpha_i + \beta_j).
\]
A bijective proof of this identity was given in [COSZ14, OSZ14] via the use of the geometric RSK correspondence introduced in subsection 1.1.2 - see Remark 2.1.

Since $\mathfrak{gl}_n$-Whittaker functions scale to continuous Schur functions by Proposition 1.14, an appropriate limit of (1.59) again yields the continuous Cauchy identity (1.38). This can be verified by setting $r = 1$ and using (1.55) and (1.56); in this limiting procedure, the exponential $e^{-x}$ in (1.59) converts into the condition $x_n > 0$ which appears in the region of integration of (1.38). The Bump-Stade identity is thus the analog of the Cauchy identity in the setting of Whittaker functions.

As we will recap in the introduction to chapter 2, Theorems 1.15 and 1.16 already played an important role in the computation of the Laplace transform of the point-to-point partition function of the log-gamma polymer. We will likewise use these tools to study the log-gamma polymer in the point-to-line geometries (see section 2.2).

### 1.3.2 $\text{so}_{2n+1}$-Whittaker Functions

Similarly to the $\mathfrak{gl}_n$ case, we will define $\text{so}_{2n+1}$-Whittaker functions as integrals on half-triangular arrays. Such a definition was first given in [GLO08, GLO12], but also naturally emerged in [Nte18] in the study of a system of interacting particles via intertwining Markovian dynamics. Let us consider a half-triangular array

$$ z = \{z_{i,j} : 1 \leq i \leq 2n, 1 \leq j \leq \lceil i/2 \rceil \} \quad (1.60) $$

of height $2n$ with positive entries. If the entries of $z$ are interlaced in the sense of (1.39), such an array is known as a symplectic Gelfand-Tsetlin pattern. In this context our arrays are not required to satisfy the interlacing conditions but are still encouraged to do so through the potential

$$ E^\lambda(z) := \sum_{i=1}^{2n-1} \sum_{j=1}^{\lceil i/2 \rceil} \left( \frac{z_{i+1,j+1}}{z_{i,j}} + \frac{z_{i,j}}{z_{i+1,j}} \right), \quad (1.61) $$

where by convention $z_{i,j} := 1$ if $j > \lceil i/2 \rceil$. See Figure 8 for an illustration of this potential.

We also make the analogous definitions as in the $\mathfrak{gl}_n$ case. We call $i$-th row of $z$ the vector $(z_{i,1}, \ldots, z_{i,\lceil i/2 \rceil})$ of all entries with first index equal to $i$. We define the geometric type of $z$ to be the vector $\text{gType}(z) \in \mathbb{R}_{>0}^{2n}$ whose components are

$$ \text{gType}(z)_i := \frac{\prod_{j=1}^{\lceil i/2 \rceil} z_{i,j}}{\prod_{j=1}^{\lceil (i-1)/2 \rceil} z_{i-1,j}} \quad \text{for } i = 1, \ldots, 2n. \quad (1.62) $$
Denoting by $T_{S}^{b_{n}}(x)$ the set of all half-triangular arrays $z$ of height $2n$ with entries in $S \subseteq \mathbb{R}$ and $(2n)$-th row equal to a given vector $x \in \mathbb{R}^{n}$, we define the $so_{2n+1}$-Whittaker functions via the following integral representation:

**Definition 1.17.** The $so_{2n+1}$-Whittaker function with parameter $\alpha = (\alpha_{1}, \ldots, \alpha_{n}) \in \mathbb{C}^{n}$ and argument $x = (x_{1}, \ldots, x_{n}) \in \mathbb{R}^{n}$ is given by

$$
\Psi_{\alpha}^{so_{2n+1}}(x) := \int_{T_{S}^{b_{n}}(x)} \prod_{k=1}^{n} \left( \frac{\text{gType}(z)_{2k-1}}{\text{gType}(z)_{2k}} \right)^{\alpha_{k}} \exp \left\{ -\mathcal{E}_{\alpha}(z) \right\} \prod_{1 \leq i < 2n, 1 \leq j \leq \lfloor i/2 \rfloor} \frac{dz_{i,j}}{z_{i,j}}. 
$$

As an example, the $so_{3}$-Whittaker function is

$$
\Psi_{\alpha}^{so_{3}}(x) = \int_{R_{>0}} \left( \frac{z^{2}}{x} \right)^{\alpha} \exp \left\{ -\frac{1}{z} - \frac{z}{x} \right\} \frac{dz}{z}. 
$$

Setting $\Psi_{\alpha}^{so_{3}}(\emptyset) := 1$, for any $n \geq 1$ the $so_{2n+1}$-Whittaker functions can be recursively defined by

$$
\Psi_{\alpha}^{so_{2n+1}}(x) = \int_{R_{>0}^{n-1}} Q_{\alpha_{n}}^{so_{2n+1}}(x, u) \Psi_{\alpha}^{so_{2n+1}}(u) \prod_{i=1}^{n-1} \frac{du_{i}}{u_{i}},
$$

where $\tilde{\alpha} := (\alpha_{1}, \ldots, \alpha_{n-1})$ and the kernel $Q_{\alpha_{n}}^{so_{2n+1}}$ is given by

$$
Q_{\alpha_{n}}^{so_{2n+1}}(x, u) := \int_{R_{>0}^{n-1}} \left( \frac{\prod_{i=1}^{n} u_{i}^{2}}{\prod_{i=1}^{n} x_{i}^{2}} \prod_{i=1}^{n-1} \frac{u_{i}}{u_{i}} \right)^{\alpha_{n}} \exp \left\{ -\frac{\nu_{i+1}}{u_{i}} - \frac{u_{i}}{\nu_{i}} - \frac{x_{i+1}}{\nu_{i}} - \frac{\nu_{i}}{x_{i}} \right\} \times \exp \left\{ -\frac{1}{\nu_{n}} - \frac{\nu_{n}}{x_{n}} \right\} \prod_{i=1}^{n} \frac{d\nu_{i}}{\nu_{i}}.
$$

**Proposition 1.18.** For all $\alpha \in \mathbb{C}^{n}$ and $x \in \mathbb{R}^{n}$ we have that

$$
\lim_{\varepsilon \to 0} \varepsilon^{n} \Psi_{\varepsilon \alpha}^{so_{2n+1}}(e^{x_{1}/\varepsilon}, \ldots, e^{x_{n}/\varepsilon}) = sp_{\alpha}^{\text{cont}}(x)1_{\{x_{1} > \cdots > x_{n} > 0\}}.
$$

**Proof.** Let us again set $g_{\varepsilon}(a) := \{ e^{a_{k}/\varepsilon} : k \in I \} \in \mathbb{R}^{I} \setminus \{ 0 \}$ for any index set $I$ and array $a = (a_{k} : k \in I) \in \mathbb{R}^{I}$ and for all $\varepsilon > 0$. In Definition (1.63), we change variables by setting $z_{i,j} \mapsto g_{\varepsilon}(z_{i,j})$ for all $1 \leq i < 2n, 1 \leq j \leq \lfloor i/2 \rfloor$ and obtain

$$
\Psi_{\varepsilon \alpha}^{so_{2n+1}}(g_{\varepsilon}(x)) = \int_{T_{S}^{b_{n}}(x)} \prod_{k=1}^{n} \left( \frac{\text{gType}(g_{\varepsilon}(z))_{2k-1}}{\text{gType}(g_{\varepsilon}(z))_{2k}} \right)^{\varepsilon \alpha_{k}} \exp \left\{ -\mathcal{E}_{\alpha}(g_{\varepsilon}(z)) \right\} \prod_{1 \leq i < 2n, 1 \leq j \leq \lfloor i/2 \rfloor} \frac{dz_{i,j}}{\varepsilon}.
$$

Similarly to the proof of Proposition 1.14, one can verify that $g_{\varepsilon}(\text{Type}(z))_{k} = g_{\varepsilon}(\text{Type}(z))_{k}$
1.3. Whittaker functions

for $1 \leq k \leq 2n$ and

$$\exp \left( -E^{k}(g_{x}(z)) \right) \xrightarrow{\epsilon \to 0} \mathbb{I}_{GT_{R}^{Nn}(x)}(z)$$

for a.e. $z \in T_{R}^{Nn}(x)$. Notice in particular that, in the latter limit, the potential associated to an inhomogeneous addend of (1.61) of the form $1/z_{2k-1,k}$ converts into the “boundary condition at the wall” $z_{2k-1,k} \geq 0$. Since the Lebesgue measure of $GT_{R}^{Nn}(x)$ vanishes whenever the condition $x_{1} > \cdots > x_{n} > 0$ fails to hold, we conclude by dominated convergence that

$$e^{n^{2}q^{i}_{n}(g_{x}(x))} \xrightarrow{\epsilon \to 0} \mathbb{I}_{\{x_{1} > \cdots > x_{n} > 0\}} \int_{GT_{R}^{Nn}(x)} \prod_{k=1}^{n} e^{\sigma_{k}(\text{Type}(z)_{2k-1} - \text{Type}(z)_{2k})} \prod_{1 \leq i \leq 2n \atop 1 \leq j \leq \lfloor i/2 \rfloor} dz_{i,j}.$$  

The latter integral defines the continuous symplectic Schur function on the right-hand side of (1.66).

We have seen that any symplectic Schur function $\text{sp}_{\lambda}(a)$ is invariant under permutations and multiplicative inversion of its variables $a_{i}$’s. Analogously, even though not obvious from this definition, any $so_{2n+1}$-Whittaker function $\Psi^{i}_{\alpha}(\cdot)$ is invariant under permutations and change of sign of the parameters $(\alpha_{1}, \ldots, \alpha_{n})$.

Let us now mention the interpretation of orthogonal Whittaker functions in terms of the quantum Toda lattice, see (1.57). Since the simple roots of $so_{2n+1}$ are $e_{i} - e_{i+1}$ for $1 \leq i \leq n - 1$ and $e_{n}$, the quantum Toda Hamiltonian associated to the Lie algebra $so_{2n+1}$ (also called of type $B_{n}$) takes the form

$$\mathcal{H}^{so_{2n+1}} := \sum_{i=1}^{n} \frac{\partial^{2}}{\partial x_{i}^{2}} - 2 \sum_{i=1}^{n-1} e^{x_{i+1} - x_{i}} - e^{-x_{n}}.$$  

Each $so_{2n+1}$-Whittaker function $\Psi^{i}_{\alpha}(e^{x_{1}}, \ldots, e^{x_{n}})$ is then an eigenfunction of $\mathcal{H}^{so_{2n+1}}$ with eigenvalue $\langle \lambda, \lambda \rangle = \sum_{i=1}^{n} \lambda_{i}^{2}$. We finally introduce an integral identity which pairs one $so_{2n+1}$-Whittaker function with a $gl_{n}$-Whittaker function and is associated with $L$-factors of automorphic $L$-functions on $SO_{2n+1}(\mathbb{R}) \times GL_{n}(\mathbb{R})$. It is of similar nature as the Bump-Stade identity (1.59), and was proven by Ishii and Stade [IS13]. It will also play an important role in our polymer analysis, in particular in section 2.2.

**Theorem 1.19** (Ishii-Stade identity). Let $\alpha, \beta, \in \mathbb{C}^{n}$, where $\Re(\beta_{i} \pm \alpha_{j}) > 0$ for all $i, j$. Then

$$\int_{\mathbb{R}^{n}_{>0}} \Psi^{i}_{\alpha}(x) \Psi^{j}_{-\beta}(x)^{n} \prod_{i=1}^{n} \frac{dx_{i}}{x_{i}} = \prod_{1 \leq i < j \leq n} \frac{\Gamma(\beta_{i} + \alpha_{j})\Gamma(\beta_{i} - \alpha_{j})}{\Gamma(\beta_{i} + \beta_{j})}.$$  

(1.67)
Let us point out that the parametrization used for Whittaker functions in [IS13] is different from ours. In section B.2 of the appendix we will show the relation between such different parametrizations and the equivalence between (1.67) and the corresponding integral formula in [IS13].

Since so$_{2n+1}$-Whittaker functions scale to continuous symplectic Schur functions by Proposition 1.18, it is easy to verify that an appropriate limit of (1.67) yields (1.46). Therefore, we may consider the Ishii-Stade identity as the analog of the symplectic Cauchy identity in the setting of Whittaker functions.
Recall that a polymer partition function is a random variable of the form

$$Z := \sum_{\pi \in \Pi} \prod_{(i,j) \in \pi} W_{i,j},$$

where $\Pi$ is a given set of nearest neighbor directed paths on a finite lattice $I \subset \mathbb{Z}^2_{>0}$, and $W = \{W_{i,j} : (i,j) \in I\}$ is an array of positive random weights. As explained in the Introduction, $Z$ is indeed the partition function of the random directed polymer model associated to the given path geometry.

In this chapter, we apply the tools introduced in chapter 1 (in particular, the geometric RSK correspondence and Whittaker functions) to study the log-gamma polymer partition function in a few different path geometries. In section 2.1 we express the Laplace transforms of the point-to-line, the point-to-half-line and the restricted point-to-half-line log-gamma polymer partition functions in terms of Whittaker functions on both $\mathfrak{so}_{2N+1}$ and $\mathfrak{gl}_N$. In section 2.2 we obtain contour integral formulas involving gamma functions, in the point-to-line and point-to-half-line cases.

The techniques we are going to use are inspired by the analogous computations of Corwin, O’Connell, Seppäläinen and Zygouras [COSZ14, OSZ14] for the point-to-point log-gamma polymer model. We will then recall them here for convenience of the reader.

Denote by $Z_{n,n}$ the point-to-point polymer partition function associated with the set of directed lattice paths from $(1,1)$ to $(n,n)$ on the lattice $\{1, \ldots, n\}^2$. Proposition 1.3(i) implies that, if we denote by $T = \{T_{i,j} : 1 \leq i,j \leq n\}$ the image of the weight array $W = \{W_{i,j} : 1 \leq i,j \leq n\}$ under gRSK, the point-to-point partition function $Z_{n,n}$ coincides with the bottom-right entry $T_{n,n}$ of $T$. We then have that

$$\mathbb{E} \left[ e^{-rZ_{n,n}} \right] = \int_{\mathbb{R}_0^+} e^{-rt_{n,n}} \mathbb{P}(T \in dt). \quad (2.1)$$
Assume now that the weights are independent and inverse-gamma distributed; more precisely, given parameters $\alpha, \beta \in \mathbb{R}^n_{>0}$ such that $\alpha_i - \beta_j > 0$ for all $i, j$, assume that $W_{i,j}^{-1} \sim \text{Gamma}(\alpha_i - \beta_j, 1)$ for $1 \leq i, j \leq n$. The joint distribution of $W$ is then given by

\[
P(W \in dw) = \prod_{i,j=1}^n w_{i,j}^{-\alpha_i+\beta_j} - \frac{1}{\Gamma(\alpha_i - \beta_j)} \int_{\mathbb{R}^n_{>0}} (w_{i,j}) \, dw_{i,j}
\]

\[
= \prod_{i=1}^n \left( \prod_{j=1}^n w_{i,j}^{-\alpha_i} \right) \prod_{j=1}^n \left( \prod_{i=1}^n w_{i,j}^{\beta_j} \right) \exp \left\{ - \sum_{i,j=1}^n \frac{1}{w_{i,j}} \right\} \prod_{i,j=1}^n \frac{1}{\Gamma(\alpha_i - \beta_j)} w_{i,j}^\alpha.
\]

Thanks to properties (ii), (iii) and (iv) of Proposition 1.3, we deduce from the above a formula for the joint distribution of $T$:

\[
P(T \in dt) = \prod_{i,j=1}^n \frac{1}{\Gamma(\alpha_i - \beta_j)} \prod_{k=1}^{n-1} \frac{\pi_{n-k}(t)}{\pi_{n-k+1}(t)} \frac{\beta_k}{\pi_{k-1-n}(t)} \exp \left\{ - \sum_{i,j=1}^n \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\} \int_{\mathbb{R}^n_{>0}} (t) \, dt_{i,j},
\]

where $\pi_k(t)$ denotes the product of the $k$-th diagonal of $t$ as in (1.10), and $t_{i,j} := 0$ by convention if $(i, j) \notin \{1, \ldots, n\}^2$. We now plug this expression into (2.1), integrating over the strictly upper and lower triangular parts of $t$ first, and then over the diagonal:

\[
E\left[ e^{-rZ_{n,n}} \right] = \prod_{i=1}^n \frac{1}{\Gamma(\alpha_i - \beta_j)} \int_{\mathbb{R}^n_{>0}} \prod_{i,j=1}^n \frac{dt_{i,j}}{t_{i,j}} e^{-r^2t_{i,n-n-1}/t_{i,i}}
\]

\[
\times \int_{\mathbb{R}^{n-1}_{>0}} \prod_{i,j=1}^{n-2} \frac{dt_{i,j}}{t_{i,j}} \prod_{k=1}^{n-1} \frac{\pi_{n-k}(t)}{\pi_{n-k+1}(t)} \frac{\alpha_k}{\pi_{k-1-n}(t)} \exp \left\{ - \sum_{1 \leq i < j \leq n-1} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\}
\]

\[
\times \int_{\mathbb{R}^{n-1}_{>0}} \prod_{j=1}^{n-1} \frac{dt_{j,j}}{t_{j,j}} \prod_{k=1}^{n-2} \frac{\pi_{k-1-n}(t)}{\pi_{k-1-n-1}(t)} \frac{\beta_k}{\pi_{k-1-n}(t)} \exp \left\{ - \sum_{1 \leq j < i \leq n-1} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\}.
\]

In the latter formula, the second and the third integral turn out to be $\mathfrak{g}_{1-n}$-Whittaker functions (see Definition 1.13) with parameters $-\alpha$ and $\beta$ respectively and common argument $(t_{n,n}, \ldots, t_{1,1})$. Setting the latter vector equal to $x = (x_1, \ldots, x_n)$, we see that the Laplace transform of $Z_{n,n}$ can be expressed in terms of $\mathfrak{g}_{1-n}$-Whittaker functions as

\[
E\left[ e^{-rZ_{n,n}} \right] = \prod_{i=1}^n \frac{1}{\Gamma(\alpha_i - \beta_j)} \int_{\mathbb{R}^n_{>0}} e^{-rx_{1-1/x_n} \psi_{1-n}^{\alpha}(x) \psi_{1-n}^{\beta}(x) \prod_{i=1}^n \frac{dx_i}{x_i}},
\]

as established in COSZ14, OSZ14.
Remark 2.1. Taking $r \to 0$ in (2.2), the left-hand side converges to 1, hence we obtain

$$
\int_{\mathbb{R}_{>0}^n} e^{-x_n \psi_{\alpha_n}^{\beta_n}(x)} \prod_{i=1}^n \frac{dx_i}{x_i} = \prod_{i,j=1}^n \Gamma(a_i - \beta_j) .
$$

Applying the change of variables $x_i \mapsto (rx_{n-i-1})^{-1}$ for $1 \leq i \leq n$ and using properties (1.54) and (1.55) of $gl_n$-Whittaker functions, one can show that (2.3) is equivalent to the Bump-Stade identity (1.59).

Formula (2.2) can be turned into a contour integral formula [OSZ14]. To do this, one first observes that the integral on the right-hand side is the $L^2(\mathbb{R}_{>0}^n, \prod_{i=1}^n dx_i/x_i)$-inner product of the functions $f(x) := e^{-rx_1 \psi_{\alpha_n}^{\beta_n}(x)}$, $g(x) := e^{-1/x_n \psi_{\alpha_n}^{\beta_n}(x)}$.

The aim is then to apply the $gl_n$-Whittaker-Plancherel theorem 1.15. The $gl_n$-Whittaker transforms $\widehat{f}(\lambda)$ and $\widehat{g}(\lambda)$ can be computed explicitly in terms of gamma functions using the Bump-Stade identity (or its equivalent version (2.3) replacing $\beta$ with $\lambda$, in the case of $\widehat{g}(\lambda)$). The contour integral formula for the Laplace transform of $Z_{n,n}$ follows [OSZ14]:

$$
E[e^{-rZ_{n,n}}] = \int_{i \mathbb{R}^n} e^{-\sum_{i=1}^n (\lambda_i + \beta_i)} \prod_{i,j=1}^n \frac{\Gamma(\lambda_i + \alpha_j) \Gamma(\lambda_i - \beta_j)}{\Gamma(\alpha_i - \beta_j)} s_n(\lambda) \, d\lambda ,
$$

being $s_n(\lambda) \, d\lambda$ the Skylanin measure (1.58).

2.1 Point-to-line polymers and Whittaker functions

In this section we consider the log-gamma polymer in three path geometries: point-to-line, point-to-half-line and point-to-half-line restricted to a half-plane. We compute the Laplace transforms of the corresponding partition functions at any even time $2N$ as integrals of $gl_{2N}$ and $so_{2N+1}$-Whittaker functions.

In each case, we will first need to compute the joint law of the point-to-point partition functions along a “fixed time” line (or half-line). This can be done by using the geometric Robinson-Schensted-Knuth correspondence (gRSK) for polygonal arrays and its properties, discussed in subsection 1.1.2.

---

†It can be checked that $f$ and $g$ indeed belong to $L^2(\mathbb{R}_{>0}^n, \prod_{i=1}^n dx_i/x_i)$. 
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2.1 Point-to-line polymers and Whittaker functions

2.1.1 Point-to-line polymer

We define that the point-to-line polymer partition function at time $N \in \mathbb{Z}_{>0}$ by

$$Z_N := \sum_{\pi \in \Pi_N} \prod_{(i,j) \in \pi} W_{i,j},$$  

(2.5)

where $\Pi_N$ is the set of directed paths from $(1,1)$ to the line $(m,n): m + n = N + 1$ (see Figure 1A), and $W = \{W_{i,j}: (i,j) \in I_N\}$ is an array of positive random weights on the triangular lattice

$$I_N := \{(i,j) \in \mathbb{Z}_{>0}^2: i + j \leq N + 1\}.$$  

(2.6)

Notice that the point-to-line polymer partition function at time $N$ can be written as the sum of all point-to-point partition functions with endpoint on the line $(m,n)$:

$$Z_N = \sum_{m+n=N+1} Z_{m,n}.$$  

(2.7)

We will show that, when the weights are inverse-gamma distributed with a certain parametrization, the Laplace transform of $Z_{2N}$ can be essentially written as an integral of two orthogonal Whittaker functions. We first provide a sketchy and intuitive argument, which may also work as a quick recap of the proof. In principle, the Laplace transform of $Z_{2N}$ is an integral w.r.t. the density of $W = \{W_{i,j}: (i,j) \in I_{2N}\}$. Now, we know from Proposition 1.3-(i) that each point-to-point partition function $Z_{m,n}$ with $m + n = 2N + 1$ coincides with $T_{m,n}$, where $T$ is the image of $W$ under the gRSK correspondence. Thanks to (2.7), we will then express the Laplace transform of $Z_{2N}$ as an integral w.r.t. the new variables $t = \{t_{i,j}: (i,j) \in I_{2N}\}$ (i.e. w.r.t. the joint density of $T$, which can be computed using the properties of gRSK, see the proof of Lemma 2.4). The integrand will contain a rational part and an exponential one. The latter will be a function of the potential $E(t)$ defined in (1.11) and illustrated by the arrows of Figure 6A. The further change of variables $t_{i,j} \mapsto 1/t_{i,j}$ for all $(i,j)$ will reverse all such arrows. Consider then the two “half-triangular” arrays that the triangular array of Figure 6A is divided into by the main diagonal $\{t_{i,i}: 1 \leq i \leq N\}$, picturing to place a “wall” just below the antidiagonal line of outer variables $\{t_{m,n}: m + n = 2N + 1\}$: after reversing the arrows, they will essentially have the same arrow diagram as Figure 8. Rearranging the rational part of the integral, we will then recognize two orthogonal Whittaker functions corresponding to these two

---

\[^1\] Figure 8 also shows arrows connecting the vertical wall with the array: these are missing in Figure 6A but they will be “constructed” ad hoc using another exponential function present in the integral, i.e. the one that defines the Laplace transform as a functional of $Z_{2N}$. On the other hand, the extra arrow at the top-left corner of Figure 6A can be ignored for the moment; it will give rise to the extra exponential in the final integral (2.13).
half-triangular arrays (see Definition 1.17). The main diagonal of the array \( t \) will play the role of the common bottom row of the two half-triangular arrays, or equivalently the common argument of the two Whittaker functions: integrating it out essentially yields an integral formula involving two orthogonal Whittaker functions, see (2.13).

We adopt the following exactly solvable parametrization of the inverse-gamma variables for the point-to-line geometry:

**Definition 2.2.** Let \( N \in \mathbb{Z}_{>0} \), \( \alpha, \beta \in \mathbb{R}_{>0}^N \), \( \gamma \in \mathbb{R}_{\geq 0} \). We define the \((\alpha, \beta, \gamma)\)-log-gamma measure on the lattice \( \mathcal{I}_{2N} = \{(i, j) \in \mathbb{Z}_{>0}^2: i + j \leq 2N + 1\} \) to be the law of a family of independent random variables \( \{W_{i,j}: (i, j) \in \mathcal{I}_{2N}\} \) such that:

\[
\frac{1}{W_{i,j}} \sim \begin{cases} 
\text{Gamma}(\alpha_i + \beta_j + \gamma, 1) & 1 \leq i, j \leq N, \\
\text{Gamma}(\alpha_i + \alpha_{2N-j+1}, 1) & 1 \leq i \leq N, \; N < j \leq 2N - i + 1, \\
\text{Gamma}(\beta_{2N-i+1} + \beta_j, 1) & 1 \leq j \leq N, \; N < i \leq 2N - j + 1.
\end{cases}
\]  

(2.8)

**Remark 2.3.** The choice of the parameters in Definition 2.2 is tailored so that it fits the link between Whittaker functions and gRSK. More specifically, this is due to property (iii) in Proposition 1.3 and the presence of the geometric type in the integral representation of Whittaker functions, cf. Definitions 1.13 and 1.17. This will become clear in the proofs of Lemmas 2.4 and 2.8 below. We have also included an extra parameter \( \gamma \) in the distribution of the weights \( W_{i,j} \) for \( 1 \leq i, j \leq N \). This might seem rather unnatural, but it will turn out to be useful in the proof of Theorem 2.16 to obtain contour integral formulas. More specifically, the Plancherel theorem for \( \mathfrak{gl}_n \)-Whittaker functions can be applied in (2.39) thanks to estimation (2.40), which in turn relies on the presence of the parameter \( \gamma \) in (2.13).

In next lemma, which is a modification of [NZ17, Thm 3.5] that accommodates the extra parameter \( \gamma \) in Definition 2.2, we compute the joint law of all the point-to-point partition functions at a fixed time horizon. Recall from subsection 1.1.2 that \( \pi_k(t) \) denotes the product of the \( k \)-th diagonal of a polygonal array \( t \), as in (1.10).

**Lemma 2.4.** For the \((\alpha, \beta, \gamma)\)-log-gamma polymer, the joint distribution of the point-to-point partition functions at time \( 2N \) is

\[
P(Z_{m,2N-m+1} \in dy_m; m = 1, \ldots, 2N) = \frac{1}{\Gamma_{\alpha,\beta,\gamma}} \Phi_{\alpha,\beta,\gamma} (y) \prod_{m=1}^{2N} dy_m = \prod_{m=1}^{2N} \frac{dy_m}{y_m}. 
\]  

(2.9)
Here, the normalization constant $\Gamma_{\alpha, \beta, \gamma}$ and the function $\Phi_{\alpha, \beta, \gamma}$ are given by

\[
\Gamma_{\alpha, \beta, \gamma} := \prod_{1 \leq i, j \leq N} \Gamma(\alpha_i + \beta_j + \gamma) \prod_{1 \leq i, j \leq N} \Gamma(\alpha_i + \alpha_j) \Gamma(\beta_i + \beta_j),
\]

\[
\Phi_{\alpha, \beta, \gamma}(y) := \int_{\mathbb{T}_{\alpha, \beta, \gamma}(y)} \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k+1}(t)^2}{\pi_{2N-2k+2}(t)\pi_{2N-2k}(t)} \right)^{-\alpha_k} \left( \frac{\pi_{-2N+2k-1}(t)^2}{\pi_{-2N+2k-2}(t)\pi_{-2N+2k}(t)} \right)^{-\beta_k} \prod_{i \in I_N} w_i^{(-\alpha_i - \alpha_{2N-j-1})} \prod_{i \in I_N} w_i^{(-\beta_{i-N-1-j-1})} \times \exp \left\{ -\frac{1}{t_{1,1}} - \sum_{(i,j) \in I_N} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\} \prod_{1 \leq i, j \leq N} \frac{d t_{i,j}}{t_{i,j}},
\]

using the convention that $t_{i,j} := 0$ when $(i, j) \notin I_{2N}$, and denoting by $\mathbb{T}_{\alpha, \beta, \gamma}(y)$ the set of all arrays $t = \{t_{i,j} : (i, j) \in I_{2N}\}$ with entries in $\mathbb{R}_{>0}$ such that $(t_{1,2N}, t_{2,2N-1}, \ldots, t_{2N,1}) = (y_1, \ldots, y_{2N}) =: y$.

**Proof.** The joint law of the triangular array $W = \{W_{i,j} : (i, j) \in I_{2N}\}$ for the $(\alpha, \beta, \gamma)$-log-gamma measure, according to Definition (2.2), is given by

\[
P(\mathbf{W} \in d\mathbf{w}) = \prod_{i, j=1}^{N} w_{i,j}^{-\alpha_i - \beta_j - \gamma} \prod_{1 \leq i, j \leq N} \frac{w_{i,j}^{-\alpha_i - \alpha_{2N-j-1}}}{\Gamma(\alpha_i + \alpha_{2N-j-1})} \prod_{N < i \leq 2N-j-1} \frac{w_{i,j}^{-\beta_{i-N-1-j-1}}}{\Gamma(\beta_{i-N-1-j-1} + \beta_j)} \times \exp \left\{ -\sum_{(i,j) \in I_N} \frac{1}{w_{i,j}} \right\} \prod_{(i,j) \in I_N} \mathbb{1}_{\mathbb{R}_{>0}}(w_{i,j}) \frac{dw_{i,j}}{w_{i,j}}.
\]

We now rewrite the above density in terms of the image array $t = \{t_{i,j} : (i, j) \in I_{2N}\}$ of $\mathbf{w}$ under the gRSK bijection. Property (iii) of Proposition 1.3 yields

\[
\prod_{j=1}^{2N-k+1} w_{k,j} = \frac{\pi_{2N-2k+1}(t)}{\pi_{2N-2k+2}(t)}, \quad \prod_{i=1}^{2N-k+1} w_{i,k} = \frac{\pi_{-2N+2k-1}(t)}{\pi_{-2N+2k-2}(t)},
\]

for $1 \leq k \leq 2N$. The product of all $w_{i,j}$’s that are raised to the power $-\alpha_k$ in (2.12) can be written as

\[
\prod_{j=1}^{2N-k+1} w_{k,j}^{\pi_{2N-2k+1}(t)^{2N-k+1}} \prod_{i=1}^{2N-k+1} w_{i,k}^{\pi_{2N-2k+2}(t)^{2N-k+1}} = \frac{\pi_{2N-2k+1}(t)}{\pi_{2N-2k+2}(t)} \frac{\pi_{-2N-2k+1}(t)}{\pi_{-2N-2k+2}(t)},
\]

and similarly the product of all $w_{i,j}$’s that are raised to the power $-\beta_k$ can be written as

\[
\prod_{i=1}^{2N-k+1} w_{i,k}^{\pi_{2N-2k-1}(t)^{2N-k+1}} \prod_{j=1}^{2N-k+1} w_{2N-k-1,j}^{\pi_{2N-2k-2}(t)^{2N-k+1}} = \frac{\pi_{-2N-2k+1}(t)}{\pi_{-2N-2k+2}(t)} \frac{\pi_{-2N-2k+1}(t)}{\pi_{-2N-2k+2}(t)}.
\]
By formula (1.17), the product of $w_{i,j}$’s that are raised to power $-\gamma$ is $\prod_{j=1}^{N} w_{i,j} = \pi_0(t)$. Using property (iii) of Proposition 1.3 for dealing with the exponential term in (2.12), and property (iv) regarding the volume preserving property of the differential form, we obtain:

$$P(T \in dt) = \frac{1}{\Gamma_{\alpha, \beta, \gamma}} \prod_{j=1}^{N} \left( \frac{\pi_{2N-2k+1}(t)^2}{\pi_{2N-2k+2}(t) \pi_{2N-2k}(t)} \right)^{-\sigma_k} \left( \frac{\pi_{2N+2k-1}(t)^2}{\pi_{2N+2k-2}(t) \pi_{2N+2k}(t)} \right)^{-\beta_k} \times \pi_0^{-\gamma}(t) \exp \left\{ \frac{1}{t_{i,j}} - \sum_{(i,j) \in I_{2N}} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\} \prod_{(i,j) \in I_{2N}} \int_{R_{=i}(t_{i,j})} dt_{i,j}. $$

Finally, by property (ii) of Proposition 1.3, the point-to-point partition functions at time $2N$ coincide with the gRSK output variables indexed by outer indices, i.e. $Z_{m,n} = T_{m,n}$ for $m + n = 2N + 1$. Therefore, the joint density of $(Z_{1,2N}, Z_{2,2N-1}, \ldots, Z_{2N,1})$ at $y \in R_{>0}$ is obtained by integrating the above over $T_{R_{>0}}(y)$: this yields (2.9).

We can now derive the Whittaker integral formula for the Laplace transform of $Z_{2N}$.

**Theorem 2.5.** The Laplace transform of the point-to-line partition function $Z_{2N}$ for the $(\alpha, \beta, \gamma)$-log-gamma polymer can be written in terms of orthogonal Whittaker functions as

$$E \left[ e^{-rZ_{2N}} \right] = \frac{\pi_{2N-1}(\alpha + \beta + \gamma)}{\Gamma_{\alpha, \beta, \gamma}} \int_{R_{>0}^{2N}} e^{-r \sum_{i=1}^{N} t_{i,m} x_i} \Psi_{\alpha}^{\beta+2N+1}(x) \Psi_{\beta}^{\alpha+2N+1}(x) \left( \prod_{i=1}^{N} x_i \right) \prod_{i=1}^{N} dx_i \quad (2.13)$$

for all $r > 0$, where $\Gamma_{\alpha, \beta, \gamma}$ is defined by (2.10).

**Proof.** Since $Z_{2N} = \sum_{m=1}^{2N} Z_{m,2N-m+1}$, Lemma 2.4 implies that our Laplace transform can be written as the following integral over the variables $t_{m,n}$’s for $m + n = 2N + 1$:

$$E \left[ e^{-rZ_{2N}} \right] = \frac{1}{\Gamma_{\alpha, \beta, \gamma}} \int_{R_{>0}^{2N}} e^{-r \sum_{m=1}^{2N-1} t_{m,2N-m} \Phi_{\alpha, \beta, \gamma} \left( \left( t_{m,2N-m+1} \right)_{m=1}^{2N} \right) \prod_{m=1}^{2N} dt_{m,2N-m+1} \prod_{m=1}^{2N} t_{m,2N-m+1}. $$

We next use (2.11) to express the density function above as an integral over the variables $t_{i,j}$’s for $i + j \leq 2N$:

$$E \left[ e^{-rZ_{2N}} \right] = \frac{1}{\Gamma_{\alpha, \beta, \gamma}} \int_{R_{>0}^{2N}} \prod_{m=1}^{2N} dt_{m,2N-m+1} \exp \left\{ -r \sum_{m=1}^{2N} t_{m,2n-m+1} \right\} \times \int_{R_{>0}^{2N-1}} \prod_{k=1}^{n} \frac{\pi_{2N-2k+1}(t)^2}{\pi_{2N-2k+2}(t) \pi_{2N-2k}(t)}^{-\sigma_k} \times \left( \frac{\pi_{2N+2k-1}(t)^2}{\pi_{2N+2k-2}(t) \pi_{2N+2k}(t)} \right)^{-\beta_k} \times \pi_0(t)^{-\gamma} \exp \left\{ \frac{1}{t_{i,j}} - \sum_{i+j \leq 2N} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\} \prod_{i+j \leq 2N} dt_{i,j}, $$
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where the implicit range of indices is \((i, j) \in I_{2N}\).

We now define the new array of variables \(s = \{ s_{i,j} : (i, j) \in I_{2N} \}\) by setting

\[
t_{i,j} = \frac{1}{r s_{i,j}} \quad \text{for all } (i, j) \in I_{2N}.
\]

(2.14)

Visually, this change of variables reverses the arrows in Figure 6. Recall that the summands \(t_{i-1,j}/t_{i,j}\) and \(t_{i,j-1}/t_{i,j}\) of the functional \(E(t)\) (as defined in (1.11)) are represented as the arrows \(t_{i-1,j} \to t_{i,j}\) and \(t_{i,j-1} \to t_{i,j}\) respectively in the figure. The change of variables (2.14) then transforms these ratios into \(s_{i,j}/s_{i-1,j}\) and \(s_{i,j}/s_{i,j-1}\), which in turn can be represented, by the same convention, as the arrows \(s_{i,j} \to s_{i,j-1}\) and \(s_{i,j} \to s_{i,j-1}\).

Recalling (1.10) we obtain

\[
\frac{\pi_{2N-2k+1}(t)^2}{\pi_{2N-2k+2}(t)\pi_{2N-2k}(t)} = \frac{\prod_{j=1=2N-2k+1}^2 t_{i,j}}{\prod_{j=1=2N-2k+1}^2 t_{i,j}} = r^{-\alpha_k} \left( \frac{\pi_{2N-2k+2}(s)^2}{\pi_{2N-2k+2}(s)\pi_{2N-2k}(s)} \right)^{\alpha_k}.
\]

Similarly, we have that

\[
\frac{\pi_{-2N+2k-1}(t)^2}{\pi_{-2N+2k-2}(t)\pi_{-2N+2k}(t)} = r^{-\beta_k} \left( \frac{\pi_{-2N+2k-2}(s)^2}{\pi_{-2N+2k-2}(s)\pi_{-2N+2k}(s)} \right)^{\beta_k}
\]

and \(\pi_0(t)^{-\gamma} = r^{N\gamma} \pi_0(s)^{\gamma}\). Moreover, the change of variables (2.14) preserves the volume:

\[
\frac{dt_{i,j}}{t_{i,j}} = \frac{ds_{i,j}}{s_{i,j}} \quad \text{for all } (i, j) \in I_{2N}.
\]

We thus obtain

\[
\mathbb{E} \left[ e^{-r Z_{2N}} \right] = \frac{\sum_{m=0}^{N} (\alpha_k + \beta_k + \gamma)}{\Gamma(\alpha_k, \beta_k, \gamma)} \int_{\mathbb{R}^{2N}} \prod_{m=1}^{2N} ds_{m,2N-m+1} \exp \left\{ -\sum_{m=1}^{2N} \frac{1}{s_{m,2N-m+1}} \right\} \times \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k+2}(s)^2}{\pi_{2N-2k+2}(s)\pi_{2N-2k}(s)} \right)^{\alpha_k} \times \pi_0(s)^{\gamma} \exp \left\{-r s_{1,1} - \sum_{i+j=1} s_{i,j} - \sum_{j+i=1} s_{j,i} \right\} \prod_{i+j \leq N} \frac{ds_{i,j}}{s_{i,j}}.
\]

We now change the order in which variables are integrated in the above expression: we first integrate over the two “half-triangular” arrays \(\{ s_{i,j} : i < j \}\) and \(\{ s_{i,j} : j < i \}\) into which the whole triangular shape (see Figure 6A) is divided by the main diagonal; next,
we integrate over the diagonal variables $s_{1,1}, \ldots, s_{N,N}$. This yields:

$$
\mathbb{E}[e^{-rZ_{2N}}] = \frac{\sum_{0 < k < N} (\alpha_k + \beta_k + r)}{\Gamma(\alpha, \beta, r)} \int_{R^N > 0} \prod_{i,j} ds_{i,j} \left( \prod_{k=1}^{N} \frac{\pi_{2N-2k+1}(s)^2}{\pi_{2N-2k}(s)^2} \right)^{\alpha_k} \exp \left\{ - \frac{N}{m=1} \sum_{s_{m,2N-m+1}} - \sum_{1 < i < j} s_{i,j} - \sum_{l < j} s_{l,j-1} \right\} 
\times \left. \prod_{k=1}^{N} \frac{\pi_{2N+2k-1}(s)^2}{\pi_{2N+2k}(s)^2} \right)^{\beta_k} \exp \left\{ - \frac{N}{m=N+1} \sum_{s_{m,2N-m+1}} - \sum_{j < i} s_{i,j-1} - \sum_{1 < j} s_{l,j-1} \right\}.
$$

Comparing with Definition 1.17, we identify the second and the third integral in the above formula as $s_{2N+1}$-Whittaker functions with parameters $\alpha$ and $\beta$ respectively, both evaluated in $(s_{1,1}, \ldots, s_{N,N})$. Setting the latter vector equal to $x$ concludes the proof of (2.13).

**Remark 2.6.** Take the limit $r \to 0$ in (2.13): since $\mathbb{E}[e^{-rZ_{2N}}] \to 1$ and $r^{\sum_{k=1}^{N} (\alpha_k + \beta_k + r)}$ vanishes, we observe that the integral

$$
\int_{R^N > 0} \Psi_{s_{2N+1}}^\alpha(x) \Psi_{s_{2N+1}}^\beta(x) \left( \prod_{i=1}^{N} x_i \right)^{\gamma} \prod_{i=1}^{N} dx_i
$$

diverges for $\alpha, \beta \in R^+_{>0}$ and $\gamma \geq 0$. In particular, we cannot deduce any useful identity from (2.13) in the $r \to 0$ limit, contrary to the point-to-point case (see Remark 2.1).

### 2.1.2 Point-to-half-line polymer

We define the *point-to-half-line polymer partition function* at time $N \in Z_{>0}$ by

$$
Z_N^{\text{half}} := \sum_{\Pi_N^{\text{half}}} \prod_{(i,j) \in \Pi_N^{\text{half}}} W_{i,j},
$$

where $\Pi_N^{\text{half}}$ is the set of directed paths starting from $(1,1)$ and ending on the half-line $\{(m,n) : m + n = N + 1, m \leq n\}$ (see Figure 1B), and $W = \{W_{i,j} : (i,j) \in I_N^{\text{half}}\}$ is an array
of positive random weights on the trapezoidal lattice

\[ I_N^{\text{half}} := \left\{ (i, j) \in \mathbb{Z}_{\geq 0}^2 : i + j \leq N + 1, \, i \leq \frac{N + 1}{2} \right\}. \]  

(2.16)

The point-to-half-line polymer partition function at time \( N \) turns out to be the sum of all point-to-point partition functions with endpoint on the half-line \( \{m + n = N + 1, \, m \leq n\} \):

\[ Z_N^{\text{half}} = \sum_{m + n = N + 1 \atop m \leq n} Z_{m,n}. \]  

(2.17)

We will show that, when the weights are inverse-gamma distributed with a certain parametrization, the Laplace transform of \( Z_N^{\text{half}} \) can be essentially written as an integral of the product of two Whittaker functions associated to \( s_{2N+1} \) and \( g_{l_N} \) respectively. The idea behind the proof is the same as for the point-to-line partition function (see beginning of subsection 2.1.1). The main difference here is that the Laplace transform of \( Z_N^{\text{half}} \) is an integral over a trapezoidal array of variables as in Figure 2.18 instead of a triangular array as in Figure 1A. Such a trapezoidal array will be decomposed into a “half-triangular” part (above the main diagonal) generating the \( s_{2N+1} \)-Whittaker function, and a triangular part (below the diagonal) generating the \( g_{l_N} \)-Whittaker function.

Let us now fix the parametrization of the inverse-gamma weights. It is clear from Definition (2.8) that the \((\alpha, \beta, \gamma)\)-log-gamma measure, when restricted to the trapezoidal lattice \( I_N^{\text{half}} \), coincides with the \((\alpha, \beta + \gamma, 0)\)-log-gamma measure. For this reason, in this subsection, we will assume without loss of generality that \( \gamma = 0 \), thus assigning the following measure to the weights:

**Definition 2.7.** Let \( N \in \mathbb{Z}_{\geq 0} \) and \( \alpha, \beta \in \mathbb{R}_{>0}^N \). We define the \((\alpha, \beta)\)-log-gamma measure on the lattice \( I_N^{\text{half}} = \{ (i, j) \in \mathbb{Z}_{\geq 0}^2 : i + j \leq 2N + 1, \, i \leq N \} \) to be the law of a family of independent random variables \( \{W_{i,j} : (i, j) \in I_N^{\text{half}}\} \) such that:

\[ \frac{1}{W_{i,j}} \sim \begin{cases} \text{Gamma}(\alpha_i + \beta_j, 1) & 1 \leq i, j \leq N, \\ \text{Gamma}(\alpha_i + \alpha_{2N-j+1}, 1) & 1 \leq i \leq N, \, N < j \leq 2N - i + 1. \end{cases} \]  

(2.18)

We first give an expression for the joint law of the point-to-point partition functions on a half-line. Again, the proof will be based on Proposition 1.3.

**Lemma 2.8.** For the \((\alpha, \beta)\)-log-gamma polymer, the joint distribution of the point-to-point
partition functions on the half-line \{i + j = 2N + 1, i ≤ j\} is

\[
P(Z_{m, 2N−m+1} \in \mathcal{D}y_m : m = 1, \ldots, N) = \frac{1}{\Gamma_{\alpha, \beta}^{\text{half}}(\alpha, \beta)} \prod_{m=1}^{N} \frac{1}{y_m} \mathcal{D}y_m. \tag{2.19}
\]

Here, the normalization constant \(\Gamma_{\alpha, \beta}^{\text{half}}\) and the function \(\Phi_{\alpha, \beta}^{\text{half}}\) are given by

\[
\Gamma_{\alpha, \beta}^{\text{half}} := \prod_{1 \leq i, j \leq N} \Gamma(\alpha_i + \beta_j) \prod_{1 \leq i \leq j \leq N} \Gamma(\alpha_i + \alpha_j), \tag{2.20}
\]

\[
\Phi_{\alpha, \beta}^{\text{half}}(y) := \int_{I_{2N}^{\text{half}}} N \prod_{k=1}^{N} \left( \frac{\pi_{2N−2k+1}(t)^2}{\pi_{2N−2k+2}(t)\pi_{2N−2k}(t)} \right)^{-a_k} \left( \frac{\pi_{k−N}(t)}{\pi_{k−1−N}(t)} \right)^{-\beta_k}
\times \exp \left\{ -\frac{1}{t_{i,1}} - \sum_{(i, j) \in I_{2N}^{\text{half}}} \frac{t_{i−1, j} + t_{i, j−1}}{t_{i, j}} \right\} \prod_{i \leq N_{2N−i+1}} dt_{i, j}, \tag{2.21}
\]

using the convention that \(t_{i, j} := 0\) when \((i, j) \notin I_{2N}^{\text{half}}\), and denoting by \(I_{2N}^{\text{half}}(y)\) the set of all arrays \(t = (t_{i, j} : (i, j) \in I_{2N}^{\text{half}})\) with entries in \(\mathbb{R}_{>0}\) such that \((t_{1,2N−1}, t_{2,2N−2}, \ldots, t_{N, N+1}) = (y_1, \ldots, y_N) =: y\).

**Proof.** The joint law of the trapezoidal array \(W = \{W_{i, j} : (i, j) \in I_{2N}^{\text{half}}\}\) for the \((\alpha, \beta)\)-log-gamma measure, according to Definition \((2.7)\), is given by

\[
P(W \in \mathcal{D}w) = \prod_{i, j=1}^{N} w_{i, j}^{-\alpha_i−\beta_j} \prod_{1 \leq i \leq j \leq N} \Gamma(\alpha_i + \beta_j) \prod_{N−j \leq 2N−i+1} \Gamma(\alpha_i + \alpha_{2N−j+1})
\times \exp \left\{ -\sum_{(i, j) \in I_{2N}^{\text{half}}} \frac{1}{w_{i, j}} \right\} \prod_{(i, j) \in I_{2N}^{\text{half}}} \mathcal{D}w_{i, j} \tag{2.22}
\]

We now rewrite the above density in terms of the image array \(t = \{t_{i, j} : (i, j) \in I_{2N}^{\text{half}}\}\) of \(w\) under the gRSK bijection. The powers of \(w_{i, j}\)'s are sorted out by noting that

\[
\prod_{j=1}^{2N−k+1} w_{k, j} = \frac{\pi_{2N−2k+1}(t)}{\pi_{2N−2k+2}(t)}, \quad \prod_{j=1}^{N} w_{i, k} = \frac{\pi_{k−N}(t)}{\pi_{k−1−N}(t)}, \quad \prod_{i=1}^{k} w_{i, 2N−k+1} = \frac{\pi_{2N−2k+1}(t)}{\pi_{2N−2k}(t)}
\]

for \(1 \leq k \leq N\), thanks to property \((\text{iii})\) of Proposition \((1.3)\). Using property \((\text{iii})\) for dealing
with the exponential term in (2.22), and property (iv) for the differential form, we obtain:

\[ \mathbb{P}(T \in dt) = \frac{1}{\Gamma_{\alpha,\beta}^{\text{half}}} \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k+1}(t)^2}{\pi_{2N-2k+2}(t) \pi_{2N-2k}(t)} \right)^{-\alpha_k} \left( \frac{\pi_{k-N}(t)}{\pi_{k-1-N}(t)} \right)^{-\beta_k} \times \exp \left\{ -\frac{1}{t_1,1} - \sum_{(i,j) \in I_{N}^{\text{half}} \cap I_{N}^{\text{half}}} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\} \prod_{(i,j) \in I_{N}^{\text{half}}} 1_{\mathbb{R}_{+}^N}(t_{i,j}) \frac{dt_{i,j}}{t_{i,j}}. \]

Finally, by property (i) of Proposition 1.3, the joint density of \((Z_{1,2N}, Z_{2,2N-1}, \ldots, Z_{N,N+1})\) at \(y \in \mathbb{R}_{+}^N\) is obtained by integrating the above over \(\mathbb{R}_{+}^N(y)\): this yields (2.19). □

An adaptation of the proof of the analogous Theorem 2.5 for the point-to-line case leads to the announced Whittaker functions formula for the point-to-half-line partition function.

**Theorem 2.9.** The Laplace transform of the point-to-half-line partition function \(Z_{2N}^{\text{half}}\) for the \((\alpha, \beta)\)-log-gamma polymer can be written in terms of Whittaker functions as

\[ \mathbb{E} \left[ e^{-rZ_{2N}^{\text{half}}} \right] = \frac{\Gamma_{\alpha,\beta}^{\text{half}}}{r^{\sum_{k=1}^{N}(\alpha_k + \beta_k)}} \int_{\mathbb{R}_{+}^N} e^{-rX_{\alpha}(x)} \Psi_{\beta}^{N}(x) \prod_{i=1}^{N} \frac{dx_i}{x_i} \quad (2.23) \]

for all \(r > 0\), where \(\Gamma_{\alpha,\beta}^{\text{half}}\) is given by (2.20).

**Proof.** Given that \(Z_{2N}^{\text{half}} = \sum_{m=1}^{N} Z_{m,2N-m+1}\), we have via Lemma 2.8 that

\[ \mathbb{E} \left[ e^{-rZ_{2N}^{\text{half}}} \right] = \frac{1}{\Gamma_{\alpha,\beta}^{\text{half}}} \int_{\mathbb{R}_{+}^N} e^{-r \sum_{m=1}^{N} t_{m,2N-m+1}} \Phi_{\alpha,\beta}^{\text{half}} \left( \left( t_{m,2N-m+1} \right)_{m=1}^{N} \right) \prod_{m=1}^{N} \frac{dt_{m,2N-m+1}}{t_{m,2N-m+1}}. \]

Using definition (2.21) of \(\Phi_{\alpha,\beta}^{\text{half}}\) and performing the same change of variables \(t_{i,j} = (rs_{i,j})^{-1}\) for all \((i,j) \in I_{N}^{\text{half}}\) as in the proof of Theorem 2.5, we obtain

\[ \mathbb{E} \left[ e^{-rZ_{2N}^{\text{half}}} \right] = \frac{1}{\Gamma_{\alpha,\beta}^{\text{half}}} \int_{\mathbb{R}_{+}^N} \prod_{m=1}^{N} \frac{ds_{m,2N-m+1}}{s_{m,2N-m+1}} \exp \left\{ -\sum_{m=1}^{N} \frac{1}{s_{m,2N-m+1}} \right\} \times \int_{\mathbb{R}_{+}^{(2N^2-1)/2}} \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k-1}(s)^2}{\pi_{2N-2k+2}(s) \pi_{2N-2k}(s)} \right)^{\alpha_k} \left( \frac{\pi_{k-N}(s)}{\pi_{k-1-N}(s)} \right)^{\beta_k} \times \exp \left\{ -rs_{1,1} - \sum_{i>1,j} \frac{s_{i,j}}{s_{i-1,j}} - \sum_{j>1,i} \frac{s_{i,j}}{s_{i,j-1}} \right\} \prod_{i+j \leq 2N, i \leq N} \frac{ds_{i,j}}{s_{i,j}}. \]

We now change the order in which variables are integrated in the above expression:
we first integrate over the “half-triangular” array \([s_{i,j} : i < j]\) and the triangular array \([s_{i,j} : j < i]\) into which the whole trapezoidal shape of Figure 1 is divided by the main diagonal; next, we integrate w.r.t. the diagonal variables \(s_{1,1}, \ldots, s_{N,N}\). This yields:

\[
E \left[ e^{-r_{2N}^{\text{half}}} \right] = \frac{\sum_{k=0}^{N} \frac{1}{\Gamma(\alpha, \beta)}}{\Gamma_{\lambda, \beta}} \int_{\mathbb{R}^N_{>0}} \prod_{i=1}^{N} \frac{ds_{i,i}}{s_{i,i}} e^{-rs_{i,i}}
\]

\[
\times \int_{\mathbb{R}^N_{>0}} \prod_{i<j}^{N} \frac{ds_{i,j}}{s_{i,j}} \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k+2}(s)^2}{\pi_{2N-2k+2}(s)} \right)^{\alpha_k} \exp \left\{ - \sum_{m=1}^{N} \frac{1}{s_{m,2N-m+1}} - \sum_{1 \leq j \leq k} \frac{s_{i,j}}{s_{i-1,j}} - \sum_{1 \leq j \leq k} \frac{s_{i,j}}{s_{i,j-1}} \right\}
\]

\[
\times \int_{\mathbb{R}^{N(N-1)/2}_{>0}} \prod_{i<j}^{N} \frac{ds_{i,j}}{s_{i,j}} \prod_{k=1}^{N} \left( \frac{\pi_{k-N}(s)}{\pi_{k-N}(s)} \right)^{\beta_k} \exp \left\{ - \sum_{j<i} \frac{s_{i,j}}{s_{i-1,j}} - \sum_{1 \leq j \leq k} \frac{s_{i,j}}{s_{i,j-1}} \right\}.
\]

Comparing with Definition 1.17 and 1.13 we identify the second integral as an \(\text{se}_{2N+1}\)-Whittaker function with parameter \(\alpha\), and the third integral as a \(\text{se}_{1}\)-Whittaker function with parameter \(\beta\), both evaluated in \((s_{1,1}, \ldots, s_{N,N})\). Setting the latter vector equal to \(x\) concludes the proof of (2.23). \(\square\)

**Remark 2.10.** Take the limit \(r \to 0\) in (2.23): since \(E \left[ e^{-r_{2N}^{\text{half}}} \right] \to 1\) and \(r^{\sum_{k=1}^{N} (\alpha_k + \beta_k)} \to 0\), we observe that the integral

\[
\int_{\mathbb{R}^N_{>0}} \psi^{\text{se}_{2N+1}}(x)^{\alpha} \psi^{\text{se}_{1}}(x)^{\beta} \prod_{i=1}^{N} \frac{dx_i}{x_i}
\]

diverges for \(\alpha, \beta \in \mathbb{R}_{>0}\). This does not contradict Ishii-Stade identity, as in (1.67) the parameters of the \(\text{se}_{1}\)-Whittaker function are required to have negative real part.

### 2.1.3 Restricted and symmetric point-to-line polymers

We now study the point-to-line polymer restricted to stay in a half-plane (in short restricted point-to-line polymer), i.e. not allowed to go below the main diagonal. The restricted point-to-line polymer partition function at time \(N \in \mathbb{Z}_{>0}\) is defined as

\[
Z_N^{\text{res}} := \sum_{\pi \in \Pi_N^{\text{res}}} \prod_{(i,j) \in \pi} W_{i,j}, \tag{2.24}
\]

where \(\Pi_N^{\text{res}}\) is the set of directed paths starting from \((1,1)\) and ending on the half-line \(\{(m,n) : m + n = N + 1, \ m \leq n\}\) such that \(i \leq j\) for all site \((i,j)\) of the path (see Figure 1c).
and \( W = \{ W_{i,j} : (i,j) \in I_n^{\text{res}} \} \) is an array of positive random weights on the triangular lattice
\[
I_n^{\text{res}} := \{(i,j) \in \mathbb{Z}_{\geq 0}^2 : i + j \leq N + 1, i \leq j \}.
\] (2.25)

For convenience’s sake, let us also define the restricted point-to-point polymer partition function:
\[
Z_{m,n}^{\text{res}} := \sum_{\pi \in \Pi_{m,n}^{\text{res}}} \prod_{(i,j) \in \pi} W_{i,j} \quad \text{for } m \leq n,
\] (2.26)

where \( \Pi_{m,n}^{\text{res}} \) is the set of directed paths from \((1,1)\) to \((m,n)\) restricted to stay in the half-plane \(\{(i,j) : i \leq j\}\). It then turns out that the restricted point-to-line partition function is the sum of the restricted point-to-point partition functions with endpoint on the half-line \([m+n=N+1, m \leq n]\):
\[
Z_N^{\text{res}} = \sum_{m+n=N+1, m \leq n} Z_{m,n}^{\text{res}}.
\] (2.27)

We will show that, when the weights are inverse-gamma distributed with a certain parametrization, the Laplace transform of \( Z_{2N}^{\text{res}} \) can be essentially written as an integral of an \(s\delta_{2N+1}\)-Whittaker function. Since the lattice \( I_{2N}^{\text{res}} \) is not the index set of a Young diagram, we cannot apply the gRSK correspondence, as defined in subsection 1.1.2 directly to such an array of weights. We will be working instead with a symmetric array, i.e. \( W = \{ W_{i,j} : (i,j) \in I_{2N} \} \) satisfying \( W_{i,j} = W_{j,i} \) for all \((i,j)\), as we will see that the restricted and the symmetric polymers are closely connected. Indeed, one can easily convince oneself that for each time a given restricted polymer path touches the main diagonal \(i = j\) (including the starting point \((1,1)\)), the symmetric point-to-line polymer partition function counts the weight of that path twice\(^4\). Therefore, the symmetric point-to-line polymer partition function can be expressed as a sum over restricted paths as:
\[
Z_{2N}^{\text{sym}} = \sum_{\pi \in \Pi_{2N}^{\text{res}}} 2^{\#(i,i) \in \pi} \prod_{(i,j) \in \pi} W_{i,j} = \sum_{\pi \in \Pi_{2N}^{\text{res}}} \prod_{(i,j) \in \pi} (1 + \delta_{i,j}) W_{i,j}.
\] (2.28)

A similar reasoning leads to the conclusion that each symmetric point-to-point polymer partition function can be expressed as a sum over restricted paths as:
\[
Z_{m,n}^{\text{sym}} = \frac{1}{2} \sum_{\pi \in \Pi_{m,n}^{\text{res}}} \prod_{(i,j) \in \pi} (1 + \delta_{i,j}) W_{i,j} \quad \text{for } m \leq n.
\] (2.29)

It follows from (2.28) and (2.29) that the partition functions of the symmetric and restricted

\(^4\)This exact statement holds for the restricted polymer at even time \(2N\) only. At an odd time \(2N+1\), it does not apply to the last element \((N+1,N+1)\) of the main diagonal.
polymers are essentially the same, provided that the weights of the restricted polymer are doubled on the diagonal. Let us clarify this in the following remark.

**Remark 2.11.** Consider a restricted polymer model on the lattice \( I_{2N}^{\text{res}} \), and a symmetric polymer with the same weights above the diagonal \((i < j)\) and \textit{halved} weights on the diagonal \((i = j)\). Then:

(i) the partition functions of the restricted and symmetric point-to-line polymers coincide, i.e. \( Z_{2N}^{\text{res}} = Z_{2N}^{\text{sym}} \);

(ii) the partition functions of the restricted and symmetric point-to-point polymers coincide \textit{up to a factor} 2, i.e. \( Z_{m,n}^{\text{res}} = 2Z_{m,n}^{\text{sym}} \) for \( m \leq n, m + n = 2N + 1 \).

We now see the exactly solvable distributions on restricted/symmetric arrays (one can be deduced from the other via Remark (2.11)) that link to \( s_{2N+1} \)-Whittaker functions.

**Definition 2.12.** Let \( N \in \mathbb{Z}_{>0}, \alpha \in \mathbb{R}_{>0}^N \) and \( \gamma \in \mathbb{R}_{>0} \). We define the \textit{restricted} \((\alpha, \gamma)\)-log-gamma measure on the lattice \( I_{2N}^{\text{res}} := \{(i,j) \in \mathbb{Z}_{>0}^2 : i + j \leq 2N + 1, i \leq j\} \) to be the law of a family of independent random variables \( \{W_{i,j} : (i,j) \in I_{2N}^{\text{res}}\} \) such that

\[
\frac{1}{W_{i,j}} \sim \begin{cases} 
\text{Gamma}(\alpha_i + \gamma, 1) & 1 \leq i = j \leq N, \\
\text{Gamma}(\alpha_i + \alpha_j + 2\gamma, 1) & 1 \leq i < j \leq N, \\
\text{Gamma}(\alpha_i + \alpha_{2N-j+1}, 1) & 1 \leq i \leq N, \ N < j \leq 2N - i + 1.
\end{cases}
\] (2.30)

We analogously define the \textit{symmetric} \((\alpha, \gamma)\)-log-gamma measure on the lattice \( I_{2N} = \{(i,j) \in \mathbb{Z}_{>0}^2 : i + j \leq 2N + 1\} \) to be the law of a symmetric array \( \{W_{i,j} : (i,j) \in I_{2N}\} \) such that the entries on and above the diagonal are independent and distributed as in (2.30), except for the fact that the diagonal weights are halved, i.e. \( W_{i,i}^{-1} \sim \text{Gamma}(\alpha_i + \gamma, 1/2) \).

In next lemma we obtain the joint law of the point-to-point restricted polymer partition functions at a fixed time. The proof is based on the analysis of the corresponding symmetric polymer, and relies on the properties of gRSK acting on symmetric arrays - see Proposition 1.4

**Lemma 2.13.** For the restricted \((\alpha, \gamma)\)-log-gamma polymer, the joint distribution of the point-to-point partition functions at time \(2N\) is

\[
P(Z_{m,2N-m+1}^{\text{res}} \in dy_m : m = 1, \ldots, N) = \frac{1}{\Gamma_{\text{res}}^{\alpha, \gamma} (y)} \prod_{m=1}^{N} \frac{dy_m}{y_m}. \] (2.31)
2.1. Point-to-line polymers and Whittaker functions

Here, the normalization constant $\Gamma^{\text{res}}_{\alpha, \gamma}$ and the function $\Phi^{\text{res}}_{\alpha, \gamma}$ are given by

$$\Gamma^{\text{res}}_{\alpha, \gamma} = \prod_{i=1}^{N} \Gamma(\alpha_i + \gamma) \prod_{1 \leq i < j \leq N} \Gamma(\alpha_i + \alpha_j + 2\gamma) \prod_{1 \leq j \leq N} \Gamma(\alpha_j + \gamma),$$

(2.32)

$$\Phi^{\text{res}}_{\alpha, \gamma}(y) := \int_{\mathbb{R}^{N>0}} \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k+1}(t)^2}{\pi_{2N-2k+2}(t)\pi_{2N-2k}(t)} \right)^{-\alpha_k} \pi_0(t)^{-\gamma} \prod_{i \leq j \leq N} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \prod_{i+j \leq N} \frac{d_i}{t_{i,j}},$$

(2.33)

using the convention that $t_{i,j} := 0$ when $(i,j) \notin \mathcal{I}^{\text{res}}_{2N}$, and denoting by $\mathcal{I}^{\text{res}}_{\mathbb{R}^{N>0}}(y)$ the set of all arrays $\{t_{i,j}; (i,j) \in \mathcal{I}^{\text{res}}_{2N}\}$ with entries in $\mathbb{R}_{>0}$ such that $(t_{1,2N}, t_{2,2N-1}, \ldots, t_{N,N+1}) = (y_1, \ldots, y_N) =: y$.

Proof. We work with the symmetric polymer. If $W = \{W_{i,j}; (i,j) \in \mathcal{I}_{2N}\}$ is distributed according to the symmetric $(\alpha, \gamma)$-log-gamma measure (see Definition 2.12), the joint law of its upper entries is

$$P(W_{i,j} \in dw_{i,j}; i \leq j) = \prod_{i=1}^{N} w_{i,i}^{-\alpha_i - \gamma} \prod_{1 \leq i < j \leq N} \frac{w_{i,j}}{\Gamma(\alpha_i + \alpha_j + 2\gamma)} \prod_{i+j \leq N} \frac{d_i}{w_{i,j}} \prod_{N<j \leq 2N-i+1} \frac{w_{i,j}}{\Gamma(\alpha_i + \alpha_{2N-j-1})} \exp \left\{ -\sum_{i=1}^{N} \frac{1}{2w_{i,i}} - \sum_{i \leq j} \frac{1}{w_{i,j}} \right\} \prod_{i \leq j \leq N} \mathbb{1}_{\mathbb{R}^{N>0}}(w_{i,j}) \frac{d_{i,j}}{w_{i,j}}.$$

(2.34)

Let $t$ be the image of $w$ under gRSK, which is also symmetric by Proposition 1.4 Property (ii) of Proposition 1.3 yields

$$\prod_{j=1}^{2N-k+1} w_{k,j} = \frac{\pi_{2N-2k+1}(t)}{\pi_{2N-2k+2}(t)}, \quad \prod_{i=1}^{k} w_{i,2N-k+1} = \frac{\pi_{2N-2k+1}(t)}{\pi_{2N-2k}(t)}$$

for $1 \leq k \leq N$. Using this and the symmetry of $w$, the product of all $w_{i,j}$’s raised to the $-\alpha_k$ in (2.34) can be written as

$$\prod_{j=k}^{2N-k+1} w_{k,j} \prod_{i=1}^{k-1} w_{i,k} \prod_{i=1}^{k} w_{i,2N-k+1} = \prod_{j=1}^{2N-k+1} w_{k,j} \prod_{i=1}^{k} w_{i,2N-k+1} = \frac{\pi_{2N-2k+1}(t) \pi_{2N-2k+1}(t)}{\pi_{2N-2k+2}(t) \pi_{2N-2k}(t)}.$$
By formula (1.17), the product of \( w_{i,j} \)'s raised to the power of \(-\gamma\) in (2.34) is
\[
\prod_{i=1}^{N} w_{i,i} \prod_{1 \leq i < j \leq N} w_{i,j}^{2} = \prod_{i,j=1}^{N} w_{i,j} = \pi_{0}(t).
\]

For dealing with the exponential term in (2.34), we use the symmetry of \( w \) and \( t \) and property (iii) of Proposition 1.3 to see that
\[
\sum_{i=1}^{N} \frac{1}{2w_{i,i}} + \sum_{1 < j} \frac{1}{w_{i,j}} = \frac{1}{2} \sum_{(i,j) \in I_{2}^{N}} \frac{1}{w_{i,j}} = \frac{1}{2} \mathcal{E}(t) = \frac{1}{2t_{1,1}} \sum_{1 < i \leq j} \frac{t_{i-1,j}}{t_{i,j}} + \sum_{1 < i \leq j} \frac{t_{i,j-1}}{t_{i,j}}.
\]

Using the volume preserving property of the symmetric gRSK (see Proposition 1.4), we thus obtain:
\[
\begin{align*}
\mathbb{P}(T_{i,j} \in dt_{i,j} \mid i \leq j) &= \frac{2^{-N_{Y}}P_{\alpha_{Y}}^{\text{res}}}{\pi_{0}(t)^{\gamma}} \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k+1}(t)}{\pi_{2N-2k+2}(t)\pi_{2N-2k}(t)} \right)^{-\alpha_{k}} \pi_{0}(t)^{-\gamma} \times \exp \left\{ -\frac{1}{2t_{1,1}} \sum_{1 < i \leq j} \frac{t_{i-1,j}}{t_{i,j}} - \sum_{1 < i \leq j} \frac{t_{i,j-1}}{t_{i,j}} \right\} \prod_{i \leq j} I_{R_{>0}}(t_{i,j}) \frac{dt_{i,j}}{t_{i,j}}.
\end{align*}
\]

The change of variables \( t_{i,j} \mapsto t_{i,j}/2 \) for all \( i \leq j \) cancels out the power of 2 and replaces the term \( 1/(2t_{1,1}) \) with \( 1/t_{1,1} \). Rewriting the sums inside the exponential above as a single sum over \( I_{2}^{N} \) (with the convention that \( t_{i,j} := 0 \) when \( (i,j) \notin I_{2}^{N} \)), we obtain:
\[
\begin{align*}
\mathbb{P}(2T_{i,j} \in dt_{i,j} \mid i \leq j) &= \frac{1}{\pi_{0}(t)^{\gamma}} \prod_{k=1}^{N} \left( \frac{\pi_{2N-2k+1}(t)}{\pi_{2N-2k+2}(t)\pi_{2N-2k}(t)} \right)^{-\alpha_{k}} \pi_{0}(t)^{-\gamma} \times \exp \left\{ -\frac{1}{t_{1,1}} \sum_{(i,j) \in I_{2}^{N}} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \right\} \prod_{i \leq j} I_{R_{>0}}(t_{i,j}) \frac{dt_{i,j}}{t_{i,j}}.
\end{align*}
\]

By property (i) of Proposition 1.3, the joint law of \( (2Z_{1,2}^{\text{sym}}, 2Z_{2,2}^{\text{sym}}, \ldots, 2Z_{N,N+1}^{\text{sym}}) \) at \( y \in \mathbb{R}_{>0}^{N} \) is obtained by integrating the resulting expression over \( T_{R_{>0}}^{\text{res}}(y) \). Since \( 2Z_{m,n}^{\text{sym}} = Z_{m,n}^{\text{res}} \) for \( m \leq n \) by Remark 2.11, our claim (2.31) follows.

Lemma 2.13 allows us to obtain our Whittaker integral formula for the Laplace transform of \( Z_{2}^{\text{res}} \) (or equivalently of \( Z_{2}^{\text{sym}} \)), as they coincide by Remark 2.11, which is stated in next theorem. The proof is omitted as it follows the same steps as in Theorems 2.5 and 2.9.

**Theorem 2.14.** The Laplace transform of the point-to-line partition function for the restricted \((\alpha, \gamma)\)-log-gamma polymer can be written in terms of orthogonal Whittaker functions.
as
\[
\mathbb{E}\left[e^{-rZ_{2N}^{\alpha}}\right] = \frac{\psi_{\alpha}^{N}(\alpha_{k} + y)}{\Gamma_{\alpha,y}^{\text{res}}} \int_{\mathbb{R}^{n}_{>0}} \left(\prod_{i=1}^{N} x_{i}\right)^{y} e^{-r x_{i} \psi_{\alpha}^{0}(x)} \prod_{i=1}^{N} \frac{d x_{i}}{x_{i}}
\]
for all \(r > 0\), where \(\Gamma_{\alpha,y}^{\text{res}}\) is defined by (2.32).

### 2.2 Point-to-line polymers and contour integrals

Formulas (2.13) and (2.23) express the Laplace transforms of the point-to-line and the point-to-half-line log-gamma polymer partitions functions, respectively, as integrals of Whittaker functions. In this section we rewrite such integrals as contour integrals of gamma functions.

The integrals appearing in formulas (2.23) and (2.13) are analogous to the Bump-Stade identity (1.59), where either one or both \(\mathfrak{gl}_{N}\)-Whittaker functions are replaced with the corresponding orthogonal ones. However, a closed formula in terms of products and ratios of gamma functions for our integrals does not appear in the literature. We can still turn our integrals into contour integrals of gamma functions using the \(\mathfrak{gl}_{N}\)-Whittaker-Plancherel theorem (1.15) combined with the Bump-Stade (1.59) and the Ishii-Stade (1.67) identities. The key tool is the following lemma.

**Lemma 2.15.** The \(\mathfrak{gl}_{n}\)-Whittaker isometry between the spaces \(L^{2}(\mathbb{R}^{n}_{>0}, \prod_{i=1}^{n} d x_{i}/x_{i})\) and \(L^{2}_{\text{sym}}(\mathbb{R}^{n}, s_{n}(\lambda) \ d\lambda)\) defined in Theorem 1.15 maps

(i) \(f(x) := e^{-r x_{i} \psi_{\alpha}^{0n}} \rightarrow \tilde{f}(\lambda) := r^{-\sum_{i,j=1}^{n}(\lambda_{i} + \alpha_{j})} \prod_{1 \leq i,j \leq n} \Gamma(\lambda_{i} + \alpha_{j})\)

for all \(r > 0\) and \(\alpha \in \mathbb{C}^{n}\) such that \(\Re(\alpha_{j}) > 0\) for all \(j\);

(ii) \(g(x) := \left(\prod_{i=1}^{n} x_{i}\right)^{-s} \psi_{\alpha}^{0n+1}(x) \rightarrow \tilde{g}(\lambda) := \prod_{1 \leq i,j \leq n} \Gamma(s - \lambda_{i} + \alpha_{j}) \Gamma(s - \lambda_{i} - \alpha_{j}) / \prod_{1 \leq i < j \leq n} \Gamma(2s - \lambda_{i} - \lambda_{j})\)

for all \(s \in \mathbb{C}\) and \(\alpha \in \mathbb{C}^{n}\) such that \(\Re(s \pm \alpha_{j}) > 0\) for all \(j\).

**Proof.** (i) Assuming that \(f\) is square-integrable, the Bump-Stade identity (1.59) implies that \(\tilde{f}\) is indeed the \(\mathfrak{gl}_{n}\)-Whittaker transform of \(f\). To prove that \(f\) belongs to the space \(L^{2}(\mathbb{R}^{n}_{>0}, \prod_{i=1}^{n} d x_{i}/x_{i})\), we will show instead the equivalent statement that \(\tilde{f}\) is in \(L^{2}_{\text{sym}}(\mathbb{R}^{n}, s_{n}(\lambda) \ d\lambda)\). It is clear that \(\tilde{f}\) is a symmetric function, and has no poles, thanks to the assumption that each \(\alpha_{j}\) has positive real part. Recalling the Stirling approximation of the gamma function

\[
|\Gamma(x + iy)| \sim \sqrt{2\pi |y|}^{-\frac{x}{2}} e^{-\frac{\pi}{4} |y|} \quad \text{as } |y| \to \infty,
\]

(2.36)
we can compute the asymptotics of $|\hat{f}(\lambda)|^2 s_n(\lambda)$ as $|\lambda_i| \to \infty$ for $1 \leq i \leq n$ and $|\lambda_i - \lambda_j| \to \infty$ for all $i < j$ (which is when $s_n(\lambda)$ has the worst diverging behavior). Denoting by the symbol $\sim$ asymptotic behavior up to multiplicative constants and powers, we have that

$$|\hat{f}(\lambda)|^2 s_n(\lambda) = \frac{r^{-2} \sum_i \mathcal{R}(\alpha_i) \prod_{i,j} \Gamma(\lambda_i + \alpha_j)^2}{(2\pi)^n! \prod_{i,j} \Gamma(\lambda_i - \lambda_j)} \prod_{i,j} e^{-\pi |\lambda_i|}$$

$$= \exp \left\{ -\pi \sum_i \lambda_i \right\} \leq \exp \left\{ -\pi \sum_i \lambda_i \right\},$$

where for the last inequality we have used the following rough estimate:

$$\sum_{i<j} |\lambda_i - \lambda_j| \leq \sum_{i<j} \left( |\lambda_i| + |\lambda_j| \right) = (n-1) \sum_i |\lambda_i|. \quad (2.37)$$

This proves that $|\hat{f}(\lambda)|^2 s_n(\lambda)$ is integrable on $i\mathbb{R}^n$.

(ii) Assuming the integrability properties, the fact that $\hat{g}$ is indeed the $gl_n$-Whittaker transform of $g$ follows from property (1.53) and Ishii-Stade identity (1.67). Therefore, we can just reduce ourselves to prove that $\hat{g}$ belongs to $L^2_{\text{sym}}(i\mathbb{R}^n, s_n(\lambda) \, d\lambda)$. Again, $\hat{g}$ is a symmetric function, and has no poles, thanks to the assumption that $\mathcal{R}(s \pm \alpha_j) > 0$ for all $j$. Using (2.36) and (2.37), we compute the asymptotics (up to multiplicative constants and powers) of $|\hat{g}(\lambda)|^2 s_n(\lambda)$ as $|\lambda_i| \to \infty$ for all $i$ and $|\lambda_i - \lambda_j| \to \infty$ for all $i < j$:

$$|\hat{g}(\lambda)|^2 s_n(\lambda)$$

$$= \prod_{i,j} \Gamma(s - \lambda_i + \alpha_j) \Gamma(s - \lambda_i - \alpha_j)^2 \prod_{i,j} \Gamma(\lambda_i - \lambda_j) \prod_{i,j} e^{-\pi |\lambda_i|}$$

$$= \exp \left\{ -2\pi \sum_i |\lambda_i| + \pi \sum_{i<j} |\lambda_i + \lambda_j| + \pi \sum_{i<j} |\lambda_i - \lambda_j| \right\} \leq \exp \left\{ -2\pi \sum_i |\lambda_i| \right\},$$

which proves the integrability of $|\hat{g}(\lambda)|^2 s_n(\lambda)$ on $i\mathbb{R}^n$. \hfill \square

As a consequence of this lemma, we will prove the contour integral formulas for the point-to-line and point-to-half-line log-gamma polymer partition functions, in subsections 2.1.1 and 2.1.2 respectively.
2.2. Point-to-line polymers and contour integrals

2.2.1 Point-to-line polymer

In the following theorem we derive a contour integral formula for the Laplace transform of the point-to-line log-gamma polymer partition function. The proof consists of applying the Whittaker-Plancherel theorem \[1.15\] in a two-step procedure, to the integral of Whittaker functions in \[2.13\].

**Theorem 2.16.** The Laplace transform of the point-to-line partition function \(Z_{2N}\) for the \((\alpha, \beta, \gamma)\)-log-gamma polymer is given by

\[
\mathbb{E}\left[e^{-rZ_{2N}}\right] = \frac{1}{\Gamma_{\alpha, \beta, \gamma}} \int_{(\epsilon+i\mathbb{R})^N} s_N(\varphi) \, d\varphi \int_{(\delta+i\mathbb{R})^N} s_N(\lambda) \, d\lambda \, r^{-\sum_{k=1}^{N}(\lambda_k + \varphi_k - \alpha_k - \beta_k + \gamma)}
\prod_{1 \leq i,j \leq N} \Gamma(\lambda_i + \varphi_j + \gamma) \Gamma(\lambda_i + \alpha_i) \Gamma(\lambda_i - \alpha_i) \Gamma(\varphi_i + \beta_j) \Gamma(\varphi_i - \beta_j) \prod_{1 \leq i,j \leq N} \Gamma(\lambda_i + \lambda_j) \Gamma(\varphi_i + \varphi_j)
\]

(2.38)

for all \(r > 0\), where \(\Gamma_{\alpha, \beta, \gamma}\) is the constant defined in \[2.10\], \(s_N(\lambda) \, d\lambda\) is the Sklyanin measure as in \[1.58\], and \(\delta, \epsilon\) are chosen so that \(\delta > \alpha_j\) and \(\epsilon > \beta_j\) for all \(j\). Furthermore, the multiple contour integral in \[2.38\] is absolutely convergent.

**Proof.** The integral appearing in formula \[2.13\] can be written as

\[
\int_{\mathbb{R}^N} e^{-r x_i} \psi_{\alpha}^{\delta_{2N+1}}(x) \psi_{\beta}^{\delta_{2N+1}}(x) \left(\prod_{i=1}^{N} x_i\right)^{\gamma} \prod_{i=1}^{N} \frac{d x_i}{x_i} = \int_{\mathbb{R}^N} f(x) g(x) \prod_{i=1}^{N} \frac{d x_i}{x_i},
\]

(2.39)

where

\[
f(x) := \left(\prod_{i=1}^{N} x_i\right)^{\gamma} e^{-r x_i} \psi_{\alpha}^{\delta_{2N+1}}(x), \quad g(x) := \left(\prod_{i=1}^{N} x_i\right)^{-\gamma} \psi_{\beta}^{\delta_{2N+1}}(x).
\]

By Lemma \[2.15\](ii) since \(\epsilon > \beta_j > 0\) for all \(j\), \(g\) belongs to \(L^2(\mathbb{R}^N_{>0}, \prod_{i=1}^{N} dx_i/x_i)\) and satisfies

\[
\widehat{g}(\varphi) = \prod_{1 \leq i,j \leq N} \frac{\Gamma(\epsilon + \varphi_i + \beta_j) \Gamma(\epsilon + \varphi_i - \beta_j)}{\Gamma(2\epsilon + \varphi_i + \varphi_j)}
\]

for all \(\varphi \in i\mathbb{R}^N\) (recall that \(\Gamma(z) = \Gamma(\bar{z})\)). On the other hand, applying Theorem \[2.5\] in the case where \(\alpha = \beta, \gamma\) is replaced with \(2(\gamma + \epsilon)\) and \(r\) is replaced with \(2r\), we obtain that

\[
\int_{\mathbb{R}^N_{>0}} |f(x)|^2 \prod_{i=1}^{N} \frac{d x_i}{x_i} = \frac{\Gamma_{\alpha, \alpha, 2(\gamma + \epsilon)}}{(2r)^2 \sum_{k=1}^{N}(\alpha_k + \gamma + \epsilon)} \mathbb{E}\left[e^{-2rZ_{2N}}\right] < \infty,
\]

(2.40)

where \(Z_{2N}\) is the point-to-line partition function of the \((\alpha, \alpha, 2(\gamma + \epsilon))\)-log-gamma polymer. This proves that \(f\) also belongs to \(L^2(\mathbb{R}^N_{>0}, \prod_{i=1}^{N} dx_i/x_i)\), so we can apply the \(g|_{N-N}\)
Whittaker-Plancherel theorem to (2.39) and obtain:

\[
\int_{\mathbb{R}^N_{>0}} \left( \prod_{i=1}^{N} x_i \right)^{\gamma} e^{-x_1 \psi_{\alpha}^{0\beta N+1}(x)} \psi_{\beta}^{0\alpha N+1}(x) \prod_{i=1}^{N} \frac{dx_i}{x_i} = \int_{(e+\mathbb{R})^N} \tilde{f}(\phi - \delta) \prod_{1 \leq i, j \leq N} \frac{\Gamma(\phi_i + \beta_j)\Gamma(\phi_i - \beta_j)}{\prod_{1 \leq i < j \leq N} \Gamma(\phi_i + \phi_j)} s_N(\phi) \, d\phi, \tag{2.41}
\]

after the change of variables \( \phi \mapsto \phi - \delta \) (notice that \( s_N(\phi - \delta) = s_N(\phi) \)). To compute \( \tilde{f}(\phi - \delta) \), we first notice that by property (1.59)

\[
\tilde{f}(\phi - \delta) = \int_{\mathbb{R}^N_{>0}} \left( \prod_{i=1}^{N} x_i \right)^{\gamma+\epsilon} e^{-x_1 \psi_{\alpha}^{0\beta N+1}(x)} \psi_{\beta}^{0\alpha N+1}(x) \prod_{i=1}^{N} \frac{dx_i}{x_i} = \int_{\mathbb{R}^N} \left[ e^{-x_1 \psi_{\alpha}^{0\beta N+1}(x) e^{\epsilon}} \left( \prod_{i=1}^{N} x_i \right)^{-\delta} \psi_{\alpha}^{0\beta N+1}(x) \right] \prod_{i=1}^{N} \frac{dx_i}{x_i}.
\]

By Lemma 2.15 since \( \gamma \geq 0, \delta > \alpha_j > 0 \) and \( \Re(\phi_j) = \epsilon \) for all \( j \), the two functions in the square brackets belong to \( L^2(\mathbb{R}^N_{>0}, \prod_{i=1}^{N} dx_i / x_i) \), with \( \Re_N \) Whittaker transforms given by the same lemma. Applying the Whittaker-Plancherel theorem again, we then obtain

\[
\tilde{f}(\phi - \delta) = \int_{(e+\mathbb{R})^N} r^{-\sum_{i=1}^{N} (\lambda_i + \epsilon_i + \gamma)} \prod_{1 \leq i, j \leq N} \frac{\Gamma(\lambda_i + \phi_j + \gamma)\Gamma(\lambda_i + \alpha_j)\Gamma(\lambda_i - \alpha_j)}{\prod_{1 \leq i < j \leq N} \Gamma(\lambda_i + \lambda_j)} s_N(\lambda) \, d\lambda,
\]

after the change of variables \( \lambda \mapsto \lambda - \delta \). Plugging the latter formula into (2.41) and combining with (2.13) concludes the proof of (2.38).

Finally, we are going to show that the integral in (2.38) is absolutely convergent, so that the order of integration with respect to \( \lambda \) and \( \phi \) does not matter. Note first that the integrand has no poles thanks to the choice of \( \delta \) and \( \epsilon \). It is then sufficient to check the integrability as \( |L_i|, |R_i| \to \infty \) for all \( i \) and \( |L_i \pm L_j|, |R_i \pm R_j| \to \infty \) for all \( i, j \), where \( L := \Im(\lambda) \) and \( R := \Im(\phi) \). Using the asymptotics of the gamma function (2.36), we may reduce ourselves to check that

\[
\frac{\prod_{i,j} e^{-\frac{x}{2}|L_i + R_j|} e^{-\pi|L_i|} e^{-\pi|R_i|}}{\prod_{i < j} e^{-\frac{x}{2}|L_i + L_j|} e^{-\frac{x}{2}|R_i + R_j|} \prod_{i \neq j} e^{\frac{x}{2}|L_i - L_j|} e^{\frac{x}{2}|R_i - R_j|}}
\]

is integrable for \( (L, R) \in \mathbb{R}^{2N} \). The latter function equals \( e^{x/2} \) raised to

\[
- \sum_{i,j} \left( |L_i + R_j| + 2|L_i| + 2|R_i| \right) + \sum_{i < j} \left( |L_i + L_j| + |R_i + R_j| \right) + \sum_{i \neq j} \left( |L_i - L_j| + |R_i - R_j| \right) .
\]

(2.42)
2.2. Point-to-line polymers and contour integrals

At this stage, since the above expression is symmetric both w.r.t. the variables \( L_i \)'s and w.r.t. the variables \( R_j \)'s, we may assume that

\[
L_1 \geq L_2 \geq \cdots \geq L_N \quad \text{and} \quad R_1 \leq R_2 \leq \cdots \leq R_N.
\]

This will then allow the bound

\[
\sum_{i \neq j} \left( |L_i - L_j| + |R_i - R_j| \right) = 2 \sum_{i < j} (L_i - L_j + R_j - R_i) = 2 \sum_{i < j} |L_i + R_j - (R_i + L_j)|
\]

\[
= \sum_{i,j} (L_i + R_j - (R_i + L_j)) \leq \sum_{i,j} |L_i + R_j| + \sum_{i,j} |R_i + L_j| = 2 \sum_{i,j} |L_i + R_j|.
\]

Using the latter estimate and the one given in (2.37), we obtain

\[
(2.42) \leq - \sum_{i,j} |L_i + R_j| - 2N \sum_i (|L_i| + |R_i|) + (N - 1) \sum_i (|L_i| + |R_i|) + 2 \sum_{i,j} |L_i + R_j|
\]

\[
= (-2N + N - 1) \sum_i (|L_i| + |R_i|) + \sum_{i,j} |L_i + R_j|
\]

\[
\leq (-N - 1) \sum_i (|L_i| + |R_i|) + N \sum_i |L_i| + N \sum_j |R_j|
\]

\[
= - \sum_i (|L_i| + |R_i|),
\]

hence \( e^{\pi/2} \) raised to (2.42) is integrable for \((L, R) \in \mathbb{R}^{2N}\) as desired.

2.2.2 Point-to-half-line polymer

The proof of the contour integral formula for the Laplace transform of the point-to-half-line partition function is simpler, as it requires to apply the Whittaker-Plancherel theorem only once.

**Theorem 2.17.** The Laplace transform of the point-to-half-line partition function \( Z_{2N}^{\text{half}} \) for the \((\alpha, \beta)\)-log-gamma polymer is given by

\[
E \left[ e^{-rZ_{2N}^{\text{half}}} \right] = \frac{1}{\Gamma_{\alpha, \beta}^{\text{half}}} \int_{(\delta+\mathbb{R})^N} s_N(\lambda) \, d\lambda \, r^{-\sum_{k=1}^{N} (\lambda_k - \alpha_k)} \prod_{1 \leq i, j \leq N} \Gamma(\lambda_i + \alpha_j) \Gamma(\lambda_i - \alpha_j) \Gamma(\lambda_i + \beta_j) \Gamma(\lambda_i + \lambda_j)
\]

\[
(2.43)
\]

for all \( r > 0 \), where \( \Gamma_{\alpha, \beta}^{\text{half}} \) is the constant defined in (2.20), \( s_N(\lambda) \, d\lambda \) is the Sklyanin measure as in (1.58), and \( \delta \) is chosen so that \( \delta > \alpha_j \) for all \( j \).
Proof. Multiplying and dividing the integrand by \((\prod_{i=1}^{N} x_i)^{\delta}\) and using property (1.53), we can write the integral appearing in formula (2.23) as

\[
\int_{\mathbb{R}_{>0}} e^{-r x_1} \Psi_{\alpha}^{0,N+1}(x) \Psi_{\beta}^{0,N}(x) \prod_{i=1}^{N} \frac{dx_i}{x_i} = \int_{\mathbb{R}_{>0}} f(x) g(x) \prod_{i=1}^{N} \frac{dx_i}{x_i},
\]

where

\[
f(x) := e^{-r x_1} \Psi_{\alpha}^{0,N}(x), \quad g(x) := \left( \prod_{i=1}^{N} x_i \right)^{-\delta} \Psi_{\beta}^{0,N+1}(x).
\]

Applying now the isometry of Theorem 1.15 to the \(L^2\)-inner product of \(f\) and \(g\), whose \(gl_N\)-Whittaker transforms have been computed in Lemma 2.15, we obtain:

\[
\int_{\mathbb{R}_{>0}^N} e^{-r x_1} \Psi_{\alpha}^{0,N+1}(x) \Psi_{\beta}^{0,N}(x) \prod_{i=1}^{N} \frac{dx_i}{x_i} = \int_{\mathbb{R}^N} r^{-\frac{N}{2}(\lambda_1 + \beta_1 + \delta)} \prod_{1 \leq i, j \leq N} \frac{\Gamma(\delta + \lambda_i + \alpha_j) \Gamma(\delta + \lambda_i - \alpha_j) \Gamma(\lambda_i + \beta_j + \delta)}{\prod_{1 \leq i \leq j \leq N} \Gamma(2\delta + \lambda_i + \lambda_j)} s_N(\lambda) d\lambda.
\]

Changing variables \(\lambda \mapsto \lambda - \delta\) and combining with (2.23), we obtain (2.43). \(\square\)
Recall from the Introduction that the last passage percolation (LPP) time is defined as

$$\tau := \max_{\pi \in \Pi} \sum_{(i,j) \in \pi} W_{i,j},$$

where $\Pi$ is a given set of nearest neighbor directed paths on a finite lattice $I \subset \mathbb{Z}_{>0}^2$, and $W = \{W_{i,j}: (i, j) \in I\}$ is an array of random waiting times.

In this chapter we study the LPP in the same point-to-line path geometries considered in chapter 2 for the corresponding polymer models. We consider two different distributions on the waiting times: geometric in section 3.1 and exponential in section 3.2. Via the RSK correspondence we show that these models are exactly solvable, by expressing the distribution function of the LPP time in terms of (discrete or continuous, standard or symplectic) Schur functions. Finally, in section 3.3 we study the scaling limit of the point-to-line and point-to-half-line exponential models.

The connection between geometric point-to-point LPP, RSK correspondence and Schur functions goes back to Johansson [Joh00] and Baik-Rains [BR01a]. In the cited article, Johansson also proved that the point-to-point LPP with i.i.d. geometric waiting times converges, under appropriate rescaling, to the GUE Tracy-Widom distribution. We then start by illustrating the point-to-point case, which will be a useful source of inspiration and term of comparison for our point-to-line models (as it was for the polymer models, see beginning of chapter 2). Let $\tau_{n,n}$ be the point-to-point LPP associated with the set of directed paths starting at $(1, 1)$ and ending at $(n, n)$. Assume that the waiting times $W = \{W_{i,j}: 1 \leq i, j \leq n\}$ are non-negative integer-valued random variables. Then, by Proposition 1.2, the RSK correspondence will map $W$ to a pair $(Z, Z')$ of $\mathbb{Z}_{>0}$-Gelfand-Tsetlin patterns with the same shape $\lambda$. Since $\tau_{n,n}$ coincides with the first part $\lambda_1$ of the
partition $\lambda$ by property (i) of the same proposition, we have that

$$P(\tau_{n,n} \leq u) = \sum_{\lambda_1 \leq u} P(\text{sh}(Z) = \text{sh}(Z') = \lambda)$$

(3.1)

for $u \in \mathbb{Z}_{\geq 0}$. Assume now that the waiting times are independent and $W_{i,j} \sim \text{Geom}(q_i p_j)$ for all $i,j$, where $q = (q_1, \ldots, q_n)$ and $p = (p_1, \ldots, p_n)$ are sets of parameters in $(0,1)^n$. Namely, the joint distribution of the matrix $W$ is given by

$$P(W = w) = \prod_{i,j=1}^{n} (1 - q_i p_j) (q_i p_j)^{w_{i,j}} = \prod_{i,j=1}^{n} (1 - q_i p_j) \left( \prod_{i=1}^{n} q_i^{\sum_{j=1}^{n} w_{i,j}} \right) \left( \prod_{j=1}^{n} p_j^{\sum_{i=1}^{n} w_{i,j}} \right)$$

for all $w \in \mathbb{Z}_{\geq 0}^{n \times n}$. By property (ii) of Proposition 1.2, the distribution that $W$ induces on the common shape of $Z'$ and $Z$ writes as

$$P(\text{sh}(Z') = \text{sh}(Z) = \lambda) = \sum_{z, z' \in \text{GrT}_{\lambda}^n} P(Z' = z', Z = z)$$

$$= \prod_{i,j=1}^{n} (1 - q_i p_j) \left( \sum_{z' \in \text{GrT}_{\lambda}^n} \prod_{i=1}^{n} q_i^{\text{Type}(z')_i} \right) \left( \sum_{z \in \text{GrT}_{\lambda}^n} \prod_{j=1}^{n} p_j^{\text{Type}(z)_j} \right)$$

$$= \prod_{i,j=1}^{n} (1 - q_i p_j) s_{\lambda}(q) s_{\lambda}(p),$$

where $s_{\lambda}$ is the Schur polynomial defined in (1.7). It follows from (3.1) that

$$P(\tau_{n,n} \leq u) = \prod_{i,j=1}^{n} (1 - q_i p_j) \sum_{\lambda_1 \leq u} s_{\lambda}(q) s_{\lambda}(p),$$

(3.2)

where the sum is over all integer partition $\lambda$ of length at most $n$ and first part at most $u$. Notice that (3.2) provides a (probabilistic) proof of the Cauchy-Littlewood identity (1.37): it suffices to take the limit $u \to \infty$ and observe that the left-hand side tends to 1. A formula such as (3.2) is useful because, due to the determinantal structure of Schur functions, it can be turned into a Fredholm determinant amenable to asymptotic analysis.

### 3.1 Geometric last passage percolation

In section 2.1 we used the gRSK correspondence to express the distribution of polymer partition functions in terms of Whittaker functions. Here we carry out an analogous task at a zero temperature level: namely, we use the RSK correspondence to express the distri-
tribution of LPP times in terms of Schur functions. As in this section we work with geometric waiting times, the resulting formulas are discrete, in the sense that they involve sums of discrete Schur functions. Conversely, in the next section we will work with exponential waiting times, hence our formulas will involve integrals of continuous Schur functions.

3.1.1 **Point-to-line geometric model**

The *point-to-line LPP* is defined as

\[
\tau_N := \max_{\pi \in \Pi_N} \sum_{(i,j) \in \pi} W_{i,j},
\]

where \(\Pi_N\) is the usual set of point-to-line directed paths, and \(W\) is a random array indexed by the lattice \(\mathcal{I}_N\) defined in (2.6) – see Figure 1A. Notice that the point-to-line LPP at time \(N\) can be written as a maximum of point-to-point LPPs with endpoint on the line \(\{m+n = N+1\}\):

\[
\tau_N = \max_{m+n=N+1} \tau_{m,n}.
\]

We will show in Theorem 3.2 that, when the waiting times are geometrically distributed with the special parametrization of Definition 3.1, the CDF of \(\tau_{2N}\) can be expressed as a sum of two symplectic Schur functions. *Mutatis mutandis*, the argument is similar to the one used in positive temperature, see Lemma 2.4 and Theorem 2.5. Namely, we use the RSK bijection and its properties, next we apply a further change of variables that reverses the arrows in Figure 6A (in this context, it means that the inequalities that the RSK output satisfies are reversed). The resulting array can be seen as a gluing of a pair of symplectic Gelfand-Tsetlin patterns with common shape (being the main diagonal of the array), which in turn generate the symplectic Schur functions.

**Definition 3.1.** Let \(N \in \mathbb{Z}_{>0}, q, p \in (0,1)^N\). We define the \((q,p)\)-geometric measure on the lattice \(\mathcal{I}_{2N}\) to be the law of an array \(W_{i,j} : (i,j) \in \mathcal{I}_{2N}\) of independent random variables such that:

\[
W_{i,j} \sim \begin{cases} 
\text{Geom}(q_i p_j) & 1 \leq i, j \leq N, \\
\text{Geom}(q_i q_{2N-j+1}) & 1 \leq i \leq N, \ N < j \leq 2N - i + 1, \\
\text{Geom}(p_{2N-i+1} p_j) & 1 \leq j \leq N, \ N < i \leq 2N - j + 1.
\end{cases}
\]

**Theorem 3.2.** The distribution of the point-to-line \((q,p)\)-geometric LPP is given by

\[
P(\tau_{2N} \leq u) = \left(\prod_{k=1}^{N} q_k p_k\right)^u \sum_{\lambda} sp_{\lambda}(q) sp_{\lambda}(p),
\]

where \(sp_{\lambda}\) is the Schur function of \(\lambda\).
where \( u \in \mathbb{Z}_{\geq 0} \), the sum is over all integer partition \( \lambda \) of length at most \( N \) and first part at most \( u \), and the normalization constant is

\[
c_q,p := \prod_{1 \leq i,j \leq N} \frac{1}{1 - q_i p_j} \prod_{1 \leq i,j \leq N} \frac{1}{(1 - q_i q_j)(1 - p_i p_j)}.
\]

(3.7)

Proof: If \( W = \{W_{i,j} : (i,j) \in I_{2N}\} \) is distributed according to the \((q,p)\)-geometric measure, then

\[
P(W = w) = \frac{1}{c_q,p} \prod_{i=1}^{N} q_i^{\sum_{j=1}^{N-i+1} w_{i,j}} p_i^{\sum_{j=1}^{N-i+1} \sum_{t=1}^{N-2j+1} w_{i,j}}
\]

for \( w \in \mathbb{Z}_{\geq 0}^{I_{2N}} \). By Proposition 1.5, RSK can be seen as a bijection between arrays indexed by \( I_{2N} \) with non-negative integer entries, such that the output array satisfies the ordering (1.30). By property (ii) of that proposition, the distribution that \( W \) induces on its RSK image \( T \) is then given by

\[
P(T = t) = \frac{1}{c_q,p} \prod_{i=1}^{N} q_i^{\sum_{j=1}^{N-i+1} w_{i,j}} p_i^{\sum_{j=1}^{N-i+1} \sum_{t=1}^{N-2j+1} w_{i,j}}
\]

\[
\times \prod_{j=1}^{N} p_j^{\sigma_{2N-2j+1}(t) - \sigma_{2N-2j+2}(t) - \sigma_{2N-2j+1}(t) - \sigma_{2N-2j+2}(t)} q_j^{\sigma_{2N-2j+1}(t) - \sigma_{2N-2j+2}(t) - \sigma_{2N-2j+1}(t) - \sigma_{2N-2j+2}(t)}
\]

where \( \sigma_k(t) \) denotes the sum of the \( k \)-th diagonal of \( t \) as in (1.25). By equation (3.4) and properties (i) and (iii) of Proposition 1.5, our CDF is given by

\[
P( \tau_{2N} \leq u) = P\left( \tau_{m,n} \leq u : m + n = 2N + 1 \right) = P\left( T_{i,j} \leq u : (i,j) \in I_{2N} \right)
\]

and can be obtained by summing up \( P(T = t) \) over all \( t \in \mathbb{Z}_{\geq 0}^{I_{2N}} \) satisfying the ordering (1.30) and the additional condition that \( t_{i,j} \leq u \) for all \((i,j) \in I_{2N}\).

Let us now change variables, by setting \( z_{i,j} := u - t_{2N+j-i,j} \) and \( z'_{i,j} := u - t_{i,j} \) for all \( 1 \leq i \leq 2N \) and \( 1 \leq j \leq \lfloor i/2 \rfloor \). Notice that the variables \( z_{i,j} \)'s and \( z'_{i,j} \)'s are bounded between 0 and \( u \), as all \( t_{i,j} \)'s are. The arrays \( z \) and \( z' \) just defined turn thus out to be symplectic Gelfand-Tsetlin patterns of height \( 2N \) with a certain common shape \( \lambda = u - (t_{1,1}, \ldots, t_{N,N}) \), such that \( \lambda_1 \) (and therefore all their entries) are not greater than \( u \). One may better visualize this by looking at Figure 6A, all the arrows are reversed, because the minus sign in the change of variables amounts to reversing all the inequalities; the lower triangular part and the upper triangular part of the array correspond to \( z \) and \( z' \) respectively, and the main diagonal turns into the common shape \( \lambda \). Denoting by \( |z| := \)
The latter two equalities follow from the definitions of type \((1.40)\) and symplectic Schur function \((1.41)\). Recalling from subsection \(1.2.2\) that symplectic Schur functions are invariant under multiplicative inversion of their arguments, we obtain \((3.6)\). \(\square\)

We now make a comparison with the point-to-point LPP model with symmetry about the antidiagonal, as it turns out to be intimately connected to the point-to-line model. Let us denote by \(\tau_{n,n}^{\text{sym}}\) the point-to-point LPP from \((1, 1)\) to \((n, n)\) with waiting times symmetric about the antidiagonal, i.e. \(W_{i,j} = W_{n-j+1, n-i+1}\) for \(1 \leq i, j \leq n\). Because of the symmetry constraint, at least one of the maximal paths from \((1, 1)\) to \((n, n)\) is symmetric about the antidiagonal; the waiting times collected along such a path will be all counted twice (once above and once below the antidiagonal), except the one on the antidiagonal itself. It easily follows that the \(\square\)-symmetric LPP with doubled weights on the antidiagonal coincides with twice the point-to-line LPP, i.e. \(\tau_{n,n}^{\text{sym}} = 2\tau_n\).

Baik-Rains \([BR01a]\) and Forrester-Rains \([FR07]\) studied the distribution of the geometric point-to-point LPP where the matrix of waiting times is subject to certain symmetries, using the classical RSK acting on nonnegative integer matrices. They proved in particular that, if the waiting times \(W_{i,j}: i + j \leq n + 1\) on and above the antidiagonal are independent and

\[
W_{i,j} \sim \begin{cases} 
\text{Geom}(r_i r_{n-j+1}) & \text{if } i + j < n + 1, \\
2 \cdot \text{Geom}(r_i^2) & \text{if } i + j = n + 1
\end{cases}
\]

\(^1\)By maximal path we mean any of the allowed paths that maximizes the passage time. Notice that such a path does not need to be unique.
for a set of parameters \( r := (r_1, \ldots, r_n) \in (0, 1)^n \), then
\[
P \left( \tau_{n,n}^{\text{sym}} \leq 2u \right) = \prod_{1 \leq i \leq j \leq n} (1 - r_i r_j) \sum_{\lambda_1 \leq u} s_{2\lambda}(r)
\]
(3.8)

for all nonnegative integer \( u \), being \( 2\lambda = (2\lambda_1, \ldots, 2\lambda_n) \) any partition with even parts. Thanks to the connection between \( \tau_{n,n}^{\text{sym}} \) and \( \tau_n \) outlined above, the above also equals the distribution function \( P(\tau_n \leq u) \) of the point-to-line LPP \( \tau_n \) with independent waiting times distributed as \( W_{i,j} \sim \text{Geom}(r_i r_{n-i+1}) \) for \( i + j \leq n + 1 \). If we then take \( n = 2N \) to be even and replace \( r_1, \ldots, r_{2N} \) with \( q_1, \ldots, q_N, p_N, \ldots, p_1 \), the distribution on the waiting times coincides with the \((q,p)\)-geometric measure. We thus find another formula for the point-to-line \((q,p)\)-geometric LPP:
\[
P \left( \tau_{2N} \leq u \right) = \frac{1}{c_{q,p}} \sum_{\lambda_1 \leq u} s_{2\lambda}(q_1, \ldots, q_N, p_N, \ldots, p_1),
\]
(3.9)

where \( c_{q,p} \) is defined in (3.7). Our (3.6) involves a sum of the product between two symplectic Schur functions, while Baik-Rains’s (3.9) shows a sum of one standard Schur function parametrized by even partitions: these formulas are essentially different, but still equivalent. In particular, comparing them and recalling that Schur functions are symmetric in their variables, we deduce that
\[
\sum_{\lambda_1 \leq u} s_{2\lambda}(q_1, \ldots, q_N, p_1, \ldots, p_N) = \left( \prod_{k=1}^{N} q_k p_k \right)^u \sum_{\lambda_1 \leq u} sp_{\lambda}(q_1, \ldots, q_N)sp_{\lambda}(p_1, \ldots, p_N).
\]
(3.10)

There are direct combinatorial/algebraic proofs of this nontrivial identity, which will be the subject of future work.

### 3.1.2 Point-to-half-line geometric model

The point-to-half-line LPP is defined as
\[
t_N^{\text{half}} := \max_{\pi \in \Pi_N^{\text{half}}} \sum_{(i,j) \in \pi} W_{i,j},
\]
(3.11)

where \( \Pi_N^{\text{half}} \) is the usual set of point-to-half-line directed paths, and \( W \) is a random array indexed by the lattice \( I_N^{\text{half}} \) defined in (2.16) – see Figure 1. Notice that the point-to-half-line LPP at time \( N \) can be written as a maximum of point-to-point LPPs with endpoint on
the half-line \([m+n = N+1, \ m \leq n]\):

\[
\tau_{\text{half}}^t = \max_{m+n=N+1 \atop m \leq n} \tau_{m,n}. \tag{3.12}
\]

If the waiting times are distributed according to the \((q, p)\)-geometric measure as in Definition 3.1 (restricted to the lattice \(x_{2N}^\text{half}\)), the CDF of \(\tau_{\text{half}}^t\) is given by a sum of the product between a symplectic and a standard Schur function:

**Theorem 3.3.** The distribution of the point-to-half-line \((q, p)\)-geometric LPP is given by

\[
P\left(\tau_{2N}^t \leq u\right) = \left(\prod_{k=1}^N q_k p_k\right)^u c_{q,p}^\text{half} \sum_{\lambda_1 \leq u} \sigma_\lambda(q_1, \ldots, q_N)s_\lambda(p_1^{-1}, \ldots, p_N^{-1}), \tag{3.13}
\]

where \(u \in \mathbb{Z}_{\geq 0}\) and the normalization constant is

\[
c_{q,p}^\text{half} := \prod_{1 \leq i,j \leq N} \frac{1}{1 - q_i p_j} \prod_{1 \leq i \leq j \leq N} \frac{1}{1 - q_i q_j}. \tag{3.14}
\]

**Proof.** The proof is again based on Proposition 1.5 and follows the same steps as in Theorem 3.2, so we only sketch it. Let \(W = \{W_{i,j}; (i,j) \in x_{2N}^\text{half}\}\) be distributed according to the \((q, p)\)-geometric measure, i.e.

\[
P(W = w) = \frac{1}{c_{q,p}^\text{half}} \prod_{i=1}^N q_i^{\sum_{i'=1}^{N-i+1} w_{i,i'}} \prod_{j=1}^N p_j^{\sum_{j'=1}^{N-j+1} w_{j,j'}}.
\]

for \(w \in \mathbb{Z}_{\geq 0}^{x_{2N}^\text{half}}\). The distribution that \(W\) induces on its RSK image \(T\) is then given by

\[
P(T = t) = \frac{1}{c_{q,p}^\text{half}} \prod_{i=1}^N q_i^{\sigma_{2N-2i+1}(t) - \sigma_{2N-2i+2}(t)} \prod_{j=1}^N p_j^{\sigma_{N-j+1}(t) - \sigma_{N-j+2}(t)} q_j^{\sigma_{N-2j+1}(t) - \sigma_{N-2j+2}(t)}. \tag{3.15}
\]

We can obtain \(P(\tau_{2N}^t \leq u)\) by summing up the probabilities computed above over all \(t \in \mathbb{Z}_{\geq 0}^{x_{2N}^\text{half}}\) satisfying the ordering (3.3) and the additional condition that \(t_{i,j} \leq u\) for all \((i,j) \in x_{2N}^\text{half}\). Let us now change variables, by setting \(z_{i,j}' := u - t_{i,2N+j-i}\) for all \(1 \leq i \leq 2N, \ 1 \leq j \leq [i/2]\), and \(z_{i,j} := u - t_{N+i-j}\) for all \(1 \leq j \leq i \leq N\). Thanks to the inequalities that the \(t_{i,j}'\)’s satisfy, the arrays \(z'\) and \(z\) just defined are Gelfand-Tsetlin patterns (symplectic and standard respectively) with common shape \(\lambda = u - (t_{1,1}, \ldots, t_{N,N})\), such that \(\lambda_1 \leq u\).
We then obtain:

\[
\frac{1}{2h} \cdot \mathbb{P}(\tau_{2N}^{\text{half}} \leq u) = \left( \prod_{k=1}^{N} q_k p_k \right)^u \sum_{\lambda_1 \leq u} \prod_{k \in \mathbb{N}} q_k^{-\text{Type}(\lambda)} \sum_{z \in G_{\lambda,N}} \prod_{k=1}^{N} p_k^{-\text{Type}(z)}.
\]

The claim follows from the fact that symplectic Schur functions are invariant under multiplicative inversion of their arguments.

### 3.1.3 Restricted point-to-line geometric model

The restricted point-to-line LPP is defined as

\[
\tau_{\text{res}}^N := \max_{\pi \in \Pi_{\text{res}}^N} \sum_{(i,j) \in \pi} W_{i,j},
\]

where \( \Pi_{\text{res}}^N \) is the usual set of point-to-line directed paths restricted to stay in a half-plane, and \( W \) is a random array indexed by the lattice \( I_{\text{res}}^N \) defined in (2.25) - see Figure 1c. Notice that the restricted point-to-line LPP at time \( N \) can be written as a maximum of restricted point-to-point LPPs with endpoint on the half-line \( \{m + n = N + 1, \ m \leq n\} \):

\[
\tau_{\text{res}}^m_n = \max_{m+n=N+1} \tau_{\text{res}}^m_n.
\]

The point-to-line restricted LPP model is perfectly equivalent to the corresponding symmetric model. Namely, \( \tau_{\text{res}}^N = \tau_{\text{sym}}^N \), where \( \tau_{\text{sym}}^N \) is the (usual, i.e. non-restricted) point-to-line LPP on the lattice \( I_N \) with the same waiting times as \( \tau_{\text{res}}^N \) on and above the main diagonal and symmetric waiting times below the diagonal (so that \( W_{i,j} = W_{j,i} \) for all \( (i,j) \in I_N \)). Similarly, the point-to-point restricted LPP model is perfectly equivalent to the corresponding symmetric model, i.e. \( \tau_{\text{res}}^m_n = \tau_{\text{sym}}^m_n \). Via this symmetrization argument, we will show that, for a certain parametrization of the geometrically distributed environment, \( \tau_{2N}^{\text{res}} \) can be essentially expressed as a sum over partitions of one symplectic Schur function indexed by that partition.

\[^1\]Notice that, in zero temperature as opposed to the positive temperature setting (see subsection 2.1.3), no modification of the weights on the diagonal nor multiplicative constants are required to pass from the restricted to the symmetric model.
Definition 3.4. Let $N \in \mathbb{Z}_{>0}$ and $q \in (0,1)^N$. We define the restricted $q$-geometric measure on the lattice $I_{2N}^\text{res}$ to be the law of an array $\{W_{i,j} : (i,j) \in I_{2N}^\text{res}\}$ of independent random variables such that:

$$W_{i,j} \sim \begin{cases} 
\text{Geom}(q_i) & 1 \leq i = j \leq N, \\
\text{Geom}(q_iq_j) & 1 \leq i < j \leq N, \\
\text{Geom}(q_iq_{2N-j+1}) & 1 \leq i \leq N, \quad N < j \leq 2N - i + 1. 
\end{cases} \quad (3.17)$$

Theorem 3.5. The distribution of the restricted point-to-line $q$-geometric LPP is given by

$$P(r_{2N}^\text{res} \leq u) \equiv \left(\prod_{k=1}^{N} q_k\right)^u \sum_{A \subseteq \mathbb{N}} \text{sp}_A(q_1, \ldots, q_N), \quad (3.18)$$

where $u \in \mathbb{Z}_{\geq 0}$ and the normalization constant is

$$c_q^\text{res} := \prod_{1 \leq i \leq N} \frac{1}{1 - q_i} \prod_{1 \leq i < j \leq N} \frac{1}{1 - q_iq_j} \prod_{1 \leq i \leq j \leq N} \frac{1}{1 - q_iq_j} \quad (3.19)$$

Proof. Since the restricted and symmetric LPP models are perfectly equivalent, we can work with the symmetric model and compute the CDF of $r_{2N}^\text{sym}$ instead of $r_{2N}^\text{res}$. The distribution of the symmetric array of waiting times $W$ is given by

$$P(W = w) = \frac{1}{c_q^\text{res}} \prod_{i=1}^{N} w_{i\downarrow} \prod_{j=1}^{N} q_j \sum_{j=1}^{\lfloor 2N-i+1 \rfloor} w_j \sum_{i=1}^{\lfloor 2N-j+1 \rfloor} q_j \sum_{j=1}^{\lfloor 2N-i+1 \rfloor} w_j \sum_{i=1}^{\lfloor 2N-j+1 \rfloor} q_j$$

for all symmetric $w \in \mathbb{Z}_{\geq 0}^{2N}$. By Proposition 1.5 and 1.6, $W$ induces on its RSK image $T$ the distribution

$$P(T = t) = \frac{1}{c_q^\text{res}} \prod_{i=1}^{N} q_i^{\sigma_{2N-2i+1}(t) - \sigma_{2N-2i+2}(t)} \prod_{j=1}^{N} q_j^{\sigma_{2N-2j+1}(t) - \sigma_{2N-2j+2}(t)}$$

for all symmetric $t \in \mathbb{Z}_{\geq 0}^{2N}$. The rest of the proof proceeds as in Theorem 3.2, the only difference is that, after the change of variables, we can identify one symplectic Gelfand-Tsetlin pattern (instead of two glued together), which generates a single symplectic Schur function.

In the final discussion of subsection 3.1.1 we compared Baik-Rains’s formula for a
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- symmetrized point-to-point LPP model with our point-to-line formula. We address a similar task here, comparing the point-to-point LPP model with symmetry about both the antidiagonal and the diagonal with the intimately connected restricted point-to-line model. Let us denote by \( \tau_{2N,2N}^{\text{sym}} \) the point-to-point LPP from \((1,1)\) to \((2N,2N)\) with waiting times symmetric about both the antidiagonal \(\{i+j=2N+1\}\) and the diagonal \(\{i=j\}\). Reasoning similarly as in subsection 3.1.1, one can see that the \(\tau_{2N,2N}^{\text{sym}}\) coincides with twice the restricted/symmetric point-to-line LPP, i.e. \(\tau_{2N,2N}^{\text{sym}} = 2\tau_{2N,2N}^{\text{res}}\).

Using the classical RSK acting on a doubly symmetric matrix, Baik-Rains [BR01a] and Forrester-Rains [FR07] studied the \(\tau_{2N,2N}^{\text{sym}}\) with geometric waiting times. The connection between \(\tau_{2N,2N}^{\text{sym}}\) and \(\tau_{2N,2N}^{\text{res}}\) stated above permits rephrasing their result in terms of the restricted point-to-line LPP in the \(q\)-geometric environment (see Definition 3.4):

\[
P(\tau_{2N}^{\text{res}} \leq u) = \frac{1}{c_{q}^{\text{res}}} \sum_{\lambda_1 \leq u} s_{\lambda}(q_1, \ldots, q_N)s_{\lambda}(q_1, \ldots, q_N, 1) \quad (3.20)
\]

for all nonnegative integer \(u\), where \(c_{q}^{\text{res}}\) is the same constant as in (3.19). Comparing our formula (3.18), which involves one symplectic Schur function, with (3.20), which involves two standard Schur functions, we deduce the identity

\[
\sum_{\lambda_1 \leq u} s_{\lambda}(q_1, \ldots, q_N)s_{\lambda}(q_1, \ldots, q_N, 1) = \left( \prod_{k=1}^{N} q_k \right)^u \sum_{\lambda_1 \leq u} \text{sp}_{\lambda}(q_1, \ldots, q_N). \quad (3.21)
\]

Again, it is possible to prove the latter identity via combinatorial/algebraic methods, without resorting to indirect arguments based on lattice path probabilistic models. We plan to address this aspect in future work.

3.2 Exponential last passage percolation

In this section we analyze the same three LPP models as in section 3.1 but considering exponential distribution on the waiting times instead of geometric. As mentioned in the Introduction, the exponential LPP models are the most closely related to the totally asymmetric simple exclusion process (TASEP); we now see explicitly how. Recall that TASEP is a continuous time Markov process with state space \(\{0,1\}^Z\), interpreted as an interacting particle system. Each \(\eta \in \{0,1\}^Z\) can be viewed as a configuration of particles and holes on the integer line: site \(i \in Z\) is either occupied or empty according to whether \(\eta(i) = 1\) or \(\eta(i) = 0\). The dynamics works as follows: each particle independently, after a mean one exponential time, jumps to the site immediately to the right, provided that the latter
site is vacant. Given an enumeration \( \{p_i\}_{i \in \mathbb{I}} \) of the particles, we denote by \( W_{i,j} \) the time that particle \( p_i \) needs to wait to perform its \( j \)-th jump, once the site to its right becomes vacant. Let also \( T_{i,j} \) be the time when particle \( p_i \) performs its \( j \)-th jump starting from the initial configuration, and set for convenience \( T_{i,j} = 0 \) if \( i \notin \mathbb{I} \) or \( j < 1 \). The \( \{W_{i,j}\}_{i \in \mathbb{I}, j \geq 1} \) are i.i.d. mean one exponentially distributed variables, whereas the \( \{T_{i,j}\}_{i \in \mathbb{I}, j \geq 1} \) can be expressed as (deterministic) functionals of the \( \{W_{i,j}\} \)'s that depend on the initial conditions. Such functionals can be defined via lattice paths and link the TASEP with a given initial condition to the LPP model with a corresponding path geometry. More precisely, certain \( T_{i,j} \)'s turn out to coincide with last passage times in an environment \( \{W_{i,j}\} \) of mean one exponential waiting times, defined by just relabeling the \( \{W_{i,j}\} \)'s. In the following we will state these analogies between the two models for the basic point-to-point case and for the three path geometries we are concerned with. We will give recurrence relations for the \( T_{i,j} \)'s: solving these leads to closed expressions that, after relabeling the environment, coincide with the LPP definitions. We will not go into the details of the relabeling; one may convince oneself of the equivalence between the models by solving the first few recurrence relations. We consider the following (deterministic) initial configurations for the TASEP:

(i) *Step initial configuration*: \( \eta = \mathbb{1}_{\mathbb{Z}_{<0}} \). Let us enumerate the particles by saying that \( p_i \) is the particle that starts from \(-i\), for all \( i > 0 \). Before particle \( p_i \) is "ready" to perform its \( j \)-th jump, with the site to its right empty, one needs to wait for \( p_i \) to perform the previous \( j - 1 \) jumps and for the next particle to the right \( p_{i-1} \) to perform \( j \) jumps. This implies the recurrence relation

\[
T_{i,j} = \max(T_{i,j-1}, T_{i-1,j}) + W_{i,j},
\]

(3.22)

where the base cases are given by the convention that \( T_{i,j} = 0 \) for \( i = 0 \) or \( j = 0 \). For example, \( T_{2,2} = W_{1,1} + \max(W_{2,1}, W_{1,2}) + W_{2,2} \). The variable \( T_{i,j} \) coincides with a **point-to-point** LPP time from \((1,1)\) to \((i,j)\).

(ii) *Alternating initial configuration*: \( \eta = \mathbb{1}_{\mathbb{Z}^+} \). Let \( p_i \) be the particle that starts at site \(-2i\) for all \( i \in \mathbb{Z} \). In this situation, in order for a particle to be able to perform \( j \) jumps, the next one to the right needs to perform \( j - 1 \) jumps only. Recursive relation (3.22) is thus modified accordingly:

\[
T_{i,j} = \max(T_{i,j-1}, T_{i-1,j-1}) + W_{i,j},
\]

(3.23)

with base cases given by the convention that \( T_{i,0} = 0 \) for all \( i \in \mathbb{Z} \). For example, \( T_{1,2} = \max(W_{1,1}, W_{0,1}) + W_{1,2} \). The time \( T_{N,2N} \) that particle \( p_N \) takes to reach the
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origin coincides with a point-to-line LPP from \((1, 1)\) to the line \(\{m + n = 2N + 1\}\).

(iii) **Half-alternating initial configuration**: \(\eta = 1_{\mathbb{Z}_{\leq 0}}\). Let \(p_i\) be the particle that starts at site \(-2i\) for all \(i > 0\). The recurrence relation is still given by (3.23), but only for \(i > 1\), with the convention that \(T_{i,j} = 0\) for \(i = 0\) or \(j = 0\). For example, \(T_{2,3} = \max(W_{2,2} + W_{1,1}, W_{2,2} + W_{1,2} + W_{1,1}) + W_{2,3}\). The time \(T_{N,2N}\) that particle \(p_N\) takes to reach the origin is now a point-to-half-line LPP from \((1, 1)\) to the half-line \(\{m + n = 2N + 1, m \leq n\}\).

(iv) **Half-alternating initial configuration with absorbing site**. We consider the same initial configuration \(\eta = 1_{\mathbb{Z}_{\leq 0}}\) (and enumeration of particles) as in the previous case, but with a slightly modified dynamics: we assume there is a “black hole” or “absorbing site” at the origin, so that, when a particle jumps from \(-1\) to 0, it simply disappears.

The recurrence relation is again given by (3.23) for \(i > 1\), now with the convention that \(T_{i,j} = 0\) for \(i = 0\) or \(j = 2i + 1\). For example, \(T_{2,4} = \max(W_{2,2} + W_{1,1}, W_{2,2} + W_{1,2} + W_{1,1}) + W_{2,3} + W_{2,4}\). The time \(T_{N,2N}\) that particle \(p_N\) takes to be absorbed at the origin is now a restricted point-to-half-line LPP from \((1, 1)\) to the half-line \(\{m + n = 2N + 1, m \leq n\}\).

After this digression about TASEP, let us now come to our analysis of the exponential LPP models. We will see that, replacing the geometric distribution of section (3.1) with the exponential distribution, our formulas will involve integrals of continuous Schur functions instead of sums of (discrete) Schur functions. At this stage, we have three alternative ways to study the exponential models:

(i) **Via zero temperature limit** from the results obtained for the log-gamma polymer. Under this scaling, the inverse-gamma distribution converges to the exponential distribution and the integrals of Whittaker functions that appear in the log-gamma polymer case (see section 2.1) converge to integrals of continuous Schur functions.

(ii) **Directly via RSK**, as we did for geometric LPP in section 3.1. Just notice that the continuous setting requires to also use the volume preserving property of RSK (property (iv) of Proposition 1.5), which is not necessary in the discrete setting.

(iii) **Via exponential limit** from the results obtained in geometric environment. Under this scaling, the geometric distribution converges to the exponential distribution and the sums of discrete Schur functions that appear in the geometric case (see section 3.1) converge, via Riemann sum approximation, to integrals of continuous Schur func-

---

† Equivalently, this is the time that particle \(p_N\) (or, by translation invariance of the model, any other particle) takes to perform \(2N\) jumps.
Any of these methods can be used for any path geometry, so we will use a different method for each of our three models.

In this section we will also go one step further by turning each Schur functions’ formula into a determinantal or Pfaffian formula. This is motivated by the fact that in section 3.3 we will carry out asymptotics of the point-to-line and point-to-half-line exponential LPP models. To obtain such determinantal and Pfaffian formulas we will use the determinantal structure of (continuous) Schur functions along with the following two identities:

- **Cauchy-Binet identity** (whose integral formulation is due to Andréief [And86]): if \( \nu \) is a Borel measure on \( \mathbb{R} \) and \( f_j, g_j \in L^2(\mathbb{R}, \nu) \) for all \( 1 \leq j \leq N \), then
  \[
  \frac{1}{N!} \int_{\mathbb{R}^N} \det \left( f_j(x_i) \right)_{1 \leq i, j \leq N} \det \left( g_j(x_i) \right)_{1 \leq i, j \leq N} \prod_{i=1}^{N} \nu(dx_i) = \det \left( A^{(N)} \right),
  \]
  where \( A^{(N)} \) is the \( N \times N \) matrix given by
  \[
  A^{(N)}(i, j) = \int_{\mathbb{R}} f_j(x) g_j(x) \nu(dx).
  \]

- **de Bruijn identity** [Bru53]: if \( \nu \) is a Borel measure on \( \mathbb{R} \) and \( \phi_j \in L^2(\mathbb{R}, \nu) \) for all \( 1 \leq j \leq N \), then
  \[
  \int_{\{x_1 \leq \ldots \leq x_N\}} \det \left( \phi_j(x_i) \right)_{1 \leq i, j \leq N} \prod_{i=1}^{N} \nu(dx_i) = \text{Pf} \left( \Phi^{(N)} \right),
  \]
  where \( \Phi^{(N)} \) is a skew-symmetric matrix of order \( N \) or \( N + 1 \), according to whether \( N \) is even or odd respectively, and is defined by
  \[
  \Phi^{(N)}(i, j) := \begin{cases} 
  \int_{\mathbb{R}^2} \text{sgn}(y-x) \phi_i(x) \phi_j(y) \nu(dx) \nu(dy) & 1 \leq i, j \leq N, \\
  \int_{\mathbb{R}} \phi_i(x) \nu(dx) & 1 \leq i \leq N, \ j = N + 1; \ N \text{ odd}.
  \end{cases}
  \]

### 3.2.1 Point-to-line exponential model

In this section we will express the law of the point-to-line exponential LPP \( \tau_{2N} \) via zero temperature limit from the corresponding log-gamma polymer model. Under this limit, since orthogonal Whittaker functions scale to continuous symplectic Schur functions (see...
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Proposition 1.18, we will obtain from (2.13) an integral of two such Schur functions. Before deriving the CDF of $r_{2N}$ via this rather indirect method, we show how to compute it directly in the simplest example.

**Example 3.6.** Let us compute the CDF of $r_2 = W_{1,1} + \max\left(W_{1,2}, W_{2,1}\right)$, where $W_{i,j}$'s are all independent and Exp(2γ). It can be easily checked that $\max\left(W_{1,2}, W_{2,1}\right) \overset{d}{=} W_{1,2} + \frac{W_{2,1}}{2}$, so that

$$r_2 \overset{d}{=} W_{1,1} + W_{1,2} + \frac{W_{2,1}}{2}.$$  

Since $W_{1,1} + W_{1,2} \sim \Gamma(2, 2\gamma)$ and $\frac{W_{2,1}}{2} \sim \text{Exp}(4\gamma)$ and they are independent, the density $f_{r_2}$ of $r_2$ is given by the convolution of these two distributions:

$$f_{r_2}(x) = \int_{\mathbb{R}} f_{W_{1,2}}(y) f_{W_{2,1}}(x-y) \, dy$$

$$= \int_{\mathbb{R}} 4ye^{-4\gamma(x-y)} \frac{(2\gamma)^2}{\Gamma(2)} ye^{-2\gamma y} \text{1}_{\{y \geq 0\}} \, dy$$

$$= 1 \left(8y^2xe^{-2\gamma x} - 4ye^{-2\gamma y} + 4ye^{-4\gamma y}\right).$$

Integrating $f_{r_2}$ from $-\infty$ to $u > 0$, we obtain

$$\mathbb{P}(r_2 \leq u) = 1 - 4ye^{-2\gamma u} - e^{-4\gamma u}. \quad (3.26)$$

Let us pass to the general case now. We first outline how the zero temperature limit works, i.e. how to pass from the polymer model to the corresponding LPP model; the details of this argument are given in Appendix A. We start from the observation that, if $W^{(\varepsilon)}$ is inverse-gamma distributed with parameter $\varepsilon\gamma$ and $W$ is exponentially distributed with rate $\gamma > 0$, then

$$\varepsilon \log W^{(\varepsilon)} \overset{\varepsilon \to 0}{\longrightarrow} W \quad (3.27)$$

in distribution. For all $\varepsilon > 0$, let now $Z_N^{(\varepsilon)}$ be the point-to-line polymer partition function with disorder given by independent weights $W^{(\varepsilon)} = \{W_{i,j}^{(\varepsilon)}\}$ such that each $W_{i,j}^{(\varepsilon)}$ is inverse-gamma distributed with parameter $\varepsilon\gamma_{i,j}$. We then have that

$$\varepsilon \log Z_N^{(\varepsilon)} \overset{\varepsilon \to 0}{\longrightarrow} r_N$$

in distribution, where $r_N$ is the corresponding LPP with independent waiting times $W = \{W_{i,j}\}$ such that $W_{i,j} \sim \text{Exp}(\gamma_{i,j})$ for all $(i,j)$. Up to some technicalities concerning the convergence of the expectation, we can conclude that

$$\mathbb{E}\left[\exp\left\{-e^{-u/\varepsilon Z_N^{(\varepsilon)}}\right\}\right] \overset{\varepsilon \to 0}{\longrightarrow} \mathbb{P}(r_N \leq u) \quad (3.28)$$
for all $u \in \mathbb{R}$. In other words, properly rescaling the Laplace transform of the log-gamma polymer partition function yields the CDF of the corresponding exponential LPP.

From the argument above it is clear that, taking the zero temperature limit of our log-gamma polymer formula (2.13), we will be able to obtain the distribution of $\tau_{2N}$ for the following exponential environment.

**Definition 3.7.** Let $N \in \mathbb{Z}_{>0}$, $\alpha, \beta \in \mathbb{R}^N_{>0}$. We define the $(\alpha, \beta)$-exponential measure on the lattice $I_{2N} = \{(i,j) \in \mathbb{Z}_{>0}^2 : i + j \leq 2N + 1\}$ to be the law of an array $(W_{i,j} : (i,j) \in I_{2N})$ of independent random variables such that:

$$W_{i,j} \sim \begin{cases} 
\text{Exp}(\alpha_i + \beta_j) & 1 \leq i, j \leq N, \\
\text{Exp}(\alpha_i + \alpha_{2N-j+1}) & 1 \leq i \leq N, \ N < j \leq 2N - i + 1, \\
\text{Exp}(\beta_{2N-i+1} + \beta_j) & 1 \leq j \leq N, \ N < i \leq 2N - j + 1.
\end{cases}$$

(3.29)

**Theorem 3.8.** The distribution of the point-to-line $(\alpha, \beta)$-exponential LPP $\tau_{2N}$ can be expressed in terms of continuous symplectic Schur functions as

$$P(\tau_{2N} \leq u) = \frac{e^{-u \sum_{k=1}^{N} (\alpha_k + \beta_k)}}{k_{\alpha, \beta}} \int_{0 < x_1 < \cdots < x_N < u} \text{sp}^\text{cont}_\alpha(x) \text{sp}^\text{cont}_\beta(x) \prod_{i=1}^{N} dx_i,$$

(3.30)

for all $u > 0$, where

$$k_{\alpha, \beta} := \prod_{1 \leq i,j \leq N} \frac{1}{\alpha_i + \beta_j} \prod_{1 \leq i,j \leq N} \frac{1}{(\alpha_i + \alpha_j)(\beta_i + \beta_j)}.$$  

(3.31)

We can further write (3.30) as a ratio of $N \times N$ determinants:

$$P(\tau_{2N} \leq u) = \frac{\det\left(H_u(\alpha_i, \beta_j)\right)_{1 \leq i,j \leq N}}{\det(C(\alpha_i, \beta_j))_{1 \leq i,j \leq N}},$$

(3.32)

where $C(z, w) := (z + w)^{-1}$ and

$$H_u(z, w) := e^{-u(z+w)} \int_0^u (e^{zx} - e^{-zx})(e^{wx} - e^{-wx}) \, dx.$$

The denominator in (3.32) is the so-called *Cauchy determinant*, which has a simple closed form:

$$\det(C(\alpha_i, \beta_j))_{1 \leq i,j \leq N} = \det\left(\frac{1}{\alpha_i + \beta_j}\right)_{1 \leq i,j \leq N} = \frac{\prod_{1 \leq i,j \leq N} (\alpha_i - \beta_j) (\beta_i - \beta_j)}{\prod_{1 \leq i,j \leq N} (\alpha_i + \beta_j)}.$$  

(3.33)

\(^1\)For the sake of simplicity we will take $\gamma := 0$ in Definition 2.2 of log-gamma measure.
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Notice that the right-hand side of (3.32) takes the form 0/0 whenever \( \alpha_i = \alpha_j \) or \( \beta_i = \beta_j \) for some \( i \neq j \). In such cases, the formula should be understood in the limit as \( \alpha_i - \alpha_j \to 0 \) or \( \beta_i - \beta_j \to 0 \), analogously to the determinantal formulas for Schur functions (see Remarks 1.9 and 1.12). For instance, it can be easily checked that (3.32) for \( N = 1 \) and \( \alpha_1 = \beta_1 = \gamma \) reduces to (3.26).

**Proof.** Since the inverse-gamma distribution scales to the exponential distribution in the sense of (3.27), we can use (3.28) (see also Proposition A.2(ii) for details) to compute \( P(\tau_{2N} \leq u) \). Namely, we just need to compute \( \lim_{\epsilon \to 0} E \left[ \exp \left( -\epsilon u / Z_{2N}^{(\epsilon)} \right) \right] \), where \( Z_{2N}^{(\epsilon)} \) is the point-to-line \((\epsilon \alpha, \epsilon \beta, 0)\)-log-gamma polymer partition function. Formula (2.13) with \( \gamma = 0 \) yields

\[
E \left[ \exp \left( -\epsilon u / Z_{2N}^{(\epsilon)} \right) \right] = \frac{e^{-\epsilon u \sum_{k=1}^{N} (\alpha_k + \beta_k)}}{\Gamma_{\epsilon \alpha, \epsilon \beta, 0}} \int_{\mathbb{R}_{>0}^{N}} e^{-u / x_1 \Psi_{\epsilon \alpha}^{\psi_{0,1}N+1}(x)} \Psi_{\epsilon \beta}^{\psi_{0,2}N+1}(x) \prod_{i=1}^{N} \frac{dx_i}{x_i}.
\]

The integral can be rewritten, changing variables \( x_i \mapsto e^{x_i / \epsilon} \) for \( 1 \leq i \leq N \), as follows:

\[
\int_{\mathbb{R}_{>0}^{N}} e^{-u / x_1 \Psi_{\epsilon \alpha}^{\psi_{0,1}N+1}(x)} \Psi_{\epsilon \beta}^{\psi_{0,2}N+1}(x) \prod_{i=1}^{N} \frac{dx_i}{x_i} = e^{-2N^2} \int_{\mathbb{R}^N} e^{-\epsilon(x_1 - u)/\epsilon} e^{N^2 \psi_{\epsilon \alpha}^{\psi_{0,1}N+1}(e^{x_1 / \epsilon}, \ldots, e^{x_N / \epsilon})} e^{N^2 \psi_{\epsilon \beta}^{\psi_{0,2}N+1}(e^{x_1 / \epsilon}, \ldots, e^{x_N / \epsilon})} \prod_{i=1}^{N} \frac{dx_i}{\epsilon}.
\]

where the asymptotics follow from the fact that \( e^{-\epsilon(x_i - u)/\epsilon} \xrightarrow[\epsilon \to 0]{} 1_{\{x_i < u\}} \) for all \( x_i \neq u \) and Proposition 1.18. On the other hand, using the definition of \( \Gamma_{\epsilon \alpha, \epsilon \beta, 0} \) given in (2.10) and the asymptotics of the Gamma function near 0, we have:

\[
\Gamma_{\epsilon \alpha, \epsilon \beta, 0} = \prod_{1 \leq i \leq j \leq N} \Gamma(\epsilon(\alpha_i + \beta_j)) \prod_{1 \leq i \leq j \leq N} \Gamma(\epsilon(\alpha_j + \alpha_i)) \Gamma(\epsilon(\beta_i + \beta_j)) \xrightarrow[\epsilon \to 0]{} e^{-2N^2 - Nk_{\alpha, \beta}}.
\]

Therefore, (3.30) easily follows from the combination of the foregoing formulas.
We now further elaborate (3.30) by making use of the determinantal formula (1.44):

\[ e^u \sum_{k=1}^{N} (\alpha_k + \beta_k) \mathbb{P}(\tau_{2N} \leq u) \]

\[ = \int_{0 < x_N < \cdots < x_1 < u} k_{\alpha, \beta} \prod_{i < j} (\alpha_i - \alpha_j)(\beta_i - \beta_j) \prod_{i \leq j} (\alpha_i + \alpha_j)(\beta_i + \beta_j) \prod_{i=1}^{N} dx_i \]

\[ = \frac{1}{\det(C(\alpha_i, \beta_j))_{i,j}} \frac{1}{N!} \int_{(0,u)^N} \det \left( e^{\alpha_j x_i} - e^{-\alpha_j x_i} \right)_{i,j} \det \left( e^{\beta_j x_i} - e^{-\beta_j x_i} \right)_{i,j} \prod_{i=1}^{N} dx_i \]

\[ = \frac{1}{\det(C(\alpha_i, \beta_j))_{i,j}} \det \left( \int_0^u \left( e^{\alpha_j x} - e^{-\alpha_j x} \right) \left( e^{\beta_j x} - e^{-\beta_j x} \right) dx \right)_{i,j}, \]

where the implicit range for \((i,j)\) is \(1 \leq i, j \leq N\). In the latter computation, we have used: the fact that, by the alternating property of the determinant, the integral over \(0 < x_N < \cdots < x_1 < u\) is invariant by applying any permutation to the variables \(x_i\)'s; the definition of \(k_{\alpha, \beta}\); the expression (3.33) for the Cauchy determinant; and the Cauchy-Binet identity (3.24) for the Lebesgue measure on the interval \((0,u)\). We now use the multilinearity of the determinant to finally obtain (3.32).

Remark 3.9. We have seen in the latter proof that, thanks to the determinantal structure of symplectic Schur functions and the Cauchy-Binet identity, (3.30) can be turned into the determinantal formula (3.32). On the other hand, there is a standard way to associate the density given by the product of two determinantal functions of the form \(\det(f_j(x_i))_{1 \leq i,j \leq N}\) and \(\det(g_j(x_i))_{1 \leq i,j \leq N}\) to a determinantal point process (see e.g. [Joh06]). We might then wonder if the product of two continuous symplectic Schur functions on the right-hand side of (3.30) would be suitable to define a determinantal point process. However, notice that such a product is not integrable on the domain \(0 < x_N < \cdots < x_1 < u\), i.e. the associated measure is infinite and cannot be renormalized. This is also reflected by the presence, in front of the integral in (3.30), of an exponential factor depending on \(u\), which makes the formula converge as \(u \to \infty\). Consequently, there is no natural way to define a determinantal point process in our case.

Of course, a similar remark holds for our symplectic Schur functions’ formula (3.6) in the context of geometric LPP. Notice that, on the other hand, Baik-Rains’ formula (3.9) for the same model defines a measure, whose density is given by one standard Schur function, which can be renormalized and hence associated to a Pfaffian point process.

Analogous remarks also hold in the other two path geometries, both for geometric and exponential environment.
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3.2.2 Point-to-half-line exponential model

Here we express the law of the point-to-half-line exponential LPP \( r_{2N}^{\text{half}} \) in terms of an integral of (the continuum version of) a symplectic Schur function and a standard Schur function; this time we give a direct proof, using the RSK correspondence and its properties. We still work with the \((\alpha, \beta)\)-exponential measure of Definition \ref{def:exp_measure}, but we restrict it to the lattice \( T_{2N}^{\text{half}} = \{(i, j) \in \mathbb{Z}_{\geq 0}^2 : i + j \leq 2N + 1, i \leq N \} \) which the waiting times of the point-to-half-line LPP \( r_{2N} \) lie on.

**Theorem 3.10.** The distribution of the point-to-half-line \((\alpha, \beta)\)-exponential LPP \( r_{2N}^{\text{half}} \) can be expressed in terms of continuous Schur functions as

\[
P(r_{2N}^{\text{half}} \leq u) = \frac{e^{-u \sum_{k=1}^{N}\alpha_k + \beta_k}}{k_{\alpha, \beta}^{\text{half}}} \int_{0 < x_1 < \cdots < x_1 < u} \text{Sp}^\text{cont}_\alpha(x) \text{Sp}^\text{cont}_\beta(x) \prod_{i=1}^{N} dx_i \tag{3.34}
\]

for all \( u > 0 \), where

\[
k_{\alpha, \beta}^{\text{half}} := \prod_{1 \leq i, j \leq N} \frac{1}{\alpha_i + \beta_j} \prod_{1 \leq i, j \leq N} \frac{1}{\alpha_i + \alpha_j}. \tag{3.35}
\]

We can further write (3.34) as a ratio of \( N \times N \) determinants:

\[
P(r_{2N}^{\text{half}} \leq u) = \frac{\det(H_u^{\text{half}}(\alpha_i, \beta_j))_{1 \leq i, j \leq N}}{\det(C(\alpha_i, \beta_j))_{1 \leq i, j \leq N}}, \tag{3.36}
\]

where \( C(z, w) := (z + w)^{-1} \) and

\[
H_u^{\text{half}}(z, w) := e^{-u(z + w)} \int_0^u (e^{zt} - e^{-t z}) e^{tw} dt.
\]

Notice again that, in case \( \alpha_i = \alpha_j \) or \( \beta_i = \beta_j \) for some \( i \neq j \), (3.36) should be understood in the limit as \( \alpha_i - \alpha_j \to 0 \) or \( \beta_i - \beta_j \to 0 \) respectively.

**Proof.** Let \( W = \{W_{i,j} : (i, j) \in T_{2N}^{\text{half}} \} \) be distributed according to the \((\alpha, \beta)\)-exponential measure, i.e.

\[
P(W \in dw) = \frac{1}{k_{\alpha, \beta}^{\text{half}}} \prod_{i=1}^{N} e^{-\alpha_i \sum_{i=1}^{N-i+1} w_i,j} \prod_{j=1}^{N} e^{-\beta_j \sum_{j=1}^{N-j+1} w_{i,j}} \prod_{(i,j) \in T_{2N}^{\text{half}}} dw_{i,j}
\]

for \( w \in \mathbb{R}_{\geq 0}^{2N} \). By Proposition \ref{prop:distribution} (notice that the volume preserving property (iv) also needs to be used here), the distribution that \( W \) induces on its RSK image \( T \) is then given
by

\[ P(T \in dt) = \frac{1}{k_{\alpha,\beta}^{\text{half}}} \prod_{i=1}^{N} e^{-\alpha_i [\sigma_{2N-2i+1}(t) - \sigma_{2N-2i+2}(t)]} \times \prod_{j=1}^{N} e^{-\beta_j [\sigma_{i+j-1}(t) - \sigma_{i+j}(t)]} e^{-\alpha_i [\sigma_{2N-2j+1}(t) - \sigma_{2N-2j}(t)]} \prod_{(i,j) \in \mathbb{Z}_{2N}^{\text{half}}} dt_{i,j} \]

for all \( t \in \mathbb{R}_{\geq 0}^{2N} \) satisfying the ordering (1.30).

By (3.12) and Proposition [1.5](i) we can obtain \( P(t_{2N}^{\text{half}} \leq u) \) by integrating the density above over all \( t \in \mathbb{R}_{\geq 0}^{2N} \) satisfying the ordering (1.30) and the additional condition that \( t_{i,j} \leq u \) for all \((i,j) \in \mathbb{Z}_{2N}^{\text{half}}\). Let us now change variables, by setting \( z_{i,j} := u - t_{i-2N+j-i} \) for all \( 1 \leq i \leq 2N, 1 \leq j \leq \lfloor i/2 \rfloor \), and \( z_{i,j} := u - t_{N+j-i,j} \) for all \( 1 \leq j \leq i \leq N \). Thanks to the inequalities that the \( t_{i,j} \)'s satisfy, the arrays \( z' \) and \( z \) just defined are real Gelfand-Tsetlin patterns (symplectic and standard respectively) with common shape \( x = (t_{1,1}, \ldots, t_{N,N}) \), such that \( x_i \leq u \). We then obtain:

\[
P(t_{2N}^{\text{half}} \leq u) = \frac{e^{-u \sum_{k=1}^{N} (\alpha_k + \beta_k)}}{k_{\alpha,\beta}^{\text{half}}} \int_{0 \leq x_1 \leq \cdots \leq x_N \leq u} \prod_{i=1}^{N} dx_i \times \int_{\mathbb{G}_{\mathbb{R}}^N(x)} \prod_{1 \leq i \leq 2N} \prod_{1 \leq j \leq \lfloor i/2 \rfloor} e^{\alpha_k \text{Type}(z')_{i-k-1} - \text{Type}(z')_{i-k}} \times \int_{\mathbb{G}_{\mathbb{R}}^N(x)} \prod_{1 \leq j \leq i \leq N} \prod_{k=1}^{N} e^{\beta_k \text{Type}(z)_k}.
\]

The claim then follows from the fact that the second and the third integrals in the expression above are the desired continuous Schur functions, symplectic and standard respectively, according to Definitions [1.8] and [1.11].

We omit the proof of (3.36), which uses the Cauchy-Binet identity in the same fashion as in the proof of (3.32).

3.2.3 Restricted point-to-line exponential model

We finally study the restricted point-to-line exponential LPP model. We will prove that the CDF of \( t_{2N}^{\text{res}} \) can be expressed in terms of an integral of one continuous symplectic Schur function, this time by computing the scaling limit of the corresponding geometric model of subsection 3.1.3.

The exactly solvable exponential distribution on the waiting times is as follows.
3.2. Exponential last passage percolation

Definition 3.11. Let \( N \in \mathbb{Z}_{>0} \) and \( \alpha \in \mathbb{R}_0^N \). We define the \( \alpha \)-exponential measure on the lattice \( \mathcal{I}_{2N} = \{(i, j) \in \mathbb{Z}_{>0}^2 : i + j \leq 2N + 1, i \leq j\} \) to be the law of an array \( \{W_{i,j} : (i, j) \in \mathcal{I}_{2N}\} \) of independent random variables such that:

\[
W_{i,j} \sim \begin{cases} 
\text{Exp}(\alpha_i) & 1 \leq i = j \leq N, \\
\text{Exp}(\alpha_i + \alpha_j) & 1 \leq i < j \leq N, \\
\text{Exp}(\alpha_i + \alpha_{2N-j+1}) & 1 \leq i \leq N, \ N < j \leq 2N - i + 1.
\end{cases}
\]

Theorem 3.12. The law of the restricted point-to-line \( \alpha \)-exponential LPP \( \tau_{2N}^\text{res} \) is given by

\[
\mathbb{P}(\tau_{2N}^\text{res} \leq u) = \frac{e^{-u \sum_{k=1}^N \alpha_k} \int_{\{0<x_N<\ldots<x_1<u\}} \text{sp}_{\alpha, \beta}^\text{cont}(x) \prod_{i=1}^N dx_i}{k_{\alpha, \beta}^{\text{res}}} \]

for all \( u > 0 \), where

\[
k_{\alpha, \beta}^{\text{res}} := \prod_{1 \leq i \leq N} 1 \frac{1}{\alpha_i} \prod_{1 \leq i < j \leq N} 1 \frac{1}{\alpha_i + \alpha_j} \prod_{1 \leq i \leq j \leq N} 1 \frac{1}{\alpha_i + \alpha_j}.
\]

We can further write (3.38) in a Pfaffian form as

\[
\mathbb{P}(\tau_{2N}^\text{res} \leq u) = \frac{\text{Pf}(\Phi_u^{(N)})}{\text{Pf}(S^{(N)})},
\]

where matrices \( \Phi_u^{(N)} \) and \( S^{(N)} \) are skew-symmetric of order \( N \) or \( N + 1 \), according to whether \( N \) is even or odd respectively, and are defined by

\[
\Phi_u^{(N)}(i, j) := \begin{cases} 
\int_0^u \int_0^u \text{sgn}(y-x)\varphi_i(x)\varphi_j(y) \, dx \, dy & 1 \leq i, j \leq N, \\
\int_0^u \varphi_i(x) \, dx & 1 \leq i \leq N, \ j = N + 1; \ N \ odd
\end{cases}
\]

having set \( \varphi_j(x) := \alpha_j e^{-\alpha_j x} (e^{\alpha_j x} - e^{-\alpha_j x}) \) for \( 1 \leq j \leq N \), and

\[
S^{(N)}(i, j) := \begin{cases} 
\frac{\alpha_j - \alpha_i}{\alpha_j + \alpha_i} & 1 \leq i, j \leq N, \\
1 & 1 \leq i \leq N, \ j = N + 1; \ N \ odd.
\end{cases}
\]

The denominator \( \text{Pf}(S^{(N)}) \) in (3.40) is known as Schur Pfaffian and, no matter the
parity of \( N \), it has the following explicit evaluation:

\[
Pf \left( S^{(N)} \right) = \prod_{1 \leq i < j \leq N} \frac{\alpha_j - \alpha_i}{\alpha_j + \alpha_i}.
\]  

(3.41)

Notice that the ratio on the right-hand side of (3.40) takes the form \( 0/0 \) whenever \( \alpha_i = \alpha_j \) for some \( i \neq j \); in this case, the formula still makes sense in the limit as \( \alpha_i - \alpha_j \to 0 \).

**Proof.** We will deduce (3.38) from (3.18) via exponential limit. Recall that, if \( X \sim \text{Exp}(\gamma) \) and \( X^{(\delta)} \sim \text{Geom}(e^{-\delta \gamma}) \) for some fixed \( \gamma > 0 \) and for all \( \delta > 0 \), then \( \delta X^{(\delta)} \overset{\delta \to 0}{\to} X \) in law. Therefore, if the law of \( W \) is \( \alpha \)-exponential (see Definition 3.11) and the law of \( W^{(\delta)} \) is \( e^{-\delta \alpha} \)-geometric (see Definition 3.4), where \( e^{-\delta \alpha} := (e^{-\delta \alpha_1}, \ldots, e^{-\delta \alpha_N}) \), then \( \delta W^{(\delta)} \overset{\delta \to 0}{\to} W \) in distribution. It follows from this observation and from formula (3.18) for the restricted point-to-line geometric LPP that

\[
P(\tau_{2N}^{\text{res}} \leq u) = \lim_{\delta \to 0} \frac{\text{Pf} \left( S^{(\delta N)} \right)}{\text{Pf} \left( S^{(2N)} \right)} = \lim_{\delta \to 0} \frac{\prod_{1 \leq i < j \leq N} \frac{\alpha_j - \alpha_i}{\alpha_j + \alpha_i}}{\prod_{1 \leq i < j \leq N} \frac{\alpha_j - \alpha_i}{\alpha_j + \alpha_i}} = \lim_{\delta \to 0} \frac{\prod_{1 \leq i < j \leq N} \frac{\alpha_j - \alpha_i}{\alpha_j + \alpha_i}}{\prod_{1 \leq i < j \leq N} \frac{\alpha_j - \alpha_i}{\alpha_j + \alpha_i}}.
\]

(3.38)

where the sum is over integer partitions \( \lambda \) of length not greater than \( N \) and with first part not greater than \( u/\delta \). Recalling the definitions of the normalization constants (3.19) and (3.39), we see that

\[
\delta^{N^2 + N} e^{-\delta \alpha} \overset{\delta \to 0}{\to} \kappa^\text{cont}_\alpha.
\]

On the other hand, using Definitions 1.10 and 1.11 of discrete and continuous symplectic Schur functions, one can easily prove via Riemann sum approximation that

\[
\delta^{N^2 + N} \sum_{\lambda_1 \leq u/\delta} \text{sp}_\lambda \left( e^{-\delta \alpha_1}, \ldots, e^{-\delta \alpha_N} \right) \overset{\delta \to 0}{\to} \int_{\{0 < x_1 < \cdots < x_N < u\}} \text{sp}^\text{cont}_\alpha(x) \prod_{i=1}^N dx_i.
\]

Formula (3.38) follows from these observations and the fact that \( \text{sp}^\text{cont}_\alpha = \text{sp}^\text{cont}_\alpha \).

For the proof of (3.40), we first rewrite (3.38) as

\[
P(\tau_{2N}^{\text{res}} \leq u) = \frac{1}{\text{Pf} \left( S^{(2N)} \right)} \int_{\{0 \leq x_1 \leq \cdots \leq x_N \leq u\}} \det(\varphi_j(x_i)) \prod_{i=1}^N dx_i,
\]

where \( \varphi_j(x) := \alpha_j e^{-\alpha_j x} \left( e^{\alpha_j x} - e^{-\alpha_j x} \right) \) for \( 1 \leq j \leq N \). Here we have used the determinantal form (1.44) of \( \text{sp}^\text{cont}_\alpha \), the change of variables \( x_i \mapsto x_{N-i+1} \) for \( 1 \leq i \leq N \), the multilinear
and alternating properties of determinants, and the Schur Pfaffian expression (3.41). Applying de Bruijn identity (3.25) for the Lebesgue measure on \((0, u)\) to the integral above, we finally obtain the numerator Pfaffian in (3.40).

[Box]

3.3 Scaling limits

The goal of this section is to carry out the asymptotic analysis of the point-to-line and point-to-half-line exponential LPP models studied in subsections 3.2.1 and 3.2.2. Both models are characterized by KPZ fluctuations of order \(N^{1/3}\). In the scaling limit we obtain Sasamoto’s formula [Sas05] for the GOE Tracy-Widom distribution and the one-point marginal of the Airy_{2→1} process [BFS08], respectively.

The procedure we follow is typical of KPZ and random matrix models. We start from formulas (3.32) and (3.36), which express the CDF of the corresponding LPP as a ratio of \(N\times N\) determinants, the denominator being of Cauchy type. The space \(\mathbb{R}^N\) on which these determinants are taken is growing with \(N\), so these formulas are not directly amenable to asymptotic analysis in the large \(N\) limit. We then use the so-called Sylvester’s identity and the closed form for the inverse of a Cauchy-type matrix to turn such formulas into Fredholm determinants on \(L^2(\mathbb{R}_{>0})\), with kernel expressed in the form of a contour integral. This \(L^2\) space is infinite-dimensional but fixed, in the sense that it does not depend on \(N\). One is thus reduced to compute the asymptotics of the kernel, which is a contour integral whose integrand depends on \(N\), via the steepest descent method. Finally, some standard estimates permit deducing the convergence of the Fredholm determinants from the convergence of their kernels.

In subsection 3.3.1 we present a general scheme to turn a ratio of determinants into a Fredholm determinant. In subsection 3.3.2 we perform the steepest descent analysis of a central integral. In subsections 3.3.3 and 3.3.4 we use these general tools to derive the scaling limits of the point-to-line and point-to-half-line LPP models respectively.

3.3.1 From determinants to Fredholm determinants

In this subsection we present a general scheme to turn ratios of determinants, the denominator being of Cauchy type as (3.33), into a Fredholm determinant. Such a scheme has been already used in a similar fashion for example in [Joh01; Oko01; BG16], but we adapt it here to our framework. Let us start by briefly recalling the notion of a Fredholm determinant. Given a measure space \((X, \nu)\), any linear operator \(K: L^2(X, \nu) \to L^2(X, \nu)\)
can be defined in terms of its integral kernel \( K(x, y) \) by

\[
(Kh)(x) := \int_{\mathcal{X}} K(x, y)h(y) \, v(dy), \quad h \in L^2(\mathcal{X}, v).
\]

The Fredholm determinant of \( K \) can then be defined through its series expansion:

\[
\det(I + K)_{L^2(\mathcal{X})} := 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{\mathcal{X}^n} \det(K(x_i, x_j))_{i,j=1}^n v(dx_1) \ldots v(dx_n), \tag{3.42}
\]

whenever the series converges. Denoting from now on by \( \mathbb{C}_{>0} := \{ z \in \mathbb{C} : \Re(z) > 0 \} \) the complex right half-plane, we can state:

**Theorem 3.13.** Let

\[
H(z, w) := C(z, w) - \overline{H(z, w)},
\]

where \( C \) is the function

\[
C(z, w) = \frac{1}{z + w}
\]

and \( \overline{H} \) is a holomorphic function in the region \( \mathbb{C}_{>0} \times \mathbb{C}_{>0} \). For any choice of positive parameters \( \alpha_1, \ldots, \alpha_N, \beta_1, \ldots, \beta_N \), define the operator \( K_N \) on \( L^2(\mathbb{R}_{>0}) \) through the kernel

\[
K_N(\lambda, \xi) := \frac{1}{(2\pi i)^2} \int_{\Gamma_1} dz \int_{\Gamma_2} dw \, e^{-\lambda \zeta - \xi w} H(z, w) \prod_{m=1}^N \frac{(z + \beta_m)(w + \alpha_m)}{(z - \alpha_m)(w - \beta_m)},
\]

where \( \Gamma_1, \Gamma_2 \subset \mathbb{C}_{>0} \) are any positively oriented simple closed contours such that \( \Gamma_1 \) encloses \( \alpha_1, \ldots, \alpha_N \) and \( \Gamma_2 \) encloses \( \beta_1, \ldots, \beta_N \). Then

\[
\frac{\det(H(\alpha_i, \beta_j))_{1 \leq i, j \leq N}}{\det(C(\alpha_i, \beta_j))_{1 \leq i, j \leq N}} = \det(I - K_N)_{L^2(\mathbb{R}_{>0})}.
\]

**Proof.** For convenience, let us denote by \( C, H \) and \( \overline{H} \) the \( N \times N \) matrices \( (C(\alpha_i, \beta_j))_{1 \leq i, j \leq N}, (H(\alpha_i, \beta_j))_{1 \leq i, j \leq N} \) and \( (\overline{H}(\alpha_i, \beta_j))_{1 \leq i, j \leq N} \) respectively. We then have:

\[
\frac{\det(H)}{\det(C)} = \det\left( C^{-1} \left( C - \overline{H} \right) \right) = \det \left( I - C^{-1} \overline{H} \right),
\]

where \( I \) is the identity matrix of order \( N \). To invert \( C \), we use Cramer’s formula:

\[
C^{-1}(i, k) = (-1)^{i+k} \frac{\det\left( C(k, i) \right)}{\det(C)},
\]

where \( C(k, i) \) is the matrix of order \( N - 1 \) obtained from \( C \) by removing its \( k \)-th row and
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\( i \)-th column. In our case, both determinants in the above formula are of Cauchy type:

\[
\det(C) = \prod_{l \leq m}(\alpha_l - \alpha_m) \prod_{l \leq m}(\beta_l - \beta_m) \prod_{l \leq m}(\alpha_l + \beta_m)^{-1},
\]

\[
\det\left(C^{(k,i)}\right) = \prod_{l \leq m}(\alpha_l - \alpha_m) \prod_{l \leq m}(\beta_l - \beta_m) \prod_{l \leq m}(\alpha_l + \beta_m)^{-1},
\]

where indices \( l \) and \( m \) run in \( \{1, \ldots, N\} \). The inverse of \( C \) is thus readily computed:

\[
C^{-1}(i, k) = \frac{\prod_{m=1}^{N}(\alpha_k + \beta_m)(\beta_1 + \alpha_m)}{(\alpha_k + \beta_i) \prod_{m \neq k}(\alpha_k - \alpha_m) \prod_{m \neq i}(\beta_i - \beta_m)}. \]

Writing \( \frac{1}{\alpha_k + \beta_i} = \int_0^\infty e^{-(\alpha_k + \beta_i)\lambda} \, d\lambda \), we obtain:

\[
\left(C^{-1}\mathcal{H}\right)(i, j) = \sum_{k=1}^{N} C^{-1}(i, k)\mathcal{H}(k, j) = \int_0^\infty f(i, \lambda)g(\lambda, j) \, d\lambda,
\]

where for all \( \lambda > 0 \)

\[
f(i, \lambda) := e^{-\beta_i \lambda} \prod_{m=1}^{N}(\beta_1 + \alpha_m) \prod_{m \neq i}(\beta_i - \beta_m), \quad g(\lambda, j) := \sum_{k=1}^{N} e^{-\alpha_k \lambda} \prod_{m \neq k}(\alpha_k + \beta_m) \prod_{m \neq j}(\alpha_k - \beta_m) \mathcal{H}(\alpha_k, \beta_j). \]

This proves that matrix \( C^{-1}\mathcal{H} \), viewed as a linear operator on \( \mathbb{R}^N \), equals the composition \( FG \), where \( F \) and \( G \) are the linear operators

\[
F: L^2(\mathbb{R}_{>0}) \to \mathbb{R}^N, \quad \varphi \mapsto \left[ \int_0^\infty f(i, \lambda)\varphi(\lambda) \, d\lambda \right]_i^{N},
\]

\[
G: \mathbb{R}^N \to L^2(\mathbb{R}_{>0}), \quad (a(j))_{j=1}^{N} \mapsto \sum_{j=1}^{N} g(\lambda, j)a(j).
\]

We note that these are well-defined operators, as \( f(i, \cdot) \) and \( g(\cdot, j) \) are square integrable functions on \( \mathbb{R}_{>0} \), for all \( i \) and \( j \). We will next use Sylvester’s identity:

\[
\det(I + K_1K_2)_{L^2(X_1)} = \det(I + K_2K_1)_{L^2(X_2)}
\]

(3.47)

for any operators \( K_1: L^2(X_1) \to L^2(X_2) \) and \( K_2: L^2(X_2) \to L^2(X_1) \) such that both sides converge. By applying this identity, we obtain

\[
\det\left(I - C^{-1}\mathcal{H}\right)_{\mathbb{R}^N} = \det(I - FG)_{\mathbb{R}^N} = \det(I - K_N)_{L^2(\mathbb{R}_{>0})},
\]

(3.48)
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where \( K_N := GF \) is the operator on \( L^2(\mathbb{R}_{>0}) \) defined through the kernel

\[
K_N(\lambda, \xi) := \sum_{k=1}^{N} e^{-a_k \lambda - \beta_i \xi} H(a_k, \beta_i) \prod_{m=1}^{N} (\alpha_k + \beta_m) (\beta_i + \alpha_m) \prod_{m \neq k} (\alpha_k - \alpha_m) \prod_{m \neq i} (\beta_i - \beta_m).
\] (3.49)

From the latter formula, it is clear that \( |K_N(\lambda, \xi)| \leq c_1 e^{-c_2 \lambda} \) for all \( \lambda \in [0, \infty) \), where the positive constants \( c_1 \) and \( c_2 \) depend on \( N \) and on the parameters. Hadamard’s bound then implies that

\[
\left| \det(K_N(\lambda_i, \lambda_j))_{i,j=1}^{n} \right| \leq n^{n/2} \prod_{i=1}^{n} c_1 e^{-c_2 \lambda_i}.
\]

It then follows from the series expansion (3.42) that

\[
\left| \det(I - K_N)_{L^2(\mathbb{R}_{>0})} \right| \leq 1 + \sum_{n=1}^{\infty} \frac{n^{n/2}}{n!} \left( \int_{0}^{\infty} c_1 e^{-c_2 \lambda} d\lambda \right)^n < \infty,
\]

hence the right-hand side of (3.48) is indeed a converging Fredholm determinant. By applying the residue theorem (recalling the assumption that \( H(z, w) \) is holomorphic in \( \mathbb{C}_{>0} \times \mathbb{C}_{>0} \)), the double sum in (3.49) can be turned into a double contour integral, yielding representation (3.44) for the kernel. By combining (3.46) and (3.48) we obtain (3.45).

Thanks to Theorem 3.13 the determinantal formulas (3.32) and (3.36) for the point-to-line and point-to-half-line exponential LPP models will be turned into Fredholm determinants. We will see this in details in subsections 3.3.3 and 3.3.4.

3.3.2 Steepest descent analysis

As announced in the previous subsection, the CDF of the point-to-line and point-to-half-line LPP models will be expressed as Fredholm determinants on \( L^2(\mathbb{R}_{>0}) \) with kernels of type (3.44). In the limit \( N \to \infty \) these kernels will converge, after rescaling, to expressions involving Airy functions. In order to see this, one needs to perform the asymptotic analysis of a few contour integrals via steepest descent. This procedure is very similar in all cases, as it always involves the same functions. Therefore, we will carry it out in detail only for one of such contour integrals, arguably the most archetypal one as it just approximates the Airy function. Other very similar steepest descent analyses are sketched where needed, specifically in the proof of Theorem 3.20.

Let us first recall that the Airy function \( \text{Ai} \) has the following contour integral representation:

\[
\text{Ai}(x) := \frac{1}{2\pi i} \int_{e^{i\pi/3} \infty}^{e^{-i\pi/3} \infty} \exp\left( \frac{z^3}{3} - xz \right) dz,
\] (3.50)
where the integration path starts at infinity with argument $-\pi/3$ and ends at infinity with argument $\pi/3$ (see for example the red contour in figure 9).

**Proposition 3.14.** For any fixed $\gamma > 0$ and $f := 2/\gamma$, let us define

$$J_N(x) := -\frac{1}{2\pi i} \int_{\Gamma} e^{-z(f N + x)} \left[ \frac{y + z}{y - z} \right]^N \, dz, \quad (3.51)$$

where $\Gamma \subset \mathbb{C}$ is a positively oriented contour enclosing $\gamma$. Then, for all $x \in \mathbb{R}$,

$$\tilde{J}_N(x) := \frac{\sqrt{2N}}{\gamma} J_N \left( \frac{\sqrt{2N}}{\gamma} x \right) \xrightarrow{N \to \infty} \text{Ai}(x). \quad (3.52)$$

**Proof.** The proof is based on the steepest descent analysis of integral (3.51), which we rewrite as

$$J_N(x) := -\frac{1}{2\pi i} \int_{\Gamma} \exp \{ F(z) N - xz \} \, dz,$$

being $F(z) := \log(y + z) - \log(y - z) - f z$. We need to compute the critical points of the function $F$, whose first three derivatives are given by:

$$F'(z) = \frac{1}{y + z} + \frac{1}{y - z} - f,$$

$$F''(z) = \frac{1}{(y + z)^2} + \frac{1}{(y - z)^2},$$

$$F'''(z) = \frac{2}{(y + z)^3} + \frac{2}{(y - z)^3}.$$

The second derivative vanishes if and only if $z = 0$. As in the statement of the theorem, we then set $f := 2/\gamma$, which is the only value of $f$ such that the first derivative also vanishes at $z = 0$. The first non-vanishing derivative of $F$ at the critical point $z = 0$ is then the third one. In particular, we have that

$$F(0) = F'(0) = F''(0) = 0, \quad F'''(0) = \frac{4}{\gamma^3},$$

hence the Taylor expansion of $F$ near the critical point is

$$F(z) = \frac{2}{3\gamma^3} z^3 + R(z), \quad (3.53)$$

where $R(z) = o(z^3)$ as $z \to 0$. Since the directions of steepest descent of $F$ from $z = 0$ correspond to the angles $\pm\pi/3$, we deform the positively oriented contour $\Gamma$ into the negatively oriented triangular path $T_a$ with vertices $0, 2ae^{i\pi/3}$ and $2ae^{-i\pi/3}$ for some $a > \gamma$. 
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Figure 9. The red path $C$ is involved in the integral representation of the Airy function. The black contour $T_a$ refers to the steepest descent analysis in the proof of Proposition 3.14.

(so that the pole $z = \gamma$ is still enclosed, see figure 9). This only implies a change of sign in the integral, corresponding to the change of orientation of the contour. In fact, in order to obtain the right estimates in the proof of Corollary 3.15 it is convenient to consider an infinitesimal shift of $T_a$, by setting the contour to be $T_a + \epsilon \gamma / \sqrt{2N}$, where $\epsilon > 0$ is an arbitrary constant. Moreover, we split the integral into two regions, i.e. a neighborhood of the critical point, where the main contribution of the integral is expected to come from, and its exterior (we choose the neighborhood to be a ball centered at $\epsilon \gamma / \sqrt{2N}$ with radius $\gamma N^{-\alpha}$, where $\alpha > 0$ will be suitably specified later on):

$$J_N(x) = J_N^{\text{in}}(x) + J_N^{\text{ex}}(x),$$

where

$$J_N^{\text{in}}(x) := \frac{1}{2\pi i} \int_{T_a + \epsilon \gamma / \sqrt{2N}} \exp \{ F(z)N - xz \} \mathbb{1}_{\{ |z - \epsilon \gamma / \sqrt{2N}| \leq \gamma N^{-\alpha} \}} \, dz,$$

$$J_N^{\text{ex}}(x) := \frac{1}{2\pi i} \int_{T_a + \epsilon \gamma / \sqrt{2N}} \exp \{ F(z)N - xz \} \mathbb{1}_{\{ |z - \epsilon \gamma / \sqrt{2N}| \geq \gamma N^{-\alpha} \}} \, dz.$$
Let us first focus on the former integral and denote by $C$ the piecewise linear path going from the point at infinity with argument $-\pi/3$ to the origin to the point at infinity with argument $\pi/3$ (see figure 9). We then have that

$$J_{N}^{\text{in}}(x) = \frac{1}{2\pi i} \int_{C_{+\varepsilon}} \exp \left\{ \frac{2N}{3y^3} z^3 - xz + R(z)N \right\} 1_{\{|z-\varepsilon y/\sqrt{2N}| \leq yN^{-a}\}} \, dz,$$

where $R(z)$ is defined by (3.53). If we now rescale both the integration variable and the function $J_{N}^{\text{in}}$ by the factor $3\sqrt{2}/\gamma N$, by setting $\tilde{z} := z\sqrt{2N}/y$ and defining $\tilde{J}_{N}^{\text{in}}$ as in (3.52), we obtain:

$$\tilde{J}_{N}^{\text{in}}(x) = \frac{1}{2\pi i} \int_{C_{+\varepsilon}} \exp \left\{ \frac{\tilde{z}^3}{3} - \tilde{x}\tilde{z} + R(z)N \right\} 1_{\{|\tilde{z}-\varepsilon| \leq \sqrt{2N}^{1/3-a}\}} \, d\tilde{z}. \quad (3.54)$$

A standard estimate of the remainder in the Taylor expansion (3.53) yields

$$|R\left(\frac{\gamma}{\sqrt{2N}}\tilde{z}\right)| \leq \frac{m}{4!} \left|\frac{\gamma}{\sqrt{2N}}\tilde{z}\right|^4 \leq \frac{m}{4!} \left(\gamma N^{-a} + e\frac{\gamma}{\sqrt{2N}}\right)^4 N$$

for $|\tilde{z} - \varepsilon| \leq \sqrt{2N}^{1/3-a}$, where the constant $m$ is the maximum modulus of $F^{(4)}$ in some fixed neighborhood of the origin. If we take $\alpha > 1/4$, the above expression vanishes as $N \to \infty$. If we further choose $\alpha < 1/3$, the indicator function in (3.54) converges to 1, yielding

$$\exp \left\{ R_N\left(\frac{\gamma}{\sqrt{2N}}\tilde{z}\right)N\right\} 1_{\{|\tilde{z}-\varepsilon| \leq \sqrt{2N}^{1/3-a}\}} \xrightarrow{N \to \infty} 1. \quad (3.55)$$

Since the argument of the points of $C$ is $\pm \pi/3$, we have that

$$\int_{C_{+\varepsilon}} \left| \exp \left\{ \frac{\tilde{z}^3}{3} - \tilde{x}\tilde{z}\right\} \right| |d\tilde{z}| < \infty,$$

hence by dominated convergence

$$\tilde{J}_{N}^{\text{in}}(x) \xrightarrow{N \to \infty} \int_{C_{+\varepsilon}} \exp \left\{ \frac{\tilde{z}^3}{3} - \tilde{x}\tilde{z}\right\} \, d\tilde{z} = \text{Ai}(x).$$

Observe that, varying $\varepsilon$, we have different integral representations of the Airy function, which are all equivalent thanks to (3.56).

To conclude the proof, it remains to show that

$$\tilde{J}_{N}^{\text{in}}(x) := \int_{\gamma N^{-a}} \frac{\sqrt{2N}}{2\pi i y} f \left( \frac{z + \varepsilon y}{\sqrt{2N}} N - x \left( z + \varepsilon y \right) \frac{\sqrt{2N}}{y} \right) \, dz \xrightarrow{N \to \infty} 0.$$
We may decompose the integration domain as
\[ T_a \cap \{|z| \geq \gamma N^{-a}\} = \mathcal{V} \cup O_N \cup \overline{\mathcal{V}} \cup \overline{O}_N, \]
where \( \mathcal{V} \) and \( O_N \) are the vertical and oblique segments respectively given by
\[
\mathcal{V} := \left\{ \Re(z) = a, \ 0 \leq \arg(z) \leq \frac{\pi}{3} \right\}, \quad O_N := \left\{ \gamma N^{-a} \leq |z| \leq 2a, \ \arg(z) = \frac{\pi}{3} \right\},
\]
and \( \overline{\mathcal{V}} \) and \( \overline{O}_N \) are their complex conjugates. We thus estimate
\[
\widetilde{\mathcal{J}}_{\text{alt}}(x) \leq L(T_a) \sqrt{2} N^{2 \pi \gamma} \exp \left\{ \max \left[ G_N \left( z + \frac{\varepsilon N^{-a} \gamma}{\sqrt{2} N} \right) : z \in \mathcal{V} \cup O_N \cup \overline{\mathcal{V}} \cup \overline{O}_N \right] \right\}, \tag{3.56}
\]
where \( L(\cdot) \) denotes the length of a contour and
\[
G_N(z) := \Re[F(z)] N - \frac{\sqrt{2} N}{\gamma} \left( a \log \left| \frac{y + z}{y - z} \right| - \frac{2}{\gamma} \Re(z) \right).
\]
Since
\[
\Re[F(z)] = \log \left| \frac{y + z}{y - z} \right| - \frac{2}{\gamma} \Re(z),
\]
it is clear that \( G_N(\overline{z}) = G_N(z) \). Therefore, it suffices to bound the maximum of \( G_N \) over \( \mathcal{V} \) and over \( O_N \). Since \( \Re(z) = a \) and \( a \leq |z| \leq 2a \) for \( z \in \mathcal{V} \), we have that
\[
\max_{z \in \mathcal{V}} G_N \left( z + \frac{\varepsilon N^{-a} \gamma}{\sqrt{2} N} \right) \leq -cN - xa \frac{\sqrt{2} N}{\gamma}, \tag{3.57}
\]
where
\[
c := \frac{2}{\gamma} a - \log \left( \frac{2a + \varepsilon N^{-a} \gamma}{a - \gamma} \right). \tag{3.58}
\]
If we fix a large enough \( a \) such that \( c \) is positive, the maximum in (3.57) is asymptotically bounded above by \(-cN\) and diverges to \(-\infty\). On the other hand, for all \( z \) such that \( \arg(z) = \pi/3 \), we have that
\[
G_N(z) = \left[ \frac{1}{2} \log \left( \frac{y^2 + y |z| + |z|^2}{y^2 - y |z| + |z|^2} - \frac{|z|}{y} \right) \right] N - x \frac{|z| \sqrt{2} N}{2 \gamma} \left( a \log \left| \frac{y + z}{y - z} \right| - \frac{2}{\gamma} \Re(z) \right),
\]
whose derivative w.r.t. the modulus is
\[
\frac{d}{dz} G_N(z) = - \frac{|z|^2 (2y^2 + |z|^2)}{y^2 (y^2 + |z|^2 + |z|^4)} N - x \frac{\sqrt{2} N}{2 \gamma}. \]
A trivial estimate then gives
\[
\frac{d}{d|z|} G_N(z) \leq -\frac{\gamma N^{1-2\alpha}(2\gamma^2 + \gamma^2 N^{-2\alpha})}{(1 + \gamma^2 (2a)^2 + (2a)^4)} - \frac{x \sqrt{2N}}{2\gamma} \quad \text{for } z \in \mathcal{O}_N.
\]
Since \(\alpha < 1/3\), no matter the sign of \(x\), the above derivative is negative for \(N\) large enough, so \(G_N(z)\) is decreasing w.r.t. \(|z|\) in \(\mathcal{O}_N\). By continuity, for \(N\) large, \(G_N(z + \epsilon y / \sqrt{2N})\) is also decreasing w.r.t. \(|z|\) in \(\mathcal{O}_N\), hence
\[
\max_{z \in \mathcal{O}_N} G_N \left( z + \frac{\epsilon y}{\sqrt{2N}} \right) = G_N \left( \gamma N^{-\alpha} e^{i\pi/3} + \frac{\epsilon y}{\sqrt{2N}} \right).
\]
After a tedious computation, which uses the third order Taylor expansion of \(\log(1 + \delta)\) as \(\delta \to 0\), we obtain that
\[
\max_{z \in \mathcal{O}_N} G_N \left( z + \frac{\epsilon y}{\sqrt{2N}} \right) = -\frac{2}{3} N^{1-3\alpha} + o(N^{1-3\alpha}) - x(2^{-2/3} N^{1/3-\alpha} + \epsilon). \quad (3.59)
\]

The proof of Proposition 3.14 directly provides a uniform bound on \(\hat{J}_N\), which will turn out to be useful in the next subsections.

**Corollary 3.15.** Let \(\hat{J}_N(x)\) be defined as in (3.52) and \(s \in \mathbb{R}\). Then, there exist two positive constants \(c_1\) and \(c_2\) such that
\[
\sup_{N \in \mathbb{N}} \left| \hat{J}_N(x) \right| \leq c_1 e^{-c_2 x} \quad \forall x \in [s, \infty).
\]

**Proof.** Since by continuity the converging sequence \(\hat{J}_N(x)\) is bounded uniformly in \(N\) on any compact set, it suffices to prove the claim for \(s = 0\). The proof is then a straightforward consequence of the estimates obtained in the proof of Proposition 3.14. Using the notation adopted there, we will show that the uniform exponential bound is valid for both \(\hat{J}^n_N\) and \(\hat{J}_N^\text{ex}\), i.e. the contributions near and away from the critical point respectively. From (3.54) and (3.55), it follows that for all \(x \in [0, \infty)\)
\[
\sup_{N \in \mathbb{N}} \left| \hat{J}^n_N(x) \right| \lesssim e^{-cx} \left( e^{N(x^2)}/\sqrt{2N} \right) dx,
\]
with \( \varepsilon \) chosen to be strictly positive. By definition of the contour \( C \), the above integral converges, providing the desired exponential bound for \( \tilde{J}^N \). On the other hand, estimates (3.56), (3.57) and (3.59) show that for all \( N \in \mathbb{N} \) and \( x \in [0, \infty) \)

\[
\left| \tilde{J}^N_{\text{ex}}(x) \right| \leq \left\{ \frac{L(T_a)\sqrt{2N}}{2\pi Y} e^{-x \min(aN,2/3)N^{1-3\alpha} + o(N^{1-3\alpha})} \right\} e^{-x \min(a^2\sqrt{2N}/2,2-2/3N^{-1/3-\varepsilon})}
\]

\[
\leq c' e^{-x \min(a^2\sqrt{2N}/2,2-2/3N^{-1/3-\varepsilon})},
\]

where \( c \) is the constant (positive if \( a \) is chosen large enough) defined in (3.58), and \( c' \) is an upper bound for the vanishing sequence inside the square bracket above. This provides the desired exponential bound for \( \tilde{J}^N_{\text{ex}} \).

### 3.3.3 Point-to-line and GOE Tracy-Widom

We will now specialize the results of sections 3.3.1 and 3.3.2 to study the scaling limits of the exponential LPP models. We first analyze the point-to-line model, writing its CDF as a Fredholm determinant.

**Theorem 3.16.** The distribution of the point-to-line \((\alpha, \beta)\)-exponential LPP \( \tau_{2N} \) can be given in terms of a Fredholm determinant as

\[
\mathbb{P}(\tau_{2N} \leq u) = \det(I - K_{N,u})_{L^2(\mathbb{R}_+)} ,
\]

where \( K_{N,u} : L^2(\mathbb{R}_+) \rightarrow L^2(\mathbb{R}_+) \) is the operator defined through the kernel

\[
K_{N,u}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{\Gamma_1} dz \int_{\Gamma_2} dw e^{-\lambda z - \xi w} H_u(z, w) \prod_{m=1}^{N} \frac{(z + \beta_m)(w + \alpha_m)}{(z - \alpha_m)(w - \beta_m)} .
\]

(3.61)

Here, \( \Gamma_1, \Gamma_2 \subset \mathbb{C}_{>0} \) are any positively oriented simple closed contours such that \( \Gamma_1 \) encloses \( \alpha_1, \ldots, \alpha_N \), \( \Gamma_2 \) encloses \( \beta_1, \ldots, \beta_N \) as well as the whole \( \Gamma_1 \), and

\[
H_u(z, w) = \frac{e^{-2uz}}{w - z} + \frac{e^{-2uw}}{z - w} + \frac{e^{-2u(z+w)}}{z + w} .
\]

(3.62)

**Proof.** The claim is an immediate consequence of the determinantal formula (3.32) and Theorem 3.13. According to (3.43), function \( H_u \) in (3.61) is defined through the relation

\[
H_u = C - H_u (\text{using the notation of Theorem 3.8 for } H_u),
\]

i.e.

\[
H_u(z, w) = \frac{1}{z + w} - e^{-u(z+w)} \int_0^u (e^{xz} - e^{-xz})(e^{wx} - e^{-wx}) \, dx .
\]
3.3. Scaling limits

If we assume that $\Gamma_2$ encloses $\Gamma_1$ (so that $z \neq w$ for all $z, w$), integrating the above expression yields (3.62).

Remark 3.17. As discussed in Remark 3.9, our formula (3.30) does not naturally lead to a determinantal point process. Therefore, the kernel in (3.60) is not (naturally) associated to a determinantal point process, and it might not even be positive. In fact, we will see in next theorem that the limiting kernel is given by the Airy function, which is not always positive.

We are now ready to derive the scaling limit of the point-to-line LPP with exponential i.i.d. waiting times. We will prove that the fluctuations of $\tau_{2N}$ are of order $N^{1/3}$ and its the scaling limit is given by the GOE Tracy-Widom distribution. In particular, we will find Sasamoto’s Fredholm determinant formula [Sas05] for the CDF of such a distribution:

$$F_1(s) = \det(I - K_1)_{L^2([s, \infty])}$$

for $s \in \mathbb{R}$, where $K_1$ is the operator on $L^2([s, \infty])$ defined through the kernel

$$K_1(\lambda, \xi) := \frac{1}{2} \text{Ai} \left( \frac{\lambda + \xi}{2} \right).$$

Theorem 3.18. If the waiting times are independent and exponentially distributed with rate $2\gamma$, the limiting distribution of the point-to-line LPP $\tau_{2N}$ is given, for $r \in \mathbb{R}$, by

$$\lim_{N \to \infty} \mathbb{P} \left( \tau_{2N} \leq \frac{2N}{Y} + rN^{1/3} \right) = F_1 \left( 2^{1/3} Y r \right).$$

Proof. The starting point is the Fredholm determinant formula of Theorem 3.16. We will first show the pointwise convergence of the kernel after suitable rescaling, and next sketch the (standard) argument for the convergence of the Fredholm determinant. Setting $\alpha_m = \beta_m = \gamma$ for all $m$, so that the waiting times are all exponential with rate $2\gamma$ (see Definition 3.7), kernel (3.61) reads as

$$K_{N,u}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{\Gamma_1} \int_{\Gamma_2} dz dw e^{-\lambda z - \xi w} \frac{H_u(z, w)}{(z - \gamma)(w - \gamma)}^N,$$

where $H_u$ is given by formula (3.62). Our kernel is thus a sum of three double contour integrals, each corresponding to one of the addends in (3.62). In the second one only, we swap the two contours taking into account the residue at the pole $w = z$. We can then

---

\[\text{Notice that, by symmetry, the reverse inclusion would lead to the same result.}\]
readily write the kernel as the sum of four terms:

\[ K_{N,u} = K^{(1)}_{N,u} + K^{(2)}_{N,u} + K^{(3)}_{N,u} + K^{(4)}_{N,u}, \]

where the first one corresponds to the above mentioned residue:

\[ K^{(1)}_{N,u}(\lambda, \xi) := -\frac{1}{2\pi i} \int_{\Gamma_1} dz e^{-(2u+\lambda+\xi)z} \left[ \frac{y+z}{y-z} \right]^{2N}, \] (3.66)

and the other three terms are

\[ K^{(2)}_{N,u}(\lambda, \xi) := \frac{1}{(2\pi i)^2} \int_{\Gamma_1} dz \int_{\Gamma_2} dw e^{-\lambda z - \xi w} \frac{e^{-2uz}}{w-z} \left[ \frac{(z+y)(w+y)}{(z-y)(w-y)} \right]^N, \] (3.67)

\[ K^{(3)}_{N,u}(\lambda, \xi) := K^{(2)}_{N,u}(\xi, \lambda), \] (3.68)

\[ K^{(4)}_{N,u}(\lambda, \xi) := \frac{1}{(2\pi i)^2} \int_{\Gamma_1} dz \int_{\Gamma_2} dw e^{-\lambda z - \xi w} \frac{e^{-2u(z+w)}}{z+w} \left[ \frac{(z+y)(w+y)}{(z-y)(w-y)} \right]^N. \] (3.69)

**Step 1: Main contribution in the kernel.** The Airy kernel emerges from a rescaling of \( K^{(1)}_{N,u} \) through Proposition 3.14 whereas the other terms turn out to be negligible under the same rescaling, as we will see. From now on, fixing \( r \in \mathbb{R} \) once for all, we will take \( u \) to be \( u_N := 2N/y + rN^{1/3} \), as in (3.65). Moreover, we denote by \( \tilde{\Psi} \) the rescaling of any function \( \Psi(\lambda, \xi) \) by the factor \( \sqrt{2N/y} \):

\[ \tilde{\Psi}(\lambda, \xi) := \sqrt{\frac{2N}{y}} \Psi \left( \frac{\sqrt{2N}}{y} \lambda, \frac{\sqrt{2N}}{y} \xi \right). \] (3.70)

By Proposition 3.14 \( \tilde{K}^{(1)}_{N,u_N} \) has a non-trivial limit:

\[ \tilde{K}^{(1)}_{N,u_N}(\lambda, \xi) = -\frac{\sqrt{4N}}{\sqrt{2y}} \frac{1}{2\pi i} \int_{\Gamma_1} dz \exp \left\{ -z \left[ \frac{2}{y} + \left( \frac{\lambda + \xi}{\sqrt{2}} + 2^{1/3}yr \right) \frac{\sqrt{4N}}{y} \right] \right\} \left[ \frac{y+z}{y-z} \right]^{2N} \]

\[ \xrightarrow{N \to \infty} 2^{-1/3} Ai \left( 2^{1/3} (\lambda + \xi) + 2^{1/3} yr \right). \]

We thus need to replace our whole kernel with its rescaling by the factor \( \sqrt{2N/y} \):

\[ \tilde{K}_{N,u_N} = \tilde{K}^{(1)}_{N,u_N} + \tilde{K}^{(2)}_{N,u_N} + \tilde{K}^{(3)}_{N,u_N} + \tilde{K}^{(4)}_{N,u_N}. \]

This does not affect formula (3.60), as it just amounts to a change of variables in the multiple integrals defining the Fredholm determinant expansion (see (3.42), so that:

\[ \mathbf{P}(\tau_{2N} \leq u_N) = \det(I - \tilde{K}_{N,u_N})_{L^2(\mathbb{R}_+)} \].
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Step 2: Vanishing terms in the kernel. We will now show that all the remaining terms $K_{N, u_N}^{(i)}(\lambda, \xi)$ for $i = 2, 3, 4$ vanish, starting from $K_{N, u_N}^{(2)}(\lambda, \xi)$. For this purpose, we specify the contours appropriately. We choose $\Gamma_1$ to be a circle of radius $\varrho_1$ around $y$, where $0 < \varrho_1 < \gamma$. Next, we choose $\Gamma_2$ to be a semicircle of radius $\varrho_2$ centered at $\delta$, where $0 < \delta < \gamma - \varrho_1$, composed by concatenating the segment $\delta + i[-\varrho_2, \varrho_2]$ and the arc parametrized by $\delta + \varrho_2 e^{i\theta}$ for $\theta \in [-\pi/2, \pi/2]$. It is clear that both contours lie in the right half-plane and, for $\varrho_2$ large enough, $\Gamma_2$ encloses $\Gamma_1$. Rescaling (3.67), setting $u := u_N$, and using the fact that $\lambda, \xi > 0$ and $\delta \leq \Re(z), \Re(w) \leq \varrho_2$ for $z \in \Gamma_1$ and $w \in \Gamma_2$, we estimate

$$
\left| K_{N, u_N}^{(2)}(\lambda, \xi) \right| \leq \frac{(2N)^{1/3} \mathcal{L}(\Gamma_1) \mathcal{L}(\Gamma_2)}{\gamma (2\pi)^2 \text{dist}(\Gamma_1, \Gamma_2)} e^{-(\lambda + \xi)\delta \sqrt{2N}/\gamma} e^{(m_1 + m_2)N + 2|\delta + \varrho_2|N^{1/3}}
\leq c e^{-(\lambda + \xi)\delta \sqrt{2N}/\gamma} \exp \left\{ (m_1 + m_2)N + 2|\delta + \varrho_2|N^{1/3} + \frac{1}{3} \log N \right\}.
$$

(3.71)

In the first inequality, we have denoted by $\mathcal{L}(\cdot)$ the length of a curve and by $\text{dist}(\cdot, \cdot)$ the Euclidean distance in $\mathbb{C}$. In the second inequality, $c$ is a constant depending on the parameters $\gamma, \delta, \varrho_1$ and $\varrho_2$ only, whereas $m_1$ and $m_2$ are defined by

$$
m_1 := \max_{z \in \Gamma_1} \left\{ -\frac{4}{\gamma} \Re(z) + \log \frac{|z + \gamma|}{|z - \gamma|} \right\}, \quad m_2 := \max_{w \in \Gamma_2} \log \frac{|w + \gamma|}{|w - \gamma|}.
$$

A trivial estimate yields

$$
m_1 \leq -4 \left( 1 - \frac{\varrho_1}{\gamma} \right) + \log \left( 1 + 2 \frac{\gamma}{\varrho_1} \right).
$$

Now, the function

$$
g(t) := -4(1 - t) + \log \left( 1 + \frac{2}{t} \right)
$$

attains its minimum for $t \in (0, 1)$ at $t_0 := \sqrt{3/2} - 1$, with $g(t_0) < 0$; hence, choosing $\varrho_1 := t_0 \gamma$, we have that $m_1 < 0$. On the other hand, we estimate

$$
m_2 \leq \max_{\Re(w) = \delta} \log \frac{|w + \gamma|}{|w - \gamma|} + \max_{|w - \delta| = \varrho_2} \log \frac{|w + \gamma|}{|w - \gamma|} \leq \log \frac{\gamma + \delta}{\gamma - \delta} + \log \frac{\varrho_2 + \delta + \gamma}{\varrho_2 + \delta - \gamma}.
$$

We can now choose $\delta > 0$ small enough and $\varrho_2$ big enough such that $m_2 < -m_1$. It thus follows that, for certain values of $\varrho_1, \varrho_2$ and $\delta$, the quantity after the last inequality in (3.71) decays exponentially with rate $N$, allowing us to conclude that $K_{N, u_N}^{(2)}(\lambda, \xi)$ vanishes as $N \to \infty$, for all $\lambda, \xi \in \mathbb{R}_{>0}$. We remark that, in (3.71), the exponential containing variables $\lambda$ and $\xi$ has not played any role so far, but will provide a useful estimate in the next step.
Because of (3.68), we have that estimate (3.71) is exactly valid for \( \tilde{K}_{N, u_N}(\lambda, \xi) \) too, so that this term also vanishes.

Finally, an estimate similar to (3.71) holds for \( \tilde{K}_{N, u_N}^{(4)}(\lambda, \xi) \): to see this, we make the same contour choice as we made when showing that \( \tilde{K}_{N, u_N}^{(2)}(\lambda, \xi) \) vanishes. Rescaling (3.69) and setting \( u := u_N \), a generous estimate yields

\[
|\tilde{K}_{N, u_N}^{(4)}(\lambda, \xi)| \leq \left( \frac{2N}{\gamma} \right)^{\lambda + \delta} \exp \left( \frac{1}{3} \log N \right),
\]

(3.72)

where the constant \( c' \) depends on \( \gamma, \delta, \varrho_1 \) and \( \varrho_2 \) only. We have already proved that \( m_1 + m_2 < 0 \) for a certain choice of \( \varrho_1, \varrho_2 \) and \( \delta \), hence \( \tilde{K}_{N, u_N}^{(4)}(\lambda, \xi) \) also vanishes.

**Step 3: Convergence of Fredholm determinants.** In the first two steps, we have proven that

\[
\lim_{N \to \infty} \tilde{K}_{N, u_N}(\lambda, \xi) = 2^{-1/3} \text{Ai} \left( 2^{-1/3}(\lambda + \xi) + 2^{1/3} \gamma r \right)
\]

(3.73)

for all \( \lambda, \xi \in \mathbb{R}_0^+ \). We now need to show the convergence of the corresponding Fredholm determinants on \( L^2(\mathbb{R}_0^+) \). The argument is standard, and based on the series expansion (3.42) of the Fredholm determinant. Notice first that there exist two positive constant \( c_1 \) and \( c_2 \) such that

\[
\sup_{N \in \mathbb{N}} |\tilde{K}_{N, u_N}(\lambda, \xi)| \leq c_1 e^{-c_2 \lambda}
\]

for all \( \lambda, \xi \in \mathbb{R}_0^+ \). The exponential bound for \( \tilde{K}_{N, u_N}^{(1)} \) comes from Corollary 3.15, whereas the estimates for the remaining terms directly follow from (3.71) and (3.72). Hadamard’s bound then implies that

\[
|\text{det}(\tilde{K}_{N, u_N}(\lambda_1, \lambda_j))_{i,j=1}^n| \leq n^{n/2} \prod_{i=1}^n c_1 e^{-c_2 \lambda_i}.
\]

It follows that

\[
|\text{det}(I - \tilde{K}_{N, u_N})_{L^2(\mathbb{R}_0^+)}| \leq 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_0^\infty \cdots \int_0^\infty |\text{det}(K_N(\lambda_1, \lambda_j))_{i,j=1}^n| \, d\lambda_1 \cdots d\lambda_n
\]

\[
\leq 1 + \sum_{n=1}^{\infty} \frac{n^{n/2}}{n!} \left( \int_0^\infty c_1 e^{-c_2 \lambda} \, d\lambda \right)^n < \infty.
\]

These inequalities, apart from providing a further proof that the Fredholm determinants of our kernels are well-defined, allow us to conclude, by dominated convergence, that limit (3.73) still holds when passing to the corresponding Fredholm determinants on the...
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space $L^2(\mathbb{R}_{>0})$. After a rescaling of the limiting kernel by a factor $2^{-2/3}$, one can see that the operator on $L^2(\mathbb{R}_{>0})$ defined through the kernel $(\lambda, \xi) \mapsto 2^{-1/3} \text{Ai}(2^{-1/3}(\lambda + \xi) + s)$ has the same Fredholm determinant as the operator $K_1$ on $L^2([s, \infty))$ defining the GOE Tracy-Widom distribution $F_1(s)$ as in (3.63). This concludes the proof.

3.3.4 Point-to-half-line and Airy$_{2 \to 1}$

We now pass to the point-to-half-line exponential LPP model, again starting with the Fredholm determinant formula.

**Theorem 3.19.** The distribution of the point-to-half-line $(\alpha, \beta)$-exponential LPP $\tau_{2N}^{\text{half}}$ can be given in terms of a Fredholm determinant as

$$P \left( \tau_{2N}^{\text{half}} \leq u \right) = \det \left( I - K_{N,u}^{\text{half}} \right)_{L^2(\mathbb{R}_{>0})},$$

(3.74)

where $K_{N,u}^{\text{half}} : L^2(\mathbb{R}_{>0}) \to L^2(\mathbb{R}_{>0})$ is the operator defined through the kernel

$$K_{N,u}^{\text{half}}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{\Gamma_1} \int_{\Gamma_2} dz \, dw e^{-\lambda z - \xi w} H_u^{\text{half}}(z, w) \prod_{m=1}^{N} \frac{(z + \beta_m)(w + \alpha_m)}{(z - \alpha_m)(w - \beta_m)}. \quad (3.75)$$

Here, $\Gamma_1, \Gamma_2 \subset \mathbb{C}_{>0}$ are any positively oriented simple closed contours such that $\Gamma_1$ encloses $\alpha_1, \ldots, \alpha_N$, $\Gamma_2$ encloses $\beta_1, \ldots, \beta_N$ as well as the whole $\Gamma_1$, and

$$H_u^{\text{half}}(z, w) = \frac{e^{-u(z+w)}}{z + w} + \frac{e^{-u(z+w)}}{z - w} + \frac{e^{-2uz}}{w - z}. \quad (3.76)$$

**Proof.** The claim follows from the determinantal formula (3.36) and Theorem 3.13. Function $H_u^{\text{half}}$ in (3.75) is defined through the relation $H_u^{\text{half}} = C - H_u^{\text{half}}$ (using the notation of Theorem 3.10 for $H_u^{\text{half}}$), i.e.

$$H_u^{\text{half}}(z, w) = \frac{1}{z + w} - e^{-u(z+w)} \int_0^u (e^{zx} - e^{-zx})e^{wx} \, dx.$$

If we assume that $\Gamma_2$ encloses $\Gamma_1$ (so that $z \neq w$ for all $z, w$), integrating the above expression yields (3.76). □

Via the above Fredholm determinant formula, we can now derive the scaling limit of the point-to-half-line LPP with exponential i.i.d. waiting times. We will prove that the fluctuations of $\tau_{2N}^{\text{half}}$ are of order $N^{1/3}$ and its the scaling limit is given by the one-point marginal distribution $F_{2 \to 1}$ of the Airy$_{2 \to 1}$ process. The expression we will arrive at is the
following [BFS08]:

$$F_{2 \to 1}(s) = \det(I - \mathcal{K}_{2 \to 1} L^2([s, \infty)))$$

(3.77)

for $s \in \mathbb{R}$, where $\mathcal{K}_{2 \to 1}$ is the operator on $L^2([s, \infty))$ defined through the kernel

$$\mathcal{K}_{2 \to 1}(\lambda, \xi) := \int_0^\infty \text{Ai}(\lambda + x)\text{Ai}(\xi + x) \, dx + \int_0^\infty \text{Ai}(\lambda + x)\text{Ai}(\xi - x) \, dx.$$  

(3.78)

Our result is consistent with the one obtained by Borodin-Ferrari-Sasamoto [BFS08] in the analysis of the TASEP with half-alternating initial configuration, which is equivalent to the point-to-half-line exponential LPP, as seen in the introduction to this section.

**Theorem 3.20.** If the waiting times are independent and exponentially distributed with rate $2\gamma$, the limiting distribution of the point-to-half-line LPP $\mathcal{L}_{2N}^{\text{half}}$ is given, for $r \in \mathbb{R}$, by

$$\lim_{N \to \infty} \mathbb{P}(\mathcal{L}_{2N}^{\text{half}} \leq \frac{2N}{\gamma} + rN^{1/3}) = F_{2 \to 1}\left(2^{-1/3} \gamma r\right).$$

**Proof.** In order to perform the asymptotics of formula (3.74) in the i.i.d. case, we set $\alpha_m = \beta_m = \gamma$ for all $m$ in the definition of $(\alpha, \beta)$-exponential measure. Our kernel (3.75) thus becomes

$$K_{N,u}^{\text{half}} = K_{N,u}^{\text{half}(1)} + K_{N,u}^{\text{half}(2)} + K_{N,u}^{\text{half}(3)},$$

where

$$K_{N,u}^{\text{half}(1)}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{\Gamma_1} \int_{\Gamma_2} dz \, dw \, e^{-\lambda z - \xi w} \frac{e^{-u(z+w)}}{z + w} \left[\frac{(z + \gamma)(w + \gamma)}{(z - \gamma)(w - \gamma)}\right]^N,$$

$$K_{N,u}^{\text{half}(2)}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{\Gamma_1} \int_{\Gamma_2} dz \, dw \, e^{-\lambda z - \xi w} \frac{e^{-u(z+w)}}{z - w} \left[\frac{(z + \gamma)(w + \gamma)}{(z - \gamma)(w - \gamma)}\right]^N,$$

$$K_{N,u}^{\text{half}(3)}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{\Gamma_1} \int_{\Gamma_2} dz \, dw \, e^{-\lambda z - \xi w} \frac{e^{-2\gamma z}}{w - z} \left[\frac{(z + \gamma)(w + \gamma)}{(z - \gamma)(w - \gamma)}\right]^N.$$

For the steepest descent analysis of the first two terms, we are going to adapt the proof of Proposition 3.14 taking into account that we now have double contour integrals instead of single ones. Noticing that $K_{N,u}^{\text{half}(1)}$ and $K_{N,u}^{\text{half}(2)}$ only differ for the sign in $(z \pm w)^{-1}$, we study both at the same time, denoting by $K_{N,u}^{\pm}$ either of them:

$$K_{N,u}^{\pm}(\lambda, \xi) := \frac{1}{(2\pi i)^2} \int_{\Gamma_1} \int_{\Gamma_2} dz \, dw \, e^{-\lambda z - \xi w} \frac{e^{-\gamma(z+w)}}{z \pm w} \left[\frac{(z + \gamma)(w + \gamma)}{(z - \gamma)(w - \gamma)}\right]^N.$$

We replace the contour $\Gamma_1$ with $T_{R_1} + 2\gamma \sqrt{2N}$ and the contour $\Gamma_2$ with $T_{R_2} + \gamma \sqrt{2N}$, for
some \( y < R_1 < R_2 \) and \( \epsilon > 0 \); here, as in the proof of Proposition 3.14, \( T_R \) is the negatively oriented triangular path with vertices 0, \( 2Re^{i\pi/3} \) and \( 2Re^{-i\pi/3} \). Notice that changing the orientation of both paths does not yield any change of sign in the double contour integral; moreover, the first contour is still enclosed by the second one, and the singularities at \((z \pm w)^{-1}\) are not crossed by the deformed contours (the infinitesimal shifts of \( T_{R_1} \) and \( T_{R_2} \) are also done for this sake). Set now \( u = u_N := 2N/y + rN^{1/3} \) and denote by \( \Psi \) the rescaling of any function \( \Psi(\lambda, \xi) \) by the factor \( \sqrt{2N/y} \), as in (3.70). We can thus write

\[
\tilde{K}^+_N(u_N)(\lambda, \xi) = \frac{\sqrt{2N}}{y(2\pi i)^2} \int_{T_{R_1} + \infty}^{2x} \int_{T_{R_2} + \infty}^{2x} dw \frac{e^{NF(z) - \lambda z \sqrt{2N/y}} e^{NF(w) - \xi w \sqrt{2N/y}}}{z \pm w},
\]

where \( \lambda_\epsilon := \lambda + 2^{-1/3} y r, \xi_\epsilon := \xi + 2^{-1/3} y r \), and \( F(z) := \log(y + z) - \log(y - z) - 2z/y \). Since the main contribution in the integral is expected to come from \( z = w = 0 \), which is the critical point of \( F \), we split the above integral into the following sum:

\[
\tilde{K}^+_N(u_N) = \tilde{K}^{+in, in}_{N,u_N} + \tilde{K}^{+in, ex}_{N,u_N} + \tilde{K}^{+ex, in}_{N,u_N} + \tilde{K}^{+ex, ex}_{N,u_N}.
\]

Here, the first superscript “in” (“ex”) indicates that the integration w.r.t. \( z \) is performed only in the interior (exterior, respectively) of the ball \( |z - 2y/\sqrt{2N}| \leq yN^{-\alpha} \) for some exponent \( \alpha > 0 \) to be specified later on, while the second superscript “in” (“ex”) indicates that the integration w.r.t. \( w \) is performed only in the interior (exterior, respectively) of the ball \( |w - y/\sqrt{2N}| \leq yN^{-\alpha} \). In \( \tilde{K}^{+in, in}_{N,u_N} \), after the changes of variables \( \tilde{z} := z\sqrt{2N/y} \) and \( \tilde{w} := w\sqrt{2N/y} \), we obtain

\[
\tilde{K}^{+in, in}_{N,u_N}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{C+2\epsilon} \int_{C+\epsilon} d\tilde{z} \exp \left\{ \frac{\tilde{z}^3}{3} - \lambda_\epsilon \tilde{z} + R \left( \frac{\sqrt{2N}}{\tilde{z}} \right) N \right\} \left\{ 1 \right\} \left\{ \left| \tilde{z} - 2\epsilon \right| \leq \sqrt{2N}^{1/3 - \alpha} \right\} \times \int_{C+\epsilon} \int_{C+\epsilon} d\tilde{w} \exp \left\{ \frac{\tilde{w}^3}{3} - \xi_\epsilon \tilde{w} + R \left( \frac{\sqrt{2N}}{\tilde{w}} \right) N \right\} \left\{ 1 \right\} \left\{ \left| \tilde{w} - 2\epsilon \right| \leq \sqrt{2N}^{1/3 - \alpha} \right\} \frac{1}{\tilde{z} \pm \tilde{w}},
\]

where \( C \) is the piecewise linear path going from \( e^{-i\pi/3}\infty \) to the origin to \( e^{i\pi/3}\infty \), and \( R \) is the remainder defined by (3.53). The indicator functions clearly converge to 1 if \( \alpha < 1/3 \). As in the proof of Proposition 3.14, one can also show that the remainders, even when multiplied by \( N \), vanish uniformly for \( \tilde{z}, \tilde{w} \) in the support of the integrand, if we choose \( 1/4 < \alpha < 1/3 \). Applying dominated convergence, one can see that

\[
\lim_{N \to \infty} \tilde{K}^{+in, in}_{N,u_N}(\lambda, \xi) = \frac{1}{(2\pi i)^2} \int_{C+2\epsilon} \int_{C+\epsilon} d\tilde{z} \int_{C+\epsilon} d\tilde{w} \frac{1}{\tilde{z} \pm \tilde{w}} \exp \left\{ \frac{\tilde{z}^3}{3} - \lambda_\epsilon \tilde{z} + \frac{\tilde{w}^3}{3} - \xi_\epsilon \tilde{w} \right\}.
\]

Using similar arguments as in the proof of Proposition 3.14 together with the bound
The resulting applied to obtain:

\[ \text{we can make the substitution } \] 

\[ \text{We will now rewrite these expressions as integrals of Airy functions. In the first one, since } \] 

\[ \text{We remark that the second square bracket above is an Airy function as well, since the } \] 

\[ \text{path } l \text{ is defined in (3.78). Using the key fact that all contours are chosen to have } \] 

\[ \text{positive distance from the imaginary axis (as in the analogous estimates obtained in Corol-} \] 

\[ \text{We finally notice that } \] 

\[ \text{A standard argument justifies this contour deformation.} \]
3.3. Scaling limits

In the proof of Theorem 3.18, one can show that there exist two positive constants \( c_1 \) and \( c_2 \) such that, for all \( \lambda, \xi \in \mathbb{R}_{>0} \),

\[
\sup_{N \in \mathbb{N}} |\tilde{K}_{N,u_N}^{\text{half}}(\lambda, \xi)| \leq c_1 e^{-c_2 \lambda}.
\]

The latter bound provides, as in the third step of the proof of Theorem 3.18, the right estimates for the series expansion of \( \det \left( I - \tilde{K}_{N,u_N}^{\text{half}} \right) \) in order to justify its convergence. The claim thus follows from the Fredholm determinant representation (3.77) of \( F_{\to 1} \). \( \square \)
The following is a nonexhaustive list of possible future working plans on open problems that can be inferred from this thesis:

(i) The asymptotic analysis of the log-gamma polymer partition functions in the point-to-line and point-to-half-line geometries, starting from the contour integral formulas (2.38) and (2.43). By KPZ universality, it is expected that the limiting distributions are GOE Tracy-Widom and \( \text{Airy}_{2\to1} \) one-point marginal in the two geometries respectively, as already proved in the zero temperature case (see Theorems 3.18 and 3.20). However, in that context the task was facilitated by the fact that the formulas we obtained for the corresponding last passage percolation problems are integrals of (symplectic) Schur functions, which have a natural determinantal structure; thanks to this, it was possible to derive a Fredholm determinant formula, amenable to asymptotic analysis. On the other hand, via a Bethe ansatz non-rigorous approach, Grange [Gra17] obtained a conjectural Fredholm Pfaffian formula for the Laplace transform of the point-to-line log-gamma polymer, leading to the GOE Tracy-Widom asymptotics. Our working plan is methodologically different from this and more similar to the one adopted in [BCR13] to study the point-to-point log-gamma polymer free energy limiting distribution. Namely, comparing with the Fredholm determinant formulas (3.60) and (3.74) obtained in the zero temperature case, we could make an educated guess on Fredholm determinant formulas in positive temperature and show, by means of algebraic manipulations, that they are equivalent to our contour integral formulas.

(ii) A more extensive study of polymer and last passage percolation models for point-to-half-line paths restricted to a half-plane, generalizing the results obtained in sections 2.1.3, 3.1.3, and 3.2.3. In particular, we may allow a pinning parameter in the distribution of the weights lying on the diagonal “hard wall” that divides the two half-planes. For the point-to-point case, this was already done in [OSZ14]. Comparing with the analogous results that were obtained in [BR01b] in the setting of
increasing subsequences of random involutions constructed via Poisson points, different fluctuations and limiting distributions are expected, according to the intensity of the pinning parameter: either diffusive fluctuations and Gaussian limiting distribution when the paths are almost forced to “stick” to the diagonal, or KPZ fluctuations with Tracy-Widom type limiting distributions (GOE squared or GUE) otherwise. We already have some partial results in this direction, leading to apparently new determinantal formulas for the GOE squared and GUE Tracy-Widom distributions.

(iii) The construction of a symplectic Schur process. The positivity of Schur functions and the classical Cauchy identity allow defining a Schur measure on partitions \( [\text{Oko01}] \), which weights a partition \( \lambda \) proportionally to the product of two Schur functions parametrized by \( \lambda \). It is possible to generalize such a measure to a determinantal process on partitions, called Schur process \( [\text{OR03}] \). Inspired by our formula \( (3.6) \) for the point-to-line geometric LPP in terms of symplectic Schur functions, one could aim at constructing a symplectic Schur process on partitions. The first difficulty is that letting \( u \) to infinity in \( (3.6) \) does not provide a Cauchy-type identity, as the sum diverges and the prefactor vanishes. In this direction, an alternative way to construct such a process could be to start from a Cauchy identity for symplectic Schur functions that can be found for example in \( [\text{Sep16}; \text{WZJ16}] \). If via both routes it is possible to extract a determinantal point process, then an interesting question would be if these are the same or not. Furthermore, by analogy with Okounkov’s Schur measure \( [\text{Oko01}] \), Betea \( [\text{Bet18}] \) studied measures on partitions that are proportional to the product between one symplectic (or orthogonal) Schur function and one standard Schur function. It would be interesting to compare our point-to-half-line geometric LPP formula \( (3.13) \) with Betea’s measures and find out if the latter have any interpretation in terms of LPP or related models.
We have briefly explained in the Introduction why the directed last passage percolation (LPP) model is considered to be the zero temperature version of the directed polymer partition function. Moreover, in section 3.2 we have derived the CDF of certain LPPs in various point-to-line path geometries as an an appropriate scaling limit of the Laplace transform of the corresponding polymer partition functions studied in section 2.1. In this appendix we give the complete argument necessary to justify this procedure, called zero temperature limit and already outlined at the beginning of section 3.2.

We first need the following technical lemma:

**Lemma A.1.** Let \( \{A_\delta\}_{\delta > 0} \) be a collection of closed subsets of a Borel space \( X \). Let \( \{X^{(\varepsilon)}\}_{\varepsilon > 0} \) and \( X \) be \( X \)-valued random variables, and let \( \{f_\varepsilon\}_{\varepsilon > 0} \) and \( f \) be measurable functions \( X \to \mathbb{R} \). Assume that:

(i) \( X^{(\varepsilon)} \overset{\varepsilon \downarrow 0}{\to} X \) in distribution;

(ii) \( f_\varepsilon \overset{\varepsilon \downarrow 0}{\to} f \) uniformly in \( X \setminus A_\delta \), for all \( \delta > 0 \);

(iii) \( \mathbb{P}(X \in A_\delta) \overset{\delta \downarrow 0}{\to} 0 \);

(iv) \( \mathbb{P}(X \in D_f) = 0 \), where \( D_f \subseteq X \) is the set of discontinuity points of \( f \).

Then \( f_\varepsilon \left(X^{(\varepsilon)}\right) \overset{\varepsilon \downarrow 0}{\to} f(X) \) in distribution.

**Proof.** By the Portmanteau theorem, it suffices to show that

\[
\mathbb{E}[g \circ f_\varepsilon \left(X^{(\varepsilon)}\right)] \overset{\varepsilon \downarrow 0}{\to} \mathbb{E}[g \circ f(X)] \tag{A.1}
\]
for all Lipschitz bounded function $g : \mathbb{R} \rightarrow \mathbb{R}$. Using the triangle inequality,

$$
\left| \mathbb{E} \left[ g \circ f_x \left( X^{(\varepsilon)} \right) \right] - \mathbb{E} \left[ g \circ f \left( X \right) \right] \right| 
\leq \mathbb{E} \left[ \left| g \circ f_x \left( X^{(\varepsilon)} \right) - g \circ f \left( X^{(\varepsilon)} \right) \right| + \left| g \circ f \left( X^{(\varepsilon)} \right) - g \circ f \left( X \right) \right| \right]
\leq l_g \sup_{x \in X \setminus A_{\delta}} |f_x(x) - f(x)| + 2\|g\|_{\infty} P \left( X^{(\varepsilon)} \in A_{\delta} \right) + \mathbb{E} \left[ g \circ f \left( X^{(\varepsilon)} \right) \right] - \mathbb{E} \left[ g \circ f \left( X \right) \right],
$$

where $l_g$ is the Lipschitz constant of $g$. In the latter expression, we will now take the limits as $\varepsilon \downarrow 0$ first, and as $\delta \downarrow 0$ next. By assumption (ii), the first addend goes to 0 as $\varepsilon \downarrow 0$, for any fixed $\delta > 0$. By hypothesis (i) and the fact that $A_{\delta}$ is closed, the Portmanteau theorem implies that

$$
\limsup_{\varepsilon \downarrow 0} P \left( X^{(\varepsilon)} \in A_{\delta} \right) \leq P \left( X \in A_{\delta} \right)
$$

for all $\delta > 0$; taking now the limit as $\delta \downarrow 0$ and using (iii) we see that the second addend goes to 0 too. Finally, the continuous mapping theorem, along with assumptions (i) and (iv) implies that $f \left( X^{(\varepsilon)} \right) \xrightarrow{\mathcal{L}^{\varepsilon_0}} f(X)$; by the Portmanteau theorem, the third addend goes to 0 as $\varepsilon \downarrow 0$. Claim (A.1) follows.

Consider now a polymer partition function $Z$ and a LPP $\tau$ on the same set of allowed paths (see definitions (0.1) and (0.2)). Roughly speaking, next proposition states that, if the environment of $Z$ converges to the environment of $\tau$ under an appropriate scaling as the “temperature” parameter $\varepsilon$ vanishes, then in the same limit: (i) a rescaled $Z$ converges to $\tau$ in distribution, and (ii) a rescaled Laplace transform of $Z$ converges to the CDF of $\tau$.

**Proposition A.2.** Let $Z^{(\varepsilon)}_{i,j}$ be any polymer partition function on a lattice $I$ with disorder given by independent positive weights $\mathbf{W}^{(\varepsilon)} = \{W^{(\varepsilon)}_{i,j} : (i, j) \in I\}$, whose distributions depend on a parameter $\varepsilon > 0$. Let $\tau$ be the LPP in the same path geometry with independent waiting times $\mathbf{W} = \{W_{i,j} : (i, j) \in I\}$. Assume that

$$
\varepsilon \log W^{(\varepsilon)}_{i,j} \xrightarrow{\mathcal{L}^{\varepsilon_0}} W_{i,j},
$$

in distribution for all $(i, j)$. Then:

(i) $\varepsilon \log Z^{(\varepsilon)} \xrightarrow{\mathcal{L}^{\varepsilon_0}} \tau$ in distribution;

(ii) $\mathbb{E} \left[ \exp \left\{ -u/e^{\varepsilon} Z^{(\varepsilon)} \right\} \right] \xrightarrow{\mathcal{L}^{\varepsilon_0}} \mathbb{P} (\tau \leq u)$ for all $u \in \mathbb{R}$ such that $\mathbb{P}(\tau = u) = 0$.

Notice that hypothesis (A.2) is valid in particular if $W^{(\varepsilon)}_{i,j} = e^{W_{i,j}/\varepsilon}$ for all $(i, j)$. This trivial case of the zero temperature limit was already explained in the Introduction, see (0.6).
Notice also that, if the waiting times $W_{i,j}$’s are continuous random variables, besides being independent, then $\tau$ is continuous as well and (iii) holds for all $u \in \mathbb{R}$.

**Proof.** Both claims follow from Lemma A.1.

(i) Let $X := \mathbb{R}^T$, $A_\delta := \emptyset$ for all $\delta > 0$, $X^{(\epsilon)} := \epsilon \log W^{(\epsilon)} = \{\epsilon \log W_{i,j}^{(\epsilon)} : (i, j) \in I\}$, $X := W$ and $f_\epsilon, f : \mathbb{R}^T \to \mathbb{R}$ defined by

$$f_\epsilon(x) := \epsilon \log \left( \sum_{\pi \in \Pi} \exp \left( \frac{1}{\epsilon} \sum_{(i, j) \in \pi} x_{i,j} \right) \right), \quad f(x) := \max_{\pi \in \Pi} \sum_{(i, j) \in \pi} x_{i,j}$$

for all $x = (x_{i,j} : (i, j) \in I) \in \mathbb{R}^T$. The whole array $\epsilon \log W^{(\epsilon)}$, because of the hypotheses of convergence and independence of its entries, converges in distribution to $W$; therefore, condition (i) of the lemma holds. It is easy to prove that $f_\epsilon$ converges to $f$ uniformly in $\mathbb{R}^T$ as $\epsilon \downarrow 0$, so condition (ii) is also satisfied. Condition (iii) trivially holds because $A_\delta = \emptyset$, and (iv) follows from the continuity of $f$. Lemma A.1 thus implies that

$$\epsilon \log Z^{(\epsilon)} = f_\epsilon \left( \epsilon \log W^{(\epsilon)} \right) \overset{\epsilon \downarrow 0}{\longrightarrow} f(W) = \tau$$

in distribution.

(ii) Let now $X := \mathbb{R}$, $A_\delta := [u - \delta, u + \delta]$ for all $\delta > 0$, $X^{(\epsilon)} := \epsilon \log Z^{(\epsilon)}$, $X := \tau$ and $f_\epsilon, f : \mathbb{R} \to \mathbb{R}$ defined by

$$f_\epsilon(x) := \exp \left\{ - \frac{x - u}{\epsilon} \right\}, \quad f(x) := \mathbb{1}_{(-\infty, u]}(x)$$

for all $x \in \mathbb{R}$. Condition (i) of the lemma follows from what we have just proved. It is easy to show that, for all $\delta > 0$, $f_\epsilon$ converges to $f$ uniformly in $X \setminus A_\delta = \mathbb{R} \setminus [u - \delta, u + \delta]$, so that condition (ii) holds. Since the waiting times are independent and continuous, $\tau$ is continuous; it follows that

$$\mathbb{P} \left( \tau \in [u - \delta, u + \delta] \right) \overset{\delta \downarrow 0}{\longrightarrow} \mathbb{P}(\tau = u) = 0,$$

showing that condition (iii) holds. Finally, $f$ is discontinuous in $u$, but $\mathbb{P}(\tau = u) = 0$ again because $\tau$ is a continuous random variable, so condition (iv) applies. Lemma A.1 thus implies that

$$\exp \left\{ - \frac{u}{\epsilon} Z^{(\epsilon)} \right\} = f_\epsilon \left( \epsilon \log Z^{(\epsilon)} \right) \overset{\epsilon \downarrow 0}{\longrightarrow} f(\tau) = \mathbb{1}_{\{\tau \leq u\}}$$

in distribution. The collection of random variables $\left\{ f_\epsilon \left( \epsilon \log Z^{(\epsilon)} \right) \right\}_{\epsilon > 0}$ is uniformly
bounded by 1, hence uniformly integrable. Convergence in distribution along with uniform integrability implies convergence of expectations, thus proving the claim.
Whittaker functions in number theory

Whittaker functions on the groups $GL_n(\mathbb{R})$ and $SO_{2n+1}(\mathbb{R})$ and certain integral identities involving them, such as the Bump-Stade identity (1.59) and the Ishii-Stade identity (1.67), play a major role in this thesis. We have introduced these functions in section 1.3 and used them in our polymer analysis of chapter 2. In this appendix, we wish to study a few aspects of Whittaker functions from a number theoretic standpoint. In section B.1 we motivate their appearance in number theory and the contextual study of the integral identities mentioned above, focusing on the case $GL_2(\mathbb{R})$. In section B.2 we show the connection between our parametrization for Whittaker functions, given in section 1.3, and the one usually adopted by number theorists (in particular by Ishii and Stade in [IS13]).

B.1 Maass forms and Whittaker functions on $GL_2(\mathbb{R})$

In number theory, Whittaker functions appear in the series expansion of certain automorphic forms (more specifically, Maass forms). For the sake of conciseness and clarity, we focus on $GL_2(\mathbb{R})$ and review the theory of automorphic forms for this group, following the exposition of [Gol06].

An automorphic form is a function that satisfies certain differential equations and invariance/perIODICITY conditions. A familiar example is given by the complex exponential $f(x) := e^{2\pi ix}$, $x \in \mathbb{R}$. It is an eigenfunction of the one-dimensional Laplacian, as it satisfies the differential equation $\frac{d^2f}{dx^2} = -4\pi^2 f$. It is also a periodic function, in the sense that $f(x + n) = f(x)$ for all $x \in \mathbb{R}$ and $n \in \mathbb{Z}$. Such a periodicity condition, in particular, may be rephrased as the invariance under the additive action of $\mathbb{Z}$ on $\mathbb{R}$. The notion of automorphic form essentially arises when we instead consider the action of a general group on a general topological space.
B.1. Maass forms and Whittaker functions on $GL_2(\mathbb{R})$

In the case of automorphic forms for $GL_2(\mathbb{R})$, the topological space one works with is the complex upper-half plane $\mathbb{H} := \{ z = x + iy : x \in \mathbb{R}, \ y > 0 \}$, which can also be realized as the set of $GL_2(\mathbb{R})$-matrices $z = \begin{bmatrix} y & x \\ 0 & 1 \end{bmatrix}$ such that $y > 0$ and $x \in \mathbb{R}$. Indeed, the Iwasawa decomposition states that every $g \in GL_2(\mathbb{R})$ can be written as $g = z \cdot k \cdot d$, where $z$ is a (uniquely determined) matrix as before, $k$ is a $2 \times 2$ orthogonal matrix, and $d$ is a nonzero multiple of the $2 \times 2$ identity matrix (i.e. belongs to the center $Z(GL_2(\mathbb{R}))$ of $GL_2(\mathbb{R})$). Therefore, we can identify $\mathbb{H} \equiv GL_2(\mathbb{R}) / [O_2(\mathbb{R}) \cdot Z(GL_2(\mathbb{R}))]$.

Consider now the continuous action $^1$ of the group $SL_2(\mathbb{Z})$ on $\mathbb{H}$ given by

$$
\begin{bmatrix} a & b \\ c & d \end{bmatrix} z := \frac{az + b}{cz + d}.
$$

(B.1)

It can be verified that $SL_2(\mathbb{Z})$ acts equivalently by matrix multiplication on the elements of $\mathbb{H}$, viewed in their matrix representation as left cosets of $O_2(\mathbb{R}) \cdot Z(GL_2(\mathbb{R}))$ in $GL_2(\mathbb{R})$.

A Maass form for $SL_2(\mathbb{Z})$ is a smooth function $f : \mathbb{H} \to \mathbb{C}$ that:

(i) is invariant under the action of $SL_2(\mathbb{Z})$ on $\mathbb{H}$, i.e. $f(g \cdot z) = f(z)$ for all $g \in SL_2(\mathbb{Z})$ and $z \in \mathbb{H}$;

(ii) is an eigenfunction of the hyperbolic Laplacian $$\Delta := -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right),$$

in particular it satisfies $\Delta f = \nu(1 - \nu)f$ for some $\nu \in \mathbb{C}$;

(iii) has exponential decay as $y \to \infty$.

The invariance by the action of $\begin{bmatrix} 1 & n \\ 0 & 1 \end{bmatrix} \in SL_2(\mathbb{Z})$ guarantees that $f(z + n) = f(z)$ for all $n \in \mathbb{Z}$. Namely, $f(x + iy)$ is a periodic function of $x$ and can thus be expanded in the Fourier series with coefficients depending on $y$. Such coefficients turn out to be uniquely determined up to a multiplicative constant (multiplicity one property) and can be evaluated explicitly in terms of Bessel functions, yielding the series representation:

$$f(z) = \sum_{n \in \mathbb{Z} \setminus \{0\}} a(n) \cdot W(z, \nu, n), \quad W(z, \nu, n) := \sqrt{2\pi y} \cdot K_{\nu - \frac{1}{2}}(2\pi |n|y) \cdot e^{2\pi i nx}. \quad (B.2)$$

Here, $K_{\nu}$ is the Macdonald function (or modified Bessel function of the second kind), de-

---

$^1$ One can check that the right-hand side of (B.1) is indeed an element of $\mathbb{H}$. 
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The function \( W(z, \nu, n) \) is called, in this context, \( \text{GL}_2(\mathbb{R}) \)-Whittaker function of type \( \nu \) associated to the \( n \)-th additive character \( e^{2\pi i nx} \). Notice that the \( \text{gl}_2 \)-Whittaker function defined in subsection 1.3.1 (see (1.51)) can also be written in terms of the Macdonald function as
\[
\Psi^{\text{gl}_2}(\alpha_1, \alpha_2)(x_1, x_2) = 2^{(\alpha_1 + \alpha_2)/2} K_{\alpha_2 - \alpha_1} \left( 2 \sqrt{\frac{x_2}{x_1}} \right).
\] (B.4)

It is then easy to check that the following equality links the two differently defined Whittaker functions:
\[
W(iy, \nu, 1) = \frac{\Psi^{\text{gl}_2}(\alpha_1, \alpha_2)(x_1, x_2)}{\sqrt{2x_1^{\alpha_1+1/2} x_2^{\alpha_2+1/2}}},
\] (B.5)
if we set \( y = \frac{1}{\pi} \sqrt{\frac{x_1}{x_2}} \) and \( \nu - \frac{1}{2} = \alpha_2 - \alpha_1 \).

The complex coefficients \( a(n) \)'s occurring in the Fourier-Whittaker expansion \( \text{B.2} \) are conjectured to satisfy the growth condition \( a(n) = O(d(n)) \), where \( d(n) \) denotes the number of divisors of \( n \) (Ramanujan-Petersson conjecture). Notice that the coefficient \( a(0) \) must be zero because a Maass form is required to have exponential decay as \( y \to \infty \).

Let us now define the \( L \)-function associated with a Maass form \( f \) by
\[
L_f(s) := \sum_{n=1}^{\infty} \frac{a(n)}{n^s}.
\] (B.6)

From now on, as in the latter definition, we will suppose that \( \Re(s) \) is large enough so that all series and integrals converge absolutely. Number theorists have been interested in studying this function especially because, under certain conditions, it has an Euler product representation, similar to the one of the Riemann zeta function:
\[
L_f(s) = \prod_{p \text{ prime}} \left( 1 - \frac{a(p)}{p^s} + \frac{1}{p^{2s}} \right)^{-1}.
\]

For simplicity’s sake, let us suppose from now on that \( f \) is an even Maass form, i.e. the coefficients of its Fourier-Whittaker expansion satisfy \( a(-n) = a(n) \) for all \( n \in \mathbb{Z} \), so that
\[
f(iy) = 2 \sum_{n=1}^{\infty} a(n) \cdot W(iy, \nu, n) = 2 \sum_{n=1}^{\infty} a(n) \cdot \sqrt{2\pi y} \cdot K_{\nu - \frac{1}{2}}(2\pi ny).
\] (B.7)
In this case, it turns out that $L_f$ satisfies the functional equation

$$
\Lambda_f(s) := \pi^{-s} \Gamma\left(\frac{s + \frac{1}{2} - \nu}{2}\right) \Gamma\left(\frac{s - \frac{1}{2} + \nu}{2}\right) L_f(s) = \Lambda_f(1 - s).
$$

(B.8)

The proof of (B.8), similar to Riemann’s original proof of the functional equation for the zeta function, relies on the computation of the Mellin transform in $y$ of $f(iy)$:

$$
\int_0^\infty y^s f(iy) \frac{dy}{y} = 2 \sum_{n=1}^\infty a(n) \int_0^\infty y^{s+1} \cdot W(iy, \nu, 1) \frac{dy}{y} = 2^{-\frac{s}{2}} \pi^{-s} L_f\left(s + \frac{1}{2}\right) \Gamma\left(\frac{1 + s - \nu}{2}\right) \Gamma\left(\frac{s + \nu}{2}\right).
$$

The first equality follows from the Fourier-Whittaker expansion (B.7), the change of variables $y \mapsto y/n$ in the integral, and the fact that $W(iy/n, \nu, n) = n^{-1/2} W(iy, \nu, 1)$; the second equality follows from definition (B.6) and an explicit formula for the Mellin transform of the Macdonald function in terms of Gamma functions. On the other hand, by definition of Maass form, $f$ is invariant by the action of $[0 -1 ; 1 0] \in \text{SL}_2(\mathbb{Z})$, i.e. $f(iy) = f(iy^{-1})$. This clearly implies that the Mellin transform of $f$ is invariant under the transformation $s \mapsto -s$, from which the functional equation (B.8) follows. Notice that the function $\Lambda_f(s)$ defined in (B.8) is given by the $L$-function associated to $f$ multiplied by a prefactor, usually called $L$-factor. As our computation shows, such an $L$-factor essentially corresponds to the Mellin transform of $W(iy, \nu, 1)$, which can be computed explicitly in terms of Gamma functions. This observation points out the importance of the existence of explicit integral identities involving Whittaker functions in the theory of $L$-functions associated to Maass forms.

The integral identities (1.59) and (1.67) that we have used within this thesis involve two distinct Whittaker functions instead of one. In the number theoretic setting, these have arisen in the study of convolution $L$-functions of two Maass forms. The convolution $L$-function associated with two Maass forms $f$ and $g$ for $\text{SL}_2(\mathbb{Z})$, of type $\nu$ and $\mu$ respectively and with Fourier-Whittaker coefficients $a(n)$’s and $b(n)$’s respectively, is defined by

$$
L_{f \times g}(s) := \zeta(2s) \sum_{n=1}^\infty \frac{a(n)b(n)}{n^s},
$$

where $\zeta$ is the Riemann zeta function. By integrating $f \bar{g}$ against a particular Maass form called Eisenstein series (whose functional equation was already known by other means),
Rankin \cite{Ran39a,Ran39b} and Selberg \cite{Sel40} found a functional equation for $L_{f \times g}$:

\[
\Lambda_{f \times g}(s) := G_{v, \mu}(s) L_{f \times g}(s) = \Lambda_{f \times g}(1 - s). \tag{B.9}
\]

The $L$-factor $G_{v, \mu}(s)$ is essentially given by the Mellin transform of the product of two $\GL_2(\mathbb{R})$-Whittaker function of type $\mu$ and $v$ respectively:

\[
G_{v, \mu}(s) := \pi^{-s} \Gamma(s) \int_0^\infty y^{s-1} W(iy, v, 1) W(iy, \mu, 1) \frac{dy}{y},
\]

and can be evaluated explicitly in terms of Gamma functions. Such a computation amounts to the Bump-Stade identity \cite{Bump-Stade} in the case $n = 2$. To see this, it suffices to write down the definition of Gamma function as an integral w.r.t. $x_1$, change variable in the $y$-integral by setting $y = \frac{1}{\pi} \sqrt{\frac{m}{x_1}}$ and use \cite{B.5}:

\[
G_{v, \mu}(s) = \pi^{-s} \int_0^\infty \frac{dx_1}{x_1} e^{-x_1} \int_0^\infty \frac{dx_2}{2} \left( \frac{1}{\pi} \sqrt{\frac{m}{x_1}} \right)^{s-1} \psi_{(\alpha_1, \alpha_2)}(x_1, x_2) \psi_{(\beta_1, \beta_2)}(x_1, x_2) dx_1 \frac{dx_2}{x_2}.
\]

Here, the choice of parameters $\alpha_i$ and $\beta_i (i = 1, 2)$ is such that $\alpha_1 + \alpha_2 = \beta_1 + \beta_2 = s/2$, $\alpha_2 - \alpha_1 = v - 1/2$, and $\beta_1 - \beta_2 = \mu - \frac{1}{2}$. The third equality indeed corresponds to the Bump-Stade identity for $n = 2$.

Maass forms for $\SL_n(\mathbb{Z})$ with $n > 2$ are defined on a generalized upper half-plane, which only has a matrix realization but not a complex one: this makes their study considerably more difficult. However, the $L$-factor of the convolution $L$-function always turns out to be essentially the Mellin transform of the product of two $\GL_n(\mathbb{R})$-Whittaker functions. This is essentially the number theoretic motivation for obtaining explicit integral identities involving Whittaker functions, such as \cite{1.59} and \cite{1.67}. 
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B.2 Ishii-Stade parametrization

The integral parametrization for Whittaker functions used in number theory and in particular by Ishii and Stade [IS13] is different from ours: in this subsection, we explain their connection\(^1\) and then show the equivalence between (1.67) and the corresponding integral formula in [IS13]. As it will become clear, for both \(gl_n\) and \(so_{2n+1}\) the two parametrizations are linked via the change of variables

\[
y_1 := \frac{1}{\pi} \sqrt{\frac{x_2}{x_1}}, \quad \ldots, \quad y_{n-1} := \frac{1}{\pi} \sqrt{\frac{x_n}{x_{n-1}}}, \quad y_n := \frac{1}{\pi} \sqrt{x_n}.
\]  

(B.10)

For \(a \in \mathbb{C}^n\), set \(|a| := a_1 + \cdots + a_n\). The \(gl_n\)-Whittaker function \(\hat{W}_{n,a}^A\) indexed by \(a \in \mathbb{C}^n\), according to the integral representation [IS13, Prop. 1.2], is defined as follows. For \(n = 2\),

\[
\hat{W}_{2,(a_1,a_2)}^A(y_1,y_2) := 2y_1^{|a_2|/2}y_2^{|a_1|/2}K_{\alpha_2 - \alpha_1}(2\pi y_1),
\]  

(B.11)

where \(K\) is the Macdonald function defined in B.3. Recursively, for all \(n \geq 3\),

\[
\hat{W}_{n,a}^A(y) := \pi^{-|a|/2} \int_{\mathbb{R}^{n-1}} \hat{W}_{n-1,\tilde{a}}^A \left( y_2 \sqrt{\frac{t_2}{t_1}}, \ldots, y_{n-1} \sqrt{\frac{t_{n-1}}{t_{n-2}}}, y_n \sqrt{\frac{1}{t_{n-1}}} \right) \\
\times \prod_{j=1}^{n-1} \exp \left( - (\pi y_j)^2 t_j - \frac{1}{t_j} \right) (\pi y_j)^{(n-j)a_j} \frac{\exp(\pi y_j \sqrt{\frac{1}{t_j}})}{\sqrt{\pi t_j}},
\]  

where \(\tilde{a} = (\tilde{a}_1, \ldots, \tilde{a}_{n-1})\) is defined by \(\tilde{a}_i := a_{i+1} + \frac{a_i}{n-1}\).

**Proposition B.1.** If \(a_i = 2\alpha_{n-i+1}\) for \(1 \leq i \leq n\), and \(x\) and \(y\) satisfy (B.10), then

\[
\hat{W}_{n,a}^A(y) = \pi^{-(n+1)|\alpha|} \psi_{-\alpha}^A(x).
\]

**Proof.** For \(n = 2\), eq. (B.11) and the relations defining \(y\) and \(a\) in terms of \(x\) and \(\alpha\) yield

\[
\hat{W}_{2,(a_1,a_2)}^A(y_1,y_2) = 2\pi^{-3|\alpha|} (x_1x_2)^{-|\alpha|/2} K_{\alpha_2 - \alpha_1} \left( 2 \sqrt{\frac{x_2}{x_1}} \right).
\]

The desired identity for \(n = 2\) then follows from (B.4).

Assume now that the result holds for \(n - 1\). In light of (B.10) and after the change of

---

\(^1\)In this setting, we strictly stick to the notation of [IS13]. Accordingly, we remark that the hat in \(\hat{W}_{n,a}^A\) and \(\hat{W}_{n,b}^B\) does not denote any transform here.
variables \( u_j = t_j x_{j+1} \) for \( 1 \leq j \leq n-1 \) in the integral (B.12), we obtain

\[
\hat{W}^A_{n,a}(y) = \pi^{-|a|/2} \int_{\mathbb{R}^n_{+1}} \frac{u_2}{\pi} \cdots \frac{u_{n-1}}{\pi} \frac{u_n}{\pi} 
\times \prod_{i=1}^n x_i^{-\frac{n_i}{2}} \prod_{j=1}^{n-1} \exp \left( -\frac{u_j}{x_j} - \frac{x_{j+1}}{u_j} \right) u_j^{n_i} \frac{du_j}{u_j}.
\]

Using the induction hypothesis and the property stated in (1.53), it is easy to see that

\[
\hat{W}^A_{n-1,a}(y_1, \ldots, y_n) = \pi^{-|a|/2} \int_{\mathbb{R}^n_{+1}} \frac{\psi^{b_{n-1}}_{-(\alpha_1, \ldots, \alpha_{n-1})}}{(\pi y_1)^{\alpha_1} \cdots (\pi y_n)^{\alpha_n}} \prod_{j=1}^{n-1} \exp \left( -\frac{u_j}{x_j} - \frac{x_{j+1}}{u_j} \right) du_j.
\]

It follows that

\[
\hat{W}^A_{n,a}(y_1, \ldots, y_n) = \pi^{-|a|/2} |n|! \int_{\mathbb{R}^n_{+1}} \frac{\psi^{b_{n-1}}_{-(\alpha_1, \ldots, \alpha_{n-1})}}{(\pi y_1)^{\alpha_1} \cdots (\pi y_n)^{\alpha_n}} \prod_{j=1}^{n-1} \exp \left( -\frac{u_j}{x_j} - \frac{x_{j+1}}{u_j} \right) du_j.
\]

Using the recursive relation (1.52), we get the desired identity for \( n \).

The \( \psi_{2n+1} \)-Whittaker function \( \hat{W}^B_{n,b} \) indexed by \( b \in \mathbb{C}^n \), according to the integral representation [IS13 Prop. 1.3], is defined as follows. For \( n = 1 \),

\[
\hat{W}^B_{1,b_1}(y_1) := 2K_{b_1}(2\pi y_1).
\]

Recursively, for all \( n \geq 2 \),

\[
\hat{W}^B_{n,b}(y) := \int_{\mathbb{R}^n_{+1}} \frac{\psi^{b_{n-1}}_{-(\alpha_1, \ldots, \alpha_{n-1})}}{(\pi y_1)^{\alpha_1} \cdots (\pi y_n)^{\alpha_n}} \prod_{j=1}^{n-1} \exp \left( -\frac{u_j}{x_j} - \frac{x_{j+1}}{u_j} \right) du_j.
\]

where \( \tilde{b} = (b_1, \ldots, b_{n-1}) \).

**Proposition B.2.** If \( b_i = 2\beta_i \) for \( 1 \leq i \leq n \), and \( x, y \) satisfy (B.10), then

\[
\hat{W}^B_{n,b}(y) = \psi^{\tilde{b}_{2n+1}}(x).
\]
\[ \widetilde{W}_{n,b}(y) = \int_{\mathbb{R}^n} \left( \prod_{j=1}^n y_j \right) \frac{n-1}{n} \frac{\prod_{j=1}^{n-1} u_j}{\prod_{j=1}^{n-1} u_j} \left( \frac{1}{\pi} \prod_{j=1}^{n-1} \frac{u_j}{u_{j+1}} \right) \prod_{j=1}^n \frac{\Gamma(n_j^2)}{\Gamma(n_j)} \left( \frac{\prod_{j=1}^n y_j^2}{\prod_{j=1}^n u_j^2} \right)^{\frac{b_n}{2}} \exp \left( -\frac{u_j}{y_j} - \frac{v_{j+1}}{u_j} \right) du_j \bigg[ \frac{\prod_{j=1}^n y_j^{1/2}}{\prod_{j=1}^n u_j^{1/2}} \right] . \]

Using the induction hypothesis and the fact that \( b = 2 \beta \), we see that the latter expression coincides with \( \Psi^{(s \alpha_{n+1})}(x) \) (see recursive formula (1.65)), which in turn equals \( \Psi^{(s \alpha_{n+1})}(x) \) due to the invariance of \( s \alpha_{n+1} \)-Whittaker functions under change of sign of the parameters. 

Now, the integral formula we are interested in is stated in [IS13, Thm. 3.2]:

\[ \int_{\mathbb{R}^n} \left( \prod_{i=1}^n x_i \right)^{s/2} \psi^{(s \alpha_i)}_{\alpha}(x) \psi^{(s \alpha_{n+1})}(x) \prod_{i=1}^n \frac{dx_i}{x_i} = \frac{\prod_{1 \leq i,j \leq n} \Gamma(s + \alpha_i + \beta_j) \Gamma(s + \alpha_i + \beta_j)}{\prod_{1 \leq i,j \leq n} \Gamma(2s + 2 \alpha_i)} , \]

where \( \Gamma_R(z) := \pi^{-z/2} \Gamma(z/2) \). Using the change of variables (B.1) and Propositions B.1 and B.2 the above formula can be easily rewritten as

\[ \int_{\mathbb{R}^n} \left( \prod_{i=1}^n x_i \right)^{-s/2} \psi^{(s \alpha_i)}_{-\alpha}(x) \psi^{(s \alpha_{n+1})}(x) \prod_{i=1}^n \frac{dx_i}{x_i} = \frac{\prod_{1 \leq i,j \leq n} \Gamma(s/2 + \alpha_i + \beta_j) \Gamma(s/2 + \alpha_i + \beta_j)}{\prod_{1 \leq i,j \leq n} \Gamma(s + \alpha_i + \alpha_j)} . \]

Theorem 1.19 now follows by taking \( s = 0 \). Note that, in turn, the latter identity can be deduced by Theorem 1.19 indeed, the term \( \left( \prod_{i=1}^n x_i \right)^{-s/2} \psi^{(s \alpha_i)}_{-\alpha}(x) \) is itself a \( \text{gll}_n \)-Whittaker function as a whole, because of (1.53).
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