Local dielectric response in 1-propanol: $\alpha$-relaxation versus relaxation of mesoscale structures
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The dielectric Debye relaxation in monohydroxy alcohols has been subject of long-standing scientific interest and is presently believed to arise from the relaxation of transiently H-bonded supramolecular structures. Therefore, its manifestation might be expected to differ from a local dielectric probe as compared to the standard macroscopic dielectric experiment. In this work we present such local dielectric measurements obtained by triplet state solvation dynamics (TSD) and compare the results with macroscopic dielectric and light scattering data. In particular, with data from an improved TSD setup, a detailed quantitative comparison reveals that the Debye process does not significantly contribute to the local Stokes shift response function, while $\alpha$- and $\beta$-relaxations are clearly resolved. Furthermore, this comparison reveals that the structural relaxation has almost identical time constants and shape parameters in all three measurement techniques. Altogether our findings support the notion that the transiently bound chain structures lead to a strong cross-correlation contribution in macroscopic dielectric experiments, to which both light scattering and TSD are insensitive, the latter due to its local character and the former due to the molecular optical anisotropy being largely independent of the OH bonded suprastructures.

1 Introduction

The relaxation behavior of hydrogen bonded liquids, especially of monohydroxy alcohols, is a long-standing topic.\textsuperscript{1,2} In particular the so called Debye process observed by dielectric spectroscopy and the details of its microscopic origin have been subject of scientific debate. At present, it is widely agreed upon that the Debye peak, which is slower than the structural $\alpha$-relaxation, represents the relaxation of transient supramolecular structures.\textsuperscript{2} In the case of monoaolcohols these structures are thought of as transient chains, which form due to H-bonding and which link the Debye process to the reorientation of an average end-to-end dipole vector.\textsuperscript{3} Although for a long time the Debye process in monoaolcohols was believed to appear only in dielectric spectroscopy, it was recently identified in the shear mechanical response as well as in photon correlation spectroscopy.\textsuperscript{8,9}

In general, broadband dielectric spectroscopy (BDS) and photon correlation spectroscopy (PCS) probe macroscopic quantities. While the former technique probes the collective reorientation of permanent molecular dipole moments, the latter is sensitive to the reorientation of the anisotropy tensor of the molecular polarizability.\textsuperscript{8,3} For monohydroxy alcohols, it turns out that the Debye process is usually strong or even dominant in the dielectric spectra and is far less important in PCS, where it is so far unobservable in primary alcohols while a small Debye-like contribution is reported in secondary alcohols.\textsuperscript{3,5} This leads to the conclusion that cross-correlations seem to be less important for the PCS spectra and the self-part of the correlation function dominates.\textsuperscript{5}

Triplet state solvation dynamics is a truly local measurement technique, which can be understood as a local version of BDS.\textsuperscript{8} In TSD a dye molecule is dissolved at low concentration in a solvent and is excited into the metastable long-lived triplet state by a UV laser pulse.\textsuperscript{8} Due to the relaxation of the dipole moments of the surrounding solvent molecules, the phosphorescence spectrum of the dye is modified as a function of time. These changes are quantified by calculating the time-dependent Stokes shift from the spectra, revealing the local relaxation of the solvation shell. Depending on the change of the dipole moment of the dye on excitation, a local dielectric or mechanical experiment can be performed.\textsuperscript{8,15} Under the assumption of a continuum type dielectric the Stokes shift response function $C_{\text{Stokes}}(t)$ should follow the time-dependent electric modulus rather than the dielectric permittivity.\textsuperscript{10,11} However, by contrast, experiments rather show an empirical connection of $C_{\text{Stokes}}(t)$ with the dielectric permittivity.\textsuperscript{3,12} Thus, before tackling the prob-
lem whether a Debye contribution can be identified in $C_{\text{Stokes}}(t)$, it has to be clarified whether electric modulus or permittivity data are more suitable for a comparison with TSD. Dielectric time domain measurements of modulus and permittivity will be used to clarify this problem in the following.

The main question of this paper is how the dynamics of transient supramolecular structures is reflected in the local TSD technique for the primary alcohol 1-propanol. In a previous investigation of this kind, the authors concluded based on a rather limited set of data that the macroscopic dielectric response as well as the local dielectric solvation are dominated by the Debye process. However, the local TSD technique might not be very sensitive to cross correlations and therefore, similar to the results obtained in PCS, transient supramolecular structures only weakly contribute to the local Stokes-shift response function.

The starting point of this paper is the presentation of experimental details, in particular of the improved TSD setup that allows to access the Stokes shift response function in a broader time range than previously accessible, followed by the results obtained in BDS and TSD. Afterwards the detailed comparison of TSD, BDS and PCS results is given.

2 Experimental section

The dipolar phosphorescent chromophore quinoxaline (QX) was purchased from Alfa Aesar (98%+) and used as received. The glass-forming solvent 1-propanol (99.9%, anhydrous) was obtained from the same company. Prior to use, propanol was cleaned for at least 24 hours with a 3 Å molecular sieve and filtered with a 200 nm syringe filter to reduce dust impurities. For TSD experiments the solute/solvent concentration was prepared to be $2 \times 10^{-3}$ mol/mol.

The sample under investigation was filled into a rectangular quartz cell and mounted into an optical contact gas cryostat (CryoVac). The cryostat was equipped with two DT 670 A silicon diodes as temperature sensors and can be temperature controlled from 77 K up to 320 K by a Lakeshore 336 temperature controller. To excite different chromophores with UV laser wavelengths are generated can be found elsewhere.

The phosphorescence emission is collected under 90° with a 3 Å molecular sieve and filtered with a 200 nm syringe filter to reduce dust impurities. For TSD experiments the solute/solvent concentration was prepared to be $2 \times 10^{-3}$ mol/mol.

The sample under investigation was filled into a rectangular quartz cell and mounted into an optical contact gas cryostat (CryoVac). The cryostat was equipped with two DT 670 A silicon diodes as temperature sensors and can be temperature controlled from 77 K up to 320 K by a Lakeshore 336 temperature controller. To obtain consistent temperature values in different experimental setups, the temperature sensors were calibrated with the same PT 100 A/10 temperature sensor which was used for the temperature calibration in the BDS setups and PCS setup. By doing so, an absolute temperature accuracy of better than 0.5 K was achieved.

To excite different chromophores with UV laser pulses a laser system was set up generating 355 nm, 320 nm or 266 nm laser pulses, respectively. A pulsed Nd:YAG laser (Spotlight 600 from Innolas) with 10 Hz repetition rate and integrated pulse divider generates 1064 nm, 532 nm and 355 nm pulses. After attenuation (to avoid bleaching of the dye) down to $\approx 2 \text{ mJ}$ the latter can be used directly to excite the chromophore QX.

![Figure 1: Temperature dependence of the phosphorescence $T_1$ lifetime of quinoxaline $\tau_{QX}$ in 1-propanol. For $T < T_\text{F}$ $\tau_{QX}$ is in agreement with $\tau_{QX}$ reported at one glassy temperature in literature.](image)

A detailed description of how the other two UV laser wavelengths are generated can be found elsewhere.

The phosphorescence emission is collected under 90° to the incident laser beam by a liquid light guide fiber (Newport, model 77566) and guided onto the entrance slit of a Czerny-Turner grating spectrograph (Shamrock 500i from Andor Technology) equipped with gratings of 150, 600, 1800 lines/mm, respectively. The dispersed phosphorescence emission is registered with an Andor iStar 340T iCCD camera with integrated gate and delay generator. The effective active area of the camera is 1330 x 512 pixels with a pixel size of 13.5 µm and results in 231.8 nm, 55.8 nm and 16.9 nm band-passes for the three gratings. The absolute wavelength of the data acquisition optics was calibrated with a Hg(Ar) lamp.

In order to record the time-resolved phosphorescence emission spectra of the dye, there are at least two possible ways depending on the information of interest. A single laser pulse is followed and the gate width ($\Delta t$) of the camera is optimized for the first and fixed for all subsequent time points after the excitation of the dye. Thereby, the information about the intensity is preserved, but due to the decreasing emission intensity over time many accumulations are necessary to cover three (or more) decades in time. Alternatively, the time resolution $\Delta t/t$ can be optimized for each decade and each time point can be accumulated separately after excitation, thereby compensating the decreasing emission intensity and reducing the overall length of the measurement. More possible ways of measuring the time dependent Stokes shift are discussed elsewhere.

The lifetime measurements presented below were done in the first way because the intensity information is necessary to calculate the lifetime of a dye. For that purpose the gate width was set to 0.1 ms at all temperatures and the 150 lines/mm grating was used. The
time resolved solvation measurements were all done in the second manner. Here, the time resolution Δt/f was better than 5% and the gate width was restricted to an upper limit of 2 ms for all data points. Each spectrum consists of at least 1.5·10⁶ counts at the peak maximum with the background subtracted. For all measurements the repetition time of the laser was adjusted to ≥ 3τQX, where τQX is the phosphorescence lifetime of quinoxaline. To calculate τQX the whole spectrum recorded at each of the time points was integrated and then fitted with an exponential decay, obtaining temperature dependent τQX(T). This result is shown in Fig. 1. Starting from T < Tᵦ, with Tᵦ = 96 K for 1-propanol, τQX decreases by almost two orders of magnitude from (274.2 ± 4.9) ms to (3.2 ± 0.3) ms upon increasing temperature.

Such a temperature dependent phosphorescence lifetime is also observed for TSD dyes like naphthalene, quinoline and 2-naphthalenemethanolacetyl in 2-methyltetrahydrofuran. While its origin is still debated, the effect in itself has been known for a long time for different phosphorescent dyes like naphthalene, benzene, toluene and several other aromatic molecules dissolved in various solvents. Some authors attributed the temperature dependence of the phosphorescence lifetime to radiative and nonradiative decays, while other authors linked this effect to the solvents microviscosity. In any case, this temperature dependence of the phosphorescence lifetime can be as much a limitation as an advantage for TSD experiments. The former due to a decreasing signal at longer delay times and the latter due to the possibility to enlarge the repetition rate of the laser f_{laser} ≤ 1/3τ_{dyn} at higher temperatures and reduce thereby the overall measurement time.

To compare TSD data with the data of other techniques (BDS, PCS), existing data from Ref. 28 were supplemented by measuring the electric modulus relaxation and dielectric permittivity of neat 1-propanol using a time domain dielectric setup described elsewhere in detail. Both measurements were recorded using the same sample at identical temperatures. To perform the measurement of the electric modulus relaxation a charge step is applied to realise the condition of constant dielectric displacement. Subsequently, the voltage across the sample capacitor directly reflects the variation of the electric field in the sample. For the measurement of the dielectric permittivity the condition of constant electric field is realised by applying a voltage step across a series of sample and reference capacitors. Therefore, the voltage across the reference capacitor directly probes the polarization of the sample. Further details are described in Ref. 28.

![Figure 2: Normalized phosphorescence emission spectra of quinoxaline in 1-propanol recorded with the 150 lines/mm grating. Blue points refer to the unrelaxed and red points to the relaxed solvent. The absolute Stokes shift is Δν = (551±10) cm⁻¹. The inset shows the spectrum for T = 93.4 K recorded with the 600 lines/mm grating showing the high energy wing with more precision. For lifetime measurements the former grating was used and for TSD experiments the latter.](image)

3 Experimental results

3.1 Typical spectra

Typical phosphorescence spectra of quinoxaline in 1-propanol recorded with two different gratings are shown in Fig. 2. For an overview, the whole spectrum was recorded with the 150 lines/mm grating. To resolve the highest energy peak, i.e. the transition T₁ → S₀ (0 − 0), with a higher spectral resolution the 600 lines/mm grating was used.

3.2 Triplet state solvation dynamics

By following a common practice, the high energy wing of the spectra, cf. inset of Fig. 2 was fitted with a Gaussian function to obtain the mean energy ⟨ν⟩ as a function of time and temperature. The so-called Stokes shift response function C_{Stokes}(t) can then be calculated as:

\[ C_{Stokes}(t) = \frac{⟨ν(t)⟩ − ⟨ν(∞)⟩}{⟨ν(0)⟩ − ⟨ν(∞)⟩}, \]

where ⟨ν(0)⟩ and ⟨ν(∞)⟩ are the normalization energies. The former can be determined from temperatures where the solvent is unrelaxed, e.g., the blue curve shown in Fig. 2 while ⟨ν(∞)⟩ is determined at temperatures where the solvent is entirely relaxed, like from the red spectrum shown in Fig. 2. Thus, the absolute Stokes shift Δν = ⟨ν(0)⟩ − ⟨ν(∞)⟩ can be calculated by averaging over some time points at the lowest and the highest temperature. The result
Stokes shift response functions $C_{\text{Stokes}}(t)$ of quinoxaline in 1-propanol covering four decades in time. The curves are globally fitted by a KWW function, for details see text and Fig. 4. The data shown are in agreement with the single curve at $T = 102.3$ K presented in.  

Due to a decreasing $\tau_{\text{QX}}$ and thermal line broadening with increasing temperature, some curves are limited in time range for $T \geq 109.9$ K. To describe the data a Kohlrausch-Williams-Watts (KWW) function was fitted globally to the structural relaxation in a master plot, cf. Fig. 4. Therefore the KWW functions shown in Fig. 3 differ only in the parameter $\tau_{\text{KWW}}$. The master plot itself reveals a $\beta$-process and a structural $\alpha$-relaxation. But it does not show a Debye process separate from the structural relaxation down to the level of at least 5 %, cf. Fig. 4.

### 3.3 Dielectric time domain measurements

In Fig. 5 the dielectric time domain measurements of 1-propanol are shown. It can be recognized that the different relaxation processes, like $\alpha$-, $\beta$- and Debye-relaxation, appear in a different manner in permittivity compared to electric modulus measurements. Obviously, the Debye process does not dominate the electric modulus relaxation in the same way as the dielectric permittivity and therefore it is easier to distinguish the other processes in the modulus data.

### 4 Data Analysis and Discussion

The analysis and discussion of our data will cover the line shape and the time constants of the TSD data as compared to their BDS and PCS counterparts, as well as the absolute values of the Stokes shift in the TSD data. Altogether this will provide evidence that the Debye process does not significantly contribute to the
local dielectric solvation response.

Due to the broad dynamic range covered by the TSD results presented in Fig. 4, it becomes obvious that two processes are revealed in the relaxation functions. The slower process can be described by a KWW function with $\beta_{\text{KWW}} = 0.52 \pm 0.01$, which is typical of the structural $\alpha$-relaxation as it is observed in other TSD experiments, e.g., for QX dissolved in 2-methyltetrahydrofuran, where the structural relaxation is described by $\beta_{\text{KWW}} = 0.49$. As 2-methyltetrahydrofuran is a van der Waals liquid, slow relaxation contributions are not expected beyond the $\alpha$-process, in contrast to 1-propanol. So the similar $\beta_{\text{KWW}}$ can be understood as a first indication that the Debye process, if at all, only weakly contributes to the local Stokes shift response function in our experiment, as the latter shows the typical shape of an $\alpha$-process.

When comparing data from local dielectric solvation with macroscopic dielectric experiments, it has been a long standing issue whether $C_{\text{Stokes}}(t)$ should be compared to time domain modulus or permittivity data. While standard theoretical approaches indicate that $C_{\text{Stokes}}$ should be close to the time-domain modulus relaxation $M(t)$, there is ample experimental evidence that $C_{\text{Stokes}}(t)$ is closer to the dielectric permittivity in the time domain. For the present problem this becomes particularly important as the combination of three different processes and an overall large relaxation strength leads to very different line shapes in electric modulus and permittivity representations. That will be obvious when trying to construct masterplots from the time domain data in different representations, as shown in Fig. 6. In order to be able to compare these with the master curve formed by the TSD data in Fig. 4 all other time domain data were restricted to the same dynamic range as the TSD data, as indicated by the colored points in Fig. 6.

All the results are shown together with the KWW function fitted to the TSD master curve in Fig. 4 with appropriate normalization. By taking a closer look at Fig. 4, it becomes clear that time-temperature superposition fails in the case of the electric modulus because of the presence of three different relaxation processes with comparable weight ($\beta$-, $\alpha$- and Debye process) but with different temperature dependencies in the measured range. This is true even if the $M(t)$ data are restricted to the limited TSD time window, as shown by the color of the points. In the permittivity representation where the Debye process dominates, time-temperature superposition can successfully be applied but the resulting mastercurve shows a completely different shape than the one obtained from the TSD data, cf. Fig. 6.

More insight can be gained by comparing the TSD results to PCS data. As shown in Ref. 5 for 1-propanol, the $\alpha$- and $\beta$-process in PCS and BDS are identical with respect to time constants and shape parameters within experimental accuracy, while a Debye process is not resolved with the PCS technique. Based on the data of Ref. 5 a corresponding master plot was created for the PCS data as shown Fig. 6c. Due to the much larger time range of the PCS data, failure of time temperature superposition is observed in the range of the $\beta$-relaxation while it works well in the range of the $\alpha$-process, where the shape is identical with the one
Figure 7: Comparison of TSD data, i.e. $C_{\text{Stokes}}(t)$, with dielectric time domain data, i.e. normalized electric modulus $M(t)$ and dielectric permittivity $\Phi(t)$, and PCS data taken from Ref. 7, i.e. $g_1(t)$. For this the PCS data is scaled in amplitude with a factor of 0.9/0.8. See text for further information.

Thus, two conclusions can be drawn from Fig. 6. First, in agreement with a large number of observations previously reported in the literature, the TSD results for dielectric solvation of the dye QX best compare with macroscopic time-domain permittivity. This cannot be seen directly from Fig. 6a, but can be concluded from the above observation that the lineshape of the PCS data, which previously were shown to be, significantly to the local TSD probe, very similar to the $1$-propanol the Debye process does not contribute significantly. Therefore, and this is the second point, in the case of $1$-propanol the Debye process does not contribute significantly to the local TSD probe, very similar to the results obtained in PCS experiments. A similar observation is made when the different response functions are compared at the same temperature, e.g. at $T = 113$, as shown in Fig. 7. Here it is revealed that besides the lineshape also the time constant of $C_{\text{Stokes}}(t)$ and $g_1(t)$ is almost identical. We note that in modulus representation the $\alpha$, $\beta$-decay would be considerably faster than what is observed in $C_{\text{Stokes}}(t)$, while $C_{\text{Stokes}}(t)$ and $g_1(t)$ are basically indistinguishable within the accuracy of the temperature measurements of two different experimental setups.

In order to compare time constants of TSD data with those of BDS and PCS in a more quantitative way, it is necessary to apply the same analysis to all data sets. The data presented in Ref. 5 were analyzed by using a set of well-known correlation time distributions, cf. Ref. 29, together with the Williams-Watts approach to connect $\alpha$- and $\beta$-process:

$$\Phi_{\text{WWA}}(t) = \Phi_\alpha(t) ((1-k) + k \Phi_\beta(t)),$$  

where $\Phi_\alpha(t)$ represents the different relaxation functions and $k$ the relative strength of the $\beta$-process. The $\alpha$-relaxation is characterized by the following distribution of correlation times:

$$G_{\alpha}(\ln \tau) = N_{\alpha}(a, \beta) e^{-(\beta/\alpha)(\tau/\tau_0)^a} (\tau/\tau_0)^\beta,$$  

while the $\beta$-process is modeled by:

$$G_{\beta}(\ln \tau) = N_{\beta}(a, b) \frac{1}{b (\tau/\tau_0)^a + (\tau/\tau_0)^{-ab}}.$$

Details concerning the parameters are discussed elsewhere.

For the present purpose it suffices to say that in order to fit the TSD data, all shape parameters of $\alpha$- and $\beta$-relaxation were taken from the joint analysis of BDS and PCS data in Ref. 5, while the strength and time constants were fitted to the TSD data. The result shows that both $\alpha$-relaxation and $\beta$-process, which is apparent in the TSD data for $T \leq 105.9$ K, are well described by the fit, as shown in Fig. 7. The resulting time constants are shown together with the time constants from the common $KWW$ analysis of the TSD data as well as with the time constants from the previous BDS data analysis, cf. Ref. 4 in Fig. 8. It emerges that both the $KWW$ analysis and the Williams-Watts approach analysis yield the same result for the structural $\alpha$-relaxation, in agreement with the results of BDS and PCS data. Furthermore, within the Williams Watts approach, even the $\beta$-process of the TSD data can be evaluated at a few temperatures and again the time constants are in agreement with the previous BDS and PCS results. Altogether, this is another indication that the Debye process does not play a significant role for the local Stokes shift response function.

The next question to be discussed is whether the absolute value of the Stokes shift contains any indication of a significant contribution of the Debye process. First, the general observation is that there is an approximate linear relation between the absolute Stokes shift $\Delta \lambda$ and the time constant $\tau_0$ of the $\alpha$-relaxation. This can be understood in terms of the fact that the absolute value of the Stokes shift contains any indication of a significant contribution of the Debye process.
shift of TSD experiments and an empirical quantity called the microscopic solvent polarity $E_T^N$, which is approximately obeyed for QX in various polar and non-polar solvents. The $E_T^N$ values are based on the transition energy of a dissolved betaine dye, the so called Reichardt’s dye, and are normalized to tetramethyilsilane ($E_T^N = 0$) and water ($E_T^N = 1$). By comparing the absolute Stokes shift of QX in 1-propanol, i.e. $\Delta\nu_{1P} = (551 \pm 10)$ cm$^{-1}$, with that of QX in a polar, non H-bonding, glass former like 2-methyltetrahydrofuran $\Delta\nu_{\text{MTHF}} = 250$ cm$^{-1}$, a factor $\approx 2$ between the H-bonding and the van der Waals glass former can be noticed, while the permanent dipole moments only differ by a factor of $\approx 1.2$. Accordingly the $E_T^N$ values are different by about a factor of three. Thus, the question arises whether the macroscopic Debye process is somehow reflected in that observed difference. However it has to be taken into consideration that both the absolute Stokes shift in the TSD experiment as well as the microscopic solvent polarity $E_T^N$ are local quantities, where all intermolecular forces between solvent and solute within the solvation shell play a role. Therefore, both quantities can be expected to be insensitive towards mesoscopic solvent-solvent cross correlations. Thus, while specific solute-solvent interactions will play a major role. For example, it was only possible to calculate the correct $E_T^N$ value of methanol, after explicitly considering a few specific solute-solvent intermolecular bindings. In particular, it is well known that the overall macroscopic relaxation strength $\Delta\epsilon$ is not a suitable measure for the microscopic solvent polarity and the absolute Stokes shift.

To underline this fact, we compare 1-propanol with a microscopic polarity of $E_T^N = 0.62$ with 3-phenyl-1-propanol with a microscopic polarity of $E_T^N = 0.55$, a value close to that of 1-propanol. Although the molecular dipole moments of both molecules are the same, they largely differ in dielectric strength, as 3-phenyl-1-propanol shows $\Delta\epsilon_{3P1P} \approx 20$ which is at least a factor of $\approx 4$ smaller than $\Delta\epsilon_{1P} \approx 80$ at 125K in 1-propanol, a fact, which is hardly reflected in the microscopic polarity $E_T^N$. In much the same way the absolute Stokes shift is unaffected by the different values of $\Delta\epsilon$, as $\Delta\nu_{1P} = (551 \pm 10)$ cm$^{-1}$ for 1-propanol is very close and even slightly smaller than $\Delta\nu_{3P1P} = (587 \pm 14)$ cm$^{-1}$ of QX in 3-phenyl-1-propanol. Obviously, the Debye process present in the macroscopic BDS of both substances in a rather different strength does not play a significant role for both, the $E_T^N$ value as well as the absolute TSD Stokes shift $\Delta\nu$, as expected from the above considerations.

5 Summary and Conclusion

By using the TSD technique over a broad dynamic range it was possible to monitor the local dielectric response in the monohydroxy alcohol 1-propanol. As compared to the macroscopic dielectric response dominated by a strong Debye process due to the relaxation of transient supramolecular chains, the local dielectric solvation response shows $\alpha$- and $\beta$-relaxation but no indication of a significant Debye contribution is observed, which is in contrast to previous conclusions for the same system. A detailed comparison of the solvation response with dielectric time domain data of modulus and permittivity measurements shows that the TSD response best compares with the dielectric permittivity in accordance with previous observations. In particular, lineshape and time constants of $\alpha$- and $\beta$-relaxation are identical not only when TSD and BDS data are compared, which is more difficult due to the strong Debye contribution in BDS, but also when the recently published photon correlation results are included. The latter comparison is much more straightforward due to the lack of a Debye contribution in the PCS data and reveals identical correlation functions within the limits of experimental accuracy.

Thus, a consistent picture emerges by a combination of data from three different experimental techniques, one of which represents a local method on a molecular scale. The interesting conclusion from this is that while $\alpha$- and $\beta$-relaxation apparently are unaffected by the locality of the technique, the Debye process presents an entirely different picture. In accordance with the idea of transient supramolecular chain structures the Debye relaxation seems to be entirely due to cross correlation terms in the macroscopic dipolar correlation function, for which the local solvation method is obviously insensitive. However, any significant self correlation contribution on the Debye time scale that should be visible in the local TSD technique, is not detected to a substantial degree. Assuming that existence of the dye does not significantly alter the dynamic processes of its environment, this finding implies that the dielectric Debye peak in 1-propanol is entirely due to cross correlations. Thus, a conclusion is confirmed that was already tentatively drawn in Refs. based on a
comparison of dielectric and PCS data. Following this argument traces of a Debye process would be expected in the TSD data of substances like 5-methyl-2-hexanol, where PCS already indicates some contribution of the Debye peak to the self part of the light scattering correlation function. To clarify this point for a larger set of monohydroxy alcohols work is currently in progress.
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