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Abstract

In biology, a phylogenetic tree is a tool to represent the evolutionary relationship between species. Unfortunately, the classical Schröder tree model is not adapted to take into account the chronology between the branching nodes. In particular, it does not answer the question: how many different phylogenetic stories lead to the creation of a species and what is the average time to get there? In this paper, we enrich this model in two distinct ways in order to obtain two ranked tree models for phylogenetics, i.e. models coding chronology.

For that purpose, we first develop a model of (strongly) increasing Schröder trees, symbolically described in the classical context of increasing labeling trees. Then we introduce a generalization for the labeling with some unusual order constraint in Analytic Combinatorics (namely the weakly increasing trees).

Although these models are direct extensions of the Schröder tree model, it appears that they are also in one-to-one correspondence with several classical combinatorial objects. Through the paper, we present these links, exhibit some parameters in typical large trees and conclude the studies with efficient uniform samplers.
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1 Introduction

In biology a phylogenetic tree is a classical tool to represent the evolutionary relationship among species. At each bifurcation, or multifurcation, of the tree, the descendant species from distinct branches have distinguished themselves in some manner.

One of the first illustrations of an evolutionary tree was made by Darwin in his book On The Origin of Species. His idea was to represent the divergence of characters and species. Multifurcations represent a well-marked variety of a certain kind and this process then continues on the new varieties and so on. Interest grew in tree evolutions as these models give insight on how species evolved. Different tree models were proposed with the idea of finding trees that fits best nowadays observations and data sets. These models of graphs include rooted, unrooted, labeled, unlabeled, bifurcating or multifurcating trees or networks. By defining some metrics between these models, people develop algorithms focusing on state space exploration or on tree inference. For details on tree models in phylogenetics and inference algorithms see the book of Felsenstein and the one of Steel for a more recent survey with combinatorial aspects also. Thanks to the development of bioinformatics many tools have thus emerged, in order to build automatically such tree diagrams. Some examples of programs are PHYLIP, a tool for inferring phylogenetic trees or PAML that is phylogenetic analyser based on the maximum likelihood. In order to develop these new tools several structural studies have been realized to model correctly the fundamental parameters defined by biologists.

In 1870 Schröder presented an original model published into the paper Vier combinatorische Probleme. The fourth problem presents a phylogenetic tree model enumerating trees by their number of leaves. See for example for the phylogenetic interpretation.

While it has been highlighted that this first model is not adapted to take into account the chronology...
between branching nodes belonging to two distinct fringe subtrees, other approaches have been developed to consider such a history of the evolution process. In particular in the context of binary trees, we can mention the stochastic model of Yule [22] and its generalization by Aldous [1]. Such tree models, including history evolution, are usually called ranked tree models in phylogenetics. But these new models are not based on the original Schröder tree model. To the best of our knowledge, there seems to have been no attempt to enrich Schröder’s original model so as to encode the chronology of evolution.

A first natural idea in this direction consists in considering the model of a recursive tree. Such a structure is a rooted labeled tree, whose root is labeled by 1 and the successors of a given node, with label \( \nu \), have a label greater than \( \nu \). Each integer between 1 and the total number of nodes is present once in the tree. Many variations of this model have been presented in the literature: see [7] and the references therein. In this context, we are able to define a simple evolution process that allows to build very efficiently large trees with simple iterative rules. Furthermore, usually the history of construction is naturally kept in the final large tree through the increasing labeling. It is also important to note that apparently minor changes on the growth rules induce drastic differences in the typical properties of the considered models. See for example the book of Drmota [7] that presents many extensions of the classical model (e.g. plane oriented recursive trees, fixed arity – or out-degree – recursive trees) and details several quantitative studies for different fundamental parameters like the profile of such tree models.

Let us recall the sample of a recursive tree (uniformly for all trees of the same size, i.e. the same number of nodes): start with the single size-1 tree, reduced to a root, and iterate: at step \( n \in \{2, 3, \ldots \} \) choose uniformly a node in the tree under construction (labeled with an integer between 1 and \( n-1 \)) and attach to it a new node labeled by \( n \).

While many variations on these models have been studied, it is very interesting to note that the increasing version of Schröder trees seems not to have been analyzed. Our model is also very natural due to its similarities to the probabilistic model of Yule trees (cf. e.g. [19]) that take into account the chronological mutations of species.

We develop in this paper two distinct models for phylogenetic trees satisfying in priority two new constraints: (1) to take into account the chronological evolution and (2) to be efficient to simulate. Both models are based on some increasingly labeling of Schröder tree structures.

In this paper, we are focusing on the distinct histories possible for a fixed number of final species.
From a graph model point of view, it consists in the quantitative study of the number of structures of a given size. Furthermore, beyond some characteristics shared by our model and recursive trees, or increasing fixed arity trees, we will point out several relations to other classical combinatorial objects, in particular permutations, Stirling numbers. Due to the many links to combinatorial objects, increasing Schröder trees are thus interesting in themselves as combinatorial structures.

The paper is organized as follows. In Section 2 we introduce formally our first ranked phylogenetic tree model and introduce a non-classical point of view for the tree specification. We present the enumeration of the trees and relate them to permutations. Then we compute important parameters of the model. We conclude this section with the presentation of a linear algorithm for the uniform sampling of trees. Section 3 is devoted to our second model for ranked phylogenetic trees. It is based on a non-classical way of increasingly labeling a tree structure. The section is composed like the first one: after the enumeration of the trees, we relate them to classical combinatorial objects, derive some tree parameters and we finally conclude the section with an efficient unranking algorithm for the uniform sampling of our trees.

Some technical proofs are detailed in the appendix due to obtain a clear paper structure.

2 Strongly Increasing Schröder trees

The first model we develop is based on an almost classical notion of increasing labeling in Analytic Combinatorics.

2.1 The model and its context

The tree structure associated to strongly increasing Schröder tree corresponds to Schröder trees, i.e., the combinatorial class of rooted plane\(^1\) trees whose internal nodes have arity at least 2. The reader can refer to [11, p. 69] for some details. The size of a Schröder tree is the number of leaves in the tree. Note that in the tree structure neither the internal nodes, nor the leaves are labeled. The combinatorial class \(\mathcal{S}\) of Schröder trees is specified as \(\mathcal{S} = \mathcal{Z} \cup \text{SEQ}_\geq 2 \mathcal{S}\), that translates, via the classical symbolic method presented by Flajolet and Sedgewick [11], into the following equation, \(S(z) = z + \frac{S(z)^2}{1 - S(z)}\), satisfied by its ordinary generating function \(S(z) = \sum_{n \geq 1} s_n z^n\) where \(s_n\) is the number of structures of size \(n\) (i.e. with \(n\) leaves).

In this section, we are interested in an increasingly labeled variation of Schröder trees.

Definition 1. A strongly increasing Schröder tree has a tree structure that is a Schröder tree and moreover its internal nodes are labeled with the integers between 1 and \(\ell\) (where \(\ell\) is the number of internal nodes), in such a way that all labels are distinct and the sequence of labels in each path from the root to a leaf is increasing.

Note, in the Analytic Combinatorics context, such a labeling of trees is called increasing labeling (without the term strongly). In order to distinguish clearly this first model from the second one presented in Section 3 we have added this term. But from here, inside this section we will use the classical denotation increasing tree. Trees that are increasingly labeled can be in a certain extent specified with the Greene’s operator \(\boxtimes\) (cf. for example [11, p. 139]). Then the specification is translated into an equation satisfied by the exponential generating function. But in our context, the size of a tree is the number of leaves (which corresponds to the final number of species), and the increasingly labeling constraint is related to the internal nodes. We specify this class by using a second variable \(u\) to mark the internal nodes.

\[
S^*(z, u) = \sum_{n, \ell} s_{n, \ell} z^n u^\ell = z + \int_{v=0}^u \frac{S^*(z, v)^2}{1 - S^*(z, v)} dv.
\]

While the integral equation could be analyzed further, we prefer, in the following, to introduce an alternative way to define our objects. This new approach is easier to handle and it also naturally extends to define our second model of trees developed in Section 3, namely the weakly increasing Schröder trees.
In Figure 2 we have represented an increasing Schröder tree of size 30 with 27 internal nodes. This increasing tree is the same tree as the one represented in Figure 1 with the chronological evolution, where the internal node labeled by \( \ell \) is laid on level \( \ell - 1 \), for all \( \ell \in \{1, \ldots, 27\} \).

In order to describe the building of increasing Schröder trees, we introduce an evolution process. It consists in an iterative way that substitutes a leaf by an internal node attached to several leaves. More formally:

- Start with a single (unlabeled) leaf;
- Iterate the following process: at step \( \ell \) (for \( \ell \geq 1 \), select a leaf and replace it by an internal node with label \( \ell \) attached to a sequence of at least two leaves.

Remark that the increasing labeling corresponds to the chronology of the tree building.

2.2 Exact enumeration and relationship with permutations

Let us denote by \( T \) the class of increasing Schröder trees. By using the evolution process we exhibit a specification for \( T \) as follows:

\[
T = Z \cup (\Theta T \times \text{SEQ}_{\geq 1}(Z)).
\]

In this specification, \( Z \) stands for the leaves, and the operator \( \Theta \) is the classical pointing operator (cf. in [11] p. 86 for details). The specification is a direct rewriting of the evolution process. A tree is either reduced to a leaf or at each step an atom (i.e. a leaf) is pointed in the tree under construction and is replaced by an internal node (whose labeling is deterministic: it corresponds to the step number) attached to a sequence of at least two leaves (the one that has been pointed is reused as the leftmost child, it is the reason why the operator \( \text{SEQ}_{\geq 1} \) does not contain the empty sequence and starts with sequences containing one element).

The symbolic method translates this specification into a functional equation satisfied by the generating series associated to the combinatorial class. Note that the functional equation is satisfied by the ordinary generating series associated to \( T \): 

\[
T(z) = z + \frac{z^2}{1 - z} T'(z).
\]

By extracting the coefficients of the series, we derive the two following recurrences.

\[
\begin{align*}
t_1 &= 1,
t_2 &= 1, \\
\text{and for } n > 2, \\
t_n &= n \cdot t_{n-1}.
\end{align*}
\]

Both recurrences are computed thanks to equation (2). The direct extraction \( [z^n] T(z) \) exhibits the rightmost recurrence. This recurrence exhibits that the calculation of the \( n \)-th term is of quadratic complexity (in the number of arithmetic operations). The leftmost recurrence is obtained by extracting
Thus we directly prove \(t_n = n! / 2\) for all \(n \geq 2\). The sequence \((t_n)_n\) appears under the reference OEIS A001710. Observing the growth rate of \((t_n)_n\) proves that the ordinary generating series \(T(z)\) is formal: its radius of convergence is 0.

### 2.3 Analysis of typical parameters

Here we are interested in the quantitative study of four distinct parameters of increasing Schröder trees. The first one corresponds to the number of internal (labeled) nodes of a size-\(n\) tree. This fundamental parameter corresponds to the number of steps in the evolution process that are necessary to build the given tree. Recall the arity of internal nodes is at least two, thus this parameter is not deterministic. The second and the third parameters are related to the root node. We study its arity and the number of leaves attached to it in a typical tree of size \(n\). But in a tree of size \(n\) (tending to infinity) all internal nodes whose labels are independent from \(n\) have the same characteristics than the root: thus these two parameters are also important for the global quantitative aspects of a large tree. Finally, the fourth parameter corresponds to the typical number of binary nodes in a large tree. This study becomes natural once we have seen the typical value of the number of internal nodes of a large tree.

**Quantitative analysis of the number of iteration steps**

A fundamental parameter characterizing the increasing Schröder trees is their number of internal nodes. This parameter is interesting in itself, but furthermore it corresponds to the maximal label value in the tree, and thus it is also the number of steps of the building process.

To study both the number of internal nodes and the number of leaves, we enrich the specification \(T(z)\) with an additional parameter \(U\) marking the internal nodes.

\[
T = Z \cup (U \times \Theta_z T \times \text{SEQ}_{\geq 1}(Z))
\]

\[
T(z, u) = z + u z^2 \partial_z T(z, u).
\]

The operator \(\Theta_z\) consists in pointing an element marked by \(Z\). The partial differentiation according to \(z\) is written as \(\partial_z\). With the notation \(T(z, u) = \sum_{n \geq 1} t_n(u) z^n\), the equation (4) gives two recurrences satisfied either by \((t_n(u))\), or by \((t_n,k)\), where \(t_n,k\) is the number of trees with \(n\) leaves and \(k\) internal nodes (that are increasingly labeled):

\[
\begin{align*}
\begin{cases}
  t_1(u) = 1, & t_2(u) = u, \\
  & \text{and if } n > 2, \\
  t_n(u) = (1 + (n-1)u)t_{n-1}(u);
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
  t_{n,k} = t_{n-1,k} + (n-1) t_{n-1,k-1} & \text{if } 0 < k < n \\
  t_{1,0} = 1, & t_{n,1} = 1 & \text{if } n > 1 \\
  t_{i,j} = 0 & \text{otherwise}.
\end{cases}
\end{align*}
\]

Remark that the extremal conditions are trivially obtained through our construction in particular the sequence \((t_{n,n-1})_n\) is enumerating increasing binary trees. Once again, these efficient recurrences are obtained thanks to the extraction of \([z^n](1-z) \cdot T(z, u)\). In Figure 3 for the tree size-\(n\) from 1 to 6, we present the distribution of the number of trees according to their number \(k\) of internal nodes.

The *Borel transform*, denoted as \(B\cdot\), translates an ordinary generating series into its analog exponential generating series. For example, we obtain \(BT(z) = \sum_{n \geq 1} t_n z^n\). In particular, due to the growth of the coefficients \((t_n)_n\) we directly observe that \(BT(z)\) is analytic around 0 (with radius of convergence 1).
Proposition 2. The Borel transform on \( T(z, u) \) relatively to the variable \( z \) gives

\[
BT(z, u) = \sum_{n \geq 1} \sum_{k=0}^{n-1} t_{n,k} u^k \frac{z^n}{n!} = \frac{u(1-zu)^{-\frac{1}{2}} - u + z}{1 + u}.
\]

Here we just present the key-ideas of the proof, but details are given in Appendix A.

Key-ideas. Applying the Borel transform on equation (4) and then classical properties of the Borel transform for the function \( z \cdot f(z) \) and for the derivative \( f'(z) \) yields the result.

Let us come back to the polynomial \( t_n(u) = \sum_{k=0}^{n-1} t_{n,k} u^k \). It corresponds almost to the sequence OEIS A145324 related to Stirling numbers.

Corollary 3. Let \( n \geq 2 \). The distribution of the number of internal nodes in increasing Schröder trees of size \( n \) is

\[
t_n(u) = \sum_{k=0}^{n-1} t_{n,k} u^k = u \prod_{\ell=2}^{n-1} (1 + \ell u).
\]

The proof relies on a direct rewriting of the first recurrence in equation (3). The generating function corresponds to the \( n \)-th row in the triangle presented in Figure 3. Although the sequence \( \{t_n(u)\} \) is stored in OEIS we exhibit here another link with a very classical triangle. By reading each row of the triangle from right to left, we obtain a shifted version of the triangles OEIS A136124, A143491. It corresponds almost to the generating function of Stirling Cycle numbers [11, p. 735]: \( SC_n(u) = \prod_{i=1}^{n-1} (u+i) \). The associated sequence enumerates size-\( n \) permutations that decompose into \( k \) cycles, defined as Stirling numbers of the first kind. More formally we prove:

Proposition 4. Defining \( t_n(u) = \sum_{k=1}^{n} t_{n,k} u^{n-k} \), we obtain \( \hat{t}_n(u) = \frac{u}{1+u} SC_n(u) \).

Let \( X_n \) be the random variable that maps increasing Schröder trees of size \( n \) to their numbers of internal nodes. We want to establish a limit law for the distribution \( (Pr_{\tau_n}(X_n = k))_k \). But let us first compute its mean and its standard deviation so that we will then study the convergence of the normalized random variable \( X^*_n = \frac{X_n - \mathbb{E}(X_n)}{\sqrt{\mathbb{V}(X_n)}} \). We follow here the classical approach presented, for example, in [11] p. 157. Since we consider the uniform distribution among trees of a given size \( n \), we obviously get \( Pr_{\tau_n}(X_n = k) = \frac{t_{n,k}}{t_n} \).

Proposition 5. Let \( n \geq 2 \), the mean value of \( X_n \) is equal to

\[
\mathbb{E}(X_n) = n - H_n + \frac{1}{2} = n - \ln n - \gamma + \frac{1}{2} + O\left(\frac{1}{n}\right),
\]

with \( H_n \) the \( n \)-th harmonic number and \( \gamma \) the Euler constant (\( \gamma \approx 0.57721 \ldots \)). Furthermore,

\[
\forall \mathbb{V}(X_n) = \ln n + \gamma - \frac{\pi^2}{6} - \frac{5}{4} + O\left(\frac{\log n}{n}\right).
\]

Recall that the ordinary generating function for the Harmonic numbers sequence is \( H(z) = \frac{1}{1-z} \ln \frac{1}{1-z} \) (see e.g. [11] p. 388), then the result is proved by a direct computation. The proof is presented in Appendix A.

This proposition allows us to exhibit the limit law of the distribution \( \{X^*_n\} \) and proves then that the sequence \( (X^*_n) \) converges in distribution to a Gaussian law.

Theorem 6. Let \( X_n \) be the random variable describing the distribution of the number of internal nodes in increasing Schröder trees of size \( n \), or equivalently the number of building steps to get a size-\( n \) tree, we have

\[
\frac{X_n - \mathbb{E}(X_n)}{\sqrt{\mathbb{V}(X_n)}} \xrightarrow{d} \mathcal{N}(0, 1).
\]

The proof is obtained via an adaptation of Flajolet and Sedgewick’s approach for the limit Gaussian law of Stirling Cycle numbers [11] p. 644: see Appendix A. Observing the mean value \( \mathbb{E}(X_n) \) we remark that only the second order in the asymptotic behavior permits to conclude that some internal nodes are not binary.
Quantitative characteristics of the root node
The next parameters we are interested in are related to the root of the increasing Schröder trees. Concerning this node, we want to understand first its typical arity, and then the number of leaves attached to it in a large tree.

To avoid the description of several notations in the paper, we have chosen to reuse the previous notations for this new sequence. Thus here the variable \( \mathcal{U} \) marks the arity of the root. The specification is direct: either the root-leaf is modified in the evolution process, or it is not the root that is substituted.

\[
\mathcal{T} = \mathcal{Z} \cup (\mathcal{U} \times \Theta_2(\mathcal{Z}) \times \text{SEQ}_{\geq 1}(\mathcal{U} \times \mathcal{Z})) \\
\quad \cup (\Theta_2(\mathcal{T} \setminus \mathcal{Z}) \times \text{SEQ}_{\geq 1}(\mathcal{Z})).
\]

We directly obtain the translation

\[
T(z, u) = z + \frac{u^2 z^2}{1 - u z} + \frac{z^2}{1 - z} \partial_z (T(z, u) - z).
\]

In the same way as before we prove

\[
\begin{aligned}
&\begin{cases}
  t_1(u) = 1, & t_2(u) = u^2, \\
  \text{and if } n > 2, \\
  t_n(u) = u^{n-1}(u - 1) + n t_{n-1}(u);
\end{cases} \\
&\begin{cases}
  t_{n,k} = n t_{n-1,k}, \\
  t_{1,0} = 1, & t_{2,2} = 1 \\
  t_{n,n-1} = n-1 & t_{n,n} = 1 \text{ if } n > 2 \text{ and otherwise.}
\end{cases}
\end{aligned}
\]

These sequences are related to OEIS A094112, A092582 that define properties on permutations (either some avoiding pattern, or with some fixed size initial run).

Corollary 7. For \( n \geq 2 \) and \( 2 \leq k \leq n-1 \), we get

\[
t_{n,k} = \frac{n!}{(k+1)!}.
\]

A proof by induction is direct.

Theorem 8. Let \( \chi_n \) be the random variable describing the distribution of the number of children of the root in increasing Schröder trees of size \( n \), we have, for \( n \geq 2 \) and \( 2 \leq k \leq n-1 \),

\[
\Pr(\chi_n = k) = \frac{2k}{(k+1)!}, \quad \text{and } \Pr(\chi_n = n) = \frac{2}{n!}.
\]

The second characteristics for the root node is the number of leaves that are attached to it. Here the specification and thus the ordinary differential equation are more involved. In particular, the operators needed for the specification are not so classical so we prefer to explain directly the differential equation. Once again, let \( T(z, u) = \sum_{n,k} t_{n,k} u^k z^n \) be the bivariate generating with \( t_{n,k} \) the number of size-\( n \) increasing Schröder trees with \( k \) leaves as children of the root. Then,

\[
T(z, u) = z + \frac{u^2 z^2}{1 - u z} + \frac{z^2}{1 - z} \partial_z (T(z, u) - z).
\]

Let us give the details to understand the construction. A tree is either reduced to a leaf or a single internal node with some leaves: \( z + \frac{u^2 z^2}{1 - u z} \). Or in the iterative process a leaf attached to the root is selected, then replaced by an internal node with at least two leaves (that are not anymore attached to the root of the whole tree): \( \frac{z^2}{1-z} \partial_z T(z, u) - \frac{u z}{1-z} \partial_u T(z, u) \). The second term removes the trees built in the first one where we have selected a leaf attached to the root (and also marked by \( z \)). Again by denoting \( T(z, u) = \sum_n t_n(u) z^n \), we can extract the following recurrence, for all \( n \geq 4 \),

\[
t_n(u) = (n + u) t_{n-1}(u) + u(1 - n) t_{n-2}(u) + (1 - u) t'_{n-1}(u) + (u^2 - u) t'_{n-2}(u),
\]

with \( t_1(u) = 1, \ t_2(u) = u^2 \) and \( t_3(u) = u^3 + 2u \).
Theorem 9. Asymptotically, the mean and the variance of the number $X_n$ of leaves attached to the root are $\mathbb{E}_{\mathcal{T}_n}(X_n) = \frac{7}{3} + n - 2 \cdot \sum_{k=1}^{n} \frac{1}{k} - \frac{1}{n}$, and $\mathbb{V}_{\mathcal{T}_n}(X_n) = 4 \ln(n) + 7/3 - 2\gamma + O\left(\frac{1}{n}\right)$.

Let us remark the second term in the expansion of $\mathbb{E}_{\mathcal{T}_n}(X_n)$ is extremely small in front of the main term.

Quantitative analysis of the number of binary nodes

Here the specification is easier to exhibit, and its translation via the symbolic method is direct ($\mathcal{U}$ is marking the binary nodes):

$$\mathcal{T} = \mathcal{Z} \cup (\Theta_{\mathcal{Z}} \times (\mathcal{U} \times \mathcal{Z} \cup \text{SEQ}_{\geq 2}(\mathcal{Z})))$$

$$T(z,u) = z + (u z^2 + \frac{z^3}{1-z}) \partial_z T(z,u).$$

Let us again extract the recurrence $t_n(u)$, for all $n \geq 4$:

$$t_n(u) = (1 + u(n-1))t_{n-1}(u) + (1 - u)(n-2)t_{n-2},$$

with $t_1(u) = 1, t_2(u) = u$ and $t_3(u) = 1 + 2u^2$. Note that due to this recurrence, the probability distribution $p_n(u) = \frac{2}{n!} t_n(u)$ also exhibits a simple recurrence (cf. [11, p. 157]). Thus we easily compute the mean and the second factorial moment of the number of binary nodes in size-$(n \geq 3)$ trees:

$$\mathbb{E}_{\mathcal{T}_n}(X_n) = \frac{7}{3} + n - 2 \cdot \sum_{k=1}^{n} \frac{1}{k} - \frac{1}{n}, \quad \text{and}$$

$$\mathbb{V}_{\mathcal{T}_n}(X_n) = \sum_{k=3}^{n} \frac{2k - 2}{k} \mathbb{E}_{\mathcal{T}_{k-1}}(X_{k-1})$$

$$- \frac{2k - 4}{k(k-1)} \mathbb{E}_{\mathcal{T}_{k-2}}(X_{k-2}).$$

Theorem 10. Asymptotically, the mean and the variance of the number $X_n$ of binary internal nodes are $\mathbb{E}_{\mathcal{T}_n}(X_n) = n - 2 \ln(n) + \frac{7}{3} - 2\gamma + O\left(\frac{1}{n}\right)$ and $\mathbb{V}_{\mathcal{T}_n}(X_n) = 4 \ln(n) + O(1)$. Furthermore there is a limiting distribution satisfying $\frac{X_n - \mathbb{E}_{\mathcal{T}_n}(X_n)}{\sqrt{\mathbb{V}_{\mathcal{T}_n}(X_n)}} \xrightarrow{d} \mathcal{N}(0,1)$.

Key-ideas. The recurrences give the closed form formulas for $\mathbb{E}_{\mathcal{T}_n}(X_n)$ and $\mathbb{V}_{\mathcal{T}_n}(X_n)$. Then it is important to notice that $t_n(u)$ can be approximated by $t_n(u)$ verifying $t_n(u) = (1 + u(n-1))t_{n-1}(u)$. The latter recurrence is the same recurrence as the one exhibited for the number of internal nodes (equation (3)). Thus, by the same arguments, the sequence of distributions $(t_n(u))$ converges in distribution to a Gaussian law.

2.4 Bijection with permutations

Observing the exact value $t_n = n!/2$ enhances the chances of finding some relation between our model of increasing trees and a subclass of permutations. Let us start with this goal. First, for a size-$n$ permutation $\sigma$ denoted by $(\sigma_1, \ldots, \sigma_n)$, we define $\sigma_i$ to be its $i$-th element (the image of $i$), and $\sigma^{-1}(k)$ to be the preimage of $k$ (the position of $k$ in the permutation). We are now ready to define the recursive map $\mathcal{M}$ between $\mathcal{HP}$, the class of permutations such that 1 appears before 2 and the class $\mathcal{T}$ of increasing Schröder trees. The base case is the permutation $(1,2)$ which corresponds to the root labeled by 1 attached to two unlabeled leaves. Let $\sigma$ be a size-$n$ permutation in $\mathcal{HP}$, with $n \geq 3$. We observe its greatest element: if $\sigma_n = n$ then we add a new rightmost leaf to the last added internal node (the one with the largest label); otherwise let $k = \sigma^{-1}(1)$, we create a new binary node $\nu$ labeled with a new integer (the smallest as possible) and attached to two new leaves, then we replace the $k$-th leaf by this new tree rooted at $\nu$, in the tree under construction based on $\sigma \setminus n$, i.e. that is $\sigma$ without the greatest element $n$. Remark that during the tree construction we must traverse the leaves; we can take an arbitrary traversal.

Theorem 11. The map $\mathcal{M}$ is a one-to-one correspondence between $\mathcal{HP}$ and $\mathcal{T}$.

Proof. The mapping is size preserving: at each iteration we remove exactly one element from the permutation and add exactly one leaf to the tree by either adding a leaf to the last exiting node or by killing one leaf and adding to new ones. The mapping is injective since by induction at each iteration we remove the greatest element of the permutation and its
following its index the actions are performed on the resulting tree in a non-ambiguous manner. Finally the mapping is based on two classes with the same number of elements (of each size).

\[
\begin{array}{c|c}
(1, 2) & \mathcal{M}_1 \\
\hline
(4, 1, 2, 3) & \mathcal{M}_2 \\
\hline
(4, 1, 2, 5, 3) & \mathcal{M}_3 \\
\hline
(4, 1, 2, 5, 3, 6) & \mathcal{M}_4 \\
\hline
(4, 1, 2, 5, 3, 6, 7) & \mathcal{M}_5 \\
\end{array}
\]

Figure 5: A size-8 example of the mapping \( \mathcal{M} \)

In the Figure 5 we present the mapping on an example. Remark that we have ordered the steps reversely to understand the process in an easy way.

2.5 Uniform random sampling

Obviously, through the latter bijection we are able to obtain an uniform random sampler. It suffices to uniformly sample permutations and to use the bijection to build the associated increasing Schröder tree. While there exists fast algorithms to sample permutations, see for example [2], using the bijection efficiently is not obvious.

However, through the bijection a direct probabilistic construction of increasing Schröder trees can be obtained. Such a probabilistic construction presents two main advantages. Firstly, it simplifies the implementation of a sampler and, secondly, and more importantly, it gives a purely probabilistic approach to the original combinatorial class, which we are interesting in. This probabilistic approach can be used to compare to other probabilistic tree models or to exhibit important characteristics of trees on average using probabilities rather than combinatorics.

We introduce in this section an algorithm to uniformly sample increasing Schröder trees of a given size \( n \). A first remark is that the uniform sampling of structures with increasing labeling constraints is not so classical in the context of Analytic Combinatorics. There are some studies by Martínez and Molinero [13, 14] in the context of the recursive method and some other about Boltzmann sampling either directly for the method [5] or focusing on a specific application [3].

For the uniform sampling of our evolution process, we are focusing on two goals. Our fundamental goal consists in controlling the probability distribution used for the sampling. In fact, we may extract some statistical information based on the samplings, thus the probability distribution is central. We choose to sample uniformly trees of the same size, because then we can bias our generator (and tune the bias) to construct other probability distributions. Secondly our algorithmic framework must be very efficient to sample large trees (with several thousands of leaves). Thus a detailed complexity analysis is necessary to be sure that the algorithm cannot be easily improved.

Our approach is based on the combinatorics underlying the very efficient recurrence \( t_n = n \cdot t_{n-1} \): a tree of size \( n \) can be built from a tree of size \( n - 1 \) in \( n \) different ways. We exhibit a construction based on this recurrence. This leads to the following iterative algorithm of random sampling.

**Theorem 12.** The function \( \text{TreeBuilder}(n) \) in Algorithm 4 is a uniform sampling algorithm for size-\( n \) trees. Asymptotically, it operates in \( O(n) \) operations on trees and necessitates \( O(n \ln n) \) random bits.

The correctness of the algorithm is a direct consequence of the mapping \( \mathcal{M} \). it gives the probabilistic construction of trees of \( \mathcal{T} \). Using the adequate
Algorithm 1  Increasing Schröder Tree Builder

1: function TreeBuilder(n)
2: if $n = 1$ then
3: return the single leaf
4: $T :=$ the root labeled by 1 and attached to two leaves
5: $\ell := 2$
6: for $i$ from 3 to $n$ do
7: $k := \text{rand\_int}(1,i)$
8: if $k = i$ then
9: Add a new leaf to the last added internal node in $T$
10: else
11: Create a new binary node at position $k$ in $T$ with label $\ell$ and attached to two leaves
12: $\ell := \ell + 1$
13: return $T$

The function $\text{rand\_int}(a,b)$ returns uniformly at random an integer in $\{a,a+1,\ldots,b\}$.

data structures, as for example by keeping an array of pointers to all leaves and another one to the last inserted internal node, each insertion in the tree under construction is done in constant time.

3 Weakly Increasing Schröder trees

In this section we aim at developing another model for ranked trees based on Schröder structures. In fact we relax somehow the labeling constraint.

3.1 The model and its context

Weakly increasing Schröder trees are a generalization of strongly increasing Schröder trees. The tree structure is still an unlabeled Schröder tree. But the labeling is different. Internal nodes are labeled between 1 to $\ell$ in such a way that the sequence of labels in each path from the root to a leaf is also increasing. The difference here is that different nodes can have the same label. This model is also built iteratively.

- Start with a single (unlabeled) leaf;
- Iterate the following process: at step $\ell$ (for $\ell \geq 1$), select a subset of leaves and replace each of them by an internal node with label $\ell$ attached to a sequence of at least two leaves.

In Figure 6 we present a weakly increasing tree of size 30 with 16 distinct labels.

3.2 Exact enumeration and relationship with ordered Bell numbers

We can specify the process through the symbolic method. But once again the labeling is transparent and does not appear in the specification.

\begin{equation}
G(z) = z + G\left(\frac{z^2}{1-z} + z\right) - G(z).
\end{equation}

At each iteration and for each leaf we can either leave it as it is or expand it into a new internal node with at least 2 leaves. The configuration where no leaf is expanded is forbidden, thus we remove $G(z)$ in equation (7). From this equation we extract the recur-
The first coefficients correspond to a shift of the sequence of Ordered Bell numbers (also called Fubini numbers) referenced as OEIS A000670:

\[ g_n = \begin{cases} 1 & \text{if } n = 1 \\ \sum_{k=1}^{n-1} \binom{n-1}{k-1} g_k & \text{otherwise.} \end{cases} \]

By following the approach developed by Pippenger in [10] for the derivation of the exponential generating function for ordered Bell numbers we obtain, by starting from our equation (7), \( (BG)'(z) = 1/(2-e^z) \).

Thus, after integration \( BG(z) = 1/2 (z - \ln (2-e^z)) \). Usually ordered Bell numbers are specified by \( B = \text{SEQ}(\text{SET}_{\geq 1}(z)) \). Obviously this gives the exponential generating function \( B(z) = 1/(2-e^z) \). Thus, we have proved that our sequence is a shift of the one of ordered Bell numbers. As a by-product, we have exhibited a new way for specifying ordered Bell numbers.

Recall the \( n \)-th ordered Bell number, denoted by \( B_n \), counts the total number of partitions of a set of size \( n \) where additionally we consider an order over the subsets of the partition.

\[ B_n = \sum_{k=0}^{n} \frac{n!}{k!} \binom{n}{k} \sim \frac{n!}{2(\ln 2)^{n+1}}, \]

where \( \binom{n}{k} \) stands for the Stirling partition numbers (also called Stirling numbers of the second kind). The number \( B_n \) corresponds to the number \( g_{n+1} \) of weakly increasing Schröder trees of size \( n+1 \).

### 3.3 Bijection between ordered Bell numbers and weakly increasing Schröder trees

In ordered partitions, the subsets are ordered but the elements inside a subset are not. In the following let us denote by \( p = [p_1, p_2, \ldots, p_\ell] \) an ordered partition such that \( p_i \) is the subset of the partition at position \( i \). For example if \( p = [(3,4),\{1,5,7\},\{2,6\}] \), then \( p_1 = \{3,4\} \). We denote by \( |p_i| \) the size of the \( i \)-th subset; \( |p_1| = 2 \). The total size (i.e. number of elements) of the partition is denoted by \( |p| \) Thus the elements of an ordered partition range from 1 to \( |p| \).

For the exhibition of the correspondence we will use a canonical order inside the subsets, consisting in enumerating the elements increasingly.

Let \( p = [p_1, p_2, \ldots, p_\ell] \) be an ordered partition, and \( p_i = \{\alpha_1, \alpha_2, \ldots, \alpha_r\} \) (with \( r \geq 1 \), such that \( \alpha_1 < \alpha_2 < \cdots < \alpha_r \)). We define a run in \( p_i \) to be a maximal sequence \( \alpha_i, \alpha_{i+1}, \ldots, \alpha_j \) equal to \( \alpha_i, \alpha_i+1, \ldots, \alpha_j + j-i \). It is maximal in the sense that \( \alpha_{j-1} < \alpha_j - 1 \) and \( \alpha_{j+1} > \alpha_j + 1 \). We define the map \( \text{runs} \) that lists all the runs of a subset.

For instance, in our example \( p \), in \( p_1 \) there is a single run: 3,4 and in \( p_2 \), there are 3 runs.

The mapping deals with incomplete ordered partitions (in the sense that some integers are not present in the partition). We define a normalization of a partition, denoted by \( \text{norm} \), that maps an incomplete ordered partition of size \( k \) into the corresponding ordered partition of size \( k \) whose elements are \( \{1, \ldots, k\} \) and that keeps the relative order between the elements. For example by taking the first two subsets from \( p \) as \( p' = [p_1, p_2] \), then \( p' \) is an incomplete ordered partition of size 5 and we get \( \text{norm}(p') = [(2,3),\{1,4,5\}] \).

From the ordered partition \( p \), the mapping \( \mathcal{M}' \) builds the corresponding tree by processing the subsets of the ordered partition successively. We start by creating a new ordered partition that contains only \( p_1 \), \( p' = \text{norm}([p_1]) \). The size of \( p_1 \) determines the arity of the root: it equals \( |p_1| + 1 \). The root label is 1. Then at each step \( i \) with \( i \in \{2, \ldots, \ell\} \), we process the subset \( p_i \) as follows. Normalize the incomplete ordered partition \( [p_1, p_2, \ldots, p_i] \). In the normalized ordered partition the corresponding subset of \( p_i \) is denoted by \( p_i' \). The number of new internal nodes is \( |\text{runs}(p_i')| \), all labeled by \( i \). Suppose \( \text{runs}(p_i') = [r_1, r_2, \ldots, r_j] \) (with each \( r_\ell \) a set of successive integers and possibly a single one). Take an order for the leaves in the tree under construction (the postorder one for example) and iterate the process: For \( \ell \) from 1 to \( j \), take the leaf whose index is the first element of \( r_\ell \) and replace it with an internal node with label \( i \) of arity \( |r_\ell| + 1 \).
Figure 7: Weakly increasing tree of size 8

In Figure 7 the mapping $\mathcal{M}'$ is applied on our example $p = \{\{3, 4\}, \{1, 5, 7\}, \{2, 6\}\}$. The resulting weakly increasing tree is of size 9.

3.4 Analysis of typical parameters

Quantitative analysis of the number of iteration steps

In our classical iterative equation, we add a new variable $u$ to mark each iteration.

(10) $G(z, u) = z + u G \left( \frac{z^2}{1 - z} + z, u \right) - u G(z, u)$.

Which leads to the following recurrence,

(11) $g_{n,k} = \begin{cases} 1 & \text{if } n = 1, k = 0, \\ \sum_{j=1}^{n-1} \binom{n-1}{j-1} g_{j,k-1} & \text{otherwise}. \end{cases}$

This recurrence is analogous to the one relating ordered Bell numbers and Stirling partition numbers.

Theorem 13. The distribution of the number of building steps in weakly increasing Schröder trees of size $n$ satisfies

$$g_{n,k} = \frac{k! \binom{n+1}{k}}{\binom{n+2}{k}}.$$ 

Let $X_n$ be the random variable describing this distribution, we have

$$X_n - \mathbb{E} g_n(X_n) \xrightarrow{d} \mathcal{N}(0, 1),$$

with $\mathbb{E} g_n(X_n) \sim \frac{1}{2\ln 2} n$ and $\mathbb{V} g_n(X_n) \sim \frac{1-\ln 2}{(2\ln 2)^2} n$.

Proof. The one-to-one correspondence between weakly increasing Schröder trees and ordered Bell numbers gives the combinatorial proof of the distribution for $(g_{n,k})$.

The analysis of the limiting distribution is classical in the quasi-powers framework. See for example [11, p. 653].

Quantitative analysis of the number of internal nodes

In this model the number of iteration steps does not correspond to the number of the internal nodes as at each iteration any subset of leaves can be expanded into internal nodes with new leaves. The specification marking both internal nodes and leaves is

(12) $G(z, u) = z + G \left( \frac{u z^2}{1 - z} + z, u \right) - G(z, u)$.

We recall that the substitution $G(\frac{u z^2}{1 - z} + z)$ means that for each iteration each leaf can be left as it is $z$. 


or expanded into an internal node of unbounded arity with new leaves \( \tilde{\gamma}_2 \). It is in the second part that an internal node will be created and thus we mark it with \( u \).

**Theorem 14.** The average number of internal nodes \( \mathbb{E}_{\sigma_n}(X_n) \) in size \( n \) weakly increasing trees verifies

\[
\mathbb{E}_{\sigma_n}(X_n) = n - \ln n + o(1).
\]

The main ideas of the proof are in Appendix B.

### 3.5 Uniform random sampling

We introduce in this section an algorithm to uniformly sample weakly increasing Schröder trees of a given size \( n \) directly, without an intermediate step of generating uniformly an ordered partition.

The global approach for our algorithmic framework deals with the recursive generation method adapted to the Analytic Combinatorics point of view in [12]. But in our context, we note that we can obtain for free (from a complexity view) an unranking algorithm. This kind of algorithm has been developed in the 70’s by Nijenhuis and Wilf [15] and then has been introduced to the context of Analytic Combinatorics by Martínez and Molinero [13]. Here the idea is not to draw uniformly an object, but first to define a total order over the objects under consideration (here weakly increasing Schröder trees) and then an integer (named the rank) is sampled to build deterministically the associated object. Such an approach gives also a way to do exhaustive generation (refer to the paper [4] for an example of both methods: recursive generation and unranking).

For both types of algorithms (recursive generators and unranking ones), there is a first step of precomputations (done only once before the sampling of many objects). We must compute (and store) the numbers of trees of sizes from 1 to \( n \). Here this phase can be done with a quadratic complexity (in the number of arithmetic operations) because of the recursive formula for \( g_n \) (cf. equation [11]).

The second (and last) step for the sampling consists in the recursive construction of the tree of rank \( r \) that corresponds to an uniformly sampled integer in \( \{0, 1, \ldots, g_n - 1\} \). For this purpose, we come back to the original recursive equation [8], and in particular, we look at the sum over decreasing \( k \):

\[
g_n = \binom{n-1}{n-2} g_{n-1} + \binom{n-1}{n-3} g_{n-2} + \cdots + \binom{n-1}{0} g_1.
\]

The latter recurrence is combinatorially easy to understand. Through the evolution process, to build a size \( n \) tree, we take a size \( k \in \{1, \ldots, n-1\} \) tree constructed with exactly one less iteration. The binomial coefficient \( \binom{n-1}{k} \) corresponds to the number of composition of \( n \) in \( k \) parts. Then we traverse the tree, and each time we see a leaf, we do the following rule: if the next part is of value 1, we leave the leaf unchanged otherwise for a value \( \ell > 1 \), we replace the leaf by an internal node (well labeled with the single new value valid for this step) and attached to it \( \ell \) leaves. We then take the next part of the composition into consideration and continue the tree traversal.

In the latter sum, the first term is much bigger than the second one, that is must bigger than the third one and so on. This approach, focusing first on the dominant terms corresponds to the Boustrophedonic order presented in [12]. It allows to improve essentially the average complexity of the random sampling algorithm. In our case of weakly increasing Schröder trees that do not follow a standard specification (cf. [12]), the complexity gain is even better.

**Theorem 15.** The function \( \text{UnRankTree} \) is an unranking algorithm and calling it with the parameters \( n \) and an uniformly sampled integer in \( \{0, \ldots, g_n - 1\} \), it is an uniform sampler for size-\( n \) weakly increasing Schröder trees.

**Key-ideas.** The total order for weakly increasing Schröder trees is the following. Let \( \alpha \) and \( \beta \) be two trees. If the size of \( \alpha \) is strictly smaller than the one of \( \beta \), we define \( \alpha < \beta \). Let us suppose that both sizes are equal to \( n \). In the recursive construction, let \( \tilde{\alpha} \) (and \( \tilde{\gamma}_1 \) be the tree (resp. the composition for the leaf substitution) building the tree \( \alpha \) (and respectively \( \bar{\beta} \) and \( \tilde{\gamma}_2 \) the ones associated to \( \beta \). If the size of \( \tilde{\alpha} \) is strictly greater than the one of \( \bar{\beta} \), we define \( \alpha < \beta \). Let us now suppose that both sizes of \( \tilde{\alpha} \) and \( \bar{\beta} \) are equal. By using an arbitrary order for the composition unranking, we can order \( \alpha \) and \( \beta \).
Algorithm 3 Composition unranking

\begin{algorithm}
\begin{algorithmic}[1]
  \Function{UnrankTree}{n, s}
    \If{$n = 1$}
      \State return the tree reduced to a single leaf
    \EndIf
    \State $k := n$
    \State $r := s$
    \While{$r > 0$}
      \State $k := k - 1$
      \State $r := r - \binom{n-1}{k-1} \cdot g_k$
      \State $r := r + \binom{n-1}{k-1} \cdot g_k$
    \EndWhile
    \State $k := k + 1$
    \State $s' := r \mod g_k$
    \State $T := \text{UnrankTree}(k, s')$
    \State $C := \text{UnrankComposition}(n, k, r/g_k)$
    \State Substitute in $T$ some leaves according to $C$
    \State return the tree $T$
  \EndFunction
\end{algorithmic}
\end{algorithm}

The sequence $(g_k)_{k \leq n}$ and $(\ell^t)_{t \in \{1, \ldots, n\}}$ have been precomputed and stored.

Line 13: The operation $\div$ is the Euclidean division.

This total order over the trees is satisfied by our algorithm: thus this latter is correct.

\begin{theorem}
Once the pre-computations have been done, the function \text{UnrankTree} necessitates $O(n^2)$ arithmetic operations to construct any tree of size $n$.
\end{theorem}

Due to the fact that usually the difference between $n$ and $k$ is very small, a detailed analysis of the average case, or an more adapted composition unranking should give a better complexity analysis. In fact as we have seen before, in a large typical tree, there are in average $n - \ln n$ internal nodes and thus most of them must be of arity 2 and are given by the first term in the latter sum defining $g_n$.

Proof-ideas. The main idea is the following: during a call to \text{UnrankTree}, there are exactly the same number of new leaves in the tree under construction to the number of loops in the \textbf{while} instruction on Line 6. Outside this \textbf{while} block, the number of arithmetic operations is essentially due to the unranking algorithm for compositions. The actual version of this algorithm induces a quadratic complexity in the number of arithmetic operations. The unranking algorithm for the composition is based on the classical result about the composition of $n > 0$ in $k \in \{1, \ldots, n\}$ parts:

$$C_{n,k} = \binom{n-1}{k-1} = C_{n-1,k} + C_{n-1,k-1}.$$
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A Appendix related strongly increasing Schröder trees: Section 2

The Borel transform consists in the following transformation on ordinary generating series:
\[ B\left( \sum_{n \geq 0} a_n z^n \right) = \sum_{n \geq 0} \frac{a_n z^n}{n!}. \]

**Lemma 17.** Using Borel transform formula on formal series, we easily derive the following identities:

(i) \[ B(f)(z) = \int_0^z Bf dt; \]

(ii) \[ B(f')(z) = (Bf)'(z) + z(Bf)''(z). \]

We are now ready to prove Proposition 2.

**Proof of Proposition 2.** Applying Borel on equation (4) and using properties (i) and (ii) we obtain

\[ T(z, u) = zuT(z, u) + (1 - u) \int_0^z T(z, u) dz - \frac{z^2}{2} + z. \]

Then by differentiating by \( z \)
\[ \frac{\partial(1 - zu)T(z, u)}{\partial z} = \frac{\partial(1 - u)}{\partial z} \cdot \int_0^z T(z, u) dz - \frac{z^2}{2} + z. \]

Thus, after simplifications
\[ (1 - zu) \frac{\partial T(z, u)}{\partial z} = T(z, u) - z + 1 \quad \text{with } T(0, 0) = 1. \]

Solving the differential equation gives the stated result.

Let us denote by \( X_n \) the random variable corresponding to the number of internal nodes in increasing Schröder trees of size \( n \). Proposition 5 aims at proving the mean value and the variance of \( X_n \).

**Proof of Proposition 5.** Recall that the mean and variance can be computed mechanically from the bivariate generating function
\[ \mathbb{E}_{\tau_n}(X_n) = \left[ z^n \frac{\partial T(z, u)}{\partial u} \right]_{u=1}, \quad \text{and} \]
\[ \mathbb{E}_{\tau_n}(X_n^2) = \left[ z^n \frac{\partial^2 T(z, u)}{\partial u^2} \right]_{u=1} + \left[ z^n \frac{\partial T(z, u)}{\partial u} \right]_{u=1}, \]
where \( \left[ u=1 \right] \) stands for the substitution of \( u \) by 1.

\[ \mathbb{E}_{\tau_n}[X] = \left[ z^n \frac{\partial T(z, u)}{\partial u} \right]_{u=1} \]
\[ = \left[ z^n \frac{z}{(1-z)^2} - \frac{1}{1-z} \ln \left( \frac{1}{1-z} \right) \right] + \frac{1}{2} \left( \frac{1}{1-z} - z - 1 \right) \]
\[ = n - H_n + \frac{1}{2}. \]

Let \( n \geq 2 \), the mean value of \( X_n \) is equal to
\[ \mathbb{E}_{\tau_n}[X_n^2] = n(n-1) - 2n(H_n - 1) + \sum_{k=1}^{n-1} \frac{1}{n-k} H_k, \]
and thus
\[ \mathbb{E}_{\tau_n}[X_n^2] = n(n-1) - 2n \ln n - 2(\gamma - 1)n + \ln^2 n + 2\gamma \ln n + \gamma^2 - \frac{\pi^2}{6} + O \left( \frac{\log n}{n} \right). \]

In the same vein, when \( n \) tends to infinity, we get
\[ \forall \mathbb{E}_{\tau_n}[X] = \ln n + \gamma - \frac{\pi^2}{6} - \frac{5}{4} + O \left( \frac{\log n}{n} \right). \]

We are now ready to prove the limit distribution for \( X_n \).

**Proof of Theorem 6.** This proof is an adaptation on Flajolet and Sedgewick’s proof on the limit Gaussian law of Stirling Cycle numbers [11] p. 644]

We take the probability generating function of \( \hat{T}_n(u) \) it is obvious that if \( \frac{t_n}{n} \) is a limit Gaussian law then so is \( \frac{t_n}{n} = \frac{t_n}{n} - 1. \) We will just get the mirror of the probability the standard deviation will
Thus we have
\[ \hat{p}_n(u) = \frac{2u(u+2)(u+3)\ldots(u+n-1)}{n!}. \]

Thus we have
\[ p_n(u) = \frac{2\Gamma(u+n)}{(u+1)\Gamma(u)\Gamma(n+1)}. \]

Near \( u = 1 \) we find an estimate of \( p_n(u) \) using Stirling formula for the Gamma function
\[ p_n(u) = \frac{n^{u-1}}{\Gamma(u)} \left( 1 + O\left(\frac{1}{n}\right) \right) = \left( e^{u-1} \right)^{\log n} \Gamma(u) \left( 1 + O\left(\frac{1}{n}\right) \right). \]

Now we can study the standardized random variable \( X_n^* = \frac{X_n - \hat{\mu}_n}{\hat{\sigma}_n} \). The standardization of a random variable can be translated directly on the characteristic function.
\[ \phi_{X_n^*}(t) = e^{-it\frac{\hat{\mu}_n}{\hat{\sigma}_n}} \phi_{X_n}(\frac{t}{\hat{\sigma}_n}). \]
\[ \phi_{X_n^*}(t) = e^{-it\frac{\log n - \gamma + \frac{1}{2}}{\sqrt{\log n + \gamma - \frac{4}{3} - \frac{1}{2}}} + \frac{\sqrt{\log n} e^{\frac{\sqrt{\log n} + \gamma - \frac{4}{3} - \frac{1}{2}}}}{\Gamma(u)} \left( \frac{1 + O\left(\frac{1}{n}\right)}{\Gamma(u)} \right). \]

For a fixed \( t \) and as \( n \to \infty \),
\[ \log \phi_{X_n^*}(t) = -\frac{t^2}{2} + O\left(\frac{1}{\log n}\right). \]

This last result is obtained by limited development of \( \log n \cos \frac{t}{\sqrt{\log n + \gamma - \frac{4}{3} - \frac{1}{2}}} \). Finally we have
\[ \phi_{X_n^*}(t) \sim e^{-\frac{t^2}{2}}, \]
which is the characteristic function of the Gaussian law.

### B Appendix related to weakly increasing Schröder trees: Section 3

Derivation for the exponential generating function for \((g_n)\): We have,
\[ g_n = \delta_n + \sum_{k=1}^{n-1} \binom{n-1}{k} g_k. \]

Where \( \delta_l \) is 1 for \( l = 1 \) and 0 otherwise. Adding \( g_n \) to both sides gives
\[ 2g_n = \delta_n + \sum_{k=1}^{n-1} \binom{n-1}{k} g_k. \]

Finally multiplying both sides by \( \frac{z^l}{l!} \) and summing over all \( l \geq 0 \)
\[ 2G(z) = z + \sum_{l \geq 0} z^l \sum_{k=1}^{n-1} \binom{n-1}{k} g_k. \]

Deriving this last equation yields to the equation of Ordered Bell number, which has been studied by different authors. See [16] for a derivation of the exponential generating function,
\[ G(z) = \frac{1}{2 - e^z}. \]

Finally we have,
\[ G(z) = \frac{1}{2} \left( z - \ln (2 - e^z) \right). \]

Proof of the theorem [14] We define \( f_n = \sum_{k=0}^{n-2} \binom{n-2}{k} (k+1)g_{k+1} \)

**Lemma 18.** \( \frac{f_n}{g_n} \sim C \) where \( C \approx 1.38 \) is a constant

**Proof.** Wilf has given an approximation of the error term of Ordered Bell numbers in [20] which we can use,
\[ g_n = \frac{(n-1)!}{2\ln(2)n} + O(\gamma^{-1}(n-1)!), \]
with \( \gamma = \frac{1}{\sqrt{\ln(2)^2 + 4\pi^2}} \approx 0.16 \ldots. \)
Remark that \( \frac{1}{\ln(2)} \approx 1.44 \cdots > \gamma \). Now,

\[
\begin{align*}
\frac{f_n}{g_n} &= \sum_{k=0}^{n-2} \binom{n-1}{k} \left( \frac{k!}{2^{\ln(2)}} + O(\gamma^k k!) \right) \\
&= \sum_{k=0}^{n-2} \binom{n-1}{k} \left( \frac{k!}{2^{\ln(2)}} + O(\gamma^{n-1}(n-1)! \right) + O\left( \frac{1}{n} \right) \\
&= \sum_{k=0}^{n-2} \frac{(n-1)_{k+1}}{(n-1)!} \frac{1}{2^{\ln(2)}} + O(\gamma^{n-1}(n-1)! + O\left( \frac{1}{n} \right) \\
&= \frac{n}{n-1} \sum_{k=0}^{n-2} \frac{1}{(n-k)! \ln 2^k} - \frac{1}{(n-1-k)! \ln 2^k} + O\left( \frac{1}{n} \right) \\
&= c + O\left( \frac{1}{n} \right)
\end{align*}
\]

Thus we get:

\[
\mathbb{E}_{\mathcal{G}_n}(X_n) = \\
= c + O\left( \frac{1}{n} \right) + n + c' + \frac{n}{\ln(2)} \sum_{k=1}^{n-1} \binom{n-1}{k} \left[ \frac{1}{2^{\ln(2)}} \right] \ln n + \binom{n-1}{k} \left[ \frac{1}{2^{\ln(2)}} \right] + O(\gamma^{k-1}(k-1)!) + O\left( \frac{1}{n} \right) \\
= c + O\left( \frac{1}{n} \right) + n + c' + \frac{n}{\ln(2)} \sum_{k=1}^{n-1} \binom{n-1}{k} \left[ \frac{1}{2^{\ln(2)}} \right] + O(\gamma^{k-1}(k-1)!) + O\left( \frac{1}{n} \right) \\
= c + n + c' - \ln n + O\left( \frac{1}{n} \right) \\
\sim n - \ln n.
\]

Then for large \( n \), we can show the result by induction. Taking

\[
\mathcal{G}u_n = \frac{(n-1)!}{2^{\ln(2)}} (n - \ln n) + O(\gamma^{n-1}(n-1)!)
\]

\[
\mathbb{E}_{\mathcal{G}_n}(X_n) = \frac{G_{u_n}}{g_n} \\
= c + O\left( \frac{1}{n} \right) + \frac{\sum_{k=1}^{n-1} \binom{n-1}{k} \left[ \frac{1}{2^{\ln(2)}} \right] (k - \ln k + O(\gamma^{k-1}(k-1)!))}{\ln(2)} + O(\gamma^{n-1}(n-1)!)
\]

\[
= c + O\left( \frac{1}{n} \right) + \frac{\sum_{k=1}^{n-1} \binom{n-1}{k} \left[ \frac{1}{2^{\ln(2)}} \right] k - \sum_{k=1}^{n-1} \binom{n-1}{k} \left[ \frac{1}{2^{\ln(2)}} \right] \ln k}{\ln(2)} + O(\gamma^{n-1}(n-1)!)
\]

\[
+ \frac{n}{\ln(2)} \sum_{k=1}^{n-1} \binom{n-1}{k} \left[ \frac{1}{2^{\ln(2)}} \right] + O(\gamma^{n-1}(n-1)!) \\
\]
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