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Section S1: Derivation of current density in a material in the presence of E and B fields

The following derivation follows Popovic\textsuperscript{1}. In relatively low fields, we approximate the continuous acceleration and scattering of the charge carrier (of charge $-q$ and effective mass $m^*$) as a smooth drift, with drift velocity $v_d = -\mu E_0$, where $\mu$ is the carrier mobility and $E_0$ is the external electric field. Writing the Lorentz force due to external electric and magnetic fields ($E_0$ and $B$) as an effective electric field $E_{\text{eff}}$, we state:

$$-qE_{\text{eff}} = -qE_0 - q(v_d \times B) \quad \text{S1}$$

Note here that the magnetisation in non-magnetic LiNbO\textsubscript{3} (LNO) is zero, such that an external magnetic field $H$ and magnetic induction $B$ are proportional. Writing the Lorentz force as an equivalent electrical force allows us to readily represent the resultant current density in the material, in terms of external fields. By multiplying by $-\mu n$, we can write:

$$j_B = j_0 - \mu(j_B \times B) \quad \text{S2}$$

where $\mu$ is the carrier mobility, and $n$ the carrier density. $j_B$ and $j_0$ are the current densities in the presence and absence of magnetic field, respectively. The dot product of $j_B$ with $B$ is

$$j_B \cdot B = j_0 \cdot B. \quad \text{S3}$$

while the cross product of $j_B$ with $B$ is:

$$j_B \times B = j_0 \times B - \mu[(j_B \times B) \times B] \quad \text{S4}$$

Using the vector identity:

$$(A \times B) \times C = B(A \cdot C) - A(B \cdot C) \quad \text{S5}$$

and equation S4, we can write:

$$j_B \times B = j_0 \times B - \mu[B(j_B \cdot B) - j_B(B \cdot B)] \quad \text{S6}$$

After replacing $j_B \cdot B$ using equation S3, S5 becomes

$$j_B \times B = [j_0 \times B] - \mu[B(j_0 \cdot B) - j_B(B \cdot B)] \quad \text{S7}$$

Substituting S7 into S2 we arrive at:

$$j_B = \frac{j_0 - \mu(j_0 \times B) + \mu^2 B(j_0 \cdot B)}{1 + \mu^2 B^2} \quad \text{S8}$$

In terms of the external fields:

$$j_B = \frac{\sigma_0 E_0 + \sigma_0 \mu(E_0 \times B) + \mu^2 \sigma_0 B(E_0 \cdot B)}{1 + \mu^2 B^2} \quad \text{S9}$$

if we change $\mu$ such that it carries the sign of carriers. Here, $\sigma_0$ is the conductivity of the material when $B = 0$. This is the result quoted in the main text. Note that, if we include a Hall field contribution, we can replace $E_0$, in equation S9, with $E_0 + E_H$, where $E_H$ is the Hall field in the system.
Section S2: The low-field condition

To recover the typical magnetoresistance (MR) response:\(^1\):

\[
MR = \mu^2 B^2
\]
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a smooth drift approximation and low field condition are needed. We now quantify this condition by realising that the applicability of the smooth drift approximation is related to the fraction of a full cyclotron orbit that a carrier can complete between any two scattering events. If the mean free collision time \(\langle \tau \rangle\) is much smaller than the time for a cyclotron orbit \((T_c)\), the drift is correctly identified as smooth, and regular collisions represent a smooth frictional type force. Physically, as the particle begins its cyclotron orbit under the crossed \(B\) and \(E\) fields, it collides with the lattice, loses its energy and starts again before completing a significant portion of the orbit. This process repeats, and the resultant is approximately a straight-line path, inclined with respect to the external electric field, with a magnetoresistance response that follows S 10. If several cyclotron orbits are completed between two collisions, the effect of the magnetic field on the carrier is clearly more severe, and our smooth drift breaks down\(^1\). In the high field case, the MR behaviour therefore departs from S 10. Given the cyclotron orbital period:

\[
T_c = \frac{2\pi m^*}{qB}
\]
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and the definition of carrier mobility \(\mu\) in terms of mean free transit time between scattering collisions \(\langle \tau \rangle\)

\[
\mu = \frac{q\langle \tau \rangle}{m^*}
\]
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the “low field condition”, defined by \(\langle \tau \rangle \ll T_c\), becomes:

\[
\mu B \ll 2\pi
\]

S 13

Section S3: MR and Hall electric field in the Corbino disc

The main consideration in the extension from the Corbino disc to a cone geometry is that the \(E_\theta \cdot B\) term can be zero in the disc (for the typical case of \(E \perp B\)), whereas for current confined to the cone, this is necessarily not true. The cone is differentiated from a disc by a \(z\) height, through which current must pass to traverse along the walls, with \(z\) also being the axis parallel to the magnetic field. Therefore, there is a component of current along the magnetic field direction. The analytic result of equation S 9 is general, representing the current density in a material for arbitrarily aligned \(E\) and \(B\) fields and in the absence of Hall potential build up. Here, we consider the effect of this general solution in disc-like and conical geometries explicitly, showing the similarities and differences.

Beginning with the simpler case of the disc, set up such that \(E \perp B\), we use cylindrical coordinates to reflect the symmetry of the system. Here, the driving electric field is radial and the magnetic field is along \(z\):

\[
E_\theta = \begin{pmatrix}
E_r \\
E_\phi \\
E_z
\end{pmatrix} = E_\theta \begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}
\]
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\[
B = \begin{pmatrix}
B_r \\
B_\varphi \\
B_z
\end{pmatrix} = B_0 \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}
\]

where \( r \), \( \varphi \) and \( z \) denote the usual radial, azimuthal and vertical unit vectors of cylindrical coordinates. \( E_0 \) and \( B_0 \) are electric and magnetic field amplitudes. Using the analytic result from S 9, we find a current density of

\[
j_{\text{disc}} = \frac{\sigma_0 E_0}{1 + \mu^2 B_0^2} \begin{pmatrix}
1 \\
-\mu B_0
\end{pmatrix}
\]

This is the classic result obtained for the magnetoresistance in a Corbino disc. The current density along \( \hat{r} \) (the external electric field direction, giving the device current) is reduced by a factor \( \frac{1}{1 + \mu^2 B_0^2} \), allowing for the appearance of an azimuthal component along \( \hat{\varphi} \) which is dependent on the magnetic field strength. As mentioned, no Hall potential builds in the case of the Corbino disc with a surface-normal magnetic field. This means that the solution in S16 is exact.

Section S4: An iterative approach for calculating current density in the Corbino disc

It is useful to analyse this same problem using an iterative step like approach\(^1\), as applied by Popovic, because this is the method which can be used to analyse situations beyond the Corbino disc, where Hall potentials can form. In this iterative method, an initial estimate for current is given as the usual drift due to the electric field. Then, Lorentz deflection of each current component that appears is calculated, and progressively smaller corrections to the current density are made. Given that the full solution is accurate for the disc, we here use the iterative solution and compare it to the analytic solution S16.

Starting with \( j_0 \) as the ordinary radial current component due to the electric field:

\[
j_0 = \sigma_0 E_0 = \sigma_0 E_0 \begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}
\]

the Lorentz deflection of this current component produces \( j_1 \), the azimuthal component, which is orientated along \( j_0 \times B \). Here we write \( j_1 \) in terms of an effective electric field \( E_1 \), which can be interpreted as the electric field that would produce the same force on the particle as the magnetic part of the Lorentz force acting on the carrier:

\[
qE_{\text{eff}} = q(v_d \times B)
\]

Then we can rewrite \( j_1 \) in terms of the externally applied fields:

\[
j_1 = \sigma_0 E_1 = \sigma_0 (v_{d_0} \times B) = \sigma_0 \mu (E_0 \times B) = \mu (j_0 \times B)
\]

Here, \( v_{d_0} \) is the drift velocity of the original current component \( j_0 \), upon which the Lorentz force acts. Evaluating \( j_1 \) gives:

\[
j_1 = \mu (j_0 \times B) = \sigma_0 E_0 \begin{pmatrix}
0 \\
-\mu B_0
\end{pmatrix}
\]
Subsequent terms can be determined in the same way as in S 19. The next term is the Lorentz deflection of the azimuthal component \( j_1 \), and produces a third component, \( j_2 \), opposing the original motion of the carrier:

\[
j_2 = \mu (j_1 \times B) = \sigma_0 E_0 \begin{pmatrix} -\mu^2 B_0^2 \\ \mu^2 B_0^2 \\ 0 \end{pmatrix}
\]

This leads to a reduction in current density along \( E_0 \), and gives the first approximation of the geometric magnetoresistance. The next term \( j_3 \) adds a correction to the azimuthal current:

\[
j_3 = \mu (j_2 \times B) = \sigma_0 E_0 \begin{pmatrix} 0 \\ \mu^3 B_0^4 \\ 0 \end{pmatrix}
\]

The process can be continued to develop further higher order corrections to the current.

If we continue the cycle, we obtain a solution of the form

\[
j_{disc} = \sigma_0 E_0 \begin{pmatrix} (1 - \mu^2 B_0^2 + \mu^4 B_0^4 - \mu^6 B_0^6 - \ldots) \\ -\mu B_0 (1 - \mu^2 B_0^2 + \mu^4 B_0^4 - \ldots) \\ 0 \end{pmatrix}
\]

Where we can make use of the expansion around \( x = 0 \):

\[
\frac{1}{1 + x} = 1 - x + x^2 - x^3 - \ldots
\]

with \( x = \mu^2 B_0^2 \) to retrieve the full solution:

\[
j_{disc} = \frac{\sigma_0 E_0}{1 + \mu^2 B_0^2} \begin{pmatrix} 1 \\ -\mu B_0 \\ 0 \end{pmatrix}
\]

As an illustration to help visualise the approach, the first 3 components of the iterative solution are shown below in fig. S1.

The advantage of this iterative method is in detecting unexpected Hall field components. Any appearing current component that takes the carrier off the conducting surface and onto a sample boundary or insulating part of the sample can be accounted for immediately by including a mitigating Hall potential. That component and its subsequent Lorentz deflection then do not appear in calculations of further components. The full solution assumes the carrier is free to move in any direction, inaccurately predicting the current density when a Hall potential needs to be considered. A correct Hall field, if it is known, can be included in the analytic solution to give the correct current density (by simply replacing \( E_0 \) in S 9 with \( E_0 + E_{\text{Hall}} \)). However, as of yet, we have not found a way to accurately assess the Hall field from the analytic solution alone. While the Corbino disc requires no Hall field correction, the case of the cone does, as is discussed below.

It is worth noting that while the methodology of the iterative solution appears to suggest that subsequent Lorentz deflections are occurring in time on a particle, this is not the physical picture. We are calculating, to higher order accuracy, the components of the effect of the magnetic field on a particle, directed along the major axes in the system.
Section S5: MR and Hall electric field in the cone

The main difference between the disc and cone is that, in order to drive current along the inclined cone, we now must have a \( z \) component of the applied electric field. Given that the \( z \) direction is the applied magnetic field direction, we now must have a component of current along the magnetic field direction, and the \( \mathbf{E} \cdot \mathbf{B} \) term in S 9 no longer disappears. As we show below, if we assume that carriers, subjected to a conical electric field profile, are free to move in any direction (by using the analytic solution with no Hall field included), we find that the resultant current density will take carriers off the original conical surface.

Driving current along a general cone, we have electric and magnetic fields:

\[
\mathbf{E}_0 = \begin{pmatrix} E_r \\ E_\theta \\ E_z \end{pmatrix} = E_0 \begin{pmatrix} -\cos \theta \\ 0 \\ -\sin \theta \end{pmatrix}
\]

\[
\mathbf{B} = \begin{pmatrix} B_r \\ B_\theta \\ B_z \end{pmatrix} = B_0 \begin{pmatrix} 0 \\ 0 \\ -1 \end{pmatrix}
\]

The inclination angle is \( \alpha \), defined as

\[\tan \alpha = \frac{E_z}{E_r} = \frac{\sin \theta}{\cos \theta} = \tan \theta\]
Applying the analytic solution:

\[
\mathbf{j}_{\text{cone}} = \frac{\sigma_0 E_0}{1 + \mu^2 B_0^2} \begin{pmatrix} -\cos \theta \\ -\mu B_0 \cos \theta \\ 0 \end{pmatrix} + \sigma_0 E_0 \begin{pmatrix} 0 \\ 0 \\ -\sin \theta \end{pmatrix}
\]

Immediately, we notice that the radial component of the current density is reduced by a factor of \(\frac{1}{1 + \mu^2 B_0^2}\), making way for an azimuthal component which is dependent on the magnetic field. In this way the disc and cone are the same. The deviation between disc and cone can be seen when the \(z\) component of the current density, which remains unaffected by the magnetic field, is included. Its inclusion pushes carriers off the cone surface, as the ratio of \(j_r\) to \(j_z\) has changed. This effectively changes the inclination of the cone that would be swept out by carriers if they were free to move in any locus.

\[
\tan \alpha = \frac{|E_z|}{E_r} = \frac{(1 + \mu^2 B_0^2) \sin \theta}{\cos \theta} = (1 + \mu^2 B_0^2) \tan \theta
\]

Of course, the conducting pathway is actually confined to the conical domain wall which, as far as we know, doesn’t change shape during the magnetoresistance measurement. Given that lithium niobate is highly insulating, carrier deviation from the conducting cone will instead be counteracted by the formation of a Hall potential, which builds up across the conical domain wall width.

Therefore, we use an iterative solution to solve for the current density, allowing us to assess both Hall and magnetoresistive components which arise. \(j_0\), the component of conventional drift due to the electric field, now acts along the inclined wall of the cone:

\[
j_0 = \sigma_0 E_0 \begin{pmatrix} -\cos \theta \\ 0 \\ -\sin \theta \end{pmatrix}
\]

The Lorentz deflection of \(j_0\) produces \(j_1\), acting in the direction of \(E_0 \times B\). Thus, \(j_1\) acts in the azimuthal direction, which is tangential to the cone surface. \(j_1\) is illustrated in Fig. S2a-b.

\[
j_1 = \sigma_0 E_0 \begin{pmatrix} 0 \\ -\mu B_0 \cos \theta \\ 0 \end{pmatrix}
\]

This initial deflection would keep the carrier on the cone, as at all points \(E_0 \times B\) locally follows the surface of the cone, and this case is identical to the disc. Thus, we need not consider a Hall potential yet. The Lorentz deflection of \(j_1\) produces a force along \(j_1 \times B\), creating a \(j_2\). In the cone scenario, \(j_1 \times B\) is orientated radially outwards from the conical axis (note that this is not perpendicular to the cone surface), as shown in Fig. S2a-b. This component \(j_2\) is clearly not embedded in the cone, and so would result in a Hall potential.

\[
j_2 = \sigma_0 E_0 \begin{pmatrix} \mu^2 B_0^2 \cos \theta \\ 0 \\ 0 \end{pmatrix}
\]

To assess the Hall electric field that this creates, we can split \(j_2\) up. The first component, \(j_{2E}\), is orientated against the original flow of current, reducing the current in the electric field direction. The same thing happens in the disc, and in both cases, this is the first approximation to the magnetoresistance. This component is given by:
\[ j_{2E} = \frac{j_2 \cdot \hat{E}}{|E_0|^2} E_0 = \sigma_0 E_0 \begin{pmatrix} \mu^2 B_0^2 \cos^3 \theta \\ 0 \\ \mu^2 B_0^2 \sin \theta \cos^2 \theta \end{pmatrix} = -\mu^2 B_0^2 \cos^2 \theta E_0 \]  
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Since it is free to propagate, this component forms the basis of the next iteration. So \( j_3 \) arises as the deflection of \( j_{2E} \), and so on. The other component of \( j_2 \) we consider is parallel to the surface normal of the cone, \( \hat{u} \). We call this component, \( j_{2\text{Norm}} \). This is illustrated in Figs S2a-b. Figs S2c-d show the components from the analytic solution for comparison. \( \hat{u} \) is defined as the cross-product of the unit vector in the electric field direction, \( \hat{E} \), and the unit vector in the azimuthal direction, \( \hat{\phi} \):

\[ \hat{u} = \hat{E} \times \hat{\phi} = \begin{pmatrix} \sin \theta \\ 0 \\ -\cos \theta \end{pmatrix} \]  
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We can then calculate the Hall electric field which is needed to oppose and cancel this current component:

\[ E_{2,\text{Hall}} = \frac{-j_{2\text{Norm}}}{\sigma_0} = -\frac{j_2 \cdot \hat{u}}{\sigma_0 |\hat{u}|^2} \hat{u} = \mu^2 B_0^2 E_0 \cos \theta \sin \theta \begin{pmatrix} -\sin \theta \\ 0 \\ \cos \theta \end{pmatrix} \]  
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The next iteration uses only equation S 35:

\[ j_3 = \mu (j_{2E} \times B) = \sigma_0 E_0 \begin{pmatrix} 0 \\ \mu^3 B_0^3 \cos^3 \theta \\ 0 \end{pmatrix} \]  

S 38

\( j_3 \) is azimuthal and isn’t altered by a Hall potential. Next is \( j_4 \):

\[ j_4 = \mu (j_3 \times B) = \sigma_0 E_0 \begin{pmatrix} 0 \\ -\mu^4 B_0^4 \cos^3 \theta \\ 0 \end{pmatrix} \]  
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We see a pattern emerge that every second calculated current component requires projection back onto the cone. The Hall field component of \( j_4 \) is

\[ E_{4,\text{Hall}} = \frac{j_2 \cdot \hat{u}}{\sigma_0 |\hat{u}|^2} \hat{u} = \sigma_0 E_0 \begin{pmatrix} \mu^4 B_0^4 \cos^3 \theta \sin^2 \theta \\ 0 \\ -\mu^4 B_0^4 \cos^4 \theta \sin \theta \end{pmatrix} = \sigma_0 E_0 \mu^4 B_0^4 \cos^3 \theta \sin \theta \hat{u} \]  
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And the electric field component

\[ j_{4E} = \frac{j_4 \cdot \hat{E}}{|E_0|^2} E_0 = \sigma_0 E_0 \begin{pmatrix} -\mu^4 B_0^4 \cos^5 \theta \\ 0 \\ \mu^4 B_0^4 \cos^5 \theta \sin \theta \end{pmatrix} \]  
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Summing the Hall components suggests a full solution for the Hall electric field:

\[ E_{\text{Hall}} = E_{2,\text{Hall}} + E_{4,\text{Hall}} + \ldots = -\mu^2 B_0^2 E_0 \cos \theta \sin \theta (1 - \mu^2 B_0^2 \cos^2 \theta + \mu^4 B_0^4 \cos^4 \theta + \ldots) \hat{u} \]  
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Making use again of the series expansion in S 24:
Key to this argument is the idea that only current components which lie in the cone itself can be allowed to propagate and become deflected. Any other components are eliminated by a Hall field component, as soon as they appear, such that their deflection isn’t considered in future iterations. For example, only $j_{2E}$ is used in the calculation of $j_3$, rather than the full component $j_2$.

Finally, we can sum the allowed components to produce the final current density in the cone:

$$j_{total} = j_0 + j_1 + j_{2E} + j_3 + j_{4E} \ldots$$

$$= \sigma_0(1 - \mu^2 B_0^2 \cos^2 \theta + \mu^4 B_0^4 \cos^4 \theta \ldots) E_0 + \left(0  \atop \mu B_0 \cos \theta \right)$$

Which approximates a full solution of:

$$j_{total} = \left[\frac{1}{1 + \mu^2 B_0^2 \cos^2 \theta}\right] \sigma_0 E_0 + \frac{\sigma_0 E_0}{1 + \mu^2 B_0^2 \cos^2 \theta} \left(0  \atop \mu B_0 \cos \theta \right)$$
Where again the series expansion is used. The magnetoresistance can then be represented as the ratio between the magnitudes of the current components along the external electric field, in the presence and absence of the magnetic field:

\[
\frac{j_E(0)}{j_E(B)} = \frac{\sigma_0 E_0}{1 + \frac{\mu^2 B_0^2 \cos^2 \theta}{\sigma_0 E_0}} = 1 + \mu^2 B_0^2 \cos^2 \theta
\]

giving a magnetoresistance

\[
MR = \frac{j_E(0)}{j_E(B)} - 1 = \mu^2 B_0^2 \cos^2 \theta
\]

as quoted in the main text.

**Section S6: Short test control experiment**

As mentioned in the main text, we completed a control experiment, which tests the external circuit for spurious magnetoresistance. This was done to rule out the possibility that the magnetoresistance we assign to the lithium niobate domain walls is actually an artefact from the external circuit, or indeed arising from the AuCr bottom electrode, which could in principle demonstrate a magnetoresistance.

To do this, the MR experiment was repeated with the same sample, save that the LNO film was excluded from the circuit by shorting across to the bottom AuCr electrode. In this way, all other circuit elements can remain the same, with only the LNO film and the connection to the film excluded. We present the results of this short test experiment below in Fig. S3, alongside the equivalent data for the conducting domain walls (Fig. 3c in the main text).

To keep the current consistent between experiments, a series resistor was added in the control experiment, which replicates the resistance of the LNO film in the normal MR experiment. If the LNO is a bystander and the MR signal appears due to some other circuit element in our setup, then we should see an MR signal in this control experiment. Clearly, however, no variation of current with magnetic field exists, and we can hence rule out the notion that the MR is an external artefact.

**Figure S3 | Magnetoresistance control experiment.** a, The magnetoresistance response of LNO domain walls, as shown in the main text. The red + show the applied external magnetic field, and the black circles show the normalised current response, averaged over 20 cycles. b, The magnetoresistance response during the control experiment. Here, the averaging is done over 13 cycles.
Section S7: Magnetic field influence on domain structure

To ensure the magnetic field has no effect on the domain structure, we performed PFM mapping in a magnetic field. First, conducting domain walls were injected into the as-received LNO, using an AFM tip as the top electrode. PFM domain mapping was carried out before and after magnetic field cycling, which was done using the same magnet as in the MR measurements (Fig. S4). No changes in domain structure were seen.

Then, PFM was performed while a magnetic field was applied to the sample in situ (Fig. S5). The AFM magnetic field unit is designed to apply an in-plane magnetic field to the system (Fig. S5a). No changes to the domain structure were seen with the field in this in-plane geometry (Fig. S5b-d). We accessed the out-of-plane geometry by moving the sample to a spot on the magnetic platen where an out-of-plane component of the field is expected, as per the AFM manual (illustrated in Fig. S5e, taken from Asylum Research MFD Infinity User manual). Note that this magnitude of the out-of-plane component will likely not match that measured by the Hall probe in the system (quoted in the figure titles in Fig. S5f-h). Again, no changes to the domain structure were seen in the presence of any magnetic field.

Figure S4 | Magnetic field influence on domain structure. **a**, PFM amplitude showing the domain structure in LNO before application of a magnetic field cycle similar to that applied in the MR experiment. **b**, PFM amplitude after magnetic field cycle. **c**, An image showing the overlap of PFM pre and post magnetic field cycle. The colour scheme has been changed for clarity.
Section S8: IV characteristics of the LNO samples and the possibility of metallicity

We show the current-voltage (IV) characteristics of the LNO samples in Fig. S6. Fig. S6a illustrates the “switching” pulse applied to the fresh LNO surface to induce the domain walls. A 100kOhm resistor was set in series during switching to limit the current through the system. IV performed before and after application of the switching pulse (Fig. S6b) shows clearly a marked and persistent increase in current through the device spanning 4-5 orders of magnitude, confirming the existence of conducting domain walls between the top and bottom electrode. Fig. S6c shows the temperature dependence of IV for a sample with domain walls injected. IV curves were performed at room temperature and then again at various temperatures upon ramping up to a maximum temperature of 80°C (solid lines). IV data was also gathered at the same temperatures on the ramp back down to room temperature (dotted lines). Several things are visible in Fig. S6c:

- Firstly, at a given temperature, the current at a set voltage increases slightly upon application of successive IV loops. This property is well known – the LNO domain wall conductivity state can be changed by application of a sub-coercive bias. This behaviour has been investigated for potential memristive device applications.

- Secondly, current clearly increases with increasing temperature. This suggests a semiconducting response; however, we note that these domain wall conductance measurements (along with most others reported in literature) are 2-probe, meaning the response of the electrode contact is convoluted with any real domain wall response.

- Thirdly, there appears to be some hysteresis in the temperature cycle; the current appears to be diminished in the IV curves performed on the ramp “back down” from high temperature. A decay of domain wall conductivity with time is well documented.

Figure S5 | Magnetic field influence on domain structure in situ. a, Illustration of the field profile from an AFM manual (MFD infinity User manual), illustrating the magnetic field profile for the in-situ AFM magnet. The sample experiences a transverse field. b-d, PFM of conducting domain walls at 0G, +8000G and -7300G respectively, in a transverse geometry. e, an illustration of the LiNbO₃ sample moved slightly, so as to experience a slight longitudinal component of magnetic field. f-h, PFM of conducting domain walls at 0G, +8000G and -7300G respectively, in a longitudinal geometry. Note that here the quoted field (in the subplot titles) is likely higher than the longitudinal field experienced by the sample.
in LNO domain walls and elevated temperature has been seen to accelerate the decay process. Several mechanisms have been proposed to explain the decay: cross-sectional TEM images have shown the domain wall tilt angle relaxing after some time. This process could, in principle, happen quicker at higher temperatures. It has also been suggested that ion migration occurs, screening the domain wall conductivity. This is supported by the observed fact that conductivity decay appears to be "activated". We note here again that all conclusions on this matter are also subject to parasitic contact effects, which highlights the need for genuine 4-probe transport measurements on these systems to reveal reliable transport phenomena.

While our IV measurements demonstrate a semiconducting temperature dependence, we reiterate that these measurements, like most performed on domain walls, are 2-probe. The underlying behaviour of the domain wall system could be very different from that suggested in a 2-probe measurement, with the electrode-sample contact playing a dominant role, obscuring the inherent domain wall response. Given the huge change in conductivity demonstrated in these systems, it is interesting to consider, at least theoretically, the possibility of metallic conduction along the domain walls. After all, hints of metallicity have been seen in other domain wall systems (such as barium and lead titanate). Low carrier densities in the LNO domain walls might initially suggest that the Mott criterion for an insulating-to-metal transition should be unlikely, but further consideration shows this is a viable possibility: the conditions needed for a Mott transition are encapsulated in a simple criterion

\[ n_c^{1/3}a_{h}^* \leq 0.25 \]

where \( n_c \) is the critical carrier density and \( a_{h}^* \) the effective Bohr radius of the electron-centre system. Semiconductors with low effective mass have higher Bohr radii and require a low density of carriers to achieve this transition. If the high mobility that we measure is indicative of a low effective mass, the critical density for metallicity could be low; perhaps low enough to be surpassed by the local change in carrier density at the wall which occurs to screen the bound polarisation charge. Using a rough estimate for the Bohr radius in LNO

\[ a_{h}^* = \frac{K_{st}h^2}{m^*e^2} = 7 \times 10^{-9}m \]

where, \( K_{st} \) is the low frequency static dielectric constant (\( K_{st} \approx 84\epsilon_0 \)), and \( m^* \) is the effective mass of the electron. This is not measured, but an estimate is suggested as \( m^* \approx 0.05m_e \). The critical density for an insulator-metal transition is then:

\[ n_c \approx 4 \times 10^{16}cm^{-3} \]

It is interesting to note that the domain wall width required to surpass this critical density for metallicity in LNO walls is 0.25nm (using eqn 10 in the main text). While domain wall widths are usually assumed to be in the nanometer range, our estimate is not far off this value. Combined with the rough, order of magnitude nature of the preceding discussion, this analysis suggests metallic transport is a viable possibility for LNO walls. For reference, a wall width of 0.25nm, along with the estimated active carrier density, results in a conductivity of the walls of:

\[ \sigma_{DW} \approx 2400 \, (\Omega m)^{-1} \]

This is higher than previously reported estimates. However, the domain wall is assumed to be thinner here, and the domain wall inclination angle with respect to the polar axis, which is known to affect wall conduction, is also higher in our samples.
**Section S9: MR as a function of field angle**

As reported in the main text, we have repeated the MR experiment for a series of magnetic field angles and found no clear variation of the MR (main text Fig. 4b). If anything, the MR increases as the field orientation changes from being parallel to being perpendicular to the conical axes of the Corbino cones. Here we lay out the quantitative derivation for geometric MR with the field applied in the XY plane (hereafter XY-MR). It shows that an XY-MR of similar magnitude to the z-oriented field case is expected (hence the apparent isotropy in the MR response that we measure). The reason MR exists in this field orientation is because the charged “boundaries” that develop do not sustain the full Hall field required to fully cancel Lorentz deflection of carriers. This is a well-known result of current deflection in samples with “intermediate” length to width ratios$^{10}$ (Fig. S7c), which are neither long Hall bars ($l/w > 5$, Fig S7a) nor a sufficiently short Hall bar ($l/w \ll 1$, shown in Fig. S7b). Note the limiting case $l/w = 0$ is the Corbino disc.

---

**Figure S6** | IV response and temperature dependent IV response of MR LiNbO$_3$ samples.  
**a**, The switching pulse, and measured current, applied to the LNO sample to induce domain walls. **b**, IV before and after switching, showing a clear increase in sample conductance. **c**, Temperature variation of the IV response of the LNO sample with domain walls induced. Full lines indicate the IV was taken on the ramp up in temperature, dotted lines on the ramp down. **d**, temperature dependent IV of the sample before inducing domain walls, showing the response of the fresh LNO film.
First, we discuss the domain wall geometry in detail, estimating the domain wall dimensions, based on microstructural measurements from the main text. This allows us to approximate the effective aspect ratio in our samples. Then, we solve the current density equations for a magnetic field in the x-y plane by Popovic’s iterative method, taking care to note that some current components will be partially reduced by a Hall field, with the degree of cancellation governed by a geometry factor. Finally, we derive the form of the XY-MR in terms of this geometry factor. Using estimates for it from literature, we find the geometric XY-MR to be of a similar magnitude to that expected when the magnetic field is parallel to the z-axis, and therefore similar in magnitude to that experimentally measured. This demonstrates that the interpretation of MR as having a geometric origin is fully consistent with all of our experimental observations and that hence the mobility values inferred are likely to be robust. Certainly, there is no need to evoke any mechanism beyond geometric MR to fully explain our data.

Domain wall geometry

Taking the radius of the conical walls at the top electrode as \( r_1 = 150 \text{nm} \), and the wall angle away from the thin film normal as \( 90 - \theta = 12^\circ \) (where \( \theta \) is the inclination angle of the walls as defined in the main text) over a film of thickness \( t = 500 \text{nm} \), we find a bottom radius of

\[
r_2 = r_1 - t \tan(90 - \theta) = 44 \text{nm}
\]

as illustrated in Fig. S8a. We can “unwrap” the conducting conical surface to consider it as a 2D truncated sector of a circle, with upper and lower half arc-widths of \( \pi r_1 \) and \( \pi r_2 \), separated by a fixed length (\( l \)):
\[ l = \frac{t}{\cos(90 - \theta)} = 511 nm \]  

as seen in Fig. S8b. Given the shape of the unwrapped cone, the half arc-width of the conductor changes as we traverse from the top to the bottom electrode contacts. Therefore, we define a variable coordinate \( \rho \), which maps the perpendicular distance of any point on the domain wall surface from the top electrode. The half arc-width of the conducting cone at any point \( \rho \) is simply half of the circumference of the circular section of the cone at that point. With the help of figure S8a, we can see that the radius of this circular section, as a function of \( \rho \) becomes:

\[ r(\rho) = r_1 - \rho \sin(90 - \theta) \]  

The half arc-width \( w(\rho) \) is therefore:

\[ w(\rho) = \pi r(\rho) = \pi(r_1 - \rho \sin(90 - \theta)) \]

Figure S8c shows a plot of \( l/w(\rho) \) as a function of the normalised coordinate \( \rho/l \), illustrating the aspect ratios involved in our system and how they change along the current path. Half arc-widths have been defined because the Lorentz force associated with XY-MR geometry creates diametrically opposite strips of increased and decreased carrier density (illustrated in figure S9b and S9c). As a result, two symmetrically related regions form which act as short Hall bars, electrically connected in parallel. Ideally, the Hall electric field is azimuthal and so flux lines follow arcs in the 2D representation of the cone, always being perpendicular to the undeflected current direction. The centres of charge density are separated by the width defined in equation S55, such that this half arc-width is the effective width of the Hall bar. We note that the width of the Hall bar varies along the length of the current path.

After ref [11,12], we can also define the “geometrical factor of magnetoresistance”, which is the ratio between the measured geometric MR in a sample of intermediate \( l/w \) and the geometric magnetoresistance that would be measured in a perfect Corbino disc \( (l/w = 0) \)

\[ g_{MR}(l/w) = \frac{MR(l/w)}{MR(0)} \]  

\( g_{MR} \) is 1 for a Corbino disc \( (l/w = 0) \), and 0 for an infinitely long Hall bar. Physically, \( g_{MR} \) tracks how much the shorting of the Hall potential, in samples with intermediate aspect ratios, leads to carrier path bending, and therefore geometric MR. The relative change in transverse resistance can be written as

\[ r(B) = \frac{R(B)}{R(0)} = \frac{\sigma(0)}{\sigma(B)}(1 + \mu^2 B^2 g(l/w)) \]  

Where the first term accounts for physical MR and the second term the geometric MR. For the reasons given in the main text, we assume that the physical MR is insignificant in comparison to the geometric MR term (the usual case when the carrier mobility is reasonably high in comparison to mobility spread). Equations S56 and S57 are valid for \( \mu B < 1 \). Considering the geometrical MR contribution only, we then find a general magnetoresistance of

\[ MR = \frac{R(B)}{R(0)} - 1 = \mu^2 B^2 g(l/w) \]  

in intermediate “short-Hall-bar” geometries.
Solution to the current density equations: Here we solve the current density equations for current in a conical geometry when exposed to specific electric and magnetic fields $\mathbf{B}$ and $\mathbf{E}$. As always, the high symmetry axis of the cone is taken to be aligned along the z-axis, but this time the magnetic field is applied in the $x$-$y$ plane. We choose the y axis for convenience, but the behaviour is the same as for any other in-plane direction by symmetry. We begin by setting out the field profiles for the solution. In cylindrical base coordinates, the electric and magnetic fields are:

$$
\mathbf{E} = \begin{pmatrix} E_r \\ E_\phi \\ E_z \end{pmatrix} = E_0 \begin{pmatrix} -\cos \theta \\ 0 \\ -\sin \theta \end{pmatrix};
$$

$$
\mathbf{B} = \begin{pmatrix} B_r \\ B_\phi \\ B_z \end{pmatrix} = T_{ij} \begin{pmatrix} B_x \\ B_y \\ B_z \end{pmatrix} = \begin{pmatrix} \cos \varphi & \sin \varphi & 0 \\ -\sin \varphi & \cos \varphi & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} B_0 \sin \varphi \\ B_0 \cos \varphi \\ 0 \end{pmatrix}
$$

Here, $\mathbf{E}$ and $\mathbf{B}$ are electric and magnetic field vectors, $r$, $\phi$ and $z$ subscripts represent radial, azimuthal and z components of the vectors, and $\theta$ is the inclination angle of the cone away from the horizontal (approx. 78°). $T_{ij}$ is the matrix used to transform vectors from Cartesian space into cylindrical space. $\varphi$, when not used in a subscript, represents the azimuthal coordinate.

The calculation of the current density proceeds similarly to that in the Z-MR treatment; the effect of the magnetic field is found by iteratively summing smaller and smaller corrections to the drift current, to successively higher orders of $\mu B$. We split each appearing current component into sub-components, which are either embedded in the conducting cone (and allowed to propagate) or directed off the conical surface (to then be cancelled by a Hall potential developed across the width of the domain wall). To do this, we need the unit vector in the direction of the cone surface normal. The electric field, $\mathbf{E}$ lies within the cone. Furthermore, since a cone has rotational symmetry, a translation of $\mathbf{E}$ also lies within the cone, such that the vector...
\[ \hat{u} = \vec{E} \times \hat{\varphi} = \begin{pmatrix} \sin\theta \\ 0 \\ -\cos\theta \end{pmatrix} \]  

will always be perpendicular to the tangent plane on the cone surface.

We first calculate the drift due to the electric field only:

\[ j_0 = \sigma E = \sigma E_0 \begin{pmatrix} -\cos\theta \\ 0 \\ -\sin\theta \end{pmatrix} \]

Then, using the same process as before (equation S19, as used in the Z-MR treatment), we calculate the “first” deflected current term, \( j_1 \),

\[ j_1 = \mu (j_0 \times \vec{B}) = \sigma \mu E_0 \begin{pmatrix} B_0 \sin\theta \cos\phi \\ -B_0 \sin\theta \sin\phi \\ -B_0 \cos\theta \cos\phi \end{pmatrix} \]

In contrast to the Z-MR case, where the first deflected current term is azimuthal (and therefore entirely within the conical surface), this term needs to be split into subcomponents, as the vector does not lie in the conducting cone surface everywhere. First, the “Hall” subcomponent is found by taking the projection of the current along the surface normal (\( \hat{u} \)), and multiplying by -1 (because a Hall component will act to oppose this surface normal current)

\[ j_{1,H} = \frac{j_1 \cdot \hat{u}}{|\hat{u}|} \hat{u} = -\sigma \mu E_0 B_0 \cos\phi \hat{u} \]

Then, the remaining “allowed” current subcomponent is found by adding the total current component and the Hall subcomponent corrections:

\[ j_{1,All} = j_1 + j_{1,H} = \sigma \mu E_0 \begin{pmatrix} 0 \\ -B_0 \sin\theta \sin\phi \\ 0 \end{pmatrix} \]

We find that only an azimuthal term now survives. Inspecting equation S65, we see that the deflection of carriers now depends on the azimuthal coordinate, \( \phi \). In other words, the magnitude and sense of the deflection depends on the angular location on the conical surface. We can rationalize this with the help of figure S9a. At the points in the cone corresponding to \( \phi = 0^\circ \text{and} 180^\circ \), the deflection takes us directly off the cone, and so should be fully compensated by a Hall field across the domain wall width. Conversely, this deflection remains fully within the cone at points \( \phi = 90^\circ, 270^\circ \), leading to maximal allowed azimuthal current components at these points. \( j_{1,All} \) is illustrated by red arrows in fig S9a.

This explains the \( \sin\phi \) dependence in the first current component.

In contrast to the Z-MR treatment (where both the original system and the perturbing magnetic field had rotational symmetry about the z axis), we now have a situation where the rotational symmetry is broken by the magnetic field. Therefore, we might expect that properties such as carrier density, current density etc will vary with azimuthal angle \( \phi \). If we look at the deflection implied by equation S65, we find that there is a preference for carriers to deflect towards one side of the cone (Fig. S9a), which should lead to the formation of a new Hall potential (Fig. S9b) distinct from that present across the width of the domain wall itself.
We need to assess the degree to which this new Hall potential will cancel the Lorentz deflection of carriers for this component. As mentioned above, this comes down to the geometry of the situation; specifically, the length-to-width ratio of the current channel, and the term $g_{MR}(l/w)$ in equation S56. Here, length is the distance between current carrying electrodes, and width is the arc length distance between the strips where charge accumulation / denudation occurs (red and blue strips in figure S9b). Figure S9c shows the cone unwrapped into a truncated circular sector, illustrating the Hall potential more clearly. As we can see, the red and blue strips are separated by half the circumference of the circular section of the cone at all points $\rho$. The Hall electric field will act azimuthally, along the circular arcs of the conducting cone (purple arrows), to counteract the deflection of current due to the magnetic part of the Lorentz force. This cancellation is not total, however, because the geometry reflects that of a short Hall bar. We therefore assume that the new fractional current, allowed in the $\hat{\phi}$ direction, is simply the full allowed current density, multiplied by the geometry factor $g_{MR}$. Essentially, Hall fields now act to cancel all of the $\hat{u}$ oriented current, and some fraction of the $\hat{\phi}$ oriented current, where the fraction is determined by $g_{MR}$:

$$j_{1,All} = j_1 + j_{1,H} = j_1 - \frac{j_1 \cdot \hat{u}}{|\hat{u}|^2} \hat{u} - g_{H} \frac{j_1 \cdot \hat{\phi}}{|\hat{\phi}|^2} \hat{\phi}$$  \hspace{1cm} \text{S66}

Here, $g_{H}$ determines the amount of current along the $\hat{\theta}$ direction which is cancelled by the partial Hall potential, such that

$$1 - g_{H} = g_{MR}$$ \hspace{1cm} \text{S67}

Evaluating this, we find a current density

$$j_{1,All} = \sigma \mu_0 B_0 \sin \theta \sin \phi (1 - g_{H}) \begin{pmatrix} 0 \\ -1 \\ 0 \end{pmatrix}$$ \hspace{1cm} \text{S68}

Continuing the iterative approach, the next current component is:
\[ j_2 = \mu (j_{1,\text{All}} \times B) = \sigma E_0 \mu^2 B_0^2 (1 - G_H) \begin{pmatrix} 0 \\ 0 \\ \sin \varphi \sin \theta \end{pmatrix} \tag{S69} \]

Again, we project this component along \( \hat{u} \) and \( \hat{\varphi} \) to find the appropriate Hall fields and resulting allowed current:

\[ j_{2,\text{All}} = j_2 - \frac{j_2 \cdot \hat{u}}{|\hat{u}|^2} \hat{u} - G_H \frac{j_2 \cdot \hat{\varphi}}{|\hat{\varphi}|^2} \hat{\varphi} \tag{S70} \]

Explicitly:

\[ j_{2,\text{All}} = \sigma E_0 \mu^2 B_0^2 (1 - G_H) \begin{pmatrix} 0 \\ 0 \\ \sin \varphi \sin \theta \end{pmatrix} - (-\mu^2 B_0^2 \sigma E_0 \sin^2 \varphi \sin \theta \cos \theta) (1 - G_H) \begin{pmatrix} \sin \theta \\ 0 \\ -\sin \theta \end{pmatrix} \tag{S71} \]

Which we can write in terms of the external electric field

\[ j_{2,\text{All}} = -\mu^2 B_0^2 \sigma E_0 \sin^2 \varphi \sin^2 \theta (1 - G_H) \begin{pmatrix} -\cos \theta \\ 0 \\ -\sin \theta \end{pmatrix} = -\alpha \sigma E \tag{S72} \]

where

\[ \alpha = \mu^2 B_0^2 \sin^2 \varphi \sin^2 \theta (1 - G_H) \tag{S73} \]

Next:

\[ j_3 = \mu (j_{2,\text{All}} \times B) = -\mu^2 B_0^2 \sigma E_0 \sin^2 \varphi \sin^3 \theta (1 - G_H) \begin{pmatrix} \sin \theta \cos \varphi \\ -\sin \varphi \sin \theta \cos \varphi \\ -\sin \varphi \sin \theta \cos \varphi \end{pmatrix} \tag{S74} \]

and again, we find the allowed component:

\[ j_{3,\text{All}} = j_3 - \frac{j_3 \cdot \hat{u}}{|\hat{u}|^2} \hat{u} - G_H \frac{j_3 \cdot \hat{\varphi}}{|\hat{\varphi}|^2} \hat{\varphi} = \mu^3 B_0^3 \sigma E_0 \sin^3 \varphi \sin^3 \theta (1 - G_H)^2 \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \tag{S75} \]

\[ = \alpha \sigma E_0 B_0 \sin \theta \sin \varphi (1 - G_H) \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \]

The next component is

\[ j_4 = \mu^4 B_0^4 \sigma E_0 \sin^4 \varphi \sin^3 \theta (1 - G_H)^2 \begin{pmatrix} 0 \\ 0 \\ -\sin \varphi \end{pmatrix} \tag{S76} \]

giving the allowed components:

\[ j_{4,\text{All}} = \mu^4 B_0^4 \sigma E_0 \sin^4 \varphi \sin^4 \theta (1 - G_H)^2 \begin{pmatrix} -\cos \theta \\ 0 \\ -\sin \theta \end{pmatrix} = \alpha^2 \sigma E \tag{S77} \]

One more current iteration allows us to see the pattern clearly:

\[ j_5 = \mu (j_{4,\text{All}} \times B) = \mu^5 B_0^5 \sigma E_0 \sin^5 \varphi \sin^4 \theta (1 - G_H)^2 \begin{pmatrix} \sin \theta \cos \varphi \\ -\sin \varphi \sin \theta \cos \varphi \\ -\sin \varphi \sin \theta \cos \varphi \end{pmatrix} \tag{S78} \]

and
\[
\begin{align*}
J_{5,\text{All}} &= -\mu^5 B_0^5 \sigma E_0 \sin^5 \varphi \sin^5 \theta \left(1 - G_H\right)^3 \begin{pmatrix} 0 \\ 1 \end{pmatrix} = -\alpha^2 \sigma \mu E_0 \sin \theta \sin \varphi \left(1 - G_H\right) \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\end{align*}
\]

Summing the allowed components, we find a current density of

\[
J_{\text{total}} = \sum_{n=0}^{\infty} J_{n,\text{All}} = (1 - \alpha + \alpha^2 - \alpha^3 \ldots) \sigma \left( E + E_0 \left( -\mu B_0 \sin \theta \sin \varphi \left(1 - G_H\right) \right) \right)
\]

Which generates a full solution:

\[
J_{\text{total}} = \frac{1}{1 + \alpha} \left( \sigma E + \sigma E_0 \left( -\mu B_0 \sin \theta \sin \varphi \left(1 - G_H\right) \right) \right)
\]

In a similar way to the \(z\)-directed magnetic field case, our magnetoresistance is given by

\[
MR(\varphi) = \alpha = \mu^2 B_0^2 \sin^2 \theta \sin^2 \varphi \left(1 - G_H\right)
\]

Integrating over the entire cone, to remove the \(\varphi\) dependence and obtain MR, in terms of current (rather than current density)

\[
MR = \frac{1}{2\pi} \int_{0}^{2\pi} \mu^2 B_0^2 \sin^2 \theta \sin^2 \varphi \left(1 - G_H\right) d\varphi = \frac{\mu^2 B_0^2}{2} \sin^2 \varphi \frac{g_{\text{MR}}}{2}
\]

where the substitution in S67 has been made.

We can turn to literature, in order to estimate \(g_{\text{MR}}\). In rectangular plates, Lippmann and Kuhrt\(^{11}\) first derived \(g_{\text{MR}}\) for the full aspect ratio-Hall angle parameter space. In regions where both the Hall angle is small (\(\tan(\theta) = \mu B = \theta \ll 1\)) and where \(l/w > 1\), equations S56-S58 are valid, with the geometric factor of magnetoresistance approximated by

\[
g(l/w) = \frac{14}{\pi^3} S_3 \frac{w}{l}
\]

where \(S_3\) is a constant approximately equal to 1.2. Using this form of the geometric factor, the \(XY\)-MR can be calculated across the entire range of aspect ratios that our domain walls exhibit and the average geometric factor used as a measure of how our system will behave. This is evaluated by integrating the function in equation S84 with respect to \(\gamma = l/w\) between the limiting aspect ratios demonstrated in figure S8c (\(\gamma_{\text{min}} = 1.09, \gamma_{\text{max}} = 3.72\)). We find the average geometric factor for our system is:

\[
g(l/w)_{\text{ave}} = \frac{1}{\gamma_{\text{max}} - \gamma_{\text{min}}} \int_{\gamma_{\text{min}}}^{\gamma_{\text{max}}} \frac{14}{\pi^3} S_3 \frac{1}{\gamma} d(\gamma) = \frac{14}{2.63 \pi^3} S_3 \ln \left(\frac{3.72}{1.09}\right) = 0.25
\]

We therefore find a magnetoresistance of:

\[
MR_{xy} = \frac{0.25 \mu^2 B_0^2 \sin^2 \theta}{2}
\]

From our measurements presented in the main text, \(MR_{xy} \sim 0.4 \times 10^{-2}\) at 1T, but we think this is slightly suppressed by series contact resistance (\(MR_{xy} \sim 0.6 \times 10^{-2}\) at 1T might be closer to the true value, as this was the \(Z\)-MR obtained with lower resistance contacts). Using equation S86, to estimate
the carrier mobility implied, gives (to 1 significant figure) a value of 2,000cm²V⁻¹s⁻¹. Another way of probing the physics implied is to use the mobility value estimated from our Z-MR measurements (3,700cm²V⁻¹s⁻¹) to see how large the $MR_{xy}$ could be. Doing this, we find values in the order of 1% at 1T - more than enough to explain the experimentally measured effect.

It should be noted that these XY-MR estimates are sensitive to the values of conical domain dimensions used and to the accuracy of the $g_{MR}$ value determined by Lippmann and Kuhrt; nevertheless, our analysis shows clearly that the measured XY-MR can be fully explained as being geometric in origin. Moreover, the carrier mobilities thereby inferred from the XY-MR measurements are of the same order of magnitude as those found through Z-MR measurements.

Section S10: Domain wall current

The conduction AFM images in figure 1 in the main text show significant smearing of the current across the nanodomain centre. This is a well-known resolution problem with cAFM. We show below that the current at LNO domain walls is certainly confined to the walls, as opposed to the centre of nanodomains. Figure S10 a-d shows dual AC resonance tracking PFM (DART-PFM) of LNO domain walls. These domains are poled using an AFM tip top electrode, with various pulse duration (increasing along the x-axis) and increasing pulse magnitude (along the y-axis). S10e,f show conducting AFM in the same region, showing clearly that the enhanced conduction is confined to the domain walls.
Figure S10 | Domain wall currents. a, b, PFM amplitude and c, d, PFM phase, taken in dual resonance tracking PFM (DART-PFM) mode. These domains are poled using an AFM tip top electrode, with various pulse duration (increasing along the x-axis) and increasing pulse magnitude (along the -y-axis). e, f Conduction-AFM from the same regions as a-d.
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