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ABSTRACT
Incremental few-shot semantic segmentation (IFSS) targets at incrementally expanding model’s capacity to segment new class of images supervised by only a few samples. However, features learned on old classes could significantly drift, causing catastrophic forgetting. Moreover, few samples for pixel-level segmentation on new classes lead to notorious overfitting issues in each learning session. In this paper, we explicitly represent class-based knowledge for semantic segmentation as a category embedding and a hyper-class embedding, where the former describes exclusive semantical properties, and the latter expresses hyper-class knowledge as class-shared semantic properties. Aiming to solve IFSS problems, we present EHNet, i.e., Embedding adaptive-update and Hyper-class representation Network from two aspects. First, we propose an embedding adaptive-update strategy to avoid feature drift, which maintains old knowledge by hyper-class representation, and adaptively update category embeddings with a class-attention scheme to involve new classes learned in individual sessions. Second, to resist overfitting issues caused by few training samples, a hyper-class embedding is learned by clustering all category embeddings for initialization and aligned with category embedding of the new class for enhancement, where learned knowledge assists to learn new knowledge, thus alleviating performance dependence on training data scale. Significantly, these two designs provide representation capability for classes with sufficient semantics and limited biases, enabling to perform segmentation tasks requiring high semantic dependence. Experiments on PASCAL-5i and COCO datasets show that EHNet achieves new state-of-the-art performance with remarkable advantages.
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1 INTRODUCTION
Few-shot semantic segmentation [21, 28, 40] addresses to segment a new category of images with few samples, decreasing the cost of expensive pixel-level annotations. In a real-world scenario, we expect the trained model to segment new classes without forgetting knowledge learned from old classes, which is a natural task for human beings. However, fine-tuning a deployed model with few samples of new classes leads to a severe catastrophic forgetting problem [31], since models tend to forget knowledge about old classes when facing representation conflict between old and new classes as shown in Fig. 1(a). The gap between humans and machine learning models inspires researchers to facilitate incremental few-shot segmentation (IFSS), which aims to learn a segmentation model for both old and new classes with only few new samples.
The main challenges in IFSS are catastrophic forgetting of already acquired knowledge and overfitting networks to few samples of new classes. Most current incremental methods [7, 11, 24, 49] use parameters or embedding vectors to represent category knowledge from a cognitive-inspired perspective, which addresses catastrophic forgetting by knowledge representation with new-class updating scheme. However, representation error for old classes would accumulate iteratively, since they couple knowledge learning and representation in each updating iteration as shown in Fig. 1(b), thus inevitably hindering to maintain useful and consistent knowledge learned from old classes.

In this paper, we propose EHNNet, i.e., Embedding adaptive-update and Hyper-class representation Network for IFSS, addressing problems of catastrophic forgetting and overfitting. We learn two kinds of embedding vectors, i.e., category and hyper-class embedding, from few samples of a new class, where the former describes exclusive semantical properties, and the latter expresses hyper-class knowledge as class-shared semantic properties. One key benefit of such knowledge representation is to replace requirement of new parameters training with prediction on fixed-length semantic embeddings, thus preventing training from scratch when learning new classes.

To mitigate catastrophic forgetting, we propose an Embedding Adaptive-Update Strategy (EAUS) as shown in Fig. 1(c), where category embeddings are adaptively adjusted with an attention scheme and hyper-class embeddings remain unchanged. In this manner, a well-separated representation of classes is built, where old knowledge is well maintained in memory functional design, i.e., hyper-class. EAUS decouples knowledge learning and representation to solve feature drift via selectively update, and alleviates the requirement of new-class sample number by keeping old knowledge. The core of category embeddings updating is a class-attention scheme, which computes a safe displacement vector for each class by contextualizing individual class weights over the representations of all classes. This adapted class-attention scheme not only highlights the discriminative representations between base and new classes to generate better decision boundaries over all involved classes, but also indicates directions towards a well-separated representation with less semantic biases during incremental learning sessions.

Observation for semantical segmentation proves to segment unseen classes with knowledge, where newly discovered samples may share semantic properties like 'haired' and 'quadrupled' with the classes that have been learned. The hyper-class is thus formulated as an abstract representation that contains semantic properties of similar classes, which enables to reduce data-scale dependence and overfitting by sharing semantic knowledge during learning sessions. A hyper-class embedding is learned by clustering category embeddings of all classes for initialization and aligning with the new-class category embedding for enhancement, which is shown in Fig. 1(d). On the one hand, the clustering algorithm is applied to the set of all category embeddings to generate a raw hyper-class embedding, thus extracting a similar semantic representation as new hyper-class knowledge. On the other hand, we align the generated hyper-class embedding with new-class category embedding to enhance correlated semantic information and eliminate uncorrelated information.

Significantly, EAUS builds a well-separated representation with few semantic biases. Meanwhile, the hyper-class knowledge complements and enhances semantic information. These two designs provide representations for class with sufficient semantics but limited biases, thus enabling to well perform image segmentation tasks requiring high semantic dependence.

In summary, the contributions of this paper are:

- We propose an embedding adaptive-update strategy to avoid catastrophic forgetting, where hyper-class embeddings remain fixed to maintain old knowledge, and category embeddings are adaptively updated with a class-attention scheme, combining new classes learned in incremental sessions.
- To resist overfitting caused by few training samples, a hyper-class is firstly learned by clustering category embeddings and then aligned with new-class category embedding for correlation enhancement, thus alleviating performance dependence on training data scale.
- Experimental results show EHNNet achieves state-of-the-art performance with remarkable advantages.

2 RELATED WORK

2.1 Semantic Segmentation

Semantic segmentation aims to classify each pixel of an image into a set of preset categories. According to different network structures, current methods can be roughly divided into three categories,
i.e., CNN-based, RNN-based and GNN-based methods. CNN-based methods [23, 29, 50] utilize convolution operations to extract semantic information from feature maps for pixel-level label prediction. Considering dependence of context information, RNN-based methods [16, 34, 44] use recurrent layers to capture local and global spatial structure information of images. Using topological structure of graphs, GNN-based methods [30, 32, 42] transform task of image segmentation into the classification task of graph nodes.

Among them, CNN-based methods have received more popularity. For instance, to reconstruct high-resolution prediction images, UNet [38] and its variant [1] use an encoder-decoder structure to segment images. The encoder downsamples the feature map to obtain a large field of view and captures abstract feature representations, while the decoder gradually restores fine-grained information. Considering information loss caused by pooling, Chen et al. [5] propose DeepLab, where dilated convolution is used to enlarge receptive fields while maintaining the resolution of feature maps.

2.2 Few-Shot learning

Few-shot learning aims to learn a model, which can be easily transferred to new tasks with limited training data. We roughly divide current few-shot learning methods into two categories, i.e., initialization-based and metric learning-based methods. The former methods [6, 10, 20, 36] generally define few-shot learning as "learning to fine-tune", which aims to learn proper model initialization or predict network parameters. For example, MAML [10] explicitly trains the parameters of model to produce good generalization performance, which is easy to perform another task with few training samples and gradient updating steps. To get quick convergence within a few updates, Ravi et al. [36] propose a LSTM-based meta-learner model with general initialization, specially designed for a few-shot learning scenario.

Metric learning based methods [12, 41, 43] firstly learn a projection function that projects the inputs to an embedding space, and then define a certain distance metric that measures the distance between any two embeddings. For example, Siamese Network [17] compares samples in query set and support set by calculating similarity between their extracted feature vectors, thus performing few-shot classification based on known category labels.

Facing the problem of domain shifts between training and test datasets, Yuan et al. [47] propose a novel forget-update module, which alleviates the dependence on data scale during learning new classes.

Hyper-class knowledge could provide additional semantic information from the outputs of a pre-trained teacher model. Since it’s not capable to properly distinguish between old and new classes, later approaches [2, 19] utilize the memory of old classes for further training by considering distribution relationship between base and new classes.

Regularization-based methods [8, 11, 25] protect old knowledge from being covered by imposing constraints on new tasks. For example, to regularize the learning of new classes, Ren et al. [37] propose Attention Attractor Network, which utilizes old weights to train a set of new weights that could recognize new classes. To make classifiers learned on individual sessions suitable for all classes, Zhang et al. [49] propose a continually evolved classifier, which utilizes a graph model to propagate context information between classifiers for progressively adaptation.

Recently, incremental learning has been extensively studied for image segmentation task [13, 33, 45]. However, previous works in incremental segmentation focused on new classes that come with rich samples. In this paper, we explore the incremental segmentation task with few-shot setting.

3 TASK DESCRIPTION

Incremental few-shot segmentation (IFSS) aims to generate a model that learns to segment new classes from few new samples without forgetting knowledge about old classes. IFSS has several learning sessions that come in sequence. Once the learning of the model steps into the next session, the training datasets in previous sessions are no longer available. Meanwhile, evaluation in each session involves classes of all previous sessions and the current session.

Specifically, let \( D_i \) denote the support sets of different learning sessions, and the corresponding label space of dataset \( D_i \) is denoted by \( C_i \). Different datasets have no overlapping classes, i.e., \( \forall i, j, i \neq j, C_i \cap C_j = \emptyset \). At the \( i \)-th learning session, only \( D_i \) can be used for network training. For evaluation, the query set \( D_q \) at session \( i \) includes test data from all previous and current classes, i.e., the label space is \( C_0 \cup C_1 \cup \cdots \cup C_i \). Usually, the support set \( D_b \) in the first session is a large dataset, where sufficient samples are available for training. On the contrary, support sets in all following sessions only include few training samples.

4 METHODOLOGY

4.1 Overview

Facing problems of catastrophic forgetting and overfitting in IFSS, we propose EHNet, mainly including representation of hyper-class knowledge and an Embedding Adaptive-Update Strategy (EAUS). Hyper-class knowledge could provide additional semantic information, which alleviates the dependence on data scale during learning new classes, thus avoiding overfitting caused by few training samples. EAUS keeps hyper-classes fixed as memory to maintain old knowledge, and adaptively updates category embeddings with a class-attention scheme to obtain a well-separated representation with few semantic biases. EHNet can be divided into two stages, i.e., incremental few-shot learning stage on support sets and segmentation stage on query sets, as shown in Figure 2.

In incremental few-shot learning stage, we first learn two embeddings, i.e., raw category embedding \( E_{raw} \) and raw hyper-class embedding \( E_{hraw} \), from a training sample. \( E_{raw} \) describes exclusive labels and base classes from the outputs of a pre-trained teacher model. Since it’s not capable to properly distinguish between old and new classes, later approaches [2, 19] utilize the memory of old classes for further training by considering distribution relationship between base and new classes.

Regularization-based methods [8, 11, 25] protect old knowledge from being covered by imposing constraints on new tasks. For example, to regularize the learning of new classes, Ren et al. [37] propose Attention Attractor Network, which utilizes old weights to train a set of new weights that could recognize new classes. To make classifiers learned on individual sessions suitable for all classes, Zhang et al. [49] propose a continually evolved classifier, which utilizes a graph model to propagate context information between classifiers for progressively adaptation.

Recently, incremental learning has been extensively studied for image segmentation task [13, 33, 45]. However, previous works in incremental segmentation focused on new classes that come with rich samples. In this paper, we explore the incremental segmentation task with few-shot setting.

3 TASK DESCRIPTION

Incremental few-shot segmentation (IFSS) aims to generate a model that learns to segment new classes from few new samples without forgetting knowledge about old classes. IFSS has several learning sessions that come in sequence. Once the learning of the model steps into the next session, the training datasets in previous sessions are no longer available. Meanwhile, evaluation in each session involves classes of all previous sessions and the current session.

Specifically, let \( D_i \) denote the support sets of different learning sessions, and the corresponding label space of dataset \( D_i \) is denoted by \( C_i \). Different datasets have no overlapping classes, i.e., \( \forall i, j, i \neq j, C_i \cap C_j = \emptyset \). At the \( i \)-th learning session, only \( D_i \) can be used for network training. For evaluation, the query set \( D_q \) at session \( i \) includes test data from all previous and current classes, i.e., the label space is \( C_0 \cup C_1 \cup \cdots \cup C_i \). Usually, the support set \( D_b \) in the first session is a large dataset, where sufficient samples are available for training. On the contrary, support sets in all following sessions only include few training samples.

4 METHODOLOGY

4.1 Overview

Facing problems of catastrophic forgetting and overfitting in IFSS, we propose EHNet, mainly including representation of hyper-class knowledge and an Embedding Adaptive-Update Strategy (EAUS). Hyper-class knowledge could provide additional semantic information, which alleviates the dependence on data scale during learning new classes, thus avoiding overfitting caused by few training samples. EAUS keeps hyper-classes fixed as memory to maintain old knowledge, and adaptively updates category embeddings with a class-attention scheme to obtain a well-separated representation with few semantic biases. EHNet can be divided into two stages, i.e., incremental few-shot learning stage on support sets and segmentation stage on query sets, as shown in Figure 2.

In incremental few-shot learning stage, we first learn two embeddings, i.e., raw category embedding \( E_{raw} \) and raw hyper-class embedding \( E_{hraw} \), from a training sample. \( E_{raw} \) describes exclusive
we use category embedding and hyper-class embedding to jointly describe feature representation of a class. The prediction network has not seen a new class, while the new class may share semantic properties with base classes it has seen. For instance, the network has never seen tigers before. However, many typical attributes of tigers can be found from base classes (e.g., cat, leopard, lion). We use hyper-class embedding to represent the similar attributes of base classes, thus assisting the network to understand tigers by reducing the dependence on training data scale.

To reduce the overfitting issues caused by few training samples, we use hyper-class embedding to represent the similar attributes of base classes, thus assisting the network to understand tigers by reducing the dependence on training data scale.

The generation of category embedding and hyper-class embedding is shown in Figure 2 (a). First, a support image is input into backbone network to generate feature maps. Then, the feature maps are multiplied by a binary mask $M_b$ to remove irrelevant background, which outputs feature representation only containing target objects. Afterwards, the feature representation is input into Feature Pyramid Network (FPN) [26], which extracts high-level semantic information and generates a raw category embedding $E^c_{raw}$. Hereafter, we perform clustering on base classes and obtain a raw hyper-class embedding $E^h_{raw}$ based on $E^c_{raw}$. Finally, Cross Information Module (CIM) semantically aligns $E^c_{raw}$ and $E^h_{raw}$ to generate a hyper-class embedding $E_h$ and a category embedding $E_c$, which could enhance category-relevant information and eliminate irrelevant information in hyper-class embeddings.

In $k$-shot learning, embeddings of new classes are updated via our EAUS during learning multiple samples. Owing to multiple updates, features of the $k$ samples are fused, which generates an enhanced embedding representation with more semantic information. Details of fusing multiple samples are described in Section 4.3.

**Category Embedding.** Category embeddings describe exclusive semantical property of classes. Considering variances of target objects in size, we use feature pyramid network (FPN) [26] to extract semantic information in different levels. By global pooling, the output of FPN is compressed into a 512-dimensional feature vector as a raw category embedding.

**Hyper-class Embedding.** Hyper-class embedding expresses hyper-class knowledge as shared semantic properties, which is
generated by clustering on base classes and aligning semantic information with the corresponding new-class category embedding. Specifically, for a new class, our network searches for similar base classes through $K$-means clustering, which computes the center of all category embeddings as a raw hyper-class embedding for the new class. The raw hyper-class embedding is then aligned in semantic information with the new-class category embedding, thus enhancing correlated semantic information and eliminating irrelevant information. Owing to hyper-class embedding, new classes can share the semantic information of base classes, where old knowledge could help learn new knowledge, thus reducing the dependence on training data scale.

It’s noted the number of selected similar base classes has an impact on hyper-class knowledge. A small number of similar classes can’t guarantee to provide sufficient shared semantic information, meanwhile a large number of similar classes could bring noise by introducing irrelevant classes.

Cross Information Module. Since hyper-class embeddings generated by a untrainable clustering algorithm may not semantically match the new-class category embedding, we propose cross information module (CIM) to achieve semantic alignment between hyper-class and category embedding, thus enhancing category-relevant information and eliminating irrelevant information in hyper-class embeddings.

The design of CIM is shown in Figure 3. Firstly, raw hyper-class embedding $E^\text{raw}_k$ and raw category embedding $E^\text{raw}_c$ are sent to a pair of two-layer fully-connected (FC) layers, respectively. The Sigmoid activation function attached after the FC layer transforms vector values into importance weights of channels. Afterwards, the embedding vectors in two branches are fused by element-wise multiplication. Intuitively, only similar semantic features would own a high activation value in the fused vector. Finally, we adopt the fused vector to weight the raw embedding vectors, thus generating enhanced embedding representations. In comparison to the raw embeddings, the enhanced embeddings focus on the correlated semantic information, thus obtaining semantic alignment between the new-class hyper-class and category embeddings.

4.3 Embedding Adaptive-Update Strategy

To resist catastrophic forgetting, we design Embedding Adaptive-Update Strategy (EAUS), which selectively and adaptively updates embeddings of base and new classes, thus mitigating feature drift and generating well-separated embedding representation for all classes.

Specifically, we keep hyper-class embeddings consistent as memory to maintain old knowledge in learning sessions, thus reducing feature drift effect. First, we compute a relation coefficient $e_{i,j}$ between class $i$ and class $j$ based on their category embeddings $E^c_i$ and $E^c_j$:

$$e_{i,j} = \Phi(E^c_i), \Psi(E^c_j)$$

(1)

where $\Phi(\cdot)$ and $\Psi(\cdot)$ are linear transformation functions that project the original representations to a new metric space, and $\langle \cdot, \cdot \rangle$ is a similarity function that computes the inner product between two embedding vectors.

Then, we normalize all the coefficients with a softmax function to obtain the attention weight $a_{i,j}$ of two classes:

$$a_{i,j} = \text{softmax}(e_{i,j}) = \frac{\exp(e_{i,j})}{\sum_{j=1}^{|P|} \exp(e_{i,j})}$$

(2)

where $|P|$ represents the number of classes in memory pool.

Afterwards, we perform subtraction operation on the embedding vectors of class $i$ and $j$ to obtain a subtraction vector, which locally indicates the updating direction. Finally, Based on the normalized attention weight and the corresponding subtraction vector, we calculate a safe displacement vector $V_s$ for each category embedding. Considering information of all classes, $V_s$ indicates directions towards a well-separated representation with less semantic biases during learning sessions. Therefore, the category embedding $E^c_i$ can be adaptively updated as $E^c_i'$ by guidance of $V_s$:

$$E^c_i' = E^c_i + \sum_{j=1}^{|P|} a_{i,j} W(E^c_j - E^c_i)$$

(3)

where $W(\cdot)$ is a linear transformation. It’s noted that we repeat the operations above to update category embeddings of all classes.

In $k$-shot learning, we directly apply embeddings of new samples to update the learned embeddings in EAUS, thus fusing semantic information from multiple samples without an additional fusion module. Specifically, for a class $i$, we define subtraction vectors in $k$-shot learning as $E^c_i - E^c_j$ with different class $j$, and $E^c_i - E^c_l$ with the same class $l$. It’s noted that we force $E^c_i - E^c_j$ and $E^c_i - E^c_l$ to separate and fuse embeddings, thus forming well-separated feature representation and enhancement of same-class semantic information, respectively. In fact, embeddings of the same class generally obtain a larger relation coefficient due to similar values, thus achieving an effective fusion effect in EAUS.

4.4 Class-Agnostic Segmentation Module

Class-Agnostic Segmentation Module (CASM) segments each class based on corresponding embeddings in memory pool, without considering what class an embedding represents. The design of CASM is shown in Figure 2 (b). First, a query image is processed by backbone network to generate feature maps, which contain target objects of different classes. For each target class, we perform an up-sampling operation on the semantic embeddings, and concatenate them with the feature maps to obtain feature maps $F$ for dense comparison.

![Figure 3: The design of CIM. Given raw hyper-class embedding $E^\text{raw}_a$ and raw category embedding $E^\text{raw}_c$, CIM generates updated category embedding $E_c$ and hyper-class embedding $E_h$, which achieves semantic alignment between these two embeddings.](image-url)
After concatenation, we process feature maps via a 3*3 convolution block with a residual connection. Afterwards, we adopt an atrous spatial pyramid pooling module proposed in [5] to capture multi-scaled information and output the segmentation result, which is iteratively optimized to obtain compact boundary predictions. The process can be formulated as:

\[ M_{q,t+1} = f_A(F \oplus \text{conv}(F + M_{q,t})) \]  

where \( \oplus \) represents element-wise addition, \( \ast \) represents concatenation operation, function \( \text{conv} (\cdot) \) refers to convolution operation, and \( f_A (\cdot) \) represents the process of atrous spatial pyramid pooling module. \( M_{q,t} \) and \( M_{q,t+1} \) refer to the predicted masks from current iteration step and the next iteration step, respectively.

Finally, for each pixel \( p \), class with the highest confidence is selected as output class label by non-maximum suppression (NMS) algorithm:

\[ \text{NMS}(p) = \arg \max_{c \in C} H(p, c) \]  

where \( C \) represents the set of all learned classes, and \( H(p, c) \) represents the probability that the pixel \( p \) belongs to the class \( c \).

It’s noted that backbone networks in learning stage and segmentation stage are the same in structure and parameters, since it’s necessary to represent support and query images in the same feature space for few biases. Specifically, we use the first four layers of Resnet-50 [15] pre-trained on base dataset \( D^B \) as backbone network.

5 EXPERIMENTS

5.1 Dataset and Metric

PASCAL-5\(^i\) [39] is a widely used few-shot segmentation dataset, which consists of PASCAL VOC 2012 [9] and additional annotations in SDS [14]. The dataset includes 20 categories, which are divided into 4 splits, and each split contains 5 categories.

COCO 2014 [27] is a challenging large-scale dataset containing 80 categories. COCO is designed for natural scene understanding by acquiring data from complex daily scenes, where targets in images are segmented by precise pixel-level labels. The original dataset contains 82783 training images and 40504 validation images.

Based on the task description of incremental few-shot segmentation, we make special settings on datasets. On PASCAL-5\(^i\), the first split is considered as a base dataset, each class thus containing sufficient samples. Other splits are used for incremental learning in different sessions, each class only containing few samples for new-class training. On COCO 2014, we divide the 80 classes into 4 splits, and each split contains 20 classes. Similarly, the first split is a base dataset, and other splits are incremental few-shot datasets.

Following [39], we measure the per-class foreground Intersection-over-Union (IoU) and use the mean IoU over all classes (mIoU) to report the results.

5.2 Implementation Details

We implement EHNet using Pytorch library, and train it for 200 epochs on four Nvidia 1080Ti GPUs. We adopt cross-entropy loss function to evaluate the segmentation loss, and use StepLR schedule in training, which reduces the learning rate (initial value as 0.0001) to 0.9 times for every 20 epochs of training. We evaluate performance of EHNet by setting \( k = 1 \) and 5 shots per new class. To ensure reliable results with random sample selection in \( k \)-shots learning, we run all tests 10 times and report the mean result for comparisons.

5.3 Comparisons with Other Methods

Since there exists few incremental few-shot segmentation methods for comparisons, we modify current few-shot segmentation and incremental few-shot learning methods for IFSS task. For few-shot segmentation methods, i.e., CANet [48] and ARNet [40], we save embeddings of classes for new-class segmentation, meanwhile we either non-update or apply EAUS to update embeddings for comparisons. For incremental few-shot learning method, i.e., AAN [37] and XtarNet [46], we apply CASM to them for goal of performing segmentation. Besides, we compare EHNet with several incremental segmentation methods, e.g., MiB [3] and EMNet [45].

PASCAL-5\(^i\). Comparison results on PASCAL-5\(^i\) are shown in Table 1, where “INC” means the embeddings of classes are saved for incremental learning and keep unchanged without updating. Table 1 shows EHNet is superior to other methods, achieving new state-of-the-art performance.

As the number of learned classes increases, all methods face a great challenge in learning new classes without forgetting base classes. It’s noted that the performance of few-shot segmentation methods (CANet[48] and ARNet[40]) without updating drops significantly, due to the conflicts between feature representations of new and base classes. Equipped with EAUS, few-shot segmentation methods greatly improve their performance by comparing performance without updating, which proves that EAUS significantly mitigates catastrophic forgetting by maintaining hyper-class embeddings as old knowledge and adaptively updating category embeddings as source of new-class knowledge. The incremental segmentation methods (MiB[3] and EMNet[45]) perform poorly in few-shot settings, since they generally require large number of samples for new-class learning.

The improvement in segmentation performance with different learning sessions proves that incremental few-shot learning methods (AAN[37] and XtarNet[46]) could reduce catastrophic forgetting by iteratively learning new-class knowledge. However, due to feature drift in knowledge representation and non-separated embeddings with insufficient semantics, they have limited ability in segmentation task that requires high semantics for accurate pixel-level labeling. PIFS couples prototype learning and knowledge distillation for IFSS, while its representation error for old classes would accumulate iteratively, thus inevitably hindering to maintain useful and consistent knowledge learned from old classes.

Moreover, comparison methods fail to model commonalities between old and new classes. In other words, they can’t utilize old knowledge to help better learn new-class embedded knowledge, which is proved by poor segmentation performance on new classes. On the contrary, EHNet introduces hyper-class embeddings as old knowledge to share semantic properties of base classes with new-class learning, which alleviates the dependence on training samples scale of new classes and thereby avoids overfitting issues.
**Table 1:** Comparison results of 1-shot and 5-shot segmentation on PASCAL-5\(^i\) dataset. Best in bold.

| Method       | 1-shot |          |          |          |          |          |          |          |          |
|--------------|--------|----------|----------|----------|----------|----------|----------|----------|----------|
|              | session-0 | session-1 | session-2 | session-3 | session-0 | session-1 | session-2 | session-3 | session-3 |
|              | New     | Base     | New      | Base     | New      | Base     | New      | Base     | New      |
| MiB [3]      | 48.3    | 25.4     | 27.2     | 19.4     | 20.3     | 16.2     | 12.9     |          |          |
| EMNet [45]   | 50.8    | 21.8     | 18.0     | 16.8     | 13.5     | 10.7     | 10.9     |          |          |
| CANet [48] + INC | 51.5 | 33.1     | 38.8     | 26.2     | 28.4     | 19.5     | 23.9     |          |          |
| CANet [48] + EAUS | 52.1 | 46.6     | 43.1     | 37.2     | 39.6     | 32.6     | 34.6     |          |          |
| ARNet [40] + INC | 54.0 | 33.4     | 40.4     | 27.7     | 31.3     | 22.6     | 25.8     |          |          |
| ARNet [40] + EAUS | 54.8 | 47.9     | 48.2     | 41.1     | 42.9     | 37.0     | 36.9     |          |          |
| AAN [37] + CASM | 48.2 | 44.6     | 42.6     | 38.5     | 35.8     | 33.8     | 34.2     |          |          |
| XtarNet [46] + CASM | 47.4 | 43.7     | 41.8     | 38.7     | 37.2     | 34.7     | 32.0     |          |          |
| PIFS [4]     | 53.9    | 48.1     | 46.2     | 43.6     | 41.2     | 38.2     | 37.4     |          |          |
| EHNet (ours) | 56.7    | 51.4     | 53.2     | 46.3     | 46.8     | 40.9     | 41.8     |          |          |

**COCO.** Comparison results on COCO dataset are shown in Table 2, where EHNet achieves the best performance on COCO dataset as well. Regarding that PASCAL-5\(^i\) only contains 20 categories and COCO contains 80 categories, increasing in category number requires a high distinguish capability of models to compute pixel-level predictions, which can be proved by general decrease in performance when comparing results on PASCAL-5\(^i\) and COCO achieved by the same method. As shown in Table 2, performance of those methods without strategies to update embeddings drops significantly when learning session increases. Such phenomenon can be explained by the fact that more classes involved in COCO result in more obvious conflicts in embedding representation, thus causing a significant catastrophic forgetting effect. Meanwhile, experimental results show that our EAUS can effectively mitigate catastrophic forgetting by a smaller drop in performance.

**Qualitative results.** Some qualitative results of 1-shot segmentation are shown in Figure 4, where each row represents the support set, query set, prediction, and ground-truth, respectively. From left to right, we show the segmentation results with four different sessions and some failure cases, respectively. With the increase of sessions, more classes are required to be segmented by EHNet, which brings difficulties in segmentation with new-class learning.

| Method       | 5-shot |          |          |          |          |          |          |          |          |
|--------------|--------|----------|----------|----------|----------|----------|----------|----------|----------|
|              | session-0 | session-1 | session-2 | session-3 | session-0 | session-1 | session-2 | session-3 | session-3 |
|              | New     | Base     | New      | Base     | New      | Base     | New      | Base     | New      |
| MiB [3]      | 52.7    | 30.8     | 31.3     | 29.6     | 25.7     | 21.6     | 19.6     |          |          |
| EMNet [45]   | 53.5    | 36.3     | 32.3     | 25.4     | 24.9     | 19.6     | 15.8     |          |          |
| CANet [48] + INC | 55.5 | 37.2     | 39.6     | 31.3     | 34.6     | 25.6     | 22.1     |          |          |
| CANet [48] + EAUS | 54.5 | 49.3     | 46.3     | 39.4     | 40.9     | 35.6     | 36.4     |          |          |
| ARNet [40] + INC | 55.9 | 40.3     | 38.8     | 30.9     | 33.1     | 24.4     | 22.1     |          |          |
| ARNet [40] + EAUS | 56.4 | 49.0     | 47.2     | 43.1     | 43.8     | 38.5     | 40.2     |          |          |
| AAN [37] + CASM | 49.1 | 45.3     | 44.3     | 39.4     | 37.6     | 34.6     | 35.5     |          |          |
| XtarNet [46] + CASM | 50.7 | 45.1     | 44.9     | 40.9     | 41.2     | 37.8     | 36.8     |          |          |
| PIFS [4]     | 54.2    | 49.2     | 47.5     | 43.9     | 42.6     | 40.1     | 39.4     |          |          |
| EHNet (ours) | 57.1    | 53.4     | 55.2     | 50.5     | 51.2     | 44.6     | 45.7     |          |          |

**Table 2:** Comparison results of 1-shot and 5-shot segmentation on COCO dataset. Best in bold.

| Method       | 1-shot |          |          |          |          |          |          |          |
|--------------|--------|----------|----------|----------|----------|----------|----------|----------|
|              | session-0 | session-1 | session-2 | session-3 | session-0 | session-1 | session-2 | session-3 |
|              | New     | Base     | New      | Base     | New      | Base     | New      | Base     |
| MiB [3]      | 15.1    | 17.0     | 18.4     | 19.4     |          |          |          |          |
| EMNet [45]   | 10.7    | 11.8     | 15.8     | 18.9     |          |          |          |          |
| CANet [48] + INC | 15.6 | 13.2     | 19.7     | 14.9     |          |          |          |          |
| CANet [48] + EAUS | 23.3 | 28.1     | 24.8     | 30.1     |          |          |          |          |
| ARNet [40] + INC | 13.7   | 11.6     | 10.6     | 11.4     |          |          |          |          |
| ARNet [40] + EAUS | 22.8 | 26.1     | 27.7     | 30.1     |          |          |          |          |
| AAN [37] + CASM | 27.2  | 29.5     | 28.4     | 29.7     |          |          |          |          |
| XtarNet [46] + CASM | 26.1 | 28.6     | 25.7     | 26.8     |          |          |          |          |
| PIFS [4]     | 28.8    | 31.4     | 29.7     | 31.8     |          |          |          |          |
| EHNet (ours) | 29.7    | 33.1     | 33.4     | 36.6     |          |          |          |          |

**Table 3:** Results achieved with different settings on semantic embeddings. Best in bold.

| Method       | 5-shot |          |          |          |          |          |          |          |
|--------------|--------|----------|----------|----------|----------|----------|----------|----------|
|              | session-0 | session-1 | session-2 | session-3 | session-0 | session-1 | session-2 | session-3 |
|              | New     | Base     | New      | Base     | New      | Base     | New      | Base     |
| EHNet (ours) |          |          |          |          |          |          |          |          |

From the failure examples, we can observe that segmentation of small objects or in dim environments is still challenging.

### 5.4 Ablation Study

To prove effectiveness of the proposed modules, we implement ablation experiments on PASCAL-5\(^i\) dataset to report average mIOU performance of 4 splits with 1-shot setting.

**Semantic embedding.** To validate the effectiveness of constructing hyper-class embeddings (\(E_h\)), category embeddings (\(E_c\)), and the strategy to keep \(E_h\) and update \(E_c\) in EAUS, we compare experiment results by either removing or updating certain embeddings. Results are shown in Table 3, where "\(\times\)" "\(\sqrt{\text{✓}}\)" and "\(\circ\)" represent the embedding is removed, updated, and unchanged, respectively.

Table 3 shows the elimination of certain embeddings would reduce the performance of EHNet, which means that each semantic embedding plays a positive role in segmentation. When both embeddings are updated, segmentation performance on base classes drops significantly, which proves that updating both embeddings leads to semantic feature drift and poor performance.

**Embedding adaptively-update strategy.** To validate the effectiveness of updating strategy in EAUS, we apply different embedding update strategies for comparisons, e.g., non-update strategy and trainable linear transformation (LT) strategy. To explore whether embeddings of base classes should be updated in EAUS, we adaptively update embeddings of either base class (\(C_{base}\)) or new class (\(C_{new}\)).

Results are shown in Table 4, where "\(\sqrt{\text{✓}}\)" presents corresponding embeddings are updated, and "\(\times\)" presents only storing
Figure 4: Qualitative results of EHNet, where we show the segmentation results in different sessions and some failure examples. The new classes in the current session will become base classes in subsequent sessions.

Table 4: Results with different strategies on updating embeddings. Best in bold.

| Method       | $C_{\text{base}}$ | $C_{\text{new}}$ | Base    | New    | Mean   |
|--------------|-------------------|-------------------|---------|--------|--------|
| Non-update   | ✓                 | ✓                 | 15.6    | 18.7   | 17.2   |
| LT           | ✓                 | ✓                 | 24.1    | 23.7   | 23.5   |
| LT           | ✓                 | ✓                 | 20.2    | 25.6   | 22.9   |
| LT           | ✓                 | ✓                 | 25.2    | 27.3   | 26.3   |
| EAUS (ours)  | ✓                 | ✓                 | 44.1    | 34.8   | 39.5   |
| EAUS (ours)  | ✓                 | ✓                 | 36.5    | 47.9   | 42.2   |
| EAUS (ours)  | ✓                 | ✓                 | 46.2    | 49.6   | 47.9   |

Table 5: Results of EHNet with different numbers of iterations. Best in bold.

| Iterations | Speed | Base    | New    | Mean   |
|------------|-------|---------|--------|--------|
| 0          | 24.7  | 42.7    | 45.7   | 44.2   |
| 1          | 16.4  | 44.1    | 46.9   | 45.5   |
| 2          | 12.4  | 45.0    | 48.6   | 46.8   |
| 3          | 9.8   | 45.7    | 49.5   | 47.6   |
| 4          | 8.2   | 46.2    | 49.6   | 47.9   |
| 5          | 6.9   | 46.4    | 48.6   | 47.5   |

6 CONCLUSION

In this paper, we focus on IFSS task and present EHNet. To avoid catastrophic forgetting, we propose an embedding adaptive-update strategy, where hyper-class embedding keeps unchanged and memory to maintain old knowledge, and category embeddings are adaptively updated to combine new classes learned on incremental sessions. Meanwhile, LT alleviates forgetting problem to a certain extent proved by relatively better performance, but it’s still limited in building well-separated representation. When EAUS is only applied to base or new classes, performance is degraded, indicating that globally modeling of embedding space for incremental learning is hardly achieved by only updating base or new classes.

Number of iterations in CASM. To validate the effectiveness of iterative optimization in CASM, we compare segmentation results and speed with different iteration numbers in Table 5. It’s noted the segmentation speed is measured by the number of processed frames per second (FPS). Table 5 shows segmentation performance gets better and speed gets slower with the increasing number of iterations. Being larger than 4 iterations, raising the number of iterations doesn’t contribute to segmentation performance, which proves that 4 iterations in CASM keep a balance between performance and computation cost. Essentially, excessive iterations would lead our model to favor obvious objects with clear boundaries, thus harming segmentation of objects with less salience in query images.
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