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Abstract

Background: Activity-Based Funding (ABF) has been implemented across many countries as a means to incentivise efficient hospital care delivery and resource use. Previous reviews have assessed the impact of ABF implementation on a range of outcomes across health systems. However, no comprehensive review of the methods used to generate this evidence has been undertaken. The aim of this review is to identify and assess the analytical methods employed in research on ABF hospital performance outcomes.

Methods: We conducted a scoping review in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for scoping reviews. Five academic databases and reference lists of included studies were used to identify studies assessing the impact of ABF on hospital performance outcomes. Peer-reviewed quantitative studies published between 2000 and 2019 considering ABF implementation outside the U.S. were included. Qualitative studies, policy discussions and commentaries were excluded. Abstracts and full text studies were double screened to ensure consistency. All analytical approaches and their relative strengths and weaknesses were charted and summarised.

Results: We identified 19 studies that assessed hospital performance outcomes from introduction of ABF in England, Korea, Norway, Portugal, Israel, the Netherlands, Canada, Italy, Japan, Belgium, China, and Austria. Quasi-experimental methods were used across most reviewed studies. The most commonly used assessment methods were different forms of interrupted time series analyses. Few studies used difference-in-differences or similar methods to compare outcome changes over time relative to comparator groups. The main hospital performance outcome measures examined were case numbers, length of stay, mortality and readmission.

Conclusions: Non-experimental study designs continue to be the most widely used method in the assessment of ABF impacts. Quasi-experimental approaches examining the impact of ABF implementation on outcomes relative to comparator groups not subject to the reform should be applied where possible to facilitate identification of effects. These approaches provide a more robust evidence-base for informing future financing reform and policy.
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Background
Activity-based funding
Activity Based Funding (ABF) has become the international model for funding hospital-based care and is referred to by many terms, such as case-mix funding, prospective payment system (PPS), payment by results (PbR) or fee-for-service (FFS) [1, 2]. Under ABF, hospitals are funded proportionately to their activity, creating a link between the number and type (case mix) of patients treated and the hospitals’ level of income [3]. Services provided to patients are reflected by an efficient price of providing those services and adjustments incorporated for different patient populations served. Prices are determined prospectively e.g. in terms of Diagnosis-Related Groups (DRGs), and reflect differences in hospital activity, based on types of diagnosis and procedures provided to patients [4]. DRGs provide transparent price differences, directly linking hospital services provision to hospital payments.

ABF is often implemented with the intention to provide hospitals with clearer incentives to achieve certain objectives. In particular, ABF is often meant to incentivise efficient hospital production, by allowing hospitals to keep any surplus for treatments with price above cost [3]. Efficiency may be achieved by treating more patients, given that payments are driven by the number of patient discharges [3, 5] or by providing greater quality of care, reflected by improved patient outcomes [5]. The advantages and disadvantages of ABF have been previously highlighted. The nature of ABF provides a natural ‘yardstick competition’ [6] where ‘money follows the patient’ [7], leading to increased levels of activity [8]. However, such increases in treatment level have been linked to patient selection issues such as ‘cream skimming’ i.e. where hospitals choose to treat more profitable patients, and ‘skimming’ less profitable patients within each DRG [9, 10]. Additionally, fixed payments per procedure have led to improvements in technical and cost efficiency [11, 12]. However, these incentives may impact on service quality. For example, ‘cream skimming’ impacts quality by over treating low-risk patients, and avoiding treatment of high-risk patients. Similarly, quicker patient discharge to ensure higher financial gain, has been shown to impact quality of care, with patients discharged ‘quicker and sicker’ [13].

Previous reviews
Reviews to date, assessing the impacts of ABF, have primarily focused on whether ABF incentivises certain hospital performance outcomes. In many cases, attempts are to simply capture and identify the effects of the ABF policy, by reporting on a set of hospital outcomes. O’Reilly et al. (2012) [14] reported on the early experience with ABF implementation across five European countries. They found evidence that the introduction of ABF was associated with an increase in activity, a decline in length of stay (LOS) and/or a reduction in the rate of growth in hospital expenditure in most of the countries. However, they identified the short study periods and the lack of formal empirical evaluations as some of the key shortcomings in identifying any potential hospital impacts arising from ABF [14].

A recent scoping review of 135 articles summarised the empirical evidence on DRG-based hospital funding systems specific to Germany and Switzerland [15]. They identified case numbers, LOS and reimbursement/cost were the most frequently used outcome parameters to identify ABF effects. However, they concluded that overall empirical evidence was lacking due to limited empirical data used, with evidence primarily driven by personal opinions, assumptions and secondary analyses using limited data in the majority of the reviewed studies [15].

Similarly, in their review of 12 studies, Jakobsen (2010) [16] examined whether ABF was linked to improved efficiency across Scandinavian hospitals. He concluded that the research evidence painted a ‘blurry picture’ of ABF’s effect on efficiency in the Scandinavian hospital sector, and questioned the reliability of the results [16]. He highlighted, the lack of examination and empirical modelling, reflecting a more accurate description of the real world, were the key factors to the inconclusive evidence [16].

Finally a systematic review and meta-analysis by Palmer et al. (2014) [2] focused on identifying the effects of ABF, compared to alternative funding systems, on specific outcomes: mortality, readmission, discharge destination, severity of illness and volume of care. They reviewed 65 studies (28 of which were from the U.S.) and reported overall varied outcome effects. They highlighted that ‘Inferences regarding the impact of ABF are limited both by inevitable study design constraints (randomized trials of ABF are unlikely to be feasible) and by avoidable weaknesses in methodology of many studies ’ [2].

Evidently, reviews to date provide mixed evidence of the hospital impacts arising from ABF implementation, with much of the evidence limited to a specific jurisdiction (Germany and Switzerland, Scandinavia and predominantly the U.S.). The blurry picture of ABF’s effect on hospital performance outcomes is mirrored across all the reviews, where the methodological limitations used to generate the evidence were described as empirically weak.

This scoping review seeks to provide a summary of the analytical methods used internationally for assessing outcomes related to the introduction of ABF mechanisms within the acute hospital sector. Specifically, this review...
seeks to provide a summary of the applied methods, in countries outside the U.S., where ABF implementation has been more recent, relative to the U.S. It is outside the scope of this review to report on the magnitude of the impacts of ABF, as reported across the reviewed studies. The scoping review methodology allows for inclusion of a wide variety of studies and presents a comprehensive overview of the analytical methods used to develop the current evidence.

**Aim**

The aim of this scoping review is to identify and assess the analytical methods employed in research on ABF impacts on acute hospital outcomes. Specifically, reviews to date have focused on whether ABF incentivises certain hospital performance outcomes, however no comprehensive reviews have examined the analytical methodology used to generate this evidence. This is important as less robust methods create difficulties in identifying causal effects, particularly when experimental studies are not feasible, and researchers must rely on secondary data sources. Thus, a comprehensive summary of previously employed analytical methods and their relative trade-offs, will guide researchers towards adapting robust analytical approaches for health intervention and policy evaluation.

We address the following research questions:

- What analytical methods have been employed in the assessment of ABF impacts within the acute hospital setting?
- What are the trade-offs between the different methods employed?

**Non-experimental data methods**

When examining the impact of an intervention or a change in policy, the main challenge is to determine whether the observed changes over time are attributable to the intervention or policy i.e. a causal effect. Ideally, this would be achieved through an experimental study design such as a randomised controlled trial (RCT) the gold standard approach, by comparing outcomes for a group subject to the intervention to a group not subject to the intervention. However, such experiments are rare in the field of health policy and financial economics, thus researchers need to identify alternative appropriate methods for exploiting non-experimental data.

Several methods have been proposed to be appropriate to use for non-experimental data. These consist of interrupted time series (ITS) [17], difference-in-differences (DiD) [18], synthetic control (SC) [19], matching [18] and instrumental variables (IV) [20] approaches (Table 1). In general these methods seek to identify the causal effect of an intervention (approximating experimental designs such as a RCT) and choice of method adopted is often determined by the characteristics of the observational data available for analysis.

The interrupted time series (ITS) analysis is one of the most commonly used quasi-experimental approaches for evaluating health policies and interventions. Using this approach, outcomes are measured at multiple time points before and after an intervention, allowing the change in level and trend of outcomes to be compared, and intervention effects estimated [17, 21]. The before-after comparison is within a single population, rather than a comparison with a control group, and can eliminate selection bias and limit confounding related to differences pre and post intervention [22]. This can be useful when estimating ABF impacts, as data used for analysis can often be limited to a single group of patients, a certain procedure or a group of hospitals. However, other events occurring around the time of the intervention can be a source of confounding and can lead to overestimation of the intervention effects [22]. For example, if the introduction of ABF at a point in time was accompanied by other changes to hospital policy or processes, then changes in measured outcomes could be wrongly attributed to the ABF introduction under the ITS design. Additionally, the ITS approach becomes less appropriate when other factors such as non-linear intervention trends, gradual implementation of the intervention over time, changes in population characteristics over time, and autocorrelation are present [17, 22]. If such factors are not accounted for, this can pose challenges in the estimation of ABF effects and can lead to an overestimation and consequently a misrepresentation of causal claims related to ABF.

An advantage of ITS is it being a simple method to estimate intervention effects. It does not rely on heavy data requirements, making full use of the longitudinal nature of the data analysed, and accounts for pre-intervention trends [17]. However, ITS analysis does not specify a control group against which effects on the group exposed to an intervention can be compared [18, 21]. A recent study tested the empirical strength of the ITS approach, by comparing the estimated ITS results to the results from a RCT [23]. They concluded that ITS produced large and completely misleading results, primarily driven by the lack of control group, and ITS model assumptions [23]. Thus, caution should be taken when considering ITS, as the estimates may not capture the effects of the intervention of interest.

Difference-in-differences (DiD) is another approach often used for evaluating intervention effects that addresses some of the shortcomings of the ITS design. Some of the limitations of the ITS approach can be overcome by specifying a control group not subject to the intervention of interest, and comparing outcomes
pre and post intervention. Particularly, the DiD approach considers the intervention itself as a natural experiment, and finds a naturally occurring control group, similar to an experimental context [18, 24]. DiD identifies causal effects by contrasting outcome changes pre and post intervention, between treatment and control groups [18, 24]. For instance, when estimating ABF impacts, for the comparison to be meaningful, the selected control group must be similar to the treated group in the absence of the treatment along various dimensions. Often this is satisfied by the availability of sufficient data pre and post ABF implementation, allowing to make such comparisons feasible. However, it is important that an appropriate control group has been selected, and serves as a suitable control. Often using the DiD approach, a control group that appears to be natural relative to the treatment group is selected [18, 24].

The DiD estimators provide unbiased treatment effects under the assumption that the unobserved characteristics are fixed, and the average outcomes in each group would change in the same way in the absence of the intervention i.e. follow parallel trends [18, 19, 24, 25]. However, the parallel trends assumption applies to unobserved counterfactual post-intervention outcomes, which can never be statistically tested [18, 24]. This can pose challenges, as the presence of parallel trends pre-intervention does not guarantee these trends would continue in the absence of the intervention, and can lead to biased estimates of causal effects [18, 24]. Often the average outcome trends for the control and treatment groups in the pre-intervention period are examined visually [19] or using simple linear regression estimates [30]. Consequently, the key advantage of the DiD approach is that the estimates between the control and treatment groups naturally isolate any external shocks that may occur during the intervention period [18, 24]. Hence, robust estimates representing causal intervention effects are captured, as any possible biases related to permanent differences between the two groups, or

| Analytical method | Description | Advantages | Disadvantages | Trade-offs relative to other methods |
|-------------------|-------------|------------|---------------|-------------------------------------|
| Interrupted Time Series (ITS) | A before-after comparison in the level and trend of outcomes pre and post intervention [17, 21, 22] | Straightforward methodological approach without reliance on simplifying assumptions [17, 21, 22] | Influenced by simultaneous events occurring at the time of intervention [17, 21, 22] | No control group to compare intervention effects against a group exposed to the intervention which can bias estimated intervention effects [23] |
| Difference-in-differences (DID) | A contrast of outcome changes pre and post intervention using a naturally occurring control group and treatment group subject to the intervention change [18, 24] | Using the intervention itself as a naturally occurring experiment, allows to difference out any exogenous effects from events occurring simultaneously [18, 24] | The parallel trends assumption is based on counter-factual intervention trends which cannot be tested [18, 24] | Use of a naturally occurring control group to compare intervention effects naturally isolates group differences from intervention effects. No statistical test to verify the parallel trends assumption can bias estimated effects [18, 24] |
| Synthetic Control (SC) | Comparison of treatment effects between a treatment group and a constructed control i.e. a synthetic control using weights similar to treatment outcomes pre-intervention [25, 26] | Can complement other analytical methods particularly when a naturally occurring control group cannot be established and/or when simplification assumptions do not hold e.g. the parallel trends assumption in DiD [25, 26] | Requirement of sufficient data pre and post intervention containing sufficient detail of control weights similar to the treatment group [19] | Can overcome parallel trends assumption required for DiD. Cannot test for similarity of controls used to construct the synthetic control which may bias estimated intervention effects. Heavy data requirement pre and post intervention [19, 25] |
| Matching | A comparison of outcomes between treatment and control groups pre and post intervention post matching groups with similar observable factors [18, 27] | Reduction of biases within groups is eliminated due to matching [18, 27] | Requirement of sufficient data pre and post intervention for matching similar observable characteristics between treatment and control groups. No statistical means to testing ‘similarity’ [27] | Heavy data requirement to match similar characteristics. Matching is limited to observable factors and does not account for non-observable factors. ‘Similarity’ determined using subjective judgment and cannot be statistically measured and can bias estimates [27] |
| Instrumental Variables (IV) | An observable variable i.e. the instrument is selected to randomise the estimation of treatment effects [18, 20, 28] | Introduction of randomness when estimating treatment effects to reflect similarity to a RCT [18] | Dependence on choosing the most appropriate instrument to satisfy the assumption of no relationship between the outcome and assuming outcome is affected only via intervention exposure [18, 29] | Imposed randomisation using an instrument useful for estimating intervention effects. Randomisation is imposed and not naturally occurring like with DiD and can bias estimated effects [18, 20, 28, 29] |

Table 1 Summary of the key analytical methods used to assess health interventions and their relative trade-offs
biases that could influence the outcome trends are eliminated [24]. When evaluating ABF effects using the DiD approach, the captured effects are a result of ABF, as any impacts from other events that may have occurred simultaneously, are ‘differenced out’ [18]. The estimated treatment effects approximate a causal relationship between ABF only and the outcomes of interest.

The synthetic control (SC) method is becoming more widely applied in the evaluation of causal effects of health interventions. Like the DiD method, the SC method compares intervention effects between treatment and control groups. Using this approach, a synthetic control is constructed using the weighted average of the available control units [19, 25, 31]. The chosen weights are selected so that the outcomes and covariates between the treated unit and the synthetic control are similar to the outcomes in the pre-treatment period [19, 25, 26]. This approach becomes useful, particularly if the DiD parallel trends assumption cannot be established or may not hold [19, 26]. In contrast to the DiD parallel trends assumption, the SC approach assumes that the pre-intervention covariates have a linear relationship with outcomes post-intervention [19, 25]. However, the construction of the synthetic control unit relies on a set of controls that are similar to the treated unit, for which there is no consensus on how ‘similarity’ is measured [26]. Thus, the credibility of capturing robust intervention effects relies on constructing a good pre-intervention fit for the outcome of interest between the treated unit and the synthetic control [26]. Also, data availability with multiple suitable controls across treated and control units may not always be available, limiting the application of this method to certain types of data [26]. Although the commonly highlighted criticisms of the SC approach are related to the difficulty of interpreting the estimated results [26], and comparing these with other estimation methods [25], it has been recognised as a useful complementary approach to other quasi-experimental methods [18, 25, 26, 32].

Additionally, the matching method is applied to non-experimental data to capture intervention effects between control and treatment groups. Under this approach, observable factors of individuals with similar characteristics pre and post intervention are matched, and outcomes between these two groups compared [18]. A key advantage of this approach is the reduction of biases between both groups by making them similar using matching, which can improve causal inferences related to the treatment effects of an intervention [18, 27]. Similar to DiD and SC, any within group differences are eliminated and are isolated from the intervention effects [18]. However, matching is limited to the elimination of observable differences between treatment and control groups only, and any non-observable differences are not accounted for [27]. Additionally, deciding on the choice of the appropriate matching variables for both groups, is a commonly highlighted challenge [18, 27]. If the chosen covariates are not correctly defined, the intervention effects and consequently causal inferences will not be estimated correctly [18]. Like the SC method, ‘similarity’ between groups cannot be tested statistically, and often relies on varied researchers’ subjective judgment [18, 27]. In addition, there is a heavy data requirement of detailed information pre and post intervention for both the treatment and control groups [27]. For example, when evaluating ABF effects, this method could pose challenges, if data analysed are limited to a specific patient group, containing more detailed information post-intervention relative to the pre-intervention period. On the other hand, data that are too detailed, can make it more difficult to find a similar control group distinguishable from the treatment group [27]. Despite these shortcomings, the matching method is often combined with other methods e.g. DiD, and has been shown to significantly improve the quality and accuracy of the estimated intervention effects [25, 27].

Finally, instrumental variables (IV) method is another approach used in the evaluation of causal effects of an intervention based on non-experimental data. This method relies on the selection of an instrument, an observed variable which is assumed to be related to the intervention effect and is only related to the outcome through exposure to the intervention [18, 20, 28]. The instrument provides the required randomness for estimating the causal effects of an intervention, similar to a RCT, and allows for intervention effects to be separated, eliminating potential selection problems [18]. Similar to the matching approach, the randomisation imposed by the IV can also help to eliminate any group differences. However, under this method randomisation is imposed, rather than naturally occurring (e.g. under DiD), and the estimated intervention effects may be subject to bias [18]. Another key disadvantage of this approach is that it relies on choosing an appropriate instrument that will satisfy the assumption of no relationship between the instrument and the outcome [18]. For example, in their estimation of ABF impacts on elderly patients’ LOS, Yin et al. (2013) [33] used an instrument which introduced sufficient variation between individual patients and simultaneously consisted of time-invariant variables pre and post intervention. Similarly, in their estimation of hospital quality post ABF, Cooper et al. (2011) used an instrument for hospital competition, to impose variation in distance to patients’ closest hospitals [34]. However, the selection of such instruments are subject to the availability of data analysed, which should ideally consist of a large number of observations [29]. Additionally, a critique of the IV method is that the chosen instrument
may affect the outcome through some pathway other than through the exposure of interest, which cannot be tested empirically [28]. Therefore, the estimated intervention effects may not be fully attributed to the intervention considering this potential relationship with the instrument.

Evidently, caution should be exercised, and the potential trade-offs considered, when choosing the appropriate estimation approach to capture the effects of a health policy such as ABF. Evidently, quasi-experimental analytical methods incorporating a control and treatment groups are preferred, as these are considered econometrically stronger methods to identify causal effects from an intervention.

Methods
Design
We used a systematic scoping review methodology in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for scoping reviews (PRISMA-ScR) as guidance throughout the reporting process [35]. We adopted the Arksey and O’Malley’s [36] methodological scoping review framework and followed guidance recommended by the Joanna Briggs Institute [37]. A protocol for this scoping review was registered on the Open Science Framework [38].

Study selection
We constructed a search strategy with guidance from a research librarian, with necessary adaptations for the various search engines (Additional file 1: Appendix 1). We systematically searched five academic databases, including PubMed, Embase, EconLit, Web of Science, Health Business Elite for studies describing the impacts of ABF on hospital performance outcomes published between January 2000 and December 2019. All included articles were limited to publication in the English language. Additional articles deemed relevant were identified by hand searching reference lists of included final studies.

Studies were screened in two key stages; in the first stage all titles and abstracts and full texts were screened by the first author; in the second stage, a random portion of all abstracts and full texts were double screened by a second reviewer to ensure consistency. Any discrepancies between decisions were discussed by both reviewers, and a third researcher was available for consensus if necessary.

Eligibility criteria
Studies were eligible for inclusion if they examined ABF impacts within the acute hospital setting, which use classification systems such as Diagnosis-Related Groups (DRGs) to derive hospital funding. We included studies published across countries other than the U.S. We limited our study inclusion to quantitative studies only.

We excluded studies describing the ABF process, studies focusing on ABF refinement or studies costing hospital services. Studies focusing on ABF impacts outside the acute hospital setting were not included. Additionally, studies that were based on examining ABF impacts in the U.S. were excluded, and studies that were not peer-reviewed research articles were also excluded. Conference abstracts and theoretical descriptive studies were also excluded.

The full inclusion and exclusion criteria with refinements from the study protocol can be found in Additional file 1: Appendix 2.

Data-charting process
Study characteristics and data were agreed upon among the authors, and extracted in a Microsoft Excel data charting form by the first author. The data extraction included the following study characteristics: authors, year, country, analytical methodology, comparison group, and outcome measures.

Results
Study selection
A total of 1037 references were retrieved from the included databases (Fig. 1). After exclusion of duplicates, and other ineligible sources, 654 titles and abstracts were screened for eligibility, and 159 full texts screened after.

Study characteristics
We identified a total of 19 studies which met our eligibility criteria (Additional file 1: Appendix 2). Of our included studies, four were conducted in England [30, 34, 39, 40], three each in Korea [41–43] and Norway [33, 44, 45], and one each in Portugal [46], Israel [47], the Netherlands [48], Canada [49], Italy [50], Japan [51], Belgium [52], China [53], and Austria [54]. Most studies were published after 2010 [30, 33, 34, 39, 41–43, 45, 48–51, 53], and six were published before 2010 [40, 44, 46, 47, 52, 54]. All included studies used quantitative methodology for data analysis, in their assessment of ABF impacts (see Table 2 and Additional file 1: Appendix 3).

There was variation between the number of years of data that was analysed. Four studies analysed data over a 3 year period [39, 46–48], three studies analysed 7 years of data [33, 34, 44], two each analysed 8 years [51, 52], 6 years [50, 53], 4 years [40, 45], and 1 year [41, 42]. The remaining studies analysed data over 2 years [43], 9 years [30], 10 years [49] and 14 years [54] (Additional file 1: Appendix 3).

Analytical method characteristics
Table 2 summarises the characteristics of the analytical methods across the 19 studies. The majority of studies employed a quasi-experimental methodological approach. Six studies used different variations of ITS analysis [44, 45, 47, 49, 52, 54], and seven studies used DiD
methods [30, 34, 39, 40, 48, 50, 51]. The remaining studies applied a variation of methods: log-linear and pseudo-panel IV estimation [33], count data models using Poisson and Negative Binomial regressions [46], and four studies used descriptive methods [41–43, 53].

Interrupted time series

Among the six studies that employed ITS analysis, four compared the changes in outcome trends within a group of hospitals [47, 49, 52, 54], and two compared outcome trends across selected DRGs [44, 45]. Of these, four studies accounted for simultaneous policy effects, which may have impacted the estimated outcome trends allocated to ABF. Shmueli et al. (2002) examined short-term ABF effects across various hospital outcomes post-implementation, by comparing outcome changes from 1 year to the following year, to minimise capturing the effects of LOS initiatives which occurred simultaneously [47]. Theurl et al. (2007) assessed the impacts of ABF on the average LOS across a group of hospitals, by including province-specific determinants of LOS in their estimation, to isolate the effects of ABF [54]. Similarly, in their estimation of price differences based on hospital admission type, Januleviciute et al. (2016) included a linear time trend interaction with each DRG, to separate the price change effects on activity volume from other changes over time [45]. Sutherland et al. (2016) included an interaction to capture change over time concurrent to ABF, fixed hospital and health system effects, in their examination of changes across several hospital outcomes [49]. Perelman et al. (2007) examined the result of ABF implementation by analysing hospitals’ response in terms of in-patient LOS, medical and surgical expenditures [52]. To control for other factors that may have influenced changes across these outcomes, they included a linear time trend in their estimation model [52]. Finally, Martinussen et al. (2009), examined whether there was evidence of ‘cream skimming’ among surgical day-case DRGs, post ABF implementation, and accounted for potential concurrent policies, by including various time-specific and hospital-specific interaction variables [44].

Difference-in-differences/synthetic control

Varied control groups were selected among the studies that employed the DiD method. In their estimation of ABF effects across hospital trusts in England, Farrar et al. (2009) used a control group which combined non-hospital trusts in England and Scotland that did not implement ABF [40]. Gaughan et al. (2019) examined the impact of the introduction of same-day discharge price incentive across 32 incentivised conditions in England, against a control group of non-incentivised conditions...
| Author(s) | Analytical methodology | Number of data points (frequency) | Comparison group | Level of analysis | Outcome measures |
|-----------|-------------------------|----------------------------------|------------------|------------------|-----------------|
| Shmueli et al. (2002) | ITS: OLS Regression | Pre: 2 (years) | Post: 1 (year) | No | Hospital | LOS; case numbers; mortality; readmission; real hospital income |
| Dismuke et al. (2002) | Count data models: Poisson & Negative Binomial regression | N/A | N/A | Yes: comparison of estimates between estimated models | Hospital | Mortality |
| Theurl (2007) | ITS: Regression models accounting for hospital, regional & DRG-specific effects | Pre: 8 (years) | Post: 6 (years) | No | Hospital | LOS |
| Perelman et al. (2007) | ITS: Panel data regressions with hospital fixed effects | Pre: 4 (years) | Post: 4 (years) | No | Hospital | LOS; medical cost; surgical cost |
| Farrar et al. (2009) | DID: Accounting for DRG & hospital trust fixed effects | Pre: 2/1 (years) | Post: 1 (year) | Yes: English & Scottish hospitals not implementing PbR | Hospital | LOS; case numbers; mortality; readmission |
| Martinussen et al. (2009) | ITS: OLS regression with hospital fixed effects | Pre: 3 (years) | Post: 4 (years) | No | Procedure (DRG) | LOS |
| Cooper et al. (2011) | DID: OLS regression & IV estimation with hospital fixed effects | Pre: 4 (years) | Post: 3 (years) | Yes: DRGs not affected by PbR | Patient (DRG) | Mortality |
| Hamada et al. (2012) | DID: Multilevel mixed-effect regression models | Pre: 3 (years) | Post: 6 (years) | Yes: DRGs under FFS | Patient (DRG) | LOS; mortality; readmission; medical cost |
| Yin et al. (2013) | Log-linear regression & pseudo-panel IV estimation | N/A | N/A | Yes: effects compared across three ischemic heart diseases | Patient (DRG) | LOS |
| Kim H et al. (2015) | Descriptive methods: Descriptive statistics/ Student’s t-test/ Fisher exact test | Pre: 6 (months) | Post: 6 (months) | Yes: DRG effects before policy | Procedure (DRG) | LOS; mortality; readmission; outpatient visits; medical cost |
| Kim J et al. (2015) | Descriptive methods: Descriptive statistics/ Student’s t-test/ Pearson chi-squared test | Pre: 8 (months) | Post: 8 (months) | Yes: DRG effects before policy | Procedure (DRG) | LOS; readmission; hospital cost; outpatient visits; adverse events; complication rates |
| Allen et al. (2016) | DID: Differential-spline analyses to test for changes in the trend of an outcome | Pre: 25 (months) | Post: 12 (months) | Yes: group of non-incentivised day surgeries | Procedure (DRG) | Case numbers |
| Januleviciute et al. (2016) | ITS: Fixed-effects regression models | 2003 (base) | No | Procedure (DRG) | Case numbers |
| Sutherland et al. (2016) | ITS: Segmented GLM regression models accounting for Health Authority and hospital correlation over time | Pre: 26 (months) | Post: 39 (months) | No | Hospital | LOS; case numbers; mortality; readmission |
| Verzulli et al. (2017) | DID: Regression models accounting for differences between short & medium-run hospital effects | Pre: 2 (years) | Post: 4 (years) | Yes: DRGs not affected by price change | Hospital | LOS; case numbers |
| Author(s) (Year) | Analytical methodology | Number of data points (frequency) | Comparison group | Level of analysis | Outcome measures |
|------------------|-------------------------|-----------------------------------|------------------|------------------|------------------|
| Krabbe-Alkemade et al. (2017) | DID: Log-linear regression models controlling for hospital market concentration & fixed effects | 2 (years) 1 (year) | Yes: procedures under the budget reimbursement | Payment mechanism | Case number, DRG cost |
| Jung et al. (2018) | Descriptive methods: Descriptive statistics/ Pearson chi-squared test/ Student’s t-test | 18 (months) 6 (months) | No | Procedure | LOS, Readmission; |
| Gaughan et al. (2019) | DID & Synthetic Control approach | 4 (years) 45 (years) | Yes: Non-incentivised same day discharge procedures | Procedure (DRG) | Case numbers |
| Zeng (2019) | Logistic regression analysis & Descriptive methods | N/A N/A | Yes: comparing profit & loss making DRGs | Patient (DRG) | LOS, DRG cost |

*ITS Interrupted time series analysis, DID Difference-in-differences analysis, OLS Ordinary-Least Squares, IV Instrumental Variable estimation, GLM Generalised-linear models, LOS Length of stay, DRG Diagnosis-Related Group, PbR Payment by Results – alternative term to ABF used in the UK, FFS Fee-for-service, N/A Information Not Available/Applicable*
with similar characteristics [30]. Additionally they applied the SC approach, against which the DiD estimates were compared. They used the same pool of control conditions as for DiD estimation. They constructed the synthetic control by assigning a non-negative weight to each control condition, which minimised the difference between the incentivised and SC conditions based on pre-policy same-day discharge rates [30]. They expressed these as the root mean squared prediction error, and average pre-policy patient characteristics [30]. Similarly in their analysis of the impact of introducing a Best Practice Tarriff (BPT) for a day case procedure, Allen et al. (2016) compared the effects against a control group of non-incentivised procedures recommended for day case treatment [39]. To test for changes in the outcome trends over time, they applied a spline regression and created knots in the pre-ABF period, to capture the anticipation and BPT effects [39]. In their analysis to determine whether greater exposure to market competition prompted hospitals to improve their performance in terms of quality, Cooper et al. (2011) estimated changes in acute myocardial infarction mortality trends, in the post ABF implementation period [34]. They compared their estimates between a control group of hospitals located in less competitive markets, relative to a treatment group of hospitals in more competitive markets [34]. Additionally, to account for endogeneity, they conducted an estimation using an IV to account for hospital competition [34]. In their examination of ABF effects for patients with acute myocardial infarction, Hamada et al. (2012) compared the differences between a control group which consisted of Fee-For-Service payments, to a treatment group of DRG-based payments [51]. Krabbe-Alkemade et al. (2017) examined the impact of ABF (market competition) across hospitals in the Netherlands, using DRGs that remained in the old budget-based payment system, as a control group [48]. Verzulli et al. (2017) examined the impacts of a price increase policy on public hospital performance, using a control group of DRGs not affected by the price change, and compared the estimated effects with a treatment group of DRGs affected by the price change [50].

Five of these studies reported on how the parallel trends assumption was examined [30, 34, 39, 48, 50]. Three studies examined the pre-intervention outcome trends visually [30, 39, 50]. In addition to visual examination, Gaughan et al. (2019) selected a single control condition, which minimised the difference in trends, by applying matching to pre-intervention outcome trends [30]. Allen et al. (2016) tested for significance between the incentivised procedure and the control procedures, by interacting with a linear trend measuring the months prior the policy implementation period [39]. If the coefficient measuring the difference between the procedures was zero, they assumed it followed parallel trends, and included it in their estimation model [39]. Krabbe-Alkemade et al. (2017) estimated their empirical model for separate years in the pre-ABF period, and estimates significant at 5%, were assumed to follow parallel trends [48]. In their estimation model, Cooper et al. (2011) accounted for pre-intervention parallel trends, by using two-part quarterly splines, interacted with measures of hospital competition [34].

**Other analytical methods**

The remaining studies employed varied methodological approaches. Using a log-linear regression and a pseudo-panel model with IV estimators, Yin et al. (2013) estimated the effect of ABF on hospital LOS for elderly patients with ischemic heart conditions [33]. After grouping individuals into pseudo-cohorts based on their characteristics, they included an IV which accounted for variation between individual patients and time-invariant variables and allowed for variation between some of the exogenous variables and individual-level random effects [33]. To capture differences, they compared ABF effects across three selected ischaemic heart diseases [33]. Dismuke et al. (2002) estimated a Poisson and a Negative Binomial count data models, in their assessment of ABF on hospital quality, as measured by in-patient mortality, for a selected DRG, accounting for the equidispersion assumption [46]. They contrasted their estimated effects between both models [46]. Zeng et al. (2019) evaluated the effects of ABF-based payment in a pilot hospital in Beijing, China, across 107 DRGs, to determine whether the payment reform resulted in a profit or loss for the hospital [53]. They estimated a logistic regression, along with descriptive methods of patient characteristics, to determine whether the hospital was making a profit or a loss, and identified which patient and DRG-specific characteristics had the greatest impact [53]. Kim H. et al. (2015) examined the effects of ABF payment at a single hospital in Korea, for appendectomies, across several clinical outcomes and medical costs [41]. Using descriptive methods they compared all continuous outcomes using a Students t-test, and categorical outcomes using a Pearson chi-square test [41]. They used the Fisher exact test for linearly associated outcomes, outcomes with less than 5 observations and outcomes that consisted of more than two categories [41]. Similarly, Kim J. et al. (2015) assessed the impact of ABF on the use of medical resources and the rate of adverse events for patients undergoing laparoscopic appendectomy [42]. They used descriptive analysis to compare differences between various outcomes, using Students t-test and Pearson chi-square test for continuous and categorical outcomes, respectively [42]. Jung et al. (2018), examined the effects of ABF on the quality of several obstetrics and gynaecology procedures, using
descriptive methods consisting of chi-squared tests and Students t-tests to compare differences across outcomes [43].

The outcome measures of hospital performance varied across the reviewed studies (Table 2). The most frequently used outcome measures were case numbers [30, 39, 40, 45, 47–50], LOS [33, 40–44, 47, 49–54], mortality [34, 40, 41, 46, 47, 49, 51] and readmission [40–43, 47, 49, 51]. (See Additional file 1: Appendix 4 for a more detailed summary of the analytical methods used in each study.)

Discussion

While variation in the methodological strength of studies has previously been identified [2], reviews to date have focused on whether ABF incentivises certain hospital performance outcomes, rather than the analytical methods used to generate this evidence. The quality of the analytical methods is important, as better methods generate more robust evidence on which to base hospital financing and policy decisions. To our knowledge, this is the first review providing a detailed summary of the statistical methods used to generate evidence on the relationship between ABF implementation and hospital performance outcomes.

Overall, we identified a variation in the types of analytical methods applied over the study review period. It appears that one of the conventional analytical methods in the estimation of ABF effects, is the ITS approach [44, 45, 47, 49, 52, 54]. As described above, the ITS method does not rely on heavy data requirements, and would be considered the simplest approach used to estimate intervention effects relative to the other approaches [17]. However, this creates problems as using the ITS approach any shifts in the level or trend at the time of the intervention’s introduction, are fully attributable to the intervention itself [17]. To overcome potential influences on ABF estimates, due to external factors or concurrent policies, the reviewed studies included linear time trends and interactions [44, 45, 49, 52], outcome specific controls [54], or compared outcome effects for each year [47]. Given the varied approaches to eliminating potential biases influencing ITS estimates, caution should be taken, as these may not fully eliminate the external influences on the estimated ABF effects. Additionally, by not having a control group, the ITS method is at risk of producing misleading estimation results [23]. The key advantage of having a control group is the possibility to difference out any unmeasured group or time-invariant confounders from the intervention itself [18]. For example, the implementation of ABF may be accompanied by a change in hospital discharge policies, aimed at reducing LOS. In this case, the ITS approach may attribute the reduction in LOS, and capture this as the impact of ABF entirely, although this effect is that of the hospital policy. However, by having a control group, (e.g. patients subject to the LOS policy but not subject to ABF implementation) the ABF effect would be ‘differenced out’ from the LOS reduction policy to capture the impacts related to ABF only. It is evident, that the ITS approach is empirically weaker, which has previously been addressed [23], and caution must be taken when considering employing this method in policy and health intervention evaluation.

Although non-experimental data methods such as DiD have been identified as more suitable and robust in nature [18], only seven studies in this review employed this approach [30, 34, 39, 40, 48, 50, 51]. To ensure non biased estimated intervention effects, the DiD approach relies on sufficient examination of parallel trends and the selection the most appropriate control group [18]. Although the parallel trends assumption cannot be tested, five studies in this review described their varied approaches used in examining parallel trends [30, 34, 39, 48, 50]. This can pose challenges, as the different examinations do not suggest the correct approach was undertaken. Consequently, this may impact the estimated intervention effects across the chosen hospital performance outcomes.

Similarly, the chosen control groups among these studies varied. For example, Farrar et al. (2009) used a control group of hospital trusts from a different country (Scotland), which was deemed to be comparable to the treatment group of hospital trusts in the UK [40]. The authors assumed that the hospital system in the UK could be directly comparable to that in Scotland. However, the choice of the control group in this case is questionable, as well as the estimated ABF effects. The DiD approach establishes a control group that is more naturally occurring, similar to an experimental context [18]. Therefore, estimation of ABF effects in the UK, using a control group of hospitals from a different country would appear less appropriate in this case. A control group within the UK hospital system would seem more appropriate, and would be prone to less biased estimated effects, specific to the UK context. In contrast, several studies used a control group of procedures (DRGs) [30, 39, 48, 50, 51] or hospitals [34] not subject to the ABF change. Evidently, these control groups appear to be more naturally occurring and more appropriate for estimating ABF impacts. However, it is important that the selected procedures or hospitals in the control group, can be comparable with estimates of the treatment group.

Consequently, it may not always be possible to identify a naturally occurring control group. In such instances, the SC method provides a solution, allowing the control group i.e. the synthetic control to be constructed from a
set of weights similar to the treatment group [18]. One study in our review applied the SC method in their estimation [30]. Their synthetic control group consisted of non-negative weights across several control conditions with the smallest difference between the incentivized conditions, in the pre-ABF period [30]. To ensure the appropriate synthetic control is constructed, it has been highlighted that the chosen weights in the pre-intervention period, must be similar to the covariates and outcomes over time, to those of the treatment group [25]. However, the application of the SC method in the evaluation of health policies and interventions is somewhat limited [25]. Thus, it is difficult to confirm whether the most appropriate synthetic control group has been constructed, particularly in the assessment of ABF impacts. Additionally, given the heavy data requirements for using this method, researchers may be limited in their construction of the most appropriate control group.

In addition to estimation of ABF effects between treatment and control groups, other studies combined their DiD approach with other methods to strengthen the robustness of their findings. Gaughan et al. (2019) compared their DiD estimates with estimates from the SC method [30]. Allen et al. (2016) [39] combined their DiD analysis with differential spline analyses to capture the true effects of the implementation of best practice tariffs for day case surgery. Similarly, in their estimation of ABF impacts on hospital quality, Cooper et al. (2011) [34] applied the IV approach to check the robustness of their DiD estimates. Their instrument accounted for hospital competition by incorporating variation in distance to patients’ nearest hospitals [34]. Evidently, results from these studies would appear more robust in nature than using DiD estimation alone, improving the causal inferences related to ABF effects.

It can be argued that the better designed DiD studies tend to have more pre and post-intervention time points in their estimation of ABF impacts. Among the reviewed studies, several conducted the DiD estimation using data over much longer time periods relative to other studies (Additional file 1: Appendix 3). Inclusion of more data points pre and post-intervention would allow to account for more characteristics which could impact the intervention effects, and could improve the robustness of the estimates. Additionally, it is difficult to draw inferences from analysis conducted over a short time frame, as the captured effects are often short-term in nature, and may not be truly reflective of the policy under consideration. Policy impacts may have already been anticipated prior to implementation, thus the estimates may not truly be reflective of post implementation effects. For example, ABF is often implemented with longer term objectives under consideration, thus inferences drawn from analysis conducted over a short period, both pre and post implementation, may not capture true policy effects. However, it is important to note that certain contexts may have limited access to more complete types and nature of data, thus limiting the timeframe of analysis.

Similarly, we identified studies that used simpler analytical methods, such as descriptive approaches [41–43, 46, 53]. Drawing conclusions from these studies must be done with great caution, as comparisons often do not reflect causal effects. Evidently, these methods were limited by data type and quality available for analysis, as reflected by the varied number of countries across which the reviewed studies were conducted.

Finally, it is evident that the variation of the measured hospital performance outcomes is directly related to the choice of analytical methods employed in assessing ABF impacts. All of the studies that employed the ITS method, the main outcome measure estimated was LOS [44, 47, 49, 52, 54]. Similarly, the studies that used the DiD approach, the main outcome measure consisted of case numbers [30, 39, 40, 48]. Evidently, the chosen analytical approach affects the type of outcome measures suitable for estimation. Also, the nature of the non-experimental data at researchers’ disposal plays a factor in the types of outcomes that can be estimated.

Future research in the ABF context should consider adopting more sophisticated analytical methods, to ensure the estimated intervention effects approximate experimental designs such as a RCT. Control-treatment methods such as DiD are more robust, given their nature allowing to compare effects across treatment and comparator groups [24]. Additionally, more advanced analytical methods could be used in addition to or instead of DiD, which are rarely applied to ABF, as addressed in this review. Methods such as matching, and SC could be applied, which also rely on estimating and comparing policy effects between control and treatment groups [18, 25].

**Limitations**

This study has a number of limitations. First, we potentially could have missed studies by not searching grey literature and other databases but we do not see these limitations biasing the representativeness of studies measuring the impacts of ABF. Second, we did not systematically evaluate the quality or risk of bias of the studies, as the primary focus was on the quality of the analytical methods applied, and not the concluding results of the studies. Finally, by limiting our review to studies conducted outside of the U.S., we have reduced the level of evidence on ABF research. However, this was due to our interest to focus on the methods used in countries where ABF has been introduced more recently,
relative to the U.S. Despite some limitations, in this review we have identified the types of analytical methods used in ABF research. We provide a summary of these methods which can be used by policy and decision makers to better inform future policy. Finally, we have addressed the relative methodological trade-offs to help inform and guide future research focusing on the evaluation of health and policy interventions.

Conclusions
This scoping review identified and summarised the analytical methods employed in research on ABF hospital performance outcomes. Non-experimental study designs continue to be the widely used method in the assessment of hospital impacts post ABF implementation. The findings of this study accentuate the need for more sophisticated quasi-experimental approaches to be used. Such approaches will provide more robust evidence for informing future financing reform and policy. We hope that the comprehensive summary of previously employed analytical methods and their relative trade-offs, will help guide and inform researchers and relevant policy stakeholders towards adapting robust analytical approaches for health and policy evaluations.
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