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Abstract—Edge networks provide access to a group of proximate users who may have similar content interests. Caching popular content at the edge networks leads to lower latencies while reducing the load on backhaul and core networks with the emergence of high-speed 5G networks. Edge networks are complex and dynamic. User mobility, preferences, and content popularity are the dominant dynamic features of the edge networks. Temporal and social features of content, such as the number of views and likes are applied to estimate the popularity of content from a global perspective. However, such estimates may not be mapped to an edge network with particular social and geographic characteristics. In edge networks, machine learning techniques can be applied to predict content popularity based on user preferences, user mobility based on user location history, cluster users based on similar content interests, and optimize cache placement and replacement strategies provided a set of constraints and predictions about the state of the network. These applications of machine learning can help identify relevant content for an edge network to lower latencies and increase cache hits. This article surveys the application of machine learning techniques for caching in edge networks. We survey recent state-of-the-art literature and formulate a comprehensive taxonomy based on (a) machine learning technique (application and objective), (b) caching strategy (policy, location, and objective), and edge network (type and delivery strategy). We further survey supporting concepts for optimal edge caching decisions that require the application of machine learning. These supporting concepts are social-awareness, popularity prediction, and community detection in edge networks. A comparative analysis of the state-of-the-art literature is presented with respect to the parameters identified in the taxonomy. Moreover, we debate research challenges and future directions for optimal caching decisions and the application of machine learning towards caching in edge networks.

Index Terms—Caching, Edge networks, Machine learning, social-awareness, popularity prediction, community detection.

I. INTRODUCTION

Modern mobile applications demand low latency, mobility support, energy efficiency, and high bandwidth from back-end data stores that are usually hosted in cloud data centers and content delivery networks (CDN). The long geographical distance between mobile user and cloud data centers/CDNs leads to high round trip times. Future 5G and 6G networks aim to provide high-speed access to end devices while increasing traffic load of transit networks and workload of cloud data centers \cite{1}. CDNs and micro-data centers have been utilized to distribute the content with respect to geographic regions, hence, partially alleviating the issue of latency \cite{3}. It is estimated that mobile data traffic will increase 500-folds in the next decade with a mobile user downloading approximately 1 terabyte of data in 2020 \cite{4}. Consequently, several networking technologies have been proposed and deployed to bring computing and storage capabilities further nearer to the end users. These technologies include Mobile Edge Computing (MEC), fog computing, cloudlets, and information-centric networks, etc \cite{2}, \cite{4}, \cite{6}. In general terms, the technologies providing storage and computing service in user proximity form an edge network \cite{7}, \cite{8}. The edge networks have solved the problems of high content latency in the last decade while reducing the load on back-haul networks with the help of in-network caching. The key research problems regarding caching at the edge networks are: (a) what (popular, multimedia), (b) when (time-series prediction), (c) where (base stations, mobile users), and (d) how (proactive, reactive) to cache \cite{9}.

5G networks and Machine learning (ML) techniques play a vital role in optimizing edge cache performance. Mobile communication technologies have experienced exponential growth over the last few years in the number of users, applications, and data traffic with services ranging from multimedia streaming to online gaming \cite{8}, \cite{10}. It has been identified that existing network architectures will not be able to handle the massive delivery of data efficiently with minimum latency requirements \cite{11}. Therefore, Next-generation-networks (NGN), i.e., 5G evolved with the help of emerging communication technologies, such as millimeter-wave (mmWave) communication and massive Multiple Input Multiple Output (MIMO) \cite{12}, \cite{13}. Users in 5G networks often have similar interests, and content can be stored locally (cache) to reduce access latency and load on backhaul, core, and transit networks \cite{14}. Without caching, a large amount of backhaul traffic is consumed by transmitting duplicate copies of popular content \cite{15}. The 5G network architecture envisions to cache content at various layers of access, core, and aggregate networks with the help of edge network technologies \cite{16}. Edge caching is one of the
key elements that helps 5G networks meet stringent latency requirements [17], [18].

ML techniques have been prominently used to efficiently solve various computer science problems ranging from bioinformatics to signal and image processing [19], [20]. ML is based on the premise that an intelligent machine should be able to learn and adapt from its environment based on its experiences without the need for explicit programming. ML techniques are beneficial for tasks requiring classifications, clustering, decision making, and prediction [21]. ML techniques have been adopted in wireless networks to solve problems related to, but not limited to, resource management, routing, traffic prediction, and congestion control [9], [22], [24]. The reasons behind recent popularity and application of ML techniques in wireless edge networks include (a) increase in computing resources of edge devices facilitating in-network intelligence capabilities, (b) generation of large amounts of data from billions of Internet of Things (IoT) devices that can be statistically exploited for the training of data-driven ML techniques, (c) introduction of network function virtualization (NFV) and Software Defined Networks (SDN) for programmability and manageability of network devices, and (d) advent of collaborative and federated learning techniques for workload distribution of compute-intensive ML algorithms [24], [25], [26].

One of the applications of machine learning in wireless networks is to estimate future user requests based on mobility, popularity, and preference data sets that have time-series dynamic characteristics. Several factors challenge the process of learning user characteristics in edge networks. Firstly, user privacy policies prohibit the sharing of user data among applications and service providers. Therefore, it is difficult to formulate a generic application-independent caching policy. Secondly, most of the user traffic is https based limiting insights to user requests over the Internet for any application [27]. Thirdly, edge networks evolve with dynamic user associations, preferences, and content popularity. Therefore, the learning processes must address the requirements of time-variant data [28]. Fourthly, the learning process should predict trends specific to an edge network while meeting the storage constraints at the edge. These challenges correspond to questions of what, where, and when to cache and can be solved with ML techniques. The application of ML techniques is more suitable to these challenges as: (a) ML techniques learn with few or no data [29], (b) ML techniques, such as federated learning can be used for privacy-preserving mechanisms of user data [30], (c) ML techniques can identify dynamic online communities and popular content with time-variance facilitated by data-driven analytics [31], and (d) ML techniques can optimize a cache placement and delivery problem for a set of network states and storage constraints [32]. Given the constraints on the availability of user data in edge networks, ML models that learn without prior knowledge are engaged often to optimize caching decisions [33], [34].

Three research topics are relevant to optimal caching in edge networks, i.e., social-awareness, edge specific content popularity, and edge community detection. A large amount of data in edge networks corresponds to content sharing between social groups of similar interests. Social-awareness can be defined as (a) knowledge of influential users within the network, (b) users that have same content interests, and (c) users that are more likely to be encountered given the mobility patterns [35], [56], [57]. The influential users within the network can be inferred from various graph-based centrality measures. The common interests within a social network can be obtained from unsupervised clustering techniques on user preference data. User encounters can be predicted by the ML techniques given user historical locations and context. Hence, ML techniques can predominantly provide insights into social-awareness in edge networks [31], [38]. On the other hand, content popularity is highly dynamical, non-deterministic, and varies spatially, temporally, and socially. A video can be popular at a specific time (age-sensitive) and region (edge network) due to recent geo-political events [39], [40]. Deep temporal context networks employing temporal, social, and extracted feature information can help learn and predict online content popularity [41]. Moreover, neural networks are utilized to predict content popularity based on context-aware inputs (user mobility, age, gender, occupation, etc) [40], [42].

Content popularity and social-awareness in edge networks are related to the concept of community detection. Users in online social networks often have common interests and content preferences. The interests and preferences of mobile users located at the edge of a network can be depicted as a geo-temporal online community [43]. Detecting online communities in edge networks can lead to better caching while lowering access latency and back-haul traffic. Clustering algorithms (unsupervised ML) offer insights into dynamic edge communities due to their adaptive nature and ease of handling complex dynamics of online social networks [31], [44]. In summary, ML-based feature extraction techniques can identify popular features and subsequent popular content classes [45]. Content popularity can be further aided by temporal context-awareness with deep temporal networks and location-awareness with the help of community detection techniques. Therefore, the application of social-awareness, popularity prediction, and community detection can lead to optimal edge cache performance [46].

A. Motivation

Modern mobile devices execute sophisticated applications, such as voice recognition, augmented reality, and high definition multimedia [33], [49], [50]. Such applications require Ultra-Reliable Low Latency Communications (URLLC) and high user QoE. Next-generation 5G technologies envision to support the requirements of the modern applications with disruptive data communication technologies (for example, mmWave communication [12]), caching at various layers of the network [14], and edge network architecture [51]. Therefore, to cope with ever-increasing bandwidth demands of emerging applications and constrained transit, backhaul, fronthaul, and radio access networks (RAN), intelligent user-centric edge caching is indispensable [17], [16]. However, edge networks have time-variant characteristics and the task of caching is challenged by research issues regarding what,
TABLE I
COMPARISON WITH EXISTING SURVEYS

| Ref. | Contribution                                                                 | ML                  | Edge Caching | Popularity prediction | Social-awareness | Community detection |
|------|------------------------------------------------------------------------------|---------------------|--------------|-----------------------|-----------------|--------------------|
| [23] | Convergence of DL and Edge Computing                                         | Yes (DL)            | Partial      | Yes                   | No              | No                 |
| [34] | Application of FL in MEC                                                     | Yes (FL)            | Partial      | No                    | No              | No                 |
| [3]  | Application of ML in Wireless networks                                       | Yes                 | Partial      | Yes                   | Yes             | Partial            |
| [24] | ANN based Wireless Network Management                                        | Yes (ANN)           | Partial      | Yes                   | Partial         | No                 |
| [47] | DRL for Mobile Edge caching                                                 | Yes (DRL)           | Yes          | Yes                   | No              | No                 |
| [15] | Survey of Mobile Edge Caching                                                | No                  | Yes          | Yes                   | Yes             | No                 |
| [5]  | Content Placement and delivery strategies in Cellular networks               | No                  | Yes          | Yes                   | Partial         | No                 |
| [39] | Popularity based video caching techniques                                    | No                  | Yes          | Yes                   | Yes             | Partial            |
| [48] | Convergence of Computing, Caching and Communications in MEC                  | No                  | Yes          | Yes                   | No              | No                 |
| [36] | Convergence of social networks and D2D communications                        | No                  | No           | No                    | Yes             | Yes                |

where, how, and when to cache [28], [23]. The research challenges of cached edge networks can be extensively solved with the application of ML techniques. ML techniques can infer what to cache while driven by data from the user’s historical content request [52]. ML techniques can learn where to cache by predicting user locations from location histories and current context [31]. Similarly, ML techniques can optimize the caching decisions while contemplating network state and constraints of D2D and mmWave communication [53], [42]. Moreover, ML techniques can learn time-series content popularity from user request patterns and content features [54]. The learning process can execute at any tier of the network including mobile devices, edges, and cloud servers, and can be federated or distributed [55], [34]. Therefore, the application of ML techniques in intelligent and optimal edge caching decisions is essential to meet the requirements of multimedia and URLLC content delivery [56], [57]. ML techniques employed towards optimal edge caching decisions are driving technologies and use cases with low latency requirements, e.g., autonomous vehicles, online gaming, virtual and augmented reality, dynamic content delivery, video streaming, IoT, and smart cities [58], [59], [23], [60], [48].

Optimal caching in edge networks requires solutions to sub-problems of social-awareness (who has the same interests and willing to share data), content popularity (which content will be popular in a campus network), and community detection (a group of users in an edge network that has same content interests). ML techniques aid in finding the solutions for the afore-mentioned sub-problems [31], [44]. A survey specifically focusing and detailing the role, opportunities, and challenges of ML applications towards caching in edge networks was missing in the literature. We aim to fill the missing gap by specifically focusing on ML and caching in edge networks.

C. Contributions and organization

The main contributions of this article are as follows:

- We formulate a taxonomy of the research domain while identifying key characteristics of applied ML techniques, edge networks, and caching strategies.
- We detail the fundamentals of the research domain of edge networks while discussing the role of 5G and network virtualization in edge caching.
- We enlist state-of-the-art research on ML-based edge caching while categorizing the works on ML techniques, i.e., supervised learning, unsupervised learning, neural networks (NN), reinforcement learning (RL), and transfer learning (TL). We compare state-of-the-art research based on the parameters identified in the taxonomy to debate the pros and cons.
- We debate and compare the supporting concepts of social-awareness, popularity prediction, and community detection in edge networks. These supporting concepts require
TABLE II
LIST OF ABBREVIATIONS

| Abbr. | Full Form                  | Abbr. | Full Form                  | Abbr.  | Full Form                  |
|-------|----------------------------|-------|----------------------------|--------|----------------------------|
| 5G    | Fifth generation           | AP    | Access Point               | API    | Application Programmer Interface |
| BS    | Base Station               | BBU   | Baseband Unit              | CDN    | Content Delivery Network   |
| CHR   | Cache Hit Ratio            | CNN   | Convolutional Neural Network| CoMP   | Coordinated MultiPoint     |
| C-RAN | Cloud Radio Area Network   | D2D   | Device to Device           | D(RL)  | (Deep) Reinforcement Learning |
| FL    | Federated Learning         | F-RAN | Fog Radio Area Network     | HTTP   | HyperText Transfer Protocol |
| HetNet| Heterogeneous Networks     | IoT   | Internet of Things         | MBS    | Macro Base Station         |
| MEC   | Mobile Edge Computing      | MDP   | Markov Decision Process    | mmWave | millimeter-wave            |
| MIMO  | Multiple Input Multiple Output| MNO  | Mobile Network Operator    | ML     | Machine Learning           |
| NGN   | Next Generation Networks   | NN    | Neural Network             | NFV    | Network Function Virtualization |
| QoE   | Quality of Experience      | QoS   | Quality of Service         | RAN    | Radio Access Network       |
| RNN   | Recurrent Neural Network   | RRH   | Radio Remote Heads         | SBS    | Small Base Station         |
| SDN   | Software Defined Networks  | SVM   | Support Vector Machine     | TL     | Transfer Learning          |
| UE    | User Equipment             | URLLC | Ultra-Reliable Low Latency Communications | V2I    | Vehicle-to-infrastructure |

application of ML techniques and can help solve sub-problems towards optimal edge caching.

- We comprehensively debate key research challenges and future directions for the adoption of ML techniques for caching at the edge networks ranging from federated caching, content transcoding, user privacy, and federated learning.

The rest of the paper is structured as follows. Section II presents the fundamentals of edge networks, 5G technologies, and network virtualization. The discussion includes the role of caching towards 5G networks. Section III lists the taxonomy of ML techniques for caching in edge networks. In Section IV and V we present state-of-the-art caching techniques based on ML and their comparison. Section VI articulates supporting concepts for edge caching in the form of social-awareness, popularity prediction, and community detection. Section VII details the comparison of the preceding section. Key challenges and future research directions are comprehensively discussed in Section VIII, Section IX concludes the article.

II. FUNDAMENTALS OF EDGE NETWORKS AND 5G TECHNOLOGIES

We provide an overview of edge networks, 5G, and network virtualization in this section. We also discuss the role of edge caching in 5G networks. Moreover, the role of network virtualization technologies (SDN and NFV) in edge caching is explored. The list of abbreviations adopted in this article are listed in Table II for better article readability.

A. Edge Networks

The principle of edge computing is to re-locate compute, storage (cache), and communication services from centralized cloud servers to distributed nodes (users, BSs) located at the edge of the network [48], [61]. The inter-connected edge resources form an edge network. The principle of edge computing is supported by a set of networking technologies that vary in architecture and protocol. Edge computing technologies include cloudlets [62], fog computing [8], and MEC [56], [63]. While locating resources at the edge of the network in user proximity, edge computing promises reduced service latency, backhaul bandwidth reduction, UE energy efficiency, and context-awareness that can be utilized for intelligent service placement [48], [64].

MEC was envisioned by the European Telecommunications Standards Institute (ETSI) proposing virtualization of resources to enable execution of services at the network edge [65]. Hence, network virtualization is a key enabler for MEC. The architecture of fog computing was proposed by Cisco to extend cloud services to the wireless edge network specifically serving IoTs [66]. Fog computing deploys an intermediate platform between end devices and cloud infrastructure to distribute services near users and facilitate time-sensitive applications [8]. Cloudlets represent the middle tier of the three-tier architecture consisting of mobile devices, microdata centers (cloudlets), and the cloud [67]. The key enabler for cloudlets are also virtualization technologies as virtual images representing cloud services are moved towards the edge networks [18], [68]. Edge networks can be defined as a network architecture that deploys flexible computing and storage resources at the network edge, including the RAN, edge routers, gateways, and mobile devices, etc., with the help of SDN and NFV technologies [48], [56]. Edge caching considered in this article can encompass any of the above-mentioned edge computing technologies.

B. Role of caching in 5G technologies

The idea of caching was first applied to Internet services in the form of CDNs. Caching has been considered to improve content delivery in wireless edge networks recently. The role of caching in NGNs can be emphasized by putting forward a question: Can edge caching tackle the challenges of URLLC, QoE, and cost in 5G networks? The answer is an emphatic yes. The advancements in 5G networks and high-resolution multimedia content means that the network bottleneck will shift to the core and transit links [69]. Therefore, caching in user proximity may be the only viable solution for growing
user requirements from multimedia and virtual/augmented reality applications with time-sensitive stipulations [15], [70].

With the rapid advancements in mobile communication technologies, an ever-increasing number of mobile users are experiencing a wide variety of multimedia services, such as video sharing, video conferencing, real-time video streaming, and online gaming using smartphones and tablets. According to Cisco, the global mobile data traffic is 41 Exabytes per month, and it will increase to 77 Exabytes, containing 79% of video data, by 2022 [4]. This exponential growth had put a huge burden on the capacities of RAN, transit link, and core network due to the centralized nature of mobile network architectures [71], [72], [73]. Research and academia identified some major requirements for NGNs, i.e., deliver the content with minimum latency, provide higher bandwidth, and support 1000 times more number of users [1], [11], [74]. Specifically, the current mobile network architectures are unable to efficiently handle the huge delivery of contents that are repeatedly requested by multiple users, for example, the request for the same Ultra High Definition (UHD) videos put a huge burden over the transit link and core network. The massive and variable traffic demands make it difficult to achieve good service performance and deliver high QoE for user-centric applications [69], [75].

To address the above-mentioned challenges, novel mobile architectures and advanced data communication technologies, such as mmWave communication [76], MIMO) [77], ultra-wideband communication [78], and Heterogeneous Networks (HetNets) [12] are evolving the advancement of next-generation, i.e., fifth-generation (5G) mobile networks. 5G cellular networks system designs in collaboration with new application-aware approaches improve the network resources utilization and reduce traffic demands. A generic conceptual architecture of 5G is illustrated in Figure 1 [16].

One of the major approaches to reduce the burden from the backhaul and core network is to cache the popular content in the near vicinity of the users to reduce the redundant downloads of similar content [29], [80], [81]. For this purpose, the Content Delivery Networks (CDNs) caches are proposed as an integral part of 5G network architecture. According to Andy Sutton, a principal network architect at BT, the conceptual 5G network architecture, as shown in Fig 1, provides the caching facility at different layers of the hierarchical model [16], [82]. According to architecture, the CDNs can be deployed at the Core, Aggregation, Access, and even at Base Station (BS) layer. By leveraging the content placement strategies, popular content can be cached proactively during the off-peak hours to reduce the burden on the transit link during the peak hours [83], [84].

The requirements of URLLC for NGNs are driving the cache locations further near to the users. The emerging paradigm in edge caching is caching at UE with D2D communication for content diffusion. The URLLC UE caching architecture arises from the elements of (a) high-speed D2D communication protocols, (b) high-storage capability in modern smartphones, and (c) emerging ultra-dense networks [85], [86], [87]. As a result, caching strategies are migrating from centralized CDNs to highly distributed UEs. The UEs are highly mobile, have individual content preferences, communicate in social-aware patterns, and are part of multiple online social communities. The ML techniques come to the forefront to solve complex problems of popularity and mobility prediction, user and content clustering, and social community detection in edge networks [36], [31].

C. Role of SDN and NFV in Edge Caching

The SDN/NFV technologies are gaining momentum and are enablers of intelligent edge and cloud networks [69]. SDNs are based on the principle of decoupling data plane from the control plane of the network [88]. As a result of the decoupling, SDNs provide three key characteristics of flexibility, programmability, and centralized control for ML-based edge networks. The network functions can be abstracted and programmed for evolving application requirements and logically implemented through a centralized control plane
The benefits of implementing SDNs for ML-based edge caching are three-fold. First, the programmable control plane can be utilized to implement a distributed in-network intelligence framework among network entities [90], [91]. Secondly, ML techniques are data-driven. The SDN controller has a centralized view with the ability to collect network data and enable the application of ML techniques [92]. Thirdly, SDNs allow flexible routing of user requests to distributed and hierarchical cache locations within the network [93].

NFV allows virtualization of the common physical channel into multiple virtual channels/functions that can be shared among users with varying QoS requirements. Moreover, NFV decouples network functions from dedicated network devices so that they can be implemented over general-purpose computing systems [94], [95]. As a result, in-network intelligence and network functions can execute on the same general-purpose computing platform. The network virtualization technologies are creating further opportunities for edge caching while empowering MNOs to manage the compute, storage, and network resources. The virtualization technologies are helping in the migration of caching services from CDNs to the wireless edge. The caching service can be implemented as a Virtual Network Function (VNF) at the network edge with the flexibility of cache initiation and scaling on the fly. Allocating in-network edge resources falls under the category of network slicing [95], [93]. More importantly, network virtualization technologies enable the implementation of learning capabilities at the edge network, hence, leading to optimal caching decisions. Moreover, available free resources at any network layer may also be allocated elastically as required according to the QoS requirements. Therefore, it can be established that network virtualization technologies are empowering 5G networks with edge caching and intelligence capabilities [94], [96]. ML techniques have also been extensively applied to SDN technologies for resource management, security, and routing optimization [92].

D. Lessons Learned: Summary and Insights

This section provided an overview of edge networks, 5G, SDN, and NFV technologies and also discussed their convergence to meet requirements of low latency applications. Mobile users are increasingly accessing high definition multimedia content while indulging in applications that also demand low latency [13]. As a result, the traffic load on backhaul, core, and transit networks increase tremendously culminating towards bottlenecks and various layers. Edge networks work on the principle of providing compute and storage resources near UE at the edge of the network [8]. Fog computing, MEC, and cloudlets provide dynamic and proximate computing resources to edge nodes under the umbrella of edge networks. While 5G technologies aim to aid edge networks in supporting low latency requirements, edge caching is a significant enabler for the same. The proposed 5G architecture [16] enables provisioning of MEC services at multiple network layers, i.e., access, aggregation, core, and even on BSs. The orchestration of edge resources enables the incorporation of intelligent storage at any required layer reducing redundant traffic over the network for the same content [97], [98]. Virtualization and softwareization technologies (SDN and NFV) can be used to dynamically instantiate storage and ML resources as required. The application of SDN and NFV technologies allows (a) implementation of intelligent frameworks on network devices, (b) collection of data for training of intelligent frameworks, and (c) on-the-fly resource allocation and service provisioning for edge caching [94], [99].

III. TAXONOMY OF ML BASED EDGE CACHING

This section presents the taxonomy of ML applications in edge caching. The aim of this section is to provide the reader with background knowledge of the research domain in detail with the help of categorized concepts. Figure 2 illustrates the taxonomy of the article with major classification as: (a) ML (technique and objective) (b) Caching (location, policy, and replacement), and (c) Edge Networks (delivery network and strategy). The necessary elements of the taxonomy are explained in detail as follows.

A. ML Technique/Method

The main application of ML in caching is to answer what and when to cache so that the caching objectives (cache hit ratios, latency, throughput, etc) are optimized. The ML techniques used to find this answer can be generally characterized into (a) supervised learning, (b) unsupervised learning, (c) RL, (d) NN, and (e) TL techniques [2], [39]. In some scenarios, multiple ML techniques can be applied to a problem of what to cache at the edge/wireless networks with the objective to find solutions to sub-problems, such as, popularity prediction, cache decision optimization, and user clustering. Supervised learning aims to learn a general rule for mapping input to output based on the labeled data set. Example input and corresponding outputs train the learning agent to learn the mapping of the rest of the data set [45], [100]. Unsupervised learning aims to learn the mapping function based on unlabeled data [101], [9]. A learning agent continuously interacts with its environment to generate a mapping function based on immediate response/reward in RL [89]. NNs are inspired by the structure and function of biological NNs that can learn from complex data. NN generally consist of input, hidden, and output layers [102], [44]. The goal of TL is to utilize knowledge of a specific (source) domain/task in the learning process of a target domain/task. TL avoids the cost of learning a task from scratch [103], [104]. Semi-supervised learning aided by both supervised and unsupervised learning models is also a popular ML technique but rarely utilized for caching in wireless networks [105].

B. ML Objective

In most of the research works listed in the next section, ML techniques are applied to multiple sub-problems. For example, the objective of ML can be: (a) prediction (popularity, mobility, user preference), (b) problem optimization, (c) clustering (user, BS, content), (d) cache replacement,
Fig. 2. Taxonomy of Machine Learning Techniques for Caching in Edge Networks
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and (e) feature extraction [9], [48]. Prediction is often the most difficult task in this scenario (edge network) where assumptions are made regarding user preferences and content history. We consider prediction as the primary objective of ML application while other objectives as secondary. The non-standard and non-public data sets also hinder research evaluations on common grounds. For example, the data for content popularity at YouTube CDNs can be obtained which pertains to a wider geographic region than edge networks. Some studies assume this wider regional data as edge network data and predict future content popularity. Similarly, user preferences are enclosed in application layer data across the network where service providers are compliant to privacy laws. Social media publishers (Twitter, Facebook, etc) provide API based access to user data with increasing restrictions due to recent data breaches [106], [107]. ML techniques have been applied to find an optimal resource allocation solutions in cached networks, i.e., where, what, how, and when to cache. ML techniques have also been employed to reduce the time complexity of the mathematical formulation of cache optimization problems. Generally, given the input and sample optimal solutions, the algorithms learn optimal solutions for varying inputs [9]. Unsupervised clustering techniques are applied to data during pre-processing stages to group data and find similarities. Clustering partitions a data-set into communities with samples that are more similar to each other based on a similarity/distance function. The clustering of users is based on their D2D connectivity and social-awareness. BSs are clustered based on their coverage area while content clustering is based on data similarity [30]. Cache replacement strategy can be learned using an ML (RL, Q-learning, etc) such that the reward/Q-values of the problem are inferred from a cache hit ratios [108].

C. Cache Placement

Cache placement answers the query of where to cache. The caching places in a wireless edge network can be (a) User equipment (mobile devices, home routers), (b) BSs (small, macro, femtocells), (c) BBU pool/CRAN, (d) mobile core network, and (e) collaborative as joint placement in multi-tier caching architecture [109], [15]. Mobile devices are becoming increasingly sophisticated with larger storage capacities and can act as in-network caches. Caching at UE is also known as infrastructure-less caching and leads to lower the burden on access/cellular networks, low network latency, and higher spectrum utilization while offloading wireless traffic. D2D links in unlicensed-band are required for content communication among UEs. BS of all form and sizes (Macro, small, femto, etc) provide relatively higher latency compared to local caching but connect to a larger set of users in the wireless coverage area. Similarly, service providers in the form of C-RAN, F-RAN, and MEC often provide proximate cache and compute services in user hotspots. Virtualized Baseband Unit pools (BBU) can be utilized as cache location for service providers with the help of SDN and NFV technologies. Service provider’s independent infrastructure in the form of edge servers can be added and connected to MNO equipment for content caching [110]. Service provider caches provide higher caching capacity and area coverage with higher latency [15]. Moreover, C-RAN based cache placement enables service providers to gather vital content features (hits, likes, etc) from central or geographically federated data centers and
employ them in the learning process to improve cache hit rates. Some researchers have utilized collaborative caching techniques where the cache placement is distributed among multiple elements in the wireless network with the help of coding schemes [111]. The content-coding schemes divide each content into smaller segments for distributed placement and cache size optimization [5]. Cache placement can also be federated and collaborated among MNOs to reduce redundancy [112]. While caching content closer to the user, user mobility is a larger challenge due to its D2D communication link coverage from cache enabled UE and BS association. Caching content at C-RAN reduces the challenge of user mobility [113], [39].

D. Caching Policy

The caching policy can be either proactive or reactive and solves the problem of how to cache while partially responding to when to cache. In the reactive policy, the content is cached once it has gained significance, e.g., popularity, or requested once by a user. The proactive approach predicts the popularity based on user preferences and pre-fetches content to further lower access time. The learning process is more difficult (increases number of sub-problems, such as popularity prediction) and more beneficial when content is pre-fetched.

Proactive caching can also opportunistically cache content such that network non-peak hours are utilized for UE caching leading to higher spectral efficiency [15], [45]. Proactive caching policies have their benefits and challenges. Proactive caching considerably reduces the delay, increases the QoE, and relieves the burden from the transit and backhaul links, specifically in peak hours. However, proactive caching may result in poor cache hit ratio specifically in edge network where a video which may not be popular at edge may be cached. Moreover, proactively caching a content which may not be accessed requires storage space for caching, which can only be gained by removing some old video. Consequently, redundant fetches may occur for the deleted video specifically in case of small caches. Therefore, it is necessary to apply ML techniques aided by content popularity, user access, and mobility data to benefit from proactive caching and address its challenges [46], [114]. Figure 3 and 4 illustrate the difference of proactive and reactive caching in Edge networks.

E. Cache Replacement

In general computing and CDN caching systems, Least Frequently Used (LFU), Least Recently Used (LRU), and First In First Out (FIFO) algorithms are utilized for cache replacement/eviction. However, the standard recency-based and frequency-based caching algorithms can not be applied to wireless edge networks due to its non-deterministic properties [115]. Cache replacement techniques are also necessary as the caching capacity of most network devices is very limited as compared to CDN resources. Moreover, approximately 500 hours of videos are uploaded on YouTube alone every minute [4]. Therefore, considering the rate of data generation, cache population and replacement play a significant role in user QoE [1]. The approach followed by some of the state-of-the-art works in wireless networks is learning-based cache replacement. Generally, a Q-learning algorithm can be applied by a UE to act as an independent or joint learner to learn the reward/Q-value of caching/replacement decisions [116], [52], [117]. On the other hand, some research works have not considered the sub-problem of cache replacement [45] while some have considered a caching decision problem for instance $t+1$ [118].

F. Delivery Network Type

The access layer of the edge network considering caching architectures can be categorized as (a) macro-cellular networks, (b) HetNet, (c) C-RAN/ F-RAN/ MEC, and (d) D2D networks [5], [48]. A macro-cellular architectures, UEs are connected to a single macro BS at a time [80]. HetNets comprise of UEs with multiple access technologies, such as 5G and Wi-Fi [93]. Moreover, HetNets can also be defined as networks where UEs lie in the coverage of multiple BSs (caches) of different cell sizes such as macro and pico [119]. Content can be cached on any of the BSs. However, HetNets cache content on multiple BSs so that the UE can obtain content from the

1https://www.statista.com/statistics/259477/hours-of-video-uploaded-to-youtube-every-minute/
closest BS based on its communication parameters [120]. On the other hand, the BS caches content to offload traffic from backhaul links in both HetNets and macro-cellular architecture [121]. The caching capacity and coverage area in HetNets is generally low as compared to macro-cellular architecture. C-RAN/F-RAN cellular architectures employ a central pool of BBU resources with the help of virtualization techniques for processing and caching [122]. Cache-enabled D2D networks utilize UE caching capacity and communicate content in close range bypassing BSs and MNOs. UEs often coordinate in clusters based on short-range communication [36]. Figure 5 depicts the four types of delivery networks for edge caching.

G. Delivery Strategy

Content delivery strategies try to reduce the load on both front-haul and back-haul networks and reduce duplicate packet transmissions. Delivery strategies employed to deliver cached content in wireless network are (a) D2D, (b) multi-cast, and (c) coordinated multipoint (CoMP) transmissions. D2D communications are possible in dense networks where content cached on one user device can be sent to nearby users using the unlicensed band (Bluetooth and Wi-Fi) [123]. D2D caching also utilizes relay/helper nodes when the source and destination nodes can not communicate directly with short-range communication [15]. The state of a UE battery may determine their participation in D2D communication. Subsequently, D2D caching requires incentives for UE to act as caching helpers over longer periods of time [124]. Multi-cast delivery in caching enabled networks results in packet delivery to multiple users within the network cell. Often in popular live streaming videos in online social networks and video-on-demand services, content is simultaneously watched by multiple users and multi-cast delivery results in reducing duplicate packet transmission [125]. MNOs collect user requests for content over a time frame so that multiple requests for the same content can be furnished simultaneously. Multicast delivery has not been discussed in detail in edge caching scenarios. However, amalgamation of multi-cast with ML techniques can result in considerable gains in caching, RAN resource management, and user QoE. ML based prediction techniques may be applied to multi-cast same content to multiple UEs for proactive caching saving RAN resources, minimizing delay, and delivering high QoE. CoMP refers to various techniques that aim for dynamic coordination of data transmission/reception at multiple geographically separate sites [43]. In particular, a UE lying at cell edge can be connected to multiple BSs with the aim of improving overall QoE. The user can be connected to one of the BSs which does not have cache of requested content. CoMP delivery can be employed to provide the requested content from other BSs within the coverage network. A non-traditional content delivery strategy is to change the user association in a HetNet with overlapped coverage so that the user is associated with a BS which has the cached content [124]. Cache delivery strategies also optimize UE power allocation, channel allocation, and other required transmission parameters [5].

The characteristics of state-of-the-art edge caching research not mentioned in the above paragraphs and Figure 2 are discussed briefly in the forthcoming lines. The main objectives of caching in edge networks are (a) low content delay/access time (b) low backhaul load, (c) energy efficiency for both end user and MNO, (d) higher network throughput, (e) higher spectral efficiency, (f) reduce MNO cost, and (g) increase user QoE [5], [48]. The mathematical optimization problem can be formulated such that it reduces one or more than one of these parameters. The application of ML to caching can further optimize these parameters as a result of higher CHR [126]. The content popularity is modeled either as static zipf distributions [46] or predicted with the help of ML techniques [108]. User content requests are modeled as
Poisson point distributions [127], zipf distributions [105], or estimated with the help of ML techniques [108]. User mobility is modeled as Poisson point process (PPP) [116], random walk model [128], Markov process [46], or predicted with the help of ML techniques [123]. The dynamic wireless channel state is modeled as finite-state Markov channel [129] or assumed to be invariant.

Caching and backhaul data offloading in edge networks often serve the same concept and purpose [52], [130]. We use the term of edge caching throughout this article. The user request for content can be realized from many sources. The requested content can be accessed from the local cache, nearby UEs with D2D communications, and BSs with wireless communication. The content can be cached in the MEC server, virtualized C-RAN resources, or central data stores in the form of CDN/clouds [15]. The process of content query and delivery is illustrated in Figure 6.

H. Lessons Learned: Summary and Insights

We classified the domain of ML-based edge caching in this section. The taxonomy categorized the concepts of ML, caching, and edge networks in main classes. ML is a technique of realizing AI in which algorithms learn from data without explicit programming [21]. ML was further classified into techniques of supervised learning, unsupervised learning, TL, NN, and RL. ML techniques in edge caching are applied with the objectives of prediction, problem optimization, clustering, cache replacement, and feature extraction. Cached content is saved on UE, BSs, virtualized BBU pool, or at multiple entities in collaborative caching [131]. The nearer cache is placed, the higher user QoE is achieved with decreasing cache capacity [15]. Once a user requests content, reactive caching can lead to its storage at any place in the edge network. Proactive caching further increases QoE while predicting popular content and caching it before the user requests. Proactively caching content that is not popular for the edge community can lead to lower CHR and degradation in system performance [45], [132]. Intelligent Q-learning algorithms can be applied to replace traditional cache replacement algorithms and achieve higher CHR [116]. Micro-cellular, HetNet, C-RAN/F-RAN, and D2D access layers can be identified in cached edge networks. The delivery network type directly relates to cache placement and delivery strategy. The cache is placed at SBSs and APs in HetNets, UEs in D2D networks, BBUs in CRAN/F-RANs, and MBS in macro-cellular networks [5]. ML-based edge caching techniques either utilize unicast or D2D content delivery. The application of multi-cast delivery can increase system performance in multiple scenarios such as content delivery to a set of influential users in the online social network [51].

IV. STATE-OF-THE-ART: MACHINE LEARNING BASED CACHING

Figure 7 depicts a high-level conceptual framework of ML-based edge caching. The low-level design considerations will be debated and illustrated in forthcoming sections. Social-awareness, [133] mobility patterns [127], and user preferences [14] are input to an ML framework that can be federated among multiple nodes, hosted at distributed MEC servers, C-RAN, or centralized CDN. The intelligent and optimal decisions are fed-back to the caches that are managed by network virtualization techniques [89], [134]. Innovation is brought to caching placement techniques with the help of UAV mounted caches that can be directed towards dense user populations and real-time events [135]. We divide the state-of-the-art studies regarding caching in edge networks based on ML techniques categorized into supervised, unsupervised, RL, NN, and TL based methods. Two uncategorized works are listed in a separate subsection. The discussions of remaining taxonomy branches (ML objective, cache locations, network type, etc) are incorporated within this section to avoid redundancy of the ideas considering the length of the article. Most of the related works utilize more than one ML technique where one of the ML techniques is used in prediction (popularity, mobility, user preference) while the other is utilized to find optimal solutions for caching (placement, delivery, replacement) with lower time-complexity. We categorize the related work based on the ML technique applied for prediction or clustering as these are the primary objective of ML application in caching enabled networks. The ML techniques within supervised learning, unsupervised learning, RL, NN, and TL are defined when first referenced. Interested readers can find a detailed overview of ML techniques in [9], [24].
A. Supervised Learning

Doan et al. [136] presented a caching scheme that predicts the popularity growth of published videos and estimates the popularity of new (unpublished) videos based on features extracted from published videos and their similarity with new videos. A backhaul link video traffic data minimization optimization problem that finds the optimal part of the video for caching is formulated and solved with linear programming. The optimization solution requires the popularity of both published and new videos as input. The spatio-temporal features of both published and new videos are extracted with a 3D convolutional neural network (CNN) with multiple stage pooling. CNN is a type of deep learning algorithm where convolution is applied in more than one layer of a multi-layer stacked network of convolutions and pooling. A G-dimensional vector represents features of a video and is mapped to the video categories. The clustering algorithm based on Jaccard and cosine distances are applied to extracted features to limit the curse of dimensionality. The number of features input to the clustering algorithm are restricted to reduce the complexity of the clustering algorithm. Support Vector Machine (SVM) is employed to classify each video into a video category. SVM is a type of unsupervised learning algorithm that finds a hyperplane in n-dimensional space to classify data points. A supervised ML model with published videos as training data is trained to predict the popularity of new videos while comparing similar video features. Expert advice is incorporated to update training data and evaluate the behavior of popularity predictor. The research does not take into account user mobility and the dynamic nature of the wireless network. However, the proposed work has the ability to predict the popularity of unpublished videos without historical information using supervised learning. The authors extend their work in [137] for socially-aware caching where social-awareness is measured as the frequency of D2D connections.

Thar et al. [118] present a popularity based supervised and deep learning framework for proactive BS caching in MEC. The proposed cloud (master node) based framework predicts the video popularity using supervised and deep learning in two steps and pushes the learned cache decisions to the BSs (slave nodes). First, a data collector module collects data regarding request counts for video identifiers to predict future popularity and class of videos using supervised learning. Second, future request counts for video content are predicted using deep learning algorithms. An optimization framework is formulated to reduce the content access delay in future $(t+1)$ while making caching decisions at time $t$ based on cache capacity constraint. RNN and CNN models are evaluated for the training of popularity prediction and request count learning agents. The overall cache decision optimization problem is solved with deep NN which is composed of multiple levels of nonlinear operations and multiple hidden layers. The Movie Lens database is utilized as the data set. The authors augmented their work with social community-aware caching [138].

Authors in [139] learn-to-rank algorithm (supervised learning) and BS clustering (k-means, unsupervised learning) for caching in a small cell network scenario. The learn-to-rank does not directly use content popularity. Instead, the content is sorted based on its popularity rank. The objective of the study is CHR maximization and the optimization problem is
formulated as integer programming whose solution is NP-hard if the content popularity is not known. The authors employ a learn-to-rank algorithm based on historical content requests. K-means clustering is applied to group SBSs based on historical request records for each file. K-means clustering algorithm partitions n data points into K clusters such that each data point belongs to a cluster with the nearest mean. Afterward, a learn-to-rank algorithm is applied to predict the ranking of content popularity. Top one popularity is used to predict the probability of the number of requests for each file.

The authors presented learning-based caching at SBS and UE in [140], [141] to meet a required user satisfaction ratio. The authors considered proactive caching at SBS with the help of supervised learning. Each SBS learns a popularity matrix for its user with rows representing the users and columns representing content ratings. The missing matrix entries are inferred using collaborative filtering (recommendation systems). The proactive caching approach uses training and placement steps to offload traffic from backhaul links. In the first step, the popularity matrix is estimated while solving a least square minimization problem. The placement step is executed greedily until the caches are filled. In the second case study, the social relationship between users and their physical proximity is utilized for proactive caching at UE with D2D communications. The centrality measure that quantifies how well a user is connected is adopted for measuring the influence of social users. The authors utilize eigenvector centrality which is based on the largest eigenvalue of the adjacency matrix of the social network. Social influencers are grouped in communities with K-means clustering. The critical content of each community is stored in caches of social media influencers based on the premise that they are highly connected with the community for content distribution. The study is evaluated based on the dynamics of parameters such as the number of content requests, size of the cache, and Zipf distribution parameter $\alpha$. The process of supervised learning in an edge network adopted from this study is depicted in Figure 8.

B. Unsupervised Learning

Chang et al. [45] proposed a big data and ML-based framework for caching in edge networks. The authors provide two case studies to investigate smart caching in edge networks. In the first case study, unsupervised learning and deep learning are combined for the energy efficiency of data transmission optimization framework with constraints of user request latency. K-means clustering (Unsupervised Learning) is applied to group users in each cell based on user history and channel conditions. Selective scheduling is utilized to serve the end-user requests from the clustered groups. A DNN is trained to learn the behavior of optimal solutions based on input parameters (channel conditions and UE file requests) to reduce the time complexity of optimization. In the second case study, similarity learning is applied to investigate social ties between end-users where some users act as data receivers while others act as data transmitters (caches). A Kullback-Leibler-divergence-based metric is used to find similarity (common data interests) among UEs. This similarity (social tie) is then compared with D2D link quality. A one to one match between receiver and transmitter nodes is established based on the quality of social and physical ties.

Liu et al. [30] proposed a proactive caching framework for next-generation cellular networks (HetNet) based on K-means content popularity prediction. The K-means clustering requires user location and content preferences as input to train the prediction model which can lead to privacy issues. It is advocated that traditional privacy-preserving algorithms based on symmetric encryption can lead to low user quality of experience due to their computational complexity. Therefore, the authors enhance the K-means algorithm as Privacy-preserving Federated k-means (PFK-means). A setup stage is utilized to share cryptographic keys among BSs and end-users for data authentication and signature. Subsequently, and update process performs the modified k-means algorithm in four phases namely, centroid initialization, mini-batch selection, mask key sharing, and centroid update. This results in cluster formation and cluster centroids are updated with encrypted data sharing when a user leaves or enters the cluster. The authors augment their framework with a light-weight privacy-preserving scheme that is based on secret sharing and federated learning. Federated learning conceptualizes usage of UEs to execute distributed ML model training instead of a centralized server. The UEs send ML model updates rather than data to the server, hence, preserving data privacy. Figure 9 illustrates the difference between different learning approaches in edge networks (federated, MEC, cloud) to highlight the benefits of federated learning towards privacy-preserving mechanisms [34], [142].

C. Reinforcement Learning

Most of ML-based caching techniques in wireless networks apply RL to solve a sub-problem in their research method. The dynamic characteristics of wireless networks favor the application of RL techniques that can learn maximal rewards while interacting with the environment on trial and error basis [47], [143], [127]. The learning process of an RL agent can be modeled as optimal control of Markov Decision Process (MDP) as described in the most of following listed studies. Delayed reward and trial and error are the two main
features of RL. The first feature state that the RL agent looks does not consider immediate reward as optimal and looks for cumulative reward over a long time specified by a reward function. The second feature states that the RL agent finds a trade-off between exploration and exploitation. The agent exploits actions that have been proved to yield better rewards in the past while progressively exploring new actions that may yield better rewards [143], [47].

A BS based distributed edge caching and D2D content delivery framework was presented in [52]. The focus of the article is on edge cache replacement technique. An MDP optimization problem is formulated that minimizes cache replacement transmission cost based on variables such as content popularity, cellular serving ratio, and communication cost of cache replacement from one BS to another. A Q-learning algorithm is adopted to solve the optimization problem of transmission cost minimization while identifying cache replacement at each BS. Q-learning is a type of RL algorithm that interacts with its environment to learn Q-values based on which the learning agent takes action. The cellular serving ratio for the static network is calculated from the maximum weighted independent sets of a conflict graph. In the dynamic network scenario, the cellular serving ratio is calculated using probabilistic methods. The cellular serving ratio helps determine the caching capability of users with D2D communication. As the cache replacement process is distributed at each BS, each BS calculates its replacement reward based on the transmission cost of cache replacement. The Q-learning algorithm measures content placement as observed state and cache replacement as action.

Researchers [129], [145] consider a DRL approach for content caching and Fog Radio Access Network (F-RAN) slicing in vehicular network scenarios. F-RAN slicing is considered to identify user hotspots in the network. The variance in wireless network conditions and content popularity due to spatio-temporal nature of the content and wireless networks increases problem complexity. The user content requests are modeled as zipf distribution while the wireless channel is modeled as a finite-state Markov channel. The APs are connected to the cloud server which executes the optimization solutions and pushes content to appropriate access point (AP) for caching. The server executes DRL based optimization solution which is formulated based on constraints of fronthaul capacity and AP capability to determine user device mode and content caching. DRL, also known as deep Q Network (DQN), utilizes NN to approximate the Q-values of the Q-learning algorithm. The research does not consider the mobility of users while formulating the problem in vehicular networks.

Authors in [46] proposed a two-step approach for content recommendation and caching with an overall objective to minimize MNO cost where each step utilizes a separate RL agent. The first step of their approach is the content recommendation which works without prior knowledge of user preferences. If the mobile user does not accept the recommendation, the experience is used to reinforce the recommendation model. A central processor connected to multiple BSs collects information on user requests and channel conditions. The central processor collects this data in a database that is used to train the recommendation model for users to accept preferred content. User stickiness ensures that the mobile user is more likely to accept recommendation if preferred content is recommended. The well-learned recommendation agent helps reduce the state space of the second RL agent that learns to cache data and avoids the curse of dimensionality. The recommended content is proactively and opportunistically cached to the mobile device if channel conditions are suitable. The user mobility pattern is modeled as a Markov Decision Process. The objective of the caching agent is to reduce transmission delay and improve user QoE. The overall optimization problem is solved by double deep Q-network (DDQN) with dueling architecture. The proposed approach is compared with other policy-based RL approaches in a simulated environment to debate the
optimization of MNO’s revenue.

Researchers [146] proposed a distributed multi-tier (BS, AP, UE) content caching scheme based on deep Q-learning to increase the efficiency of F-RAN. The scheme first predicts the content popularity from historical user preferences. Instead of topic similarity and community detection, a topic modeling approach named probabilistic latent semantic analysis (pLSA) is applied to predict individual user preferences. pLSA algorithm requires historical user requests for cloud content and topic variables that represent the relationship between content and topics. Expectation maximization (EM) algorithm is used to calculate the probability that a user requests a specific cached content. Collective content popularity for all users is predicted based on current caching status and transmission distance between BSs. The DQN algorithm consists of two individual CNN. One of the CNN (MainNet) predicts current Q-values while the other CNN (TargetNet) predicts Q-values for a certain time period for the case of content caching decision. If the content is not found in the cache, an update process is initiated based on new user preferences, subsequently, updated content popularity. The proposed DQN is depicted in Figure 10.

Jiang et al. [116] present a multi-agent-based RL framework for D2D caching networks with the objective of download latency minimization. The proposed methodology answers what and where to cache while predicting user mobility and content popularity. A recurrent neural network (RNN) based echo state network (ESN) model is utilized to predict the next location of the user based on his long-term historical information in a D2D network. RNN is a type of feed-forward NN with internal memory and applies the same function to each input. ESN is a variant of RNN with a sparsely connected hidden layer. Further, an RNN based long-short term memory (LSTM) model is applied to predict the user content popularity based on multiple features such as age, gender, time, and location of content request. LSTM is a modified version of RNN which remembers past data in memory and resolves the RNN problem of vanishing gradient. Better user mobility and content popularity prediction leads to better content placement, hence, higher cache hit ratios. Afterward, the D2D content delivery decision (establish D2D link with which neighbor for cached content) is based on the DRL algorithm which optimizes the data transmission energy and content access delay while taking into account variables like channel state and distance between UE. A reward function based on RL is proposed to learn the reward of caching actions for future caching updates. The LSTM (RNN) based content popularity prediction model is depicted in Figure 12.

D. Neural Networks

The authors of [123] propose a cache placement and delivery mechanism for D2D networks with the goal of traffic and delay minimization. The proposed methodology answers what and where to cache while predicting user mobility and content popularity. A recurrent neural network (RNN) based echo state network (ESN) model is utilized to predict the next location of the user based on his long-term historical information in a D2D network. RNN is a type of feed-forward NN with internal memory and applies the same function to each input. ESN is a variant of RNN with a sparsely connected hidden layer. Further, an RNN based long-short term memory (LSTM) model is applied to predict the user content popularity based on multiple features such as age, gender, time, and location of content request. LSTM is a modified version of RNN which remembers past data in memory and resolves the RNN problem of vanishing gradient. Better user mobility and content popularity prediction leads to better content placement, hence, higher cache hit ratios. Afterward, the D2D content delivery decision (establish D2D link with which neighbor for cached content) is based on the DRL algorithm which optimizes the data transmission energy and content access delay while taking into account variables like channel state and distance between UE. A reward function based on RL is proposed to learn the reward of caching actions for future caching updates. The LSTM (RNN) based content popularity prediction model is depicted in Figure 12.

Researchers [108] presented a video content caching scheme for cellular networks to improve user QoE and reduce backhaul traffic. The scheme takes input user preferences and cellular network properties such as bandwidth. The proposed technique
Authors in [90] proposed a proactive caching strategy based on deep NN and unsupervised learning in 5G networks. Firstly, SDN/NFV technologies are implemented in network core to gather data and utilize ML functions, specifically a Stacked Sparse AutoEncoder (SSAE) at distributed network elements. An autoencoder is a type of NN that learns data coding in an unsupervised manner. A virtual server receives content statistics from SDN based network resources to predicts content popularity using deep learning. The caching strategy is learned by the SDN controller and network nodes are informed of cache placement. An NN based feature extraction method (SSAE) is used to predict the distribution of user content requests. SSAE employs two stacked auto encoding layers for feature extraction with each stage trained by an unsupervised learning algorithm. The content popularity is utilized in learning of caching strategy where optimal solutions are reached by Deep NN to reduce time-complexity.

Chen et al. [42] study the problem of proactive caching with the help of unmanned aerial vehicles (UAV) in the CRAN scenario while aiming to maximize the user QoE. The UAV and a virtual pool of BBUs cache content to service ground and terrestrial devices with the help of the mmWave frequency spectrum to reduce blocking effects. The content can be delivered by CRAN based virtual BBU pool, UAV, or neighbor devices with D2D communication. Content popularity and user mobility prediction are learned at virtual BBUs with the help of ESN based on human-centric parameters, such as user locations, requested contents, gender, and job. A conceptor-based ESN is proposed for popularity distribution and mobility prediction to solve the cache optimization problem that maximizes user QoE and minimizes UAV transmit power. The prediction of user content requests and mobility derives user-UAV associations. The user-UAV associations lead to optimal positioning of UAV and cached content where nearby users are grouped with k-means clustering such that one cluster is served by one UAV. The mobility model assumes constant speed of the user, with user location monitored after every hour. The UAV remains static while content is transmitted to a user. The ESN (RNN) model employs conceptors to enable prediction of multiple user mobility and content popularity distributions over different time frames i.e., days or weeks. A similar approach is proposed in [135] where UAV is employed to offload data at the edges of a cellular network.

E. Transfer Learning

Authors in [152] utilize a TL approach to transfer the popularity of content from social networks to a HetNet in order to optimize CHR. The SBS placed caching strategy assumes user distribution as poison point processes. The unknown popularity profile of cached content is estimated using instantaneous user requests in a time interval at an SBS. Predicting random poison distributions for request arrival is time-consuming with variable network parameters. TL helps improve the popularity prediction while transferring knowledge of popular content from sample social network content. Users connected to SBS are analyzed for social community behavior. The social community acts as the source domain whose knowledge is transferred to the target domain (user request pattern).

Authors in [104] present an unsupervised learning and TL scheme for proactive and distributed caching in MEC without prior knowledge of content popularity. Instead of learning a task from scratch, TL agents transfer knowledge from relative tasks with fewer training data to speed up the learning process. The learning-based caching scheme utilizes MEC and distributed BSs as cache locations to reduce data
transmission costs. The caching optimization problem formulated as an integer programming problem is proved as NP-hard. A proximate solution is provided by a greedy algorithm that optimizes a parameter named as maximum transmission cost reduction. Two sub-problems of content classification and popularity prediction are solved by a 2 step learning strategy aided by unsupervised learning and TL. K-means clustering algorithm takes historical access features of the content during a time interval as input in the form of a 2D vector. After classification of content into K classes, TL is employed to predict class popularity. The higher correlation between historical access and cached content, the better is the performance of the TL algorithm. The popular content is input to the cache optimization problem to decide distributed caching places. The authors augmented their work with a multi-agent RL algorithm for edge caching based on unknown user preferences [152]. A process of transferring knowledge from online social networks to edge networks for content caching is illustrated in Figure 13.

F. Other Machine Learning Techniques

Bommaravali et al. [105] present an active query learning (semi-supervised) approach for accurate content request prediction in 5G Edge networks. The basic premise of the active learning algorithm is to present users with recommendations to learn their preferences. SBSs with non-overlapping coverage and attached edge servers are considered. User requests are modeled as a demand matrix where a 0 or 1 entry is marked against each available content. The missing entries of the demand matrix are estimated by active learning-based Query-by-committee (QBC) matrix completion algorithm. The basic intuition of QBC algorithm is to form a committee of matrix completion algorithms that aim to minimize the version space with the aim to find most informative missing matrix entry that accelerates the learning rate. The SBS cache is divided into two portions. One caches the content predicted by the demand matrix for CHR exploitation while another caches content based on an uncertainty matrix for further user behavior exploration.

The article by Chuan et al. [154] investigates an ML-based content popularity regeneration framework in wireless networks. The BSs cache popular content based on the common interests of mobile users within their service range. The authors prove that the popularity prediction distribution of mobile users’ common interest is based on multi-dimensional Dirichlet distribution. The high computational complexity of popularity distribution requires a sampling-based solution which is derived from a learning-based Gibbs sampling model. The learning model for popularity prediction is based on historical content delivery data set. Based on the assumption that content popularity is derived and learned, content caching optimization is converted into a decision-making problem. The system model lacks details of user mobility, a content delivery technique which are necessary for cellular networks.

G. Lessons Learned: Summary and Insights

We presented the ML techniques applied to solve various problems in edge caching in this section. The presented state-of-the-art techniques were categorized into supervised learning, unsupervised learning, NN, TL, and RL classes. It can be observed that most of the state-of-the-art techniques apply more than one ML techniques to solve research problems related to optimal edge caching. RL and NN were dominantly applied in the listed state-of-the-art on edge caching. Supervised learning techniques are mostly applied for content popularity estimation while unsupervised techniques are applied for clustering (k-means) [118], [45]. RL algorithms are applied to solve the overall problem of cache optimization (where and what to cache) given the network states, actions, and cost [146]. NN is applied to forecast the mobility of users and the popularity of the content [123]. Q-learning algorithm has been applied to optimize cache replacement [52]. K-means algorithm is employed for every clustering task (content and BS) in the listed works [45]. Q-learning, MAB, and DQN algorithms are utilized under the class of RL while ESN, LSTM, AE, and ELM algorithms are brought to play in NN techniques. ML techniques facilitate proactive caching in edge networks as observed from the listed research works. The applications of federated learning to address user privacy issues, multi-cast routing to optimize content delivery to social clusters, and intelligent transcoding predicting network conditions and user preferences are demanded.

V. COMPARISON OF ML BASED EDGE CACHING TECHNIQUES

This section provides comparison of the listed studies. The comparison is summarized in Table III

The ML techniques applied for caching in edge networks mostly employ RL and NN. The main reason behind this is the unavailability of data for the prediction of content popularity and user mobility. RL and NN techniques can learn content popularity with little or no data [146]. Therefore, NN and RL techniques have larger applications in edge caching networks [9], [113]. Moreover, RL, NN, and deep learning are more sophisticated learning techniques than supervised and unsupervised learning. Hence, they are more suited for
### TABLE III

COMPARISON OF ML BASED WIRELESS CACHING TECHNIQUES

| Study | ML method | Network scenario | ML Objective | Caching Objective | Caching Technique | Location | Replacement |
|-------|-----------|-----------------|--------------|------------------|-------------------|----------|-------------|
| [130] | Supervised, CNN | Macro-cellular MEC | Popularity prediction, Feature extraction | Increase offload ratio, decrease access latency | Proactive | MBS | NA |
| [118] | Supervised, DNN | Small cell network | Popularity prediction, cache optimization | Increase CHR | Proactive | BS | NA |
| [139] | Supervised, Unsupervised learning | Small cell network | Popularity ranking, BS clustering popularity prediction | Increase offload traffic, user satisfaction | Reactive | SBS | NA |
| [140] | Supervised, Unsupervised learning | HetNet | user clustering, cache optimization | Decrease latency, EE data transmission | Proactive | UE, UE | NA |
| [45] case study 1 | Unsupervised, DNN | Macro-cellular, D2D | similarity learning | Maximize D2D data rate | Proactive | UE | NA |
| [45] case study 2 | Unsupervised, DNN | D2D | similar learning | Minimize communication overhead | Proactive | MBS, SBS | NA |
| [30] | Unsupervised (K-means) | HetNet | user clustering | cache replacement transmission cost | Proactive | UE, BS | Q-learning |
| [52] | RL (Q-learning) | Macro-cellular, D2D | Cache replacement, predict Q-values | Decrease transmission delay and energy | Proactive | UE | Q-learning |
| [129] | RL (Deep) | F-RAN | RAN slicing | Maximize CH, transmit rate | Reactive | UE, V2I | NA |
| [46] | RL | Macro-cellular | Recommendation, caching optimization, predict Q-values | Reduce MNO cost | Proactive | MBS, UE | NA |
| [146] | RL (DQN), CNN | F-RAN | caching optimization, predict Q-values | Maximize CHR | Proactive | UE, BS, AP | User-preference |
| [116] | RL (MAB, Q-learning) | D2D network | caching optimization, predict Q-values | Download latency optimization | Proactive | UE, BS, AP | Q-learning based |
| [134] | RNN (ESN, LSTM), RL | D2D network | mobility and popularity prediction, problem optimization | Improve CH, reduce OoS delay and energy | Proactive | BS, UE | FIFO |
| [108] | NN (ELM) | Macro-cellular | Popularity prediction | Increase QoE, decrease network delay | Reactive | MBS | NA |
| [90] | DNN, AE | Distributed core | feature extraction, problem optimization | Increase CHR | Proactive | Core, distributed BSs | NA |
| [52] | RNN (ESN) | CRAN | mobility and popularity prediction | Increase QoE, decrease transmit power | Proactive | UAV, UE, BBU | NA |
| [153] | TL | HetNet | Transfer popularity from social network content clustering | increase CHR | Proactive | UE, SBS | NA |
| [104] | Unsupervised (K-means), TL | MEC | Minimize data transmission cost | Proactive | MEC, BS | NA |
| [105] | active query learning (semi-supervised) | Edge network | popularity prediction | Increase CH, decrease backhaul load | Proactive | UE, SBS | NA |
| [154] | Supervised | Macro-cellular | Feature extraction | Increase CHR | Proactive | BS | NA |

The dynamics of edge networks. Where data is available, supervised and unsupervised learning are utilized [139]. Among supervised learning SVM [136], in unsupervised learning K-means clustering [104], [30], in RL Q-learning [52] and Deep RL [129], and in NN Deep NN [123] are widely utilized to address different issues within optimal caching. SDN, NFV, and C-RAN technologies can be applied in network devices to maintain user content request history which can be inspected for future content popularity prediction [90]. Monitoring user request history also leads to privacy issues that have been seldom addressed in recent research [30]. In order to gain user faith for participation in data set collection activities, lightweight privacy-preserving, authentication, and trust protocols are necessary for MEC [155], [156]. Supervised learning and NN are mostly applied for popularity and mobility prediction [42], [136]. Unsupervised learning techniques are mostly applied for clustering [30]. Feature extraction from content is done with the help of NN [90] or supervised learning [154]. RL and NN algorithms are used for cache decision optimization [46], [123]. Q-learning is appropriately employed for cache replacement by learning Q-values/rewards of caching actions [52]. TL is applied to
transfer knowledge of content popularity from social networks to mobile networks [152].

The caching objective of the majority of cited work is increasing CHR [139], [90]. All other caching objectives are directly related to CHR fluctuations. Content access latency, user QoE, data offload ratio, and MNO’s operational cost is immediately affected when the content is available in-network and not accessed through CDNs and backhaul links. Hence, the single objective of CHR maximization is often sufficient to address caching optimization problems. The research works that employ D2D communications for delivery strategy often have the objective to reduce data transmission costs (energy efficiency) at UE [123]. As UE cache and share data with other UEs within the network with little or no incentives, the energy efficiency of the sender is desired. The objective of lower data transmission costs is synonymous with minimal communication overhead [40], maximum data transmission rate, and energy-efficient data transmissions [45]. Most of the state-of-the-art works in caching are proactive rather than reactive to further offload traffic from backhaul and core networks [136]. The main reason behind proactive caching in ML-based techniques is that the learning process can start without the user initiating a content request. On the other hand, statistical techniques for caching, e.g., most frequently accessed, are mostly reactive to user behavior.

Cache delivery networks and location options are diversely employed in the listed literature work [136], [118]. This comparison shows that the studies do not focus on one network scenario or one cache location. Each of the choices about the cache delivery network and location has its own pros and cons. Placing cache at UE further lowers access latencies and offloads traffic from both backhaul and fronthaul networks. Therefore, caching techniques that utilize UEs offer better user QoE than BS caching based techniques [123]. However, UE caching puts the burden of energy and storage resources of handheld devices without a standard incentive policy [146]. MEC, F-RAN, and C-RAN infrastructure based studies assume knowledge of content request history from in-network device statistics [118], [146]. Therefore, MEC/F-RAN/C-RAN based studies have the advantage of user content history over macro-cellular, D2D, and HetNet based network architectures. Moreover, SDN/NFV based techniques are necessary to gain user statistics from network devices [90]. Furthermore, MEC/F-RAN/C-RAN based techniques have lesser complexity in user mobility prediction as their coverage is wider than macro-cellular D2D networks [46]. An innovative idea for cache location was presented in [42] where UAV where utilized to cache content within the network to support low access latencies [40]. However, the proposal will incur higher operational cost as compared to standard network cache locations. Among the listed works only one considers the joint RAN slicing and caching in edge networks [129] and one considers user privacy as part of the edge caching solution [30].

We have not included the comparison of delivery strategy in Table [11] as all studies utilized implicit unicast or explicit D2D delivery in edge caching. Multicast and CoMP based delivery strategies have not been discussed which leaves room for considerable optimization in existing studies [125], [109]. Few references utilize YouTube [108] and MovieLens [157], [118] data-sets for performance evaluation of proposed popularity prediction techniques. Cache replacement techniques have not been focused on in most of the cited work. This indicates that a cache optimization problem solved for time $t$ can be updated for time $t+1$ for cache replacement decision. However, the repetition and recursive call of the cache optimization problem can incur significant complexity. Therefore, a simpler cache replacement decision is desired. Wang et al. [48] prove that a simple Q-learning model can be utilized to learn cache rewards from the decisions based on time $t$ and update cache replacement decision at time $t+1$. Some of the studies apply statistical caching approaches that have limited benefit in a dynamic network environment [108], [123]. Cache replacement is studied independently as an MDP problem with a Q-learning solution in [158].

Four network dynamics not listed in [11] need to be debated among the listed work. These are (a) content popularity distribution, (b) content request distribution, (c) user mobility model, and (d) network state model. The benchmark data-sets or models for content popularity, user request, mobility, and network state prediction are not available for edge networks resulting in non-baseline performance evaluations.

Most of the works consider the content popularity to be static following the zipf distribution model [46], [127], [152], [52], [159], [104]. The zipf model is based on power law distribution and utilized for web content popularity [160]. In general, the content popularity changes in web caches are very slow as compared to dynamic edge networks with user mobility characteristics [124]. Therefore, the application of static zipf model to content popularity distribution in edge networks is not suited. Some researchers have adopted dynamic content popularity distribution models based on user preferences and topological relationships as in [146], [116], as Markov process in [29], and ML-based popularity prediction in [108].

User content requests are predominantly modeled as Poisson point distributions [123], [52], [127], [116], [104]. Researchers [108] further utilize ELM for to predict content popularity based on (a) content features built from human perception model and (b) user requests modeled as Poisson distribution. Some researchers model user requests as zipf distribution [105], [140] or Markov process [148].

Some of the researchers ignore user mobility [137] while others model it as Poisson point process (PPP) [127], [116], random walk model [161], [128], [159], or as Markov process [46]. Bastug et al. [140] consider the location of Cache enabled BSs distributed as PPP. Several works utilize NNs to predict the mobility of users in edge networks. Li et al. [123] utilized RNN based ESN model to predict user mobility and LSTM based model to predict content popularity. The ESN provides non-linear system forecasting with temporal inputs. The ESN model takes location history of a user over a period of time as input and initially modeled as PPP to predict user history at $t+1$. The output of ESN model for user location and user context (gender, age, occupation, time, etc) are input to the LSTM for content popularity prediction. Similarly, Chen et al. [42] utilize modified ESN to predict the user content request
distributions and mobility patterns. User context information (time, week, gender, occupation, age, location, and device type, etc.) is input to the ESN to get output of content request and mobility patterns. The initial user mobility is adopted from pedestrian mobility patterns according to which a user visits places of interest at a specific time of the day. Researchers [53] use user location history as input to ESN to predict mobility patterns and user context as input to another ESN to predict content popularity.

The dynamic wireless channel state in terms of Channel State Information (CSI) is modeled in few of the studies [154], [123], [97]. Researchers [129], [92], [127] models the wireless channel as finite-state Markov channel. Chen et al. [42] model the mmWave propagation channel between the UAVs and users using the standard log-normal shadowing model. Researchers [123], [53] model wireless channel with dynamic path loss, channel attenuation index, and Gaussian noise. Other studies assume channel conditions to be invariant.

Many studies model some parameters of the optimization problem as MDP. For example, reference [29] model user content request as Markov process with unknown transition probabilities, references [153], [52], [97] model the cache replacement problem as MDP, in reference [46] mobility patterns of users are characterized as Markov process, reference [129] models the wireless channel as finite-state Markov channel, and reference [162] models cache state as Markov model.

VI. EDGE CACHING: SOCIAL-AWARENESS, POPULARITY PREDICTION, AND COMMUNITY DETECTION

In this section, we provide supporting concepts to ML-based caching in Edge networks. These concepts range from social-aware caching, learning-based content popularity prediction in edge networks, and community detection in social networks. We limit to related works that apply ML-based approaches or works that can be extended with the application of ML.

A. Social-aware caching in Edge networks

Social network analysis can provide valuable insights into the problem of caching in edge networks. The social media personalities influence the content watched by communities at large [36], [163], [164]. Many articles in the previous section were inspired by social-awareness for the optimization of ML-based edge caching [45], [152], [140], [137], [138]. In this subsection, we list works that utilize social-awareness determined by statistical and graphical methods to cache at edge networks without employing ML methods. Therefore, we also point towards missed opportunities in terms of applications of ML algorithms.

A cache pre-fetching technique based on social influential users and community detection for cellular D2D networks to find solutions of what to cache was presented in [109]. The article assumes that the content uploaded and downloaded by the socially influential user is highly likely to become popular in the near future. Social network analysis is required to identify community/group of such users while representing mobile users as a graph. A preferential attachment model is used to generate a graph of 256 users depicting mobile users in a cellular network. A Clustering Coefficient based Genetic Algorithm (CC-GA) is applied for detection of edge community in a geographic vicinity such that users in the same community have densely intra-connected [165]. Afterward, the Eigenvector Centrality is measured in the edge communities to identify influential users. The Eigenvector Centrality of a node is higher if it has more central neighbors. Other centrality measures that can measure the influence of a user in a social network are degree centrality, closeness centrality, and betweenness centrality [131]. The article does not consider the mobility of users in the problem formulation. Moreover, the article utilizes a genetic algorithm for community detection. However, ML-based community detection algorithms (unsupervised clustering techniques) can perform better when the complexity of problem increases (number of user, mobility, dynamic popularity).

In [35], researchers propose a differentiated cooperative caching scheme based on social awareness. The proposed scheme measures a users ability to share contents based on his social-tie strength (the frequency of information sharing and similarity of cached content), trustworthiness (likelihood a user will share content between the content holder and requester), and encountering probability (the probability that two users will encounter each other based on their mobility patterns). The study of these attributes provides insights for efficient content sharing. The content popularity is revised on a community basis as the number of users that have a copy of the content within a community. Users with similar interests are grouped into one community. It is assumed that the majority of contents cached by one user are popular with other users in the same community. The social tie strength is measured by interest similarity and intimacy. The interest similarity is measured while comparing the interest vectors of two users. The intimacy is measured by the frequency and length of content sharing between two users. The trustworthiness is measured from historical content sharing between two users. The content replacement eliminates low popularity content ranked on community information. The authors formulate a mathematical model to represent these user attributes while comparing their technique with frequency-based techniques. The authors did not mention the details or heuristic of the community/clustering technique. K-means and density based clustering algorithms can be applied to detect social communities in edge networks [166].

Researchers [133], [167] proposed a social-aware caching and resource sharing scheme in 5G networks. The objective of the study was to lower the burden on backhaul links and increase system delivery capacity. The authors formulated a social-aware caching and resource sharing optimization problem with constraints on the number of copies of content in a femto-base station and signal to interference plus noise ratio (SINR) of users that share downlink resources. The optimization problem is solved to find the parameters for maximum system capacity such that the optimal caching decisions and D2D pairs are formed. The network parameters are updated for the optimization problem when the number of users, videos, social relationships, D2D pairs, or channel conditions change in an MBS. The social relationship between the content
receiver and transmitter is modeled in terms of the number of social encounters and the duration of the encounter. The access rate (frequency) of the content determines its popularity. The formulated linear programming problem is solved with the primal-dual interior-point method. The authors do not model user mobility and social communities. ML techniques towards mobility prediction [123] and community detection [166] have been presented.

Wang et al. [40] analyzed the behavior of users in Mobile Social Networks (MSN) for caching in F-RAN. The study aims to analyze the influence of MSNs on the diffusion of popular content in F-RAN caching. Content diffusion in the F-RAN is modeled as a continuous Markov chain. The social tie strength is measured as contact time between two UEs which follows an exponential distribution. The caching placement is distributed among UEs and RRHs within the edge network. The cached content is searched in order from UE, RRH, or cloud storage. A mathematical model is formulated for the optimal caching strategy such that the fronthaul bandwidth consumption is minimized and content diffusion ratio is maximized. The authors propose suboptimal solutions to the optimization problem to reduce the time complexity of solutions. Issues related to dynamic user mobility and content popularity are not addressed in this article. These research issues can be addressed with the application of ML techniques towards popularity prediction [136], [118] as elaborated in multiple studies listed in Section IV.

Researchers [31] sociality and mobility aware caching scheme for D2D HetNet. Multiple SBSs in the range of an MBS are considered in the network scenario. The authors present the concept of important users (IU) hired by the network operator to cache content. Each file is assigned a class while each file is assumed of the same size. It is assumed that the probability distribution of content access in unknown. Therefore, users are clustered with K-means clustering for group preference prediction based on access history fitted to zipf distribution. The value of K is determined by Gap Statistic method [168]. Three methods of file access, i.e., IUs, SBSs, and MBS, are defined based on user preference, mobility, and social relationship. System cost is dependent on these cases and derived from user mobility and social relations is minimized to find an optimal caching strategy (minimum system cost) among SBS, MBS, and IU. The NP-hard non-linear integer programming optimization problem is solved with a locally greedy suboptimal caching algorithm. A tradeoff between the number of IU and system cost is also determined based on system benefit per unit cost. Figure 14 presents the concept of social influencer/important user-based D2D sharing in social-aware edge networks.

B. Popularity prediction

Social media and cloud-based contents have associated popularity indicators that represent a global perspective. Optimal edge caching requires portraying the content popularity indicators in specific geographic locations with social and community considerations [169], [170]. Statistical content popularity functions based on the content frequency and recency can not be applied in edge networks as content popular in a global perspective might not be popular in a specific edge network. Popularity prediction is solved as a sub-problem to ML-based edge caching has been listed in the above sections. Supervised learning [136], [118], RL [129], [146], NN [42], [123], and TL [104] have been employed for popularity prediction in edge caching. We focus on ML-based popularity prediction schemes outside the domain of edge caching in the following paragraphs.

Garg et al. [171] presented two online prediction and learning methods for content popularity named popularity prediction model (PPM) and Grassmannian prediction model (GPM). In PPM, the current popularity vector is approximated as a linear sum of past popularities. The online prediction models employ a weighted follow-the-leader approach to further reduce the cost of prediction. A network with users and BSs distributed as a Poisson point process (PPP) is evaluated. The framework optimizes contest placement probabilities for higher CHR assuming the content popularity to be globally known. The prediction performance is measured in terms of mean square error while the caching performance is measured in terms of the average success probability of finding the content within the network. The parameters changing the popularity of the content are location and time which can be modeled by linear predictors.

Regression methods were utilized in [172] to predict the popularity of online content. The non-linear characteristics of Support Vector Regression and Gaussian Radial Basis Functions are employed to predict popularity patterns. Visual features (color, face, scene dynamics, etc) are extracted from the videos with the deployment of DNN (ResNet-152). Temporal and social features (views, likes, etc) are also utilized in the regression model. Multivariate Radial Basis Function brings to service the linear regression model for temporal popularity evolution of content and non-linear regression model to find similarity between a set of videos. The proposed method is evaluated on a data set of 24k videos that also contains a daily count of temporal features over a span of one month from social platforms. The proposed regression models obtain prediction accuracy of more than 95%. Although the proposed employs ML techniques, it predicts the popularity of videos
from a global perspective.

Researchers [41] presented a social media content popularity prediction scheme with the help of Deep Temporal Context Networks (DTCN). The scheme predicts sequential popularity of content by employing temporal context and attention from time-series data at different time scales (days, hours, etc). The scheme is divided into three modules of embedding, learning, and prediction. Multi-model data (appearance of the image and who posts it) is mapped into an embedding network to obtain a deep representation of user social activities. A two-stream feed-forward NN is utilized for user and image analysis. User analysis focused on the number of shared images and view count parameters. The embedded data is input to the temporal context learning process to repeatedly learn content popularity. In content popularity is learned in two contexts, i.e., Neighboring Temporal Context (NTC) and Periodic Temporal Context (PTC). NTC learns short-term popularity patterns while PTC learns long-time popularity patterns. Moreover, the authors deploy an RNN based on LSTM to learn consecutive coherence from temporal contexts. A data set from Flickr is obtained to test the performance of the proposed scheme.

Researchers [38] detailed an edge popularity prediction framework with social dynamics. The proposed social dynamics based prediction model does not require training, prior popularity knowledge, or big-data driven analytic. Due to the small edge population, Susceptible-Infected-Recovery (SIR) epidemic model is employed for content propagation in the social network. A two-layer network is considered consisting of SBSs and mobile users. Three states of the SIR model are defined as the susceptible state (user is unaware of content), informed state (user is aware of the content and willing to share in the social network), and refractory state (user is aware of content but will not share). Three social media factors are defined in the form of affected rate, recovery rate, and the number of trials. An undirected graph is constructed to depict the probability of content sharing between two nodes in the social network. The propagation of contents in the social network is considered as stochastic continuous-time Markov process. User perspectives are analyzed with the Discrete-Time Markov Chain approach to predict viewing probability.

C. Community detection

Community detection is an important consideration for optimal caching in edge networks. Community detection is a general concept discussed in social network analysis while application of community detection in edge network requires geo-social considerations [173], [174]. When modeled as graphs, communities are those partitions of the graph that have nodes with a higher probability of being connected to each other than connected to other partitions. In terms of ML and social networks, communities are clusters with similar user interests. Users/BSs are modeled as nodes and their social relationship modeled as edges [175], [176]. Several works detailed in the previous sections have solved community detection as a sub-problem to ML-based edge caching. These works include several instances of K-means based community detection/clustering [140], [139], [104], and Clustering Coefficient based Genetic Algorithm (CC-GA) [109]. In the paragraphs below, we list ML-based community detection in social networks outside the domain of edge caching.

Density-Based Spatial Clustering of Applications with Noise (DBSCAN), K-means, and agglomerative hierarchical clustering are well-known clustering algorithms employed for detecting social communities. Social networks normally contain noise due to their dynamic temporal characteristics. DBSCAN is deemed an adequate solution for the identification of edge communities. DBSCAN identifies clusters of different sizes and outliers in a large network. The minimum number of nodes in a cluster (MinPts) and the radius of the cluster (eps) can be varied to find optimal solutions in different scenarios while eliminating noise. DBSCAN classifies each node as a core, border, or outlier node. The early application for social community detection employing DBSCAN was detailed in [177]. This initial effort was not aimed at edge-based community detection. Several works have been carried out to evaluate the performance of clustering algorithms for social network [178] and edge community detection [179]. The concept of community detection in edge networks is illustrated in Figure 15.

An improved modified version of DBSCAN was proposed in [44] named DBSTexC for a point of interest (POI) region with geo-tagged nodes. The authors advocate that although DBSCAN correctly clusters POI-relevant information, it also includes noise in the form of POI-irrelevant information (information that is tagged to a geographic location but not relevant). The authors utilized geo-tagged tweets to find community clusters with respect to a specific geographic region. Spatiotextual information (social media posts that are geo-tagged) was input to eliminate noise from clusters. In the first step, the tweets are classified into POI-relevant and POI-irrelevant classes based on the occurrence of POI name or its semantic variations. The data were curated from Twitter
API and contained text longitude and latitude of each geo-tagged Tweet. As POI-irrelevant information is filtered, the clustering quality is improved. The clustering quality is further improved by incorporating fuzzy clustering with DBSTexC. Experimental results show that DBSTexC outperforms DBSCAN on textually heterogeneous inputs. Fuzzy DBSTexC gives higher clustering quality in a sparsely populated area.

D. Lessons Learned: Summary and Insights

We listed research works focusing on social-aware edge caching, ML-based content popularity prediction, and edge community detection in this section. Social network features such as the number of followers (in-degree), overall links (total-degree), along with centrality measures can be applied to predict the popularity of content [39]. Graph and ML techniques are applied to extract features from social networks. ML techniques perform better in complex wireless networks considering the dynamics of user mobility and content popularity. Most of the social-aware edge caching proposals do not include mobility and popularity prediction techniques which can further enhance the system performance and accuracy [33]. Popularity prediction techniques often miss opportunities in the application of ML techniques [38]. The application of ML techniques towards community detection and content popularity can be more beneficial due to the dynamics of online social networks. Overlapping communities, dynamic social networks, and user privacy are few of the challenges to edge-based community detection [180], [156].

VII. COMPARISON: SOCIAL-AWARENESS, POPULARITY PREDICTION, AND COMMUNITY DETECTION

Table IV lists the comparison of state of the art literature on social-aware caching techniques in edge networks.

The listed methods utilize social-awareness in different forms. Wu et al. [35] comprehensively define a parameter named social tie strength which is dependent on the frequency of content sharing and similarity of cached content between two UE. On the other hand, Bui et al. [33] model social relationships as the number of social encounters and the duration of the encounter. Wang et al. [40] define social tie strength as contact time between two UEs. An incentive scheme for UEs that cache content for D2D distribution is defined in [31]. The incentive schemes in social-aware D2D networks are necessary as user share content despite energy and storage overhead. Shan et al. [31] and Said [109] utilize clustering/community detection. The former study employs ML (K-means clustering) while the latter study employs a genetic algorithm for community detection. The genetic algorithm is based on Eigenvector centrality measure while K-means is based on the Euclidean distance. The former study performs clustering based on user interests while the latter performs clustering based on user proximity. Wu et al. [35] utilize communities for users with similar interests but do not mention the details of the community detection algorithms. Shan et al. [31] and Said [109] apply ML for clustering in social-aware caching techniques. It is noted that there is significant scope of ML methods in social-aware caching for popularity prediction, mobility prediction, clustering, and problem optimization.

The content delivery strategy applied in social-aware caching is D2D with UEs the primary caching locations. Moreover, BSs act as supporting caching locations in most of the listed works [109] while edge servers [35] and RRH also deployed for in-network caching [40]. Mobile social networks are dominantly deployed as a network model as their generic model is comparable to social-aware networks [40], [35]. The maximization of CHR is the caching objective in the majority of research works followed by bandwidth, delay, and cost optimization objectives.

Wu et al. also take into account encountering probability, hence, the mobility of users while other listed techniques do not. All of the listed works apply proactive caching. Cache replacement is detailed in [35] where a UE replaces its contents based on the global popularity of to-be-cached content learned from social ties. Content popularity is assumed to be dependent on the content generated by influential users in [109]. Researchers [35] model content popularity as the

| Study | Method | Network scenario | Caching Objective | Caching Technique | Location | Replacement |
|-------|--------|------------------|------------------|------------------|----------|-------------|
| [109] | Coefficient based Genetic Algorithm for community detection | D2D small cell network | Maximize CHR | Proactive | UE, BS | NA |
| [35]  | Social tie strength based caching | Mobile social network | Maximize CHR, reduce delay | Proactive | UE, Server | Centralized popularity |
| [133] | Social relationship based caching | Macro-cellular | Lower backhaul traffic | Proactive | UE, BS | NA |
| [40]  | Social-aware Markov chain content diffusion | Mobile social network | Minimize fronthaul bandwidth consumption | Proactive | UE, RRH | NA |
| [31]  | MNO hire social influencers, K-means, user clustering | HetNet | Decrease system cost | Proactive | UE, SBS | NA |
TABLE V
COMPARISON OF POPULARITY PREDICTION AND COMMUNITY DETECTION TECHNIQUES

| Study | Objective                        | Method                          | Network scenario       | Evaluation parameter                |
|-------|----------------------------------|---------------------------------|------------------------|-------------------------------------|
| [38]  | Popularity prediction            | Discrete-Time Markov chain       | Online social network  | Mean Relative Square Error          |
| [171] | Online popularity learning       | Weighted-follow-the-leader       | Edge Network           | Average success probability         |
| [172] | Popularity prediction            | Support Vector Regression        | Online social network  | Rank correlation                    |
| [41]  | Popularity prediction            | Deep Temporal Context Networks  | Online social network  | Spearman Ranking Correlation        |
| [177] | Social community detection       | DBSCAN                           | Social network         | Graph density                       |
| [44]  | Social clustering                 | Spatio-Textual DBSCAN            | Social network         | F1 score                            |

The number of copies of content within a community, as the content access rate [133], and as historical access fitted to zipf distribution [31].

Table V lists the comparison of the state-of-the-art literature on popularity prediction and community detection in edge networks.

Majority of the schemes listed in Table V are based on ML methods. ML methods are brought to service for either popularity prediction or community detection. It is noted that the edge caching techniques applied K-means clustering while the community detection techniques have applied DBSCAN in all listed works for optimal clustering of edge communities. Therefore, the application of density-based clustering in edge caching scenarios can be marked as future work for CHR optimization. The network scenario of online social networks in followed in most of the listed works. Varying parameters are applied for the evaluation of proposed works ranging from rank correlation [172] to graph density [177].

VIII. RESEARCH CHALLENGES AND FUTURE DIRECTIONS

The listed state-of-the-art research works have provided the foundations of ML application in edge caching while addressing issues of popularity prediction [172], [38], mobility prediction [42], social awareness [35], [31], community detection [177], [44], cache decision optimization [116], content feature extraction [90], content clustering [104], and cache replacement [52]. The application of ML techniques in wireless networks and caching is a relatively new research topic. The research community has so far not vigorously focused on applications of ML for cache coding, federated caching, and encoding strategies. Lesser attention has been paid to research issues of security [156], privacy [30], federated learning [55], joint interference alignment and caching [144], and cache economics [82]. Therefore, many research challenges need to be addressed towards further enhancement of the research domain. In this section, we highlight the key challenges to edge caching based ML techniques. Future research directions for the same are also debated.

A. Encoding strategies:

Multimedia content is available in a variety of specifications such as, 4K, Quad High Definition, 360°, etc. The user preferences and available data rates change the encoding specification from time to time increasing demand on caching capacity [69]. Major content provider like Netflix encode popular videos to more than 120 different bitrates and screen resolutions [125]. Based on the network conditions and user equipment, a different version of the same video may be requested, resulting in storage of multiple version of same video in cache, wasting considerable space. Moreover, absence of a specific version means a new request to the content provider is generated resulting in high delay, low QoE, and low CHR. Therefore, instead of requesting a variant of the available cached content, online and in-edge transcoding technique may be applied [8], [125], [114]. The online transcoding of cached content results in considerable gains in storage optimization, users’ QoE, access delay, and cost [125]. However, intelligently caching a video representation to avoid redundancy and storage wastage is not explored in detail. Therefore, ML techniques need to be studied to optimize online video caching and transcoding. All of the listed works assumed static encoding parameters ignoring the diversity of user requirements and network conditions. Although work has been done on encoding strategies in wireless edge caching [162], [181], [182], the applications of ML for encoding frameworks are very limited [134]. Future research can focus on learning user preferences and network conditions to predict appropriate encoding specifications for pre-fetching content accordingly. Moreover, online transcoding services at the edge of the network can be considered to lower load on transit and core network while providing users with low latency content according to user preferences. Figure 16 represents a framework for online transcoding in edge networks with elements for ML [133], [125].

B. Coded Caching:

In coded caching, the content is divided into wants (content delivery) and has (content placement) parts at each UE. The content placement phase is planned such that future
opportunities arise for multi-cast or broadcast delivery of coded content. When the users expose their requests, the server codes the requested content and broadcasts it. Each user decodes its part of content using simple XOR operations and side information [184]. Caching coded content at the edge of the network has been demonstrated to substantially increase system throughput and global caching gain [185], [186]. Unexplored opportunities exist for the application of ML techniques towards coded caching. The user requests can be predicted with the help of ML techniques to obtain more opportunities of coded content delivery. Moreover, federated feature extraction from the placed content at UEs can help in the distributed prediction of content requests with lower privacy risk. A generic framework of coded caching is illustrated in Figure 17.

C. Federated caching:

Federated/joint caching means that content is cached and shared in the network among multiple MNOs [112]. Federated caching reduces content duplication with a resource sharing mechanism that extends beyond the operational boundary of an MNO [187], [188]. However, none of the listed research works has benefited from federated caching which is more optimal than a single MNO caching scenario in terms of cost and resource management. Considerable gains in cost and cache hit ratio may be achieved using federated caching. However, multiple autonomous MNOs have proprietary network equipment and architectures with no sharing and access permissions. Therefore, the central access positions, such as CRANs and virtualized BBU pools offer an optimal place for collaborative and federated caching. However, novel federated caching architectures need to be designed specifically considering privacy and security. Moreover, appropriate cost and monetization models need to be developed considering complex access patterns [189], [187]. Currently, there is no consensus on an architecture of federated caching in edge networks that defines cost and payment models for MNOs. Federated caching can help lower the cost of training an ML model by distributing it among multiple MNOs. Moreover, federated caching can lead to better predictions while aggregating data from multiple MNOs. Furthermore, TL techniques can be applied to explore the diffusion of ML outcomes across multiple MNOs. Therefore, a notable future research direction can be federation of MNOs for ML-based caching in edge networks [55], [125].

D. Federated learning:

In a general ML approach, data is gathered from users and sent to a central server for feature extraction and training of the ML model. This approach is susceptible to privacy and security issues due to data communication and storage at a central store [34], [190]. An alternate approach is federated learning which does not require centralized data aggregation and lowers privacy and security risks. Instead of centralized intelligence, individual nodes or users train ML models on local data to collaboratively learn parameters of a distributed ML model [27], [191]. The benefits of privacy preservation from federated learning have been investigated in a few of the listed works [30], [55]. However, the debate of privacy-accuracy tradeoff expanding from federated learning is yet to be explored in edge caching. Moreover, the above-mentioned works have utilized federated learning for data clustering. Other ML algorithms for popularity prediction, problem optimization, and feature extraction are yet to be investigated with the approach of federated learning.

E. Delivery strategies:

All of the discussed works have applied explicit D2D cache delivery or implicit unicast delivery. CoMP [192] and multi-cast [125] delivery have not been applied independently to cache delivery. Cache delivery techniques have not been tested in conjunction with the application of ML in edge caching. Multi-cast represents a viable and efficient option when amalgamated with caching and ML for not only RAN but also for transit and backhaul links. Predictive caching based on user preferences may considerably enhance RAN utilization and QoE where the predicted content is multi-cast to multiple UEs simultaneously at non-peak hours and highest bit-rates. Such a multi-cast delivery may occur at any level including (a) MNO core while sending contents to multiple RANs (b) BS level while sending content to multiple UEs within RAN, and (c) D2D level where the content may be multi-cast to multiple UEs in range for future access [51]. However, very little work has been done in this regard. This point presents a venue for future research works to incorporate CoMP and multi-cast delivery with ML-based caching techniques [125], [48]. Some research areas that may incorporate multi-cast delivery, caching, and ML include (a) community detection by ML techniques and caching at influential users using
multi-cast delivery, (b) advertisements and pre-cached content dissemination using multi-cast delivery, and (c) delivery of cost modeling and FL parameters with multi-cast.

F. User preferences and content popularity:

Some of ML techniques such as TL and RL work with little or no data as input. However, data regarding user preference is required for content clustering and popularity prediction. The user traffic is https, hence, the application layer content is hidden from the network resources that transport data. Users can agree to share their preferences, or be monitored for content access at CDNs or destination server. Therefore, the training data for content request and popularity prediction can only be available from a central server. On the other hand, only 1% of the Facebook videos account for more than 80% of the watch time. Finding this small class of the CDN content popular in an edge community in a certain time interval is a complex but highly beneficial task. The spatial granularity of a BS coverage area and the dynamic number of associated users results in challenging content popularity models. Future research works need to explore ML techniques for time-series content popularity with respect to edge communities.

G. Privacy Issues:

In some use cases, the users may agree to share data about their preferences in order to facilitate ML techniques. In such cases, methods that should be incorporated to assure data privacy and security have not been debated in detail. For instance, users can share their content preference data to facilitate content clustering (K-means), topic modeling, and social communities identification for optimal caching decisions. Similarly, user mobility data is essential for accurate mobility prediction and UE-BS association models in edge networks. However, the centralized collection of mobility and user preference data is vulnerable to large-scale surveillance. Utilizing user location and preference data will necessitate the establishment of trust protocols among UE and the MNOs. Moreover, trust needs to be established among UEs for D2D content sharing with or without the help of a dedicated trust agent. Furthermore, security measures should be exercised while the user’s data is stored for ML applications at MEC or CDN servers. In the MEC and edge computing scenario, all such protocols should be light-weight so that they do not burden the energy resources of the UE and edge servers extensively. User privacy and security issues related to edge caching have been studied. Specifically, work has been done on RL based security in edge caching. However, these works have not been evaluated on desirable characteristics for edge caching, such as light-weight and reliability. Blockchain-based privacy and security solutions have been proposed for edge networks. Two research issues need attention regarding the integration of Blockchain services in edge networks: (a) distribution of compute-intensive blockchain workload among edge devices, and (b) monetization/reward policy for collaborative blockchain execution among edge nodes.

H. Cost and monetization models:

Caching economics is one of the least addressed issues in edge caching. Caching at UE and D2D communication leads to the storage, power, and data consumption of mobile devices. All UEs do not cache and share the same amount of content leading to an unfair communication scenario. Therefore, incentive models are necessary for UEs that afford more caching and transmission than other UEs. An example of a basic incentive mechanism can be higher download data rates and lower delay for the UE with higher sharing/transmission history. However, most D2D caching techniques lack an incentive mechanism and a standard is necessary for practical UE cache deployments. Moreover, the application of ML techniques for edge caching demands that UE, BSs, and other network entities capable of processing power collaboratively share the workload of compute-intensive learning methods. Based on the distributed contributions, each processing entity should be rewarded for participation in the learning process as all entities receive the same benefits of the optimal caching decisions. Relay nodes may be used in D2D communication, where the sender and receiver may not be in range. Specific monetization models for relay nodes also need to be defined so that an adhoc setup for data delivery may be established where sender and receiver may reside many hops away. To aggregate issues, compute-intensive Blockchain services are being integrated with edge networks. Despite the many-fold applications of blockchain in edge networks, the distribution of workload and monetization of resources among edge devices remains the main research issue.

I. Complexity:

The wireless edge networks have complex dynamics. When considering all dynamic parameters, such as channel variations, user mobility, user preference, content popularity, the optimization of caching cost (data transmission, delivery time, etc), the time complexity of solving optimization problems increases exponentially. In particular, the joint optimization of cache placement and physical layer transmission is deemed NP-hard. The caching optimization decisions are also online in nature, where changing dynamics require updates in the solution. Therefore, current research works do not incorporate multiple edge dynamics while assuming some of the parameters as constant to limit the complexity of the mathematical formulation. However, for higher CHRs and more applicable solutions, caching decision problems with realistic assumptions are necessary. Suboptimal solutions are seldom considered to reduce the complexity of online solutions for edge caching.

J. Standard Data Set:

A standard user preference and edge-based content popularity data set is required to compare research works and formulate baseline results. Existing research works either predict content popularity from no data or a data set that is not public. Furthermore, the existing data sets derive data from CDN or cloud sources that do not represent an edge...
network [46]. The MovieLens [204] data set containing information about real-world movies, users, and ratings are often applied for the evaluation of the recommendation systems. References [159], [118], [53], [54], [171] utilize the MovieLens data-set to predict the popularity of the content with various learning techniques. However, the MovieLens data-set represents features for cloud/CDN based user access and cannot be mapped to an edge network. Similarly, standard data sets for user mobility also impede baseline research [128].

Recent research published a public dataset of Facebook Live videos that can be filtered by location to formulate an edge network representation [205]. The data set contains ID and geo-location among other metadata of more than 1.5 Million Facebook Live videos collected from the Facebook Live Map. Further investigations are required to extract content popularity from the metadata. Moreover, efforts are needed to differentiate and highlight the differences in edge popularity and cloud popularity of the content. Such difference if not considered can significantly affect the cache population and CHR.

K. Joint network slicing and caching designs:

Network virtualization enabled network slicing is considered a key enabler of NGNs [206]. Network slicing allows MNOs to manage dedicated logical networks with specific functionality to service user requirements. For example, a vehicular RAN network can be composed of two slices where one supports time-critical driving services while the other network slice serves the bandwidth consuming video streaming services [207]. The distribution of network slices among bandwidth hungry and delay in-tolerant services can guide caching strategies to distribute content among BSs and UE in a RAN network. The joint consideration of network slicing with caching can bring great benefits for the MNO [208]. However, the joint network slicing and caching designs have been evaluated by only one of the listed works [145]. Further work is required to understand the interaction of network slicing with edge caching in edge resource management scenarios.

L. UAV assisted caching:

Researchers [42] proposed a novel UAV assisted caching scheme for edge networks. The scheme utilizes mmWave frequency for UAV-to-user communications while deploying UAV in user density areas and clusters. The UAV-to-user channel can provide high SNR than the BS-to-user channel in some scenarios. ML techniques can be applied to predict the content that must be cached in the UAV considering a user cluster that may request specific contents. Moreover, the population and spatial features of the cluster can be predicted by ML techniques for optimal cache decisions and delivery. However, mmWave frequency is highly sensitive to the physical environment and obstacles. Path loss occurs due to user mobility and line-of-sight changes. Coverage and blockage zones change dynamically which requires content duplication and highly dynamic content placement strategy. Therefore, user mobility and content popularity prediction models need to be accurate while accommodating the dynamic behavior of the mmWave channels [5, 209]. Future research works need to consider the constraints of mmWave communication while designing optimal D2D caching policies.

M. Application of Social Awareness in ML:

Social networks can provide essential leads to what to cache in edge networks. Social influencers often dictate what content mobile users access over edge networks. However, the studied state-of-the-art works have seldom employed social network analysis to train and predict their models [140], [35]. Social networks have been utilized to transfer content popularity using TL techniques [152]. However, many opportunities have been missed in the utilization of ML techniques for social-aware edge caching. For example, the authors in [109] had the opportunity to realize the effectiveness of clustering algorithms for community detection. Instead, graph-based techniques were used. Similarly, social media ties and content statistics could have been used for supervised learning of content popularity distributions in mobile networks [108]. Therefore, considerable improvement in existing research works can be done by aggregating ML with social-awareness.

IX. Conclusion

We comprehensively surveyed ML-based edge caching techniques in this article. We examined the role of 5G and NFV in edge caching. We provided an exhaustive taxonomy of the research domain with details of background topics including ML, edge networks, and caching. The state-of-the-art ML techniques were categorized into supervised learning, unsupervised learning, RL, NN, and TL based on application to problems of prediction and clustering. We critically compared and analyzed the research works on parameters, such as ML method, network scenario, ML objective, caching objective, caching location, replacement techniques, content popularity distribution, content request distribution, and user mobility models. Further, we aided edge caching with social-awareness, popularity prediction, and community detection techniques that engage ML methods. We compared social-aware caching techniques on social-awareness criteria, network scenario, caching objective, location, and replacement policies. We concluded that the social-aware caching techniques can be enhanced by practicing ML methods in popularity prediction and clustering. We further complemented our debate on ML-based edge caching by discussing future challenges and research issues on topics related to the exploration of encoding strategies, coded caching, federated caching, initiation of federated learning-based edge caching, multi-cast and CoMP delivery strategies, standard data sets, cost and monetization models, and the establishment of light-weight privacy-preserving and security mechanisms.

Acknowledgments

This work was supported by the Research and Development Office, Ministry of Education, Saudi Arabia.
G. Association et al., “5g spectrum-public policy position,” GSMA, London, UK, White Paper, 2016.

R. Huo, F. R. Yu, T. Huang, R. Xie, J. Liu, V. C. M. Leung, and Y. Liu, “Software defined networking, caching, and computing for green wireless networks,” IEEE Communications Magazine, vol. 54, no. 11, pp. 185–193, 2016.

Y. He, F. R. Yu, N. Zhao, V. C. Leung, and H. Yin, “Software-defined networks with mobile edge computing and caching for smart cities: A big data deep reinforcement learning approach,” IEEE Communications Magazine, vol. 55, no. 12, pp. 31–37, 2017.

F. Lei, Q. Dai, J. Cai, H. Zhao, X. Liu, and Y. Liu, “A proactive caching strategy based on deep learning in epc of 5g,” in International Conference on Brain Inspired Cognitive Systems, Springer, 2018, pp. 738–747.

D. Sin, A. Paul, and A. Rehman, “5g-enabled hierarchical architecture for software-defined intelligent transportation system,” Computer Networks, vol. 150, pp. 81–89, 2019.

J. Xie, F. R. Yu, T. Huang, R. Xie, J. Liu, C. Wang, and Y. Liu, “A survey of machine learning techniques applied to software defined networking (sdn): Research issues and challenges,” IEEE Communications Surveys Tutorials, vol. 21, no. 1, pp. 393–430, 2019.

M. Mehrabi, D. You, V. Latzko, H. Salah, M. Reisslein, and F. H. Fitzer, “Device-enhanced mec: Multi-access edge computing (mec) aided by end device computation and caching: A survey,” IEEE Access, vol. 7, pp. 166079–166108, 2019.

F. Z. Yusoff, M. Bredel, S. Schaller, and F. Schneider, “Nfv and sdnkey technology enablers for 5g networks,” IEEE Journal on Selected Areas in Communications, vol. 35, no. 11, pp. 2468–2478, 2017.

J. Ordonez-Lucena, P. Ameigeiras, D. Lopez, J. J. Ramos-Munoz, J. Lorca, and J. Folgueira, “Network slicing for 5g with sdn/nfv: Concepts, architectures, and challenges,” IEEE Communications Magazine, vol. 55, no. 5, pp. 80–87, 2017.

T. Taleb, A. Ksentini, and R. Jantti, “ ‘anything as a service’ for 5g mobile systems,” IEEE Network, vol. 30, no. 6, pp. 84–91, 2016.

X. Wang, Y. Han, C. Wang, Q. Zhao, X. Chen, and M. Chen, “In-edge ai: Intelligentizing mobile edge computing, caching and communication by federated learning,” IEEE Network, vol. 33, no. 5, pp. 156–165, 2019.

S. Alalmaei, M. Broadbent, N. Race, and S. Chelloug, “Openspace: Distributed sdn/nfv based in-network caching as a service,” in International Conference on Computing, Springer, 2019, pp. 265–277.

Y. Liu, J. C. Point, K. V. Katsaros, V. Glykantzis, M. S. Siddiqui, and E. Escalona, “Sdn/nfv based caching solution for future mobile network (5g),” in 2017 European Conference on Networks and Communications (EuCNC). IEEE, 2017, pp. 1–5.

T. Miyazawa and H. Harai, “Supervised learning based automatic Q. Chen, Z. Zheng, C. Hu, D. Wang, and F. Liu, “Analysis and optimization of caching in fog radio access networks,” in IEEE Transactions on Vehicular Technology, vol. 68, no. 8, pp. 8279–8283, 2019.

Y. Fadallallah, A. M. Tulino, D. Barone, G. Vettigli, J. Llorca, and J.-M. Gorce, “Coding for caching in 5g networks,” IEEE Communications Magazine, vol. 55, no. 2, pp. 106–113, 2017.

T. Taleb, I. Afolabi, K. Samdanis, and F. Z. Yusoff, “On multi-domain network slicing orchestration architecture and federated resource control,” IEEE Network, vol. 33, no. 5, pp. 262–267, 2019.

C. Ye, Y. Cui, Y. Yang, and R. Wang, “Optimal caching designs for perfect, imperfect, and unknown file popularity distributions in large-scale multi-tier wireless networks,” IEEE Transactions on Communications, vol. 67, no. 9, pp. 6612–6625, 2019.

E. Baccour, A. Erbad, K. Bilal, A. Mohamed, and M. Guizani, “Pecp: Proactive video chunks caching and processing in edge networks,” Future Generation Computer Systems, vol. 105, pp. 44–60, 2020.

J. Xu, K. Ota, and M. Dong, “Saving energy on the edge: In-memory caching for multi-tier heterogeneous networks,” IEEE Communications Magazine, vol. 56, no. 10, pp. 102–107, 2018.

W. Jiang, G. Feng, S. Qin, T. S. P. Yum, and G. Cao, “Multi-agent reinforcement learning for efficient content caching in mobile d2d networks,” IEEE Transactions on Wireless Communications, vol. 18, no. 3, pp. 1610–1622, 2019.

M.-C. Lee, H. Feng, and A. F. Molisch, “Dynamic caching content replacement in base station assisted wireless d2d caching networks,” IEEE Access, 2020.

K. Thar, N. H. Tran, T. Z. Oo, and C. S. Hong, “Deepmec: Mobile edge caching using deep learning,” IEEE Access, vol. 6, pp. 78260–78278, 2018.

F. Zhang, C. Xu, Y. Zhang, K. Ramakrishnan, S. Mukherjee, R. Yates, and T. Nguyen, “Edgebuffer: Caching and prefetching content at the edge in the mobilityfirst future internet architecture,” in 2015 IEEE 16th International Symposium on a World of Wireless, mobile and multimedia networks (WoWMoM). IEEE, 2015, pp. 1–9.

A. Kabir, G. Rehman, S. M. Gilani, E. J. Kitindi, Z. U. Abidin Jaffri, and K. M. Abbasi, “The role of caching in next generation cellular networks: A survey and research outlook,” Transactions on Emerging Telecommunications Technologies, vol. 31, no. 2, p. e3702, 2020.

Q. Zhao, S. Seng, M. Maharjan, Y. Zhang, and N. Ansari, “Deep reinforcement learning for cooperative content caching in vehicular edge computing and networks,” IEEE Internet of Things Journal, 2019.

X. Chen, H. Zhang, C. Wu, S. Mao, Y. Ji, and M. Bennis, “Optimized computation offloading performance in virtual edge computing systems via deep reinforcement learning,” IEEE Internet of Things Journal, vol. 6, no. 3, pp. 4005–4018, 2018.

L. Li, Y. Xu, J. Yin, W. Li, X. Chen, and Z. Han, “Deep reinforcement learning approaches for content caching in cache-enabled d2d networks,” IEEE Internet of Things Journal, 2019.

D. Liu, B. Chen, C. Yang, and A. F. Molisch, “Caching at the wireless edge: design aspects, challenges, and future directions,” IEEE Communications Magazine, vol. 54, no. 9, pp. 22–28, 2016.

K. Bilal, E. Baccour, A. Erbad, A. Mohamed, and M. Guizani, “Collaborative joint caching and transcoding in mobile edge networks,” Journal of Network and Computer Applications, vol. 136, pp. 86–99, 2019.

Y. Wei, Z. Zhang, F. R. Yu, and Z. Han, “Joint user scheduling and content caching strategy for mobile edge networks using deep reinforcement learning,” in 2018 IEEE International Conference on Communications Workshops (ICC Workshops). IEEE, 2018, pp. 1–6.

R. Q. Hu et al., “Mobility-aware edge caching and computing in vehicle networks: A deep reinforcement learning,” IEEE Transactions on Vehicular Technology, vol. 67, no. 11, pp. 10 190–10 203, 2018.

A. Malik, J. Kim, K. S. Kim, and W.-Y. Shin, “A personalized preference learning framework for caching in mobile networks,” IEEE Transactions on Mobile Computing, 2020.

H. Xiang, S. Yuan, and M. Peng, “A deep reinforcement learning based content caching and mode selection for slice instances in fog radio access networks,” in 2019 IEEE 90th Vehicular Technology Conference (VTC2019-Fall). IEEE, 2019, pp. 1–5.

X. Zhao, K. Yang, Q. Chen, H. Jiang, X. Xu, and X. Shuang, “Deep learning based mobile data offloading in mobile edge computing systems,” Future Generation Computer Systems, vol. 99, pp. 346–355, 2019.
Y. M. Saputra, D. T. Hoang, D. N. Nguyen, E. Dutkiewicz, D. Niyato, and D. I. Kim, “Distributed deep learning at the edge: A novel proactive and cooperative caching framework for mobile edge networks,” IEEE Wireless Communications Letters, vol. 8, no. 4, pp. 1220–1223, 2019.

P.-Y. Lin, H.-T. Chiu, and R.-H. Gau, “Machine-learning-driven optimal proactive edge caching in wireless small cell networks,” in 2019 IEEE 89th Vehicular Technology Conference (VTC2019-Spring). IEEE, 2019, pp. 1–6.

M.-P. Bui, N.-S. Vo, T.-T. Nguyen, Q.-N. Tran, and A.-T. Tran, “Social-aware caching and resource sharing optimization for video delivering in 5g networks,” in International Conference on Heterogeneous Networking for Quality, Reliability, Security and Robustness. Springer, 2019, pp. 73–86.

J. Luo, F. R. Yu, Q. Chen, and L. Tang, “Adaptive video streaming with edge caching and video transcoding over software-defined mobile networks: A deep reinforcement learning approach,” IEEE Transactions on Wireless Communications, 2019.

F. Cheng, S. Zhang, Z. Li, Y. Chen, N. Zhao, F. R. Yu, and V. C. Leung, “Uav trajectory optimization for data offloading at the edge of multiple cells,” IEEE Transactions on Vehicular Technology, vol. 67, no. 7, pp. 6376–6384, 2018.

K. N. Doan, T. Van Nguyen, T. Q. Quek, and H. Shin, “Content-aware proactive caching for backhaul offloading in cellular network,” IEEE Transactions on Wireless Communications, vol. 17, no. 5, pp. 3128–3140, 2018.

K. N. Doan, T. Van Nguyen, H. Shin, and T. Q. Quek, “Socially-aware caching in wireless networks with random d2d communications,” IEEE Access, vol. 7, pp. 58394–58406, 2019.

H. Y. R. Im, K. Thar, and C. S. Hong, “Q-learning based social community-aware energy efficient cooperative caching in 5g networks,” in 2019 Eleventh International Conference on Ubiquitous and Future Networks (ICUFN). IEEE, 2019, pp. 500–503.

C. Zhang, P. Ren, and Q. Du, “Learning-to-rank based strategy for caching in wireless small cell networks,” in International Conference on Internet of Things as a Service. Springer, 2018, pp. 111–119.

E. Bastug, M. Bennis, and M. Debbah, “Proactive caching in 5g small cell networks,” in Towards 5G: Applications, Requirements and Candidate Technologies. Wiley Online Library, 2016, pp. 78–98.

E. Bastug, M. Bennis, and M. Debbah, “Living on the edge: The role of proactive caching in 5g wireless networks,” IEEE Communications Magazine, vol. 52, no. 8, pp. 82–89, 2014.

Y. Qian, L. Hu, J. Chen, X. Guan, M. M. Hassan, and A. Alelaiwi, “Privacy-aware service placement for mobile edge computing via federated learning,” Information Sciences, vol. 505, pp. 562–570, 2019.

F. R. Yu and Y. He, Deep Reinforcement Learning for Wireless Networks. Springer, 2019.

Y. He, C. Liang, F. R. Yu, N. Zhao, and H. Yin, “Optimization of cache-enabled opportunistic interference alignment wireless networks: A big data deep reinforcement learning approach,” in 2017 IEEE International Conference on Communications (ICC). IEEE, 2017, pp. 1–6.

H. Xiang, M. Peng, Y. Sun, and S. Yan, “Mode selection and resource allocation in sliced fog radio access networks: A reinforcement learning approach,” IEEE Transactions on Vehicular Technology, vol. 69, no. 4, pp. 4271–4284, 2020.

P. Jiang, Z. Yuan, C. Sun, and J. Wang, “Deep q-learning-based content caching with update strategy for fog radio access networks,” IEEE Access, vol. 7, pp. 97505–97514, 2019.

X. Chen, H. Zhang, C. Wu, S. Mao, Y. Ji, and M. Bennis, “Performance optimization in mobile-edge computing via deep reinforcement learning,” in 2018 IEEE 88th Vehicular Technology Conference (VTC-Fall). IEEE, 2018, pp. 1–6.

A. Sadeghi, F. Sheikhholeslam, A. G. Marques, and G. B. Giannakis, “Reinforcement learning for adaptive caching with dynamic storage policy,” IEEE Journal on Selected Areas in Communications, vol. 37, no. 10, pp. 2267–2281, 2019.

C. Zhong, M. C. Gursoy, and S. Velipasalar, “A deep reinforcement learning-based framework for content caching,” in 2018 52nd Annual Conference on Information Sciences and Systems (CISS). IEEE, 2018, pp. 1–6.

Z. Ning, K. Zhang, X. Wang, M. S. Obaidat, L. Guo, X. Hu, B. Zhao, Y. Guo, D. Sadoun, and R. Y. Kwok, “Joint computing and caching in 5g-envisioned internet of vehicles: A deep reinforcement learning-based traffic control system,” IEEE Transactions on Intelligent Transportation Systems, 2020.

W. Hoiles, S. S. Tanzil, and V. Krishnamurthy, “Risk-averse caching policies for youtube content in femtocell networks using density forecasting,” IEEE Transactions on Cloud Computing, 2018.

B. Bharath, K. G. Nagananda, and H. V. Poor, “A learning-based approach to caching in heterogeneous small cell networks,” IEEE Transactions on Communications, vol. 64, no. 4, pp. 1674–1686, 2016.

P. Wang, G. Feng, S. Qin, and Y.-C. Liang, “Learning-based cooperative content caching policy for mobile edge computing,” in ICC 2019-2019 IEEE International Conference on Communications (ICC). IEEE, 2019, pp. 1–6.

J. Chuan, L. Wang, and R. Ma, “Machine learning based popularity regeneration in caching-enabled wireless networks,” in 2019 IEEE 38th Annual International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC). IEEE, 2019, pp. 1–6.

A. Khurshid, A. N. Khan, F. G. Khan, M. Ali, J. Shuja, and A. u. R. Khan, “Secure-camflow: A device-oriented security model to assist information flow control systems in cloud environments for iots,” Concurrency and Computation: Practice and Experience, vol. 31, no. 8, p. e4729, 2019.

G. Li, Z. Cai, G. Yin, Z. He, and M. Siddula, “Differentially private recommendation system based on community detection in social network applications,” Security and Communication Networks, vol. 2018, 2018.

A. Adeel, M. Ali, A. N. Khan, T. Khalid, F. Rehman, Y. Jararweh, and J. Shuja, “A multi-attack resilient lightweight iot authentication scheme,” Transactions on Emerging Telecommunications Technologies, p. e3678, 2019.

J. Gu, W. Wang, A. Huang, H. Shan, and Z. Zhang, “Distributed cache replacement for caching-enable base stations in cellular networks,” in 2014 IEEE International Conference on Communications (ICC). IEEE, 2014, pp. 2648–2653.

B. Chen and C. Yang, “Caching policy for cache-enabled d2d communications by learning user preference,” IEEE Transactions on Communications, vol. 66, no. 12, pp. 6586–6601, 2018.

A. Tatar, M. D. De Amarim, S. Fidida, and P. Antoniadis, “A survey on predicting the popularity of web content,” Internet of Internet Services and Applications, vol. 5, no. 1, p. 8, 2014.

G. Allison, M. Garetto, and E. Leonardi, “Content-centric wireless networks with limited buffers: When mobility hurts,” IEEE/ACM Transactions on Networking, vol. 24, no. 1, pp. 299–311, 2014.

Y. He, F. R. Yu, N. Zhao, and H. Yin, “Secure social networks in 5g systems with mobile edge computing, caching, and device-to-device communications,” IEEE Wireless Communications, vol. 25, no. 3, pp. 103–109, 2018.

Z. Wang, J. Liu, and W. Zhu, “Social-aware video delivery: challenges, approaches, and directions,” IEEE network, vol. 30, no. 5, pp. 35–39, 2016.

Y. Wu, C. Wu, B. Li, L. Zhang, Z. Li, and F. C. Lau, “Scaling social media applications into geo-distributed clouds,” IEEE/ACM Transactions On Networking, vol. 23, no. 3, pp. 689–702, 2014.

A. Said, R. A. Abbasi, O. Maqbool, A. Daud, and N. R. Alijohani, “Cc-ga: A clustering coefficient based genetic algorithm for detecting communities in social networks,” Applied Soft Computing, vol. 63, pp. 59–70, 2018.

T. You, H.-M. Cheng, Y.-Z. Ning, B.-C. Shia, and Z.-Y. Zhang, “Community detection in complex networks using density-based clustering algorithm and manifold learning,” Physica A: Statistical Mechanics and its Applications, vol. 464, pp. 221–230, 2016.

M.-P. Bui, N.-S. Vo, S. Q. Nguyen, and Q.-N. Tran, “Social-aware caching and resource sharing maximized video delivery capacity in 5g ultra-dense networks,” Mobile Networks and Applications, pp. 1–13, 2019.

J. Yang, J.-Y. Lee, M. Choi, and Y. Joo, “A new approach to determine the optimal number of clusters based on the gap statistic,” in International Conference on Machine Learning for Networking. Springer, 2019, pp. 227–239.

S. Mishra, M.-A. Rizoiu, and L. Xie, “Feature driven and point process approaches for popularity prediction,” in Proceedings of the 25th ACM International on Conference on Information and Knowledge Management, 2016, pp. 1069–1078.

P. Rathord, A. Jain, and C. Agrawal, “A comprehensive review on online news popularity prediction using machine learning approach,” International Journal of Computer Applications, vol. 10, no. 20, p. 50, 2019.

N. Garg, M. Sellathurai, V. Bhatia, B. Bharath, and T. Rattanaraj, “Online content popularity prediction and learning in wireless edge caching,” IEEE Transactions on Communications, 2019.
