Human and natural drivers of the recent contrasting trends between daytime and nighttime hot extremes
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The frequency and duration of extreme heat events, including heat waves (HWs, daytime hot extremes) and tropical nights (TNs), are increasing significantly as the climate warms, adversely affecting human health, agriculture, and energy consumption. Although many detection and attribution studies have examined extreme heat events, the underlying mechanisms associated with the recent increase in HWs and TNs remain unclear. In this study, we analyze the controlling factors behind the distinct increases in HW and TN events over the Northern Hemisphere during boreal summer (June to August). We found that the occurrence of HW events has been increasing gradually since 1980, mostly due to anthropogenic forcing. However, the occurrence of TN events increased abruptly during the late 1990s and has changed little since then. We demonstrate that this sudden increase in TN events is closely associated with low frequency variability in sea surface temperature, including the Pacific Decadal Oscillation, indicating its natural origin. We further found that CMIP5 climate models fail to capture the observed non-linear
increases in TN events, implying potentially large uncertainty in future projections of nighttime heat events and its impacts on human society and ecosystem.

The Earth’s global average surface temperature has been gradually increasing since 1880; most of the hottest years observed have been since 2010\(^1\), and those changes are found to be mainly caused by an increase in the greenhouse gas concentration from the pre-industrial period. Along with the increase in surface temperature, extreme weather events such as heat waves (HWs, daytime hot extremes), tropical nights (TNs, nighttime hot extremes), floods, and intense typhoons have occurred with increased frequency in the past few decades\(^2-5\). In particular, hot extremes, including HWs and TNs, have occurred more frequently and become more intense since the mid-20\(^{th}\) century\(^2-3,6-10\). Society has paid much attention to those extreme heat events because they cause increases in mortality and morbidity, often because of cardiovascular disease\(^11-14\).

The climate community has made a tremendous effort to understand the external and internal causes of extreme heat events and how they will change under global warming\(^15-17\). Most previous studies focused on detection and attribution of extreme heat events by comparing long-term changes in observations and climate model simulations from the Coupled Model Inter-comparison Project (CMIP) phase 3 or 5. Some studies have suggested that the increase in HWs could be attributed mainly to anthropogenic forcing, not natural variability\(^2,4\). However, other studies have suggested that natural climate variability, including the North Atlantic Oscillation, El Niño–Southern Oscillation (ENSO), monsoon, and Arctic Oscillation, is responsible for the occurrence of HWs\(^18,19\). Even though TNs cause more human deaths than HWs\(^20\), however, less attention has been paid to the role of anthropogenic forcing and natural variability in driving the increase in TN events. Furthermore, few attempts have been made to
understand the different space–time response patterns and physical processes associated with HWs and TNs. In this study, we examine the statistics of HWs and TNs that occurred in the Northern Hemisphere (NH) during boreal summer (June, July, August; JJA) from 1980–2018 by analyzing observational datasets and 18 CMIP5 climate models (Method sections and Supplementary Table 1) to determine whether the recent increase in HWs and TNs is primarily controlled by anthropogenic forcing, natural variability, or both. To facilitate our analyses, we define pure HWs and pure TNs21 (Methods and Table 1), instead of using typical definitions, to clarify the physical processes and statistics associated with them.

Results

Contrasting trends in the HW and TN events in the NH during boreal summer We first show the frequency of HW and TN events in the NH during June, July, August, and JJA from 1980–2018 (Fig. 1). Although the occurrence of both HWs and TNs increased throughout the entire period (Supplementary Table 2a), both in each month and in JJA overall, the details of their temporal properties are quite different. The occurrence of HWs has increased gradually since 1980 (Figs. 1a–d), whereas TNs increased suddenly in the late 1990s, with negligible trends before and after that change (Supplementary Table 2b). In fact, the occurrence of TNs underwent a regime shift increase in the late 1990s (Supplementary Fig. 1 and Methods). A regime shift is characterized by an abrupt transition from one quasi-steady climate state (15-20 years) to another, with a transition period that is much shorter than the length of the individual epochs.22 No such abrupt increase was observed in HWs (Supplementary Fig. 1); they instead showed significant, consistent increases before and after the late 1990s for each month and JJA overall (Supplementary Table 2c). Furthermore, the simultaneous correlation coefficient in HW and TN frequency during JJA (Fig. 1d and Fig. 1h) is negligible, 0.04 for 1980–2018 without a linear trend, indicating that the variability in HWs and TNs is unrelated. In fact, HW
occurrence is dominant on the interannual timescales without a linear trend, whereas a low-frequency variability of TN occurrence is prominent (Supplementary Fig. 2). The differences in the temporal properties of HWs and TNs could indicate that the causes of their recent increases are not the same.

The significant increasing trend in HW occurrence for the entire period suggests that a primary influence is anthropogenic forcing, as indicated in previous studies\(^2\text{-}^4\). We discuss this later in our analysis of the CMIP5 climate models. Most previous studies showed that anthropogenic forcing is the primary contributor to the gradual increase in HWs at the regional and global scales\(^23\text{-}^24\). They argued that the number of global HW days increases as the global mean surface temperature increases\(^25\text{-}^26\). Furthermore, they predict that future HW events in most regions in the NH will become more intense, more frequent, and longer lasting in the second half of the 21\(^{st}\) century\(^5\). Although a regression analysis does not imply causality, regressed sea surface temperature (SST) anomalies against the frequency of HWs supports the notion that the increasing trend in HW events is associated with an increase in global SST, in addition to an increase in land surface temperature (Supplementary Fig. 3). Furthermore, the variability in HW events (without a linear trend) is closely associated with an El Nino-like SST structure\(^27\text{-}^28\) (Supplementary Fig. 4). This suggests that the increasing trend in HWs in the NH during JJA is mostly due to anthropogenic global warming and the remaining interannual variability in HW occurrence is affected by natural variability, including ENSO.

In contrast, the significant increasing trend in TN occurrence across the entire period is characterized by a regime shift–like increase in the late 1990s (Figs. 1e–h and Supplementary Fig. 1). In other words, the increase in TNs after the late 1990s cannot be explained solely by anthropogenic forcing.

**An abrupt increase in TN events in the observation** Figure 2a displays the difference in TN
frequency before and after the regime shift (1998–2018 minus 1980–1997). The distinct increase in TN occurrence is significant over several regions: Western Europe, East Asia, Northeastern Eurasia, central Africa, and southwestern North America. To examine the cause of that abrupt increase in TN events, we calculate the regressed SST anomalies against the time series of TN occurrences with and without a linear trend (Figs. 2b,c). Both SST anomalies are characterized by warm temperatures in a horseshoe shape in the western-to-central North and South Pacific accompanied by anomalously cool temperatures in the tropical eastern Pacific Ocean, which is similar to the conditions during a negative phase of the Pacific Decadal Oscillation (PDO) (see also Supplementary Fig. 5). Furthermore, a positive phase of the Atlantic Multi-decadal Oscillation-like SST is also evident along with warm SST in the Indian Ocean basin (Figs. 2b,c). Note that without a linear trend, the TN occurrence during JJA is also characterized by a regime shift increase during the late 1990s although its amplitude is weaker (Fig. 2d,e). This result indicates that the regime shift–like increase in TN occurrence is largely explained by natural climate variability associated with low-frequency SST variations, including the PDO.

**Human and natural causes of the contrasting trends between HWs and TNs.** To examine those hypotheses, we analyze the frequency of HWs and TNs simulated by 18 CMIP5 climate models, using their ensemble means for each summer month and JJA during 1980–2018 (Fig. 3). In this analysis, we combined historical simulations for 1980–2005 with the corresponding Representative Concentration Pathway (RCP) 4.5 scenario simulations for 2006–2018 (see also Methods). In the multi-model ensemble means and in each ensemble member, HWs show statistically significant increasing trends during June, July, August, and JJA overall, although the magnitude of the trend was weaker than in the observations (Figs. 3a–d). Statistically significant increases in the occurrence of HWs are also found in all the individual models
Unlike in the observations, however, the ensemble means for July, August, and JJA present a regime shift increase in the occurrence of HWs in the late 1990s (Supplementary Fig. 6), mostly due to a large increase in HW occurrences after the late 1990s (Supplementary Table 3) that can be explained by stronger anthropogenic forcing during recent decades. It is noteworthy that the increasing trend in HW events after the late 1990s is also larger than that before the late 1990s in the observations (Supplementary Table 2). Thus, this supports that anthropogenic forcing significantly contributes to the increase in observed HWs in the recent past.

On the other hand, in contrast to the observations (Figs. 1e–h), the multi-model ensemble means for TN events show statistically significant increasing trends during June, July, August, and JJA overall (Figs. 3e–h). Those statistically significant increases in TN occurrence are also found in each individual model (figure not shown). Although the ensemble mean for TN events also experienced a regime shift increase after the late 1990s (Supplementary Fig. 6), in accordance with the observations, its increasing trend after the late 1990s remains significant, unlike the observations (Supplementary Table 3). We argue that increases in both HW and TN events after the late 1990s could be caused by anthropogenic forcing in CMIP5 climate models. Furthermore, we find coherence in the HW and TN occurrences simulated in the CMIP5 climate models regardless of a linear trend, which is in contrast to the observations. Whereas the variabilities in HW and TN events are poorly correlated without linear trends in the observations, they are highly correlated in each CMIP5 climate model, with and without linear trends (Supplementary Table 4). Furthermore, the simultaneous correlation coefficient between the ensemble mean for the occurrence of HW and TN events in JJA is 0.99 and 0.88 with and without linear trends, respectively, which are statistically significant above the 99% confidence level. These results indicate that although anthropogenic forcing plays a major role in the increase in TNs in the CMIP5 climate models, as with the occurrence of HWs, natural
variability largely explains the regime shift-like temporal structure of TN occurrences in the
observations.

We further examine the physical processes associated with the TNs simulated in each
CMIP5 climate model. To do so, we calculate the regressed SST anomalies against TN
occurrence without a linear trend in each model (Figs. 4a–r). Unlike the observations, the
regressed SST anomalies in most CMIP5 climate models are characterized by an El Nino-like
SST structure or a positive phase of PDO-like SST. The ensemble mean structure (Fig. 4s) is
classified by warm SST in the central-to-eastern tropical Pacific and the Indian Ocean basin,
with cool SST anomalies in the western-to-central North Pacific. It should be noted that the
ensemble mean structure of regressed SST against with the HW frequency without a linear
trend in CMIP5 climate models are similar to each other (Supplementary Fig. 7). These results
suggest that the variability in the occurrence of both HWs and TNs is associated with a similar
SST structure in the CMIP5 climate models.

Discussion

We conclude that the contributing factors associated with variability in the occurrence of HWs
and TNs are similar in the CMIP5 climate models, which is not seen in the observation. While
the increasing trend in HWs in the NH during JJA is mostly due to anthropogenic global
warming, the significant increasing trend in TN occurrence across the entire period is
characterized by a regime shift–like increase in the late 1990s. Therefore, the increase in TNs
in the observation cannot be explained solely by anthropogenic forcing. In particular, we
emphasize that the CMIP5 climate models fail to simulate the characteristics of TN occurrence
found in the observations, which could be caused by the models’ failure to correctly simulate
decadal SST variability in the tropics\textsuperscript{29}. This implies that the uncertainty in future projections
based on the CMIP5 climate models can be large for extreme heat events, particularly TNs,
which should be carefully considered.

Methods

**Observational datasets** In this study, we used two observational gridded datasets, the Climate Prediction Center (CPC) global daily temperature\textsuperscript{30} and the Hadley Centre Sea Ice and Sea Surface Temperature\textsuperscript{31} (HadISST). The CPC daily temperature dataset, with a horizontal resolution of 0.5° × 0.5°, was developed by the American National Oceanic and Atmospheric Administration (NOAA) using the Shepard algorithm and Global Telecommunication System data. The data provided are the maximum temperature ($T_{\text{max}}$) and minimum temperature ($T_{\text{min}}$); we calculated the average daily temperature ($T_{\text{mean}}$) from $T_{\text{max}}$ and $T_{\text{min}}$. Monthly SST data were obtained from HadISST. The period is boreal summer from 1980 to 2018.

**CMIP5 climate models** CMIP5 historical simulations for the period of 1980 to 2005 and RCP4.5 simulations from 2006 to 2018 were used. Historical runs were simulated using the time-varying observed atmospheric composition as affected by both anthropogenic and volcanic influences, solar forcing, emissions or concentrations of short-lived species, natural and anthropogenic aerosols or their precursors, and land use. The RCP4.5 runs assumed that radiative forcing will increase and then stabilize at approximately 4.5W/m\textsuperscript{2} after 2100\textsuperscript{32}.

**Heatwave (HW) and Tropical Night (TN) events** We used a percentile threshold to statistically approach pure HWs and TNs in the NH during boreal summer (June-to-August). The climatology was for the period of June, July, and August from 1981 to 2010. Pure HW events were calculated as days when $T_{\text{max}}$ equaled or exceeded the 90\textsuperscript{th} percentile of the climatological $T_{\text{max}}$, and $T_{\text{min}}$ was inferior to the 90\textsuperscript{th} percentile of the climatological $T_{\text{min}}$ on each grid. Pure TN events were calculated as days when $T_{\text{min}}$ equaled or exceeded the 90\textsuperscript{th}
percentile of climatological $T_{min}$, and $T_{max}$ was inferior to the 90th percentile of climatological $T_{max}$ on each grid. We identically applied a percentile threshold to define pure HWs and TNs simulated in CMIP5 climate models like the observation. For June, July, and August from 1980 to 2005, we used CMIP5 historical simulation data, and for June, July, and August from 2006 to 2010, we combined CMIP5 RCP4.5 simulation data. The climatology data were from 1981 to 2010 in each CMIP5 climate model.

Regime shift analysis and Power spectral analysis The regime shift analysis used a method developed by Rodionov\textsuperscript{33} on the basis of a two-tailed student’s test (details of regime shift detection are offered by NOAA, available at http://www.beringclimate.noaa.gov/regimes/#userconsent\#). This method was applied to the time series of HW and TN occurrences. Before the regime shift analysis, we set the significance level to 0.05, cut-off length to 15, and Huber weight parameter to 1. If there were not 15 years left before and after a regime shift year, it is not shown in the regime shift index. The confidence level for the difference between the mean values of neighboring regimes was more than 99%. We also conducted the power spectral analysis using the NCL https://www.ncl.ucar.edu/Document/Functions/Shea_util/specx_ci.shtml

Code availability

All other code used to produce the figures can be made available upon request from the corresponding author.

Data availability

All model output analysed in the study is stored on the data servers at the Hanyang University in Ansan, South Korea, and can be made available upon request from the corresponding author.
The observational datasets that support the findings are publicly available. The CPC daily temperature dataset provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their website at https://psl.noaa.gov/data/gridded/data.cpc.globaltemp.html. The HadISST data could be accessed via https://psl.noaa.gov/data/gridded/data.cpc.globaltemp.html.
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**Table 1. Definitions of pure heat waves (HWs) and tropical nights (TNs).**

| Definition | HWs | TNs |
|------------|-----|-----|
| T_max ≥ 90\(^{th}\) percentile threshold of climatological T_max and T_min < 90\(^{th}\) percentile threshold of climatological T_min | T_min ≥ 90\(^{th}\) percentile threshold of climatological T_min and T_max < 90\(^{th}\) percentile threshold of climatological T_max |
Fig. 1. Observational time series of HW and TN occurrences. The frequency of HWs and TNs was calculated using the daily and area-weighted average in the Northern Hemisphere from 1980 to 2018. a Frequency of HWs in June. b, c, and d Same as a, but in July, August, and JJA, respectively. e Frequency of TNs in June. f, g, and h Same as e, but in July, August, and JJA, respectively. The red line indicates a linear trend. The value in the bottom right of each figure indicates the significance probability of a linear trend. The green line denotes the mean value of the regime.
Fig. 2. The characteristic properties in TN occurrence frequency. a Differences in TN frequency in the Northern Hemisphere before and after the regime shift. The differences were calculated by subtracting the mean TN frequency before the regime from the mean TN frequency after the regime. The unit is day/month. b, c indicate the regressed of SST anomalies against the time series of TN occurrences with and without a linear trend, respectively. SST anomalies were calculated by subtracting the climatology (1980-2018) from the raw SST dataset. Unit in b, c is °C. The black dots denote areas significant at the 95% confidence level. d Observational time series of TN occurrences without a linear trend. e Regime shift index of TN frequency without a linear trend. In analyzing the regime shift, the following parameters were used: probability level of 0.05, cut-off length set to 15, and Huber’s weight parameter of 1.0. The confidence level of the difference between the mean values of the neighboring regimes is above 99%.
Fig. 3. Time series of HW and TN occurrences in CMIP5 models. The frequency of HWs and TNs was calculated using daily and area-weighted averages in the Northern Hemisphere from 1980 to 2018. a Frequency of HWs in June. b, c, and d Same as a, but in July, August, and JJA, respectively. e Frequency of TNs in June. f, g, and h Same as e, but in July, August, and JJA, respectively. The black line shows the ensemble mean of 18 CMIP5 models. The red line indicates a linear trend of the ensemble mean. The value in the bottom right of each figure denotes the significance probability of a linear trend. The legends on the bottom right represent the individual models, ensemble mean, and observation data.
Fig. 4. Regression of SST anomalies against TN frequency without a linear trend in 18 CMIP5 climate models. a The regression of SST anomalies against the time series of TN occurrences in JJA without a linear trend in the ACCESS1-0 model. b, c, d, e, f, g, h, i, j, k, l,
Same as a, but for ACCESS 1-3, bcc-csm1-1, CanCM4, CCSM4, CESM1-BGC, CNRM-CM5, CSIRO-Mk3-6-0, EC-EARTH, FGOALS-g2, GFDL-CM3, HadCM3, inmcm4, IPSL-CM5A-LR, MIROC5, MPI-ESM-LR, MRI-CGCM3, NorESM1-M, and ensemble mean, respectively. SST anomalies were calculated using climatology across the entire period in each individual model. The unit is °C. The black dots indicate areas significant at the 95% confidence level.
Supplementary Table 1. Description of the CMIP5 climate models used in this paper.

| Model          | Institution ID / Country          | Resolution (Lon. x Lat.) | Ocean/atmosphere |
|----------------|----------------------------------|--------------------------|------------------|
| 1 ACCESS1-0    | CSIRO-BOM / Australia            | 360 x 181 / 192 x 145    |                  |
| 2 ACCESS1-3    | CSIRO-BOM / Australia            | 360 x 181 / 192 x 145    |                  |
| 3 bcc-csm1-1   | BCC / China                      | 360 x 181 / 128 x 64     |                  |
| 4 CanCM4       | CCCma / Canada                   | 360 x 181 / 128 x 64     |                  |
| 5 CCSM4        | NCAR / USA                       | 360 x 181 / 288 x 192    |                  |
| 6 CESM1-BGC    | NSF-DOE-NCAR / USA               | 360 x 181 / 288 x 192    |                  |
| 7 CNRM-CM5     | CNRM-CERFACS / France            | 360 x 181 / 256 x 128    |                  |
| 8 CSIRO-Mk3-6-0| CSIRO-QCCCE / Australia          | 360 x 181 / 192 x 96     |                  |
| 9 EC-EARTH     | EC-EARTH / Europe                | 360 x 181 / 320 x 160    |                  |
| 10 FGOALS-g2   | LASG-CESS / China                | 360 x 181 / 128 x 60     |                  |
| 11 GFDL-CM3    | NOAA-GFDL / USA                  | 360 x 181 / 144 x 90     |                  |
| 12 HadCM3      | MOHC / UK                        | 360 x 181 / 96 x 73      |                  |
| 13 inmcm4      | INM / Russia                     | 360 x 181 / 180 x 120    |                  |
| 14 IPSL-CM5A-LR| IPSL / France                    | 360 x 181 / 96 x 96      |                  |
| 15 MIROC5       | MIROC / Japan                    | 360 x 181 / 256 x 128    |                  |
| 16 MPI-ESM-LR  | MPI-M / Germany                  | 360 x 181 / 192 x 96     |                  |
| 17 MRI-CGCM3   | MRI / Japan                      | 360 x 181 / 320 x 160    |                  |
| 18 NorESM1-M   | NCC / Norway                     | 360 x 181 / 144 x 96     |                  |
Supplementary Table 2. Linear trends in HW and TN frequency in observational data.  

Linear trends in HW and TN frequency for the entire period (1980–2018).  

|       | HW     | TN     |
|-------|--------|--------|
| Jun   | 0.04***| 0.04***|
| Jul   | 0.04***| 0.04***|
| Aug   | 0.04***| 0.05***|
| JJA   | 0.04***| 0.04***|

b. Trends of TN occurrence frequency before and after the late 1990s

|       | 1980-1997 | 1998-2018 |
|-------|-----------|-----------|
| Jun   | -0.01     | 0.00      |
| Jul   | -0.01     | 0.00      |
| Aug   | -0.01     | 0.01      |
| JJA   | -0.01     | 0.00      |

c. Trend of HW occurrence frequency before and after the late 1990s

|       | 1980-1997 | 1998-2018 |
|-------|-----------|-----------|
| Jun   | 0.04***   | 0.06***   |
| Jul   | 0.04*     | 0.06***   |
| Aug   | 0.04*     | 0.06***   |
| JJA   | 0.04**    | 0.06***   |
**Supplementary Table 3. Linear trends in HW and TN occurrence frequency in CMIP5.**

*a* Linear trends of HW occurrence frequency before and after the late 1990s each month. *b* Same as *a*, but for TN. The unit is occurrence frequency number/year. The statistical significance at the 99% level was shown by *.

### a. Trend of HW occurrence frequency before and after the late 1990s

|       | Before the late 1990s | After the late 1990s |
|-------|-----------------------|----------------------|
| **Jun** | 0.01                  | 0.03*                |
| **Jul**  | 0.01                  | 0.03*                |
| **Aug**  | 0.01                  | 0.03*                |
| **JJA**  | 0.01                  | 0.03*                |

### b. Trend of TN occurrence frequency before and after the late 1990s

|       | Before the late 1990s | After the late 1990s |
|-------|-----------------------|----------------------|
| **Jun** | 0.01                  | 0.06*                |
| **Jul**  | 0.02                  | 0.08*                |
| **Aug**  | 0.02                  | 0.07*                |
| **JJA**  | 0.02                  | 0.07*                |
Supplementary Table 4. Correlation coefficients between HW and TN frequency in CMIP5 18 models with and without a linear trend. Statistical significance at the 95% and 99% level is denoted by * and **, respectively.

| Model               | Correlation coefficient with (a linear) trend | Correlation coefficient without (a linear) trend |
|---------------------|----------------------------------------------|-----------------------------------------------|
| ACCESS1-0           | 0.94**                                       | 0.62**                                       |
| ACCESS1-3           | 0.91**                                       | 0.58**                                       |
| bcc-csm1-1          | 0.89**                                       | 0.64**                                       |
| CanCM4              | 0.89**                                       | 0.65**                                       |
| CCSM4               | 0.89**                                       | 0.66**                                       |
| CESM1-BGC           | 0.92**                                       | 0.76**                                       |
| CNRM-CM5            | 0.94**                                       | 0.84**                                       |
| CSIRO-Mk3-6-0       | 0.91**                                       | 0.81**                                       |
| EC-EARTH            | 0.87**                                       | 0.60**                                       |
| FGOALS-g2           | 0.86**                                       | 0.51**                                       |
| GFDL-CM3            | 0.91**                                       | 0.65**                                       |
| HadCM3              | 0.81**                                       | 0.47**                                       |
| Inmcm4              | 0.68**                                       | 0.39**                                       |
| IPSL-CM5A-LR        | 0.95**                                       | 0.74**                                       |
| MIROC5              | 0.85**                                       | 0.61**                                       |
| MPI-ESM-LR          | 0.88**                                       | 0.70**                                       |
| MRI-CGCM3           | 0.72**                                       | 0.49**                                       |
| NorESM1-M           | 0.93**                                       | 0.81**                                       |
Supplementary Fig. 1 Regime shift detection in HW and TN frequency. a Regime shift index of HW frequency in June with observational data. b, c, d Same as a, but in July, August, and JJA, respectively. e-h are the same as in a-d except but the regime shift index of TN frequency with observational data. The blue bar represents the regime shift index identified with the regime shift analysis. In determining the regime shift index, the following parameters were used: probability level of 0.05, cut-off length set at 15, and Huber’s weight parameter of 1.0. The confidence level of the difference between the mean values of the neighboring regimes is above 99%.
Supplementary Fig. 2 Power spectrum of HW (a) and TN (b) frequency without a linear trend. The thick black lines indicate the power spectrum for HW and TN frequency in JJA without a linear trend. As an indicator, the dashed blue and red lines show the lower 10% and upper 90% confidence bounds, respectively. The green line represents the Markov red noise spectrum.
Supplementary Fig. 3 Characteristics of SST and land surface temperature associated with the HW occurrence in JJA with a linear trend

**a** Regressed SST anomalies against the time series of HW occurrences in JJA with a linear trend. **b** Regressed $T_{\text{mean}}$ anomalies against the time series of HW occurrences in JJA with a linear trend. SST and $T_{\text{mean}}$ anomalies were calculated using climatology across the whole period. The unit is °C. The black dots denote areas significant at the 95% confidence level.
Supplementary Fig. 4 The spatial structure of SST anomalies associated with the HW occurrence in JJA without a linear trend. Regressed SST anomalies against the time series of HW occurrences in JJA without a linear trend. SST anomalies were calculated using climatology across the entire period. The unit is °C. The black dots indicate areas significant at the 95% confidence level.
Supplementary Fig. 5 The PDO structure in JJA. Regression between SST anomalies and
the PDO index with a linear trend. The regression between the PDO index and SST anomalies
is for JJA from 1980 to 2018. SST anomalies were calculated using climatology from the entire
period. The PDO index was calculated using monthly values available from
http://research.jisao.washington.edu/pdo/PDO.latest.txt. The pattern is reversed to the origin.
The unit is °C. The black dots indicate areas significant at the 95% confidence level.
Supplementary Fig. 6 Regime shift analysis of ensemble mean for HW and TN frequency in CMIP5 climate models with a cut-off length of 15. a Regime shift index of HW frequency using the ensemble mean of the CMIP5 models in June. b, c, d Same as a, but in July, August, and JJA, respectively. e Regime shift index of TN frequency using the ensemble mean of the CMIP5 models in June. f, g, h Same as e, but in July, August, and JJA, respectively. The blue bar indicates the regime shift index. In determining the regime shift, the following parameters were used: probability level of 0.05, cut-off length set at 15, and Huber’s weight parameter of 1.0. The confidence level of the difference between the mean values of the neighboring regimes is above 99%.
Supplementary Fig. 7 Regressed SST anomalies against the time series of ensemble mean HWs without a linear trend. SST anomalies were calculated using climatology across the entire period and averaging the individual models. The unit is °C. The black dots denote areas significant at the 95% confidence level.