ANALYSIS OF OBSTACLES IMMERSED IN VISCOUS FLUIDS USING BRINKMAN’S LAW FOR STEADY STOKES AND NAVIER–STOKES EQUATIONS
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Abstract. From the steady Stokes and Navier–Stokes models, a penalization method has been considered by several authors for approximating those fluid equations around obstacles. In this work, we present a justification for using fictitious domains to study obstacles immersed in incompressible viscous fluids through a simplified version of Brinkman’s law for porous media. If the scalar function $\psi$ is considered as the inverse of permeability, it is possible to study the singularities of $\psi$ as approximations of obstacles (when $\psi$ tends to $\infty$) or of the domain corresponding to the fluid (when $\psi = 0$ or is very close to 0). The strong convergence of the solution of the perturbed problem to the solution of the strong problem is studied, also considering error estimates that depend on the penalty parameter, for fluids modeled with both the Stokes and Navier–Stokes equations with inhomogeneous boundary conditions. A numerical experiment is presented that validates this result and allows us to study the application of this perturbed problem simulation of flows and the identification of obstacles.
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1. Introduction. When modeling flows containing obstacles or enclosed by solid walls with a complex geometry, there are at least two main approaches: using body-fitted unstructured meshes to simulate the geometries and using a simplified mesh adding a penalization term in the differential equations.

In numerical methods relying on the discretization with body-fitted geometry, solid walls are treated by Dirichlet boundary conditions on a mesh refined in the neighborhood of the wall. However, in these methods it is necessary to rebuild the meshes whenever the geometry changes, which could be a disadvantage for computing performance.

The approach given by the addition of penalization terms has been reported in the pioneering work of Angot and Caltagirone [6] and [22], where the authors in addition show a numerical validation of the model. Instead of considering Dirichlet boundary conditions on solid walls, in these methods the addition of a penalization or forcing term is considered in order to make the flow immovable inside the obstacles. The additional term can be seen as Brinkman’s law for imposing porous wall conditions [10], and it corresponds to the limit to null porosity. This method is versatile in terms
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of geometry: the mesh does not need to depend on the shape of the solid body, so several geometries can be simulated in a simpler way.

Several extensions for Brinkman’s penalty method have been studied; for example, the penalization was used to model the interface of multiphase flows [8, 9] and to study gas-particle flows coupling weakly compressible formulation of the Navier–Stokes equations with mass and heat transfer [19], moving obstacles [24], and penalizing Dirichlet or Neumann conditions applied on obstacle boundaries [26, 27]. In [12] the authors propose an extension to Brinkman penalization for generalized Neumann and Robin boundary conditions by introducing hyperbolic penalization terms with characteristics pointing inward on solid obstacles. In [28] the authors also study the Brinkman penalization method for Neumann and Robin boundary conditions. This method has been extended even for other equations; see, for example, [21] and [25].

In addition, beyond the simulation of flows, the inverse problem of the obstacles or wall shape estimation also can be studied considering the approaches mentioned above, that is, body-fitted unstructured meshes or the addition of a penalization term. For the first approach, we can find, for example, works of [7] and [14], where the authors provide identifiability and stability results, and [3], where the authors use shape derivative arguments for the reconstruction. However, those methods need the geometry of the obstacle to be not too complex, usually assuming a circular nature. For the second approach, we can find works of [1] and [15] not depending on the geometry. However, whether we study the direct or the inverse problem, the penalized problem is seen as an approximation, so it is necessary to establish how accurate it is.

In the literature, there are several works showing numerical validations of the approximation between the penalized problem and the problem with the simulated geometry, for example, [20] and references above. However, there are not many works showing in a theoretical way the effectiveness of the method as an approximation of obstacles. We mention previous works in [4, 5], where the authors formally established $H^1$ error bounds for the approximate and exact problem in the steady Stokes system and unsteady Stokes, respectively. In both works, only Dirichlet conditions are considered for the entire domain boundary.

In this article, we study the modeling of obstacles immersed in viscous fluids that satisfy the Stokes and Navier–Stokes equations for inhomogeneous boundary conditions, by the approximation of the fluid equations with the addition of a penalization term. For the stationary Stokes problem the boundary conditions consist of a known velocity entry, Dirichlet boundary conditions in the walls, and a Neumann boundary condition in the outlet, while for the stationary Navier–Stokes we consider known velocities of entry and outlet and Dirichlet boundary conditions for the walls. We establish new convergence results, consisting in the steady Stokes and Navier–Stokes equations in the fluid domain, approximated by the respective penalized equations in a bigger domain containing both the fluid and solid part. We follow techniques of [4, 5]; that is, we make problems have homogeneous boundary conditions, and we study the weak convergence of a sequence of functions depending on the penalization term in order to establish strong convergence with rates depending on the penalization term going to infinity.

The results we present in this work have not been reported before in these particular settings, which have been chosen motivated by the applied problem of modeling blood flow in the presence of heart valves. In particular, this work justifies the use of a penalizing term in [1], where the authors study the inverse problem of determining
the geometry of heart valves given velocity measurements in the whole virtual domain at a given time, using as a model the equations we present in this work. An important aspect to mention is that in the mentioned work the authors assume the velocity measurements consist of one snapshot obtained from magnetic resonance imaging (MRI) measurements using a technique known as phase-contrast MRI [11, 23], in which the time derivative of the velocity is assumed to be negligible due to the very short timescale of the data acquisition.

The remainder of this article is organized as follows. In section 2, we provide the reader the basic notations of the fluid and solid domains and the functional spaces involved in the main theorems. In sections 3 and 4, we show estimates of the error in norm $H^1$ induced by the penalization. In section 3, we show the analysis for the Stokes equations with mixed boundary conditions, which are the conditions usually considered in problems such that parts of the boundary are not walls. In section 4, we show the analysis for the Navier–Stokes case with inhomogeneous Dirichlet boundary conditions, which is also an improvement to [4], to the nonlinear case. We closely follow the ideas of [4, 5]. Finally, in section 5, we show numerical tests to validate the theory in previous sections.

2. Preliminaries and notations. Consider a nonempty bounded domain $\Omega \subseteq \mathbb{R}^d$, $d \in \{2, 3\}$. The Lebesgue measure of $\Omega$ is denoted by $|\Omega|$, which extends to lesser dimension spaces. The norm and seminorms for Sobolev spaces $W^{m,p}(\Omega)$ are denoted by $||| \cdot |||_{m,p,\Omega}$ and $||.||_{m,p,\Omega}$, respectively. For $p = 2$, the norm, seminorms, and inner product of the space $W^{m,2}(\Omega) = H^m(\Omega)$ are denoted by $||| \cdot |||_{m,\Omega}$, $||.||_{m,\Omega}$, and $(.,.)_{m,\Omega}$, respectively. Also, $||.||_{\infty,\Omega}$ denotes the norm of $L^\infty(\Omega)$. The spaces $H^m(\Omega)$ and $W^{m,p}(\Omega)$ are defined by $H^m(\Omega) = [H^m(\Omega)]^d$ and $W^{m,p}(\Omega) = [W^{m,p}(\Omega)]^d$. The notation for norms, seminorms, and inner products will be extended from $W^{m,p}(\Omega)$ or $H^m(\Omega)$.

We assume that $\Gamma = \partial \Omega$ is piecewise $C^1$ and $\Omega$ contains $N$ regular obstacles given by nonempty open sets $\Omega^j_S \subseteq \Omega$ for $j \in \{1, \ldots, N\}$.

**Definition 2.1.** The sets $\Omega_S$, $\Omega_F$, $\Sigma^j_S$ (for $j \in \{1, \ldots, N\}$) are defined by

$$\Omega_S = \bigcup_{j=1}^{N} \Omega^j_S, \quad \Omega_F = \Omega \setminus \overline{\Omega}_S,$$

$$\Sigma^j_S = \partial \Omega^j_S, \quad \Gamma = \partial \Omega.$$

We also define $\Gamma_I, \Gamma_W, \Gamma_O \subset \Gamma$, disjoint subsets of $\Gamma$, such that

$$\overline{\Gamma}_I \cup \overline{\Gamma}_W \cup \overline{\Gamma}_O = \Gamma,$$

$$\Gamma_I \subset \partial \Omega_F \cap \partial \Omega, \quad \Gamma_O \subset \partial \Omega_F \cap \partial \Omega.$$

Finally, we define $\Gamma_{F,W} = \partial \Omega_F \setminus (\Gamma_I \cup \Gamma_O)$.

The set $\Omega_F$ models a fluid domain where the Stokes or Navier–Stokes equations are fulfilled. See Figure 1 as an example of Definition 2.1.

**Definition 2.2.** Let $\gamma \subseteq \partial \Omega$. We define the following spaces:

$$H^1_0(\Omega) = \{ v \in H^1(\Omega) \mid v = 0 \text{ on } \partial \Omega \},$$

$$H^1_\gamma(\Omega) = \{ v \in H^1(\Omega) \mid v = 0 \text{ on } \partial \Omega \setminus \gamma \}.$$
We extend these definitions to $\Omega_F$ and $\Omega_S$.

3. Stokes system with mixed boundary conditions. Let $\nu > 0$, $\mathbf{u}_D \in H^{1/2}(\Gamma_I)$ such that $\mathbf{u}_D = 0$ on $\Gamma_I \cap \Gamma_W$ and $(\mathbf{u}, p) \in \mathcal{H}(\Omega)$ is the unique solution of the Stokes system with mixed boundary conditions over $\Omega_F$ given by

\begin{equation}
-\nu \Delta \mathbf{u} + \nabla p = 0 \quad \text{in } \Omega_F, \\
\text{div } \mathbf{u} = 0 \quad \text{in } \Omega_F, \\
\mathbf{u} = \mathbf{u}_D \quad \text{on } \Gamma_I, \\
\mathbf{u} = \mathbf{0} \quad \text{on } \Gamma_{F,W}, \\
-\nu \frac{\partial \mathbf{u}}{\partial n} + p \mathbf{n} = 0 \quad \text{on } \Gamma_O,
\end{equation}

extended by $(0, 0)$ in $\Omega_S$.

On the other hand, for each $R > 0$, let $(\mathbf{u}_R, p_R) \in \mathcal{H}(\Omega)$ be the unique solution of the modified Stokes system with an $L^2$ penalization term over $\Omega$ given by

\begin{equation}
-\nu \Delta \mathbf{u}_R + \nabla p_R + \psi_R \mathbf{u}_R = 0 \quad \text{in } \Omega, \\
\text{div } \mathbf{u}_R = 0 \quad \text{in } \Omega, \\
\mathbf{u}_R = \mathbf{u}_D \quad \text{on } \Gamma_I, \\
\mathbf{u}_R = \mathbf{0} \quad \text{on } \Gamma_W, \\
-\nu \frac{\partial \mathbf{u}_R}{\partial n} + p_R \mathbf{n} = 0 \quad \text{on } \Gamma_O,
\end{equation}
where \( \psi_R = R \chi_{\Omega_S} \) and
\[
\chi_{\Omega_S}(x) = \begin{cases} 
1 & \text{if } x \in \Omega_S, \\
0 & \text{otherwise.} 
\end{cases}
\]

3.1. Previous results. We start giving some previous results in order to use them in the proof of Theorems 3.5 and 3.6.

**Lemma 3.1.** Let \( \eta > 0 \) and \( M > 0 \) such that \( \|u_D\|_{1/2, \Gamma_I} \leq M \). There exists \( g \in H^1(\Omega_F) \) such that \( \text{div} g = 0 \), \( g = u_D \) on \( \Gamma_I \), \( g = 0 \) on \( \Gamma_{F,W} \) and
\[
(\forall v \in H^1(\Omega_F)) \quad \|((\nabla g) v, v)_{0, \Omega_F}\| \leq \eta \|v\|^2_{1, \Omega_F}
\]
and a constant \( c > 0 \) that only depends on \( \Omega, \Gamma_I, \Gamma_W, \) and \( M \) such that
\[
\|g\|_{1, \Omega} \leq c \|u_D\|_{1/2, \Gamma_I}.
\]

**Proof.** Let \( u_D^* \in H^{1/2}(\partial \Omega_F) \), with \( u_D^* \) an extension of \( u_D \) such that
\[
\|u_D^*\|_{1/2, \partial \Omega_F} \leq 2 \|u_D\|_{1/2, \Gamma_I}
\]
and
\[
\int_{\partial \Omega_F} u_D^* \cdot n \, dS = 0.
\]
Applying Lemma IV.2.3 in [18], there exists \( g \in H^1(\Omega_F) \) such that \( \text{div} g = 0 \) in \( \Omega_F \), \( g = u_D^* \) on \( \partial \Omega_F \), and
\[
(\forall v \in H^1(\Omega_F)) \quad \|((\nabla g) v, v)_{0, \Omega_F}\| \leq \eta \|v\|^2_{1, \Omega_F}.
\]
In particular, \( g = u_D \) on \( \Gamma_I \) and \( g = 0 \) on \( \Gamma_W \), proving the first part of the lemma. Using Lemma IX.4.2 in [16], we can deduce the existence of \( c \).

**Remark 3.2.** Since \( g = 0 \) on \( \Gamma_{F,W} \), it is possible to extend \( g \in H^1(\Omega_F) \) to \( g \in H^1(\Omega) \) such that \( g = u_D \) on \( \Gamma_I \) and \( g = 0 \) on \( \Gamma_W \).

**Proposition 3.3.** Let \( v_R = u_R - g \), where \( g \) is given by Lemma 3.1. Then
\[
|v_R|_{1, \Omega} \leq |g|_{1, \Omega} \quad \text{and} \quad \|v_R\|_{0, \Omega_S} \leq \frac{\nu}{R} |g|_{1, \Omega}.
\]

**Proof.** Consider the penalized equation (3.2) after introducing \( v_R \) given by
\[
-\nu \Delta v_R + \nabla p_R + \psi_R v_R = \nu \Delta g \quad \text{in } \Omega, \\
\text{div} (v_R) = 0 \quad \text{in } \Omega, \\
v_R = 0 \quad \text{on } \Gamma_I \cup \Gamma_W, \\
-\nu \frac{\partial v_R}{\partial n} + p_R n = \nu \frac{\partial g}{\partial n} \quad \text{on } \Gamma_O.
\]
Testing this equation by \( w \in V_{\Gamma, \nu} (\Omega) \) and \( q \in L^2(\Omega) \), we obtain
\[
(3.3) \quad \nu \langle \nabla v_R, \nabla w \rangle_{0, \Omega} + R(v_R, w)_{0, \Omega_S} = -\nu \langle \nabla g, \nabla w \rangle_{0, \Omega}.
\]
Taking \( w = v_R \), we deduce
\[
\nu |v_R|^2_{1, \Omega} + R(v_R, v_R)_{0, \Omega_S} = -\nu \langle \nabla g, \nabla v_R \rangle_{0, \Omega} \leq \nu |g|_{1, \Omega} |v_R|_{1, \Omega},
\]
and then we conclude.

\( \square \)
Proposition 3.4. \( v_R \) converges weakly to \( v \) in \( V_{\Gamma,0}(\Omega) \).

Proof. By the result of Proposition 3.3, we see that there exists a subsequence \( v_R \) (denoted in the same way) weakly convergent in \( H^1(\Omega) \) to \( v \). Since \( \tilde{v} = 0 \in \Omega_S \), applying the trace theorem (see Theorem II.4.1 in [16]), we can see that \( \tilde{v} = 0 \) on \( \partial\Omega_S \). Later, for all \( w \in V_{\Gamma,0}(\Omega) \) we have

\[
(\psi_R v_R, w)_{0,\Omega} = -\Bigl( \nu(\nabla g, \nabla w)_{0,\Omega} + \nu(\nabla v_R, \nabla w)_{0,\Omega} \Bigr) \rightarrow -\Bigl( \nu(\nabla g, \nabla w)_{0,\Omega} + \nu(\nabla \tilde{v}, \nabla w)_{0,\Omega} \Bigr).
\]

Hence \( \psi_R v_R \) converges weakly to some \( h \in [V_{\Gamma,0}(\Omega)]', \) where supp(\( h \)) \( \subseteq \Omega \). Then,

\[
(3.4) \quad \nu(\nabla \tilde{v}, \nabla w)_{0,\Omega} + \langle h, w \rangle_{H^{-1}(\Omega), H^1(\Omega)} = -\nu(\nabla g, \nabla w)_{0,\Omega}.
\]

Since \( v_R = 0 \) on \( \Gamma_I \cup \Gamma_W \), we have \( \tilde{v} = 0 \) on \( \Gamma_I \cup \Gamma_W \) as well, by the continuity of the trace operator. Now, applying De Rham’s theorem (see Theorem I.2.3 in [18]), there exists \( \tilde{p} \in L^2(\Omega) \) such that

\[
-\nu \Delta \tilde{v} + \nabla \tilde{p} + h = \nu \Delta g \quad \text{in } \Omega,
\]

\[
\text{div} \tilde{v} = 0 \quad \text{in } \Omega,
\]

\[
\tilde{v} = 0 \quad \text{on } (\Gamma_I \cup \Gamma_W) \cap \partial\Omega_F.
\]

Taking \( (w,q) \in H(\Omega) \) such that \( (w,q) = (0,0) \) in \( \Omega_S \), we have

\[
(3.5) \quad \nu(\nabla \tilde{v}, \nabla w)_{0,\Omega_F} + \left( -\nu \frac{\partial (\tilde{v} + g)}{\partial n} + pn, w \right)_{0,\Gamma_O} = -\nu(\nabla g, \nabla w)_{0,\Omega_F}
\]

and then

\[
-\frac{\partial (\tilde{v} + g)}{\partial n} + pn = 0
\]

on \( \Gamma_O \). Hence, \((\tilde{v}, \tilde{p})\) is a weak solution for (3.1). Since (3.1) has a unique solution, we conclude \((\tilde{v}, \tilde{p}) = (v, p)\). Finally, extending the solution by \((0,0)\) in \( \Omega_S \), we have that for all \((w,q) \in H(\Omega)\), that is,

\[
\nu(\nabla \tilde{v}, \nabla w)_{0,\Omega} = -\nu(\nabla g, \nabla w)_{0,\Omega}.
\]

In conclusion, \((\tilde{v}, \tilde{p}) = (v, p)\) in \( \Omega \) and \( \tilde{v}_R \rightharpoonup v \) in \( H^1_{\Gamma,0}(\Omega) \) as \( R \to \infty \). \( \square \)

3.2. Main results. Now we can establish the first convergence result.

Theorem 3.5. Let \( R > 0 \), \( u \) be the solution of (3.1) and \( u_R \) the solution of (3.2). With the previous assumptions, there is strong convergence of \( \{u_R\}_{R>0} \), that is,

\[
\lim_{R \to \infty} ||u_R - u||_{1,\Omega} = 0,
\]

and there there exists a constant \( C > 0 \) independent of \( R \) such that for all \( R > 0 \)

\[
||u - u_R||_{0,\Omega_S} \leq \frac{C}{R^{1/2}}.
\]

Proof. Let \( w_R = v_R - v \). Subtracting the variational formulations (3.3) and (3.4) for \( v_R \) and \( \tilde{v} \), respectively, we obtain, for all \( w \in V \),

\[
(3.6) \quad \nu(\nabla w_R, \nabla w)_{0,\Omega} + R(w_R, w)_{0,\Omega_S} = \langle h, w \rangle_{V',V}
\]
since \( v = g = 0 \) in \( \Omega_S \). Taking \( w = w_R \) and using that \( w_R \to 0 \) in \( V \) as \( R \to \infty \), we obtain
\[
\nu |w_R|_{1, \Omega}^2 + R \|w_R\|_{0, \Omega_S}^2 = \langle h, w_R \rangle_{V', V} \to 0,
\]
proving the theorem. \( \square \)

Imposing more regularity to \( u_D \) and \( \partial \Omega_F \), the first convergence theorem can be upgraded to this new result.

**Theorem 3.6.** Let \( R > 0 \), \( u \) be the solution of (3.1) and \( u_R \) the solution of (3.2). With the previous assumptions, where we assume in addition that \( \partial \Omega_F \) is piecewise \( C^2 \) class and \( u_D \in H^{3/2}(\Gamma_I) \), then there is strong convergence of \( \{ u_R \}_{R > 0} \) in \( H^1(\Omega) \) when \( R \to \infty \). Furthermore, there exists a constant \( C > 0 \) independent of \( R \) such that for all \( R > 0 \),
\[
|u - u_R|_{1, \Omega} \leq \frac{C}{R^{1/4}}, \quad \|u - u_R\|_{0, \Omega_S} \leq \frac{C}{R^{3/4}}.
\]

**Proof.** We can assume that the function \( g \) given by Lemma 3.1 is now in \( H^2(\Omega) \). Hence, results about regularity of solutions to the Stokes equations (see Theorem IV.6.1 in [16]) allow us to consider \( (v, p) \in H^2(\Omega) \times H^1(\Omega) \). Let us replace the Dirichlet condition of \( u \) in (3.1) on \( \partial \Omega_S \setminus \Gamma \) by
\[
-\nu \frac{\partial u}{\partial n} + pn = k.
\]
Then, for \( v = u - g \),
\[
k = -\nu \frac{\partial v + g}{\partial n} + pn \quad \text{on} \ \partial \Omega_S \setminus \Gamma,
\]
where \( k \in H^{1/2}(\Gamma_O) \). For all \( w \in H^1(\partial \Omega_S \setminus \Gamma, \Omega_F) \),
\[
\nu (\nabla v, \nabla w)_{0, \Omega_F} + (k, w)_{0, \partial \Omega_S} = -\nu (\nabla g, \nabla w)_{0, \Omega_F}.
\]
Since
\[
(\forall w \in H^1(\Gamma_O)) \quad \nu (\nabla v, \nabla w)_{0, \Omega} + (h, w)_{V', V} = -\nu (\nabla g, \nabla w)_{0, \Omega}
\]
and considering \( v = g = 0 \) in \( \Omega_S \), we have
\[
(\forall w \in H^1(\Gamma_O)) \quad (h, w)_{V', V} = (k, w)_{0, \partial \Omega_S \setminus \Gamma}.
\]
Then, from (3.6) and (3.7), applying the Hölder and Cauchy–Schwarz inequalities, we have
\[
\nu |w_R|_{1, \Omega}^2 + R \|w_R\|_{0, \Omega_S}^2 = (k, w_R)_{0, \partial \Omega_S}
\leq C \|k\|_{0, \partial \Omega_S} \|w_R\|_{1, \Omega} \|w_R\|_{0, \Omega_S}^2
\leq \frac{(C \|k\|_{0, \partial \Omega_S})^2}{2(\nu R)^{1/2}} + \frac{1}{4} \left( \nu |w_R|_{1, \Omega}^2 + R \|w_R\|_{0, \Omega_S}^2 \right),
\]
where \( C > 0 \) is a constant independent of \( R \). Then,
\[
\nu |w_R|_{1, \Omega}^2 + R \|w_R\|_{0, \Omega_S}^2 \leq \frac{2 \left( C \|k\|_{0, \partial \Omega_S} \right)^2}{3(\nu R)^{1/2}}
\]
In conclusion, \( |w_R|_{1, \Omega} = \mathcal{O}(R^{-1/4}) \) and \( \|w_R\|_{0, \Omega_S} = \mathcal{O}(R^{-3/4}) \), proving this theorem. \( \square \)
4. Navier–Stokes equation with Dirichlet boundary conditions.

4.1. Previous results. Let us consider $\Omega, \Omega_F$, and $\Omega_S$ as described in section 3. Let $(u, p) \in \mathcal{H}(\Omega_F)$ be a solution of the Navier–Stokes system with Dirichlet boundary conditions over $\Omega_F$:

\begin{align}
-\nu \Delta u + (\nabla u) u + \nabla p &= 0 \quad \text{in } \Omega_F, \\
\text{div } u &= 0 \quad \text{in } \Omega_F, \\
u &> 0 \quad \text{on } \Gamma_I \cup \Gamma_O, \\
 u &= u_D \quad \text{on } \Gamma_I \cup \Gamma_O, \\
 u &= 0 \quad \text{on } \partial \Omega_F \setminus (\Gamma_I \cup \Gamma_O),
\end{align}

and for all $R > 0$, let $(u_R, p_R) \in \mathcal{H}(\Omega)$ be a solution of the modified Navier–Stokes system over $\Omega$, with an $L^2$ penalization term, given by

\begin{align}
-\nu \Delta u_R + (\nabla u_R) u_R + \nabla p_R &= 0 \quad \text{in } \Omega, \\
\text{div } u_R &= 0 \quad \text{in } \Omega_F, \\
u &> 0 \quad \text{on } \Gamma_I \cup \Gamma_O, \\
 u_R &= u_D \quad \text{on } \Gamma_I \cup \Gamma_O, \\
 u_R &= 0 \quad \text{on } \Gamma_W,
\end{align}

provided $u_D \in H^{1/2}(\Omega)$ and

$$\int_{\Gamma_I} u_D \cdot n \, dS + \int_{\Gamma_O} u_D \cdot n \, dS = 0.$$ 

The uniqueness of the solution of both problems is guaranteed under certain additional hypotheses. In order to establish those hypotheses, it is necessary to cite the following results.

**Theorem 4.1.** There exists $g \in H^1(\Omega_f)$ such that $\text{div } g = 0, g = u_D$ on $\Gamma_I \cup \Gamma_0$, $g = 0$ on $\Gamma_f \setminus (\Gamma_I \cup \Gamma_O)$, and

$$\left( \forall w \in H^1_0(\Omega) \right) \quad |((\nabla g) w, w)| \leq \alpha \|w\|^2_{1,\Omega},$$

for all $\alpha \in (0, \nu)$.

**Proof.** See Lemma IV.2.3 in [18] and Lemma IX.4.2 in [16].

**Theorem 4.2.** There exists a constant $\kappa > 0$ only depending on $\Omega$ such that

\begin{align}
(\forall (u, v, w) \in H^1_0(\Omega) \times H^1(\Omega) \times H^1_0(\Omega)) & \quad |((\nabla u) v, w)| \leq \kappa \|u\|_{1,\Omega} \|v\|_{1,\Omega} \|w\|_{1,\Omega}, \\
(\forall (u, v, w) \in H^1(\Omega) \times H^1(\Omega) \times H^1_0(\Omega)) & \quad |((\nabla u) v, w)| \leq \kappa \|u\|_{1,\Omega} \|v\|_{1,\Omega} \|w\|_{1,\Omega}.
\end{align}

**Proof.** The proof is a direct consequence of Hölder inequality and the Sobolev embedding theorem.
where we extend \((v, p) \in H(\Omega)\) by \((0,0)\). In addition, let \(v_R = u_R - g\), so we have
\[
\nu \Delta v_R + (\nabla v_R) + (\nabla g) v_R + \nabla p_R + R \chi_\Omega v_R = \nu \Delta g - (\nabla g) g \quad \text{in} \ \Omega,
\]
\[
\text{div} \ v_R = 0 \quad \text{in} \ \Omega,
\]
\[
v_R = 0 \quad \text{on} \ \partial \Omega.
\]

**Remark 4.3.** Defining the constant \(C \geq 0\) given by
\[
C = \nu \|g\|_{1,\Omega_F} + \kappa \|g\|_{1,\bar{\Omega_F}}^2
\]
we can proceed similarly as in section 3, it is possible to obtain the same convergence results deduced in Theorems 3.5 and 3.6. The first step is the uniform boundedness of \([v_R]_{R>0}^2\).

**Proposition 4.4.** There exists a constant \(C > 0\) only depending of \(g\) such that
\[
|v_R|_{1,\Omega} \leq \frac{C}{\nu - \alpha}, \quad R \|v_R\|_{0,\Omega_S}^2 \leq \frac{C^2}{\nu - \alpha}.
\]

**Proof.** Let us testing first equation of (4.3) by \(w \in V(\Omega_F)\). Then,
\[
\nu (\nabla v, \nabla w)_{0,\Omega_F} + ((\nabla v, w)_{0,\Omega_F} + ((\nabla g, w)_{0,\Omega_F} + ((\nabla g) v, w)_{0,\Omega_F}
\]
\[
= -\nu (\nabla g, \nabla w)_{0,\Omega_F} - ((\nabla g) g, w)_{0,\Omega_F}.
\]
Considering the extension to \(\Omega\), we have that for all \(w \in V(\Omega)\),
\[
\nu (\nabla v, \nabla w)_{0,\Omega} + ((\nabla v, w)_{0,\Omega} + ((\nabla g, w)_{0,\Omega} + ((\nabla g) v, w)_{0,\Omega}
\]
\[
= -\nu (\nabla g, \nabla w)_{0,\Omega_F} - ((\nabla g) g, w)_{0,\Omega_F}.
\]
Testing the penalized equation (4.4) by \(w \in V(\Omega)\), we obtain
\[
\nu (\nabla v, \nabla w)_{0,\Omega} + R (v_R, w)_{0,\Omega_S} + ((\nabla v, w)_{0,\Omega} + ((\nabla g) v, w)_{0,\Omega} + ((\nabla g) g, w)_{0,\Omega}
\]
\[
= -\nu (\nabla g, \nabla w)_{0,\Omega_F} - ((\nabla g) g, w)_{0,\Omega_F}.
\]
Taking \(w = v_R\), we have
\[
((\nabla v, g) v_R)_{0,\Omega} = ((\nabla v, v_R, v_R)_{0,\Omega} = 0
\]
since \(\text{div} \ g = 0\), and then
\[
\nu |v_R|_{1,\Omega}^2 + ((\nabla g) v, v_R)_{0,\Omega} + R \|v_R\|_{0,\Omega_S}^2 = -\nu (\nabla g, \nabla v_R)_{0,\Omega_F} - ((\nabla g) g, v_R)_{0,\Omega_F},
\]
and due to Theorems 4.1 and 4.2,
\[
(\nu - \alpha) |v_R|_{1,\Omega}^2 + R \|v_R\|_{0,\Omega_S}^2 \leq \left(\nu \|g\|_{1,\Omega_F} + \kappa \|g\|_{1,\bar{\Omega_F}}^2\right) |v_R|_{1,\Omega}.
\]
Hence, defining
\[
C = \nu \|g\|_{1,\Omega_F} + \kappa \|g\|_{1,\bar{\Omega_F}}^2,
\]
we conclude
\[
|v_R|_{1,\Omega} \leq \frac{C}{\nu - \alpha}, \quad R \|v_R\|_{0,\Omega_S}^2 \leq \frac{C^2}{\nu - \alpha}.
\]
The second step is to prove the weak convergence of \( \{v_R\}_{R>0} \).

**Proposition 4.5.** \( v_R \) converges weakly to \( v \) in \( V(\Omega) \).

**Proof.** From Proposition 4.4, we see that \( v_R \) is bounded in \( H^1_{loc}(\Omega) = V \) and \( \chi_{\Omega_S} v_R \to 0 \) as \( R \to +\infty \). Then there exists a subsequence of \( v_R \) (denoted in the same way) that converges weakly in \( H^1(\Omega) \) to a function \( \tilde{v} \in H^1(\Omega) \). In particular, \( \tilde{v} = 0 \) in \( \Omega_S \). Moreover, by the trace theorem, \( \tilde{v} = 0 \) on \( \partial\Omega_S \). On the other hand, applying (4.5), we have that for all \( w \in V(\Omega) \),

\[
(R\chi_{\Omega_S} v_R, w)_{0,\Omega} = -\left[ \nu (\nabla (v_R + g), \nabla w)_{0,\Omega} + \nu ((\nabla (v_R + g)) (v_R + g), \nabla w)_{0,\Omega} \right] \\
\to -\left[ \nu (\nabla (\tilde{v} + g), \nabla w)_{0,\Omega} + \nu ((\nabla (\tilde{v} + g)) (\tilde{v} + g), \nabla w)_{0,\Omega} \right]
\]

as \( R \to \infty \), since \( v_R \to \tilde{v} \) in \( L^p(\Omega) \) for \( p \in [2, 6] \). Then \( R\chi_{\Omega_S} v_R \) converges weakly to a function \( h \in [V(\Omega)]' \) such that \( \text{supp} h \subseteq \Omega_S \). Then, taking the limit \( R \to \infty \) in (4.5), we have that for all \( w \in V(\Omega) \),

\[
(4.5) \quad \nu (\nabla \tilde{v}, \nabla w)_{0,\Omega} + ((\nabla \tilde{v}) \tilde{v}, w)_{0,\Omega} + ((\nabla \tilde{v}) g, w)_{0,\Omega} + (\nabla \tilde{v}) \tilde{v}, w)_{0,\Omega} + (h, w)_{V',V} = -\nu (\nabla g, \nabla w)_{0,\Omega_F} - ((\nabla g) g, w)_{0,\Omega_F}.
\]

Since \( v_R = 0 \) on \( \partial\Omega \), we have \( \tilde{v} = 0 \) on \( \partial\Omega \) due the continuity of the trace operator. By De Rham’s theorem, there exists \( \tilde{p} \in L^1_0(\Omega) \) such that

\[
-\nu \Delta \tilde{v} + (\nabla \tilde{v}) \tilde{v} + (\nabla \tilde{v}) g + (\nabla g) \tilde{v} + \nabla \tilde{p} + h = \nu \Delta g - (\nabla g) g \quad \text{in} \ \Omega,
\]

\[
\text{div} \tilde{v} = 0 \quad \text{in} \ \Omega,
\]

\[
\tilde{v} = 0 \quad \text{on} \ \partial\Omega,
\]

and since \( \text{supp} h \subseteq \Omega_S \), we have that for all \( w \in V(\Omega) \) such that \( w = 0 \) on \( \Omega_S \),

\[
\nu (\nabla \tilde{v}, \nabla w)_{0,\Omega_F} + ((\nabla \tilde{v}) \tilde{v}, w)_{0,\Omega_F} + ((\nabla \tilde{v}) g, w)_{0,\Omega_F} + (\nabla \tilde{v}) \tilde{v}, w)_{0,\Omega_F} = -\nu (\nabla g, \nabla w)_{0,\Omega_F} - ((\nabla g) g, w)_{0,\Omega_F},
\]

so \( (\tilde{v}|_{\Omega_F}, \tilde{p}|_{\Omega_F}) \) is a weak solution for (4.1). Since such a solution is unique, \( (\tilde{v}, \tilde{p}) = (v, p) \) in \( \Omega_F \). Therefore, \( (\tilde{v}, \tilde{p}) = (v, p) \) in \( \Omega \) and \( v_R \to v \) in \( H^1_0(\Omega) \).

**4.2. Main results.** Finally, we can enunciate and prove the strong convergence results.

**Theorem 4.6.** Let \( R > 0 \), \( u \) be the solution of (4.3) and \( u_R \) the solution of (4.4). With the previous assumptions, there is strong convergence of \( \{u_R\}_{R>0} \), i.e.,

\[
\lim_{R \to \infty} ||u_R - u||_{1,\Omega} = 0,
\]

and there exists \( C > 0 \) such that for all \( R > 0 \)

\[
||u - u_R||_{0,\Omega_S} \leq \frac{C}{R^{1/2}}.
\]

**Proof.** Let \( w_R = v_R - v \). From the variational formulation (4.5) we obtain that for all \( w \in V(\Omega) \),

\[
\nu (\nabla w_R, \nabla w)_{0,\Omega} + ((\nabla v_R) v_R, w)_{0,\Omega} + (\nabla \tilde{v}, w)_{0,\Omega} + (\nabla \tilde{v}) g, w)_{0,\Omega_F} + (\nabla g) w_R, w)_{0,\Omega_F} - (h, w)_{V',V} + R (v_R, w)_{0,\Omega_S} = 0.
\]
Writing in terms of $w_R$,

$$
\nu (\nabla w_R, \nabla w)_{0,\Omega} + (\nabla w_R, w)_{0,\Omega} + (\nabla \tilde{u} w_R, w)_{0,\Omega} + (\nabla \tilde{v} w_R, g, w)_{0,\Omega} + P (w_R, w)_{0,\Omega} = \langle h, w \rangle_{\nu', \nu}.
$$

Then we take $w = w_R$, and thus

$$
(\nu - \alpha) |w_R|^2_{1,\Omega} + (\nabla \tilde{v} g, w_R)_{0,\Omega} + R \|w_R\|^2_{0,\Omega_s} = \langle h, w \rangle_{\nu', \nu}.
$$

Let $c_2 = \alpha + \frac{c\kappa}{\nu - \alpha}$, then

$$
0 < c_2 = \alpha + \frac{c\kappa}{\nu - \alpha} < \alpha + \alpha - \alpha = \nu.
$$

Hence, from Theorems 4.1 and 4.2,

$$(\nabla \tilde{v} g, w_R)_{0,\Omega} \leq (\alpha + \kappa |\tilde{v}|_{1,\Omega}) |w_R|^2_{1,\Omega}
$$

$$
\leq \left( \alpha + \frac{c\kappa}{\nu - \alpha} \right) |w_R|^2_{1,\Omega} = c_2 |w_R|^2_{1,\Omega},
$$

and using this inequality in (4.6), we have

$$(\nu - c_2) |w_R|^2_{1,\Omega} + R \|w_R\|^2_{0,\Omega_s} \leq \langle h, w_R \rangle_{\nu', \nu}.
$$

Also we have

$$
\langle h, w_R \rangle_{\nu', \nu} = - \left[ \nu (\nabla \tilde{v} g, \nabla w_R)_{0,\Omega} + \nu ((\nabla \tilde{v} + g) (\tilde{v} + g), \nabla w_R)_{0,\Omega} \right] \rightarrow 0
$$

as $R \rightarrow \infty$. Therefore

$$(\nu - c_2) |w_R|^2_{1,\Omega} + R \|w_R\|^2_{0,\Omega_s} = \langle h, w_R \rangle_{\nu', \nu} \rightarrow 0,
$$

so we have proved that $|w_R|_{1,\Omega} \rightarrow 0$ and $\|w_R\|_{0,\Omega_s} = O(R^{-1/2})$.

**Theorem 4.7.** Let $R > 0$, $u$ be the solution of (4.3) and $u_R$ the solution of (4.4). With the previous assumptions, where we assume in addition that $\partial \Omega_F$ is piecewise $C^2$ and $u_D \in H^{3/2}(\Omega)$, there is strong convergence of $\{u_R\}$ in $H^1(\Omega)$, and moreover there exists a constant $C > 0$ such that for all $R > 0$,

$$
|u - u_R|_{1,\Omega} \leq \frac{C}{R^{1/4}}, \quad \|u - u_R\|_{0,\Omega_s} \leq \frac{C}{R^{3/4}}.
$$

**Proof.** We can assume that $g \in H^2(\Omega)$ because $u_D \in H^{3/2}(\Omega)$. Reasoning as in Theorem 3.6, we can apply a regularity result (see Theorem IX.5.2 in [16]) and consider $(\nu, p) \in H^2(\Omega) \times H^1(\Omega)$. Defining $k \in H^{1/2}(\Omega)$ by

$$
k = -\nu \frac{\partial v + g}{\partial n} + pn + \frac{1}{2} ((v + g) \cdot n) (v + g) = -\nu \frac{\partial v + g}{\partial n} + pn
$$

and taking $w \in V_{\partial \Omega_s \setminus \Gamma}(\Omega_F)$ extended by 0 to $\Omega_s$, we have

$$
\nu (\nabla v, \nabla w)_{0,\Omega} + (\nabla v, w)_{0,\Omega} + ((\nabla g) v, w)_{0,\Omega} + (\nabla g, w)_{0,\Omega} + (k, w)_{0,\partial \Omega_s \setminus \Gamma}
$$

$$
= -\nu (\nabla g, \nabla w)_{0,\Omega} - (\nabla g, g, w)_{0,\Omega_F}.
$$
Since
\[
(\nabla v, \nabla w)_{0, \Omega} + ((\nabla v) v, w)_{0, \Omega} + ((\nabla v) g, w)_{0, \Omega} + ((\nabla g) v, w)_{0, \Omega} + (h, w)_{V', V} = -\nu (\nabla g, \nabla w)_{0, \Omega_F} - ((\nabla g) g, w)_{0, \Omega_F},
\]
we have
\[
(\forall w \in V_{\partial \Omega \setminus \Gamma} (\Omega)) \quad (h, w)_{V', V} = (k, w)_{0, \partial \Omega \setminus \Gamma}.
\]
Hence, applying the trace theorem, H"older inequality, and Sobolev embedding theorem (see section 6.6 in [13]), there exists a constant \(C > 0\), independent of \(R > 0\), such that
\[
(\nu - c_2) |w_R|_{1, \Omega}^2 + R \|w_R\|_{0, \Omega_S}^2 \leq (k, w_R)_{0, \partial \Omega \setminus \Gamma}
\leq C \|k\|_{0, \partial \Omega_S} \|w_R\|_{1, \Omega_S} \|w_R\|_{0, \Omega_S}
\leq \frac{(C \|k\|_{0, \partial \Omega_S \setminus \Gamma})^2}{2 (\nu R)^{1/2}} + \frac{1}{4} \left( \nu |w_R|_{1, \Omega}^2 + R \|w_R\|_{0, \Omega_S}^2 \right),
\]
which can be rewritten as
\[
\nu |w_R|_{1, \Omega}^2 + R \|w_R\|_{0, \Omega_S}^2 \leq \frac{2 \left( C \|k\|_{0, \partial \Omega_S \setminus \Gamma} \right)^2}{3 (\nu R)^{1/2}}.
\]
Therefore, \(|w_R|_{1, \Omega} = O \left(R^{-1/4}\right)\) and \(|w_R|_{0, \Omega_S} = O \left(R^{-3/4}\right)\), proving this result. \(\square\)

5. Numerical examples. In this section, we report a simple 2D numerical experiment to validate the use of fictitious domains in the study of obstacles and to verify the convergence orders obtained in sections 3 and 4. This experiment is motivated for numerical implementations performed in [1] where the approach consists in reconstructing a potential via the minimization of a least-squares functional with a regularization term in order to reconstruct obstacles which could be either immersed or added to the virtual boundary domain.

First, we consider the domain \(\Omega = \Omega_F \cup \Omega_S = (-2, 2) \times (-1, 1)\) given in Figure 2 where \(\Omega_F \cap \Omega_S = \emptyset\) and \(\Omega_S\) is given by
\[
\Omega_S = (-1.1, -0.9) \times (0.4, 1) \cup \{(x,y) \in \mathbb{R}^2 \mid (x - 1)^2 + (y - 0.5)^2 = (0.3)^2\}.
\]

**Fig. 2.** Fictitious domain \(\Omega\) with obstacles \(\Omega^1_S\) and \(\Omega^2_S\).
This example is representative for our purposes, since it consists of a domain with two types of obstacles: the first one, $\Omega_1^S$, is added to the boundary of the whole virtual domain, while the other obstacle, $\Omega_2^S$, is such that its adherence is totally embedded in the fluid.

In order to determine the reference solutions $(u, p)$ for Stokes and Navier–Stokes equations, we consider the following boundary conditions for the domain $\Omega_F$:

- The inflow $\Gamma_I = -2 \times [-1, 1]$ has a parabolic profile following Poiseuille’s law given by
  $$ u_D(x, y) = -U(1 + y)(1 - y)n, $$
  where $U > 0$, $x = (x, y)$ are the Cartesian coordinates of the domain and $n$ is the outer normal vector.

- The do-nothing conditions are imposed on the outflow $\Gamma_O = 2 \times [-1, 1]$, given by
  $$ -\nu \frac{\partial u}{\partial n} + pn = 0. $$

- No-slip boundary condition for $\Gamma_{F,W} = \partial \Omega_S \setminus (\Gamma_I \cup \Gamma_O)$.
  Given $R > 0$, we use the same boundary conditions for $\Gamma_I = -2 \times [-1, 1]$ and $\Gamma_O = 2 \times [-1, 1]$ to calculate the penalized solutions $(u_R, p_R)$. The no-slip boundary condition is now applied to $\Gamma_F = [-2, 2] \times \{-1, 1\}$.

The numerical solutions of Stokes and Navier–Stokes equations are computed by the finite element method with Taylor-Hood elements ($\mathbb{P}_2$ for velocity and $\mathbb{P}_1$ for pressure) on an unstructured triangular mesh generated for $\Omega$ by domain triangulation with $h = 0.05$, which corresponds to 8416 elements and 4329 nodes, see Figure 3. The mesh was designed to approach obstacles $\Omega_S$ as smoothly as possible.

The mesh is generated by Gmsh [17], and the numerical solvers are implemented using the Finite element library FEniCS [2] with the default configuration. To solve the nonlinear problems, Newton’s method was used.

The parameters $\nu = 1$ and $U = 100$ will be used for the Stokes and Navier–Stokes equations. Considering $d = 2$ as the length of $\Gamma_I$, the peak Reynolds number on the inflow is

$$ Re = \frac{Ud}{\nu} = 200. $$

5.1. Stokes equation. First, we consider the reference solution $(u, p)$ as the solution computed on the real domain $\Omega_F$. Then, for $R \in \{10^n | n \in \{0, 1, \ldots, 10\}\}$,
the solution \((u_R, p_R)\) is calculated on the fictitious domain \(\Omega\). Finally, we compute the errors \(\|u_R\|_{0, \Omega_S}\) and \(\|u - u_R\|_{1,\Omega}\), where \(u\) is extended by 0 on \(\Omega_S\).

Table 1 and Figure 4 show that in this experiment the numerical error orders are better than we deduced in Theorem 3.6. When \(R\) is going to +\(\infty\), the errors \(\|u_R\|_{0, \Omega_S}\) and \(\|u - u_R\|_{1,\Omega}\) decrease with order \(O(R^{-1})\). The error orders are similar to \(O(R^{-3/4})\) and \(O(R^{-1/4})\) for \(\|u_R\|_{0, \Omega_S}\) and \(\|u - u_R\|_{1,\Omega}\), respectively, until \(R = 10^4\). For higher values of \(R\), the error order grows up to \(O(R^{-1})\). Hence these results suggest that the obtained error estimates might not be optimal.

**Table 1**

| \(R\)  | \(\|u_R\|_{0, \Omega_S}\) Error Rate | \(\|u - u_R\|_{1,\Omega}\) Error Rate |
|-------|-------------------------------------|-------------------------------------|
| \(10^1\) | 4.2961 \(10^7\)                      | 4.2961 \(10^7\)                      |
| \(10^2\) | 3.7983 \(10^1\)                      | 0.0535                               |
| \(10^3\) | 1.9419 \(10^1\)                      | 0.2914                               |
| \(10^4\) | 4.4546 \(10^0\)                      | 0.6394                               |
| \(10^5\) | 7.6739 \(10^{-1}\)                   | 0.7638                               |
| \(10^6\) | 1.2696 \(10^{-1}\)                   | 0.7813                               |
| \(10^7\) | 5.059 \(10^{-2}\)                    | 0.9260                               |
| \(10^8\) | 5.396 \(10^{-3}\)                    | 0.9902                               |
| \(10^9\) | 5.432 \(10^{-4}\)                    | 0.9990                               |

**Fig. 4. History of convergence for Stokes equations.**

From the isovalue and streamline plots for \(u\) and \(u_R\) in Figures 5, 6, and 7, we observe that the numerical solution of \(u_R\) effectively approximates the reference velocity \(u\) for large values of \(R\).

**5.2. Navier–Stokes equation.** We repeat the same calculations now for the Navier–Stokes equations. We consider the reference solution \((u, p)\) as the solution computed on the real domain \(\Omega_F\) and the solution \((u_R, p_R)\) on the fictitious domain \(\Omega\) for \(R \in \{10^n | \, n \in \{0, 1, \ldots, 10\}\}\). The errors \(\|u_R\|_{0, \Omega_S}\) and \(\|u - u_R\|_{1,\Omega}\) are computed the same way as in Stokes equations.

While the theory developed in section 4 considers only inhomogeneous Dirichlet boundary conditions, we obtain similar results as in Stokes equations using mixed boundary conditions (Dirichlet and Neumann). Indeed, Table 2 and Figure 8 show
that in this experiment the numerical error orders are better than $O(R^{-3/4})$ and $O(R^{-1/4})$ for $\|u_R\|_{0, \Omega_S}$ and $|u - u_R|_{1, \Omega}$ when $R$ is going to $+\infty$, obtaining an order $O(R^{-1})$ for both errors. Again, the error estimates obtained in Theorem 4.7 might not be optimal, with similar conclusions as in the Stokes problem.

From the isovalue and streamline plots for $u$ and $u_R$ in Figures 9, 10, and 11, we observe that the numerical solution of $u_R$ effectively approximates the reference velocity $u$, including the vortex after the upper obstacle, for large values of $R$.

6. Conclusions. We have rigorously established and analyzed a penalization method for steady Stokes and Navier–Stokes equations to approximate the fluid equations around obstacles. The error estimations obtained in sections 3 and 4 allow us to consider the penalization parameter $R$ as large as necessary to reduce the penalty error, verifying the robustness of the method.
The numerical test proves that this method is easy to implement and is a way to analyze obstacles that does not change the domain when working with a fictitious domain. Hence, we have shown both theoretically and with a numerical experiment that the equations presented constitute a valid model for fluids going through obstacles in which the numerical implementation is much simpler and cheaper for computations since it will not depend on the geometry of the obstacles. As a consequence, it is possible to avoid shape optimization methods and work with this penalization term and thus to simplify the models and their numerical implementation.
About future work, the numerical experiment developed in this work allows us to conjecture that it would be possible to improve theoretically the penalty error from $R^{-3/4}$ to $R^{-1}$. In addition, for the time dependent setting, it would be possible to prove similar estimates, and if we use similar techniques, we expect to find the penalty error observed in [5], since here we obtained the penalty error observed in [4].
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