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ABSTRACT. We derive an adaptation of Li & Yau estimates for positive solutions of semilinear heat equations on Riemannian manifolds with nonnegative Ricci tensor. We then apply these estimates to obtain a Harnack inequality and to discuss monotonicity, convexity, decay estimates and triviality of ancient and eternal solutions.

1. INTRODUCTION

We show some Li & Yau estimates (see [7]) for positive solutions of semilinear heat equations $u_t = \Delta u + u^p$ in $\mathbb{R}^n$, or in a complete Riemannian manifold $(M, g)$ with nonnegative Ricci tensor, where $p > 0$ and we derive an associated Harnack inequality. Similar results can be found in the papers [6, 21].

We will then discuss the application of these inequalities and methods to the analysis of positive classical ancient and eternal solutions. We call a solution

- **ancient** if it is defined in $M \times (-\infty, T)$ for some $T \in \mathbb{R}$,
- **immortal** if it is defined in $M \times (T, +\infty)$ for some $T \in \mathbb{R}$,
- **eternal** if it is defined in $M \times \mathbb{R}$.

Furthermore, we call a solution $u$ static if is independent of time (i.e. $u(x, t) = u(x)$, hence it satisfies $\Delta u + u^p = 0$); trivial if it is constant in space (that is, $u(x, t) = u(t)$ and solves the ODE $u' = u^p$). We say that $u$ is simply constant if it is constant in space and time.

Notice that positive ancient (trivial) solutions always exist (by solving the corresponding ODE), while being eternal is quite restrictive: for instance, by an easy maximum principle argument, if $M$ is compact and $u$ is eternal then $u \equiv 0$ (see [1, Corollary 2.2], for instance). In the noncompact situation, this is not true: the following “Talenti’s function” [20]

$$u(x) = \frac{24}{(1 + |x|^2)^2}$$
on $\mathbb{R}^6$ satisfies $\Delta u + u^2 = 0$, in particular $u$ is a nonzero eternal solution of $u_t = \Delta u + u^2$.

A reason for the interest in ancient or eternal solutions is that they typically arise as blow-up limits when the solutions of semilinear parabolic equations (in bounded intervals) develop a singularity at a certain time (i.e. the solution becomes unbounded). They also appear naturally and play a key role in the analysis of mean curvature flow and of Ricci flow (from which we get several suggestions), which are also described by (much more complicated systems of) parabolic PDEs. In such cases, the solutions are respectively, evolving hypersurfaces and abstract Riemannian manifolds. Analyzing their properties and eventually classifying them lead to understand the behavior of the solutions close to the singularity or even (in very lucky situations, notably the motion by curvature of embedded curves in the plane and the 2–dimensional Ricci flow) to actually exclude the formation (existence) of singularities.
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Moreover, this analysis can also be used to get uniform (universal) estimates on the “rate” a solution (or some related quantity) becomes unbounded at a singularity. Indeed (roughly speaking), typically a “faster” rate implies that performing a blow–up at a singularity, we obtain a bounded, nonzero, nonconstant, eternal solution, while with the slower “standard” natural rate, we get an ancient solution (immortal solutions are usually less significant). This has been done, for example, by Poláˇcik, Quittner and Souplet through “universal estimates” for semilinear equations in $\mathbb{R}^n$ (see [13, 14]) or by Hamilton through a technique of “smart point picking”, which is more suitable for geometric flows (see [5]).

For instance, excluding the existence of bounded, positive, nonconstant, eternal solutions to the equation $u_t = \Delta u + u^p$ in $\mathbb{R}^n \times \mathbb{R}$, we have a (universal, up to a constant) $L^\infty$ bound from above on every solution, approaching the singular time $T$.

We will see how from the Li & Yau estimates (holding for the exponent $p$ in a suitable range), one can exclude the existence of such eternal solutions. Instead, unfortunately, even if we obtain some strong properties (pointwise monotonicity and convexity in time) of ancient solutions on Riemannian manifolds with nonnegative Ricci tensor (for suitable exponents $p$), we are still not able to show the “natural” conjecture that they are trivial, constant in space, as it is known when the ambient is $\mathbb{R}^n$, by a result of Merle and Zaag [11].

There is a quite large literature on the subject, for a rather complete account we refer the interested reader to the paper of Souplet and Zhang [19] as well as the book of Quittner and Souplet [17]. Very important developments for the Euclidean case (some of them very recent) are obtained in [14–16], while some extensions to the case of Riemannian manifolds can be found in [6, 21, 22].

We mention that all the conclusions also hold for ancient solutions of $u_t = \Delta u + |u|^p$, without assuming their positivity, by the following theorem.

**Theorem** (Theorem 2.6 in [1]). Let $(M, g)$ be a complete Riemannian manifold with Ricci tensor uniformly bounded below and let $u$ be an ancient solutions of $u_t = \Delta u + |u|^p$, then either $u \equiv 0$ or $u > 0$ everywhere.

In the whole paper the Riemannian manifolds $(M, g)$ will be smooth, complete, connected and without boundary. We will denote with $\Delta$ the associated Laplace–Beltrami operator. As it is standard, we will write $\text{Ric} \geq 0$ and we will say that the Ricci tensor is nonnegative with the meaning that all its eigenvalues are nonnegative. Finally, all the solutions we will consider are classical, $C^2$ in space and $C^1$ in time.
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We consider $\alpha, \beta \in [0, 1]$ and after defining

$$F = t(f_t - \alpha |\nabla f|^2 - \beta e^{f(p-1)})$$
$$= t\left(\frac{u_t}{u} - \alpha \frac{|\nabla u|^2}{u^2} - \beta u^{p-1}\right)$$
$$= t\left(\frac{\Delta u}{u} - \alpha \frac{|\nabla u|^2}{u^2} + (1 - \beta)u^{p-1}\right)$$
$$= t(\Delta \log u + (1 - \alpha) \frac{|\nabla u|^2}{u^2} + (1 - \beta)u^{p-1})$$
$$= t(\Delta f + (1 - \alpha)|\nabla f|^2 + (1 - \beta)e^{(p-1)f})$$

we compute, for $t > 0$,

$$(\partial_t - \Delta) F = F/t + t(\partial_t - \Delta)\Delta f + t(p-1)(1 - \beta)[(\partial_t - \Delta) f] e^{(p-1)f}$$
$$- t(p-1)^2(1 - \beta)|\nabla f|^2 e^{(p-1)f} + 2t(1 - \alpha)\nabla f \nabla f_t - t(1 - \alpha)\Delta |\nabla f|^2$$
$$= F/t + t\left\{\Delta(|\nabla f|^2 + e^{(p-1)f}) + (p-1)(1 - \beta)(|\nabla f|^2 + e^{(p-1)f}) e^{(p-1)f}\right.$$
$$- (p-1)^2(1 - \beta)|\nabla f|^2 e^{(p-1)f} + 2(1 - \alpha)\nabla f \nabla f_t - (1 - \alpha)\Delta |\nabla f|^2\}$$
$$= F/t + t\left\{\Delta f e^{(p-1)f} + (p-1)^2|\nabla f|^2 e^{(p-1)f} + (p-1)(1 - \beta) e^{2f(p-1)}\right.$$
$$+ (p-1)(1 - \beta)|\nabla f|^2 e^{(p-1)f} - (p-1)^2(1 - \beta)|\nabla f|^2 e^{(p-1)f}\right.$$
$$+ 2(1 - \alpha)\Delta f + |\nabla f|^2 + e^{(p-1)f} + \alpha e\Delta |\nabla f|^2\}$$
$$= F/t + t\left\{\Delta f e^{(p-1)f}/t + (p-1)[\alpha + \beta(p-2)]|\nabla f|^2 e^{(p-1)f}\right.$$
$$+ 2(1 - \alpha)|\nabla f|\Delta f + |\nabla f|^2 + e^{(p-1)f} + 2\alpha e\Delta f\nabla f\nabla f\right\}. $$

By the nonnegativity of the Ricci tensor there holds $\nabla f \Delta \nabla f \geq \nabla f \nabla \Delta f$ and using the inequality $|\nabla f|^2 \geq (\Delta f)^2/n$, we have, as

$$\Delta f = F/t - (1 - \alpha)|\nabla f|^2 - (1 - \beta)e^{(p-1)f},$$

$$(\partial_t - \Delta) F \geq F/t + t\left\{2\alpha(\Delta f)^2/n + (p-1)F e^{(p-1)f}/t + (p-1)(\alpha + \beta(p-2))|\nabla f|^2 e^{(p-1)f}\right.$$
$$+ 2(1 - \alpha)|\nabla f|\Delta f + |\nabla f|^2 + e^{(p-1)f} + 2\alpha e\Delta f\nabla f\right\}$$
$$= F/t + t\left\{2\alpha(\Delta f)^2/n + (p-1)Fe^{(p-1)f}/t + (p-1)(\alpha + \beta(p-2))|\nabla f|^2 e^{(p-1)f}\right.$$
$$+ 2\nabla f|\Delta f + (1 - \alpha)|\nabla f|^2 + (1 - \alpha)e^{(p-1)f}\}$$
$$= F/t + t\left\{2\alpha(\Delta f)^2/n + (p-1)F e^{(p-1)f}/t + 2\nabla f|\nabla f|/t\right.$$
$$+ (p-1)(\beta p - \alpha)|\nabla f|^2 e^{(p-1)f}\}$$
$$= F/t + t\left\{2\alpha F^2/nt^2 + 2\alpha(1 - \beta)^2 e^{2f(p-1)} + [(p-1) - 4\alpha(1 - \beta)/n]F e^{(p-1)f}/t\right.$$
$$+ 2\alpha(1 - \alpha)^2|\nabla f|^4/n - 4\alpha(1 - \alpha)|\nabla f|^2 F/nt$$
$$+ 2\nabla f|\nabla f|/t + [(p-1)(\beta p - \alpha) + 4\alpha(1 - \alpha)(1 - \beta)/n]|\nabla f|^2 e^{(p-1)f}\}. \quad (2.1)$$
Hence, at a point where $F \leq 0$ we conclude
\[
(\partial_t - \Delta) F \geq F/t + 2\alpha F^2/nt + 2\alpha(1-\beta)^2 e^{2F(p-1)/n} + [(p-1) - 4\alpha(1-\beta)/n] Fe^{(p-1)f} \\
+ 2\nabla F \nabla F + t[(p-1)(\beta p - \alpha) + 4\alpha(1-\alpha)(1-\beta)/n] \nabla F^2 e^{(p-1)f} \\
\geq F/t + 2\alpha F^2/nt + 2\alpha(1-\beta)^2 e^{2F(p-1)/n} + [(p-1) - 4\alpha(1-\beta)/n] Fe^{(p-1)f} \\
+ 2\nabla F \nabla F,
\]
provided that
\[
(p-1)(\beta p - \alpha) + 4\alpha(1-\alpha)(1-\beta)/n \geq 0. \tag{2.2}
\]
Now we deal with the sum
\[
2\alpha(1-\beta)^2 w^2/n + [(p-1) - 4\alpha(1-\beta)/n] F w,
\]
where we set $w = e^{(p-1)f} \geq 0$, and we see that the minimum of this quadratic in $w$ is given by
\[
-F^2 [(p-1) - 4\alpha(1-\beta)/n]^2 n = -F^2 \left[ \frac{(n(p-1) - 4\alpha(1-\beta))^2}{8\alpha(1-\beta)^2 n} \right].
\]
Hence, after substituting in the above formula and using Hamilton’s trick (see [4] or [8, Lemma 2.1.3]), being $M$ compact we get
\[
\frac{d}{dt} F_{\min}(t) \geq \frac{F_{\min}(t)}{t} + \frac{F_{\min}(t)^2}{nt} \left[ 2\alpha - \frac{[n(p-1) - 4\alpha(1-\beta)]^2}{8\alpha(1-\beta)^2} \right] \\
= \frac{F_{\min}(t)}{t} + \frac{F_{\min}(t)^2}{nt} \frac{[n(p-1) - 4\alpha(1-\beta)]^2}{8\alpha(1-\beta)^2} \left[ 1 + \frac{8\alpha(1-\beta)}{n} - p \right] \\
= \frac{F_{\min}(t)}{t} + \frac{\varepsilon F_{\min}(t)^2}{t},
\]
at almost every $t > 0$, where $F_{\min} \leq 0$ and we set
\[
\varepsilon = \varepsilon(n,p,\alpha,\beta) = \frac{n(p-1)}{8\alpha(1-\beta)^2} \left[ 1 + \frac{8\alpha(1-\beta)}{n} - p \right]. \tag{2.3}
\]
If now $\varepsilon$ is positive, that is,
\[
p < 1 + \frac{8\alpha(1-\beta)}{n}, \tag{2.4}
\]
when $F_{\min} \leq -1/\varepsilon$, we have $\frac{d}{dt} F_{\min}(t) > 0$. Since $F_{\min}(0) = 0$, this implies (“integrating” this differential inequality) that $F_{\min} \geq -1/\varepsilon$, hence
\[
(f_t - \alpha|\nabla f|^2 - \beta e^{(p-1)f})(x,t) = \frac{F(x,t)}{t} \geq F_{\min}(t) \geq -\frac{1}{\varepsilon t} \tag{2.5}
\]
for every $x \in M$ and $t > 0$. That is,
\[
u_t/\nu \geq \alpha \frac{|\nabla u|^2}{u^2} + \beta u^{p-1} - \frac{1}{\varepsilon t}
\]
or
\[
u_t \geq \alpha \frac{|\nabla u|^2}{u} + \beta u^p - \frac{u}{\varepsilon t}.
\]
Now the point is to find out for what exponents $p > 1$ (depending on the dimension $n$) there exists constants $\alpha, \beta \in [0,1]$ satisfying conditions (2.2) and (2.4), that is,
\[
(p-1)(\beta p - \alpha) + 4\alpha(1-\alpha)(1-\beta)/n \geq 0
\]
\[ p < 1 + \frac{8\alpha(1-\beta)}{n}. \]

We find that these conditions are satisfied
- for \( n \leq 3 \), for every \( p < 8/n \) (choosing \( \alpha = 1 \) and \( \beta = 1/p \)) and for no \( p \geq 8/n \),
- for \( n \geq 4 \) (by using Mathematica\textsuperscript{TM}, see the Appendix), for every and only

\[ p < \frac{3n + 4 + 3\sqrt{n(n+4)}}{2(3n-4)} \]

and some \( \alpha, \beta \in (0,1) \) (notice the right side is larger than \( 8/n \)).

**Definition 2.1.** Given \( p > 1 \), we define \( p_n = 8/n \) for \( n \leq 3 \) and

\[ p_n = \frac{3n + 4 + 3\sqrt{n(n+4)}}{2(3n-4)} \]

for \( n \geq 4 \).

We say that \( \alpha \in (0,1] \) and \( \beta \in [0,1) \) are “admissible” for \( p \in (1, p_n) \) if they satisfy the two conditions (2.2) and (2.4), in such case we define \( \varepsilon(n, p, \alpha, \beta) \) as in formula (2.3).

**Remark 2.2.** It must be \( \alpha > 0 \) and \( \beta < 1 \), otherwise condition (2.4) would imply \( p < 1 \). Moreover, notice that for every \( p \in (1, p_n) \) there is always an admissible pair \( (\alpha, \beta) \) with \( \beta \neq 0 \).

We deal now with the general case where \((M, g)\) is complete with \( \text{Ric} \geq 0 \).

We consider \( p \in (1, p_n) \), with a relative admissible pair of constants \( (\alpha, \beta) \) as above in the compact case. It is easy to see (by continuity) that if \( a \in (0, \alpha) \) is sufficiently close to \( \alpha \), the pair \( (\alpha, \beta) \) is still admissible for \( p \), then we define a slightly perturbed function \( F \),

\[ F_a = t(f_t - a|\nabla f|^2 - \beta e^{(p-1)f}) \]

\[ = t(\Delta f + (1-a)|\nabla f|^2 + (1-\beta)e^{(p-1)f}) \]

with \( 0 < a < \alpha \). Repeating the previous computations (2.1) in the compact case, we have

\[ (\partial_t - \Delta) F_a \geq F_a/t + 2aF_a^2/nt + 2ta(1-\beta)^2e^{2f(p-1)/n} + [(p-1) - 4a(1-\beta)/n]F_a e^{(p-1)f} \]

\[ + 2at(1-a)^2|\nabla f|^4/n - 4a(1-a)|\nabla f|^2F_a/n \]

\[ + 2\nabla f \nabla F_a + t[(p-1)(\beta p - a) + 4a(1-a)(1-\beta)/n]|\nabla f|^2 e^{(p-1)f}. \]

\[ \geq F_a/t + 2aF_a^2/nt + 2ta(1-\beta)^2e^{2f(p-1)/n} + [(p-1) - 4a(1-\beta)/n]F_a e^{(p-1)f} \]

\[ - 4a(1-a)|\nabla f|^2 F_a/n + 2\nabla f \nabla F_a, \]

since condition (2.2) holds, with \( a \) in place of \( \alpha \).

We now want to compute the evolution equation of a “localization” of the function \( F_a \), for \( a > 1 \). We consider the following cut–off functions (of Li and Yau [7]): let \( \psi : [0, +\infty) \to \mathbb{R} \) be a smooth function satisfying:

1. \( \psi(s) = 1 \) if \( s \in [0, 1] \) and \( \psi(s) = 0 \) if \( s \in [2, +\infty) \),
2. \( -C_1 \leq \psi'(s) \leq 0 \) for every \( s \in [0, +\infty) \), that is \( \psi \) is nonincreasing,
3. \( |\psi''(s)| \leq C_2 \) for every \( s \in [0, +\infty) \),
4. \( |\psi'(s)|^2 / \psi(s) \leq C_3 \) for every \( s \in [0, +\infty) \) such that \( \psi(s) \neq 0 \),
for some positive constants $C_1, C_2, C_3$. Then, fixed $x_0 \in M$ and $R > 0$, denoting with $r = r(x)$ the distance function from the point $x_0$ in $(M, g)$, we define $\varphi(x) = \psi(\frac{r(x)}{R})$.

We clearly have $\nabla \varphi(x) = \psi^\prime(\frac{r(x)}{R}) \frac{\psi'}{R}$, hence
\[
|\nabla \varphi(x)|^2 = \left| \psi^\prime(\frac{r(x)}{R}) \right|^2 \frac{1}{R^2} \leq C_3 \psi(\frac{r(x)}{R}) \frac{1}{R^2} = \frac{C_3 \varphi(x)}{R^2} \leq \frac{C_3}{R^2}.
\]  
(2.7)

when $\nabla \varphi$ exists (almost everywhere), being $|\nabla r(x)|^2 = 1$.

Thanks to the nonnegativity assumption on the Ricci tensor, by the Laplacian comparison theorem (see [12, Chapter 9, Section 3.3] and also [18]), if $\text{Ric} \geq 0$, we have
\[
\Delta r(x) \leq \frac{n - 1}{r(x)}
\]
for every $x \in M$ in the sense of support functions (or in the sense of viscosity, see [2] – check also [10, Appendix A] for comparison of the two notions), in particular, this inequality can be used in maximum principle arguments, see again [12, Chapter 9, Section 3], for instance. Hence, we have $\Delta \varphi(x) = 0$ if $r(x) \leq R$ and
\[
\Delta \varphi(x) = \psi''(\frac{r(x)}{R}) \frac{1}{R^2} + \psi'(\frac{r(x)}{R}) \frac{\Delta r(x)}{R} \\
\geq - \frac{C_2}{R^2} - \frac{C_1(n - 1)}{R r(x)} \\
\geq - \frac{C_2}{R^2} - \frac{C_1(n - 1)}{R^2} \\
= - \frac{C_4}{R^2},
\]
if $r(x) \geq R$. Thus, we have the general estimate on the whole $M$ (in the sense of support functions) $\Delta \varphi(x) \geq -\frac{C_4}{R^2}$.

Then, setting $Q(x, t) = \varphi(x) F_a(x, t)$, we compute (using formula (2.6) and the inequalities above)
\[
(\partial_t - \Delta)Q = \varphi(\partial_t - \Delta) F_a - F_a \Delta \varphi - 2 \nabla \varphi \nabla F_a \\
\geq \frac{Q}{t} + \frac{2 a Q^2}{n t \varphi} - \frac{2 t \varphi a(1 - \beta)^2}{n} e^{2 f(p-1)} + Q e^{(p-1) f} \left[(p - 1) - \frac{4 a(1 - \beta)}{n} \right] \\
- \frac{4 a(1 - a)}{n} Q |\nabla f|^2 + 2 \varphi \nabla f \nabla F_a - 2 \nabla \varphi \nabla F_a + F_a \frac{C_4}{R^2}.
\]

Arguing as before, setting $Q_{\min}(t) = \min_{x \in M} Q(x, t)$, we have $Q_{\min}(0) = 0$ and
\[
\varphi > 0, \quad 0 = \nabla Q = \varphi \nabla F_a + F_a \nabla \varphi, \quad \Delta Q \geq 0,
\]
at every point \( x \) where the minimum of \( Q \) is achieved. Hence (recalling that \( a < \alpha \leq 1 \)), by Hamilton's trick, at almost every \( t > 0 \) such that \( Q_{\min}(t) < 0 \) we have

\[
\frac{d}{dt} Q_{\min} \geq \frac{Q_{\min}}{t} + 2aQ^2_{\min} \frac{t\varphi a(1-\beta)^2}{nt\varphi} + \frac{2t\varphi a(1-\beta)^2}{n} e^{2f(p-1)} + Q_{\min} e^{(p-1)f} \left[ (p-1) - \frac{4a(1-\beta)}{n} \right]
\]

where we used the fact that \( |\nabla \varphi| \leq \sqrt{C_3} R / \varphi \), by inequality (2.7), and we set \( C_5 = \sqrt{C_3}, C_6 = \frac{C_{5a^2}}{4a(1-a)} > 0 \).

Setting \( y = |\nabla f|/\sqrt{\varphi} \geq 0 \), we see that the difference inside the last square brackets is given by \( y^2 - 2C_6 y / R \), which is then larger or equal than \( -C_6^2 / R^2 \), hence

\[
\frac{d}{dt} Q_{\min} \geq \frac{Q_{\min}}{t} + 2aQ^2_{\min} \frac{t\varphi a(1-\beta)^2}{nt\varphi} + \frac{2t\varphi a(1-\beta)^2}{n} e^{2f(p-1)} + Q_{\min} e^{(p-1)f} \left[ (p-1) - \frac{4a(1-\beta)}{n} \right]
\]

with \( C_7 = C_4 + 2C_3 + 4a(1-a)C_6^2 / na^2 \). Now we deal with the sum

\[
\frac{2t\varphi a(1-\beta)^2}{n} e^{2f(p-1)} + Q_{\min} e^{(p-1)f} \left[ (p-1) - \frac{4a(1-\beta)}{n} \right]
\]

where we set \( w = e^{(p-1)f} \geq 0 \), as in the compact case. The minimum of this quadratic in \( w \) is given by

\[
-Q_{\min}^2 \left[ \frac{n(p-1) - 4a(1-\beta)}{8nta(1-\beta)^2} \right] = \frac{\varepsilon Q_{\min}^2}{t\varphi} - \frac{2aQ_{\min}^2}{nt\varphi}
\]

where \( \varepsilon = \varepsilon(n, p, a, \beta) \) is defined by equation (2.3) and it is positive, being the pair \( (a, \beta) \) admissible for \( p \) (see condition (2.4)).

Then, substituting in the previous formula and collecting similar terms, we finally get

\[
\frac{d}{dt} Q_{\min} \geq \frac{Q_{\min}}{t} + \frac{\varepsilon Q_{\min}^2}{t\varphi} + C_7 Q_{\min} \frac{1}{\varphi R^2}.
\]
It follows, arguing as in the compact case that

\[ Q_{\text{min}} \geq -\frac{\varphi}{\varepsilon} - \frac{tC_7}{\varepsilon R^2} \geq -\frac{1}{\varepsilon} - \frac{tC_7}{\varepsilon R^2} \]

where we used the fact that \( \varphi \leq 1 \), hence

\[ \varphi(x) \frac{F_a(x, t)}{t} \geq \frac{Q_{\text{min}}(t)}{t} \geq -\frac{1}{\varepsilon t} - \frac{tC_7}{\varepsilon R^2} \]

for every \( x \in M \) and \( t > 0 \). Sending \( R \to +\infty \) (so that \( \varphi \equiv 1 \) on \( M \)), we then have

\[ \frac{F_a(x, t)}{t} \geq -\frac{1}{\varepsilon t} \]

that is,

\[ f_t - a|\nabla f|^2 - \beta e^{(p-1)f} \geq -\frac{1}{\varepsilon(n, p, a, \beta)t} \]

and finally sending \( a \to \alpha^- \), being \( a \mapsto \varepsilon(n, p, a, \beta) \) a continuous function, we get the same conclusion (2.5)

\[ f_t - \alpha|\nabla f|^2 - \beta e^{(p-1)f} \geq -\frac{1}{\varepsilon(n, p, \alpha, \beta)t} \]

that is,

\[ u_t - \alpha \frac{|\nabla u|^2}{u} - \beta u^p \geq -\frac{u}{\varepsilon(n, p, \alpha, \beta)t} \] (2.8)

for every \( x \in M \) and \( t > 0 \), given any pair \( (\alpha, \beta) \) admissible for \( p \in (1, \bar{p}_n) \).

Hence, we obtained the following proposition.

**Proposition 2.3.** Let \( u : M \times [0, T) \to \mathbb{R} \) a classical positive solution of the equation \( u_t = \Delta u + u^p \) with \( p \in (1, \bar{p}_n) \), on an \( n \)-dimensional complete Riemannian manifold \((M, g)\) with nonnegative Ricci tensor. Then, for every pair \( (\alpha, \beta) \) admissible for \( p \), there holds

\[ u_t - \alpha \frac{|\nabla u|^2}{u} - \beta u^p \geq -\frac{u}{\varepsilon(n, p, \alpha, \beta)t} \]

for every \( x \in M \) and \( t > 0 \).

**Remark 2.4.** By carefully inspecting the proof, we can see that it works also if \( p \in (0, 1) \), moreover, we can choose \( \alpha = \beta = 1 \) (check the last term of inequality (2.1)), leading to the conclusion

\[ u_t - |\nabla u|^2 - u^p \geq -\frac{2u}{nt} \]

for every \( x \in M \) and \( t > 0 \).

**Remark 2.5.** Easily, considering a suitable multiple of the solution, a conclusion analogous to Proposition 2.3 also holds for the positive solutions of the equation \( u_t = \Delta u + au^p \) with \( a \in \mathbb{R} \) positive constant.
3. HARNACK INEQUALITY

We now derive the following Harnack inequality as a corollary of the semilinear Li & Yau estimates.

**Proposition 3.1.** Let \( u : M \times [0, T) \to \mathbb{R} \) a classical positive solution of the equation \( u_t = \Delta u + u^p \) with \( p \in (1, \bar{p}_n) \), on an \( n \)-dimensional complete Riemannian manifold \((M, g)\) with nonnegative Ricci tensor. Then, for every pair \((\alpha, \beta)\) admissible for \( p \) and \( \varepsilon = \varepsilon(n, p, \alpha, \beta) \) as in formula (2.3), given any \( 0 < t_1 < t_2 \leq T \) and \( x_1, x_2 \in M \), the following inequality holds

\[
    u(x_1, t_1) \leq u(x_2, t_2) \left( \frac{t_2}{t_1} \right)^{1/\varepsilon} \exp(\rho_{\alpha, \beta}(x_1, x_2, t_1, t_2)),
\]

where

\[
    \rho_{\alpha, \beta}(x_1, x_2, t_1, t_2) = \inf_{\gamma \in \Gamma(x_1, x_2)} \int_0^1 \left[ \frac{|\gamma(s)|^2}{4\alpha(t_2 - t_1)} - \beta(t_2 - t_1)u^{p-1}(\gamma(s), (1-s)t_2 + st_1) \right] ds,
\]

with \( \Gamma(x_1, x_2) \) given by all the paths in \( M \) parametrized by \([0, 1]\) joining \( x_2 \) to \( x_1 \). In particular, since \( u \geq 0 \), we have the following bound

\[
    u(x_1, t_1) \leq u(x_2, t_2) \left( \frac{t_2}{t_1} \right)^{1/\varepsilon} \exp \left( \inf_{\gamma \in \Gamma(x_1, x_2)} \int_0^1 \frac{|\gamma(s)|^2}{4\alpha(t_2 - t_1)} ds \right).
\]

**Proof.** We start with the inequality for \( \log u \) that we derived in Section 2,

\[
    (\log u)_t - \alpha|\nabla \log u|^2 - \beta u^{p-1} \geq - \frac{1}{\varepsilon t}.
\] (3.1)

Then, let \( \gamma : [0, 1] \to M \) be any curve such that \( \gamma(0) = x_2 \) and \( \gamma(1) = x_1 \) and consider the path \( \eta : [0, 1] \to M \times [t_1, t_2] \) defined as \( \eta(s) = (\gamma(s), (1-s)t_2 + st_1) \). Notice that \( \eta(0) = (x_2, t_2) \) and \( \eta(1) = (x_1, t_1) \). Integrating along \( \eta \), thanks to estimate (3.1), we have

\[
    \log \left( \frac{u(x_1, t_1)}{u(x_2, t_2)} \right) = \log u(x_1, t_1) - \log u(x_2, t_2)
\]

\[
    = \int_0^1 \left( \frac{d}{ds} \log u(\eta(s)) \right) ds = \int_0^1 \left[ (\nabla \log u, \dot{\gamma}) - (t_2 - t_1)(\log u) \right] ds
\]

\[
    \leq \int_0^1 \left[ |\nabla \log u||\dot{\gamma}| + (t_2 - t_1) \left( \frac{1}{\varepsilon((1-s)t_2 + st_1)} - \alpha|\nabla \log u|^2 - \beta u^{p-1} \right) \right] ds
\]

\[
    = \int_0^1 \frac{t_2 - t_1}{\varepsilon((1-s)t_2 + st_1)} ds + \int_0^1 \left[ |\nabla \log u||\dot{\gamma}| - \alpha(t_2 - t_1)|\nabla \log u|^2 - \beta(t_2 - t_1)u^{p-1} \right] ds
\]

\[
    \leq - \frac{\log((1-s)t_2 + st_1)}{\varepsilon} \Bigg|_0^1 + \int_0^1 \left[ \frac{|\dot{\gamma}|^2}{4\alpha(t_2 - t_1)} - \beta(t_2 - t_1)u^{p-1} \right] ds
\]

\[
    = \frac{1}{\varepsilon} \log \left( \frac{t_2}{t_1} \right) + \int_0^1 \left[ \frac{|\dot{\gamma}|^2}{4\alpha(t_2 - t_1)} - \beta(t_2 - t_1)u^{p-1} \right] ds
\]

Taking the exponential of this estimate, we obtain the desired inequality. \( \square \)
4. ANCIENT AND ETERNAL SOLUTIONS

Even if in the analysis of singularities of positive solutions of equation \( u_t = \Delta u + u^p \), which we briefly discuss in Section 6, only the eternal/ancient solutions in \( \mathbb{R}^n \) are relevant, it is clearly of interest discussing (and possibly determining all) such solutions also on a general Riemannian manifold.

Let \( u : M \times (-\infty, T) \to \mathbb{R} \) be a classical, positive, ancient solution of \( u_t = \Delta u + u^p \), with \( p \in (0, \bar{p}_n) \), where \((M, g)\) is a complete \( n\)-dimensional Riemannian manifold with nonnegative Ricci tensor.

By repeating the argument of the previous sections (or “translating” the solution) with \( t - T_0 \) in place of \( t \), for any \( T_0 < T \), in the time interval \([T_0, T)\), we conclude that at every \( x \in M \) and \( t > T_0 \) we have (estimate (2.8))

\[
u_t \geq \alpha \frac{|
abla u|^2}{u} + \beta u^p - \frac{u}{\varepsilon(t - T_0)}\]

for every pair \((\alpha, \beta)\) admissible for \( p \), where \( \varepsilon > 0 \) is independent of \( x \) and \( t \).

Hence, sending \( T_0 \to -\infty \), we conclude

\[
u_t \geq \alpha \frac{|
abla u|^2}{u} + \beta u^p > 0
\]

for every \( x \in M \) and \( t \in (-\infty, T) \), if \( \beta > 0 \) (which can always be chosen, by Remark 2.2).

Hence, we have the following consequence of Proposition 2.3.

**Proposition 4.1.** Let \( u : M \times (-\infty, T) \to \mathbb{R} \) a classical, positive, ancient solution of the equation \( u_t = \Delta u + u^p \) with \( p \in (0, \bar{p}_n) \), on an \( n\)-dimensional complete Riemannian manifold \((M, g)\) with nonnegative Ricci tensor. Then, there exist admissible pairs \( \alpha, \beta \in (0, 1) \) for \( p \) and for any of such pairs there holds

\[
u_t \geq \alpha \frac{|
abla u|^2}{u} + \beta u^p \geq \beta u^p > 0, \tag{4.1}
\]

for every \( x \in M \) and \( t \in (-\infty, T) \). In particular, for every fixed \( x \in M \) the function \( t \mapsto \sup_{x \in M} u(x, t) \) is monotone increasing.

The following conclusion for eternal solutions is then straightforward, since any (non–identically zero) solution must blow up in finite time.

**Corollary 4.2.** In the same hypotheses of this proposition, \( u \) is uniformly bounded above (in space and time) in every \( M \times (-\infty, T') \), for any \( T' < T \). Moreover, the function \( t \mapsto \sup_{x \in M} u(x, t) \) is monotone increasing and

\[
\lim_{t \to -\infty} \sup_{x \in M} u(x, t) = 0.
\]

If the function \( u \) is an eternal nonnegative solution of \( u_t = \Delta u + u^p \), with \( p \in (0, \bar{p}_n) \), where \((M, g)\) is a complete \( n\)-dimensional Riemannian manifold with nonnegative Ricci tensor, it must necessarily be identically zero.

For \( p > 1 \), by direct integration of inequality (4.1) we get the estimate

\[
u(x, t) \leq \frac{C}{(T - t)^{\frac{1}{p - 1}}}
\]

for some \( T \geq T \) and \( C = (\beta(p - 1))^{\frac{1}{p - 1}} \). This “universal” decay estimate for ancient solutions on manifolds with nonnegative Ricci tensor was previously known, thanks to Corollary
By the same blow–up argument (see [1, Theorem 3.6 and Corollaries 3.7, 3.8]) it can be shown that if in $\mathbb{R}^n$, for a fixed $p > 1$, there are no nonzero, bounded, positive, eternal solutions of $u_t = \Delta u + u^p$, then the same holds for every complete $n$–dimensional Riemannian manifold with bounded geometry (notice that nonnegativity of the Ricci tensor is not necessary).

In the Euclidean space, it is well known that nontrivial global radial (static) solutions on $\mathbb{R}^n \times \mathbb{R}$ exist for any supercritical exponent $p \geq p_S = \frac{n+2}{n-2}$, see for instance Proposition B at page 1155 in [3]. Conversely, while the triviality of eternal radial solutions can be shown in the full range of subcritical exponents $1 < p < \frac{n+2}{n-2}$ (see Theorem B at page 882 in [14]), the same expected result for general (not necessarily radial) solutions was known only in the range $1 < p < \frac{n(n+2)}{(n-1)^2}$ (see Theorem A page 882 in [14]). Indeed, such triviality when $\frac{n(n+2)}{(n-1)^2} \leq p < p_S$ was a quite long standing open problem (see [13, 14]), which has been finally settled by Quittner for every $p > 1$ when $n \leq 2$ in [15] and, very recently, for any $p < p_S$ when $n \geq 3$ in [16].

Then, by such optimal result of Quittner, in the general case of a Riemannian manifold, we can extend the triviality result for eternal solutions to Riemannian manifolds with bounded geometry (see Corollary 3.8 in [1]).

Unfortunately, our bound $p_n$ on the exponent $p$ is actually smaller than $\frac{n(n+2)}{(n-1)^2}$, for every $n \geq 2$, but larger than $\frac{n}{n-2}$ (which appears in [15]) when $n \geq 4$ (see the computation in the Appendix).

Turning our attention to the (only) ancient solutions of $u_t = \Delta u + u^p$ on a complete, $n$–dimensional Riemannian manifold with nonnegative Ricci tensor, we first notice that if $p \leq 1$, we have seen in Remark 2.4 that we can choose $\alpha = \beta = 1$, hence

$$u_t = \Delta u + u^p \geq \frac{|\nabla u|^2}{u} + u^p$$

that is,

$$\Delta \log u \geq 0.$$

If $M$ is compact, this clearly implies that every ancient, positive solution is trivial.

Not much is known, in a general Riemannian manifold, when $p > 1$. By the work of Merle and Zaag [11] (and the above results of Quittner), it follows that in $\mathbb{R}^n$, if $1 < p < p_S = \frac{n+2}{n-2}$ when $n \geq 3$, or for every $p > 1$ if $n \leq 2$, any ancient, positive solution is trivial. We conjecture that this holds in general.

**Conjecture 4.3.** For any complete, $n$–dimensional Riemannian manifold $(M, g)$ with bounded geometry, if $p < p_S = \frac{n+2}{n-2}$ when $n \geq 3$, or for every $p > 0$ if $n \leq 2$, any ancient, positive solution of $u_t = \Delta u + u^p$ is trivial.

The line of [11] is (at least apparently) difficult to be generalized to manifolds, possibly requiring in the computations/estimates the (quite restrictive) assumptions of parallel Ricci tensor and nonnegative sectional curvature. Anyway, for a compact Riemannian manifold with Ric $> 0$, we were able to obtain the triviality of ancient solutions in the same range of exponents $0 \leq p < p_S$ (by the discussion above and Theorem 1.2 in [1], in combination with
the results of Quittner). In the next section we are trying to find out some other properties of ancient solutions.

5. CONVEXITY IN TIME AND MONOTONICITY OF THE GRADIENT

The aim of this section is to discuss further qualitative properties of ancient, positive solutions of \( u_t = \Delta u + u^p \), that can be derived analogously as the previous Li & Yau type inequalities.

We now show that any ancient solution, apart from being monotone in time, as proved in Proposition 4.1, is also convex in time, i.e. \( \partial_t^2 u > 0 \), provided \( n \geq 5 \). Without loss of generality, we assume that \( M \) is compact, since the noncompact case can be treated, as in the second part of Section 2, through a cut-off argument.

Let \( u : M \times (-\infty, T) \to \mathbb{R} \) a classical, positive, ancient solution of the equation

\[
u_t = \Delta u + u^p\]

with \( p \in (0, \bar{p}_n) \), on an \( n \)-dimensional, \( n \geq 5 \), complete Riemannian manifold \((M, g)\) with nonnegative Ricci tensor. From Proposition 4.1, for some admissible \( 0 < \alpha, \beta < 1 \), we proved

\[
u_t \geq \alpha \frac{\|\nabla u\|^2}{u} + \beta u^p. \tag{5.1}\]

In particular, the function

\[v = \partial_t u\]

is positive and satisfies

\[
\partial_t v - \Delta v = hv,
\]

where we set \( h = pu^p - 1 \). Let now \( f = \log v \) and, observing that

\[
\partial_t f = \frac{v_t}{v} \quad \text{and} \quad \Delta f = \frac{\Delta v}{v} - |\nabla f|^2,
\]

we easily see that \( f \) satisfies

\[
(\partial_t - \Delta) f = |\nabla f|^2 + h.
\]

We introduce, for every \( T_0 < t < T \), the function

\[
F = (t - T_0) \left( \Delta f + (1 - \alpha)|\nabla f|^2 + (1 - \beta)h \right).
\]

A simple computation shows the following

\[
(\partial_t - \Delta) \Delta f = 2|\nabla^2 f|^2 + 2\text{Ric}(\nabla f, \nabla f) + 2\langle \nabla \Delta f, \nabla f \rangle + \Delta h
\]

\[
(\partial_t - \Delta) f_i = 2f_{ik}f_k + h_i
\]

\[
(\partial_t - \Delta)|\nabla f|^2 = 4f_{ik}f_if_k + 2h_if_i - 2|\nabla^2 f|^2.
\]

From the above equations, using \( \text{Ric} \geq 0 \), we deduce

\[
(\partial_t - \Delta) F \geq \frac{F}{(t - T_0)} + (t - T_0) \left[ 2|\nabla^2 f|^2 + 2\langle \nabla \Delta f, \nabla f \rangle + \Delta h 
\right.
\]

\[+ 4(1 - \alpha)f_{ik}f_if_k + 2(1 - \alpha)h_if_i
\]

\[- 2(1 - \alpha)|\nabla^2 f|^2 + (1 - \beta)(\partial_t - \Delta)h].
\]

Notice that

\[
2\frac{\langle \nabla F, \nabla f \rangle}{(t - T_0)} = 2\langle \nabla \Delta f, \nabla f \rangle + 4(1 - \alpha)f_{ik}f_if_k + 2(1 - \beta)h_if_i,
\]
which can be plugged above to get

\[(\partial_t - \Delta)F \geq \frac{F}{(t - T_0)} + 2(\nabla F, \nabla f) + (t - T_0) \left[ 2\alpha|\nabla^2 f|^2 + 2(\beta - \alpha)h_if_i + \partial_t h - \beta(\partial_t - \Delta)h \right].\]

Now we see that

\[n|\nabla^2 f|^2 \geq (\Delta f)^2 = \left( \frac{F}{(t - T_0)} - (1 - \alpha)|\nabla f|^2 - (1 - \beta)h \right)^2 = \frac{F^2}{(t - T_0)^2} + (1 - \alpha)^2|\nabla f|^4 + (1 - \beta)^2h^2 - \frac{2(1 - \alpha)}{(t - T_0)}F|\nabla f|^2 - \frac{2(1 - \beta)}{(t - T_0)}Fh + 2(1 - \alpha)(1 - \beta)|\nabla f|^2h.\]

Moreover, by direct computation,

\[\partial_t h = p(p - 1)u^{p-2}\partial_t u,\]

and

\[\Delta h = p(p - 1)u^{p-2}\Delta u + p(p - 1)(p - 2)u^{p-3}|\nabla u|^2,\]

whence, using the equation for \(u\) and inequality (5.1), we have

\[\partial_t h - \beta(\partial_t - \Delta)h = p(p - 1)u^{p-2}\partial_t u - \beta(p - 1)u^{2(p-1)} + \beta p(p - 1)(p - 2)u^{p-3}|\nabla u|^2 \geq \alpha p(p - 1)u^{p-3}|\nabla u|^2 + \beta p(p - 1)(p - 2)u^{p-3}|\nabla u|^2 = p(p - 1)[\alpha + \beta(p - 2)]u^{p-3}|\nabla u|^2.\]

Hence, plugging everything in estimate (5.2) we finally get

\[(\partial_t - \Delta)F \geq \frac{F}{(t - T_0)} + 2(\nabla F, \nabla f) + \frac{2\alpha}{n}(t - T_0) \left[ (1 - \alpha)^2|\nabla f|^4 + (1 - \beta)^2h^2 - \frac{2(1 - \alpha)}{(t - T_0)}F|\nabla f|^2 + \frac{2(1 - \beta)}{(t - T_0)}Fh + 2(1 - \alpha)(1 - \beta)|\nabla f|^2h \right]
+ (t - T_0) \left[2(\beta - \alpha)h_if_i + p(p - 1)[\alpha + \beta(p - 2)]u^{p-3}|\nabla u|^2\right]
\geq \frac{F}{(t - T_0)} + 2(\nabla F, \nabla f) + \frac{2\alpha}{n}(t - T_0) \left[ (1 - \alpha)^2|\nabla f|^4 + (1 - \beta)^2h^2 - \frac{2(1 - \alpha)}{(t - T_0)}F|\nabla f|^2 + \frac{2(1 - \beta)}{(t - T_0)}Fh + 4(1 - \alpha)(1 - \beta)|\nabla f|^2h \right]
+ (t - T_0) \left[2(\beta - \alpha)h_if_i + p(p - 1)[\alpha + \beta(p - 2)]u^{p-3}|\nabla u|^2\right].\]

Let us first observe that \(\alpha > \beta\) (see the Appendix). We claim that the quantity

\[Q = -2(\alpha - \beta)h_if_i + p(p - 1)[\alpha + \beta(p - 2)]u^{p-3}|\nabla u|^2 + \frac{8\alpha}{n}(1 - \alpha)(1 - \beta)|\nabla f|^2h\]
is nonnegative. Notice that
\[
2h_i f_i = 2p(p - 1)u^{p-2}u_i f_i = 2p(p - 1)\frac{\sqrt{h}}{\sqrt{h}} u^{p-2}u_i f_i \\
\leq p(p - 1)\left( \frac{\theta u^{2p-4}}{pu^{p-1}} |\nabla u|^2 + \frac{1}{\theta} |\nabla f|^2 h \right) \\
= p(p - 1)\left( \frac{\theta}{p} u^{p-3} |\nabla u|^2 + \frac{1}{\theta} |\nabla f|^2 h \right)
\]
for all \( \theta > 0 \). Thus we obtain
\[
Q \geq \left\{ p(p - 1)[(\alpha + \beta(p - 2)] - \theta(p - 1)(\alpha - \beta) \right\} u^{p-3} |\nabla u|^2 \\
+ \left[ \frac{8\alpha}{n} (1 - \alpha)(1 - \beta) - \frac{p(p - 1)(\alpha - \beta)}{\theta} \right] |\nabla f|^2 h.
\]
Choosing
\[
\theta = \frac{np(p - 1)(\alpha - \beta)}{8\alpha(1 - \alpha)(1 - \beta)}
\]
we get
\[
Q \geq p(p - 1)\left[ \alpha + \beta(p - 2) - \frac{n(p - 1)(\alpha - \beta)^2}{8\alpha(1 - \alpha)(1 - \beta)} \right] u^{p-3} |\nabla u|^2.
\]
(5.3)

Using (again) Mathematica\textsuperscript{TM} (see the Appendix), we have that the coefficient in the right hand side is nonnegative, hence \( Q \geq 0 \), if \( n \geq 5 \), \( \alpha \) and \( \beta \) are admissible and \( p < p_n \). Thus, at a minimum point of \( F \) with \( F \leq 0 \), we have
\[
(\partial_t - \Delta)F \geq \frac{F}{(t - T_0)} + \frac{2\alpha}{n} \frac{F^2}{(t - T_0)}
\]
and, by maximum principle,
\[
F \geq -\frac{n}{2\alpha}
\]
which implies
\[
f_t \geq \alpha |\nabla f|^2 + \beta h - \frac{n}{2\alpha(t - T_0)}.
\]
Then, recalling that \( f = \log u_t \), we finally obtain
\[
\frac{\partial^2 u}{u_t} \geq \alpha \frac{|\nabla u|^2}{u_t^2} + \beta h - \frac{n}{2\alpha(t - T_0)}.
\]
In particular, since \( \alpha, \beta > 0 \), we have
\[
\frac{\partial^2 u}{u_t} \geq -\frac{n}{2\alpha(t - T_0)}.
\]
Letting \( T_0 \to -\infty \), we conclude that at every \( x \in M \) and \( t < T \) we have \( \partial^2 u > 0 \), for every pair \((\alpha, \beta)\) admissible for \( p \). Therefore, we have showed the following proposition.

**Proposition 5.1.** Let \( u : M \times (-\infty, T) \to \mathbb{R} \) a classical, positive, ancient solution of the equation \( u_t = \Delta u + u^p \) with \( p \in (0, p_n) \), on an \( n \)-dimensional, \( n \geq 5 \), complete Riemannian manifold \((M, g)\)
with nonnegative Ricci tensor. Then, there exist admissible pairs \( \alpha, \beta \in (0, 1) \) for \( p \) and for any of such pairs there holds

\[
\partial_t^2 u \geq \alpha \frac{|\nabla u_t|^2}{u_t} + \beta pu^{p-1} u_t > 0
\]

for every \( x \in M \) and \( t \in (-\infty, T) \). In particular, for every fixed \( x \in M \) the function \( t \mapsto u(x, t) \) is convex.

Remark 5.2. If the ambient is \( \mathbb{R}^n \) and \( u : \mathbb{R}^n \times (-\infty, T) \to \mathbb{R} \) a classical, positive, ancient solution of the equation

\[
u_t = \Delta u + u^p
\]

on \( \mathbb{R}^n \), with \( p \in (0, \bar{p}_n) \), letting \( u_m = \partial_{x_m} u \), \( m = 1, \ldots, n \), be any spatial derivative of \( u \), we observe that

\[
(\partial_t - \Delta)u_m = hu_m,
\]

where \( h = pu^{p-1} \), so that

\[
(\partial_t - \Delta)u_m^2 = 2hu_m^2 = 2|\nabla u_m|^2.
\]

Thus, we consider, for \( \varepsilon > 0 \), the function \( f_{\varepsilon} = \frac{1}{2} \log(u_m^2 + \varepsilon) \). By direct computation we see that \( f_{\varepsilon} \) satisfies

\[
(\partial_t - \Delta)f_{\varepsilon} = (1 + \psi_{\varepsilon})h + |\nabla f_{\varepsilon}|^2 (1 + \phi_{\varepsilon}),
\]

whenever \( u_m \neq 0 \), with \( \psi_{\varepsilon} = -\frac{\varepsilon}{u_m + \varepsilon} \) and \( \phi_{\varepsilon} = -\frac{\varepsilon}{u_m} \). We introduce

\[
F_{\varepsilon} = t \left( \Delta f_{\varepsilon} + (1 - \alpha)|\nabla f_{\varepsilon}|^2 + (1 - \beta)h \right).
\]

In order to prove that \( F_{\varepsilon} \geq -C \) for some \( C > 0 \), we notice that if \( u_m = 0 \), then \( f_{\varepsilon} \) achieves a (global) minimum point, so that \( \Delta f_{\varepsilon} \geq 0 \), which in turn implies \( F_{\varepsilon} \geq 0 \) by this equation. Hence, without loss of generality, we can suppose that \( u_m^2 > 0 \), which implies that the perturbations \( \psi_{\varepsilon} \) and \( \phi_{\varepsilon} \), as well as all of their derivatives, tend to zero uniformly as \( \varepsilon \to 0 \). In this way, if for \( \varepsilon = 0 \) we let \( f = f_0 \) and \( F = F_0 \), we have that

\[
(\partial_t - \Delta)f = h + |\nabla f|^2 + R(\varepsilon),
\]

with \( R(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). Observe now that \( R(\varepsilon) \) is smooth whenever \( u_m \neq 0 \) and that all of its derivatives tend to zero as \( \varepsilon \to 0 \). Thus, we can omit the remainder \( R(\varepsilon) \) in the computations that we can perform as for the monotonicity of the time derivative \( u_t \) proved above, only with the spatial derivative \( \partial_{x_m} u \), \( m = 1, \ldots, n \) in place of \( u_t \). Following step by step the preceding computations, we then obtain the following fact.

Let \( u : \mathbb{R}^n \times (-\infty, T) \to \mathbb{R} \) a classical, positive, ancient solution of the equation \( u_t = \Delta u + u^p \) with \( p \in (0, \bar{p}_n) \), on \( \mathbb{R}^n \), \( n \geq 5 \). Then, for every fixed \( x \in \mathbb{R}^n \), the function \( t \mapsto |\nabla u|^2(x, t) \) is monotone increasing.

This could possibly be an initial step for an alternative line to show the Merle and Zaag result in [11] of triviality of ancient solutions in \( \mathbb{R}^n \).
6. Singularities, Blow--up and Eternal/Ancient Solutions in $\mathbb{R}^n$

Let $u : M \times [0, T) \to \mathbb{R}$ a positive smooth solution of $u_t = \Delta u + u^p$ on an $n$--dimensional Riemannian manifold $(M, g)$, with $p > 1$, such that $T < +\infty$ is the maximal time of existence. In this section we want to discuss, as in [14], the asymptotic behavior of a solution approaching the singular time $T$, by means of a slightly different blow--up technique, borrowed by the work of Hamilton about the Ricci flow [5] (and the mean curvature flow too).

Assuming that $M$ is compact and $u$ is uniformly bounded by some constant $A > 0$, we have the evolution equations,

$$\frac{d}{dt} u^2 = 2uu_t = 2u\Delta u + 2pu^{p+1} = \Delta u^2 - 2|\nabla u|^2 + 2pu^{p+1} \leq \Delta u^2 + 2pA^{p+1}$$
$$\frac{d}{dt} u_t^2 = 2u_t\Delta u_t + 2pu_t^{p-1}u_t^2 = \Delta u_t^2 - 2|\nabla u_t|^2 + 2pu_t^{p-1}u_t^2 \leq \Delta u_t^2 + 2pA^{p-1}u_t^2$$
$$\frac{d}{dt}|\nabla u|^2 = 2\nabla u\nabla \Delta u + 2p|\nabla u|^2u^{p-1}$$
$$= 2\nabla u\Delta \nabla u - 2\text{Ric}(\nabla u, \nabla u) + 2p|\nabla u|^2u^{p-1}$$
$$= \Delta |\nabla u|^2 - 2|D^2 u|^2 - 2\text{Ric}(\nabla u, \nabla u) + 2p|\nabla u|^2u^{p-1}$$
$$\leq \Delta |\nabla u|^2 + C|\nabla u|^2$$

which, by means of maximum principle, imply that $u_t$ is also uniformly bounded (and $|\nabla u|^2$ too), then, for every $x \in M$, the limit

$$u_T(x) = \lim_{t \to T} u(x,t)$$

exists and it is Lipschitz. Repeating the same (standard) argument for $|\nabla^k u|^2$, for every $k \in \mathbb{N}$, one can conclude that the limit map $u_T$ is smooth (and the convergence $u(\cdot, t) \to u_T$ also), hence we can “restart” the solution by standard methods (see [9], for instance), getting a smooth solution in a larger time interval, in contradiction with the assumption that $T < +\infty$ was the maximal time of existence.

From this discussion, we conclude that

$$\limsup_{t \to T} u_{\max}(t) = \limsup_{t \to T} \max_{x \in M} u(x,t) = +\infty,$$

moreover, such function $u_{\max} : [0, T) \to \mathbb{R}$, which is locally Lipschitz, by maximum principle must satisfy distributionally (see [8, Section 2.1], for instance)

$$u'_{\max}(t) \leq u^p_{\max}(t)$$

implying (after integration of this differential inequality) the estimate

$$u_{\max}(t) \geq \frac{1}{[(p-1)(T-t)]^{1/p}} = \pi(t) \quad (6.1)$$

which is the unique nonzero solution of the ODE $u' = u^p$, hence the unique nonzero trivial ancient solution of $u_t = \Delta u + u^p$, defined in the maximal interval $(-\infty, T)$.

Notice, that by the same argument, applied to $u_{\min}(t) = \min_{x \in M} u(x,t)$, satisfying $u'_{\min}(t) \geq u^p_{\min}(t)$, excludes the possibility that $T = +\infty$, if $u$ is not identically zero, that is, there are no positive immortal solutions, if $M$ is compact.
Then, we know that the following superior limit, in the case $M$ is compact,

$$\limsup_{t \to T} \max_{x \in M} u(x, t)^{p-1}(T - t)$$

must be at least $1/(p - 1)$. Up to our knowledge, we do not know if the same estimate holds for complete–only manifold $M$ (possibly with bounded geometry).

Assume that

$$\limsup_{t \to T} \max_{x \in M} u(x, t)^{p-1}(T - t) = +\infty .$$

(6.2) Then, let us choose a sequence of times $t_k \in [0, T - 1/k]$ and points $x_k \in M$ such that

$$u(x_k, t_k)^{p-1}(T - 1/k - t_k) = \max_{t \in [0, T - 1/k]} u(x, t)^{p-1}(T - 1/k - t) .$$

This maximum goes to $+\infty$ as $k \to \infty$, indeed, if it is bounded by some constant $C$ on a subsequence $k_i \to \infty$, then for every $t \in [0, T)$ we have that definitely $t \in [0, T - 1/k_i]$ and

$$u(x, t)^{p-1}(T - t) = \lim_{i \to \infty} u(x, t)^{p-1}(T - 1/k_i - t) \leq C$$

for every $x \in M$. This is in contradiction with the hypothesis (6.2).

This fact also forces the sequence $t_k$ to converge to $T$ as $k \to \infty$. Indeed, if $t_k$ is a subsequence not converging to $T$, we would have that the sequence $u(x_k, t_k)^{p-1}$ is bounded, hence also

$$\max_{t \in [0, T - 1/k]} u(x, t)^{p-1}(T - 1/k - t)$$

would be bounded.

Thus, we can choose an increasing (not relabeled) subsequence $t_k$ converging to $T$, such that $u(x_k, t_k)$ goes monotonically to $+\infty$ and

$$u(x_k, t_k)^{p-1}t_k \to +\infty , \quad u(x_k, t_k)^{p-1}(T - 1/k - t_k) \to +\infty .$$

Moreover, we can also assume that $x_k \to \overline{x}$ for some $\overline{x} \in M$.

We rescale now the Riemannian manifold $(M, g)$ and the solution $u$ as follows: for every $k \in \mathbb{N}$, we consider on $M$ the rescaled metric $g_k = u^p(x_k, t_k)g$ and the function $u_k : M \times I_k \to \mathbb{R}^{n+1}$, where

$$I_k = \left[ -u(x_k, t_k)^{p-1}t_k, u(x_k, t_k)^{p-1}(T - 1/k - t_k) \right] ,$$

and $u_k$ is the function given by

$$u_k(x, s) = \frac{u(x, s/u(x_k, t_k)^{p-1} + t_k)}{u(x_k, t_k)} .$$

Then, there holds

$$\frac{\partial}{\partial s} u_k(x, s) = \frac{u_k(x, s/u(x_k, t_k)^{p-1} + t_k)}{u^p(x_k, t_k)} = \frac{\Delta u(x, s/u(x_k, t_k)^{p-1} + t_k)}{u^p(x_k, t_k)} + \frac{u^p(x, s/u(x_k, t_k)^{p-1} + t_k)}{u^p(x_k, t_k)} = \Delta_k u_k(x, s) + u_k^p(x, s)$$

where $\Delta_k$ is the Laplacian associated to the Riemannian manifold $(M, g_k)$.

Hence, every $u_k$ is still a solution of our equation on $(M, g_k)$ and on a different time interval $I_k$. Moreover the following properties hold,

1. $u_k(x_k, 0) = 1$, 

2. $u_k(x_k, t_k) = \max_{x \in M} u(x, t_k)$

3. $u_k(x_k, t_k)^{p-1}t_k \to +\infty$
• for every $\varepsilon > 0$ and $\omega > 0$ there exists $\bar{k} \in \mathbb{N}$ such that
  $$\max_{x \in M} u_k(x, s) \leq 1 + \varepsilon$$
  for every $k \geq \bar{k}$ and $s \in [-u(x_k, t_k)^2 t_k, \omega]$, indeed (the first point is immediate), by the choice of the minimizing pairs $(x_k, t_k)$ we get
  $$u_k(x, s) = \frac{u(x, s/u(x_k, t_k)^p - t_k)}{u(x_k, t_k)} \leq \frac{u(x_k, t_k)}{u(x_k, t_k)^{T - 1/k - t_k}} \frac{T - 1/k - t_k}{T - 1/k - t_k - s/u(x_k, t_k)^{p - 1}} = \frac{s}{u(x_k, t_k)^{p - 1} + t_k} \in [0, T - 1/k],$$
  that is, if $s \in I_k$. Then, assuming $s \leq \omega$ and $k$ large enough, the claim follows as we know that $u(x_k, t_k)^{p - 1}(T - 1/k - t_k) \to +\infty$.

  If we now take a (subsequential) limit of these pairs manifold–solution, clearly the manifolds $(M, g_k)$ under the pointed convergence in $x_k$ (see [12], for instance) converge to $\mathbb{R}^n$ with its flat metric and the solutions $u_k$ converge smoothly in every compact time interval of $\mathbb{R}$ (by standard local uniform parabolic estimates – similar to the ones at the beginning of the section, for instance) to a smooth eternal solution $u_\infty$ : $\mathbb{R}^n \times \mathbb{R} \to \mathbb{R}$, bounded with all its derivatives of the same semilinear equation $u_t + \Delta u + u^p$, notice indeed that the time interval of existence is the whole $\mathbb{R}$, as $\lim_{t \to \infty} I_k = (-\infty, +\infty)$. Moreover, the function $u_\infty$ takes its absolute maximum, which is 1, at time $s = 0$ at the origin of $\mathbb{R}^n$, hence the limit flow is nonzero.

  Since we know that for $p < p_S = \frac{n + 2}{n - 2}$, by the works of Quittner [15, 16], such eternal solutions in $\mathbb{R}^n$ do not exist, we can conclude that, for such range of exponents,
  $$\limsup_{t \to T} \max_{x \in M} u(x, t)^{p - 1}(T - t) = C < +\infty.$$ 
  Hence, there exists a constant $\bar{C}$ such that
  $$u(x, t) \leq \frac{\bar{C}}{(T - t)^{p - 1}}$$
  for every $x \in M$ and $t \in [0, T)$.

  In such situations, let us choose a sequence of times $t_k$ and points $x_k \in M$ such that
  $$u(x_k, t_k) = \max_{x \in M} u(x, t_k) \quad \text{and} \quad u(x_k, t_k)^{p - 1}(T - t_k) \to C$$
  (we can also assume that $x_k \to x$, for some $x \in M$). Repeating the above blow-up procedure, that is, considering on $M$ the rescaled metric $g_k = u^p(x_k, t_k)g$ and the function
  $$u_k(x, s) = \frac{u(x, s/u(x_k, t_k)^p - t_k)}{u(x_k, t_k)} \frac{u(x_k, t_k)^{p - 1} + t_k}{u(x_k, t_k)} ,$$
  where
  $$I_k = [-u(x_k, t_k)^{p - 1}t_k, u(x_k, t_k)^{p - 1}(T - t_k)] ,$$
we get this time as a limit an ancient smooth solution \( u_\infty : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) of \( u_t = \Delta u + u^p \),
defined in the time interval \((-\infty, C)\) = \( \lim_{k \to \infty} I_k \). As \( u_k(x,0) = \max_{x \in M} u_k(x,0) = 1 \), we have \( u_\infty(0,0) = \max_{x \in \mathbb{R}^n} u_\infty(x,0) = 1 \) and moreover, since by estimate (6.1) we have

\[
\max_{x \in M} u_k(x,s)^{p-1} \geq \frac{1}{p-1} \frac{1}{u(x_k, t_k)^{p-1} (T - t_k) - s}
\]

passing to the limit, we conclude

\[
\max_{x \in \mathbb{R}^n} u_\infty(x,s)^{p-1} \geq \frac{1}{p-1} \frac{1}{C - s},
\]

since

\[
u(x_k, t_k)^{p-1} (T - t_k) \to C.
\]

This clearly shows that the interval \((-\infty, C)\) is maximal for \( u_\infty \) and \( u_\infty \) is nonzero.

If now we consider any \( \varepsilon > 0 \), there exists \( \bar{t} \in [0, T] \) such that

\[
u(x,t)^{p-1} (T - t) \leq C + \varepsilon
\]

for every \( t \in (\bar{t}, T) \) and \( x \in M \), hence

\[
u_k(x,s)^{p-1} = \frac{\nu(x,s/u(x_k, t_k)^{p-1} + t_k)^{p-1}}{u(x_k, t_k)^{p-1}} \leq \frac{C + \varepsilon}{u(x_k, t_k)^{p-1} (T - s/u(x_k, t_k)^{p-1}) - t_k} \leq \frac{C + \varepsilon}{u(x_k, t_k)^{p-1} (T - t_k) - s},
\]

if \( s/u(x_k, t_k)^{p-1} + t_k \in (\bar{t}, T) \), that is, if

\[s \in ((\bar{t} - t_k) u(x_k, t_k)^{p-1}, (T - t_k) u(x_k, t_k)^{p-1}).\]

Passing to the limit, we conclude that for every \( s \in (-\infty, C) \) and \( x \in \mathbb{R}^n \), there holds

\[
u_\infty(x,s)^{p-1} \leq \frac{C + \varepsilon}{C - s},
\]

hence, by the arbitrariness of \( \varepsilon \)

\[
u_\infty(x,s)^{p-1} \leq \frac{C}{C - s},
\]

for every \( x \in \mathbb{R}^n \) and \( s \in (-\infty, C) \). Notice that equality holds at \( x = 0 \) and \( s = 0 \).

Then, we have

\[
\frac{1}{p-1} \frac{1}{C - s} \leq \max_{x \in M} \nu_\infty(x,s)^{p-1} \leq \frac{C}{C - s}
\]

where the second inequality is an equality at \( s = 0 \).

By means of the result of Merle and Zaag [11], this solution \( u_\infty \) is actually trivial (that is, constant in space), hence

\[
u_\infty(x,s) = \frac{1}{((p-1)(C - s))^{\frac{1}{p-1}}}
\]

Being \( u_\infty(0,0) = 1 \), it follows that \( C = \frac{1}{p-1} \), hence

\[
u_\infty(x,s) = \frac{1}{[1 - (p-1)s]^{\frac{1}{p-1}}},
\]
defined on \((-\infty, 1/(p - 1))\), moreover
\[
\limsup_{t \to T} \max_{x \in M} u(x, t)^{p-1} (T - t) = \frac{1}{p - 1}.
\]
This clearly gives a “universal” asymptotic profile at a singularity of any solution.
APPENDIX

With the next computation with Mathematica™, we find the maximal exponent $\bar{p}_n > 1$, given in Definition 2.1 such that there exists admissible constants $\alpha$ and $\beta$. Moreover, we also check that $\bar{p}_n$ is smaller than $\frac{n(n+2)}{(n-1)^2}$ and larger than $\frac{n}{n-2}$, for every $n \geq 4$.

```
Maxima :=
Refine[Maximize[\{(p, p \leq 1 + 8 \alpha \cdot (1 - \beta) / n, (p-1) \cdot (\beta \cdot p - \alpha) + 4 \cdot \alpha \cdot (1 - \alpha) \cdot (1 - \beta) / n \geq 0, \alpha \geq 0, \\
\beta \leq 1, p \geq 1, \beta \geq 0, n \geq 3\}, \{p, \alpha, \beta\}], Element[n, Integers]]
```

```
Maxima[[2]][[1]]
Maxima[[2]][[2]]
Maxima[[2]][[3]]
```

\[
p \rightarrow \begin{cases} 
\frac{4 + 3 \cdot n - 12 \cdot n \cdot (4 \cdot n)}{2 \cdot (-4 + 3 \cdot n)} & n \geq 3 \\
\text{Indeterminate} & \text{True}
\end{cases}
\]

\[
\alpha \rightarrow \begin{cases} 
\frac{6 \cdot n \cdot \sqrt{n} \cdot (4 \cdot n)}{\text{Abs}[(-4 + 3 \cdot n)]} & n \geq 3 \\
\text{Indeterminate} & \text{True}
\end{cases}
\]

\[
\beta \rightarrow \begin{cases} 
\frac{12 \cdot n \cdot 9 \cdot n^2 \cdot \sqrt{n} \cdot (4 \cdot n)}{8 \cdot (-6 \cdot n - 12 \cdot n \cdot (4 \cdot n)) \cdot 9 \cdot \sqrt{n} \cdot (4 \cdot n)} & n \geq 3 \\
\text{Indeterminate} & \text{True}
\end{cases}
\]

\[
pCl := \frac{4 + 3 \cdot n - 12 \cdot \sqrt{n} \cdot (4 \cdot n)}{2 \cdot (-4 + 3 \cdot n)} + \frac{9 \cdot n \cdot \sqrt{n} \cdot (4 \cdot n)}{\text{Abs}[-4 + 3 \cdot n]};
\]

\[
\text{AlfaCl} := 1; \text{Alfa} := \frac{6 \cdot n - 12 \cdot \sqrt{n} \cdot (4 \cdot n)}{6 \cdot (-4 + 3 \cdot n)};
\]

\[
\text{BetaCl} := \frac{12 \cdot n \cdot 9 \cdot n^2 \cdot \sqrt{n} \cdot (4 \cdot n)}{8 \cdot (-6 \cdot n - 12 \cdot n \cdot (4 \cdot n)) \cdot 9 \cdot \sqrt{n} \cdot (4 \cdot n)};\]

\[
\text{Refine}[	ext{Reduce}[pCl[n] \geq n/(n-2)], \{n \geq 4, \text{Element}[n, \text{Integers}]\}]
\]

```
True
```

\[
\text{Refine}[\text{Reduce}[pCl[n] \leq n \cdot (n + 2)/(n - 1)^2], \{n \geq 4, \text{Element}[n, \text{Integers}]\}]
\]

```
True
```
Here instead, we show that the previously found constants satisfy $\alpha > \beta$ and that the coefficient in the right hand side of equation (5.3) is nonnegative.

\begin{verbatim}
Refine[Reduce[AlfaC > BetaC, \{n == 4, Element[n, Integers]\}]]
True
Reduce[\{n > 5, AlfaC + BetaC \((p - 2) - n (p - 1) (AlfaC - BetaC)^2 / (8 AlfaC (1 - AlfaC) (1 - BetaC)) >= 0\}], p]
\begin{align*}
n > 5 & \& p \leq -163.840 + 40.192 n + 29.648 n^2 - 1332 n^3 + 216 n^4 + 243 n^5 \\
& \quad -102.400 + 39.424 n + 30.704 n^2 - 1572 n^3 - 648 n^4 + 243 n^5 \\
& \quad \sqrt{\frac{44382336 n + 25985624 n^2 + 26922096 n^3 - 3279872 n^4 - 1169280 n^5 - 35372 n^6 + 56232 n^7 + 9801 n^8}{(-102.400 + 39.424 n + 30.704 n^2 - 1572 n^3 - 648 n^4 + 243 n^5)^2}}
\end{align*}

pmax[n_] := -163.840 + 40.192 n + 29.648 n^2 - 1332 n^3 + 216 n^4 + 243 n^5 \\
& \quad -102.400 + 39.424 n + 30.704 n^2 - 1572 n^3 - 648 n^4 + 243 n^5 \\
& \quad \sqrt{\frac{44382336 n + 25985624 n^2 + 26922096 n^3 - 3279872 n^4 - 1169280 n^5 - 35372 n^6 + 56232 n^7 + 9801 n^8}{(-102.400 + 39.424 n + 30.704 n^2 - 1572 n^3 - 648 n^4 + 243 n^5)^2}}

Reduce[pC[n] <= pmax[n], n, Integers]
n \in \mathbb{Z} \&\& (n <= 6 || n == 0 || n == 1 || n >= 5)
\end{verbatim}
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