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Abstract—We consider the non-stationary multi-armed bandit (MAB) framework and propose a Kolmogorov-Smirnov (KS) test based Thompson Sampling (TS) algorithm named TS-KS, that actively detects change points and resets the TS parameters once a change is detected. In particular, for the two-armed bandit case, we derive bounds on the number of samples of the reward distribution to detect the change once it occurs. Consequently, we show that the proposed algorithm has sub-linear regret. Contrary to existing works, our algorithm is able to detect a change when the underlying reward distribution changes even though the mean reward remains the same. Finally, to test the efficacy of the proposed algorithm, we employ it in two case-studies: i) task-offloading scenario in wireless edge-computing, and ii) portfolio optimization. Our results show that the proposed TS-KS algorithm outperforms not only the static TS algorithm but also it performs better than other bandit algorithms designed for non-stationary environments. Moreover, the performance of TS-KS is at par with the state-of-the-art forecasting algorithms such as Facebook-PROPHET and ARIMA.

Impact Statement—The applications of the multi-armed bandit (MAB) framework is well-established in literature. However, the non-stationary MAB problem is notoriously difficult to analyze mathematically. Contrary to the existing works, the proposed algorithm in this paper can detect a change in the environment when the underlying reward distribution changes even though the mean remains constant. In the task-offloading application in wireless edge-computing, and in the portfolio optimization problem, the proposed algorithm outperforms the contending algorithms across all time-windows. This work will find significant applications in epidemiology, e.g., in randomized clinical trials, wireless networks, computational advertisement, and financial portfolio design.

Index Terms—Multi-armed bandits, Thompson sampling, Kolmogorov-Smirnov test, edge-computing, 5G.

I. INTRODUCTION

In reinforcement-learning (RL), the multi-armed bandit (MAB) framework is a fundamental concept that facilitates sequential decision-making, wherein, a player selects a subset possible actions based on the rewards of previous action selections [2]-[5]. The MAB framework has found applications in the fields of load demand sensing [6], online recommendation systems [7], computational advertisement [8], and wireless communications [9], among others. The MAB algorithms are particularly useful since they can directly be employed in an uncertain environment without any training phase. In the basic MAB setting, an agent (or player) chooses one out of \( K \) independent choices (or arms), and obtains an associated reward. Each arm corresponds to a (possibly non-identical) reward distribution, that is unknown to the player. The objective of the player is to device an algorithm which minimizes the difference between the total rewards of the player and the highest expected reward, over a period of time, called the horizon \( T \). To derive such an algorithm, the player maintains a belief associated to each choice as the temporal dynamics of the MAB setting evolves. Consequently, at each time-slot, the player selects the choice with the highest belief. This action-selection procedure presents an exploration-exploitation dilemma. In the classical setting, the reward distributions remain stationary over the entire time of play. However, most practical systems are characterized by a non-stationary reward framework, which is notoriously difficult to analyze analytically. Additionally, classical bandit algorithms are designed to select the arm with the highest mean reward. On the contrary, for several use-cases, such as portfolio optimization and clinical trials, an optimal arm may not be the one with the highest mean reward, but the one that achieves the best risk-reward balance. Recently, Zhu et al. [10] have developed modified TS algorithms for mean-variance bandits and provide comprehensive regret analyses for Gaussian and Bernoulli bandits. Indeed, for such use-cases, an algorithm that yields a lower expected payoff but is less risky may be preferable. Since risk is characterized by the variance of the reward, a detection of the change in the cumulative density function (CDF) of the reward distribution becomes imperative. In this work, we propose and characterize a Kolmogorov-Smirnov (KS) test based bandit algorithm that provides asymptotic regret guarantees with an arbitrary probability.

Related Work: For stationary settings, several bandit algorithms, e.g., see [11] perform optimally. On the contrary, the Thompson Sampling (TS) algorithm [12], has gotten considerable interest recently due to its remarkably augmented performance vis-a-vis index-based policies [13]. However, the analytical characterization of the TS algorithm was challenging due to its randomized nature, until the work by Agarwal and Goyal [14].

In case of non-stationary reward distributions, most bandit algorithms loose mathematical tractability. For such non-stationary environments, researchers generally employ either of the two approaches: i) passively adaptive policies (e.g., see [15], [16]) which remain oblivious to the change instants and gradually decrease the weights given to past rewards, and ii) actively adaptive policies (e.g., see [17]-[19]) which track the changes and reset the algorithm on the detection of a change. Generally speaking, for the passively adaptive algo-
algorithms, rigorous performance bounds can be derived. Among the passively adaptive policies, Garivier and Moulines [15] have considered a scenario where the distribution of the rewards remain constant over epochs and change at unknown time instants. They have analyzed the theoretical upper and lower bounds of regret for the discounted upper confidence bound (UCB) (D-UCB) and sliding window UCB (SW-UCB). Besbes et al. [16] have developed a near optimal policy, REXP3. The authors have established lower bounds on the performance of any non-anticipating policy for a general class of non-stationary reward distributions. Following this, the optimal exploration exploitation trade-off for non-stationary environments were studied by the authors in [20].

On the other hand, actively adaptive algorithms outperform passively adaptive ones, as has been shown experimentally in e.g., [21]. Pertaining to the actively adaptive policies, Hartland et al. [17] have proposed an algorithm Adapt-EVE for abrupt changes in the environment. The change is detected via the Page-Hinkley statistical test (PHT). However, their evaluation is empirical and deviod of any performance bounds. PHT has found other applications, e.g., to adapt the window length of SW-UCL [22]. Furthermore, the works by Yu et. al [18] and Cao et al. [19] detect a change in the empirical means of the rewards of the arms. However, in both these works, the authors assume a fixed number of changes withing an interval to derive the respective bounds. The work that is closest to ours is [23], where the author assumed a change-detection based TS algorithm. However, similar to [18], [19], the author has proposed a change detection mechanism based on the comparison of means. On the same line, recently, Auer et al. [24] have proposed the algorithm ADSWITCH which is also based primarily on mean-estimation based checks for all the arms, and achieves nearly-optimal regret bounds without the prior knowledge of the total number of changes. Remarkably, the authors show regret guarantees for ADSWITCH without any pre-condition on the quanta of changes with each change point. However, such an algorithm fails to detect the change when the underlying distribution changes while the mean remains the same. Thus, there is a need to develop a MAB framework that is sensitive to change in the higher moments of the reward distribution. Such a setting can then be applied to the context of randomized clinical trial [25] in which the characteristic of the targeted pathogen changes abruptly (e.g., due to mutations), or, e.g., in computational advertisement in order to detect and adapt to a change in user profile [26]. On the contrary, in this work, we propose a detection mechanism based on the change of the CDFs. In particular:

- We introduce a novel change detection framework for the non-stationary MAB problem based on the KS goodness-of-fit test. The proposed algorithm detects a change when the underlying reward distribution changes even when the mean remains the same (e.g., [18], [19], [24]).
- Based on the KS test based change detection, we propose a actively adaptive TS algorithm called TS-KS, which resets the parameters of the classical TS algorithm on detection of the change. Furthermore, by considering a change in the mean of the Gaussian distributed rewards, we derive lower bounds on i) the number of samples of the reward distribution of an arm to accurately estimate its empirical cumulative distribution function (ECDF), and ii) the number of samples $n_T$ from the reward distribution. Consequently, we derive a bound on the regret of the TS-KS algorithm ans show that it has a sub-linear regret with an arbitrary probability. We also investigate the conditions under which the number of samples required by TS-KS is smaller than the state-of-the-art mean-estimation based change-detection methods.
- Finally, based on the TS-KS algorithm we present two case-studies. First, we investigate a task-offloading scenario in edge-computing where a secondary user in the network selects one out of a set of servers to offload a computational task in the presence of primary users. Then, we employ the proposed TS-KS algorithm in the portfolio optimization problem. Our result highlights that the proposed algorithm outperforms not only the classical TS algorithm, but also it perform better than other passively-adaptive and actively-adaptive TS algorithms that designed for non-stationary environments.

II. The Two-Armed Non-Stationary Bandit Setting

In this paper we study the two-armed bandit framework\(^1\) with arms $a_i$, where $i \in \{1, 2\}$. This framework is the same as the one considered in [23]. The player selects an arm at each time step $n$, and obtains a reward $R_{a_i}(n)$. The reward of arm $a_i$ is assumed to follow a Gaussian distribution\(^2\), i.e., $R_{a_i}(n) \sim N(\mu_i(n), \sigma^2)$, with non-stationary mean that is unknown to the player. Moreover, for the purpose of the mathematical analysis, we assume a fixed variance $\sigma^2$ across arms, although the framework is applicable in practice for the case when the variances are distinct across arms and piecewise non-stationary. Additionally, let us consider the following lower bound on the difference between the mean reward of the two arms:

$$|\mu_i(n) - \mu_j(n)| \geq \Delta_\mu, \quad i \neq j, \forall n. \quad (1)$$

In our work, we consider a piecewise-stationary environment in which the values of $\mu_i(n)$ change at random time-instants, $T_{C_l}$, $l = 1, 2, \ldots$, with $T_{C_0}$ is at $n = 0$. In particular, we assume that the change instants follow a Poisson arrival process with parameter $\lambda_C$. Thus, the quantity $T_{C_{l+1}} - T_{C_l}$ is exponentially distributed:

$$P\left(T_{C_{l+1}} - T_{C_l} \leq k\right) = 1 - \exp\left(-\lambda_C k\right). \quad (2)$$

Thanks to the memoryless property of the exponential random variable, each arrival is stochastically independent to all the other arrivals in the process. Thus, in contrast to the existing studies that consider a fixed number of changes (e.g., see [18], [19], [24]), we consider a framework with a random number of changes governed by the intensity parameter $\lambda_C$. This reflects in the parameter $\lambda_C$ appearing in the regret bound of our

\(^1\) Although the framework developed in this paper can be extended to $K$ arms, for tractability, we restrict our analysis to $K = 2$.

\(^2\) Gaussian distribution has been previously considered in bandit literature, e.g., [22].
Algorithm 1 TS-KS

1: Parameters: \( n_T, N, T_{ref}, T \)
2: Initialization: \( \text{Count} = 1, S_j = \{ \forall j \in \{1, 2\} \} \)
3: for \( t = 1, 2, \ldots, T \) do
4: \( \theta_j \sim \text{Beta}(\alpha_j, \beta_j) \forall j \in \{1, 2\} \)
5: Play arm \( a_k \) such that \( k = \text{argmax}_j \theta_j \)
6: Observe reward \( r_t \)
7: \( S_k = S_k \cup \{r_t\} \) \( \triangleright \) Store reward
8: \( R_\pi(t) \leftarrow \frac{r_t - \mu_{\text{min}} - \sigma Q^{-1}(\epsilon_b)}{2\sigma Q^{-1}(\epsilon_b) + \mu_{\text{max}} - \mu_{\text{min}}} \)
9: Obtain \( x_t \sim \text{Bernoulli}(R_\pi(t)) \) \( \triangleright \) Bernoulli Trial
10: Update \( \alpha_k = \alpha_k + x_t \) and \( \beta_k = \beta_k + 1 - x_t \)
11: Count = Count + 1
12: if Count > \( (T_N + n_T) \) then
13: Identify optimal arm \( k_0 = \text{argmax}_j \frac{\alpha_j}{\alpha_j + \beta_j} \)
14: \( S_l = \{j \mid L - n S_{k_0}(i) \} \) \( \triangleright \) Test Sequence
15: \( S_c = \{j \mid L - n - S_{k_0}(i) \} \) \( \triangleright \) Estimate Sequence
16: \( t_{\text{stat}} = \text{KS2Samp}(S_c, S_l) \) \( \triangleright \) K-S Test
17: if \( t_{\text{stat}} > t_{\text{ref}} \) then
18: \( \text{Count} = 1 \) \( \triangleleft \) Change Detected
19: \( \alpha_j = 1, \beta_j = 1 \forall j \in \{1, 2\} \) \( \triangleright \) Reset
20: end if
21: end if
22: end for

Algorithm 2 KS2Samp

1: Parameters: \( n, N, S_c, S_e \)
2: \( F_{S_l} \leftarrow \text{ECDF}(S_l) \) \( \triangleright \) Empirical CDF of test set
3: \( F_{S_c} \leftarrow \text{ECDF}(S_c) \) \( \triangleright \) Empirical CDF of estimated set
4: \( t_{\text{stat}} = \sqrt{nN} \sup_z |F_{S_c}(z) - F_{S_l}(z)| \)
5: Return \( t_{\text{stat}} \)

The aim is to devise a policy \( \pi \) that achieves a bound on the expected regret: \( \mathbb{E}[R(T)] \). In this regard, in the next section we discuss the proposed KS-test based change-detection mechanism that tracks changes in the environment.

III. KS TEST BASED TS FRAMEWORK

In this section, we describe the proposed TS algorithm which actively detects a change-point based on the KS test. First let us recall the classical TS algorithm. It assumes a Beta distribution, \( B(\alpha_k, \beta_k) \) to be the prior belief for the distribution of the rewards of each arm. The parameters \( \alpha_k, \beta_k \) are initialized to 1. Then, at each \( n \), the player generates an instance \( \theta_k \sim B(\alpha_k, \beta_k), \forall k \in \{1, 2\} \). Consequently, it plays the choice \( k = \text{argmax}_j \theta_j \) and obtains a reward \( R(n) \). Due to the assumption of normal distributed rewards, the values that the reward can take is in the range \( R(n) \in (-\infty, \infty) \). However, for the sake of tractability and to employ the TS algorithm of [14], we map \( R(n) \) to the range \([0, 1]\) [23]. For each arm, let us define \( L \) and \( U \) as: \( P(L \leq R(n) \leq U) \geq 1 - 2\epsilon_b, \forall j \in \{1, 2\} \), where, \( \epsilon_b \) is an arbitrary small positive number. Naturally, the values of \( U \) and \( L \) depend on the maximum and minimum values of \( \mu_j \), respectively. Accordingly, let us define:

\[
\mu_{\text{max}} = \max_j \mu_j(n), \quad \forall j, n \\
\mu_{\text{min}} = \min_j \mu_j(n), \quad \forall j, n
\]

as the bounds of the mean rewards. Consequently, \( U \) and \( L \) can be calculated as: \( U = \sigma Q^{-1}(\epsilon_b) + \mu_{\text{max}} \) and \( L = \mu_{\text{min}} - \sigma Q^{-1}(\epsilon_b) \), where \( Q^{-1}(\cdot) \) is the inverse of the Gaussian \( Q \)-function. Accordingly, we define \( R_\pi(n) = \frac{R(n) - L}{U - L} \), which ensures that \( 0 \leq R_\pi(n) \leq 1 \) with a probability \( 1 - 2\epsilon_b \), and perform a Bernoulli trial with a success probability \( R_\pi \) [14] with an outcome \( x(n) \). Of course, for the reward distributions that are naturally restricted within a finite domain (e.g., Bernoulli rewards), this step is not necessary and the rest of the algorithm follows without this step.

The posterior distribution is consequently updated as \( \alpha_k = \alpha_k + x(n) \) and \( \beta_k = \beta_k + 1 - x(n) \). The sequence of the obtained rewards by the agent for each arm \( j \) is used to generate a reward set \( S_j \). In our work, the distribution of the rewards are stationary for \( T_F \geq T_N + n_T \) after each change. After \( T_N \) plays of the bandit algorithm, the change-detection mechanism initiates. Each \( S_j \) is updated after every play for \( \alpha_j \).
(i.e., the optimal arm), until the change is detected. In case the environment remains stationary, the beliefs of both the arms provide an accurate estimate of their respective CDFs. On the contrary, when the reward distributions of both the arms change over time, the player has to adapt when such a change is detected. This is described in the what follows.

**Active Change-point Detection:** To actively detect the change-points, the proposed algorithm uses the two sample KS test [27]. In particular, the algorithm stores the rewards of the arm \( a_k \) in a sequence \( S_k \) which is updated each time the arm \( a_k \) is played. From the sequence \( S_k(\cdot) \), we create two sub-sequences: i) the test sequence \( S_t(\cdot) \): the rewards for the last \( n_T \) plays of arm \( j \), and ii) the estimate sequence \( S_e(\cdot) \); the rewards for the last \( N \) rewards before the previous \( n_T \) plays. In other words, if the cardinality of \( S_j \) is \( L \), we have \( S_t = \bigcup_{i=L\rightarrow L-n_T} S_k(i) \) and \( S_e = \bigcup_{i=L\rightarrow L-n_T-N} S_k(i) \). Consequently, TS-KS constructs the ECDF of \( S_t \) and \( S_e \), denoted by \( F_{S_t}(\cdot) \) and \( F_{S_e}(\cdot) \), respectively.

Next, we calculate the Kolmogorov distance between the two ECDFs as \( D_{n_T,N} = \sup_z |F_{S_t}(z) - F_{S_e}(z)| \) and compare it with a reference test statistic value \( t_{ref} \). In case \( D_{n_T,N} > t_{ref} \), the test concludes that the two set of samples belong to two different probability distributions, and a change is detected. On the contrary, if \( D_{n,m} < t_{ref} \), the two set of samples are considered to be i.i.d. from the same distribution.

The parameter \( N \) is the minimum number of samples needed to form an accurate ECDF of the reward distribution before the change point. On the other hand, the parameter \( n_T \) is the minimum number of samples after the change-point needed to correctly detect a change. In the next section, we derive the theoretical bounds on the parameters \( n_T \) and \( N \).

### IV. Theoretical Bounds

Let the reward distribution of the optimal arm before the change-point \( T_C \) be denoted by \( \rho_i \sim N(\mu_1, \sigma_i^2) \) and after the change-point be denoted by \( \rho_{i+1} \sim N(\mu_{i+1}, \sigma_i^2) \). Without loss of generality, it is assumed that \( \mu_{i+1} > \mu_i \). Let us denote the CDF of \( \rho_i \) by \( F_i(x) \) and CDF of \( \rho_{i+1} \) by \( F_{i+1}(x) \). Let us mathematically characterize the accuracy of the ECDF \( F_{S_t} \) from \( N \) observed samples. Note that contrary to [23], for the TS-KS algorithm, merely an estimate of the mean of the array is not sufficient, and the framework must estimate the CDF of the reward distribution. For this, let us first introduce the following definition:

**Definition 1.** An ECDF \( F_X(x) \) of a random variable \( X \) formed from \( K \) samples is defined to be accurate with respect to its actual CDF \( F_X(x) \) if:

\[
D_K = \sup_x |\hat{F}_X(x) - F_X(x)| \leq t_{ref}.
\]

The above definition follows from the one-sample KS test of \( \hat{F}_X(x) \) with respect to \( F_X(x) \). Thus, for the ECDF of \( S_e \) to be accurate, the following condition must be satisfied:

\[
D_N = \sup_x |F_{S_e} - F_i(x)| \leq t_{ref}.
\]

**Proposition 1.** The KS-test detects a change in the bandit framework when the reward distributions change even when the mean of the rewards remain constant.

**Proof:** The KS statistic, defined by the supremum of the absolute value of the difference of the CDFs. Let \( F_{S_t} \sim N(\mu_1, \sigma_1^2) \) and \( F_i \sim N(\mu_{i+1}, \sigma_{i+1}^2) \), for a generic values of \( \mu_1, \mu_{i+1}, \sigma_i \) and \( \sigma_{i+1} \). Then, the supremum of \( |F_{S_t}(x) - F_i(x)| \) is

\[
D = \frac{1}{2} \left( \text{erf} \left( \frac{\sigma_i^2 (\mu_{i+1} - \mu_i) - y_1}{\sqrt{2} \sigma_i (\sigma_i^2 - \sigma_{i+1}^2)} \right) - \text{erf} \left( \frac{\sigma_{i+1}^2 (\mu_{i+1} - \mu_i) - y_1}{\sqrt{2} \sigma_{i+1} (\sigma_i^2 - \sigma_{i+1}^2)} \right) \right) \tag{5}
\]

where,

\[
y_1 = \sigma_i \sigma_{i+1} \left( 2 \sigma_i^2 \log \left( \frac{\sigma_i}{\sigma_{i+1}} \right) - 2 \mu_{i+1} - \frac{2 \sigma_i^2}{\sigma_{i+1}^2} \right). \tag{6}
\]

Accordingly, for \( \sigma_1 \neq \sigma_2 \), the value of \( D \) is non-zero even if \( \mu_1 = \mu_{i+1} \). Accordingly, for fixed mean, and a suitable threshold, the KS-test is able to detect a change in the environment which the mean-estimation based detection misses.

However, in what follows, we focus on the case when \( \sigma_1 = \sigma_2 = \sigma \) and \( \mu_1 \neq \mu_{i+1} \). In the following Lemma, we bound the number of elements \( N \) of \( S_e \) for the ECDF of the optimal arm to be accurate with respect to its actual CDF with a probability of at least \( 1 - p_{loc} \).

**Lemma 1.** The number of samples \( N \) for which the ECDF of the optimal arm is accurate with respect to its \( F_i(x) \) with probability greater than \( 1 - p_{loc} \) is:

\[
N \geq \frac{1}{2 t_{ref}} \ln \left( \frac{2}{p_{loc}} \right)
\]

**Proof:** We recall the Dvoretzky–Kiefer–Wolfowitz–Massart (DKWM) inequality [28] to bound the probability that the Kolmogorov distance of the ECDF with \( N \) samples to its actual CDF is greater than \( t_{ref} \) as:

\[
\Pr \left( \sup_{x \in \mathbb{R}} |F_{S_t}(x) - F_i(x)| > t_{ref} \right) \leq 2 \exp \left( -2N t_{ref}^2 \right), \quad \forall t_{ref} > 0. \tag{7}
\]

Accordingly, we bound the right hand side as \( 2 \exp \left( -2N t_{ref}^2 \right) \leq p_{loc} \) to complete the proof.

Next, we evaluate the number of plays of the stationary bandit framework so that at least \( N \) plays of the optimal arm occurs. First, let us note that in order to have at least one of the arms played at least \( N \) times, the total number of plays is lower bounded by \( T_N = 2N \). On the other hand, for several applications where the variance of performance of the classical TS algorithm remains constant, we have the following result.

**Lemma 2.** For the special case when the variance of the TS algorithm is low so that the approximation \( N \approx \mathbb{E}[N] \) holds true, the number of plays so that the optimal arm is played at
least $N$ times is given by:
\[
T \geq T_N = \frac{160}{\Delta^2} \log \left( \frac{80}{\Delta^2} \right) + 2 \left[ \frac{48}{\Delta^2} + 18 + N \right].
\]

Proof: For this result, first let us consider the number of plays of the TS algorithm in the stationary regime, such that the optimal arm is played $N$ times. This in turn characterizes an accurate estimate of its CDF.

In the classical setting, if the TS algorithm is employed for $T$ plays, the mean plays of the sub-optimal $a_j$ is bounded as [14]: $\mathbb{E}[N_j] \leq \frac{40\ln T}{\Delta^2} + \frac{48}{\Delta^2} + 18$. Consequently, we want the number of plays of the optimal arm to satisfy the following criterion:
\[
T - \left( \frac{40\ln T}{\Delta^2} + \frac{48}{\Delta^2} + 18 \right) \geq N,
\]
\[
\implies T \geq \frac{40\ln T}{\Delta^2} + \frac{48}{\Delta^2} + 18 + N
\]

Then the statement of the lemma follows from applying Lemma A2 of [29].

Given the ECDF of the reward $\rho_t$ is accurate, we characterize the performance of the change-point detection. In particular, let the parameter $n_T$ denote the minimum number of plays required to detect a change. We recall that a change is detected with $n_T$ plays when the following condition holds true:

**Lemma 3.** The maximum difference between the two CDFs of $\rho_t$ and $\rho_{t+1}$ is given by $\sup_x |F_t(x) - F_{t+1}(x)| = \text{erf} (\frac{\mu_t - \mu_{t+1}}{2\sqrt{\sigma^2}})$ and the point of maximum is $x_{\text{max}} = \frac{\mu_t + \mu_{t+1}}{2}$.

Proof: We assume the CDF before change-point follows the distribution $F_t \sim N(\mu_t, \sigma^2)$ and CDF after the change-point follows the distribution $F_{t+1} \sim N(\mu_{t+1}, \sigma^2)$. Therefore, the difference between the CDFs is given by the following equation:
\[
|F_t(x) - F_{t+1}(x)| = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x - \mu_t}{\sigma\sqrt{2}} \right) \right] - \\
\frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x - \mu_{t+1}}{\sigma\sqrt{2}} \right) \right] \\
= \frac{1}{2} \text{erf} \left( \frac{x - \mu_t}{\sigma\sqrt{2}} \right) - \text{erf} \left( \frac{x - \mu_{t+1}}{\sigma\sqrt{2}} \right)
\]
\[
(9)
\]

Next to find $D_n = \sup_x |F_t(x) - F_{t+1}(x)|$, we first differentiate the above function with respect to $x$ in order to obtain the maximum point:
\[
\frac{\partial D_n}{\partial x} = \frac{1}{\sigma\sqrt{2\pi}} \left[ e^{-\frac{1}{2} (\frac{x - \mu_t}{\sigma})^2} - e^{-\frac{1}{2} (\frac{x - \mu_{t+1}}{\sigma})^2} \right] = 0
\]
\[
\implies e^{-\frac{1}{2} (\frac{x - \mu_t}{\sigma})^2} - e^{-\frac{1}{2} (\frac{x - \mu_{t+1}}{\sigma})^2} = 0
\]

Solving for $x$, we get:
\[
x_{\text{max}} = \frac{\mu_t + \mu_{t+1}}{2}
\]

Based on Lemma 3, we derive the lower bound on $n_T$ given by the following result.

**Lemma 4.** Given the estimate of the ECD $F_{S_t}$ and $F_{S_{t+1}}$ are accurate, for a false-alarm probability of $P_F$, the minimum number of samples of $\rho_{t+1}$ required to limit the probability of missed detection to $P_M$ is lower bounded as:
\[
n \geq n_T = \frac{\ln \frac{2}{\sqrt{2\pi} P_F}}{2\text{erf}^2 \left( \frac{\Delta_{\text{max}} - \Delta_{\text{min}}}{2\sqrt{2}\sigma} \right) + \Delta_{\text{min}}}
\]
\[
(10)
\]

Proof: The algorithm results in a false-alarm if it detects a change even if the test set and the estimate set are both sampled from the same reward distribution with CDF $F_t(x)$. By the DKWM inequality [28], for $t_{\text{ref}} > 0$, we have:
\[
\mathbb{P}(\text{False Alarm}) = \mathbb{P} \left( \sup_x |F_{S_t}(x) - F_t(x)| > t_{\text{ref}} |S_t \sim \rho_t \right) \leq 2 \exp \left( -2nt_{\text{ref}}^2 \right)
\]
\[
(11)
\]
Equating this to $P_F$, we get:
\[
t_{\text{ref}} = \sqrt{\frac{1}{2n} \ln \frac{2}{\sqrt{2\pi} P_F}}
\]
\[
(12)
\]
Recall that a missed detection occurs when the algorithm fails to detect a change, given that the test set and the estimate set are both sampled from two different reward distributions. From the condition of failure of change-point detection:
\[
\mathbb{P}(\text{Missed Detection})
\]
\[
(13)
\]

In Fig. 1, we compare the performance of the mean-estimation based change detection method [23] with the KS-test based change detection method for the special case when
the reward distribution is associated with a change in the mean reward of the arms. We plot the difference in the number of samples required to detect a change between the two methods. In particular, we assume the distribution of the reward to be $\sim \mathcal{N}(\mu, \sigma)$ before the change point and $\mathcal{N}(\mu + \Delta_{\text{min}}, \sigma)$ after the change point. Then, the plot in the Figure 1 represents the difference in the number of samples after the change point that the two algorithms TS-KS and TS-CD take to detect the change. Thus, a negative value indicates that TS-KS is able to detect the change point with a fewer samples as compared to TS-CD. For very low values of $\mathcal{P}_M$ (e.g., $< 0.05$), the mean estimation based method detects a change with fewer samples as compared to the KS-test. This is because for such low values of $\mathcal{P}_M$, the KS-test requires a very high number of samples in order to create an accurate estimate of the CDF.

On the other hand, for a large range of moderately tolerable missed detection probabilities (e.g., 0.1 to 0.7), the number of samples required by the KS-test is fewer than the mean based detection. It is thus important to note that the proposed KS-test must be employed on top of the bandit framework based on the type of application/service and its requirements characterized by a given missed detection probability. For stringent missed-detection constraints, the mean-estimation based change-detection should be employed since it outperforms the KS-test.

Next, we study the bounds on the change arrival frequency so as to enable the TS-KS algorithm to track the changes in the environment.

**Lemma 5.** To limit the probability of the frequency of change to $p_{\text{change}}$, the bound on the value of $\lambda_A$ is:

$$\lambda_A \leq \frac{1}{n_T + T_N} \ln \left( \frac{1}{1 - p_{\text{change}}} \right).$$

This follows from (2). Finally, in what follows, we derive the bound on the regret of the TS-KS for given values of $\mathcal{P}_M$, $p_{\text{loc}}$, and $p_{\text{change}}$. For that, we first recall the result of [14] which states that for the stationary regime, the regret the TS algorithm is bounded by the order of $O(\ln(T))$. Based on this, we derive the following result.

**Theorem 1.** For the two-armed non-stationary bandit problem, with a probability

$$p_{\text{tot}} = (1 - p_{\text{loc}}) (1 - p_{\text{change}}) (1 - \mathcal{P}_M),$$

the TS-KS algorithm has expected regret bound:

$$\mathbb{E}[R(T)] \leq O \left( \ln \left( T N \right) \lambda_A T \left( \frac{\Gamma \left( \frac{T}{N + n_T} \right) \lambda_A T \left( \frac{T}{N + n_T} \right) \right) \right),$$

in time $T$, where $\Gamma(\cdot)$ is the Gamma function, and $\Gamma_1(\cdot, \cdot)$ is the upper incomplete Gamma function. Thus, the time expected regret is asymptotically bounded, i.e., $\lim_{T \to \infty} \frac{1}{T} \mathbb{E}[R(T)] = 0$.

**Proof:** The proof follows similar to that in [23].

In order to investigate practical applications of our proposed method, in the next sections we perform two case-studies: edge-computing and algorithmic trading.

**V. CASE STUDY 1: TASK OFFLOADING IN EDGE-COMPUTING**

We consider an edge computing framework consisting of multiple edge servers denoted by the set $\mathcal{S}$ and multiple primary users denoted by the set $\mathcal{V}$. Each primary user connects to a server to offload a computing task. Additionally, we consider secondary users which opportunistically associate to a server for offloading their tasks based on the availability of the servers. The primary user-server association changes with time, thereby altering the short-term characteristics of the servers in terms of the amount of task pending to be processed, which we refer to as the workloads buffer [30]. We model the task offloading process of a secondary-user in this network as the MAB problem. A secondary user makes a computation request to a server, that must perform the computation within the personal deadline of the secondary user, for the transaction to be counted as a successful service.

An epoch is defined as the duration for which the number of primary users associated to a server remains constant. Thus, the time axis is divided into sets of epochs, which we denote by $T_l \equiv \left[ T_{C_l}, T_{C_{l+1}} \right] \cap \mathbb{N}$, where $l \in \mathbb{N}$ and $T_{C_l}$ denotes the $l^{th}$ change-point. For an epoch $T_l$, the size of the workload buffer at the beginning of this epoch, for server $s_k \in \mathcal{S}$ is $B_{0,l}^k$. Furthermore, the servers have a memory limit and accommodate a maximum workload buffer of size $B_{\text{max}}^k$. The number of users associated with server $s_k \in \mathcal{S}$ in epoch $T_l$ is $m_l^k$, and each primary user offloads task at the same rate of $\eta$ cycles/second. Finally, we assume that the server $s_k$ processes the workload at the rate of $C_l$ cycles/second.

The size of the workload buffer is modeled as:

$$B_{l,t}^k = B_{0,l}^k + (m_l^k \cdot \eta - C_l) (t - T_{C_l}); \quad t \in T_l.$$  

Accordingly, conditioned on $m_l^k$, we model the value of
\(B^k(t), \forall t \in T_{C_t},\) from one of the following distributions:

\[
B^k_1(t) \sim \begin{cases} U \left( B^k_0, B^k_1 \right), & m^k_1 \eta \leq C_k \\ U \left( B^k_0, B^k_1 + (m^k_1 \cdot \eta - C_k) \right), & m^k_1 \eta > C_k \end{cases}
\]

where \(|T_i| \triangleq T_{C_{i+1}} - T_{C_i}.

\[\text{A. User-Server association model}\]

Next, we describe the primary user-server association model. Let us assume that a user \(v_j \in \mathcal{V}\) changes its server association at intervals defined by an exponential process with parameter \(\lambda_j\) (this model is used in e.g., [31]). Then, the interval for which the association of all the primary users remains unchanged is given by the epoch:

\[
|T| \sim \lambda \cdot \exp(-\lambda x); \quad \lambda \triangleq \sum_{j=1}^{\mid \mathcal{V} \mid} \lambda_j, \quad x \in \mathbb{N}. \tag{18}
\]

Since the users do not change their server associations within an epoch, we count the number of users associated \(m^k_l \geq 0\) with any server \(s_k\) by partitioning \(\mathcal{V}\) users into \(|\mathcal{S}|\) number of disjoint sets, i.e., \(\sum_{s_k \in \mathcal{S}} m^k_l = |\mathcal{V}|, \forall l \in \mathbb{N}.

\[
m_l \triangleq m_1^l, m_2^l, \ldots m_l^{\mid \mathcal{S} \mid} \sim \text{Partition} (\mathcal{V}, \mid \mathcal{S} \mid). \tag{19}
\]

Where, the \text{Partition} mechanism is be modelled as a multinomial distribution:

\[
p_m (m_l = q_l) = \frac{|\mathcal{V}|!}{\prod_{l=1}^{\mid \mathcal{S} \mid} q_l!} |\mathcal{S}|^{-|\mathcal{V}|}, \tag{20}
\]

where each primary user is equally likely to connect to a server, i.e., probability of associating with a server \(s_k\) is \(\frac{1}{|\mathcal{S}|}\), which is independent of the server \(s_k\).

\[\text{B. Task Offload Mechanism and Reward Characterization}\]

A secondary user wants to offload a task which takes \(\delta\) cycles to process. Based on the workload buffer, the time required by server \(s_k\) to generate the output is calculated as:

\[
\zeta^k(t) = \frac{B^k(t) + \delta}{C_k} \tag{21}
\]

For the a task offloading success, the output must be generated within the personal deadline \(T_{\text{max}}\) of the secondary user. Thus, the reward for TS is described as:

\[
R_{s_k}(t) = 1 \{ \zeta^k(t) \leq T_{\text{max}} \}, \quad \forall t \in T_i \tag{22}
\]

For consistency with TS-KS, we map the reward in the continuous domain. Accordingly, we input the value \(T_{\text{max}} - \zeta^k(t)\) for Algorithm 2. This is intuitive, since negative values indicate that the deadline is exceeded and a positive value refers to the task being completed within the deadline.

\[\text{C. Results and Discussion}\]

In Fig. 2, we show the evolution of the cumulative regret with time, for the various bandit algorithms. It is evident that TS-KS beats all other algorithms, as it has the lowest cumulative regret value. The performance of the change-point refresh based algorithms, namely TS-CD and TS-KS is comparable and both have similar variance. In contrast TS not only has the highest regret, but also the highest variance, which makes it the least reliable algorithm for non-stationary environments.

![Figure 2. Cumulative Regret. \(|\mathcal{S}| = 3, |\mathcal{V}| = 10^3\).](image)

Next, in Fig. 3 we plot the values of mean normalized regret, for different values of mean epoch durations (\(\frac{1}{\lambda_{\text{max}}}\)) across the bandit algorithms under consideration. The mean value epoch duration directly translates to the randomness of the environment; If the mean epoch duration is less, the reward distribution of the arms changes quickly and vice versa. We see that TS-KS maintains the lowest value of normalized regret across all values of mean epoch duration. As a common trend for all the algorithms, the mean normalized regret decreases as the environment becomes less random, i.e., the mean epoch duration increases.

![Figure 3. Regret variation against mean epoch duration. \(|\mathcal{S}| = 3, |\mathcal{V}| = 10^3, \frac{1}{\lambda_{\text{max}}} = 300\ s\).](image)
VI. CASE STUDY 2: PORTFOLIO OPTIMIZATION

In the second case-study, we consider the problem of portfolio optimization [32]. A portfolio is defined as a collection of stocks which are selected on the basis of their associated risks and returns. We employ our TS–KS framework on the New York Stock Exchange dataset [33] and compare it with the contending algorithms. The dataset contains daily prices of 501 stocks spanning from 2010 to the end of 2016. The portfolios considered are $p_1 = \{\text{Eaton Corporation, Whole Foods Market}\}$, $p_2 = \{\text{Union Pacific Corporation, IDEXX Laboratories}\}$, $p_3 = \{\text{Union Pacific Corporation}\}$ and $p_4 = \{\text{Church & Dwight}\}$. Then, we model each of the portfolios from the set $\mathcal{P} \equiv \{p_1, p_2, p_3, p_4\}$ as an arm of the MAB setting. For this case-study, we focus only on buying stocks, and accordingly, all the reward returns are functions of unrealized profits in the stocks.

In Fig. 4 we show the temporal evolution of the prices of each portfolio. The time-step has an unit of days. A time-window is defined as the interval, measured in days, between two consecutive investment actions by the player. The investor periodically chooses a portfolio $p_k \in \mathcal{P}$ after a gap of $L$ days and invests a certain amount, which is capped at the value $H$. The quantity of stocks in portfolio $p_k$ bought at the $i$th investment is denoted by $R(i)$ and defined mathematically as:

$$R(i) = \frac{V[k](L_i) \sum_{j \in \mathcal{I}_k} m(j)}{\sum_{j \in \mathcal{I}_k} V[k](L_j)m(j)} - 1, \quad (23)$$

where $m(j)$ denotes the quantity of stocks in portfolio $p_k$ bought at the $j$th investment and $\mathcal{I}_k$ is the set of the investments when portfolio $p_k$ was chosen. The reward is positive, when the current valuation of the stocks of portfolio $p_k$ amassed by the investor is greater than the total investment on it else the reward is negative. For updating the parameters of TS-based algorithms, the reward is translated to binary 1 and 0 for positive and negative values of $R(i)$ respectively.

We compare the performance of the proposed TS–KS algorithm with the different variants of Thompson sampling such as TS, dTS and TS–CD. In addition, we also compare the temporal evolution of the reward over a period of about 5 years. Clearly, the TS–KS algorithm outperforms all the contending algorithms. In Fig. 5, we see a dip in the baseline algorithms (Facebook–PROPHET and ARIMA) during the phase when the portfolio with the highest valuation crashes (see Fig. 4). On the other hand, TS–KS is able to detect the change-points precisely and therefore has uniformly increasing cumulative reward. Then, from Fig. 6, we observe that the normalized cumulative reward is the maximum for TS–KS across all
possible window-sizes varying from a week to a month. This establishes the efficacy of the proposed TS–KS algorithm vis-a-vis TS–CD and dTS.

Currently, we are investigating risk-constrained bandit algorithms in non-stationary environments, which we will report in a future work.

VII. Conclusions and Future Work

We have proposed a KS-test based change detection mechanism for non-stationary environments in the MAB framework. Based on the KS-test, we have proposed an actively adaptive TS algorithm called TS–KS for the MAB problem. For the two-armed bandit case, the TS–KS algorithm has a sub-linear regret. It is noteworthy that the proposed framework is able to detect a change when the state-of-the-art mean-estimation based change detection mechanisms fail. Leveraging two case studies, we have demonstrated that the TS–KS algorithm outperforms not only the classical TS and passively adaptive D–TS algorithms, but also it performs better than the actively adaptive TS–CD algorithm. Moreover, the performance of TS–KS is at par with the state-of-the-art forecasting algorithms such as Facebook–PROPHET and ARIMA as demonstrated in the portfolio optimization case study.
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