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Abstract

The Terahertz band is envisioned to meet the demanding 100 Gbps data rates for 6G wireless communications. Aiming at combating the distance limitation problem with low hardware-cost, ultra-massive MIMO with hybrid beamforming is promising. However, relationships among wavelength, array size and antenna spacing give rise to the inaccuracy of planar-wave channel model (PWM), while an enlarged channel matrix dimension leads to excessive parameters of applying spherical-wave channel model (SWM). Moreover, due to the adoption of hybrid beamforming, channel estimation (CE) needs to recover high-dimensional channels from severely compressed channel observation. In this paper, a hybrid spherical- and planar-wave channel model (HSPM) is investigated and proved to be accurate and efficient by adopting PWM within subarray and SWM among subarrays. Furthermore, a two-phase HSPM CE mechanism is developed. A deep convolutional-neural-network (DCNN) is designed in the first phase for parameter estimation of reference subarrays, while geometric relationships of the remaining channel parameters between reference subarrays are leveraged to complete CE in the second phase. Extensive numerical results demonstrate the HSPM is accurate at various communication distances, array sizes and carrier frequencies. The DCNN converges fast and achieves high accuracy with 5.2 dB improved normalized-mean-square-error compared to literature methods, and owns substantially low complexity.
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I. INTRODUCTION

Owning ultra-broad multi-GHz bandwidth, Terahertz (THz) wireless communications are expected to meet the future demand of 100+ Gbps wireless data rates, which are therefore envisioned as an enabling technology for 6G communications [2]. The enticingly high data rates of THz communications come at a price of restricted wireless communication distance, due to the high propagation losses induced by the severe spreading loss and atmospheric attenuation in the THz band. By generating beams with high beamforming gain to compensate for the path loss, ultra-massive MIMO (UM-MIMO) is promising and widely adopted in THz wireless systems [2]–[4] to address the distance limitation problem.

On one hand, as the fundamental basis of analyzing and designing THz UM-MIMO systems to achieve the promised capability, accurate channel modeling is critical. However, although the traditional planar-wave channel model (PWM) in the micro- and millimeter-wave frequency bands requires only a small number of channel parameters proportional to the number of multipath to determine the channel, it becomes inaccurate to THz UM-MIMO systems, especially when the carrier frequency and array size increase, and the spherical wavefront is demanded to accurately analyze the propagation of THz waves [4]–[6]. Nevertheless, an exponentially increasing number of parameters proportional to the massive number of antennas in THz UM-MIMO systems is foreseen by directly applying the spherical-wave channel model (SWM).

On the other hand, retrieval of accurate channel-state-information (CSI) by channel estimation (CE) is critical in establishing communication links. However, distinctive challenges are encountered for CE in THz UM-MIMO systems. First, since CE is closely related to the channel model, an efficient CE scheme requires precisely characterizing the spherical-wave propagation demand. Second, being a cost-effective alternative of conventional fully digital MIMO structure, the hybrid UM-MIMO structure that employs a much smaller number of RF chains to control large size of antenna arrays has drawn enormous interest to THz communications [4], [7]. The received signal is compressed to the dimension of the number of RF-chains, leading that CE requires to recover the high dimensional channel with severely compressed channel observations.

To this end, modeling the THz UM-MIMO channel with high accuracy and a small number of parameters, and effective CE are stringently needed in THz UM-MIMO systems.
A. Related Work

1) Channel Modeling: There are mainly two selections of MIMO channel models in the literature, namely, the SWM and the PWM [5], [8]. The SWM takes the spherical radio-wave front into consideration, which is the most accurate model of characterizing the radio-wave propagation [8]. To determine the SWM, $2N_p(N_t \times N_r)$ parameters are used, where $N_t$, $N_r$ and $N_p$ describe the number of antennas at the transmitter (Tx) and receiver (Rx), and the number of multi-path, whose typical values are $N_t = N_r = 1024$ and $N_p \leq 10$ in the THz UM-MIMO systems [7]. By contrast, the PWM approximates the radio-wave front as a plane, which remains accurate when the array size is relatively small with a large communication distance [8]. 6$N_p$ channel parameters are explored to determine the PWM, which include the azimuth and elevation angles of departure as well as arrival, the amplitude of the path gain and communication distance.

However, SWM processes high complexity, while PWM suffers from low accuracy in modeling the THz UM-MIMO channels, respectively. Particularly, since the SWM requires a large number of channel parameters to determine the channel matrix, most of the research efforts focus on the PWM [9], [10]. Nevertheless, as carrier frequency and array size increase, the approximation error caused by the PWM becomes non-negligible to THz UM-MIMO systems [4]. Motivated by this, channel models by combining the PWM and SWM are studied in [6], [11]. Particularly, by taking the subarray and a unit, and considering that common reflectors are shared among subarrays, [6] and [11] use the same channel parameters including the direction-of-departure (DoD), direction-of-arrival (DoA), and the amplitude of channel gain to describe the channels. A phase-shift coefficient is introduced to address the effect of spherical-wave propagation among subarrays. However, practical spherical-wave propagation results in parameter-shift, where the channel parameters vary over different antennas in the large-size array [12], [13], the channel models in [6], [11] are still inaccurate. Although the idea of taking the subarray as a unit to model the channel has been studied in the distributed MIMO systems [14], [15], these systems consider very long geometric distances up to tens of meters between subarrays. Different subarrays do not share common reflectors, which is different from the systems in [6] and [11].

2) Channel Estimation: In the literature, various solutions including the conventional on-grid [16]–[18] and off-grid [19]–[22], and the recently proposed deep-learning (DL)-based solutions [23]–[28] have been studied for UM-MIMO CE. The on-grid solutions consider the directions of the propagation paths are taken from fixed spatial grids, which include the compressive-
sensing (CS) solutions such as the orthogonal matching pursuit (OMP) [16], the approximate matching pursuit (AMP) [17] and others [18]. Since the angles of propagation path are continuous-valued in practice, these solutions suffer from limited accuracy due to grid-mismatch, namely, the power leakage effect [29]. By contrast, the off-grid solutions eliminate the on-grid assumption for improved accuracy. Particularly, the subspace-based estimation with rotational invariance technique [19] and AoSA-MUSIC [20] perform CE by eigenvalue-decomposition. The grid-refinement solution [21] increases the grid-resolution of the CS solutions. The expectation-maximization [22] exploits the relation between the channel parameters and the received signal for parameter estimation. However, the high accuracy of the off-grid solutions comes at a cost of higher complexity. Moreover, traditional on-grid and off-grid solutions cannot achieve satisfactory estimation accuracy when the channel possesses the spherical-wave propagation attribute [1].

Recently, with the rapid advancement of DL techniques for wireless communications, DL-based CE is explored to excavate the inherent characteristic of the channel, which achieves improved CE performance and is a good candidate to solve the UM-MIMO CE problem [23]–[28]. The DL-based solutions can be divided into model-driven [23], [24], and data-driven methods [25]–[28]. The model-driven method is designed based on traditional iterative algorithms, in which each layer of the network represents an iteration. Despite a faster convergence rate compared to the original iterative algorithm, the performance of the model-driven method is highly dependent on the original iterative algorithm [23], [24]. By contrast, the data-driven method is model-independent, which is applicable in various scenarios [25]–[28]. Moreover, the data-driven method obtains high precision with proper network training. Nevertheless, owing to the extremely large channel dimension of THz UM-MIMO systems, these solutions suffer from high complexity. In addition, all the existing DL-based solutions do not address the spherical-wave propagation property in the THz UM-MIMO systems. Therefore, more effective DL-based CE solutions with low complexity are needed for THz UM-MIMO systems.

B. Contributions

In this paper, by considering a generalized THz UM-MIMO structure, we address the challenges in channel modeling and CE as mentioned above. First, we analytically derive the closed-form results of the approximation error between the PWM and SWM for two-dimensional (2D) planar arrays. Then, we investigate an analytical hybrid spherical- and planar-wave channel model (HSPM) accounting for the spherical-wave propagation and parameter-shift effect among subar-
rays. Based on that, comparisons among three different channel models are further conducted, which prove the enhancement on modeling accuracy and reduction on the number of channel parameters for the HSPM, e.g., from \(2N_p(N_t \times N_r)\) to \(6N_p\). A two-phase CE mechanism is further proposed, which first directly estimates the \(6N_p\) channel parameters between reference subarrays based on a designed deep convolutional-neural-network (DCNN) network. Then, the geometric relationships between channel parameters of the remaining subarrays and the reference subarray are derived to construct the full channel matrix.

In our prior and shorter version of this work [1], we adopt the channel model in [6] and develop a DCNN CE solution. In this work, we derive the closed-form approximation error for the 2D planar array between the PWM and SWM, and adopt a new HSPM channel model. We also develop a two-phase DCNN CE mechanism for HSPM, with substantially more performance evaluation and analysis. The main contributions of this work are summarized as follows.

- **We investigate the HSPM and analytically derive the approximation errors in closed-form between different channel models.** We consider the 2D planar array and derive the approximation error between the PWM and SWM. By accounting for the spherical-wave propagation among subarrays and the parameter-shift effect, we investigate the HSPM for THz UM-MIMO systems. Comparisons among different channel models confirm that compared to PWM, HSPM uses slightly larger \(N_p(1 + 5K_tK_r)\) parameters to determine the THz channel with greatly improved modeling accuracy, where \(K_t\) and \(K_r\) denote the number of subarrays at Tx and Rx, respectively.

- **We develop the two-phase CE mechanism by accounting for the features of the HSPM.** In the first phase, we develop a DCNN network to directly estimate \(6N_p\) channel parameters, including the azimuth and elevation angles of departure and arrival, the amplitude of path gain, and communication distances between the reference subarrays, to achieve reduced complexity and high parameter estimation accuracy. In the second phase, relations of parameters between the reference subarray and remaining subarrays are explored by geometric relationships. Finally, the channel matrix is reconstructed to complete the CE process.

- **We use a ray-tracing tool to generate the simulated channel data, which are used to provide extensive numerical results and evaluate the performance of the HSPM and two-phase CE mechanism, respectively.** Results demonstrate that the HSPM remains accurate with different communication distances, array sizes and carrier frequencies. The designed DCNN converges fast and achieves high-resolution parameter estimation and CE
The remainder of the paper is organized as follows. In Sec. II, the system and signal models of THz UM-MIMO systems are investigated. In Sec. III, we introduce the SWM and PWM. Based on the derived approximation error of the PWM, the HSPM is investigated. The two-phase CE mechanism is developed in Sec. IV. After an in-depth analysis and numerical evaluation of the proposed HSPM and CE mechanism in Sec. V, the paper is summarized in Sec. VI.

**Notation:** $a$ is a scalar. $a$ denotes a vector. $A$ represents a matrix. $A[m, n]$ stands for the element at the $m$th row and $n$th column in $A$. $\mathbb{C}^{M \times N}$ depicts the set of $M \times N$-dimensional complex-valued matrices. $(\cdot)^T$ defines transpose. $(\cdot)^H$ refers to conjugate transpose. $\exp\{\cdot\}$ defines the exponential function of $e$. $\mathbb{E}\{\cdot\}$ describes the expectation. $I_N$ defines an $N$ dimensional identity matrix. $\text{Re}\{\cdot\}$ is to take the real number. $\text{Im}\{\cdot\}$ refers to take the imaginary number. $\ast$ represents convolution operation. $|\cdot|$ denotes the absolute value. $\|\cdot\|$ stands for the 2-norm. $\|\cdot\|_F$ defines the Frobenius norm.

**II. UM-MIMO SYSTEM MODEL**

In this section, we introduce the system model and the received signal model for THz UM-MIMO systems.

**A. System Model**

As illustrated in Fig. 1, we consider the generalized THz UM-MIMO systems are equipped at Tx and Rx. There are $N_t$ transmitted antennas and $N_r$ received antennas, which are divided

![Fig. 1: THz UM-MIMO system model.](image-url)
Similarly, the distances between $T_1$ and $R_k$, at Tx and Rx, are denoted by $d_{tx}$ and $d_{rx}$, respectively. For each subarray, the first antenna is chosen as the reference antenna. The antenna spacing $d = \lambda/2$ within a subarray, where $\lambda$ denotes the carrier wavelength. The subarray spacing is arbitrarily multiple of half-wavelength, which stands for the general setting of the THz UM-MIMO [6], [11]. Particularly, the distances between $T_1$ and the $k_t$th subarray $T_{k_t}$ at Tx along x-axis and z-axis are denoted as $d_{tx} = m_{tx} \lambda$ and $d_{tz} = m_{tz} \lambda$, respectively, where $k_t = 1, ..., K_t$, the integers $m_{tx}, m_{tz} \geq 1$.

Similarly, $d_{kr} = m_{kr} \lambda$ and $d_{kz} = m_{kz} \lambda$ stand for the distances between $R_k$ and the $k_r$th subarray $R_{k_r}$ at Rx on x-axis and z-axis, respectively, with $k_r = 1, ..., K_r$ and $m_{rx}, m_{rz} \geq 1$. In addition, $m_{tx} = 0, 1, ..., M_{K_t} - 1$, $m_{tz} = 0, 1, ..., M_{K_t} - 1$, $m_{rx} = 0, 1, ..., M_{K_r} - 1$, $m_{rz} = 0, 1, ..., M_{K_r} - 1$, where $M_{K_t}$ and $M_{K_r}$ represent the number of subarrays along x-axis and z-axis at Tx, with $K_t = M_{K_t} M_{K_t}$, while $M_{K_r}$ and $M_{K_r}$ stand for the number of subarrays along x-axis and z-axis at Rx, with $K_r = M_{K_r} M_{K_r}$, respectively.

Each subarray connects to one RF-chain, to perform transmitted analog beamforming and received analog combining. The analog beamforming matrix $F_{RF} \in \mathbb{C}^{N_t \times K_t}$ and combining matrix $W_{RF} \in \mathbb{C}^{N_r \times K_r}$ hold the block diagonal structure, in which $W_{RF}$ is expressed as

$$W_{RF} = \begin{bmatrix} w_1 & 0 & \ldots & 0 \\ 0 & w_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & w_{K_r} \end{bmatrix},$$

where $w_{k_r} = [\omega_{1,k_r}, \ldots, \omega_{N_r^{a},k_r}]^T \in \mathbb{C}^{N_r^{a} \times 1}$ represents the analog combining vector of the $k_r$th RF-chain at Rx, with $k_r = 1, \ldots, K_r$, and $N_r^{a}$ denotes the number of antennas on the $k_r$th subarray, with $N_r = \sum_{k_r=1}^{K_r} N_r^{a}$. Since analog beamforming and combining are implemented by phase shifters, each element in $w_{k_r}$ satisfies the constant module constraint as

$$\omega_{n_{kr}^{a},k_r} = \left( 1/\sqrt{N_r} \right) e^{j2\pi \bar{\omega}_{n_{kr}^{a},k_r}},$$

where $n_{kr}^{a} = 1, \ldots, N_r^{a}$, the phase shift coefficient satisfies $0 \leq \bar{\omega}_{n_{kr}^{a},k_r} \leq 1$. The transmitted beamforming matrix $F_{RF}$ has a similar block diagonal form as (1). The parameters of the THz UM-MIMO communication systems in Fig. 1 are summarized in TABLE 1.
**TABLE I:** Parameters of the THz UM-MIMO communication system.

| Parameter                                                                 | Symbol | Unit |
|---------------------------------------------------------------------------|--------|------|
| Number of antennas at Tx                                                  | $N_t$  | 1    |
| Number of antennas at Rx                                                  | $N_r$  | 1    |
| Number of RF-chains at Tx                                                 | $K_t$  | 1    |
| Number of RF-chains at Rx                                                 | $K_r$  | 1    |
| Distance between $T_1$ and $T_{k_t}$ alone x-axis                        | $d_{k_t,x}$ | m |
| Distance between $T_1$ and $T_{k_t}$ alone z-axis                        | $d_{k_t,z}$ | m |
| Distance between $R_1$ and $R_{k_r}$ alone x-axis                        | $d_{k_r,x}$ | m |
| Distance between $R_1$ and $R_{k_r}$ alone z-axis                        | $d_{k_r,z}$ | m |
| Distance between the reference antennas at Tx and Rx                      | $D_{11}$ | m |
| Distance between the reference antennas at Tx and the reflector of the $p^{th}$ path | $d_{11}^{p}$ | m |
| Distance between the $l^{th}$ Tx antenna to the $i^{th}$ Rx antenna of the $p^{th}$ path | $D_{11}^{l,i,p}$ | m |
| DoD pair of the LoS path between the reference antennas                   | $(\theta_{11}^{l}, \phi_{11}^{l})$ | rad |
| DoA pair of the $p^{th}$ path between the reference antennas              | $(\theta_{11}^{l}, \phi_{11}^{l})$ | rad |
| Angle pair of the $p^{th}$ path between the reflector and the reference received antenna | $(\theta_{11}^{l}, \phi_{11}^{l})$ | rad |
| DoD pair of the LoS path between the $l^{th}$ Tx and $i^{th}$ Rx antennas | $(\theta_{11}^{l}, \phi_{11}^{l})$ | rad |
| Vector direct from the reference antenna to the $l^{th}$ antenna at Tx    | $\vec{v}_{l,t}$ |  |
| Vector direct from the reference antenna at Tx to the $i^{th}$ antenna at Rx | $\vec{u}_{i,r}$ |  |
| Intersection line between the reflector and the plane of incoming and reflected rays | $l_{11}^{l,i,p}$ |  |

**B. Received Signal**

To overcome the beam misalignment problem in the THz band, a beam training procedure is required. Both Tx and Rx generate beams owning high beamforming gains to compensate the huge path loss and transmit pilot signal. Each beam is generated by a codeword stored in beam codebook [16], which is constructed by changing the value of the phase shift coefficient in (2). After Tx and Rx scan all the beam combinations, the received signal is constructed for CE. At Tx, the pilot signal passes the digital and the analog beamformers to the channel. The received signal is combined by the analog and the digital combiners at Rx. We denote the $c^{th}$ codeword at Tx and Rx as $\mathbf{F}_c = \mathbf{F}_{RF,c} \mathbf{F}_{BB,c} \in \mathbb{C}^{N_t \times N_s}$ and $\mathbf{W}_c = \mathbf{W}_{RF,c} \mathbf{W}_{BB,c} \in \mathbb{C}^{N_r \times N_s}$, respectively, where $c = 1, \ldots, C$ represents the codeword index, and $N_s \leq \max\{K_t, K_r\}$ describes the number of data streams. Moreover, $\mathbf{F}_{BB,c} \in \mathbb{C}^{K_t \times N_s}$ and $\mathbf{W}_{BB,c} \in \mathbb{C}^{K_r \times N_s}$ denote the digital beamformer and combiner, respectively. $\mathbf{F}_{RF,c} \in \mathbb{C}^{N_t \times K_t}$ and $\mathbf{W}_{RF,c} \in \mathbb{C}^{N_r \times K_r}$ represent the analog beamformer and combiner, respectively. We use $\mathbf{S} \in \mathbb{C}^{N_s \times T}$ to represent the transmitted pilot signal, with
SS$^H = I_{N_s}$, $T$ denotes the length of the pilot. By denoting the THz UM-MIMO channel as \( H \in \mathbb{C}^{N_r \times N_t} \), the received signal \( y_{c,c} \in \mathbb{C}^{N_r \times T} \) is represented as

\[
\overline{y}_{c,c} = W^H_c H F_c S + W^H_c \overline{N}_c,
\]

where \( \overline{N}_c \in \mathbb{C}^{N_r \times T} \) refers to the received complex additive white Gaussian noise (AWGN). After that, we multiply \( S^H \) to the \( y_{c,c} \) to represent the matched filtering and obtain \( y_{c,c} \in \mathbb{C}^{N_s \times N_s} \)

\[
y_{c,c} = W^H_c HF_c + W^H_c N_c,
\]

where \( N_c = \overline{N}_c S^H \in \mathbb{C}^{N_s \times N_s} \) stands for the modified noise.

By varying the beam codewords at both Tx and Rx to transverse all beam combinations, \( C^2 \) received signals as (4) are acquired, which are contrasted together to obtain \( Y \in \mathbb{C}^{N_sC \times N_sC} \) as

\[
Y = \begin{bmatrix} y_{1,1} & \cdots & y_{1,C} \\ \vdots & \ddots & \vdots \\ y_{C,1} & \cdots & y_{C,C} \end{bmatrix} = \overline{W}^H F + N,
\]

where \( \overline{F} = [F_1, \ldots, F_C] \in \mathbb{C}^{N_t \times N_sC} \) and \( \overline{W} = [W_1, \ldots, W_C] \in \mathbb{C}^{N_r \times N_sC} \), respectively, and \( N \in \mathbb{C}^{N_sC \times N_sC} \) denotes the stacked noise. CE refers to estimating the channel matrix \( H \) based on the received signal \( Y \) in (5). However, due to the massive number of antennas in THz UM-MIMO systems, directly modeling and estimating the channel matrix suffers from high complexity.

III. HYBRID SPHERICAL- AND PLANAR-WAVE CHANNEL MODEL

In this section, we first introduce the SWM and PWM. Then, we evaluate the approximation error of the PWM to analyze its applicability to THz UM-MIMO systems. Finally, the HSPM is considered, which achieves high accuracy and owns a reduced number of channel parameters.

A. Spherical-wave Channel Model

The SWM is the most accurate model by individually calculating the channel responses of all antenna pairs between Tx and Rx. As shown in Fig. I, the 2D planar arrays are deployed at Tx and Rx, where \( D_{il} \) denotes the communication distance from the \( l^{th} \) transmitted antenna to the \( i^{th} \) received antenna, with \( i = 1, \ldots, N_r \) and \( l = 1, \ldots, N_t \). In the SWM, the complex path gain from the \( l^{th} \) transmitted antenna to the \( i^{th} \) received antenna, denoted by \( \alpha_{il} \), is represented as

\[
\alpha_{il} = |\alpha_{il}| e^{-j \frac{2\pi}{\lambda} D_{il}}.
\]
The channel response between the $l^{th}$ transmitted and $i^{th}$ received antennas is expressed as
\[
H_S[i, l] = \sum_{p=1}^{N_p} |\alpha_p^{il}| e^{-j\frac{2\pi}{\lambda}D_p^{il}},
\] (7)
where $H_S$ denotes the $N_r \times N_t$-dimensional spherical-wave channel matrix, $p = 1, \ldots, N_p$ indexes the propagation paths, $p = 1$ denotes the line-of-sight (LoS) path, while $p > 1$ represents non-line-of-sight (NLoS) paths. $H_S$ in (7) is dependent on the parameter set $P_S = \{|\alpha_p^{il}|, D_p^{il}\}$ containing $2N_p(N_t \times N_r)$ elements, which increase exponentially with the number of antennas.

B. Planar-wave Channel Model

The PWM is an approximation of the SWM when the array size is far less than the communication distance. In particular, the signal transmission is approximated as parallel and the wavefront is analyzed as a plane. As illustrated in Fig. 1, $(\theta_{tp}, \phi_{tp}), (\theta_{rp}, \phi_{rp})$ represent the DoD and DoA pairs for the $p^{th}$ path between the $l^{th}$ transmitted and the $i^{th}$ received antennas, in which $\theta$ and $\phi$ denote the azimuth and elevation angles, respectively. We consider the $l^{th}$ transmitted antenna is located in the $k_l^{th}$ subarray, and use the index pair $(n_{k_l x}, n_{k_l z})$ to denote the position of this antenna in the subarray, where $n_{k_l x} = 0, 1, \ldots, N_{k_l x}^a - 1$, $n_{k_l z} = 0, 1, \ldots, N_{k_l z}^a - 1$, and $N_{k_l x}^a$ and $N_{k_l z}^a$ represent the number of antennas of the $k_l^{th}$ subarray along x-axis and z-axis, respectively. Similarly, the index pair $(n_{k_r x}, n_{k_r z})$ determines the position of the $i^{th}$ received antenna in the $k_r^{th}$ subarray, where $n_{k_r x} = 0, 1, \ldots, N_{k_r x}^a - 1$, $n_{k_r z} = 0, 1, \ldots, N_{k_r z}^a - 1$, and $N_{k_r x}^a$ and $N_{k_r z}^a$ represent the number of antennas of the $k_r^{th}$ subarray along x-axis and z-axis, respectively.

By considering the plane-wave transmission, $D^{il}$ is approximated as [6]
\[
D^{il} = D^{11} + \Delta D^{il},
\] (8)
where $\Delta D^{il} = d(\psi_t - \psi_r)$, and $\psi_t = (m_{tx} + n_{tx})\sin\theta_{tp}^{11}\cos\phi_{tp}^{11} - (m_{tz} + n_{tz})\sin\phi_{tp}^{11}$, $\psi_r = (m_{rx} + n_{rx})\sin\theta_{rp}^{11}\cos\phi_{rp}^{11} - (m_{rz} + n_{rz})\sin\phi_{rp}^{11}$ according to the geometric relationships in Fig. 1. Since $\Delta D^{il}$ is far less than $D^{11}$, $|\alpha^{il}|$ is considered approximately the same. The complex path gain between the $l^{th}$ transmitted antenna and the $i^{th}$ received antenna is approximated as [30]
\[
\alpha^{il} \approx |\alpha^{11}| e^{-j\frac{2\pi}{\lambda}D^{il}} = |\alpha^{11}| e^{-j\frac{2\pi}{\lambda}D^{11}11} e^{-j\frac{2\pi}{\lambda}\Delta D^{il}}.
\] (9)
Therefore, the planar-wave channel response between the $l^{th}$ transmitted and $i^{th}$ received antennas is represented as [30]
\[
H_p[i, l] = \sum_{p=1}^{N_p} |\alpha_p^{11}| e^{-j\frac{2\pi}{\lambda}D_p^{11}} e^{-j\frac{2\pi}{\lambda}(\psi_t - \psi_r)}.
\] (10)
The planar-wave channel matrix in (10) can be further arranged in a compact form as

\[
\mathbf{H}_p = \sum_{p=1}^{N_p} |\alpha_p^{11}| e^{-j \frac{2\pi}{\lambda} D_p^{11}} \mathbf{a}_p^{11}(\theta_{rp}^{11}, \phi_{rp}^{11}) \mathbf{a}_p^{H}(\theta_{tp}^{11}, \phi_{tp}^{11}),
\]

where \(\mathbf{a}_p(\theta_{rp}^{11}, \phi_{rp}^{11})\) and \(\mathbf{a}_p(\theta_{tp}^{11}, \phi_{tp}^{11})\) stand for the array response vectors of the \(p^{th}\) path at Tx and Rx, respectively. Specifically, \(\mathbf{a}_p(\theta_{tp}^{11}, \phi_{tp}^{11})\) is expressed as

\[
\mathbf{a}_p(\theta_{tp}^{11}, \phi_{tp}^{11}) = \begin{bmatrix} 1 & \ldots & e^{j \frac{2\pi d_p}{\lambda} (\psi_{r}-\psi_{t})} & \ldots & e^{j \frac{2\pi d_p}{\lambda} (\psi_{r}-\psi_{r})} \end{bmatrix}^T,
\]

where \(\Psi_t = (M_{K_t} + N_{a_{K_t}} - 2)\sin \theta_{tp}^{11} \cos \phi_{tp}^{11} - (M_{K_t} + N_{a_{K_t}} - 2)\sin \phi_{tp}^{11}, N_{a_{K_t}}\) and \(N_{v_{K_t}}\) denote the number of antennas of the \(K_t^{th}\) subarray along x-axis and z-axis, respectively. Similarly, \(\Psi_r = (M_{K_r} + N_{a_{K_r}} - 2)\sin \theta_{rp}^{11} \cos \phi_{rp}^{11} - (M_{K_r} + N_{a_{K_r}} - 2)\sin \phi_{rp}^{11}, N_{a_{K_r}}\) and \(N_{v_{K_r}}\) denote the number of antennas of the \(K_r^{th}\) subarray along x-axis and z-axis, respectively. In this work, we deploy the ray-tracing method widely used to model the THz channels to obtain the deterministic multi-path channel, which does not account for the path clustering and angle distributions [7], [31]. During the implementation, we deploy the narrowband communication system with bandwidth smaller than coherence bandwidth, which can be regarded as one sub-band of the THz multicarrier systems [28], [32]. Taking the narrowband system and limited array size of planar array into consideration, the beam squint effect in wideband THz systems contributes negligibly [4].

The parameter set \(\mathcal{P}_F = \{ |\alpha_p^{11}|, D_{pl}^{11}, \theta_{pl}^{11}, \phi_{pl}^{11}, \theta_{rp}^{11}, \phi_{rp}^{11} \}\) with \(6N_p\) elements uniquely determines the planar-wave channel matrix in (11). Given the sparsity of THz channel that \(N_p \leq 10\) [7], the required number of parameters to determine the PWM is much smaller than the SWM in (7).

C. Accuracy Analysis for the PWM in THz UM-MIMO Systems.

To evaluate the accuracy of the PWM, we consider the approximation error of the path gains for the LoS path, since which dominates the channel in the THz bands [6], the analysis of other multi-path components is extensible. Particularly, we define the normalized approximation error of the path gain between the \(l^{th}\) transmitted antenna and the \(i^{th}\) received antenna as

\[
\epsilon_{il}^{(\ast)} = \frac{|\alpha_{il}^{11}|e^{-j \frac{2\pi}{\lambda} D_{il}^{11}} - |\alpha_{il}^{11}|e^{-j \frac{2\pi}{\lambda} D_{il}^{11}} e^{-j \frac{2\pi}{\lambda} \Delta D_{il}^{11}}}{|\alpha_{il}^{11}|},
\]

where the first and second terms of \((\ast)\) are the path gains calculated by the SWM and PWM (6) and (9), respectively. Since the amplitude of the path gain \(|\alpha_{il}^{11}|\) is proportional to \(D_{il}^{11}\), which
is treated as the same with different \( i \) and \( l \) by considering the array size is far less than the communication distance. We obtain \( |\alpha^{11}| \approx \cdots \approx |\alpha^{N_r N_t}| \), and (13) is rewritten as

\[
\epsilon_{il} \approx \left| e^{-j\frac{2\pi}{\lambda}D^{11}} - e^{-j\frac{2\pi}{\lambda}D^{11}} e^{-j\frac{2\pi}{\lambda}x_{il}} \right|.
\] (14)

From APPENDIX A, we can further calculate \( \epsilon_{il} \) as

\[
\epsilon_{il} \approx \left| \sin\left( \frac{\pi d^2}{2D^{11}l} \left[ (m_{k,r} - m_{k,t} + n_{k,r} - n_{k,t})^2 + (m_{k,r} - m_{k,t} + n_{k,r} - n_{k,t})^2 \cos^2 \phi_{il}^{11} + \cos^2 \phi_{il}^{11} \right] \right) \right|.
\] (15)

Therefore, \( \epsilon_{il} \) under the PWM is positively related to \( (m_{k,r} - m_{k,t} + n_{k,r} - n_{k,t})^2 \) and \( (m_{k,r} - m_{k,t} + n_{k,r} - n_{k,t})^2 \), whereas negatively related to the communication distance \( D^{11} \) and the carrier wavelength \( \lambda \). The maximum values of \( (m_{k,r} - m_{k,t} + n_{k,r} - n_{k,t})^2 \) and \( (m_{k,r} - m_{k,t} + n_{k,r} - n_{k,t})^2 \) are \( \max\{|M_{k,r} + N_{k,r}|^2, |M_{k,t} + N_{k,t}|^2\} \) and \( \max\{|M_{k,t} + N_{k,t}|^2, |M_{k,r} + N_{k,r}|^2\} \), respectively. We define the unit of array size as \( L_t = (M_{k,r} + N_{k,r})^2 + (M_{k,t} + N_{k,t})^2 \), \( L_r = (M_{k,r} + N_{k,r})^2 + (M_{k,t} + N_{k,t})^2 \), respectively. Therefore, \( dL_t \) and \( dL_r \) denote the array apertures at Tx and Rx, respectively. The value of \( \frac{\pi d^2 L_t L_r}{\lambda D^{11}} \) defines the array far-field and near-field, which is similar to the condition defined by the Rayleigh distance \( D_{ray} = \frac{2S^2}{\lambda} \) in [11], where \( S \) denotes the array aperture. Particularly, by dividing \( D_{ray} \) to both sides, the expression of Rayleigh distance can be written as \( \frac{2S^2}{\lambda D_{ray}} = 1 \). The only difference between \( \frac{\pi d^2 L_t L_r}{\lambda D^{11}} \) and \( \frac{2S^2}{\lambda D_{ray}} \) is one constant. Moreover, \( \frac{\pi d^2 L_t L_r}{\lambda D^{11}} \) is also related to the Fraunhofer distance in [33] when the antenna array is considered. Therefore, when \( \frac{\pi d^2 L_t L_r}{\lambda D^{11}} \) is comparable to 1 as the array aperture increases and the communication distance decreases, the far-field condition is violated and the PWM becomes inaccurate. By contrast, when \( \frac{\pi d^2 L_t L_r}{\lambda D^{11}} \) is far less than 1, the PWM remains accurate.

At micro-wave and mmWave frequencies, due to the relatively long wavelength and communication distance, the PWM is usually accurate. However, in THz UM-MIMO systems, the PWM becomes inaccurate owning to the significantly smaller wavelength and shorter communication distance. For example, when carrier frequency \( f = 3 \) GHz and \( D^{11} = 500 \) m, and both Tx and Rx are equipped with 16 antennas, \( \frac{\pi d^2 L_t L_r}{\lambda D^{11}} \approx 4.24 \times 10^{-4} \), which is far less than 1. By contrast, with a comparable array size, when \( f = 0.3 \) THz and \( D^{11} = 50 \) m, \( \frac{\pi d^2 L_t L_r}{\lambda D^{11}} \approx 0.424 \). In this case, \( \epsilon_{il} \) is non-negligible.
D. Hybrid Spherical- and Planar-wave Channel Model

The approximation error for PWM is positively related to the array size according to (15). Inspired by this, we investigate the HSPM for THz UM-MIMO systems with high accuracy. Particularly, the PWM is employed within one subarray, which remains precise due to the relatively small array size. Among the subarrays, the SWM is utilized to improve the modeling accuracy. The sub-channel between the \( k_t \) transmitted subarray and the \( k_r \) received subarray is \( \sum_{p=1}^{N_p} a_{tp}^{k_r,k_t}(a_{tp}^{k_r,k_t})^H \), where \( a_{tp}^{k_r,k_t} \) denotes the path gain between the reference antennas of the \( k_t \) transmitted and \( k_r \) received subarrays. Moreover, \( a_{tp}^{k_r,k_t} = a_{tp}^{k_r,k_t}(\theta_{tp}^{k_r,k_t}, \phi_{tp}^{k_r,k_t}) \) and \( a_{tp}^{k_r,k_t} = a_{tp}^{k_r,k_t}(\theta_{tp}^{k_r,k_t}, \phi_{tp}^{k_r,k_t}) \) represent the array response vector of the transmitted and received subarrays as (12), respectively. Therefore, the HSPM for UM-MIMO systems boils down as

\[
H_{HSPM} = \sum_{p=1}^{N_p} \begin{bmatrix} |\alpha_p^{11}| e^{-j\frac{2\pi}{\lambda} D_p^1 a_{tp}^{11}(a_{tp}^{11})^H} & \ldots & |\alpha_p^{11}| e^{-j\frac{2\pi}{\lambda} D_p^{K_r} a_{tp}^{1K_r}(a_{tp}^{1K_r})^H} \\ \vdots & \ddots & \vdots \\ |\alpha_p^{11}| e^{-j\frac{2\pi}{\lambda} D_p^{K_t+1} a_{tp}^{K_t+1}(a_{tp}^{K_t+1})^H} & \ldots & |\alpha_p^{11}| e^{-j\frac{2\pi}{\lambda} D_p^{K_t} a_{tp}^{K_t} a_{tp}^{K_t}(a_{tp}^{K_t})^H} \end{bmatrix}.
\]

In (16), different subarrays share common reflectors, leading the number of multi-path is the same for different subarray pairs. Moreover, the amplitude of path gain is the same for different subarrays, while the DoD, DoA and phase of path gain are different among different subarrays. In addition, the HSPM channel model is suitable for the THz band ranging from 0.1 to 10 THz.

The HSPM in (16) is characterized the parameter set \( \mathcal{P}_{HSPM} = \{ |\alpha_p^{11}|, D_p^{k_r,k_t}, \theta_{tp}^{k_r,k_t}, \phi_{tp}^{k_r,k_t}, \theta_{tp}^{k_r,k_t}, \phi_{tp}^{k_r,k_t} \} \), which contains \( N_p(1 + 5K_tK_r) \) elements. The spherical-wave UM-MIMO channel model (7) and the planar-wave UM-MIMO channel model (11) are special cases of the HSPM when \( K_t = N_t, K_r = N_r \) and \( K_t = K_r = 1 \), respectively. The high accuracy of the HSPM is evaluated in Sec. V-B. Therefore, with various \( K_t \) and \( K_r \), the HSPM achieves high accuracy with relatively small number of channel parameters, compared to the PWM and SWM, respectively.

IV. TWO-PHASE CHANNEL ESTIMATION

Existing CE algorithms are proposed for PWM and without considering the spherical-wave propagation, directly using which for HSPM CE incurs a huge performance loss [1]. Moreover, \( H_{HSPM} \) in (16) is hard to estimate, since which is of high dimensional for the typical THz UM-MIMO systems, e.g., \( 1024 \times 1024 \). Fortunately, only a few paths are available in THz channels, namely, \( N_p \leq 10 \). Performing parameters estimation processes inherent advantages of low complexity, as \( N_p(1 + 5K_tK_r) \) is much smaller than the dimension of the channel
Fig. 2: The structure of the proposed DCNN network.

matrix. Nevertheless, the value of $N_p(1 + 5K_tK_r)$ is still large when the number of subarrays increases. When $K_t = K_r = 4$ and $N_p = 4$ [7], the required number of channel parameters to be estimated is 1296. To further reduce CE complexity, in this section, we propose a two-phase CE method, which first deploys a DCNN to directly estimate the channel parameters of the reference subarrays. The remaining channel parameters among other subarrays are derived by exploiting the geometric relations. Therefore, the required number of parameters to be estimated reduces to $6N_p$, which equals to the number of parameters in the PWM, thus leads to low complexity.

A. Phase 1: DCNN for Channel Parameter Estimation

1) Network Structure: The structure of the proposed DCNN network is illustrated in Fig. 2, which estimates channel parameters between $T_1$ and $R_1$ in light of the channel observation in (5). In total, the DCNN network contains fifteen layers, including one input layer, seven convolutional (CV) layers, four max-pooling (MP) layers, one flattening layer and one fully-connected (FC) output layer. The input layer is composed of three real-valued matrices obtained from the channel observation matrix $Y$, including the element-wise real and imaginary values of the channel observation matrix $Y$, denoted by $\text{Re}[Y]$ and $\text{Im}[Y]$, and the element-wise absolute value of $Y$, expressed as $|Y|$, respectively. $\text{Re}[Y]$, $\text{Im}[Y]$ fully describe the channel information, while $|Y|$ elaborates the influence of the amplitude of path gain and the effect of noise.

Followed by the input layer, there are seven CV layers, four MP layers, and one flatting layer. The CV layers contain 16, 32, 64, 128, 62, 32, 16 filters, respectively, in which a convolution filter with size $3 \times 3$ is deployed to extract the features of the network input. In the CV layer, each neuron connects to a small region of the previous layer called the local receptive field. The
convolution operation is performed to the \(i^{th}\) local receptive field in the \((m-1)^{th}\) layer \(C_{cv,i}^{(m-1)}\) by the convolutional filter. By denoting the weight and bias for the \(j^{th}\) filter in \(m^{th}\) layer as \(u_{cv,j}^{(m)}\) and \(b_{cv,j}^{(m)}\), respectively, the value of the \(i^{th}\) output neuron \(z_{cv,i}^{(m)}\) in CV is calculated as

\[
z_{cv,i}^{(m)} = f^{(m)} \left( u_{cv,j}^{(m)} * C_{cv,i}^{(m-1)} + b_{cv,j}^{(m)} \right),
\]

where \(f^{(m)}(\cdot)\) refers to the activation function describing the non-linear mapping relationship. In addition, zero-padding (ZP) and batch-normalization (BN) are invoked during the convolution process. ZP is useful to maintain the dimension of CV layers by adding zeros in the marginal local receptive fields, while BN avoids possible gradient dispersion and speeds up the training process with normalization in the mini-batches. Moreover, the MP layers with a pool size of \(2 \times 2\) are inserted behind the first 4 CV layers, in which the maximum value in the pool is extracted to reduce the network dimension and simplify the training process.

After the last CV layer, a flatting layer rearranges the neurons into one dimension and connects to the FC output layer. The neurons between neighboring layers in FC are fully-connected. In this way, given the output of the \((m-1)^{th}\) layer \(z_{fc}^{(m-1)}\), the value of the \(i^{th}\) output neuron at the \(m^{th}\) layer of a FC \(z_{fc,i}^{(m)}\) can be expressed as

\[
z_{fc,i}^{(m)} = f^{(m)} \left( u_{fc,i}^{(m)}T z_{fc}^{(m-1)} + b_{fc,i}^{(m)} \right),
\]

where \(u_{fc,i}^{(m)}\) and \(b_{fc,i}^{(m)}\) are the weight and bias, respectively. In the input layer and the hidden layers, the rectified linear unit (ReLU) \(f_{ReLU}(x) = \max\{0, x\}\) is explored for its fast computation speed. We choose the sigmoid function \(f_{Sigmoid}(x) = \frac{1}{1+e^{-x}}\) at the output layer, which stables the output of the DCNN by restricting output range into \([0, 1]\). The connection of these aforementioned layers completes the DCNN network. By denoting the total number of layers as \(M\) and the input as \(x\), respectively, the output \(z^{(M)}\) of the proposed network is represented as

\[
z^{(M)} = f^{(M)} \left( f^{(M-1)} \left( \cdots f^{(1)}(x) \right) \right),
\]

where \(f^{(M)}\) refers to the activation function of the \(M^{th}\) layer.

2) Operation Policy: The parameters \(\{C_{p,\alpha_{11}^{11}}, D_{p,\theta_{11}^{11}, \phi_{11}^{11}}, \theta_{1p}^{11}, \phi_{1p}^{11}\}\) are chosen as training labels, which have various ranges. The amplitude of channel gain \(|\alpha_{p,\alpha_{11}^{11}}|\in[0, 1]\), the communication distance \(D_{p,\theta_{11}^{11}, \phi_{11}^{11}}\in[0, \infty]\), and the angles \(\theta_{1p}^{11}, \phi_{1p}^{11}, \theta_{1p}^{11}, \phi_{1p}^{11}\in[0, 2\pi]\). To facilitate the convergence of the network, both network input and training label are normalized into \([0, 1]\). We select the min-max normalization, since it achieves smaller training loss than the Sigmoid counterpart, as shown in Fig. 3. Furthermore, compared to z-score normalization that follows the normal distribution,
both network input and training label in our network are normalized within $[0,1]$ \[34\]. By denoting the value to be normalized as $\chi$ and the minimum and maximum values of $\chi$ as $\chi_{\text{min}}$ and $\chi_{\text{max}}$, respectively, the min-max normalization operates as $\tilde{\chi} = (\chi - \chi_{\text{min}}) / (\chi_{\text{max}} - \chi_{\text{min}})$.

To minimize the estimation error, we consider three losses that account for the accuracy of the angles $L_{\text{angle}} = \mathbb{E}\{\|\varsigma - \hat{\varsigma}\|/\|\varsigma\|\}$, distance $L_{\text{dist}} = \mathbb{E}\{\|\hat{D}_{p}^{11} - D_{p}^{11}\|/\|D_{p}^{11}\|\}$ and amplitude of path gain $L_{\text{gain}} = \mathbb{E}\{||\hat{\alpha}_{p}^{11}| - |\alpha_{p}^{11}|||/||\alpha_{p}^{11}||\}$, where $\varsigma = [\theta_{rp}^{11}, \phi_{rp}^{11}, \theta_{tp}^{11}, \phi_{tp}^{11}]$ and $\hat{\varsigma}$ represent the true and estimated angle vectors, respectively. The loss function $L_{\text{loss}}$ is represented as

$$L_{\text{loss}} = \iota_1 L_{\text{angle}} + \iota_2 L_{\text{dist}} + \iota_3 L_{\text{gain}},$$

(20)

where $\iota_1$, $\iota_2$ and $\iota_3$ are coefficients to account for different weights. Moreover, the adaptive moment estimation (Adam) is selected as the optimizer owning to its fastest convergence rate.

**B. Phase 2: Parameters Extension via Geometric Relationships**

After estimating the parameters between $T_1$ and $R_1$ through the DCNN, we use the geometric relationship to derive the channel parameters of other subarrays. Specifically, we derive the channel parameters between the $k_{t}^{\text{th}}$ subarray at Tx $T_{k_t}$ and the $k_{r}^{\text{th}}$ subarray at Rx $R_{k_r}$, respectively, including the DoD, DoA pairs $(\theta_{tp}^{k_t k_r}, \phi_{tp}^{k_t k_r})$, $(\theta_{rp}^{k_t k_r}, \phi_{rp}^{k_t k_r})$ and the communication distance $D_{p}^{k_t k_r}$. As illustrated in Fig. 1, $S_{p}^{11}$ stands for the reflection point between the reference antennas at Tx and Rx. At $S_{p}^{11}$, $l_{sp}^{11}$ refers to the intersection line between the reflector and the plane of incoming and reflected rays. The azimuth and elevation angles of $l_{sp}^{11}$ are denoted as $\theta_{sp}^{11}$ and
\( \phi_{sp}^{11} \), respectively. Moreover, \( d_p^{11} \) and \( D_p^{11} \) refers to the distance between the reference antenna at Tx and the reflector, as well as the communication distance of the \( p^{th} \) path, respectively. By projecting the propagation paths in Fig. 4 to the x-y and y-z plane, respectively, we obtain Fig. 4 where the definitions of \( D_{xy}^{11}, D_{xy}^{k,k_t}, d_{pxy}^{11}, D_{yz}^{11}, D_{yz}^{k,k_t} \) and \( d_{pyz}^{11} \) are stated in the following.

1) Equation of the Reflector: We first derive the equation of the reflector as preliminary result. As illustrated in Fig. 4 \( \theta_{sp}^{11} \) and \( \phi_{sp}^{11} \) are calculated as \( \theta_{sp}^{11} = \frac{1}{2} (\theta_{tp}^{11} - \theta_{rp}^{11}) \) and \( \phi_{sp}^{11} = \frac{1}{2} (\phi_{tp}^{11} - \phi_{rp}^{11}) \), respectively. We have \( \frac{\sin(\theta_{sp}^{11} - \theta_{tp}^{11})}{d_{xy}^{11}} = \frac{\sin(180 - \theta_{rp}^{11} - \theta_{tp}^{11})}{D_{xy}^{11}} \), where \( d_{pxy}^{11} = d_p^{11} \cos \theta_{tp}^{11}, D_{xy}^{11} = D_{11}^{11} \cos \phi_{t_1}^{11} \) and \( d_p^{11} = \frac{D_{pxy}^{11} \sin(\theta_{tp}^{11} - \theta_{t_1}^{11}) \cos \phi_{t_1}^{11}}{\sin(\theta_{tp}^{11} + \theta_{tp}^{11}) \cos \phi_{t_1}^{11}}. \) We consider the coordinate system at Tx, and set \( T_1 = (0, 0, 0) \), we have \( S_p^{11} = (d_p^{11} \sin \theta_{tp}^{11} \cos \phi_{t_1}^{11}, d_p^{11} \cos \theta_{tp}^{11} \cos \phi_{t_1}^{11}, d_p^{11} \sin \phi_{t_1}^{11}) = (S_{px}^{11}, S_{py}^{11}, S_{pz}^{11}), R_1 = (D_{11}^{11} \sin \theta_{t_1}^{11} \cos \phi_{t_1}^{11}, D_{11}^{11} \cos \theta_{t_1}^{11} \cos \phi_{t_1}^{11}, D_{11}^{11} \sin \phi_{t_1}^{11}) = (R_{1x}, R_{1y}, R_{1z}). \) These points uniquely determine the plane of incoming and reflected rays with equation \( A_p^{11} x + B_p^{11} y + C_p^{11} z + D_p^{11} = 0. \) Since \( T_1, S_p^{11} \) and \( R_1 \) are on this plane, we obtain \( D_p^{11} = 0 \) and the following equations as

\[
\begin{align*}
A_p^{11} \sin \theta_{tp}^{11} \cos \phi_{t_1}^{11} + B_p^{11} \cos \theta_{tp}^{11} \cos \phi_{t_1}^{11} + C_p^{11} \sin \phi_{t_1}^{11} &= 0, \\
A_p^{11} \sin \theta_{t_1}^{11} \cos \phi_{t_1}^{11} + B_p^{11} \cos \theta_{t_1}^{11} \cos \phi_{t_1}^{11} + C_p^{11} \sin \phi_{t_1}^{11} &= 0.
\end{align*}
\]

By setting \( C_p^{11} = 1 \), we obtain one of the solutions as

\[
\begin{align*}
A_p^{11} &= \frac{\cos \theta_{tp}^{11} \cos \phi_{t_1}^{11} \sin \phi_{t_1}^{11} - \cos \theta_{t_1}^{11} \cos \phi_{t_1}^{11} \sin \phi_{t_1}^{11}}{\cos \phi_{t_1}^{11} \cos \phi_{t_1}^{11} \left( \cos \theta_{tp}^{11} \sin \theta_{t_1}^{11} - \cos \phi_{t_1}^{11} \sin \phi_{t_1}^{11} \right)}, \\
B_p^{11} &= \frac{\cos \phi_{tp}^{11} \sin \theta_{t_1}^{11} \sin \phi_{t_1}^{11} - \cos \phi_{t_1}^{11} \sin \phi_{t_1}^{11} \sin \phi_{t_1}^{11}}{\cos \phi_{tp}^{11} \cos \phi_{t_1}^{11} \left( \cos \theta_{tp}^{11} \sin \theta_{t_1}^{11} - \cos \phi_{t_1}^{11} \sin \phi_{t_1}^{11} \right)}.
\end{align*}
\]

Since \( (\sin \theta_{sp}^{11} \cos \phi_{sp}^{11}, \cos \theta_{sp}^{11} \cos \phi_{sp}^{11}, \sin \phi_{sp}^{11}) \) indicates the direction of \( l_{sp}^{11} \), there are \( x = \frac{y - d_p^{11} \sin \theta_{tp}^{11} \cos \phi_{tp}^{11}}{\cos \phi_{sp}^{11} \cos \phi_{sp}^{11}} = \frac{z - d_p^{11} \sin \theta_{tp}^{11} \sin \phi_{tp}^{11}}{-\sin \phi_{sp}^{11}} \). By setting \( z = 0 \), we can find \( S_{sp}^{11} = \left( d_p^{11} \left( \sin \theta_{tp}^{11} \cos \phi_{tp}^{11} \right), d_p^{11} \left( \sin \theta_{tp}^{11} \sin \phi_{tp}^{11} \right), 0 \right). \)
\[
\frac{\sin\theta_{sp}^{11}\cos\phi_{sp}^{11}\sin\phi_{sp}^{11}}{\sin\phi_{sp}^{11}},
\]
differentiated with respect to \( t_{sp}^{11} \). Consider the plane equation of the \( p \)-th reflector as \( A_{p}x + B_{p}y + C_{p}z + D_{p} = 0 \), therefore, there are

\[
\begin{cases}
A_{p}d_{p}^{11}\sin\theta_{tp}^{11}\cos\phi_{tp}^{11} + B_{p}d_{p}^{11}\cos\theta_{tp}^{11}\cos\phi_{tp}^{11} + C_{p}d_{p}^{11}\sin\phi_{tp}^{11} + D_{p} = 0, \\
A_{p}\left(\sin\theta_{tp}^{11}\cos\phi_{tp}^{11}\sin\phi_{sp}^{11} - \frac{\sin\theta_{sp}^{11}\cos\phi_{sp}^{11}\sin\phi_{sp}^{11}}{\sin\phi_{sp}^{11}}\right) + B_{p}\left(\cos\theta_{tp}^{11}\cos\phi_{tp}^{11}\frac{\cos\phi_{sp}^{11}\sin\phi_{sp}^{11}}{\sin\phi_{sp}^{11}}\right) + D_{p} = 0, \\
A_{p}A_{p}^{11} + B_{p}B_{p}^{11} + C_{p}C_{p}^{11} = 0.
\end{cases}
\tag{23}
\]

By choosing \( C_{p} = 1 \), one of the solutions is calculated as

\[
\begin{align*}
A_{p} &= \frac{\sin\phi_{sp}^{11}\left(C_{p}\cos\phi_{sp}^{11}\sin\phi_{sp}^{11} - B_{p}\sin\phi_{sp}^{11}\right)}{\cos\phi_{sp}^{11}\sin\phi_{sp}^{11}\left(A_{p}\cos\phi_{sp}^{11} - B_{p}\sin\phi_{sp}^{11}\right)}, \\
B_{p} &= \frac{\sin\phi_{sp}^{11}\left(A_{p}\sin\phi_{sp}^{11} - C_{p}\sin\phi_{sp}^{11}\cos\phi_{sp}^{11}\right)}{\cos\phi_{sp}^{11}\sin\phi_{sp}^{11}\left(A_{p}\cos\phi_{sp}^{11} - B_{p}\sin\phi_{sp}^{11}\right)}.
\end{align*}
\tag{24}
\]

Therefore, we can obtain the equation of the reflector.

2) Channel Parameters for LoS path: The channel parameters for the LoS path are calculated as follows. In Fig.4(a) we have \( D_{xy}^{k_{k}k_{r}} = \sqrt{(\Delta d_{x}^{k_{k}k_{r}})^{2} + (D_{xy}^{11})^{2} - 2\Delta d_{x}^{k_{k}k_{r}}D_{xy}^{11}\sin\theta_{t}^{11}} \), where \( D_{xy}^{k_{k}k_{r}} = D_{k_{r}}^{k_{k}}\cos\phi_{k_{r}}^{k_{r}} \), \( \Delta d_{x}^{k_{k}k_{r}} = d_{x}^{k_{k}} - d_{x}^{k_{r}} \). And \( \frac{\sin(90^{\circ} + \phi_{k_{r}})}{\Delta d_{x}^{k_{k}k_{r}}} = \frac{\sin(\phi_{k_{r}} - \theta_{u}^{11})}{\Delta d_{x}^{k_{k}k_{r}}} \). Similarly, in the y-z plane, we have \( D_{yz}^{k_{r}} = \sqrt{(\Delta d_{z}^{k_{k}k_{r}})^{2} + (D_{yz}^{11})^{2} - 2\Delta d_{z}^{k_{k}k_{r}}D_{yz}^{11}\sin\phi_{r}^{11}} \), where \( D_{yz}^{k_{k}k_{r}} = D_{k_{r}}^{k_{k}}\cos\phi_{k_{r}}^{k_{r}} \), \( \Delta d_{z}^{k_{k}k_{r}} = d_{z}^{k_{k}} - d_{z}^{k_{r}} \). And \( \frac{\sin(90^{\circ} + \phi_{k_{r}})}{\Delta d_{z}^{k_{k}k_{r}}} = \frac{\sin(\phi_{k_{r}} + \phi_{k_{r}})}{\Delta d_{z}^{k_{k}k_{r}}} \). Therefore, the LoS angles and distance can be calculated as

\[
\begin{align*}
\theta_{t}^{k_{k}k_{r}} &= \arccos\left(D_{xy}^{11}\cos\theta_{t}^{11}/D_{xy}^{k_{k}k_{r}}\right), \\
\theta_{r}^{k_{k}k_{r}} &= \theta_{r}^{11} + \arcsin\left(\Delta d_{x}^{k_{k}k_{r}}/D_{xy}^{k_{k}k_{r}}\right), \\
\phi_{t}^{k_{k}k_{r}} &= \arccos\left(D_{yz}^{11}\cos\phi_{t}^{11}/D_{yz}^{k_{k}k_{r}}\right), \\
\phi_{r}^{k_{k}k_{r}} &= -\phi_{r}^{11} + \arcsin\left(\Delta d_{z}^{k_{k}k_{r}}/D_{yz}^{k_{k}k_{r}}\right), \\
D^{k_{k}k_{r}} &= \frac{D_{xy}^{k_{k}k_{r}}}{\cos\phi_{k_{r}}^{k_{r}}},
\end{align*}
\tag{25a-d}
\]

3) Channel Parameters for NLoS paths: The channel parameters for the NLoS paths are calculated as follows. We have \( T_{k_{e}} = (d_{t_{x}}^{k_{e}}, 0, -d_{t_{z}}^{k_{e}}) \) and \( R_{k_{e}} = (D_{11}\sin\theta_{t}^{11}\cos\phi_{t}^{11} + d_{t_{x}}^{k_{e}}, D_{11}\cos\theta_{t}^{11}\cos\phi_{t}^{11}, D_{11}\sin\phi_{t}^{11} - d_{t_{z}}^{k_{e}}) = (R_{k_{e}x}, R_{k_{e}y}, R_{k_{e}z}) \). Suppose \( S_{p}^{k_{k}k_{r}} = (x^{k_{k}k_{r}}, y^{k_{k}k_{r}}, z^{k_{k}k_{r}}) \). \( T_{k_{e}}, R_{k_{e}} \) and \( S_{p}^{k_{k}k_{r}} \)
Reflection theorem, the plane of the incoming and reflected rays is orthogonal to the
reflector plane, and
By setting \( C_{p}^{k_{t}k_{r}} = 1 \), we obtain one of the solutions for \( A_{p}^{k_{t}k_{r}}, B_{p}^{k_{t}k_{r}} \) as before.

By the reflection theorem, the plane of the incoming and reflected rays is orthogonal to the
to the plane, we derive the following equations
\[
\begin{align*}
    & \begin{cases}
        A_{p}^{k_{t}k_{r}} \alpha_{p}^{k_{t}k_{r}} - C_{p}^{k_{t}k_{r}} \alpha_{p}^{k_{t}k_{r}} + D_{p}^{k_{t}k_{r}} = 0, \\
        A_{p}^{k_{t}k_{r}} R_{k_{r}x} + B_{p}^{k_{t}k_{r}} R_{k_{r}y} + C_{p}^{k_{t}k_{r}} R_{k_{r}z} + D_{p}^{k_{t}k_{r}} = 0, \\
        A_{p}^{k_{t}k_{r}} x_{k_{t}k_{r}} + B_{p}^{k_{t}k_{r}} y_{k_{t}k_{r}} + C_{p}^{k_{t}k_{r}} z_{k_{t}k_{r}} + D_{p}^{k_{t}k_{r}} = 0.
    \end{cases}
\end{align*}
\]

Determine the plane of the incoming and reflected rays with equation \( A_{p}^{k_{t}k_{r}} x + B_{p}^{k_{t}k_{r}} y + C_{p}^{k_{t}k_{r}} z + D_{p}^{k_{t}k_{r}} = 0 \). Since \( T_{k_{t}}, R_{k_{r}} \) and \( S_{p}^{k_{t}k_{r}} \) are on this plane, we derive the following equations
\[
\begin{align*}
    & \begin{cases}
        A_{p} x_{k_{t}k_{r}} + B_{p} y_{k_{t}k_{r}} + C_{p} z_{k_{t}k_{r}} = A_{p}(x_{k_{t}k_{r}} - R_{k_{r}x}) + B_{p}(y_{k_{t}k_{r}} - R_{k_{r}y}) + C_{p}(z_{k_{t}k_{r}} - R_{k_{r}z}), \\
        A_{p} x_{k_{t}k_{r}} - S_{p}^{11} + B_{p}(y_{k_{t}k_{r}} - S_{p}^{11}) + C_{p}(z_{k_{t}k_{r}} - S_{p}^{11}) = 0,
    \end{cases}
\end{align*}
\]

where the norms in equation (27) are calculated as
\[
\begin{align*}
    & \begin{cases}
        \| [A_{p}, B_{p}, C_{p}] \| = \sqrt{(A_{p})^2 + (B_{p})^2 + (C_{p})^2}, \\
        \| [x_{k_{t}k_{r}}, y_{k_{t}k_{r}}, z_{k_{t}k_{r}}] \| = \sqrt{(x_{k_{t}k_{r}})^2 + (y_{k_{t}k_{r}})^2 + (z_{k_{t}k_{r}})^2} \text{ and} \\
        [x_{k_{t}k_{r}} - R_{k_{r}x}, y_{k_{t}k_{r}} - R_{k_{r}y}, z_{k_{t}k_{r}} - R_{k_{r}z}]^T = \sqrt{[x_{k_{t}k_{r}} - R_{k_{r}x}]^2 + [y_{k_{t}k_{r}} - R_{k_{r}y}]^2 + [z_{k_{t}k_{r}} - R_{k_{r}z}]^2}. \end{cases}
\end{align*}
\]

We use the Newton method to solve
the above equations to obtain \( S_{p}^{k_{t}k_{r}} \), in which the initial value of \( S_{p}^{k_{t}k_{r}} \) is set as \( S_{p}^{11} \). As a result,
the angles and distance for the \( p^{th} \) NLoS path are calculated as
\[
\theta_{p}^{k_{t}k_{r}} = \arcsin \left( \frac{x_{p}^{k_{t}k_{r}}}{\sqrt{(x_{p}^{k_{t}k_{r}})^2 + (y_{p}^{k_{t}k_{r}})^2}} \right),
\]

\( (28a) \)
\[
\phi_{tp}^{k_t k_r} = \arcsin \left[ \frac{z_p^{k_t k_r}}{\sqrt{(x_p^{k_t k_r})^2 + (y_p^{k_t k_r})^2 + (z_p^{k_t k_r})^2}} \right],
\]
(28b)

\[
\theta_{rp}^{k_t k_r} = \arcsin \left[ \frac{x_p^{k_t k_r} - R_{k_r x}}{\sqrt{(x_p^{k_t k_r} - R_{k_r x})^2 + (y_p^{k_t k_r} - R_{k_r y})^2}} \right],
\]
(28c)

\[
\phi_{rp}^{k_t k_r} = \arcsin \left[ \frac{z_p^{k_t k_r} - R_{k_r z}}{\sqrt{(x_p^{k_t k_r} - R_{k_r x})^2 + (y_p^{k_t k_r} - R_{k_r y})^2 + (z_p^{k_t k_r} - R_{k_r z})^2}} \right],
\]
(28d)

\[
D_p^{k_t k_r} = \sqrt{(x_p^{k_t k_r})^2 + (y_p^{k_t k_r})^2 + (z_p^{k_t k_r})^2}
+ \sqrt{(R_{k_r x} - x_p^{k_t k_r})^2 + (R_{k_r y} - y_p^{k_t k_r})^2 + (R_{k_r z} - z_p^{k_t k_r})^2}.
\]
(28e)

After obtaining all the channel parameters, the channel matrix in (16) is recovered to complete the CE process. The proposed CE process is summarized in Algorithm 1.

V. PERFORMANCE EVALUATION

In this section, the accuracy of the proposed HSPM, and the performance of the proposed DCNN CE method are extensively evaluated.

A. Evaluation Setup

1) Simulation Environment: Due to the hardware constraint such as the difficulty in producing large arrays in the THz band, the real-life data in the THz UMa-MIMO systems is currently unavailable. Therefore, we select the simulated THz channel to train the model. There are several simulators for simulating the THz channel, including NYUSIM [35], TeraMIMO [36], Wireless InSite [37] and etc. In this work, we adopt Wireless InSite as suggested in [37], which can well model the multi-path propagation based on ray-tracing techniques. As illustrated in Fig. 5(a), we consider a typical street scenario, in which several outdoor concrete buildings with different heights and flat terrain are considered [38]. We show an example of one Tx (green point) and 5 Rxs (red point), with LoS distances of 5 m, 10 m, 20 m, 40 m, 80 m, respectively. Tx is equipped at the top of a building of height 30 m. The propagation paths with gain larger than -160 dB are plotted. Particularly, in THz multi-path propagation, it is a common practice to omit the paths that are too weak, which contribute negligibly to the received signal power. In our previous work [7], we omit the paths whose path gain is weaker than the strongest path by 27.8 dB. In this work, we set the path gain threshold at -160 dB to guarantee a 55 dB dynamic range, which guarantees to
capture sufficient multi-path propagation. To illustrate the THz channel characteristic, we depict the DoA and path gain of the propagation paths in Fig 5(b). The THz channel is extremely sparse, in which the number of available paths is 8. This is caused by the high scattering and diffraction losses in the THz band. Therefore, the number of channel parameters is much smaller than the dimension of the channel matrix in THz UM-MIMO systems, and performing channel parameter estimation is more appealing in the THz band than directly estimate the channel matrix.

To obtain the UM-MIMO channel matrix, we deploy different sizes of the UM-MIMO. Both Tx and Rx are equipped 4 subarrays, namely, $K_t = K_r = 4$, which are selected based on the sparse characteristic of the THz channel [4]. We deploy isotropic antennas with antenna gain equals to 0 dB. The number of antennas in each subarray is 256, 64 or 16, leading that the UM-MIMO contains 1024, 256 or 64 antennas at Tx and Rx, respectively. The antenna spacing within a subarray $d = \lambda/2$, while the distance between the subarrays $d_{tx}, d_{tz}, d_{rx}, d_{rz}$, and the carrier frequency $f$ are changed as needed. Moreover, the spherical-wave channel is directly generated with MIMO antenna in Wireless InSite. To obtain the planar-wave channel, we deploy a single antenna at both Tx and Rx, and record the ray-tracing results in Wireless InSite, including the DoA and DoD, the delays, the phase, and the propagation distances of the arrival rays. The
path gains are calculated using the THz path gain model in [39], based on which we construct the planar-wave channel as (11). Moreover, the required channel parameters to construct the HSPM channel model in (16) are generated by the ray-tracing results of Wireless Insite. All the numerical results are implemented on a PC with Intel(R) Xeon(R) CPU E5-2690 v4 @ 2.60 GHz and an Nvidia GeForce RTX 2080 Ti GPU. The DL-based methods including DCNN and existing solutions in the literature are carried out by using the PyCharm framework.

2) Training and testing of DCNN: The training data set is generated by simulation. Specifically, we randomly select 1000 Rx points in the Wireless InSite environment in Fig. 5(a). The channel parameters of the planar array are recorded to compose the training labels. We change the carrier frequencies as \( f = 0.2, 0.4, \) and \( 0.8 \) THz, respectively, to obtain 3000 HSPM matrices of different frequencies. For each channel matrix, the training process is conducted through the operations in (4) and (5), to obtain the channel observation. Each codebook contains 4 codewords, in which the phase shift coefficient \( \tilde{\omega}^{n}_{p, k_r} \) in (2) is generated randomly, following uniform distribution in \([0, 1]\). In this way, the dimension of the input of the network equals to \( 16 \times 16 \times 3 \). Moreover, AWGN noise is added for improved processing capability, which makes the received SNR equals to -20, -10, 0, and 10 dB. Therefore, the training data set is composed of 12000 samples in total. During our implementation, we consider the number of multi-path is known, which is a common practice in the literature [22]. To form the testing data set, we select another 100 Rx points with SNR from ranging from -10 to 10 dB. In addition, since the characteristics of the THz channels are different at different frequencies, it requires enlarging the training data set to all frequencies to make the trained DCNN suitable for all carrier frequencies.

B. Accuracy of HSPM Channel model

We begin by evaluating the accuracy of the proposed HSPM in Fig. 6 by calculating the approximation error of the PWM and HSPM under different communication distances, subarray spacing, and carrier frequency, respectively. The approximation errors of the PWM and HSPM are obtained by calculating \( \| H_p - H_S \|_F / \| H_S \|_F \) and \( \| H_{\text{HSPM}} - H_S \|_F / \| H_S \|_F \), respectively. First, the HSPM remains high accuracy in the THz band, in which the approximation error of the HSPM is much smaller than that of the PWM counterpart under different communication distances, subarray spacing, and carrier frequency. This is because the spherical-wave transmission is explored in the HSPM. Specifically, as shown in Fig. 6(a), with \( f = 0.4 \) THz, \( d_{tx}^{k_t} = d_{tz}^{k_t} = d_{rx}^{k_r} = d_{rz}^{k_r} = 32\lambda \) and \( N_t = N_r = 1024 \), the approximation error of the HSPM is 14 dB lower than the PWM.
channel at 20 m communication distance. Moreover, the approximation errors of both PWM and HSPM decrease with the increment of communication distance, which confirms the result in Sec. III-C. When $N_t = N_r = 1024$, the approximation error of the PWM and HSPM decrease by 11.6 dB and 12 dB, respectively, as communication distance increases from 5 m to 80 m.

As illustrated in Fig. 6(b), the effect of array size is explored with fixed transmission distance as 40 m. The approximation error of the PWM increases with the increment of subarray spacing, which is consistent with the result in Sec. III-C. Concretely, the approximation error of the PWM channel increases by 17.7 dB, when the subarray spacing increases from $8\lambda$ to $128\lambda$ and $N_t = N_r = 1024$. By contrast, the approximation error of HSPM remains almost unchanged under different subarray spacing. This is because the approximation error of the HSPM is mainly introduced by the planar-wave approximation in the subarray. By fixing the antenna spacing in the subarray as $\lambda/2$, the approximation error of the HSPM is stable. Finally, with fixed array size and location of the antennas, we change the carrier frequency to obtain the result in Fig. 6(c), where the communication distance equals to 40 m. The array size and the location of the antennas are obtained by setting $f = 0.1$ THz, subarray spacing and antenna spacing in the subarray equal to $8\lambda$ and $\lambda/2$, respectively. The approximation errors of the HSPM and PWM increase with the carrier frequency. When $N_t = N_r = 256$, the approximation error increases by 11.2 dB and 12.1 dB for the PWM and HSPM, respectively, when $f$ rises from 0.1 THz to 0.8 THz.

C. Performance of DCNN Channel Estimation

1) Convergence Evaluation: The convergence performance of the proposed DCNN method is evaluated in Fig. 7 by analyzing the convergence speed and effect of the number of Rx points.
As shown in Fig. 7(a) we perform 100 times network training and record the corresponding training and validation losses in the first 50 training epochs. The convergence performance is verified, as both training and validation losses tend to be stable after 40 epochs. Furthermore, the mean values of training and validation losses for DCNN are close after network convergence, where the difference is on the order of $10^{-5}$ at the 40th epoch.

Moreover, Fig. 7(b) depicts the testing loss after 50 epochs under a various number of Rx points, which relates to different sizes of the training data set. The testing loss reduces as the number of Rx points grows, which suggests DCNN becomes more accurate with more training data. In addition, the value of testing loss tends to be saturated when the number of Rx points exceeds 900. Compared to other DL-based CE methods [27] that require over 80000 samples to train the network, the proposed DCNN converges with only 15\% in the size of the training data set. This is owing to the fact that DCNN incorporates channel parameters as the training labels, leading that the output dimension is much smaller than that by choosing the channel matrix as the training label. Therefore, DCNN has a reduced network complexity and requires a significantly smaller size of the training data set.

2) Estimation Accuracy: The estimation accuracy of the proposed DCNN method is evaluated in terms of the parameter estimation accuracy and the CE normalized-mean-square-error (NMSE). The estimation errors of the angles, distance, and channel gain are calculated as $\mathbb{E}\{\|\hat{\varsigma} - \hat{\varsigma}\|/\|\varsigma\|\}$, $\mathbb{E}\{\|\hat{D}_{p}^{11} - D_{p}^{11}\|/\|D_{p}^{11}\|\}$ and $\mathbb{E}\{\|\hat{\alpha}_{p}^{11} - \alpha_{p}^{11}\|/\|\alpha_{p}^{11}\|\}$, respectively. Moreover, the NMSE of the CE result is defined as $\|\hat{H} - H_{\text{HSPM}}\|_{F}/\|H_{\text{HSPM}}\|_{F}$, where $\hat{H}$ represents the estimated channel
matrix. All the results are obtained by averaging for 5000 trials of Monte Carlo simulations. As depicted in Fig. 8, the channel parameter estimation error under different received SNR is investigated. Both DCNN and HSPM CE achieve substantial accuracy in estimating the channel parameters, where the estimation errors of the angles, distance, and path gain reach -38.2 dB, -48.8 dB, and -37.2 dB, respectively, at SNR = 0 dB. Moreover, due to cumulative error, the estimation error of the derived results in equations (25) and (28) in the second estimation phase is slightly higher than the DCNN method. As shown in Fig. 8(a), when SNR = 5 dB, the estimation error of the derived result is 0.37 dB higher than the DCNN method.

In Fig. 9, we compare the NMSE performance of the DCNN method with two classical on-grid CS-based algorithms, including OMP [16] and AMP [17], as well two off-grid DL-based schemes, namely, CNN [27], recurrent neural network (RNN) [40]. The legend “DCNN+derived” denotes the proposed two-phase channel estimation, i.e., DCNN for the reference subarray and derivations for other subarrays. The legend “pure DCNN” represents the scheme which uses the DCNN for all subarrays. For on-grid solutions, the number of spatial grids equals to the number of antennas as $1024 \times 1024$. Since RNN requires data sequences as the input, the shape of the $16 \times 16 \times 3$ dimensional sample data is transformed into a matrix of $16 \times 48$, of which each row is the data sequence. Moreover, the same data set is used among these algorithms for a fair comparison. The proposed DCNN method performs the best and achieves the lowest NMSE among the listed algorithms. Specifically, when SNR=0 dB, the NMSE of the DCNN is 6 dB lower than the RNN method. Although the two-phase DCNN estimation method experiences performance degradation due to the error propagation, in which the estimation NMSE is 1 dB lower than the DCNN method when SNR=0 dB, it still outperforms the listed algorithms.
Fig. 9: NMSE performance comparison of different CE methods.

TABLE II: Comparison on computational complexity and running time for different methods.

| Method   | Computational Complexity | Running Time (ms) |
|----------|--------------------------|-------------------|
| OMP [16] | $\mathcal{O}((N_pN_t)^2)$ | 221               |
| AMP [17] | $\mathcal{O}((N_pN_t)^2)$ | 372               |
| CNN [27] | $\mathcal{O}(b(N_pN_t)^2)$ | 3.64              |
| RNN [40] | $\mathcal{O}(cC^2K_tK_r)$ | 0.085             |
| DCNN     | $\mathcal{O}(b(C^2K_tK_r)^2)$ | 0.172             |

Specifically, when SNR=10 dB, the NMSE of the DCNN is 5.2 dB lower than the RNN method. Moreover, due to the consideration of spherical-wave propagation in the HSPM, traditional CS-based OMP and AMP suffer from the highest NMSE induced by the grid mismatch. By contrast, the estimation accuracy of all the DL-based solutions outperforms the traditional methods when the received SNR exceeds -5 dB. This suggests an improved performance by DL method.

3) Computational Complexity: Finally, the computational complexity and running time of the proposed DCNN method and literature solutions are compared in TABLE II where $b = 3$ denotes the dimension of the CV layer in CNN [27] and DCNN, while in RNN [40], $c = 3$ represents the number of input channels. We observe that RNN processes the lowest computational complexity and running time, which comes at the cost of high estimation error. Moreover, a low computational complexity is achieved by the proposed DCNN method, by which the running time reach 0.172 ms. This is attributed to the superiority of the designed DCNN architecture. In particular, the inserted MP layers are helpful to reduce the required number of network parameters, which yet remain the efficiency for extracting the features of the channel. Apart
from that, it is noteworthy that the dimension of the channel matrix in THz UM-MIMO systems is large, which induces significantly high complexity of the existing OMP, AMP, and CNN methods, whose running times are 221 ms, 372 ms, and 3.64 ms, respectively.

VI. Conclusion

In this paper, we have evaluated the HSPM channel model and proposed a two-phase CE mechanism for THz UM-MIMO systems. First, we analytically derive the closed-form expression of the approximation error between the PWM and SWM for the 2D planar array in THz UM-MIMO systems. By exploiting the spherical-wave propagation and parameter shift among subarrays, the HSPM is investigated. Extensive comparisons confirm that the HSPM uses a small number of channel parameters including the azimuth and elevation angles of departure and arrival, the amplitude of the path gain, and the communication distances to achieve high accuracy. The proposed two-phase CE first trains a DCNN network to learn the estimation of the channel parameters at the reference subarrays. Then, based on the estimated channel parameters of the reference subarray, we derive the expression of the channel parameters using the geometric relationships and reconstruct the channel matrix to complete the CE process.

To evaluate the performance of the proposed HSPM and HSPM CE mechanism, respectively, we deployed a ray-tracing tool to provide extensive numerical results. The accuracy of the HSPM is confirmed by comparing the modeling error with the PWM under various communication distances, subarray spacings, and carrier frequencies. While the performance of the HSPM CE mechanism is revealed in terms of convergence performance, estimation accuracy, and computational complexity. The HSPM achieves similar accuracy with the SWM and is more accurate than the PWM channel with different communication distances, array sizes as well as carrier frequencies. The HSPM achieves 14 dB higher accuracy than PWM at 20m communication distance when \( N_t = N_r = 1024 \), and subarray spacing equals \( 32\lambda \). Compared to the existing CE algorithms, the designed DCNN network convergence fast and achieves high-resolution CE with substantially reduced complexity, whose estimation accuracy is improved by 5.2 dB in 0.172 ms.

Appendix A

Derivation of the Approximation Error

The approximation error \( \epsilon_{il} \) in (14) can be rewritten as

\[
\epsilon_{il} \approx \left| 2\sin\left(\frac{\pi}{\lambda}(D^i - D^{11} - \Delta D^i)\right) \right|.
\]  
(29)
To calculate (29), we consider the coordinate system at Tx of the reference antenna. As shown in Fig. 1, the vectors \( \overrightarrow{t_i} \) direct from the reference antenna to the \( l \)th antenna at Tx, \( \overrightarrow{u_t} \) direct from the reference antenna at Tx to the reference antenna at Rx, \( \overrightarrow{r_{i,t}} \) direct from the reference antenna to the \( i \)th antenna at Rx, respectively. The coordinates are represented as

\[
\overrightarrow{t_i} = ((m_{kix} + n_{kix})d, 0, -(m_{kiz} + n_{kiz})d), \quad \overrightarrow{u_t} = (\sin\theta_{t_1}^{11}\cos\phi_{t_1}^{11}, \cos\theta_{t_1}^{11}\cos\phi_{t_1}^{11} \text{ and } \sin\phi_{t_1}^{11}), \quad \overrightarrow{r_{i,t}} = ((m_{kix} + n_{kix})d, 0, -(m_{kiz} + n_{kiz})d),
\]

respectively. Then, \( D_{il} - D_{11} - \Delta D_{il} \) in (13) is derived as

\[
D_{il} - D_{11} - \Delta D_{il} = \| -\overrightarrow{r_{i,t}} + D_{11}\overrightarrow{u_t} + \overrightarrow{r_{i,t}} \|_2 - D_{11} - \Delta D_{il}, \tag{30a}
\]

\[
= D_{11} \left( \sqrt{1 + \frac{2(\overrightarrow{r_{i,t}} \overrightarrow{u_t} - \overrightarrow{r_{i,t}} \overrightarrow{u_t})}{D_{11}} + \frac{||\overrightarrow{r_{i,t}} - \overrightarrow{r_{i,t}}||_2}{(D_{11})^2} - 1} \right) - \Delta D_{il}. \tag{30b}
\]

By applying the Taylor expansion to (**), we obtain

\[
D_{il} - D_{11} - \Delta D_{il} = \overrightarrow{r_{i,t}} \overrightarrow{u_t} - \overrightarrow{r_{i,t}} \overrightarrow{u_t} - \Delta D_{il} + \frac{1}{2D_{11}} \left\{ ||\overrightarrow{r_{i,t}} - \overrightarrow{r_{i,t}}||_2^2 - (\overrightarrow{r_{i,t}} \overrightarrow{u_t} - \overrightarrow{r_{i,t}} \overrightarrow{u_t})^2 \right\} + \mathcal{P}, \tag{31a}
\]

\[
= \frac{1}{2D_{11}} \left[ (\overrightarrow{r_{i,t}})^2 - 2\overrightarrow{r_{i,t}} \overrightarrow{u_t} + (\overrightarrow{u_t})^2 - (\overrightarrow{r_{i,t}} \overrightarrow{u_t})^2 + 2\overrightarrow{r_{i,t}} \overrightarrow{u_t} \overrightarrow{r_{i,t}} \overrightarrow{u_t} - (\overrightarrow{r_{i,t}} \overrightarrow{u_t})^2 \right] + \mathcal{P}, \tag{31b}
\]

\[
= \frac{d^2}{2D_{11}} \left\{ (m_{kix} + n_{kix})^2 + (m_{kix} + n_{kix})^2 + (m_{kix} + n_{kix})^2 \right.
- 2(m_{kix} + n_{kix})(m_{kix} + n_{kix}) - 2(m_{kiz} + n_{kiz})(m_{kiz} + n_{kiz})
- \left[ (m_{kix} + n_{kix})\sin\theta_{t_1}^{11}\cos\phi_{t_1}^{11} - (m_{kiz} + n_{kiz})\sin\phi_{t_1}^{11} \right]^2
+ 2 \left[ (m_{kix} + n_{kix})\sin\theta_{t_1}^{11}\cos\phi_{t_1}^{11} - (m_{kiz} + n_{kiz})\sin\phi_{t_1}^{11} \right]
\times \left[ (m_{kix} + n_{kix})\sin\theta_{t_1}^{11}\cos\phi_{t_1}^{11} - (m_{kiz} + n_{kiz})\sin\phi_{t_1}^{11} \right]
- \left[ (m_{kix} + n_{kix})\sin\theta_{t_1}^{11}\cos\phi_{t_1}^{11} - (m_{kiz} + n_{kiz})\sin\phi_{t_1}^{11} \right]^2 \right\} + \mathcal{P}, \tag{31c}
\]

\[
= \frac{d^2}{2D_{11}} \left[ (m_{kix} - m_{kix} + n_{kix} - n_{kix})^2 \left( \sin^2\theta_{t_1}^{11}\cos^2\phi_{t_1}^{11} + \cos^2\theta_{t_1}^{11} \right) \right.
\left. + (m_{kiz} - m_{kiz} + n_{kiz} - n_{kiz})^2 \cos^2\phi_{t_1}^{11} \right] + \mathcal{P}, \tag{31d}
\]

where \( \overrightarrow{r_{i,t}} \overrightarrow{u_t} - \overrightarrow{r_{i,t}} \overrightarrow{u_t} = \Delta D_{il} \), and \( \mathcal{P} \) represents the remainder of Taylor expansion of more than three orders, whose impact is far less than the first and second order terms and could be omitted. Based on (31), we can obtain the result in (15).
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