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Abstract—An approach to resilient planning and control of autonomous vehicles in multi-vehicle traffic scenarios is proposed. The proposed method is based on model predictive control (MPC), where alternative predictions of the surrounding traffic are determined automatically such that they are intentionally adversarial to the ego vehicle. This provides robustness against the inherent uncertainty in traffic predictions. To reduce conservatism, an assumption that other agents are of no ill intent is formalized. Simulation results from highway driving scenarios show that the proposed method in real-time negotiates traffic situations out of scope for a nominal MPC approach and performs favorably to state-of-the-art reinforcement-learning approaches without requiring prior training. The results also show that the proposed method performs effectively, with the ability to prune disturbance sequences with a lower risk for the ego vehicle.

Index Terms—Autonomous driving, tactical decision making, uncertain systems, predictive control for nonlinear systems.

I. INTRODUCTION

AUTONOMOUS vehicles have to make the same fast decisions as we humans make on the fly. Other road occupants could be expected to follow traffic rules and take logical actions, but there is no guarantee that they will meet these expectations. Reports from autonomous-driving experiments on public roads indicate that many accidents with other vehicles or incidences where a safety driver elects to take control to prevent a potential collision are caused by human error [1]. While challenging, the potential of autonomous driving in terms of increased safety is high [2].

Traffic prediction is an active research field encompassing a variety of methods [3], [4], methods that can be incorporated in a decision-making and planning framework. Even with good motion or intent predictions, the inherent uncertainty introduced by traffic is large compared to the typical uncertainty stemming from sensor measurements and modeling errors. With other agents on the road having similar capabilities as the ego vehicle, the potential deviations from the predicted behavior can have the same magnitude as the control-input limits. To improve robustness and resilience, and thereby to increase safety and reduce the number of accidents, the decision-making and planning of an autonomous vehicle should account for these large, often multi-modal, uncertainties arising from the surrounding traffic. While a number of methods in literature address this, they rely on prior data of the traffic behavior, which may not cover all possible critical events. This paper demonstrates a method that does not use such knowledge.

An interesting case study to highlight challenges for such a method is highway merging as illustrated in Fig. 1. In this scenario, the bottom vehicle is entering the highway and must merge before the entry lane ends. There is a trade-off between safety and comfort, because merging faster may be safer while keeping accelerations limited is more comfortable. The problem is non-convex from a decision point-of-view, with the possibility to merge in between or on either side of the other vehicles. Which side it is better to merge on can change depending on the actions of the other vehicles, meaning that the best merging maneuver is dependent on the uncertain behavior of these vehicles. One consequence of this is that a larger disturbance in the traffic is not necessarily harder to handle than a moderate disturbance, as previously occupied space can be freed up.

A. Related Research

With good knowledge of the environment, dynamic-programming methods such as lattice planning using A* can be used to efficiently plan a path and trajectory [5]. A weakness of the method comes from the computational requirements when the search space is large, which may require a rough discretization of the state space and a limited set of control-input segments. A flexible method for planning is Monte-Carlo tree search (MCTS) [6], which has been applied to the domain of motion planning for vehicles [7]. Similar to dynamic-programming methods, the computational requirements of Monte-Carlo tree
Another approach is reinforcement-learning methods such as Deep Q-Network (DQN) [8], where a neural network learns a control policy from training on a large number of training episodes. Originally demonstrating its prowess in Atari games, it has also been applied to the domain of motion planning for vehicles [9]. Combining MCTS with neural network policies has found success in board games such as Go [10] and has also been applied to the domain of motion planning for vehicles [11].

A general feedback policy is prohibitively difficult to compute and is thus in practice only possible to solve for very short prediction horizons. Scenario MPC [27], [28] addresses this by sampling a limited number of disturbance realizations from a statistical model of the uncertainty. The result is similar to stochastic MPC in that less likely events are less likely to be accounted for. On the opposite end, contingency MPC [29], [30] considers only an identified hazardous event, where the resulting alternative trajectory corresponding to the hazardous event occurring is selectively feasible to the identified hazard. A challenge lays in how to identify each such hazard.

**B. Contributions**

The main contribution is a motion planner and controller called Adversarial Disturbance-Sequence Branching MPC, denoted ADSB-MPC for short. In the domain of multi-vehicle traffic scenarios, ADSB-MPC accounts for uncertainty introduced by traffic and does this without relying on a statistical distribution of possible scenarios as in Scenario MPC, identified hazardous events as in Contingency MPC, or multiple training episodes in related scenarios as in reinforcement learning. The key technical contributions are: 1) a method to automatically identify a possible hazardous event resulting from the possible actions of another agent and to compute a corresponding disturbance sequence representing the deviation from the nominal predicted behavior, 2) an algorithm to generate a scenario tree with relevant disturbance sequences such that the resulting scenario tree grows linearly with both the prediction horizon and with the number of agents, and 3) an algorithm to prune the resulting scenario tree to obtain a fixed problem size with respect to the number of agents.

**II. PRINCIPLE OF PLANNER**

The proposed planner is based on MPC, which enables straightforward inclusion of constraints and traffic predictions over a finite-time horizon. To predict the future motion, a discrete model is considered that includes a bounded disturbance \( \omega_k \in \mathbb{R}^{n_\omega} \) at each discrete time instant. The dynamics and constraints of the prediction model are described by the nonlinear discrete-time system

\[
x_{k+1} = f(x_k, u_k, \omega_k) \tag{1a}
\]

\[
h_k(x_k, u_k, \omega_{h,k}) \leq 0 \tag{1b}
\]
where \( x_k \in \mathbb{R}^n_x \) denotes the state, \( u_k \in \mathbb{R}^{n_u} \) denotes the input, \( k = 0 \) corresponds to the state at the current time instant, and the notation \( \omega_{0:k} = \{\omega_0, \ldots, \omega_j\} \) defines that all future disturbances up to time instant \( j \) influence the constraint \( h_j \) at time instant \( j \). Equations (1) describe the ego-vehicle motion and since the constraint function (1b) varies with time it can encode time-dependent constraints, e.g., moving obstacles.

To handle the disturbances \( \omega_k \), it would be ideal to have a control signal \( u_k \) for each possible disturbance sequence \( \omega_{0:k} \). Then, as new measurements become available, the correct action can be taken with respect to the current disturbance realization. For a discrete set of disturbance realizations, each realization \( \omega^j_k \) leads to an alternative state trajectory. The collection of alternative state trajectories can be represented by a scenario tree, an example of which is illustrated in Fig. 2. The point at which a branching occurs in the tree is the earliest point at which measurements of the actual disturbance realization are available for feedback. Specifically, after a disturbance realization \( \omega^j_k \) occurred, the next state \( x_{k+1} \) and corresponding input \( u^j_{k+1} \) can be determined. The scenario tree is a representation of this presence of feedback in the prediction, which as in feedback MPC [26] is encoded in the optimal control problem (OCP) described later in Section V.

However, there are an infinite number of disturbance realizations and even if only the extreme values of \( \omega_k \) are considered, the scenario tree grows exponentially with the prediction horizon \( N \). Thus, not all possible disturbance sequences can be covered but there is still a benefit in considering some key sequences. This requires heavy pruning of the scenario tree with a careful selection of disturbance-sequence realizations and this is described in Section IV. In short, the determination of disturbance sequences to include takes advantage of the re-planning property of MPC by using the planned trajectory at the previous sample instant. The strategy is based on finding disturbance-sequence realizations that make the previously planned trajectory corresponding to the nominal prediction \( (\omega_k = 0, \forall k) \) infeasible. The selection is further narrowed down to at most a single disturbance-sequence realization per agent, by selecting the realization based on an adversarial objective function.

### III. VEHICLE AND OBSTACLE MODELING

In this section, the vehicle equations-of-motion are described and the approach to formulate obstacle constraints is introduced.

#### A. Kinematic Vehicle Model

The focus of the motion planning performed in the scenarios considered in this paper is on path and speed planning. For this purpose a kinematic vehicle model is used, which fulfills constraints imposed by the steering limit. Considering the vehicle to be operating under normal driving conditions with limited accelerations, the kinematic model is assumed to sufficiently represent the relevant aspects of the vehicle motion. To allow for more aggressive maneuvers, a more detailed vehicle model capturing, e.g., the tire–road interaction could be used in the same framework. The equations of motion for the kinematic vehicle model are [31]

\[
\begin{align*}
\dot{X} &= v \cos \psi, \\
\dot{Y} &= v \sin \psi, \\
\dot{\psi} &= \frac{v \tan \delta}{L} \\
\dot{v} &= u_a, \\
\dot{\delta} &= u_\delta
\end{align*}
\]  

(2a)

(2b)

where \( (X, Y) \) is the position of the rear axle in an earth-fixed coordinate frame, \( \psi \) is the vehicle orientation in the same frame, \( v \) is the velocity, \( \delta \) is the steering angle, \( L \) is the wheelbase, \( u_a \) is the acceleration input, and \( u_\delta \) is the steering-rate input. The model is illustrated in Fig. 3 as the kinematic single-track model, but it can also represent a traditional vehicle with Ackermann steering geometry. To obtain discrete-time dynamics of the form (1a), the equations of motion (2) are discretized using the Runge-Kutta fourth-order method RK4 [32].

#### B. Simplified Vehicle Model

For the purpose of fast lattice planning to compute disturbance sequences (see Section IV-C) and an initial guess for numerical optimization (see Section V-A), a simpler vehicle model is also used. This model is obtained by setting \( \delta = \psi = 0 \), where the lateral movement is instead determined by the lateral movement input \( u_y = \dot{Y} / \dot{X} \). Written with \( X \) as the free variable, \( Y, v^2 \), and the time \( t \) as states, and \( u_a \) and \( u_y \) as constant inputs for each change \( \Delta X \) of \( X \), the model can be written in discrete time as:
C. Obstacle Constraints

One circle is not suitable to represent the vehicle shape and orientation. Therefore, the obstacle constraints for the vehicles are formulated using a kernel representation based on two circles as seen in Fig. 4. This will ensure a smooth representation of the rectangular-shaped vehicle. The distance from the reference position \((X, Y)\) at the rear axle to the center of the circles are determined by the distance \(D\) to the vehicle body center, and the distance \(D\) from the center of the vehicle body to the center of each circle. The positions of the center points \((X_1, Y_1)\) and \((X_2, Y_2)\) of the respective circle are determined by the relations

\[
X_{i+1} = X_i + \Delta X
\]

\[
Y_{i+1} = Y_i + u_a \Delta X
\]

\[
v_{i+1}^2 = v_i^2 + 2u_a \Delta X
\]

\[
t_{i+1} = t_i + \begin{cases} \frac{-v_i}{u_a} + \frac{\sqrt{v_i^2 + 2 \Delta X}}{u_a}, & u_a > 0 \\ \Delta X, & u_a = 0, \\ \frac{-v_i}{u_a} - \frac{\sqrt{v_i^2 + 2 \Delta X}}{u_a}, & u_a < 0 \end{cases}
\]

The resulting constraint for each circle center point \(a_1\) and \(a_2\) on the black vehicle in Fig. 4 is illustrated as a dashed black line overlaying the gray vehicle. For each target vehicle, the constraints are combined and compared to the center point of the circles overlaying the ego vehicle. The length scale \(l\) is selected such that the constraint boundary is at least the distance \(r_a + r_b\) from the vehicle centerline:

\[
l = \frac{D}{\sqrt{2 \ln 2}}
\]

The lane constraints are enforced as

\[
Y_{j,k} - Y_{\max}(X_{j,k}) + s_k \geq r_j
\]

\[
Y_{\max}(X_{j,k}) - Y_{j,k} + s_k \geq r_j, \forall j, k
\]

where \(Y_{\max}\) and \(Y_{\min}\) are functions of \(X_{j,k}\) describing the lane limit along the \(Y\)-direction.

IV. Determining Disturbance Sequences

Even if it was computationally feasible to consider all possible disturbance sequences, it may not be desirable as the solution will be overly conservative. One way to deal with this is to introduce rules such as existing traffic laws, but other agents on the road would not necessarily follow the anticipated rules and traffic laws do not specify all interactions between traffic participants. There could be many traffic situations where there is a need for negotiation or to predict the risk of performing a maneuver to drive safely. A risk-averse strategy is here formulated by considering how other vehicles could disturb the ego vehicle if it drives according to its nominal behavior.

A. Building the Scenario Tree

To enable long prediction horizons, it is essential to only consider a carefully chosen subset of the possible disturbance realizations that influence the ego-vehicle solution. Even with feedback of the ego vehicle present in the predictions, an adversarial disturbance model can result in overly conservative solutions or even infeasible problems if worst-case behavior of surrounding traffic is considered. To reduce the conservatism compared to the worst-case adversarial disturbance model, it is assumed that other agents are not of ill intent, i.e., they will not negatively feedback on the motion of the ego vehicle to cause a collision but can still deviate significantly from their predicted behavior. This is formalized as an open-loop adversarial model of the disturbances.

Definition 1 (Open-loop adversarial): A disturbance-sequence realization \(\omega_{0:N}\) is open-loop adversarial with respect to an initial state \(\hat{x}_0\) and an input sequence \(\hat{u}_{0:N}\), if it is bounded and \(\exists j \in \{0, \ldots, N\}\) such that for (1), \(h_j(x_j, u_j, \omega_{0:j}) > b_j, j = 1, \ldots, N_j\), on another vehicle, the constraints are formulated as

\[
\sum_{i=1}^{N_i} k(a_i, b_j) \leq 1, \forall j
\]

\[
k(a, b) = \exp\left(-\frac{||a - b||^2_2 - (r_a + r_b - s_k)^2}{2l^2}\right)
\]
Algorithm 1: Generate Disturbance Tree $\mathcal{W}$.

**Input:** Initial state $\bar{x}_0$, Agents $\mathcal{A}$, Trajectory tree $\mathcal{T}$

**Output:** Disturbance tree $\mathcal{W}$

1: $\bar{u}_{0:N} \leftarrow \text{extract\_nominal}(\mathcal{T})$
2: for each $a \in \mathcal{A}$ do
3: \hspace{1em} $\omega_{k:N} \leftarrow \text{get\_open\_loop\_adversarial}(a, \bar{x}_0, \bar{u}_{0:N})$
4: \hspace{1em} if $\omega_{k:N} \neq \emptyset$ then
5: \hspace{2em} Add $\omega_{k:N}$ to $\mathcal{W}$

0, under the motion equations $x_{k+1} = f(x_k, u_k, \omega_k) \forall k \in \{0, \ldots, N\}$, $x_0 = \bar{x}_0$, and $u_{0:N} = \bar{u}_{0:N}$.

Out of the in total $n_\omega$ disturbances, each agent $a$ has $n_a$ disturbances $\omega^a \in \mathbb{R}^{n_w} \subseteq \mathbb{R}_{n\omega}$ explicitly acting on it, e.g., deviations from the predicted actions of the agent such as unexpected acceleration or steering. Now, the objective is to formulate an algorithm for each agent $a$ collects a single open-loop adversarial sequence $\omega^a_{0:N}$ that explicitly acts on agent $a$. With $N_a$ agents, the worst case computationally is that all $N_a$ disturbance sequences obtained with such an algorithm start from the root node and the resulting scenario tree (see Fig. 2) contains $N + N_a(N - 1)$ nodes. Note that this tree grows linearly with both the prediction horizon and with the number of agents and therefore the approach does not suffer from exponential complexity growth with increasing problem size.

The input to the algorithm is an estimation of the current state $\bar{x}_0$, the set of agents $\mathcal{A}$, and a trajectory tree $\mathcal{T}$ containing predicted inputs $\bar{u}$ obtained from the previous planning iteration by the MPC planner (see Section V). The output is a disturbance tree $\mathcal{W}$, describing how the disturbance sequences associated with each agent branch off the nominal disturbance sequence $\omega^a_{0:N} = 0$. The algorithm proceeds as follows: 1) from the previously planned trajectory tree $\mathcal{T}$, the nominal input trajectory $\bar{u}_{0:N}$ corresponding to no disturbance ($\omega^a_{0:N} = 0$) is extracted (extract_nominal($\mathcal{T}$)); 2) for each agent $a \in \mathcal{A}$; 3) search for an open-loop adversarial disturbance sequence $\omega_{k:N}$ such that explicitly acts only on agent $a$, i.e., only the subspace of disturbances $\omega^a \in \mathbb{R}^{n_w} \subseteq \mathbb{R}_{n\omega}$ in $\omega \in \mathbb{R}^{n_w}$ are nonzero on agent $a$ explicitly acting on it, e.g., deviations from the predicted actions of the agent such as unexpected acceleration or steering. Now, the objective is to formulate an algorithm for each agent $a$ collects a single open-loop adversarial sequence $\omega^a_{0:N}$ that explicitly acts on agent $a$. With $N_a$ agents, the worst case computationally is that all $N_a$ disturbance sequences obtained with such an algorithm start from the root node and the resulting scenario tree (see Fig. 2) contains $N + N_a(N - 1)$ nodes. Note that this tree grows linearly with both the prediction horizon and with the number of agents and therefore the approach does not suffer from exponential complexity growth with increasing problem size.

The input to the algorithm is an estimation of the current state $\bar{x}_0$, the set of agents $\mathcal{A}$, and a trajectory tree $\mathcal{T}$ containing predicted inputs $\bar{u}$ obtained from the previous planning iteration by the MPC planner (see Section V). The output is a disturbance tree $\mathcal{W}$, describing how the disturbance sequences associated with each agent branch off the nominal disturbance sequence $\omega^a_{0:N} = 0$. The algorithm proceeds as follows: 1) from the previously planned trajectory tree $\mathcal{T}$, the nominal input trajectory $\bar{u}_{0:N}$ corresponding to no disturbance ($\omega^a_{0:N} = 0$) is extracted (extract_nominal($\mathcal{T}$)); 2) for each agent $a \in \mathcal{A}$; 3) search for an open-loop adversarial disturbance sequence $\omega_{k:N}$ such that explicitly acts only on agent $a$, i.e., only the subspace of disturbances $\omega^a \in \mathbb{R}^{n_w} \subseteq \mathbb{R}_{n\omega}$ in $\omega \in \mathbb{R}^{n_w}$ are nonzero, (get_open_loop_adversarial($a, \bar{x}_0, \bar{u}_{0:N}$)); and 4) if such a sequence exists; then 5) add it to the disturbance tree $\mathcal{W}$. The algorithm is summarized by Algorithm 1.

The complete scenario tree with states, inputs, and disturbances is formed by associating the resulting disturbance tree $\mathcal{W}$ and the nominal disturbance-free sequence $\omega^a_{0:N} = 0$ with the corresponding states and inputs as illustrated in Fig. 2.

**Algorithm 2:** Prune Disturbance Tree $\mathcal{W}$.

**Input:** Disturbance tree $\mathcal{W}_{\text{in}}$, Number of disturbance sequences $n$

**Output:** Disturbance tree $\mathcal{W}_{\text{out}}$

1: Sort each $\omega_{k:N}$ in $\mathcal{W}_{\text{in}}$ by (9)
2: $n \leftarrow \min(n, \text{number\_of\_sequences\_in}(\mathcal{W}_{\text{in}}))$
3: Add the $n$ first $\omega_{k:N}$ in $\mathcal{W}_{\text{in}}$ to $\mathcal{W}_{\text{out}}$

**Definition 2** ($t_{\text{inf}}$): For a disturbance $\omega^a_{0:N} \in \mathcal{D}$, then $t_{\text{inf}}(\omega^a_{0:N}) = t(k)$, where $k \in \{0, \ldots, N\}$ is the smallest $k$ such that $|\omega^a_k| \neq 0$.

It is reasonable to assume that a disturbance sequence that makes the planned trajectory infeasible earlier is more difficult to manage by re-planning. Similarly, a disturbance sequence that deviates from the nominal behavior later results in less time available to compensate for it. Therefore, another important variable is the starting time, $t_{\text{dist}}$, of the disturbance sequence.

**Definition 3** ($t_{\text{dist}}$): For a disturbance $\omega^a_{0:N} \in \mathcal{D}$, then $t_{\text{dist}}(\omega^a_{0:N}) = t(k)$, where $k \in \{0, \ldots, N\}$ is the smallest $k$ such that $|\omega^a_k| \neq 0$.

Further, the magnitude of the resulting constraint violation and possibly the increase in objective cost could be considered. Thus, there is a trade-off between making the planned trajectory infeasible early against a disturbance sequence starting later. Therefore, a trade-off parameter $\eta \in [0, 1]$ is introduced in a minimization problem with the adversarial objective function

$$\min_{\omega^a_{0:N}} t_{\text{inf}}(\omega^a_{0:N}) - \eta t_{\text{dist}}(\omega^a_{0:N}), \omega^a_{0:N} \in \mathcal{D}. \tag{9}$$

At time $t_{\text{inf}}$, the future disturbance sequence is determined by a minimum-time solution that intentionally increases the resulting constraint violation (see Section IV-C).

By design, the disturbance tree $\mathcal{W}$ obtained using the algorithm in Section IV-A grows linearly with the number of agents. To obtain a fixed tree size with respect to the number of agents, the tree $\mathcal{W}$ can be pruned to only include the $n$ most critical disturbance sequences. The adversarial objective function (9) can be used for this purpose, where the pruned tree is obtained by Algorithm 2.

**C. Computing Disturbance Sequences**

To compute the disturbance sequence that minimizes (9) for a specific target vehicle, a fast search on a discretized state lattice is performed using Dijkstra’s algorithm [31]. Collisions with vehicles other than the ego vehicle are ignored, because this decouples the motion of each vehicle. Further, this choice allows to severely reduce the search space by not including the time $t$ as a state on the lattice.

Using the simplified vehicle model (3), the lattice is formed on the variables $X, v^2, \omega$, and $t_{\text{dist}}$ where the possible actions are $u_a = \pm \Delta u_a$, or to keep on the nominal predicted trajectory. The lateral position $Y_{TV}$ of the target vehicle is determined in a feedback fashion such that the target vehicle approaches the lateral position $Y_{\text{ego}}$ of the ego vehicle by a fraction $k_y$ of its
longitudinal movement

\[ u_y = k_y \text{sign}(Y_{ego} - Y_{TV}). \]  

(10)

Infeasibility of the ego-vehicle trajectory is determined by the collision constraint (6) being unfulfilled without a slack \( s_k \). Only open-loop adversarial disturbance-sequence realizations within the prediction horizon of the MPC are considered. When an adversarial disturbance-sequence realization is found, a minimum-time based control law is used to intentionally keep the constraint violation large for the remainder of the prediction horizon. The control law applies the acceleration on the target vehicle that does not reduce the velocity if it is below \( v_{\text{min}} \), and will bring the target vehicle to the ego vehicle in minimum time if the ego vehicle keeps a constant velocity:

\[ \begin{align*}
    x &= \frac{|v_{TV} - v_{ego}|(v_{TV} - v_{ego})}{2a_{\text{dist}}} \\
    a_{TV} &= \begin{cases} 
        a_{\text{dist}}, & X_{TV} - X_{ego} < x \text{ and } v_{TV} + a_{\text{dist}}t^2/2 < v_{\text{min}} \\
        -a_{\text{dist}}, & \text{otherwise}
    \end{cases}
\end{align*} \]  

(11a)\( (11b) \)

where \( v_{TV} - v_{ego} \) is the difference in speed between the target vehicle and the ego vehicle.

D. Importance Weights

When formulating the motion planner objective function, see (14) in Section V, it is of interest to assign importance weights \( \beta \) to the different branches in the scenario tree. If the weights were to represent the true statistical distribution, then the objective function (14) is equivalent to minimizing the expected cost. Without knowing the true distribution, the challenge is how the weights should be assigned. The selection of weights are based on the following three principles:

**Principle 1:** The weights of all nodes corresponding to the same time instant sum up to 1.

**Principle 2:** Adding a branch retains the relative weights between existing branches.

**Principle 3:** The weights of outgoing branches from a node sum up to the incoming weight to the node.

Principle 2 means that the more branches that are included in the problem, the less likely each individual branch is. Principle 3 means that the weights remain consistent such that for any sub-tree of the scenario tree, the sum of the weights at each time instant is equal, which is what would be expected if interpreting the weights as probabilities. To fulfill Principles 1–3 and to enable some branches to be prioritized, the odds parameter \( \gamma \) is introduced to compute the importance weights of a scenario tree. The weight \( \beta_j \) for each child branch \( j \) from node \( i \) is computed as

\[ \beta_j = \beta_i \frac{\gamma_j}{\sum_k \gamma_k} \]  

(12)

where \( k \) is the number of outgoing branches from node \( i \).

An example of a tree with assigned weights is illustrated in Fig. 5. To parameterize the tree, the nominal branch is given the odds parameter \( \gamma_n = 1 \) and the disturbance branches are given the odds parameter \( \gamma_d \). The odds parameter \( \gamma_d \) should be considered a tuning parameter of how much, apart from being feasible, should the alternative branches influence the resulting optimization result. A large \( \gamma_d \) can make the problem more robust to disturbance-sequence realizations that are different, but similar, to those included in the scenario tree, while a smaller \( \gamma_d \) improves the performance under nominal conditions where the other agents behave as expected.

V. Motion Planning and Control

With the adversarial disturbance-sequence realization and the associated scenario tree computed according to Section IV, the motion planner and controller is defined as an MPC problem, resulting in the Adversarial Disturbance-Sequence Branching MPC (ADSB-MPC) strategy.

In the nominal case, where it is assumed that there are no disturbances, the MPC problem is formulated as

\[
\begin{align*}
    \text{minimize} & \quad x_{\text{ref}} + \sum_{k=1}^{N+1} \left( \begin{bmatrix} \Delta x_k \\ u_{k-1} \end{bmatrix}^T Q \begin{bmatrix} \Delta x_k \\ u_{k-1} \end{bmatrix} + b s_k \right) \\
    \text{subject to} & \quad x_0 = \hat{x}_0 \\
                    & \quad x_k = f(x_{k-1}, u_{k-1}), \ k = 1, \ldots, N + 1 \\
                    & \quad g(x_k, a_k, s_k) \leq 0, \ k = 1, \ldots, N + 1 \\
                    & \quad x_{\text{min}} \leq x_k \leq x_{\text{max}}, \ k = 1, \ldots, N + 1 \\
                    & \quad u_{\text{min}} \leq u_k \leq u_{\text{max}}, \ k = 0, \ldots, N \\
                    & \quad s_k \geq 0, \ k = 1, \ldots, N + 1
\end{align*}
\]  

(13a)\( (13b) \)

where the objective function (13a) is chosen as a quadratic stage cost where \( \Delta x_k = x_k - x_{\text{ref}} \) is the state error relative to a low-complexity reference \( x_{\text{ref}} \) specifying the desired speed and lane, the matrix \( Q \) is positive semi-definite and \( b \) is a scalar, the constraint (13b) enforces that the prediction starts at the estimated current state \( \hat{x}_0 \), the constraints (13c) enforce the disturbance-free dynamics (2), the constraints (13d) enforce the disturbance-free obstacle constraints (6)–(8) with predicted obstacle positions \( a_k \), the constraints (13e) enforce the state limits such as maximum speed, the constraints (13f) enforce the input limits such as maximum acceleration, and the constraints (13g) enforce that the slack variables \( s_k \) are non-negative.

Fig. 5. Illustration of weights for each node in an example scenario tree. Each edge in the tree is parameterized with the odds parameter \( \gamma \), resulting in the different importance weights \( \beta \).
The corresponding branching optimal control problem that considers the adversarial disturbance-sequence realizations differs only in a few aspects to (13). To describe the scenario tree $T$, illustrated in Fig. 2, the functions $p_x : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_x}$, and $p_u : \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_u}$ are introduced. The function $p_x(x_k)$ returns the state of the parent node to state $x_k$ and the function $p_u(x_k)$ returns the corresponding input that brings the system from $p_x(x_k)$ to $x_k$. For example, using the notation in Fig. 2, this gives $p_x(x_k^2) = x_k^2$ and $p_u(x_k^2) = u_k^2$. The total number of state-trajectory elements $1 + N_x$ is equal to $1 + \sum_k N_k$, where $N_k$ is the length of each branch from its parent and the first term accounts for $x_0$. The total number of input-trajectory elements $1 + N_u$ is equal to $1 + \sum_k(N_k - 1)$ (the terminal state elements do not have corresponding inputs). Flattening the index notation such that $x_k, k = 0, \ldots, N_x$, are all the states in the scenario tree and $u_k, k = 0, \ldots, N_u$, are all the inputs, the ADSB-MPC optimal control problem is formulated as

$$\begin{align*}
\text{minimize} & \quad \sum_{k=1}^{N_x} \beta_k \left( \begin{bmatrix} \Delta x_k \\ p_u(x_k) \end{bmatrix} \right)^T Q \left( \begin{bmatrix} \Delta x_k \\ p_u(x_k) \end{bmatrix} \right) + b s_k \\
\text{subject to} & \quad x_0 = \hat{x}_0 \\
& \quad x_k = f(p_x(x_k), p_u(x_k)), \quad k = 1, \ldots, N_x \\
& \quad g(x_k, o_k, s_k) \leq 0, \quad k = 1, \ldots, N_x \\
& \quad x_{\min} \leq x_k \leq x_{\max}, \quad k = 1, \ldots, N_x \\
& \quad u_{\min} \leq u_k \leq u_{\max}, \quad k = 0, \ldots, N_u \\
& \quad s_k \geq 0, \quad k = 1, \ldots, N_x 
\end{align*} \ (14a)$$

The importance weights $\beta_k$ enter the objective function to prioritize minimizing the stage cost of branches with higher importance weight (see Section IV-D). The scenario tree is encoded in the formulation by the dynamic constraints (14c). Only disturbances affecting the obstacle positions $o_k$ are considered and they are encoded in (14d) by different predicted positions $o_k$ for each $k = 1, \ldots, N_x$. In general, disturbances affecting the dynamics (1a) can be encoded by different dynamic equations $f_k$ for each $k = 1, \ldots, N_x$, and disturbances affecting the constraints (1b) can be encoded by different constraint equations $h_k$ for each $k = 1, \ldots, N_x$.

The procedure for ADSB-MPC can be summarized as follows. At each sample, the input trajectory $\hat{u}_{0,N}$ corresponding to the disturbance-free branch is extracted from the solution to (14) at the previous sample and a new scenario tree with associated disturbance sequences is obtained according to the algorithm described in Section IV-A with importance weights computed according to Section IV-D. Each disturbance sequence building up the scenario tree is computed using the adversarial objective function described in Section IV-B and the procedure in Section IV-C. The optimization problem (14) is then re-solved with this new scenario tree and the control input obtained at the root of the resulting trajectory tree is applied to the system, and then this process is repeated at the next sample.

### A. Initialization

Since the problems (13)–(14) are non-convex, the initialization of the variables in the optimal control problem is of high importance when considering numerical solution approaches. Solving (13) or (14) using a local optimization method means that the solver is not guaranteed to converge to a global optimum. To initialize the problem, it is therefore first approximated and solved using a global optimization method, in this case a search on a discretized state lattice using $A^*$ [31]. Similar to when finding adversarial disturbance sequences in Section IV, the simplified vehicle dynamics (3) are discretized on a lattice. Because the solution to (13) and (14) are dependent on moving obstacles and the lateral vehicle motion, the lattice is formed on the states $X, Y, v^2, \text{ and } t$. While the time $t$ does not conform to a lattice using (3), the search graph is reduced by forming cells with discretization $\Delta t$, allowing at most one vertex per cell for each unique $X, Y, \text{ and } v^2$.

In total there are 5 actions available: keep constant velocity, accelerate with $a_{\max}$, brake with $-a_{\max}$, increase the lateral position, and decrease the lateral position. While the discretization of the input space is coarse to make the search real-time feasible, the trajectories are refined by solving (13) and (14) using direct optimal control, where the variables are initialized with the result from the lattice search. Compared to dynamic-programming approaches such as lattice search, direct optimal control scales well with respect to the prediction horizon and the discretization resolution of states and inputs.

To initialize the branching trajectory in (14), each disturbance sequence included in the problem is solved for individually using the lattice search. This means that in practice it is assumed that the global minimum does not significantly change when simultaneously optimizing for all branches, e.g., the optimal solution for a branch does not move from merging in front of a specific target vehicle to merging behind it.

### VI. RESULTS

Prototype implementations of the Nominal MPC (13) and the ADSB-MPC (14) strategies were made in Python and C++, using CasADi [33] to formulate the optimal control problems, which were subsequently solved numerically by the interior point optimizer Ipopt [34] together with the linear systems solver MA57 [35]. The ADSB-MPC is first evaluated in two hand-crafted merging scenarios and then in a large number of randomized highway-driving scenarios. A video illustrating the different simulations is available at https://youtu.be/etxvjGoX7RA.

Table I summarizes the parameters used in the evaluations, where $w_{\text{lane}}, L, r, D, C, v_{\text{ref}}, v_{\text{max}}, v_{\text{min}}, \psi_{\text{max}}, a_{\max}$ and $\delta_{\max}$ are vehicle and scenario parameters. The reference $x_{\text{ref}}$ is to drive straight in the center of the target lane with the speed $v_{\text{ref}}$. The values of $Q$ and $b$ in (13) and (14) are chosen such that the states $x_k = [X_k, Y_k, \psi_k, v_k, \delta_k]^T$, the inputs $u_k = [u_{k,\delta}, u_{k,\psi}, a_k]^T$, and the slack $s_k$ give the same contribution to the objective function for a deviation equal to their specified cost normalization (as per Table I):

$$Q = \text{diag}(0, q_Y, q_{\psi}^2, q_v^{-2}, q_{\delta}^{-2}, q_{\delta}^{-2}, q_{a}^{-2}), \quad b = q_{-1}. \quad (15)$$
The cost-normalization values are first selected based on worst case (similar to Bryson’s rule [36]) and then were tuned to obtain smooth steering and were tuned to obtain reasonable accelerations. In the highway scenario, the steering-rate cost was set to \( \infty \), since in that simulation the steering angle was directly used as the input. The parameters \( \gamma_d \), \( \eta \), \( \alpha_{\text{dist}} \), and \( k_y \) are specific to the ADSB-MPC. The values 0.25, 0.5, and 0.75 were tested for \( \gamma_d \) in the merging scenario, which gave similar results but different prioritization for the branches. The adversarial objective weight \( \eta \) is selected as a small value to prioritize smaller \( t_{\text{inf}} \), but large enough such that for disturbance sequences with similarly sized \( t_{\text{inf}} \) the one with the largest \( t_{\text{dist}} \) is selected. In simulations, it has proven that the results are not very sensitive to the particular choice of \( \eta \). The acceleration disturbance \( a_{\text{dist}} \) was lowered for the highway scenario to promote overtaking also in scenarios with dense traffic. The lateral disturbance parameter \( k_y \) was set to zero in the merging scenario, as the other agents were restricted to a single lane.

### A. Merging

To make the merging scenario feasible, it is in the generation of disturbance sequences assumed that a target vehicle will not actively try to crash into the ego vehicle if the ego vehicle has merged into the same lane as the target vehicle, which is determined by the condition

\[
|Y_{TV} - Y_{ego}| \leq \frac{w_{lane}}{2}
\]

where \( Y_{TV} \) is the lateral position of the target vehicle, \( Y_{ego} \) is the lateral position of the ego vehicle, and \( w_{lane} \) is the lane width. Two different merging scenarios are examined: a disturbance-free scenario, where the other vehicles in the traffic are driving with constant velocity, and a disturbance scenario, where the white target vehicle performs a 3 m/s\(^2\) acceleration, followed by a deceleration phase.

1) **Disturbance-Free Scenario:** In the disturbance-free merging scenario, the target vehicles behave as the nominal prediction in the MPC controllers, i.e., drive with a constant velocity. As seen in Figs. 6 and 7, both the Nominal MPC and the proposed ADSB-MPC are able to successfully perform a merging maneuver in this scenario. At early stages of the scenario, the ADSB-MPC has an alternative branched trajectory where, if the white car were to accelerate, the black ego vehicle would merge behind the white vehicle, which is seen in the alternative lower plans in the top illustrations in Fig. 7. Later, once the ego vehicle has high enough relative velocity and is far enough in front of the white vehicle, the alternative plan is to simply accelerate more to avoid collision in case the white vehicle performs an acceleration. Throughout the maneuver, there is no disturbance sequence affecting the gray vehicle that would prevent the black ego vehicle from merging.

2) **Disturbance Scenario:** In the disturbance scenario, the other traffic participants do not behave as predicted. The Nominal MPC fails to perform a merging maneuver and the ego vehicle ends up in a crash with another vehicle as seen in Fig. 8. The ADSB-MPC strategy, however, can handle also this scenario, as can be observed in Fig. 9. Like in the disturbance-free scenario, the ADSB-MPC in the disturbance scenario has an alternative plan to merge behind the white vehicle, if the white vehicle were to accelerate. Because of this, the ADSB-MPC does not accelerate as heavily as the resulting control action.
from the Nominal MPC (see Fig. 10). By 1.8 s, where the Nominal MPC had reached an infeasible optimization problem, the ADSB-MPC is driving sufficiently slower than the white vehicle to plan a safe trajectory to merge behind it, and the ego vehicle eventually merges safely (see Fig. 9).

### B. Highway Driving

To examine the controller performance in a tactical decision-making task, the ADSB-MPC is implemented for a highway driving scenario in the simulation environment Highway-Env [37] aimed at evaluating reinforcement-learning agents. This enables comparison with reinforcement-learning methods and will test the ability of ADSB-MPC to handle a large number of randomized scenarios with, for the controller, unknown traffic behavior where multiple surrounding vehicles drive at varying velocities and overtake each other. A number of reinforcement-learning agents were trained using Dueling DQN [12], QR-DQN [13], PPO [14], and TQC [15], of which TQC performed the best and is used here to compare with the ADSB-MPC planner. A capture of a highway driving scenario in Highway-Env is shown in Fig. 11. The behavior of the traffic in Highway-Env is simulated using the Intelligent Driver Model (IDM) [38] to determine the accelerations and the Minimizing Overall Braking Induced by Lane change (MOBIL) model [39] to determine lane changes.

The goal of the ego vehicle is to drive fast and keep to the rightmost lane without crashing into the other vehicles. Specifically, the reward function used to evaluate the scenario and train the TQC agent is a linear combination of the reward obtained for crashing \( r_{\text{crashed}} \), the reward obtained for being closer to the correct lane \( r_{\text{lane}} \), and the reward for keeping the velocity high \( r_{\text{speed}} \):

\[
r = \frac{b_c(1 - r_{\text{crashed}}) + b_l r_{\text{lane}} + b_v r_{\text{speed}}}{b_c + b_l + b_v}
\]  

(17)

where \( b_c = 1 \), \( b_l = 0.1 \), and \( b_v = 0.4 \) are parameters. The crash reward \( r_{\text{crashed}} \) is 1 if the ego vehicle has crashed and 0 otherwise. The lanes are numbered in increasing order from 0 to 3 from the leftmost lane to the rightmost lane. The lane reward is determined by the current lane \( i_{\text{lane}} \in \{0, 1, 2, 3\} \) and is given by

\[
r_{\text{lane}} = \frac{i_{\text{lane}}}{n_{\text{lanes}} - 1}
\]  

(18)

where \( n_{\text{lanes}} = 4 \) is the total number of lanes. The speed reward \( r_{\text{speed}} \) is given by a linearly mapped function between \( v_{r,\text{min}} = 20 \) m/s and \( v_{r,\text{max}} = 30 \) m/s:

\[
r_{\text{speed}} = \begin{cases} 0, & v < v_{r,\text{min}} \\ \frac{v - v_{r,\text{min}}}{v_{r,\text{max}} - v_{r,\text{min}}}, & v_{r,\text{min}} \leq v \leq v_{r,\text{max}} \\ 1, & v > v_{r,\text{max}} \end{cases}
\]  

(19)

The developed ADSB-MPC is compared to the nominal MPC and TQC in 100 episodes of 20 s each, for three different traffic densities with all planners running at 5 Hz. Here, the pruning method proposed in Section IV-B was used to only include the \( n = 2 \) most critical open-loop disturbance sequences in the optimization problem for the ADSB-MPC. The TQC agent was trained using the implementation from Stable-Baselines3 [40]. First, the TQC agent was trained for 5,000,000 steps in the default traffic density \( d \), then the TQC agent was trained for another 1,000,000 steps for each step of increasingly denser traffic, first 1.5\( d \) and then 2\( d \), resulting in three different TQC agents, TQC \( d \), TQC 1.5\( d \), and TQC 2\( d \), specialized at driving in different traffic densities. Note that the objective of the comparison is not to find the best performing reinforcement-learning approach, but to compare state-of-the-art approaches to the proposed ADSB-MPC and discuss their properties.

Table II shows the success rate as the number of episodes out of a 100 without a collision and the accumulated reward as a percentage of the maximum possible reward. At low traffic density, success rate is high for both MPC and TQC but TQC has a higher reward. It is important to note that the MPC planners do not have the reward function (17) used in the evaluation as an
objective function, so this is not unexpected. When increasing the traffic density by 50%, the reward of the dedicated TQC planner drops closer to that of the MPC planners, with a significantly lower success rate than ADSB-MPC. Increasing the traffic density to double that of the low traffic density, the ADSB-MPC outperforms the other planners, including the TQC agent trained on high-density data. In summary, the ADSB-MPC is the planner that is least likely to crash, which comes at the cost of more careful driving than with the Nominal MPC.

VII. DISCUSSION

A key aspect of ADSB-MPC is that the considered disturbance sequences are neither handcrafted nor is a statistical model of the disturbances needed. Instead, they are automatically determined as part of the ADSB-MPC strategy, taking the capabilities of the other agents in the scenario into account. In the results in Section VI, the ADSB-MPC only used the simple prediction model that assumes the traffic to keep a constant velocity. ADSB-MPC performs well in the randomized highway scenarios (see Table II) where the traffic is realistically modeled using IDM and MOBIL, indicating the applicability of the method on real-world driving. As demonstrated in the merging scenario (see Fig. 9), unknown critical scenarios caused by other agents could be handled by ADSB-MPC if the possible actions of the agents are sufficiently modeled. Being able to handle dangerous situations not previously encountered and that the system is not explicitly designed for is a promising property of ADSB-MPC.

Here, we studied a motion planner and controller with moderate control authority. For emergency maneuvers, where the problem is identified as infeasible with this level of control authority, a system with a higher control authority could be straightforwardly used. Further, the method could be extended with a contingency scenario to, e.g., guarantee that it is possible to stop the ego vehicle before the current lane ends.

The ADSB-MPC approach results in an optimization-problem size that scales linearly with respect to the number of vehicles and the prediction horizon, which is appealing from a computational point-of-view. ADSB-MPC also enables the problem size to be fixed with respect to the number of vehicles by using the adversarial objective function (9) to only include the \( n \) most critical disturbance sequences in the problem. This is promising with regard to the scalability of the method when considering scenarios with many target vehicles.

Concerning the computational complexity, the procedure for determining the disturbance sequences is for the prototype implementation negligible compared to solving the optimal control problem in the MPC. On average, approximately 5% of the computational time is spent by the lattice planner to compute the disturbance sequences and the initial guess, 30% of the time is spent in Ipopt to solve the optimization problem, 45% of the time is spent computing expressions for derivatives to feed Ipopt before each sample, and the remainder is overhead spent in CasADi to formulate the optimal control problem and initialize Ipopt. With few vehicles on the road, such as in the merging scenario, the prototype implementation runs in real-time on an i7-7700HQ CPU.

VIII. CONCLUSION

It is important that future driver-assistance systems and autonomous vehicles can handle hazardous events not encountered during their development. ADSB-MPC addresses the methodological development in this direction. The proposed ADSB-MPC strategy uses automatically determined disturbance sequences that are intentionally adversarial to the ego vehicle. To reduce conservatism, the concept of open-loop adversarial is used. This leads to a resilient planning and control method, where the problem size scales linearly with the number of agents and the prediction horizon. Further, the ADSB-MPC strategy can prune the problem to only include the most critical disturbance sequences to obtain a fixed problem size with respect to the number of agents. The simulation results for multi-vehicle scenarios demonstrate that the ADSB-MPC can handle unknown critical scenarios without prior data of the potential hazard. Further, ADSB-MPC performs favorably to a TQC agent in high-density traffic without requiring prior training to obtain its policy and can negotiate traffic situations out of scope for a nominal MPC approach.
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