Harnessing the Flexibility of District Heating System for Integrating Extensive Share of Renewable Energy Sources in Energy Systems
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ABSTRACT Lately, the European Union has reinforced the targets set to cut back carbon emissions. The energy generation sector and particularly, the district heating (DH) system, is still prevailed by combustion of fossil fuels that heavily contributes to such emissions. This paper presents a system-based approach to study the coupling between electricity and DH sector for effective mitigation of emissions. A mixed integer linear programming framework is proposed that aims to exploit the flexibility of electricity cogeneration together with partial electrification of the DH system by investing in renewable technologies. The objective is to simultaneously minimize the investment cost and emissions. Both the electricity and DH load profiles are segregated into critical and flexible types. Comprehensive demand response (DR) framework of thermostatically controlled loads and electric vehicles is considered while preserving the chronology. The framework is applied to the Finnish energy system considering the generation mix. Results prove that coordinating the electricity cogeneration with renewable generation combined with partly shifting from DH to electrified heating has a great potential in reducing the emissions. For an average weather scenario under DR, the least-cost solution guarantees an annual emission reduction of 12.04% relative to the total emissions of Finland against the total investment of €13.24Bn in wind and solar power generation.

INDEX TERMS Base-load generation, carbon emissions, district heating, demand response, power to heat, two-capacity building model.

Indices and Sets

| Index | Description |
|-------|-------------|
| i, ab, AB | Index of apartment building, index of building type, set of apartment buildings. |
| l, L | Index and set of geographical locations for renewable generation installations. |
| m, M | Index and set of electric vehicles. |
| n, N | Index and set of detached houses. |
| t, Δt, T | Index of time step, time resolution and set of time steps. |

Variables

| Symbol | Description |
|--------|-------------|
| C | Annual cost |
| \(D_{i}^{t}\) | Total electricity demand in time step \(t\) |
| E | Annual carbon emissions |
| \(LL_{i}^{t}, LL_{t}^{h}\) | Electrical and heat load curtailed in time step \(t\). |
| \(LG_{i}^{t}, LG_{t}^{h}\) | Electrical and heat generation curtailed in time step \(t\). |
| \(p_{t}^{chp\_city\_e}\) | Electricity cogeneration of CHP plants in time \(t\). |
| \(p_{t}^{chp\_city\_h}\) | District heat production of CHP plants and heat boilers in time step \(t\). |
| \(p_{hyd}^{t}\) | Power consumed by space heating unit and water heater of house \(n\) in time step \(t\). |
| \(P_{m}^{ev}\) | Charging power of EV \(m\) in time step \(t\). |
| \(P_{hyd}^{m}\) | Hydro power produced in time step \(t\). |
| \(P_{n}^{pv\_max}\) | Capacity of solar power and wind power to be installed at location \(l\). |
| \(P_{n}^{w\_max}\) | Capacity of solar power and wind power to be installed at location \(l\). |
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\[ p_{th}^{w}, p_{th}^{d} \] Solar power and wind power produced at location \( l \) in time step \( t \).
\[ Q_{sh}^{w}, Q_{sh}^{d} \] Power consumption of space heating unit and domestic hot water of apartment building \( i \) of type \( ab \) in time step \( t \) respectively.
\[ \delta_{i}^{hyd} \] State of charge of aggregated hydro storage in time step \( t \).
\[ \delta_{i}^{hyd} \] State of charge of EV \( m \) in time step \( t \).
\[ T_{i,n}, \phi_{i,ab,i}^{d} \] Indoor temperature in detached house \( n \) and apartment building \( i \) in time step \( t \).
\[ T_{dhw}^{i}, \phi_{i,ab,i}^{d} \] Temperature of domestic hot water in house \( n \) and apartment building \( i \) in time step \( t \).
\[ u_{i,n}, y_{i,ab,i} \] Binary variables for turning on and off space heating loads.
\[ \epsilon_{i} \] Spillage of hydro power at time \( t \).
\[ \lambda_{i} \] Cost of demand response from detached houses and apartment buildings in time step \( t \).
\[ \delta_{i,ab,i}^{sh} \] District heat demand converted to electrified heating of apartment building \( i \) in time step \( t \).

### Parameters
\[ a_{1}, a_{2} \] Per unit investment price of wind and solar power respectively.
\[ b_{1}, b_{2} \] Cost of curtailed load and generation respectively.
\[ C_{a}, C_{m} \] Thermal capacitance of indoor air and building fabric respectively.
\[ d_{i,m}^{m} \] Distance travelled by an EV \( m \) in time step \( t \).
\[ DH_{i}^{th} \] District heat demand of service buildings in time \( t \).
\[ D_{i}^{r} \] Critical electricity demand in time step \( t \).
\[ G_{i,1}, G_{i}^{ref} \] Solar irradiance at location \( l \) in time \( t \), Reference solar irradiation.
\[ H_{i}^{m}, H_{i}^{h}, H_{i}^{w}, H_{i}^{y} \] Heat conductance between indoor air and building node, external air and indoor air node, indoor air and ground node, between HVAC air and indoor air node, external air and building fabric node points respectively.
\[ I_{sc}, NOCT \] Short circuit current and normal operating cell temperature of PV module.
\[ p_{N}^{1uc}, p_{CHP_{ind}}^{1} \] Electricity generation of nuclear and industrial CHP plants in time step \( t \) respectively.
\[ p_{min}^{hyd}, p_{max}^{hyd} \] Minimum and maximum level of hydro power.
\[ p_{sh, max}, Q_{sh, max}^{i}, Q_{sh, max}^{ab,i} \] Maximum power of heating unit of house \( n \) and apartment building \( i \) of type \( ab \) respectively.
\[ Q_{i}^{int}, Q_{i}^{sol} \] Internal and solar heat gains for estimating space heating demand respectively.
\[ r \] Percentage of electricity demand to be satisfied by controllable generation.
\[ R_{1}, R_{2} \] Maximum capacity of CHP and heat boilers respectively.
\[ R_{1}^{w}, R_{1}^{d} \] Capacity limitation of wind and solar power at location \( l \) respectively.
\[ SOC_{i}^{hyd}, SOC_{i}^{min}, SOC_{i}^{max} \] Minimum and maximum permissible limits of aggregated hydro storage.
\[ S \] Temperature of incoming water.
\[ T_{i} \] Outdoor temperature at location \( l \) in time step \( t \).
\[ T_{i,n}^{set, sh}, T_{i,n}^{set, dhw} \] Set points for space heating and hot water temperatures in house \( n \) and time \( t \) respectively.
\[ V_{n}^{tank} \] Volume of DHW tank of house \( n \).
\[ w_{l,i}, w_{r}, w_{l}^{c} \] Wind speed at location \( l \) in time step \( t \), rated speed, cut-in speed of wind turbine.
\[ \alpha, \beta \] Parameters for hydro storage dead band at the end of optimization horizon \([0, 1]\).
\[ V_{t_{i,n}}^{use}, \xi_{i,ab,i}^{dhw} \] Volume of domestic hot water used in detached house \( n \) and apartment building \( i \) of type \( ab \) in time step \( t \) respectively.
\[ \sigma_{1}, \sigma_{2}, \sigma_{3}, \Omega, \mu \] Yearly emission factors.
\[ \gamma \] Yearly interest rate and study horizon respectively.
\[ \chi_{i} \] Power to heat ratio for electricity cogeneration.
\[ \chi_{i}^{a}, \chi_{i}^{dhw} \] Penalty factor for demand response of space heating and domestic hot water loads in a detached house \( n \) in time step \( t \).
\[ \Delta_{i,ab,i}^{sh}, \Delta_{i,ab,i}^{dhw} \] Penalty factor for demand response of space heating and domestic hot water loads in an apartment building \( i \) of type \( ab \) in time step \( t \).
\[ \Gamma_{n}, \Pi_{n} \] Annual space heating and electric water heater demand of a house \( n \) respectively.
\[ \xi_{i}, \omega_{i,ab,i} \] Annual space heating and domestic hot water demand of apartment building \( i \) of type \( ab \) respectively.
\[ \Delta_{i}^{sh}, \Delta_{i}^{dhw} \] Thermal comfort band for space heating and domestic hot water loads.
\[ \alpha_{m}, \eta_{i}, \eta_{c} \] Travel and charging efficiency of EV respectively.
\[ \gamma \] Proportion of dispatchable generation reserved for handling uncertainty of solar and wind power.
I. INTRODUCTION

In recent times, policy makers have realized necessary actions in order to mitigate the adverse effects of climate change. The chief contributor to the climate change is the combustion of fossil fuels, which is heavily used in the energy generation sector, i.e., electricity, district heat (DH), transport and gas grids etc. Hence, de-carbonization of energy systems is a crucial objective towards the clean environment. In this context, the European Union (EU) has put forth climate and energy framework to reduce anthropogenic greenhouse gas (GHG) emissions, increase the energy efficiency and the share of renewables. The goal stipulates the reduction of GHG emissions by 40% relative to 1990 levels by the year 2030 and by at least 80% by the year 2050 [1]. The targets for renewables and energy efficiency were tightened in 2018. These targets now specify a minimum 32% share of renewable energy sources (RESs) in the entire EU and 32.5% reduction in energy consumption by 2030. Moreover, the Paris Agreement on climate change underlines to limit the global temperature rise below 2°C.

Hence, it is primarily due to such environmental concerns and energy policies that the RESs, particularly wind and solar, will likely constitute a major component of the future energy system. Due to the intermittent nature of RESs, their increased penetration in the energy system will change the role of conventional thermal power plants, i.e., from the primary source of electricity to flexibility provider [2]. Further, due to RESs, there will be a reduced need of constant base-load generation and increased need of flexible generation in the future [3].

As remarked earlier, the combustion of fossil fuels is prevalent in electricity, district heat (DH), transport and gas grids, however according to [4], the building stock in the Europe is responsible for consuming 40% of the generated energy. Further, district heat (DH) in buildings constitutes most of the heat energy and it is often fossil fuel based. Therefore, the de-carbonization objective of energy systems can be achieved by one or a combination of the following approaches:

I. By renovating the older or existing building stock to higher standards [5]. This approach is also referred as heat savings or energy efficiency measures in the literature [6].

II. By investing in the electricity grid, i.e., by replacing a high percentage of conventional generation with emission free renewable energy sources. Such an approach is commonly known as Smart Grid approach which, sometimes also focuses on limited cross-sectoral integration and control [7].

III. The third approach paves the way to the concept of smart energy system which was introduced to identify and develop potential synergies between different sub-sectors in the energy system [8]. In simple words, the most effective solution can be obtained by integrating the electricity, thermal and gas grids, and storage technologies in the energy system, so that the resulting solution is not only optimal for individual sub-sectors, but for the whole energy system as well. Most often, this approach is aimed at 100% renewable energy solution leading to huge investments in all grids, storage, and conversion technologies.

However, separate case studies are required to compare the economics of emission reductions for each of the three approaches.

The first approach, i.e., building renovations, is tailored to specific building type as different types of buildings, such as residential and commercial, have different energy consumption profiles. Studies on such energy retrofits have been extensively performed in the literature. For instance, the feasibility of nearly zero energy building retrofits from techno-socio perspectives was investigated in [9]. The energy retrofits on the European office buildings were studied in [10]. The authors in [5] performed a multi-objective optimization to achieve a balance between energy cost and carbon emissions by retrofitting the Finnish apartment buildings (ABs), classified according to build-year. The results of the study [5] demonstrated that the least cost solution would require a total investment of €11.4Bn for renovating the Finnish apartment buildings to achieve 3.4% emission reductions annually in a planning horizon of 25 years. Whereas, the Finnish building stock comprising houses was examined in [11] using the same approach. It was shown that a total investment of €38.61Bn in the least cost case would cut down country-wide carbon emissions by 12.24% annually. The studies [5], [11] also found that shifting from DH to electrified heating, i.e., P2H coupling, resulted in a maximum reduction of emissions. The resulting electrified heating may be based on heat pumps or electric boilers installed in dense urban DH systems or individual heat pumps in rural areas [6], [12]. In a subsequent study [13], the effect of such energy retrofits on peak demand was also analyzed. The work concluded that shifting to electrified heating on a large scale would significantly increase the electrical energy demand, which in turn introduces major changes in the overall energy generation mix. Since, the increased electricity demand would require the operation of more peaking thermal plants and it poses negative impact on emission benefits that are very sensitive to energy generation mix. Therefore, the emission reductions computed in [5], [11] were overestimated.

In view of above, building energy retrofits alone is not an effective solution for emission reduction, as it is expensive and unable to accomplish carbon-neutral system as it targets only the consumption side. The building retrofit approach aims to reduce the energy consumption of buildings, particularly heating demand. However, such energy retrofits and heat savings can play a significant role in 4th generation district heating (4GDH) systems [14]. The 4GDH system (or smart thermal grid) requires lowering of forward and return temperatures of heat source to provide heat to low energy buildings at low grid losses [15]. While the reduction in return temperatures is practically achievable in existing buildings,
lowering of forward temperature to 55°C is possible only when renovations take place. Further, heat conservation, which is a well-known feature of future 4GDH, enables low temperature DH which, in turn, increases the CoP of heat pumps and the efficiency of CHP units in the thermal grid. Yet, the biggest challenge in 4GDH lies in the expansion of the DH network and lowering the supply temperature to minimize network losses and increase recycling of heat. According to a study [16], switching from the current Scandinavian 3GDH to 4GDH itself requires an annuitized investment cost of up to 100 M€ for a country size of Denmark.

Due to the above mentioned considerations, it is essential to create a synergy between electricity and other sub-sectors by considering the details of the whole energy generation mix [17] and simultaneously making investments in emission free energy sources. In such a system, it is possible to utilize the electricity generation of RESs in other sub-sectors [18]. This concept leads to the latter two approaches for emission reduction, as discussed earlier. Our current work overlaps with smart grid approach in that we plan the generation capacity and quantify the optimal investments related to RESs that are needed at the energy system level in order to mitigate carbon emissions, while the work also coincides with the smart energy systems approach, as the coupling between the future electricity, district heat and transport sub-sectors is studied. The primary reason to simultaneously consider both approaches is that it enables to study the existing electricity generation mix and the hourly balance of technology-wise powers throughout the horizon to mitigate carbon emissions in different sub-sectors.

Based on the building retrofit studies, it is clear that the future electricity demand in the Northern European countries will be heat dominated. As the demand grows, new generating plants are planned keeping in view the fixed and variable costs over long-term period. Hence, investing in RESs at system level is an environmentally friendly option, which is also in line with the EU targets.

Another cost-effective alternative to combat this issue of demand growth is unleashing demand response (DR). DR is an auspicious complement to RESs’ variability [19]. It prevents the operation of expensive and high emission generators, defers network reinforcements as well as creates a more reliable system by contributing to reserve margin. A variety of DR approaches have been widely analyzed in the literature and majority of them lead to the mutual benefits for the power utility and the end user [20]. Among all the DR loads, thermostatically controlled loads (TCLs) secure a prominent niche [21]. TCLs mainly include heating, ventilation and air-conditioning (HVAC), refrigerator, and electric water heater (EWH) etc.

The user comfort, in case of TCLs, is directly linked to their set point temperature; the associated DR costs depend on the deviation from this set point temperature within the defined thermal comfort band. However, in case of other appliances, it is relatively difficult to establish the acceptable limits of user comfort [22]. For instance, the load shifting costs linked to the Finnish household appliances were estimated in [23] by applying customer survey based approach. Moreover, no additional equipment other than a smart thermostat is required to probe the power resource or sink capabilities of TCLs. Additionally, HVAC load coordinated with building thermal dynamics enable to effectively accommodate the volatile nature of RESs and hence well-insulated buildings act as a small storage buffer [24], [25]. Similarly, EWH is another promising candidate of DR and it has a vital role in detached houses for domestic hot water (DHW) consumption [26]. A partial thermal storage is usually required for EWH operation, while in some cases, it may also be integrated with the HVAC unit to economically satisfy the space heating demand [27].

The scenario pathway to achieve the EU-2050 targets urgently requires the optimization of new RESs investments in the current energy system. This problem relates to generation expansion planning (GEP) in which the objective is to meet the future load duration curve at minimum cost. Moreover, DR tool, when combined with the GEP, aids to minimize the cost. Many GEP models aiming at different system configurations have been presented in the literature. However, there is no one-size-fits-all approach to the GEP problem, therefore the existing models differ with respect to the details associated with temporal and spatial resolution, DR strategies, operation decisions and the study period. Due to the storage devices and RESs, such as wind and solar power, it is very important to preserve the chronology and natural correlations among, for instance, load, solar irradiation and wind speed [28]. In this research field, the work [29] followed time slice representation in the proposed GEP model. In this representation, a year is divided into a number of periods, such as seasons, weekdays, weekends, day and night times etc. This method retains some of the chronology. An alternative method adopted in [30] is to choose representative periods like set of days or weeks per year. The best approach to retain full chronology is to use full hourly or sub-hourly resolution over a medium or long term period as accomplished in [31]. Besides typical GEP formulations, open source models like Balmorel [32] also studies planning and operation decisions while taking into account the chronological aspects and operational constraints of generation units.

The GEP formulations employing time slice or clustering approach are unable to incorporate an adequate framework for load modelling and corresponding DR, since it requires preserving maximum chronology. For instance, the study [29] limited the DR by maximum amount of shift-able loads inside the assumed load block computed from load duration curve, without considering the details of the loads. The work [33] proposed a comprehensive bi-level planning problem to model the concurrent interactions between the prosumers and the wholesale market in an integrated community energy system, but neglected load modelling completely. Similarly, the work [34] planned the optimal capacity of
community energy storage units against an average daily load factor in a radial distribution network that was populated with distributed PVs. The contribution [35] performed the joint multi-stage expansion of distributed generation and distribution network by considering only three load levels from load duration curve. The GEP model in [36] optimized the total investment in new generation mix by approximating a full season with a mere 24-h period and assuming fixed demand profile. Likewise, in an attempt to avoid intractability, the investment planning models formulated in [37]–[39] completely disregarded the demand details and DR mechanism. However, the uncertainty and the correlations among input parameters were respected by assuming a finite number of levels within few blocks derived from the corresponding load duration curves. The study [40] devised a comprehensive generation and expansion planning tool inside a market mechanism but the demand was modelled simply by approximating the load duration curve to a few levels.

Hence, the so-called clustering of the input data has a negative impact on the chronology that is essential for load modelling and assessing the potential of flexibility mechanisms. Further, the planned generation capacity should be robust to the inter-annual variability of RESs. This implies that the studies on GEP must not rely on weather data of a single year [41].

According to the presented literature review on investment planning, there has been extensive research on clustering based stochastic, multi-period investment approaches in electrical networks. However, the literature falls short in having DR focused and spatially diversified RESs deployment generation planning methods. Some of the above-referred expansion planning studies have long horizon but they were focused on weather data of a single year, which may lead to operational inadequacy if additional flexibility options are not considered [41]. The synergies between the electricity and heat sub-sectors are also neglected for estimating emission reduction potential in the energy sector, except for [42] where the capability of power to gas and power to fuel conversion plants was exploited in order to integrate a large share of RESs for the case of the Northern Europe.

On the other hand, space-heating loads in the Nordic countries offer a great DR potential. According to a study [43], households’ heating flexibility potential alone in the Northern Europe totals 22.8% of their total energy demand. In Finland only, the energy used for direct electric heating (DEH) in residential sector in year 2017 amounted to 11TWh, which covers nearly 12.5% of the total Finnish electricity consumption [44]. The reason of this high heating demand being the long winter season. Unleashing such DR can enable the efficient integration of RESs. From the supply side, it is anticipated that combined heat and power (CHP) plants and RESs in coordination with bulk energy storages could be used to satisfy the peak demand in the future energy systems [45]. In other words, the existing DH system may act as a buffer to integrate high penetrations of RESs [46].

This paper addresses the above-mentioned research gaps by proposing a planning-based formulation that jointly minimizes the RESs investment cost and the carbon emissions arising from energy generation while considering DH flexibility, electrification of heating system and comprehensive residential DR framework. We study the case of Finnish generation structure in year 2017 and our approach is based on central control of flexible loads in detached houses and apartment buildings (ABs), which is a well-known feature of the smart grid. It is assumed that households and the aggregator are already mutually agreed about a thermal comfort band within which the aggregator is authorized to alter the temperature and hence the corresponding electricity consumption [47], [48]. It is worthwhile to note that the incentive offered to the households for DR participation is outside the scope of this study. The main contributions of this work are summarized as under:

- Proposing an optimization solution that jointly minimizes the RESs investment cost and carbon emissions originating from the energy sector. The decision trajectory would be valuable for the policy makers to achieve the long-term targets of the EU climate and energy framework.
- The proposed model is a mixed integer linear programming model which is simulated using realistic data for the Finnish case study to anticipate the potential situation in the future.
- Numerous studies have been proposed in the literature that are either aimed at investing in building energy retrofits to achieve carbon emission reductions or target 100% renewable solutions using smart energy system approach. A shortcoming of the latter approach is that the existing electricity generation structure (including base-load, flexible hydro and CHP) is disregarded and replaced with new wind or other variable renewable energy source, as done in the Danish study [7], and the Finnish study [46]. In practice, the electricity system is unable to operate without a pre-defined proportion of flexible conventional generation to counter disturbances and the intermittency of RESs in real time. Moreover, the results of the above-mentioned studies were mainly dependent on a single time series of RESs generation. However, to the best of the authors’ knowledge, no such study exists that seeks optimal solution by combining the smart grid approach and smart energy systems approach. The state-of-the-art of the current work is that the solution to integrate new capacity of fluctuating RESs is found within the cross-sectoral integration of electricity, heat, and transport sub-sectors by considering the hourly mix of the existing and new electricity generation as well as harnessing the flexibility of DH generation plants. There is a great need to determine the cost-effectiveness of this investment option. The results from our study can therefore enable the policy makers to compare the economics of investment alternatives.
and make efficient decisions in mitigating emissions accordingly.

- Full chronology is preserved by simulating the problem for a one-year period with hourly resolution. It enables to implement the time linking constraints, such as aggregated hydro-generation ramping limits, tracking of inter-hour hydro-storage dynamics, and the end-user thermal comfort levels for space heating load. Comprehensive load models are utilized, for instance, two-capacity building model is employed to assess the space heating demand. DR is unleashed from the residential loads that mainly include space heating coordinated with building thermal inertia, DHW consumption and electric vehicles (EVs).
- 12 widely distributed geographical locations for solar and wind power installations have been simultaneously considered in our model. Each location has its own solar irradiance and wind speed profile simulated at 50m height [50]. Greater spatial diversity allows sites with good weather profiles to be chosen, resulting in lower investment costs. Although the proposed model is deterministic, it is tested using different wind speed and solar irradiance time series, one at a time, for each of the 12 targeted locations. Therefore, the uncertainty, geographical diversification and inter-annual weather variability have been incorporated.

II. FLEXIBLE LOADS

A. ELECTRIC VEHICLE CHARGING

Modelling the EV charging schedule involves the driving behavior and respective trip lengths in Monte Carlo simulation. The ‘Finnish National Travel Survey’ provides the requisite data, which includes the starting time probabilities of journeys in respect of different age groups, number of trips and the corresponding trip lengths for different weekdays [51]. Such a probability distribution represents an average daily scenario that accounts for all seasons including the holiday periods of a year. Therefore, the considered trips are not merely limited to work, but also include trips for education, business, shopping, recreation, sports, escorting and personal business etc. as given in [51]. Different EV profiles can be simulated utilizing this data. Moreover, if the travel efficiency and the battery capacity are known, the travel pattern of an EV can be transformed into electricity consumption accordingly.

A weekday is considered in this work provided the people commute to working and public places as described above. Since, at the moment, the EV technology is in evolving stage, it is fair to assume that the charging locations are available only at homes and the EV is plugged in as soon as it reaches its parking slot for the business as usual (BAU) case. Alternatively, when DR is activated, the charging schedule of EV can be deferred until the battery has enough capacity to satisfy the demand of the following journey. It is possible if the EV driver conveys its trip schedule to the aggregator for the following day. Only grid to vehicle mode is studied.

B. DIRECT ELECTRIC SPACE HEATING LOADS

Direct electric heating (DEH) requires a thermostatically controlled heating component. The electricity drawn from the grid is directly converted into heat energy whenever indoor ambient temperature inside a building falls below the set point temperature. Contrarily, heating is switched off when indoor temperature exceeds the set point. Although single thermostat operation is non-linear, the corresponding sum of loads in a building can be linearly modelled with sufficient accuracy. In this work, the heating or cooling demand and the associated flexibility of a detached house and apartment building are represented by two-capacity building model (Please see equations (18)-(19)). The model has two unknown temperatures, namely the indoor and the building fabric temperatures, controlled by power consumption of HVAC unit. The details are given in our previous work [21]. The unknown building parameters are determined using dynamic building energy simulation tool IDA-ICE. To do so, the heating power of the studied building was interrupted for 6 hours and the variance between the response obtained from IDA-ICE and derived two-capacity model were then minimized to identify the unknown parameters. The calibration was carried out using three different outdoor temperatures, i.e., +10°C, 0°C and −10°C. The procedure is shown in Figure 1.

![Figure 1. Calibration of two-capacity building model: Evolution of indoor temperature (outdoor temperature 0°C).](image)

In this work, the parameters have been calibrated separately for detached houses and various types of AB. Each house is a new medium weight, 2-floor single-family house, which follows the Finnish guidelines for Passive houses. The house was defined in more detail in [52]. Four age classes of ABs i.e., AB1, AB2, AB3, AB4 are studied that were classified according to the building code in effect at the time of their construction; with AB1 built before 1976, AB2 built during 1976-2002, AB3 built between 2003-2009, and AB4 built from 2010 onwards. The building code turned stringent with time. These ABs also differ in the U-values of the envelope, ventilation type, window areas etc. AB3 and AB4 buildings have built-in heat recovery system. The detached houses and ABs are assumed to have smart thermostats capable of receiving signals from the aggregator.
III. OPTIMIZATION FORMULATION

This section proposes the optimization framework to obtain the optimal decision Pareto front. The objective is the simultaneous minimization of cost and carbon emissions, each tunable with a weighting coefficient \( w \in (0, 1) \) as given in (1).

Minimize

\[
z = \sum_{i} \frac{C_i}{1 - \frac{1}{(1 + \Omega)^{\beta}}(a_i \sum_{l} P_{l,\text{max}}^{-1} + a_2 \sum_{l} P_{l,\text{max}}^{-1}) + \sum_{l} \left(b_1 \left(L_{l} + LL_{l}^c\right) + b_2 \left(G_{l} + LG_{l}^c\right) + \lambda_l\right) \Delta t}
\]

\[E = \sum_{i} \left(\sigma_1 P_{i,\text{chp,city,e}} + \sigma_2 P_{i,\text{chp,city,h}} + \sigma_3 P_{i,\text{HB}}\right) \Delta t\]

(1)

The first part in (1) i.e., cost function expanded in (2), is related to the annuitized investment costs in solar and wind power generation aggregated over all locations. The crucial operational details such as the cost of energy curtailments and DR are incorporated.

The second part in (1) expanded in (3) concerns the specific carbon emissions arising from DH and the electricity co-generation. These emissions are based on the yearly moving average emission factor (kg CO2/MWh). Existing condensing thermal power capacity is not included in the generation structure with the aim to mitigate emissions at the cost of RESs. The objective function (1) is subject to the following constraints:

\[P_{t,\text{chp,city,e}} = \sum_{i} \left(\sigma_1 P_{i,\text{chp,city,e}} + \sigma_2 P_{i,\text{chp,city,h}} + \sigma_3 P_{i,\text{HB}}\right) \Delta t\]

\[n \leq \frac{P_{t,\text{chp,city,e}}}{1 - \frac{1}{(1 + \Omega)^{\beta}}(a_i \sum_{l} P_{l,\text{max}}^{-1} + a_2 \sum_{l} P_{l,\text{max}}^{-1}) + \sum_{l} \left(b_1 \left(L_{l} + LL_{l}^c\right) + b_2 \left(G_{l} + LG_{l}^c\right) + \lambda_l\right) \Delta t}
\]

\[E = \sum_{i} \left(\sigma_1 P_{i,\text{chp,city,e}} + \sigma_2 P_{i,\text{chp,city,h}} + \sigma_3 P_{i,\text{HB}}\right) \Delta t\]

\[P_{t,\text{chp,city,e}} = \frac{1}{1 - \frac{1}{(1 + \Omega)^{\beta}}(a_i \sum_{l} P_{l,\text{max}}^{-1} + a_2 \sum_{l} P_{l,\text{max}}^{-1}) + \sum_{l} \left(b_1 \left(L_{l} + LL_{l}^c\right) + b_2 \left(G_{l} + LG_{l}^c\right) + \lambda_l\right) \Delta t}
\]

\[E = \sum_{i} \left(\sigma_1 P_{i,\text{chp,city,e}} + \sigma_2 P_{i,\text{chp,city,h}} + \sigma_3 P_{i,\text{HB}}\right) \Delta t\]

\[P_{t,\text{chp,city,e}} = \frac{1}{1 - \frac{1}{(1 + \Omega)^{\beta}}(a_i \sum_{l} P_{l,\text{max}}^{-1} + a_2 \sum_{l} P_{l,\text{max}}^{-1}) + \sum_{l} \left(b_1 \left(L_{l} + LL_{l}^c\right) + b_2 \left(G_{l} + LG_{l}^c\right) + \lambda_l\right) \Delta t}
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\[
\lambda_t = \kappa_{i,n}^{d} \sum_{n} \left( T_{i,n}^{a} - T_{i,n}^{set,sh} \right) (1 - u_{i,n}^{sh}) \Delta t \\
+ \kappa_{i,n}^{dhw} \sum_{n} \left( T_{i,n}^{dhw} - T_{i,n}^{set,dhw} \right) \Delta t \\
+ \tau_{i,ab,i}^{d} \sum_{ab} \sum_{i} \left[ \phi_{i,ab,i}^{set,sh} - \phi_{i,ab,i}^{set,dhw} \right] (1 - y_{i,ab,i}^{sh}) \Delta t \\
+ \tau_{i,ab,i}^{dhw} \sum_{ab} \sum_{i} \left[ \phi_{i,ab,i}^{dhw} - \phi_{i,ab,i}^{set,dhw} \right] \Delta t, \quad \forall t \in T
\]

\[
SOC_{t,m}^{ev} = SOC_{t-1,m}^{ev} - \eta_{t}^{d} d_{t,m}^{ev} \Delta t, \\
\forall t \in T \text{ if } t \in [t_{1m}, t_{2m}], \quad \forall m \in M 
\]

\[
SOC_{t,m}^{ev} = SOC_{t-1,m}^{ev} + \eta_{t}^{e} P_{t,m}^{ev}, \\
\forall t \in T \text{ if } t \notin [t_{1m}, t_{2m}], \quad \forall m \in M 
\]

\[
P_{t,m}^{ev} \leq P_{m}^{ev,\text{max}}, \quad \forall t \in T, \quad \forall m \in M 
\]

\[
SOC_{t,m}^{ev,\text{min}} \leq SOC_{t,m}^{ev} \leq SOC_{t,m}^{ev,\text{max}}, \quad \forall t \in T, \quad \forall m \in M
\]

\[
\sum_{t} P_{t,m}^{ev} \geq \alpha_{m}, \quad \forall m \in M 
\]

The constraints (4) and (5) calculate the wind and solar power generation according to the investment decision at each candidate location respectively. The new capacity of RESs that will be installed at each location is bounded in (6) and (7). The constraint (8) balances the electricity demand and supply in each time step. The relationship between electricity co-generation and DH of CHP generation is expressed in Equation (9) while the total DH capacity is capped in (10). Due to a large number of DH plants and the unavailability of individual plant’s specification data, the total available production capacity from the TSO can be employed and the aggregated CHP ratio is estimated as an average of a few CHP plants. The dynamics of aggregated hydro-storage is modelled in (11). The constraints (12) and (13) specify the allowable limits for dispatch-able hydropower and the storage level respectively. Equation (14) ensures that the hydro-storage level stays within the predefined band at the end of horizon. Constraint (15) requires that dispatch-able generation always satisfy a minimum set level of demand in each time slot and some free capacity is always present to handle the uncertainty and intermittency of RESs in real time.

Equation (16) captures the balance between DH demand and supply in each time slot while considering the option of DEH (renewable heat produced by electric boilers installed in the DH system) to reduce carbon emissions from DH system. It is to be noted that DH demand consists of space heating and DHW consumption of both apartment and service buildings. Equation (17) determines the total electricity demand in each time slot. This demand is the aggregation of space heating and DHW loads of detached houses, EVs charging, system critical demand and the proportion of DH demand converted to DEH. Equations (18) and (19) represent the discrete version of two-capacity building model, which is used to estimate the space heating demand of detached houses and ABs separately. Constraint (20) defines the permissible limits of indoor temperature for detached houses while constraint (21) specifies the same for ABs when DR is unleashed. Similarly, constraints (22) and (23) set the upper boundary of heating power. Auxiliary binary variables are introduced in (20)-(23) to relax the upper limit of indoor temperature if the outdoor temperature starts to rise on a relatively warm day. Alternatively, the indoor temperature will stay within the defined dead-band to respect the thermal comfort during the heating period. Although two-capacity model is efficient to simultaneously consider heating and cooling demand in the horizon but the above relaxation logic is implemented, since according to international standards [53], the heating demand has lower set point temperature than that of cooling demand and simultaneous heating and cooling in consecutive time slots is not valid in practical applications. Moreover, the number of cooling degree-days is extremely small in Northern Europe. In the absence of heating, the indoor ambient temperature seldom exceeds cooling set point. For this reason, the cooling demand is not considered; instead, the heating is either turned on or turned off.

Constraint (24) studies the operation of EWH for detached houses. This model uses temperature of DHW as an indication of thermal charge. The DHW usage event triggers the operation of EWH. DHW storage losses are ignored for simplicity. Constraint (25) determines corresponding DR of EWH in detached houses. Similarly, constraints (26) and (27) studies the DHW consumption and associated DR for ABs. Please note that DHW consumption in ABs does not require any water storage, instead heat exchangers are needed, so a simple model in (26) is chosen. Constraint (28) and (29) preserve the demand of each type of flexible load for each house and AB over the study period respectively, so that DR framework cannot alter the total demand. The DR cost of flexible loads is computed in (30) where the deviation from set point temperatures is penalized for each type of load and for each user. When the upper boundary of indoor temperature is relaxed, the corresponding DR cost becomes zero due to the auxiliary binary variable. The nonlinearity in (30) occurring due to the product of a continuous and binary variable can be easily linearized.

Lastly, the evolution of SOC of EVs is managed in (31) and (32). Discharging is controlled in (31) while charging is handled according to (32). Distance travelled by an EV ‘m’ and the time of leaving during each trip is sampled randomly. The EV ‘m’ is assumed to leave home at time step $t_{1m}$ and returns home at time step $t_{2m}$ each day of the study period. Constraint (33) limits the charging power of EV. Constraint (34) enables the EV storage to mutate between intended levels only. Finally, the EV charging demand is preserved in (35).

IV. CASE STUDY
We choose the case of Finland in this work. Finland is an EU member, that substantially needs to increase the share of RESs and decrease carbon emissions prevailing particularly in the DH sub-sector. Nevertheless, the case of neighboring systems in the Nordic region can be studied using
the proposed model. The details of generation and demand portfolio are presented below:

A. GENERATION AND DEMAND PORTFOLIO

1) BASELOAD GENERATION
The nuclear generation serves as the primary source of baseload generation in Finland. It offers almost a fixed generation level with total capacity of 2787MW. After nuclear, the electricity co-generation from CHP plants is prioritized. There are two types of CHP plants, namely district heat and industry plants. The co-generation from CHP-industry serves the baseload. Like nuclear, its generation level is also constant irrespective of the season. This cogeneration is integrated in the pulping process and thus mainly based on biofuels. Contrarily, the cogeneration of CHP-district heat follows heating demand. It is a flexible source, but a contributor to GHG emissions. The emissions produced in the cogeneration are one-third lower than only electricity production plants though. Concurrently, it is energy efficient and supports the use of various types of fuels. Due to this, the EU energy efficiency directives oblige to promote the electricity co-generation, but the relatively lower electricity spot prices do not encourage investing in the CHP-district heat [54]. Due to that, the CHP-district heat cogeneration capacity remained at almost the same level in Finland since 2008 [55]. Due to such reasons, the present capacity is utilized in this work.

2) HYDRO GENERATION
The Finnish hydro power capacity increased by just 132MW over the past decade [56]. Such a small development is mainly attributed to the geographical limitations of Finland. It is therefore assumed that the hydro generation capacity will remain constant in the future. Currently, there are more than 200 hydroelectric power plants operating in Finland [57]. Most of them have a small capacity even less than 50MW and it is difficult to acquire the operational data of all the units for aggregation. However, similar to our previous work [24], the equivalent energy values of aggregated hydrostorage and daily inflows are utilized. The aggregated hydrostorage capacity in Finland is 5.53TWh and for inflows, the median values of historical data are used as illustrated in Figure 2 [58]. Hydro generation volume is mainly driven by the cyclic inflows. Further, there is a minimum dispatch level to account for the run-of-river plants. This level needs to be maintained to enable frequency containment reserves (FCR) response under critical conditions. Hydro, being dispatchable and highly flexible, actively participates in balance management.

3) SOLAR AND WIND POWER GENERATION
The current installed wind power capacity in Finland is about 2000MW. For new capacity investments, new locations and the corresponding weather parameters are to be known. The solar irradiance and wind speed time series were adopted from [50] that uses a statistical approach aiming at new generation locations without any site-specific measured data. The methodology simulates several runs for wind speed (at 50m height above sea level) and solar irradiance time series over a one-year period, targeting 12 geographically distributed locations across Finland as depicted in Figure 3. Such time series is well suitable for long term future studies. Using these simulated series, the corresponding solar and wind power time series can be easily generated at each location. Moreover, the considered wind and solar power plants are assumed to be large-scale centralized plants that are to be connected to the national electricity system and can participate in the electricity market, i.e., Nord Pool in this case.

4) DIS-AGGREGATION OF ELECTRICITY DEMAND
We use the historical hourly electricity demand of Finland for the year 2017 available at [59]. The annual aggregated electricity demand was 83.41TWh, out of which 28% represents the residential sector. The space heating and EWH demand of detached houses are first segregated from the annual demand profile. It is assumed that there are 700,000 electrically heated detached houses that are installed with EWH units. A diversified space heating load population with respect to house areas and type is simulated using outdoor temperature profile illustrated in Figure 4. The temperature set point of heating was 21°C during heating period, which is in accordance with the standard of indoor environment [53], [60]. Similarly, a mix of EWH operation was simulated while maintaining the DHW temperature at 60°C and assuming...
that daily DHW consumption of a household is the same throughout the year. The DHW profile is obtained from [21]. The generated space heating and EWH profiles are subtracted from the system demand to obtain critical demand. Random charging load of 0.5 Million EVs is added separately. The disaggregated demand profile is demonstrated in Figure 5.

5) DISAGGREGATION OF DH DEMAND

The space heating and DHW demand of the building stock is satisfied by the DH network served by both the CHP and heat boilers. Total DH capacity of CHP plants in Finland is 8300MW and the total DH demand in 2017 was about 34.5TWh. Note that, contrary to the electricity system, DH network is not interconnected in Finland. Each municipality has its own DH network and heating plants. It is challenging to aggregate the hourly DH consumption at the system level with a variety of buildings in each municipality with diversified occupancy patterns. Building stock energy models Ekorem and Tehorem [61] are jointly utilized to aggregate the hourly DH consumption across Finland. Ekorem is a bottom-up energy calculation model of the whole building stock. Tehorem uses the Ekorem model to calculate the energy consumption hour by hour round the year using the outdoor weather data. Tehorem model can be used in summertime degree-days of heating according to the outdoor temperature limits and building stock situation. Heating is therefore turned on and off accordingly but DHW is served continuously. The Network modelling and associated losses are beyond the scope of this work. However, the heat losses in the district heating network are included in the total heat demand used for the analysis, based on the statistics of the year 2017. Concurrently, when performing power to heat conversion using excess renewable energy, the DH network is assumed to be inter-connected, which is a fair assumption, since the DH network is expanding continuously (about 250-500km each year) especially in the southern part where the load center is located [54]. The simulated DH along with DHW demand is shown in Figure 6 below.

The DR from ABs is probed, and service buildings are treated as critical load. The total number of ABs for each category is selected according to the total built floor area. The space heating demand is estimated using the same two-capacity model, but with different parameters for each AB type. The heating profile of individual AB types is shown in Figure 7 which also demonstrates that buildings AB1 and AB2 are poorly insulated as both have minor heating demand during summer season as well. For DHW calculations in ABs, daily DHW usage of about 60 L/person and the occupancy rate of 1 person / 28m$^2$ is considered, based on the guidelines given in [62]. The DHW profile is depicted in Figure 8. Based on this, the DH demand of service buildings can be segregated from the DH profile presented in Figure 6 above.

B. SIMULATION PARAMETERS

The simulation is performed for a one-year period with time resolution of one hour. The planning period is 25 years with a yearly interest rate of 3%. The investment price for solar and wind power are 550€/kW and 1600€/kW respectively [2]. The value of lost load and lost generation
Co-generation. In other words, the electricity cogeneration at first, which considers no coordination of electricity and DH generation, that totals 14.85M-Tons in the ETS sector [65]. For DR framework, the thermal comfort bands for space heating loads and DHW loads are [20, 22]°C and [55, 65]°C respectively; while the associated penalties imposed on the aggregator are 0.02€/°C/hour and 0.01€/°C/hour per household respectively. To introduce diversity, house areas are randomized around mean value of 180m² with rated HVAC power of 6kW. The dimensioning power of heating system of each house or building was determined at outdoor temperature of −26°C in Southern Finland that fulfills the requirements of Finnish building code [66]. The reference ABs with heated floor areas [4050, 2638, 1585, 1585] m² are chosen. The corresponding dimensioning powers of the space heating system are [288, 128, 43, 32] kW respectively [66].

With the intent to reduce the complexity and computational burden, the houses and ABs are modelled for the climate of southern Finland where majority of the building stock is located, similar to [5]. The building stock of similar type were integrated into one group. In addition to the outdoor temperature, the effect of heat gains from occupants, electrical appliances and solar irradiance were also simulated and considered in calculating the corresponding space heating demand. Each building was assumed to be occupied during the simulation period. Please note that the critical demand cannot be changed by the aggregator.

The above optimization model was formulated as mixed integer linear programming problem that can be easily solved by any commercially available solver. The model was implemented on a desktop computer with 3.4GHz Intel Xeon processor, while it was simulated on GAMS-MATLAB platform using the CPLEX solver. The average total simulation time to obtain 10 different optimal solutions in the Pareto-front is about 7 days when DR is also considered.

C. SIMULATION RESULTS

A base case for comparison benchmark is simulated at first, which considers no coordination of electricity co-generation. In other words, the electricity cogeneration and heat generation of CHP were assumed static as in historical profile while the heat boilers follow the residual DH demand, if any. An average scenario is opted among numerous available time series of wind speed and solar irradiance for each of the 12 locations for detailed analysis. The reference case considers new RESs capacity to replace the existing condensing power generation and electricity imports. The objective (1) transforms into a single cost function in this case, i.e., weighting coefficient is unity. This cost arises from the new investment in RESs and energy curtailments. The simulation has no control over the emissions. Further, DR is not activated and no P2H conversion is performed in the DH system. Hence, the hourly and total electricity as well as DH load profiles remains the same as showcased in Figures 5 and 6 respectively. Further, the maximum RESs capacity that can be installed at each location was limited to 2GW wind power and 1GW solar power.

The simulation results of the reference case show that the total investment of €25.76Bn is needed in the planning horizon, which calls for annuitized cost of €6.03Bn against the annual emission level of 8.09M-Ton CO₂. This investment brings an annual emission reduction of 12.2% relative to the total emissions and 45.52% reduction compared to the emissions in electricity and DH generation alone.

Results further indicate that a total of 13.86GW wind power and 6.51GW solar power capacities are required across Finland to achieve this valuable reduction in emissions. Such investments would also eliminate the operation of condensing power plants as well as dependency on power imports from neighboring countries. The location wise investment decisions are illustrated in Figure 9. Despite the lower investment cost of solar power, its relatively reduced need is justified by the geography and high variation in day/nighttime duration over a yearly course.

This framework also leads to significant amount of electrical load and generation curtailments, i.e., 674.84GWh load and 20.89TWh RESs generation is curtailed. Moreover, 291.29GWh heat generation is also lost due to cogeneration constraint. The technology wise hourly generation profile is depicted in stacked form in Figure 10(a). Please note that the system already has total existing wind power capacity of 2000MW that was uniformly distributed among all candidate locations in this study. It is visible in Figure 10(a)
that solar generation is extremely small during winter season, whereas in this particular scenario, most of the wind power is produced in the second half of the year when the total generation exceeds the demand most of the time as demonstrated in Figure 10(b), where the positive values represent load curtailments and negative values represent generation curtailments. This study does not probe the existing cross-border transmission links, but the surplus generation can be exported to neighboring countries. For DH demand, CHP and heat boilers share 59.5% and 40.5% load respectively in the reference case.

For the BAU case, the annuitized cost varies from €1.26Bn to €5.52Bn while the emissions increase from 2.75Mtons to 8.62Mtons CO₂. Compared to the reference case, the least cost solution in the BAU case brings 79.10% savings in the annual cost at the expense of 6.55% increase in emissions. The same cost savings rise to 84.4% when DR is unleashed, while sacrificing the emission reductions by 1.1% only, as compared to the reference case. Similarly, the lowest emission solution in the BAU case guarantees 65.94% emission reduction potential and 8.47% decline in cost relative to the reference case, whereas the same benefits climb to 71.81% and 9.9% respectively under the umbrella of DR. Please note that both least cost solutions imply more or less the same emissions as in the reference case, but at extremely reduced cost, which also validates the proposed model.

Most often, the whole set of Pareto optimal solutions is not discoverable as there may be infinite number of optimal solutions. Hence, a well distributed set of non-dominated solutions is used as a representative. The decision maker can then select a single solution from this potential set. There are many methods proposed to support the decision process, however marginal rate of substitution approach [67] is employed here. The idea is that moving from one Pareto-solution to a neighboring Pareto-solution provides a gain in one objective while sacrificing the other. Hence, this method computes sacrifice per unit gain when moving to either direction at each solution. The solution with the largest average trade-off can be selected by the decision maker. At this solution, a small improvement in one objective results in a large deterioration of the other objective. Following this approach in Figure 11, the solution corresponding to \( w = 0.9 \), i.e., (€1.284Bn, 7.73M-Tons) can be selected for the BAU case and the solution against \( w = 0.3 \), i.e., (€5.313Bn, 2.28M-Tons) can be selected for the DR case.

A summary of the results obtained in Figure 11 is presented in Table 1. For simplicity, only three Pareto-optimal solutions are listed. Both the lowest emission solutions converge to the same total investment cost as the model invests in all the available RESs capacity defined for each candidate location. However, the annual costs are different due to energy curtailments and DR framework. The emission reductions in Table 1 are computed based on the total emissions of the Finnish energy generation sector for the year 2017. The percentage reduction is relative to the total emissions in Finland i.e., 55.4M tons. The hourly generation mix for the BAU case corresponding to \( w = 0.5 \) is illustrated in Figure 12. Due to constraint (15) and to avoid fossil-based DH cogeneration, the hydro generation is dispatched at high levels when RESs output is also high, leading to
TABLE 1. Summary of Pareto-optimal solutions.

| Case     | Solution type | Annual cost (Bn €) | Investment cost (Bn €) | Emissions (M-Ton CO₂/a) | Emission reduction in Energy sector (M-Ton CO₂/a) | Overall Relative reduction (%) |
|----------|---------------|--------------------|------------------------|-------------------------|-----------------------------------------------|-------------------------------|
| BAU case | Lowest emission | 5.52 | 45 | 2.75 | 12.09 | 21.83 |
|          | Cost-neutral | 2.89 | 28.60 | 4.34 | 10.51 | 18.97 |
|          | Least cost | 1.26 | 11.9 | 8.62 | 6.23 | 11.24 |
| DR case  | Lowest emission | 5.43 | 45 | 2.28 | 12.57 | 22.69 |
|          | Cost-neutral | 3.34 | 32.17 | 3.56 | 11.29 | 20.38 |
|          | Least cost | 0.94 | 13.24 | 8.18 | 6.67 | 12.04 |

FIGURE 12. Hourly dis-aggregated electricity generation profile for BAU case (w=0.5).

FIGURE 13. Investment decisions for Pareto-optimal solutions (a) Total investment cost (b) RESs capacity.

The breakdown of the annual cost for all optimal solutions in the Pareto-front is illustrated in Figure 14. The Figure reveals that total energy curtailments decrease for both high RESs curtailments. The investment decisions including the total investment cost over the planning horizon for each optimal solution are depicted in Figure 13, which clearly demonstrates that DR of TCLs has the potential to accommodate more RESs capacity as compared to the BAU case. It is worth noticing that DR acts to balance the investment between wind and solar power that is contrary to the BAU case where wind power significantly dominates the solar power in all solutions.

cases as the investment in RESs decreases. Undoubtedly, the curtailments are mainly caused by uncontrollable RESs. The load curtailment grows gradually towards the higher cost weight in the BAU case. Contrarily, DR is proved effective in lowering load curtailments, but at a relatively small cost, thanks to the flexibility of TCLs. The annual cost in the BAU case is more sensitive to lower weighting coefficients whereas the converse is true in the case of DR. Note that load curtailments have the highest cost after RESs investment. The least cost solution achieves 0.94TWh RESs curtailments and 80.32GWh load curtailments in the BAU case, while for the same solution, DR secures 0.57TWh RESs curtailments and 8.44GWh load curtailments implying significant relative improvement of 39.36% and 89.5% respectively. 80.32GWh corresponds to 0.09% and 8.44GWh corresponds to 0.01% of total annual electricity demand that also includes P2H conversion to supply DH. To avoid such load curtailments, electricity must be generated by back-up capacity or imported from neighboring countries.

Moreover, the higher investment in RESs also specifies that more electrification of the DH sub-sector is achieved. The evolution of emission-based DH and DEH for all Pareto-optimal solutions is sketched in Figure 15. The balance point is achieved at different cost weights for the two cases, but the trend is the same and conforms to RESs investments. DR ensures higher P2H conversion at all Pareto levels and the difference is prominent for the intermediate weighting coefficients. The sum of annual DH and DEH demand at
FIGURE 15. Amount of district heating and electrified heating demand in Pareto-optimal solutions.

all Pareto levels is equal to 34.5 TWh, i.e., total annual DH demand in the reference case. The DH production may exceed the demand and the surplus heat can be dumped to the sea, for instance.

FIGURE 16. Hourly DR loads in detached houses (a) Space heating (b) Electricity usage for DHW.

It is worth mentioning that space-heating loads are far more responsive compared to DHW loads and it is applicable both to detached houses and ABs. This flexibility is due to the high thermal time constant of well-insulated buildings that enable the thermal masses act as a small storage. For clarity, the hourly profile of DR loads in houses for the optimal solution corresponding to weighting factor of 0.5 are presented in Figure 16. The upward DR (load increment) and downward DR (load reduction) capability of TCLs, especially space heating loads, can be comprehended by distinguishing this profile from the BAU case (i.e., Figure 5). Their high ramp rate effectively balances the intermittency of RESs.

V. DISCUSSION

A. SCOPE AND ASSUMPTIONS

Finding an optimal solution for a system level planning problem is a challenging task due to the operational details of energy generation and demand. The P2H sector coupling and then, the temporal resolution further aggravates the problem. Hence, some simplifications must be made concerning the mix of energy system. Curtailment costs are studied as, after investments, these concern system operators and planners the most. We use the existing capacity of nuclear, hydro, CHP-industry and CHP-district heat power generation, with the hydro and DH cogeneration as a flexible form of generation to cope with the variability of RESs in this work. Although we have assumed the current Scandinavian 3GDH system in this study, but the role of CHP is also inevitable in the 4GDH system, being a flexible and essential technology [68]. Indeed, there are costs associated with the operation and commitment statuses of these generating units. Considering such costs require individual specification data including minimum generation level, ramping limits, minimum on and off times, maximum power capacity and, in case of CHPs, power to heat ratios etc. Due to a large number of such generators and the lack of access to the technical data of individual units, the detailed operating proves the effectiveness of considering 12 candidate locations in the optimization model. Such large number of candidate locations easily cater for the stochastic nature of weather inputs.

FIGURE 17. Minimum, median and maximum Pareto-solution levels for six distinct weather profiles.

FIGURE 18. Box-plot distribution of power capacity investments in the BAU case. (a) Wind power, (b) Solar power.
costs could not be incorporated in the optimization model. For instance, there are 108 CHP-district heat power plants and more than 200 hydroelectric power plants operating in Finland [57], [69].

In the Nordic region including Finland, generators participate in the Nord Pool to cover their operational and real time balancing costs. The Authors believe that the Nord Pool guarantees revenue adequacy to all generating units covered by the market. Consequently, the operational cost and the market revenue of individual generators is beyond the scope of this work. The scope of the study is limited to estimate the system level renewable energy investments for the cross-sectoral integration of electricity, DH and transport sub-sectors needed in relation to the emission reduction targets set by the EU. Further, the proposed formulation preserves the full chronology of the yearly time-series. Accordingly, in such a condition, considering operational details of the generation side can lead to computational intractability.

Moreover, Finland has transmission links with neighboring countries, such as Norway and Sweden. The electricity trade through transmission links also take place at the Nord Pool. About 98% of the total electricity production in Norway is based on RESs [70]. The electricity in Sweden mainly comes from nuclear power generation and renewables with a significant share of hydropower [71]. Hence, this nearly emission-free electricity represents a candidate of reserves that can be imported through the market platform to tackle the uncertainty and intermittency of solar and wind power. Please note that carbon emissions associated with the imported electricity needs to be considered where that electricity is produced. Such transmission interconnections are not considered in the model as it will result in under-estimation of carbon emissions produced in Finland. Further, the EU targets require individual actions from each member state. Hence, the case study is designed so that energy demands for electricity, DH and transport fuels can be met using domestic energy production, to guarantee that the renewable energy system can be accomplished without being dependent on electricity imports.

### B. DIRECT ELECTRICIFICATION OF TRANSPORT SUB-SECTOR

This work considered carbon emissions arising from three sub-sectors. After the electricity and DH sub-sectors, the transport sub-sector is the third highest contributor to carbon emissions. In 2017, the transport sub-sector shared 11.3Mtons (20%) of the total emissions in Finland. Currently, there are 2.7Million passenger cars in traffic use, out of which only 10,000 are electric cars [72]. Finland set a target of 250,000 EVs by 2035 to significantly cut carbon emissions in the non-ETS sector. However, the current policy is unable to achieve the desired results as contended by Etla, the Research Institute of the Finnish Economy [73]. Accordingly, we have considered 0.5 Million EVs in this study to emulate the effect of carbon emission reductions in relation to the direct electrification of the transport sub-sector.

### C. LOAD GROWTH

The electricity and DH demands are used as detailed in sub-section IV-A. Load growth over the 25-year horizon is not considered due to the following reasons.

1. The net electricity load growth in Finland over the last two decades is almost zero and the industrial electricity consumption over the past decade remained at a constant level [55].

2. One of the targets of the EU climate and energy framework for the 2030 horizon specifies at least 32.5% improvement in energy efficiency [74], that is why reducing the energy consumption of buildings is an important milestone of the decarbonization goal. It requires energy retrofits on the existing building stock to improve insulation and energy losses, thus decreasing the future energy demand [5], [11].

3. A population of 0.5 Million EVs is considered which is in line with the EU targets set for the non-ETS sector in Finland. This entails an annual demand increment of 1.38TWh, added over the annual electricity demand of 83.41TWh.

According to the aforementioned facts, the changes of present electricity demand are expected to be small in the foreseeable future. The growth of demand by EVs will at least partly compensate the electrical load reduction by energy efficiency measures. Due to sector coupling of power and heat, the total electricity demand will of course be increased as demonstrated in the simulation results.

### D. UTILIZATION OF EXCESS RENEWABLE GENERATION

According to the simulation results discussed in sub-section IV-C, investment decisions of wind and solar power for all case studies results in excess renewable generation which, if not utilized, must be curtailed. Such excess RESs generation is un-avoidable in optimal solutions when large-scale storage options are not considered. Contrarily, to achieve a solution accompanied with no excess generation, i.e., a perfect hourly match, the corresponding energy system (or sub-sector) optimization would require a significantly enormous storage size of the order of TWh, worth Billions of Euros. For instance, the work [7] quantified electric storage sizes of 10TWh and 3.7TWh to transform the Danish heating system to a 100% renewable using electric heating and heat pump options respectively. Such electric storages would require an investment cost of about €2000Bn and €750Bn respectively. These huge investments can be avoided by choosing a thermal storage of the same capacity instead, since in general, a thermal storage is much cheaper in terms of investment cost per unit of stored energy as compared to an electric storage [12]. Due to this fact, the option of 10TWh thermal storage would only cost €250Bn [7]. Such investment costs were additional to the investments needed in wind power capacity, heat pumps and network. Moreover, such huge investments would only transform the Danish heating system to a 100% renewable sub-sector. In practice, huge investment in a system or
sector-wide storage installation is not justified due to the following reasons:

i. Additional lifetime O&M costs, and storage losses in combination with low utilization.

ii. Besides storage capacity, the charging capability of such a storage needs to be compatible with the maximum level of renewable energy generation at any hour during the planning horizon. Designing huge storages for such high charging levels is not always possible.

iii. The total cost of the storage system is manyfold higher than the cost of renewable generation installations in the electricity grid.

Further, the above cited costs of heating system transformation imply to a small country, Denmark. Such costs will immensely soar when similar measures are done in relatively bigger countries, such as Sweden and Finland.

Due to such concerns, this work did not consider the storage as an investment option. Instead, the amount of excess renewable energy generation resulting from the model can be utilized to further mitigate emissions in sub-sectors. For clarity, the solution-wise annual excess RESs generation is listed in Table 2. Note that the cost-neutral solution in the BAU case yields total excess generation of 13.94TWh, i.e., 40% of the total DH demand in Finland (except industry-based). The corresponding excess hourly renewable generation is shown in Figure 19 which depicts that most of the excess generation occurs during the summer season when both electricity and heat demand are low. The excess generation level can approximately reach as high as 13GW. Although, this excess amount of generation is penalized in the objective function that contributed to the annuitized cost, but it can be utilized for further cross-sectoral integration, for example, power to gas applications to produce green gas and green liquid fuel using conversion technologies, i.e., besides direct electrification of the transport sub-sector [75], [76], or in the DH application involving thermal storage and seasonal storage [77], [78] as detailed in the following subsections. Utilizing this excess renewable generation would cut down both the annuitized cost and carbon emissions, according to (1)-(3).

1) POWER TO TRANSPORT (GAS AND LIQUID FUELS)

The current biomass resources are unable to satisfy the transport demand in the future renewable energy system due to their high demand for other purposes [79]. Moreover, direct electrification of the transport sub-sector, i.e., EVs, have limited potential and it cannot satisfy all the transport needs. Some parts of the sub-sector such as aviation and marine industry will still rely on liquid and/or gaseous fuels which can be produced by renewable energy. This challenge requires an additional coupling between electricity and transport sub-sectors. Electro fuels have been regarded as this needed additional link which connects variable renewable generation to large-scale fuel storage. Electro fuels store electrical energy as liquid or gaseous fuels. First, the fluctuating electricity is converted into hydrogen by the electrolysis of water. The hydrogen generated during electrolysis is an energy carrier and not an energy source. It is transformed into hydrocarbons (via biomass, biogas, or CO\textsubscript{2} hydrogenation) such as methane, methanol and other gaseous fuels [80]. The synthesized hydrogen can also be merged with a nitrogen source to produce ammonia. Such renewable fuels can be easily stored and transported. Liquid and gaseous fuel storage technologies are substantially cheaper than both electric and thermal storages [12]. Further, fuel cell electric vehicle (FCEV), powered by hydrogen generated from renewable energy, is a low emission mobility option and it is complementary to the battery EV with driving performance similar to the conventional vehicle.

The electrolysis is performed through an electrolyser. An electrolyser is a flexible load that can follow the intermittent generation of wind and solar and it can provide regulation power due to its fast response time (i.e., 100% ramp-up and down per second). A typical example is the proton exchange membrane (PEM) electrolyser consuming 58kWh electricity per kg of H\textsubscript{2} produced [81]. According to a Belgian case study [81], [82], an electrolyser with a power rating of 0.2MW can produce 900kg of H\textsubscript{2} daily, which is enough to refuel 25 buses powered by hydrogen fuel cells. The levelized cost of producing this hydrogen is expected to fall below US$ 4/kg for the electrolyser utilization rate exceeding 50% in the future scenario [81].
From this point of departure, 13.94TWh excess renewable generation for cost-neutral solution simulated in this work can produce 2.61M-Tons H\textsubscript{2} per annum which is quite enough to meet the annual fuel demand of a few Million FCEVs and several thousand buses. Such dynamics endorse the utilization of excess renewable generation for power to gaseous and liquid fuel conversion at the expense of cheap storage technologies.

2) DISTRICT HEATING STORAGE

The district heating (DH) storage includes large steel water tanks, thermal inertia of connected buildings, seasonal storage associated with solar thermal plants and long-term storage in boreholes and pits [83]. As depicted in the simulation results, most of the excess renewable generation occurs in the summer season, therefore it is well suitable to utilize in seasonal thermal storage in connection to district heating. However, the major thermal storage capacity is offered by the water in the thermal grid itself. DH companies sometimes increase the forward temperature prior to the peak hours. As an example, increasing the forward temperature by 10\degree C leads to a storage capacity of 2.6TWh, which is substantial as compared to the annual DH demand [7]. Similar storage capacity can be harnessed in the Finnish thermal grid by utilizing excess renewable generation. Such an inherent storage does not need any investment. Besides excess renewable generation, the cost-neutral solution in the BAU case yields 390.8GWh excess heat produced by the CHP generation due to cogeneration and flexibility constraints (9) and (15) respectively. This excess heat utilization can cut down operation of CHP units and boilers to bring about further emission and fuel savings [84]. Consequently, CHP units can operate on more markets in different time horizons to make adequate profit [85].

Besides storages, the future smart thermal grid necessitates the heat distribution among low-energy buildings via the DH network, i.e., two-way DH [15], [16]. This feature also endorses the concept of net zero energy buildings (NZEB) supplemented by coordination with the heat network. The hot water storage tanks and solar power installations in the future buildings would offer a great potential to exchange heat energy as well. The cross-sectoral integration involving DH network and storages can also enhance the benefits of cross-border transmission interconnections, since the excess renewable generation can be used anywhere in the system which results in further flexibility [86].

VI. CONCLUSION

In this work, the coupling between electricity, district heat and transport sub-sectors is studied from system’s perspective by considering both the smart grid and energy system’s strategy. The proposed framework aims to jointly minimize the RESs investment cost and the carbon emissions, as this issue being a matter of prime importance to the EU. Detailed simulations were performed to retain the correlations among various parameters and preserve the chronology. The results from the Finnish case study show that utilizing the flexibility offered by electricity cogeneration in DH system can bring significant benefits in the form of cost and emission reduction. DR of TCLs, particularly space heating loads are capable to provide further aid by accommodating more RESs capacity at relatively lower annual cost. Alternatively, DR enrollment can be tuned by the aggregator according to the preferable objective as it is not obvious that it would remarkably outperform in both objectives at all Pareto levels against the BAU case. The important results are highlighted as under:

- Simulation results proved that DR benefits are more tailored towards power quality improvements such as load curtailment reductions. Compared with the reference case, the proposed framework under DR is capable to reduce the total investment cost by one-half for the same amount of emissions, i.e., €25.76Bn cost in the reference case reduced to just €13.24Bn in the least-cost solution. Such an investment corresponds to an overall emission reduction of 12.04% in Finland.

- Moreover, the excess renewable generation resulting from the investments can be further utilized, for instance, by exporting to neighboring countries or in power to gaseous and liquid fuel applications, resulting in further decrease of carbon emissions. The excess renewable generation, as simulated for the Finnish case, is substantial to mitigate emissions in the transport sub-sector requiring relatively smaller investments in hydrogen-based technology. In addition, the inherent storage capacity in the thermal grid can be utilized for short-term storage of excess renewable generation without requiring any additional cost.

- The obtained optimal solutions in this study outperform in both the investment cost and carbon emission reductions when compared with the retrofitting of the Finnish building stock limited to apartment buildings and detached houses [5], [11], as discussed in Section I.

- Lastly, due to flexibility requirements in the electrical grid, 100% renewable electricity system and consequently 100% renewable energy system is not practically possible. An economical option is to find a balance between investment costs and carbon emissions while creating synergies among various sub-sectors in the energy system, following the utilization of excess renewable generation and heat, further linking sub-sectors to promote more emission reductions and fuel savings.

In the future, the DH system shall be further explored in the context of 4GDH. The option of storages in the form of heat wells (1-2km deep) installed in DH system shall be considered to estimate the power sink and resource capability for RESs integration and further reduction in carbon emissions. Further, the effect of DR penetration shall be studied on investments and curtailments. Moreover, load flows shall be incorporated to study the impact of high RESs.
penetration on low voltage ride through (LVRT) performance according to grid codes.
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