BOUNDARY NULL-CONTROLLABILITY OF 1D LINEARIZED COMPRESSIBLE NAVIER-STOKES SYSTEM BY ONE CONTROL FORCE
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ABSTRACT. In this article, we study the boundary null-controllability properties of the one-dimensional linearized (around \((Q_0, V_0)\) with constants \(Q_0 > 0, V_0 > 0\)) compressible Navier–Stokes equations in the interval \((0, 1)\) when a control function is acting either on the density or velocity component at one end of the interval. We first prove that the linearized system, with a Dirichlet boundary control on the density component and homogeneous Dirichlet boundary conditions on the velocity component, is null-controllable in \(H^s_{\text{per}}(0, 1) \times L^2(0, 1)\) for any \(s > \frac{1}{2}\) provided the time \(T > 1\), where \(H^s_{\text{per}}(0, 1)\) denotes the Sobolev space of periodic functions. The proof is based on solving a mixed parabolic-hyperbolic moments problem and to do so, we perform a spectral analysis for the associated adjoint operator which is the main involved part of this work. As a corollary, we have also shown that the system is approximately controllable in \(L^2(0, 1) \times L^2(0, 1)\) when \(T > 1\).

On the other hand, assuming that the density is equal on the two boundary points w.r.t. time, when a control is applied on the velocity part through a Dirichlet condition, we can only able to prove that the system is null-controllable in a strict subspace of finite codimension \(H \subset H^s_{\text{per}}(0, 1) \times L^2(0, 1)\) for \(s > \frac{1}{4}\) when \(T > 1\). More precisely, in this case we are able to prove that all the eigenfunctions of the associated adjoint operator are observable for high frequencies whereas for the lower frequencies we are unable to conclude anything. A parabolic-hyperbolic joint Ingham-type inequality which we prove in this article, leads to an observability inequality in the space \(H^*\) and the controllability result follows. The significant point is that the moments method does not yield a better space for the null-controllability when a control acts on the velocity part.
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1
1. Introduction and main results

1.1. The system under study. The Navier-Stokes system for a viscous compressible isentropic fluid in \((0, L)\) is

\[
\begin{aligned}
&\rho_t + (\rho u)_x = 0 & \quad & \text{in } (0, +\infty) \times (0, L), \\
&\rho(a_t + u_x) + (p(\rho))_x - \nu u_{xx} = 0 & \quad & \text{in } (0, +\infty) \times (0, L),
\end{aligned}
\]

where \(L > 0\) denotes the finite length of the interval, \(\rho\) is the fluid density and \(u\) is the velocity. The viscosity of the fluid is denoted by \(\nu > 0\) and we assume the pressure \(p\) satisfies the constitutive law \(p(\rho) = a\rho^\gamma\) for \(a > 0\) and \(\gamma \geq 1\). The Navier-Stokes equations linearized around some constant steady state \((Q_0, V_0)\) (with \(Q_0 > 0, V_0 > 0\)) are

\[
\begin{aligned}
&\rho_t + V_0\rho_x + Q_0 u_x = 0 & \quad & \text{in } (0, +\infty) \times (0, L), \\
&u_t - \frac{\nu}{Q_0} u_{xx} + V_0 u_x + a\gamma Q_0^{-2}\rho_x = 0 & \quad & \text{in } (0, +\infty) \times (0, L).
\end{aligned}
\]

Now, if we consider the change of variables

\[
\rho(t, x) \to \alpha \rho(\beta t, \delta x), \quad u(t, x) \to u(\beta t, \delta x), \quad \forall (t, x) \in (0, +\infty) \times (0, L),
\]

with the following choices of \(\alpha, \beta, \delta > 0\),

\[
\alpha := \left(a\gamma Q_0^{-3}\right)^{-1/2}, \quad \beta := \frac{Q_0 V_0^2}{\nu}, \quad \delta := \frac{Q_0 V_0}{\nu},
\]

the system (1) simplifies to

\[
\begin{aligned}
&\rho_t + \rho_x + bu_x = 0 & \quad & \text{in } (0, +\infty) \times (0, \delta L), \\
&u_t - u_{xx} + u_x + b\rho_x = 0 & \quad & \text{in } (0, +\infty) \times (0, \delta L),
\end{aligned}
\]

with \(b = \frac{Q_0}{L^2} \left(a\gamma Q_0^{-3}\right)^{1/2}\).

In this article, we study boundary null-controllability properties of the above system (2) using the spectral methods. This is the reason we consider \(b = 1\) which makes our spectral computations a bit easier and more clear.

Let \(T > 0\) be a finite time (larger than 1) and we will work in the domain \((0, T) \times (0, 1)\). We work with the space domain \((0, 1)\), again for performing slightly comfortable spectral analysis for the associated adjoint operator. The same can be done in the interval \((0, \delta L)\).

Control on density. We now write the first problem below.

\[
\begin{aligned}
&\rho_t + \rho_x + u_x = 0 & \quad & \text{in } (0, T) \times (0, 1), \\
&u_t - u_{xx} + u_x + \rho_x = 0 & \quad & \text{in } (0, T) \times (0, 1), \\
&\rho(t, 0) = h(t) & \quad & \text{for } t \in (0, T), \\
&u(t, 0) = 0, u(t, 1) = 0 & \quad & \text{for } t \in (0, T), \\
&\rho(0, x) = \rho_0(x), \quad u(0, x) = u_0(x) & \quad & \text{for } x \in (0, 1),
\end{aligned}
\]

where \(h\) is a control acting on the boundary point \(x = 0\) only on the density part through a Dirichlet condition, \((\rho_0, u_0)\) is given initial data from some suitable Hilbert space.

The main goal is to study the null-controllability property of the system (3) at given time \(T > 0\) which is sufficiently large.

**Definition 1.1.** Let us prescribe the notions of null- and approximate controllability for the system (3).

- The system (3) is said to be boundary null-controllable at a finite time \(T > 0\), if for any given initial state \((\rho_0, u_0)\) in some suitable Hilbert space, there exists a control \(h\) such that the solution \((\rho, u)\) to (3) can be driven to 0 at the time \(T\), that is,

\[
(\rho(T, x), u(T, x)) = (0, 0), \quad \forall x \in (0, 1).
\]

- The system (3) is said to be boundary approximately controllable at a finite time \(T > 0\), if for any given initial state \((\rho_0, u_0)\) and final state \((\rho_T, u_T)\) in some suitable Hilbert space, and \(\epsilon > 0\), there exists a control \(h \in L^2(0, T)\) such that the solution \((\rho, u)\) to (3) satisfies

\[
\| (\rho(T), u(T)) - (\rho_T, u_T) \| \leq \epsilon.
\]
To study the main control problem (3), we shall first consider the following auxiliary control system

\[
\begin{align*}
\rho_t + \rho_x + u_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho_t - u_{xx} + u_x + \rho_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho(t, 0) &= \rho(t, 1) + p(t) \quad \text{for } t \in (0, T), \\
u(t, 0) &= 0, u(t, 1) = 0 \quad \text{for } t \in (0, T), \\
\rho(0, x) &= \rho_0(x), \ u(0, x) = u_0(x) \quad \text{for } x \in (0, 1).
\end{align*}
\]

where \( p \) is a control exerted through the condition \( \rho(t, 0) = \rho(t, 1) + p(t) \).

We shall prove that there is a control \( p \in L^2(0, T) \) which drives the solution \((\rho, u)\) to our new system (4) to \((0, 0)\). Then, by showing \( \rho(t, 1) \in L^2(0, T) \) we shall consider \( h(t) = \rho(t, 1) + p(t) \) and this \( h \in L^2(0, T) \) will act as a boundary control for the system (3). This idea has already been used in several works, see for instance [7], [17]. Therefore, our goal is to prove the null-controllability of the new system (4). The reason behind introducing such an auxiliary system is to obtain good spectral properties of the associated adjoint operator. The spectral behavior of the operator with purely Dirichlet conditions are really obscure and thus we introduce different boundary conditions as in (4) which is helpful to understand the eigenvalues-eigenfunctions of the operator in more concrete way.

**Control on velocity.** We also consider the following system

\[
\begin{align*}
\rho_t + \rho_x + u_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho_t - u_{xx} + u_x + \rho_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho(t, 0) &= \rho(t, 1) \quad \text{for } t \in (0, T), \\
u(t, 0) &= 0, u(t, 1) = q(t) \quad \text{for } t \in (0, T), \\
\rho(0, x) &= \rho_0(x), \ u(0, x) = u_0(x) \quad \text{for } x \in (0, 1).
\end{align*}
\]

with a control \( q \) acting on one boundary point through the velocity component \( u \). Here we assume that the density of the fluid is equal on the boundary points \( x = 0 \) and \( x = 1 \) w.r.t. time. In this case, the notion of null-controllability can be written as:

**Definition 1.2.** The system (5) is said to be boundary null-controllable at a finite time \( T > 0 \), if for any given initial state \((\rho_0, u_0)\) from some suitable Hilbert space, there exists a control \( q \) such that the solution \((\rho, u)\) can be driven to \((0, 0)\) at the time \( T \), that is, \((\rho(T, x), u(T, x)) = (0, 0)\) for all \( x \in (0, 1)\).

Before going to present the main controllability results associated to the problem (3) or (5), let us describe the functional framework for our systems.

### 1.2. Functional spaces.

Let \( I \subset \mathbb{R} \) be any non-empty open interval and \( L^2(I) \) be the space of all measurable functions which are square integrable on \( I \). For any \( s > 0 \), we also introduce the following Sobolev space

\[
H^s_{per}(I) = \left\{ \phi \in L^2(I) : \phi = \sum_{m \in \mathbb{Z}} c_m e^{2\pi i m x} \text{ and } \sum_{m \in \mathbb{Z}} \left( 1 + \frac{4\pi^2 m^2}{|I|^2} \right)^s |c_m|^2 < +\infty \right\},
\]

where \(|I|\) denotes the length of the interval \( I \), with the norm defined on it by

\[
\|\phi\|_{H^s_{per}(I)} = \left( \sum_{m \in \mathbb{Z}} \left( 1 + \frac{4\pi^2 m^2}{|I|^2} \right)^s |c_m|^2 \right)^{\frac{1}{2}}.
\]

Each coefficient \( c_m \) is given by

\[
c_m = \int_I e^{2\pi i m x} \phi(x) dx, \quad \forall m \in \mathbb{Z}.
\]

Next, by \( H^{-s}_{per}(I) \), we denote the dual of \( H^s_{per}(I) \) (with respect to the pivot space \( L^2(I) \)) and the norm of any element \( \psi \in H^{-s}_{per}(I) \) is defined by

\[
\|\psi\|_{H^{-s}_{per}(I)} = \left( \sum_{m \in \mathbb{Z}} \left( 1 + \frac{4\pi^2 m^2}{|I|^2} \right)^{-s} |c_m|^2 \right)^{\frac{1}{2}},
\]

where

\[
c_m = \left\langle \psi(\cdot), e^{2\pi i m \cdot} \right\rangle_{H^s_{per}(I), H^{-s}_{per}(I)}, \quad \forall m \in \mathbb{Z}.
\]
Let us write the underlying operator associated with the control system (4), given by

\[ A = \begin{pmatrix} -\partial_x & -\partial_x \\ -\partial_x & \partial_{xx} - \partial_x \end{pmatrix}, \]

with its domain

\[ D(A) = \left\{ \Phi = (\xi, \eta) \in H^1((0,1) \times H^2((0,1) : \xi(0) = \xi(1), \ \eta(0) = \eta(1) = 0) \right\}. \]

The adjoint of the operator \( A \) has the following formal expression

\[ A^* = \begin{pmatrix} \partial_x & \partial_x \\ \partial_x & \partial_{xx} + \partial_x \end{pmatrix}, \]

yet with the same domain \( D(A^*) = D(A) \), given by (9).

1.3. **Notations.** Throughout the paper, \( C > 0 \) denotes the generic constant that may vary from line to line and may depend on \( T \). For the Hilbert space \( H^s(0,1) \) with \( s \geq 0 \), \( H^s(0,1) \) contains the elements with mean zero, i.e., \( \phi \in H^s(0,1) \) means \( \phi \in H^s(0,1) \) with \( \int_0^1 \phi = 0 \).

1.4. **Main results.** This section is devoted to announce the main results of our present work.

**Theorem 1.3** (Dirichlet control on density). Let be any \( s > \frac{1}{2} \). Then, for any time \( T > 1 \) and any given initial state \((\rho_0, u_0) \in H^s_{per}(0,1) \times L^2(0,1)\), there exists a boundary control \( h \in L^2(0,T) \) acting through the density component such that the system (3) is null-controllable at time \( T \).

As a corollary of the null-controllability result, we shall prove an approximate controllability of our system when a Dirichlet control is acting on the density part. More precisely, we have the following.

**Corollary 1.4.** The system (3) is approximately controllable at time \( T > 1 \) in the space \( L^2(0,1) \times L^2(0,1) \).

As indicated earlier, to prove Theorem 1.3, we first prove the null-controllability of the system (4) with a modified boundary condition. The associated result is given below.

**Theorem 1.5** (Controllability of the auxiliary system). Let be any \( s > \frac{1}{2} \). Then, for any time \( T > 1 \) and any given initial state \((\rho_0, u_0) \in H^s_{per}(0,1) \times L^2(0,1)\), there exists a boundary control \( p \in L^2(0,T) \) acting on the density component such that the system (4) is null-controllable at time \( T \).

To prove the above theorem, we shall use the so-called moments technique and the heart of which is the detailed spectral analysis of the adjoint operator associated with the system (4). We split this spectral study into two sections for lesser difficulty to read. Sections 3 and 7 are devoted for the spectral analysis of the concerned operator. The significant point is that there are three sets of eigenvalues: a parabolic part that contains the eigenvalues \( \lambda \) such that asymptotically \( \Re(\lambda) \) behaves like \(-k^2\pi^2 \) (\( k \in \mathbb{N} \)) while \( \Im(\lambda) \) is bounded; a hyperbolic part that contains eigenvalues \( \lambda \) such that asymptotically \( \Im(\lambda) \) behaves like \( 2k\pi \) (\( k \in \mathbb{Z} \)) while \( \Re(\lambda) \) is a convergent sequence; and a finite set of lower frequencies.

With this spectrum of \( A^* \), we solve a parabolic-hyperbolic mixed moments problem adapting a result of [29] and this will prove the null-controllability of the system (4) when a control is acting on density.

Indeed, thanks to the mentioned properties of the spectrum of the adjoint operator, we prove a parabolic-hyperbolic combined Ingham-type inequality in our paper, which has its independent interest. As a consequence, we shall prove a null-controllability result (partially) when a control function is being applied on the velocity part.

We have the following result.

**Proposition 1.6** (A combined Ingham-type inequality). Let \( \{\lambda_k\}_{k \in \mathbb{N}^*} \) and \( \{\gamma_k\}_{k \in \mathbb{Z}} \) be two sequences in \( \mathbb{C} \) with the following properties: there is \( N \in \mathbb{N}^* \), such that

(i) for all \( k, j \in \mathbb{Z} \), \( \gamma_k \neq \gamma_j \) unless \( j = k \) ;
(ii) \( \gamma_k = \beta + 2k\pi i + \nu_k \) for all \( |k| \geq N \);

where \( \beta \in \mathbb{C} \) and \( \{\nu_k\}_{|k| \geq N} \in \ell^2 \).

Also, there exists constants \( A_0 \geq 0 \), \( B_0 \geq \delta > 0 \) and some \( \epsilon > 0 \) for which \( \{\lambda_k\}_{k \in \mathbb{N}^*} \) satisfies

(i) for all \( k, j \in \mathbb{N}^* \), \( \lambda_k \neq \lambda_j \) unless \( j = k \);
(ii) \( -\frac{\Re(\lambda_k)}{\Im(\lambda_k)} \geq \tilde{c} \) for some \( \tilde{c} > 0 \) and \( k \geq N \);
(iii) there exists some \( r > 1 \) such that \( |\lambda_k - \lambda_j| \geq \delta |j^r - j^r| \) for all \( k \neq j \) with \( k, j \geq N \) and
(iv) \( \epsilon (A_0 + B_0k^r) \leq |\lambda_k| \leq A_0 + B_0k^r \) for all \( k \geq N \).
We also assume that the families are disjoint, i.e.,

\[ \{ \gamma_k, k \in \mathbb{Z} \} \cap \{ \lambda_k, k \in \mathbb{N}^* \} = \emptyset. \]

Then, for any time \( T > 1 \), there exists a positive constant \( C \) depending only on \( T \) such that

\[
\int_0^T \left| \sum_{k \in \mathbb{N}^*} a_k e^{\lambda_k t} + \sum_{k \in \mathbb{Z}} b_k e^{\gamma_k t} \right|^2 dt \geq C \left( \sum_{k \in \mathbb{N}^*} |a_k|^2 e^{2\lambda_k T} + \sum_{k \in \mathbb{Z}} |b_k|^2 \right),
\]

for all sequences \( \{a_k\}_{k \in \mathbb{N}^*} \) and \( \{b_k\}_{k \in \mathbb{Z}} \) in \( l^2 \).

**Remark 1.7.** The Ingham-type inequality (11) is similar to the one in [43, Lemma 4.1] or [44, Lemma 4.1] and [32, Theorem 1.1] but for different sequences \( \lambda_k, \gamma_k \). In our case, we assume some general assumptions on the sequences and as far as we know, no direct proof of the inequality (11) is available in the literature.

Although the above Ingham-type inequality (11) is not really helpful to determine the controllability of the system when a control exerts on the density part but it gives some partial result when a control input is acting on the velocity part.

The main result concerning the control on velocity is the following.

**Theorem 1.8 (Dirichlet Control on velocity).** Let be any \( s > \frac{1}{2} \). Then, there exists a subspace \( \mathcal{H} \subset H^s_{per}(0,1) \times L^2(0,1) \) of finite codimension such that for any time \( T > 1 \) and any given initial state \((\rho_0, u_0) \in \mathcal{H} \), there exists a boundary null-control \( q \in L^2(0,T) \) acting on the velocity component such that the system (5) is null-controllable at time \( T \).

The space \( \mathcal{H} \) is defined later in (92). To prove the above result, we use the Ingham-type inequality (11). In this case, the moments technique does not give a sharper result in the sense that we need larger values of \( s \) to prove the subspace controllability.

The reason behind such restriction to the subspace \( \mathcal{H} \) is the following. In this case, we can only allow to show that for higher frequencies of eigenvalues, the eigenfunctions are observable and the observation terms have the required lower bounds. But for lower frequencies, it is hard to conclude anything. Thus, we have to omit the span of those finite number of eigenmodes from the main Hilbert space. However, this difficulty does not occur when a control is acting on the density part and thus, in that case we obtain the required controllability result in the full space.

1.5. Literature on the controllability results related to the compressible Navier-Stokes equations.

In the past few years, the controllability of the compressible and incompressible fluids have become a very significant topic to the control community. Fernández-Cara et al. [25] proved the local exact distributed controllability of the Navier-Stokes system when a control is supported in a small open set; see also the references therein. A local null-controllability result of 3D Navier-Stokes system with distributed control having two vanishing components has been addressed in [18] by J.-M. Coron and P. Lissy. Badra et al. [5] proved the local exact controllability to the trajectories for non-homogeneous (variable density) incompressible 2D Navier-Stokes equations using boundary controls for both density and velocity.

In the case of compressible Navier-Stokes equations, we first mention the work by E. V. Amosova [1] where she considered a compressible viscous fluid in 1D w.r.t. the Lagrangian coordinates with zero boundary condition on the velocity and an interior control acting on the velocity equation. She proved a local exact controllability result when the initial density is already on the targeted trajectory.

Ervedoza et al. [23] proved a local exact controllability result for the 1D compressible Navier-Stokes system in a bounded domain \((0,L)\) for regular initial data in \(H^3(0,L) \times H^3(0,L)\) with two boundary controls, when time is large enough. This result has been improved in [24] by choosing the initial data from \(H^1(0,L) \times H^1(0,L)\); see also a generalized result [22] for dimensions 2 and 3.

We also refer that Chowdhury, Ramaswamy and Raymond [15] established a null-controllability and stabilizability result of a linearized (around a constant steady-state \((Q_0,0), Q_0 > 0\) 1D compressible Navier-Stokes equations. The authors proved that their system is null-controllable for regular initial data by a distributed control acting everywhere in the velocity equation. Their result is proved to be sharp in the following sense: the null-controllability cannot be achieved by a localized interior control (or by a boundary control) acting on the velocity part.

Martin, Rosier and Rouchon in [37] considered the wave equation with structural damping in 1D; using the spectral analysis and method of moments, they obtained that their equation is null-controllable.
with a moving distributed control for regular initial conditions in $H^{s+2} \times H^s$ for $s > 15/2$ at sufficiently large time. See also [8] for the higher dimensional case. The 1D compressible Navier–Stokes equations linearized around a constant steady state with periodic boundary conditions is closely related to the structurally damped wave equation studied in [37]. Chowdhury and Mitra [12] studied the interior null-controllability of the linearized (around constant steady state $(Q_0, V_0)$, $Q_0 > 0$, $V_0 > 0$) 1D compressible Navier–Stokes system with periodic boundary conditions. Following the approach of [37], the authors [12] established that their system is null-controllable by a localized interior control when the time is large enough, and for regular initial data in $\dot{H}_{per}^{s+1} \times H_{per}^s$ with $s > 13/2$. They also achieved that the system is approximately controllable in $\dot{L}^2 \times L^2$ using a localized interior control and is null-controllable using periodic boundary control with regular initial data $\dot{H}_{per}^{s+1} \times H_{per}^s$ for $s > 9/2$.

In [13], Chowdhury, Mitra, Ramaswamy and Renardy considered the one-dimensional compressible Navier–Stokes equations linearized around a constant steady state $(Q_0, V_0)$, $Q_0 > 0$, $V_0 > 0$, with homogeneous periodic boundary conditions in the interval $(0, 2\pi)$. They proved that the linearized system with homogeneous periodic boundary conditions is null-controllable in $H_{per}^1 \times L^2$ by a localized interior control when the time $T > \frac{2\pi}{\omega}$. Moreover, in their work the distributed null-controllability result in $H_{per}^1 \times L^2$ is sharp in the sense that the controllability fails in $H_{per}^2 \times L^2$ for any $0 \leq s < 1$. As usual, the large time for controllability is needed due to the presence of transport part and indeed, the null-controllability fails for small time, see [36].

Chowdhury [9] considered same linearized Navier–Stokes system around $(Q_0, V_0)$ with $Q_0 > 0$, $V_0 > 0$ in $(0, L)$ with homogeneous Dirichlet boundary conditions and an interior control acting only on the velocity equation on a open subset $(0, l) \subset (0, L)$. He proved the approximate controllability of the linearized system in $L^2(0, L) \times L^2(0, L)$ with a localized control in $L^2(0, T; L^2(0, l))$ when $T > \frac{2l}{\omega}$. In the context of the controllability of coupled transport-parabolic system (which is the main feature of linearized compressible Navier-Stokes equations), we must mention the work [34] by Lebeau and Zuazua where the distributed null-controllability of Thermoelectricity system has been studied. More recently, Beauchard, Koenig and Le Balch [6] considered the linear parabolic-transport system with constant coefficients and coupling of order zero and one with locally distributed controls posed on the one-dimensional torus $T$. Following the approach of Lebeau and Zuazua [34], they proved the null-controllability at sufficiently large time when there are as many controls as equations. On the other hand, when the control acts only on the transport (resp. parabolic) component, they obtained an algebraic necessary and sufficient condition on the coupling term for the null-controllability, and their controllability studies based on a detailed spectral analysis. According to the more general result established in [6], we can say that for a $2 \times 2$ coupled parabolic-transport system (with periodic boundary conditions), the null-controllability with one localized interior control holds true in $L^2(T) \times L^2(T)$ (resp. in $H^2(T) \times H^2(T)$) when the control acts only on the transport (resp. parabolic) component.

For the one-dimensional compressible Navier-Stokes system of non-barotropic fluids, linearized around a constant steady state with null velocity, the lack of null controllability by localized interior or boundary control is proved in [36]. The same occurs in a short time for the steady states with non-zero velocity. One may find few stabilization results for linearized compressible Navier-Stokes system available in [2], [10, 11, 15], [39, 40].

1.6. Our approach and achievement of the present work. As mentioned earlier, in compressible Navier-Stokes system, the interesting feature is the coupling between first order transport equation and second order momentum equation of parabolic type. Thermoelectric systems, viscoelastic fluid models are also examples of coupled system involving both transport and parabolic effects. Note that the transport equation is of first order (lack of regularity occurs) and it has Dirichlet condition only a part of the boundary in the system (3). This makes our system more complicated to handle compare to the case of coupled heat-wave equations. Because of that we need to consider the auxiliary control problem (4) which allows us to obtain the spectral analysis of the associated adjoint operator in a concrete way, though it is intricate to study. It was shown in [12, 13] that the linearized compressible Navier-Stokes system with Periodic-Periodic boundary conditions, there is a sequence of generalize eigenfunctions of the associated adjoint operator that forms a Riesz Basis for the state Hilbert space. The success in obtaining this result lies in the simplicity of the corresponding characteristic equations as well as the explicit structure of all eigenfunctions in terms of Fourier basis.
However, for our operator \((A^*, D(A^*))\) (defined in (10)), the characteristic equation is a third order ODE and the eigenvalue equation is a non-standard transcendental equation which are difficult to analyze. In fact, the method (invariant subspace idea) used in [12, 13] is not practically applicable to this case. But, we manage to compute the eigenfunctions and eigenvalues at least asymptotically. Then, by using an abstract result of perturbation of Riesz basis due to B.-Z. Guo [27], we are able to develop the Riesz Basis property of our set of eigenfunctions.

To study the boundary controllability, we mention that the usual extension method is not really convenient for the Navier-Stokes system. This is because when we put one interior control in the system upon extending the domain, then restricting the solution on the boundary will give rise to two boundary controls for the system. In this context, we refer some earlier null-controllability results [40], [23], [24] with one interior control or two boundary controls both for density and velocity.

The main interest in the present work is that we directly handle the boundary controllability with only one control acting on the density or velocity part. Moreover, using the moments method, we achieve the null-controllability for our system (4) (consequently, (3)) starting with the initial space \(H_{per}^s(0, 1) \times L^2(0, 1)\) for \(s > 1/2\) which is a good gain of this work compared to the existing works of similar setting as mentioned in Section 1.5. Although, when a control acts on the velocity part, our limitation is that we can achieve the null-controllability on a strict subspace (of finite codimension) \(\mathcal{H} \subset H_{per}^s(0, 1) \times L^2(0, 1)\) for \(s > 1/2\). The joint parabolic-hyperbolic Ingham-type inequality in Proposition 1.6 will help us to deduce this result. In any case, to the best of our knowledge, the null-controllability with a boundary control in density/velocity through Dirichlet condition has been handled for the first time in this work.

1.7. Paper organization. The paper is organized as follows.
- In Section 2, we discuss the well-posedness results of the main systems and some associated results have been proved in the Appendix.
- We split the spectral analysis for the associated adjoint operator into two sections for the ease of reading. Section 3 contains a short description of the spectral properties whereas the detailed analysis with the main proofs are prescribed in Section 7.
- In Section 4, we obtain the lower bounds for the observation terms which are crucial to determine the null-controllability for the system (4) or (5).
- Then, Section 5 is devoted to prove the null-controllability of the system (4), that is Theorem 1.5 (and consequently of (3), i.e., Theorem 1.3) using the method of moments. To be precise, we solve a set of mixed parabolic-hyperbolic moments problem to obtain the required result. Then, we prove the approximate controllability result, namely Corollary 1.4 in Section 5.3.
- In Section 6, we prove the joint Ingham-type inequality given by Proposition 1.6 and as a consequence, we have shown the partial null-controllability result for the system (5) when a control acts on the velocity, namely Theorem 1.8.
- Finally, the appendix contains several useful results related to our work. In Appendix A, we give the proof of the well-posedness results for our control problem. In Appendix B, we prove that the resolvent to the adjoint operator \(A^*\) (or, the operator \(A\)) associated to our control system is compact. To this end, in Appendix C, we recall some important results from the work [29] regarding the solvability of mixed parabolic-hyperbolic moments problem. Appendix D contains some hidden regularity result for the system (4) (namely, showing that \(\rho(t, 1) \in L^2(0, T)\)) which allows us to show the controllability of the main system (3) once we have the controllability for the system (4).

2. Well-posedness of the system

Let us first recall the operator \(A^*\) defined by (10). Then, we write the adjoint system associated to the control problem (4): let \((\sigma, v)\) be the adjoint state and the system reads as

\[
\begin{align*}
-\sigma_t - \sigma_x - v_x &= f \quad \text{in } (0, T) \times (0, 1), \\
-v_t - v_{xx} - v_x - \sigma_x &= g \quad \text{in } (0, T) \times (0, 1), \\
\sigma(t, 0) &= \sigma(t, 1) \quad \text{for } t \in (0, T), \\
v(t, 0) &= v(t, 1) = 0 \quad \text{for } t \in (0, T), \\
\sigma(T, x) &= \sigma_T(x), \quad v(T, x) = v_T(x) \quad \text{for } x \in (0, 1).
\end{align*}
\]

(12)

Shortly, one may express it by

\[
-\mathcal{V}'(t) = A^*V(t) + F(t), \quad \forall t \in (0, T), \quad V(T) = V_T,
\]

(13)
where the state is \( V := (\sigma, v) \), given final data is \( V_T := (\sigma_T, v_T) \) and source term is \( F := (f, g) \).

To show the well-posedness of the solution to (4), let us first write the following lemma.

**Lemma 2.1.** The operator \( A \) (resp. \( A^* \)) is maximal dissipative in \( L^2(0, 1) \times L^2(0, 1) \), that is, \( (A, D(A)) \) (resp. \( (A^*, D(A^*)) \)) generates a strongly continuous semigroup of contractions in \( L^2(0, 1) \times L^2(0, 1) \).

The proof of Lemma 2.1 can be done in a standard fashion. For the sake of completeness, we give the proof in Appendix A.1.

To prove the existence and uniqueness of solution to the control system (4), it is enough to consider \( V_T = (0, 0) \) in (13). With this, we first write the following result concerning the existence of unique solution to the adjoint system (13).

**Proposition 2.2.** For any given \( F := (f, g) \in L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \), there exists a unique weak solution \( V := (\sigma, v) \) to the system (13) in the space \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; H_0^1(0, 1)) \).

Moreover, the map \( F \mapsto V \) is linear and continuous from \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \) to \( C([0, T]; L^2(0, 1)) \times [C([0, T]; L^2(0, 1)) \cap L^2(0, T; H_0^1(0, 1))].

Once we have the existence of semigroup defined by \( (A^*, D(A^*)) \) (as per Lemma 2.1), then the proof of the above proposition can be adapted from the work [26, Chap IV, Sec. 4.3]. We omit the details here.

Now, we can define the notion of solutions to the control systems (4) and (5) in the sense of transposition (see for instance [16]) where a non-trivial boundary source term is appearing.

**Definition 2.3.**

- For given initial state \( U_0 := (p_0, u_0) \in L^2(0, 1) \times L^2(0, 1) \) and boundary data \( p \in L^2(0, T) \), a function \( U := (\rho, u) \in L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \) is a solution to the system (4) if for any given \( F := (f, g) \in L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \), the following identity holds true:

\[
\int_0^T \int_0^1 \rho(t, x)f(t, x)dxdt + \int_0^T \int_0^1 u(t, x)g(t, x)dxdt = \langle U_0(\cdot), V(0, \cdot) \rangle_{L^2 \times L^2} + \int_0^T \sigma(t, 1)p(t)dt,
\]

where \( V := (\sigma, v) \) is the unique weak solution to the adjoint system (13) with \( V_T = (0, 0) \).

- For given initial state \( U_0 := (p_0, u_0) \) and boundary data \( q \in L^2(0, T) \), a function \( U := (\rho, u) \in L^2(0, T; (H^1(0, 1))' \times L^2(0, T; L^2(0, 1)) \) is a solution to the system (5) if for any given \( F := (f, g) \in L^2(0, T; H^1(0, 1)) \times L^2(0, T; L^2(0, 1)) \), the following identity holds true:

\[
\int_0^T \langle \rho(t, \cdot), f(t, \cdot) \rangle_{(H^1)' \times H^1} dt + \int_0^T \int_0^1 u(t, x)g(t, x)dxdt = \langle U_0(\cdot), V(0, \cdot) \rangle_{L^2 \times L^2} + \int_0^T \int_0^1 \sigma(t, 1) + v(t, 1)\rangle q(t)dt,
\]

where \( V := (\sigma, v) \) is the unique weak solution to the adjoint system (13) with \( V_T = (0, 0) \).

Let us state the following theorems that concern the existence and uniqueness of solution to the control problems (4) and (5).

**Theorem 2.4.** For every \( p \in L^2(0, T) \) and every \( U_0 := (p_0, u_0) \in L^2(0, 1) \times L^2(0, 1) \), the system (4) has a unique weak solution \( U := (\rho, u) \) belonging to the space \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \) in the sense of transposition and the operator defined by

\[
(U_0, p) \mapsto U(U_0, p),
\]

is linear and continuous from \( L^2(0, 1) \times L^2(0, 1) \times L^2(0, T) \) into \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)).

Moreover, the solution satisfies the following regularity result,

\[
(\rho, u) \in C^0([0, T]; L^2(0, 1)) \times [C^0([0, T]; L^2(0, 1)) \cap L^2(0, T; H_0^1(0, 1))]
\]

with the estimate

\[
\|\rho\|_{C^0([0, T]; L^2(0, 1))} + \|u\|_{C^0([0, T]; L^2(0, 1)) \cap L^2(0, T; H_0^1(0, 1))} \leq C \left( \|\rho_0\|_{L^2(0, 1)} + \|u_0\|_{L^2(0, 1)} + \|p\|_{L^2(0, T)} \right),
\]

for some constant \( C > 0 \).
Theorem 2.5. For every \( q \in L^2(0, T) \) and every \( U_0 := (\rho_0, u_0) \in L^2(0, 1) \times L^2(0, 1) \), the system (5) has a unique weak solution \( U := (\rho, u) \) belonging to the space \( L^2(0, T; (H^1(0, 1))') \times L^2(0, T; L^2(0, 1)) \) in the sense of transposition and the operator defined by

\[
(U_0, q) \mapsto U(U_0, q),
\]

is linear and continuous from \( (L^2(0, 1) \times L^2(0, 1)) \times L^2(0, T) \) into \( L^2(0, T; (H^1(0, 1))') \times L^2(0, T; L^2(0, 1)) \).

We give a sketch of the proof for Theorem 2.4 in Appendix A.2. The proof for Theorem 2.5 will be followed from [14, Section 3].

3. A SHORT DESCRIPTION OF THE SPECTRAL PROPERTIES OF THE ADJOINT OPERATOR

In this section, we briefly describe the spectral properties of the adjoint operator \( A^* \) associated to our control system (4). The main results concerning the spectral analysis will be written here without giving all the details. A detailed study will be posed at the end of this paper, namely in Section 7.

3.1. The eigenvalue problem. Let us denote \( \Phi := (\xi, \eta) \) and consider the following eigenvalue problem:

\[ A^* \Phi = \lambda \Phi, \quad \text{for } \lambda \in \mathbb{C}, \]

which is more explicitly given by

\[
\begin{align*}
\xi'(x) + \eta'(x) &= \lambda \xi(x), & x & \in (0, 1), \\
\eta''(x) + \xi'(x) &= \lambda \eta(x), & x & \in (0, 1), \\
\xi(0) &= \xi(1), \\
\eta(0) &= 0, & \eta(1) &= 0.
\end{align*}
\]

(16)

We now state the following proposition.

Proposition 3.1. For the operator \( A^* \), we have the following results.

(i) We have \( \ker A^* = \text{span}\{(1, 0)\} \).

(ii) The resolvent operator associated with \( A^* \) is compact and that the spectrum of \( A^* \) is discrete.

(iii) All non-zero eigenvalues have negative real parts.

(iv) All eigenvalues \( \lambda \) are geometrically simple.

A quick observation tells that: when \( \lambda = 0 \), then \((1, 0)\) is an eigenfunction of the operator \( A^* \), which is the part (i) of the above proposition.

The proof of points (iii) and (iv) are given in Section 7; point (ii) is proved in Appendix B.

3.2. The set of eigenvalues. Let us declare the properties of the eigenvalues of the operator \( A^* \). More precisely, we have the following lemma.

Lemma 3.2. Let be the operator \( (A^*, D(A^*)) \) given by (10). Then, there exists some numbers \( k_0, n_0 \in \mathbb{N}^* \) such that \( A^* \) has three sets of eigenvalues: the parabolic part \( \{\lambda_k^p\}_{k \geq k_0} \), the hyperbolic part \( \{\lambda_k^h\}_{|k| \geq k_0} \) and a finite family \( \{0\} \cup \{\lambda_n^m\}_{n=1}^{n_0} \) of lower frequencies. Moreover, the parabolic and hyperbolic branches satisfies the following asymptotic properties:

\[
\begin{align*}
\lambda_k^p &= -k^2 \pi^2 - 2c_k k \pi - 2id_k k \pi + O(1), & \text{for all } k \geq k_0 \text{ large}, \\
\lambda_k^h &= -1 - \alpha_{1,k} - i(2k \pi + \alpha_{2,k}), & \text{for all } |k| \geq k_0 \text{ large},
\end{align*}
\]

(17a) \hspace{1cm} (17b)

where \( \{c_k\}_{k \geq k_0}, \{d_k\}_{k \geq k_0}, \{\alpha_{1,k}\}_{|k| \geq k_0}, \{\alpha_{2,k}\}_{|k| \geq k_0} \) are real bounded sequences with their absolute value less or equal to \( \pi/2 \) such that

\[
\begin{align*}
c_k &\to 0, & d_k &\to 0, & \text{as } k \to +\infty, \\
\alpha_{1,k} &\to 0, & \alpha_{2,k} &\to 0, & \text{as } |k| \to +\infty,
\end{align*}
\]

and, with in addition,

\[
\begin{align*}
c_k &= O(k^{-1}), & d_k &= O(k^{-1}), & \alpha_{1,k} &= O(|k|^{-1}), & \alpha_{2,k} &= O(|k|^{-1}), & \text{for large modulus of } k.
\end{align*}
\]

(18)
The proof of the above lemma is one of the crucial parts of our work and it is heavy; the details have been provided in Sections 7.1 and 7.3.

For simplicity, we set \( \lambda_0 = 0 \) and the associated eigenfunction by \( \Phi_{\lambda_0} = (1, 0) \). We further denote the set of eigenvalues by \( \sigma(A^*) \), where

\[
\sigma(A^*) := \left\{ \lambda_k^p, k \geq k_0; \ \lambda_k^h, |k| \geq k_0 \right\} \cup \left\{ \lambda_0 \right\} \cup \left\{ \hat{\lambda}_n, 1 \leq n \leq n_0 \right\}.
\]

3.3. The set of eigenfunctions.

Proposition 3.3. Let be \( k_0, n_0 \) as given by Lemma 3.2. Then, the operator \( A^* \) has three sets of eigenfunctions: the parabolic part \( \{ \Phi_{\lambda_k^p} \}_{k \geq k_0} \), the hyperbolic part \( \{ \Phi_{\lambda_k^h} \}_{|k| \geq k_0} \) and a finite family \( \{ \Phi_{\lambda_n^h} \}_{n=1}^{n_0} \) corresponding to the lower frequencies.

Furthermore, we have the following:

1. The parabolic and hyperbolic parts of the eigenfunctions have asymptotic expressions for large modulus of \( k \), given by (23)–(24) and (26)–(27) respectively.

2. The eigenfamily, denoted by

\[
\mathcal{E}(A^*) := \left\{ \Phi_{\lambda_k^p}, k \geq k_0; \ \Phi_{\lambda_k^h}, |k| \geq k_0 \right\} \cup \left\{ \Phi_{\lambda_0} \right\} \cup \left\{ \Phi_{\lambda_n^h}, 1 \leq n \leq n_0 \right\},
\]

forms a Riesz basis in \( L^2(0, 1) \times L^2(0, 1) \), and as a consequence, it is a dense family in \( H^{-2}(0, 1) \times L^2(0, 1) \) for any \( s > 0 \).

The existence of parabolic and hyperbolic parts of the family of eigenfunctions are proved in Section 7.2. Then, using a result from [27], we shall prove the existence of lower frequencies of eigenvalues \( \{ \hat{\lambda}_n \}_{n=1}^{n_0} \) and the associated eigenfunctions \( \{ \Phi_{\hat{\lambda}_n} \}_{n=1}^{n_0} \). Moreover, we conclude that the set of eigenfunctions \( \mathcal{E}(A^*) \) forms a Riesz basis for \( L^2(0, 1) \times L^2(0, 1) \).

We hereby introduce the components of the eigenfunctions as given below:

\[
\Phi_{\lambda_k^p} := (\xi_{\lambda_k^p}, \eta_{\lambda_k^p}) \quad \text{associated with} \ \lambda_k^p, \ \forall k \geq k_0,
\]

\[
\Phi_{\lambda_k^h} := (\xi_{\lambda_k^h}, \eta_{\lambda_k^h}) \quad \text{associated with} \ \lambda_k^h, \ \forall |k| \geq k_0.
\]

The asymptotic expressions of those components are given below and are obtained in Section 7.2. For large \( k \geq k_0 \), the two components of the eigenfunction \( \Phi_{\lambda_k^p} \) are

\[
\xi_{\lambda_k^p}(x) = e^{x \left( -k^2 \pi^2 - 2c_k k x - 2i d_k k \pi + O(1) \right)} \times O\left( \frac{1}{k^2} \right)
\]

\[
+ \left( \frac{i}{k \pi} + O\left( \frac{1}{k^2} \right) \right) \left( e^{i \left( k^2 \pi^2 + O(1) \right)} - \frac{\pi}{2} d_k \right) - \left( e^{-k^2 \pi^2 - 2c_k k x - 2i d_k k \pi + O(1)} \right) e^{x \left( i \left( k^2 \pi^2 + O(1) \right) \right) - \frac{\pi}{2} d_k}
\]

\[
+ \left( -\frac{i}{k \pi} + O\left( \frac{1}{k^2} \right) \right) \left( e^{k^2 \pi^2 - 2c_k k x - 2i d_k k \pi + O(1)} - e^{-i \left( k^2 \pi^2 + O(1) \right) \right) e^{x \left( -i \left( k^2 \pi^2 + O(1) \right) \right) - \frac{\pi}{2} d_k},
\]

\[
\eta_{\lambda_k^p}(x) = e^{x \left( -k^2 \pi^2 - 2c_k k x - 2i d_k k \pi + O(1) \right)} \times O\left( \frac{1}{k^2} \right)
\]

\[
+ \left( e^{i \left( k^2 \pi^2 + O(1) \right)} - \frac{\pi}{2} d_k \right) - e^{-k^2 \pi^2 - 2c_k k x - 2i d_k k \pi + O(1)} e^{x \left( i \left( k^2 \pi^2 + O(1) \right) \right) - \frac{\pi}{2} d_k}
\]

\[
+ \left( e^{-k^2 \pi^2 - 2c_k k x - 2i d_k k \pi + O(1)} - e^{-i \left( k^2 \pi^2 + O(1) \right) \right) e^{x \left( -i \left( k^2 \pi^2 + O(1) \right) \right) - \frac{\pi}{2} d_k},
\]

for all \( x \in (0, 1) \). The above functions are obtained later in (133) and (129) combined with Remark 7.2.

Next, we prescribe the explicit forms of the two components of \( \Phi_{\lambda_k^h} \) for \( |k| \geq k_0 \) large. Here and in the sequel, we introduce the sign function given by

\[
\text{sgn}(k) = \begin{cases} 
1 & \text{when } k \geq 0, \\
-1 & \text{when } k < 0,
\end{cases}
\]
and we have for all $|k| \geq k_0 > 0$. We have

\[ \xi_{\lambda_k^k}(x) = \left( e^{\text{sgn}(k)\sqrt{|k\pi|} - \frac{i}{2} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})} - e^{-\text{sgn}(k)\sqrt{|k\pi|} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}} \right) \times e^{-x(\alpha_{1,k} + i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))} \]

\[ \times \left( \frac{1}{k\pi e^{\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} \right) \left( e^{\text{sgn}(k)\sqrt{|k\pi|} - \frac{i}{2} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})} - e^{-\text{sgn}(k)\sqrt{|k\pi|} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}} \right) \times e^{-x(\alpha_{1,k} + i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))} \]

\[ \times \left( \frac{1}{k\pi e^{\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} \right) \left( e^{-\text{sgn}(k)\sqrt{|k\pi|} - \frac{i}{2} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})} - e^{-\text{sgn}(k)\sqrt{|k\pi|} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}} \right) \times e^{-x(\alpha_{1,k} + i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))} \]

\[ \eta_{\lambda_k^k}(x) = \left( \frac{1}{k\pi e^{\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} \right) \left( e^{\text{sgn}(k)\sqrt{|k\pi|} - \frac{i}{2} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})} - e^{-\text{sgn}(k)\sqrt{|k\pi|} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}} \right) \times e^{-x(\alpha_{1,k} + i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))} \]

\[ \times \left( \frac{1}{k\pi e^{\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} \right) \left( e^{-\text{sgn}(k)\sqrt{|k\pi|} - \frac{i}{2} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})} - e^{-\text{sgn}(k)\sqrt{|k\pi|} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}} \right) \times e^{-x(\alpha_{1,k} + i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))} \]

\[ \times \left( \frac{1}{k\pi e^{\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} \right) \left( e^{-\text{sgn}(k)\sqrt{|k\pi|} - \frac{i}{2} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})} - e^{-\text{sgn}(k)\sqrt{|k\pi|} + i\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}} \right) \times e^{-x(\alpha_{1,k} + i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))} \]

for all $x \in (0, 1)$. Those components are obtained later in (142) and (138) respectively.

We now write the upper bounds of the norms of our eigenfunctions $\Phi_{\lambda_k}$, $k \geq k_0$ and $\Phi_{\lambda_k^k}$, $|k| \geq k_0$. A short proof is given in Section 7.

**Lemma 3.4** (Bounds of the eigenfunctions). Recall the eigenfunctions $\Phi_{\lambda_k}$, $k \geq k_0$ and $\Phi_{\lambda_k^k}$, $|k| \geq k_0$ given by (23)-(24) and (26)-(27) respectively. There exists a constant $C > 0$ in $k$, independent, such that we have the following.

1. For any $k \geq k_0$, we have

\[ \| \xi_{\lambda_k} \|_{L^2(0,1)} \leq Ck^{-1}, \]

\[ \| \xi_{\lambda_k} \|_{H^s_{per}(0,1)} \leq Ck^{-s-1}, \quad \text{for } 0 < s < 1, \]

\[ \| \xi_{\lambda_k} \|_{H^s_{per}(0,1)} \leq Ck^{-2}, \quad \text{for } s \geq 1, \]

\[ \| \eta_{\lambda_k} \|_{L^2(0,1)} \leq C. \]

2. On the other hand, for any $|k| \geq k_0$, we have

\[ \| \xi_{\lambda_k} \|_{L^2(0,1)} \leq C, \]

\[ \| \xi_{\lambda_k} \|_{H^s_{per}(0,1)} \leq C|k|^{-s}, \quad \text{for } 0 < s < 1, \]

\[ \| \xi_{\lambda_k} \|_{H^s_{per}(0,1)} \leq C|k|^{-1}, \quad \text{for } s \geq 1, \]

\[ \| \eta_{\lambda_k} \|_{L^2(0,1)} \leq C|k|^{-1}. \]

**Riesz basis properties of the eigenfunctions.** As mentioned earlier, we have the existence of eigenfunctions for large frequencies of $|k|$ with their asymptotic formulations. In this paragraph, using some result from [27], we shall confirm the existence of eigenfunctions for lower frequencies and moreover, we show that the family of eigenfunctions forms a Riesz basis for $L^2(0,1) \times L^2(0,1)$.

In this regard, let us first recall the following result.
Theorem 3.5 (B.-Z. Guo [27]). Let \( A \) be a densely defined discrete operator (i.e., the resolvent of \( A \) is compact) in a Hilbert space \( H \). Let \( \{ \phi_n \}^\infty_{n=1} \) be a Riesz basis of \( H \). If there is an integer \( N \geq 0 \) and a sequence of generalized eigenvectors \( \{ \psi_n \}^{N+1}_{N+1} \) of \( A \) such that

\[
\sum_{N+1}^{\infty} ||\phi_n - \psi_n||^2 < +\infty,
\]

then the following results hold.

(i) There are a constant \( M > N \) and generalized eigenvectors \( \{ \psi_n \}^M_{n=1} \) of \( A \) such that \( \{ \psi_n \}^M_{n=1} \cup \{ \psi_n \}^{\infty}_{N+1} \) forms a Riesz Basis for \( H \).

(ii) Let \( \{ \psi_n \}^M_{n=1} \cup \{ \psi_n \}^{\infty}_{N+1} \) correspond to the eigenvalues \( \{ \lambda_n \}^\infty_{n=1} \) of \( A \). Then the spectrum \( \sigma(A) = \{ \lambda_n \}^\infty_{n=1} \), where \( \lambda_n \) is counted according to its algebraic multiplicity.

(iii) If there is an \( M_0 > 0 \) such that \( \lambda_n \neq \lambda_m \) for all \( m, n > M_0 \), then there is an \( N_0 > M_0 \) such that all \( \lambda_n \) are algebraically simple if \( n > N_0 \).

The first assumption of Theorem 3.5 holds true in our case since we know that the resolvent operator of \( A^* \) is compact, thanks to the Proposition 3.1–part (i). So, the next duty is to find a family \( \{ \Psi_k, k \in \mathbb{N}^*; \tilde{\Psi}_k, k \in \mathbb{Z} \} \) that defines a Riesz basis for \( L^2(0,1) \times L^2(0,1) \) and that is quadratically close to \( \mathcal{E}(A^*) \). But it is enough to show that this property holds for large frequencies. Precisely, our goal is to show the following:

\[
\sum_{k \geq k_0} \| \Phi_{\lambda_k} - \Psi_k \|^2_{L^2 \times L^2} + \sum_{|k| \geq k_0} \| \Phi_{\lambda_k} - \tilde{\Psi}_k \|^2_{L^2 \times L^2} < +\infty.
\]

Let us consider the following functions:

\[
\Psi_k(x) := \begin{pmatrix} \phi_k \\ \psi_k \end{pmatrix} = \begin{pmatrix} 2i e^{-\frac{i}{2}(1+x)} \sin(k\pi(1-x)) \end{pmatrix}, \quad \forall k \in \mathbb{N}^*,
\]

\[
\tilde{\Psi}_k(x) := \begin{pmatrix} \tilde{\phi}_k \\ \tilde{\psi}_k \end{pmatrix} = \begin{pmatrix} 2i \text{sgn}(k) e^{-\frac{i}{2} - i\text{sgn}(k)\sqrt{\frac{1}{k}\pi}e^{-2ik\pi}} \\ 0 \end{pmatrix}, \quad \forall k \in \mathbb{Z}.
\]

It can be shown that the family \( \{ \Psi_k, k \in \mathbb{N}^*; \tilde{\Psi}_k, k \in \mathbb{Z} \} \) of above functions forms a Riesz basis for \( L^2(0,1) \times L^2(0,1) \).

Also, we have the following result.

Lemma 3.6. The family \( \{ \Psi_k, k \in \mathbb{N}^*; \tilde{\Psi}_k, k \in \mathbb{Z} \} \) given by (30a)–(30b) is quadratically close to the family of eigenfunctions \( \mathcal{E}(A^*) \).

Proof. We prove the lemma into two steps. As we mentioned earlier, it is enough to show the quadratically closeness property for large modulus of eigenvalues, that is to \( \{ \Phi_{\lambda_k}, k \geq k_0; \tilde{\Phi}_{\lambda_k}, |k| \geq k_0 \} \).

1. \( \Psi_k \) is quadratically close to \( \Phi_{\lambda_k} \). Having the first component \( \phi_k = 0 \) of \( \Psi_k \), we see

\[
\| \xi_{\lambda_k} - \phi_k \|^2_{L^2} = \| \xi_{\lambda_k} \|^2_{L^2} \leq Ck^{-2}, \quad \forall k \geq k_0 \text{ large}.
\]

Next, we focus on the second component of the eigenfunction \( \Phi_{\lambda_k} \) (see (24)), we can rewrite it as

\[
\eta_{\lambda_k}(x) = e^{x(-k^2\pi^2 - 2c_kk\pi - 2id_kk\pi + O(1))} \times O\left( \frac{1}{k^3} \right) + e^{-k^2\pi^2 - 2c_kk\pi - 2id_kk\pi + O(1)} e^{-\frac{i}{2}(1+x)} \left( e^{i(x(k\pi + c_k) - x(d_k + O(k^{-1})))} - e^{-i(x(k\pi + c_k + d_k) + O(k^{-1})))} \right) + e^{-\frac{i}{2}(1+x)} \left( e^{i(1-x)(k\pi + c_k + d_k) + O(k^{-1})} - e^{-i(1-x)(k\pi + c_k + d_k) + O(k^{-1})} \right).
\]

The last term in above can be expressed as

\[
\begin{align*}
&= 2i \sin((1-x)(k\pi + c_k + d_k)) + O(k^{-1}) \\
&\sim_{+\infty} 2i \sin(k\pi(1-x)) + O(k^{-1}),
\end{align*}
\]

because \( c_k, d_k = O(k^{-1}), \) thanks to the Lemma 3.2. Thus for large \( k \in \mathbb{N}^* \), one has

\[
\left| \eta_{\lambda_k}(x) - \psi_k(x) \right| \leq C \left( e^{x(-k^2\pi^2 - 2c_kk\pi)} + O(k^{-1}) \right),
\]
and therefore
\[ \| \eta_{\lambda_k} - \psi_k \|_{L^2}^2 \leq \frac{C}{k^2}, \quad \forall k \geq k_0 \text{ large enough.} \]
Hence, for sufficiently large \( k_0 \in \mathbb{N}^* \), we have
\[ \sum_{k \geq k_0} \| \Phi_{\lambda_k} - \Psi_k \|_{L^2 \times L^2}^2 \leq C \left( \sum_{k \geq k_0} k^{-2} + \sum_{k \geq k_0} k^{-2} \right) < +\infty. \]

2. \( \tilde{\Psi}_k \) is quadratically close to \( \Phi_{\lambda_k} \).

Let us compute following quantity \( \xi_{\lambda_k} - \tilde{\phi}_k \), where \( \xi_{\lambda_k} \) is defined by (26). We have \( \forall x \in (0, 1) \) that
\[
\xi_{\lambda_k}(x) - \tilde{\phi}_k(x) = \frac{2i}{e^{\sqrt{k\pi}+\sqrt{|\lambda|}} e^{\sqrt{|\lambda|} (-\alpha_1 k + i(2k\pi + \alpha_2 k) + O(|k|^{-1})) - 2i \text{sgn}(k)e^{-\frac{1}{2} - i \text{sgn}(k)\sqrt{|\lambda|} e^{-2i\sqrt{k\pi} x}}}
\times \frac{1}{k\pi e^{\sqrt{|\lambda|} + \sqrt{|\lambda|}}} \left( \text{sgn}(k) \frac{1}{2\sqrt{|\lambda|}} - \frac{i}{2\sqrt{|\lambda|}} + O(\frac{1}{|k|}) \right) \times e^x \left( \text{sgn}(k)\sqrt{|\lambda|} e^{-\frac{1}{2} - i \text{sgn}(k)\sqrt{|\lambda|} e^{-2i\sqrt{k\pi} x}} \right)
\times \frac{1}{k\pi e^{\sqrt{|\lambda|} + \sqrt{|\lambda|}}} \left( -\text{sgn}(k) \frac{1}{2\sqrt{|\lambda|}} - \frac{i}{2\sqrt{|\lambda|}} + O(\frac{1}{|k|}) \right) \times e^x \left( -\text{sgn}(k)\sqrt{|\lambda|} e^{-\frac{1}{2} + i \text{sgn}(k)\sqrt{|\lambda|} e^{-2i\sqrt{k\pi} x}} \right).
\]
We just calculate the first term of the difference (33): for positive \( k \geq k_0 \) large, we observe that
\[
\frac{2i}{e^{\sqrt{k\pi}+\sqrt{|\lambda|}} e^{\sqrt{|\lambda|} (-\alpha_1 k + i(2k\pi + \alpha_2 k) + O(|k|^{-1})) - 2i \text{sgn}(k)e^{-\frac{1}{2} - i \text{sgn}(k)\sqrt{|\lambda|} e^{-2i\sqrt{k\pi} x}}}
\times \frac{1}{k\pi e^{\sqrt{|\lambda|} + \sqrt{|\lambda|}}} \left( \text{sgn}(k) \frac{1}{2\sqrt{|\lambda|}} - \frac{i}{2\sqrt{|\lambda|}} + O(\frac{1}{|k|}) \right) \times e^x \left( \text{sgn}(k)\sqrt{|\lambda|} e^{-\frac{1}{2} - i \text{sgn}(k)\sqrt{|\lambda|} e^{-2i\sqrt{k\pi} x}} \right)
\times \frac{1}{k\pi e^{\sqrt{|\lambda|} + \sqrt{|\lambda|}}} \left( -\text{sgn}(k) \frac{1}{2\sqrt{|\lambda|}} - \frac{i}{2\sqrt{|\lambda|}} + O(\frac{1}{|k|}) \right) \times e^x \left( -\text{sgn}(k)\sqrt{|\lambda|} e^{-\frac{1}{2} + i \text{sgn}(k)\sqrt{|\lambda|} e^{-2i\sqrt{k\pi} x}} \right).
\]
The last inclusion holds due to the fact that \( \alpha_{1, k} \sim_{+\infty} O(|k|^{-1}) \) and \( \alpha_{2, k} \sim_{+\infty} O(|k|^{-1}) \), thanks to the Lemma 3.2.

Rest of the terms in the difference (33) are always behaving like \( O(|k|^{-1}) \). Thus, we have
\[ \| \xi_{\lambda_k} - \tilde{\phi}_k \|_{L^2} \leq C|k|^{-1}, \quad \forall k \geq k_0 \text{ large.} \]
On the other hand, it is easy to deduce that
\[ \| \eta_{\lambda_k} - \tilde{\psi}_k \|_{L^2} = \| \eta_{\lambda_k} \|_{L^2} \leq C|k|^{-1}, \]
thanks to Lemma 3.4. Hence, we have
\[ \sum_{|k| \geq k_0} \| \Phi_{\lambda_k} - \tilde{\Psi}_k \|_{L^2 \times L^2}^2 \leq C \sum_{|k| \geq k_0} |k|^{-2} < +\infty. \]
This ends the proof. \( \square \)

**Proof of Proposition 3.3.** First, recall that the countable number of eigenfunctions \( \{ \Phi_{\lambda_k} \}_{k \geq k_0} \) and \( \{ \Phi_{\lambda_k} \}_{|k| \geq k_0} \), with their asymptotic expressions are already given by (23)–(24), (26)–(27), and obtained in Section 7.2. Also, recall the particular case when \( \lambda_0 = 0 \) is an eigenvalue with eigenfunction \( \Phi_{\lambda_0} = (1, 0) \).
Now, thanks to Lemma 3.6, we can apply the point (i) of Theorem 3.5 to ensure the existence of eigenfunctions for lower frequencies. More precisely, there exist an \( n_0 \in \mathbb{N}^* \) and the eigenfunctions \( \{ \Phi_{\lambda_n} \}_{1}^{n_0} \) associated to the eigenvalues \( \{ \lambda_n \}_{1}^{n_0} \) of the operator \( A^* \), where
\[
\Phi_{\lambda_n} := (\xi_{\lambda_n}, \eta_{\lambda_n}), \quad \text{for } 1 \leq n \leq n_0.
\]
Moreover, we can guarantee that the family
\[
\mathcal{E}(A^*) := \left\{ \Phi_{\lambda_k}, k \geq k_0; \Phi_{\lambda_k}, |k| \geq k_0 \right\} \cup \left\{ \Phi_{\lambda_0} \right\} \cup \left\{ \Phi_{\lambda_n}, 1 \leq n \leq n_0 \right\},
\]
forms a Riesz basis in \( L^2(0,1) \times L^2(0,1) \).

As a consequence, we have that the set of eigenfunctions \( \mathcal{E}(A^*) \) forms a complete family in \( H_{\text{per}}^{-s}(0,1) \times L^2(0,1) \) for any \( s > 0 \).

The proof ends.

\[ \square \]

**Remark 3.7.** In the same way, one can prove that the set of eigenvalues and eigenfunctions of \( A \) (denoted by \( \sigma(A) \) and \( \mathcal{E}(A) \) respectively) have similar properties as of the eigenpairs of \( A^* \).

In this case, we can find some \( k_0 \in \mathbb{N}^* \) (large enough) such that \( A \) has the eigenvalues of parabolic and hyperbolic nature for \( |k| \geq \hat{k}_0 \). For later use, we denote the eigenfunctions of \( A \), respectively by \( \Phi_{\lambda}^p, k \geq \hat{k}_0 \) and \( \Phi_{\lambda}^h, |k| \geq \hat{k}_0 \) corresponding to the parabolic and hyperbolic branches of eigenvalues.

Moreover, using the result of Theorem 3.5, we can show that the set \( \mathcal{E}(A) \) forms a Riesz basis for the space \( L^2(0,1) \times L^2(0,1) \) and indeed, \( \mathcal{E}(A) \) generates the space \( H_{\text{per}}^{-s}(0,1) \times L^2(0,1) \) for \( s > 0 \).

### 4. Estimations of the observation terms

In this section, we are going to find some lower bounds of the observation terms associated to our control systems. In this regard, we use the notations \( \mathcal{B}_p^* \) and \( \mathcal{B}_u^* \) which represent the observation operators for the density and velocity case respectively, and their formal expressions are given below.

- The observation operator corresponding to (4) (control in density) is defined by
  \[
  \mathcal{B}_p^* = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \mathbb{I}_{\{x=1\}} : D(A^*) \to \mathbb{R},
  \]
  such that
  \[
  \mathcal{B}_p^* \Phi = \xi(1), \quad \forall \Phi = (\xi, \eta) \in D(A^*).
  \]

- The observation operator corresponding to (5) (control in velocity) is defined by
  \[
  \mathcal{B}_u^* = \mathbb{I}_{\{x=1\}} \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \mathbb{I}_{\{x=1\}} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \frac{\partial}{\partial x} : D(A^*) \to \mathbb{R},
  \]
  such that
  \[
  \mathcal{B}_u^* \Phi = \xi(1) + \eta'(1), \quad \forall \Phi = (\xi, \eta) \in D(A^*).
  \]

#### 4.1. Observation estimates when a control acts on density.

**Lemma 4.1.** Recall the set of eigenfunctions \( \mathcal{E}(A^*) \) given by (20) of the operator \( A^* \). Then, we have the following result:
\[
\mathcal{B}_p^* \Phi \neq 0, \quad \forall \Phi \in \mathcal{E}(A^*),
\]
where \( \mathcal{B}_p^* \) is the observation operator associated to the system (4), defined by (34)–(35).

**Proof.** For the particular case when \( \lambda_0 = 0 \), the eigenfunction \( \mathcal{B}_p^* \Phi_{\lambda_0} = 1 \neq 0 \).

Let us pick any \( \Phi := (\xi, \eta) \in \mathcal{E}(A^*) \) corresponding to some eigenvalue \( \lambda \neq 0 \) and recall the eigenvalue problem (16). Substituting the first equation of (16) in the second one, we get
\[
\eta''(x) + \lambda \xi(x) - \lambda \eta(x) = 0, \quad \forall x \in (0,1).
\]
Performing a differentiation, we have
\[
\eta'''(x) + \lambda \xi'(x) - \lambda \eta'(x) = 0, \quad \forall x \in (0,1).
\]
Then, by substituting $\xi' = \lambda \eta - \eta'' - \eta'$ in above, we get the differential equation satisfied only by $\eta$ as given by
\begin{align}
\eta'''(x) - \lambda \eta''(x) - 2\lambda \eta'(x) + \lambda^2 \eta(x) &= 0, \quad \forall x \in (0, 1), \\
\eta(0) = 0, \quad \eta'(0) = \eta''(1).
\end{align}

To prove the proposition, we assume in contrary that there exists some $\Phi = (\xi, \eta) \in \mathcal{E}(A^*)$ such that $B^*\Phi = \xi(1) = 0$ and this gives from the relation (39) that $\eta''(0) = \eta''(1) = 0$.

Now, our claim is to prove that $\eta = 0$ in $(0, 1)$ which will imply $\xi = 0$ and that is enough for proving the proposition, since all the eigenvalues and eigenfunctions are non-trivial.

Define an extension map $\vartheta: \mathbb{R} \to \mathbb{R}$ by
\begin{equation}
\vartheta(x) = \begin{cases} 
\eta(x), & x \in (0, 1), \\
0, & x \in \mathbb{R} \setminus (0, 1).
\end{cases}
\end{equation}

Then the transformed equation for (40a) is
\begin{equation}
\vartheta'''(x) - \lambda \vartheta''(x) - 2\lambda \vartheta'(x) + \lambda^2 \vartheta(x) = -\eta''(1)\delta_{x=1} + \eta''(0)\delta_{x=0} - \eta'(1)(\delta'_{x=1} - \lambda \delta_{x=1}) + \eta'(0)(\delta'_{x=0} - \lambda \delta_{x=0}), \quad \forall x \in \mathbb{R}.
\end{equation}

We mention here that the idea of introducing this extension map (as (41)) to study the non-vanishing property of the observation terms has been addressed in [41].

Let us use the conditions $\eta''(0) = \eta''(1) = 0$ in (42), which gives
\begin{equation}
\vartheta'''(x) - \lambda \vartheta''(x) - 2\lambda \vartheta'(x) + \lambda^2 \vartheta(x) = -\eta''(1)\delta_{x=1} + \eta''(0)\delta_{x=0} - \eta'(1)(\delta'_{x=1} - \lambda \delta_{x=1}) + \eta'(0)(\delta'_{x=0} - \lambda \delta_{x=0}), \quad \forall x \in \mathbb{R}.
\end{equation}

Thus, the existence of an $\eta$ satisfying (40a)-(40b) is equivalent to the existence of $\alpha, \beta, \lambda$ with $(\alpha, \beta) \neq (0, 0)$ and $\lambda \in \sigma(A^*)$, such that
\begin{equation}
\vartheta'''(x) - \lambda \vartheta''(x) - 2\lambda \vartheta'(x) + \lambda^2 \vartheta(x) = -\alpha(\delta'_{x=1} - \lambda \delta_{x=1}) + \beta(\delta'_{x=0} - \lambda \delta_{x=0}), \quad \forall x \in \mathbb{R}.
\end{equation}

Without loss of generality, we can assume $\alpha \neq 0$. Indeed, $\alpha = \eta'(1) = 0$ implies $\eta = 0$ from the eigen equation (40a)-(40b) and the assumption $\eta''(1) = 0$.

Taking Fourier transform on both sides of (44), we obtain
\begin{equation}
((-z)^3 - \lambda(-z)^2 - 2\lambda(-z) + \lambda^2) \hat{\vartheta}(z) = -\alpha(iz e^{-iz} - \lambda e^{-iz}) + \beta(-z), \quad \text{for } z \in \mathbb{C}.
\end{equation}

Therefore
\begin{equation}
\hat{\vartheta}(z) = \frac{-\alpha e^{-iz}(iz - \lambda) + \beta(iz - \lambda)}{(iz)^3 - \lambda(iz)^2 - 2\lambda(iz) + \lambda^2} = \frac{(-\alpha e^{-iz} + \beta)(iz - \lambda)}{(iz)^3 - \lambda(iz)^2 - 2\lambda(iz) + \lambda^2}, \quad \text{for } z \in \mathbb{C}.
\end{equation}

Since $\hat{\vartheta}$ is the Fourier transform of a function $\eta \in H^1(0, 1)$, by the Paley-Wiener theorem, the function
\begin{equation}
\hat{\vartheta}(z) = \frac{(-\alpha e^{-iz} + \beta)(iz - \lambda)}{(iz)^3 - \lambda(iz)^2 - 2\lambda(iz) + \lambda^2}, \quad \text{for } z \in \mathbb{C},
\end{equation}
is entire. Thus, the roots of $(iz)^3 - \lambda(iz)^2 - 2\lambda(iz) + \lambda^2$ are also the roots of $(-\alpha e^{-iz} + \beta)(iz - \lambda)$ with the same multiplicity. So, the main work is to calculate the roots of
\begin{equation}
(-\alpha e^{-iz} + \beta)(iz - \lambda) = 0, \quad \text{for } z \in \mathbb{C}.
\end{equation}

Without loss of generality, we assume the following function in $iz \in \mathbb{C},$
\begin{equation}
\hat{\vartheta}(iz) = \frac{e^{-iz} + \beta}{-z^3 - \lambda z^2 - 2\lambda z + \lambda^2}, \quad \text{for } z \in \mathbb{C}.
\end{equation}

In (47), the roots of $(-\alpha e^{-iz} + \beta)(iz - \lambda)$ are $z = -\lambda$ and the zeros of $e^z = \frac{\hat{\vartheta}(iz)}{\alpha}$ (as we have $\alpha \neq 0$). We also note that $-\lambda$ is not a root of the polynomial equation (48).

Let $r_1, r_2, r_3$ be the roots of the equation (48). Then one must have
\begin{equation}
e^{r_1} = e^{r_2} = e^{r_3} = \frac{\beta}{\alpha},
\end{equation}
that is,
\begin{equation}
r_2 = r_1 + 2i\pi, \quad r_3 = r_1 + 2im\pi, \quad \forall \ell, m \in \mathbb{Z}.
\end{equation}
Since these are also the roots of the polynomial equation (48), we have
\[
\begin{align*}
(49a) & \quad r_1 + r_2 + r_3 = -\lambda, \\
(49b) & \quad r_1r_2 + r_2r_3 + r_1r_3 = -2\lambda, \\
(49c) & \quad r_1r_2r_3 = \lambda^2.
\end{align*}
\]
Thus, we readily have from (49a),
\[
3r_1 + 2i\pi + 2i\pi = -\lambda, \quad \text{i.e.,} \quad r_1 = \frac{1}{3}(-\lambda - 2i\pi - 2i\pi),
\]
and therefore,
\[
\begin{align*}
(50) & \quad r_2 = \frac{1}{3}(-\lambda + 4i\pi - 2i\pi), \\
(51) & \quad r_3 = \frac{1}{3}(-\lambda - 2i\pi + 4i\pi).
\end{align*}
\]
From the relation (49b), we have
\[
\lambda^2 + 6\lambda + 4(l^2 - lm + m^2)\pi^2 = 0.
\]
Solving, we get some particular values of eigenvalues \( \lambda \), which are
\[
\lambda = \frac{-6 \pm \sqrt{36 - 16\pi^2(l^2 - lm + m^2)}}{2} = -3 \pm \sqrt{9 - 4\pi^2(l^2 - lm + m^2)}
\]
Since \( l, m \in \mathbb{Z} \), therefore \( l^2 - lm + m^2 \geq 0 \) and \( l^2 - lm + m^2 = 0 \) if and only if \( l = m = 0 \). Thus for \( l \neq 0 \) and \( m \neq 0 \)
\[
(52) \quad \lambda = -3 \pm i\sqrt{4\pi^2(l^2 - lm + m^2) - 9}.
\]
Finally, from the relation (49c), we get
\[
-\lambda^3 - 27\lambda^2 + (-12l^2\pi^2 + 12lm\pi^2 - 12m^2\pi^2)\lambda - 16i\pi^3 + 24i\pi^2m\pi^3 + 24im^2\pi^3 = 0,
\]
and the real part of which gives
\[
\Re(\lambda^3) + 27\Re(\lambda^2) + 12\pi^2(l^2 - lm + m^2)\Re(\lambda) = 0.
\]
Now, using the particular values of \( \lambda \) as obtained in (52), we get
\[
-108\pi^2(l^2 - lm + m^2) - 108 = 0
\]
that is
\[
l^2 - lm + m^2 = -1/\pi^2 < 0,
\]
which is a contradiction. Therefore, the only possibility is \( l = m = 0 \), which gives from (52) that \( \lambda = -6 \) (since \( \lambda \neq 0 \)).

On the other hand, from (50) and (51), it implies that the cubic polynomial (48) has root \(-\frac{3}{2} = 2\) of multiplicity 3 which is again a contradiction. Hence, we conclude that \( \alpha \neq 0 \) cannot be possible.

Therefore, the only possibility is \( \alpha = \beta = 0 \), which gives (comparing (43) and (44)) that \( \eta''(0) = \eta''(1) = 0 \). But, we have by assumptions that \( \eta(0) = \eta(1) = 0 \) and \( \eta''(0) = \eta''(1) = 0 \), i.e., \( \eta = 0 \) in \((0, 1)\), and as a consequence, \( \xi = 0 \) in \((0, 1)\).

Hence, the proof of lemma follows. \( \square \)

The next lemma shows that the observation terms satisfy some lower bounds which are not exponentially small. In fact, these lower bounds are crucial to conclude the null-controllability of the concerned system (4). We have the following lemma.

**Lemma 4.2** (Observation estimates: control on density). Recall the set of eigenfunctions \( \mathcal{E}(A^*) \), given by (20). Then, there exists a constant \( C > 0 \), independent in \( k \), such that we have the following observation estimates for the parabolic and hyperbolic parts:
\[
\begin{align*}
(53a) \quad & \quad |B^*\Phi_k^p| \geq \frac{C}{k^2}, \quad \forall k \geq k_0, \\
(53b) \quad & \quad |B^*\Phi_k^h| \geq C, \quad \forall |k| \geq k_0,
\end{align*}
\]
where the number \( k_0 \) introduced by Lemma 3.2.

\(^1\)For \( lm = 0, l^2 - lm + m^2 = l^2 + m^2 \geq 0 \), for \( lm < 0, l^2 - lm + m^2 > 0 \) and for \( lm > 0, l^2 - lm + m^2 = (l - m)^2 + lm > 0 \).
\(^2\)If \( l^2 - lm + m^2 = 0 \) and \( m \neq 0 \) then \( \left( \frac{l}{m} \right)^2 - \left( \frac{1}{m} \right) + 1 = 0 \) has no real solutions. Therefore \( m = 0 \) and hence \( l = 0 \).
Proof. Using the definition of $B_k^\rho$ introduced by (35), we have

$B_{k}^\rho \Phi \xi_k^\rho = \xi_k^\rho (1), \quad \forall k \geq k_0,$

$B_{k}^\rho \Phi \xi_k^\rho = \xi_k^\rho (1), \quad \forall |k| \geq k_0.$

We recall Lemma 4.1 which ensures that $B_k^\rho \Phi \neq 0$ for all $\Phi \in \mathcal{E}(A^*)$. In particular $\xi_k^\rho (1) \neq 0$ for all $k \geq k_0$ and $\xi_k^\rho (1) \neq 0$ for all $|k| \geq k_0$. Thus, it is enough to obtain the lower bounds for large modulus of $k$.

(i) Let us recall the expressions of $\xi_k^\rho$ from (23), so that we have

$\xi_k^\rho (1) = e^{-i k^2 \pi^2 - 2c_k k^2 \pi - 2i d_k k \pi + O(1)} \times O\left(\frac{1}{k}\right)$

$+ \left(\frac{i}{k \pi} + O\left(\frac{1}{k^2}\right)\right) \left(e^{i (k^2 \pi + c_k) + O(1)} - e^{-i (k^2 \pi + c_k + 2i d_k k \pi + O(1))}\right)$

$+ \left(\frac{-i}{k \pi} + O\left(\frac{1}{k^2}\right)\right) \left(e^{-i (k^2 \pi + c_k - 2i d_k k \pi + O(1))} - e^{-i (k^2 \pi + c_k - 1 + 2i d_k k \pi + O(1))}\right)$

From the above expression, it is easy to deduce that there exists some constant $C > 0$, independent in $k$, such that

$|\xi_k^\rho (1)| \geq \frac{C}{k}, \quad \text{for all } k \geq k_0 \text{ large.}$

(ii) On the other hand, from the expression of $\xi_k^\rho$ given by (26), we have

$\xi_k^\rho (1) = \left(\frac{\epsilon_{\text{sgn}}(k) \sqrt{|k^2 \pi| - \frac{1}{2} - i \sqrt{|k^2 \pi| + O(1)} - k^2 \pi e^{\frac{1}{2} + 1 \sqrt{|k^2 \pi| + O(1)}}}}{\epsilon_{\text{sgn}}(k) \sqrt{|k^2 \pi| - \frac{1}{2} + 1 \sqrt{|k^2 \pi| + O(1)}}}\right) \times \left(\frac{-\alpha_{1,k} + 2k \pi + O(1)}{\epsilon_{\text{sgn}}(k) \sqrt{|k^2 \pi| + O(1)}}\right) \times e^{-\alpha_{1,k} - i (2k \pi + \alpha_{2,k} + O(1)) + O(k^{-1})}$

$\times \frac{1}{k \pi e^{\sqrt{|k^2 \pi| - \frac{1}{2} + i \sqrt{|k^2 \pi| + O(1)}}}} \left(\frac{\text{sgn}(k) \frac{1}{2 \sqrt{|k^2 \pi|}} + \frac{i}{2 \sqrt{|k^2 \pi|}} + O\left(\frac{1}{|k|}\right)}{\epsilon_{\text{sgn}}(k) \sqrt{|k^2 \pi| - \frac{1}{2} + i \sqrt{|k^2 \pi| + O(1)}}}\right) \times e^{\epsilon_{\text{sgn}}(k) \sqrt{|k^2 \pi| - \frac{1}{2} - i \sqrt{|k^2 \pi| + O(1)}}}$

$\times \frac{1}{k \pi e^{\sqrt{|k^2 \pi| - \frac{1}{2} + i \sqrt{|k^2 \pi| + O(1)}}}} \left(\frac{-\alpha_{1,k} - i (2k \pi + \alpha_{2,k} + O(1))}{\epsilon_{\text{sgn}}(k) \sqrt{|k^2 \pi| + O(1)}}\right) \times e^{\epsilon_{\text{sgn}}(k) \sqrt{|k^2 \pi| - \frac{1}{2} + i \sqrt{|k^2 \pi| + O(1)}}}$

We deduce the result for positive $k \geq k_0$, the same will be true for $k \leq -k_0$.

The leading term in (54) for $k \geq k_0$ is

$J := \frac{1}{k \pi e^{\sqrt{|k^2 \pi|}}} \left(-\alpha_{1,k} + 2k \pi + O(1)\right) e^{-\alpha_{1,k} - i (2k \pi + \alpha_{2,k} + O(1)) + O(k^{-1})} \times e^{-\frac{1}{2} - i \sqrt{|k^2 \pi| + O(k^{-1})}},$

and thus, it is clear to understand that there exists some $C > 0$, independent in $k$, such that

$|\xi_k^\rho (1)| \geq C, \quad \text{for all } k \geq k_0 \text{ large.}$

This completes the proof. \hfill \square

4.2. Observation estimates when a control acts on velocity. In this case, we can only able to prove the appropriate lower bounds of the observation terms $B_k^\rho \Phi$ for large frequencies. For lower frequencies, it is difficult to conclude anything. In fact, the idea applied to prove Lemma 4.1 for the density case is not working when the position of the control is changed to the velocity component.

Let us write the following lemma that gives the observation estimates for higher frequencies.

Lemma 4.3 (Observation estimates: control in velocity). Recall the set of eigenfunctions $\mathcal{E}(A^*)$ given by (20) and the number $k_0$ introduced in Lemma 3.2. Then, there exists some natural number $\tilde{k}_0 \geq k_0$
and a constant $C > 0$ such that we have the following observation estimates:

\[ |B_u^* \Phi_{\lambda k}^*| \geq C k \pi, \quad \forall k \geq \hat{k}_0, \]

\[ |B_u^* \Phi_{\lambda k}^*| \geq \frac{C}{\sqrt{|k\pi|}} \quad \forall |k| \geq \hat{k}_0, \]

where $C$ does not depend on $k$.

\textbf{Proof.} Using the definition of $B_u^*$, given by (36)–(37), we have

\[ B_u^* \Phi_{\lambda k}^* = \xi_{\lambda k}^*(1) + \eta_{\lambda k}^*(1), \quad \forall k \geq k_0. \]

\[ B_u^* \Phi_{\lambda k}^* = \xi_{\lambda k}^*(1) + \eta_{\lambda k}^*(1), \quad \forall |k| \geq k_0. \]

(i) Recall the expressions of $\xi_{\lambda k}^*$ and $\eta_{\lambda k}^*$, given by (23) and (24) respectively, so that we have

\[ \xi_{\lambda k}^*(1) + \eta_{\lambda k}^*(1) = e^{-i k \pi^2 - 2 c_k k \pi - 2 d_k k \pi + O(1)} \times O(\frac{1}{k}) \]

\[ + (\xi_{\lambda k}^1 + \eta_{\lambda k}^1) \left( e^{i(k \pi + c_k) + O(k^{-1}) - \frac{1}{2} - d_k + O(1)} - e^{-i(k \pi + c_k) - \frac{1}{2} + d_k + O(1)} \right) \]

\[ + (i k \pi + O(1)) \left( e^{-i(k \pi + c_k) - \frac{1}{2} + d_k + O(1)} - e^{-i(k \pi + c_k) + O(1)} \right) \]

The leading term in the above expression is

\[ L_k := -[2 i k \pi + O(1)] e^{-1 + O(k^{-1})}, \]

and that there exists some $k_0 \in \mathbb{N}^*$ which is larger or equal to $k_0$ such that, one has

\[ |L_k| \geq C k \pi, \quad \forall k \geq \hat{k}_0. \]

Other lower order terms can be bounded by $C k \pi e^{-k^2 \pi^2}$ and thus,

\[ \left| \xi_{\lambda k}^*(1) + \eta_{\lambda k}^*(1) \right| \geq C k \pi (1 - e^{-k^2 \pi^2}), \quad \forall k \geq \hat{k}_0, \]

for some $C > 0$ that does not depend on $k$. So, the estimate (55a) follows.

(ii) For the set of eigenfunctions (26)–(27) associated to $\lambda_k^b$, the observation terms are

\[ \xi_{\lambda k}^b(1) + \eta_{\lambda k}^b(1) = \left( e^{\text{sgn}(k) \sqrt{|k\pi|} - \frac{1}{2} i \sqrt{|k\pi|} + O(1)} - e^{-\text{sgn}(k) \sqrt{|k\pi|} + \frac{1}{2} i \sqrt{|k\pi|} + O(1)} \right) \]

\[ + \left( e^{\frac{1}{2} i \sqrt{|k\pi|} + O(1)} - e^{-\frac{1}{2} i \sqrt{|k\pi|} + O(1)} \right) \]

\[ \times \left( e^{\frac{1}{2} i \sqrt{|k\pi|} + O(1)} - e^{-\frac{1}{2} i \sqrt{|k\pi|} + O(1)} \right) \]

\[ \times e^{\frac{1}{2} i \sqrt{|k\pi|} + O(1)} \times e^{\frac{1}{2} i \sqrt{|k\pi|} - O(1)} \]

For $k \geq k_0 > 0$, the leading term in the above expression is

\[ J_k := -\frac{1}{k \pi} \left( e^{\frac{1}{2} i \sqrt{|k\pi|} - \frac{1}{2} i \sqrt{|k\pi|} + O(1)} - e^{-\frac{1}{2} i \sqrt{|k\pi|} + O(1)} \right) \]

Then, it is clear to understand that there exists some $C > 0$ and $\hat{k}_0$ (this $\hat{k}_0$ could be larger than previous and in that case we shall choose the bigger one for both) such that

\[ |J_k| \geq \frac{C}{\sqrt{|k\pi|}}, \quad \forall k \geq \hat{k}_0. \]
The lower order terms can be bounded by $C \left( 1/|k\pi| + (1/\sqrt{|k\pi|})e^{-\sqrt{|k\pi|}} \right)$ for large $k$ and thus we have

$$|\xi_k(1) + \eta_k(1)| \geq \frac{C}{\sqrt{|k\pi|}} \quad \forall k \geq \hat{k}_0.$$  

A similar estimate can be deduced for $k \leq -k_0 < 0$. We skip the details. The proof is complete.

5. Null-controllability using the method of moments: control on density

In this section, we will first prove the null-controllability of the system (4), more precisely Theorem 1.5. To prove the existence of a null-control $p \in L^2(0, T)$ for the system (4), we use the so-called moments technique. As a consequence, we prove the null-controllability of the system (3), that is Theorem 1.3. Using the above null-controllability results, we shall also prove that the system (3) is approximately controllable in $L^2(0, 1) \times L^2(0, 1)$, that is Corollary 1.4.

Let $(\rho, u)$ be the solution to the system (4) with a boundary control $p$. Then, the following lemma gives an equivalent criterion for the null-controllability.

**Lemma 5.1.** The system (4) is null-controllable at time $T > 0$ if and only if there exists a control $p \in L^2(0, T)$ such that

$$\left\langle \left( \sigma(0) \right)_x, \left( \sigma \right)_x \right\rangle \quad \text{in} \quad H^1_\sigma \times L^2 \quad \text{and} \quad \int_0^T \sigma(t, 1)p(t)dt = 0.$$  

where $(\sigma, v)$ is the solution to the adjoint system (12) with $(f, g) = (0, 0)$ and any given final data $(\sigma_T, v_T) \in H^1_\sigma \times L^2$ for $s > 0$.

5.1. Formulation of the mixed parabolic-hyperbolic moments problem. To prove the null-controllability of system (4), we shall formulate and solve a set of moments problem using the strategy developed in [29]. For sake of completeness, we recall the main results from [29] in Appendix C and in this section, we reformulate the problem with respect to our setting.

Let us recall that the set of eigenvalues $\sigma(A^*)$, given by (19), satisfies the following.

The sequence $\{\lambda_k\}_{k \geq k_0}$ satisfies

(i) For all $|k|, |j| \geq k_0$, $\lambda_k = \lambda_j$ unless $j = k$,

(ii) $\lambda_k = \beta - ckn + \nu_k$ for all $|k| \geq k_0$, with $\beta = 1$, $c = 2$ and $\nu_k = -\alpha_1 - \nu_2$, $k_0$.

where it is clear that $\{\lambda_k\}_{k \geq k_0} \in \ell^2$, from the properties of $\alpha_1$ and $\alpha_2$ (see Lemma 3.2).

Also, there exists positive constants $\alpha_0$, $\beta_0$, $\delta$, $\epsilon$ and $0 \leq \theta < \pi/2$ for which $\{\lambda_k\}_{k \geq k_0}$ satisfies

(i) $|\arg(-\lambda_k^\nu)| \leq \theta$ for all $k \geq k_0$,

(ii) $|\lambda_k^\nu - \lambda_j^\nu| \geq \delta |k^2 - j^2|$ for all $k \neq j, k_0$, $j \geq k_0$,

(iii) $\epsilon(\alpha_0 + \beta_0 k^2) \leq |\lambda_k^\nu| \leq \alpha_0 + \beta_0 k^2$ for all $k \geq k_0$.

Moreover, the sets of eigenvalues are mutually disjoint.

$$\{\lambda_k^\nu\}_{k \geq k_0} \cap \{\lambda_k\}_{k \geq k_0} = \emptyset, \quad \{\lambda_k^\nu\}_{k \geq k_0} \cap \{\lambda_0\} \cup \{\hat{\lambda}_n\}_{n=1} = \emptyset, \quad \{\lambda_k\}_{k \geq k_0} \cap \{\lambda_0\} \cup \{\hat{\lambda}_n\}_{n=1} = \emptyset.$$  

Thus, the set of spectrum $\sigma(A^*)$ satisfies the Hypothesis C.1 in Appendix C except for the finite set $\{\lambda_0\} \cup \{\hat{\lambda}_n\}_{n=1}$. But this will not lead any problem to construct and solve the associated moments equations. Let us go to the detail.

**General setting.** We first recall Theorem C.2 and Lemma C.3 from Appendix C. As per those results, our goal is to find uniformly separated spaces $W_{[0, T]}$ and $e_{[0, T]}$ in $L^2(0, T)$ for $T > t_c = 1$ (where $t_c = 2/c$ as introduced in Appendix C and in our case $c = 2$).

We start with $T > 1$. Then, we pick a subset $\{\hat{\lambda}_n\}_{n=1}^{l_0}$ (where $l_0 \leq n_0$) from the finite set of eigenvalues $\{\hat{\lambda}_n\}_{n=1}^{n_0}$ in such a way that the set

$$\{1\} \cup \{e^{\lambda_k^\nu} \}_{k \geq k_0} \cup \{e^{\hat{\lambda}_n^\nu} \}_{n=1}^{l_0}$$  

forms a Riesz basis for the space defined by

$$W_{[a, a+T]} = \text{closed span} \{\{1\} \cup \{e^{\lambda_k^\nu} \}_{k \geq k_0} \cup \{e^{\hat{\lambda}_n^\nu} \}_{n=1}^{l_0} \} \quad \text{in} \quad L^2(a, a+T),$$  

for any $a \in \mathbb{R}$.
and this is certainly possible in the light of Lemma C.3 since we consider \( T > 1 \). In above, the singleton \( \{1\} \) is arising due to the eigenvalue \( \lambda_0 = 0 \) as \( e^{\lambda_0 t} = 1 \).

Next, we denote the rest of the elements of \( \{\hat{\lambda}_n\}_{n=1}^{\infty} \) by \( \{\hat{\lambda}_{n_j}\}_{j=1}^{\infty} \) so that

\[
\{\hat{\lambda}_n\}_{n=1}^{\infty} \cup \{\hat{\lambda}_{n_j}\}_{j=1}^{\infty} = \{\hat{\lambda}_n\}_{n=1}^{\infty}.
\]

Finally, we consider the space

\[
E_{[0,T]} = \text{closed span} \left( \{e^{-\lambda_n t}\}_{k \geq k_0} \cup \{e^{-\lambda_{n_j} t}\}_{j=1}^{\infty} \right) \quad \text{in} \quad L^2(0,T).
\]

**Lemma 5.2.** The spaces \( W_{[0,T]} \) and \( E_{[0,T]} \) defined by (58) and (59) respectively, are uniformly separated in \( L^2(0,T) \) for \( T > 1 \). This does not hold for \( T \leq 1 \).

Since the family (57) forms a Riesz basis for the space \( W_{[0,T]} \) for \( T > 1 \), then following the idea of proving Theorem C.2 given by [29, Theorem 4.2], we can prove Lemma 5.2.

The set of moments problem. Recall that the set of eigenfunctions \( \mathcal{E}(A^*) \) of \( A^* \) (given by (20)) defines a complete family in \( H_{\text{per}}^{-s}(0,1) \times L^2(0,1) \) for \( s > 0 \), thanks to Proposition 3.3. Thus, it is enough to check the control problem (56) for the eigenfunctions of \( A^* \). In what follows, the problem (4) is null-controllable at given time \( T > 1 \) if and only if there exists some \( p \in L^2(0,T) \) such that we have the following:

\[
\begin{aligned}
- \int_0^T e^{\lambda_0 (T-t)} p(t) \, dt &= m_{1,k}, \quad \forall k \geq k_0, \\
- \int_0^T e^{\lambda_{n_j} (T-t)} p(t) \, dt &= m_{1,j}, \quad \forall 1 \leq j \leq j_0, \\
- \int_0^T e^{\lambda_{n_j} (T-t)} p(t) \, dt &= m_{2,0}, \quad \text{i.e.,} \quad - \int_0^T p(t) \, dt = m_{2,0}, \\
- \int_0^T e^{\lambda_{n_j} (T-t)} p(t) \, dt &= m_{2,k}, \quad \forall |k| \geq k_0, \\
- \int_0^T e^{\lambda_{n_j} (T-t)} p(t) \, dt &= m_{1,l}, \quad \forall 1 \leq l \leq l_0,
\end{aligned}
\]

where

\[
\begin{aligned}
&\begin{aligned}
m_{1,k} &= \frac{\int_0^T \left( \left\langle \xi_{n_j}^k, \eta_{n_j}^k \right\rangle, \left( \rho_0, u_0 \right) \right\rangle_{H_{\text{per}}^{-1} \times L^2, H_{\text{per}} \times L^2}}{\xi_{n_j}^k(1)}, \quad \forall k \geq k_0, \\
m_{1,j} &= \frac{\int_0^T \left( \left\langle \xi_{n_j}^k, \eta_{n_j}^k \right\rangle, \left( \rho_0, u_0 \right) \right\rangle_{L^2 \times L^2, H_{\text{per}}^{-1} \times L^2}}{\xi_{n_j}^k(1)}, \quad \forall 1 \leq j \leq j_0,
\end{aligned}
\end{aligned}
\]

and

\[
\begin{aligned}
&m_{2,0} = \int_0^1 \rho_0(x) \, dx, \\
&m_{2,k} = \frac{\int_0^T \left( \left\langle \xi_{n_j}^k, \eta_{n_j}^k \right\rangle, \left( \rho_0, u_0 \right) \right\rangle_{H_{\text{per}}^{-1} \times L^2, H_{\text{per}} \times L^2}}{\xi_{n_j}^k(1)}, \quad \forall |k| \geq k_0, \\
&m_{2,l} = \frac{\int_0^T \left( \left\langle \xi_{n_j}^k, \eta_{n_j}^k \right\rangle, \left( \rho_0, u_0 \right) \right\rangle_{H_{\text{per}}^{-1} \times L^2, H_{\text{per}} \times L^2}}{\xi_{n_j}^k(1)}, \quad \forall 1 \leq l \leq l_0.
\end{aligned}
\]

The above set of equations (60)–(61) are the so-called moments problem which are well-defined since \( B^* \Phi = \xi(1) \neq 0 \) for any eigenfunction \( \Phi \in \mathcal{E}(A^*) \) as proved in Lemma 4.1. Let us now study the solvability of those equations.
5.2. Proof of the null-controllability result. We are now ready to prove our controllability result.

Proof of Theorem 1.5. Let any parameter \( s > 1/2 \), initial data \( (\rho_0, u_0) \in H_{\text{per}}^s(0,1) \times L^2(0,1) \) and time \( T > 1 \) be given.

Then, our goal is to apply the result of Theorem C.6 in Appendix C to solve the set of moments problem (60)–(61). To do this it is enough to show the following facts: for any \( r > 0 \)
\[
|m_{1,k}| e^{rk} \to 0 \quad \text{as} \quad k \to +\infty,
\]
and
\[
\sum_{k \geq k_0} |m_{2,k}|^2 < +\infty.
\]

On the other hand, the finite sequences \( \{m_{1,j}\}_{j=1}^\infty \) and \( \{m_{2,0}\} \cup \{m_{2,j}\}_{j=1}^\infty \) are always bounded (since all the observation terms are non-zero due to Lemma 4.1) and thus there is no trouble for the lower frequencies.

- We mainly consider the case when \( 1/2 < s < 1 \). The case when \( s \geq 1 \) can be deduced in a similar manner using the precise bounds of the eigenfunctions given by Lemma 3.4.

Recall the expression of \( m_{1,k} \) for \( k \geq k_0 \) from (62), we have
\[
|m_{1,k}| \leq C\| (\rho_0, u_0) \|_{H_{\text{per}}^s \times L^2} e^{R(\lambda_k^0)^{-1} k \pi (k^{-s} + 1)},
\]
thanks to the bounds of the eigenfunctions (28) and observation estimate (53a). Indeed, the bound (66) directly implies the Claim (64) due to the presence of \( e^{-k^2 \pi^2 s T} \) in the right hand side of (66).

Thus, in view of Proposition C.5 in Appendix C, there exists a function \( p_1 \in \mathcal{E} := \mathcal{E}_{[0,T]} \) that solves the set of equations (60).

- As previous, we start with \( 1/2 < s < 1 \) Here, we show that \( \{m_{2,k}\}_{|k| \geq k_0} \in \ell^2 \). In this regard, we recall the bounds of the eigenfunctions given by (29) and the observation estimate (53b), which yields
\[
\sum_{|k| \geq k_0} |m_{2,k}|^2 \leq C\| (\rho_0, u_0) \|_{H_{\text{per}}^s \times L^2}^2 \sum_{|k| \geq k_0} \frac{\| \xi_{\lambda_k^0} \|_{H_{\text{per}}^{s}}^2 + \| \eta_{\lambda_k^0} \|_{L^2}^2}{\| \xi_{\lambda_k^0}(1) \|^2}
\]
\[
\leq C\| (\rho_0, u_0) \|_{H_{\text{per}}^s \times L^2}^2 \sum_{|k| \geq k_0} \left( |k|^{-2s} + |k|^{-2} \right)
\]
\[
\leq C\| (\rho_0, u_0) \|_{H_{\text{per}}^s \times L^2}^2.
\]
The above series converges due to the sharp choice \( s > 1/2 \) and indeed, it is clear that for \( s \leq 1/2 \), the series \( \sum_{|k| \geq k_0} \frac{1}{|k|^s} \) diverges. For \( s \geq 1 \), we use the bound \( \| \xi_{\lambda_k^0} \|_{H_{\text{per}}^{s}} \leq C|k|^{-1} \) and then accordingly the result follows.

Therefore, in view of Proposition C.4 in Appendix C, there exists a function \( p_2 \in \mathcal{W} := \mathcal{W}_{[0,T]} \) that solves the set of equations (61).

Now, our goal is to apply Theorem C.6 from Appendix C. We have, as consequence of Lemma 5.2, the space
\[
\mathcal{V} := \mathcal{E} + \mathcal{W}
\]
is closed and thus a Hilbert space with \( \| \cdot \|_{\mathcal{V}} := \| \cdot \|_{L^2(0,T)} \), so \( \mathcal{V} = \mathcal{E} \oplus \mathcal{W} \). Likewise, we have \( \mathcal{V} := \mathcal{E}^\perp \oplus \mathcal{W}^\perp \). Therefore, the restrictions \( P_{\mathcal{E}}|_{\mathcal{W}^\perp} \) and \( P_{\mathcal{W}}|_{\mathcal{E}^\perp} \) are isomorphisms, where \( P_{\mathcal{E}} \) and \( P_{\mathcal{W}} \) denote the orthogonal projections from \( \mathcal{V} \) onto \( \mathcal{E} \) and \( \mathcal{W} \) respectively.

Now, we consider
\[
p := (P_{\mathcal{E}}|_{\mathcal{W}^\perp})^{-1} p_1 + (P_{\mathcal{W}}|_{\mathcal{E}^\perp})^{-1} p_2,
\]
which certainly belongs to the space \( L^2(0,T) \) and simultaneously solves the set of moments problem (60)–(61) for \( T > 1 \) and any \( \rho_0 \in H_{\text{per}}^s(0,1) \) for \( s > 1/2 \) and \( u_0 \in L^2(0,1) \).

This concludes the proof of Theorem 1.5. \( \square \)
Remark 5.3 (Compatibility condition). Integrating the first equation of (4) in \((0,1)\) and then \((0,T)\), we get
\[
\int_0^T \rho(T,x)dx - \int_0^1 \rho_0(x)dx - \int_0^T \rho(t)dt = 0.
\]
So, for the null-controllability we need the following compatibility condition
\[
\int_0^1 \rho_0(x)dx = - \int_0^T \rho(t)dt.
\]
But this always holds true since \(p\) satisfies the moments problem introduced before and in particular the first equation of (61).

Proof of Theorem 1.3. We have already shown the existence of a control \(p \in L^2(0,T)\) for the system (4). Now, to prove the existence of a control \(h \in L^2(0,T)\) for the main control problem (3), all we need to show that \(\rho(t,1) \in L^2(0,T)\) where \(\rho\) is the solution component of the system (4) associated with the control function \(p \in L^2(0,T)\). But the proof for \(\rho(t,1) \in L^2(0,T)\) is followed from an auxiliary result given in Appendix D (Lemma D.1).

Hence, we define \(h(t) = \rho(t,1) + p(t)\) for all \(t \in (0,T)\), which plays the role of a Dirichlet control function for the main system (3). The proof is complete. □

5.3. Approximate controllability result with \(L^2 \times L^2\) initial data. As a corollary of the above null-controllability results, in this section, we shall prove the approximate controllability of the system (3) in the space \(L^2(0,1) \times L^2(0,1)\).

Proof of Corollary 1.4. The proof will be made in two steps.

- **Step 1**: Approximate controllability of the auxiliary system (4). Recall that we have proved the null-controllability of the auxiliary system (4) at time \(T > 1\) in the space \(H^s_{per}(0,1) \times L^2(0,1)\) for \(s > \frac{1}{2}\). Let \(U_0 = (\rho_0, u_0) \in L^2(0,1) \times L^2(0,1)\) be any given initial state and \(\epsilon > 0\) be arbitrary. Then there exists \(U_0 = (\tilde{\rho}_0, \tilde{u}_0) \in H^s_{per}(0,1) \times L^2(0,1)\) for \(s > \frac{1}{2}\) such that
\[
\left\| U_0 - \tilde{U}_0 \right\|_{L^2 \times L^2} < \epsilon.
\]
Let us denote the reachable set \(R(T; U_0)\) starting from initial data \(U_0 \in L^2(0,1) \times L^2(0,1)\) for time \(T > 1\),
\[
R(T; U_0) = \left\{ U(T) = (\rho(T), u(T)) : U = (\rho, u) \text{ is the solution to (4)} \right\}
\text{with control } p \in L^2(0,T) \}.
\]
Let any \(\tilde{U}_0 \in H^s_{per}(0,1) \times L^2(0,1)\) be given. Since the system (4) is null-controllable at time \(T > 1\) in \(H^s_{per}(0,1) \times L^2(0,1)\) for \(s > \frac{1}{2}\), one has \(0 \in R(T; \tilde{U}_0 - \tilde{U}_0) = R(T; \tilde{U}_0) - S(T)\tilde{U}_0\) for any \(T > 1\), where \(\{S(t)\}_{t \geq 0}\) is the strongly continuous semigroup defined by \((A, D(A))\) in \(L^2(0,1) \times L^2(0,1)\). Hence, \(S(T)\tilde{U}_0 \in R(T; \tilde{U}_0)\) for any \(T > 1\).

Now, since the set of eigenfunctions of \(A\) generates the space \(H^s_{per}(0,1) \times L^2(0,1)\) (see Remark 3.7), we note that \(S(T)(H^s_{per}(0,1) \times L^2(0,1))\) is dense in \(L^2(0,1) \times L^2(0,1)\).

On the other hand, we have the following relation for any \(T > 1\) and \(s > 1/2\),
\[
S(T)(H^s_{per}(0,1) \times L^2(0,1)) \subseteq R(T; \tilde{U}_0) \subseteq L^2(0,1) \times L^2(0,1).
\]
But, \(S(T)(H^s_{per}(0,1) \times L^2(0,1))\) is dense in \(L^2(0,1) \times L^2(0,1)\) and thus \(R(T; \tilde{U}_0)\) is dense in \(L^2(0,1) \times L^2(0,1)\) for any \(T > 1\) and \(s > \frac{1}{2}\). More precisely, for any \(U_T \in L^2(0,1) \times L^2(0,1)\), there exists a control \(\tilde{p} \in L^2(0,T)\) such that the solution \(U_{\tilde{U}_0, \tilde{p}} = (\tilde{\rho}, \tilde{u})\) to the system
\[
\begin{align*}
\tilde{\rho}_t + \tilde{\rho}_x + \tilde{u}_x &= 0 & \text{in } (0,T) \times (0,1), \\
\tilde{u}_t - \tilde{u}_{xx} + \tilde{u}_x + \tilde{\rho}_x &= 0 & \text{in } (0,T) \times (0,1), \\
\tilde{\rho}(0,0) &= \tilde{\rho}(t,1) + \tilde{p}(t) & \text{for } t \in (0,T), \\
\tilde{u}(0,0) &= 0, \tilde{u}(t,1) = 0 & \text{for } t \in (0,T), \\
\tilde{\rho}(0,x) &= \tilde{\rho}_0(x), \tilde{u}(0,x) = \tilde{u}_0(x) & \text{for } x \in (0,1),
\end{align*}
\]
satisfies (where \(\tilde{U}_0 = (\tilde{\rho}_0, \tilde{u}_0) \in H^s(0,1) \times L^2(0,1)\) for \(s > 1/2\), as introduced before)
\[
\left\| U_{\tilde{U}_0, \tilde{p}}(T,\cdot) - U_T(\cdot) \right\|_{L^2 \times L^2} < \epsilon,
\]
for any $T > 1$.

Now, consider the following system

$$\begin{cases}
    \rho_t + \rho_x + u_x = 0 & \text{in } (0, T) \times (0, 1),
    
    u_t - u_{xx} + u_x + \rho_x = 0 & \text{in } (0, T) \times (0, 1),
    
    \rho(t, 0) = \rho(t, 1) + \tilde{p}(t) & \text{for } t \in (0, T),
    
    u(t, 0) = 0, u(t, 1) = 0 & \text{for } t \in (0, T),
    
    \rho(0, x) = \rho_0(x), u(0, x) = u_0(x) & \text{for } x \in (0, 1),
\end{cases}$$

(73)

with the same function $\tilde{p}$ as in (73) and the initial data $U_0 = (\rho_0, u_0) \in L^2(0, 1) \times L^2(0, 1)$ as chosen earlier.

Denote the solution to (73) by $U_{\tilde{U}_0, \tilde{p}} := (\rho, u)$. Then, using the continuity estimate (15) from Theorem 2.4, we deduce that

$$\left\| U_{\tilde{U}_0, \tilde{p}}(T, \cdot) - U_{\tilde{U}_0, \tilde{p}}(T, \cdot) \right\|_{L^2 \times L^2} \leq C \left\| U_0 - \tilde{U}_0 \right\|_{L^2 \times L^2} < \epsilon.$$

Finally, using (72)–(74) and the triangle inequality, we conclude

$$\left\| U_{\tilde{U}_0, \tilde{p}}(T, \cdot) - U_T(\cdot) \right\|_{L^2 \times L^2} \leq \left\| U_{\tilde{U}_0, \tilde{p}}(T, \cdot) - U_{\tilde{U}_0, \tilde{p}}(T, \cdot) \right\|_{L^2 \times L^2} + \left\| U_{\tilde{U}_0, \tilde{p}}(T, \cdot) - U_T(\cdot) \right\|_{L^2 \times L^2} < 2\epsilon.$$

This proves the proof for the approximate controllability of the system (4) in the space $L^2(0, 1) \times L^2(0, 1)$ when $T > 1$.

**Step 2:** Approximate controllability of the system (3). This is a consequence of the previous step. We set

$$\tilde{h}(t) = \rho(t, 1) + \tilde{p}(t), \quad \forall t \in (0, T),$$

in the equation (73) (we can do that since $\rho(t, 1) \in L^2(0, T)$ due to Lemma D.1 in Appendix D), which works as an approximate control for the main system (3) since one has $U_{\tilde{U}_0, \tilde{h}} := U_{\tilde{U}_0, \tilde{p}}$ and thus from the estimate (75), we have

$$\left\| U_{\tilde{U}_0, \tilde{h}}(T, \cdot) - U_T(\cdot) \right\|_{L^2 \times L^2} < 2\epsilon.$$

This completes the proof of the approximate controllability of (3) in the space $L^2(0, 1) \times L^2(0, 1)$ provided $T > 1$.

\[\square\]

6. A PARTIAL NULL-CONTROLLABILITY RESULT FOR THE VELOCITY CASE: USING AN INGHAM-TYPE INEQUALITY

In this section, we prove the partial null-controllability (in a subspace of $H^s_{per}(0, 1) \times L^2(0, 1)$) of the system (5) (that is, Theorem 1.8) by showing a proper observability inequality. A parabolic-hyperbolic joint Ingham-type inequality is the main ingredient to conclude this result.

Let $(\rho, u)$ be the solution to the system (5) with a boundary control $q$ acting on velocity. Then, the following lemma gives an equivalent criterion for the null-controllability.

**Lemma 6.1.** The system (5) is null-controllable at time $T > 0$ if and only if there exists a control $q \in L^2(0, T)$ such that

$$\left\langle \begin{pmatrix} \sigma(0) \\ v(0) \end{pmatrix}, \begin{pmatrix} \rho_0 \\ u_0 \end{pmatrix} \right\rangle_{H^s_{per} \times L^2, H^s_{per} \times L^2} \leq \int_0^T \left( \sigma(t, 1) + v_x(t, 1) \right) q(t) dt,$$

(76)

where $(\sigma, v)$ is the solution to the adjoint system (12) with $(f, g) = (0, 0)$ and any given final data $(\sigma_T, v_T) \in H^s_{per}(0, 1) \times L^2(0, 1)$.
6.1. **A combined parabolic-hyperbolic Ingham-type inequality.** This subsection is devoted to prove a Ingham-type inequality stated in Proposition 1.6. The proof will be based on following the idea of [13, Theorem 4.2].

**Proof of Proposition 1.6.** Let us denote $\tilde{\lambda}_k = \lambda_k - \beta$, $\forall k \in \mathbb{N}^*$ and $\tilde{\gamma}_k = \gamma_k - \beta$, $\forall k \in \mathbb{Z}$. Let $N \in \mathbb{N}^*$ be as given in the hypothesis. Then, we have the following known parabolic and hyperbolic Ingham inequalities

\begin{equation}
\int_0^T \left| \sum_{k \geq N} a_k e^{\tilde{\lambda}_k (T-t)} \right|^2 dt \geq C \sum_{k \geq N} |a_k|^2 e^{2R(\tilde{\lambda}_k)T} \text{ for any } T > 0, \tag{77}
\end{equation}

\begin{equation}
C_1 \sum_{|k| \geq N} |b_k|^2 \leq \int_0^T \left| \sum_{|k| \geq N} b_k e^{\tilde{\gamma}_k (T-t)} \right|^2 dt \leq C_2 \sum_{|k| \geq N} |b_k|^2 \text{ for any } T > 1, \tag{78}
\end{equation}

see [35], [21], [30] (and references therein) for more details.

Let us denote

\begin{equation}
U^p(t) = \sum_{k \geq N} a_k e^{\tilde{\lambda}_k (T-t)}, \quad U^h(t) = \sum_{|k| \geq N} b_k e^{\tilde{\gamma}_k (T-t)}, \quad t \geq 0, \tag{79}
\end{equation}

and

\begin{equation}
U(t) = U^p(t) + U^h(t), \quad t \geq 0. \tag{80}
\end{equation}

We also define for $t > 1$

\begin{IEEEeqnarray*}{rCl}
\tilde{U}^p(t) &=& U^p(t) - U^p(t-1) = \sum_{k \geq N} a_k \left(1 - e^{\tilde{\lambda}_k}\right) e^{\tilde{\lambda}_k (T-t)}, \tag{81a} \\
\tilde{U}^h(t) &=& U^h(t) - U^h(t-1) = \sum_{|k| \geq N} b_k \left(1 - e^{\tilde{\gamma}_k}\right) e^{\tilde{\gamma}_k (T-t)}, \tag{81b}
\end{IEEEeqnarray*}

and

\begin{equation}
\tilde{U}(t) = \tilde{U}^p(t) + \tilde{U}^h(t) = U(t) - U(t-1). \tag{82}
\end{equation}

Then, we have

\begin{equation}
\int_1^T \left| \tilde{U}(t) \right|^2 dt \leq \int_1^T |U(t)|^2 dt + \int_1^T |U(t-1)|^2 dt \leq C \int_0^T |U(t)|^2 dt. \tag{83}
\end{equation}

We now compute the $L^2$-norms of the functions $\tilde{U}^p$ and $\tilde{U}^h$ separately. Applying the hyperbolic Ingham inequality (78), we get

\begin{equation}
\int_1^T \left| \tilde{U}^h(t) \right|^2 dt \leq C \sum_{|k| \geq N} |b_k|^2 |1 - e^{\tilde{\gamma}_k}|^2. \tag{84}
\end{equation}

Since $1 - e^{\tilde{\gamma}_k} = 1 - e^{\gamma_k}$ and $\{|b_k|, k \geq N\} \in \ell^2$, we can choose $N$ large enough such that $|1 - e^{\tilde{\gamma}_k}|^2 < \epsilon$ for all $|k| \geq N$. It follows that,

\begin{equation}
\int_1^T \left| \tilde{U}^h(t) \right|^2 dt \leq C \epsilon \sum_{|k| \geq N} |b_k|^2. \tag{85}
\end{equation}

Now, recall (82) so that one has $\tilde{U}^p(t) = \tilde{U}(t) - \tilde{U}^h(t)$. Using the triangle inequality, we get

\begin{equation}
\int_1^T \left| \tilde{U}^p(t) \right|^2 dt \leq C \int_1^T \left| \tilde{U}(t) \right|^2 dt + C \int_1^T \left| \tilde{U}^h(t) \right|^2 dt \leq C \int_0^T |U(t)|^2 dt + C \epsilon \sum_{|k| \geq N} |b_k|^2. \tag{86}
\end{equation}
Let be $0 < \tau < T$. Applying the parabolic Ingham inequality (77) to the quantity $\tilde{U}^p(t)$ (given by (81a)), we obtain
\[
\int_{T-\tau}^{T} |\tilde{U}^p(t)|^2 \, dt = \int_{0}^{\tau} \left| \tilde{U}^p(T-t) \right|^2 \, dt \geq C \sum_{k \geq N} |a_k|^2 \left( 1 - e^{\lambda_k(\tau - T)} \right)
\]
\[
\geq C \sum_{k \geq N} |a_k|^2 e^{2R(\lambda_k)\tau},
\]
thanks to the properties of $\tilde{\lambda}_k$. Note that the above constant $C$ depends on $\tau$. Let us now choose $\tau > 0$ small enough such that $T - \tau > 1$. Thus, we get
\[
\int_{T-\tau}^{T} |\tilde{U}^p(t)|^2 \, dt \geq \int_{T-\tau}^{T} |\tilde{U}^p(t)|^2 \, dt \geq C \sum_{k \geq N} |a_k|^2 e^{2R(\lambda_k)\tau}.
\]

Recall the function $U^p(t)$ given by (79), we deduce that
\[
\int_{0}^{T-\tau} |U^p(t)|^2 \, dt \leq \sum_{k \geq N} |a_k|^2 \int_{0}^{T-\tau} e^{2R(\lambda_k)(T-t)} \, dt
\]
\[
\leq \sum_{k \geq N} |a_k|^2 \frac{e^{R(\lambda_k)\tau} - e^{2R(\lambda_k)T}}{2R(\lambda_k)}
\]
\[
\leq C \sum_{k \geq N} |a_k|^2 e^{2R(\lambda_k)\tau},
\]
thanks to fact that $\left| R(\lambda_k) \right|^2 \geq C$ for $k \geq N$ large enough (combining the hypothesis (ii) and (iv) in Proposition 1.6 satisfied by $\{\lambda_k\}_{k \in \mathbb{N}}$).

Now, using the facts (85) and (84) in (86), we have
\[
\int_{0}^{T-\tau} |U^p(t)|^2 \, dt \leq C \left( \int_{0}^{T} |U(t)|^2 \, dt + \epsilon \sum_{|k| \geq N} |b_k|^2 \right).
\]

Since $T - \tau > 1$, applying the hyperbolic Ingham inequality (78) to $U^h(t)$ and then following a triangle inequality, we have
\[
\sum_{|k| \geq N} |b_k|^2 \leq C \int_{0}^{T-\tau} |U^h(t)|^2 \, dt \leq C \left( \int_{0}^{T-\tau} |U(t)|^2 \, dt + \int_{0}^{T-\tau} |U^p(t)|^2 \, dt \right)
\]
\[
\leq C \left( \int_{0}^{T} |U(t)|^2 \, dt + \epsilon \sum_{|k| \geq N} |b_k|^2 \right),
\]
thanks to the estimate (87).

Now, fix $\epsilon > 0$ small enough such that $1 - C\epsilon > 0$. As a consequence, there is some constant $C > 0$ depending only on $T$ such that, we have
\[
\sum_{|k| \geq N} |b_k|^2 \leq C \int_{0}^{T} |U(t)|^2 \, dt.
\]

On the other hand, using the parabolic Ingham inequality to $U^p(t)$, followed by a triangle inequality, hyperbolic Ingham inequality (to $U^h(t)$) and the result (88), we obtain
\[
\sum_{k \geq N} |a_k|^2 e^{2R(\lambda_k)T} \leq C \int_{0}^{T} |U^p(t)|^2 \, dt \leq C \left( \int_{0}^{T} |U(t)|^2 \, dt + \int_{0}^{T} |U^h(t)|^2 \, dt \right)
\]
\[
\leq C \left( \int_{0}^{T} |U(t)|^2 \, dt + \sum_{|k| \geq N} |b_k|^2 \right)
\]
\[
\leq C \int_{0}^{T} |U(t)|^2 \, dt.
\]
Thus, eventually we have
\begin{equation}
\sum_{k \geq N} |a_k|^2 e^{2R(\lambda_k)T} + \sum_{|k| \geq N} |b_k|^2 \leq C \int_0^T |U(t)|^2 \, dt.
\end{equation}

Recall that \( \lambda_k = \lambda_k - \beta \), \( \gamma_k = \gamma_k - \beta \), and that
\begin{equation}
\int_0^T |U(t)|^2 \, dt = \int_0^T \left| \sum_{k \geq N} a_k e^{(\lambda_k - \beta)(T-t)} + \sum_{|k| \geq N} b_k e^{(\gamma_k - \beta)(T-t)} \right|^2 \, dt
\end{equation}
\begin{equation}
\leq C \int_0^T \left| \sum_{k \geq N} a_k e^{\lambda_k(T-t)} + \sum_{|k| \geq N} b_k e^{\gamma_k(T-t)} \right|^2 \, dt.
\end{equation}

Moreover, it is easy to see that
\[ e^{2R(\lambda_k)T} = e^{2R(\lambda_k)T - 2R(\beta)T} \geq C e^{2R(\lambda_k)T} \]
for some \( C > 0 \) and thus combining (89) and (90), we obtain
\[ \sum_{k \geq N} |a_k|^2 e^{2R(\lambda_k)T} + \sum_{|k| \geq N} |b_k|^2 \leq C \int_0^T \left| \sum_{k \geq N} a_k e^{\lambda_k(T-t)} + \sum_{|k| \geq N} b_k e^{\gamma_k(T-t)} \right|^2 \, dt. \]

Finally, adding the finitely many terms in the above summation using a similar idea as in [38, Theorem 4.3, Chapter 4] (since \( \{ \gamma_k \}_{k \in \mathbb{Z}} \) and \( \{ \lambda_k \}_{k \in \mathbb{N}^*} \) are disjoint), we can conclude that
\begin{equation}
\sum_{k \in \mathbb{N}^*} |a_k|^2 e^{2R(\lambda_k)T} + \sum_{k \in \mathbb{Z}} |b_k|^2 \leq C \int_0^T \left| \sum_{k \in \mathbb{N}^*} a_k e^{\lambda_k(T-t)} + \sum_{k \in \mathbb{Z}} b_k e^{\gamma_k(T-t)} \right|^2 \, dt.
\end{equation}

This completes the proof. \( \square \)

6.2. **Observability inequality and a partial null-controllability result.** Recall that when a control is acting on the velocity part, we have from Lemma 4.3,
\[ |B^r \Phi_{\lambda_k}| \geq C k \pi, \quad \forall k \geq \tilde{k}_0, \quad |B^s \Phi_{\lambda_k}| \geq \frac{C}{\sqrt{|k| \pi}} \quad \forall |k| \geq \tilde{k}_0. \]

Recall the number \( \tilde{k}_0 \) from Remark 3.7 and consider
\[ K_0 := \max\{ \tilde{k}_0, \tilde{k}_0 \}, \]
and define the space
\begin{equation}
\mathcal{H} := \text{closure}\left( \text{span}\left\{ \Phi_{\lambda_k}, \ k \geq K_0, \ \tilde{\Phi}_k^p, \ |k| \geq K_0 \right\} \right) \text{ in } H^s \left( (0,1) \times L^2(0,1) \right),
\end{equation}
where we recall that \( \{ \tilde{\Phi}_k^p \}_{k \geq \tilde{k}_0} \) and \( \{ \tilde{\Phi}_k^h \}_{|k| \geq \tilde{k}_0} \) denote the eigenfunctions associated to the parabolic and hyperbolic branches of eigenvalues of the operator \( A \), see Remark 3.7. It is clear that the space \( \mathcal{H} \) has finite codimension.

Using [42, Theorems 5, 6; Chapter 1], it can be checked that the dual of the space \( \mathcal{H} \) is
\begin{equation}
\mathcal{H}^* := \text{closure}\left( \text{span}\left\{ \Phi_{\lambda_k}, \ k \geq K_0, \ \Phi_{\lambda_k}^h, \ |k| \geq K_0 \right\} \right) \text{ in } H^{-s} \left( (0,1) \times L^2(0,1) \right),
\end{equation}
where we recall that \( \{ \Phi_{\lambda_k}^p \}_{k \geq \tilde{k}_0} \) and \( \{ \Phi_{\lambda_k}^h \}_{|k| \geq \tilde{k}_0} \) denote the eigenfunctions associated to the parabolic and hyperbolic branches of eigenvalues of the operator \( A^* \), see Proposition 3.3.

We are now ready to prove our second main result, i.e., Theorem 1.8 of our work.

**Proof of Theorem 1.8.** Let us consider \((f, g) = (0, 0)\) in the adjoint system (12) and the final data \((\sigma_T, v_T)\) of the following form:
\begin{equation}
(\sigma_T, v_T) = \sum_{k \geq K_0} a_k \Phi_{\lambda_k}^p + \sum_{|k| \geq K_0} b_k \Phi_{\lambda_k}^h
= \sum_{k \geq K_0} a_k (\xi_{\lambda_k}^p, \eta_{\lambda_k}^p) + \sum_{|k| \geq K_0} b_k (\xi_{\lambda_k}^h, \eta_{\lambda_k}^h),
\end{equation}
where \( \sum_{k \geq K_0} |a_k|^2 + \sum_{|k| \geq K_0} |b_k|^2 < +\infty. \)

Therefore, the solution to the adjoint system (12) looks like

\[
(\sigma, v) = \sum_{k \geq K_0} a_k e^{\lambda^s_k(T-t)} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k}) + \sum_{|k| \geq K_0} b_k e^{\lambda^s_k(T-t)} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k}),
\]

and this yields

\[
B^*_n(\sigma, v) = \sigma(t, 1) + v_x(t, 1)
\]

\[
= \sum_{k \geq K_0} a_k e^{\lambda^s_k(T-t)} (\xi_{\lambda^s_k}(1) + \eta_{\lambda^s_k}(1)) + \sum_{|k| \geq K_0} b_k e^{\lambda^s_k(T-t)} (\xi_{\lambda^s_k}(1) + \eta_{\lambda^s_k}(1)).
\]

Now in one hand, using the Ingham-type inequality (11), we have

\[
\int_0^T |\sigma(t, 1) + v_x(t, 1)|^2 dt \geq C_1 \left( \sum_{k \geq K_0} |a_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} + \sum_{|k| \geq K_0} |b_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} \right),
\]

for some \( C_1 > 0. \)

On the other hand, the solution \((\sigma, v)\) to the adjoint system given by (95) (with given data as in (94)) satisfies the following

\[
\| (\sigma(0), v(0)) \|_{H^s_{0, \infty} \times L^2}^2 \leq C_2 \left( \sum_{k \geq K_0} |a_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} + \sum_{|k| \geq K_0} |b_k|^2 (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} \right),
\]

for some \( C_2 > 0. \)

We now recall the observation estimates given by Lemma 4.3 for large \( |k| \geq \tilde{K}_0 \), which yields

\[
\sum_{k \geq K_0} \left| a_k (\xi_{\lambda^s_k}(1) + \eta_{\lambda^s_k}(1)) \right|^2 e^{2R(\lambda^s_k)T} + \sum_{|k| \geq K_0} \left| b_k (\xi_{\lambda^s_k}(1) + \eta_{\lambda^s_k}(1)) \right|^2 \geq C_1 \left( \sum_{k \geq K_0} |a_k|^2 e^{2R(\lambda^s_k)T} k^2 + \sum_{|k| \geq K_0} |b_k|^2 |k|^{-1} \right).
\]

Using the bounds of the eigenfunctions given by Lemma 3.4, it follows that

\[
\sum_{k \geq K_0} |a_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} + \sum_{|k| \geq K_0} |b_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} \leq C_2 \left( \sum_{k \geq K_0} |a_k|^2 e^{2R(\lambda^s_k)T} (k^{-2s-2} + 1) + \sum_{|k| \geq K_0} |b_k|^2 (|k|^{-2s} + |k|^{-2}) \right).
\]

Straightaway, there exists some \( \tilde{K}_0 \geq K_0 \) such that for all \( |k| \geq \tilde{K}_0 \), we have \( C_2 k^2 > C_1 (k^{-2s-2} + 1) \) for any \( s > 0 \) and \( C_2 |k|^{-1} > C_1 (|k|^{-2s} + |k|^{-2}) \) for any \( s > \frac{1}{2} \). Using these and combining (98), (99), we can write for any \( s > \frac{1}{2} \), that

\[
\sum_{k \geq K_0} |a_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} + \sum_{|k| \geq K_0} |b_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} \leq C \left( \sum_{k \geq K_0} |a_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} + \sum_{|k| \geq K_0} |b_k|^2 e^{2R(\lambda^s_k)T} (\xi_{\lambda^s_k}, \eta_{\lambda^s_k})^2_{H^s_{0, \infty} \times L^2} \right),
\]

for some \( C > 0. \)

Adding finitely many terms from \( K_0 \leq |k| < \tilde{K}_0 \) in the above summations (since all the observation terms are non-zero from \( K_0 \)-th mode), we get the following observability inequality

\[
\int_0^T |\sigma(t, 1) + v_x(t, 1)|^2 dt \geq C \| (\sigma(0), v(0)) \|^2_{H^s_{0, \infty} \times L^2}, \quad \text{for} \quad s > \frac{1}{2},
\]
for given data \((\sigma_T, v_T)\) as (94).

Then, the density argument gives the required observability inequality (101) with any given adjoint state \((\sigma_T, v_T) \in \mathcal{H}^*\) (defined by (93)). This is a necessary and sufficient for the null-controllability of system (5) with given initial data \((\rho_0, u_0) \in \mathcal{H}\), where \(\mathcal{H}\) is given by (92).

This completes the proof of Theorem 1.8. □

**Remark 6.2.** Some remarks are in order.

- Proving null-controllability of the system (5) using the moments method does not provide a better result (w.r.t. the regularity of initial states) compared to the result obtained by Ingham-type inequality.
- On the other hand, the Ingham-type inequality (11) does not give any conclusion regarding the controllability of the first case that is when a control is acting on the density part. In that case, the moments method really fits to get the controllability in a better space, namely in \(H_{per}^s(0,1) \times L^2(0,1)\) for \(s > 1/2\).

7. Detailed spectral analysis of the adjoint operator

We recall the eigenvalue problem (16) from Section 3 and for our convenience, we rewrite here below,

\[
\begin{align*}
\xi''(x) + \eta'(x) &= \lambda \xi(x), \quad x \in (0,1), \\
\eta''(x) + \eta'(x) + \xi'(x) &= \lambda \eta(x), \quad x \in (0,1), \\
\xi(0) &= \xi(1), \\
\eta(0) &= 0, \quad \eta(1) = 0.
\end{align*}
\]

(102)

We divide the analysis into several steps. Let us begin by the following result.

**All non-trivial eigenvalues have negative real parts.** This is the proof of point (iii)–Proposition 3.1.

Multiplying the first equation of (102) by \(\xi\), the second one by \(\eta\) and then integrating, we obtain

\[
\begin{align*}
\int_0^1 \xi(x)\xi'(x)dx + \int_0^1 \xi(x)\eta'(x)dx &= \lambda \int_0^1 \xi(x)^2dx, \\
\int_0^1 \eta(x)\eta''(x)dx + \int_0^1 \eta(x)\eta'(x)dx + \int_0^1 \eta(x)\xi'(x)dx &= \lambda \int_0^1 \eta(x)^2dx.
\end{align*}
\]

Adding these two equations we get

\[
\begin{align*}
\int_0^1 \xi(x)\xi'(x)dx + \int_0^1 \eta(x)\eta'(x)dx + \int_0^1 \eta(x)\eta''(x)dx + \int_0^1 \eta(x)\eta'(x)dx + \int_0^1 \eta(x)\xi'(x)dx \\
+ \int_0^1 \eta(x)\eta'(x)dx &= \lambda \int_0^1 \xi(x)^2dx + \lambda \int_0^1 \eta(x)^2dx.
\end{align*}
\]

(103)

Here, one can observe that

\[
\int_0^1 \xi(x)\xi'(x)dx = \frac{1}{2} \int_0^1 \frac{d}{dx} \xi(x)^2dx + i \int_0^1 \Im(\overline{\xi(x)}\xi'(x))dx = i \int_0^1 \Im(\overline{\xi(x)}\xi'(x))dx,
\]

thanks to the boundary condition \(\xi(0) = \xi(1)\).

Similarly, we can obtain

\[
\int_0^1 \eta(x)\eta'(x)dx = i \int_0^1 \Im(\overline{\eta(x)}\eta'(x))dx.
\]

Using the relations (104), (105) in (103) and performing an integration by parts we deduce that

\[
\begin{align*}
i \int_0^1 \left( \Im(\overline{\xi(x)}\xi'(x)) + \Im(\overline{\eta(x)}\eta'(x)) \right)dx + \int_0^1 \xi'(x)\eta(x)dx + \int_0^1 \xi''(x)\eta(x)dx - \int_0^1 \xi'(x)\eta(x)dx + \int_0^1 |\eta'(x)|^2dx \\
= \lambda \int_0^1 |\xi(x)|^2dx + \lambda \int_0^1 |\eta(x)|^2dx,
\end{align*}
\]

from which it is clear that

\[
\Re(\lambda) = - \frac{||\eta'||^2_{L^2} + ||\xi||^2_{L^2}}{||\xi||^2_{L^2} + ||\eta||^2_{L^2}} < 0,
\]

(106)
since $\eta' = 0$ is not possible. If yes, then from the boundary condition $\eta(0) = \eta(1) = 0$, we have $\eta = 0$ and this yields that $\xi = c$, for some constant $c$, which is possible if and only if $\lambda = 0$. Therefore, when $\lambda \neq 0$, then one has the condition (106).

**Remark 7.1.** It can be easily seen that the first component $\xi$ satisfies $\int_0^1 \xi = 0$ provided $\lambda \neq 0$.

All eigenvalues are geometrically simple: proof of Proposition 3.1–point (iv). On contrary, let us assume that for any eigenvalue $\lambda$, there are two distinct eigenfunctions $\Phi_1 := (\xi_1, \eta_1)$ and $\Phi_2 := (\xi_2, \eta_2)$ of $A^*$. We prove that $\Phi_1$ and $\Phi_2$ are linearly dependent.

Let be $\theta_1, \theta_2 \in \mathbb{C} \setminus \{0\}$ and consider the linear combination $\Phi := \theta_1 \Phi_1 + \theta_2 \Phi_2$. Then $\Phi := (\xi, \eta)$ also satisfies the eigenvalue problem (102). We now choose $\theta_1, \theta_2$ in such a way that $\xi(0) = 0$ (one particular choice is $\theta_1 = -\frac{\eta_2(0)}{\xi_2(0)}$). Then, in the same spirit of Lemma 4.1, we can conclude that $\Phi = 0$.

This ensures the assumption that each eigenvalue of $A^*$ has geometric multiplicity 1.

7.1. Determining the eigenvalues for large modulus. We write the set of equations (102) satisfied by $\xi$ and $\eta$ into a single equation of $\eta$ as obtained in (40a)–(40b), given by

\begin{align}
\eta'''(x) - \lambda \eta''(x) - 2\lambda \eta'(x) + \lambda^2 \eta(x) &= 0, \quad \forall x \in (0, 1), \\
\eta(0) &= 0, \quad \eta(1) = 0, \quad \eta''(0) = \eta''(1).
\end{align}

Then, the auxiliary equation associated to (107a) is

$m^3 - \lambda m^2 - 2\lambda m + \lambda^2 = 0.$

Introduce $\mu = -\lambda \in \mathbb{C}$ and rewrite the auxiliary equation (108)

$m^3 + \mu m^2 + 2\mu m + \mu^2 = 0.$

We consider $a = \mu$, $b = 2\mu$, $c = \mu^2$ so that the roots of the cubic polynomial (109) are given by

\begin{align}
m_1 &= -\frac{1}{3} \left( a + C + \frac{D_0}{C} \right), \\
m_2 &= -\frac{1}{3} \left( a + \frac{-1 + i\sqrt{3}}{2} C + \frac{-1 - i\sqrt{3}}{2} \frac{D_0}{C} \right), \\
m_3 &= -\frac{1}{3} \left( a + \frac{-1 - i\sqrt{3}}{2} C + \frac{-1 + i\sqrt{3}}{2} \frac{D_0}{C} \right),
\end{align}

with

$C = \left( \frac{D_1 + \sqrt{D_1^2 - 4D_0^3}}{2} \right)^{1/3},$

where

$D_0 = a^2 - 3b = \mu^2 - 6\mu, \quad D_1 = 2a^3 - 9ab + 27c = 2\mu^3 + 9\mu^2.$

Using the binomial expansion and approximating for large $|\mu|$, we obtain

\begin{align}
\sqrt{D_1^2 - 4D_0^3} &= \left( (2\mu^3 + 9\mu^2)^2 - 4(\mu^2 - 6\mu)^3 \right)^{1/2} \\
&= \left( (4\mu^6 + 36\mu^5 + 81\mu^4 - 4(\mu^2 - 6\mu)^3) \right)^{1/2} \\
&= \left( 108\mu^5 - 351\mu^4 + 864\mu^3 \right)^{1/2} \\
&= 6\sqrt{3}\mu^{5/2} \left[ 1 - \frac{13}{4\mu} + \frac{8}{\mu^2} \right]^{1/2} \\
&= 6\sqrt{3}\mu^{5/2} \left[ 1 - \frac{1}{2} \left( \frac{13}{4\mu} + \frac{8}{\mu^2} \right) - \frac{1}{8} \left( \frac{169}{16\mu^2} - \frac{52}{\mu^3} + O(\mu^{-4}) \right) \right] \\
&= 6\sqrt{3}\mu^{5/2} \left[ 1 - \frac{13}{8\mu} + \frac{343}{128\mu^2} + O(\mu^{-3}) \right].
\end{align}
Similarly we have,

\[ C = \left[ \mu^3 + \frac{9}{2} \mu^2 + 3\sqrt{3} \mu^{3/2} - \frac{39}{8} \mu^{3/2} + \frac{1029}{128} \mu^{1/2} + O(\mu^{-1/2}) \right]^{1/3} \]

\[ = \mu \left[ 1 + \frac{9}{2} \mu + 3\sqrt{3} \mu^{-1/2} - \frac{39}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right]^{1/3} \]

\[ = \mu \left[ 1 + \frac{1}{3} \left( \frac{9}{2} \mu + 3\sqrt{3} \mu^{-1/2} - \frac{39}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right) \right. \]

\[ - \frac{1}{9} \left( \frac{9}{2} \mu + 3\sqrt{3} \mu^{-1/2} - \frac{39}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right)^2 \]

\[ + \frac{5}{81} \left( \frac{9}{2} \mu + 3\sqrt{3} \mu^{-1/2} - \frac{39}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right)^3 + O(\mu^{-1}) \]

\[ = \mu \left[ 1 + \frac{1}{3} \left( \frac{9}{2} \mu + 3\sqrt{3} \mu^{-1/2} - \frac{39}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right) \right. \]

\[ - \frac{1}{9} \left( \frac{27}{2} \mu + 27\sqrt{3} \mu^{-3/2} + O(\mu^{-2}) \right) \]

\[ + \frac{5}{81} \left( 81\sqrt{3} \mu^{-3/2} + O(\mu^{-2}) \right) + O(\mu^{-3}) \]

\[ = \mu \left[ 1 + \frac{3}{2} \mu + \sqrt{3} \mu^{-1/2} - \frac{13}{8} \mu^{-3/2} + O(\mu^{-5/2}) - \frac{3}{2} \mu - 3\sqrt{3} \mu^{-3/2} + O(\mu^{-2}) + 5\sqrt{3} \mu^{-3/2} + O(\mu^{-3}) \right] \]

\[ = \mu \left[ 1 + \sqrt{3} \mu^{-1/2} - \frac{3}{2} \mu + \frac{3\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right] \]

\[ = \mu + \sqrt{3} \mu^{-1/2} - \frac{3}{2} + \frac{3\sqrt{3}}{8} \mu^{-1/2} + O(\mu^{-3/2}). \]

Similarly we have,

\[ \frac{D_0}{C} = \frac{\mu^2 - 6\mu}{\mu \left[ 1 + \sqrt{3} \mu^{-1/2} - \frac{3}{2} \mu + \frac{3\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right]} \]

\[ = (\mu - 6) \left[ 1 + \left( \sqrt{3} \mu^{-1/2} - \frac{3}{2} \mu + \frac{3\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right) \right]^{-1} \]

\[ = (\mu - 6) \left[ 1 - \sqrt{3} \mu^{-1/2} + \frac{3}{2} \mu - \frac{3\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) + \left( \sqrt{3} \mu^{-1/2} - \frac{3}{2} \mu + \frac{3\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right)^2 \right. \]

\[ - \left( \sqrt{3} \mu^{-1/2} - \frac{3}{2} \mu + \frac{3\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right)^3 + O(\mu^{-2}) \]

\[ = (\mu - 6) \left[ 1 - \sqrt{3} \mu^{-1/2} + \frac{3}{2} \mu - \frac{3\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right. \]

\[ + \left( \frac{3}{2} \mu - 3\sqrt{3} \mu^{-3/2} + O(\mu^{-5/2}) \right)^2 - 3\sqrt{3} \mu^{-3/2} + O(\mu^{-2}) \]

\[ = (\mu - 6) \left[ 1 - \sqrt{3} \mu^{-1/2} + \frac{9}{2} \mu - \frac{51\sqrt{3}}{8} \mu^{-3/2} + O(\mu^{-5/2}) \right] \]

\[ = \mu - \sqrt{3} \mu^{1/2} + \frac{9}{2} - \frac{51\sqrt{3}}{8} \mu^{-1/2} - 6 + 6\sqrt{3} \mu^{-1/2} + O(\mu^{-1}) \]

\[ = \mu - \sqrt{3} \mu^{1/2} - \frac{3}{2} - \frac{3\sqrt{3}}{8} \mu^{-1/2} + O(\mu^{-1}). \]
So, the characteristic roots are (recall (110))

\[ m_1 = -\frac{1}{3} \left[ \mu + \left( \mu + \sqrt{3} \mu^{1/2} - \frac{3}{2} + \frac{3\sqrt{3}}{8} \mu^{-1/2} + O(\mu^{-3/2}) \right) \right. \]
\[ \left. + \left( \mu - \sqrt{3} \mu^{1/2} - \frac{3}{2} - \frac{3\sqrt{3}}{8} \mu^{-1/2} + O(\mu^{-1}) \right) \right] \]
\[ = -\frac{1}{3} (3\mu - 3 + O(\mu^{-1})) \]
\[ = -\mu + 1 + O(\mu^{-1}), \]

\[ m_2 = -\frac{1}{3} \left[ \mu + \frac{-1 + i\sqrt{3}}{2} \left( \mu + \sqrt{3} \mu^{1/2} - \frac{3}{2} + O(\mu^{-1/2}) \right) + \frac{-1 - i\sqrt{3}}{2} \left( \mu - \sqrt{3} \mu^{1/2} - \frac{3}{2} + O(\mu^{-1/2}) \right) \right. \]
\[ \left. + \frac{3}{2} + 3i\mu^{1/2} + O(\mu^{-1/2}) \right] \]
\[ = -\frac{1}{2} - i\mu^{1/2} + O(\mu^{-1/2}), \]

\[ m_3 = -\frac{1}{3} \left[ \mu + \frac{-1 - i\sqrt{3}}{2} \left( \mu + \sqrt{3} \mu^{1/2} - \frac{3}{2} + O(\mu^{-1/2}) \right) + \frac{-1 + i\sqrt{3}}{2} \left( \mu - \sqrt{3} \mu^{1/2} - \frac{3}{2} + O(\mu^{-1/2}) \right) \right. \]
\[ \left. + \frac{3}{2} - 3i\mu^{1/2} + O(\mu^{-1/2}) \right] \]
\[ = -\frac{1}{2} + i\mu^{1/2} + O(\mu^{-1/2}). \]

Together, we write

\[
\begin{align*}
  m_1 &= -\mu + 1 + O(\mu^{-1}), \\
  m_2 &= -\frac{1}{2} - i\mu^{1/2} + O(\mu^{-1/2}), \\
  m_3 &= -\frac{1}{2} + i\mu^{1/2} + O(\mu^{-1/2}),
\end{align*}
\]

with \( \mu = -\lambda \) as mentioned earlier. Since \( m_1, m_2 \) and \( m_3 \) are distinct at least for large modulus of \( \mu \), we can write the general solution to the equation (107a) as

\[
(111) \quad \eta(x) = C_1 e^{m_1x} + C_2 e^{m_2x} + C_3 e^{m_3x}, \quad x \in (0, 1),
\]

for some constants \( C_1, C_2, C_3 \in \mathbb{C} \).

Using the boundary conditions (107b), we get a system of linear equations in \( C_1, C_2 \) and \( C_3 \), given by

\[
(112) \quad \begin{align*}
  C_1 + C_2 + C_3 &= 0, \\
  C_1 e^{m_1} + C_2 e^{m_2} + C_3 e^{m_3} &= 0. \\
\end{align*}
\]

These system of equations (113) has a nontrivial solution if and only if

\[
\det \begin{pmatrix}
  1 & 1 & 1 \\
  e^{m_1} & e^{m_2} & e^{m_3} \\
  m_1^2 (1 - e^{m_1}) & m_2^2 (1 - e^{m_2}) & m_3^2 (1 - e^{m_3})
\end{pmatrix} = 0.
\]

Expanding the determinant, we obtain

\[
(114) \quad m_1^2 (1 - e^{m_1}) (e^{m_2} - e^{m_3}) + m_2^2 (1 - e^{m_2}) (e^{m_1} - e^{m_3}) + m_3^2 (1 - e^{m_3}) (e^{m_2} - e^{m_1}) = 0.
\]

We shall now compute the determinant term by term.
Finally, we have

\[
\begin{align*}
(115) \quad m_2^2 (1 - e^{m_1}) (e^{m_3} - e^{m_2}) \\
&= \left( -\mu + 1 + O(\mu^{-1/2}) \right) \left( 1 - e^{-\mu + 1 + O(\mu^{-1/2})} \right) \left( e^{-1/2 + \mu^{1/2} + O(\mu^{-1/2})} - e^{-1/2 - \mu^{1/2} + O(\mu^{-1/2})} \right) \\
&= \left( \mu^2 - 2\mu + O(\mu^{1/2}) \right) \left( 1 - e^{-\mu + 1 + O(\mu^{-1/2})} \right) \left( e^{-1/2 + O(\mu^{-1/2})} \left( \cos(\mu^{1/2}) + i \sin(\mu^{1/2}) \right) \right) \\
&\quad - e^{-1/2 + O(\mu^{-1/2})} \left( \cos(\mu^{1/2}) - i \sin(\mu^{1/2}) \right) \\
&= \left( \mu^2 - 2\mu + O(\mu^{1/2}) \right) \left( 1 - e^{-\mu + 1 + O(\mu^{-1/2})} \right) [O(\mu^{-1/2}) e^{-1/2 + O(\mu^{-1/2})} \cos(\mu^{1/2}) \\
&\quad + i(2 + O(\mu^{-1/2})) e^{-1/2 + O(\mu^{-1/2})} \sin(\mu^{1/2})],
\end{align*}
\]

where we have used the facts that

\[
e^{-1/2 + O(\mu^{-1/2})} - e^{-1/2 + O(\mu^{-1/2})} = e^{-1/2 + O(\mu^{-1/2})} \left( 1 - e^{O(\mu^{-1/2})} \right) = e^{-1/2 + O(\mu^{-1/2})} \times O(\mu^{-1/2}),
\]

and

\[
e^{-1/2 + O(\mu^{-1/2})} + e^{-1/2 + O(\mu^{-1/2})} = e^{-1/2 + O(\mu^{-1/2})} \left( 1 + e^{O(\mu^{-1/2})} \right) = e^{-1/2 + O(\mu^{-1/2})} \times (2 + O(\mu^{-1/2})).
\]

- We also compute

\[
m_2^2 (1 - e^{m_2}) (e^{m_1} - e^{m_3}) \\
&= \left( -\frac{1}{2} - i\mu^{1/2} + O(\mu^{-1/2}) \right)^2 \left( 1 - e^{-\mu + 1 + O(\mu^{-1/2})} \right) \left( e^{-\mu + 1 + O(\mu^{-1/2})} - e^{-\mu^{1/2} + 1 + O(\mu^{-1/2})} \right) \\
&= \left( -\mu + i\mu^{1/2} + O(1) \right) \left( e^{-\mu + 1 + O(\mu^{-1/2})} - e^{-\mu^{1/2} + 1 + O(\mu^{-1/2})} \right) \\
&\quad - e^{-\mu^{1/2} + 1 + O(\mu^{-1/2})} \left( \cos(\mu^{1/2}) - i \sin(\mu^{1/2}) \right) \\
&= \left( -\mu + i\mu^{1/2} + O(1) \right) \left[ e^{-\mu + 1 + O(\mu^{-1/2})} - e^{-\mu^{1/2} + 1 + O(\mu^{-1/2})} \left( \cos(\mu^{1/2}) + i \sin(\mu^{1/2}) \right) \\
&\quad - e^{-\mu^{1/2} + 1 + O(\mu^{-1/2})} \left( \cos(\mu^{1/2}) - i \sin(\mu^{1/2}) \right) \right].
\]

- Finally, we have

\[
m_2^2 (1 - e^{m_3}) (e^{m_2} - e^{m_1}) \\
&= \left( -\frac{1}{2} + i\mu^{1/2} + O(\mu^{-1/2}) \right)^2 \left( 1 - e^{-\mu^{1/2} + O(\mu^{-1/2})} \right) \times \left( e^{-\mu^{1/2} + O(\mu^{-1/2})} - e^{-\mu + 1 + O(\mu^{-1/2})} \right) \\
&= \left( -\mu - i\mu^{1/2} + O(1) \right) \left[ e^{-\mu + 1 + O(\mu^{-1/2})} - e^{-\mu^{1/2} + 1 + O(\mu^{-1/2})} \left( \cos(\mu^{1/2}) + i \sin(\mu^{1/2}) \right) + e^{-\mu^{1/2} + 1 + O(\mu^{-1/2})} \left( \cos(\mu^{1/2}) - i \sin(\mu^{1/2}) \right) \right] .
\]

We add now the last two terms, in what follows

\[ m_1^2 (1 - e^{m_1}) (e^{m_1} - e^{m_2}) + m_2^2 (1 - e^{m_2}) (e^{m_2} - e^{m_1}) \]

\[ = -\mu \left( e^{-\mu + 1 + O(\mu - \frac{1}{2})} - e^{-\mu + 1 + O(\mu - \frac{1}{2})} - e^{-1 + O(\mu - \frac{1}{2})} \right) + i\mu \left( 2 + O(\mu - \frac{1}{2}) \right) e^{-\mu + 1 + O(\mu - \frac{1}{2})} \]

\[ + i\mu^2 (2 + O(\mu - \frac{1}{2})) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + \cos \mu^2 \left[ \left( \mu - i\mu^2 + O(1) \right) \left( e^{-\mu + 1 + O(\mu - \frac{1}{2})} + e^{-1 + O(\mu - \frac{1}{2})} \right) \right] \]

\[ - (\mu + i\mu^2 + O(1)) \left( e^{-\mu + 1 + O(\mu - \frac{1}{2})} + e^{-1 + O(\mu - \frac{1}{2})} \right) \]

\[ + i\sin \mu^2 \left[ \left( -\mu - i\mu^2 + O(1) \right) \left( e^{-\mu + 1 + O(\mu - \frac{1}{2})} - e^{-1 + O(\mu - \frac{1}{2})} \right) \right] \]

\[ + (\mu + i\mu^2 + O(1)) \left( e^{-\mu + 1 + O(\mu - \frac{1}{2})} - e^{-1 + O(\mu - \frac{1}{2})} \right) \]

\[ = -\mu O(\mu - \frac{1}{2}) e^{-\mu + 1 + O(\mu - \frac{1}{2})} - \mu O(\mu - \frac{1}{2}) e^{-1 + O(\mu - \frac{1}{2})} + (2i\mu^2 + O(1)) e^{-\mu + 1 + O(\mu - \frac{1}{2})} \]

We get after adding (115) and (116),

\[ m_1^2 (1 - e^{m_1}) (e^{m_1} - e^{m_2}) + m_2^2 (1 - e^{m_2}) (e^{m_1} - e^{m_2}) + m_3^2 (1 - e^{m_3}) (e^{m_2} - e^{m_1}) \]

\[ = \cos \mu^2 (\mu^2 - 2\mu + O(\mu^2)) O(\mu - \frac{1}{2}) \left( e^{-\mu + 1 + O(\mu - \frac{1}{2})} - e^{-\mu + 1 + O(\mu - \frac{1}{2})} \right) \]

\[ + i\sin \mu^2 \left[ \left( 2 + O(\mu - \frac{1}{2}) \right) (\mu^2 - 2\mu + O(\mu^2)) \left( e^{-\mu + 1 + O(\mu - \frac{1}{2})} - e^{-\mu + 1 + O(\mu - \frac{1}{2})} \right) \right] \]

\[ - \mu O(\mu - \frac{1}{2}) e^{-\mu + 1 + O(\mu - \frac{1}{2})} - \mu O(\mu - \frac{1}{2}) e^{-1 + O(\mu - \frac{1}{2})} \]

\[ + (2i\mu^2 + O(1)) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + (2i\mu^2 + O(1)) e^{-1 + O(\mu - \frac{1}{2})} \]

\[ + \cos \mu^2 \left[ \left( \mu + O(1) \right) O(\mu - \frac{1}{2}) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + \left( \mu + O(1) \right) O(\mu - \frac{1}{2}) e^{-1 + O(\mu - \frac{1}{2})} \right] \]

\[ - i\mu^2 (2 + O(\mu - \frac{1}{2})) e^{-\mu + 1 + O(\mu - \frac{1}{2})} - i\mu^2 (2 + O(\mu - \frac{1}{2})) e^{-1 + O(\mu - \frac{1}{2})} \]

\[ + i\sin \mu^2 \left[ \left( -2\mu + O(\mu^2) \right) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + i\mu^2 O(\mu - \frac{1}{2}) e^{-\mu + 1 + O(\mu - \frac{1}{2})} \right] \]

\[ + (2\mu + O(\mu^2)) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + i\mu^2 (2 + O(\mu - \frac{1}{2})) e^{-\mu + 1 + O(\mu - \frac{1}{2})} \]

\[ = -\mu O(\mu - \frac{1}{2}) e^{-\mu + 1 + O(\mu - \frac{1}{2})} - \mu O(\mu - \frac{1}{2}) e^{-1 + O(\mu - \frac{1}{2})} \]

\[ + (2i\mu^2 + O(1)) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + (2i\mu^2 + O(1)) e^{-1 + O(\mu - \frac{1}{2})} \]

\[ + \cos \mu^2 \left[ \left( \mu + O(1) \right) O(\mu - \frac{1}{2}) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + \left( \mu + O(1) \right) O(\mu - \frac{1}{2}) e^{-1 + O(\mu - \frac{1}{2})} \right] \]

\[ - i\mu^2 (2 + O(\mu - \frac{1}{2})) e^{-\mu + 1 + O(\mu - \frac{1}{2})} - i\mu^2 (2 + O(\mu - \frac{1}{2})) e^{-1 + O(\mu - \frac{1}{2})} \]

\[ + i\sin \mu^2 \left[ \left( -2\mu + O(\mu^2) \right) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + i\mu^2 O(\mu - \frac{1}{2}) e^{-\mu + 1 + O(\mu - \frac{1}{2})} \right] \]

\[ + (2\mu + O(\mu^2)) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + i\mu^2 (2 + O(\mu - \frac{1}{2})) e^{-\mu + 1 + O(\mu - \frac{1}{2})} \]

\[ + \cos \mu^2 \left[ 
\left( -2\mu^2 O(\mu - \frac{1}{2}) + 3\mu O(\mu - \frac{1}{2}) - 2i\mu^2 + O(1) \right) e^{-\mu + 1 + O(\mu - \frac{1}{2})} 
\right. 
+ \left( \mu^2 O(\mu - \frac{1}{2}) - \mu O(\mu - \frac{1}{2}) - 2i\mu^2 + O(1) \right) e^{-\mu + 1 + O(\mu - \frac{1}{2})} 
\]

\[ + i\sin \mu^2 \left[ \left( -2\mu^2 + O(\mu^3) \right) e^{-\mu + 1 + O(\mu - \frac{1}{2})} + \left( 2\mu^2 + O(\mu^3) \right) e^{-\mu + 1 + O(\mu - \frac{1}{2})} \right]. \]
Now, replacing the above quantity in the equation (114), and then dividing it by \( \mu^2 \) (since \( \mu \neq 0 \)), we obtain the equation

\[
F(\mu) = 0,
\]

where

\[
F(\mu) = -2 \sin \mu^\frac{1}{2} (e^{-\mu+1} - 1) + O(\mu^{-\frac{1}{2}}) \sin \mu^\frac{1}{2} e^{-\mu+1+O(\mu^{-\frac{1}{2}})}
+ O(\mu^{-\frac{1}{2}}) \sin \mu^\frac{1}{2} e^{O(\mu^{-\frac{1}{2}})} + \cos \mu^\frac{1}{2} \left[ O(\mu^{-\frac{1}{2}}) e^{-\mu+1+O(\mu^{-\frac{1}{2}})} + O(\mu^{-\frac{1}{2}}) e^{O(\mu^{-\frac{1}{2}})} \right]
\]

\[
+ O(\mu^{-\frac{1}{2}}) e^{-\mu+\frac{1}{2}+O(\mu^{-\frac{1}{2}})} + O(\mu^{-\frac{1}{2}}) e^{-\frac{1}{2}+O(\mu^{-\frac{1}{2}})}.
\]

**Application of Rouche’s theorem.** Let \( G \) be a function of \( \mu \), defined as

\[
G(\mu) = -2 \sin(\mu^\frac{1}{2}) (e^{-\mu+1} - 1).
\]

Then

\[
F(\mu) - G(\mu) = \frac{\sin(\mu^\frac{1}{2}) \left( O(\mu^{-\frac{1}{2}}) e^{-\mu+1+O(\mu^{-\frac{1}{2}})} + O(\mu^{-\frac{1}{2}}) e^{O(\mu^{-\frac{1}{2}})} \right) - \cos(\mu^\frac{1}{2}) \left( O(\mu^{-\frac{1}{2}}) e^{-\mu+1+O(\mu^{-\frac{1}{2}})} + O(\mu^{-\frac{1}{2}}) e^{O(\mu^{-\frac{1}{2}})} \right) + O(\mu^{-\frac{1}{2}}) e^{-\mu+\frac{1}{2}+O(\mu^{-\frac{1}{2}})} + O(\mu^{-\frac{1}{2}}) e^{-\frac{1}{2}+O(\mu^{-\frac{1}{2}})}}{G(\mu)}
\]

\[
:= I_1 + I_2 + I_3.
\]

Now since the function \( G \) has two branches of zeros, we will calculate them separately and in each case, we use the Rouche’s theorem to talk about the zeros of the function \( F \).

**Case 1.** We first observe that \( \mu = k^2 \pi^2 \) is a zero of \( G \) for each \( k \in \mathbb{N}^* \) and consider the following region in the complex plane

\[
\mathcal{R}_k = \left\{ z = x + iy \in \mathbb{C} : k \pi - \frac{\pi}{2} \leq x \leq k \pi + \frac{\pi}{2}, \quad -\frac{\pi}{2} \leq y \leq \frac{\pi}{2} \right\}, \quad \text{for} \ k \in \mathbb{N}^*.
\]

Our goal is to prove that \(|F(\mu) - G(\mu)| < |G(\mu)|\) on \( \mathcal{R}_k \). It is sufficient to prove that

\[
\left| \frac{F(\mu) - G(\mu)}{G(\mu)} \right| \to 0 \quad \text{for} \ \mu \in \partial \mathcal{R}_k \text{ such that } \Re(\mu) \to +\infty.
\]

To avoid difficulties in notations, we denote \( w = \mu^\frac{1}{2} \) and without loss of generality, we simply write \( I_1 \), \( I_2 \) and \( I_3 \) as the functions \( w \). Note that

\[
\left| \frac{I_1(w)}{G(w)} \right| = \left| \frac{O(w^{-1}) e^{-w^2+1+O(w^{-1})} + O(w^{-1}) e^{O(w^{-1})}}{e^{-w^2+1} - 1} \right| \leq \frac{C}{|w|} \left| \frac{e^{-w^2+1} + 1}{e^{-w^2+1} - 1} \right|
\]

and since \( \frac{e^{-w^2+1} + 1}{e^{-w^2+1} - 1} \) is bounded when \( \Re(w) \to +\infty \), therefore

\[
\left| \frac{I_1(w)}{G(w)} \right| \to 0, \quad \text{as} \ \Re(w) \to +\infty.
\]

We now compute

\[
\left| \frac{I_2(w)}{G(w)} \right| = \left| \frac{\cos(w)}{\sin(w)} \right| \left| \frac{O(w^{-1}) e^{-w^2+1+O(w^{-1})} + O(w^{-1}) e^{O(w^{-1})}}{e^{-w^2+1} - 1} \right| \leq \frac{C}{|w|} \left| \frac{\cos(w)}{\sin(w)} \right| \left| \frac{e^{-w^2+1} + 1}{e^{-w^2+1} - 1} \right|
\]

which yields

\[
\left| \frac{I_2(w)}{G(w)} \right| \to 0, \quad \text{for} \ w \in \partial \mathcal{R}_k \text{ such that } \Re(w) \to +\infty,
\]

because of the fact that \( \frac{\cos(w)}{\sin(w)} \) is bounded on \( \partial \mathcal{R}_k \). We can say similarly for the third term that

\[
\left| \frac{I_3(w)}{G(w)} \right| \to 0, \quad \text{for} \ w \in \partial \mathcal{R}_k \text{ such that } \Re(w) \to +\infty,
\]
as we have
\[ \left| \frac{I_3(w)}{G(w)} \right| \leq \frac{C}{|w|^2} \left| \frac{1}{\sin(w)} \right| \left| \frac{e^{-w^2 + \frac{3}{2}}}{e^{-w^2 + \frac{3}{2} - 1}} + 1 \right| . \]

**Case 2.** When \( \sin(\mu z) \neq 0 \), \( G(\mu) = 0 \) gives \( e^{-\mu + 1} = 0 \), that is \( \mu = 1 + 2ik\pi \) for \( k \in \mathbb{Z} \). In this case, we consider the following region in the complex plane
\[ S_k = \left\{ z = x + iy \in \mathbb{C} : 1 - \frac{\pi}{2} \leq x \leq 1 + \frac{\pi}{2}, 2k\pi - \frac{\pi}{2} \leq y \leq 2k\pi + \frac{\pi}{2} \right\} . \]

We need to show that \( |F(\mu) - G(\mu)| < |G(\mu)| \) on \( \partial S_k \). In particular, we prove that
\[ \left| \frac{F(\mu) - G(\mu)}{G(\mu)} \right| \to 0 \text{ for } \mu \in \partial S_k \text{ such that } \Im(\mu) \to +\infty. \]

We compute
\[ \left| \frac{I_1(\mu)}{G(\mu)} \right| = \frac{1}{|\sin(\mu z)|} \left| \frac{O(\mu^{-\frac{1}{2}})e^{-\mu + 1 + O(\mu^{-\frac{1}{2}})} + O(\mu^{-1})e^{O(\mu^{-\frac{1}{2}})}}{e^{-\mu + 1} - 1} \right| \leq \frac{C}{|\mu|^\frac{3}{2}} \left| \frac{1}{\sin(\mu z)} \right| \left| \frac{e^{-\mu + 1} + 1}{e^{-\mu + 1} - 1} \right| , \]
\[ \left| \frac{I_2(\mu)}{G(\mu)} \right| = \frac{\cos(\mu z)}{|\sin(\mu z)|} \left| \frac{O(\mu^{-\frac{1}{2}})e^{-\mu + 1 + O(\mu^{-\frac{1}{2}})} + O(\mu^{-1})e^{O(\mu^{-\frac{1}{2}})}}{|e^{-\mu + 1} - 1|} \right| \leq \frac{C}{|\mu|^\frac{3}{2}} \left| \frac{\cos(\mu z)}{\sin(\mu z)} \right| \left| \frac{e^{-\mu + 1} + 1}{|e^{-\mu + 1} - 1|} \right| , \]
and
\[ \left| \frac{I_3(\mu)}{G(\mu)} \right| \leq \frac{C}{|\mu|^\frac{3}{2}} \left| \frac{1}{\sin(\mu z)} \right| \left| \frac{e^{-\mu + \frac{3}{2}} + 1}{|e^{-\mu + \frac{3}{2}} - 1|} \right| . \]

On \( \partial S_k \), \( \cos(\mu z) \) and \( \sin(\mu z) \) have both lower and upper bounds and \( \left| \frac{e^{-\mu + 1} + 1}{|e^{-\mu + 1} - 1|} \right| \) are bounded. Therefore, for each \( j = 1, 2, 3 \), we have
\[ \left| \frac{I_j(\mu)}{G(\mu)} \right| \to 0, \text{ for } \mu \in \partial S_k \text{ such that } \Im(\mu) \to +\infty. \]

Thus, combining the above two cases, we conclude that there exists some \( k_0 \in \mathbb{N}^* \) sufficiently large, such that
\[ (121) \quad |F(\mu) - G(\mu)| < |G(\mu)|, \quad \forall \mu \in \partial \mathcal{R}_k \cup \partial S_k \text{ and for large } k. \]

Since any two regions \( \mathcal{R}_k \) and \( \mathcal{R}_l \) are disjoint for \( k \neq l \) and in each region \( \mathcal{R}_k \), there is exactly one root of \( G \) (more precisely, the square-root of \( \mu \)), the same is true for the function \( F \), thanks to the Rouche’s theorem. Similar phenomenon holds true in the region \( S_k \). To be more precise, we have the following.

**On the region \( \mathcal{R}_k \): parabolic part.** For \( k \geq k_0 \), the function \( F \) has a unique root in \( \mathcal{R}_k \) of the form
\[ \mu_k = (k\pi + c_k) + id_k, \]
with \( |c_k|, |d_k| \leq \frac{\pi}{2} \). Therefore, the first set of eigenvalues are given by
\[ (122) \quad \lambda_k^b := -\mu_k := -k^2\pi^2 - 2ck\pi - 2idk\pi - (c_k^2 - d_k^2) - 2ic_kdk, \quad \forall k \geq k_0. \]

**On the region \( S_k \): hyperbolic part.** On the other hand, for \( |k| \geq k_0 \), the function \( F \) has a unique root in \( S_k \) of the form
\[ \tilde{\mu}_k = 1 + \alpha_{1,k} + i(2k\pi + \alpha_{2,k}), \]
with \( |\alpha_{1,k}|, |\alpha_{2,k}| \leq \frac{\pi}{2} \). Therefore, the second set of eigenvalues are given by
\[ (123) \quad \lambda_k^b := -\tilde{\mu}_k := -1 - \alpha_{1,k} - i(2k\pi + \alpha_{2,k}), \quad \forall |k| \geq k_0. \]
This indeed proves the results (17a) and (17b) of our Lemma 3.2.
7.2. Computing the eigenfunctions for large frequencies. From the set of equations (113), one can obtain the following values of $C_1, C_2, C_3$

\[
\begin{align*}
C_1 &= e^{m_2} - e^{m_3}, \\
C_2 &= e^{m_3} - e^{m_1}, \\
C_3 &= e^{m_1} - e^{m_2}.
\end{align*}
\]

Note that $C_1, C_2$ and $C_3$ cannot be simultaneously zero. Once we have that, one can easily obtain the function $\eta(x)$, defined by (122),

\[
\eta(x) = (e^{m_2} - e^{m_3})e^{m_1x} + (e^{m_3} - e^{m_1})e^{m_2x} + (e^{m_1} - e^{m_2})e^{m_3x}, \quad \forall x \in (0, 1).
\]

We now compute the first and second derivatives of $\eta$ which will let us obtain the other component $\xi$ of the set of equations (102). We see

\[
\eta'(x) = m_1(e^{m_2} - e^{m_3})e^{m_1x} + m_2(e^{m_3} - e^{m_1})e^{m_2x} + m_3(e^{m_1} - e^{m_2})e^{m_3x},
\]

\[
\eta''(x) = m_1^2(e^{m_2} - e^{m_3})e^{m_1x} + m_2^2(e^{m_3} - e^{m_1})e^{m_2x} + m_3^2(e^{m_1} - e^{m_2})e^{m_3x}.
\]

Now, from equation (102), one can obtain

\[
\eta''(x) + \lambda \xi(x) = \lambda \eta(x),
\]

and therefore, (writing $\mu = -\lambda$)

\[
\xi(x) = \frac{\eta''(x) + \mu \eta(x)}{\mu} = \left(\frac{m_1^2 + \mu}{\mu}\right)(e^{m_2} - e^{m_3})e^{m_1x} + \left(\frac{m_2^2 + \mu}{\mu}\right)(e^{m_3} - e^{m_1})e^{m_2x} + \left(\frac{m_3^2 + \mu}{\mu}\right)(e^{m_1} - e^{m_2})e^{m_3x}.
\]

Set of eigenfunctions associated with $\lambda_k^p$. For the set of eigenvalues $\{\lambda_k^p\}_{k \geq k_0}$ (122), we denote the eigenfunctions by $\Phi_{\lambda_k^p}$, $\forall k \geq k_0$, where we shall use the notation

\[
\Phi_{\lambda_k^p}(x) = \left(\frac{\xi^p_k(x)}{\eta^p_k(x)}\right), \quad \forall k \geq k_0.
\]

Computing $\eta_{\lambda_k^p}$. Let us recall the values of $m_1, m_2$ and $m_3$ from (111) and observe that $O(\mu_k^{-1/2}) = O(k^{-1})$. In what follows, we deduce their explicit expressions (for large frequencies of $k$)

\[
\begin{align*}
m_1 &= -k^2\pi^2 - 2ck\pi - 2idk\pi + O(1), \quad \forall k \geq k_0 \text{ large enough}, \\
m_2 &= -\frac{1}{2} + dk - i(\kappa + c_0) + O(k^{-1}), \quad \forall k \geq k_0 \text{ large enough}, \\
m_3 &= -\frac{1}{2} - dk + i(\kappa + c_0) + O(k^{-1}), \quad \forall k \geq k_0 \text{ large enough}.
\end{align*}
\]

where we have used the expression of $\mu = \mu_k$ from (122).

Recall the values of $m_1, m_2, m_3$, given by (128) and from the expression (125), we get that

\[
\eta_{\lambda_k^p}(x) = \left( e^{-\frac{1}{2} + dk - i(\kappa + c_0)} + O(k^{-1}) - e^{-\frac{1}{2} - dk + i(\kappa + c_0)} + O(k^{-1}) \right) e^{x(-k^2\pi^2 - 2ck\pi - 2idk\pi + O(1))} + \left( e^{-\frac{1}{2} - dk + i(\kappa + c_0)} + O(k^{-1}) - e^{-k^2\pi^2 - 2ck\pi - 2idk\pi + O(1)} \right) e^{x(-i(\kappa + c_0) - \frac{1}{2} + dk + O(k^{-1}))} + \left( e^{-k^2\pi^2 - 2ck\pi - 2idk\pi + O(1)} - e^{-\frac{1}{2} - dk - i(\kappa + c_0)} + O(k^{-1}) \right) e^{x(i(\kappa + c_0) - \frac{1}{2} - dk + O(k^{-1}))},
\]

for all $x \in (0, 1)$ and for all $k \geq k_0$ large enough.
Computing $\xi_{\lambda_k}$. By using the values of $m_1, m_2, m_3$ from (128), we have

\[ m_1^2 = (-k^2 \pi^2 - 2c_k k \pi - 2i d_k k \pi + O(1))^2 \]
\[ = k^4 \pi^4 + 4c_k k^3 \pi^3 + 4id_k k^2 \pi^2 + O(k^2), \quad \forall k \geq k_0 \text{ large enough}, \]
\[ m_2 = \left( -\frac{1}{2} + d_k - i(k \pi + c_k) + O(k^{-1}) \right)^2 \]
\[ = -k^2 \pi^2 - 2c_k k \pi + i k \pi - 2i d_k k \pi + O(1), \quad \forall k \geq k_0 \text{ large enough}, \]
\[ m_3 = \left( -\frac{1}{2} - d_k + i(k \pi + c_k) + O(k^{-1}) \right)^2 \]
\[ = -k^2 \pi^2 - 2c_k k \pi - i k \pi - 2i d_k k \pi + O(1), \quad \forall k \geq k_0 \text{ large enough}. \]

Also recall, $\mu_k = -\lambda_k^p = k^2 \pi^2 + 2c_k k \pi + 2i d_k k \pi + O(1)$, so that

\[ \frac{1 + m_1^2}{\mu_k} = 1 + \frac{k^4 \pi^4 + 4c_k k^3 \pi^3 + 4id_k k^2 \pi^2 + O(k^2)}{k^2 \pi^2 + 2c_k k \pi + 2i d_k k \pi + O(1)} \]
\[ = 1 + k^2 \pi^2 + 4i d_k k \pi + O(k), \quad \forall k \geq k_0 \text{ large enough}, \]
\[ \frac{1 + m_2}{\mu_k} = 1 + \frac{(-k^2 \pi^2 - 2c_k k \pi - 2id_k k \pi) + (i k \pi + O(1))}{k^2 \pi^2 + 2c_k k \pi + 2i d_k k \pi + O(1)} \]
\[ = \frac{i}{k \pi} + O(k^{-2}), \quad \forall k \geq k_0 \text{ large enough}, \]
\[ \frac{1 + m_3}{\mu_k} = -\frac{i}{k \pi} + O(k^{-2}), \quad \forall k \geq k_0 \text{ large enough}. \]

Using the quantities (130), (131) and (132) in the expression (126), we obtain

\[ \xi_{\lambda_k}(x) = (1 + k^2 \pi^2 + O(k)) \left( e^{-i(k \pi + c_k) - \frac{i}{2} + d_k + O(k^{-1})} - e^{i(k \pi + c_k) - \frac{i}{2} - d_k + O(k^{-1})} \right) \]
\[ \times e^x \left( -k^2 \pi^2 - 2c_k k \pi - 2i d_k k \pi + O(1) \right) \]
\[ + \left( \frac{i}{k \pi} + O \left( \frac{1}{k^2} \right) \right) \left( e^{i(k \pi + c_k) + O(k^{-1})} - \frac{i}{2} - d_k + O(k^{-1}) - e^{-k^2 \pi^2 - 2c_k k \pi - 2i d_k k \pi + O(1)} \right) e^{-i(k \pi + c_k) - \frac{i}{2} + d_k + O(k^{-1})} \]
\[ - \left( \frac{i}{k \pi} + O \left( \frac{1}{k^2} \right) \right) \left( e^{-k^2 \pi^2 - 2c_k k \pi - 2i d_k k \pi + O(1)} - e^{i(k \pi + c_k) - \frac{i}{2} - d_k + O(k^{-1})} \right) e^{i(k \pi + c_k) - \frac{i}{2} + d_k + O(k^{-1})}. \]

Remark 7.2. To the function $\xi_{\lambda_k}$, given by (133), let us use the condition $\xi_{\lambda_k}(0) = \xi_{\lambda_k}(1)$, so that one can further deduce that the coefficient $e^{-i(k \pi + c_k) - \frac{i}{2} + d_k + O(k^{-1})} - e^{i(k \pi + c_k) - \frac{i}{2} - d_k + O(k^{-1})}$ of $e^x(-k^2 \pi^2 - 2c_k k \pi - 2i d_k k \pi + O(1))$ in the expressions of $\eta_{\lambda_k}$ and $\xi_{\lambda_k}$ satisfies the following asymptotic behavior:

\[ e^{-i(k \pi + c_k) - \frac{i}{2} + d_k + O(k^{-1})} - e^{i(k \pi + c_k) - \frac{i}{2} - d_k + O(k^{-1})} = O \left( \frac{1}{k^3} \right), \quad \text{for large } k \geq k_0. \]

The above fact together with (133) and (129) gives the required expressions for the eigenfunctions as mentioned in (23) and (24).

Set of eigenfunctions associated with $\lambda_k^p$. For the set of eigenvalues $\{\lambda_k^p\}_{k \geq k_0}$ (123), we denote the eigenfunctions by $\Phi_{\lambda_k^p}$, where we shall use the notation

\[ \Phi_{\lambda_k^p}(x) = \left( \xi_{\lambda_k^p}(x) \right)_{k \geq k_0}. \]

Computing $\eta_{\lambda_k}$. In this case, recall that $\tilde{\mu}_k = -\lambda_k^p = 1 + \alpha_{1,k} + i(2k \pi + \alpha_{2,k})$, for all $|k| \geq k_0$. Let us compute $\tilde{\mu}_k^{1/2}$. Assume $\tilde{\mu}_k^{1/2} = p_k + iq_k$, $p_k, q_k \in \mathbb{R}$ and $\tilde{\mu}_k = a_k + ib_k$, $a_k, b_k \in \mathbb{R}$, so that

\[ (p_k + iq_k)^2 = (p_k^2 - q_k^2) + i2pq_k = a_k + ib_k. \]

From the fact that $q_k = \frac{b_k}{2a_k}$, we have

\[ p_k^2 - q_k^2 = a_k \implies 4p_k^4 - 4a_kp_k^2 - b_k^2 = 0, \]
and that yields
\[
p_k = \left(\frac{\sqrt{a_k^2 + b_k^2} + a_k}{2}\right)^{\frac{1}{2}}, \quad q_k = \left(\frac{\sqrt{a_k^2 + b_k^2} - a_k}{2}\right)^{\frac{1}{2}}.
\]

Now,
\[
\sqrt{a_k^2 + b_k^2} = [(1 + \alpha_{1,k})^2 + (2k\pi + \alpha_{2,k})^2]^{\frac{1}{2}} = [4k^2\pi^2 + O(k)]^{\frac{1}{2}} = 2k\pi + O(1), \quad \forall |k| \geq k_0.
\]
Thus, it follows that
(135) \quad p_k = \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}, \quad q_k = \pm \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}, \quad \forall |k| \geq k_0.
We get
(136) \quad p_k^{\frac{1}{2}} = \sqrt{|k\pi| + i \text{sgn}(k)\sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}, \quad \forall |k| \geq k_0 > 0,
(the sign function \text{sgn} has been defined by (25)).

Then using the characteristics roots \(m_1, m_2, m_3\), given by (111), we get that
(137) \quad \begin{cases}
m_1 = -\alpha_{1,k} - i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}), \quad \forall |k| \geq k_0 \text{ large enough,} \\
m_2 = -\frac{1}{2} + \text{sgn}(k)\sqrt{|k\pi| - i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}, \quad \forall |k| \geq k_0 \text{ large enough,} \\
m_3 = -\frac{1}{2} - \text{sgn}(k)\sqrt{|k\pi| + i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}, \quad \forall |k| \geq k_0 \text{ large enough.}
\end{cases}

Using above information, we now write the expression of \(\eta_{\lambda_k^h}(x)\) (we take the formulation after dividing by \(k\pi e^{\sqrt{|k\pi|+\frac{1}{4}}\sqrt{|\pi|}}\), given by
(138) \quad \eta_{\lambda_k^h}(x) = \frac{1}{k\pi e^{\sqrt{|k\pi|+\frac{1}{4}}\sqrt{|\pi|}}} \left( e^{\text{sgn}(k)\sqrt{|k\pi| - \frac{1}{2} - i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} - e^{-\text{sgn}(k)\sqrt{|k\pi| - \frac{1}{2} + i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} \right) 
\times e^{-(\alpha_{1,k} + i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))}
+ \frac{1}{k\pi e^{\sqrt{|k\pi|+\frac{1}{4}}\sqrt{|\pi|}}} \left( e^{-\text{sgn}(k)\sqrt{|k\pi| - \frac{1}{2} + i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} - e^{-\alpha_{1,k} - i(2k\pi + \alpha_{2,k}) + O(|k|^{-1})} \right) 
\times e^{-(\text{sgn}(k)\sqrt{|k\pi| - \frac{1}{2} - i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}})}
+ \frac{1}{k\pi e^{\sqrt{|k\pi|+\frac{1}{4}}\sqrt{|\pi|}}} \left( e^{-\alpha_{1,k} - i(2k\pi + \alpha_{2,k}) + O(|k|^{-1})} - e^{\text{sgn}(k)\sqrt{|k\pi| - \frac{1}{2} - i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}}} \right) 
\times e^{-(\text{sgn}(k)\sqrt{|k\pi| - \frac{1}{2} + i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})}})},

for all \(x \in (0, 1)\) and for all \(|k| \geq k_0\).

**Computing \(\xi_{\lambda_k^h}\).** By using the values of \(m_1, m_2, m_3\) from (137), we calculate the following quantities for all \(|k| \geq k_0\) large enough
\[
m_1^2 = (-\alpha_{1,k} - i(2k\pi + \alpha_{2,k}) + O(|k|^{-1}))^2
= -4k^2\pi^2 + 4i k\pi \alpha_{1,k} + O(k),
\]
\[
m_2^2 = (-\frac{1}{2} + \text{sgn}(k)\sqrt{|k\pi| - i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})})}^2
= -\text{sgn}(k)\sqrt{|k\pi| - 2i \text{sgn}(k)|k\pi|} + i \sqrt{|k\pi| + O(1)},
\]
\[
m_3^2 = (-\frac{1}{2} - \text{sgn}(k)\sqrt{|k\pi| + i \sqrt{|k\pi| + O(|k|^{-\frac{1}{2}})})}^2
= \text{sgn}(k)\sqrt{|k\pi| - 2i \text{sgn}(k)|k\pi|} - i \sqrt{|k\pi| + O(1)}.
\]
Next, we compute the following: for all $|k| \geq k_0$ large enough,

$$1 + \frac{m_2}{\mu_k} = 1 + \frac{-4k^2\pi^2 + 4i k \pi \alpha_1 + O(k)}{1 + \alpha_1 + i(2k \pi + \alpha_2)}$$

$$= 1 + \frac{-(4k^2\pi^2 + 4i k \pi \alpha_1 + O(k))(1 + \alpha_1 - i(2k \pi + \alpha_2))}{(1 + \alpha_1)^2 + (2k \pi + \alpha_2)^2}$$

$$= 1 + \frac{-(1 + \alpha_1)4k^2\pi^2 + 8i k^3 \pi^3 + O(k^2)}{4k^2\pi^2 + O(k)}$$

$$= -\alpha_1 + 2i k \pi + O(1),$$

$$1 + \frac{m_2}{\mu_k} = 1 + \frac{\text{sgn}(k)\sqrt{|k\pi|} - 2i \text{sgn}(k)|k\pi| + i \sqrt{|k\pi|} + O(1)}{1 + \alpha_1 + i(2k \pi + \alpha_2)}$$

$$= 1 + \frac{-(\text{sgn}(k)\sqrt{|k\pi|} - 2i \text{sgn}(k)|k\pi| + i \sqrt{|k\pi|} + O(1))(1 + \alpha_1 - i(2k \pi + \alpha_2))}{(1 + \alpha_1)^2 + (2k \pi + \alpha_2)^2}$$

$$= 1 + \frac{-4k^2\pi^2 - 2(k \pi)^3/2 - 2i(k \pi)^3/2 + O(k)}{4k^2\pi^2 + O(k)}$$

$$= -\text{sgn}(k)\frac{1}{2\sqrt{|k\pi|}} - \frac{i}{2\sqrt{|k\pi|}} + O\left(\frac{1}{|k|}\right).$$

Using the quantities (139), (140) and (141) in the expression (126), we obtain the component $\xi_{\lambda_k}(x)$, for all $|k| \geq k_0$ (upon a division by $k \pi e^{\sqrt{|k\pi| + 1/|k|}}$),

$$\xi_{\lambda_k}(x) = \left( e^{\text{sgn}(k)\sqrt{|k\pi|} - \frac{1}{2} + i\sqrt{|k\pi|} + O(|k|^{-\frac{1}{2}})} - e^{-\text{sgn}(k)\sqrt{|k\pi|} - \frac{1}{2} + i\sqrt{|k\pi|} + O(|k|^{-\frac{1}{2}})} \right) \times e^{-\alpha_1 + 2i k \pi + O(1)}$$

$$\times \frac{1}{k \pi e^{\sqrt{|k\pi| + 1/|k|}}} \left( \text{sgn}(k)\frac{1}{2\sqrt{|k\pi|}} + \frac{i}{2\sqrt{|k\pi|}} + O\left(\frac{1}{|k|}\right) \right) \times e^\frac{1}{2\sqrt{|k\pi|} + O(|k|^{-\frac{1}{2}})}$$

$$\times \frac{1}{k \pi e^{\sqrt{|k\pi| + 1/|k|}}} \left( -\text{sgn}(k)\frac{1}{2\sqrt{|k\pi|}} - \frac{i}{2\sqrt{|k\pi|}} + O\left(\frac{1}{|k|}\right) \right) \times e^\frac{-1}{2\sqrt{|k\pi|} + O(|k|^{-\frac{1}{2}})},$$

We can now prove last part of Lemma 3.2.

7.3. Proof of Lemma 3.2. We have already proved the existence of eigenvalues $\{|\lambda_k^p|\}_{k \geq k_0}$ (parabolic part) and $\{|\lambda_k^h|\}_{|k| \geq k_0}$ (hyperbolic part) by (122) and (123) respectively, which is the first part of Lemma 3.2.

It left to show the asymptotic properties of the sequences $\{|\epsilon_k|\}_{k \geq k_0}$, $\{|d_k|\}_{k \geq k_0}$ and $\{|\alpha_1, k|\}_{|k| \geq k_0}$, $\{|\alpha_1, k|\}_{|k| \geq k_0}$.
Let us use the form of $\mu_k$ (i.e., of $-\lambda_k^p$) in the eigenvalue equation (117). Then, for large $k$, it is easy to observe that
\[
F(\mu_k) = 2\sin(k\pi + c_k + id_k) + O(k^{-1}) = 2(-1)^k \sin(c_k + id_k) + O(k^{-1}).
\]
But $\mu_k$ is a root of $F$ and thus
\[
(143) \quad \sin(c_k + id_k) = O(k^{-1}), \text{ for large } k \geq k_0.
\]
Now, since $|\sin(c_k + id_k)|^2 = \sin^2(c_k) + \sinh^2(d_k)$, we can write
\[
\sin^2(c_k), \sinh^2(d_k) \leq \frac{C}{k^2}, \quad \forall k \geq k_0 \text{ large}.
\]
Therefore, $|c_k|^2, |d_k|^2 \leq \frac{C}{k^2}, \quad \forall k \geq k_0$, that is to say,
\[
(144) \quad c_k, d_k = O(k^{-1}), \quad \text{for large } k \geq k_0.
\]
For the hyperbolic part of the eigenvalues $\{\lambda_k^h\}_{|k| \geq k_0}$, we can obtain using the property $\xi_{\lambda_k^h}(0) = \xi_{\lambda_k^h}(1)$ ($\xi_{\lambda_k^h}$ is defined by (142)) that
\[
\left(1 - e^{-\alpha_{1,k} - i\Omega_{2,k} + O(|k|^{-1})}\right) + O(|k|^{-1}) = 0,
\]
that is,
\[
(145) \quad e^{-\alpha_{1,k} - i\Omega_{2,k}} = 1 + O(|k|^{-1}), \quad \text{for large } |k| \geq k_0.
\]
As a consequence,
\[
e^{-\alpha_{1,k} - i\Omega_{2,k}} \to 1, \quad \text{as } |k| \to \infty.
\]
But both $\alpha_{1,k}$ and $\{\alpha_{2,k}\}$ therefore
\[
(145) \quad \alpha_{1,k}, \alpha_{2,k} \to 0, \quad \text{as } |k| \to \infty.
\]
Since $|e^{-\alpha_{1,k} - i\Omega_{2,k}}| = e^{-\alpha_{1,k}}$, we have $|\alpha_{1,k}| \leq \frac{C}{|k|}, \quad \forall |k| \geq k_0 \text{ large}$ and that is
\[
\alpha_{1,k} = O(k^{-1}), \quad \text{for large } |k| \geq k_0.
\]
Using the above result, we get
\[
e^{-i\Omega_{2,k}} = 1 + O(k^{-1}), \quad \text{for large } |k| \geq k_0.
\]
But, one has $|e^{-i\Omega_{2,k}} - 1| = 2|\sin(\alpha_{2,k}/2)|$ and therefore,
\[
|\alpha_{2,k}| \leq \frac{C}{|k|}, \quad \text{for large } |k| \geq k_0.
\]
that is, $\alpha_{2,k} = O(|k|^{-1})$. Thus, the proof of Lemma 3.2 is complete.

7.4. Proof of Lemma 3.4. We shall give the sketch of the estimates for $\xi_{\lambda_k^h}$ for $k \geq k_0$ and $\xi_{\lambda_k^h}$ for $|k| \geq k_0$. The formula we use to find the $H_{per}^s$ norm is given by (7). We present the proof for $0 < s < 1$. In a similar way, one can prove the estimates for $s \geq 1$. 
Parabolic Part. Recall the component $\xi_k^p$, given by (133). In this case, the Fourier coefficients $c_m$, $m \in \mathbb{Z}$, are given by
\[
c_m = \int_0^1 \xi_k^p(x)e^{2im\pi x}dx
\]
\[
= (1 + k^2\pi^2 + O(k))O(k^{-3}) \times \frac{e^{(k^2\pi^2 - 2ck_k\pi - 2id_k\pi + 2im\pi + O(1))} - 1}{k^2\pi^2 - 2ck_k\pi - 2id_k\pi + 2im\pi + O(1)}
\]
\[
+ (\frac{i}{k\pi} + O(k^{-2}))\left(e^{i(k\pi + c_k) + O(k^{-1})} - \frac{i}{k\pi} - e^{-k^2\pi^2 - 2ck_k\pi - 2id_k\pi + O(1)}\right)
\]
\[
\times e^{-(i(k\pi + c_k) + 2im\pi - \frac{1}{2}id_k\pi + O(k^{-1}))} - 1
\]
\[
+ (-\frac{i}{k\pi} + O(k^{-2}))\left(e^{-k^2\pi^2 - 2ck_k\pi - 2id_k\pi + O(1)} - e^{-i(k\pi + c_k) - \frac{1}{2}id_k\pi + O(k^{-1})}\right)
\]
\[
\times e^{i(k\pi + c_k) + 2im\pi - \frac{1}{2}id_k\pi + O(k^{-1})} - 1
\]
One can observe that the above Fourier coefficients satisfies the following estimate:
\[
|c_m|^2 \leq C \left[ 1 + \frac{1}{k^2} \sum_{m \in \mathbb{Z}} (1 + 4\pi^2m^2)^{-s} \right]^{\frac{1}{4}}
\]
\[
\leq C\frac{1 + e^{-k^2\pi^2}}{k^2} \left[ \sum_{m \in \mathbb{Z}} (1 + 4\pi^2m^2)^{-s} \right]^{\frac{1}{4}}
\]
\[
+ \frac{C}{k^2} \left( 1 + e^{-k^2\pi^2} \right) \left[ \sum_{m \in \mathbb{Z}} \frac{(1 + 4\pi^2m^2)^{-s}}{(k^2 - 2m\pi)^2 + \frac{1}{4}} \right]^{\frac{1}{4}}
\]
for some constant $C > 0$ that can be chosen largely but independent with respect to $k$.

Now, we have from the definition of $H^{-s}_{per}$ norm (see (7)) that
\[
(146) \quad \left\| \xi_k^p \right\|_{H^{-s}_{per}(0,1)} = \sum_{m \in \mathbb{Z}} (1 + 4\pi^2m^2)^{-s} |c_m|^2
\]
\[
\leq C \left( 1 + e^{-k^2\pi^2} \right) \frac{1}{k^2} \left[ \sum_{m \in \mathbb{Z}} (1 + 4\pi^2m^2)^{-s} \right]^{\frac{1}{4}}
\]
\[
+ \frac{C}{k^2} \left( 1 + e^{-k^2\pi^2} \right) \left[ \sum_{m \in \mathbb{Z}} \frac{(1 + 4\pi^2m^2)^{-s}}{(k^2 - 2m\pi)^2 + \frac{1}{4}} \right]^{\frac{1}{4}}
\]
for some constant $C > 0$ that can be chosen largely but independent with respect to $k$.

Observe that, the order of $k$ in the first series of the right hand side of (146) is lower than the second and third ones. Thus, we just focus on computing the second sum appearing in the right hand side of (146). The others can be estimated in the same way. We see
\[
\sum_{m \in \mathbb{Z}} \frac{(1 + 4\pi^2m^2)^{-s}}{(k^2 - 2m\pi)^2 + \frac{1}{4}} \leq \sum_{-k < m < k} \frac{(1 + 4\pi^2m^2)^{-s}}{(k^2 - 2m\pi)^2 + \frac{1}{4}} + \sum_{|2m| \geq k} \frac{(4\pi^2m^2)^{-s}}{(k^2 - 2m\pi)^2 + \frac{1}{4}}
\]
\[
\leq C(k^2)^{-2s} \sum_{-k < m < k} \frac{(1 + 4\pi^2m^2)^{-s}}{(k^2 - 2m\pi)^2 + \frac{1}{4}} + C(k^2)^{-2s} \sum_{|2m| \geq k} \frac{1}{(k^2 - 2m\pi)^2 + \frac{1}{4}}
\]
\[
\leq Ck^{-2s}
\]

Using the above result in (146), we get
\[
(147) \quad \left\| \xi_k^p \right\|_{H^{-s}_{per}(0,1)} \leq Ck^{-s-1}, \quad \text{for large } k \geq k_0.
\]

Hyperbolic Part. By following similar approach as above, one can find that
\[
\left\| \xi_k^h \right\|_{H^{-s}_{per}(0,1)} \leq C|k|^{-s}, \quad \text{for large } |k| \geq k_0,
\]
for some $C > 0$, independent in $k$.

8. Further remarks and conclusion

In the present work, we have proved the boundary null-controllability of our linearized 1D compressible Navier-Stokes system with a control acting only on density through a Dirichlet condition. The space for the initial conditions we can consider is $H^{-s}_{per}(0,1) \times L^2(0,1)$ for any $s > 1/2$ which is a larger space (less regularity assumption) in the context of controllability of linearized compressible Navier-Stokes
type systems. The spectral analysis and the method of moments give the benefit to deal with this larger space. In fact, the sharp upper bounds of the eigenfunctions and lower bounds of the observation terms play the lead role to obtain such a null-controllability result.

On the other hand, when a Dirichlet control is acting on the velocity component (under the assumption that \( \rho(t, 0) = \rho(t, 1) \) on the boundary), we just get the controllability in a subspace of finite codimension \( \mathcal{H} \subset H^s_{per}(0, 1) \times L^2(0, 1) \) for \( s > 1/2 \) using the Ingham-type inequality. This restriction is because it is hard to prove that \( E^a_n \Phi \neq 0 \) for the finitely many lower frequencies of eigenmodes.

Let us make some final remarks related to our work.

- **Backward uniqueness.** Let us consider the following system without any control input,

\[
\begin{aligned}
\rho_t + \rho_x + u_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho(t, 0) &= \rho(t, 1) & \text{for } t \in (0, T), \\
\rho(0, x) &= \rho_0(x), \quad u(0, x) = u_0(x) \quad \text{for } x \in (0, 1),
\end{aligned}
\]  

(148)

where the density \( \rho \) takes same values on the boundary points with respect to time and we have homogeneous Dirichlet boundary conditions for the velocity \( u \).

Then, if the solution \((\rho, u)\) to the system (148) satisfies

\[
\rho(T, \cdot) = u(T, \cdot) = 0 \quad \text{in } (0, 1),
\]

then we will have

\[
\rho_0 = u_0 = 0, \quad \text{in } (0, 1), \quad \text{i.e., } \rho(t, x) = u(t, x) = 0 \quad \text{in } (0, T) \times (0, 1).
\]

This can be proved from the fact that \((A, D(A))\) defines a strongly continuous semigroup in \( L^2(0, 1) \times L^2(0, 1) \) and the set of eigenfunctions \( \mathcal{E}(A) \) of \( A \) forms a Riesz basis for the space \( L^2(0, 1) \times L^2(0, 1) \) (see Remark 3.7).

The backward uniqueness property plays an important role in the context of unique continuation and controllability. There are several systems including linearized compressible Navier-Stokes system where the backward uniqueness property is helpful to deduce many important results on approximate controllability; see for instance [9, 20, 45].

In this regard, we mention that the backward uniqueness is well-known for the cases when the associated operator forms a \( C^0 \)-group (hyperbolic case), for instance the system

\[
\begin{aligned}
\rho_t + \rho_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho(t, 0) &= \rho(t, 1), \quad t \in (0, T), \\
\rho(0, x) &= \rho_0(x), \quad x \in (0, 1),
\end{aligned}
\]

or an analytic semigroup (parabolic case), for instance the system

\[
\begin{aligned}
u_t - \nu_{xx} &= 0 \quad \text{in } (0, T) \times (0, 1), \\
u(t, 0) &= u(t, 1) = 0, \quad t \in (0, T), \\
u(0, x) &= u_0(x), \quad x \in (0, 1).
\end{aligned}
\]

But in our case, we note that our system (148) is of mixed nature (coupling between parabolic and hyperbolic components) and this is why the backward uniqueness question is interesting from the mathematical point of view. In fact, for coupled parabolic-hyperbolic system, the backward uniqueness property is a delicate issue; see for instance [3, 4, 33]. This difficulty can be realized in our case also, since the spectral analysis and showing the Riesz Basis property of the eigenfunctions are really involved parts of this article.

- **Growth bound of the semigroup and a stability result when** \((\rho_0, u_0) \in \dot{L}^2(0, 1) \times L^2(0, 1)\). Denote

\[
\dot{L}^2(0, 1) := \left\{ \phi \in L^2(0, 1) : \int_0^1 \phi = 0 \right\}.
\]

We shall point out some stability result associated with the system (148) (that is, without any control) when the initial data \((\rho_0, u_0) \in L^2(0, 1) \times L^2(0, 1)\).
In this case, the operator $A$ with its formal expression (8) has the domain

$$
\mathcal{D}(A) = \left\{ \Phi = (\xi, \eta) \in \dot{H}^1(0,1) \times H^2(0,1) : \xi(0) = \xi(1), \ \eta(0) = \eta(1) = 0 \right\},
$$

where $\dot{H}^1(0,1)$ contains all the functions in $H^1(0,1)$ with mean zero. Similarly, $A^*$ has its formal expression as (10) with the same domain $\mathcal{D}(A^*) = \mathcal{D}(A)$ as of (149).

It is enough to obtain the growth bound of the semigroup $\{S^*(t)\}_{t \geq 0}$ generated by $(A^*, \mathcal{D}(A^*))$ in $L^2(0,1) \times L^2(0,1)$. Then, using the fact $\|S(t)\| = \|S^*(t)\|$ we can deduce the growth of the semigroup $\{S(t)\}_{t \geq 0}$ generated by $(A, \mathcal{D}(A))$ in $L^2(0,1) \times L^2(0,1)$.

We first ensure that $\lambda = 0$ cannot be an eigenvalue of $A^*$ (or $A$) with the domain (149). If yes, then the associated eigenfunction will be $(1,0)$, but this is not possible since $(1,0) \notin \mathcal{D}(A^*)$. Also, observe that the first component of the eigenfunction of $A^*$ (or $A$) corresponding to any eigenvalue has mean zero (in the light of Remark 7.1). As a consequence, in this case we can prove that the set of eigenfunctions of $A^*$ (or $A$) with the domain given by (149) forms a Riesz basis for $L^2(0,1) \times L^2(0,1)$ (using Theorem 3.5). So, $(A^*, \mathcal{D}(A^*))$ (or $(A, \mathcal{D}(A))$) is indeed a Riesz-spectral operator since there is no accumulation point of the set of eigenvalues of $A^*$ (or $A$), see [19, Chapter 3].

Now in one hand, since $\lambda \neq 0$, all the eigenvalues of $A^*$ with domain (149) have negative real parts (see (106)), i.e.,

$$
\Re(\lambda) < 0, \ \ \forall \lambda \in \sigma(A^*).
$$

On the other hand, thanks to Lemma 3.2, the set of parabolic and hyperbolic branches of the eigenvalues of $A^*$ with domain (149) have the following asymptotics properties:

$$
\begin{align*}
\lambda^p_k &= -k^2\pi^2 + O(1), \quad \text{for large } k \geq k_0, \\
\lambda^h_k &= -1 - 2k\pi + O(|k|^{-1}), \quad \text{for large } |k| \geq k_0.
\end{align*}
$$

Thus, there exists some $\omega_0 \in [-1, 0)$ such that

$$
\omega_0 = \sup \{\Re(\lambda) : \lambda \in \sigma(A)\} < 0.
$$

Now recall that $(A^*, \mathcal{D}(A^*))$ is a Riesz-spectral operator and so the semigroup $\{S^*(t)\}_{t \geq 0}$ generated by $(A^*, \mathcal{D}(A^*))$ has the following growth

$$
\|S^*(t)\| \leq C e^{\omega_0 t}, \quad \forall t \geq 0.
$$

But, $\|S(t)\| = \|S^*(t)\|$ and therefore

$$
\|S(t)\| \leq C e^{\omega_0 t}, \quad \forall t \geq 0.
$$

with $-1 \leq \omega_0 < 0$, which gives the exponential stability of the system (148) with initial data $(\rho_0, u_0) \in L^2(0,1) \times L^2(0,1)$.

- **A Dirichlet-Dirichlet system with control on velocity.** Recall that, when we considered a Dirichlet boundary control on velocity, then we have the assumption $\rho(t,0) = \rho(t,1)$ for the density part. It would be really interesting to deal with the full Dirichlet case when a control $q$ acts on the velocity, that is the following system

$$
\begin{align*}
\rho_x + \rho_s + u_x &= 0 \quad &\text{in } (0,T) \times (0,1), \\
u_t - u_{xx} + u_x + \rho &= 0 \quad &\text{in } (0,T) \times (0,1), \\
\rho(t,0) &= 0 \quad &\text{for } t \in (0,T), \\
u(t,0) &= 0, \ u(t,1) = q(t) \quad &\text{for } t \in (0,T), \\
\rho(0,x) &= \rho_0(x), \ u(0,x) = u_0(x) \quad &\text{for } x \in (0,1).
\end{align*}
$$

This is really a challenging issue to handle. As per our observation, the spectral analysis of the associated adjoint operator is beyond comprehension. This can be studied as a future work.

**Appendix A. Proof of the well-posedness results**

This section is devoted to prove the well-posedness of the solution to our control system (4). More precisely, we shall prove Lemma 2.1 and Theorem 2.4.
A.1. Existence of semigroup: proof of Lemma 2.1. The proof is divided into several parts. Recall the operator \((A, D(A))\) given by (8)–(9) and denote \(Z = L^2(0, 1) \times L^2(0, 1)\) over the field \(\mathbb{C}\).

**Part 1.** The operator \(A\) is dissipative. We check that, all \(U = (\rho, u) \in D(A)\)

\[
\Re \langle AU, U \rangle_Z = \Re \left( \begin{pmatrix} -\rho_x - u_x \\ -\rho_x + u_{xx} - u_x \end{pmatrix}, \begin{pmatrix} \rho \\ u \end{pmatrix} \right)_Z
\]

\[
= \Re \left( -\int_0^1 \rho \rho_x dx - \int_0^1 \rho u_x dx - \int_0^1 \rho_x \rho dx + \int_0^1 \bar{u} \bar{u}_x dx - \int_0^1 \bar{u}_x \bar{u} dx \right)
\]

\[
= -\frac{1}{2} \int_0^1 d \rho dx - \int_0^1 \bar{u}_x u_x dx - \frac{1}{2} \int_0^1 d (|u|^2) dx
\]

\[
= -\int_0^1 |u_x|^2 dx \leq 0,
\]

**Part 2.** The operator \(A\) is maximal. This is equivalent to the following. For any \(\lambda > 0\) and any \((f, g) \in Z\) we can find a \((\rho, u) \in D(A)\) such that

\[
(\lambda I - A) \begin{pmatrix} \rho \\ u \end{pmatrix} = \begin{pmatrix} f \\ g \end{pmatrix}
\]

that is

\[
\lambda \rho + \rho_x + u_x = f,
\]

\[
\lambda u + \rho_x - u_{xx} + u_x = g.
\]

Let \(\epsilon > 0\). Instead of solving the above problem, we will solve the following regularized problem

\[
\lambda \rho + \rho_x + u_x - \epsilon \rho_{xx} = f,
\]

\[
\lambda u + \rho_x + u - u_{xx} = g,
\]

with the following boundary conditions

\[
\rho(0) = \rho(1), \quad \rho_x(0) = \rho_x(1), \quad u(0) = 0, \quad u(1) = 0.
\]

We now proceed through the following steps.

**Step 1.** We consider the space \(V\), given by

\[
V = \{(\rho, u) \in H^1(0, 1) \times H^1(0, 1) : \rho(0) = \rho(1), \quad u(0) = 0, \quad u(1) = 0\}.
\]

Using Lax-Milgram theorem, we first prove that the system (152) has a unique solution in \(V\). Define the operator \(B : V \times V \to \mathbb{C}\) by

\[
B \begin{pmatrix} \rho \\ u \end{pmatrix}, \begin{pmatrix} \sigma \\ v \end{pmatrix} = \epsilon \int_0^1 \rho_x \sigma_x dx + \int_0^1 u_x \sigma dx + \int_0^1 \rho_x \sigma dx + \lambda \int_0^1 \rho \sigma dx + \int_0^1 \bar{u} \bar{v}_x dx + \int_0^1 u_x \bar{v} dx + \int_0^1 \rho_x \bar{v} dx + \lambda \int_0^1 \bar{v} dx,
\]

for all \(\begin{pmatrix} \rho \\ u \end{pmatrix}, \begin{pmatrix} \sigma \\ v \end{pmatrix} \in V\). Then, one can show that \(B\) is continuous and coercive. Thus, by Lax-Milgram theorem, for every \(\epsilon > 0\), there exists a unique solution \((\rho^\epsilon, u^\epsilon) \in V\) such that

\[
B \begin{pmatrix} \rho^\epsilon \\ u^\epsilon \end{pmatrix}, \begin{pmatrix} \sigma \\ v \end{pmatrix} = F \begin{pmatrix} \sigma \\ v \end{pmatrix}, \quad \forall \begin{pmatrix} \sigma \\ v \end{pmatrix} \in V,
\]

where \(F : V \to \mathbb{C}\) is the linear functional given by

\[
F \begin{pmatrix} \sigma \\ v \end{pmatrix} := \int_0^1 f \sigma dx + \int_0^1 g \bar{v} dx.
\]

**Step 2.** Now, observe that

\[
\Re \left( B \begin{pmatrix} \rho^\epsilon \\ u^\epsilon \end{pmatrix}, \begin{pmatrix} \rho \\ u \end{pmatrix} \right) \leq \int_0^1 |f \rho^\epsilon| + \int_0^1 |g \bar{u}^\epsilon| \leq \frac{1}{2} \int_0^1 (|f|^2 + |\rho^\epsilon|^2) + \frac{1}{2} \int_0^1 (|g|^2 + |\bar{u}^\epsilon|^2),
\]
which yields
\[
\epsilon \int_0^1 |\rho_x'|^2 + \frac{\lambda}{2} \int_0^1 |\rho'|^2 + \frac{\lambda}{2} \int_0^1 |\sigma'|^2 \leq \frac{1}{2} \int_0^1 |f|^2 + \frac{1}{2} \int_0^1 |g|^2
\]
This shows that \((u'), (\rho')_\epsilon\geq 0\) is bounded in \(H^1(0,1)\), \((\sqrt{\epsilon} \rho_x')_\epsilon\geq 0\) is bounded in \(L^2(0,1)\). Since the spaces \(H^1(0,1)\) and \(L^2(0,1)\) are reflexive, there exist subsequences, still denoted by \((u'), (\rho')_\epsilon\geq 0\), and functions \(\rho \in L^2(0,1)\) and \(u \in H^1(0,1)\), such that
\[
\epsilon \to u \text{ in } H^1(0,1), \quad \text{and } \rho' \to \rho \text{ in } L^2(0,1).
\]
Furthermore, we have
\[
\int_0^1 |\epsilon \rho_x'|^2 = \epsilon \int_0^1 |\sqrt{\epsilon} \lambda'|^2 \to 0, \text{ as } \epsilon \to 0.
\]
Now, since \(B \left( \left( \frac{\rho'}{\rho}, \left( \frac{\sigma}{v} \right) \right) \right) = F \left( \left( \frac{\sigma}{v} \right) \right)\), for all \(\frac{\sigma}{v} \in V\), we may take \(\frac{\sigma}{v} \in V\), so that we obtain
\[
(153) \quad \epsilon \int_0^1 \rho_x' \sigma_x + \int_0^1 u_x' \sigma + \int_0^1 \rho_x' \sigma + \lambda \int_0^1 \rho' \sigma = \int_0^1 f \sigma.
\]
Similarly, taking \(\left( \frac{0}{v} \right) \in V\), we get
\[
(154) \quad \int_0^1 u_x' \bar{v}_x + \int_0^1 u_x' \bar{v} + \int_0^1 \rho_x' \bar{v} + \lambda \int_0^1 u_x' \bar{v} = \int_0^1 g \bar{v}.
\]
Integrating by parts, we get from equation (153) that,
\[
\epsilon \int_0^1 \rho_x' \sigma_x + \int_0^1 u_x' \sigma - \int_0^1 \rho_x' \sigma_x + \lambda \int_0^1 \rho' \sigma = \int_0^1 f \sigma.
\]
Then, passing to the limit \(\epsilon \to 0\), we obtain
\[
\int_0^1 u_x' \sigma - \int_0^1 \rho_x' \sigma_x + \lambda \int_0^1 \rho' \sigma = \int_0^1 f \sigma,
\]
and the above relation is true \(\forall \sigma \in C^\infty_c(0,1)\). As a consequence,
\[
(155) \quad u_x + \rho_x + \lambda \rho = f,
\]
in the sense of distribution and therefore \(\rho_x = f = u_x - \lambda \rho \in L^2(0,1)\); in other words, \(\rho \in H^1(0,1)\).

**Step 3.** We now show \(u(0) = u(1) = 0\). Since the inclusion map \(i : H^1(0,1) \to C^0([0,1])\) is compact and \(u' \to u\) in \(H^1(0,1)\), we obtain
\[
(156) \quad u' \to u \text{ in } C^0([0,1]).
\]
Thus, \((u'(0), u'(1)) \to (u(0), u(1))\). Since \(u'(0) = u'(1) = 0\) for all \(\epsilon > 0\), we have
\[
(157) \quad u(0) = u(1) = 0.
\]
Similarly from the identity (154), one can deduce that
\[
(158) \quad -u_{xx} + u_x + \rho_x + \lambda u = g,
\]
in the sense of distribution and therefore \(u_{xx} \in L^2(0,1)\), that is \(u \in H^2(0,1)\).

We now show \(\rho(0) = \rho(1)\). Recall that, \(u_x + \rho_x + \lambda \rho = f\) and therefore
\[
(159) \quad \int_0^1 u_x' \sigma + \int_0^1 \rho_x' \sigma + \lambda \int_0^1 \rho' \sigma = \int_0^1 f \sigma.
\]
Integrating by parts, we get
\[
(160) \quad \int_0^1 u_x' \sigma - \int_0^1 \rho_x' \sigma_x + \lambda \int_0^1 \rho' \sigma = \int_0^1 f \sigma.
\]
From (153), we deduce
\[
(161) \quad \epsilon \int_0^1 \rho_x' \sigma_x + \int_0^1 u_x' \sigma - \int_0^1 \rho_x' \sigma_x + \lambda \int_0^1 \rho' \sigma = \int_0^1 f \sigma.
\]
Taking \(\epsilon \to 0\), we get
\[
(162) \quad \int_0^1 u_x' \sigma - \int_0^1 \rho_x' \sigma_x + \lambda \int_0^1 \rho' \sigma = \int_0^1 f \sigma.
\]
Comparing (157) and (159), one has \( \rho(0)\sigma(0) = \rho(1)\sigma(1) \). But \( \sigma(0) = \sigma(1) \), and thus \( \rho(0) = \rho(1) \).

So, we get \( (\rho \ u) \in D(A) \). Hence, the operator \( A \) is maximal.

A.2. Solution by transposition: proof of Theorem 2.4. In this section, we are going to proof the existence of solution to our control problem (4), more precisely Theorem 2.4. We omit the proof for Theorem 2.5, when a control acts on the velocity part.

Step 1. We first consider system (4) with zero initial data and nonhomogeneous boundary conditions, that is,

\[
\begin{align*}
\rho_t + \rho_x + u_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho(t, 0) &= \rho(t, 1) + p(t) \quad \text{for } t \in (0, T), \\
u(t, 0) &= u(t, 1) = 0 \quad \text{for } t \in (0, T), \\
\rho(0, x) &= u(0, x) = 0 \quad \text{for } x \in (0, 1),
\end{align*}
\]

(160)

with \( p \in L^2(0, T) \).

We now prove the existence of solution to the new system (160).

**Theorem A.1.** For a given \( p \in L^2(0, T) \), the system (160) has a unique solution \((\bar{\rho}, \bar{u})\) belonging to the space \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \) in the sense of transposition. Moreover, the operator:

\[
P \mapsto (\bar{\rho}, \bar{u}),
\]

is linear and continuous from \( L^2(0, T) \) into \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \).

**Proof.** Existence: Let us define a map \( \Lambda_1 : L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \rightarrow L^2(0, T) \),

(161)

\[
\Lambda_1(f, g) = \sigma(t, 1),
\]

where \((\sigma, v)\) is the unique solution to the adjoint system (12) with given source term \((f, g)\). The map \( \Lambda_1 \) is well-defined because of the hidden regularity as mentioned in Appendix D, Corollary D.2.

Now, thanks to Proposition 2.2, the map

\[
(f, g) \mapsto (\sigma, v)
\]

is linear and continuous from \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \) to \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; H^1_0(0, 1)) \), which implies that the map \( \Lambda_1 \) given by (161) is linear and continuous (Corollary D.2).

So, we can define the adjoint to \( \Lambda_1 \) as follows

(162)

\[
\Lambda_1^* : L^2(0, T) \rightarrow L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)),
\]

which is also linear and continuous.

Let us denote \( \Lambda_1^*(p) = (\hat{\rho}, \hat{u}) \). Then, for \((\hat{\rho}, \hat{u})\), we have

\[
\int_0^T \int_0^1 \hat{\rho}(t, x)f(t, x)dxdt + \int_0^T \int_0^1 \hat{u}(t, x)g(t, x)dxdt = \langle \Lambda_1^*p, (f, g) \rangle = \langle p, \Lambda_1(f, g) \rangle = \int_0^T p(t)\sigma(t, 1)dt,
\]

for every \((f, g)\) in \( L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \). Hence for any \( p \in L^2(0, T) \), \((\hat{\rho}, \hat{u})\) is the solution to the system (160) in the sense of transposition and

(163)

\[
\| (\hat{\rho}, \hat{u}) \|_{L^2(L^2) \times L^2(L^2)} = \| \Lambda_1^*(p) \|_{L^2(L^2) \times L^2(L^2)} \leq \| \Lambda_1^* \| \| p \|_{L^2(0, T)}.
\]

Uniqueness: If \( p = 0 \) on \((0, T)\), we have

\[
\int_0^T \int_0^1 \rho(t, x)f(t, x)dxdt + \int_0^T \int_0^1 u(t, x)g(t, x)dxdt = 0,
\]

for all \((f, g) \in L^2(0, T; L^2(0, 1)) \times L^2(0, T; L^2(0, 1)) \), which gives \((\rho, u) = (0, 0)\) and therefore the solution to the system (160) is unique. \(\square\)
Step 2. We now consider the system (4) with non-zero initial data and homogeneous boundary conditions and check the existence, uniqueness of solution. The system reads as

\[
\begin{aligned}
\rho_t + \rho_x + u_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
u_t - u_{xx} + u_x + \rho_x &= 0 \quad \text{in } (0, T) \times (0, 1), \\
\rho(t, 0) &= \rho(t, 1) \quad \text{for } t \in (0, T), \\
u(t, 0) &= 0, \quad u(t, 1) = 0 \quad \text{for } t \in (0, T), \\
\rho(0, x) &= \rho_0(x), \quad u(0, x) = u_0(x) \quad \text{for } x \in (0, 1),
\end{aligned}
\]

with \((\rho_0, u_0) \in L^2(0, 1) \times L^2(0, 1). \)

**Theorem A.2.** For any \((\rho_0, u_0) \in L^2(0, 1) \times L^2(0, 1), \) the system (164) has a unique solution \((\hat{\rho}, \hat{u})\) belonging to the space \(L^2(0, T; L^2(0, 1)) \times L^2(0, T; T^2(0, 1)) \) in the sense of transposition. Moreover, the operator:

\[
(\rho_0, u_0) \mapsto (\hat{\rho}, \hat{u}),
\]

is linear and continuous from \(L^2(0, 1) \times L^2(0, 1) \) into \(L^2(0, T; L^2(0, 1)) \times L^2(0, T; T^2(0, 1)). \)

**Proof.** Existence: Let us define a map \(\Lambda_2 : L^2(0, T; L^2(0, 1)) \times L^2(0, T; T^2(0, 1)) \to L^2(0, 1) \times L^2(0, 1), \)

\[
(\rho_0, u_0) \mapsto \Lambda_2(f, g),
\]

where \((\sigma, v)\) is the unique solution to the adjoint system (12) with given source term \((f, g). \)

Now, thanks to Proposition 2.2, the map

\[
(f, g) \mapsto (\sigma, v)
\]

is linear and continuous from \(L^2(0, T; L^2(0, 1)) \times L^2(0, T; T^2(0, 1)) \) to \(C([0, T]; L^2(0, 1)) \times L^2(0, 1)) \cap L^2(0, T; H^1_0(0, 1)), \) which implies that the map \(\Lambda_2\) given by (165) is linear and continuous.

So, we can define the adjoint to \(\Lambda_2\) as follows

\[
\Lambda^*_2 : L^2(0, 1) \times L^2(0, 1) \to L^2(0, T; L^2(0, 1)) \times L^2(0, T; T^2(0, 1))
\]

which is also linear and continuous.

Let us denote \(\Lambda^*_2(\rho_0, u_0) = (\hat{\rho}, \hat{u}). \) Then, for \((\hat{\rho}, \hat{u}),\) we have

\[
\int_0^T \int_0^1 \hat{\rho}(t, x)f(t, x)dxdt + \int_0^T \int_0^1 \hat{u}(t, x)g(t, x)dxdt = \langle \Lambda^*_2(\rho_0, u_0), (f, g) \rangle = \langle (\rho_0, u_0), \Lambda_2(f, g) \rangle = \langle (\rho_0, u_0), (\sigma(0, \cdot), v(0, \cdot)) \rangle,
\]

for every \((f, g) \) in \(L^2(0, T; L^2(0, 1)) \times L^2(0, T; T^2(0, 1)). \) Hence for any \((\rho_0, u_0) \in L^2(0, 1) \times L^2(0, 1), \)

\((\hat{\rho}, \hat{u})\) is the solution to the system (160) and

\[
\| (\hat{\rho}, \hat{u}) \|_{L^2(0, T; L^2(0, 1))} \leq \| \Lambda^*_2(\rho_0, u_0) \|_{L^2(0, T; L^2(0, 1))}.
\]

**Uniqueness:** Let the system (164) has two solutions \((\rho_1, u_1)\) and \((\rho_2, u_2). \) Introduce

\[
(\rho, u) = (\rho_1, u_1) - (\rho_2, u_2).
\]

Then one can show that the only possibility is \((\rho, u) = (0, 0), \) using the initial and boundary conditions:

\[
\rho(0, x) = u(0, x) = 0 \quad \text{for } x \in (0, 1) \quad \text{and } \rho(t, 0) = \rho(t, 1), \ u(t, 0) = u(t, 1) = 0 \quad \text{for } t \in (0, T).
\]

**Proof of Theorem 2.4.** We now recall the system (4) with given boundary data \(p \in L^2(0, T)\) and initial data \((\rho_0, u_0) \in L^2(0, 1) \times L^2(0, 1). \) Then, thanks to Theorem A.1 & A.2,

\[
(\rho, u) := (\hat{\rho}, \hat{u}) + (\hat{\rho}, \hat{u}),
\]

is the unique solution to (4).

It remains to prove the continuity estimate of the solution \((\rho, u). \) Let \(H : L^2(0, 1) \times L^2(0, 1) \times L^2(0, T) \rightarrow L^2(0, 1) \times L^2(0, 1) \times L^2(0, T; T^2(0, 1)) \) be defined by

\[
H(\rho_0, u_0, p) = (\rho, u).
\]
Then $H$ is linear. Furthermore, using (163) and (167), we get
\begin{align*}
  \|H(\rho_0, u_0, P)\|_{L^2(0, T; L^2(0, 1))} & = \|\tilde{\rho}, \tilde{u}\|_{L^2(0, T; L^2(0, 1))} + \|\rho_0, u_0\|_{L^2(0, T; L^2(0, 1))} \\
  & \leq \|\Lambda_1\| + \|\rho_0\|_{L^2(0, 1)} + \|u_0\|_{L^2(0, 1)} \\
  & \leq C \left(\|\rho_0\|_{L^2(0, T)} + \|\rho_0\|_{L^2(0, 1)} + \|u_0\|_{L^2(0, 1)}\right).
\end{align*}
Finally, the required regularity result (14)–(15) can be obtained by applying the usual regularity of parabolic equation (with homogeneous boundary data) and then using that, the regularity of transport part follows immediately.

The proof is complete. \hfill \square

### Appendix B. On the compactness of the resolvent to the adjoint operator

In this section, we are going to prove the part (i) of Proposition 3.1.

For any $\lambda \notin \sigma(A^*)$, denote the resolvent operator associated to $A^*$ by $R(\lambda, A^*) := (\lambda I - A^*)^{-1}$ (where $\sigma(A^*)$ is the spectrum of $A^*$ defined by (19)).

Let $\{Y_n\}_n = \{(f_n, g_n)\}_n$ be a bounded sequence in $Z := L^2(0, 1) \times L^2(0, 1)$. Our claim is to prove that for any $\lambda > 0$ the sequence $\{R(\lambda; A^*)Y_n\}_n$ contains a convergent subsequence. Let $X_n = (\sigma_n, u_n) = R(\lambda; A^*)Y_n \in D(A^*)$, that is
\begin{equation}
  (\lambda I - A^*)X_n = Y_n.
\end{equation}

More explicitly,
\begin{equation}
  \begin{cases}
    \lambda \sigma_n - (\sigma_n)x - (u_n)x = f_n & \text{in } (0, 1), \\
    \lambda u_n - (\sigma_n)x - (u_n)x = g_n & \text{in } (0, 1), \\
    \sigma_n(0) = \sigma_n(1), \quad u_n(0) = u_n(1) = 0.
  \end{cases}
\end{equation}

Taking inner product with $X_n$ in the equation (169), we get
\begin{equation*}
  \lambda \langle X_n, X_n \rangle_Z - \langle A^*X_n, X_n \rangle_Z = \langle X_n, Y_n \rangle_Z.
\end{equation*}

Considering only the real parts, we see
\begin{equation*}
  \lambda \|X_n\|^2_Z - \Re(\langle A^*X_n, X_n \rangle_Z) = \Re(\langle X_n, Y_n \rangle_Z).
\end{equation*}

Now, recall that the operator $A^*$ is dissipative, i.e., $\Re(\langle A^*X_n, X_n \rangle_Z) \leq 0$; in what follows, we have
\begin{equation*}
  \lambda \|X_n\|^2_Z \leq \Re(\langle X_n, Y_n \rangle_Z) \leq |\langle X_n, Y_n \rangle_Z| \leq \frac{\lambda}{2} \|X_n\|^2_Z + \frac{1}{2\lambda} \|Y_n\|^2_Z.
\end{equation*}

In other words,
\begin{equation*}
  \|X_n\|^2_Z \leq \frac{1}{\lambda^2} \|Y_n\|^2_Z.
\end{equation*}

Thus, the sequence $\{X_n\}_n$ is bounded in $Z$. We now prove that $\{X_n\}_n$ is in fact bounded in $H^1(0, 1) \times H^1_0(0, 1)$. Multiplying the second equation of (170) by $u_n$, we get
\begin{equation*}
  \lambda \int_0^1 |u_n|^2 dx + \int_0^1 |u_n|^2 dx = \int_0^1 g_n \tilde{u}_n dx.
\end{equation*}

Performing an integration by parts, we obtain
\begin{equation*}
  \lambda \int_0^1 |u_n|^2 dx + \int_0^1 \sigma_n(\tilde{u}_n) dx + \int_0^1 |u_n|^2 dx = \int_0^1 g_n \tilde{u}_n dx,
\end{equation*}
from which, it follows that
\begin{align*}
  \lambda \int_0^1 |u_n|^2 dx & + \int_0^1 |u_n|^2 dx = \Re \left( \int_0^1 g_n \tilde{u}_n dx \right) - \Re \left( \int_0^1 \sigma_n(\tilde{u}_n) dx \right) \\
  & \leq \int_0^1 g_n \tilde{u}_n dx + \int_0^1 |\sigma_n(\tilde{u}_n) dx| \\
  & \leq \frac{1}{2\lambda} \int_0^1 |g_n|^2 dx + \frac{\lambda}{2} \int_0^1 |u_n|^2 dx + \frac{1}{2} \int_0^1 |\sigma_n|^2 dx + \frac{1}{2} \int_0^1 |u_n|^2 dx.
\end{align*}

After simplification, we have
\begin{equation*}
  \frac{\lambda}{2} \int_0^1 |u_n|^2 dx + \frac{1}{2} \int_0^1 |u_n|^2 dx \leq \frac{1}{2\lambda} \int_0^1 |g_n|^2 dx + \frac{1}{2} \int_0^1 |\sigma_n|^2 dx,
\end{equation*}
that is, the sequence \( \{u_n\}_n \) is bounded in \( H^1_0(0, 1) \). Then, the first equation of (170) gives
\[
(\sigma_n)_x = \lambda \sigma_n - (u_n)_x - f_n,
\]
which shows that the sequence \( \{(\sigma_n)_x\}_n \) is bounded in \( L^2(0, 1) \).

So, we have proved that \( \{X_n\}_n \) is a bounded sequence in \( H^1(0, 1) \times H^1_0(0, 1) \) (which is compactly embedded in \( Z \)) and therefore, \( \{X_n\}_n \) is relatively compact in \( Z \).

This completes the proof.

APPENDIX C. SOLUTION TO THE MOMENTS PROBLEM OF MIXED PARABOLIC-HYPERBOLIC TYPE

In this section, we recall an important result by S. W. Hansen [29] and adapting his idea we solve our joint moments problem (60)–(61) appearing in Section 5. The author made the following assumptions in his work.

**Hypothesis C.1.** Let \( \{\lambda_k\}_{k \in \mathbb{N}^*} \) and \( \{\gamma_k\}_{k \in \mathbb{Z}} \) be two sequences in \( \mathbb{C} \) with the following properties:

1. for all \( k, j \in \mathbb{Z} \), \( \gamma_k \neq \gamma_j \) unless \( j = k \),
2. \( \gamma_k = \beta + c \pi i + \nu_k \) for all \( k \in \mathbb{Z} \),

where \( \beta \in \mathbb{C} \), \( c > 0 \) and \( \{\nu_k\}_{k \in \mathbb{Z}} \in \ell^2 \).

Also, there exists positive constants \( A_0, B_0, \delta, \epsilon > 0 \) and \( 0 < \theta < \pi/2 \) for which \( \{\lambda_k\}_{k \in \mathbb{N}^*} \) satisfies

1. \( |\arg(-\lambda_k)| \leq \theta \) for all \( k \in \mathbb{N}^* \),
2. \( |\lambda_k - \lambda_j| \geq \delta |k^2 - j^2| \) for all \( k \neq j, k, j \in \mathbb{N}^* \),
3. \( \epsilon (A_0 + B_0 k^2) \leq |\lambda_k| \leq A_0 + B_0 k^2 \) for all \( k \in \mathbb{N}^* \).

We also assume that the families are disjoint, i.e.,
\[
\{\gamma_k, \ k \in \mathbb{Z}\} \cap \{\lambda_k, \ k \in \mathbb{N}^*\} = \emptyset.
\]

Then, he introduced the following spaces: for any \( 0 < a < b \),
\[
W_{[a,b]} = \text{closed span } \{e^{\gamma_k t}\}_{k \in \mathbb{Z}} \text{ in } L^2(a, b),
\]
\[
E_{[a,b]} = \text{closed span } \{e^{\lambda_k t}\}_{k \in \mathbb{N}^*} \text{ in } L^2(a, b).
\]

With these, the author has proved the following results.

**Theorem C.2.** Assume that the Hypothesis C.1 holds true. Then, for each \( T > 2/c \), where \( c \) is defined as in Hypothesis C.1, the spaces \( W_{[0, T]} \) and \( E_{[0, T]} \) are uniformly separated. This does not hold for \( T \leq 2/c \).

The proof relies upon the several results but the main one is the following. We denote \( t_c = 2/c \).

**Lemma C.3.** For any \( a \in \mathbb{R} \), \( W_{[a, a + t_c]} = L^2(a, a + t_c) \). Furthermore, for \( T \geq t_c \), \( \{e^{\gamma_k t}\}_{k \in \mathbb{Z}} \) forms a Riesz basis for each of the spaces \( W_{[a, a + T]} \).

We refer [29] for the proofs of Theorem C.2 and Lemma C.3.

Let us write the following set of moments problem,
\[
p_k = \int_0^T e^{\lambda_k t} u(t) dt, \quad k \in \mathbb{N}^*,
\]
\[
h_k = \int_0^T e^{\gamma_k t} u(t) dt, \quad k \in \mathbb{Z}.
\]

The space of all sequences \( \{p_k\}_{k \in \mathbb{N}^*} \cup \{h_k\}_{k \in \mathbb{Z}} \) for which there exists a \( f \in L^2(0, T) \) that solves the set of equations (171)–(172) is called the moment space.

Now, we recall the following results from the same paper which relate Theorem C.2 to the moments problem (171)–(172).

**Proposition C.4.** Let \( \{h_k\}_{k \in \mathbb{Z}} \in \ell^2 \). Then, for any \( T \geq t_c \), there exists \( f \in W_{[0, T]} \), which solves the moment problem (172). Moreover, any \( \tilde{f} \in L^2(0, T) \) given by \( \tilde{f} = f + \hat{f} \) with \( \hat{f} \in W_{[0, T]}^* \) also solves (172).

The proof follows as a consequence of Lemma C.3.
Proposition C.5. Assume that for any $r > 0$, the sequence $\{p_k\}_{k \in \mathbb{N}}$ satisfies
\begin{equation}
|p_k| e^{rk} \to 0 \quad \text{as } k \to +\infty.
\end{equation}
Then, for given any $\tau > 0$, there exists $g \in E_{[0,\tau]}$ which solves the moment problem (171). Moreover, any $\tilde{g} \in L^2(0,\tau)$ given by $\tilde{g} = g + \tilde{g}$ with $\tilde{g} \in E_{[0,\tau]}$ also solves (171).

The proof of the above proposition is standard. It relies on the existence of bi-orthogonal family in the space $E_{[0,\tau]}$ to the family of exponentials $\{e^{xt}\}_{k \in \mathbb{N}}$; see [28] for a proof.

Let us now present the main theorem that tells the solvability of the mixed moment problems (171)–(172).

Theorem C.6. Let any $T > t_0$ be given. Then, under Hypothesis C.1, given any sequence $\{p_k\}_{k \in \mathbb{N}}$ satisfying (173) and any $\{h_k\}_{k \in \mathbb{Z}} \in L^2$, there exists a function $f \in L^2(0,T)$ that simultaneously solves the set of moments problem (171)–(172). This does not hold for $T \leq t_0$.

The proof of above theorem can be found in [29, Theorem 4.11]. For the sake of completeness, we give the proof below.

Proof. For $T \leq t_0$, the set of moments problem (171)–(172) does not necessarily have a solution. Thus, we start with $T > t_0$. By Theorem C.2, we have $E := E_{[0,T]}$ and $W := W_{[0,T]}$ are uniformly separated. Thus the space $V := E + W$ is closed in $L^2(0,T)$ with its norm $\| \cdot \|_V := \| \cdot \|_{L^2(0,T)}$ and so $V = E \oplus W$. Moreover, the orthogonal complements $E^\perp$ and $W^\perp$ of $E$ and $W$ (resp.) in $V$ are also uniformly separated using a result by T. Kato [31, Chap. 4, §4] and therefore, $V = E^\perp + W^\perp$. From this, one can show that the restrictions $P_E|_{W^\perp}$ and $P_W|_{E^\perp}$ are isomorphisms, where $P_E$ and $P_W$ are the orthogonal projections respectively onto $E$ and $W$ in $V$. By Propositions C.5 and C.4, there exists functions $f_1 \in E$ and $f_2 \in W$ which solve the equations (171) and (172) respectively. Set,
\[
 f = (P_E|_{W^\perp})^{-1} f_1 + (P_W|_{E^\perp})^{-1} f_2,
\]
which simultaneously solves the equations (171)–(172) and moreover $f \in L^2(0,T)$. \hfill \Box

Appendix D. A hidden regularity result

Consider the following system
\begin{alignat}{2}
\rho_t + \rho_x + u_x &= 0 &\quad &\text{in } (0,T) \times (0,1), \\
u_t - u_{xx} + u_x + \rho_x &= 0 &\quad &\text{in } (0,T) \times (0,1), \\
(\rho(t,0) = \rho(t,1) + p(t) &\quad &\text{for } t \in (0,T), \\
\rho(t,0) = u(t,0) = 0, u(t,1) = 0 &\quad &\text{for } t \in (0,T), \\
(\rho(0,x) = \rho_0(x), u(0,x) = u_0(x) &\quad &\text{for } x \in (0,1),
\end{alignat}
(174)
where $(\rho_0, u_0) \in L^2(0,1) \times L^2(0,1)$ and $p \in L^2(0,T)$ are given data. Then, one has the following result.

Lemma D.1. For any $(\rho_0, u_0) \in L^2(0,1) \times L^2(0,1)$ and $p \in L^2(0,T)$, the density component $\rho$ to the system (174) satisfies $\rho(t,1) \in L^2(0,T)$.

Proof. The proof is split into two steps. First, recall Theorem 2.4 so that one has
\[
(\rho, u) \in \mathcal{C}^0([0,T]; L^2(0,1)) \times \mathcal{C}^0([0,T]; L^2(0,1)) \cap L^2(0,T; H^1_0(0,1)).
\]

Step 1. Let us take the initial state $\rho_0 \in H^1_{[0]}(0,1)$ (i.e., $\rho_0 \in H^1(0,1)$ with $\rho_0(0) = 0$, $u_0 \in H^1_0(0,1)$ and the boundary data $p \in H^1_{[0]}(0,T)$). Then one can prove that the solution $(\rho, u)$ to system (174) lies in the space $[H^1(0,T); L^2(0,1)] \cap L^2(0,T; H^1_{[0]}(0,1)) \cap L^2(0,T; H^1_0(0,1))$, see for instance [14]. Therefore, $u \in L^2(0,T; H^1_{[0]}(0,1))$ and so the integration by parts are justified. Multiplying the first equation of (174) by $\rho_0$, we get
\[
\int_0^T \int_0^1 x \rho_0 \rho_t dxdt + \frac{1}{2} \int_0^T \int_0^1 x \rho_0 \rho_x dxdt + \int_0^T \int_0^1 x \rho_0 u dxdt = 0.
\]
Integrating by parts and using the boundary conditions, we obtain
\begin{equation}
\frac{1}{2} \int_0^1 x(\rho^2(T,x) - \rho_0^2(x))dx + \frac{1}{2} \int_0^T \rho^2(t,1) dt - \frac{1}{2} \int_0^T \rho^2 dxdt + \int_0^T \int_0^1 x \rho_0 u dxdt = 0.
\end{equation}
Therefore
\[
\int_0^T \rho^2(t,1)dt = -\int_0^1 x(\rho^2(T,x) - \rho_0^2(x))dx + \int_0^T \int_0^1 \rho^2dxdt - 2\int_0^T \int_0^1 x\rho u_x dxdt \\
\leq 2\int_0^T \int_0^1 \rho^2dxdt + \int_0^T \int_0^1 u^2_xdxdt + \int_0^1 \rho_0^2(x)dx.
\]

Using the continuity estimate (15), we obtain
\[
\int_0^T \rho^2(t,1)dt \leq C \left( \int_0^1 \rho_0^2(x)dx + \int_0^1 u_0^2(x)dx + \int_0^T p^2(t)dt \right).
\]

**Step 2.** Let \((\rho_0, u_0) \in L^2(0,1) \times L^2(0,1)\) and \(p \in L^2(0,T)\). By density, there exists sequences \(\rho_n^0 \in H^1_0(0,1), u_n^0 \in H^1_0(0,1)\) and \(p^n \in H^1_0(0,T)\) such that \(\rho_n^0 \to \rho, u_n^0 \to u_0\) in \(L^2(0,1)\) and \(p^n \to p\) in \(L^2(0,T)\). Let \((\rho^n, u^n)\) be the solution to (174) corresponding to the initial state \((\rho_n^0, u_n^0)\) and boundary data \(p^n\). Using (176) from Step 1, we have
\[
\int_0^T (\rho^n)^2(t,1)dt \leq C \left( \int_0^1 (\rho_n^0)^2(x)dx + \int_0^1 (u_n^0)^2(x)dx + \int_0^T (p^n)^2(t)dt \right).
\]

We first observe that
\[
\int_0^1 (\rho_n^0)^2(x)dx + \int_0^1 (u_n^0)^2(x)dx + \int_0^T (p^n)^2(t)dt \to \int_0^1 \rho_0^2(x)dx + \int_0^1 u_0^2(x)dx + \int_0^T p^2(t)dt,
\]
as \(n \to +\infty\). Therefore, the sequence \(\left( \int_0^T (\rho^n)^2(t,1)dt \right)_n\) is indeed a Cauchy sequence and hence convergent. Then, by the uniqueness of solution to (174), we have \(\lim_{n \to +\infty} \int_0^T (\rho^n)^2(t,1)dt = \int_0^T \rho^2(t,1)dt\), which yields
\[
\int_0^T \rho^2(t,1)dt \leq C \left( \int_0^1 \rho_0^2(x)dx + \int_0^1 u_0^2(x)dx + \int_0^T p^2(t)dt \right).
\]

This concludes the proof of the lemma. \(\square\)

Let us now consider the following system
\[
\begin{cases}
-\sigma_t - \sigma_x - v_x = f & \text{in } (0,T) \times (0,1), \\
-\sigma_t - v_{xx} - \sigma_x = g & \text{in } (0,T) \times (0,1), \\
\sigma(t,0) = \sigma(1,t,1) & \text{for } t \in (0,T), \\
v(t,0) = v(t,1) = 0 & \text{for } t \in (0,T), \\
\sigma(T, x) = 0, \ v(T,x) = 0 & \text{for } x \in (0,1),
\end{cases}
\]
(177)
with \(f, g \in L^2(0,T; L^2(0,1))\). We can similarly conclude the following result.

**Corollary D.2.** For any \(f, g \in L^2(0,T; L^2(0,1))\), the solution component \(\sigma\) to the adjoint system (177) satisfies the following estimate.
\[
\|\sigma(t,1)\|_{L^2(0,T)} \leq C \left( \|f\|_{L^2(0,T; L^2(0,1))} + \|g\|_{L^2(0,T; L^2(0,1))} \right).
\]
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