OPTIMAL CONDITIONS FOR $L^2$ BOUNDEDNESS OF STRONGLY SINGULAR CONVOLUTION OPERATORS ON THE HEISENBERG GROUP
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Abstract. Strongly singular convolution operators $T_{K_{\alpha,\beta}}$ with the kernel $K_{\alpha,\beta}$ on the Heisenberg group $\mathbb{H}^n_a$ were introduced in [10]. For case $a^2 < C \beta$, Laghi and Lyall [8] obtained the sharp range for $\alpha, \beta$ for which the operator $T_{K_{\alpha,\beta}}$ are bounded on $L^2(\mathbb{H}^n_a)$. They used the classical $L^2 - L^2$ boundedness theorem for oscillatory integral operators with non-degenerate phases. But, if $a^2 \geq C \beta$, the phase function related with the operators are no more non-degenerate. However, in this paper, we obtain the sharp range for $\alpha, \beta$ for the case $a^2 \geq C \beta$. To carry out this case, we show that the canonical graph related with the phases satisfy folding type conditions and utilize the recent developed theory for degenerate oscillatory integral operators (see [5], [11]).

1. Introduction

Our setting is on the Heisenberg group $\mathbb{H}^n_a$ ($a \in \mathbb{R}^*$) which have base manifold $\mathbb{R}^{2n+1}$ with the group law

$$(x,t) \cdot (y,s) = (x+y, s+t-2ax^t J y)$$

where $J$ is the $2n \times 2n$ matrix

$$
\begin{pmatrix}
0 & I_n \\
-I_n & 0
\end{pmatrix}
$$

($I_n$ is the $n \times n$ identity matrix). This group has the following dilation law

$$\lambda \cdot (x,t) = (\lambda x, \lambda^2 t).$$

For each kernel $K$, associated convolution operators are defined by

$$T_K f(x,t) := K * f(x,t) = \int_{\mathbb{H}^n} K ((x,t) \cdot (y,s)^{-1}) f(y,s) dydx.$$  

We say that the operator $T_K$ is bounded on $L^p(\mathbb{H}^n)$ if there exist a $C > 0$ such that

$$\|T_K f\|_p \leq C \|f\|_p, \quad \text{for all } f \in C^\infty_0(\mathbb{H}^n).$$

And a natural quasi-norm on the Heisenberg group is defined by $\rho(x,t) = (|x|^4 + t^2)^{1/4}$. This quasi-norm satisfies $\rho(\lambda \cdot (x,t)) = \lambda \rho(x,t)$. For this quasi-norm, we define the strongly singular kernels for each $\alpha > 0$

- $K_{\alpha,\beta}(x,t) = \rho(x,t)^{-2(2n+\alpha)} e^{i\rho(x,t)\beta} \chi(\rho(x,t)), \quad \beta > 0$,

where $\chi$ is a smooth bump function in a small neighborhood of the origin. We let the operator $T_{K_{\alpha,\beta}}$ be the convolution operators on the Heisenberg group $\mathbb{H}^n_a$ with the kernel $K_{\alpha,\beta}$. This operator was firstly introduced in [10] and there, the necessary condition is referred as $\alpha \leq (n+\frac{1}{2})\beta$ and it was shown that $T_{K_{\alpha,\beta}}$ is bounded if $\alpha \leq n\beta$. To show this, the group fourier transform was utilized and a lengthy calculation for estimating some oscillatory integrals was needed to obtain the
results. But, Laghi and Lyall [5] showed that we can get sharp results in the restricted case \( a^2 < C_\beta \) for some \( C_\beta > 0 \) only using the Hörmander’s \( L^2 - L^2 \) boundedness theorems for non-degenerate oscillatory integral operators [11]. In this paper, we consider the cases \( a^2 \geq C_\beta \) and obtain sharp conditions using the recent theory for oscillatory integral operators with degenerate phases (See section 2 for the details). The theory for the degenerate oscillatory integral operators have been developed deeply, but the use of the theorem has been restricted to the X-ray transform.

Strongly singular convolution operators were studied originally in \( \mathbb{R}^n \). Such operators represent some oscillating multipliers and operators of this type were first studied, using Fourier transform techniques, in the Euclidean with \( \rho(x) = |x| \) by Hirschman [7] in the case \( d = 1 \) and then in higher dimensions by Wainger [15], Fefferman [3], and Fefferman and Stein [4].

On the other hand, a similar kind of convolution operators with the kernel \( \frac{1}{|x|^{\alpha-\beta}} e^{i|t|^\beta} \) with \( \alpha, \beta > 0 \) also have been studied in [12,13]. This kernel has no singularity near the zero, but it has relatively small decaying property at infinity. Note that the case \( \beta = 1 \) corresponds to the kernel of Bochner-Riesz means. For \( \beta \neq 1 \), the \( L^p - L^q \) estimates including the hardy space estimates were well understood. The difference between two cases comes from the fact that the phase kernel \( |x-y|^{\beta} \) is degenerate only if \( \beta = 1 \). We now consider an analogue problem on the Heisenberg groups with the following kernels

- \( L_{\alpha,\beta}(x,t) = \rho(x,t)^{-(2n+2-\alpha)} e^{i \rho(x,t)^{\beta}} \chi(\rho(x,t)^{-1}), \quad \beta > 0. \)

We denote the group convolution operators \( T_{L_{\alpha,\beta}} \) with the kernel \( L_{\alpha,\beta} \). In literatures, operators like \( T_{K_{\alpha,\beta}} \) are called as strongly singular operators and \( T_{L_{\alpha,\beta}} \) as oscillating convolution operators.

In this paper, we shall find the optimal ranges of \( \alpha \) and \( \beta \) where the convolution operators associated with \( K_{\alpha,\beta} \), \( L_{\alpha,\beta} \) are bounded on \( L^2(\mathbb{H}^n) \).

For \( \frac{\alpha^2}{\beta^2} \geq C_\beta \), the phases are no more non-degenerate. So, we need to deal with oscillatory integral operators with degenerate phases. Theory for this kind of operators have been studied largely with considering various conditions on phase functions to give a different decaying properties, See [6]. We will use results in [5,11]. To utilize such theory, we should carefully investigate the folding type for our phases. Interestingly, we have different folding types according to the values \( a, b \) and \( \beta \). Before stating our results, we recall the former results in [5,10].

Theorems [5,10]

1. \( T_{K_{\alpha,\beta}} \) is bounded on \( L^2(\mathbb{H}^n) \) if \( \alpha \leq n \beta \).
2. If \( 0 < a^2 < C_\beta \), then \( T_{K_{\alpha,\beta}} \) is bounded on \( L^2(\mathbb{H}^n) \) if and only if \( \alpha \leq (n+1/2)\beta. \)
   \( (C_\beta = \frac{\beta^2+2}{2}(2\beta+5+\sqrt{(2\beta+5)^2-9})) \)

We obtain sharp results on the \( L^2 \to L^2 \) boundedness of \( T_{K_{\alpha,\beta}} \) for the cases \( a^2 \geq C_\beta \). Namely, we obtain the following results:

Theorem 1.1. If \( a^2 > C_\beta \), then \( T_{K_{\alpha,\beta}} \) is bounded on \( L^2(\mathbb{H}^n_a) \) if and only if \( \alpha \leq (n+1/2)\beta \). If \( a^2 = C_\beta \), then \( T_{K_{\alpha,\beta}} \) is bounded on \( L^2(\mathbb{H}^n_a) \) if and only if \( \alpha \leq (n+1/2)\beta \).

For the operators \( T_{L_{\alpha,\beta}} \), we also have the sharp ranges for the \( L^2 \to L^2 \) boundedness except the cases \( \beta = -1 \) or \(-2.\)

Theorem 1.2. \( T_{L_{\alpha,\beta}} \) is bounded on \( L^2 \) if and only if

1. \( 0 < \beta < 1 \) : For \( a^2 < C_\beta \), \( \alpha \leq (n+1/2)\beta \), for \( a^2 = C_\beta \), \( \alpha \leq (n+1/2)\beta \), and for \( a^2 > C_\beta \), \( \alpha \leq (n+1/2)\beta \).
(ii) $1 < \beta < 2 : \alpha \leq (n + \frac{1}{2})\beta$.

(iii) $2 < \beta : \alpha \leq (n + \frac{1}{2})\beta$.

**Remark 1.3.** For the cases $\beta = -1$ or $\beta = -2$, we can also obtain the sharp results for some values $\alpha, b$ where the phase becomes non-degenerate or of folding type 2. But, in these cases, higher order folding type conditions than 3 appear for some $\alpha, b$ and the present theory for degenerate oscillatory integral estimates does not cover these cases. The theory have been established optimally only for the one or two folding cases ([5], [11]).

**Remark 1.4.** In $\mathbb{R}^n$, the oscillating kernel is of the form $|x|^{-\gamma}e^{i|x|\beta}$ with $\beta \neq 0$. In this case, the different behavior for the phases $|x|^{\beta}$ according to the value $a$ is characterized only by the two cases where $\beta \neq 1$ or $\beta = 1$. Precisely, we have $\det \left( \frac{\partial^2}{\partial x \partial y} |x - y|^{\beta} \right) \neq 0$ for $x \neq y$, but $\det \left( \frac{\partial^2}{\partial x \partial y} |x - y| \right) = 0$ for every $x \neq y$ and this is the hardest case, which is correspond to the Bochner-Riesz means operators. We see that for our cases, $\beta = 1$ and $\beta = 2$ present the lowest degeneracy oscillatory operators (see [11]) and it also hard to establish from the lack of the theory of oscillatory integral estimates for lower folding type cases.

This paper is organized as follows. In section 2, we proceed an usual process to decompose the kernel dyadically and reduce our problem to a local oscillatory integral estimates. In section 3, we recall some essential things for our oscillatory integral operators with degenerate phase functions. Finally, in section 4, we study some geometry of the canonical relation and projection maps related with the phase functions. Then, we conclude the proof of the main theorems.

### 2. Dyadic Decomposition and Localization

We use a standard argument to reduce our problems to some oscillatory integral estimates on $\mathbb{R}^{2n+1}$. For euclidean space, the argument is well explained in [13]. Though the same mechanism is easily adapted, we shall prove it because our setting is on a group.

We split the kernel $K_{\alpha,\beta}$ and $L_{\alpha,\beta}$ as

$$K_{\alpha,\beta}(x,t) = \sum_{j=0}^{\infty} \eta(2^j \rho(x,t))K_{\alpha,\beta}(x,t) \quad (2.1)$$

$$L_{\alpha,\beta}(x,t) = \sum_{j=0}^{\infty} \eta(2^{-j} \rho(x,t))L_{\alpha,\beta}(x,t)$$

where $\eta \in C_0^\infty(\mathbb{R})$ is a bump function supported in $[1/2, 2]$ and satisfies $\sum_{j=0}^{\infty} \eta(2^j r) = 1$ for all $0 < r \leq 1$. We let $K_{\alpha,\beta}' = \eta(2^j(\rho(x,t)))K_{\alpha,\beta}(x,t)$ and $T_j f = K_j \ast f$ and $L_{\alpha,\beta}' = \eta(2^{-j} \rho(x,t))L_{\alpha,\beta}(x,t)$.

For notational convenience, we omit the index $\alpha$ and $\beta$ from now.

We let $T_j f = K_{\alpha,\beta}^j \ast f$ and $S_j f = L_{\alpha,\beta}^j \ast f$. Then,

**Lemma 2.1.** For each $N \in \mathbb{N}$, there exists a constant $C_N$ such that

$$\|T_j^* T_{j'}^*\|_{L^2 \rightarrow L^2} + \|T_j T_{j'}^*\|_{L^2 \rightarrow L^2} \leq C_N 2^{-\max(j,j')} N \quad (2.2)$$

holds when $|j - j'| \geq c_\beta$ for some sufficiently large constant $c_\beta > 0$.

**Proof.** The proof follows using the integration parts technique in usual ways. See [10] where the proof for $T_j$ is given. \[\square\]
By the Cotlar-Stein Lemma, we only need to show that
\[
\|T_j\|_{L^2 \to L^2} + \|S_j\|_{L^2 \to L^2} \leq C
\]
holds uniformly for \( j \in \mathbb{N} \) with some constant \( C > 0 \).

Let
\[
\tilde{K}_t^{j}(x, t) = K_t^{j}((2^{-j} \cdot (x, t))) = (\rho(x, t)\eta(\rho(x, t))) 2^{j(Q+\alpha)}(Q+\alpha) \rho(x, t)^{-Q} e^{2\beta_\rho(x, t)^{-\beta}}
\]
and
\[
\tilde{L}_t^{j}(x, t) = L_t^{j}((2^{-j} \cdot (x, t))) = (\rho(x, t)^{-\alpha} e^{2\beta_\rho(x, t)^{-\beta}})
\]
Let \( f_j(x, t) = f(2^j \cdot (x, t)) \). Then
\[
\|K_t^{j} \ast f(2^{-j} \cdot (x, t))\|_{L^2} = 2^{-jQ/2}\|K_t^{j} \ast f(2^{-j} \cdot (x, t))\|_{L^2}
\]
\[
\leq 2^{-jQ/2} \cdot 2^{-jQ}\|\tilde{K}_t^{j} \ast f(2^{-j} \cdot (x, t))\|_{L^2}
\]
\[
\leq 2^{-jQ/2} \cdot 2^{-jQ}\|\tilde{K}_t^{j} \ast f(2^{-j} \cdot (x, t))\|_{L^2}
\]
Similarly, we also have
\[
\|L_t^{j} \ast f\|_{L^2} \leq 2^{jQ}\|\tilde{L}_t^{j} \ast f\|_{L^2}
\]
So, it suffice to prove suitable boundedness for \( \tilde{T}_j \) and \( \tilde{S}_j \). Now, we further modify our operator locally using the fact that the kernels of \( \tilde{T}_j \) and \( \tilde{S}_j \) are supported in \( \{(x, t) : \rho(x, t) \leq 2\} \). To do this, we find a set of point \( G = \{g_k : k \in \mathbb{N}\} \) such that \( \bigcup_{k \in \mathbb{N}} B(g_k, 2) = \mathbb{H}_a^2 \) and each \( B(g_k, 4) \) contains only \( d_n \)’s other \( g_i \) members in \( G \).

We can split \( f = \sum_{k=1}^{\infty} f_k \) with each \( f_k \) supported in \( B(g_k, 2) \). And we let
\[
\tilde{T}_j^{l,k}f(x, t) = \int \tilde{K}_t^{j}((x, t) \cdot (y, s)^{-1}) \cdot \eta(\rho((x, t) \cdot g_k^{-1})) \eta(\rho((x, t) \cdot g_k^{-1})) f(y, s)dyds
\]
Then,
\[
\|\tilde{T}_j * f\|_{L^2(B(g_k, 2))}^2 \leq \sum_{k=1}^{\infty} \|\tilde{T}_j * f\|_{L^2(B(g_k, 2))}^2
\]
Because \( \text{det}(D_{x, t}((x, t) \cdot g)) = 1 \) for all \( g \in \mathbb{H}_a^n \),
\[
\tilde{T}_j^{l,k}f((x, t) \cdot g_k) = \int \tilde{K}_t^{j}((x, t) \cdot (y, s)^{-1}) \eta(\rho(x, t))\eta(\rho(y, s) \cdot (g_k \cdot g_k^{-1})) f((y, s) \cdot g_k)dyds.
\]
Notice that \( \rho(g_k \cdot g_k^{-1}) \leq 1 \). If we let \( \psi((x, t), (y, s)) = \eta(\rho(x, t))\eta(\rho(y, s) \cdot (g_k \cdot g_k^{-1})) \) and substitute \( f \) as \( \tilde{f}(x) := f(x \cdot g_k) \).
Theorem 3.1. Suppose that the phase function $\phi$ satisfies $\det \left( \frac{\partial^2 \phi}{\partial x \partial y} \right) \neq 0$ on the support of $a$. Then we have the following inequality
\[
\| T^0_\lambda \|_{L^2 \to L^2} \lesssim \lambda^{-\frac{2}{n}}, \quad \lambda \geq 1
\]
where the implicit constant is independent of $\lambda$.
We say that \( \phi \) is non-degenerate if it satisfies the assumption of the above theorem. And we say \( \phi \) is degenerate if there is some point \((x_0, y_0)\) where \( \det \left( \frac{\partial^2}{\partial x_i \partial y_j} \right)_{(x_0, y_0)} \) equals to zero. This theorem gives the sharp decaying of \( \| T^\phi \|_{L^2 \rightarrow L^2} \) in terms of \( \lambda \). But, the phase functions of our operators (see ) can become degenerate according to the values of \( a \) and \( \beta \). For a degenerate \( \phi \), the optimal number \( \kappa_\phi \) for which the inequality \( \| T^\lambda \|_{L^2 \rightarrow L^2} \lesssim \lambda^{-\kappa_\phi} \) holds would be less than \( \frac{n}{2} \).

The number \( \kappa_\phi \)'s are related to the folding type conditions of the phase \( \phi \) (See below). For phases whose folding degrees are \( \leq 3 \), the sharp numbers \( \kappa_\phi \) were obtained in [5], [11]. We shall use the results. In fact, the results for folding types \( \leq 3 \) in [5] is the best known results and there are no results for folding types \( > 3 \) except the very restricted result in [2]. Finding completely the numbers \( \kappa_\phi \) corresponding to all degenerate phases \( \phi \) seems a widely open problem.

It is well-known that the decaying property is strongly related to the geometry of the canonical relation

\[
C_{\phi} = \{(x, \phi_x(x, y), y, -\phi_y(x, y)) \in T^* (\mathbb{R}^n_x) \times T^* (\mathbb{R}^n_y) \} \tag{3.1}
\]

To describe the geometry of \( C_{\phi} \), we need the following definition

**Definition 3.2.** Let \( M_1, M_2 \) be smooth manifolds of dimension \( n \), and \( f : M_1 \rightarrow M_2 \) is a smooth map of corank \( \leq 1 \). We let the singular set \( S = \{ P \in M_1 : \text{rank}(Df) < n \text{ at } P \} \). Then we say that \( f \) has a \( k-\)type fold at \( P_0 \) if

1. \( \text{rank}(Df)|_{P_0} = n - 1 \),
2. \( \text{det}(Df) \) vanishes of \( k \) order in the null direction at \( P_0 \).

Here, the null direction means the unique direction vector \( v \) such that \( \langle D_v f \rangle|_{P_0} = 0 \).

Now we consider the two projection maps

\[
\pi_L : C_{\phi} \rightarrow T^* (\mathbb{R}^n_x) \quad \text{and} \quad \pi_R : C_{\phi} \rightarrow T^* (\mathbb{R}^n_y). \tag{3.2}
\]

Then the following theorem is proved in [11] for one folds cases and in [5] for two folds cases.

**Theorem 3.3.** Suppose that the projection maps \( \pi_L \) and \( \pi_R \) have one fold singularities, then

\[
\| T^\lambda f \|_{L^2 (\mathbb{R}^n)} \leq C \lambda^{-\frac{(n-1)}{4}} \| f \|_{L^2 (\mathbb{R}^n)}.
\]

If the projection maps \( \phi_L \) and \( \pi_R \) have two hold singularities,

\[
\| T^\lambda f \|_{L^2 (\mathbb{R}^n)} \leq C \lambda^{-\frac{(n-1)}{4}} \| f \|_{L^2 (\mathbb{R}^n)}.
\]

4. **Geometry of the Canonical relation maps**

In this section, we study the projection maps \( \pi_L, \pi_R \) associated with the phase function of our operators in Theorem 2.2 and Theorem 2.3 to use Theorem 3.3. Recall that \( \rho(x, t) = (|x|^4 + t^2)^{1/4} \) and the phase function \( \phi \) of the integral operators \( L_{A_1} \) and \( L_{B_1} \) is

\[
\phi(x, t, y, s) = \rho^{-\beta} \left( (x, t) \cdot (y, s)^{-1} \right).
\]

To write the group law explicitly, we write \( x = (x^1, x^2) \) and \( y = (y^1, y^2) \) with \( x^1, x^2, y^1, y^2 \in \mathbb{R}^n \). Let \( \Phi(x, t) = \rho(x, t)^{-\beta} \) for simplicity, then we have

\[
\phi(x, t, y, s) = \Phi \left( x^1 - y^1, x^2 - y^2, t - s - 2a(x^1 y^2 - x^2 y^1) \right) \tag{4.1}
\]
Let us use the derivatives $\partial_x, \partial_t$ to denote the position derivatives of $\Phi$ (i.e. $\partial_{x_j} \Phi = \Phi_{x_j}, \partial_t \Phi = \Phi_t$ and $\partial_{x_j} (x_j \Phi) = x_j \Phi_{x_j}$).

Firstly, to determine the phase function $\Phi$ is non-degenerate or not, we should calculate the determinant of the matrix

$$H = \left( \frac{\partial^2 \phi(x, t, y, s)}{\partial y \partial x} \right).$$

So, we now compute the matrix $H$. In (4.1), by the chain-rule, we have

$$\frac{\partial}{\partial x_j} \phi(x, t, y, s) = (\partial_{x_j} + 2 ay_n + \partial_t) \Phi((x, t), (y, s))^{-1} \quad (4.2)$$
$$\frac{\partial}{\partial x_j + n} \phi(x, t, y, s) = (\partial_{x_j + n} - 2 ay_j \partial_t) \Phi((x, t), (y, s))^{-1}$$

Let

$$A(y) = \begin{pmatrix} I & 2aJy \\ 0 & 1 \end{pmatrix}$$

Using a similar calculation, we see that

$$H(x, t, y, s) = A(x) (\partial_t \partial_j \Phi) A(y)^t + 2a \partial_t \Phi \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix}^{-1} \quad (4.3)$$

$$= A(x) \left[ (\partial_t \partial_j \Phi) + 2a \partial_t \Phi \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix} \right] \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix}^{-1} A(y)^t \quad (4.4)$$

where the second equality holds because $A(x) \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix} A(y)^t = \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix}$. We let

$$L(x, t, y, s) = A(x) \left[ (\partial_t \partial_j \Phi) + 2a \partial_t \Phi \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix} \right] A(y)^t \quad (4.5)$$

Thus, to study the matrix $H$, it is enough to analyze the matrix $L$. Moreover, we have $\det(A(x)) = \det(A(y)) = 1$, which implies $\det(H(x, t, y, s)) = \det(L(x, t, y, s))$. In [8], the determinant of the matrix $H$ was calculated directly without using this observation. Here we calculate it by obtaining the determinant of $L$.

We now calculate the hessian matrix of $\Phi$. For $1 \leq i, j \leq 2n$,

$$\partial_j \Phi(x, t) = -\frac{\beta}{4} (|x|^4 + t^2)^{-\frac{3}{4}} (4x_i |x|^2) \quad (4.6)$$
$$\partial_t \Phi(x, t) = -\frac{\beta}{4} (|x|^4 + t^2)^{-\frac{3}{4}} (2t)$$

and

$$\partial_i \partial_j \Phi(x, t) = \beta (|x|^4 + t^2)^{-\frac{1}{4}} [2(\beta + 4)|x|^4 - 2(|x|^4 + t^2)] x_i x_j - \beta (|x|^4 + t^2)^{-\frac{1}{4}} \delta_{ij} |x|^2 (4.7)$$
$$\partial_t \partial_i \Phi(x, t) = \beta (\beta + 4) (|x|^4 + t^2)^{-\frac{1}{4}} (-4x_i |x|^2) x_i \cdot \frac{t}{2} \quad (4.8)$$
$$\partial_t^2 \Phi(x, t) = \beta (\beta + 4) (|x|^4 + t^2)^{-\frac{1}{4}} \left[ (\beta + 4) \cdot \frac{t}{2} - \beta (|x|^4 + t^2)^{-\frac{1}{4}} \delta_{ij} \frac{1}{2} \right] \cdot (4.9)$$

$$\partial_t \partial_j \Phi(x, t) = \beta (\beta + 4) (|x|^4 + t^2)^{-\frac{1}{4}} \left[ (\beta + 4) \cdot \frac{t}{2} - \beta (|x|^4 + t^2)^{-\frac{1}{4}} \delta_{ij} \frac{1}{2} \right] \cdot (4.10)$$

$$\partial_t^2 \Phi(x, t) = \beta (\beta + 4) (|x|^4 + t^2)^{-\frac{1}{4}} \left[ (\beta + 4) \cdot \frac{t}{2} - \beta (|x|^4 + t^2)^{-\frac{1}{4}} \delta_{ij} \frac{1}{2} \right] \cdot (4.11)$$
Let \( D = (\|x\|^2, \frac{1}{x})^t \), then the above computations show that

\[
(\partial_i \partial_j \Phi) + 2a\partial_i \Phi \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix}_{(x,t)} = \beta(\beta + 4)(\|x\|^4 + t^2)^{-\frac{\beta}{4} - 2}D \cdot D^t - \beta(\|x\|^4 + t^2)^{-\frac{\beta}{4} - 1} \begin{pmatrix} \|x\|^2I + atJ + 2x \cdot x^t & 0 \\ 0 & \frac{1}{2} \end{pmatrix}
\]

\[
= -\beta(\|x\|^4 + t^2)^{-\frac{\beta}{4} - 1}(E + R)
\]

To write the matrices simply, we let \( B = \|x\|^2I + atJ, K = x \cdot x^t \) and

\[
E = \begin{pmatrix} B + 2K & 0 \\ 0 & \frac{1}{2} \end{pmatrix}
\]

and

\[
R = -\frac{(\beta + 4)}{\|x\|^4 + t^2}D \cdot D^t.
\]

Then, in (4.11) and (4.9), we have

\[
L(x, t, y, s) = [-\beta(\|x\|^4 + t^2)^{-\frac{\beta}{4} - 1}(E + R)]_{(x,t)=(x,t)-(y,s)}^{-1}
\]

Now we are ready to obtain the following Lemma

**Lemma 4.1.** We have

\[
\det H(x, t, y, s) = F((x, t) \cdot (y, s)^{-1})
\]

where \( F(x, t) = c_{a, \beta}(\|x\|^4 + a^2t^2)^{m_1}(\|x\|^4 + t^2)^{m_2}f(x, t) \) for some \( m_1, m_2, c_{a, \beta} \in \mathbb{R} \) and \( f(x, t) = 2(\beta + 1)|x|^4 + (3(\beta + 2) - 2a^2)|x|^4t^2 + (\beta + 2)a^2t^4. \)

**Proof.** From (4.8) and (4.12), it is enough to show that

\[
\det[-\beta(\|x\|^4 + t^2)^{-\frac{\beta}{4} - 1}(E + R)] = F(x, t).
\]

Moreover, from the form of given \( F \) in the theorem, we only need to compute \( \det(E + R) \). We recall the form

\[
E + R = \begin{pmatrix} B + 2K & 0 \\ 0 & \frac{1}{2} \end{pmatrix} - \frac{(\beta + 4)}{\|x\|^4 + t^2}D \cdot D^t.
\]

For notational convenience, we always use case-letter \( f_i \) to denote the \( i \)'th row of matrix capital \( F \). Notice that \( D \cdot D^t \) is of rank 1 and will exploit the following convention

\[
\det(P + Q) = \det(P) + \sum_{j=1}^{m} \det \begin{pmatrix} p_1 \\ \vdots \\ p_{j-1} \\ q_j \\ p_{j+1} \\ \vdots \\ p_m \end{pmatrix}
\]

for any \( m \times m \) matrix \( P \) and \( Q \) with rank \( Q = 1 \). Recall \( B = \|x\|^2 + atJ \) and \( K = x \cdot x^t \), then direct calculations show that

\[
\det(B) = (\|x\|^4 + a^2t^2)^n
\]
and

\[
\sum_{j=1}^{n} x_j \det \begin{pmatrix} b_1 \\ \vdots \\ b_{j-1} \\ k_j \\ b_j+1 \\ \vdots \\ b_{2n} \end{pmatrix} + \sum_{j=1}^{n} x_{j+n} \det \begin{pmatrix} b_1 \\ \vdots \\ b_{j+n-1} \\ k_{j+n} \\ b_{j+n+1} \\ \vdots \\ b_{2n} \end{pmatrix}
\] (4.15)

\[
= \sum_{j=1}^{n} x_j (|x|^2 x_j + x_{n+j}a t)(|x|^4 + a^2 t^2)^{n-1} + \sum_{j=1}^{n} x_{j+n} (|x|^2 x_{j+n} - x_j a t)(|x|^4 + a^2 t^2)^{n-1}
\] (4.16)

\[
= (|x|^4 + a^2 t^2)^{n-1} |x|^4
\] (4.17)

Thus, from (4.14), (4.17) and (4.15), we have

\[
\det(B + 2K) = (|x|^4 + a^2 t^2)^n + 2|x|^4 (|x|^4 + a^2 t^2)^{n-1}
\] (4.18)

\[
= (|x|^4 + a^2 t^2)^{n-1} (3|x|^4 + a^2 t^2)
\] (4.19)

Using (4.14) again, we have

\[
\det(E + R) = \det(E) + \frac{1}{2} \sum_{j=1}^{2n} \det \begin{pmatrix} e_1 \\ \vdots \\ e_{j-1} \\ \frac{r_j}{|x|^4 + t^2} \\ e_{j+1} \\ \vdots \\ e_{2n} \end{pmatrix} + \det \begin{pmatrix} e_1 \\ \vdots \\ e_{2n} \end{pmatrix} + \det \begin{pmatrix} e_{2n+1} \\ e_{2n+2} \end{pmatrix}
\] (4.20)

\[
=: S_1 + S_2 + S_3
\]

From (4.16)

\[
S_1 = \det \begin{pmatrix} B + 2K & 0 \\ 0 & \frac{1}{2} \end{pmatrix} = \frac{1}{2} \det(B + 2K) = \frac{1}{2} (|x|^4 + a^2 t^2)^{n-1} (3|x|^4 + a^2 t^2)
\]

Since rank \( K = 1 \), we see that

\[
\det \begin{pmatrix} e_1 \\ \vdots \\ e_{j-1} \\ r_j \\ e_{j+1} \\ \vdots \\ e_{2n} \end{pmatrix} = \det \begin{pmatrix} b_1 + 2k_1 \\ \vdots \\ b_{j-1} + 2k_{j-1} \\ \frac{-(\beta + 4)|x|^4}{|x|^4 + t^2} k_j \\ b_{j+1} + 2k_{j+1} \\ \vdots \\ b_{2n} + 2k_{2n} \end{pmatrix} = -\frac{(\beta + 4)|x|^4}{|x|^4 + t^2} \det \begin{pmatrix} b_1 \\ \vdots \\ b_{j-1} \\ k_j \\ b_{j+1} \\ \vdots \\ b_{2n} \end{pmatrix}.
\]

So,

\[
S_2 = \frac{1}{2} \left( \frac{(\beta + 4)|x|^4}{|x|^4 + t^2} \right) |x|^4 (|x|^4 + a^2 t^2)^{n-1}
\]
Finally,
\[ S_3 = \det \begin{pmatrix} E + 2K & 0 \\ \ast & -\frac{\beta + 4}{|x|^4 + t^2} \frac{t^2}{4} \end{pmatrix} = -\frac{\beta + 4}{|x|^4 + t^2} \frac{t^2}{4} \det(B + 2K) \] (4.21)

Adding all these terms, we have
\[ \det \left( (\partial_i \partial_j \Phi)(x,t) + 2a \partial_i \Phi(x,t) \begin{pmatrix} f \\ 0 \\ 0 \end{pmatrix} \right) = p(|x|^4 + a^2t^2)q(|x|^4 + t^2)f(x,t) \]

where \( p(r) = c_p r^{m_1}, q(r) = r^{m_2} \) for some \( m_1, m_2, c_p \in \mathbb{R} \) and
\[ f(x,t) = 2(\beta + 1)|x|^8 + (3(\beta + 2) - 2a^2)|x|^4t^2 + (\beta + 2)a^2t^4. \]

Now, we should determine when the determinant of \( H(x,t,y,s) \) can be zero for some values \( (x,t,y,s) \) with \( \rho \left( \frac{x}{y}, (y,s)^{-1} \right) \sim 1 \). Furthermore, to determine the folding type in the degenerate case, it will be decisive to know the shape of factorization. We take it in the following theorem.

**Lemma 4.2.** For some nonzero constants \( \gamma, c, c_1, c_2, c_3 \) with \( c_1 \neq c_2 \) and \( c_3 > 0 \) which are determined by \( \beta \) and \( a \),

- **case 1**: \( \beta \in (-1,0) \cup (0,\infty) \)
  - For \( \frac{x^2}{2} < C_\beta \), \( f(x,t) > 0 \).
  - For \( \frac{x^2}{2} = C_\beta \), \( f(x,t) = \gamma(|x|^2 - ct^2)^2 \).
  - For \( \frac{x^2}{2} > C_\beta \), \( f(x,t) = \gamma(|x|^2 - ct^2)(|x|^2 + ct)(|x|^2 + ct + c_2t) \).
- **case 2**: \( \beta \in (-2,-1) \)
  - \( f(x,t) = \gamma(|x|^2 - c_1t)(|x|^2 + c_2t)(|x|^4 + c_3t^2) \).
- **case 3**: \( \beta \in (\infty,-2) \)
  - \( f(x,t) < 0 \).

**Proof.** Firstly, we see that \( f(x,t) > 0 \) for \( 3(\beta + 2) - 2a^2 > 0 \). And \( f(x,t) > 0 \) also holds if the discriminant
\[ \Delta = 4a^4 - 4(\beta + 2)(2\beta + 5)a^2 + 9(\beta + 2)^2 \]
is negative. This range is equal to
\[ C_\beta^- < a^2 < C_\beta^+ \]
where
\[ C_\beta^\pm = \frac{\beta + 2}{2} \left( 2\beta + 5 \pm \sqrt{(2\beta + 5)^2 - 9} \right). \]

But,
\[ C_\beta^- = \frac{(\beta + 2)}{2} (2\beta + 5 - \sqrt{(2\beta + 5)^2 - 9}) = \frac{(\beta + 2)}{2} (2\beta + 5 - \sqrt{(2\beta + 2)(2\beta + 8)}) < \frac{(\beta + 2)}{2} (2\beta + 5 - \sqrt{(2\beta + 2)^2}) = \frac{3(\beta + 2)}{2} \] (4.22)

So, we compress two conditions as \( f(x,t) > 0 \) for \( a^2 < C_\beta^+ \).
For degenerate cases, we need to analyze the canonical relation (3.1) associated with our phase function Φ

\[ C_Φ = \{ ((x,t), Φ(x,t), (y,s), -Φ(y,s)) \} ⊂ T^* (\mathbb{R}^{2n+1}) \times T^* (\mathbb{R}^{2n+1}) \]

and the projection maps (3.2)

\[ π_L : C_Φ → T^* (\mathbb{R}^{2n+1}) \quad \text{and} \quad π_R : C_Φ → T^* (\mathbb{R}^{2n+1}). \]

We will check the condition (1) and (2) of Definition 3.2 to prove the following theorem.

**Theorem 4.3.** On the hypersurface \( S \),

1. If \( β ∈ (-2, -1) \) or \( β ∈ (-1, 0) \cup (0, ∞) \) and \( \frac{3}{2} > C_β \), the projection maps \( π_L \) and \( π_R \) are both of folding type 1.
2. If \( β ∈ (-1, 0) \cup (0, ∞) \) and \( \frac{3}{2} = C_β \), the projection maps \( π_L \) and \( π_R \) are both of folding type 2.

Let

\[ S = \{ (x,t,y,s) : \det H(x,t,y,s) = 0 \}. \]

We need the following lemma to show that rank of \( π_L \) and \( π_R \) drop by 1 simply.

**Lemma 4.4.** Let \( L_1(x,t,y,s) \) be the first \((2n) \times (2n)\) matrix of \( L(x,t,y,s) \) and suppose that \((x,t,y,s)\) is contained in \( S \). Then,

\[ \det L_1(x,t,y,s) \neq 0 \]

provided \( β \neq -4 \).

**Proof.** For simplicity, let \((z, w) := (x,t) \cdot (y,s)^{-1} \). Except the nonzero common facts, we only need to check the determinant of

\[ M(z, w) = \left( |z|^2 I + awJ + 2z \cdot z^t - (β + 4) \frac{|z|^4 x \cdot z^t}{|z|^4 + w^2} \right) \]

is nonzero for \((z, w) \neq (0, 0) \). It can be calculated in the same way using (3.18) and (4.18) so that

\[ \det(M(z, w)) = \left( |z|^4 + a^2 w^2 \right)^n + \left( |z|^4 + a^2 w^2 \right)^{n-1} \left( 2 - (β + 4) \frac{|z|^4}{|z|^4 + w^2} \right) \]

\[ = \frac{(|z|^4 + a^2 w^2)^{n-1}}{|z|^4 + w^2} \left[ -(β + 1)|z|^8 + (a^2 + 3)|z|^4 w^2 + a^2 w^4 \right] \]

But, \((z, w)\) is on \( S \) and satisfies

\[ 2(β + 1)|z|^8 + (3(β + 2) - 2a^2)|z|^4 w^2 + (β + 2)a^2 w^4 = 0 \]

From above two equalities, we have

\[ (3(β + 2) + 6)|z|^4 w^2 + (β + 4)a^2 w^4 = 0 \]

So

\[ \det(M(z, w)) = \frac{(|z|^4 + a^2 w^2)^{n-1} w^2}{|z|^4 + w^2} \left[ (β + 4) \left[ 3|z|^4 + a^2 w^2 \right] \right] \]

If \( w = 0 \), then \( z \) becomes zero in (4.24). Because \((z, w) \neq (0, 0) \), \( w \) should be nonzero. Thus \( \det(M(z, w)) \neq 0 \).

□
proof of Theorem 4.3. We will only consider the case (1) in the theorem. The other case can be derived similarly. It is only remained to show that at the hypersurface $S$, we have the folding type conditions as in the theorem. Recall that

$$S = \{(x, t, y, s) \in \mathbb{R}^{2n+1} \mid F((x, t) \cdot (y, s)^{-1}) = F(x - y, s - t + 2ax^tJy) = 0, \quad \rho((x, t) \cdot (y, s)^{-1}) \} \quad (4.25)$$

$$= \{(x, t, y, s) \in \mathbb{R}^{2n+1} \mid f(x - y, s - t + 2ax^tJy) = 0, \quad \rho((x, t) \cdot (y, s)^{-1}) \sim 1\}.$$

From Theorem 4.2 we have

$$f(x, t) = \gamma(|x|^2 - c_1t)(|x|^2 + c_1t)(|x|^2 - c_2t)(|x|^2 + c_2t).$$

We need to show that at each point $P_0 \in S$, $\det(Df)$ vanishes of 1 order in each null directions of $d\pi_L$ and $d\pi_R$ at $P_0$. Let $P_0 = (x_0, t_0, y_0, s_0)$ and we may assume that $P_0$ is contained in

$$S_1 =: \{(x, t, y, s) \in \mathbb{R}^{2n+1} \mid |x - y|^2 - c_1(s - t + 2ax^tJy) = 0\}.$$

We may identify the manifold $C_\Phi = \{(x, t, \Phi(x, t), (y, s), -\Phi(y, s))\}$ with an open set in $\mathbb{R}^{2n+1} \times \mathbb{R}^{2n+1}$ by the diffeomorphism $\phi : \mathbb{R}^{2n+1} \times \mathbb{R}^{2n+1} \rightarrow S$ given by

$$\phi(x, t, y, s) = ((x, t), \Phi(x, t), (y, s), -\Phi(y, s)).$$

Let the null direction $v_L$ in $\mathbb{R}^{2n+1}$ of $d\pi_L$ at $P_0$. It means that

$$\begin{pmatrix} I & 0 \\ \partial^2 \Phi_{(x, t)} & \partial^2 \Phi_{(y, s)} \end{pmatrix} v^t = 0$$

Thus, $v$ is of the form $v = (0, 0, z, w)$ with $w \in \mathbb{R}^{2n}, s \in \mathbb{R}$ and $(w, s)$ satisfies

$$\frac{\partial^2 \Phi}{\partial_{(y, s)} \partial_{(x, t)}} \begin{pmatrix} z^t \\ w \end{pmatrix} = 0$$

To verify $\det H(x, t, y, s)$ vanishes of order 1 in the direction $v_L$, it suffice to show that $v_L$ is not orthogonal to the gradient vector $v_g$ of $\det H(x, t, y, s)$ at $P_0$. From a direct calculation, we get the gradient vector $v_g$ as

$$D_{(x, t), (y, s)} \Phi ((x, t) \cdot (y, s)^{-1})|_P = (2(x - y) - 2ac_{\beta, 1}aJy, -c_{\beta, 1}, -2(x - y) - 2ac_{\beta, 1}x^tJ, c_{\beta, 1})$$

Suppose that $v_L$ and $v_g$ are orthogonal. We are going to find a contradiction. It means that

$$-2(x - y) \cdot z - 2ac_{\beta, 1}x^tJ \cdot z + c_{\beta, 1}w = 0$$

From (4.3), we have

$$\frac{\partial^2}{\partial x_i \partial y_j} \Phi = A(y) \left( \partial_i \partial_j \Phi - 2a \partial_i \rho \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix} \right) A(x)^t \cdot \begin{pmatrix} z^t \\ w \end{pmatrix}$$

and

$$A(x)^t \cdot \begin{pmatrix} z^t \\ w \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & \ddots & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & 0 & \ddots & 1 & 0 \\ 2ax_{n+1} & \cdots & -2ax_1 & \cdots & -2ax_n & 1 \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \\ \vdots \\ z_{2n} \\ w \end{pmatrix}$$

$$= \begin{pmatrix} z_1, & z_2, & \cdots, & z_{2n}, & 2a(x_{n+1}z_1 + \cdots + x_2z_n - x_1z_{n+1} - \cdots - x_nz_{2n}) + w \end{pmatrix}^t$$
On the other hand, from the orthogonal assumption, we have
\[ z \cdot (-2(x - y) - 2c_{\beta,1} ax^tJ) + w \cdot c_{\beta,1} = 0 \]
It means that
\[ 2a(x_{n+1}z_1 + \cdots - x_n z_{2n}) + w = \frac{2(x - y) \cdot z}{c_{\beta,1}} \]
so
\[ A(x^t) \cdot \begin{pmatrix} z^t \\ w \end{pmatrix} = \begin{pmatrix} z_1, \ z_2, \ \cdots, \ z_{2n}, \ \frac{2(x - y) \cdot z}{c_{\beta,1}} \end{pmatrix}^t \]
Observe that
\[
\left[ \partial_{\partial_{\Phi}} - 2a\partial_{\rho} \begin{pmatrix} J \\ 0 \\ 0 \end{pmatrix} \right] = (\beta + 4) \begin{pmatrix} |x|^4 x_1^2 & \cdots & |x|^4 x_n x_n & |x|^2 x_1^2 \\ \vdots & \ddots & \vdots & \vdots \\ |x|^4 x_n x_1 & \cdots & |x|^4 x_n x_{n} & |x|^2 x_n x_n \\ |x|^2 x_1^2 & \cdots & |x|^2 x_n x_n & \frac{t^2}{\rho} \end{pmatrix} - \left( |x|^4 + t^2 \right) \begin{pmatrix} J \\ 0 \\ 0 \end{pmatrix}.
\]
Here, \( x \rightarrow x - y \) and \( t \rightarrow t - s + 2ax^tJy = \frac{|x - y|^2}{c_{\beta,1}} \). So, if we calculate with the bottom row, the following should hold
\[
(\beta + 4) \left[ |x - y|^2 \cdot \frac{1}{2} \frac{|x - y|^2}{c_{\beta,1}} (x - y) \cdot z + \frac{|x - y|^4}{c_{\beta,1}} \cdot \frac{2}{c_{\beta,1}} (x - y) \cdot z \right] - \frac{1}{2} (|x - y|^4 + \frac{|x - y|^4}{c_{\beta,1}}) \frac{2}{c_{\beta,1}} (x - y) \cdot z = 0
\]
Rearranging it, we obtain
\[
\left[ \frac{\beta + 2}{2c_{\beta,1}} + \frac{1}{c_{\beta,1}^3} \right] |x - y|^4 (x - y) \cdot z = 0.
\]
And Thus we have \( (x - y) \cdot z = 0 \). So
\[ A(x^t) \cdot \begin{pmatrix} z^t \\ w \end{pmatrix} = \begin{pmatrix} z_1, \ z_2, \ \cdots, \ z_{2n}, \ 0 \end{pmatrix}^t \]
and \( H_1(x, t, y, s) \cdot \begin{pmatrix} z_1, \ z_2, \ \cdots, \ z_{2n} \end{pmatrix}^t = 0 \). But this is a contradiction because \( \det H_1 \neq 0 \).

We can also have the same conclusion for \( d_{\pi}R \) with the same argument. \( \square \)

proof of Theorem 2.2 and Theorem 2.3 The theorems follow immediately when we use Theorem 3.3 based on the folding types established in Theorem 4.3. \( \square \)
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