Using offline metrics and user behavior analysis to combine multiple systems for music recommendation
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ABSTRACT
There are many offline metrics that can be used as a reference for evaluation and optimization of the performance of recommender systems. Hybrid recommendation approaches are commonly used to improve some of those metrics by combining different systems. In this work we focus on music recommendation and propose a new way to improve recommendations, with respect to a desired metric of choice, by combining multiple systems for each user individually based on their expected performance. Essentially, our approach consists in predicting an expected error that each system will produce for each user based on their previous activity. To this end, we propose to train regression models for different metrics predicting the performance of each system based on a number of features characterizing previous user behavior in the system. We then use different fusion strategies to combine recommendations generated by each system. Following this approach one can optimize the final hybrid system with respect to the desired metric of choice. As a proof of concept, we conduct experiments combining two recommendation systems, a Matrix Factorization model and a popularity-based recommender. We use the data provided by Melon, a Korean music streaming service, to train and evaluate the performance of the systems.
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1 INTRODUCTION
Music recommendation is a popular research topic within the music information retrieval (MIR) community. Collaborative filtering (CF) is one of the common solutions to this problem [4]. Many existing CF approaches to music recommendation are neighborhood-based, computing similarity between users or items [1, 4, 17, 21]. Alternatively, there were proposed model-based algorithms, in particular latent factor models based on matrix factorization techniques [10, 11].

In such systems, users and items are simultaneously represented as feature vectors in a latent feature space learned from the user-item preference data. These methods are among the most used in recommender systems [10] and they have been applied to music domain with a mixed success [9, 12, 13, 23]. Existing research lacks further evaluations of such approaches for music recommendation, comparing the performance with multiple metrics at the same time, especially in the case of using implicit user preference information such as listening statistics for artists or songs.

The intrinsic problem of using implicit preference data is that, in contrast to explicit user ratings, it does not necessarily indicate relevance of consumed items and it lacks negative feedback. As a possible solution there have been proposed matrix factorization approaches specifically designed for implicit feedback, treating it as indication of preference associated with varying confidence levels [8, 14]. Nevertheless, there is a lack of music studies validating and improving such approaches for the case of music recommendation. Instead, some MIR studies still use matrix factorization algorithms designed for explicit ratings data with implicit listening behavior information (song or artist playcounts) as an input [4, 18, 22].

Regarding evaluation methodologies, many studies typically consider only a limited number of performance metrics, for example, optimizing their systems to the overall MAP [12], or even RMSE [5, 18, 22] (even though it is already studied that there is no direct equivalence between error metrics and precision metrics [3]). Thus, there is a lack of music studies with a larger variety of metrics and per-user analysis of performance of different systems in offline evaluations. Also, we can assume that various recommender systems may perform better or worse for different users and therefore it may be possible to select the best performing system for each user individually.

In this study we focus on addressing some of the above-mentioned research possibilities. We propose a new way to optimize the final recommendations by combining multiple systems based on predicting the error that will present each system for each user. To predict the error we train regression models for a specific metric based on previous activity of the users.

As a proof of concept, we conduct a systematic evaluation using a variety of performance metrics on the example of two systems. One system is based on matrix factorization algorithms for collaborative filtering: the SVD algorithms for implicit data [8]; the other system.
is based on popularity of the tracks. In our experiments we use data provided by Melon, a Korean music streaming service with more than 3 million active users and a remarkably large popularity bias which makes it specially attractive for research in the context of the considered systems.

2 DATA
We collected the listening events during a 30 days period between mid-February and mid-March of 2018 for 200,000 randomly selected Melon users, summing up to a total of 211 million listening events. Each event has an associated user, song, and listening timestamp information. Using the metadata provided by Melon, for each song we collected artist, album, release year, duration, as well as tags from three different taxonomies covering genre, style, and “class” referring to an alternative genre taxonomy. The percentage of females and males among the selected users is 52% and 48% respectively. Their age range varied with 27% being between 20 and 25 years, 24% between 26 and 30, and 23% between 31 to 40.

One of the biggest challenges that this data offers is a strong popularity bias. Melon offers to its users a global top-100 chart of most listened songs updated multiple times a day. Approximately half of gathered listening events (52%) correspond to 111 artists, all of which occur in these charts with at least one song.

Due to high sparsity of user-song interactions we decided to focus on artist-level recommendation in our study. We extracted a user-artist playcount matrix from the listening events relying on the artist metadata of each song. The resulting data contains 23 million user-artist interactions covering approximately 126,000 different artists with a playcount matrix sparsity of 0.09%. In this matrix the mean playcount is 8.88 with a standard deviation of 93.05. We further reduced data sparsity removing artists with less than 30 listeners. The remaining data contains ≈24,000 artists with the 0.48% sparsity of the final playcount matrix.

Figure 1 shows the distribution of popularity of different music classes on Melon in terms of average user playcounts and the number of available songs per class. It is clear to see that the users consume mostly K-pop music. “Pop” is the predominant class in the dataset also being the second most listened class. Genre metadata can be used to improve recommendations for new users and artists, but it may be infeasible in our case given a very strong bias towards K-pop.

2.1 Data split for experiments
Similarly to the Million Song Dataset challenge [12], we use a random 10% subset of 20,000 users for evaluation of all systems. Their playcounts data was randomly split into an 85% visible part (referred as the Users-Test-Visible set), available for training systems and a 15% hidden part for testing (Users-Test-Hidden). For the rest of users, their entire playcount data is available for training (Users-Train). Hybrid systems that we propose in Section 4 require some part of training data for estimation of performance of each component system, that is, their own test set. For those systems, another 20,000 users were randomly selected from the Users-Train set. Their entire playcounts data is denoted as Users-Reg, and it was randomly split into an 85% train Users-Reg-Train and 15% test parts Users-Reg-Test.

3 EVALUATION OF BASELINES SYSTEMS
3.1 Baseline systems
Motivated by a high popularity bias in our data, we evaluate a common collaborative filtering systems based on matrix factorization and compare the performance to popularity-based recommendations. For our experiments we selected a SVD matrix factorization algorithm commonly used in music as well as in other domains. Our baseline systems for evaluation are:

- SVD-I: A faster modification of the SVD algorithm with alternative least squares optimization specifically suited for implicit feedback data. Proposed by Hu et al. [8] this algorithm is known as “implicit SVD” as it can be used in systems working with implicit data such as user listening behavior [25]. For this algorithm we used implementation from Implicit python library with the following parameters: 20 factors, 0.1 regularization factor, 50 epochs, and BM25 weighting for user playcounts, as suggested by the library’s documentation for the case of listening behavior data.
- POP: a popularity baseline that returns a ranked list of artists in order of decreasing overall popularity across all users.
- RANDOM: a random baseline that returns a list of artists in random order.

3.2 Evaluation metrics
A variety of metrics can be used to measure performance of recommender systems and their choice should depend on a particular task at hand [6, 20]. In our study we consider a scenario of retrieval of ranked lists of artist recommendations. As we work only with implicit playcount information, we need to define relevance in terms of artist playcount values. A common assumption is that higher values are associated with a higher likelihood of preference. We consider two cases:

- REL1: an artist is considered relevant for a user if it has at least one user playcount. This definition is often used in existing studies [12, 15].
- Implicit python library documentation for the case of listening behavior [25].
The evaluation results are presented in Table 3a. We observe a consistently better overall performance of SVD-I compared to POP except for the $R_{10}$ metric. As expected, SVD-I produces much more diverse artist recommendations according to $DIV$ and $REP$ metrics. Still, per-user analysis of results suggest that using POP recommendations results in better relevance metrics for 4.6%-33.67% of the users depending on the metric. This observation reassures the existence of a high popularity bias in our dataset. It demonstrates that when optimizing relevance with no regard to diversity one may end up using a popularity-based system for a large part of the users of a system.

## 4 Hybrid Systems

In general we can assume that various recommender systems may performs better or worse for different users and therefore it may be possible to select the best performing system for each user individually. This decision can be done relying on an estimation of expected performance of each system for each user on a part of user data. Alternatively, ranked recommendation lists generated by various systems can be combined using simple rank fusion techniques with a weight for each system based on the estimated performance (better systems receive greater weights). To obtain such estimations, we decided to investigate the relationship between patterns of user listening behavior and performance metrics of recommender systems. We hypothesize that, at least for some systems, their performance will be similar for users with similar listening patterns. Related studies have suggested that incorporating such behavioral patterns may improve CF recommendation [7, 19, 22].

### 4.1 User behavior features

We characterized listening behavior of Melon users by a number of features extracted from their listening history and studied how these features can be used to predict performance of recommender systems using linear regression models. Using the timestamp information we divided listening history of each user in sessions. For each user a session is defined as a set of songs listened sequentially with a time gap between the end of one and the start of the next song no longer than 15 minutes. Some of the user features are computed for each session and then summarized across sessions by mean and standard deviation while others are computed on the entire set of songs listened by a user. The session features include:

- Percentage of repeated artists, songs, albums, genres, style, class and year out of total number of songs listened in a session including duplicates.
- Exploratoryness [22] computed for a session.
- Percentage of songs listened completely and percentage skipped.
- Percentage of the session time that a user was inactive (not listening anything).
- Average song duration percentage actually listened in a session.
- Percentage of changes (or jumps) between artists, albums, genres, styles and classes between consecutive tracks.
- Average popularity percentile-rank of all artists listened in a session, this measure also considers artist listened multiple times in a session.
- Average artist mainstreamness [22].

In turn, the features computed for the entire history of each user include:

- Percentage of repeated artists, songs, albums, genres, style, class and year.
- Distribution of the listened songs for each decade, class and genre.
• Percentage of listened songs from their total amount for each hour/weekday.

In our study these features are treated as an external data source. They are computed for all users from User-Train and User-Test from an extended dataset.

4.2 Hybrid systems based on regression models predicting performance of component systems

Having observed a notable performance of POP compared to SVD-I for a part of test users, we decided to take further advantage of both baselines by combining them into a number of hybrid systems.

In our hybrid systems, we propose to rely on linear regression models able to predict expected performance metrics for each component system (SVD-I and POP) given user behavior features. To this end, counterparts to SVD-I and POP are trained on a conjunction of User-Test and User-Train excluding User-Reg-Test which is used to estimate their performance. Thereby we ensure to use the maximum amount of information for training the counterpart systems in attempt to avoid a potential bias due to data size. Once the evaluation of their performance is done for each user in the Users-Reg set, linear regression models are trained to map behavior features of those users to the estimated values of ranking metrics. A separate regression model is created for each metric and counterpart system (24 models in total).

Table 1 presents the obtained R-squared values for all regression models. As we can see, Rank10 and Rank1 were the most difficult metrics to predict. No correlation was found between user features and Rank10 for both systems. For other metrics the models were able to explain from 23% to 59% of variability. The best results were obtained predicting MAP@500, nDCG@500, R1@10, P1@10 and P10@10 (≥ 40% of explained variability).

| Regression model | SVD-I | POP |
|------------------|-------|-----|
| P1@10            | 0.443 | 0.521 |
| P10@10           | 0.441 | 0.456 |
| MAP@500         | 0.456 | 0.535 |
| MAP@500         | 0.271 | 0.417 |
| R1@10            | 0.413 | 0.418 |
| R10@10           | 0.234 | 0.326 |
| R10@500          | 0.367 | 0.512 |
| R10@500          | 0.098 | 0.258 |
| Rank1            | 0.077 | 0.308 |
| Rank10           | 0.047 | 0.040 |
| nDCG@500         | 0.395 | 0.589 |
| nDCG@10          | 0.339 | 0.517 |

Table 1: R-squared value for regression models predicting system performance using user behavior features.

Based on the pre-trained regression models, the hybrid systems proceed with the following steps for generating recommendations:

1. For each user, predict expected performance of each component system (SVD-I and POP) by regression models given the user’s behavior features.

2. Based on the predicted metric values we considered two simple approaches:

   - Select the best system for this user according to the considered metric (SELECT) and generate a ranked recommendation list.
   - Apply a weighted ranking fusion [24] combining the ranked recommendation lists from both systems. The weights are defined either individually for each user (FUSE) or globally being averaged across all test users (FUSE-Avg). For each system (p for POP, s for SVD-I), depending on the metric that we want to optimize (m), we calculate the values of the weights as:

     \[ w_p = \frac{m_s}{m_s + m_p} \quad \text{and} \quad w_p = \frac{m_p}{m_s + m_p} \]

     Then for each user (u) we use these weights to combine the rankings of each system (r_u,s or r_u,p):

     \[ r_{u,h} = \frac{r_{u,s} \ast w_p + r_{u,p} \ast w_s}{2} \]

In total, we consider 36 systems combining three methods for merging systems (SELECT, FUSE, FUSE-Avg) and optimization with respect to 12 ranking metrics.

4.3 Evaluation results

Table 3b presents evaluation results on the Users-Test-Hidden set. Overall, the best performance values are always achieved by hybrid methods, except for R1@500 and R10@500 for which no hybrid system could outperform the SVD-I baseline. Similarly, it was impossible to surpass the baselines in terms of Rank10, except for the SELECT systems optimized with respect to Rank metrics.

Remarkably, FUSE-nDCG@500 achieved the majority of best metric values: it improves all ranking metrics to their best except for Ranks and recalls at 500, and it also provides a decent improvement in diversity compared to the baselines. We can conclude that it may be beneficial to prioritize the nDCG@500 metric when optimizing systems. Similarly, FUSE-MAP1@500 also performed very well: it achieved the best performance in terms of precision, MAP and R1@10 measures, and improved on the rest of the metrics except for recall and Rank10.

The results also suggest that ranking fusion systems have better performance than SELECT systems. There is not much difference in ranking metrics for FUSE personalized for each user individually and FUSE-Avg using the same weights for all users. However, these methods differ in diversity and repetition: personalized weights allow much greater diversity surpassing the baselines. This is a remarkable results since we combine collaborative filtering with very popular recommendations, exploiting the popularity bias, but also improving the diversity at the same time.

In Table 2 we show the percentage of users selected for each hybrid system from each baseline (SVD-I and POP). We can see that in some cases the percentage is similar for both systems or slightly higher in the case of SELECT-Rank1 for POP, but in most cases there is a clear superiority of SVD-I. Comparing these results with the values of the metrics in Table 3a it is clear that the POP has better performance in Rank1 and accordingly most users are selected to use this system. On the opposite, for R1@500 and R10@500 there is

\[ \text{In the case of } R_{m,s} \text{ and } R_{m,p} \text{ smaller values signify better performance, therefore } 1 - m_s \text{ and } 1 - m_p \text{ were used instead of } m_s \text{ and } m_p. \]
apparent large superiority of SVD-I, so is not possible to improve the recommendations for this metric in any of the hybrid system.

| System         | % users SVD-I | % users POP |
|----------------|--------------|------------|
| SELECT-P@10    | 77.40        | 22.60      |
| SELECT-P@100   | 78.61        | 21.39      |
| SELECT-MAP@500 | 83.92        | 16.97      |
| SELECT-MAP@1000| 86.14        | 13.86      |
| SELECT-R@10    | 75.73        | 24.27      |
| SELECT-R@100   | 78.36        | 21.63      |
| SELECT-R@500   | 96.41        | 3.59       |
| SELECT-R@1000  | 84.92        | 15.08      |
| SELECT-Rank1   | 68.68        | 31.32      |
| SELECT-Rank10  | 42.79        | 57.20      |
| SELECT-nDCG@500| 92.94        | 7.06       |
| SELECT-nDCG@10 | 84.68        | 15.32      |

Table 2: Number of users for each selected baseline approach in SELECT hybrid systems.

5 CONCLUSIONS

In this study we first evaluated two baseline recommendation systems, one based on matrix factorization and another that produces recommendations based on popularity, using a variety of offline metrics for performance. For part of the users, popularity-based recommendations performed better than the others for predicting the performance. We found that optimizing the systems according to the desired metric can be done by regression models individually for each user using her/his listening behavior patterns as an input. To this end, we considered a number of user behavior features some of which were previously suggested in related studies [18, 22].

In contrast to many studies, our evaluations were conducted on an extended set of performance metrics. We found that optimizing the ranking-fusion hybrid systems for nDCG@500 led to the best overall results surpassing the baselines on the majority of metrics. Also, our method allows to optimize the systems according to the desired metric in most of the cases.

For the future work we propose to study alternative ranking-fusion or score-fusion methods. It is also challenging to estimate the desired metric in most of the cases.

ACKNOWLEDGMENTS

This research has been supported by Kakao Corp., and partially funded by the European Unions Horizon 2020 research and innovation programme under grant agreement No 688382 (AudioCommons) and the Ministry of Economy and Competitiveness of the Spanish Government (Reference: TIN2015-69935-P).

REFERENCES

[1] Fabio Aiolfi. 2013. Efficient top-n recommendation for very large scale binary rated datasets. In Proceedings of the 7th ACM conference on Recommender systems. ACM, 273–280.
[2] Ricardo Baenza-Yates, Berthier Ribeiro-Neto, et al. 1999. Modern information retrieval. Vol. 463. ACM press New York.
[3] Alejandro Bellogín, Pablo Castells, and Ivan Cantador. 2011. Precision-oriented evaluation of recommender systems: an algorithmic comparison. In Proceedings of the 5th ACM conference on Recommender systems. ACM, 333–336.
[4] Oscar Cela. 2010. Music Recommendation and Discovery: The Long Tail, Long Fail, and Long Play in the Digital Music Space. Springer.
[5] Gideon Dror, Noam Koenigstein, Yehuda Koren, and Markus Weimer. 2011. The yahool music dataset and kdd-cup’11. In Proceedings of the 2011 International Conference on KDD Cup 2011-Volume 18. Vol. 2011. JMLR. org, 3–18.
[6] Jonathan I. Herlocker, Joseph A Konstan, Loren G Terveen, and John T Riedl. 2004. Evaluating collaborative filtering recommender systems. ACM Transactions on Information Systems (TOIS) 22, 1 (2004), 5–53.
[7] Perfecto Herrera, Zurine Resa, and Mohamed Sordo. 2010. Rocking around the clock eight days a week: an exploration of temporal patterns of music listening. In 1st Workshop On Music Recommendation And Discovery (WOMRAD), ACM RecSys.
[8] Yifan Hu, Yehuda Koren, and Chris Volinsky. 2008. Collaborative filtering for implicit feedback datasets. In Data Mining, 2008. ICDM’08. Eighth IEEE International Conference on. IEEE, 263–272.
[9] Christopher C Johnson. 2014. Logistic matrix factorization for implicit feedback data. Advances in Neural Information Processing Systems 27 (2014).
[10] Yehuda Koren and Robert Bell. 2015. Advances in collaborative filtering. In Recommender systems handbook. Springer, 77–118.
[11] Yehuda Koren, Robert Bell, and Chris Volinsky. 2009. Matrix factorization techniques for recommender systems. Computer 42, 8 (2009).
[12] Brian McFee, Thierry Bertin-Mahieux, Daniel PW Ellis, and Gert RG Lanckriet. 2012. The million song dataset challenge. In Proceedings of the 21st International Conference on World Wide Web. ACM, 909–916.
[13] Mascle Facula. 2018. A matrix factorization algorithm for music recommendation using implicit user feedback.
[14] Steffen Rendle, Christoph Freudenthaler, Zeno Gantner, and Lars Schmidt-Thieme. 2009. BPR: Bayesian personalized ranking from implicit feedback. In Proceedings of the 25th conference on uncertainty in artificial intelligence. AUAI Press, 452–461.
[15] Marco Tulio Ribeiro, Nicio Ziviani, Edelino Silva De Moura, Itamar Hata, Anisio Lacerda, and Adriano Veloso. 2015. Multispective pareto-efficient approaches for recommender systems. ACM Transactions on Intelligent Systems and Technology (TIST) 5, 4 (2015), 53.
[16] Stephen Robertson, Hugo Zaragoza, et al. 2009. The probabilistic relevance framework: BM25 and beyond. Foundations and Trends in Information Retrieval 3, 4 (2009), 333–389.
[17] Badrul Sarwar, George Karypis, Joseph Konstan, and John Riedl. 2001. Item-based collaborative filtering recommendation algorithms. In Proceedings of the 10th international conference on World Wide Web. ACM, 285–295.
[18] Markus Scheid and Christine Bauer. 2017. Distance-and Rank-based Musical Mainstreaminess Measurement. In Adjunct Publication of the 25th Conference on User Modeling, Adaptation and Personalization. ACM, 364–367.
[19] Markus Scheid and David Hauger. 2015. Tailoring music recommendations to users by considering diversity, mainstreaminess, and novelty. In Proceedings of the 38th International ACM SIGIR Conference on Research and Development in Information Retrieval. ACM, 947–950.
[20] Day Shani and Avela Gunawardana. 2011. Evaluating recommendation systems. In Recommender systems handbook. Springer, 257–297.
[21] Malcolm Slaney and William White. 2007. Similarity Based on Rating Data.. In 17th International Society for Music Information Retrieval Conference (ISMIR).
[22] Gabriel Viglisoni and Ichiro Fujinaga. [n. d.]. Automatic Music Recommendation Systems: Do Demographic, Profiling, and Contextual Features Improve Their Performance?. In 17th International Society for Music Information Retrieval Conference (ISMIR).
[23] Meiksmis Volkovs and Guang Wei Yu. 2015. Effective latent models for binary feedback in recommender systems. In Proceedings of the 38th International ACM SIGIR Conference on Research and Development in Information Retrieval. ACM.
Table 3: Evaluation results for the baselines and the proposed hybrid systems. Values highlighted in dark gray correspond to the best performance achieved by the baselines. Values in gray correspond to improvements over the baselines. Values in bold mark the best performance achieved.

[24] Keshu Zhang and Hafifeng Li. 2010. Fusion-based recommender system. In Information Fusion (FUSION). 2010 13th Conference on. IEEE, 1–7.

[25] Yuan Cao Zhang, Darmuoi O'Néghélna, Daniele Quercia, and Tamas Jambor. 2012. Auralist: introducing serendipity into music recommendation. In Proceedings of the 5th ACM international conference on Web search and data mining. ACM.