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Abstract

In this work we investigate commonalities and differences between the semantic representations of concrete and abstract words using human judgments and distributional semantics. We tackle the following questions: a) Does distributional similarity imply similarity in concreteness vs. abstractness? b) How do concrete and abstract context words co-occur with concrete and abstract words? c) Are our contextual models in line with existing theories of meaning representation? Our studies show that both distributionally similar words as well as distributionally co-occurring words come from the same range of concreteness vs. abstractness scores, partly challenging existing theories of semantic representation.

1 Introduction

The literature on conceptual representation has extensively debated about the nature of concrete concepts, but much less has been said about abstract concepts and about the similarities and differences between these two classes (Murphy, 2002). Multiple studies support the hypothesis that concrete concepts are directly grounded in the sensory-motor system, while abstract concepts are mapped to concrete concepts in order to be processed (Barsalou and Wiemer-Hastings, 2005; Hill et al., 2014; Pecher et al., 2011). Distributional semantics represents a very powerful approach to investigate word meaning in a data-driven fashion: the Distributional Hypothesis states that we can infer the meaning of a word by looking at the linguistic contexts it co-occurs with (Harris, 1954; Firth, 1957; Turney and Pantel, 2010). The resulting word representation, as a vector of co-occurrences of a word with the surrounding contexts, has been shown to be cognitively plausible (Miller and Charles, 1991; Lenci, 2008).

The aim of this work is to quantitatively investigate similarities and differences between concrete and abstract words by analysing the concreteness vs. abstractness of their respective linguistic contexts. Based on the literature, both concrete and abstract words should primarily co-occur with concrete words (i.e., their core semantic representation should mainly incorporate concrete words).

After describing the materials used, we will report three studies where: 1) we investigate the concreteness vs. abstractness of distributionally similar words, 2) we analyse the concreteness nature of co-occurring context words at type level, and 3) at token level.

2 Materials

For our studies, we selected nouns from the Brysbaert et al. (2014) collection of concreteness ratings for 40,000 English words. In this collection, each word was evaluated by at least 25 participants on a scale from 1 (abstract) to 5 (concrete). Given that participants were not aware of the part-of-speech of the word they were rating, we automatically assigned each word its more frequently occurring POS in the corpus. We focused our analyses on nouns because they are usually easier to classify according to their concreteness compared to adjectives and verbs. In total we had 9,241 nouns covered in an extensive selection of behavioural measures, such as valency scores (Warriner et al., 2013) and reaction times (Balota et al., 2007) which we aim to include in further analyses.
We used the selected nouns both as targets and as context words, and created a symmetric noun–noun co-occurrence matrix relying on a ± 20 word window in the ENOW14A corpus, a collection of 16-billion English tokens extracted from the web (Schäfer, 2015). In this way, each co-occurrence is represented by a score (counts or positive LMI, cf. Evert (2004)). In addition, we ensure information about the concreteness scores for both the targets and the context words.

All the statistical analyses reported in this paper use linear mixed effects models (LME, Baayen et al. (2008)) with centered continuous predictors, implementing a maximal random effects structure as suggested by Barr et al. (2013).

3 Study 1: Investigating concreteness in distributionally similar words

In this study we investigate if distributionally similar words are also similar in their concreteness vs. abstractness scores. After computing the cosine similarity between each pair of target words using positive LMI transformation, we determined the nearest neighbours (NNs) for each target. Table 1 reports the top 8 NNs of the concrete word “lemon” (concreteness: 5.00) and the abstract word “belief” (concreteness: 1.19). The NNs are ordered by cosine similarity. The distributionally most similar words of the very concrete word “lemon” are, on average, also very concrete (6 out of 8 words have concreteness scores > 4). The two outliers “zest” and “concentrate” are ambiguous words with extremely different concreteness scores (e.g., “zest” means both “enthusiasm” and “skin”). In contrast, 4 of the 8 NNs of “belief” are very abstract words with concreteness scores < 2. Its remaining NNs have a mid-range concreteness value and refer to specific groups of people associated by similar believes (e.g., “sect”).

| Rank | NN       | Similarity | Concreteness |
|------|----------|------------|--------------|
| 1    | zest     | 0.831      | 2.27         |
| 2    | pineapple| 0.756      | 4.94         |
| 3    | cranberry| 0.680      | 4.96         |
| 4    | ginger   | 0.617      | 4.92         |
| 5    | grapefruit| 0.601     | 4.96         |
| 6    | garnish  | 0.596      | 4.11         |
| 7    | concentrate| 0.585   | 2.48         |
| 8    | orange   | 0.585      | 4.66         |

Table 1: Top 8 NNs and their concreteness scores for the targets “lemon” and “belief”, sorted by cosine.

In a second step, we selected the top 2 to 16 NNs and averaged over their concreteness scores. Figure 1 presents these averages aggregated by the concreteness score of the corresponding targets (9 bins spanning .5 changes in score). The plot clearly shows that while increasing the concreteness score of the target (different lines), also the average concreteness ratings of the NNs increase (y-axis). An LME analysis indicates that this increase in the ratings associated with the increase of the target’s concreteness is statistically significant (β_{concretenessTarget} = 0.22, p < .001). On average, there are no significant differences between the different ranks (p = .94); however, there is a significant reduction in the ratings while increasing the number of NNs of highly concrete targets (β_{concretenessTarget:rank} = -0.001, p < .001).

Finally, we computed the neighbourhood density of each target (Sagi et al., 2009). Higher density scores indicate higher similarity between the vectors of the NNs and the vector of the corresponding target. Table 2 reports means and standard deviations of the neighbour density for each target concreteness bin. The right-most column reports the regression estimates of the pairwise comparison of each bin with its predecessor and the adjusted p-values. The analysis shows a higher neighbourhood density for the more extreme scores, both for concrete and abstract targets.
To summarise, the main outcomes of this first study are: 1) distributionally similar words have a similar range of concreteness scores; 2) words with extreme concreteness scores have high neighbourhood density and are, on average, more similar to each other than mid-range words.

4 Study 2: Investigating the concreteness of context words at type level

In this study we shift our attention to the nature of the co-occurring context words. According to the Distributional Hypothesis, co-occurring words are essential elements for the definition of a word’s meaning. For this reason, we investigate the concreteness patterns emerging from context words, in order to better understand the distributions of concrete and abstract words.
We grouped the targets into nine bins according to their concreteness ratings and we averaged the concreteness ratings of their first 2 to 256 most associated co-occurring context words (positive LMI scores). Figure 2 displays the outcome of this aggregation. An LME analysis indicates that the increase in the concreteness of the target corresponds to a significant increase in the average concreteness of its context words ($\beta_{\text{concretenessTarget}} = .189$, $p < .001$). The negative slopes of the lines in the plot indicate that less strongly associated context words are also less concrete ($\beta_{\text{frequencyContext}} = -.030$, $p < .001$). This pattern is more pronounced for the contexts of concrete targets ($\beta_{\text{concretenessTarget:frequencyContext}} = -.005$, $p < .001$).

Table 3 reports the 8 most frequent contexts of the words “lemon” and “belief”, and the context concreteness scores, sorted by LMI association. The 8 strongest co-occurring words of “lemon” are all extremely concrete (> 4.2), except for “zest” (see Study 1). Concreteness scores of the co-occurring words of “belief” are medium-low, with the exception of “people”.

| Rank | Context | LMI    | Concreteness |
|------|---------|--------|--------------|
| 1    | juice   | 47483.09 | 4.89         |
| 2    | cup     | 27489.34 | 5            |
| 3    | orange  | 21673.45 | 4.66         |
| 4    | sugar   | 15692.91 | 4.87         |
| 5    | dip     | 14138.21 | 4.22         |
| 6    | teaspoon| 13608.63 | 4.76         |
| 7    | zest    | 12910.50 | 2.27         |
| 8    | fruit   | 11633.53 | 4.81         |

Table 3: 10 most associated contexts for the targets “belief” and “lemon” sorted by their positive LMI.

Overall, this second study highlights that target and context words share similar concreteness scores. Moreover, the concreteness of the contexts decreases with decreasing LMI association; and, in general, concrete words have more variability in the concreteness of their contexts compared to abstract words.

5 Study 3: Investigating the concreteness of context words at token level

In the previous study we only treated contexts as word types sorted by association score, but we did not completely exploit the informativeness of their co-occurrence strength. In order to analyse the distribution of concrete and abstract context words at token level, we now represent each target as a 9-dimensional concreteness vector, having one dimension per concreteness rating. Each dimension is the sum of frequencies of each context word having a specific concreteness rating, normalised by the total number of context words with the same score. In order to have all the values in the range 0-1, we normalised the scores in each cell again by the total amount of context words that each target has. For example, Table 4 reports the percentage of contexts with concreteness scores from 1 to 5 for “lemon” and “belief”. “Lemon” has a very high proportion of contexts with a concreteness of 5.0 (44%); while “belief” has 47% of its contexts with a concreteness score of 1 and 1.5.

|       | 1  | 1.5 | 2  | 2.5 | 3  | 3.5 | 4  | 4.5 | 5  |
|-------|----|-----|----|-----|----|-----|----|-----|----|
| lemon | 0.08 | 0.03 | 0.04 | 0.05 | 0.04 | 0.06 | 0.10 | 0.16 | 0.44 |
| belief| 0.18 | 0.29 | 0.16 | 0.10 | 0.08 | 0.07 | 0.04 | 0.04 | 0.04 |

Table 4: Percentage of tokens in each context bin for the words “lemon” and “belief”.

---

1As discussed in Polajnar and Clark (2014), MI models achieve their best performance in semantic similarity tasks with vectors of 240 dimensions.
Figure 3 shows an extremely clear picture. It reports the average number of contexts with a specific concreteness score (x-axis) grouped by the concreteness of the targets they co-occur with (different lines). Very concrete targets (e.g., pink and violet lines) have a clear preference for very concrete contexts (positive slope); on the other hand, very abstract words (red and yellow lines) show a clear preference for very abstract contexts (negative slope). The peak of the lines is steeper for abstract words than for concrete ones: compared to abstract words, concrete words seem to co-occur with words with different concreteness scores, still showing a clear preference for very concrete contexts.

Overall, Study 3 supports the evidence from the previous two studies: also at the token level, concrete words co-occur more frequently with concrete words, and abstract words co-occur primarily with abstract words.

6 Conclusion

Overall, the three studies show consistent results. Concrete words tend to co-occur with other concrete words, while abstract words tend to co-occur with abstract words. Moreover, concrete words seem to have more variable contexts in terms of their concreteness scores, compared to abstract words that seem to have a strong preference for abstract contexts with very low concreteness scores.

Our insights regarding concrete words are fully aligned with multiple studies in the literature (Barsalou and Wiemer-Hastings, 2005; Hill et al., 2014; Pecher et al., 2011). On the other hand, they seem to disagree with the grounding hypothesis for abstract words: in our studies, abstract words do not share the same context as concrete words. The importance of this research is threefold: it depicts a very consistent picture in the behaviour of concreteness measures from a distributional perspective; it also indicates some limitations of the behavioural measures adopted (e.g., average concreteness score for polysemous words); and it does not align with the existing psycholinguistic literature and thus provides a promising different perspective into the analysis of concrete and abstract concepts.
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