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Abstract—Solving the Hamilton-Jacobi-Bellman equation is important in many domains including control, robotics and economics. Especially for continuous control, solving this differential equation and its extension the Hamilton-Jacobi-Isaacs equation, is important as it yields the optimal policy that achieves the maximum reward on a given task. In this case of the Hamilton-Jacobi-Isaacs equation, which includes an adversary controlling the environment and minimizing the reward, the obtained policy is also robust to perturbations of the dynamics. In this paper we propose continuous fitted value iteration (cFVI) and robust fitted value iteration (rFVI). These algorithms leverage the non-linear control-affine dynamics and separable state and action reward of many continuous control problems to derive the optimal policy and optimal adversary in closed form. This analytic expression simplifies the differential equations and enables us to solve for the optimal value function using value iteration for continuous actions and states as well as the adversarial case. Notably, the resulting algorithms do not require discretization of states or actions. We apply the resulting algorithms to the Furuta pendulum and cartpole. We show that both algorithms obtain the optimal policy. The robustness Sim2Real experiments on the physical systems show that the policies successfully achieve the task in the real-world. When changing the masses of the pendulum, we observe that robust value iteration is more robust compared to deep reinforcement learning algorithm and the non-robust version of the algorithm. Videos of the experiments are shown at https://sites.google.com/view/ri
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1 INTRODUCTION

O

NE approach to obtain the optimal control inputs that maximize the reward, is to solve the Hamilton-Jacobi-Bellman (HJB) equation, as this differential equation expresses a sufficient and necessary condition for optimality [1]. Solving the HJB yields the optimal value function, which can be used to retrieve the optimal action at each state. Therefore, this ansatz has been used by various research communities, including economics [2], [3] and robotics [4]–[7], to compute the optimal plan for a given reward function. For example in robotics, the optimal action sequence to navigate a robot to a goal from any starting state with the least actions can be obtained by solving the HJB. Classical approaches solve this differential equation using PDE solvers on a discretized grid [3]–[7]. Instead of using a grid, various researchers have proposed to use the machine-learning toolset of black-box function approximation and regression techniques to solve the HJB using randomly sampled data [8]–[15].

In this article, we follow this line of research and present an approach to solve the HJB and the adversarial extension of the HJB using value iteration. This approach unifies the derivation of our previously proposed algorithms Continuous Fitted Value Iteration (cFVI) [16] and Robust Fitted Value Iteration (rFVI) [17]. cFVI is a value iteration based algorithm that solves the HJB for continuous states and actions. This approach leverages our insights to obtain the optimal policy in closed form for control-affine dynamics and separable rewards. This analytic policy enables us to solve this differential equation using fitted value iteration with a deep network as value function approximation. Previously this would not have been possible for continuous actions as solving for the optimal action at each step would not be computationally feasible. rFVI is similar to cFVI but instead of solving the HJB, this algorithms solves the Hamilton-Jacobi-Isaacs (HJI). The HJI incorporates an additional adversary that tries to minimize the reward. Therefore, the obtained policy and value function are robust to perturbations of the adversary. For this extension, we show that also the optimal perturbation of the adversary can be computed in closed form. Therefore, rFVI obtains the robust optimal policy while cFVI only obtains the optimal policy.

We apply the resulting algorithms to standard continuous control problems. In this setting, the HJI is of special interest as the adversary is used to control the parameters of the environment to minimize the reward [5]–[7]. Therefore, this min-max formulation optimizes the worst-case reward. This worst-case optimization yields an optimal policy that is
robust to changes in the environment because the worst-case is assumed during planning. We show that the proposed approaches can obtain the optimal control policy and can be transferred to the physical system. By changing the masses of the dynamical systems during the simulation to real (Sim2Real) transfer experiments, we show that the rFVI policy is more robust compared to the baselines.

**Summary of Contributions.** In this paper, we show that cFVI and rFVI obtain the optimal control policy and can be successfully transferred to a physical system. To derive these algorithms and highlight their performance,

1. we extend the existing derivations [8], [9], [18] of the optimal policy to a wider class of reward functions and adversaries,
2. we propose to use value iteration to solve the differential equations as this optimization is more robust compared to the approaches using regression [8], [10], [11],
3. we provide an extensive experimental evaluation that compares qualitative and quantitative performance evaluates the policies on the physical system using Sim2Real. Furthermore, we provide ablation studies highlighting the impact of the individual hyper-parameters.

**Outline.** The article is structured as follows. First, we introduce the problem statement (Section 2). Afterwards, we derive the analytic optimal policy (Section 3), extend the approach to action constraints (Section 3.1), and derive the optimal adversary (Section 3.2). Section 4 introduces the value iteration to compute the optimal value function and the following Section describes the used value function representation (Section 4.1). The experiments are summarized in Section 5. The following conclusion (Section 6) describes the observed limitations and potential future work, relates the proposed algorithm to the existing literature and summarizes the contributions of the paper.

## 2 Problem Statement

We focus on solving the Hamilton-Jacobi-Bellman and Hamilton-Jacobi-Isaacs differential equation. These equations can be derived using the continuous-time reinforcement learning (RL) problem and the corresponding adversarial extension. In the following, we first introduce the continuous-time RL problem and extend it to the adversarial formulation afterward.

**Reinforcement Learning.** The infinite horizon continuous time reinforcement learning problem is described by

\[
\pi^*(x_0) = \arg\max_u \int_0^\infty \exp(-\rho t) r_c(x_t, u_t) \, dt, \tag{1}
\]

\[
V^*(x_0) = \max_u \int_0^\infty \exp(-\rho t) r_c(x_t, u_t) \, dt, \tag{2}
\]

with \(x(t) = x_0 + \int_0^t f_c(x_\tau, u_\tau) \, d\tau\) \tag{3}

with the discounting factor \(\rho \in (0, \infty]\), the reward \(r_c\) and the dynamics \(f_c\) \tag{19}. Notably, the discrete-time reward and discounting can be described using the continuous-time counterparts, i.e., \(r(x, u) = \Delta t r_c(x, u)\) and \(\gamma = \exp(-\rho \Delta t)\) with the sampling interval \(\Delta t\). The continuous-time discounting \(\rho\) is, in contrast to the discrete discounting factor \(\gamma\), agnostic to sampling frequencies. In the continuous-time case, the Q-function does not exist \tag{8}. It is important to note that the optimization of Equation 2 is unconstrained w.r.t. to the actions. Action constraints will be implicitly introduced using the action cost in Section 5.1.

Equation 2 can be rewritten to yield the HJB differential equation, which is the continuous time counterpart of the discrete Bellmann equation. Substituting the value function at time \(t' = t + \Delta t\), approximating \(V'(x(t'), t')\) with its 1st order Taylor expansion and taking the limit \(\Delta t \to 0\) yields the HJB described by

\[
\rho V'(x) = \max_u r(x, u) + f_c(x, u)^\top \frac{\partial V'}{\partial x}. \tag{4}
\]

In the following, we will abbreviate \(\partial V'/\partial x\) as \(\nabla_x V'\). The full derivation of the HJB can be found within [8].

The reward is assumed to be separable into a non-linear state reward \(q_c\) and the action cost \(g_c\) described by

\[
r_c(x, u) = q_c(x) - g_c(u). \tag{5}
\]

The action penalty \(g_c\) is non-linear, positive definite, and strictly convex. This separability is common for robot control problems as rewards are composed of a state component quantifying the distance to the desired state and an action penalty. The action cost penalizes non-zero actions to avoid bang-bang control from being optimal and is convex to have a unique optimal action.

The deterministic continuous-time dynamics model \(f_c\) is assumed to be non-linear w.r.t. the state system \(x\) but affine w.r.t. the action \(u\). Such dynamics model is described by

\[
x = a(x; \theta) + B(x; \theta)u \tag{6}
\]

with the non-linear drift \(a\), the non-linear control matrix \(B\) and the system parameters \(\theta\). Robot dynamics models are naturally expressed in the continuous-time formulation and many are control affine. Furthermore, this special case has received ample attention in the existing literature due to its wide applicability [8], [20], [21].

**Adversarial Reinforcement Learning.** The adversarial approach incorporates an adversary that controls the environment and tries to minimize the obtained reward of the policy. This formulation resembles an zero-sum two-player game, where the policy maximizes the reward and the adversary minimizes the reward. Therefore, one optimizes the worst case reward and not the expected reward. The worst-case formulation is commonly used within robust control to obtain a policy that is robust to changes in the environments. The corresponding optimization problems of Equation 1 and Equation 2 are described by

\[
\pi^*(x) = \arg\max_{\xi \in \Omega} \inf_u \int_0^\infty \exp(-\rho t) r_c(x_t, u_t) \, dt, \tag{7}
\]

\[
V^*(x) = \max_{\xi \in \Omega} \inf_u \int_0^\infty \exp(-\rho t) r_c(x_t, u_t) \, dt, \tag{8}
\]

with the adversary \(\xi\), admissible set \(\Omega\). The order of the optimizations can be switched as the optimal actions and disturbance remain identical \tag{22}. The adversary \(\xi\) actions are constrained to be in the set of admissible disturbances \(\Omega\) as otherwise the adversary is too powerful and would...
prevent the policy from learning the task. Similar to the HJB, Equation 3 can be rewritten to yield the Hamilton-Jacobi-Isaacs (HJI) differential equation. The HJI is described by

\[ \rho V^*(x) = \max_u \left[ r(x, u) + f_c(x, u, \xi) \nabla_x V^* \right]. \tag{9} \]

The optimal policy and adversary are assumed to be stationary and Markovian. In this case, the worst-case action is deterministic if the dynamics are deterministic. If the adversary would be stochastic, the optimal policies are non-stationary and non-Markovian \cite{23}. This assumption is used in most of the existing literature on adversarial RL \cite{9, 23--25}.

To obtain a policy that is robust to variations of the dynamical system and bridge the simulation to reality gap, we consider four different adversaries. These adversaries either alter (1) the state \cite{24, 26, 27}, (2) action \cite{9, 28--32}, (3) observation \cite{23, 25} and (4) model parameters \cite{25}. Each adversary addresses a potential cause of the simulation gap. The state adversary \( \xi_s \) incorporates unmodeled physical phenomena in the simulation. The action adversary \( \xi_a \) addresses the non-ideal actuators. The observation adversary \( \xi_o \) introduces the non-ideal observations caused by sensors. The model adversary \( \xi_m \) introduces a bias to the system parameters. All adversaries could be subsumed via a single adversary with a large admissible set. However, the resulting dynamics would not capture the underlying structure of the simulation gap \cite{23} and the optimal policy would be too conservative \cite{33}. Therefore, we disambiguate between the different adversaries to capture this structure. However, all four adversaries can be combined to obtain robustness against each variation. Mathematically, the system dynamics including the adversary are

\begin{align*}
\text{State} & : \quad \dot{x} = a(x; \theta) + B(x; \theta) u + \xi_s, \quad (10) \\
\text{Action} & : \quad \dot{x} = a(x; \theta) + B(x; \theta) (u + \xi_a), \quad (11) \\
\text{Observation} & : \quad \dot{x} = a(x + \xi_o; \theta) + B(x + \xi_o; \theta) u, \quad (12) \\
\text{Model} & : \quad \dot{x} = a(x; \theta + \xi_m) + B(x; \theta + \xi_m) u. \quad (13)
\end{align*}

Instead of disturbing the observation, Equation 12 disturbs the simulation state of the drift and control matrix. This disturbance is identical to changing the observed system state.

### 3 Deriving The Optimal Policy

As a first step to solve the HJB (Equation 4) and the HJI (Equation 9), one must obtain an efficient approach to solve the maximization w.r.t. the actions. In the case of discrete actions, this optimization can be solved by evaluating each action and choosing the action with the highest value. In the continuous action case, one cannot evaluate each action, and numerically solving an optimization problem at each state is computationally too expensive. Therefore, one requires an analytic solution to the optimization. This closed-form solution enables a computationally efficient algorithm to solve both differential equations. In the following, we show that this optimization can be solved using the previously described assumptions.

**Theorem 1.** If the dynamics are control affine (Equation 6), the reward is separable w.r.t. to state and action (Equation 5) and the action cost \( g_c \) is positive definite and strictly convex, the continuous-time optimal policy \( \pi^* \) is described by

\[ \pi^*(x) = \nabla g_c \left( B(x)^\top \nabla_x V^* \right) \tag{14} \]

where \( \hat{g} \) is the convex conjugate of \( g \) and \( \nabla_x V^* \) is the Jacobian of current value function \( V^* \) w.r.t. the system state.

**Proof Sketch.** The detailed proof is provided in the appendix. This derivation follows our previous work \cite{11}, which generalized the special cases initially described by Lyshevski \cite{18} and Doya \cite{8} to a wider class of reward functions. Substituting Equation 6 and Equation 5 into the HJI (Equation 9) yields

\[ \rho V^*(x) = \max_u \left[ q_c(x) - g_c(u) + \nabla_x V^* \left[ a(x) + B(x) u \right] \right]. \]

Therefore, the optimal action is described by

\[ u^*_i = \arg \max_u \nabla_x V^* B(x_i) u - g_c(u). \tag{15} \]

This optimization can be solved analytically as \( g_c \) is strictly convex and hence \( \nabla g_c(u) = w \) is invertible, i.e., \( u = [\nabla g_c]^{-1}(w) = \tilde{g}(w) \) with the convex conjugate \( \tilde{g} \). The solution of Equation 15 is described by

\[ B^\top \nabla_x V^* - \tilde{g}(w) = 0 \Rightarrow u^* = \tilde{g}(B^\top \nabla_x V^*). \]

This closed-form optimal policy has an intuitive interpretation. The policy performs steepest ascent by following the gradient of the value function. The inner part \( B(x)^\top \nabla_x V^* \) projects the change in state onto the action space. The action cost \( g_c \) determines the magnitude of the action. The projected gradient is then reshaped using the action cost. The design of the action cost will be explained in the next section. If the continuous-time optimal policy is executed by a discrete-time controller, the time discretization determines the step-size of the hill climbing. Therefore, the time discretization affects the convergence to the value function maximum. If the step size is too large the system becomes unstable and does not converge to the maximum. For most real-world robotic systems with natural frequencies below 5Hz and control frequencies above 100Hz, the resulting step-size is sufficiently small to achieve convergence to the value function maximum. Therefore, \( \pi^* \) can be used for high-frequency discrete-time controllers. Furthermore, the continuous-time policy can be used for intermittent control (event-based control) where interacting with the system occurs at irregular time-steps and each interaction is associated with a cost \cite{34}.

#### 3.1 Action Constraints

The previous Section derived the analytic expression that describes the impact of the action cost on the optimal actions. Therefore, the action cost can be used to design the shape of the policy. By selecting a specific shape of the policy, one can leverage the convex conjugacy to derive the corresponding action cost. The shape of the optimal policy is determined by the monotone function \( V^* \). Therefore, one can define any desired monotone shape and determine the corresponding strictly convex cost by inverting \( V^* \) to compute \( \nabla g' \) and integrating \( \nabla g \) to obtain the strictly convex
cost function $g(u)$. This approach can be used to design action costs such that the common standard controllers become optimal. For example, bang-bang control is optimal w.r.t. no action cost. The linear policy is optimal w.r.t. the quadratic action cost. The logistic policy is optimal w.r.t. the binary cross-entropy cost. The Atan shaped policy is optimal w.r.t. the log cosine cost. Incorporating the action constraints directly via barrier-shaped action cost is beneficial as clipping the unbounded actions is only optimal for linear systems \cite{35} and increasing the quadratic action cost to ensure the action limits leads to over-conservative behavior and underuse of the control range. Furthermore, this implicit integration of the action limits via the action cost enables to only solve the unconstrained optimization problem rather than incorporating the action constraints via an explicit constraint. The full generality of this concept based on convex conjugacy is shown in Table 1 which shows the corresponding cost functions for linear, logistic, atan, tanh, and bang-bang controllers.

Using the rules from convex analysis \cite{36}, the action limits and action range can be adapted as shown by Action-Scaled, Action-Shifted, and Cost-Scaled rows in Table 1. This enables quick experimentation by mixing and matching costs. For example, the action cost corresponding to the tanh policy is straightforwardly derived using the well-known relationship between $\tanh(x)$ and the logistic sigmoid $\sigma(x)$ given by $\tanh(x) = 2\sigma(2x) - 1$. Note that a formula for general invertible affine transformations can be derived, not only for scalar scaling and shifting. Classical types of hard nonlinearities \cite{37} can be derived as limiting cases of smooth solutions. For example, taking the Tanh action cost $\beta_{\tanh}$ and scaling it with $\beta \to 0$, i.e., putting a very small cost on actions, results in the Bang-Bang control shape.

Taking a different limit of the Tanh policy in which scaling is performed simultaneously w.r.t. the action and cost, the resulting shape is what we call Bang-Lin and corresponds to a function which is linear around zero and saturates for larger input values.

### 3.2 Optimal Adversary Actions

To solve the HJI efficiently one not only requires the optimal policy to be described using an analytic form but also the optimal adversary. To obtain this solution one must solve the constrained min-max optimization of Equation \ref{HJI}. We show that this optimization problem can be solved analytically for the described dynamics and disturbance models using the Karush–Kuhn–Tucker conditions. It is important to note that the adversaries are not exclusive and can be combined. We only derive the individual cases for simplicity.

The resulting optimal actions $u^*$ and disturbances $\xi^*$ have a coherent intuitive interpretation. The optimal actions perform steepest ascent by following the gradient of the value function $\nabla x V$. The optimal perturbations perform steepest descent by following the negative gradient of the value function. The magnitude of taken action is determined by the action cost $g$ in the case of the optimal policy or the admissible set $\Omega$ in the case of the adversary. The optimal policy and the optimal adversary is described by

$$u^* = \nabla g \left( \frac{\partial f_c(.)}{\partial u} \nabla x V' \right), \quad \xi^* = -h_{\Omega} \left( \frac{\partial f_c(.)}{\partial \xi} \nabla x V' \right). \tag{16}$$

In the following we abbreviate $[\partial f_c(.)/\partial y]^T \nabla x V$, as $z_y$. For the adversarial policy, $h_{\Omega}$ rescales $z_\xi$ to be on the boundary of the admissible set. If the admissible set bounds the signal energy to be smaller than $\alpha$, the disturbance is rescaled to have the length $\alpha$. Therefore, the adversary is described by

$$\Omega_E = \left\{ \xi \in \mathbb{R}^n \mathrel{|} \| \xi \|_2 \leq \alpha \right\} \Rightarrow h_{\Omega}(z_\xi) = \alpha \frac{z_\xi}{\| z_\xi \|_2}. \tag{17}$$

If the amplitude of the disturbance is bounded, the disturbance performs bang-bang control. In this case the adversarial policy is described by

$$\Omega_A = \left\{ \xi \in \mathbb{R}^n \mathrel{|} \nu_\text{min} \leq \xi \leq \nu_{\text{max}} \right\} \Rightarrow h_A(z_\xi) = \Delta \text{sign} (z_\xi) + \mu. \tag{18}$$

with $\mu = (\nu_{\text{max}} + \nu_{\text{min}})/2$ and $\Delta = (\nu_{\text{max}} - \nu_{\text{min}})/2$.

The following theorem derive Equations \ref{optimal_policy} \ref{adversary} and \ref{adversary} for the optimal policy and the different disturbances. Following

| Policy Name | Action Range | Action Cost $g(u)$ | Policy $\nabla g'(w)$ | HJB Nonlinear Term $g'(w)$ |
|-------------|--------------|-------------------|------------------|--------------------------|
| Linear      | $u \in \mathbb{R}^n$ | $\frac{1}{2} u^T R u$ | $R^{-1} w$ | $\frac{1}{2} w^T R^{-1} w$ |
| Logistic    | $0 < u < 1$ | $\log u + (1 - u)^T \log (1 - u)$ | $\frac{1}{\log(1 - w)}$, $\sigma(w)$ | $1^T \log (1 + e^w)$ |
| Atan        | $-\frac{1}{2} < u < \frac{1}{2}$ | $-\log \cos u$ | $w^{-1}$ | $w^{-1} \tan^{-1}(w) - \frac{1}{2} \log(1 + w^2)$ |
| Action-Scaled | $u \in \alpha \text{ dom}(g)$ | $\alpha g(u)$ | $\alpha \nabla g'(w)$ | $\alpha g'(w)$ |
| Cost-Scaled | $u \in \text{ dom}(g)$ | $\beta g(u)$ | $\nabla g'(\beta^T w)$ | $\beta g'(\beta^T w)$ |
| Action-Shifted | $u \in \text{ dom}(g) - \gamma 1$ | $g(u + \gamma 1)$ | $\nabla g'(w) - \gamma 1$ | $g'(w) - \gamma 1^T w$ |
| Tanh        | $-1 < u < 1$ | $\beta_{\text{logistic}}(\frac{1}{2} u) - \beta_{\text{logistic}}(\frac{1}{2})$ | $\tan \ w = 2\sigma(2w - 1)$ | $1^T \log \cos w$ |
| TanhActScaled | $-\alpha < u < \alpha$ | $\alpha \beta_{\tanh}(\alpha^T u)$ | $\alpha \tan \ w$ | $\alpha \alpha^T \log \cos \ w$ |
| AtanActScaled | $-\alpha < u < \alpha$ | $-\frac{2\alpha}{\pi} \tan^{-1}(w)$ | $\frac{2\alpha}{\pi} \tan^{-1}(w)$ | $\frac{2\alpha}{\pi} \beta_{\text{tan}^c}(w)$ |
| Bang-Bang   | $-1 \leq u \leq 1$ | $\chi_{[-1,1]}(u)$ | $\text{sign} u$ | $\| u \|_1$ |
| Bang-Lin    | $-1 \leq u \leq 1$ | $\frac{1}{2} u^T \chi_{[-1,1]}(u)$ | $-1 + \sum_{\delta \neq 1} \text{relu}(1 - \delta u)$ | $1^T L_3(w)$, $L_\Delta(a)$ - Huber loss |

| TABLE 1 | Selected action costs. The choice of the action cost $g(u)$ determines the range of actions $u \in \text{ dom}(g)$, as well as the form of the optimal policy $\nabla g'(w)$ and the type of non-linearity in the HJB equation $g'(w)$. Section 1 of the table contains policies with standard action domains. Section 2 provides formulae for shifting and scaling actions and scaling costs. Section 3 & 4 show how to use the formulae. |
the theorem, we provide sketches of the proofs for the state and model disturbance. The remaining proofs are analogous. The complete proofs for all theorems are provided in the appendix. All solutions are summarized in Table 2.

**Theorem 2.** If the dynamics are control affine (Equation 6), the reward is separable w.r.t. to state and action (Equation 7) and the action cost \( g \) is positive definite and strictly convex, the continuous-time optimal policy \( \pi^* \) and optimal adversary \( \xi^* \) can be computed in closed form.

**2.1 State Disturbance.** The optimal policy \( \pi^* \) and state disturbance \( \xi_s \) (Equation 10) with bounded signal energy (Equation 17) is described by

\[
\pi^*(x) = \nabla \hat{g}(B(x)^T \nabla V^*), \quad \xi_s = -\alpha \frac{\nabla \hat{g} V^*}{\| \nabla \hat{g} V^* \|_2}.
\]

**2.2 Action Disturbance.** The optimal policy \( \pi^* \) and action disturbance \( \xi_u \) (Equation 11) with bounded signal energy (Equation 17) is described by

\[
\pi^*(x) = \nabla \hat{g}(B(x)^T \nabla V^*), \quad \xi_u = -\alpha \frac{B(x)^T \nabla V^*}{\| B(x)^T \nabla V^* \|_2}.
\]

**2.3 Observation Disturbance.** The optimal policy \( \pi^* \) and observation disturbance \( \xi_o \) (Equation 12) with bounded signal energy (Equation 17), smooth drift and control matrix (i.e., \( \alpha, B \in \mathbb{C}^1 \)) and \( B(x + \xi_o) \approx B(x) \) is described by

\[
\pi(x) = \nabla \hat{g}(B(x)^T \nabla V), \quad \xi_o = -\alpha \frac{\frac{\partial}{\partial \omega}(\alpha(x; \omega) + \frac{\partial B(x; \omega)}{\partial \omega} \pi(x))^T}{\| \frac{\partial}{\partial \omega}(\alpha(x; \omega) + \frac{\partial B(x; \omega)}{\partial \omega} \pi(x)) \|_2} \nabla V.
\]

**2.4 Model Disturbance.** The optimal policy \( \pi^* \) and model disturbance \( \xi_o \) (Equation 13) with element-wise bounded amplitude (Equation 18), smooth drift and control matrix (i.e., \( \alpha, B \in \mathbb{C}^1 \)) and \( B(\theta + \xi_o) \approx B(\theta) \) is described by

\[
\pi(x) = \nabla \hat{g}(B(x)^T \nabla V), \quad \xi_o = -\Delta_v \text{sign} (z_o) + \mu_v \text{with } z_o = \left( \frac{\partial}{\partial \omega}(\alpha(x; \omega) + \frac{\partial B(x; \omega)}{\partial \omega} \pi(x))^T \right) \nabla V,
\]

the parameter mean \( \mu_v = (\nu_{\max} + \nu_{\min})/2 \) and parameter range \( \Delta_v = (\nu_{\max} - \nu_{\min})/2 \).

**Proof Sketch Theorem 2.1** For the admissible set \( \mathcal{O}_E \), Equation 9 can be written with the explicit constraint. This optimization is described by

\[
\rho V^* = \max_{u, \xi} \min_{\xi^*} r(x, u) + f(x, u, \xi^*)^T \nabla V^*, \quad s.t. \quad \xi^* \xi^* \leq \alpha^2,
\]

\[
= \max_{u, \xi} q_c(x) - g_c(u) + [a(x) + B(x)u + \xi_a]^T \nabla V^*.
\]

Therefore, the optimal action is described by

\[
u_t = \arg \max_u \nabla \hat{g} V^T B u - g_c(u) \Rightarrow \nu_t = \nabla \hat{g} c(B^T \nabla V).
\]

The optimal state disturbance is described by

\[
\xi_s^* = \arg \min_{\xi_s} \nabla \hat{g} V^T \xi_s \quad \text{s.t.} \quad \frac{1}{2} \| \xi_s^* \|_2^2 \leq 0.
\]

This constrained optimization can be solved using the Karush-Kuhn-Tucker (KKT) conditions. The resulting optimal adversarial state perturbation is described by

\[
\xi_s = -\alpha \frac{\nabla \hat{g} V}{\| \nabla \hat{g} V \|_2}.
\]

**Proof Sketch Theorem 2.4** Equation 9 can be written as

\[
\rho V^* = \max_{u, \xi} \min_{\xi^*} \frac{\partial}{\partial \omega} \rho \left( \frac{\partial}{\partial \omega} (a(x) + B(x)u + \xi_a)^T \nabla V^* \right) \quad \text{s.t.} \quad (\xi_o - \mu_v)^2 \leq \Lambda_v^2
\]

by replacing the admissible set \( \mathcal{O}_A \) with an explicit constraint. In the following we abbreviate \( B(x; \theta + \xi_o) \) as \( B_{\xi} \) and \( a(x; \theta + \xi_o) \) as \( a_{\xi} \). Substituting Equation 5 and Equation 13 simplifies the optimization to

\[
u^* = \arg \max_{\xi} \left[ (a_{\xi} + B_{\xi} u)^T \nabla V^* - g_{c}(u) \right].
\]

This nested max-min optimization can be solved by first solving the inner optimization w.r.t. \( u \) and substituting this solution into the outer maximization. The Lagrangian for the optimal model disturbance is described by

\[
\xi_o^* = \arg \min_{\xi_o} \left[ \left( a_{\xi} + B_{\xi} u \right)^T \nabla V^* + \frac{1}{2} \Lambda^2 \left( (\xi_o - \mu_v)^2 - \Lambda_v^2 \right) \right].
\]

Using the KKT conditions this optimization can be solved. The stationarity condition yields

\[
z_o + \lambda^T (\xi_o - \mu_v) = 0 \Rightarrow \xi_o^* = -z_o \otimes \lambda + \mu_v
\]

with the elementwise division \( \otimes \). Using the primal feasibility and the complementary slackness, the optimal \( \lambda^* \) can be computed. The resulting optimal model disturbance is described by

\[
\xi_o^*(u) = -\Delta_v \text{sign} (z_o(u)) + \mu_v
\]

as \( z_o \otimes \| z_o \|_1 = \text{sign} (z_o) \). The action can be computed by

\[
u^* = \arg \max_{u} \nabla \hat{g} V^T \left[ a(\xi_o^*(u)) + B(\xi_o^*(u)) u \right] - g_c(u).
\]

Due to the envelope theorem [2], the extrema is described by

\[
u^* = \arg \max_{u} \nabla \hat{g} V^T \left[ a(\xi_o^*(u)) + B(\xi_o^*(u)) u \right] - g_c(u) = 0.
\]
This expression cannot be solved without approximation as $B$ does not necessarily be invertible w.r.t. $\theta$. Approximating $B(x; \theta + \xi(u)) = B(x; \theta)$, lets one solve for $u$. In this case the optimal action $u^*$ is described by $u^* = \nabla R(B(x; \theta)^T v, v)$. This approximation implies that neither agent or the adversary can react to the action of the other and must choose simultaneously. This assumption is common in prior works [6].

4 CONTINUOUS FITTED VALUE ITERATION

The previous sections showed that the optimizations contained within the HJB and HJI can be solved in closed form. Leveraging these insights, we will derive the proposed algorithms to solve the HJB and HJI using fitted value iteration.

4.1 Algorithm

Substituting the optimal actions and adversary, simplifies the Equation 4 and Equation 9 to a differential equations without optimization. The differential equations are described by

$$\rho \nabla V(x) = r(x, u^*) + f_c(x, u^*)^T \nabla_x V^*,$$

$$\rho \nabla V(x) = r(x, u^*) + f_c(x, u^*, \xi^*)^T \nabla_x V^*,$$

with the optimal action $u^*$ and optimal adversary $\xi^*$ described by Equation 16. Within the machine learning community various approaches have been proposed to solve these differential equations using standard regression techniques [8]-[10], including our previous work [11]. The problem with these approaches is, that these differential equation do not have a unique solutions without considering the boundary constraint, which implies that the optimal action always prevent the system to leave the state domain. The boundary condition is described by

$$f(\bar{x}, u^*)^T \eta(\bar{x}) \leq 0 \quad \text{for } \bar{x} \in \partial X$$  \hspace{1cm} (19)

with the outward pointing normal vector $\eta$ defined on the state domain boundary $\partial X$ makes the solution unique [38]. In the case of LQR, this boundary condition implies the positive-definiteness of the quadratic value function. Incorporating this boundary constraint within the optimization problem is challenging, as the state domain boundary is unknown and the commonly used black-box function approximators are local, hence incorporating the boundary constraint within the optimization does not ensure a globally coherent solution. To overcome this shortcoming the existing regression approaches use additional optimization tricks and specific value function representations.

Continuous Value Iteration. To overcome the problems with solving the differential equation using regression, we use fitted value iteration (FVI) [39]-[42]. FVI is an extension of the classical dynamic programming Value iteration (VI) [43] to continuous states using a function approximator. FVI iteratively computes the value function target and minimizes the $\ell_p$-norm between the target and the approximation $V^k(x; \psi)$ until the value function has converged. Mathematically, this approach is described by

$$V_{\text{tar}}(x) = \max_u r(x, u) + \gamma V^k(x_{t+1}; \psi_k),$$

$$\psi_{k+1} = \arg \min_{\psi} \sum_{x \in D} ||V_{\text{tar}}(x) - V^k(x; \psi)||_p^p$$  \hspace{1cm} (21)

with the parameters $\psi_k$ at iteration $k$ and the fixed dataset $D$. While for discrete states and actions for $\gamma < 1$, VI is proven to converge to the optimal value function [44], this convergence proof of VI does not generalize to FVI as the fitting of the value target is not necessarily a contraction [39]-[42]. However, empirically this approach has been successfully used to retrieve the optimal value function or Q function [39]-[42], [45]-[49]. To solve the HJB and HJI, the value function target must be adapted and is described by

$$V_{\text{tar}}(x_t) = r(x_t, u^*) + \gamma V^k(x_{t+1}; \psi_k),$$

with $x_{t+1} = x_t + \int_{t+\Delta T} f_c(x_t, u^*, \xi^*) dt$, and the time step $\Delta T$. The selection of the time step is important as this discretization affects the convergence speed which is proportional to $\gamma$. As $\Delta T$ decreases, $\gamma$ increases, i.e., $\gamma = \lim_{\Delta T \to 0} \exp(-\rho \Delta T) = 1$. Therefore, the contraction coefficient of VI decreases exponentially with increasing sampling frequencies. This slower convergence is intuitive as higher sample frequencies effectively increase the number of steps to reach the goal.

N-Step Value Function Target. To further improve the convergence speed of fitted value iteration, the exponentially weighted n-step value function target is used. This value target is described by

$$V_{\text{tar}}(x) = \int_0^\tau \beta \exp(-\rho t) R_t dt + \exp(-\rho T) R_T,$$

$$R_t = \int_0^t \exp(-\rho t) r_c(x_t, u_t) dt + \exp(-\rho T) V^k(x_t),$$

and the exponential decay constant $\beta$, can be used. This approach is the continuous-time counterpart of the discrete eligibility trace of TD(\lambda) with $\lambda = \exp(-\beta \Delta T)$ [50]. With respect to deep RL, this discounted n-step value target is similar to the generalized advantage estimation (GAE) of PPO [51], [52] and model-based value expansion (MVE) [53], [54]. GAE and MVE have shown that the n-step target increases the sample efficiency and lead to faster convergence to the optimal policy. The integrals can be solved using any ordinary differential equation solver with fixed or adaptive step-size. We use the explicit Euler integrator with fixed steps to solve the integral for all samples in parallel using batched operations on the GPU. The nested integrals can be computed efficiently by recursively splitting the integral and reusing the estimate of the previous step. In practice we treat $\beta$ as a hyperparameter and select $T$ such that the weight of the $R_T$ is $\exp(-\beta T) = 10^{-4}$.

Dataset. Equation 21 fits the value function using the dataset $D$. This dataset can be fixed as in dynamic programming or offline/batch RL or a replay memory containing the visited states of the current policy $x^k$. We refer to the latter as real-time dynamic programming (RTDP) [55]. Barto et. al. introduced the online version of dynamic programming first. In the case of the fixed dataset, the dataset can either originate from a previous learning process, which is frequently used in the offline RL benchmarks [50], or uniformly sampled from the state domain $X$. Within this work, we sample uniformly from the state domain as the used state dimensionality is low-dimensional. For RTDP, the
Algorithm 1 Robust Fitted Value Iteration (rFVI)

Input: Model \( f_c(\mathbf{x}, u) \), Dataset \( \mathcal{D} \) & Admissible Set \( \Omega_\varepsilon \)
Result: Value Function \( V^*(\mathbf{x}; \psi^*) \)

while not converged do
  // Compute Value Target for \( x \in \mathcal{D} \):
  \[ x_T = x_0 + \int_0^T f_c(x_t, u_t, \xi_t^r, \xi_t^o, \xi_t^h) dt \]
  \[ R_t = \int_0^T \exp(-\rho \tau) r_c(x_t, u_t) d\tau + \exp(-\rho T) V^k(x_T) \]
  \[ V_{\text{tar}}(x_T) = \int_0^T \beta \exp(-\beta t) R_t dt + \exp(-\beta T) R_T \]

  // Fit Value Function:
  \[ \psi_{k+1} = \arg\min_\psi \sum_{x \in \mathcal{D}} |V_{\text{tar}}(x) - V(x; \psi)|^p \]

  if RTDP rFVI then
    // Add samples from \( \pi^{k+1} \) to FIFO buffer \( \mathcal{D} \)
    \( \mathcal{D}^{k+1} = h(\mathcal{D}^k, \{x_0^{k+1}, \ldots, x_N^{k+1}\}) \)
  end if
end while

dataset is a replay memory containing the visited states of the current policy as in most modern deep reinforcement learning algorithms. In this case, the exploration of the policy is important as the policy needs to cover the state space to discover high reward configurations. In the offline case, no exploration is needed.

Admissible Set. For the state, action, and observation adversary the signal energy is bounded. We limit the energy of \( \xi_0, \xi_1 \) and \( \xi_\theta \) as the non-adversarial disturbances are commonly modeled as multivariate Gaussian distribution. Therefore, the average energy is determined by the probability covariance matrix. For the model parameters \( \theta \) a common practice is to assume that the approximate model parameters have a model error of up to ±15% [57, 58]. Hence, we bound the amplitude of each component. To not overfit to the deterministic worst-case system of \( V \) and enable the system to converge to good actions, the amplitude of the adversarial actions of \( \xi_0, \xi_\theta, \xi_\psi \) is modulated using a Wiener process. This random process allows a continuous-time formulation that is agnostic to the sampling frequency.

Algorithms. Combining value iteration with the analytic optimal policy and adversary yields the two algorithms cFVI [59] and rFVI [17]. While cFVI is used to solve the HJB, rFVI is used to solve the HJ. We refer to these algorithms as an extension of value iterations as these algorithms also extend FVI approach to continuous actions and adversarial RL, which was previously not possible. Previously FVI was limited to discrete actions. Furthermore, we differentiate between a dynamic programming version of the algorithm using a fixed dataset, e.g., DP cFVI and DP rFVI and the online version using a replay memory, i.e., RTDP cFVI and RTDP rFVI. The algorithms are summarized in algorithm 1.

4.2 Value Function Representation

For the value function representation one can use any differentiable black-box function approximator. One common choice is a feed-forward network, i.e., Multi-Layer Perceptron (MLP), as this approximator enables an efficient computation of the value function gradient w.r.t. the network inputs.

Network Architecture. While the standard network architectures are sufficient, one can improve the performance by leveraging insights from the common control cost choices to structure the architecture. These structured representations are preferable as these limit the hypothesis space of the representable value functions. For continuous control tasks, the state reward is often a negative distance measure between \( x \) and the desired state \( x_{\text{des}} \). Hence, \( q_c \) is negative definite, i.e., \( q(x) < 0 \) ∀ \( x \neq x_{\text{des}} \) and \( q(x_{\text{des}}) = 0 \). These properties imply that \( V^* \) is a negative Lyapunov function, as \( V^* \) is negative definite, \( V^*(x_{\text{des}}) = 0 \) and \( \nabla_x V^*(x_{\text{des}}) = 0 \) [60]. With a deep network a similar representation can be achieved by

\[
V(x; \psi) = -(x - x_{\text{des}})^T L(x; \psi)L(x; \psi)^T (x - x_{\text{des}})
\]

with \( L \) being a lower triangular matrix with positive diagonal. This positive diagonal ensures that \( LL^T \) is positive definite. Simply applying a ReLu activation to the last layer of a deep network is not sufficient as this would also zero the actions for the positive values and \( \nabla_x V^*(x_{\text{des}}) = 0 \) cannot be guaranteed. The local quadratic representation guarantees that the gradient and hence, the action, is zero at the desired state. However, this representation can also not guarantee that the value function has only a single extremum at \( x_{\text{des}} \) as required by the Lyapunov theory. In practice, the local regularization of the quadratic structure to avoid high curvature approximations is sufficient as the global structure is defined by the value function target. \( L \) is the mean of a deep network ensemble with \( N \) independent parameters \( \psi_i \). The ensemble mean smoothes the initial value function and is differentiable. Similar representations have been used by prior works in the safe reinforcement learning community [61–66]. It is important to point out that this network architecture is different from NAF [61] as NAF uses a Q-function that is quadratic w.r.t. the actions while we use a value function that is quadratic w.r.t. the state.

Gradient Projection of State Transformations. Additional state transformations can be incorporated into the value function to enable easier representations. For example, the standard feature transform for a continuous revolute joint maps the joint state \( x = [\theta, \dot{\theta}] \) to \( z = [\sin(\theta), \cos(\theta), \dot{\theta}] \) which can be incorporated to avoid the discontinuity at ±π. In this case the transformed state \( z \) lies on the tube shaped manifold. Therefore, the value function gradient must be projected into the tangent space, which is not guaranteed when using deep networks. For the state transformation \( h(x) \) with \( V(x; \psi) = f(h(x); \psi) \) this projection is described by \( \nabla h V(x; \psi) \mid \theta \) and \( \partial h(x) / \partial x \) and the gradient points in a sensible direction.

5 Experiments

In the non-linear control experiments, we apply cFVI and rFVI to control under-actuated systems. The sim2real experiments test the policy robustness by transferring the learned policy to the physical system and compare their performance to the standard deep RL approaches. More precisely, we want to answer the following questions:
Q1: Can cFVI & rFVI obtain the optimal policies that control the simulated system?

Q2: What are the qualitative differences between the policies obtained by cFVI & rFVI?

Q3: Does the $n$-step value target improved the convergence speed of the optimal policy?

Q4: How does the admissible set of adversaries affect the performance of the optimal policy?

Q5: Is the locally quadratic value function architecture beneficial compared to a standard feed-forward network?

Q6: Are the obtained policies robust enough to be transferred to the real system with varying physical parameters?

5.1 Experimental Setup

To answer these research questions, we apply the proposed algorithms to non-linear sim2real control of under-actuated systems and compare the performance to standard actor-critic deep RL approaches.

**Systems.** The physical cartpole and Furuta pendulum are manufactured by Quanser [67] and voltage controlled. For the approximate simulation model, we use the rigid-body dynamics model with the parameters supplied by the manufacturer. If we add negative weights to the pendulum, we attach the weights to the opposite lever of the pendulum. This moves the center of mass of the pendulum closer to the rotary axis. Therefore, this shift reduces the downward force and is equivalent to a lower pendulum mass.

**Baselines.** The performance is compared to the actor-critic deep RL methods: DDPG [68], SAC [69] and PPO [52]. The robustness evaluation is only performed for the best performing baselines on the nominal physical system. The initial state distribution is abbreviated by {SAC, PPO, DDPG}-U for a uniform distribution of the pendulum angle and {SAC, PPO, DDPG}-N for a Gaussian distribution. The baselines with Gaussian initial state distribution did not achieve robust performance on the nominal system. If the baseline uses uniform domain randomization the acronym is appended with UDR. For each of the baselines, the optimal time step is determined using a hyperparameter sweep.

**Evaluation.** To evaluate rFVI and the baselines we separately compare the state and action reward as these algorithms optimize a different objective. Hence, these algorithms trade-off state and action associated rewards differently. It is expected that the worst-case optimization uses higher actions to prevent deviation from the optimal trajectory. On the physical system, the performance is evaluated using the 25th, 50th, and 75th reward percentile as the reward distribution is multi-modal.

5.2 Experimental Results

For each of the research questions we summarize the empirical results and answer the question in the respective section. Videos of all performed experiments are available at [https://sites.google.com/view/rfvi](https://sites.google.com/view/rfvi).

**Q1 Control Performance.** The learning curves for the three dynamical systems are shown in Figure 2. The quantitative comparison to the baselines is summarized in Table 3. DP cFVI, DP rFVI and RTDP cFVI obtain a policy that performs the swing-up and balances the pendulum. Only RTDP rFVI does not obtain a successful policy for the cartpole and the Furuta pendulum (See Q4 for additional details). DP cFVI learns the fastest compared to the other variants. RTDP cFVI learns slower due to the required exploration while for DP rFVI the adversary slows down the convergence to the optimal value function. Quantitatively, the DP cFVI performs comparably to the best performing deep RL algorithms. DP rFVI obtains a lower reward compared to DP cFVI due to the adversary. This reward difference is expected rFVI minimizes the risk and hence, selects a more conservative solution with lower reward.

**Q2 Policy Difference.** The main difference between the policies obtained by cFVI and rFVI is that the robust variant converges to a stiffer policy. This stiffer policy exerts higher actions as soon as the system state leaves the optimal trajectory. This behavior is caused due to the adversary, which frequently perturbs the system state to leave the optimal trajectory. This difference can be visualized for the pendulum (Figure 1). For the cFVI policy the color gradient is much smoother, while for the rFVI policy the color gradient changes abrupt between the maximum actions. Therefore, the rFVI policy performs close to bang-bang...
control. Furthermore, the ridge leading up to the balancing point in the center is much smaller for rFVI as the policy expects the adversary to push the state off the cliff, leading to a much lower reward. Therefore, the rFVI policy is more conservative and uses a larger safety margin.

Q3 N-Step Value Target. The learning curves for varying n-steps is shown in Figure 3. The ablation study shows that the convergence speed increases when increasing the number of steps. It is important to point out that the learning speed increases w.r.t. the number of episodes. In terms of computational cost, the number of steps increases the computational complexity by n as the simulation is sequential. A surprising observation is that the cartpole and Furuta pendulum do not converge for very long trajectories despite using the true model. This degraded performance is due to overfitting to the value function approximation during training. As the value function is randomly initialized at the beginning, using long trajectories leading to potentially untrained regions in the state domain might lead to bad local optima. For the RTDP variant, this effect is amplified as the value function approximation is limited to the current state distribution and long trajectories are prone to leaving the state distribution. Therefore, the optimal step count is lower for RTDP than for DP. Furthermore, we also observed that rFVI performs better when using slightly lower horizons compared to cFVI.

Q4 Admissible Set. The learning curves for the linearly scaled admissible set are shown in Figure 5. One can observe that making the adversary more powerful, i.e., increasing $\alpha$, slightly decreases the obtained reward as the policy obtained by DP rFVI is more conservative. Furthermore, the learning speed is decreased. However, for all $\alpha$ the policy learns to complete the task. For RTDP rFVI increasing the admissible set of the adversary has a more significant impact. If the adversary becomes too powerful, the policy does not achieve the task. For example, for the cartpole the reward initially increases but drops for large admissible sets. For the Furuta pendulum the reward does not even increase at the beginning for larger $\alpha$. This behavior is due to the limited exploration of the policy. The policy does not discover that an action sequence exists to achieve the task despite the adversary. Therefore, the policy often converges to a pessimistic solution that does not exert any action. This policy is locally optimal as the adversary will always prevent the policy from completing the task. Hence, performing actions and incurring action penalties is not desirable. This effect is more pronounced for the Furuta pendulum as the system is more sensitive due to its small lengths and masses.

Q5 Network Architecture. The learning curves for different network architectures are shown in Figure 4. The learning curves show that the locally quadratic network architecture using the sine/cosine transform for continuous revolute joints performs the most reliable. While the standard MLP with feature transform performs well for the pendulum and Furuta pendulum, it does not obtain the optimal policy for the cartpole.

Q6 Sim2Real Transfer. The results of the sim2real transfer are summarized in Figure 6 and Table 3. And extensive video documentation showing the performance on the physical systems is provided at https://sites.google.com/view/rfvi. Both cFVI and rFVI can be transferred to the physical system and achieve a successful swing-up. On the nominal Furuta pendulum cFVI obtains a higher reward.
than rFVI, as rFVI uses higher actions. On the nominal cartpole, rFVI has a higher reward and higher success rate compared to cFVI. In terms of robustness w.r.t. changes of the physical parameters, rFVI achieves a reliable swing-up even when weights are added to the pendulum. Therefore, the obtained state reward is not affected by the varied mass (Figure 3). This difference can be nicely observed in figure 4. The pendulum trajectory of the rFVI policy is identical for all weight configurations. In contrast, the cFVI policy needs multiple unsuccessful tries until the pendulum is upright and balanced for added weights ≥ 3g. However, during balancing the Furuta pendulum, rFVI performs bang-bang control, which leads to chattering due to minor delays in the control loop. In contrast to rFVI, cFVI keeps the pendulum still when balancing as the policy does not apply so strong actions. For the cartpole, rFVI obtains a robust policies that performs a more consistent swing-up and balancing (Figure 3). The difference between the policies is especially visible during the balancing of the cartpole. Due to the stiff rFVI policy, the large actions immediately break the stiction of the linear actuator. Therefore, the cart is balanced at the center. For the cFVI policy the cart oscillates around the center as the pendulum needs to fall a bit until the deviation is large enough to exert actions that break the stiction.

When comparing the performance of cFVI and rFVI to the deep RL algorithms with uniform domain randomization, the proposed algorithms perform comparable or better. For example on the nominal system, cFVI performs as good as the best deep RL baseline. For example, on the Furuta pendulum most baselines complete the task but cFVI obtains the highest reward and only PPO with domain randomization obtains a similar reward. On the robustness experiments, rFVI performs better than the deep RL baselines with domain randomization. The baselines including domain randomization start to fail when additional weights are added to the Furuta pendulum and the cartpole.

6 Conclusion
In this section, we will first discuss the surprising experimental observations, limitations and future extensions of the proposed algorithms. Afterwards, we embed our contributions within the existing literature by relating our methods to the related work. Finally we summarize the contributions of this paper.

6.1 Discussion
To obtain optimal and robust policies, we optimized the worst case reward rather than the expected reward, used dynamic programming on the complete state domain rather than local exploration and assumed a known dynamics model. While these assumptions enabled us to learn good policies for the sim2real transfer, these assumptions also have several drawbacks. We want to discuss the consequences of these assumptions and propose extensions to alleviate these limitations in future work.

**Worst Case Optimization.** The experiments showed that the worst-case optimization increases the policy robustness. However, the policy stiffness can also cause new problems. For example, the high stiffness of the policy makes the policy more susceptible to small control loops delays leading to chattering as observed on the Furuta Pendulum. Therefore, the worst-case optimization is a double-edged sword that depending on the system might be beneficial or cause additional problems. In addition, the admissible set must be manually tuned to yield not overly conservative/pessimistic policies. One approach to overcome this limitation is to learn the magnitude of the admissible using...
data. In this case, one would interleave the offline planning with the online evaluation on the physical system. In every iteration, one would use the obtained real-world data to update the admissible set. Until one approaches a policy that can solve the task but is not overly conservative. Within the domain randomization community, this automatic tuning of the perturbed parameters has become widely used and improved performance. Furthermore, one could parametrize the admissible set to be state-dependent to obtain higher robustness only when needed.

State Distribution & Dimensionality. The experiments showed that the state distribution significantly affects the policy robustness and performance. For the sim2real transfer, only the baselines with a uniform initial state distribution achieved a successful transfer to the physical system (Table 5). Furthermore, the dynamic programming variants, sampling uniformly from the complete state domain, performed much better than the real-time dynamic programming variants. This increased policy robustness is intuitive as the dynamic programming mitigates the distribution shift between simulation and the real-world system. However, the dynamic programming approaches cannot scale to high dimensional systems as sampling the complete state domain becomes infeasible for such systems. Therefore, an interesting future research question is how to obtain a sufficiently large state distribution such that the policy is robust when transferred to the physical system. This question is different from the traditional exploration exploitation trade-off as this question focuses more on minimizing the distribution mismatch.

Exploration. To improve the RTDP variants and scale to higher dimensional systems, the exploration of the proposed algorithms must be improved as the algorithms sometimes do not discover the optimal solution. This problem is especially pronounced for rFVI as in this case the adversary prevents discovering the optimal solution and the policy converges to a pessimistic policy (Figure 5). The dynamic programming variants are not affected by this as this approach does not require exploration. The main problem for the exploration is the high-frequency sampling of the exploration noise required to solve the integrals. In this case, the exploration noise averages out and does not lead to diverse exploration. One approach to solve this would be to use model-predictive control for exploration. In this case, one would optimize the action sequence online and use the actions of the optimal policy only as prior.

Known Dynamics Model. All performed experiments used the analytic equations of motion provided by the manufacturer as the model. Therefore, we assumed that the model is known. The proposed policy optimization can be combined with model learning to learn the model from data. For example, a continuous-time control-affine system dynamics can be learned using Deep Lagrangian Networks [70], [71] or the SymODEN extension Hamiltonian Neural Network extension [72]. In future work, one should combine continuous-time policy optimization with continuous-time model learning.

6.2 Related Work
In the related work section we embed the proposed algorithms within the existing literature. We summarize the existing work on continuous-time RL, value iteration and robust policy optimization and highlight the differences of our approach compared to prior art.

Continuous-time Reinforcement Learning. The seminal work of Doya [8] introduced continuous-time RL. Since
then, various approaches have been proposed to solve the Hamilton-Jacobi-Bellman (HJB) differential equation with the machine learning toolset. These methods can be divided into the trajectory and state-space-based methods. Trajectory-based methods solve the HJB along a trajectory to obtain the optimal trajectory. For example, path integral control uses the non-linear, control-affine dynamics with quadratic action costs to simplify the HJB to a linear partial differential equation \[20\], \[21\], \[73\], \[74\]. This differential equation can be transformed to a path-integral using the Feynman-Kac formulae. The path-integral can then be solved using Monte Carlo sampling to obtain the optimal state and action sequence. Recently, this approach has been used in combination with deep networks \[75\]–\[77\]. State-space-based methods solve the HJB globally to obtain an optimal non-linear controller applicable on the complete state domain. Classical approaches discretize the continuous spaces into a grid and solve the HJB or the robust Hamilton-Jacobi-Isaac (HJI) using a PDE solver \[6\]. In contrast, machine learning-based methods use function approximation and sampled states to solve the HJB. For example, regression-based approaches solved the HJB by fitting a radial-basis-function networks \[8\], deep networks \[10\], \[11\], \[14\], \[15\], kernels \[78\] or polynomial functions \[12\], \[13\] to minimize the HJB residual.

The presented work is closely related to the work of Kim et al. \[14\], \[15\]. While we present a model-based approach that leverages the dynamics model to perform value iteration, \[14\], \[15\] propose a model-free approach that uses Q-iteration. To obtain the Q-function, which usually does not exist for continuous-time RL \[8\], the authors incorporate a Lipschitz constraint that limits the change of the actions. Therefore, one does not control the actions but the change in the action. In this case, the optimal change in the action is the rescaled gradient of the Q-function w.r.t. the actions.

**Fitted Value Iteration.** Fitted Value Iteration (FVI) \[39\]–\[42\] and the model-free counterpart fitted Q-Iteration \[45\]–\[49\] were previously only applicable to discrete actions and continuous states. These approaches were limited to discrete actions as they could not solve the maximum for continuous actions. Only QT-Opt \[79\] and NAF \[61\] applied fitted Q-Iteration to continuous actions. QT-Opt solves the maximization in each step using the particle-based cross-entropy method (CEM). However, this approach requires solving an expensive optimization problem within each step. In contrast, NAF uses a specific Q-function parametrization such that the Q-function is quadratic w.r.t. the actions. Therefore, the maximum can be easily computed due to the quadratic form. By leveraging the continuous-time formulation and the control-affine dynamics of many robotics systems, we showed that this maximization can be solved in closed form. Therefore, we extended FVI to continuous actions for high-frequency control tasks. For very low control frequencies this approximation might not be sufficient.

For continuous actions, current RL methods use policy iteration (PI) rather than VI \[51\], \[68\]. PI evaluates the value function of the current policy and hence, uses the action of the policy to compute the value function target. Therefore, PI circumvents the maximization required of VI (Equation \[20\]). In contrast to the PI methods, our proposed method is ‘policy-free’ as the value function directly implies the policy. Therefore, cFVI and rFVI do not require the additional optimization to improve the policy as the PI-based methods.

**Robust Policies for Sim2Real.** Learning robust policies to bridge the simulation to reality gap has been approached by (1) changing the optimization objective \[66\], \[80\], \[81\], (2) using an adversary to optimize the worst-case performance \[6\], \[9\], \[22\], \[25\], \[28\]–\[30\], \[82\]–\[84\] and (3) randomizing the simulation \[58\], \[58\], \[85\]–\[88\]. In this paper, we focus on the adversarial formulation which has been used for continuous control tasks. For example, Pinto et al. \[28\], \[29\] used a separate agent as an adversary controlling an additive control input. This adversary maximized the negative reward using a standard actor-critic learning algorithm. The agent and adversary do not share any information. Therefore, an additional optimization is required to optimize the adversary. Mandlekar et al. \[25\] used the auxiliary loss to maximize the policy actions. In contrast to these approaches, our approach is model-based instead of...
model-free. The model allows us to express the adversarial perturbations using analytic expressions derived directly from the Hamilton-Jacobi-Issaacs (HJI) equation. Therefore, our approach shares knowledge between the actor and adversary due to a shared value function and requires no additional optimization.

Our proposed approach is similar to Morimoto and Doya [9]. In contrast to this work, we extend the analytic solutions to state, action, observation, and model disturbances, do not require a control-affine disturbance model, and use the constrained formulation rather than the penalized formulation.

6.3 Summary

We have proposed continuous fitted value iteration (cFVI) and robust fitted value iteration (rFVI). These algorithms can be used to solve the Hamilton-Jacobi-Bellman (HJB) differential equation and the Hamilton-Jacobi-Issaacs (HJI) equation for continuous states and action spaces without grid-based samples. To derive these algorithms, we extended the existing derivations [8], [9], [18] of the optimal policy to a wider class of reward functions and introduced the solution for the optimal adversary. Instead of solving these equations directly using the regression techniques of machine learning as prior methods [8], [10], [11], we used value iteration to obtain a more reliable optimization. Thereby, we also extended fitted value iteration to continuous actions and adversarial RL. Previously, fitted value iteration was mainly applicable to discrete actions. The continuous control experiments showed that both algorithms can obtain the optimal policy and obtain identical reward as the deep reinforcement learning methods. Furthermore, the policies can be transferred to the physical systems. The rFVI policies are more robust when transferred to the physical system by applying higher actions. In addition, we provided an extensive discussion of the shortcomings and proposed approaches for future work to address these limitations.
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APPENDIX A

OPTIMAL POLICY PROOF - THEOREM 1

Theorem. If the dynamics are control affine (Equation 6), the reward is separable w.r.t. to state and action (Equation 5) and the action cost $g_c$ is positive definite and strictly convex, the continuous time optimal policy $\pi^k(t)$ w.r.t. $V^k$ is described by

$$\pi^*(x) = \nabla \tilde{g}_c(B(x)^{\top} \nabla_x V^*)$$

with the convex conjugate $\tilde{g}$ of $g$ and the Jacobian of $V$ w.r.t. the system state $\nabla_x V$.

Proof. This proof follows the derivation in our prior work [11] that generalized the special case described by [8]. Starting from the Hamilton-Jacobi-Bellman (HJB) equations and substituting the control affine dynamics yields

$$\rho V^*(x) = \max_u r(x, u) + f_c(x, u) \nabla_x V^*,$$

$$= \max_u \left[ q_c(x) - g_c(u) + \alpha(x) + B(x)u \right] \nabla_x V^*$$

$$= \max_u \left[ u^T B^T \nabla_x V^* - g_c(u) \right] + q_c(x) + \alpha^T \nabla_x V^*.$$  

Therefore, the continuous time optimal action is described as

$$u^* = \arg \max_u u^T B^T \nabla_x V^* - g_c(u).$$

This optimization can be solved analytically as $g_c$ is strictly convex and hence $\nabla g_c(u) = w$ is invertible, i.e., $u = [\nabla g_c]^{-1}(w) := \tilde{g}_c(w)$ with the convex conjugate $\tilde{g}$. The optimal action is described by

$$B(x)^{\top} \nabla_x V^* - \tilde{g}_c(u) : 0 \Rightarrow u^* = \tilde{g}_c(B(x)^{\top} \nabla_x V^*).$$

Therefore, the optimal action follows the gradient of the Value function upwards by projecting the gradient on using the control matrix and rescaling the magnitude using the action cost.

\[ \square \]

APPENDIX B

OPTIMAL ADVERSARY PROOF - THEOREM 2

B.1 State Disturbance Proof

Theorem. For the adversarial state disturbance (Equation 10) with bounded in signal energy (Equation 17), the optimal continuous time policy $\pi^k$ and state disturbance $\xi^k$ is described by

$$\pi^*(x) = \nabla \tilde{g}(B(x)^{\top} \nabla_x V^*) \quad \xi^k = -\frac{\nabla_x V^*}{\|\nabla_x V^*\|_2}.$$

Proof. Equation 8 can be formulated with the explicit constraint instead of the infimum. The constrained Hamilton-Jacobi-Isaacs (HJI) equation with a bounded signal energy constraint is described by

$$\rho V^*(x) = \max_{\xi^k} \min_{\xi^*} r(x, u) + f_c(x, u, \xi^k) \nabla_x V^*,$$

with $\xi^k \xi^* - \alpha^2 \leq 0$.

Substituting the dynamics (Equation 10) model and the reward yields

$$\rho V^* = \max_u \left[ q_c(x) - g_c(u) + [\alpha + Bu + \xi^*] \nabla_x V^* \right],$$

$$= \max_u \left[ u^T B^T \nabla_x V^* - g_c(u) \right] + \min_{\xi^k} \left[ \nabla_x V^* \right]$$

$$+ \left[ q_c + \alpha^* \nabla_x V^* \right].$$

Therefore, the optimal action identical to the optimal policy of the HJB and is described by

$$u^* = \arg \max_u \nabla_x V^T B(x) u - g_c(u) \quad \Rightarrow \quad u^* = \nabla \tilde{g}_c(B(x)^{\top} \nabla_x V^*).$$

The optimal state disturbance is described by

$$\xi^* = \arg \min_{\xi^*} \nabla_x V^T \xi^* \quad \text{with} \quad \xi^k \xi^* - \alpha^2 \leq 0.$$

This constrained optimization can be solved using the Karush-Kuhn-Tucker (KKT) conditions, i.e.,

$$\nabla_x V + 2\lambda \xi^* = 0 \quad \Rightarrow \quad \lambda \geq \frac{1}{2\alpha} \nabla_x V^T \nabla_x V$$

with the Lagrangian multiplier $\lambda \geq 0$. From primal feasibility and the complementary slackness condition of the KKT conditions follows that

$$\lambda \left( \frac{1}{4\alpha^2} \nabla_x V^T \nabla_x V - \alpha^2 \right)^2 = 0 \quad \Rightarrow \quad \lambda_0 = 0, \quad \lambda_1 = \frac{1}{2\alpha} \nabla_x V^T \nabla_x V.$$

Therefore, the optimal adversarial state perturbation with bounded signal energy is described by

$$\xi^k = -\frac{\nabla_x V^*}{\|\nabla_x V^*\|_2}.$$

This solution is intuitive as the adversary wants to minimize the reward and this disturbance performs steepest descent using the largest step-size. Therefore, the perturbation is always on the constraint.

\[ \square \]

B.2 Action Disturbance Proof

Theorem. For the adversarial action disturbance (Equation 10) with bounded in signal energy (Equation 17), the optimal continuous time policy $\pi^k$ and action disturbance $\xi^k$ is described by

$$\pi^*(x) = \nabla \tilde{g}(B(x)^{\top} \nabla_x V^*) \quad \xi^k = -\frac{B(x)^{\top} \nabla_x V^*}{\|B(x)^{\top} \nabla_x V^*\|_2}.$$

Proof. The HJI described in Equation 9 can be formulated with the explicit constraint, i.e.,

$$\rho V^*(x) = \max_u \min_{\xi^k} r(x, u) + f_c(x, u, \xi^k) \nabla_x V^*,$$

with $\xi^k \xi^* \leq \alpha^2$.

Substituting the dynamics (Equation 10) model and the reward yields

$$\rho V^* = \max_u \left[ q_c(x) - g_c(u) + [\alpha + B(u + \xi^k)] \nabla_x V^* \right],$$

$$= \max_u \left[ u^T B^T \nabla_x V^* - g_c(u) \right] + \min_{\xi^k} \left[ \nabla_x V^* \right]$$

$$+ \left[ q_c + [\alpha^k \nabla_x V^* \right].$$

Therefore, the optimal action is described by

$$u^* = \arg \max_u \nabla_x V^T B(x) u - g_c(u) \quad \Rightarrow \quad u^* = \nabla \tilde{g}_c(B(x)^{\top} \nabla_x V^*).$$
The optimal state disturbance is described by
\[
\xi^*_u = \arg \min_{\xi_u} \nabla_x V^T B(x) \xi_u \quad \text{with} \quad \xi^*_u \xi_u \leq \alpha^2.
\]
This constrained optimization can be solved using the Karush-Kuhn-Tucker (KKT) conditions, i.e.,
\[
B(x_t)\nabla_x V + 2\lambda \xi_u = 0 \quad \Rightarrow \quad \xi^*_u = -\frac{1}{2\lambda} B(x_t)\nabla_x V
\]
with the Lagrangian multiplier \( \lambda \geq 0 \). From primal feasibility and the complementary slackness condition of the KKT conditions follows that
\[
\frac{1}{4\lambda^2} \nabla_x V^T B B^T \nabla_x V - \alpha^2 \leq 0
\]
\[
\Rightarrow \lambda \geq \frac{1}{2\alpha} \sqrt{\nabla_x V^T B B^T \nabla_x V}
\]
\[
\lambda \left( \frac{1}{4\lambda^2} \nabla_x V^T B B^T \nabla_x V - \alpha^2 \right) = 0
\]
\[
\Rightarrow \lambda_0 = 0, \quad \lambda_1 = \frac{1}{2\alpha^2} \sqrt{\nabla_x V^T B B^T \nabla_x V}.
\]
Therefore, the optimal adversarial state perturbation is described by
\[
\xi^*_u = -\frac{B(x_t)\nabla_x V}{\|B(x_t)\nabla_x V\|_2}.
\]
This solution is similar to the state adversary but in this case the disturbance must be projected to the action space using the control matrix \( B \). \( \blacksquare \)

### B.3 Model Disturbance Proof

**Theorem.** For the adversarial model disturbance (Equation 13) with element-wise bounded amplitude (Equation 18), smooth drift and control matrix \((i.e., a, B \in C^1)\) and \(B(\theta + \xi_\theta) \approx B(\theta)\), the optimal continuous time policy \( \pi^k \) and model disturbance \( \xi^*_\theta \) is described by
\[
\pi^*(x) = \nabla g(B(x)\nabla_x V^*) \quad \xi^*_\theta = -\Delta_v \text{sign}(z_\theta + \mu_v)
\]
with \( z_\theta = \frac{\partial B}{\partial \theta} u^* + \frac{\partial a}{\partial \theta} ^T V^* \),
\[
\mu_v = (\nu_{\text{max}} + \nu_{\text{min}}) / 2 \quad \text{and range} \quad \Delta_v = (\nu_{\text{max}} - \nu_{\text{min}}) / 2.
\]

**Proof.** The HJI described in Equation 9 can be written with the explicit constraint instead of the infimum with the admissible set \( \Omega_A \). With the bounded amplitude constraint, this constrained optimization is described by
\[
\rho V^*(x) = \max_{u} \min_{\xi_u} \nabla_x V^T (a_\xi + B_\xi u) V^*_x,
\]
\[
\text{with} \quad \rho = \frac{1}{2} (\xi_\theta - \mu_v)^2 - \Delta_v^2 \leq 0.
\]
Substituting the dynamics (Equation 13), the reward function as well as abbreviating \( B(x; \theta + \xi_\theta) = B_\xi \) and \( a(x; \theta + \xi_\theta) = a_\xi \) yields
\[
\rho V^* = \max_{\xi_u} \min_{u} q_c(x; a_\xi(x; \theta + \xi_\theta) \nabla_x V^*)
\]
\[
= \max_{\xi_u} \left[ a_\xi + B_\xi u \right] \nabla_x V^* + q_c(x; u).
\]
Therefore, the action and disturbance is determined by
\[
u^* \xi_\theta = \arg \max_{u} \min_{\xi_u} \left[ \nabla_x V^T (a_\xi + B_\xi u) - q_c(x; u) \right].
\]
This nested max-min optimization can be solved by first solving the inner optimization w.r.t. to \( u \) and substituting this solution into the outer maximization. The Lagrangian for the optimal model disturbance is described by
\[
\xi^*_\theta = \arg \min_{\xi} \nabla_x V^T (a_\xi + B_\xi u) + \frac{1}{2} \lambda^2 \left( (\xi_\theta - \mu_v)^2 - \Delta_v^2 \right)
\]
Using the KKT conditions this optimization can be solved. The stationarity condition yields
\[
z_\theta + \lambda \left( \xi_\theta - \mu_v \right) = 0 \quad \Rightarrow \quad \xi^*_\theta = -z_\theta + \lambda \mu_v
\]
with \( z_\theta = \frac{\partial a}{\partial \theta} u^* + \frac{\partial B}{\partial \theta} ^T V^* \)
and the elementwise division \( \circ \). The primal feasibility and the complementary slackness yields
\[
\frac{1}{2} (z_\theta^2 \circ \lambda^2 - \Delta_v^2) \leq 0 \quad \Rightarrow \quad \lambda \geq \|z_\theta\|_1 \circ \Delta_v
\]
\[
\frac{1}{2} \lambda^2 (z_\theta^2 \circ \lambda^2 - \Delta_v^2) = 0 \quad \Rightarrow \lambda_0 = 0, \lambda_1 = \|z_\theta\|_1 \circ \Delta_v.
\]
Therefore, the optimal model disturbance is described by
\[
\xi^*_\theta(u) = -\Delta_v \text{sign}(z_\theta(u)) + \mu_v
\]
as \( z_\theta \circ \|z_\theta\|_1 = \text{sign}(z_\theta) \). Then the optimal action can be computed by
\[
\nu^* = \arg \max_{u} \nabla_x V^T \left[ a(\xi^*_\theta(u)) + B(\xi^*_\theta(u)) u \right] - q_c(u).
\]
Due to the envelope theorem, the extrema is described by
\[
B(x; \theta + \xi^*(u)) \nabla_x V - q_c(u) = 0.
\]
This expression cannot be solved without approximation as \( B \) does not necessarily be invertible w.r.t. \( \theta \). Approximating \( B(x; \theta + \xi^*(u)) \approx B(x; \theta) \), lets one solve for \( u \). In this case the optimal action \( u^* \) is described by \( u^* = \nabla g(B(x; \theta)^\top \nabla_x V) \). This approximation is feasible for two reasons. First of all, if the adversary can significantly alter the dynamics in each step, the system would not be controllable and the optimal policy would not be able to solve the task. Second, this approximation implies that neither agent or the adversary can react to the action of the other and must choose simultaneously. This assumption is common in prior works [6]. The order of the minimization and maximization is interchangeable. For both cases the optimal action as well as optimal model disturbance are identical and require the same approximation during the derivation. \( \blacksquare \)

### B.4 Observation Disturbance Proof

**Theorem.** For the adversarial observation disturbance (Equation 12) with bounded signal energy (Equation 17), smooth drift and control matrix \((i.e., a, B \in C^1)\) and \(B(x + \xi^*_o) \approx B(x)\), the optimal continuous time policy \( \pi^k \) and observation disturbance \( \xi^*_o \) is described by
\[
\pi^*(x) = \nabla g(B(x)\nabla_x V^*) \quad \xi^*_o = -\frac{z_o}{\|z_o\|_2} \nabla_x V^*
\]
with \( z_o = \frac{\partial a(x; \theta) + \partial B(x; \theta) u}{\partial \theta} ^T \nabla_x V^* \).

**Proof.** The HJI (Equation 9) can be written with the explicit constraint instead of the infimum with the admissible set
The primal feasibility and the complementary slackness condition yields
\[
\text{Using the KKT conditions this optimization can be solved.}
\]
and maximization is interchangeable. For both cases the order of the minimization is neither agent nor the adversary can react to the action of the other and must choose simultaneously. This assumption is common in prior works [6]. The order of the minimization and maximization is interchangeable. For both cases the optimal action as well as optimal model disturbance are identical and require the same approximation during the derivation. \(\Box\)