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Abstract Closed-loop reservoir management (CLRM), in which history matching and production optimization are performed multiple times over the life of an asset, can provide significant improvement in the specified objective. These procedures are computationally expensive due to the large number of flow simulations required for data assimilation and optimization. Existing CLRM procedures are applied asset by asset, without utilizing information that could be useful over a range assets. Here, we develop a CLRM framework for multiple assets with varying numbers of wells. We use deep reinforcement learning to train a single global control policy that is applicable for all assets considered. The new framework is an extension of a recently introduced control policy methodology for individual assets. Embedding layers are incorporated into the representation to handle the different numbers of decision variables that arise for the different assets. Because the global control policy learns a unified representation of useful features from multiple assets, it is less expensive to construct than asset-by-asset training (we observe about 3× speedup in our examples). The production optimization problem includes a relative-change constraint on the well settings, which renders the results suitable for practical use. We apply the multi-asset CLRM framework to 2D and 3D water-flooding examples. In both cases, four assets with different well counts, well configurations, and geostatistical descriptions are considered. Numerical experiments demonstrate that the global control policy provides objective function values, for both the 2D and 3D cases, that are nearly identical to those from control policies trained individually for each asset. This promising finding suggests that multi-asset CLRM may indeed represent a viable practical strategy.
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1 Introduction

The traditional closed-loop reservoir management (CLRM) framework involves the continuous collection of well data and the repeated application of history matching followed by production optimization over the set of updated geological models. In the robust production optimization step, well settings such as time-varying injection/production rates or bottomhole pressures (BHPs) are determined. CLRM thus provides uncertainty reduction and value maximization for a prescribed objective function, often taken to be net present value, NPV, of the project. The history matching and optimization problems that must be repeatedly solved in the CLRM workflow are, however, computationally expensive, and this limits the use of CLRM in practical applications. An important limitation of existing CLRM procedures is that they are applicable on a per-asset basis, i.e., they do not leverage information from one system to another. Procedures that can learn, and thus utilize information across multiple assets, could lead to significantly reduced computational requirements, thus enabling the wider use of the overall CLRM methodology.

In recent work [1], we developed a control-policy approach based on deep reinforcement learning (DRL) for efficient CLRM. The control policy, which is represented by a deep neural network that is trained in a preprocessing (offline) step, maps observed production and injection data to
optimal well pressure settings. These treatments, however, are applicable only for a single asset with a fixed number of existing wells. Our goal in this work is to extend this framework to enable the training of a single control policy that can prescribe optimal well settings for multiple assets with different numbers of wells in different locations. To achieve this multi-asset CLRM, we introduce treatments that allow the global control policy to account for a varying number of decision variables across the different assets. The training of the global policy requires much less computational cost than would be expended in training a control policy for each asset independently.

Traditional CLRM procedures have been presented by a number of investigators, e.g., [2–5]. The robust optimization step in these frameworks is achieved through use of derivative-free [6–9] or gradient-based [10–12] optimizers. History matching is accomplished using optimization-based [13, 14] or ensemble-based [15, 16] procedures. None of the traditional CLRM implementations is for multiple assets. These approaches also tend to find overly conservative solutions due to the assumption of models being equally probable in the robust optimization steps. This assumption can have an especially large impact when nonlinear output constraints are prescribed, because these constraints must be satisfied in all (or nearly all) models considered in the robust optimization.

The use of control policies [1, 17–19] has proven to be an effective technique to address the conservative nature of robust optimization solutions in reservoir management problems. These control policies are designed to map observed data to optimal well settings. As such, they use the production history in determining future actions (well settings). The DRL-based general control-policy procedure introduced in [1] was shown to provide better objective-function values than the traditional CLRM framework (which is based on robust optimization). DRL has also been applied to provide optimal well settings in deterministic systems, where the reservoir model is assumed to be known. For example, Ma et al. [20], Miftakhov et al. [21], and Zhang et al. [22] trained control policies that map quantities such as the pressure and saturation distribution to optimal well settings. In previous applications of DRL for the well control optimization problem, in both deterministic [20–22] and uncertain [1] systems, a single asset with a given number of existing wells was considered.

Multitask learning [23], where a deep neural network is trained to efficiently solve multiple tasks, has been explored in the context of both supervised learning [24, 25] and reinforcement learning [26, 27]. Cheng et al. [27] showed that learning a global representation of the features from multiple tasks is more efficient than learning feature representations for each task individually. Other investigators have considered the use of evolutionary multitask optimization [28] techniques to solve different tasks simultaneously. In contrast to multitask learning, evolutionary multitask optimization does not involve learning a global representation of features from the tasks. Rather, knowledge transfer between the tasks occurs in the space of decision variables through operations that are usually heuristically defined. As noted in [28], the efficiency of any procedure in solving multiple optimization tasks largely depends on its ability to learn and exploit useful global information among tasks. Yao et al. [29] applied a multifactorial evolutionary algorithm for production optimization involving reservoirs with different rock and fluid properties, but similar well patterns. The proposed approach in [29] was applied to assets where the reservoir models are assumed to be known, i.e., one reservoir model per asset. Our goal in this work, however, is to find a global policy that provides decisions based on observed data for multiple uncertain assets.

He et al. [30] and Nasir et al. [31] proposed the use of DRL for generalizable field development optimization for single-phase [30] and two-phase [31] flow problems (field development involves the placement of new wells). Their procedure determines the well count, location and drilling schedule for different reservoirs under varying economic conditions. These reservoirs can vary in terms of fluid and rock properties. In [30, 31], a fixed-size reservoir template was used for the policy training. Thus the dimension of the discrete well-location decision variables was the same for all assets. An action-masking technique [32] was used to avoid the consideration of invalid drilling locations. This masking technique entails setting the probability of sampling invalid drilling locations to zero. While this approach is efficient for eliminating invalid discrete decision variables, it is not applicable to the multi-asset decision variables, it is not applicable to the multi-asset CLRM problem because this case involves varying numbers of continuous decision variables.

In this paper, we extend the DRL-based general control policy formulation introduced in [1] to the multi-asset CLRM setting. New treatments include the use of an embedding layer in the control policy architecture to enable the output of varying numbers of continuous decision variables, which are represented by Gaussian distributions. During the policy training, well settings for the different assets are sampled from these distributions. We also incorporate treatments to avoid impractical changes in the well settings (e.g., large jumps) from one control step to another. The new framework is applied to train control policies for 2D and 3D water-flooding problems. In the 2D case, we consider assets of the same areal dimension, while in the 3D case the reservoir models vary in both areal dimension and in the number of layers. Results from the new multi-asset CLRM framework are compared to those obtained from control policies established for each asset individually.

This paper proceeds as follows. In Section 2, we provide a brief description of the general control policy formulation
introduced in [1] for single-asset CLRM. This includes the single-asset control policy representation and the training procedure. The extension of these treatments to the multi-asset case is presented in Section 3. Numerical experiments comparing the multi-asset and single-asset CLRM formulations for assets represented by 2D and 3D geological models are provided in Section 4. We conclude in Section 5 with a summary and suggestions for future work.

2 DRL for control-policy-based single-asset CLRM

In this section, we briefly describe the DRL-based control-policy procedure for CLRM for a single asset [1]. We introduce a treatment for the parameterization of well settings, which facilitates the application of constraints that are useful in practice. We then discuss control policy optimization and the neural network representation for the single-asset case.

2.1 Control-policy-based CLRM

The goal in single-asset CLRM is to determine the well settings – taken to be bottomhole pressures (BHPs) in this work – for $N_w$ wells at different decision-making/control steps. The general control-policy approach for the single-asset CLRM entails solving an offline optimization problem given by

$$
\max_{\theta \in \mathbb{R}^N} J(\pi_\theta, M), \quad \text{subject to: } c(\pi_\theta) \leq 0,
$$

where $\pi_\theta$ is the control policy, defined by parameters $\theta \in \mathbb{R}^N$, which maps observed data to well settings, and $M$ is a set of $N_r$ prior geological models, with $M = \{m^1, m^2, \ldots, m^{N_r}\}$. The prior realizations $M$ can be samples from multiple geological scenarios. The vector $c$ denotes nonlinear output constraints such as the maximum well liquid production rate or water injection rate. The well setting for well $w$ at control step $k$, $u^w_k$, is constrained to be within a specified range based on the well setting at the previous control step, $u^w_{k-1}$. The limit on the relative change of the well setting is governed by the parameters $\epsilon^w_{\text{max}}$ and $\epsilon_c$. Here $\epsilon^w_{\text{max}} = (u^w_{\text{ub}} - u^w_{\text{lb}})/u^w_{\text{ub}}$ is the maximum allowable relative change, which would shift the well setting from its lower bound $u^w_{\text{lb}}$ to its upper bound $u^w_{\text{ub}}$, and $\epsilon_c \in [0, 1]$ is a user-defined parameter that controls the allowable relative change. Specifying $\epsilon_c = 1$ removes the constraint on the changes in well settings, while $\epsilon_c = 0$ requires the specification of a single well setting, for each well, throughout the production life.

The objective function in Eq. 1, $J(\pi_\theta, M)$, is defined as the average net present value (NPV) over the $N_r$ realizations. This is computed as

$$
J(\pi_\theta, M) = \frac{1}{N_r} \sum_{j=1}^{N_r} \sum_{k=1}^{N_c} \text{NPV}(u^j_k, m^j),
$$

where $N_c$ is the number of control steps. The vector of well settings for geological model $m^j$ in control step $k$ is defined as $u^j_k = \pi_\theta(u^j_{k-1}, c, D^j_k)$, with $D^j_k = \{D_1^k, D_2^k, \ldots, D_N^k\}$ the set of all observed data, for geological model $m^j$, from the first control step to the beginning of control step $k$. The observed data $D_k \in \mathbb{R}^{N_d \times (3N_w + 2N_c)}$ comprise the oil production rate, water injection rate, watercut and BHPs constrained to satisfy the nonlinear constraints $c(\pi_\theta)$. These quantities are reported at $N_d$ regular intervals at each control step for $N_p$ production wells and $N_i$ injection wells.

The term $\text{NPV}(u^j_k, m^j)$ is the contribution at control step $k$ to the NPV for geological model $m^j$. This contribution, which only involves simulation data at step $k$, is computed as

$$
\text{NPV}(u^j_k, m^j) = \sum_{j=1}^{N_r} \left( \sum_{w=1}^{N_w} \left( p_w q^{w}_{ij} - c_{pw} q^{w}_{ij} + c_{iw} q^{w}_{iw} \right) - c_{\text{opex}} \right) \Delta t_j
$$

where $c_{\text{opex}}$, $p_w$, $c_{pw}$, $c_{iw}$, and $b$ represent the operating cost per day, oil price, cost of produced and injected water, and the annual discount rate, respectively. The variables $N_r$, $N_i$, and $N_p$ denote the number of time steps, number of injectors, and number of producers. The time and step size (in days) at time step $j$ are denoted as $t_j$ and $\Delta t_j$. The quantities $q^{w}_{ij}$, $q^{w}_{pw}$, and $q^{w}_{iw}$ are the rates of oil and water production and water injection, for well $w$ at time step $j$. Production operations are terminated at any control step where $\text{NPV}(u^j_k, m^j) < 0$, which can occur when the field watercut approaches 1. This treatment ensures that all control steps have a positive cash flow.

2.2 Control policy optimization procedure

The optimization problem posed in Eq 1 is solved using DRL. In DRL, the control policy (also referred to as the agent) is represented by a deep neural network that interacts with an environment, which in our case is the reservoir model. The setup is illustrated in Fig. 1. The interaction between the control policy and the environment is governed by the decisions/actions $a_k$ taken by the policy in each control step, and the resulting observation $D_{k+1}$ and reward $r_k$ provided by the environment. The goal of the policy is to select actions based on all observed data in order to maximize the cumulative reward. The CLRM problem is formulated as
a partially observable Markov decision process (POMDP), where the state quantities \( s_k \) (such as the pressure and saturation distribution) that define the transition of the environment from control step to control step are unobserved.

The actions \( a_k \in [-1, 1]^{N_w} \) define the relative change in the well settings at control step \( k \). The BHP for well \( w \), \( u^w_k \), is given by

\[
\tilde{u}^w_k = u^w_{k-1} (1 + a^w_k \varepsilon_w \epsilon_{\text{max}}),
\]

(4a)

\[
u^w_k = \text{clip}(\tilde{u}^w_k, u^w_{lb}, u^w_{ub}),
\]

(4b)

where \text{clip} ensures the BHP is between the lower and upper bounds. The well settings for the first control step are obtained by linearly mapping \( a_1 \) within the BHP bounds.

The control policy training procedure entails the determination of the policy parameters \( \theta \) that maximize the cumulative reward, with the reward for each control step \( r_k \) defined as \( r_k = \text{NPV}(u^w_k, M) \). During training, realizations are sampled from \( M \), \( \varepsilon_w \) is sampled from \([0, 1]\), and actions are sampled from a Gaussian distribution (defined by the control policy) that represents the continuous space \([-1, 1]^{N_w}\). Policy optimization is performed using the proximal policy optimization (PPO) [33] algorithm. We note that PPO has been successfully applied to field development [30, 31] and reservoir management [1, 21] problems.

3 DRL for control-policy-based multi-asset CLRM

The DRL-based control policy approach described in Section 2 is applicable for a single asset. The asset was assumed to have a fixed number of wells \( N_w \), and the set of prior realizations \( M \) was conditioned to the hard data at the \( N_w \) well locations. In this section we extend this approach to construct a single global control policy applicable to multiple assets with varying numbers of wells in different locations.

3.1 Control-policy-based multi-asset CLRM

In the multi-asset CLRM, the goal is to find a global policy \( \pi_{\theta_g} \), defined by parameters \( \theta_g \in \mathbb{R}^{N_w} \), for \( N_a \) different assets. The global control policy \( \pi_{\theta_g} \) learns a global representation of the flow behavior for the \( N_a \) assets through observed data. This global representation is encoded in the shared parameters \( \theta_g \). As will be shown later, this approach is more computationally efficient than training \( N_a \) individual control policies for the different assets.
The global control policy optimization is

$$\begin{align*}
\max_{\theta_\pi \in \mathbb{R}^{N_\pi}} & \quad J(\pi_{\theta_\pi}, M_g), \quad \text{subject to } c(\pi_{\theta_\pi}) \leq 0, \\
\text{subject to } & \quad \frac{|u_k^{w,n} - u_{k-1}^{w,n}|}{u_{k-1}^{w,n}} \leq \varepsilon_{\text{rel max}}, \end{align*}$$

(6)

where $u_k^{w,n}$ is the well setting for well $w$ in asset $n$, for $n = 1, \ldots, N_a$, in control step $k$. We consider an equal number of prior realizations, $N_p$, for each asset. The set of $N_a \times N_p$ prior realizations that enter the global policy optimization is denoted by $M_g = [M^1, M^2, \ldots, M^{N_a}]$, where $M^n, n = 1, \ldots, N_a$, is the set of prior realizations for asset $n$. The number of wells in asset $n$ is denoted $N_w^n$, and the prior realizations $M^n$ are conditioned to hard data at the $N_p^n$ well locations. The prior realizations for each asset can be sampled from a range of geological scenarios. The geometries and grid dimensions of the geological models for the $N_a$ assets can differ, as this information does not enter the policy representation.

The objective function $J(\pi_{\theta_\pi}, M_g)$ for the global policy optimization is given by

$$J(\pi_{\theta_\pi}, M_g) = \frac{1}{N_a N_p} \sum_{n=1}^{N_a} \sum_{i=1}^{N_p} \text{NPV}(u_k^{i,n}, m_u^{i,n}),$$

(7)

where the vector $u_k^{i,n} \in \mathbb{R}_{+}^{N_w^n}$ defines the well settings for geological model $m_u^{i,n}$ in control step $k$, and $m_u^{i,n}$ denotes realization $i$ of asset $n$. The definition of NPV($u_k^{i,n}, m_u^{i,n}$) is similar to Eq. 3, with the number of production and injection wells for asset $n$ given as $N_{p,n}$ and $N_{i,n}$. The well settings vector $u_k^{i,n}$ is defined by the global policy as $u_k^{i,n} = \pi_{\theta_\pi}(u_{k-1}^{i,n}, \varepsilon_c, D_{1:k})$, with $D_{k} \in \mathbb{R}_{+}^{N_a \times (3N_{p,n} + 2N_{i,n})}$ containing the oil production rate, water injection rate, watercut and BHPs that satisfy the nonlinear constraints $c(\pi_{\theta_\pi})$. Because the number of wells varies between assets, the input and output of the policy $\pi_{\theta_\pi}$ varies in size. New treatments are thus required to extend the single-asset control policy representation to the multi-asset setting.

3.2 Global control policy representation

We represent the historical data for each asset $n$ in control step $k$ by the global policy state update function given by

$$\hat{s}_{k,n} = f_{\zeta_g} (\hat{s}_{k-1,n}, u_{k-1}^{n}, \varepsilon_c, D_{k}),$$

(8)

where the parameters $\zeta_g \subset \theta_\pi$. The state update function $f_{\zeta_g}$ must be able to handle the varying dimensions of the well settings and observed data. Using a similar treatment as in the single-asset control policy formulation, the previous well settings and current observation for asset $n$ are defined by the matrix $X_n^{k} \in \mathbb{R}_{+}^{N_a \times (4N_{p,n} + 3N_{i,n})}$. Note that $X_n^{k}$ does not include the user-specified $\varepsilon_c$ for the well settings. We define a unified input to the global control policy as $X_g^{k} = [X_1^{k}, X_2^{k}, \ldots, X_{N_a}^{k}, \varepsilon_c]$. This matrix is a row-wise concatenation of the inputs from all assets. Here $X_g^{k} \in \mathbb{R}_{+}^{N_{p,g} \times (4N_{p,n} + 3N_{i,n} + 1)}$, with $N_{p,g} = \sum_{n=1}^{N_a} N_{p,n}, N_{i,g} = \sum_{n=1}^{N_a} N_{i,n}$, and $\varepsilon_c = \varepsilon_c I$, where $I$ is an $N_{i,g}$-dimensional unit vector.

During training, realizations from each asset are sampled. When a realization from asset $n$ is sampled, entries to $X_n^{k}$ and $\varepsilon_c$ are obtained. Therefore, $X_n^{k}$ and $\varepsilon_c$ provide the input to the global control policy $X_g^{k}$, with the input data for other assets $m \neq n$ set to a null matrix, i.e., $X_m^{k} = \mathbf{0}$, $\forall m \neq n$.

In the single-asset policy formulation, the output of the gated transformer $\eta_k$ is processed by a fully-connected layer to obtain the mean and log-standard deviation of the action distribution. During the training of the global control policy, the dimensions of the mean and log-standard deviation depend on the number of wells in the sampled asset. To handle the varying dimension of the action distribution, we place an embedding layer between the output of the gated transformer block and the action distribution, as shown in Fig. 3. Embedding layers of this type have been widely applied during the training of neural networks to represent cat-
egorical variables as continuous vectors. In natural language processing, for example, the words in a dictionary are represented by word embeddings [36, 37], where words with similar meaning are close in the embedding space.

In reinforcement learning, embeddings were used by [38] to represent actions in a strategy game. At each decision-making stage, the embeddings for the available actions were used to define the action distribution. The actions in that case were discrete, so the action distribution was defined by the probability of taking each available action. Our actions however are continuous, and we need to define the Gaussian action distribution. As shown in Fig. 3, we train two embedding layers for the mean and log-standard deviation of the action distribution. The inputs to the embedding layers are the well identifiers (IDs) for each asset. We define the well IDs for asset \( n \), \( \Gamma^n \in \mathbb{R}_{nw}^{N} \), as

\[
\Gamma^n = [N_{n-1}^{w} + 1, \ldots, N_{n-1}^{w} + N_{n}],
\]

where \( N_{n-1}^{w} = N_{1}^{w} + N_{2}^{w} + \ldots + N_{n-1}^{w} \). This means each of the \( N_{n} \) wells has a unique value in the range \([1, N_{n}] \). The outputs from the mean and log-standard deviation embedding layers are denoted by \( W_{\mu}^{n} \in \mathbb{R}_{nw}^{N_{m}} \) and \( W_{\sigma}^{n} \in \mathbb{R}_{nw}^{N_{m}} \), respectively, where each row is an embedding for a particular well. The entries in \( W_{\mu}^{n} \) and \( W_{\sigma}^{n} \) are learned during the global control policy optimization. The action mean \( \mu_{n}^{k} \in \mathbb{R}_{nw}^{N} \) and log-standard deviation \( \sigma_{n}^{k} \in \mathbb{R}_{nw}^{N} \) for asset \( n \) in control step \( k \) are given by

\[
\mu_{n}^{k} = W_{\mu}^{n} \eta_{k}, \quad (10a)
\]
\[
\sigma_{n}^{k} = W_{\sigma}^{n} \eta_{k}. \quad (10b)
\]

Learning in the global control policy training involves the translation of an ‘intention,’ encoded in \( \eta_{k} \), by the temporal CNN and gated transformer blocks, to the appropriate action for each asset through the embeddings. Such translation is not necessary in the single-asset case as \( \eta_{k} \) is linearly mapped to the action distribution of a single asset. Due to the larger number of prior geological realizations \( (N_{r} \times N_{a}) \) involved in the multi-asset CLRM, the number of parameters in the global control policy should be greater than that in the policies for the individual assets, i.e., \( N_{g} > N_{n}^{a} \), where \( N_{n}^{a} \) is the number of parameters in the control policy for any asset \( n \).

The temporal CNN blocks in the control policy architecture (Figs. 2 and 3) contain two 1D CNN layers, each with 64 filters and a filter size of 3. We set the dimension, \( N_{m} \), of the output features for both the temporal CNN block and gated transformer block to 128. Similar to [1], we consider a two-layer transformer block. The MLP submodule of the transformer block contains two fully-connected layers. In the single-asset case, the first fully-connected layer in the MLP submodule has 64 units and the second has 128 units. These fully-connected layers both have 128 units in the multi-asset CLRM.

4 Numerical Results

We now evaluate the performance of the multi-asset CLRM technique for two example cases. In the first case, assets defined by 2D reservoir models with different numbers of wells but identical areal dimensions are considered. The second example is more general and involves 3D reservoir models of varying dimensions and well counts. In both cases, four distinct assets are considered. We compare the performance of the global control policy trained using the new multi-asset CLRM procedure to that of individual policies trained separately for each asset.

![Fig. 3: Multi-asset control policy represented by temporal and gated transformer blocks and embedding layers.](image-url)
4.1 Problem setup

We consider water-flooding problems with different numbers of injection and production wells in each of the four assets. In both the 2D and 3D cases, the initial reservoir pressure is 350 bar, and the initial oil saturation is 0.85. The oil and water densities at reservoir conditions are 849 kg/m$^3$ and 1025 kg/m$^3$. Oil and water viscosities are set to 1 cp and 0.31 cp. Relative permeability curves for the two phases are shown in Fig. 4. There is no free gas in the system, and the effects of capillary pressure are neglected. All simulations are performed using the Delft Advanced Research Terra Simulator [39, 40].

![Relative Permeability Curves](image)

**Fig. 4:** Oil-water relative permeability curves used in both example cases.

A total of 1000 prior realizations are generated for each asset in both the 2D and 3D examples. Permeability realizations are constructed using sequential Gaussian simulation [41]. The isotropic variogram range (given in terms of the number of grid blocks) and type (exponential or spherical) used for each asset are provided in Table 1. The numbers of production and injection wells for each asset are also shown in the table. Porosity (which is constant in all models) is set to 0.2.

An initial production period of 200 days, in which injection and production wells operate at fixed BHPs of 400 bar and 345 bar, is specified. Well-rate data are collected during this initial period. Production optimization begins at day 200. Each control step extends for 200 days, and the maximum project life is 4000 days. The optimization therefore involves a maximum of 19 control steps. As noted in Section 2, the project is terminated at any control step that gives a negative NPV contribution. Therefore, the project life of an asset may be less than 4000 days. The allowable range for production well BHPs is between 280 and 345 bar, and that for injection wells is between 355 and 450 bar. Well liquid production and water injection rates are constrained to a maximum of 1526 m$^3$/day, equivalent to about 9600 STB/day (note these are nonlinear output constraints). For the NPV computation, the oil price is $70/STB, the operating cost is $41,000/day, the costs of produced and injected water are both $7/STB, and the discount rate is 0.1.

The number of learnable parameters for the individual control policies are 605,523, 612,705, 609,057, and 610,977 for Asset A, B, C, and D, respectively. The control policy for the multi-asset CLRM involves 940,033 parameters. Training of the control policies is achieved through stochastic gradient descent with the Adam optimizer [42]. We perform 10 epochs per policy training iteration, with a batch size of 128. The learning rate is initially set to $10^{-4}$. This rate decreases linearly, to $10^{-5}$, at the final iteration.

During training of the control policies, a subset of realizations is simulated at each iteration. The simulated realizations are sampled from the 1000 realizations of each asset. The realizations selected for simulation are intended to be representative of the flow behavior of the full set. This is accomplished by dividing the 1000 realizations for each asset into 40 representative clusters using the approach proposed in [43]. The most representative (centroid) realization in each cluster is excluded from the policy training. This set of 40 excluded realizations is used for evaluation of the policies after training.

For the training of individual control policies for each asset, we simulate 160 randomly sampled realizations (four from each cluster). These simulations can be fully parallelized (given access to 160 processors). The training is terminated after 1000 iterations, resulting in a total of 160,000 training simulations for each individual control policy.

At each iteration of the global control policy training, we randomly sample five realizations from each of 40 global clusters. These global clusters contain all models from the corresponding clusters for the four assets. They are combined based simply on cluster index. The global policy training is terminated after 1000 iterations, resulting in a total of 200,000 simulations. Thus the global control policy training requires a factor of $200,000/(4 \times 160,000) = 0.3125$ of the training simulations performed in asset-by-asset training. Note that this ratio will decrease with larger numbers of assets, meaning global training will provide increased benefit as more assets are considered.

4.2 Example 1: CLRM for 2D reservoir models

The 2D reservoir models contain $60 \times 60$ grid blocks, with each grid block of dimension $\Delta x = \Delta y = 60$ m and $\Delta z = 12$ m. Figure 5 shows one realization for each asset along with the wells, which clearly differ between assets. The realizations for each asset are conditioned to the permeability values at the well locations.
Table 1: Variogram parameters characterizing the geological models and the number of wells for each of the four assets. These values are the same in both the 2D and 3D cases.

| Asset | Range (blocks) | Type       | Num. producers | Num. injectors |
|-------|----------------|------------|----------------|----------------|
| A     | 20             | exponential | 5              | 4              |
| B     | 25             | exponential | 12             | 4              |
| C     | 30             | spherical  | 8              | 3              |
| D     | 25             | spherical  | 9              | 5              |

4.2.1 Individual control policy results

We first consider the performance of DRL-based control policies trained separately for each asset. Figure 6 displays the evolution of expected NPV for each of the individual control policies. The expected NPV at each iteration is computed with the set of sampled realizations simulated with well settings sampled from the action distribution of the most recent policy. The fluctuations observed in Fig. 6 are due to the randomness introduced by the sampling procedures. We observe generally increasing expected NPV over the course of these trainings. Specifically, for Assets A through D, from the first (randomly initialized policy) iteration to the final iteration, expected NPVs increase by 10.3%, 44.8%, 24.1% and 21.7%, respectively.

The evolution of average project life during the training of the individual policies is shown in Fig. 7. We do not allow production to terminate early (before 4000 days) until 100 iterations have been performed. This is because, at early iterations, there is a high degree of randomness in the actions sampled from the action distribution, and this can lead to suboptimal project termination. This premature termination negatively affects the convergence of the policy training. Based on numerical experiments, we found that disallowing termination in the first 100 iterations acts to improve policy convergence. We see from Fig. 7 that with this treatment three of the four assets (Asset C is the exception) still...
Fig. 6: Evolution of expected NPV during training for each asset (Example 1, individual control policies).

Fig. 7: Evolution of average project life during training for each asset (Example 1, individual control policies).
have average project life spans of less than 4000 days. This treatment leads to improved project economics, as expenses associated with daily operations and water handling costs appear in the NPV computation even if little oil is produced.

The optimal control policy from each training run is selected using the test realizations excluded during training. We simulate the 40 test case realizations for each asset, with the well settings defined by the updated policy, after every 10 iterations. The control policy with the highest expected NPV is selected as the optimal policy. The parameter $\varepsilon_c$ that defines the allowable relative change for the well settings from control step to control step is set to 1 (unconstrained case) in all simulations performed for these selections. Optimal policy selections based on a range/average of $\varepsilon_c$ values could also be considered. As we will see, however, the use of $\varepsilon_c = 1$ leads to optimal policies that generalize between different $\varepsilon_c$ values. Figure 8 shows the evolution of the expected NPV computed over the 40 test-case realizations for each asset. The optimal policy for each asset is the maximum achieved at any iteration.

Production well BHP settings for particular realizations are shown in Fig. 9. The realization is the same for each asset, though the specified value of $\varepsilon_c$ changes as we proceed along each row. The specific realization for each asset corresponds to the model that provides the median NPV for $\varepsilon_c = 1$. Note that, with $\varepsilon_c = 0$, there is effectively just one control step. There are some similarities in the results for different $\varepsilon_c$ values, though generally smoother profiles are observed for $\varepsilon_c = 0.5$ than for $\varepsilon_c = 1$, as would be expected. Note also that some wells operate at their minimum BHP regardless of the value of $\varepsilon_c$ (e.g., wells P7 and P9 in Asset B and wells P4 and P9 in Asset D).

4.2.2 Global control policy results

Results until this point have involved the use of control policies trained separately for each asset. We now present results using global control policy training. The evolution of expected NPV during global training is shown in Fig. 10a. Starting from a random policy, an increase of 20.1% in expected NPV is achieved after 1000 control policy optimization iterations. Figure 10b shows the evolution of the average project life as the training progresses, and we can see that it converges to approximately 3750 days. This project life is close to the average from the individual control policy trainings, shown in Fig. 7.

The policies from the global control policy training run are evaluated by simulating the 160 representative realizations.
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Fig. 9: Production well BHP settings (in bar) for three different $\epsilon_c$ values. The realization is the same along each row, i.e., for a particular asset. In some cases the production operation terminates before the maximum number of control steps is reached (Example 1, individual control policies).

We now compare the performance of the global control policy to that of the individual policies for three different values of $\epsilon_c$. Results, presented in terms of cumulative distribution functions (CDFs) for the optimum NPVs over the 40 test-case realizations, are provided for each asset in Figure 11. In the figure, the solid curves depict results using individual control policies and the dashed curves show results using the global control policy. In many cases these two sets of results essentially overlap, and in all cases there is very close correspondence between them. Additionally, we see that there is generally an increase in NPV as $\epsilon_c$ increases, with the unconstrained case ($\epsilon_c = 1$) displaying the highest NPV. Interestingly, the shifts in the CDFs with $\epsilon_c$ vary from asset to asset.

Production well BHP settings obtained by following the global control policy, for three different $\epsilon_c$ values, are shown in Fig. 12. The realization considered for each asset is the same as that in Fig. 9. For $\epsilon_c = 0$, the individual control policies and the global control policy provide similar BHPs. For other values of $\epsilon_c$, there is some correspondence between the two sets of BHP profiles, though they differ in detail. For example, in Asset D we observe early termination (before con-
Fig. 10: Evolution of expected NPV and average project life during training (Example 1, global control policy).

Fig. 11: Comparison of the CDFs for the optimum NPVs of the 40 test-case realizations using the global control policy (dashed curves) and individual control policies (solid curves). In many places the curves overlap, so only one curve is visible (Example 1).
trol step 19) for all values of $\varepsilon_c$ in both sets of results, though the precise time of termination differs between Figs. 9 and 12.

As noted earlier, in terms of computational cost, the global control policy training entails about 31% of the flow simulations required to train separate control policies for each asset. The time required for these flow simulations is much larger than that for network training for the cases considered here. In settings with, e.g., many more wells, a larger neural network will be required. In such cases, further computational savings could be realized through use of the multi-asset CLRM procedure, as this requires the training of only a single network.

4.3 Example 2: CLRM for 3D reservoir models

This example involves 3D reservoir models with varying numbers of areal ($x$-$y$) grid blocks and layers. Model dimensions for the different assets are given in Table 2. In all cases, grid blocks are of size $\Delta x = \Delta y = 60$ m and $\Delta z = 3$ m. Due to the variation in dimensions of the reservoir models, the four assets have different volumes of original oil in place (OOIP), in contrast to the assets considered in Example 1.

One realization of the permeability field for each asset is displayed in Fig. 13. The well locations, which are similar to those in Example 1, are also shown. Wells are perforated in all layers of each model. Realizations for each asset are

Fig. 12: Production well BHP settings (in bar) for three different $\varepsilon_c$ values using the global control policy. The realization considered for each asset is the same as that in Fig. 9. Early termination occurs in some cases (Example 1, global control policy).
again conditioned to permeability values in well blocks. In all cases, the variogram range in the z-direction is $3\Delta z$, and the ratio of vertical to horizontal permeability is 0.1.

Table 2: Areal dimension and number of layers for the 3D reservoir models in Example 2

| Asset | Areal dimension | Num. layers |
|-------|-----------------|-------------|
| A     | $60 \times 60$ | 5           |
| B     | $65 \times 65$ | 4           |
| C     | $40 \times 40$ | 9           |
| D     | $50 \times 50$ | 7           |

The evolution of expected NPV during individual control policy training, for each of the four assets, is shown in Fig. 14. The expected NPV increases by 9.9%, 29.7%, 19.8% and 15.2% for Assets A through D, respectively, relative to the (random) initial control policy. Compared to Example 1 (Fig. 6), in this case we see larger variation in expected NPV from asset to asset. This is due in part to the varying OOIP across assets in this example. The average project life (not shown) for the four assets in this example is 4000 days, which is the maximum allowable time frame.

The evolution of expected NPV during global control policy training of the 3D reservoir models is shown in Fig. 15a. Policy training leads to an increase in expected NPV of 18.5% relative to the random initial policy. The fluctuations in expected NPV for the global control policy in this case are larger than those in Example 1 (Fig. 10a), presumably due to the larger variation between assets. The evolution of the average project life during global policy training is shown in Fig 15b. The average project life converges to 4000 days, which is consistent with the results for the individual control policies.

The optimal individual and global control policies are selected, based on the 40 test-case realizations for each asset, using the same procedure as in Example 1. Figure 16 displays comparisons of the CDFs of the optimum NPVs obtained from the individual and global control policies, for three different $\varepsilon_c$ values. We again see very close correspondence between the CDFs, for all assets and all $\varepsilon_c$ values. These results, consistent with those obtained in Example 1 (Fig. 11), highlight the ability of the global control policy to provide optimal settings for multiple assets.

Production well BHPs obtained from the global control policy, for three different $\varepsilon_c$ values, are shown in Fig. 17. The model with the median NPV for $\varepsilon_c = 1$ is considered for each asset. Consistent with the results in Example 1 (Fig. 9), there is correspondence in the BHP profiles. This is particularly evident in the $\varepsilon_c = 0.5$ and $\varepsilon_c = 1$ cases, where we see the same general trends, though with increased variability for $\varepsilon_c = 1$.

![Fig. 13: One realization (log$_e$ permeability in md is shown) for each of the four assets. Red pillars denote producers and blue pillars represent injectors (Example 2). Cutaway view shown for 3D visualization.](image-url)
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Fig. 14: Evolution of expected NPV during training for each asset (Example 2, individual control policies).

Fig. 15: Evolution of expected NPV and average project life during training (Example 2, global control policy).
Fig. 16: Comparison of the CDFs for the optimum NPVs of the 40 test-case realizations using the global control policy (dashed curves) and individual control policies (solid curves). In many places the curves overlap, so only one curve is visible (Example 2).
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Fig. 17: Production well BHP settings (in bar) for three different $\varepsilon_c$ values. The realization is the same along each row, i.e., for a particular asset (Example 2, global control policy).
5 Concluding Remarks

In this work, we developed a control policy framework based on deep reinforcement learning for closed-loop reservoir management (CLRM) over multiple assets. The framework enables the training of a single global control policy that maps observed well quantities to optimal well pressure settings. The formulation is applicable for different assets with varying well counts and configurations. In contrast to the single-asset CLRM [1], the representation of the global control policy includes embedding layers to accommodate the different numbers of decision variables in the multi-asset setting. We also incorporated a relative-change constraint in our formulation to avoid large jumps in well settings from one control step to another, consistent with practical considerations.

The new framework was tested on two multi-asset problems involving 2D and 3D models. In both cases, we considered four assets containing different numbers of wells and characterized by different geostatistical parameters. In each example case, the performance of the global control policy was compared to that of control policies trained individually for each asset. We observed close agreement between the optimum NPVs obtained from the global and individually for each asset. We observed close agreement between the optimum NPVs obtained from the global and individual control policies for all assets and values of the relative-change parameter, $\epsilon$. Training of the global control policy required only about 31% of the computational cost expended in training the individual control policies, and this speedup is expected to increase if more assets are considered. Cost reduction is due to the ability of the global control policy to learn useful features across different assets. This is in contrast to the training of individual control policies, where informative features must be learned independently.

There are a number of research directions that could be explored in future work. Further reduction in the computational cost of the global control policy training could be achieved through use of deep learning based surrogates [44, 45]. Extension of these proxies to multi-asset settings will enhance their utility. Application of the framework to other recovery processes and CO$_2$ storage operations should also be investigated. In the latter case, the objective would be to minimize a measure of risk or cost. Finally, the framework should be tested on field cases of varying complexity.
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