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Abstract

The pairing of natural language sentences with knowledge graph triples is essential for many downstream tasks like data-to-text generation, facts extraction from sentences (semantic parsing), knowledge graph completion, etc. Most existing methods solve these downstream tasks using neural-based end-to-end approaches that require a large amount of well-aligned training data, which is difficult and expensive to acquire. Recently various unsupervised techniques have been proposed to alleviate this alignment step by automatically pairing the structured data (knowledge graph triples) with textual data. However, these approaches are not well suited for low resource languages that provide two major challenges: (1) unavailability of pair of triples and native text with the same content distribution and (2) limited Natural language Processing (NLP) resources. In this paper, we address the unsupervised pairing of knowledge graph triples with sentences for low resource languages, selecting Hindi as the low resource language. We propose cross-lingual pairing of English triples with Hindi sentences to mitigate the unavailability of content overlap. We propose two novel approaches: NER-based filtering with Semantic Similarity and Key-phrase Extraction with Relevance Ranking. We use our best method to create a collection of 29224 well-aligned English triples and Hindi sentence pairs. Additionally, we have also curated 350 human-annotated golden test datasets for evaluation. We make the code and dataset publicly available \footnote{https://www.dropbox.com/sh/1rh5q9odadixmqy/AABrTT7YJNh-xyVLvu1NpqQM6a?dl=0} and hope that this will help advance further research in this critical area.

1 Introduction

The pairing of structural data (knowledge graphs, Abstract Meaning Representations (AMRs), tables, databases, etc.) with natural languages sentences has led to the development of many downstream tasks such as Relation extraction (Ji et al., 2017), Knowledge graph population (Vu et al., 2021), dialog generation (Wen et al., 2016), Generation of natural text from structured data (Gardent et al., 2017; Parikh et al., 2020; Mager et al., 2020), etc.

Most existing methods solve above downstream tasks using neural-based end-to-end approaches that require a large amount of well-aligned human-annotated training data. However, the human-annotated dataset is expensive and difficult to obtain as annotators need to understand the structured data and natural text across various domains thoroughly. To overcome the lack of labeled data and difficulty in domain adaptation, unsupervised alignment has recently emerged as an active area of research (Fu et al., 2020; Agarwal et al., 2020; Fan and Gardent, 2020). Most of these unsupervised approaches utilize a large amount of structural and textual data having high content overlap. However, extending these approaches to low resource languages still poses a challenge due to the lack of structured data that has same content distribution as textual data.

In this work, we propose cross-lingual pairing of English triples with native language sentences to mitigate the unavailability of semantic content overlap for low resource languages. We select Hindi as low resource language for evaluating the
efficiency of cross-lingual alignment. We explore alignment between the English triples present in Wikidata (Vrandečić and Krötzsch, 2014) with sentences extracted from Hindi Wikipedia articles.

Specifically, through this work, we aim to achieve the following objectives:

1. We introduce solid baselines for the cross-lingual alignment task and propose two novel approaches: NER-based filtering with Semantic Similarity and Key-phrase Extraction with Relevance Ranking. All the approaches mentioned in the paper can be extended to multiple languages, as we do not rely on language-based heuristics.

2. We use our best method to create a collection of 26302 well-aligned English triples and Hindi sentence pairs for training. Similarly, we create validation dataset consisting of 2922 data instances. Additionally, we have also collected 350 human-labeled gold test dataset to evaluate alignment methods.

The remainder of the paper is organized as follows. We discuss related work in Section 2. We discuss the dataset creation details in Section 3. We explain the proposed methods in Section 4. Additionally, we present baselines, experimental settings, results, and analysis in Section 5. Finally, we conclude with a summary of our work and future directions in Section 7.

2 Related work

Recently, there has been a lot of effort in creating automated structured data to text datasets in various domains. (Lebret et al., 2016) introduced a WikiBIO dataset by aligning opening sentences with infoboxes in English Wikipedia articles on person’s biographies. Several extensions of this method of aligning Wikipedia text with infoboxes have been proposed to create a dataset in different languages (Nema et al., 2018) and domains (Qader et al., 2018). Datasets created using these methods are constrained to a specific domain. (Fu et al., 2020) alleviates this limitation by aligning knowledge graph triples in Wikidata with opening sentences in Wikipedia. It uses lexical overlap between the name entities present in a sentence, and Wikidata triples for alignment. In addition to using triples available in Wikidata (Wikipedia’s Knowledge Graph), (Agarwal et al., 2020) introduced a dataset that also incorporates sub-property information in the form of quadruples. These datasets focus on aligning either knowledge graph triples or infoboxes with sentences present in Wikipedia articles. (Chen et al., 2021) introduced a dataset that combined the structured information residing in Wikidata and infoboxes with a given sentence. To scale alignment of structured data with natural text across various domains (Elsahar et al., 2018; Jin et al., 2020) introduced sequential pipeline strategy consisting of data collection, data filtering, entity linking, and alignment. Additionally, it also suggests incorporating a human-annotated test dataset to evaluate the different alignment methods.

All of the previous approaches depend upon lexical overlap between structured and textual data. These approaches are ineffective for cross-lingual alignment where structured data and textual data are in different languages. Although, we can utilize previously proposed strategies for dataset creation by translating either structured data or textual data to other languages. WebNLG 2020 (Castro Ferreira et al., 2020) shared task presents one such cross-lingual aligned dataset where Shimo-rina et al. (2019) performs automatic translation and post editing of English sentences to Russian. Final dataset consists of English triples aligned with Russian sentences verbalizing those triples. Such approaches do incur the loss due to automatic translation though. Later, we demonstrate that our proposed approach for cross-lingual alignment achieves comparatively better results.

3 Dataset Creation

3.1 Data collection

We use Wikidata as our Knowledge Graph (KG) for obtaining English triples and Hindi Wikipedia for fetching equivalent sentences. There exists an unambiguous one-to-one mapping between Wiki-data entities and Wikipedia articles, which enables us to collect high-quality data for many entities. We initially explored all domains and subdomains of Wikipedia articles. We decided to choose the person domain in Hindi Wikipedia as it contains the maximum number of entities within a domain (’16% of Hindi Wikipedia), allowing us to create a larger dataset. The article text and English triples are fetched and pre-processed for each entity having a Hindi Wikipedia page. Triples with non-useful predicates like external identifiers, URLs, etc., are removed. We extract the first three sen-
sentences from each article using sentence tokenization in Hindi. This data acts as the input to our alignment models, which predict a relevant set of triples for each sentence out of that particular entity’s entire candidate set of triples. We use our best-proposed approach to create a total of 29224 English triple and sentences pair covering 12429 entities.

3.2 Test Set Annotation
We also collected a human-annotated test set of 460 structured data and text pairs, apart from the unsupervised training and validation set. We sample the 460 instances for annotation from the above-collected data and present them to the user in our specially developed web-based UI. The user can see the sentence and all the candidate triples associated with that entity. Two of the authors independently annotated these instances. The Cohen’s Kappa score i.e. inter-annotator agreement for the annotations, was found to be 0.74. Finally, with the help of a language expert, the final test data samples were agreed upon from annotations responses of both the authors. We select 350 data instances as test datasets on which we report the metrics scores of our approaches. The remaining 110 samples are used as internal validation set to tune the hyperparameters like threshold values.

The distribution of sentences and other statistics across different domains can be found in table 1.

| Domain  | Entity count | Sentence count | Sentence count (in test data) | Avg sentence length (in test data) | Avg fact count (in test data) |
|---------|--------------|----------------|-------------------------------|-----------------------------------|-------------------------------|
| Actors  | 2106         | 5469           | 50                            | 14.32                             | 3.60                          |
| Cricketers | 2316       | 4694           | 100                           | 21.19                             | 4.70                          |
| Politicians | 3906       | 8916           | 100                           | 18.64                             | 3.47                          |
| Writers | 2755         | 6629           | 50                            | 15.65                             | 1.78                          |
| Singers | 739          | 1944           | 25                            | 18.04                             | 2.92                          |
| Journalists | 607         | 1572           | 25                            | 17.32                             | 2.12                          |
| Total   | 12429        | 29224          | 350                           | 17.52                             | 3.08                          |

Table 1: Table contains entity count and sentence count for final aligned dataset across different domains. It also presents statistics of manually annotated test data for each domain.

4 Unsupervised Cross-lingual Alignment
Our alignment model aims to align the most relevant English triples to Hindi sentences. We introduce two novel approaches for cross-lingual sentence and facts alignment task: 1) NER-based filtering with Semantic Similarity and 2) Key-phrase Extraction with Relevance Ranking.

NER-based filtering with Semantic Similarity incorporates a novel idea for Named Entity Disambiguation. We used Nearest Neighbor-based Search to find the most relevant English words for the given Hindi words in the sentence by projecting Hindi and English words in the same vector space. We use Multilingual Unsupervised and Supervised Embeddings (MUSE) (Lample et al., 2017) to obtain multilingual vector representation and then perform the Nearest Neighbor Search to obtain the top-k candidates. The chosen candidates are further filtered based on semantic similarity, which boosts the precision of the model. We experiment with several state-of-the-art multilingual transformer-based models to find semantic similarities between facts and sentences.

In Key-phrase Extraction with Relevance Ranking, we extract key phrases from a Hindi sentence based on simple POS-tag-based heuristics and then rank extracted key phrases in the sentence to their relevance with its corresponding constituent article. We propose a new multilingual variant of EmbedRank (Bennani-Smires et al., 2018) to obtain rankings. Top-k relevant triples are then selected based on similarity scores with the key phrases of a sentence.

4.1 NER-based filtering with Semantic Similarity
To obtain matching English triples for a given Hindi sentence $s$, the idea is to filter the triples using named entity recognition before matching them on semantic similarity. Our assumption is based on the observation that if a triple has a Named Entity, then the sentence with which it aligns will also have the same or a variation of that Named Entity. If a triple does not have a Named Entity, we consider it for finding semantic similarity with the sentence.

We concatenate each word in the triple together and then extract named entities from it. Our goal is to find the overlap between the words in the Hindi sentence to the Named Entities identified in the triple. There can be multiple variations in how a Named Entity is written in an Indian Language such as Hindi. So, using a direct translation would not suffice for the alignment objective. Additionally, there might be translation loss associated with it.

To circumvent this problem, we used a pipeline approach consisting of two stages: 1) Filtering of triples based on bucket approach, and 2) Semantic
Similarity approach.

**Filtering of triples based on bucket approach** creates a bucket of English words by retrieving top-k nearest neighbor English words for each word present in the given Hindi sentence \( s \) from the common multilingual vector space created using MUSE (Lample et al., 2017). Then we calculate the intersection of the named entities identified in triple with the previously created bucket of English words for that Hindi sentence \( s \). Finally, we obtain a score for each triple by dividing the amount of intersection by the total number of words present across all the named entities. We retain facts having score above a certain threshold, then proceed with semantic similarity in the next stage.

**Semantic similarity approach** further refines the triples obtained from the previous stage by calculating the inner product between the Hindi sentence representation and fact representation. Both the sentence level representation and fact level representation are obtained from multilingual transformer models as discussed in Section 5. Finally, we retain triples above a certain threshold (different threshold from the previous stage). We have illustrated the pipeline approach in Figure 2.

### 4.2 Key-phrase Extraction with Relevance Ranking

We extract the Hindi key phrases from the Hindi Wikipedia article based on simple POS-tag-based heuristics for this method. We define a phrase as a key phrase if it contains at least zero or more Adjectives followed by one or more Nouns. These obtained key phrases are ranked on how semantically similar they are to the input Hindi Wikipedia article. We call this process Key-phrase Extraction with Relevance Ranking. The ranking mechanism follows a multilingual variant of the EmbedRank (Bennani-Smires et al., 2018) method. The intuition behind EmbedRank is to embed candidate phrases and the corresponding article in the same high-dimensional vector space. Then, the key phrases are ranked based on closeness with the article in the same vector space. Our variant is explained in Algorithm 1.

#### Algorithm 1: Ranking key phrases with respect to Article Relevance

1. Let \( N = \{ \text{set of all key phrases in article } A \} \).
2. Concatenate all the key phrases in \( N \) and let \( Nv \leftarrow \) vector representation of the concatenated key phrases.
3. For a sentence \( s \) in the article \( A \), \( M \leftarrow \) set of all extracted key phrases from \( s \). So, \( M \subseteq N \).
4. For each key phrase \( K \) in \( M \), let \( Kv \leftarrow \) vector representation of \( K \).
5. Assign a score to \( K \), where score = similarity between \( Kv \) and \( Nv \).
6. Rank all the key phrases in \( M \) based on the score.

The process of obtaining similar triples from ranked key phrases is explained in Figure 3. After the key phrases are ranked for an article \( A \), we extract n-grams for each key phrase. We find the vector embeddings for each n-gram and each triple. Now, each n-gram is compared with each triple, and a semantic similarity score is obtained. We keep the best matching triple for each n-gram. Then, we obtain the most similar triples per n-gram for a key phrase. Among them, we select top-k triples. These top-k triples form the most relevant triples for a key phrase. We combine the results from all key phrases in a Hindi sentence to obtain sentence-level matches.
5 Experiments

5.1 Baselines

We experimented with the following baselines:

**Multilingual Universal Sentence Encoder** (Yang et al., 2019a) is a general-purpose sentence embedding model for transfer learning and semantic text retrieval tasks. It relies on a standard dual-encoder neural framework with shared weights, trained in a multi-task setting with an additional translation bridging task. We use the same strategy to filter out the fact triples as mentioned for mBERT.

**Word Overlap** uses K Nearest neighbor search to choose K-most relevant English words for each Hindi word present in the Hindi sentence. The word search happens in a multilingual vector space created using MUSE (Lample et al., 2017). We keep all these top-K English words in a bucket. Then, we calculate the overlap between words in the triple and the English words in the bucket for each sentence. If the overlap is above a certain threshold, we classify that triple as aligned with that sentence.

**Static Sentence Similarity** use MUSE (Lample et al., 2017) to obtain multilingual word embeddings. We find the average of these word embeddings to create sentence representation for a Hindi sentence. We average all the word embeddings in a triple to obtain fact-level representation for that triple. Finally, we find the cosine similarity between sentence level and fact level representation and retain triples above a certain threshold for a given Hindi sentence.

**mBERT** (Devlin et al., 2018) (multilingual Bidirectional Encoder Representations from Transformers) encodes both the Hindi sentence and list of associated facts. Facts are verbalized by concatenating the subject, predicate, and object. We obtain the vector representations by taking the average of sub-word representation from the last layer of mBERT (mean pooling). Then, we find the cosine similarity score between the sentence and fact-level representation. Finally, we retain fact triples whose similarity score is greater than a certain threshold.

**MuRIL** (Khanuja et al., 2021) (Multilingual Representations for Indian Languages) is pre-trained on a significantly large amount of Indian text corpora with an extensive vocabulary for Indian languages. With MuRIL, we use the same strategy to filter out the fact triples as mentioned for mBERT.

**LaBSE** (Feng et al., 2020) (Language-Agnostic BERT Sentence Embedding) is a multilingual embedding model that encodes text from different languages into a shared embedding space pre-trained using the Masked Language Modeling and Translation Language Modeling objectives. With LaBSE, we use the same strategy to filter out the fact triples as mentioned for mBERT.

**XLM-R (STS) and XLM-R (Paraphrase)** are sentence transformers that fine-tune XLM-Roberta (Conneau et al., 2019) on semantic text similarity (STS) (Cer et al., 2017) and on multilingual paraphrase dataset (Yang et al., 2019b) respectively.

5.2 Experimental Settings

For the Word Overlap approach, we set the threshold value to 1 and fixed k=5 in k nearest neighbor retrieval. We translate the words which are out of the vocabulary. For all multilingual transformer-based methods: mBERT, MuRIL, LaBSE, multilingual universal sentence encoder, XLM-R, we use the base model available (consists 12 layers) on Huggingface (Wolf et al., 2020).

| Threshold value | F1-Score |
|-----------------|----------|
| 0.35            | 0.48     |
| 0.45            | **0.55** |
| 0.55            | 0.52     |
| 0.65            | 0.38     |

Table 2: Threshold values for sentence-triple semantic similarity on internal validation set for XLM-R (base)

The threshold value is set to 0.45 for cosine similarity after hyperparameter tuning on our internal validation dataset. We tried various pooling strategies like [CLS] token representation, sum pooling, and mean pooling for sentence-level representation. We found that mean pooling consistently performs the best.

| K   | F1-Score |
|-----|----------|
| 3   | 0.65     |
| 4   | 0.72     |
| 5   | **0.74** |
| 6   | 0.66     |
| 7   | 0.67     |
| 8   | 0.68     |
| 9   | 0.66     |
| 10  | 0.63     |

Table 3: K value for K-Nearest neighbor for NER-based filtering with Semantic Similarity method (tested on internal validation set)
We determine the optimal K for K-Nearest neighbors and the optimal similarity threshold by tuning these hyperparameters on the internal validation set consists of 110 instances. We provide the detailed results of this hyperparameter search in Table 2 and Table 3. We obtain the optimal value for K in K-Nearest Neighbors as 5. Similarly, we observe the optimal value for the similarity threshold to be 0.45. We use XLM-R (base) as the reference transformer-based model as it is the best performing baseline.

For recognizing named entities, we use a BERT-CRF tagger trained on the OntoNotes dataset (Weischedel et al., 2017). We use AllenNLP (Gardner et al., 2017) for our NER implementation.

For Key-phrase Extraction with Relevance Ranking, we set n-gram values ∈ [2, 3] and use Stanford coreNLP (Manning et al., 2014) to detect POS-tags. We used XLM-R (Paraphrase) as the multilingual transformer encoder with a similarity threshold of 0.45.

5.3 Evaluation Metric and Results

We use micro-average Precision, Recall and F1-Score as our evaluation metrics. From the results in Table 4, it is evident that MuRIL performs better than mBERT as it is solely pre-trained on Indian languages with extensive vocabulary size. Surprisingly, a simple approach like word overlap has higher recall than MuRIL. The reason is that it searches k-nearest neighbors in a multilingual vector space, as explained in section 5.1. So, this process captures more word variations while retrieving the facts. XLM-R (paraphrase) model in baselines performs better than other multilingual transformers as it is fine-tuned on the downstream tasks specific to text similarity. LaBSE is pre-trained on the translation language modeling loss. So, it effectively captures the semantic similarity between facts and sentences of different languages.

We observe that Key-phrase Extraction with Relevance Ranking has high precision. As the process captures the relevance of each key phrase with its article, it ensures to keep only those key phrases that are highly relevant to the article. The matches are refined further by n-gram matching with triples.

Surprisingly, NER-based filtering with Semantic Similarity gives the highest performance in terms of both precision and recall. This result shows that the most relevant fact triples are significantly biased towards having named entities as the primary factual information. Therefore, even though our Key-phrase Ranking method considers the entire context of an article to obtain relevant phrases, the NER-based model still performs better.

6 Error Analysis

**Key-phrase Extraction with Relevance Ranking:** As per the ranking mechanism, we keep only the most relevant top ranked triples. However, we notice that in some cases, especially where there are multiple triples which convey similar information, the model misses to capture all the relevant triples. Only the highest rank triples are considered, which leads to similar triples being missed out due to a slightly lower rank. In Figure 4, the first example is a predicted sample by the Key-phrase extraction model. We observe that occupation:author and oc-
| S.no | Approaches                                      | Precision | Recall | F1-Score |
|------|------------------------------------------------|-----------|--------|----------|
| 1    | mBERT (mean pooling)                           | 0.37      | 0.31   | 0.33     |
| 2    | Static Sentence Similarity                     | 0.38      | 0.48   | 0.42     |
| 3    | Multilingual Universal Sentence Encoder        | 0.62      | 0.38   | 0.47     |
| 4    | Word Overlap                                   | 0.50      | 0.52   | 0.51     |
| 5    | LaBSE (mean pooling)                           | 0.49      | 0.56   | 0.52     |
| 6    | XLM-R (STS)                                    | 0.57      | 0.48   | 0.52     |
| 7    | MuRIL (mean pooling)                           | 0.55      | 0.51   | 0.53     |
| 8    | XLM-R (paraphrase)                             | 0.52      | 0.58   | 0.55     |
| 9    | Key-phrase Extraction with Relevance Ranking   | 0.78      | 0.72   | 0.75     |
| 10   | NER based filtering with Semantic similarity   | 0.79      | 0.83   | 0.81     |

Table 4: Precision, Recall and F1-score across different approaches.

cupation: novelist are missed out by the model, due to the ranking mechanism.

**NER based filtering with Semantic Similarity:** We notice that sometimes fact triples without named entities are being missed by the model. The second example in Figure 4 is a predicted sample by the NER-based model. We observe that occupation: politician has been ignored by the model, as “politician” is not a named entity.

### 7 Conclusion

We investigate the unexplored problem of cross-lingual alignment of English triples with sentences for low-resource languages like Hindi. This paper demonstrates the result over several baselines ranging from simple techniques like word overlap to more complex approaches that use pre-trained language models. Finally, we propose two novel methods of NER-based filtering with Semantic Similarity and Key-phrase Extraction with Relevance Ranking. We show through our experiments that these approaches perform better than the baselines on the human-annotated gold dataset, which we have created as a part of this project. We created a large dataset of English triples mapped with Hindi sentences using our best-performing model, making it publicly available for further research.

We plan to use the cross-lingual aligned dataset for various NLP tasks like text generation, KB population, and concept extraction for future work. Also, we are planning to extend this work to other Indian languages. We strongly believe that our alignment models and dataset will enhance the research undertaken for low-resource languages in the scientific community.
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