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Abstract

Density-based spatial clustering of applications with noise (DBSCAN) algorithm can find clusters of arbitrary shape, while the noise points can be removed. Membrane computing is a novel research branch of bio-inspired computing, which seeks to discover new computational models/framework from biological cells. The obtained parallel and distributed computing models are usually called P systems. In this work, DBSCAN algorithm is improved by using parallel evolution mechanism and hierarchical membrane structure in cell-like P systems with promoters and inhibitors, where promoters and inhibitors are utilized to regulate parallelism of objects evolution. Experiment results show that the proposed algorithm performs well in big cluster analysis. The time complexity is improved to $O(n)$, in comparison with conventional DBSCAN of $O(n^2)$. The results give some hints to improve conventional algorithms by using the hierarchical framework and parallel evolution mechanism in membrane computing models.

1 Introduction

Cluster analysis is the process of partitioning dataset into several clusters, with intra-cluster data being similar, and inter-cluster data being dissimilar. Cluster analysis is widely used in the fields of business intelligence [1, 2], Web search [3, 4], security [5, 6], biology [7, 8] and so on [9, 10] to discover implicit pattern or knowledge. As one subfield of data mining, cluster analysis can also be used as a stand-alone tool to obtain the data distribution, observe the characteristics of each cluster, deeply analyse special clusters, compress data (a cluster obtained by cluster analysis can be seen as a group) and so on. Further more, it can also be used as a pre-processing step for other algorithms, that is, these algorithms operate on the clusters or selected attributes [11].

The density-based spatial clustering of applications with noise (short for DBSCAN) algorithm is known as a density-based clustering algorithm, which clusters data points with large enough density [12] and achieves many significant improvements [13–20]. DBSCAN algorithm can recognize clusters of arbitrary shape, even the oval clusters and the "s" shape clusters, further more, the noise points can be removed from clusters. However, for big data
processing, particular for big data cluster analysis, the improvement on computational efficiency of DBSCAN is needed.

Cell-like P systems with promoters and inhibitors are abstracted based on the structure and function of the living cell, which have three main components, the membrane structure, multisets of objects evolving in a synchronous maximally parallel manner, and evolution rules. Objects in P systems evolve in a maximum parallel mechanism, regulated by promoters and inhibitors, such that the systems perform an efficient computation [21]. Therefore, cell-like P systems with promoters and inhibitors are a kind of suitable tool to improve the computational efficiency of DBSCAN.

In this work, DBSCAN algorithm is improved by using parallel evolution mechanism and hierarchical structure in cell-like P systems with promoters and inhibitors. As a result, a so called DBSCAN-CPPI algorithm is obtained. Specifically, core objects from the dataset are parallel detected and regulated by a set of promoters and inhibitors. As well, \( n + 1 \) membranes are used to store the detected results, and a specific output membrane is used to output the clustering result. Experimental results based on Iris database of UC Irvine Machine Learning Repository [22] and the banana database show that the proposed algorithm performs well in data clustering, which achieves accuracy 81.33% (as well as the conventional DBSCAN), while the cost of time is reduced from \( O(n^2) \) to \( O(n) \).

2 Preliminaries

In this section, some basic concepts and notions in DBSCAN and cell-like P systems with promoters and inhibitors are recalled [12, 23].

2.1 The DBSCAN algorithm

Density-based spatial clustering of applications with noise, shortly known as DBSCAN, is a density-based clustering algorithm, which clusters data points having large enough density.

\( \epsilon \) neighborhood: The \( \epsilon \) neighborhood of an object is the space within the radius \( \epsilon \) (\( \epsilon > 0 \)) centered at this object.

Core object: An object \( q \) is a core object if the number of objects in its \( \epsilon \) neighborhood is greater than or equal to the threshold \( \text{MinPts} \).

Directly density-reachable: An object \( p \) is directly density-reachable from a core object \( q \) if and only if object \( p \) is in the \( \epsilon \) neighborhood of object \( q \).

Density-reachable: Object \( p \) is density-reachable from object \( q \) if and only if there is a sequence \( p_1, p_2, \ldots, p_n \) such that \( p_1 = q, p_n = p \), and each \( p_{i+1} \) is directly density-reachable from \( p_i \).

noise: An object is a noise point if it does not belong to any cluster of the dataset.

The general procedure of DBSCAN is as follows.

Input: the dataset containing \( n \) objects, the neighborhood radius \( \epsilon \), the density threshold \( \text{MinPts} \)

Step 1. All objects in the dataset are marked as “unvisited”.

Step 2. An unvisited object \( p \) is chosen randomly, the mark of this object \( p \) is changed to “visited”, and the number of objects in the \( \epsilon \) neighborhood of \( p \) is counted to check whether \( p \) is a core object. If \( p \) is not a core object, it is marked as a noise point; otherwise, a new cluster \( C \) is built and the object \( p \) is added to this cluster. The objects, which are in the \( \epsilon \) neighborhood of \( p \) and do not belong to other clusters, are added to this cluster, too.

Step 3. For each unvisited object \( p' \) in cluster \( C \), if \( p' \) is unvisited, the mark of \( p' \) is changed to “visited”, and the number of objects in the \( \epsilon \) neighborhood of \( p \) is counted to check whether...
$p'$ is a core object. If $p'$ is a core object, objects, which are in the $\epsilon$ neighborhood of $p'$ and do not belong to other cluster, are added to this cluster $C$.

**Step 4.** Steps 2 and 3 are repeated until all objects are visited.

Output: the clustering result

Since the dissimilarity is measured by the distance between two objects, the algorithm can be applied to various types of objects.

### 2.2 Cell-like P systems with promoters and inhibitors

Biological systems, such as cells, tissues, and human brains, have deep computational intelligences. Biologically inspired computing, or bio-inspired computing in short, focuses on abstracting computing ideas from biological systems to construct computing models and algorithms [24–29]. Membrane computing is a novel research branch of bio-inspired computing, initiated by Gh. Păun in 2002, which seeks to discover new computational models from the study of biological cells, particularly of the cellular membranes [23, 30]. The obtained models are distributed and parallel bio-inspired computing devices, usually called P systems. There are three mainly investigated P systems, cell-like P systems [23], tissue P systems [31], and neural-like P systems [32] (and their variants, see e.g. [33–40]). It has been proved that many P systems are universal, that is, they are able to do what a Turing machine can do efficiently [41–46]. The parallel evolution mechanism of variants of P systems has been found to perform well in doing computation, even solving computational hard problems [47–51].

A cell-like P system with promoters and inhibitors consists of three main components: the hierarchical membrane structure, objects and evolution rules. By membranes, a cell-like P system with promoters and inhibitors is divided into separated regions. Objects (information carriers) and evolution rules (by which objects can evolve to new objects) present in these regions. Objects are represented by symbols from an alphabet or strings of symbols. Evolution rules are executed in a non-deterministic and maximally parallel way in each membrane.

The definition of a cell-like P system with promoters and inhibitors is as follows.

$$
\begin{align*}
\Pi = (O, \mu, w_1, \ldots, w_m, R_1, \ldots, R_m, \rho, i_{\text{out}}),
\end{align*}
$$

- $O$ is the alphabet which includes all objects of the system.
- $\mu$ is a rooted tree (the membrane structure).
- $w_i$ describes the initial objects in membrane $i$, symbol $\lambda$ denotes the empty string, and it shows that there is no object in membrane $i$.
- $R_i$ is the set of rules in membrane $i$ with the form of \( u \alpha \rightarrow v \), where $u$ is a string composed of objects in $O$, and $v$ is a string over \{\(a_{\text{here}}, a_{\text{out}}, a_{\text{in}}\)\} ($a \in O, 1 \leq j \leq l$) ($a_{\text{here}}$ means object $a$ remains in membrane $i$ in which here can be omitted; $a_{\text{out}}$ means object $a$ goes into the outer layer membrane, and $a_{\text{in}}$ means object $a$ goes into the inner layer membrane $j$), $\alpha \in \{z, \neg z\}$ is a promoter or an inhibitor. A rule can be executed only when promoter $z$ appears and cannot be executed when inhibitor $z'$ appears.
- $\rho$ defines the partial order relationship of the rules, i.e., higher priority rule means the rule should be executed with higher priority.
- $i_{\text{out}}$ is the membrane where the computation result is placed.

In the system, rules are executed in non-deterministic maximally parallel manner in each membrane. That is, at any step, if more than one rule can be executed but the objects in the membrane can only support some of them, a maximal number of rules will be executed. Each
P system contains a global clock as the timer, and the execution time of one rule is set to a time unit. The computation halts if no rule can be executed in the whole system. The computational results are represented by the types and numbers of specified objects in a specified membrane. Because objects in a P system evolve in maximally parallel, the system computes very efficiently. For more details one can refer to [23].

3 The improved DBSCAN algorithm based on cell-like P systems with promoters and inhibitors

In this section, the DBSCAN algorithm is improved by using parallel evolution mechanism and hierarchical membrane structure in cell-like P systems promoters and inhibitors, where promoters and inhibitors are utilized to regulate parallelism of objects evolution. The obtained algorithm is shortly called DBSCAN-CPPI.

Before introducing DBSCAN-CPPI, two matrices, called the distance matrix and dissimilarity matrix, are defined.

Assume the dataset with \( n \) objects is \( X = \{x_1, x_2, \ldots, x_n\} \), and Euclidean distance is used to define their dissimilarity.

The distance matrix \( D_{nn} \) between any two objects is defined as follows.

\[
D_{nn} = \begin{pmatrix}
    f_{11} & f_{12} & \cdots & f_{1n} \\
    f_{21} & f_{22} & \cdots & f_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    f_{n1} & f_{n2} & \cdots & f_{nn}
\end{pmatrix},
\]

where \( f_{ij} \) is the distance between \( x_i \) and \( x_j \).

The dissimilarity matrix, denoted by \( D_{nn} \), can be obtained from the distance matrix \( D_{nn} \). If all elements in \( D_{nn} \) are integers, \( D_{nn} = D_{nn} \); otherwise, the element \( f_{ij} \) of matrix \( D_{nn} \) is obtained by multiplying \( f_{ij} \) for 100 times and rounding off, thus getting a natural number. The dissimilarity matrix \( D_{nn} \) is as follows.

\[
D_{nn} = \begin{pmatrix}
    f_{11} & f_{12} & \cdots & f_{1n} \\
    f_{21} & f_{22} & \cdots & f_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    f_{n1} & f_{n2} & \cdots & f_{nn}
\end{pmatrix}.
\]

3.1 The cell-like P system for improving DBSCAN

In general, for a clustering problem with \( n \) points, the dissimilarity matrix \( D_{nn} \), a neighborhood radius \( \epsilon \) and a density threshold \( \text{MinPts} \), a membrane structure with \( n + 3 \) membranes labelled by 0, 1, \ldots, \( n + 2 \) is used as the framework for DBSCAN-CPPI, which is shown in Fig 1.

The dataset of objects to be dealt with is placed in membrane 0. Each point will be determined whether it is a core object or not in a parallel manner, using parallel evolution mechanism in cell-like P systems. The determined results of the \( n \) objects are stored in membranes 1, 2, \ldots, \( n \), respectively. After that, using maximum parallel mechanism, determined results of the \( n \) objects can be read/moved into target membranes by using evolution rules. The clustering result is stored in membrane \( n + 2 \). Hence, comparing with conventional DBSCAN algorithm, the time consumption of determining whether an object is a core object can be reduced by reading results in membrane 0.
The cell-like P system with promoters and inhibitors for DBSCAN-CPPI is as follows.

\[\Pi = (O, \mu, w_0, w_1, \ldots, w_{n+2}, R_0, R_1, \ldots, R_{n+2}, \rho, i_{\text{out}}),\]

where,

- \( O = \{x_a, a_i, W_{ij}, W_0, b_0, c_0, A_0, \theta, \phi_0, \phi_{n+1}, E|1 \leq i, j \leq n\}; \)
- \( \mu = \{0_1, 1_1, \ldots, n_{n+2}\}; \)
- \( W_0 = \theta, w_1 = \ldots = w_{n+2} = \lambda; \)
- \( i_{\text{out}} = n + 2; \)
- \( \rho = \{r_i > r_j|i < j\}; \)
- \( R_0\) is the set of rules in membrane 0:

\[
\begin{align*}
    r_1 &= \{x_i \rightarrow a_i W_{i1} W_{i1}^{(i-1)} W_{i1}^{(i-1)} \ldots W_{i1}^{(i-1)} W_{in}\} \\
    r_2 &= \{W_{ij} W_{ij} \rightarrow \lambda|1 \leq i, j \leq n\} \\
    r_3 &= \{W_{ij} W_{ij} \rightarrow b_j c_j|1 \leq i, j \leq n, 1 \leq t \leq \epsilon\} \\
    r_4 &= \{b_{i,1} b_{j,1} \rightarrow A_i|1 \leq i \leq n, 0 \leq t \leq n - \text{Min}\} \\
    r_5 &= \{b_i \rightarrow \lambda|1 \leq i \leq n\} \\
    r_6 &= \{W_{ij} \rightarrow \lambda|1 \leq i, j \leq n\}
\end{align*}
\]
Generally, \( r_1, r_2, \ldots, r_6 \) are used to find all core objects and their neighbors. Initially, \( x_1, x_2, \ldots, x_n \) are placed into the membrane 0, and the system starts its computation. With \( x_i \) in membrane 0, \( r_1 \) generates \( f_0 \) copies of \( W_y \) and \( \epsilon \) copies of \( W'_y \), where \( \epsilon \) is the radius of neighborhood and \( f_0 \) represents the dissimilarity between \( x_i \) and \( x_j \). The value of \( f_0 \) can be computed from \( D_{mm} \) and the value of \( \epsilon \) is set by the user. After the execution of \( r_1 \), \( W_y \) and \( W'_y \) are generated such that \( r_2 \) can be used. It has the following two cases:

- If \( f_0 \geq \epsilon \), then after using \( r_2 \) there are \( f_0 - \epsilon \) copies of \( W'_y \). In this case, the \( W_y \) remaining will be consumed in one step with parallel using \( r_6 \) in membrane 0. It means \( x_j \) is out of the radius of neighborhood of \( x_r \).

- If \( f_0 < \epsilon \), then after the application of \( r_2 \) there are \( \epsilon - f_0 \) copies of \( W'_y \) left in membrane 0. This means \( x_j \) is in the radius of neighborhood of \( x_r \). In this case, \( r_3 \) is applied to generate \( b_i \) and \( c_i \). Objects \( b_i \) work as a counter which count the number of points in the neighborhood of \( x_i \), and objects \( c_i \) are used to mark \( x_i \) is in the neighborhood of \( x_r \). The value of \( \text{MinPts} \) is initially set to define the minimal number of neighbors that a core object should have. If there are more than or equal to \( \text{MinPts} \) copies of \( b_i \) in membrane 0, which means the number of neighbors of \( x_i \) is enough to let it become a core object, then \( r_4 \) can be used to generate \( A_i \) to distinguish the core object \( x_i \) from the others. If the number of \( b_i \) is less than \( \text{MinPts} \), then \( x_i \) is not a core object and \( b_i \) will be consumed by \( r_5 \).

\[
\begin{align*}
    r_7 &= \{ \theta A_i a_t \rightarrow \theta j (a_i)_{m} | 1 \leq i \leq n \} \\
    r_8 &= \{ (a_i c_j)_{b_j} \rightarrow (a_i)_{m} | 1 \leq i, j, t \leq n \} \\
    r_9 &= \{ (A_i c_j)_{b_j} \rightarrow \theta j (a_i)_{m} | 1 \leq i, j, t \leq n \} \\
    r_{10} &= \{ \theta y \rightarrow \lambda | 1 \leq i, j \leq n, i \neq j \} \\
    r_{11} &= \{ \theta y \rightarrow \theta | 1 \leq i \leq n \}
\end{align*}
\]

Rules \( r_7, r_8, \ldots, r_{11} \) are used to separate objects to different clusters. Object \( A_i \) is chosen arbitrarily as a core object to build a new cluster \( i \). With using \( r_8 \), its neighbors \( a_t \) that are not belonging to other clusters are put into membrane \( i \). If there are other core objects in its neighborhood, this process is repeated. When there is no object that belongs to cluster \( i \), another core object \( A_i \) is chosen arbitrarily to build another cluster \( j \). Object \( \theta \) is an auxiliary variable used to control the cycles.

\[
\begin{align*}
    r_{12} &= \{ (a_i)_{b_f} \rightarrow (a_i)_{m} | 1 \leq i \leq n \} \\
    r_{13} &= \{ \theta \rightarrow (\varphi_1 \beta)_{m_1} (\varphi_1 \beta)_{m_2} \ldots (E \varphi_1 \beta)_{m_{(n+1)}} \}
\end{align*}
\]

The remaining objects are put into membrane \( n + 1 \) as noise points by using \( r_{12} \). Objects \( \beta \) and \( \varphi_1 \) are placed into membranes 1 to \( n + 1 \) accordingly.

- \( R_1, R_2, \ldots, R_n \) are the sets of rules in membranes 1, 2, \ldots, \( n \).
Each membrane $i, 1 \leq i \leq n$, has the following set of rules

\[
\begin{align*}
\mathcal{R}_{14} &= \{(\varphi \beta)_i \rightarrow \varphi_{i+1} \beta a_i | 1 \leq i \leq n\} \\
\mathcal{R}_{15} &= \{(\varphi)_i \rightarrow \varphi_{i+1} | 1 \leq i \leq n\} \\
\mathcal{R}_{16} &= \{(\varphi_{n+1} \beta) \rightarrow (\beta)_{m(n+2)}\}
\end{align*}
\]

Object $\beta$ is a string and $a_i$ in current membrane will be added to the end of string $\beta$. Object $\varphi_i$ is an auxiliary object used to control the cycles.

- $\mathcal{R}_{n+1}$ is the set of rules in membrane $n+1$:

\[
\begin{align*}
\mathcal{R}_{17} &= \{(E \varphi \beta)_i \rightarrow E \varphi_{i+1} \beta a_i | 1 \leq i \leq n\} \\
\mathcal{R}_{18} &= \{(\varphi)_i \rightarrow \varphi_{i+1} | 1 \leq i \leq n\} \\
\mathcal{R}_{19} &= \{(E \varphi_{n+1} \beta) \rightarrow (E \beta)_{m(n+2)}\}
\end{align*}
\]

Object $a_i$ in membrane $n+1$ is the noise point, and $E$ is added at the beginning of the string.

- $\mathcal{R}_{n+2}$ is the set of rules in membrane $n+2$, which is empty.

Membrane $n+2$ is used to output the final cluster result, which has no rule inside.

### 3.2 An example

An example is used to show how the system works. Four data points $(1, 1), (1, 2), (3, 2), (3, 3)$ are considered. Let $\varepsilon = 2$ and $\text{MinPts} = 1$. In this example, the square Euclidean distance is chosen as the distance measure. The dissimilarity matrix $D_{4\times4}$ is as follows.

\[
D_{4\times4} = \begin{pmatrix}
0 & 1 & 5 & 8 \\
1 & 0 & 4 & 5 \\
5 & 4 & 0 & 1 \\
8 & 5 & 1 & 0
\end{pmatrix}.
\]

The computational process is shown in Table 1.

The four data points are divided into two clusters by the $P$ system.

### 3.3 Time complexity analysis

In this subsection, the time cost in the worst case of DBSCAN-CPPI is analyzed. Initially, 6 steps are needed to find all core objects and their neighbors by using $r_1$ to $r_6$ in a maximal parallel manner. 3 steps are needed to put a core object and its neighbors into the corresponding cluster. In the worst case, the $n$ objects are all core objects. In this case, it needs $3n$ steps to separate the $n$ objects to different clusters. Subsequently, 2 steps (using $r_{10}$ and $r_{11}$) are needed to remove the auxiliary objects, and 2 steps are needed to find the noise points and activate the rules in membranes 1, 2, \ldots, $n+1$. Till now, the time cost is $6 + 3n + 2 + 1 + 1 = 3n + 10$ steps.

The rules in membranes 1, 2, \ldots, $n+1$ are executed in a parallel manner. By using $r_{17}$ and $r_{18}$, object $a_i$ is added to the string $\beta$ in its corresponding membrane $i$, which costs $n$ steps. After that, with using $r_{19}$, string $\beta$ is passed into the output membrane $n+2$, which costs 1 step. Hence, it needs $n + 1$ steps to output the result.

The time complexity is $(3n + 10) + (n + 1) = 4n + 11$, which is $O(n)$. 

### 4 Experiments and analysis

#### 4.1 Illustrative experiment

Take eighteen data points (4, 5), (3.7, 7), (4.5, 8), (4.5, 3), (5, 4), (5, 6), (5.5, 8), (6, 2.8), (6, 4), (6, 5.5), (6.5, 2), (7, 3), (10, 7), (10, 12), (11, 6), (11, 8), (12, 6.5), (12.5, 8) shown in Fig 2 as an example. Let $\epsilon = 5$ and $MinPts = 5$. 

Some comparisons results between DBSCAN-CPPI and the conventional/improved DBSCAN algorithm are shown in Table 2.

| step | membrane 0 | membrane 1 | membrane 3 | membrane 6 |
|------|------------|------------|------------|------------|
| 0    | $\theta, x_1, x_2, x_3, x_4(r_1)$ |            |            |            |
| 1    | $\theta, a_1, W_{11}, W_{12}, W_{13}, W_{14}, W_{21}, W_{22}, a_2, W_{31}, W_{32}, W_{33}, W_{34}, a_3, W_{41}, W_{42}, W_{43}, W_{44}, a_4, \phi_1, \phi_2, \phi_3, \phi_4, \theta(r_1)$ | $a_1, a_2, a_3, a_4$ |            |            |
| 2    | $\theta, a_1, W_{11}, W_{12}, W_{13}, W_{14}, W_{21}, W_{22}, a_2, W_{31}, W_{32}, W_{33}, W_{34}, a_3, W_{41}, W_{42}, W_{43}, W_{44}, a_4, \phi_1, \phi_2, \phi_3, \phi_4, \theta(r_1)$ | $a_1, a_2, a_3, a_4$ |            |            |
| 3    | $\theta, a_1, W_{11}, W_{12}, W_{13}, W_{14}, a_2, W_{31}, W_{32}, W_{33}, W_{34}, a_3, W_{41}, W_{42}, W_{43}, W_{44}, a_4, \phi_1, \phi_2, \phi_3, \phi_4, \theta(r_1)$ | $a_1, a_2, a_3, a_4$ |            |            |
| 4    | $\theta, a_1, W_{11}, W_{12}, W_{13}, W_{14}, a_2, W_{31}, W_{32}, W_{33}, W_{34}, a_3, W_{41}, W_{42}, W_{43}, W_{44}, a_4, \phi_1, \phi_2, \phi_3, \phi_4, \theta(r_1)$ | $a_1, a_2, a_3, a_4$ |            |            |
| 5    | $\theta, a_1, A_3, c_{12}, a_2, A_3, c_{12}, a_3, A_3, c_{23}, A_3, c_{23}(r_2)$ | $a_1, a_2, a_3, A_3, c_{23}, A_3, c_{23}(r_2)$ |            |            |
| 6    | $\theta, a_1, A_3, c_{12}, a_2, A_3, c_{21}, a_3, A_3, c_{23}, A_3, c_{23}(r_2)$ | $a_1, a_2, a_3, A_3, c_{23}, A_3, c_{23}(r_2)$ |            |            |
| 7    | $\theta, a_1, A_3, c_{12}, a_2, A_3, c_{21}, a_3, A_3, c_{23}, A_3, c_{23}(r_2)$ | $a_1, a_2, a_3, A_3, c_{23}, A_3, c_{23}(r_2)$ |            |            |
| 8    | $\theta, c_{21}, a_2, A_3, c_{34}, A_4, A_4, c_{34}(r_1)$ | $a_1, a_2, a_3, A_4, c_{34}(r_1)$ |            |            |
| 9    | $\theta, c_{21}, a_3, c_{34}, A_4, A_4, c_{34}(r_1)$ | $a_1, a_2, a_3, A_4, c_{34}(r_1)$ |            |            |
| 10   | $\theta, c_{21}, c_{34}, A_4, A_4, c_{34}(r_1)$ | $a_1, a_2, a_3, A_4, c_{34}(r_1)$ |            |            |
| 11   | $\theta, c_{21}, c_{34}, A_4, c_{34}(r_1)$ | $a_1, a_2, a_3, A_4, c_{34}(r_1)$ |            |            |
| 12   | $\theta, c_{21}, c_{34}(r_1)$ | $a_1, a_2, a_3, A_4, c_{34}(r_1)$ |            |            |
| 13   | $\theta, c_{21}, c_{34}(r_1)$ | $a_1, a_2, a_3, A_4, c_{34}(r_1)$ |            |            |
| 14   | $c_{21}, c_{34}$ | $a_1, a_2, \phi_1, \beta(r_{14})$ | $a_1, a_2, \phi_1, \theta(r_{14})$ |            |
| 15   | $c_{21}, c_{34}$ | $a_1, a_2, \phi_1, \beta(r_{14})$ | $a_1, a_2, \phi_1, \theta(r_{14})$ |            |
| 16   | $c_{21}, c_{34}$ | $a_1, a_2, \phi_1, \beta(r_{14})$ | $a_1, a_2, \phi_1, \theta(r_{14})$ |            |
| 17   | $c_{21}, c_{34}$ | $a_1, a_2, \phi_1, \beta(r_{14})$ | $a_1, a_2, \phi_1, \theta(r_{14})$ |            |
| 18   | $c_{21}, c_{34}$ | $a_1, a_2, \phi_1, \beta(r_{14})$ | $a_1, a_2, \phi_1, \theta(r_{14})$ |            |
| 19   | $c_{21}, c_{34}$ | $a_1, a_2, \phi_1, \beta(r_{14})$ | $a_1, a_2, \phi_1, \theta(r_{14})$ |            |

https://doi.org/10.1371/journal.pone.0200751.1001
The conventional DBSCAN algorithm is used to cluster the data points firstly. Two clusters are gained as shown in Fig 3. The proposed DBSCAN-CPPI is tested to cluster the same data points, which obtains the same result as with conventional DBSCAN.

### 4.2 Applied experiments

In this subsection, the Iris database and the banana database are used as experiments.

**The Iris database.** The Iris database of UC Irvine Machine Learning Repository \[22\] is used to test DBSCAN-CPPI. This database contains 150 records. The 150 records are

| Table 2. Comparisons results of time complexity of some proposed DBSCAN algorithms. |
|----------------------------------------|------------------|
| **algorithm**                          | **time complexity** |
| DBSCAN [12]                            | \(O(n^2)\)        |
| Rough-DBSCAN [13]                      | \(O(n + k^2)\)    |
| DBSCAN using a pruning technique on bit vectors [14] | \(O(k \times n \times m^2 + (1 - p) \times (n - 1) \times m)\) |
| A prototype-based modified DBSCAN [15] | \(\max(O(n \times T), O(K^* + t + q + m))\) |
| G-DBSCAN [16]                          | \(O(n^2)\)        |
| BDE-DBSCAN [17]                        | \(O(n \log n)\)   |
| SS-DBSCAN [18]                         | \(O(n \log n)\)   |
| DBSCAN based on grid cell [19]         | \(O(n + mk^2)\)   |
| DBSCAN with Spark [20]                 | \(O(n + Kn)\)     |
| DBSCAN-CPPI                            | \(O(n)\)          |

https://doi.org/10.1371/journal.pone.0200751.t002

![Fig 2. The data points waiting for being clustered.](https://doi.org/10.1371/journal.pone.0200751.g002)
numbered orderly from 1 to 150. Each record contains four Iris properties values and the corresponding Iris species. All records are divided into three species, data from 1 to 50, data from 51 to 100 and data from 101 to 150, respectively. In the experiments, the value of $\epsilon$ is set to be 17 and $MinPts$ is with value 5. The proposed DBSCAN-CPPI is tested by clustering the Iris database. The cluster result is shown in Table 3. In this work, the cluster accuracy is defined by the ratio between the number of records which are correctly clustered and the total number of records in the database. The cluster accuracy obtained by the proposed DBSCAN-CPPI is 81.33%, which is as good as the conventional DBSCAN.

**The banana database.** The database consisting of two banana shaped clusters (shown in Fig 4) is used to test DBSCAN-CPPI. Such database contains 1000 records which are numbered from 1 to 1000. Each record contains 2 property values, and all records are separated into clusters, data from 1 to 500 and data from 501 to 1000, respectively. The value of $\epsilon$ is set to
be 26 and the value of MinPts is 10. The cluster result is shown in Fig 5 (yellow points are noise points, blue points and red points represent the two clusters, respectively) and the accuracy is 87.00% which is as good as the conventional DBSCAN.

4.3 Algorithm analysis

In this subsection, the sensitivity and clustering quality of DBSCAN-CPPI, comparing with the classic k-means algorithm are considered.

Sensitivity analysis. In the initialization of DBSCAN-CPPI, it needs to set the values of $\epsilon$ and MinPts, which are usually set by experiences. In the following, the relationships between the different values of the two parameters and the accuracy are analyzed. The results are shown in Figs 6 and 7.

From Figs 6 and 7, it is found that DBSCAN-CPPI is sensitive to the values of the two parameters. With the simulation results, the best result of the Iris database is obtained when $\epsilon = 17$ and MinPts = 3,4,5,6,7. The best result of the banana database is obtained when $\epsilon = 26$ and MinPts = 2, 3, . . . , 14.

Clustering quality analysis. We compare the clustering quality of DBSCAN-CPPI with k-means algorithm on Iris database. The cluster result of k-means algorithm on Iris database is shown in Table 4 with cluster accuracy 89.33%.

In the cluster result by k-means algorithm, thirteen objects, which should be clustered in cluster 3, are placed to cluster 2; two objects belonging to cluster 2 are clustered in cluster 3. While, with DBSCAN-CPPI, no object is clustered in wrong clusters.
Fig 5. The 2 clusters and noise points with DBSCAN algorithm.
https://doi.org/10.1371/journal.pone.0200751.g005

Fig 6. The cluster accuracy of different parameter values in the Iris database obtained by DBSCAN-CPPI.
https://doi.org/10.1371/journal.pone.0200751.g006
The k-means algorithm is also used to deal with banana database. The cluster result is shown in Fig 8 (yellow points are the points being separated to wrong clusters). The cluster accuracy is 75.10%.

The accuracy of DBSCAN-CPPI on banana database is 11.9% higher than k-means algorithm accuracy. The k-means algorithm divides the “two bananas” from the middle and more points are misclassified, and DBSCAN-CPPI algorithm sets 124 points as noise points and only 6 points are misclassified.

Table 4. The 3 clusters with k-means algorithm.

| Cluster | Serial number of data in the corresponding cluster |
|---------|---------------------------------------------------|
| 1       | 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47,48,49,50 |
| 2       | 51,52,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,79,80,81,82,83,84,85,86,87,88,89,90,91,92,93,94,95,96,97,98,99,100,102,107,114,115,120,122,124,127,128,134,139,143,147,150 |
| 3       | 53,78,101,103,104,105,106,108,109,110,111,112,113,116,117,118,119,121,123,125,126,129,130,131,132,133,135,136,137,138,140,141,142,144,145,146,148,149 |

The k-means algorithm is also used to deal with banana database. The cluster result is shown in Fig 8 (yellow points are the points being separated to wrong clusters). The cluster accuracy is 75.10%.

The accuracy of DBSCAN-CPPI on banana database is 11.9% higher than k-means algorithm accuracy. The k-means algorithm divides the “two bananas” from the middle and more points are misclassified, and DBSCAN-CPPI algorithm sets 124 points as noise points and only 6 points are misclassified.
5 Conclusions

In this work, an improved DBSCAN algorithm, named DBSCAN-CPPI is proposed by using parallel evolution mechanism and hierarchical membrane structure in cell-like P systems promoters and inhibitors. The time complexity is improved to $O(n)$, in comparison with conventional DBSCAN of $O(n^2)$. Experimental results, based on Iris database and banana database, show that 1. DBSCAN-CPPI performs well on these two databases, it can find clusters of arbitrary shape, the cluster results are better especially when the clusters are not spherical-shaped; 2. DBSCAN-CPPI is suitable for big cluster analysis due to the low time complexity. The results give some hints to improve conventional algorithms by using the hierarchical framework and parallel evolution mechanism in membrane computing models.

For further research, it is of interests to use neural-like membrane computing models, see e.g. [52–55], to improve DBSCAN algorithm. A possible way is to use the memory mechanism in neural computing models to store some potential cluster results, and then select the best one as computing result. Also, some other algorithms can be improved by using parallel evolution mechanism and hierarchical membrane structure [56, 57].
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