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Abstract

In this work we present new scalable, information theory-based variational methods for the efficient model reduction of high-dimensional reaction networks. The proposed methodology combines, (a) information theoretic tools for sensitivity analysis that allow us to identify the proper coarse variables of the reaction network, with (b) variational approximate inference methods for training a best-fit reduced model. This approach takes advantage of both physicochemical modeling and data-based approaches and allows to construct optimal parameterized reduced dynamics in the number of species, reactions and parameters, while controlling the information loss due to the reduction. We demonstrate the effectiveness of our model reduction method on several complex, high-dimensional biochemical reaction networks from the recent literature.

Keywords: Model reduction, Pathwise relative entropy, Pathwise Fisher information matrix, Variational Inference, Reaction Networks, Markov processes.

1. Introduction

The modeling and simulation of complex biochemical systems typically involves non-linear and high-dimensional dynamical systems, in terms of both state variables and parameters \cite{89,23}. Of particular importance would be a simpler model description able to capture key characteristics of the
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biochemical system and therefore more amenable for analysis, parameter identification, statistical inference, and eventually design and optimization. Model reduction techniques seek to obtain such models, but in many cases the required computational work may quickly become prohibitive. Additionally, modeling goals usually constrain these reduction methods, for example, the biochemical meaning of the state variables is likely to be difficult to interpret if non-linear (and even linear) coarse-graining transformations are applied during the model reduction process. Model reduction techniques found in the literature usually alleviate some of these issues, while retaining main features of the original model. The most widely applied reduction methods can be roughly classified as timescale exploitation approaches [23, 8, 78, 49, 77, 73, 83, 63, 95, 106, 88], reduction methods based on sensitivity analysis [61, 21, 2, 93, 92, 61, 65, 41], optimization methods [65, 66, 33, 62, 11, 75], and lumping-based methods [20, 24, 50, 86]. Finally, an important class of model reduction methods are based on maximum entropy techniques for the closure of the equation that determines the time evolution of the probabilistic description of the stochastic reaction network (see for instance [16, 58, 31, 34]). In particular, our proposed method can be considered as a combination of sensitivity and optimization-based methods, which uses information theory approaches for both; in Section 7 we discuss the relations between our method and the current literature.

It is well-known that when the population sizes of the biochemical system become small, a deterministic formulation of the dynamics is inadequate for understanding many important properties of the system (see for instance [107, 102]). Therefore, our method is primarily concerned with stochastic, Markovian models of reaction networks. In order to estimate distances between corresponding probability distributions for our stochastic models and train models from data, information metrics such as the relative entropy are natural choices, [18]. The relative entropy (Kullback-Leibler divergence) of two probability measures $P$ and $Q$ is given by

$$ \mathcal{R}(P \parallel Q) = \mathbb{E}_P \left[ \log \frac{dP}{dQ} \right], $$

(1)

where $\frac{dP}{dQ}$ is the Radon-Nikodym derivative for $P$ absolutely continuous with respect to $Q$ (see for instance [18]). Entropy-based analytical tools have proved essential for deriving rigorous model reductions of interacting particle models to the so-called hydrodynamic limits, [47].
In a closely related direction, information metrics provide systematic, practical, and widely used tools to build approximate statistical models of reduced complexity through variational inference methods [64, 6, 74] for machine learning [98, 38, 6], and coarse-graining of complex systems at equilibrium [84, 10, 79, 4, 5, 28]. However, dynamics are of critical importance in reaction networks and such earlier works on equilibrium coarse-graining are not applicable. Here we build on earlier work [44, 36], where coarse-graining methods for dynamics and non-equilibrium steady states were derived for molecular dynamics and Kinetic Monte Carlo methods. In particular, in order to address model reduction for dynamics it is essential to consider time series data that include temporal correlations, necessitating the use of information theory methods for probability distributions in path-space, i.e. the space of all possible time series.

In this work we develop a method that, given a reaction network with path distribution $P_{0:T}$, i.e., a probability over the set of all possible dynamics over a time interval, finds an element from a parameterized family of distributions that is close to $P_{0:T}$. The novelty of this work is two-fold, (a) it extends the coarse-graining path-space information theory methods of [44, 36] to achieve model reductions of complex reaction networks, and (b) obtains the most efficient model reduction in (a) by applying a path-space sensitivity analysis technique presented in [71, 72], thus identifying the most sensitive model parameters. More specifically, in (a) we consider the path probability distribution $P_{0:T}$ of a high-dimensional reaction network, i.e., a probability over the set of all possible dynamics (time series) on a time interval $[0, T]$; then we seek an element from a parameterized family of reduced models distributions that is closest to $P_{0:T}$ with respect to a loss function, which in this case is the relative entropy:

$$\min_{\theta \in \Theta} \mathcal{R}(P_{0:T} \parallel Q_{0:T}^\theta).$$

Here by $Q_{0:T}^\theta$ we denote the parameterized path probability distribution, where $\theta$ belongs to a certain parametric space $\Theta$. As we will show in this paper, $\mathcal{R}(P_{0:T} \parallel Q_{0:T}^\theta)$ in (2) turns out to be a parameter-dependent computable quantity that can be fitted (or trained) by means of the time series data of the high-dimensional model $P_{0:T}$. Furthermore, in Step (b) in order to determine sensitive model parameters, we use the Hessian of the relative entropy $\mathcal{R}(P_{0:T}^c \parallel P_{0:T}^{c+\epsilon})$ where the vector $c$ corresponds to the parameters of the high-dimensional model $P_{0:T} = P_{0:T}^c$ and $\epsilon$ is any vector perturbation of...
c, i.e., the pathwise Fisher Information Matrix (pFIM), [25, 72]. This pFIM is block-diagonal and scales linearly with the number of parameters, thus is computationally an efficient tool for sensitivity analysis of reaction networks. In turn, this sensitivity analysis identifies and ranks sensitive model parameters, but crucially for the optimization in (2), determines a family of reduced models $Q^\theta_{0:T}$ by retaining only the corresponding reactions and species to just the sensitive parameters. In this fashion, step (b) enables step (a) in order to obtain the best-fit reduced model by optimizing the loss function in (2), over only the sensitive parameters $\theta$ and the proper family of reduced models $Q^\theta_{0:T}$.

The resulting method provides a simple, efficient and principled model reduction method targeted to high-dimensional reaction networks. This method enables significant model reductions in the number of species, reactions and parameters, while preserving the original dynamics, especially in the case of models in “sloppy” regimes, i.e., when most of the information contained in the pFIM is accumulated in a reduced number of parameters, for a given time interval. This reduction method construct models in such a way that the information contained in the reduced model, relative to the full model, satisfies a user defined information threshold. Furthermore, the quality of a given reduction is assessed by comparing suitable distances between the mean-field of the full and the reduced models, and aim to satisfy a user defined error tolerance. One of the main advantages of our reduction method is its feasibility in terms of computational work. From the algorithmic point of view, to construct the reduced model in step (b) using the pFIM (not including the minimization step (2)) a linear amount of computational work on the number of parameters plus the number of state variables is usually required (per timestep). As a comparison, note that the work required for classical sensitivity analysis is of the order of the number of parameters times the number of state variables.

We demonstrate the efficiency of our method by reducing three well-known models present in the biochemical literature: A protein homeostasis network in a sloppy regime [76], a Epidermal Growth Factor Receptor (EGFR) model [46], and a Mammalian Circadian clock model [59]. In the first case, we consider a particular regime studied by the authors, in which it is possible to obtain a substantial reduction both in the number of state variables and in the number of parameters and reaction channels. In the second example we analyze a non-sloppy model of signalling phenomena, i.e. has two different regimes in time, and still able to obtain significant reductions,
and finally, in the third example, we reduce a model whose dynamics are dominated by non-trivial oscillatory behaviour. In all three examples, even though the models were carefully designed by researchers, significant model reductions are achieved.

One of the key elements of our approach is that we combine two different modelling philosophies: the physically based behavior description of a biochemical system, and the data-based approach, i.e., the analysis of time series data. The physics is modeled by using the reaction network formalism, and in particular we focus on the stoichiometry matrix, which describes the relation between state variables and reaction paths of the process and does not depend on the type of the model (discrete or continuous, deterministic or stochastic). The physical modeling point of view is then emphasized in the selection of the most important reactions and state variables and the construction of the reduced stoichiometry. The data-based approach is emphasized in the data fit step i.e. the minimization problem (2) via a suitable simplified loss function that is derived in Section 4.3.

The paper is structured as follows. In the next section we present main notations and assumptions regarding reaction networks. In Section 3 we review main information-based tools used in the variational model reduction approach for stochastic systems, such as the pathwise Fisher information matrix, scalable information-based sensitivity indexes and its mean-field approximation. In Section 4 we recap the variational inference idea applied to coarse-graining and we present the core of the contribution contained in this work, which is a scalable loss function for data training. In Section 5 we present our information-based reduction method for high dimensional reaction networks. This reduction method is driven by the pathwise Fisher information matrix to find the most sensitive parameters and reaction channels, and then uses the stoichiometry of the network to build a family of parameterized models to finally use the loss function to fit the resulting model to time series data. In Section 6 we apply our method to three models taken from the literature obtaining relevant reductions in all of them. In Section 7 we discuss closely related state of the art on model reduction for biochemical reaction networks. We finally draw main conclusions of this work in Section 8.
2. Models for reaction networks

The purpose of this section is to present main notations and assumptions regarding reaction networks. A Reaction Network is a dynamical system whose state can be described by a \(d\)-dimensional time dependent vector, denoted by \(X(t) = (X_1(t), X_2(t), \ldots, X_d(t)) \in \mathcal{L}\), and a finite number, \(J\), of possible transitions of the system. Each transition is a pair \((\nu_j, a_j)\), \(j=1, 2, \ldots, J\), formed by a \(d\)-dimensional state-change vector \(\nu_j\) and a non-negative function \(a_j(x; c)\) that depends on the state of the system, \(x \in \mathcal{L}\), and a \(K\)-dimensional vector of model parameters \(c \in \mathcal{C}\). Each state-change vector describes the effect of the transition on the state of the system. If the state of the system at time \(t\) is \(X(t) = x\) and the \(j\)-th transition is taken, then the next state is \(x + \nu_j\). The function \(a_j\) models the rate at which the \(j\)-th reaction occurs. The matrix \(\nu\) is defined as the matrix whose \(j\)-column is \(\nu_j\), and \(a\) is the column vector whose components are \(a_j\). In this work, we assume \(\nu_j \in \mathbb{Z}^d\), \(\mathcal{L} = \mathbb{R}^d\), and \(\mathcal{C} = \mathbb{R}^K\). More importantly, we focus on high-dimensional systems, i.e., \(J \gg 1\), \(d \gg 1\), and \(K \gg 1\).

In biochemical reaction networks, \(\nu_j\) is called stoichiometric vector, \(a_j\) is called propensity function, the pair \((\nu_j, a_j)\) is called reaction channel, and \(X(t)\) accounts for the population of \(d\) interacting species \((S_1, S_2, \ldots, S_d)\). The stoichiometry of each reaction channel can be represented as

\[
\nu_{in,1}S_1 + \nu_{in,2}S_2 + \ldots + \nu_{in,d}S_d \rightarrow \nu_{out,1}S_1 + \nu_{out,2}S_2 + \ldots + \nu_{out,d}S_d
\]

where \(\nu_{in,i}, \nu_{out,i} \in \mathbb{N}\) for \(i=1, 2, \ldots, d\). The left hand side of the arrow represents the species that take part as the input in the reaction (called reactants), and the right hand side represents the species that take part as the output (called products). We then have \(\nu = \nu_{out} - \nu_{in}\). The stoichiometry models the law of conservation of mass where the total mass of the reactants equals the total mass of the products. Stoichiometry describes the static, algebraic structure of the network of reactions. It can be considered as the framework within each chemical motion take place. Here we focus on the stoichiometry of the network to construct a reduced model. Having the full stoichiometry information allows to identify when a reactant is consumed in a reaction, and distinguish it from a catalytic reactant, which is not consumed. In some cases, the stoichiometry determines the form of the propensity function, e.g. in the case of the law of mass action, which is the proposition that the rate of a chemical reaction is directly proportional to the product of the activities or
concentrations of the reactants. In this work, we assume that, for every reaction channel, vectors $\nu_{in}$ and $\nu_{out}$ are sparse. That is, $|\{i : \nu_{in,i} \neq 0\}| \ll d$ and $|\{i : \nu_{out,i} \neq 0\}| \ll d$, for $j = 1, 2, ..., J$. This is typically the case in biochemical reaction networks.

Each reaction channel depends on a vector of model parameters. These parameters could be global parameters or local parameters like reaction rate constants. Usually global parameters explicitly appear in many propensity functions but local parameters in one only. Here we denote with $\varphi$ the function that maps, for each parameter, the set of reaction channels that explicitly depend on that parameter,

$$\varphi : \{1, 2, \ldots, K\} \rightarrow \wp(\{1, 2, \ldots, J\}) \tag{3}$$

where $\wp(A)$ denotes the set of all possible subsets of $A$. For example, in the linear parameter dependent case, the map $\varphi$ is the identity that maps the index $k$ to the singleton \{k\}. In this work, we assume that the reaction channels depend on a reduced number of parameters, that is, for a given propensity function $a_j$, we have

$$a_j(x; c) = a_j(x; c_{k_1}, c_{k_2}, \ldots, c_{k_M}) \tag{4}$$

where $k_1, \ldots, k_M \in \{1, 2, \ldots, K\}$ and $M \ll K$ for $j = 1, 2, \ldots, J$. This is typically the case in biochemical reaction networks. In Figure 1 we show examples of this parametric sparsity.

We call linear propensity function to the following case

$$a(x; c) = cg(x) \tag{5}$$

where $c$ is called the reaction rate constant, and $g$ is usually a polynomial on $x$ and does not depend on any parameter. We call Michaelis-Menten kinetics propensity function to the following form

$$a((x_i, x_i); (c_1, c_2)) = c_1 m(x_l) \frac{x_i}{c_2 + x_i}, \quad i, l \in \{1, 2, \ldots, d\}, i \neq l \tag{6}$$

where $c_1$ and $c_2$ are constants, and $m(x_l)$ is a monomial of $x_l$ only.

Finally, we assume $a_j(x; \cdot) = 0$ for $x$ such that $x + \nu_j \notin \mathcal{L}$, that is, the process never leaves the domain $\mathcal{L}$. This is sometimes not the case in some biochemical models used in practice, but it can be suitably enforced by means of smooth indicator functions.
Figure 1: Parametric sparsity in the three models presented in Section 6. Protein Homeostasis model \[76\], Epidermal Growth Factor Receptor (EGFR) model \[46\] and Mammalian Circadian Clock model \[59\]. The first two models have linear and Michaelis-Menten (M-M) propensity functions (see Section 2). The linear ones have one parameter per reaction channel and the M-M ones have two parameters per reaction channel. The last model has not only the aforementioned types of propensity functions, but also other types.

Next, we discuss stochastic and deterministic models for RNs. The stochastic models are of two types: discrete state, called Stochastic Reaction Networks (SRNs), and continuous state, usually called the Chemical Langevin equation (CLE). The first one is a counting stochastic process, and usually models the number of particles of different species interacting in a fixed volume, while the second is a diffusion process that models concentrations instead of number of particles. The deterministic model is usually called reaction-rate system (of differential equations) and models the average concentration of the species. By means of a proper renormalization of the variables by the size of the volume in which the species interact, it is possible to obtain a relation between the stochastic intensity and the deterministic reaction rate. In this work we assume the scalings are properly done, whenever it may be needed (see \[97\] and references therein).

2.1. Stochastic reaction networks

Stochastic Reaction Networks (SRNs) are a class of continuous-time Markov chains that describe the stochastic evolution of a system of \(d\) interacting species, where \(X : \mathbb{R}_+ \times \Omega \rightarrow \mathbb{N}^d\) models the number of particles of each species present in the system at time \(t\).

The probability that reaction \(j\) occurs during an infinitesimal interval \([t, t + \Delta t]\), when the state of the system is \(X(t) = x\), is given by

\[
\Pr \left\{ X(t + \Delta t) = x + \nu_j \mid X(t) = x \right\} = a_j(x; \cdot)\Delta t + o(\Delta t). \tag{6}
\]
The total propensity (or rate) $a_0(x; c) := \sum_j a_j(x; c)$ is in fact the waiting time for the process departing from state $x$. SRNs can be characterized by the following representation [27]

$$X(t) = x_0 + \sum_{j=1}^{J} Y_j \left( \int_0^t a_j(X(s)) \, ds \right) \nu_j,$$

(7)

where $Y_j : \mathbb{R}_+ \times \Omega \to \mathcal{L}$ are independent unit-rate Poisson processes. A typical feature of biochemical systems is that the modeled reaction network has thousands of species and/or reaction channels together with different time scales coming from the orders of magnitude disparity between the propensity of each reaction channel, making an exact simulation of a SRN unfeasilble from the computational point of view. The tau-leap method [33] approximates (7) by applying a forward Euler discretization, that is, sampling a batch of events by means of a Poisson random variable at each time-increment. Although several improvements of the basic tau-leap algorithm have been proposed, methods for high-dimensional systems are still under active research [9, 90, 12, 69, 68].

2.2. Chemical Langevin equation and the mean-field equation

A number of approximations to the pure jump process [6] have been developed in order to reduce the computational work required to sample a trajectory of the system. For example, the reaction-rate ODE system (or mean-field) approximation ignores the stochastic fluctuations and yields a deterministic system that approximates the mean populations of the species [29, 96]. Stochastic counterparts such as the Chemical Langevin equation [32] or the linear noise approximation [53] can be applied in order to improve the accuracy of the simulation. The reaction-rate ODE system (or mean-field) can be formally obtained by linearizing the infinitesimal generator of the SRN, to obtain

$$\begin{cases}
    dz(t) = \nu a(z(t); c) dt, & t \in \mathbb{R}_+ \\
    z(0) = x_0
\end{cases},$$

(8)

A second order expansion gives the so called chemical Langevin (CLE) approximation

$$\begin{cases}
    dY(t) = \nu a(Y(t); c) dt + \nu \sqrt{\text{diag}(a(Y(t); c))} dW(t), & t \in \mathbb{R}_+ \\
    Y(0) = x_0
\end{cases},$$

(9)
where $Y(t)$ is a diffusion process, $W(t)$ is a $\mathbb{R}^d$-valued Wiener process with independent components, and $\text{diag}(v)$ of a vector $v$ is a square matrix whose diagonal is $v$ and zero everywhere else (see [97] and references therein).

**Euler discretization of the CLE.** Usually, specialized solvers are used by the modeller to obtain time series data of a complex reaction network by running suitable software like CHEMKIN [45]. In this work, we aim to obtain model reductions by using available data. For this reason, and without losing any methodological generality, we focus on describing the dynamics of the reaction network by means of the following Euler discretization of the CLE [9] for a time-step of size $\Delta t$

$$x_{k+1} = x_k + b(x_k)\Delta t + \sigma(x_k)\Delta W_k,$$

where

$$b(x) := \nu a(x;c) \quad \text{and} \quad \sigma(x) := \nu \sqrt{\text{diag}(a(x;c))},$$

with $\Delta W_k \sim \mathcal{N}(0, \Delta t I)$ independent Gaussian increments. The density of its transition probability, given $x \in \mathbb{R}^d$ to $x' \in \mathbb{R}^d$, is a multivariate Gaussian random variable that depends on $\Delta t$ and can be written

$$p(x, x') = \frac{1}{Z_{\Delta t}(x)} \exp \left\{ -\frac{1}{2\Delta t} (x' - m_{\Delta t}(x))^\text{tr} \Sigma^{-1}(x)(x' - m_{\Delta t}(x)) \right\},$$

where $m_{\Delta t}(x) := x - b(x)\Delta t$, $Z_{\Delta t}(x) := \sqrt{(2\pi \Delta t)^d \text{det}(\Sigma(x))}$ and $\Sigma(x) := \sigma(x)\sigma^\text{tr}(x)$.

This Euler discretization of the CLE, allows to obtain the following time series

$$(x_0, x_1, x_2, ..., x_T), \quad \text{where } x_i=(x_{i,1}, x_{i,2}, ..., x_{i,d}) \text{ for } i=0,1,...,T,$$

for $(\Delta t_i)_{i=1}^T$ on the time interval $[0, T]$. Notice that similar time series can also be obtained by sampling the representation (7) or by the numerical integration of the reaction-rate ODEs (8). In this work, we do not consider measurement errors.

### 3. Path-space information methods in discrete time

The purpose of this section is to review main information-based tools used in the variational model reduction approach for stochastic systems introduced in [36, 44], and to present the mathematical framework of this work.
3.1. **Information-based model reduction**

In this section we briefly recap the main idea of information-based model reduction. Given a reaction network with path distribution denoted by $P_{0:T}$ (the full model), we aim to find an element from a parameterized family of distributions that is close to this original distribution in a suitable distance. Let $Q_{0:T}^\theta$ denote the parameterized path distribution, where $\theta$ belongs to a certain parametric space $\Theta$. Using the relative entropy as the distance, we aim to solve

$$\min_{\theta \in \Theta} \mathcal{R}(P_{0:T} \parallel Q_{0:T}^\theta),$$

to find the optimal representation of $P_{0:T}$ in terms of $Q_{0:T}^\theta$. We notice that $P_{0:T}$ also depends on a model parameter vector, i.e., $P_{0:T}^c$, but for simplicity we avoid this notation here. Recall that the relative entropy is not symmetric so we may be also interested in the problem

$$\min_{\theta \in \Theta} \mathcal{R}(Q_{0:T}^\theta \parallel P_{0:T}),$$

although here we choose to work with the former one. The relative entropy between the two path distributions $P_{0:T}$ and $Q_{0:T}^\theta$ (or Kullback-Leibler divergence), on the same measurable space, is given by

$$\mathcal{R}(P_{0:T} \parallel Q_{0:T}^\theta) = \mathbb{E}_{P_{0:T}} \left[ \log \frac{dP_{0:T}}{dQ_{0:T}^\theta} \right],$$

provided $P_{0:T}$ is absolutely continuous with respect to $Q_{0:T}^\theta$. From an information theory perspective, the relative entropy quantifies the loss of information when $Q_{0:T}^\theta$ is used instead of $P_{0:T}$. One notable analytical advantage of the relative entropy is that it reduces to minimizing the expectation of a single distinguished observable given by $\log \frac{dP_{0:T}}{dQ_{0:T}^\theta}$. We refer to [71, 72, 25] and references therein for additional details, in particular for relative entropy for discrete time Markov Chains. In our setting of model reduction (or coarse-graining), the path distribution $P_{0:T}$ is associated with the original model (which will be mapped to the coarse space in order to be able to compute the relative entropy) and $Q_{0:T}^\theta$ is associated with the approximating reduced model. The parameterized family of distributions $Q_{0:T}^\theta$ is considered in order to construct the best approximation to the original distribution $P_{0:T}$. This approximation is then fitted using entropy-based criteria over a set of data coming from the model with distribution $P_{0:T}$, to find the best possible...
Markovian approximation of the projected original model. By training this single functional given by the relative entropy instead of an observable-based quantity of interest, we obtain a reliable parameterization that gives rise to transferability properties applicable to any observable. This is clear in view of the following information inequality, when applied to a suitable observable \( f \). The error between the expected value of the observable under the probability \( P \) versus the probability \( Q^\theta \) can be bounded as

\[
\Phi_-(P, Q^\theta; f) \leq \mathbb{E}_P[f] - \mathbb{E}_{Q^\theta}[f] \leq \Phi_+(P, Q^\theta; f),
\]

where \( \Phi_\pm(P, Q^\theta; f) \) admits the expansion

\[
\Phi_\pm(P, Q^\theta; f) = \pm \sqrt{\text{Var}_P[f]} \sqrt{2\mathcal{R}(P \parallel Q^\theta)} + O(\mathcal{R}(P \parallel Q^\theta)).
\]

We refer to [25] for additional details.

In this work we consider model reduction as the application of a linear map from the full model state space (or microscopic state space) to a reduced model state space (or macroscopic state space),

\[\Pi : \mathbb{R}^d \to \mathbb{R}^{\tilde{d}},\]

with \( \text{rank}(\Pi) = \tilde{d} \), together with a linear map from the full model parameter space to a reduced model parameter space

\[\Gamma : \mathbb{R}^d \to \mathbb{R}^{\tilde{K}},\]

with \( \text{rank}(\Gamma) = \tilde{K} \). The construction of the parameterized model \( Q^\theta_{0:T} \) critically depends on \( \Pi \) and \( \Gamma \), as is described in Section 5.

3.2. Pathwise relative entropy

Here we present the pathwise distribution of the original model, \( P_{0:T} \), and the parameterized one, \( Q^\theta_{0:T} \), for a discrete-time Markovian time-homogeneous process that generates the time series \( (x_i)_{i=0}^T \) (see (12)). Let \( p(x, x') \) denote its transition probability function for \( x, x' \in \mathcal{L} \). In virtue of the Markov property, the path space probability distribution \( P_{0:T} \) for the time series \( \{x_i\}_{i=0}^T \), starting from the distribution \( \nu(x) \), is given by

\[
P_{0:T}(x_0, \ldots, x_T) = \nu(x_0)p(x_0, x_1)\ldots p(x_{T-1}, x_T).
\]  (13)
Then the probability density function at the time instant $i$ is denoted as $\nu_i(x)$ and given by

$$\nu_i(x) = \int \cdots \int L \cdots L \nu(x_0)p(x_0, x_1) \cdots p(x_{i-1}, x) dx_0 \cdots dx_{i-1}, \quad i=1, 2, \ldots, T,$$

where $\nu_0(x) := \nu(x)$.

In the same line, consider a parameterized transition probability density function $q^\theta(x, x')$, which depends on the parameter vector $\theta$ for $x, x' \in \mathcal{L}$ and $\theta \in \Theta$. Its path space probability distribution, starting from $\nu^\theta(x)$, is given by

$$Q^\theta_{0:T}(x_0, \ldots, x_T) = \nu^\theta(x_0)q^\theta(x_0, x_1) \cdots q^\theta(x_{T-1}, x_T). \quad (14)$$

The pathwise relative entropy can be decomposed as (see Appendix)

$$\mathcal{R}(P_{0:T} \parallel Q^\theta_{0:T}) = \mathcal{R}(\nu \parallel \nu^\theta) + \sum_{i=1}^T \mathcal{R}(P_i \parallel Q^\theta_i), \quad (15)$$

where the following quantity

$$\mathcal{R}(P_i \parallel Q^\theta_i) = \mathbb{E}_{\nu_{i-1}} \left[ \int \mathcal{L} p(x, x') \log \frac{p(x, x')}{q^\theta(x, x')} dx' \right]. \quad (16)$$

can be interpreted as the “instantaneous relative entropy”.

### 3.3. Pathwise Fisher information matrix of a parameterized distribution

In this work, we employ fast parametric screening with controlled accuracy to detect and discard (eliminate or fix) parameters considered insensitive. This screening step is based on sensitivity indexes that can be bounded by the pathwise Fisher information matrix (pFIM), which is presented in this section. We stress that in the high-dimensional RN case, fast screening is especially important due to the large number of parameters that increase by orders of magnitude the computational work when compared to the simulation of the model. We refer to [72, 3] for further details.

Consider a vector $\epsilon \in \mathbb{R}^K$ such that $c+\epsilon$ is a small perturbation of the model parameter vector $c$ with non-negative components. Assume that the instantaneous pathwise relative entropy $\mathcal{R}(P^c_i \parallel P^{c+\epsilon}_i)$ is smooth with respect to $c$. Then, in combination with its non-negativity property, it can be Taylor-expanded around $c$ (see Theorem 9.4 in the Appendix) to obtain

$$\mathcal{R}(P^c_i \parallel P^{c+\epsilon}_i) = \frac{1}{2} \epsilon^\top \mathcal{I}_H(P^c_i) \epsilon + O(|\epsilon|^3), \quad (17)$$
where
\[
\mathcal{I}_H(Q^c_i) = \mathbb{E}_{\nu^c_{t-1}} \left[ \int_{\mathcal{L}} q^c(x, x') \nabla_c \log q^c(x, x') \nabla_c \log q^c(x, x')^{tr} \, dx' \right]
\] (18)
is the instantaneous Fisher information matrix associated to the instantaneous relative entropy. The Fisher information is a measure of the amount of information that a random variable contains regarding a set of parameters. An appealing property is that the FIM is independent of the perturbation vector, \( \epsilon \), and contains up to third order accuracy the sensitivity information as it is quantified by the relative entropy. Consequently, the pathwise FIM, i.e., the Hessian of the pathwise relative entropy at \( c \) is given by
\[
\mathcal{I}(Q) = \mathcal{I}(\nu^c) + \sum_{i=1}^{T} \mathcal{I}_H(P^c_i),
\]
where \( \mathcal{I}(\nu^c) = \mathbb{E}_{\nu^c} [\nabla_c \log \nu^c(x) \nabla_c \log \nu^c(x)^{tr}] \) is the FIM of the initial distribution.

**Block diagonal structure of the pFIM.** As previously mentioned, reaction channels of biochemical reaction networks typically depend on a reduced number of parameters, which determine a block diagonal structure of the pFIM. This parametric dependence allows to reduce the computational work of the quantities to estimate from \( O(K^2) \) to \( O(K) \). In Figure 2 we show examples of the block structure of the pFIM.

Figure 2: Pathwise FIM block structure in the three models presented in Section 6. Protein Homeostasis model [76], Epidermal Growth Factor Receptor (EGFR) model [46] and Mammalian Circadian Clock model [59].
Remark 3.1 (Fisher information for model reduction). Fisher information matrices has been used before in the context of model reduction for reaction networks (see [23] and references therein). However, these information matrices are different from our pathwise FIM. In [23] the matrix is computed based on the adjoint system (28), so the computational work issue still remains. In [14] the authors assume that the quantities of interest (measurements) are affected by identically distributed and independent Gaussian noise. Then, the Fisher information matrix of these independent measurements is computed. Similar comments apply to [15, 104]. We stress here that our pFIM is computed by taking into account the Markovian dynamics of the process and therefore, taking into account its intrinsic noise (see (19)).

Remark 3.2 (Pathwise FIM for Stochastic Reaction Networks). The pFIM over an interval \([0,T]\) is given by
\[
\mathcal{I}(P^c_{[0,T]}) = \mathcal{I}(\nu^c) + \int_0^T \mathcal{I}_H(P^c_t) dt ,
\]
where \(\mathcal{I}(\nu^c)\) is the FIM of the initial distribution and the process \(P^c_t\) can be viewed as the instantaneous pFIM given by
\[
\mathcal{I}_H(P^c_t) = \mathbb{E}_{P^c_{[0,t]}} \left[ \sum_{j=1}^J a_j(X_t^-; c) \nabla_c \log a_j(X_t^-; c) \nabla_c \log a(X_t^-; c)^{tr} \right] ,
\]
where \(X_t^-\) denotes the left side limit at time \(t\). The transition probabilities for the embedded discrete time Markov chain defined as \((Z_n)_{n\in\mathbb{N}} := X(t_n)\), where \(t_n\) is the time of the \(n\)-th jump, are given by
\[
p(x, x+\nu_j; c) := \frac{a_j(x; c)}{a_0(x; c)} , \quad j=1,2,...,J ,
\]
for \(X(t_n)=x \rightarrow X(t_{n+1})=x+\nu_j\), assuming \(a_0(x; c)>0\).

Remark 3.3. In many applications, model parameters differ by several orders of magnitude, so we perform relative parameter perturbations. This is done by perturbing the logarithm of the parameters. Using the chain rule on \(\nabla_{\log c} P^c\) we obtain
\[
\left( \mathcal{I}(P^c_{0:T}) \right)_{k,l} = c_k c_l \left( \mathcal{I}(P^c_{0:T}) \right)_{k,l} , \quad k,l = 1,...,K .
\]
Note that (17) continues to be valid for the logarithmic scale. From now, we use relative parameter perturbations, i.e., we use \(\mathcal{I}(P^c_{0:T})\) to denote \(\mathcal{I}(P_{0:T}^{\log c})\).
3.4. Scalable information-based sensitivity indexes

In this section we discuss a scalable information-based inequality that connects observables of the system with the pFIM, and we present a reliable sample-free implementation.

Relative entropy provides a rigorous and computationally tractable methodology for parameter sensitivity analysis of complex, stochastic dynamical systems focusing on the sensitivity of the entire probability distribution. However, in most simulations of biochemical networks, the main interest are observables such as population means, variances or time averages, as well as autocorrelations or extinction times. Therefore, it is reasonable to connect parameter sensitivities with observables. Given a pathwise distribution $P_{0:T}^c$, let

$$D_{F,k} := \frac{\partial \mathbb{E}_{P_{0:T}^c}[F]}{\partial c_k},$$

be the classical sensitivity index, then the following information-based bound

$$|D_{F,k}| \leq \sqrt{\text{Var}_{P_{0:T}^c}[F]} \sqrt{(\mathcal{I}((P_{0:T}^c)))_{k,k}},$$

(23)

can be obtained by rearranging the generalized Cramer-Rao bound for estimators of the form $F((x_i)_{i=1}^T) := \frac{1}{T} \sum_{i=1}^T f(x_i) \Delta t_i$ with $f$ a suitable observable. Here $(\mathcal{I}(P_{0:T}^c))_{k,k}$ denotes the $k$-th diagonal element of the pathwise Fisher Information Matrix (pFIM). For a given observable, this inequality can be used as an indicator that allows to classify –even in the presence of a very high-dimensional parameter space– insensitive parameters, in the sense that a small pFIM diagonal value suggests relatively low SIs. In the same way, large pFIM values suggest high SIs. However, notice that large or small pFIM values does not imply sensitive or insensitive parameters respectively. We refer to \[72, 3, 25\] for further details. In this work, we focus instead on the following normalized sensitivity index

$$ D_{F,k} := \frac{\partial \mathbb{E}_{P_{0:T}^c}[F]}{\partial c_k} \frac{\Delta t}{\text{Var}_{P_{0:T}^c}[F]}, $$

which has the advantage of capturing how “noisy” each observable is, and therefore, weights the sensitivity accordingly, meaning that perturbations in the expected value of $F$ are less significant when its variance is large. Then we readily have the sensitivity bound

$$ |D_{F,k}| \leq \sqrt{(\mathcal{I}(P_{0:T}^c))_{k,k}}. $$

(24)
In this work, since we focus on model reduction, we mainly consider the observable \( f(x) = x \), that is, \( F \) is the time average of the state variables (species)

\[
F((x_i)_{i=1}^T) := \frac{1}{T} \sum_{i=1}^T x_i \Delta t_i .
\]  

(25)

Despite of this, further observables may be considered in the last step of our method, in which the reduced model may be augmented with additional parameters depending on particular quantities of interest.

### 3.5. Mean-field estimation of the pFIM

Here we discuss a classical mean-field type of approximation to avoid sampling of (18). For such cases in which sampling is not feasible, either due the high dimension of the system or due to the fact that the available data is limited, a deterministic approximation is usually the only alternative. The linear noise approximation can be used to efficiently compute the pFIM, while maintaining controlled bias in the statistical estimators. First notice that, under certain conditions and properly scaling the state variables, the CLE can be written as

\[
Y(t) = z(t) + \eta \xi(t)
\]  

(26)

where \( z(t) \) is the deterministic mean-field part that satisfies (8), \( \xi(t) \) is a zero-mean external noise process and \( \eta \) is the amplitude of this stochastic term, which is proportional to the inverse square root of the reactant populations [53, 54, 32, 96, 72]. Thus, for large populations, the dominant part of the stochastic process is the deterministic term whose dynamics are governed by the ODE system (8). Assuming the process starts at a fixed value, the diagonal elements of the pFIM (20) are approximated using (26) to get

\[
(\mathcal{I}(P_{0,T}^c))_{k,k} \approx \sum_{i=1}^T \sum_{j=1}^J a_j(z_i; c) \left( \frac{\partial \log a_j(z_i; c)}{\partial c_k} \right)^2 \Delta t_i .
\]  

(27)

Here the sequence \((z_i)_{i=0}^T\) corresponds to the mean-field part of (26). This approximation is usually valid for large populations and usually cannot capture complex dynamics such as bistability nor exit times nor rare events. Here we use the time series data (12) in place of the sequence \((z_i)_{i=0}^T\).

Due to the parametric sparsity usually found in biochemical models, i.e., (4) and Figure 11 we can assume that the computational work required to
compute these quantities is of the order $O(K)$ per timestep. For instance, notice that in the linear parameter case, (5), the number of quantities to compute is equal to the number of parameters in the full model, $K$. In contrast, most of the sensitivity-based reduction methods require to solve the classical parametric sensitivity adjoint system (28), which requires work on the order of $O((K+1) \times d)$, where $d$ is the number of state variables, as presented in the next remark.

**Remark 3.4** (Classic parametric sensitivity system). The classic parametric sensitivity analysis for deterministic reaction networks consists of solving the coupled system:

$$
\begin{cases}
    \frac{dz}{dt} = b(z; c) dt \\
    ds_k = \frac{\partial b}{\partial z} s_k dt + \frac{\partial b}{\partial s_k} dt, \quad k=1, \ldots, K, \quad t \in \mathbb{R}_+,
\end{cases}
$$

(28)

where $b(z; c) = va(z; c)$, $z \in \mathbb{R}^d$ are the state variables, and $c \in \mathbb{R}^K$ is the parameter vector, for the sensitivity indexes

$$s_k := \frac{\partial z}{\partial c_k}, \quad k=1, \ldots, K.
$$

(29)

The first line of the coupled system (28) is the reaction-rate ODE system, which approximates $\mathbb{E}_{P_{o,T}}[F]$, i.e. the expected value of a pathwise quantity of interest of the form $\frac{1}{T} \int_0^T f(z(s)) ds$, where $f$ is a suitable observable. The computational work required for integrating this system is of the order of $(K+1) \times d$ per timestep, which renders this method unfeasible for high-dimensional systems. The alternative Green’s function method allows to solve this system using work of order of $d \times d$. For $d \gg 1$ and $K \gg 1$ this method turns to be impractical especially taking into account that the system is usually stiff.

### 4. Variational model reduction in path-space

In this section we present one of the main results of this work: a simplified loss function that allows to find a solution to the variational inference problem (32) in the macroscopic space state by using the available microscopic data time series (12).
4.1. Variational inference and coarse-graining

Here we briefly recap the variational inference approach. Variational inference is a machine learning technique for approximating probability distributions \([42, 99]\), and is widely used to approximate posterior densities in Bayesian models, as an alternative strategy to Monte Carlo sampling. Compared to Monte Carlo sampling, tends to be faster and more scalable to large datasets \([7]\). Instead of using sampling, the main idea of variational inference is to apply optimization, and therefore for complex models it provides a relevant alternative approach. Variational inference relies on optimization problems such as

\[
\min_{Q \in \mathcal{Q}} \mathcal{R}(P \parallel Q) \quad \text{or} \quad \min_{Q \in \mathcal{Q}} \mathcal{R}(Q \parallel P),
\]

over a simpler class \(\mathcal{Q}\) of computationally more tractable probability models than \(P\). Subsequently, the optimizer \(Q^*\) of (30) replaces \(P\) for estimation, simulation and prediction purposes. The choice of order in \(P\) and \(Q\) in (30) can be significant and depends on implementation methods, availability of data and the specifics of each application, see for instance \([64, 6, 71, 74]\).

In the case of coarse-graining, the class of coarse-grained models \(\mathcal{Q}\) will also have fewer degrees of freedom than the model \(P\), and an additional projection operator is needed in the variational principle (30), see for instance \([84, 36]\).

Inverse Monte Carlo methods, \([79, 82, 43]\), provide parameterizations of coarse-grained models at equilibrium by selecting a set of quantities of interest (QoIs) \(\phi_i, i = 1, ..., k\) on a coarse space and then minimize the following quantity over the parameter space \(\Theta\):

\[
\min_{\theta \in \Theta} \sum_{i=1}^{k} \left| \mathbb{E}_{P}[\phi_i] - \mathbb{E}_{Q_{CG, \theta}}[\phi_i] \right|^2,
\]

where \(P\) denotes the distribution of the original state space \(X\), \(\Pi : X \rightarrow Y\) denotes the coarse-graining or reduction map defining the reduced variables, and \(Q_{CG, \theta}\) denotes a parametric family of distributions on the reduced state space \(Y\). Typical choices of QoIs in molecular systems are the radial distribution function as well as additional physical observables, while force-matching methods are another special case of (31) where the QoI is the force, see for instance \([40, 39, 82]\). Parameterizations based on the minimization principle (31) clearly depends on the choice QoIs, and thus the accurate simulation of other QoI’s is not guaranteed. By contrast, information methods do not
rely on specific QoIs but instead adopt a variational inference type approach, (30). For coarse-graining this amounts to minimize
\[
\min_{\theta \in \Theta} R(P \circ \Pi^{-1} \parallel Q_{\text{CG}, \theta}) = \min_{\theta \in \Theta} \mathbb{E}_P \left[ \log \frac{dP \circ \Pi^{-1}}{dQ_{\text{CG}, \theta}} \right] ,
\]
where \( P \circ \Pi^{-1} \) denotes the projection of the microscopic space distribution onto the macroscopic one.

In this work, we aim to construct a suitable reduced parametric model and to find the optimal set of parameters that minimizes the information loss in an efficient and principled manner. This is achieved by means of a loss function based on the following relative entropy minimization
\[
\theta^* := \theta^*_{0:T} := \arg \min_{\theta \in \Theta} R(P_{0:T} \parallel Q^\theta_{0:T}) .
\] (32)

We seek for this optimal solution \( \theta^* \) based on the following first order optimality condition,
\[
\nabla_\theta R(P_{0:T} \parallel Q^\theta_{0:T}) = 0 ,
\]
whose solutions reveal the local optima of the relative entropy in the microscopic state space. Notice that if the relative entropy is a strictly convex function then there is a unique global minimum. This clearly depends on the choice of the parameterized model (see [36]). For example, if the parameterized model depends linearly on \( \theta \) then there is a unique global minimum and the problem reduces to solve a linear system. In this work, the parameterized model is constructed by using the original propensity functions, assumed to be an analytical function.

In what follows, we present two such loss functions; the first one is equivalent to solving the problem (32) (see Theorem 4.1), and the second one is an upper bound but is computationally less demanding.

4.2. Building the approximating parametric family

Since the main goal of this work is to construct a reduced model for a high-dimensional RN, we start by considering the application of the linear map \( \Pi : \mathbb{R}^d \to \mathbb{R}^d \). Examples of these maps used in the literature for molecular systems (called coarse-graining maps) include the mapping to the centers of mass of groups of particles, or a projection on a specific set of particles, among others. Without losing generality, in this work we consider the following map. For \( x \in \mathbb{R}^d \) let \( \Pi \) be such that
\[
x \mapsto (\Pi x, \Pi^\perp x) = (\bar{x}, \hat{x})
\] (33)
where \( \bar{x} \in \mathbb{R}^{\bar{d}} \) is the macroscopic state, and \( \hat{x} \in \mathbb{R}^{d-\bar{d}} \). If we denote with the same symbol \( \Pi \in \mathbb{R}^{d\times d} \) the matrix representation of the map, then \( \Pi \) together with \( \Pi^\perp \) form a permutation matrix. This \( \Pi \) map determines the macroscopic state, \( \bar{x} \), as a function of the full model state \( x \). Further details of this map can be found on Section 5.3.

Assuming the data is generated by means of the Euler discretization of the CLE (see (12)) is clear that \( x_i \) is a multivariate Gaussian random variable for \( i=1,2,...,T \). We can then split the transition density in the microscopic state space (see (13)) as

\[
p(x, x') = p^{(1)}(x, \bar{x}')p^{(2)}(x, \bar{x}'|\hat{x}'), \quad \text{for } x, x' \in \mathbb{R}^d, \ \bar{x}' \in \mathbb{R}^{\bar{d}},
\]

and the associated microscopic parameterized transition density (see (14)) as

\[
q^\theta(x, x') = r(x'|\bar{x}')p^\theta(\bar{x}, \bar{x}'), \quad \text{for } x, x' \in \mathbb{R}^d, \ \bar{x}' \in \mathbb{R}^{\bar{d}}, \quad (34)
\]

where \( r \) is a reconstruction density independent of \( \theta \), and \( p^\theta \) is the density of the reduced model. This reconstruction density essentially recovers the lost degrees of freedom and, together with \( p^\theta \), approximates the microscopic density. This reconstruction density serves as an auxiliary tool that connects the reduced dynamics with the full dynamics on the same space. The important fact of this density is that it is independent of \( \theta \) and can be arbitrarily chosen. In this work, we do not focus on this auxiliary density, since it is not relevant in our optimization procedure. We have then the original transition density \( p \) which is associated with the path distribution \( P_{0:T} \). For the Euler CLE case, the formula is given by equation (13). Then, we have the parameterized approximation to the original microscopic path distribution \( P_{0:T} \), i.e., \( Q_{0:T}^\theta \), which is associated to the transition density \( q^\theta \). For the Euler CLE case, the formula is given by equation (14). Finally, we have the transition density \( p^\theta \) (see (34)), which is associated with the path distribution of the reduced model, which lives in the macroscopic space. The main goal of this work is to construct a reduced model which corresponds to this transition density. In Section 5 we show how to construct this reduced model, which can be described by a \( \bar{d} \)-dimensional time dependent state vector \( \bar{x} = \Pi x \), and \( \bar{J} \) reaction channels \( (\bar{\nu}_j, \bar{a}_j) \) \( j=1 \), where \( \bar{\nu}_j \) is a \( \bar{d} \)-dimensional state change vector properly constructed by considering the full model stoichiometry, and \( \bar{a}_j = \bar{a}_j(\bar{x}; \theta), \ j=1,2,...,\bar{J} \) its propensity functions, with \( \theta \in \Theta \) a \( \bar{K} \)-dimensional vector of model parameters. The definition of \( \bar{\nu} \) is given in (52) while the definition of \( \bar{a} \) is given in (51).
In this work, propensity functions in the reduced model have the same functional form of the corresponding full model propensity functions. Two main reasons apply. First, from the modeling point of view, usually it is desirable that the functional form of the propensity functions belong to the same parametric space as the full model. In the biochemical literature, propensity functions usually include mass-action and Michaelis-Menten type of expressions, but may in general include closed form expressions. As a consequence the dependence of the propensity functions on the parameters is usually non-linear. Second, in the context of biochemical reaction networks, each state variable is associated with a different species and in some cases with physical location. Therefore, even a linear transformation may be difficult to interpret and thus render the reduction meaningless.

4.3. Loss function for times-series data training

The following theorem allows to connect the optimization problem (32) with the macroscopic space of state variables. This theorem also provides a pathwise relative entropy representation for the Euler CLE case and shows computable quantities that can be trained by means of the microscopic data.

**Theorem 4.1.** Let $P_{0:T}$ be the path distribution of the Euler CLE approximation of a RN $((\nu_j,a_j))_{j=1}^{J}$, and $Q^\theta_{0:T}$ be the path distribution of a parameterized approximation. Let $\Pi : \mathbb{R}^d \rightarrow \mathbb{R}^d$ be a linear map as in (33). Then, we have

$$\arg \min_{\theta \in \Theta} \mathcal{R}(P_{0:T} || Q^\theta_{0:T}) = \arg \min_{\theta \in \Theta} [R_{0:T}(\theta) + M_{0:T}(\theta)] \quad (35)$$

where

$$R_{0:T}(\theta) := \sum_{i=1}^{T} R_i(\theta), \quad M_{0:T}(\theta) := \sum_{i=1}^{T} M_i(\theta) \Delta t_i, \quad \Delta t_i > 0,$$

and

$$R_i(\theta) := \frac{1}{2} \mathbb{E}_{\nu_{i-1}} \left[ \text{Trace} \left( \Pi \Sigma(\theta) \Pi^* \Sigma^{-1}(\bar{x};\theta) \right) - \log \det \left( \Pi \Sigma(\theta) \Pi^* \Sigma^{-1}(\bar{x};\theta) \right) \right],$$

$$M_i(\theta) := \frac{1}{2} \mathbb{E}_{\nu_{i-1}} \left[ (\bar{b}(\bar{x};\theta) - \Pi b(x))^* \Sigma^{-1}(\bar{x};\theta)(\bar{b}(\bar{x};\theta) - \Pi b(x)) \right]. \quad (36)$$

Here $\Sigma(x) = \sigma(x)\sigma^*(x)$, where $\sigma(x) = \nu \sqrt{\text{diag}(a(x))}$ and $b(x) = \nu a(x)$ are the diffusion and drift coefficients of the Euler CLE approximation of
\[(\nu_j, a_j)_{j=1}^J\) respectively. Moreover, \(\bar{\Sigma}(\bar{x}, \theta) = \bar{\sigma}(\bar{x}, \theta)\bar{\sigma}^{tr}(\bar{x}, \theta)\) with \(\bar{\sigma}\) and \(\bar{b}\) the reduced RN \((\bar{\nu}_j, \bar{a}_j)_{j=1}^J\) diffusion and drift coefficients respectively.

The proof of this Theorem is presented in the Appendix. Notice that this result allows to optimize the parameter vector \(\theta\) by considering the drift associated to the reduced model, \(\bar{b}(\bar{x}, \theta) = \nu \bar{a}(\bar{x}, \theta)\), and the projected microscopic drift, \(\Pi \nu a\), instead of the microscopic drift, since the pathwise quantities \(R_{0:T}(\theta)\) and \(M_{0:T}(\theta)\) can be computed in the macroscopic state space.

The macroscopic pathwise quantity
\[
F_{0:T}(\theta) := R_{0:T}(\theta) + M_{0:T}(\theta)
\]  
(37)
can be then interpreted as a pathwise loss function whose minimization allows to determine the optimal value of the approximating distribution set of parameters. We notice that the \(R_{0:T}\) term acts as a penalization term for \(M_{0:T}\) by the discrepancy of \(\bar{\Sigma}\) from \(\Pi \Sigma \Pi^{tr}\).

A simplified loss function. Next, we derive a simplified loss function from (37) that substantially simplifies the numerical method search space, and therefore the associated computational work to find its solution. First we notice that
\[
R_i(\theta) \geq \frac{\bar{d}}{2}, \quad \text{for } \theta \in \Theta,
\]  
(38)
with equality if and only if \(\bar{\Sigma} = \Pi \Sigma \Pi^{tr}\). This is proved in Proposition 9.2 (see Appendix). Replacing in (37) \(\bar{\Sigma}\) by \(\Pi \Sigma \Pi^{tr}\) we obtain
\[
F_{0:T}(\theta) \bigg|_{\bar{\Sigma} = \Pi \Sigma \Pi^{tr}} = R_{0:T}(\theta) + M_{0:T}(\theta) \bigg|_{\bar{\Sigma} = \Pi \Sigma \Pi^{tr}}
\]  
\[
= T \frac{\bar{d}}{2} + \sum_{i=1}^T M_i(\theta) \bigg|_{\bar{\Sigma} = \Pi \Sigma \Pi^{tr}} \Delta t_i
\]  
\[
= T \frac{\bar{d}}{2} + \frac{1}{2} \sum_{i=1}^T E_{\nu_{i-1}} \left[ \|\bar{b}(\bar{x}; \theta - \Pi b(x))\|_\Pi^2 \right] \Delta t_i,
\]
where the norm \(\| \cdot \|_\Pi^2\) is defined as
\[
\|z\|_\Pi^2 := z^{tr}(\Pi \Sigma \Pi^{tr})^{-1} z.
\]  
(39)
Finally, ignoring the constant $T \frac{d}{2}$ we have the following simplified loss functional

$$E_{0:T}(\theta) := \frac{1}{2} \sum_{i=1}^{T} \mathbb{E}_{\nu_{i-1}} \left[ \|\bar{b}(\bar{x}; \theta) - \Pi b(x)\|_H^2 \right] \Delta t_i.$$  

(40)

By applying the same approximation as in Section 3.5, i.e. (26) we obtain

$$E_{0:T}(\theta) \approx \hat{E}_{0:T}(\theta) := \frac{1}{2} \sum_{i=1}^{T} \|\bar{b}(\Pi z_i; \theta) - \Pi b(z_i)\|_H^2 \Delta t_i.$$  

(41)

As before, the sequence $(z_i)_{i=0}^T$ corresponds to the mean-field part of (26), replaced by the time series data (12).

We then solve the following optimization problem

$$\min_{\theta \in \Theta} \hat{E}_{0:T}(\theta),$$  

(42)

by considering steepest descent and Newton-Raphson type of methods, recalling that the Hessian of the relative entropy is the Fisher Information Matrix. In this work, we do not explore further this topic, and we use instead standard optimization packages to find a numerical solution, in particular MATLAB 2016b.

**Remark 4.2.** The optimization principle in (35) can be further extended to obtain an improved time-dependent optimal parameterization, which is obviously more demanding in terms of computational work. That is, obtain

$$\theta_{0:T}^* = (\theta_{i}^*)_{i=1}^{T}, \quad i=1, 2, ..., T,$$

by optimizing

$$\arg \min_{(\theta_i)_{i=1}^{T}} \frac{1}{2} \sum_{i=1}^{T} \mathbb{E}_{\nu_{i-1}} \left[ \|\bar{b}(\bar{x}_i; \theta_i) - \Pi b(x_i)\|_H^2 \right] \Delta t_i.$$  

**Remark 4.3.** In the case that the matrix $\bar{\Sigma}$ is singular, the conclusions of Theorem 4.1 are still valid, by means of the Moore-Penrose generalized inverse instead of the inverse, and the pseudo-determinant instead of the determinant in (36). We refer to [102] and references therein for additional details.

In the next Section we present a procedure to construct the reduced model, i.e., how to choose $\bar{\nu}$ and $\bar{a}$, such that $\bar{b} = \bar{\nu}\bar{a}$ and $\bar{\sigma} = \bar{\nu} \text{diag}(\sqrt{\bar{a}})$ are the drift and diffusion terms of the reduced model.
5. Model reduction procedure

In this section we present an information-based model reduction procedure for high-dimensional reaction networks. The goal is to construct a suitable reduced model in a principled and efficient manner using the tools of Section 3.4. This is achieved in several steps:

Step 1. Selecting parameters and reaction channels The reduction method starts with the estimation of the full model pFIM (19) by using the available time series (12) to determine the parameters that accumulate at least $\kappa\%$ (usually 97% or 99%) of the total information. This criterion determines a set of parameter indexes $\mathcal{P} \subseteq \{1, 2, ..., K\}$ to include in the reduced model and later train (in Step 4). By means of the $\varphi$ map, (3), we determine a set of reaction channel indexes to include in the reduced model, $\mathcal{J}_\mathcal{P}$. This set is if indexes correspond to reactions that include at least one sensitive parameter as per the pFIM diagonal. Finally, notice that parameter map $\Gamma$ (57) is also determined by $\mathcal{P}$.

Step 2. Selecting variables Given the set of reaction channels $\mathcal{J}_\mathcal{P}$ from Step 1, define a state variable map $\Pi$ that contains every species that takes part in the stoichiometry of any reaction $j \in \mathcal{J}_\mathcal{P}$. The set of species (or state variables) that satisfies the aforementioned relation, are selected to be the species of the reduced model, and denoted by $\mathcal{S}_\mathcal{P}$.

Step 3. Construction of a parameterized family of reduced models

Given $\mathcal{J}_\mathcal{P}$ and $\mathcal{S}_\mathcal{P}$, construct a family of candidate reduced models of the form $((\bar{\nu}_j, \bar{a}_j))_{j=1}^J$, parameterized by the sensitive parameters of the full model in the sense (24), and taking into account the stoichiometry structure. This step includes the definition of $\bar{\nu}_j$ and $\bar{a}_j = a_j(\bar{x}; \theta)$, where $\theta$ is the parameter vector of the reduced model.

Step 4. Model training By means of the loss function (41) the reduced model parameters, denoted by $\theta$, are fitted to the time series data (12). This optimization also provides a goodness-of-fit in terms of entropy loss.

Step 5. Validation Determine if further reaction channels should be added to the reduced model, by means of computing a suitable distance on the time series data (12).
Step 6. Iteration Finally, previous steps can be subsequently iterated to obtain either alternative or further reduced models that can provide a better fit.

The whole model reduction process (Step 1–6) is depicted in Figure 3.

Next, we describe Step 1–6 in full detail.

5.1. Parameter selection (step 1) By means of the information-based bound (24), we focus our sensitivity analysis of the full model on

\[ \xi_k := (\mathcal{I}(P_{0,T}))_{k,k}, \]  

(43)
which are the diagonal elements of the pFIM \([19]\) of the full model, which has pathwise distribution \(P_{0:T}\) \([15]\) and parameter vector \(c\). This corresponds to perturbations of full model parameters in the canonical directions, where \(\xi_k\) corresponds to parameter \(c_k\).

Let \(\xi_{\sigma(1)} > \xi_{\sigma(2)} > \ldots > \xi_{\sigma(K)}\) be the ordering from highest to lowest of the diagonal elements \(\xi_k\) where \(\sigma\) denotes a sorting permutation of the indexes. So \(\sigma(1)\) is the index of the parameter with the largest diagonal value in the pFIM. In the case that the pFIM is diagonal, this is equivalent to the sorted eigenvalues of the pFIM. Given the ordered set of diagonal elements, \(\{\xi_{\sigma(1)}, \xi_{\sigma(2)}, \ldots, \xi_{\sigma(K)}\}\), we say that the percentage of information contained in the corresponding parameters \(\{\sigma(1), \sigma(2), \ldots, \sigma(K)\}\) is

\[
\Xi_K := \frac{1}{\text{Trace}(\mathcal{I}(P_{0:T}))} \sum_{\ell=1}^{K} \xi_{\sigma(\ell)},
\]

(44)

where \(\xi_k\) is defined in \([13]\).

Now define

\[
P := \{\sigma(1), \sigma(2), \ldots, \sigma(K)\} \subseteq \{1, 2, \ldots, K\}
\]

(45)

as the set of parameter indexes intended to keep in the reduced model, such that

\[
\Xi_K \geq \kappa,
\]

(46)

where \(\kappa\) is a user defined threshold that represents \((\kappa \times 100)\)% of the total information preserved in the reduced model as per the trace of the full model pFIM. We collectively call these parameters as \textit{pFIM-sensitive parameters}.

In the examples studied in Section \([6]\) keeping the parameters whose pFIM values accumulate at least 95% of the total sum is enough to include all sensitive parameters for the time average of the species, in the sense of \([28]\).

More precisely, the reduction of the parameter space is considered as the application of a full rank linear map \(\Gamma : \mathbb{R}^K \to \mathbb{R}^\bar{K}\) such that

\[
c \mapsto (\Gamma c, \Gamma^\perp 1 c, \Gamma^\perp 2 c) = (\theta, u, \tilde{c}),
\]

(47)

where \(c \in \mathbb{R}^K\) is the full model parameter vector, \(\theta \in \Theta := \mathbb{R}^{\bar{K}}\) is the vector of sensitive parameters, \(u \in \mathbb{R}^{K'}\) is the vector of insensitive parameters but still relevant for the reduction as explained below, and \(\tilde{c}\) is the vector of irrelevant parameters. As presented in the Appendix, this map is implemented as a permutation matrix.
This map determines a partition in the full model parameter space, identifying sensitive parameters that will be included as parameters in the reduced model i.e., \( \theta = \Gamma c \), insensitive but relevant parameters that will be included as constants in the reduced model i.e., \( u = \Gamma^\perp_{1} c \), and irrelevant parameters that will be eliminated from the reduced model, i.e., \( \tilde{c} = \Gamma^\perp_{2} c \).

The distinction between \( \theta \) and \( u \) is relevant when fitting the reduced model to the given time series data (12) (see Step 4). This fitting is achieved by minimizing the information loss between the full model and the parameterized reduced model, and the number of dimensions of this optimization problem is given by the number of parameters of the reduced model.

The matrix representation of \( \Gamma \) map is presented in the Appendix, and is depicted in Figure 4.

![Figure 4: Schematic representation of mapping the full model parameters to reduced model parameters.](image)

**Remark 5.1.** Further information can be extracted from the pFIM (19), for example, the spectral analysis reveals the most and the least sensitive directions of the system around \( c \), which corresponds to the eigenvector with the largest/smaller eigenvalue. In the same direction, parameter identifiability can also be studied. Parameter identifiability is satisfied when all the eigenvalues of the pFIM are above a certain threshold (see [48]). For example, when the determinant one of the blocks is zero then the corresponding linear combinations of parameters are non-identifiable.

### 5.2. Reaction channel selection (Step 1)

Here we describe how reaction channels are selected in order to keep the most sensitive ones in the sense explained below. Notice that this is not the only way to select the relevant reaction channels. Given a set of sensitive
parameter indexes $\mathcal{P}$ (eq. (45)), the set of sensitive reaction channels is defined as the full model reaction channels that contain at least one sensitive parameter (indexed by $\mathcal{P}$), i.e.,

$$J_\mathcal{P} := \bigcup_{k \in \mathcal{P}} \varphi(k), \quad (48)$$

where $J_\mathcal{P}$ is the set of indexes of reaction channels that depends on the set of parameter indexes $\mathcal{P}$, with $|J_\mathcal{P}| = J$. That is, if $j \in J_\mathcal{P}$ then exists $k \in \mathcal{P}$ such that the propensity function $a_j$ explicitly depends on the parameter $c_k$. The formal definition of the reduced model propensity function is given in Section 5.4, equation (51).

5.3. Selecting variables (Step 2)

Here we describe how the matrix representation of the state variables full rank linear map $\Pi : \mathbb{R}^d \to \mathbb{R}^{\bar{d}}$, such that

$$x \mapsto (\Pi x, \Pi_{1:1} x, \Pi_{1:2} x) = (\bar{x}, \bar{y}, \tilde{x}), \quad (49)$$

is constructed. Here $\bar{x} \in \mathbb{R}^{\bar{d}}$ is the state space of the reduced model, i.e., the microscopic variables that take part in the stoichiometry of the selected reaction channels; $\bar{y} \in \mathbb{R}^{\bar{d}'}$ is the set of microscopic state variables that are not part of the stoichiometry of the selected reaction channels; and $\tilde{x} \in \mathbb{R}^{d-d-\bar{d}}$ is the set of microscopic state variables that are not included in the reduced model. As presented in the Appendix, this map is implemented as a permutation matrix.

Given the set of sensitive reaction channels $J_\mathcal{P}$ (eq. (48)), the map $\Pi$ is in fact a projection on a smaller number of variables $\bar{x}$, corresponding to the species that take part in the stoichiometry of the sensitive reaction channels. In this way, the state variables included in the reduced model are determined by $J_\mathcal{P}$ and the stoichiometry structure of the full model, that is, $\nu_{in}$ and $\nu_{out}$. We denote with $S_\mathcal{P}$ the set of indexes of variables that take part on the stoichiometry of the sensitive reaction channels $J_\mathcal{P}$, i.e.,

$$i \in S_\mathcal{P} \iff \exists j \in J_\mathcal{P} \text{ for which } (\nu_{in})_{i,j} > 0 \text{ or } (\nu_{out})_{i,j} > 0. \quad (50)$$

These variables are selected because are part of the stoichiometry of the sensitive reaction channels, and therefore are considered necessary for constructing the reduced model.
Since a propensity function may depend on any state variable, and not only the ones that take part in the stoichiometry, we define the complement of $\Pi$ by $\Pi^{\perp,1}$ and $\Pi^{\perp,2}$. The first one takes into account, for each $j \in J_P$, the state variables that are included in the respective propensity function $j$ and not in the stoichiometry reaction channel $j$. In this work, those state variables are not included in the reduced model as variables, but time averages, as explained below in Section 5.4. Those variables are in fact relevant but not necessary for constructing the reduced model, and therefore modeled as constant values.

The matrix representations of $\Pi$ and its complements are presented in the Appendix, and is depicted in Figure 5.

![Figure 5](image_url)

**Figure 5:** Schematic representation of the full model state variables to reduced model state variables.

### 5.4. Construction of a parameterized family of reduced models (Step 3)

Here we present a particular method to construct the parametric family of reduced models. Let $(\nu_j, a_j)_{j=1}^J$ be the full RN, as defined in Section 2. Let $P$ be a set of parameters to include in the reduced model, and $J_P$ be the corresponding set of reaction channels (from Step 1 and Step 2). Let $\bar{x} = P x$ denote the macroscopic state, and recall that $x$ can be decomposed as $(\Pi x, \Pi^{\perp,1} x, \Pi^{\perp,2} x) = (\bar{x}, \bar{y}, \tilde{x})$ (49). Let $\theta = \Gamma c$ denote the reduced model parameter vector, and recall that the microscopic parameter vector can be decomposed as $(\Gamma c, \Gamma^{\perp,1} c, \Gamma^{\perp,2} c) = (\theta, u, \tilde{c})$ (17).

Let $x_{0:T}$ denote the time average of the microscopic data $(x_i)_{i=0}^T$ (12),

$$x_{0:T} := \frac{1}{T} \sum_{i=1}^T x_i \Delta t_i.$$
for a non-uniform time step $\Delta t_i$.

We define the reduced model propensity functions as follows. For $j \in \mathcal{J}_r$ there is a $k \in \{1, 2, \ldots, J\}$ such that

$$a_k(\bar{x}; \theta) := a_j((\bar{x}, \Pi^{1,1}x_{0:T}); (\theta, u)),$$

(51)

where $\bar{x} \in \mathbb{R}^d$, $\theta \in \mathbb{R}^K$.

Some observations apply. The reduced model propensity functions are defined to have the same functional form than its full model counterparts, but evaluated at $(\bar{x}, \Pi_{\perp}, 1_{x_0:T})$ and its parameters evaluated at $(\theta, u)$[47]. Since $j \in \mathcal{J}_r$, the full model propensity function $a_j$ depends explicitly on state variables $\bar{x} = \Pi x$ and $\bar{y} = \Pi^{1,1}x$ only. For the same reason, it only depends explicitly on parameters $\theta = \Gamma c$ and constants $u = \Gamma_{\perp,1} c$. Here we choose $\bar{y}$ to be equal to the projection of the time average of the data, $\Pi^{1,1}x_{0:T}$. This is a natural choice consistent with long-term behaviour assuming that the time-average limit of the mean field approximation of the full model, $z(t)$, in the sense that $\lim_{t \to +\infty} \frac{1}{T} \int_0^T y(t) \, dt = z_\infty$, where $z_\infty$ is a constant.

The reduced model stoichiometry is defined as follows. For $i \in \mathcal{S}_r$ and $j \in \mathcal{J}_r$ as

$$(\bar{\nu}_{in})_{k,l} := (\nu_{in})_{i,j} \quad \text{for} \quad k = 1, 2, \ldots, \bar{d}, \ l = 1, 2, \ldots, \bar{J},$$

(52)

where the indexes $k = k(i)$ and $l = l(j)$ preserve the order of $i$ and $j$, and similarly for $\nu_{out}$. Then $\bar{\nu} = \bar{\nu}_{out} - \bar{\nu}_{in}$.

It is important to notice that this reduction method focuses on the stoichiometry, i.e., structure of the reaction network, and not on the propensity functions. This allows to take advantage of the natural sparsity of the $\nu$ matrix and to use the full model function space for the reduced model propensity functions.

5.5. Model training (Step 4)

Given the times series data $(x_i)_{i=0}^T$[12] with non-uniform step $\Delta t_i$, we numerically find $\theta^*$ by maximizing the loss function[41]

$$\arg \min_{\theta} \frac{1}{2} \sum_{i=1}^T \| \tilde{b}(\bar{x}_i; \theta) - \Pi b(x_i) \|^2_{\Pi} \Delta t_i,$$

(53)

where $\tilde{b}(\bar{x}; \theta) = \bar{\nu} \bar{a}(\bar{x}; \theta)$ and the norm $\| \cdot \|^2_{\Pi}$ as in[39]. Here we fit by using the time series[12].
Even though the loss function $E_{0:T}(\theta)$, as given in formula (40), is based on the discrete-time Markovian process (13) here we restrict the optimization to the times series (12) by using the mean-field approximation given in Section 3.5.

\[\text{RM drift and diffusion: } \bar{b}(\cdot; \theta), \bar{\sigma}(\cdot; \theta)\]

\[\text{Projected full model drift } \Pi_b\]

\[\text{Data: } (x_i)_{i=0}^T\]

Loss function training by numerical optimization of (53)

\[\text{Output: } \theta^*\]

Figure 6: Training step flow.

5.6. Validation and improvement of the reduced RN (Step 5 and Step 6)

In this step, we assess the quality of the mean-field trajectories generated by a fitted reduced model (as obtained in Step 4) and the mean-field trajectories generated by the full model. This comparison can be also performed by using the times series data (12) instead of the full model mean-field. We opt for using the former one. Also, we discuss how the reduced model may be expanded by adding reaction channels of a given species of interest. Suppose that, in a given a fitted reduced model with a set of species $\mathcal{S}$, exists a species of interest $i \in \mathcal{S}$ such that

$$\sup_{t \in [0,T]} \frac{|z_i(t) - \bar{z}_i(t)|}{z_i(t)} > TOL,$$

where $z_i(t)$ denotes the full model mean-field trajectory of the $i$-th state component, and, similarly $\bar{z}_i$, is the mean-field trajectory generated with the reduced model, for a user defined relative tolerance $TOL > 0$. The goal of this validation step is to reduce the gap

$$\sup_{t \in [0,T]} \frac{|z_i(t) - \bar{z}_i(t)|}{z_i(t)} - TOL,$$

by using an alternative method than incrementing the information threshold $\kappa$. As it can be seen in Step 1 (equations (44) and (46)), by modifying the
information threshold $\kappa$, we can obtain different families of parameterized reduced models. Since the diagonal of the pFIM determines a linear order on the parameters, any reduced model that can be obtained by changing the information threshold $\kappa$ are nested in terms of species and reaction channels. We now discuss an idea to obtain models that are not attached to this nested hierarchy. We focus on a one step analysis, that can be easily extended to a multi-step by traversing the graph defined by the stoichiometry structure of the full model. Let $\mathcal{J}_i$ be the set of reaction channel indexes such that for $j \in \mathcal{J}_i$, we have $(\nu_{in})_{i,j} > 0$ or $(\nu_{out})_{i,j} > 0$.

that is, $\mathcal{J}_i$ denotes the set of reaction channels in which species $i \in S$ takes part in the stoichiometry. Then, if $\mathcal{J}_i \setminus \mathcal{J}_p$ is not empty, a new state variables map can be defined as in Section 5.3, equation (50), but using $\mathcal{J}_p \cap \mathcal{J}_i$ instead of $\mathcal{J}_p$ in (50). A simple illustration of this extension idea is presented in the first example of Section 6.1.

The following example presents the reduction of a simple model to illustrate the previously discussed steps.

Example 1. Given the following network with species $S = (S_1, S_2, S_3)$ and parameters $c = (c_1, c_2, c_3, c_4, c_5) = (1/2, 1/4, 1/2, 50, 1)$:

$S_1 + S_2 \xrightarrow{c_1} S_2 + S_2$

$S_2 + S_2 \xrightarrow{c_2} S_1 + S_2$

$S_2 + S_3 \xrightarrow{c_3} S_3 + S_3$

$S_1 \xrightarrow{c_4} S_3$

we have, for the state variable $x(t) = (x_1(t), x_2(t), x_3(t))$, the propensity functions

$a_1(x; c) = c_1 x_1 x_2$, $a_2(x; c) = c_2 x_2 x_2$, $a_3(x; c) = c_3 x_2 x_3$, $a_4(x; c) = c_4 x_1 / (c_5 + x_1)$.

This model contains 3 mass-action kinetic type of reaction channels (first three) and 1 Michaelis-Menten approximation type of reaction channel (last one). In Figure 7 for $T=2/10$, we show the pFIM and the sensitivity indexes for the time average of the state variables, computed by using the adjoint method (28).

Although the ordering of the pFIM from high to low values provides a measure of the sensitivity with respect to the parameters, we focus on reducing
the parametric space by screening out the most insensitive parameters. By considering 80% of the total information, the two most sensitive parameters for the time average of the state variables of species $S_1$ and $S_2$ are correctly identified, and also the most sensitive parameter of species $S_3$. By considering 90% of the total information, the three most sensitive parameters for the time average of state variables of species $S_1$ and $S_2$ are correctly identified, and the two most sensitive parameters for $S_3$.

In the following table we show the sets $\mathcal{P}(\kappa)$ and $\mathcal{J}_P(\kappa)$ for $\kappa \in \{0.8, 0.9, 0.97\}$. Notice that parameter $p_5$ is insensitive up to at least 97% of the total information.

| pFIM % | 80          | 90          | 97          |
|--------|-------------|-------------|-------------|
| $\mathcal{P}$ | {1, 3}      | {1, 3, 4}   | {1, 2, 3, 4}|
| $\mathcal{J}_P$ | {1, 3}      | {1, 3, 4}   | {1, 2, 3, 4}|

In Figure 7 we show the comparison between the mean-field trajectories of the full model versus the reduced one, for $\kappa \in \{0.8, 0.9\}$. At 99% of total information, the trajectories are virtually the same.

For $\kappa = 0.9$ we have the following maps: $\Pi x = x$ (no reduction in the number of variables), $\Gamma c = (c_1, c_3, c_4)$, and $\Gamma^{1.1} c = (1)$, because $c_5 = 1$. Since parameter $c_2$ is not sensitive at this level, reaction channel $S_2 + S_2 \xrightarrow{c_2} S_1 + S_2$ may be discarded in this reduced model.

We now show a possible reduced model at total information level $\kappa = 0.9$. Recall that there is no reduction on the number of species (or variables) so
Figure 8: Log plot of mean-field trajectories. Solid lines correspond to the reduced model and thick dashed lines to the original model at 80% (left) and 90% (right) of total information.

we have $S_1, S_2, S_3$, and we can safely eliminate reaction channel number two to get

$$S_1 + S_2 \xrightarrow{\theta_1} S_2 + S_2$$
$$S_2 + S_3 \xrightarrow{\theta_2} S_3 + S_3$$
$$S_1 \xrightarrow{\theta_3} S_3$$

so we have, for the state $\bar{x}(t) = (\bar{x}_1(t), \bar{x}_2(t), \bar{x}_3(t))$ the following propensity functions

$$\bar{a}_1(\bar{x}; \theta) = \theta_1 \bar{x}_1 \bar{x}_2, \quad \bar{a}_2(\bar{x}; \theta) = \theta_2 \bar{x}_2 \bar{x}_3, \quad \bar{a}_3(\bar{x}; \theta) = \theta_3 \bar{x}_1/(1 + \bar{x}_1).$$

Notice that this reduced model has 3 parameters and a constant (equal to 1) in the third reaction channel (Michaelis-Menten type). The optimal parameter values are $\theta^* = (0.4327, 0.4938, 51.8668)$, with a relative entropy value of 0.0118. To compare, the relative entropy of the full model parameters, $\theta = (c_1, c_3, c_4) = (1/2, 1/2, 50)$, is 0.63379 and of $\theta = (1, 1, 10)$ is 56.9164.

**Remark 5.2** (Computational work considerations of the reduced model construction). One of the main advantages of the reduction method presented in this work is its feasibility in terms of computational work. From the algorithmic point of view, there are three main computational steps to construct the reduced model (not including the fitting step):
1. Computing the pFIM (19) and determine the sensitive parameter set $\mathcal{P}$: As previously mentioned, in virtue of its block diagonal structure (see Figure 2), this step can be achieved with a computational work roughly of the order of the number of parameters of the full model, $K$.

2. Parameter mapping: Work to construct $\Gamma$ (57) is of order $K$ and to construct $\Gamma^{-1,1}$ (58) is linear on $|\mathcal{J}_P|$, which is of order of the number of reaction channels, $J$.

3. State variable mapping: Work to construct $\Pi$ (59) is linear on $|\mathcal{J}_P|$ which is of order $J$. Work to construct $\Pi^{-1,1}$ (62) is linear on $|\mathcal{J}_P|$ which is of order $J$, and requires additional storage of the order of the dimension of the state space, $d$.

Remark 5.3 (Other strategies to construct the parameterized family). As long as the state map $\Pi$ is linear and orthogonal, the general form of the loss function applies, assuming the data comes from an Euler discretization of the CLE. Otherwise, the loss function needs to be rederived from the relative entropy as we did in Theorem 4.1. To construct the state map, $\Pi$, one can use our pFIM approach, or other criteria for variable selection.

6. Numerical experiments

In this section we demonstrate the applicability of our method by analyzing 3 models taken from the literature: A protein homeostasis network in a sloppy regime [76], a Epidermal Growth Factor Receptor (EGFR) model [46], and a Mammalian Circadian clock model that presents dynamics dominated by oscillations [59]. The parameter values, as well as initial conditions, quantities of interest, and time horizon of the study are taken from the model database [26, 60], from the manually curated section. In the first case, we consider a particular regime studied in the corresponding paper, in which is possible to obtain a substantial reduction both in the number of state variables (or species) and in the number of parameters and reaction channels. In the second example we analyze a non-sloppy model of signalling phenomena, and finally, in the third example, we reduce a model whose dynamics are dominated by non-trivial oscillatory behaviour. In all three examples, even though the models were carefully designed by researchers, significant model reductions are achieved.
6.1. Protein homeostasis

Model description

Loss of protein homeostasis is the common link between neuro-degeneration disorders which are characterized by the accumulation of aggregated protein and neuronal cell death. The authors in [76] examined the role of both Hsp70 and Hsp90 under three different regimes: no stress, moderate stress and high stress. This reaction network consists of 52 species and 80 reactions with propensities being of mass-action kinetics type. The reaction constants, the initial population and time interval, $[0, T], T=10$, are taken from [76] and [26]. The authors study a regime of no stress, in which most of the classical sensitivity indexes as per (28) are close to zero. Recall that we consider that a system is in a sloppy regime when most of the information contained in the pFIM is accumulated in a reduced number of parameters (see Figure 9). In this work, we study the Protein Homeostasis model in this regime as an example of substantial model reduction, both in the number of species and in the number of parameters and reaction channels. Every plot shown refers to the time interval $[0, T]$.

Selecting parameters and reaction channels (Step 1)

We start this example by noticing that 10 out of 87 parameters accumulate at least 95% (precisely, 96.524%) of the total information as per the pFIM diagonal (44), as shown in Figure 9. Total information of a set of parameters is a natural and intuitive measure that allows to choose a meaningful set of parameters for information-based model reduction. Notice

As a comparison, in Figure 10 we plot the sensitivity indexes of the time average of the species (see (25)), computed by using the adjoint deterministic method (see (28)). The time average is considered as a pathwise quantity of interest for assessing the quality of the reduced model for replicating the full dynamics. The axis containing the parameter indexes, are sorted by using the diagonal values of the pFIM (see (24)). The group of parameters with largest sensitivity indexes as per the adjoint method appears in the rightmost side of the plot.

By comparing both figures, we can note that the aforementioned 10 parameters, that represent more than 95% of the total information as per the pFIM diagonal, include the most sensitive parameters as per the adjoint method, for the time average of the species. This stresses the fact that by considering a large amount of the total information as per the pFIM diagonal, sensitive parameters in the classical sense (28), for the time average, is likely
Figure 9: Total information as per the pFIM diagonal (see (44) and (46)). It can be seen that the parameters that represent at least 95% of the total information as per the pFIM (10 parameters), contains the most sensitive parameters, as shown in Figure 10.

Figure 10: Sensitivity indexes for the time average of the species (see (28)). Parameter axis is ordered by the diagonal of the pFIM. The computational work required to compute these indexes is of the order of Parameters $\times$ Species.

to be classified as pFIM sensitive. We empirically observed this fact in several examples contained in the EMBL-EBI BioModels database [26]. Notice, however, that the two parameters that accumulate most of the information as per the pFIM diagonal (parameters $c_{42}$ and $c_{43}$) are not sensitive with respect to the time average (see the two rightmost part of the plot in Figure...
Finally, we recall that in the case of high-dimensional models, the computational work required to compute the sensitivity indexed by the adjoint and related methods is usually prohibitive (see Remark 3.4). For computing the pFIM, a computational work of the order of the number of parameters is required (see Section 3.3). This can be readily seen by comparing Figure 10 with Figure 9.

In Figure 11 (left pane) we show the pathwise information geometry for the full model, that is, how the total information is structured in the network described by the stoichiometry. This plot distinguishes sensitive reaction channels (see (48)). We show reaction channels and species in a circumference, where black dots depicts reaction channels and red dots, species. A link between one reaction channel and one species shows the stoichiometry structure, that is, which species takes part in the stoichiometry of which reaction channels (see “Block diagonal structure of the pFIM” in Section 2), and the color of the link represents the total information as per the pFIM diagonal of that particular reaction channel. That is,

\[ j\text{-th link color} = \frac{1}{\sum_{\ell=1}^{J} \sum_{k \in \mathcal{K}_\ell} \xi_k} \sum_{k \in \mathcal{K}_j} \xi_k, \]  

(54)

where \( \xi_k = (I(P_{0,T}))_{k,k} \) (eq. (43)), and \( \mathcal{K}_j := \{ k \in \{1, 2, ..., K\} : j \in \varphi(k) \} \). Finally, \( \varphi \) is defined in (3).

Figure 11: Stoichiometry and information. Black dots: reaction channels, red dots: species. A link shows stoichiometry of each reaction channel. The color of the link shows the total information of the corresponding reaction channel (see 54). Left: Full model. Right: Reduced model, including at least 95% of the total information as per the pFIM diagonal (44). In the plot, species indexes are shown, while species names are given in Figure 12.
Selecting variables (Step 2)

In Figure 11 (right pane) we show only the sensitive reaction channels (48) and species (50), for $\kappa = 0.95$. Dotted lines show, for the sensitive species (i.e., included in the reduced model), the stoichiometry relations with reaction channels not included in the reduced model. For example, species $S_4$ (see right pane of Figure 11) takes part in the stoichiometry of reaction channel $j=4$ (R4 in Figure 11) but this reaction channel is not included in the reduced model because contains no pFIM-sensitive parameters.

In this plot we can identify an almost isolated sensitive subsystem in the stoichiometry of this network. That is, this network has a few sensitive reaction channels that affect only a few species, and those species are mainly affected by those reaction channels. This latter is shown by dotted black links in right pane of Figure 11.

Species $Hsp70$ and $Hsp90$ ($S_7$ and $S_4$ respectively, see Figure 12), which are the main quantities of interest measured in [76], are already chosen in the first iteration of our method for $\kappa=0.95$. This is because both species take part in the stoichiometry of a sensitive reaction channel for the specified $\kappa$. Note that any particular species that may be of interest, even if it is sensitive, can be also included in the reduction procedure presented in this work.

Reduced model (Step 3 and Step 4)

In Figure 12 we compare in a log scale the mean-field trajectories of the species included in the reduced model for $\kappa=0.95$, and the respective mean-field trajectories of the same species in the full model. We also show a comparison between the time average on $[0, T]$ of the full model versus the corresponding reduced one. Names of the species included in the reduced model are given in both plots of Figure 12.

To visually compare how the amount of information as per the pFIM included in the reduced model affects the resulting mean-field trajectories, in Figure 13 we show, as in Figure 12, a comparison of the mean-field trajectories of the full model but in this case versus a reduced model for $\kappa=0.93$. It can be clearly seen that the trajectory of one of the species in the reduced model has very different dynamics than in the full model. This explains why the information loss and the pathwise distance are much larger than the case with $\kappa=0.95$ (see Table 1).

In Table 1 we show different reduced models, according to total information as per the pFIM (first column). In the second, third and fourth columns we show the number of reaction channels, parameters and species
Figure 12: Left: Mean-field trajectories of the species indexed by $S_P$. Solid lines correspond to the reduced model and thick dashed lines to the full model at 95% of total information. Right: Time average of species in the reduced model (circle), vs. the full model (star) at 95% of total information as per the pFIM diagonal.

Figure 13: Mean-field trajectories and time average of species indexed by $S_P$, at 93% of total information. Dynamics of species $Hs f 1$ is different in the reduced model. Compare the trajectories versus a reduced model with 95% if total information (Figure 12).

in the reduced model respectively. Column “Loss” shows the value of the loss function (40) at which $\theta^*$ is achieved, by numerically solving problem (53). When the information as per the pFIM diagonal increases from 95% to 97%, the loss function at the optimal value also increases. Notice that the loss function value decrease (by a large factor) when the minimum total information to keep increases from 93% to 95%. This is due to the fact that an additional reaction channel is included in the reduced model while preserving the same number of species. This suggests that this reaction channel
is crucial to correctly represent the dynamics of those species.

| pFIM % | RM reacs | RM pars | RM specs | Loss (40) |
|--------|----------|---------|----------|-----------|
| 93     | 9        | 9       | 12       | 194.87    |
| 95     | 10       | 10      | 12       | 0.0168709 |
| 97     | 11       | 11      | 15       | 6.95971   |
| 99     | 13       | 13      | 18       | 6.97222   |

Table 1: Different reduced models as per total diagonal pFIM information. Observe the non-monotone behaviour of the loss function (40) as the number of species increase. The trajectories associated with the first two models (93% and 95%) are shown in Figure 13 and Figure 12 respectively.

Validation (Step 5)

In this step we assess the quality of the trajectories generated by different reduced models, and we compute two validation distances. In order to perform a detailed comparison, in Table 2 we show different models as per the total number of parameters kept (ordered by total information as per the pFIM diagonal). Column “path-dist” shows the following pathwise distance

\[
\max_{i \in O} \sup_{t \in [0,T]} \frac{|z_i(t) - \bar{z}_i(t)|}{z_i(t)},
\]

(55)

where \(O\) is a fixed set of species, \(z\) denotes the full model mean-field trajectories, and \(\bar{z}\) the mean-field trajectories generated with the reduced model. By means of fixing the set of species, we can compare reduced models with different number of species. If \(z_i(t) = 0\) then the quotient is defined to be equal to \(\bar{z}_i(t)\). Finally, column “SS-dist” shows the following time average distance

\[
\max_{i \in O} \frac{|z_{0:T,i} - \bar{z}_{0:T,i}|}{z_{0:T,i}},
\]

(56)

where \(O\) is a fixed set of species, \(z_{0:T}\) is the time average \(z_{0:t} := \frac{1}{T} \int_0^T z(s)ds\) of the full model mean-field, and \(\bar{z}_{0:T}\) its corresponding counterpart in the reduced model.

It is important to note that, as the total information increases (93% → 95% → 97% → 99%), reduced models may have additional species. In order to compare them, in Table 2 we restrict the comparison to the set of species of the model that has 10 parameters (line 4 in the table).
### Table 2: Different reduced models as per total number of parameters in the reduced models.

| RM reacs | RM pars | RM specs | path-dist | SS-dist |
|----------|---------|----------|-----------|---------|
| 7        | 7       | 10       | 0.530     | 0.128   |
| 8        | 8       | 10       | 0.041     | 0.002   |
| 9        | 9       | 12       | 0.034     | 0.005   |
| 10       | 10      | 12       | 0.002     | 0.001   |

Distances shown in the last two columns are given in (55) and (56) respectively, where \( O \) is given by the set of species associated with the model that has 10 parameters (line 4 in the table). In such a way, we compare for the same species trajectories.

### Iteration (Step 6)

We first point out that, a first model selection is carried out by running the reduction procedure with different information thresholds (see Table 1 and 2). In this section we show a further strategy to improve a given reduced model. Suppose that it is required by the user to keep in the reduced model at least 99% of the total information. This reduced model, obtained by applying Steps 1-5, is the one shown in last line of Table 1. By inspecting the distance between the full model mean-field trajectories versus the reduced ones, we can observe that the reduced model dynamics of species Jnk-P (species index 33) is departing from the full dynamics (see Figure 14). To improve this model, as described in Section 5.6, we further include in the set of selected reaction channels \( \mathcal{J}_P \) all reaction channels in which species Jnk-P affects the

![Figure 14: Mean-field trajectories and approximate steady state of species indexed by \( S_P \), at 99% of total information (see last line of Table 1). Dynamics of species Jnk-P is different in the reduced model. Compare this reduced model vs the one at 95% of the total information in Figure 12. Trajectories of species previously included in that model are now correctly represented, but new species emerge.](image)
stoichiometry. In Table 3 we show the results. Two reaction channels are then added, with indexes $j=45$ and $j=79$, with stoichiometry

$$S_{33} + S_{34} \xrightarrow{c_{45}} S_{32} + S_{34}, \quad S_{33} + S_{33} \xrightarrow{c_{79}} S_{50} + S_{51}.$$  

Since parameters $c_{45}$ and $c_{79}$ are not pFIM-sensitive (and that is why these two reactions were not included in the original reduced model, plotted in Figure 14), they will be included in the reduced model as constants and not parameters. The number of species remains unchanged. This new augmented model is shown in Table 3. Notice the large drop in the information loss with respect to the information loss given in the last row of Table 1.

| pFIM % | RM reacs | RM pars | RM specs | Loss | path-dist | SS-dist |
|-------|----------|---------|----------|------|-----------|---------|
| 99    | 15       | 13      | 18       | 0.0203601 | 0.002     | 0.001   |

Table 3: Improved reduced model at 99% of total information. Notice the large drop in the information loss with respect to the information loss given in the last row of Table 1.

**Discussion**

This example presents a prototypical case of a model in a regime where significant reductions are possible. By considering the parameters that accumulate at least 95% of the total information as per (44), we observe a substantial reduction in terms of species and reaction channels while controlling the information loss and obtaining virtually identical mean-field trajectories. Only 12 out of 52 species are kept in the reduced model, and 10 out of 80 reaction channels. The number of parameters decreased from 87 to 10 (see Table 1).

We also presented the case that, for a given information threshold, there exists species for which the reduced model mean-field trajectories does not replicate the corresponding ones of the full model (see Figure 14). We also showed how to improve such a reduced model iteratively (see Table 3). In that respect, we demonstrated that iteration and validation components of our method are relevant for a meaningful reduction.

**6.2. Epidermal Growth Factor Receptor (EGFR) model**

**Model description**

This example is a well-studied model that describes signaling phenomena of mammalian cells, regulating its growth, survival and proliferation playing
a crucial role in many biological processes. This reaction network consists of 24 species, 47 reaction channels and 50 parameters. It has mass-action kinetics type and Michaelis-Menten approximation type of propensities. This model of signalling phenomena has a transient regime that corresponds to the time interval \([0,50]\) and also a stationary regime for \(T>50\). Here we consider the transient regime and the reaction constants, the initial population are taken from [46].

**Selecting parameters and reaction channels (Step 1)**

We start the analysis by noticing that that 25 out of 50 parameters accumulate at least 97\% (precisely, 97.244\%) of the total information as per the pFIM [44], as shown in Figure 15.

![Figure 15: Total information as per the pFIM](image)

Selecting variables (Step 2)

In Figure 16 (right pane) we show the sensitive reaction channels [48] and the corresponding species [50], that represent at least 97\% of total pFIM diagonal information. Dotted lines shows, for the selected species (i.e., associated with sensitive reaction channels), the stoichiometry relations with reaction channels not considered sensitive, and therefore, not included in the reduced model. We can observe that many reaction channels not considered sensitive affect many selected species. In principle, for a fixed \(\kappa\) this may affect the quality of the reduced model, since many reactions that may increase or decrease the populations/concentrations of the selected species
are not included in the reduced model. As seen in Figure 17 those missing reaction channels seems to be non essential.

**Reduced model (Step 3 and Step 4)**

In Figure 17 we compare the mean-field trajectories of the species included in the reduced model at $\kappa=0.97$, and the respective mean-field trajectories of the same species in the full model. We also show a comparison for the time average on $[0, T]$, of the full model versus the reduced model at $\kappa=0.97$. Most of the trajectories and time averages are correctly represented in the reduced model. The validation distances (55) and (56), which are properly normalized, are shown in Table 4.

**Validation (Step 5)**

In Table 4 we show different reduced models, according to total information as per the pFIM diagonal. Column “Loss” shows the value of the loss function (40) at which $\theta_{0:T}^*$ is achieved, by numerically solving problem (53). Observe the monotone reduction of the information loss, it has two large decays when going from 93% to 95% and from 97% to 99%. Distances shown in the last two columns are given by (55) and (56) respectively, where the set $\mathcal{O}$ is given by the set of species associated with each respective reduced model. That is, the set $\mathcal{O}$ associated with the second line (95%) correspond to the 20 species selected in that reduced model. Notice that the number

Figure 16: Stoichiometry and information. Black dots: reaction channels, red dots: species. A link shows stoichiometry of each reaction channel. The color of the link shows the total pFIM of the corresponding reaction channel (see 54). Left: Full model. Right: Reduced model, which includes at least 97% of the total information as per the pFIM diagonal (44). In the plot, species indexes are shown, while species names are given in Figure 17.
of selected species remain unchanged when increasing the total information from 95% to 97%, but three additional reaction channels are added to the reduced model. This results in lower information loss and also lower pathwise and steady state distance of the species trajectories. Model at 97% of total information as per the pFIM seems a good compromise between information loss and pathwise distances in comparison the reduction of species and reaction channels.

Table 4: Different reduced models as per total pFIM information for the EGFR model. Observe the monotone decrease of the information loss even though model has different number of species. Distances shown in the last two columns are given by (55) and (56) respectively, where the set $\mathcal{O}$ is given by the set of species associated with each respective reduced model.

| pFIM % | RM reacs | RM pars | RM specs | Loss | path-dist | SS-dist |
|--------|----------|---------|---------|------|-----------|---------|
| 93     | 19       | 20      | 19      | 1.45047 | 0.681 | 0.353 |
| 95     | 21       | 22      | 20      | 0.464843 | 7.776 | 3.824 |
| 97     | 24       | 25      | 20      | 0.16691 | 0.638 | 0.214 |
| 99     | 31       | 32      | 21      | 0.0469859 | 0.437 | 0.093 |

Discussion

This model is not in a sloppy regime but still we observe a significant reduction in terms of species, reaction channels and parameters, while con-
trolling the entropy loss and obtaining virtually identical mean-field trajectories for almost all the species. The number of species in the reduced model (at 97% of total information) is 20 (out of 24) and the number of reaction channels is 24 (out of 47) while the number of parameters is 25 (out of 50). Further details can be found on Table 4.

6.3. Mammalian circadian clock model

Model description

This reaction network consists of 16 species, 52 reactions and 52 parameters, the initial population and time interval, \([0, T], T=72\), are taken from [59] and [26]. This model presents oscillatory behavior in most of its species.

Selecting parameters and reaction channels (Step 1)

We start this example by noticing that 35 out of 52 parameters accumulate at least 95% (precisely, 95.051%) of the total information as per the pFIM diagonal (44), i.e., \(\kappa=0.95\), as shown in Figure 18.

![Figure 18: Total information as per the pFIM diagonal (44). Notice that 35 out of 52 parameters accumulate at least 95% (precisely, 95.051%) of the total information as per the pFIM diagonal.](image)

Selecting variables (Step 2)

In Figure 19 (right pane) we show the sensitive reaction channels (48) and corresponding species (50), at \(\kappa=0.95\). Dotted lines shows, for the selected species (i.e., included in the reduced model), the stoichiometry relations with reaction channels considered not sensitive and therefore not included in the
reduced model. Some sparsity can be observed in the stoichiometry of this reaction network.

*Reduced model (Step 3 and Step 4)*

In Figure 20 we compare the mean-field trajectories of the species included in the reduced model at 95% of information, and the respective mean-field trajectories of the same species in the full model. We also show a comparison between the time average of the full model versus the corresponding one of the reduced model at $\kappa=0.95$. Names of the species included in the reduced model are given in both plots of Figure 20.

*Validation (Step 5)*

In Table 5 we show different reduced models, according to total pFIM information. Every reduced model includes all 16 species, so every reduced model is already comparable in terms of the validation distances. Notice there are at least two candidate models. At 97% of total information we have virtually the same trajectories (not shown in the figures) but only 7 out of 52 reactions channels and 13 out of 52 parameters are discarded. At 95%, 21 out of 52 reaction channels are reduced and 17 parameters out of 52 are reduced but the mean-field trajectories of the reduced model seems out of phase with respect to the ones of the full model.
Figure 20: Left: Mean-field trajectories of species indexed by $S_P$ \cite{50}. Solid lines correspond to the reduced model and thick dashed lines to the full model. Right: Approximation of the mean-field steady state of species in the reduced model (circle), vs. the full model (star), for $t \in [0, T]$ at 95% of total information.

| pFIM % | RM reacs | RM pars | RM specs | Loss (10) | path-dist (55) | SS-dist (56) |
|--------|----------|---------|----------|-----------|---------------|--------------|
| 93     | 29       | 33      | 16       | 0.0109498 | 4.506         | 0.267        |
| 95     | 31       | 35      | 16       | 0.000820265 | 0.597       | 0.083        |
| 97     | 45       | 39      | 16       | 0.000381857 | 0.082       | 0.040        |
| 99     | 49       | 45      | 16       | 0.000172741 | 0.102       | 0.019        |

Table 5: Different reduced models as per total pFIM information. Since the number of species in every model is the same, the validation distances of the last two columns are applied to the same set of species. Notice the monotone decrease of the loss function.

Discussion

This model presents non-trivial oscillatory behaviour and there is no reduction on the number of species. Despite of this, the number of reaction channels and parameters are still reduced from 52 to 31 and from 52 to 35 respectively, by considering 95% of the total information as per the pFIM diagonal (see Table 5). The mean-field trajectories of this reduced model reasonably replicates the original ones (see Figure 20). Notice, however, a phase shift in some of its trajectories. Increasing the total pFIM to 97%, we obtain superior replication of the trajectories, but more parameters and reaction channels are kept in the reduced model.
7. Discussion and connections with related methods

In this section we discuss closely related state of the art on model reduction for biochemical reaction networks.

Sensitivity-based reduction methods. The aim of sensitivity analysis is to determine how certain quantities of interest of the system vary under perturbations to the model parameters and/or state variables. To reduce a given system by using this technique, the most common approach is simply to eliminate the parameters and/or state variables found to be the least sensitive. One of the advantages of sensitivity-based methods is the meaning preservation of the state variables and reaction channels.

Local sensitivity-based reduction methods \cite{61, 21, 2, 93, 92, 61} usually require to solve the system (28), and therefore are not suitable for high-dimensional networks (see Remark 3.4) not only due to the high dimension (number of parameters times number of state variables) but also the stiffness of the system to solve. Our method only requires to compute the pathwise FIM which is of the order of the number of parameters. A typical drawback of sensitivity-based model reduction approaches is that the elimination of low-sensitivity parameters may lead to unsatisfactory results. An example of this issue is presented in \cite{11}, for which the sensitivities of some of the reaction channels are close to zero, however the removal of these reactions would result in the shutdown of the whole reaction network. We applied our method to this model obtaining a substantial reduction without compromising the dynamics of any of the species present in the original model. If a matrix of sensitivity indexes is feasible to compute, principle component analysis (PCA) is a commonly used method to rank reaction channels and then determine which ones can be eliminated \cite{94, 22, 85}. As we previously mentioned, our method is amenable to combine with PCA by applying this analysis to extract further information from the pFIM, especially taking into account its block diagonal structure. We do not pursue this direction any further here.

Finally, the use of global sensitivity analysis for model reduction of biochemical reaction networks has seen limited application, due to the extremely high computational work requirements of these methods (see \cite{65, 11}). We anticipate that the main blocks of our method (i.e. model selection by means of the pFIM and its stoichiometry matrix and the use of a loss function in the macroscopic space for data training) can be of great help in applying global sensitivity analysis for model reduction of high-dimensional systems.
Optimization approaches. A technique that is usually related with the sensitivity-based reduction methods is the optimization approach. The aim is to reduce a system by testing candidate reduced models by minimizing an associated error metric to choose the best one. The optimization techniques vary in construction process of the set of candidate reduced models. In [65, 66], the authors present a method that combines a model reduction technique together with a parameter estimation algorithm. In this work, in order to reduce the number of parameters, the least influential reaction rates are set to zero. In this optimisation problem, the authors use a genetic algorithm to simultaneously identify parameter values and further eliminate unimportant reactions. This approach is demonstrated by the authors by developing two reduced models for the GTPase-cycle module of M1 muscarinic acetylcholine receptor starting from a detailed model of 48 reactions and obtained an accurate reduced model with 17 reaction channels. A similar approach is used in [35], for the case of polynomial or rational propensity functions. This approach is based on a integer quadratic programming optimization and also contains rate coefficients estimation in the reduced model to minimize the defined model error. This approach is demonstrated by the authors by reducing a model of the Arabidopsis thaliana circadian clock involving 7 state-variables and 27 reactions, from [62]. Even though we do not consider this model as high-dimensional, we applied our reduction method and obtained the same reduced model as in [62].

In [1, 73], the authors proposed a method to calculate the error associated with a model reduction algorithm. This approach is based on the error between observables of the original and reduced systems. A worst-case error bounds between the original and reduced systems in form of sum of squares are used to develop an optimization-based method for model reduction.

Timescale-based reduction methods. Alternatively, model reduction can be carried out by by exploiting timescale differences that are often present in biochemical systems [23]. Timescale analysis methods are one of the most widely used approaches for model reduction in the literature. These methods aim to partition the reaction network into different timescales by exploiting the several orders of magnitude difference that usually exist between reaction channel rates. This timescale difference allows to reduce a given model as certain species or reaction channels can be assumed to be constant with respect to the timescale of interest. A group of timescale exploitation methods that is close to our method is based on identifying species or reactions which can be classified to be on a
fast dynamics regime in comparison with the other ones, and therefore partitioning the reaction network into fast and slow components. Once such a partition has been found, the reduction of the system is achieved by means of the application of singular perturbation techniques. These methods are based on Tikhonov’s singular perturbation theory for the reduction of first order ODE’s going back at least to [91]. The aforementioned partition could be done in terms of species or reaction channels. Among the species-based partitioning methods the quasi-steady-state approximation (QSSA) is well-known for its application to the reduction of the Michaelis–Menten equation [8]. This method is limited to models in which species exhibit a clear separation in timescales. For low-dimensional systems, it is feasible to search for such a partition, by the use of additional intuitive information about the system. Unfortunately, for high-dimensional systems these methods are usually prohibitive due to the combinatorial nature of different model representations [73, 49, 77, 73, 83]. Other works aim to provide algorithmic procedures for determining which species can be considered fast (see for instance [13, 101]). The reaction-based partitioning methods assume that certain reactions occur fast enough such that it can be assumed that they reach an equilibrium immediately, so these methods are referred as rapid equilibrium approximation. This is the idea behind the Michaelis-Menten original approximation [67]. Related works include [30, 75, 70]. The main difficulty associated with the previous timescale partitioning method is to find a formulation of the system that clearly expose the timescales differences between species or reaction channels.

A second group of timescale methods aims to obtain a transformation of the state variables to obtain a reduced model where timescale separations are clear. Such approaches often lead to more accurate and substantial model reductions than the previous methods but the transformations often difficults the biochemical interpretation of the reduced model. An example of these methods is the eigenbasis transformation of the state variables, as in the intrinsic low-dimensional manifold method (ILDM), originally developed in [63]. A brief review for the biochemical reaction network case is given in [95]. Other applications of this method is given in [106, 88]. Another transformation method that is widely used is the computational singular perturbation (CSP), originally published in [55] and further developed in [56]. A rigorous analysis of this method and its comparison with the ILDM is given in [105]. This aims to transform the set of reaction channels into a different basis to clearly enhance timescale differences between the transformed reaction
channels. The fast transformed reaction channels are assumed to equilibrate instantaneously, and then their dynamical contribution is neglected in the reduced model. Some works in this direction include [87, 51].

Lumping-based reduction methods. Lumping is another wide class of model reduction methods, usually applied to linear systems. How a proper lumping can be formulated for a nonlinear system is still an open problem. Methods presented in the literature for non-linear systems usually are based on trial and error approaches which may be computationally prohibitive for high-dimensional systems. This class of methods originated in the dynamical systems literature [100, 52]. The idea is to remove sets of state variables and replace them with new lumped variables that represent mappings from the original ones. Applications of lumping to biochemical reaction networks are [20, 24, 50, 86].

8. Conclusions

In this work we presented an efficient and principled model reduction method for high-dimensional reaction networks. The goal of model reduction is to construct a simpler model in terms of a reduced set of state variables, parameters and reaction channels. In general, there is no universal model reduction method which can be considered superior for every reaction network, especially the high-dimensional reaction ones. The appropriateness of each method is entangled to the nature of the model that is intended to reduce. Our method is particularly suited for high-dimensional biochemical systems, applicable to any smooth propensity function and no equilibrium assumptions are required. Despite our method is designed for high-dimensional models, it is well suited for many low-dimensional examples found in the literature. Usually, when the model is low-dimensional, alternative reduction methods may be better suited, such as transforming methods or lumping approaches (see Section 7 for brief discussions of these methods).

Our method is based on pathwise information metrics to screen-out insensitive parameters via the analysis of the pathwise Fisher Information Matrix. By means of a simple loss function for time-series data based on path-space information theory, candidate reduced models can be fitted to full model time series data and therefore the resulting reduced model dynamics are close to the full model dynamics on a given time interval. The main features of this approach are summarized as follows: i) scalable method targeted to high-dimensional biochemical systems; ii) applicable to stiff and non-linear
models; iii) independent of particular quantities of interest; iv) given a user-defined information threshold, the information loss of the reduced model is controlled; v) applicable to any smooth propensity function form and no information is required concerning which reactions are in partial equilibrium nor which species are assumed to be in steady state; vi) no biochemical knowledge is required to reduced the model; vii) preserves species and reactions meaning; viii) intuitive and automatic method.

As previously mentioned, our method has a clear advantage with respect to the state of the art of sensitivity-based and optimization-based methods since the classical sensitivity system [28] is typically required to solve while our method only requires to compute the pathwise FIM [19]. We recall that the computational work in the first case is of order of the number of state variables times parameters while in the second is of the order of the number of parameters (see Remark 3.4). One of the features of our method is that it preserves the biochemical meaning of the variables and reaction channels. However, when this requirement is not relevant for a particular application, for example when the user only needs to compute certain output quantities given particular inputs, transformation-based reduction methods like lumping or timescale transforming methods may be a superior alternative depending on the dimension of the system (see Section 7).

Even though our method uses the stoichiometry of the reaction channels to choose sensitive species, further information may be extracted from it as well. For example, graph-theoretic tools may allow to dissect the stoichiometry graph into functional modules and determine different types of interactions between these modules (see for instance [37, 81, 80]). Biochemical information can also be included in this analysis, as for example retroactivity, i.e., which sub-modules influences (or not) each other (see for instance [17, 103]). For instance in [19], the authors use graph-theoretic tools to characterize conditions for two different reaction networks to have the same dynamics, in the case of mass action kinetics dynamics.

We finally notice that in our method, the reduced model depends on the time interval \([0, T]\) considered. However, our methodology can be also applied to long-time horizons by working with the relative entropy rate

\[ \mathcal{H}(P \parallel Q) = \lim_{T \to \infty} \mathcal{R}(P_{[0,T]} \parallel Q_{[0,T]}), \]

where \(P\) and \(Q\) denote the corresponding stationary processes. We refer to [25] and references therein for further information.
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9. Appendix

Matrix representation of the map $\Gamma$

The matrix representation of $\Gamma$ is constructed (row-wise) as follows. The $k$-th row is defined as

$$(G)_k := e_l \text{ for } k = 1, 2, ..., K,$$

for parameter index $l \in \mathcal{P}$ and $e_l$ is the $l$-th element of the standard basis of dimension $K$, assuming the row index $k$ preserves the order of index $l$. Similarly, the $k$-th row of the matrix representation of the map $\Gamma^\perp, 1$ is defined as

$$(G^\perp, 1)_k := e_l \text{ for } k = 1, 2, ..., K^\prime,$$

for each parameter index $l \in \{1, 2, ..., K\}$ such that $l \notin \mathcal{P}$ but exists $j \in \mathcal{J}_\mathcal{P}$ such that $j \in \varphi(l)$. Finally, $\tilde{c}_l$ is an component of $\tilde{c}$ if exists $l \in \{1, 2, ..., K\}$, $l \notin \mathcal{P}$ and there is no $j \in \mathcal{J}_\mathcal{P}$ such that $j \in \varphi(l)$.

Matrix representation of the map $\Pi$

Let $\mathcal{P}$ be a set of selected parameters, with $|\mathcal{P}| = K$, as defined in Section 5.1, and let $\mathcal{J}_\mathcal{P} = \bigcup_{k \in \mathcal{P}} \varphi(k)$ be the set of indexes of reaction channels associated with the set of parameter indexes $\mathcal{P}$. The $k$-th row of $\Pi$ is defined as

$$(\Pi)_k := e_i \text{ for } k = 1, 2, ..., \bar{d},$$

for each species index $i \in \{1, 2, ..., d\}$ such that

exists $j \in \mathcal{J}_\mathcal{P}$ for which $(\nu_{in})_{i,j} > 0$ or $(\nu_{out})_{i,j} > 0,$

where $e_i$ is the $i$-th element of the standard basis of dimension $d$, assuming that the row index $k = k(i)$ preserves the order of index $i$ as in (57). We denote with $\mathcal{S}_\mathcal{P}$ the set of indexes of species that take part on the stoichiometry of the sensitive reaction channels $\mathcal{J}_\mathcal{P}$.

The map $\Pi$ does not take into account the case in which a propensity function $a_j$ depends explicitly on a particular component of the state variable $x$, say $x_i$, and $i \notin \mathcal{S}_\mathcal{P}$. Since the functional expression of the propensity functions of the sensitive reaction channels are preserved in the reduced model, a suitable complement, $\Pi^\perp, 1$, is defined as follows.

For each reaction channel index $j \in \mathcal{J}_\mathcal{P}$ such that

exists $i \in \{1, 2, ..., d\}$, such that $a_j = a_j(x_i; \cdot)$ and $i \notin \mathcal{S}_\mathcal{P},$
define
$$(Π^{−1})_{k,:} := e_i \text{ for } k = 1, 2, ..., \bar{d},$$
(62)
where $$(.)_{k,:}$$ denotes the $k$-th row of the matrix, $e_i$ is the $i$-th element of the standard basis of dimension $d$, and $a_j = a_j(x_i; \cdot)$ denotes the fact that the propensity function $a_j$ is an explicit function of $x_i$. Here we assume that the row index $k = k(i)$ preserves the order of index $i$ as in (57).

**Proof of Theorem 4.1**

The following Lemma is an instrumental result for proving this theorem.

**Lemma 9.1.** For $\Delta t_i > 0$ and $i \in \{1, 2, ..., T\}$ we have
$$\nabla_\theta \mathcal{H}(P_i \parallel Q^\theta_i) = \nabla_\theta [R_i(\theta) + \Delta t_i M_i(\theta)],$$
where $R_i(\theta)$ and $M_i(\theta)$ are defined as in Theorem 4.1.

**Proof.** In order to compute $\mathcal{H}(P_i \parallel Q^\theta_i)$ recall that the transition probability density of the Euler discretization of the microscopic CLE for $x' \in \mathbb{R}^d$ is given by
$$p(x, x') = \frac{1}{Z_{\Delta t}(x)} \exp \left\{ -\frac{1}{2\Delta t} (x' - m_{\Delta t}(x))^t \Sigma^{-1}(x)(x' - m_{\Delta t}(x)) \right\},$$
(63)
where $m_{\Delta t}(x) := x - b(x)\Delta t$, $Z_{\Delta t}(x) := \sqrt{(2\pi \Delta t)^d \det(\Sigma(x))}$ and $\Sigma(x) := \sigma(x)\sigma^t(x)$.

Let $\Pi : \mathbb{R}^d \rightarrow \mathbb{R}^{\bar{d}}$ be a linear map as in (33) such that, $\Sigma(x)$ can be partitioned as
$$\begin{pmatrix}
\Sigma_{1,1}(x) & \Sigma_{1,2}(x) \\
\Sigma_{2,1}(x) & \Sigma_{2,2}(x)
\end{pmatrix},$$
where $\Sigma_{1,1}(x) = \Pi \Sigma(x) \Pi^t \in \mathbb{R}^{\bar{d} \times \bar{d}}$, $\Sigma_{2,2}(x) = \Pi^t \Sigma(x) \Pi^t, tr \in \mathbb{R}^{d-\bar{d} \times \bar{d}}$ and $\Sigma_{2,1}(x) = \Sigma_{1,2}^{tr}(x)$.

Considering (63) for $x' \in \mathbb{R}^d$ let $x' \mapsto (\Pi x', \Pi^t x') = (\bar{x}', \hat{x}')$, then the conditional Gaussian distribution of $\hat{x}'$ given $\bar{x}'$ can be written as
$$\hat{x}'|\bar{x}' \sim N(\Pi m_{\Delta t}(x) + \Sigma_{2,1}(x)\Sigma_{1,1}^{-1}(x)(\bar{x}' - \Pi^t m_{\Delta t}(x))).$$

This allows us to split the microscopic transition probability as
$$p(x, x') = p^{(1)}(x, \bar{x}') p^{(2)}(x, \hat{x}'|\bar{x}'),$$
(64)
where
\[ p^{(1)}(x, \bar{x}') = \frac{1}{Z^{(1)}_{\Delta t}(x)} \exp \left\{ - \frac{1}{2 \Delta t} (\bar{x}' - (\Pi m_{\Delta t}(x))^\intercal \Sigma_{1,1}^{-1}(x)(\bar{x}' - \Pi m_{\Delta t}(x))) \right\}, \]

with \( Z^{(1)}_{\Delta t}(x) := \sqrt{(2\pi \Delta t)^d \det(\Sigma_{1,1}(x))} \), assuming the matrix \( \Sigma_{1,1} \) is non-singular without losing generality.

We now describe the macroscopic CLE (corresponding to the reduced model), which is an approximation of the projected time series \((\Pi x_i)_{i=0}^T\). Its Euler discretization is given by
\[ \bar{x}_{k+1} = \bar{x}_k + \bar{b}(\bar{x}_k; \theta) \Delta t + \bar{\sigma}(\bar{x}_k; \theta) \Delta \bar{W}_k, \]

where
\[ \bar{b}(\bar{x}; \theta) = \bar{\nu} \bar{a}(\bar{x}; \theta) \quad \text{and} \quad \bar{\sigma}(\bar{x}; \theta) = \bar{\nu} \sqrt{\text{diag}(\bar{a}(\bar{x}; \theta))}, \]

with \( \Delta \bar{W}_k \sim \mathcal{N}(0, \Delta t I) \) independent Gaussian increments.

This macroscopic (reduced) model is a parameterized approximation of the projected microscopic (full) model, with the following conditional density for \( \bar{x}' \in \mathbb{R}^{\bar{d}} \) given \( \bar{x} \in \mathbb{R}^{\bar{d}} \)
\[ p^\theta(\bar{x}, \bar{x}') = \frac{1}{Z_{\Delta t}(\bar{x}; \theta)} \exp \left\{ - \frac{1}{2 \Delta t} (\bar{x}' - \bar{m}_{\Delta t}(\bar{x}; \theta))^\intercal \Sigma^{-1}(\bar{x}; \theta) (\bar{x}' - \bar{m}_{\Delta t}(\bar{x}; \theta)) \right\}, \]

where \( \bar{m}_{\Delta t}(\bar{x}; \theta) := \bar{x} - \bar{b}(\bar{x}; \theta) \Delta t, \ Z_{\Delta t}(\bar{x}; \theta) := \sqrt{(2\pi \Delta t)^d \det(\Sigma(\bar{x}; \theta))} \) and \( \Sigma(\bar{x}; \theta) = \bar{\sigma}(\bar{x}; \theta) \bar{\sigma}^\intercal(\bar{x}; \theta) \), assuming \( \Sigma \) is non-singular. In the singular case, a Moore-Penrose pseudo-inverse must be used instead of \( \Sigma^{-1} \), and a pseudo determinant instead of the determinant.

In order to compare the microscopic density \( p \) with the approximating macroscopic density \( p^\theta \), we consider a reconstructed transition probability \( q^\theta \) in the microscopic space, written in terms of \( p^\theta \), as follows
\[ q^\theta(x, x') = r(x'|\bar{x}') p^\theta(\bar{x}, \bar{x}'), \]

where \( r(x'|\bar{x}') \) is any probability associated with the reconstruction, independent of \( \theta \). Now we can write
\[ \log \frac{p(x, x')}{q^\theta(x, x')} = \log \frac{p^{(1)}(x, \bar{x}') p^{(2)}(x, \bar{x}'|\bar{x}')} {p^\theta(\bar{x}, \bar{x}') r(x'|\bar{x}')} = \log \frac{p^{(1)}(x, \bar{x}')} {p^\theta(\bar{x}, \bar{x}')} + \log \frac{p^{(2)}(x, \bar{x}'|\bar{x}')} {r(x'|\bar{x}')} ,\]

(*
where the second term does not depend on $\theta$, so it can be ignored.

Furthermore we have,

$$\log \frac{p^{(1)}(x, \bar{x}')}{p^\theta(x, \bar{x}')} = -\frac{1}{2\Delta t_i}(\bar{x}' - \Pi m_{\Delta t_i} x)^\text{tr} \Sigma_{1,1}^{-1}(x)(\bar{x}' - \Pi m_{\Delta t_i} x) \quad (**)$$

$$+ \log \frac{\tilde{Z}_{\Delta t_i}(\bar{x}; \theta)}{Z_{\Delta t_i}^{(1)}(x)} + \frac{1}{2\Delta t_i}(\bar{x}' - \bar{m}_{\Delta t_i}(\bar{x}; \theta))^\text{tr} \Sigma_{1,1}^{-1}(\bar{x}; \theta)(\bar{x}' - \bar{m}_{\Delta t_i}(\bar{x}; \theta)).$$

The first term does not depend on $\theta$ so it can be also ignored.

Then using (64), (65), and taking into account (1) and (**), we have

$$\nabla_\theta \mathcal{H}(P_i \parallel Q_i^\theta) = \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \int p(x, x') \log \frac{p(x, x')}{q^\theta(x, x')} dx \right]$$

$$= \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \int \int p^{(1)}(x, \bar{x}') p^{(2)}(x, \bar{x}'|x') \left( \log \frac{\tilde{Z}_{\Delta t_i}(\bar{x}; \theta)}{Z_{\Delta t_i}^{(1)}(x)} + K_{\Delta t_i}(\bar{x}, \bar{x}'|x') \right) d\bar{x}' d\bar{x} \right]$$

$$= \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \int p^{(1)}(x, \bar{x}') \left( \log \frac{\tilde{Z}_{\Delta t_i}(\bar{x}; \theta)}{Z_{\Delta t_i}^{(1)}(x)} + K_{\Delta t_i}(\bar{x}, \bar{x}'|x') \right) d\bar{x}' \right],$$

where $K_{\Delta t_i}(\bar{x}, \bar{x}'|x') := \frac{1}{2\Delta t_i}(\bar{x}' - \bar{m}_{\Delta t_i}(\bar{x}; \theta))^\text{tr} \Sigma_{1,1}^{-1}(\bar{x}; \theta)(\bar{x}' - \bar{m}_{\Delta t_i}(\bar{x}; \theta))$. The last equality is because $p^{(2)}$ is a density on $\bar{x}'$.

$$\nabla_\theta \mathcal{H}(P_i \parallel Q_i^\theta) = \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \int p^{(1)}(x, \bar{x}') \log \frac{\tilde{Z}_{\Delta t_i}(\bar{x}; \theta)}{Z_{\Delta t_i}^{(1)}(x)} d\bar{x}' \right]$$

$$+ \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \int p^{(1)}(x, \bar{x}') K_{\Delta t_i}(\bar{x}, \bar{x}'|x') d\bar{x}' \right]$$

By replacing $Z_{\Delta t_i}^{(1)}$, $\tilde{Z}_{\Delta t_i}$ and using that $\int p^{(1)}(x, \bar{x}') d\bar{x}' = 1$ the first term is equal to

$$\nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \frac{1}{2} \log \det \left( \Sigma(\bar{x}; \theta) \Sigma_{1,1}^{-1}(x) \right) \right] = \frac{1}{2} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \log \det \left( \Sigma(\bar{x}; \theta)(\Pi \Sigma(x)\Pi^\text{tr})^{-1} \right) \right]$$

$$= -\frac{1}{2} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \log \det \left( (\Pi \Sigma(x)\Pi^\text{tr}) \Sigma_{1,1}^{-1}(\bar{x}; \theta) \right) \right].$$
Consider the second term. We can split $K_{\Delta t} = K_{\Delta t}(\bar{x}, \bar{x}; \theta)$ as follows

$$K_{\Delta t} = \frac{1}{2\Delta t_i} (\Pi m_{\Delta t_i}(x) - \Pi m_{\Delta t_i}(\bar{x}')) + \bar{x}' - \bar{m}_{\Delta t_i}(\bar{x}; \theta))^{tr} \Sigma^{-1}(\bar{x}; \theta)$$

$$\cdot (\Pi m_{\Delta t_i}(x) - \Pi m_{\Delta t_i}(\bar{x}')) + \bar{x}' - \bar{m}_{\Delta t_i}(\bar{x}; \theta))$$

$$= \frac{1}{2\Delta t_i} (\Pi m_{\Delta t_i}(x) - \bar{m}_{\Delta t_i}(\bar{x}; \theta))^{tr} \Sigma^{-1}(\bar{x}; \theta)(\Pi m_{\Delta t_i}(x) - \bar{m}_{\Delta t_i}(\bar{x}; \theta))$$

$$+ \frac{1}{2\Delta t_i} (\bar{x}' - \Pi m_{\Delta t_i}(x))^{tr} \Sigma^{-1}(\bar{x}; \theta)(\bar{x}' - \Pi m_{\Delta t_i}(x))$$

$$= \frac{\Delta t_i}{2} (\bar{b}(\bar{x}; \theta) - \Pi b(x))^{tr} \Sigma^{-1}(\bar{x}; \theta)(\bar{b}(\bar{x}; \theta) - \Pi b(x))$$

$$+ \frac{1}{2\Delta t_i} (\bar{x}' - \Pi m_{\Delta t_i}(x))^{tr} \Sigma^{-1}(\bar{x}; \theta)(\bar{x}' - \Pi m_{\Delta t_i}(x)).$$

Now use $\int p^{(1)}(x, \bar{x}')d\bar{x}' = 1$ to get

$$\nabla_{\theta} \mathbb{E}_{\nu_{i-1}} \left[ \int p^{(1)}(x, \bar{x}') K_{\Delta t_i}(\bar{x}, \bar{x}'; \theta)d\bar{x}' \right] =$$

$$\frac{\Delta t_i}{2} \nabla_{\theta} \mathbb{E}_{\nu_{i-1}} \left[ (\bar{b}(\bar{x}; \theta) - \Pi b(x))^{tr} \Sigma^{-1}(\bar{x}; \theta)((\bar{b}(\bar{x}; \theta) - \Pi b(x))) \right] \tag{I}$$

$$+ \frac{1}{2\Delta t_i} \nabla_{\theta} \mathbb{E}_{\nu_{i-1}} \left[ \int p^{(1)}(x, \bar{x}') (\bar{x}' - \Pi m_{\Delta t_i}(x))^{tr} \Sigma^{-1}(\bar{x}; \theta)(\bar{x}' - \Pi m_{\Delta t_i}(x))d\bar{x}' \right]. \tag{II}$$

For the second summand, (II), consider that $\Sigma(\bar{x}; \theta)$ is a covariance matrix, so exists a matrix $S = S(\bar{x}; \theta)$ such that

$$\Sigma^{-1}(\bar{x}; \theta) = S^{tr}(\bar{x}; \theta) S(\bar{x}; \theta).$$

Let $z := S(\bar{x}; \theta)(\bar{x}' - \Pi m_{\Delta t_i}(x))$, so we have

$$\bar{x}' - \Pi m_{\Delta t_i}(x) = S^{-1}(\bar{x}; \theta) z,$$

and therefore

$$(\bar{x}' - \Pi m_{\Delta t_i}(x))^{tr} \Sigma^{-1}(\bar{x}; \theta)(\bar{x}' - \Pi m_{\Delta t_i}(x)) = z^{tr}(S^{-1})^{tr} S^{tr} S^{-1} z = z^{tr} z.$$
Moreover,

\[
p^{(1)}(x, \bar{x}') = \frac{1}{Z^{(1)}_{\Delta t_i}(x)} \exp \left\{ - \frac{1}{2\Delta t_i} (\bar{x}' - \Pi m_{\Delta t_i}(x))^\text{tr} \Sigma_{1,1}^{-1}(x) (\bar{x}' - \Pi m_{\Delta t_i}(x)) \right\}
\]

\[
= \frac{1}{Z^{(1)}_{\Delta t_i}(x)} \exp \left\{ - \frac{1}{2\Delta t_i} z^\text{tr} (S^{-1})^\text{tr} \Sigma_{1,1}^{-1}(x) S^{-1} z \right\}
\]

\[
= \frac{1}{\sqrt{(2\Pi \Delta t_i)^d \det(\Sigma_{1,1}(x))}} \exp \left\{ - \frac{1}{2\Delta t_i} z^\text{tr} \tilde{\Sigma}^{-1}(x) z \right\},
\]

where \( \tilde{\Sigma}(x) := S \Sigma_{1,1}(x) S^\text{tr} \).

Now perform the change of variables \( \det(S)dx' = dz \) to get that

\[
\text{(III)} = \frac{1}{2\Delta t_i} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \frac{1}{\det(S)} \frac{1}{\sqrt{(2\Pi \Delta t_i)^d \det(\Sigma_{1,1}(x))}} \exp \left\{ - \frac{1}{2\Delta t_i} z^\text{tr} \tilde{\Sigma}^{-1}(x) z \right\} z^\text{tr} \right] dz
\]

\[
= \frac{1}{2\Delta t_i} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \mathbb{E}_z \left[ z^\text{tr} \right] \right]
\]

\[
= \frac{1}{2\Delta t_i} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \text{Trace} \left( \mathbb{E}_z [zz^\text{tr}] \right) \right]
\]

\[
= \frac{1}{2\Delta t_i} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \text{Trace} \left( \Delta t_i \tilde{\Sigma}(x) \right) \right]
\]

\[
= \frac{1}{2} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \text{Trace} \left( S \Sigma_{1,1}(x) S^\text{tr} \right) \right]
\]

\[
= \frac{1}{2} \nabla_\theta \mathbb{E}_{\nu_{i-1}} \left[ \text{Trace} \left( \Pi \Sigma(x) \Pi^\text{tr} \Sigma^{-1}(\bar{x}; \theta) \right) \right],
\]

where \( z \sim \mathcal{N}(0, \Delta t_i \tilde{\Sigma}(x)) \).
Summarizing we have
\[
\nabla_\theta \mathcal{H}(P_t \parallel Q_\theta^t) = -\frac{1}{2} \nabla_\theta \mathbb{E}_{\nu_{t-1}} \left[ \log \det \left( (\Pi \Sigma(x) \Pi^{tr}) \tilde{\Sigma}^{-1}(\bar{x}; \theta) \right) \right]
+ \frac{1}{2} \nabla_\theta \mathbb{E}_{\nu_{t-1}} \left[ \text{Trace} \left( (\Pi \Sigma(x) \Pi^{tr}) \tilde{\Sigma}^{-1}(\bar{x}; \theta) \right) \right]
+ \frac{\Delta t_i}{2} \nabla_\theta \mathbb{E}_{\nu_{t-1}} \left[ (\bar{b}(\bar{x}; \theta) - \Pi b(x))^{tr} \tilde{\Sigma}^{-1}(\bar{x}; \theta) (\bar{b}(\bar{x}; \theta) - \Pi b(x)) \right]
\]
\[=: \nabla_\theta \left[ R_i(\theta) + M_i(\theta) \Delta t_i \right] \]

Proof. (of Theorem 4.1). Apply Lemma 9.1 and linearity on (15). Then we have the same minimizers.

We first prove the following Lemma which is instrumental for the proof of this theorem.

**Proposition 9.2.** Let
\[
B := (\Pi \Sigma(x) \Pi^{tr}) \tilde{\Sigma}^{-1}(\bar{x}; \theta) \text{ be a } \bar{d} \times \bar{d} \text{ matrix.}
\]
Then
\[
\text{Trace}(B) - \log \det(B) \geq \bar{d}.
\]
Moreover, the equality is attained iff \(B = I_{d \times d}\).

**Proof.** Notice that \(B\) is a diagonalizable matrix for any \(x \in \mathbb{R}^d, \bar{x} \in \mathbb{R}^\bar{d}, \theta \in \Theta\) and therefore the problem is reduced to state that
\[
- \log \lambda_k + \lambda_k \geq 1, \ k=1,2,...,\bar{d},
\]
where \(\lambda_k\) are the positive e-va’s of \(B\). By simple optimality arguments we get that \(1 - 1/\lambda_k \geq 0\) with equality iff \(\lambda_k = 1\) for \(k \in \{1,2,...,\bar{d}\}\). \(\square\)

**Auxiliary results**

**Theorem 9.3.** The pathwise relative entropy for a discrete-time Markov chain can be decomposed as
\[
\mathcal{R}(P_{0:T} \parallel Q_{0:T}^\theta) = \mathcal{R}(\nu \parallel \nu^\theta) + \sum_{i=1}^{T} \mathcal{R}(P_i \parallel Q_i^\theta),
\]
(66)
where the quantity
\[ R(P_i \parallel Q_i^\theta) = \mathbb{E}_{\nu_{i-1}} \left[ \int_{\mathcal{L}} p(x, x') \log \frac{p(x, x')}{q^\theta(x, x')} dx' \right]. \] (67)

can be interpreted as the instantaneous relative entropy.

**Proof.** The proof of this theorem can be found in [18, Ch. 2], but for the sake of completeness we present it here. The Radon-Nikodym derivative of $P_0$ w.r.t. $Q_0^\theta$ takes the form
\[ \frac{dP_0}{dQ_0^\theta}((x_i)_{i=0}^T) = \frac{\nu(x_0) \prod_{i=0}^{T-1} p(x_i, x_{i+1})}{\nu^\theta(x_0) \prod_{i=0}^{T-1} q^\theta(x_i, x_{i+1})}, \]

which is well-defined since the transition probabilities are always positive. Then,
\[
\begin{align*}
R(P_0: \parallel Q_0^\theta) &= \int_{\mathcal{L}} \cdots \int_{\mathcal{L}} \nu(x_0) \prod_{j=1}^{T} p(x_{j-1}, x_j) \log \frac{\nu(x_0) \prod_{i=1}^{T} p(x_{i-1}, x_i)}{\nu^\theta(x_0) \prod_{i=1}^{T} q^\theta(x_{i-1}, x_i)} dx_0 \cdots dx_T \\
&= \int_{\mathcal{L}} \cdots \int_{\mathcal{L}} \nu(x_0) \prod_{j=1}^{T} p(x_{j-1}, x_j) \log \frac{\nu(x_0)}{\nu^\theta(x_0)} dx_0 \cdots dx_T \\
&\quad + \sum_{i=1}^{T} \int_{\mathcal{L}} \cdots \int_{\mathcal{L}} \nu(x_0) \prod_{j=1}^{T} p(x_{j-1}, x_j) \log \frac{p(x_{i-1}, x_i)}{q^\theta(x_{i-1}, x_i)} dx_0 \cdots dx_T \\
&= R(\nu \parallel \nu^\theta) + \sum_{i=1}^{T} R(P_i \parallel Q_i^\theta),
\end{align*}
\]

where $R(\nu \parallel \nu^\theta) = \mathbb{E}_{\nu} \left[ \log \frac{\nu(x)}{\nu^\theta(x)} \right]$ is the relative entropy of the initial distributions, while the instantaneous relative entropy is
\[
R(P_i \parallel Q_i^\theta) = \mathbb{E}_{\nu_{i-1}} \left[ \int_{\mathcal{L}} p(x, x') \log \frac{p(x, x')}{q^\theta(x, x')} dx' \right].
\]

\[\square\]
Theorem 9.4. Under smoothness assumption on the transition probability function w.r.t. the parameter vector $\theta$, the pFIM can be also decomposed as

$$ I(Q_{0:T}^\theta) = I(\nu^\theta) + \sum_{i=1}^{T} I_H(Q_i^\theta), $$

(68)

where $I(\nu^\theta)$ is the FIM of the initial distribution and the instantaneous FIM is given by

$$ I_H(Q_i^\theta) = \mathbb{E}_{\nu_{i-1}} \left[ \int_{\mathcal{L}} p^\theta(x, x') \nabla_{\theta} \log p^\theta(x, x') \nabla_{\theta} \log p^\theta(x, x')^{tr} dx' \right]. $$

(69)

Proof. This proof is similar to the proof presented in [71, 3]. We recap it here with minor but necessary adaptations.

Let $\Delta p(x, x') := p^{\theta+\epsilon}(x, x') - p^\theta(x, x')$. Thus, we have that

$$ R(Q_i^\theta || Q_{i-1}^\theta) = -\int_{\mathcal{L}} \int_{\mathcal{L}} \nu_{i-1}(x) p^\theta(x, x') \log \left( 1 + \frac{\Delta p(x, x')}{p^\theta(x, x')} \right) dx dx'. $$

$$ = -\int_{\mathcal{L}} \int_{\mathcal{L}} \left[ \nu_{i-1}(x) \Delta p(x, x') - \frac{1}{2} \nu_{i-1}(x) \frac{\Delta p(x, x')^2}{p^\theta(x, x')} + O(|\Delta p(x, x')|^3) \right] dx dx'. $$

Moreover, for all $x \in \mathcal{L}$, it holds that

$$ \int_{\mathcal{L}} \Delta p(x, x') dx' = \int_{\mathcal{L}} p^{\theta+\epsilon}(x, x') dx' - \int_{\mathcal{L}} p^\theta(x, x') dx' = 0. $$

By using the smoothness assumption and Taylor-expanding $\Delta p$ we obtain

$$ \delta p(x, x') = e^{tr} \nabla_{\theta} p^\theta(x, x') + O(|\epsilon|^2). $$

Finally, we have that

$$ R(Q_i^\theta || Q_{i-1}^\theta) = \frac{1}{2} \int_{\mathcal{L}} \int_{\mathcal{L}} \nu_{i-1}(x) \left( \frac{\epsilon^{tr} \nabla_{\theta} p^\theta(x, x')} {p^\theta(x, x')} \right)^2 dx dx' + O(|\epsilon|^3) $$

$$ = \frac{1}{2} \epsilon^{tr} \left( \int_{\mathcal{L}} \int_{\mathcal{L}} \nu_{i-1}(x) p^\theta(x, x') \nabla_{\theta} \log p^\theta(x, x') \nabla_{\theta} \log p^\theta(x, x')^{tr} dx dx' \right) \epsilon + O(|\epsilon|^3) $$

$$ = \frac{1}{2} \epsilon^{tr} I_H(Q_i^\theta) \epsilon + O(|\epsilon|^3) $$

where

$$ I_H(Q_i^\theta) = \mathbb{E}_{\nu_{i-1}} \left[ \int_{\mathcal{L}} p^\theta(x, x') \nabla_{\theta} \log p^\theta(x, x') \nabla_{\theta} \log p^\theta(x, x')^{tr} dx' \right]. $$
is the instantaneous FIM associated to the instantaneous relative entropy. Consequently, the pFIM $\mathcal{I}(Q_{0:T}^\theta)$, i.e., the Hessian of the pathwise relative entropy at point $\theta$, is given by

$$\mathcal{I}(Q_{0:T}^\theta) = \mathcal{I}(\nu^\theta) + \sum_{i=1}^{T} \mathcal{I}_H(Q_i^\theta),$$

where $\mathcal{I}(\nu^\theta) = \mathbb{E}_{\nu^\theta} [\nabla_\theta \log \nu^\theta(x) \! \nabla_\theta \log \nu^\theta(x)^{tr}]$ is the FIM of the initial distribution. \hfill \Box
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