Projected gradient-tracking in multi-cluster games and its application to power management

Jan Zimmermann, Tatiana Tatarenko, Volker Willert and Jürgen Adamy

Abstract—We are concerned with a distributed approach to solve multi-cluster games arising in multi-agent systems. In such games, agents are separated into distinct clusters. The agents belonging to the same cluster cooperate with each other to achieve a common cluster goal while a non-cooperative game is played between the clusters. To be able to deal with the sparsity of information, as each agent only knows a specific part of the problem, we combine gradient-tracking and consensus methods for information distribution into an algorithm that can solve both the cooperative and non-cooperative problem in a single run. The constraints of the problem are taken into account by the corresponding projection operators and linear convergence is proven given an appropriate constant step size. The algorithm is applied to a day-ahead power management problem, posed as a multi-cluster game, and its efficiency is demonstrated by simulations.
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I. INTRODUCTION

DISTRIBUTED optimization in cooperative and non-cooperative multi-agent systems has been intensively studied over last years [1], [2], [3], [4], [5]. A major field of application is energy management in Smart Grids [6], [7]. Leveraging distributed optimization methods in this field is in coherence with the ongoing decentralization trend of energy and power networks. In this context, distributed optimization methods make it possible to achieve the same optimal results as traditional, centralized optimization procedures, without requiring a central computing node that has access to all information about the problem. With this, information privacy of optimization participants is guaranteed. This is of importance in cooperative optimization as it avoids revelation of all information at some single point of intrusion. However, such privacy restrictions are even more essential in non-cooperative scenarios where local information needs to be kept from competitors. In the context of Smart Grids, cooperative optimization has been intensively employed in the context of economic dispatch [4], [5], [6] and optimal power flow problems [8], while energy management and energy market situations are often modelled by non-cooperative game theory [9], [10]. However, less research has been dedicated to scenarios, in which both cooperative and non-cooperative situations arise. Consider a network that consists of a pool of microgrids. Each microgrid encompasses several decentralized generators, both renewable energy plants and fuel based ones, storage devices and consumers. Suppose each microgrid is operated by a different company that makes investments into the microgrid in order to generate profit while supplying the consumers demand. As all plants within a microgrid belong to the same institution, the problem of finding an optimal dispatch for generators and storage is to be solved cooperatively such that the revenue of the microgrid owner can be maximized. Additionally, all microgrids are connected to a main grid from which they can purchase energy to meet demands. This main grid is operated by a different institution, which sets the power price depending on the overall demand of the microgrids. Therefore, the microgrids compete against each other in a power market, run by the main grid operator. Such market situations are modelled by non-cooperative games. Thereby, inside each microgrid, the cooperative problem of dispatch and supply is to be solved, which is, however, dependent on the outcome of the non-cooperative market problem between the microgrids. In order to avoid iterating back and forth between solutions of the cooperative and non-cooperative problems above, a distributed algorithm needs to be employed that can deal with both problems at the same time scale.

The above scenario can be modelled by a multi-cluster game, also called $N$-coalition (cluster) game. In such games, the agents of some multi-agent system are allocated into different groups, the so called clusters. The agents inside every cluster collaborate with each other to achieve some common goal, in the example above, this goal corresponds to the power provision inside the microgrids, while the groups of agents in form of a cluster compete against other clusters, e.g. regarding the commonly used source such as the power from the main grid.

There already exists a body of research concerning continuous-time solution algorithms both for finding Nash equilibria [11] and generalized Nash equilibria [12] in multi-cluster games. However, less research has been dedicated to discrete-time algorithms, which do not need to be discretized before calculations are run on a digital device. Previously presented methods in the discrete-time domain can be further subdivided into gradient-based and gradient-free algorithms. The latter optimization methods are required when no functional form of the cost functions are available to agents. Such scenarios arise, for example, in game-theoretic energy market problems, where the market operator determines a price based on the bids of market participants. To deal with such settings, the work [13], for example, employs a single point gradient-estimation technique and provides an efficient procedure converging to a solution in strictly monotone multi-cluster games. However, due to the limitation caused by zero-order information (cost functions’ values at a current joint action), gradient-free methods exhibit slow convergence rates.
To address fast convergence to a solution, in this paper, we present a gradient-based algorithm. This procedure relies on the gradient-tracking technique, which is originally developed for cooperative distributed optimization problems [14], [15]. The gradient-tracking update procedure allows for a constant step size and for most existing work, discussed below, the convergence rate is linear, given strongly convex objectives. Additionally to these advantages, gradient-tracking can intuitively be adapted from cooperative, distributed optimization problems to the multi-cluster case by restricting the tracking of the gradient to agents that are within the same cluster. However, employing techniques for considering constraints in the optimization process, such as projection methods, is not straightforward. In fact, to the best of our knowledge, so far, there exists a single work [16] that combines the projection methods with a gradient-tracking approach for distributed optimization by integrating a second step size to weight the projected update by the estimated gradient with the consensus update. In the work [17], the authors combine the gradient-tracking technique with a proximal minimization method for solving cooperative optimization problems. While the resulting algorithm can deal with locally constrained cost functions, a local optimization problem needs to be solved by each agent at every iteration, which leads to an increase of computational complexity for most applications. The convergence rate analysis of the proximal-tracking method presented in [17] and its applicability to multi-cluster games remain open problems. In contrast to the discussed gradient-free methods, the subsequent gradient-based algorithms require inter-cluster communication as it is necessary for the agents to estimate the joint strategy in order to evaluate their local gradients at that point. Therefore, in [18], a leader-follower hierarchy is introduced in the clusters, such that inter-cluster communication is restricted to communication between cluster leaders, while the followers within each cluster communicate only with their in-cluster neighbors and with their leader. All communication channels are considered to be undirected. In [19], the results of [18] are generalized for directed communication architectures without the limitation to a leader-based information exchange between the clusters, which enables a faster convergence. Similar algorithms are proposed in [20] and [21] for unconstrained multi-cluster games with directed communication architectures. Thus, there already exist several versions of gradient-based algorithms for solving multi-cluster games in a distributed manner. However, to the best of our knowledge, none of them takes into account potentially existing constraints. However, the ability to deal with constraints is a crucial property of a method to be applicable to multi-cluster games arising in many applications including power management in Smart Grids described above.

The contributions of the work at hand are as follows:

1) We provide a gradient-based method for finding Nash equilibria in a class of multi-cluster games with constrained action sets. This augments the related methods of [18], [19] to constrained optimization problems.

2) As multi-cluster games are a generalization of distributed cooperative optimization problems (where all agents are contained within a single cluster), this paper extends the existing literature on cooperative optimization approach as well. In contrast to the work of [16], requiring two step sizes for the proposed projected gradient-based method, we provide the convergence proof for our procedure for which a single positive step size with less restrictive bounds needs to be set up. Compared to the work [17], where an extra routine of estimating proximal point iterations needs to be done, our algorithm requires less computational effort of the agents at each time step. Moreover, we provide an estimation for the convergence rate of the proposed algorithm.

3) By incorporating constraints into the optimization procedure, we enable applicability of gradient-tracking based methods to multi-cluster games in power management. In this work, we provide simulation results on a specific scenario of this problem type.

The paper is structured as follows: In Section II we briefly introduce relevant notations. In Section III we provide a detailed problem formulation. We present our algorithm in Section IV. Convergence of the algorithm is rigorously proven in the subsequent Section V. In Section VI we present the power management problem mentioned in the introduction and provide simulation results for the proposed procedure. Section VII concludes the paper.

II. Notations

Let \( \nabla_h F(x^h, y) \) denote the gradient \( \nabla_x F(x, y) |_{x=x^h} \), where \( h \) is some identifier and not an exponent. We use bold face to differentiate between vectors \( x \in \mathbb{R}^n \) and stacked vectors \( x \in \mathbb{R}^{nN} \), such that \( x = \text{col} (x_1, x_2, \ldots, x_N) \), where \( x_i \in \mathbb{R}^n \). Let \( 1_N \) denote a vector of dimension \( N \), where all entries are equal to 1. \( \| \cdot \| \) denotes the Euclidean norm.

The operator \( \text{proj}_\Omega [u] = \arg \min_{\omega \in \Omega} \| \omega - u \| \), provides the vector \( \omega \) inside \( \Omega \), which has the smallest Euclidean distance to \( u \).

We consider undirected graphs \( G(V, E) \) with vertex set \( V \) and edge set \( E = V \times V \). Each vertex \( i \in V \) represents an agent of a multi-agent system, while the communication channels between two agents \( i \) and \( j \) are modelled as edges \( (i, j) \in E \). Note that \( (i, j) \in E \iff (j, i) \in E \), because the graph edges are undirected. As a result, the associated adjacency matrix \( A \in \mathbb{R}^{|V| \times |V|} \) of graph \( G \) is symmetric. A graph is considered to be connected if there exists an undirected path from vertex \( i \) to \( j \) for all pairs \( i, j \in V \).

Let \( X \subseteq \mathbb{R}^n \). The mapping \( M : X \to \mathbb{R}^n \) is strongly monotone with constant \( \mu > 0 \), if \( (x-y)^T(M(x)-M(y)) \geq \mu \|x-y\|^2 \) for all \( x, y \in X \). The function \( f : X \to \mathbb{R} \) is Lipschitz-continuous with constant \( L > 0 \), if \( \|f(x) - f(y)\| \leq L \|x-y\| \) for all \( x, y \in X \).

Given a mapping \( F(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \), the fixed point of \( F \) is such point \( x \in \mathbb{R}^n \) that \( F(x) = x \).
III. PROBLEM FORMULATION

In this section, we first formulate the multi-cluster game-theoretic problem and then introduce the information setting under which this problem needs to be solved. Note that we differentiate in the following the number of agents by capital letter $N$ form the number of dimensions $n$.

A. Game-theoretic Problem

Let us consider a network consisting of $N$ agents, indexed by $1, \ldots, N$ and contained in set $\mathcal{I} = \{1, \ldots, N\}$, which are separated into $H$ clusters, contained in the set $\mathcal{H} = \{1, \ldots, H\}$, such that each cluster $h$ contains $N_h$ agents. The set $\mathcal{I}_h$ contains all agents that are part of cluster $h$. It is assumed that no agent is part of more than one cluster, i.e. $\mathcal{I}_h \cap \mathcal{I}_l = \emptyset$, $\forall h, l \in \mathcal{H}, h \neq l$, and each cluster contains at least one agent, i.e. $\mathcal{I}_h \neq \emptyset$. The agents within a cluster cooperate with each other to achieve the cluster’s goal, while the clusters compete against each other in a non-cooperative game. In this game, the clusters are virtual players, as the actual decisions in favour of the respective cluster goal are determined by the agents that are associated with the cluster. In consequence, the agents of cluster $h$ are only allowed to change the strategy vector of their own cluster, defined by vector $x^h \in \mathbb{R}^{n_h}$. The objective of each cluster $h$ is mathematically expressed by the minimization of function $F^h(x^h, x^{-h})$, which depends both on the cluster’s strategy $x^h$ and the combined strategies of all other clusters $x^{-h}$. In such a multi-cluster game, the cost function $F^h$ is equal to the sum of local cost functions of agents belonging to cluster $h$, i.e. $F^h(x^h, x^{-h}) = \sum_{i=1}^{n_h} f^h_i(x^h, x^{-h})$, where $f^h_i : \mathbb{R}^n \rightarrow \mathbb{R}$ with $n = \sum_{h=1}^H N_h$. Additionally, constraints are considered, which restrict the search space of the optimization process such that the strategy $x^h$ of each cluster $h$ needs to lie within some cluster’s constraint set $\Omega^h$. Regarding this set, we make the following assumption.

**Assumption 1.** Each constraint set $\Omega^h$, $\forall h \in \mathcal{H}$, is convex and compact.

The overall strategy vector of the game is denoted by vector $x = \text{col}(x^h, x^{-h}) \in \mathbb{R}^n$. With these definitions at hand, the optimization problem of each cluster $h$ is formulated as follows:

$$\min_{x^h} F^h(x^h, x^{-h}) = \min_{x^h} \frac{1}{N_h} \sum_{i=1}^{N_h} f^h_i(x^h, x^{-h}),$$

s.t. $x^h \in \Omega^h$.  \hspace{1cm} (1)

To further specify the problem class under consideration, we make the following assumption.

**Assumption 2.** All local cost functions $f^h_i(x^h, x^{-h})$, $\forall i \in \mathcal{I}_h$, $\forall h \in \mathcal{H}$, are defined on the whole $\mathbb{R}^n$, continuously differentiable and convex in $x^h$ for any fixed $x^{-h}$.

**Remark 1.** In combination, Assumptions [1] and [2] imply Lipschitz continuity of the local cost functions over the corresponding set $\Omega^h$ with some constant $L_1$ as their gradients are bounded on this compact set $\Omega^h$. Both assumptions are standard in the relevant literature on distributed Nash equilibrium problems [3], [12], [3], [13].

Let the Cartesian product of all constraint sets be denoted by $\Omega = \Omega^1 \times \ldots \times \Omega^H$. In order to solve not only the cooperative optimization problem, but also to find a stable strategy between the clusters, the non-cooperative game $\Gamma(H, \Omega, \{F^h\})$ between the clusters needs to be analyzed. An important component of any game satisfying Assumption [2] is the so called game mapping $M : \mathbb{R}^n \rightarrow \mathbb{R}^n$ defined as follows:

$$M(x) = \text{col}((\nabla_h F^h(x))_{h \in \mathcal{H}}),$$

where $\nabla_h F^h(x) = \frac{1}{N_h} \sum f^h_i(x^h, x^{-h})$. In this work, we focus on games, whose mappings are strongly monotone.

**Assumption 3.** The game mapping $M(x)$ is strongly monotone over $\mathbb{R}^n$ with some constant $\mu > 0$ and Lipschitz continuous over $\mathbb{R}^n$ with some constant $L_0 > 0$.

Note that the assumption above is a standard assumption in the literature dealing with fast converging methods for Nash equilibria seeking [22].

We consider a Nash equilibrium in game $\Gamma(H, \Omega, \{F^h\})$ as a stable outcome in the multi-cluster game under consideration and, thus, providing a solution to the optimization problem in (1).

**Definition 1.** A point $x^{NE} \in \Omega$ is called a Nash equilibrium of the game $\Gamma(H, \Omega, \{F^h\})$ if $F^h((x^h)^{NE}, (x^{-h})^{NE}) \leq F^h(x^h, x^{-h})$, for all $x^h \in \Omega^h$, $\forall h \in \mathcal{H}$.

Our goal is to learn such a stable action in a game through designing an appropriate algorithm taking into account the information setting in the system.

B. Distributed setting

In this section, we present the information setting in the system and provide a reformulation of problem (1) which takes into account this setting. First, we declare all local cost functions to be private such that only agent $i$ of cluster $h$ knows the function $f^h_i(x^h, x^{-h})$. Additionally, the constraint sets $\Omega^h$, $h \in \mathcal{H}$ are only known by the agents of the respective cluster $h$. As a consequence of these privacy restrictions, the agents within each cluster need to coordinate themselves to achieve the true minimum of the cluster function. Therefore, a communication architecture is established between the agents of the same cluster, which is represented by a communication graph. We denote the graph connecting the agents in cluster $h$ by $\mathcal{G}^h(\mathcal{V}^h, \mathcal{E}^h)$ and make the following assumption.

**Assumption 4.** The local graphs $\mathcal{G}^h$, connecting the agents inside cluster $h$, are undirected and connected. The associated weight matrices $V^h$ are double stochastic, i.e. $1^T V^h = 1^T$ and $V^h 1 = 1$, and have positive diagonal elements $v^h_{ii} > 0$ $\forall i \in \mathcal{I}_h$.

Additionally, a global communication architecture is established, which connects agents independently of their cluster membership. This architecture is described by graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \mathcal{I}$. Similar to the local graphs, we make the following assumption.

**Assumption 5.** The global graph $\mathcal{G}$, connecting all agents regardless of cluster association, is undirected and connected. The associated weight matrix $W$ is double stochastic, i.e.
$1^T W = 1^T$ and $W 1 = 1$, and has positive diagonal elements $w_{ii} > 0 \ \forall i \in I$.

In order to evaluate the gradient of their local cost functions, each agent $i$ maintains an estimation $x_i \in \mathbb{R}^n$ of the joint strategy vector $x \in \mathbb{R}^n$. The communication architecture allows the agents to exchange information about their current strategy estimations with other agents in the system. Each agent’s estimation is comprised of its estimation regarding the cluster strategy $x_k \in \mathbb{R}^{n_k}$ and of the estimations regarding the strategies of all other clusters $x_{-k} \in \mathbb{R}^{n_{-k}}$, such that $x_i = \text{col}(x_{i_1}, \ldots, x_{i_k}, \ldots, x_{i_H})$. The estimation of all agents are combined in the vector $x = \text{col}((x_i)_{i \in I}) \in \mathbb{R}^{N_n}$.

Likewise, we define vector $x^h$, which contains the estimations made by agents that belong to cluster $h$, i.e. $x^h = \text{col}((x_i)_{i \in I_h}) \in \mathbb{R}^{N_{n_h}}$, and the vector $x^{(h)} = \text{col}((x_{i_j})_{i \in I_h}) \in \mathbb{R}^{N_{n_{h,h}}}$.

Let $\Omega = \{\Omega_h\}_{h \in H}$, the multi-cluster variable is extracted in a stacked vector.

$\Omega_h := \{x^{(h)} | x^{(h)} \in \Omega^h, \ \forall i \in I_h\}$. The consensus condition $(I_{N_n} - W)x = 0$ with $W = W \otimes I_n$ and some double-stochastic matrix $W \in \mathbb{R}^{N \times N}$ ensures that $x_i = x_j, \ \forall i, j \in I, \ i, j \in I_h$, i.e. the agents reach a consensus regarding their estimations. As a result of the additional estimation problem, the dimension of the optimization problem increases by the factor $N$. Accordingly, the mapping of the multi-cluster game can be extended to the mapping $M : \mathbb{R}^{N_n} \to \mathbb{R}^{\sum_{h=1}^{H} N_{n_h}}$ such that

$$M(x) = \text{col}((1_{N_h} \otimes \nabla_h F^h(x^h))_{h \in H}),$$

with $\nabla_h F^h(x^h) = \frac{1}{N_h} \sum_{i=1}^{N_n} \nabla_h f_i^h(x^{(h)}, x^{(-h)})$. Note that this mapping is no longer strongly monotone compared to its original counterpart $M(x)$ in (2) (see Assumption 3). To ease the notations, we define the assignment matrix $Q$, using $n_{<h} := \sum_{j=1}^{h-1} n_j$ and $n_{>h} := \sum_{j=h+1}^{H} n_j$, such that

$$Q^h = [0_{n_h \times n_{<h}}, I_{n_h}, 0_{n_h \times n_{>h}}],$$

$$Q^h = \text{diag}((Q^h)_{i \in I_h}) \quad \text{and} \quad Q = \text{diag}((Q^h)_{h \in H}).$$

Note that $Q^h x_i = x^{(h)}, \quad Q^h \text{col}((x_i)_{i \in I_h}) = x^{(h)}$ and $Q x = \text{col}((x^{(h)})_{h \in H})$. Therefore, by multiplying the estimation vector $x$ by $Q$, each agent’s estimation regarding their own cluster’s variable is extracted in a stacked vector.

To clarify the connections of the original multi-cluster problem and its extension by estimation described in (3), we state some equivalences between the solutions of both problems and their connections to the specific variational inequality.

**Lemma 1.** Let Assumptions 1 [2] and 3 hold. Then, there exists a unique Nash equilibrium of the game $\Gamma(H, \Omega, \{F^h\})$. Moreover, the following statements are equivalent:

- $x^*$ is the unique solution of the variational inequality $VI(\Omega, M)$, i.e. $(x - x^*)^T M(x^*) \geq 0, \ \forall x \in \Omega$.
- $x^*$ is a unique Nash equilibrium of the game $\Gamma(H, \Omega, \{F^h\})$.
- $x^* = 1_N \otimes x^*$ is a fixed point of the mapping $H(x) = \text{proj}_{[x - \alpha Q^T M(x)]}$.
- $x^* = 1_N \otimes x^*$ is a stable solution of the extended multi-cluster game $\Gamma(H, \Omega, \{F^h\})$.

Proof can be found in Appendix B.

Before we present our algorithm for solving the extended multi-cluster game, we state well-known, nevertheless important norm inequalities regarding the weight matrices $W$ and $V^h$. Let Assumptions 4 and 5 hold respectively, then there exists a $\sigma \in (0, 1)$ and $\sigma_V = \max\{\sigma_{\Omega} \in \mathbb{R}^{H_n}\} \in (0, 1)$ such that for any $x \in \mathbb{R}^N$ and $y \in \mathbb{R}^{N_n}$

$$\|W x - 1_N \bar{x}\| \leq \sigma \|x - 1_N \bar{x}\|,$$

$$\|V^h y - 1_N \bar{y}\| \leq \sigma_V \|y - 1_N \bar{y}\|,$$

where $\bar{x} = \frac{1}{N} 1_N^T x$ and $\bar{y} = \frac{1}{N} 1_N^T y$.

**IV. ALGORITHM**

Classical agent based approaches to finding Nash equilibria in some convex game $\Gamma(H, \Omega, \{F^h\})$ exploit projected gradient schemes, where each player $i$ updates its action according to the following procedure:

$$x^h(k + 1) = \text{proj}_{\Omega_h} [x^h(k) - \gamma \nabla_h F^h(x)] \quad (8)$$

Under Assumptions 1 [2] and given an appropriate choice of the step size $\gamma > 0$, the iterates above converge to a Nash equilibrium in $\Gamma(H, \Omega, \{F^h\})$ with a linear rate (see, for example, [23]). However, for multi-cluster games this scheme is not applicable as it is, because the agents belonging to cluster $h$ are not able to evaluate the cluster gradient $\nabla_h F^h(x)$ due to their information restrictions. Additionally, no agent has direct access to the decisions of all other agents in the system. Therefore, the standard projected gradient scheme needs to be augmented by two estimation processes: First, by a consensus process that estimates the actions of other cluster but also leads to an agreement among agents of the same cluster. Secondly, by an estimation process regarding the cluster gradient $\nabla_h F^h$. For the latter, we leverage the gradient-tracking technique (see for example [14]) to estimate the cluster gradient in the auxiliary variable $y^h(k) \in \mathbb{R}^{n_h}$, which is maintained by every agent $i$ belonging to cluster $h$ and initialized with $y^h(0) = \nabla_h f_i^h(x_i(0))$. We propose the following updates for each agent $i$, $k = 0, 1, \ldots$:

$$\hat{x}_i(k) = \sum_{j=1}^{N} w_{ij} x_j(k), \quad (9a)$$

$$x_i^h(k + 1) = \text{proj}_{\Omega_h} \left[ x_i^h(k) - \alpha y^h_i(k) \right], \quad (9b)$$

$$x_i^{(-h)}(k + 1) = \hat{x}_i^{(-h)}(k), \quad (9c)$$

$$y_i^h(k + 1) = \sum_{j=1}^{N_h} v_{ij} y_i^h(k) + \nabla_h f_i^h(x_i(k + 1)) - \nabla_h f_i^h(x_i(k)), \quad (9d)$$

Proof can be found in Appendix C.
where \( \alpha > 0 \) is some step size. In Equation (2a), agent \( i \) updates its estimation by a weighted sum of its own estimation and the estimations of its direct neighbors, which send their estimations to \( i \) over the global communication graph \( \mathcal{G} \). The weights correspond to the entries of weight matrix \( W \), associated with graph \( \mathcal{G} \). While the estimations \( \hat{x}^{(h)}(i) \) regarding other clusters are not altered, because agent \( i \) has no influence on the strategy choice of other clusters (see (2c)), in Equation (2b) a gradient step is performed in the direction of the estimated cluster gradient \( \hat{y}^{h}(k) \). In Equation (3d) the cluster gradient is estimated. Here, the agents first calculate a weighted sum of their own estimations and the estimations of their direct neighbors in cluster \( h \) using the local communication graph \( \mathcal{G}^{h} \) and the associated weight matrix \( V^{h} \). Then, the gradient of the local cost functions is evaluated at the strategy estimations \( x_{i}(k+1) \) and \( x_{i}(k) \) and the difference is added to the results of the inner-cluster consensus step.

By defining the gradient-tracking vectors \( \hat{y}^{h} = \text{col} \{ (y^{h})_{i} \in \mathcal{I}_{h} \} \), \( y = \text{col} \{ (y^{h})_{h} \in \mathcal{H} \} \) and the vectors of local gradients \( \mathcal{G}^{h}(k) = \text{col} \{ (\nabla_{h} f^{h}_{i}(x_{i}(k)))_{i} \in \mathcal{I}_{h} \} \) and \( \mathcal{G}(k) = \text{col} \{ (\mathcal{G}^{h}(k))_{h} \in \mathcal{H} \} \), we are able to summarize the update equations of all agents of the system in the algorithm:

\[
\begin{align*}
\hat{x}(k) &= Wx(k), \\
x(k+1) &= \text{proj}_{\Omega}(\hat{x}(k) - \alpha Q^{T}y(k)), \\
y(k+1) &= V^{h}y(k) + \mathcal{G}(k+1) - \mathcal{G}(k),
\end{align*}
\]

where \( W = W \otimes I_{n_{h}}, V = \text{diag} \{ (V^{h})_{h} \in \mathcal{H} \}, \Omega = \{ x \in \mathbb{R}^{N_{n}h} | Qx \in \Omega^{h} \} \) and \( Q \) as in [15]. Note that the last equation (10c) can be split into update equations for every cluster, such that \( \hat{y}^{h}(k) = V^{h}y^{h}(k) + \mathcal{G}^{h}(k+1) - \mathcal{G}^{h}(k), \forall h \in \mathcal{H} \).

As motivated in the beginning of this section, the presented algorithm can be considered an extension of the projected gradient scheme by gradient and strategy estimation. This is clearly visible in the vector-form algorithm in (10), where in Equation (10a) the strategy’s estimations and in Equation (10c) the gradients’ estimations are performed. For the latter, it can be shown that summing over the gradient tracking variables \( \hat{y}^{h}(k) \) of all agents \( i \) that belong to cluster \( h \), the direction of the cluster gradient at the time \( k \) is recovered, provided that the variables are initialized according to \( \hat{y}^{h}(0) = \nabla_{h} f^{h}_{i}(x_{i}(0)) \), i.e. it holds that

\[
\sum_{i=1}^{N_{h}} \hat{y}^{h}_{i}(k) = \sum_{i=1}^{N_{h}} \nabla_{h} f^{h}_{i}(x_{i}(k)).
\]

This result follows from the stochasticity of the weight matrices \( V^{h} \) and is a well-known fact for the methods based on gradient tracking technique, see [15]. In Equation (10b), the standard projected gradient scheme is recovered, as \( \hat{y}(k) \) tracks the cluster gradients and assignment matrix \( Q \) does not change the direction of the estimated gradients but rather ensures that appropriate coordinates of the extended estimation vector \( \hat{x}(k) \) are updated.

V. PROVING CONVERGENCE

Before we start with the convergence proof, we provide some preliminary definitions. Let the gradient-tracking average

be defined as

\[
\hat{y}^{h}(k) = \frac{1}{N_{h}} \sum_{i=1}^{N_{h}} y^{h}_{i}(k) = \frac{1}{N_{h}} \sum_{i=1}^{N_{h}} \nabla_{h} f^{h}_{i}(x_{i}(k)).
\]

Thereby, \( \hat{y}^{h}(k) \) is the average over the gradient-tracking variables of cluster \( h \) at time step \( k \), repeated \( N_{h} \) times into a vector of dimension \( \dim(\hat{y}^{h}) = N_{h}n_{h} \). Let \( y(k) = \text{col} \{ (y^{h}(k))_{h} \in \mathcal{H} \} \) denote the stacked vector. Using the additional assignment matrices

\[
R^{h} = \frac{1}{N_{h}} 1_{N_{h}} 1_{N_{h}}^{T} \otimes I_{n_{h}} \text{ and } R = \text{diag} \{ (R^{h})_{h} \in \mathcal{H} \}
\]

with dimensions \( \dim(R^{h}) = N_{h}n_{h} \times N_{h}n_{h} \) and \( \dim(R) = \sum_{h=1}^{H} N_{h}n_{h} \times \sum_{h=1}^{H} N_{h}n_{h} \), we can write \( \hat{y}^{h}(k) = R^{h}y^{h}(k) \) and \( y(k) = Ry(k) \).

Several challenges have to be faced when aiming to prove convergence of the algorithm in (10). First, three different dynamics need to be accounted for: The consensus dynamic regarding the estimation of the overall strategy vector and gradient-tracking variables inside the cluster, the estimation of the cluster gradient in the gradient-tracking variables \( y^{h}(k) \), and the actual optimization process in form of projected gradient-descent. All these dynamics are interconnected with each other and the associated step size is to be set up to allow the algorithm to achieve the Nash equilibrium of the multi-cluster problem under consideration. The second challenge concludes in the fact that, in contrast to the original mapping \( M(x) \) of the game which is assumed to be strongly monotone (see Assumption 3), the extended mapping \( M(x) \) in Equation (4) does not possess this property. However, it is possible to state the following lemma, which states Lipschitz continuity of \( M(x) \) and whose proof can be found in [2].

**Lemma 2.** Under Assumptions [3] the extended mapping \( M(x) \) is Lipschitz continuous with some constant \( L > 0 \) such that \( \mu \leq L \leq L_{0} \), where \( \mu, L \) are defined in the assumption.

Let now \( x^{*} \) be the Nash equilibrium of the multi-cluster game \( \Gamma(H, \Omega, \{ F^{h} \}) \) and let \( x^{*} = 1_{N} \otimes x^{*} \). Then, according to Lemma [7] \( x^{*} \) is the solution to the extended multi-cluster game-theoretic problem (5). Therefore, in order to prove convergence of algorithm (10), we essentially need to show that the distance between the estimations \( x \) and the solution \( x^{*} \) converges to zero over time, i.e. \( \lim_{k \to \infty} \| x(k) - x^{*} \| = 0 \). To do so, we demonstrate that the combined cluster gradient estimation \( y(k) \) converges to the average of the local cost function gradients, i.e. \( \lim_{k \to \infty} \| y(k) - \hat{y}(k) \| = 0 \). As it has been pointed out, evolution of the estimations \( x(k) \) depends on that of the variable \( y(k) \) and vice versa. In the following proposition, we show that under the algorithm in (10), \( x(k) \) and \( y(k) \) evolve according to a specific linear inequality system.

**Proposition 1.** Let Assumptions [2] and 5 hold and let \( x^{*} = 1_{N} \otimes x^{*} \). Then there exists a fixed point of the mapping \( H(x) = \text{proj}_{\Omega} [x - \alpha Q^{T}M(x)] \) and, based on the algorithm in (10), the linear inequality system

\[
\tau(k+1) \leq A_{e}(\alpha) \tau(k)
\]
can be established, with $\tau(k) = ||x(k) - x^*||, ||y(k) - \hat{y}(k)||^T$ and a positive matrix $A_x(\alpha) \in \mathbb{R}^{2 \times 2}$. Furthermore, there exists a positive constant $\overline{\alpha}$, dependent on the parameters $N, L, L_0, \mu, \sigma_v$, and $\sigma$, such that $\rho(A_x(\alpha)) < 1$ for any $\alpha \in (0, \overline{\alpha})$.

The proof is provided in Appendix [C].

**Remark 2.** Matrix $A_x(\alpha)$ and the upper bound $\overline{\alpha}$ are further specified in the proof of Proposition 7.

Finally, in the following theorem, we are able to summarize the previous results and rigorously prove convergence of the algorithm in (10).

**Theorem 1.** Let Assumptions 4, 5 and 6 hold. Then, there exists a unique Nash equilibrium, which is a stable solution of the multi-cluster game problem (1).

Moreover, let the step size of the algorithm (10) be chosen such that $0 < \alpha < \overline{\alpha}$, where $\overline{\alpha}$ is introduced in Proposition 7. Then the combined estimation vector converges toward the stacked Nash equilibrium vector $x^* = 1_N \otimes x^*$, i.e. $\lim_{k \to \infty} x(k) = x^*$ and the convergence is linear with the rate $O(\rho(A_x(\alpha))^k)$, where $\rho(A_x(\alpha)) < 1$.

**Proof:** Provided that the mapping $M(x)$ in (2) fulfills Assumption 3, i.e. it is strongly monotone, the Variational Inequality VI($\Omega, M$), associated with the problem in (1) has a unique solution [23]. According to Lemma 1, the Nash equilibrium of the multi-cluster problem exists in this case and is unique as well.

By Lemma 1, the vector $x^*$ is a fixed point of the mapping $H(x) = \arg\min_{x \in \mathbb{R}^2} ||x - \alpha Q^T M(x)||$. Therefore, Proposition 1 can be invoked, which provides us with the inequality system in Equation (12). Furthermore, for the spectral radius it holds that $\rho(A_x(\alpha)) < 1$, if $\alpha$ is chosen in the specified bounds, rendering the autonomous system stable. Therefore, $\lim_{k \to \infty} \tau(k + 1)/\tau(k) < \rho(A_x(\alpha)) < 1$, which proves linear convergence rate $O(\rho(A_x(\alpha))^k)$ to the desired state col(0, 0).

This concludes the proof.

**Remark 3.** Note that Theorem 1 ensures that all local estimations $x_i(k), \forall i \in \mathcal{I}$ reach a consensus and that this consensus is a solution to the multi-cluster game.

**VI. Simulations**

**A. Day-ahead power management as multi-cluster game**

As motivated in the Introduction section, we aim to solve a day-ahead power management problem between microgrids, modeled as a multi-cluster game. For the formulation of the game, we loosely rely on [9]. Let us consider a system consisting of $H$ microgrids. Each microgrid aims to provide power for its consumers with power demand $d^h(t)$ in every time slot $t \in \{1, ..., T\} = \mathcal{T}$ of the next day while minimizing the cost of doing so. In order to supply the demanded power, each microgrid $h$ has two possibilities: Firstly, it can buy power of amount $p^h(t)$ in time slot $t$ from the main grid for the price per power unit $\epsilon_{\text{main}}(p(t)) = q \left( \sum_{h=1}^{H} p^h(t) \right)$ with $p(t) = \text{col}(p^1(t), ..., p^H(t))$ and some positive factor $q > 0$. Note that the price is demand dependent such that the provision strategy from one microgrid has an influence on the cost of all other microgrids. Therefore, if microgrid $h$ buys power of amount $p^h(t)$ in time slot $t$, the costs

$$f^\text{mg}_h(p(t)) = \epsilon_{\text{main}}(p(t)) p^h(t) \quad (13)$$

occur. This cost function is the coupling point of the problem, resulting in the non-cooperative game between the microgrids. Secondly, each microgrid can use its own facilities, meaning generators and batteries. Let microgrid $h$ own $n^h$ generators and $n^h_b$ batteries and let $\mathcal{I}_h^g$ and $\mathcal{I}_h^b$ denote the respective sets. The operating cost of a controllable, fuel-based generator $i$ of microgrid $h$ for producing the amount of power $g_i(t)$ in time slot $t$ is approximated by the quadratic function

$$f^\text{g}_i,h(g_i(t)) = a^i_h g_i(t)^2 + b^i_h g_i(t) + c^i_h \quad (14)$$

with constants $a^i_h, b^i_h, c^i_h > 0$. Each generator has lower and upper production capacities, wherefore the combined power production $g^h = \text{col}((g_i(t))_{i \in \mathcal{I}_h^g})$, where $g_i = \text{col}((g_i(t))_{t \in \mathcal{T}})$, needs to lie in constraint set

$$\Omega^h := \{g^h| g^h \leq g_i(t) \leq \overline{g_i}, \forall i \in \mathcal{I}_h^g, \forall t \in \mathcal{T} \} \quad (15)$$

The usage of batteries $j \in \mathcal{I}_h^b$ is penalized in every time slot $t$ by the quadratic cost function

$$f^\text{b}_j,h(s_j(t)) = a^j_h s_j^2(t) + \text{sgn}(s_j(t)) b^j_h s_j(t) + c^j_h \quad (16)$$

with constants $a^j_h, b^j_h, c^j_h > 0$, in order to reduce excessive use of the battery and thus prolong the batteries life time. If $\text{sgn}(s_j(t)) > 0$, then the battery is discharged by the amount $|s_j(t)|$ and if $\text{sgn}(s_j(t)) < 0$, the battery is charged. The amount of power that can be drawn from or stored in the battery depends on the charge $q_j(t)$ of the battery, which needs to lie within the bounds $0 \leq q_j(t) \leq \overline{q}_j(t)$. We receive the constraint $-q_j(t) \leq -s_j(t) \leq \overline{q}_j - q_j(t)$. Each battery looses charge by the leakage effect in between two time slots $t$ and $t + 1$ such that $q_j(t + 1) = \gamma_j q_j(t) + s_j(t)$ with $0 < \gamma_j < 1$ when $s_j(t) = 0$. With this, the charge of battery $j$ at beginning of time slot $t$ can be calculated as $q_j(t) = \gamma_j^{t-1} q_j(1) - \sum_{r=1}^{t-1} \gamma_j^{t-r} s_j(r)$. Therefore, the constraint $-\gamma_j^{t-1} q_j(1) - \sum_{r=1}^{t-1} \gamma_j^{t-r} s_j(r) \leq \overline{q}_j - q_j(t)$ needs to hold in every time slot $t$. Additionally, the charge at the end of the planning horizon $q_j(T)$ should be close to $q_j(1)$, i.e. $|q_j(T) - q_j(1)| \leq \epsilon_j$ for some small $\epsilon_j > 0$. Without this constraint, the optimization would lead to depleted batteries at the end of every time period. We summarize these constraints in the constraint set

$$\Omega^h_s := \{s^h| q^h \leq s_j^h(t) \leq \overline{q}_j, q_j(T) - q_j(1) \leq \epsilon_j, -\gamma_j^{t-1} q_j(1) - \sum_{r=1}^{t} \gamma_j^{t-r} s_j(r) \leq \overline{q}_j - q_j(t) - \epsilon_j q(1), \forall j \in \mathcal{I}_h^b, \forall t \in \mathcal{T} \} \quad (17)$$

with $s^h = \text{col}((s_j(t))_{t \in \mathcal{T}})$ and $s_j = \text{col}((s_j(t))_{t \in \mathcal{T}})$. 
With the above definition, we can formalize the combined power provision and cost minimization problem of each microgrid \( h \) as follows:

\[
\begin{align*}
\min_{x^h} & \sum_{t=1}^{T} \left[ p^h_{mg}(p(t)) + \sum_{i=1}^{n^h_h} g_i^h(t) + \sum_{j=1}^{n^h_h} f_{j,h}^h(s_j(t)) \right] \\
\text{s.t.} & \quad p^h(t) + \sum_{i=1}^{n^h_h} g_i(t) + \sum_{j=1}^{n^h_h} s_j(t) = d^h(t), \quad \forall t \in T \\
& \quad g^h, s^h \in \Omega^h, \forall h \in H.
\end{align*}
\]

(18a)

(18b)

(18c)

with \( x^h = \text{col}(p^h, g^h, s^h) \). For the multi-cluster formulation of above problem, each microgrid is considered a cluster and the agents are the components of the cluster, i.e. the batteries and the generators within the microgrids. It is assumed that each microgrid is operated by some company. These companies compete against each other regarding the price for power purchased from the main grid, resulting in the non-cooperative game between the distinct grids. Each agent only knows its own cost function, e.g. for some generator \( i \), the function \( \sum_{t=1}^{T} f_{i,h}^h(g^h(t)) \) and the cluster constraint set \( \Omega^h \) consisting of \( \Omega^h \cup \Omega^h, \forall h \in H \), as well as the equality constraint (18b).

According to the definition of the cost functions in Equations (13), (14) and (16), the resulting cluster cost function is quadratic in each element of the decision variable \( x^h \). Therefore, Assumption 2 is fulfilled. It can be checked that the mapping of the game, as defined in Equation (2) is strongly monotone and therefore fulfills Assumption 3. At last, the constraint set \( \Omega^h \) consists of a linear equality constraint and the convex and compact sets \( \Omega^h \) and \( \Omega^h, \forall h \in H \), which therefore satisfies Assumption 1. In conclusion, by connecting the agents according to Assumptions 4 and 5, the algorithm in (10) is applicable to the problem defined by (18).

B. Simulation Setup

Our simulation setup consists of five microgrids, each containing ten agents, such that the overall agent system is comprised of \( N = 50 \) agents. Table I shows the distribution of generators and batteries among the microgrids as well as the number of decision variables and constraint sets when considering a time horizon of \( T = 24 \). In order to show the effects of differing numbers of generators and batteries on the resulting cost, their numbers vary over the microgrids. To make the results for each microgrid more comparable, the demands \( d^h(t) \) in all time slots \( t \in T \) inside each microgrid are chosen equally such that \( d^h(t) = d^j(t), \forall i,j \in H \). The demand curve is depicted in Figure 2 together with the simulation results and is chosen to resemble the daily consumption of private households. Because of the size of the agent system, we will not go into detail on how we parameterize the cost functions and constraints. However, note that the lower and upper bounds of generators and batteries are chosen such that it is not possible for the microgrids to completely supply themselves with power, i.e. each microgrid is forced to buy power from the main grid in order to be able to satisfy their consumers’ demand. This intensifies the competition between the grids. An optimized step size \( \alpha = 0.02 \) is chosen for each agent by increasing the step-size starting at a small value until the fastest, stable convergence is reached. Global and local communication graphs, \( G \) and \( G^h \) respectively, are chosen such that they fulfill Assumptions 4 and 5, i.e. all graphs are connected and the weights of the associated matrices \( W \) and \( V^h, \forall h \in H \), were chosen to be double stochastic.

| # Gen. | # Bat. | # Ag. | # Var. | # Con. | \( F^h(x^*) \) |
|-------|-------|------|-------|-------|----------------|
| MG 1  | 7     | 3    | 10    | 264   | 627            |
| MG 2  | 5     | 5    | 10    | 264   | 725            |
| MG 3  | 3     | 7    | 10    | 264   | 823            |
| MG 4  | 0     | 10   | 10    | 264   | 970            |
| MG 5  | 10    | 0    | 10    | 264   | 480            |
| overall | 25 | 25 | 50 | 1320 | 3625 | 30.96 |

Table I

OVERVIEW OF MICROGRID SETUP AND FINAL COST FUNCTION VALUE \( F^h(x^*) \times 10^3 \). MG: MICROGRID, Gen.: GENERATORS, Bat.: BATTERIES, Ag.: AGENTS, Var.: DECISION VARIABLES, Con.: CONSTRAINTS.

C. Results

In Figure 1 the convergence of the relative error norm between the current state \( x(k) \) and Nash equilibrium \( x^* \) is depicted. The Nash equilibrium is calculated by a standard gradient-based algorithm (see [8]) under assumption that the full required information is available to the agents. For the specified setup, a relative error of 0.001 can be achieved after 3392 iterations.

The resulting strategies for microgrids \( h = 1, ..., 5 \) are depicted in Figure 2 together with the aggregated values, i.e. the sum over all strategies in a distinct time slot. Additionally, in each sub figure the main grid price \( e_{\text{main}} \) is plotted. Resulting from the choice of generator constraints, each microgrid needs to buy power from the main grid in time slots 17 to 21 where power consumption is high. It can be observed that all microgrids that contain batteries fill their batteries in time slots of low demand, i.e. time slots 1 - 7, as power from the main grid is the cheapest level due to low overall demand. As expected, the stored power is extracted in times of high consumption, in order to lessen the dependence on the high main grid prices in these time slots.

Interestingly, when examining the resulting costs over all time slots for each microgrid in Table I increasing the number of generators has a higher impact on the minimization of the cost functions than increasing the number of batteries.
example, microgrid 4 consists entirely of batteries and exhibits the highest cost while microgrid 5 is comprised of generators only and displays the lowest cost. Furthermore, as the number of generators diminishes from microgrid 1 to 3, the costs rise. Therefore, in this scenario, having batteries instead of generators is not beneficial for reducing costs. An explanation for this phenomenon is the high impact of load sharing among a greater number of generators resulting in lower fuel costs. Additionally, when utilizing batteries, the available power in the overall network does not increase; it is only possible to shift power consumption to other time periods. However, if all microgrids with batteries need to charge their batteries in the same time slot, power demand rises and needs to be matched either by the generators or by the main grid. As production of the generators is capped, additional power may need to be drawn from the main grid. This effect can be observed in time slots 23 and 24 right before the end of the planning horizon. Because the charge of each battery may only vary by a small factor $\epsilon = 0.01$ between beginning and end of the time horizon, all batteries need to be recharged after drawing power from them during the high demand period 17 - 21. Although the consumers demand is rather low at the end of the planning horizon, the main grid power price is high due to the power demand in connection with replenishing the batteries. Additionally, the batteries leak power over time. In the simulation, 1% of charge was lost in between the time slots, which needs to be resupplied as well. Nevertheless, this does not mean that batteries are useless. The simple fact that the optimal strategy is using batteries means that it is beneficial to have them in the network. However, they need to be used jointly with generators and not instead of the latter.


d 2. Strategies for batteries, power from main grid, power from generators for microgrids $h = 1, \ldots, 5$ together with consumption in the specific grid. For comparison, the main grid price function is plotted as well.

VII. CONCLUSION

In this work we provide an algorithm for solving constrained multi-cluster games and prove linear convergence to the optimum. As cooperative distributed optimization represents a special case of optimization in multi-cluster games, the presented algorithm extends existing literature on gradient-tracking methods proposed for unconstrained distributed optimization problems to the constraint ones. In the simulation part, we formulate a power management problem between microgrids as a multi-cluster problem and provided results on convergence time and discussions regarding the optimization result. In future work, we aim to extend our algorithm such that generalized Nash equilibrium problems, i.e. coupling constraints between the clusters, can be handled as well.
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APPENDIX

A. Supporting Proposition

Proposition 2. Let Assumptions 1, 2, 3, and 5 hold. Let

$$A(\alpha) = \begin{bmatrix} \frac{\alpha^2 L_0^2}{N} & -2\alpha L_0 M + 1 \alpha^2 L_0^2 + \alpha \left( L + \frac{\sigma L_0}{\sqrt{N}} \right) \\ \alpha^2 L_0^2 + \alpha \left( L + \frac{\sigma L_0}{\sqrt{N}} \right) & \alpha^2 L_0^2 + 2\alpha^2 \sigma L_0 + \sigma^2 \end{bmatrix}$$

Then, with $x^* = 1_N \otimes x^*$, the inequality $|\hat{x}(k) - x^* - \alpha Q^T M(x(k)) + \alpha Q^T M(x^*)| \leq \sqrt{\rho(A(\alpha))} |x(k) - x^*|$ holds. Furthermore, there exists a positive constant $\alpha_A$ dependent on the parameters $N, L, L_0,$
\( \mu, \sigma \), such that \( \sqrt{\rho(A(\alpha))} < 1 \) holds for any step size \( \alpha \in (0, \alpha_A) \).

**Proof:** The derivation of matrix \( A(\alpha) \) and upper bounding the expression \( \| \dot{x}(k) - x^* - \alpha Q^T M(x(k)) + \alpha Q^T M(x^*) \| \) by \( \sqrt{\rho(A(\alpha))} \| x(k) - x^* \| \) is closely related to the proof of Theorem 1 of [2] and shall therefore be omitted here due to space reasons. In order to define the setting for \( \alpha \) under which \( \sqrt{\rho(A(\alpha))} < 1 \), it can first be shown, by invoking Lemma 2 that all elements of the matrix \( A(\alpha) \) are non-negative for \( \alpha > 0 \). Next, it can be proven that the matrix \( A(\alpha) \) is positive definite by demonstrating that this matrix is diagonal dominant, i.e. \( a_{11}, a_{22} > a_{12} = a_{21} \), for \( 0 < \alpha < \alpha_{A, 1} \). To do so, one needs to compare the corresponding quadratic polynomials in the elements of \( A(\alpha) \). It is possible to explicitly specify the upper bound \( \alpha_{A, 1} \) based on problem parameters, the details however shall be omitted here due to space limitation. Next, we apply Sylvester’s criterion to find upper bounds on \( \alpha \) on which guarantees that the symmetric matrix \( I_2 - A(\alpha) \) is positive definite. 1 - \( \alpha > 0 \) holds if \( \alpha < \alpha_{A, 2} = \frac{2(\alpha_1 + \alpha_2 + \alpha_3)}{2(\alpha_1 + \alpha_2 + \alpha_3)} > 0 \). Next, \( \text{det}(I_2 - A(\alpha)) \) is positive if \( q_1 \alpha^2 + q_2 \alpha + q_3 < 0 \), where \( q_1, q_2, q_3 > 0 \) are problem dependent factors (see the definition of \( A(\alpha) \)). Therefore, the determinant of the quadratic polynomial is positive and the inequality above holds, if \( 0 < \alpha < \alpha_{A, 2}^{\alpha} = \frac{q_2 + \sqrt{q_2^2 + 4q_1q_3}}{2q_1} > 0 \). Combining all above results, we have \( \sqrt{\rho(A(\alpha))} < 1 \) if \( 0 < \alpha < \alpha_A = \min\{\alpha_{A, 1}, \alpha_{A, 2}\} \) with \( \alpha_{A, 2} = \min\{\alpha_{A, 1}, \alpha_{A, 2}\} \), which concludes the proof.

**B. Proof of Lemma 2**

**Proof:** Part a) \( \iff \) b): The equivalence between the solutions to variational inequalities and Nash equilibria in games is proven by Proposition 1.4.2 in [23]. Part a) \( \iff \) c): By definition \( x^* \) fulfills \( (I_{N_n} - W)x^* = 0 \), i.e. describes a consensus state, in which all estimations are equal to \( x^* \), which is a fixed point of \( H(x) \) if \( H(x^*) - x^* = 0 \). Considering the definition of \( Q \) and Mapping \( M(x) \) by and deleting identical and zero entries of the vector \( H(x^*) - x^* \), the fixed-point condition of mapping \( H(x) \) at some consensus vector \( x^* \) reduces to \( \text{col}(\{\text{proj}_{\Omega h}(x^h - \alpha F^h(x^h))\})_{h \in \mathcal{H}} \) - \( x^h \), which is equivalent to \( \text{proj}_{\Omega} [x^h - \alpha M(x^h)] \). Therefore \( x^* = 1_N \times x^* \) is a fixed-point of the mapping \( H(x) \) if \( x^* \) is a fixed-point of mapping \( \text{proj}_{\Omega} [x^h - \alpha M(x^h)] \). The latter holds true if \( x^* \) is a solution of \( V(\Omega, M) \). Part b) \( \iff \) d): Let the estimations of the agents, stored in \( x \) be in consensus, i.e. it holds that \( (I_{N_n} - W)x = 0 \). Then, the formulations of the problem in (1) and (3) are exactly the same. As \( (I_{N_n} - W)x^* = 0 \) holds and \( x_i = x^* \) for \( i = 1, ..., N \), \( x^* \) is a solution of the extended problem in (3) if and only if \( x^* \) is the solution of the central problem in (1). \( \blacksquare \)

**C. Proof of Proposition 7**

**Proof:** The proof is subdivided into two parts. In the first part, we show that the update equations can be expressed as a linear inequality system and show the structure of matrix \( A_{1}(\alpha) \). In the second part, we provide results on the spectral radius on \( \alpha \) and define the upper bound \( \bar{\pi} \).

### Part 1 - Linear system inequality

Using the fixed-point assumption \( x^* = \text{proj}_\Omega [x^* - \alpha Q^T M(x^*)] \) and Equation (10b), we receive

\[
\| x(k+1) - x^* \| \\
= \| \text{proj}_\Omega (\dot{x}(k) - \alpha Q^T y(k)) - \text{proj}_\Omega [x^* - \alpha Q^T M(x^*)] \|
\leq \| \dot{x}(k) - \alpha Q^T y(k) - x^* + \alpha Q^T M(x^*) \|
\leq (\| \dot{x}(k) - x^* - \alpha Q^T M(x(k)) + \alpha Q^T M(x^*) \| + \| \alpha Q^T M(x(k)) - \alpha Q^T y(k) \|)
\]

For the first inequality, we used the non-expansiveness of the projection operator. Applying the results of Proposition 2 and Equation (10b), we have

\[
\| \alpha Q^T M(x(k)) - \alpha Q^T y(k) \| \leq \alpha^2 Q^T \| M(x(k)) - y(k) \|^2
\]

\[
\leq \alpha^2 \| Q^T \| \| M(x(k)) - y(k) \|^2
\]

\[
\leq \alpha^2 \| Q^T \| \sum_{h=1}^{H} \left( \frac{1}{N_h} \otimes \frac{1}{N_h} \sum_{i=1}^{N_h} \sqrt{h} f_{i}^{h}(x_i(k)) - y(h)^{k} \right)^2
\]

\[
= \alpha^2 \sum_{h=1}^{H} \left( \| y^{h}(k) - y^{h}(k) \|^2 \right) = \alpha^2 \| y(k) - \bar{y}(k) \|^2,
\]

where we used the definition of \( y^{h}(k) \), we receive

\[
\| x(k+1) - x^* \|^2 \leq \sqrt{\rho(A(\alpha))} \| x(k) - x^* \|
\]

\[+ \alpha \| y(k) - \bar{y}(k) \|.
\]

Next, we consider the norm \( \| y(k+1) - \bar{y}(k+1) \| \) and the update equation (10c):

\[
\| y(k+1) - \bar{y}(k+1) \| = \| V y(k) + G(k+1) - G(k) - R (y(k) + G(k+1) - G(k)) \|
\]

\[
\leq \| V y(k) - \bar{y}(k) \| + \| I - R \| \| G(k+1) - G(k) \|
\]

Here, we used the double stochastic property of each \( V^h \), \( \forall h \in \mathcal{H} \) of Assumption 3, i.e. the fact that \( RV = R \), which follows from the property \( AC \otimes BD = (A \otimes B)(C \otimes D) \) of the Kronecker product, such that

\[
R^h V^h = \left( \frac{1}{N_h} \otimes I_{N_h} \right) (V^h \otimes I_{N_h})
\]

\[
= \left( \frac{1}{N_h} \otimes I_{N_h} \right) V^h \otimes I_{N_h}
\]
we know that \( \alpha x \) from \([24]\), it holds for the spectral radius of Part 2 - Spectral radius: According to Corollary 8.1.29 with investigating matrix \( \sigma \min \alpha < \sqrt{\alpha} A \). The first part of the proof concludes with summarizing the elements of above inequalities in the matrix
\[
A(\alpha) = \begin{bmatrix} \sqrt{\rho(A(\alpha))} & \alpha \\ a_{21}(\alpha) & \sigma_V + \alpha a_{22} \end{bmatrix},
\]
with \( \sigma_V \in (0, 1) \) as in Equation \((7)\) , \( a_{21}(\alpha) = L_2(\sqrt{\rho(A(\alpha))} + 1) |I - R| \) and \( a_{22} = L_1 |I - R| > 0 \).

Part 2 - Spectral radius: According to Corollary 8.1.29 from \([24]\), it holds for the spectral radius of \( A(\alpha) \) that
\[
\rho(A(\alpha)) \leq (1 - \epsilon) < 1 \text{ with some small } \epsilon > 0,
\]
if
\[
\left( \sqrt{\rho(A(\alpha))} \frac{\alpha}{a_{21}(\alpha)} \frac{1}{\sigma_V + \alpha a_{22}} \right) \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \leq (1 - \epsilon) \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}
\]
(21) for some positive \( x_1, x_2 > 0 \). Now, we aim to find bounds on \( \alpha \) such that condition above is satisfied. From Proposition \( 2 \) we know that \( 0 < \sqrt{\rho(A(\alpha))} < 1 \text{ if } 0 < \alpha < \alpha\min \), where \( \alpha\min \) is some constant defined by the parameters of the game-theoretic problem. Additionally, we provide the bound \( 0 < \alpha < (1 - \sigma_V)/a_{22} = \sigma\min > 0 \). If this condition holds, then we can replace the term \( \sigma_V + \alpha a_{22} \) by \( \sigma\min \alpha \in (0, 1) \). Consider
\[
\alpha \leq \frac{x_1}{x_2} \left( 1 - \epsilon - \sqrt{\rho(A(\alpha))} \right), \quad \frac{x_1}{x_2} \leq \frac{1 - \epsilon - \sigma\min}{a_{21}(\alpha)},
\]
which follows from the inequality system of Equation \((21)\). Combining the two inequalities results in
\[
\alpha \leq \frac{\sqrt{\rho(A(\alpha))}}{a_{21}(\alpha)} \left( 1 - \epsilon - \sigma\min \right) = \alpha\max. \text{ Note that } a_{21}(\alpha) > 0.
\]
With \( \alpha\max = \lim_{\alpha \to 0} \alpha\max = \frac{1}{1 - \sqrt{\rho(A(\alpha))}}(1 - \sigma\min) \), choosing \( \alpha \in (0, \min(\alpha\max, \alpha\min, \sigma\min)) \) results in \( \rho(A(\alpha)) < 1 \). Next we demonstrate how to set up \( \alpha \) satisfying \( 0 < \alpha < \min(\alpha\max, \alpha\min, \sigma\min) \). Let us note that for any \( \alpha > 0 \), such that \( \alpha < \min(\alpha\max/2, \sigma\max, \alpha\min) \), we have \( \alpha\max > \frac{\delta_1(\alpha)}{\sigma\min} \) with \( \delta_1(\alpha) = 1 - \rho(A(\alpha)) > 0 \) and \( \delta_2(\alpha) = 1 - \sigma\min > 0 \). By leveraging Corollary 8.1.19 from \([24]\) and investigating matrix \( A(\alpha) \) of Proposition \( 2 \), we find that \( \sqrt{\rho(A(\alpha))} \leq \rho(A(\alpha\min)) \), wherefore \( \delta_1(\alpha) \geq \delta_1(\alpha\min) \). In conclusion, if \( \alpha < \alpha\min \), then \( \alpha\max > \alpha(\alpha\min) > 0 \). Therefore, choosing \( 0 < \alpha < \sigma\min \) ensures \( \rho(A(\alpha)) < 1 \).