The Hitchhiker’s Guide to Integration of Social and Ethical Awareness in Precision Livestock Farming Research

Oleksiy Guzhva*, Janice M. Siegford and Christina Lunner Kolstrup

While fully automated livestock production may be considered the ultimate goal for optimising productivity at the farm level, the benefits and costs of such a development at the scale at which it needs to be implemented must also be considered from social and ethical perspectives. Automation resulting from Precision Livestock Farming (PLF) could alter fundamental views of human-animal interactions on farm and, even further, potentially compromise human and animal welfare and health if PLF development does not include a flexible, holistic strategy for integration. To investigate topic segregation, inclusion of socio-ethical aspects, and consideration of human-animal interactions within the PLF research field, the abstracts from 644 peer-reviewed publications were analysed using the recent advances in the Natural Language Processing (NLP). Two Latent Dirichlet Allocation (LDA) probabilistic models with varying number of topics (13 and 3 for Model 1 and Model 2, respectively) were implemented to create a generalised research topic overview. The visual representation of topics produced by LDA Model 1 and Model 2 revealed prominent similarities in the terms contributing to each topic, with only weight for each term being different. The majority of terms for both models were process-oriented, obscuring the inclusion of social and ethical angles in PLF publications. A subset of articles (5%, n = 32) was randomly selected for manual examination of the full text to evaluate whether abstract text and focus reflected that of the article as a whole. Few of these articles (12.5%, n = 4) focused specifically on broader ethical or societal considerations of PLF or (9.4%, n = 3) discussed PLF with respect to human-animal interactions. While there was consideration of the impact of PLF on animal welfare and farmers in nearly half of the full texts examined (46.9%, n = 15), this was often limited to a few statements in passing. Further, these statements were typically general rather than specific and presented PLF as beneficial to human users and animal recipients. To develop PLF that is in keeping with the ethical values and societal concerns of the public and consumers, projects, and publications that deliberately combine social context with technological processes and results are needed.
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INTRODUCTION

Precision Livestock Farming (PLF) technologies are being proposed as solutions that allow farmers to balance producing animal products to meet growing human demands while creating conditions for good animal welfare, health, and environmental sustainability (Guriano et al., 2017; Tullo et al., 2019). The use of PLF is intended to help farmers better understand their animals as individuals, allowing them to monitor and manage animals in real time based on data from the animals themselves (Smith et al., 2015; Guriano et al., 2017). The use of PLF may also lead to fewer humans working on the farm, which may be beneficial in terms of risks related to physical, chemical, and biological injury and exposure. Limiting exposure to zoonotic diseases that may have pandemic implications could be another relevant reason to reduce numbers of human workers on farms (Dawood et al., 2011).

Historically, jobs in the livestock sector were physically demanding, repetitive, and conducted in harsh and adverse environments (Kolstrup and Jakob, 2016; Kumaraveloo and Lunner Kolstrup, 2018). Though there has been increased use of machinery on farms, particularly since the 1950s, manual labour is still extensively used in livestock production, providing jobs for workers across different generations, countries, and socioeconomic conditions (Kolstrup, 2008, 2012; Lunner-Kolstrup and Søll, 2016; Martin, 2016). However, farmers are increasingly using different sensors and digital decision-supporting tools to improve their daily workflow and maximise the economic output of their production systems while optimising labour-intensive tasks and management related to them (Karttunen et al., 2016; Hartung et al., 2017; Lunner-Kolstrup et al., 2018; Klerkx et al., 2019). A shift to relying on automation for monitoring animals as well as for performing physically demanding and repetitive work related to caregiving could lead to a radical paradigm shift in livestock sector priorities, drifting away human-animal interactions as a dominant feature at the core of farming. Using fully-automated technology to complete more husbandry tasks on livestock and poultry farms will change the nature of work on farms and could have impacts on how and how often farmers interact with their animals (Hartung et al., 2017; Kling-Eveillard et al., 2020). Research will be needed to more completely understand the questions that will arise in response to such changes in human-animal interactions, including:

1. Does reliance on technology change farmer satisfaction with their jobs?
2. Will the need for technology force some farmers out of work due to the monetary cost or need for re-learning how to farm with the technology?
3. Will automation lead to an improved ability to monitor and manage animals as individuals on farms of increasing size?
4. Will animals on fully-automated farms live lives worth living? Particularly if increased technology drives further intensification and increases in farm size?
5. Will automation lead to ethical conundrums related to farming if animals are cared for solely by technology and not humans?

For PLF to really address these questions, there must be explicit consideration of the ethical issues surrounding the use of technology with sentient beings, as mammals, birds, and even fish are widely considered to be capable of feeling by the public and demonstrated to be so by science (Duncan, 2006; Proctor et al., 2013; Russell et al., 2015; Rossi and Mattei, 2019; Rotz et al., 2019). To maintain farmers’ and consumers’ trust and ensure that processes that potentially could become automated and adapted for “minimised human involvement” remain ethically and socially acceptable, research addressing such consequences and challenges of digitalisation and AI in livestock production is needed before such technologies are fully integrated in animal agriculture (Stilgoe et al., 2013; Torresen, 2018).

Compared to the plant agriculture section, the animal agriculture sector has been relatively slow to adopt smart farming technologies (Kamphuis et al., 2015). Possible reasons include lack of clear financial benefit relative to existing practises, outputs that do not provide clear management advice, privacy concerns, and reluctance to use technology perceived as complex or not long lived (Daberkow and McBride, 2003; Kamphuis et al., 2015; Shepherd et al., 2018; Eastwood and Renwick, 2020). Increased automation of specific tasks in livestock production is postulated to contribute to more reliable and efficient outcomes in terms of consistently meeting standards of performance and product quality (Kamphuis et al., 2015; Bekara et al., 2017). However, the extensive use of automated solutions will significantly affect the daily work routine for farmers (Hansen, 2015; Marinoudi et al., 2019; Kling-Eveillard et al., 2020) and, potentially, shift the focus away from the animals (Rowe et al., 2019). Therefore, while there is a significant opportunity for improved logistics and automation as a result of using PLF solutions and AI, there are also barriers from a human adoption perspective that must be considered (Busse et al., 2015; Hartung et al., 2017).

The complexity of the cultural and legal frameworks around modern livestock production means that incorporating PLF, AI, and digitalisation into animal agriculture will also affect multiple aspects of the food sector and society at large (Millar and Mepham, 2001), such as:

1. Impact on the job market resulting from a shift from manual to automated labour;
2. The image of automated livestock production and its effects on individual animal welfare and health in the eyes of consumers;
3. Changes in the required competencies for working in the livestock sector;
4. Acceptance of PLF, AI and digitalisation by farmers and other end users;
5. Integration of PLF, AI, and digitalisation in different ethical, legal, and regulatory frameworks surrounding livestock production.

At present, PLF has been most well developed in the dairy industry, particularly the monitoring technologies that are linked to detecting oestrus and to robotic milking systems and their accompanying feeders (Mottram, 2016). However, for other species such as pigs and poultry, most of the solutions in PLF field are still in the research and development stage (Bailey...
et al., 2018; Benjamin and Yik, 2019; Li et al., 2020). At present, ethical frameworks, and consideration of societal consequences of automation in PLF do not appear to have developed in ways that constrain unintended or undesirable uses of such systems. To address this gap, we need to better integrate socio-ethical aspects into the assessment of innovative PLF solutions (Brey, 2012; Klerkx and Rose, 2020). However, such an assessment requires a deep understanding of the PLF research field’s topics in a standardised, consistent way where initial experience-based bias is minimised.

This research aims to use recent advances in the Natural Language Processing (NLP) sub-branch of AI to examine abstracts from peer-reviewed publications to create and visualise a generalised topic overview of literature in the PLF research field and investigate the extent to which broader socio-ethical aspects are included in this work. This was followed by a manual examination of the full text of a randomly selected subset of articles to evaluate whether the topical representation from abstracts aligned with complete article content.

**MATERIALS AND METHODS**

**Method Description**

There are several commonly used methods for text data analysis and visualisation of meaningful information patterns. Natural Language Processing (NLP) is one of the sub-branches of AI that deals with effective interpretation between computer systems and humans using natural language.

One of the popular techniques in NLP is Topic Modelling (Hoffman et al., 2010; Sievert and Shirley, 2014)—an unsupervised technique used for clustering the information found in text data and performing dimensionality reduction for better representation of semantic structures (trends) within the text. Simply put, topic models look for hidden patterns within the text such as specific word occurrence in terms of context and similarities between words as well as their overall contribution to the text structure. Topic modelling helps reduce vast amounts of textual information to their core attributes for more straightforward interpretation, further analysis, and visualisation.

There are several approaches that could be used for topic modelling, one of which is Latent Dirichlet Allocation (LDA), which was used in the present study. The LDA is a generative probabilistic model that assumes that each and every topic is a mixture (or a “bag”) of words with their own “weights” contributing to the overall meaning/importance of the topic and that each text is a mixture of different topics tied together with their distribution probabilities.

At its core, the LDA is a Bayesian network, a statistical model representing the set of variables (topics) and their conditional dependencies (weights) via a directed acyclic graph. The plate notation of LDA model can be visualised as shown in **Figure 1**.

There are a number of topics (K), which consist of “bags” of words described by the Dirichlet distribution \( \phi \) (phi) and controlled by the hyperparameter \( \beta \) (beta). Additionally, there are a number of documents (M), each containing words (N), contributing to the overall text complexity. The W is an example of a word whose weight contributes to topic Z’s importance, with \( \theta \) (theta) being the Dirichlet distribution of all topics across all documents, and this distribution is controlled by another hyperparameter \( \alpha \) (alpha).

These two hyperparameters, alpha, and beta, affect the output of the LDA model and could be adjusted depending on text complexity and the number of documents in need of analysis:

- alpha is responsible for document-topic density (and the higher this parameter is, the broader the description of the document becomes);
- beta is responsible for topic-word density (and the higher this parameter is, the more words will be assumed to contribute to the overall topic importance);

While alpha and beta hyperparameters are mostly used for fine-tuning the LDA model, there is also a third hyperparameter potentially adding the bias to the LDA model’s output. This parameter is the number of topics (n) that the model will produce when provided with a certain number of documents as input. Potentially, the larger the number of topics (n) is, the more nuanced the representation of text can be achieved. However, it could also lead to an obscured picture due to the LDA model producing topics that are nearly identical. Thus, the n parameter is often set manually since the model cannot decide upon this variable itself. The usual approach is to initially use default model values and then adjust the n value after the first model run to achieve a broader or denser output as desired.

However, since the aim of this research was to perform an overview of words and trends present in abstracts with minimal human bias potentially affecting model output, a decision to automate the selection and evaluation of the optimal value for the n parameter was made. The iterative script written in the Python programming language was used to estimate LDA model coherence scores based on a different number of topics being applied to the target dataset. The iterative script operated with the following parameters: num_passes (number of times the model trains on all the words present in the target dataset) set to 50 and 250 to investigate the tendency for the overfitting of the model and n (number of topics potentially produced by LDA model) ranged from 1 to 25. The results of the evaluation can be seen in **Figures 2, 3** (LDA Model 1) and (LDA Model 2), and the n-values leading to the highest coherence score (here, 13 and 3 for LDA Model 1 and 2, respectively) were used in the implementation of two final models. The decision to keep two different models with 13 and 3 topics, respectively was also motivated by the explorative nature of this study as an additional hypothesis was to evaluate how the interpretability of the PLF research field changes with a different number of topics produced by the LDA model and how those topics blend.

**Dataset Preparation**

One way to obtain correctly formatted text files of sufficient lengths is to use an official application programming interface (API) from scientific search engines (e.g., Web of Knowledge, ScienceDirect, Scopus). For the present study, Scopus was chosen as the primary engine for dataset compilation as Scopus allows output to several standard file formats (text, CSV, XML), making
it easy to import data into the Python libraries used for pre-
processing. Scopus also provides a specific structure to the output
file, containing not only relevant text data but also links to full
articles as well as indexed and author-defined keywords.

The following keywords were used (with and without word
derivatives produced by the * operator) for building the search
query in Scopus to identify articles for further analysis with LDA:
precision livestock farming, PLF, ethic, social, value, impact,
human-animal, relationship, technology, monitor, automation,
welfare, farm, animal, and sensor. The decision of which search
terms to initially use to identify articles for further analysis is
the point at which the most human bias could be introduced.
Terms were deliberately selected with the goal of discovering
research articles focused on the development of technologies used
within animal, not plant-based, agriculture for the automated
monitoring and management of animals. Specific terms related
to human-animal interactions as well as social and ethical aspects
were also included to ensure that such research was identified
rather than obscured by the plethora of technical studies that have
been done.

To ensure that all the potentially relevant articles were
found, several separate search queries with precision livestock
farming/PLF keywords being the main ones and other keywords
being added one at a time, and in different combinations,
were conducted through the Scopus API. The search resulted
in a joint Microsoft Excel file with 774 entries with separate
columns containing each of the following variables: publication
title, publication year, authors, abstract text, author keywords,
indexed keywords, and publisher. These 774 entries were
manually examined to remove articles not related (e.g., strictly
animal/veterinary science with no mentioning of the PLF or
technology, or with focus on plant production) to the search or
with corrupted text data resulting in 644 articles falling within
the defined search query. The abstract texts from each of the
remaining 644 articles were then used for the NLP analysis to
represent prominent trends within the PLF research domain.

The abstract text data were turned into a pandas (library
for the Python programming language) dataframe to allow
for higher computational efficiency during pre-processing and
analysis stages.

Model Implementation

The LDA model was implemented in the Python programming
language using the Gensim version of LDA. Gensim is a
robust, resource-efficient library used for unsupervised semantic
modelling from plain text.

To minimise subjectivity in the initial selection and
interpretation of the terms present in the dataset, the following
procedure was followed during pre-processing of data:

- all abstracts forming the target dataset were tokenised
  (split into smaller input units like words/terms for further
  processing via decapitalisation, removal of punctuation or
  other special characters);
- tokenised words/terms were lemmatised (reduction of the
  inflectional forms, e.g., prefix, suffix or infix, and sometimes
derivationally related forms of a word to a common base
form), using spacy and NLTK Python programming language
packages for NLP;
stopwords (common words/terms that do not contribute to the coherence of the text) were removed using NLTK package; After selecting and evaluating the optimal model parameters, and the desired number of topics for output, the final LDA models yielded a coherence score of 0.41 (LDA Model 1) and 0.43 (LDA Model 2). The coherence score (c_v) measures the relative distance between words within a topic. It is rare to see a coherence of 1 or 0.9 unless the words being measured are either identical words or bi-trigrams. The overall coherence score of a topic is the average of the semantic distances between words and could be used as a relative measure of "text interpretability." Each topic produced by the LDA model is a vector that contains the words and their weights contributing to the final topic weight within the processed text/document.

The visual output of LDA models, with pyLDAvis library as a backend (Sievert and Shirley, 2014), is an interactive plot in HTML (webpage) format. For each model, the interactive plot consists of two panels. The left panel depicts circles representing a topic (cluster) of information, grouped based on Jensen-Shannon divergence, and the right panel presents horizontal bars visualising terms appearing within the selected topic. Each circle in the left panel represents one topic/cluster of information from the dataset, with the size of the circle being directly related to topic significance within the dataset. The distance between the centre points of different circles indicates topic similarity/difference based on the occurrence of words forming the particular topic. The bar chart in the right panel displays the 30 most relevant terms for the selected topic, where the uniqueness of a displayed term within a topic can be adjusted using a slider at the top of the panel, given a relevance parameter, $\lambda$. The length of the red bars represents the frequency of a term within the selected topic, and the length of the blue bars represents a term's frequency across the entire dataset. Setting the relevance ($\lambda$-value) closer to 0 highlights potentially rare, exclusive terms within the topic, while larger $\lambda$ values highlight more common terms in the selected topic. Due to the non-supervised nature of the LDA algorithm, low relevance or $\lambda$-values and high term specificity do not contribute to the explorative nature of the study. By having the relevance metric set...
to 0.6, a general overview of each topic is made possible (Sievert and Shirley, 2014).

**Manual Analysis of Full Text of Subset of Articles**

To more deeply examine the selected articles with respect to coverage of ethical and social issues, we performed a manual content analysis of the full text of a subset of the articles. We used a random number generator to select 5% of the 644 articles subjected to the LDA (n = 32). To determine whether these articles did explicitly address ethical, societal, and human-animal implications of PLF technology, the following keywords and their derivatives were used to search the full text, including figures and tables: ethics, social, society, human, relationships, interactions, farmer, producer, manager, stockperson/stockpeople/stockman/stockmen, person, public, consumer, customer, welfare, well being (also wellbeing, wellbeing), concern, moral, value, impact, risk, challenge, care/caring. The following rules were applied to exclude use of search terms when used in a mathematical or analytical sense (e.g., human observer/decoder), technical sense (e.g., challenge) in an economic sense (e.g., value), study approval sense (e.g., ethics), or in a descriptive sense [e.g., concern(ing)], which were not relevant to the analysis.

**RESULTS**

When comparing the initial terms produced by the two LDA models that were run with different parameters (13 vs. 3 topics and 50 vs. 250 passes for Model 1 and Model 2, respectively), the similarities of terms contributing to each model output are prominent, with only term order being different (Table 1).

The terms composing the initial output in both models are nearly identical and require the broader context to support the initial hypothesis of the study: socio-ethical trends or those more focused on animal/farmer welfare are less dominant compared to more technical, process-oriented ones.

**Figure 4** shows the visual output of LDA Model 1 (50 passes) with 13 topics identified and grouped based on their similarity and dominating trend.
Figure 5 shows the visual output of LDA Model 2 (250 passes) with 3 topics identified and grouped based on their similarity and dominating trend.

An overview of the terms from each topic produced by LDA Models 1 and 2 is presented in Table 2. For better segregation of the terms contributing to each topic, only the 5 highest ranked and 5 lowest ranked terms were selected from the 30 most relevant terms shown by pyLDAvis tool. In case of the term being a highly niched abbreviation, country name or PLF (or a direct derivative), the next term was chosen instead for better topic interpretability. The relevance metric ($\lambda$) was also set to 0.6 to provide a generalistic overview used and to align with the visual outputs of Figures 4 and 5.

Manual analysis of a subset of 32 articles (5% of the total dataset) identified three general types of articles: (1) those that made no mention of ethics, societal context, human-animal interactions, or human or animal welfare implications of PLF; (2) those that linked PLF to improved welfare of animals or to changed work (usually beneficial) of farmers; and (3) those that addressed ethical or social context surrounding PLF. In the first category, 15 of the 32 articles (46.9%) focused on development of PLF technology or data analysis and did not explicitly mention ethical or social issues related to using their PLF on farms, refer to how their PLF would impact farmers’ work or interactions with animals, or consider implications of PLF on animal welfare. In the final category, four of the articles (12.5%) spent considerable (e.g., detailed discussion on a subject matter through the whole text) attention on ethical or societal implications of using PLF on...
farm. However, in one of these articles, PLF was only mentioned as a specific means of monitoring and assessing animal welfare to meet societal expectations rather than being the main focus of the paper (i.e., Hocquette and Chatellier, 2011).

**DISCUSSION**

Due to the unsupervised nature of the method which potentially could remove the human bias from the review process, and capacity to process a large number of documents at a relatively low computational cost, the use of NLP and Topic Modelling is becoming more popular in academia for explorative literature studies (Valle et al., 2014; Liu et al., 2016; Asmussen and Møller, 2019; Muchene and Safari, 2021). The interpretation of the results produced by LDA models, however, might pose a challenge if the initial hypothesis is not supported by manual overview of the text material or if the number of topics produced by the model is not cross-fold validated against the initial dataset. There are several evaluation metrics (e.g., coherence, perplexity of the text material) that can be used for the assessment of the results produced by LDA models (Wallach et al., 2009; Mimno et al., 2011). However these metrics are highly contextual when applied for descriptive studies and not text classification, and also depend on the initial broadness of the analysed material. Higher coherence scores, achieved after the extensive hyperparameter tuning of the LDA model do not always guarantee human interpretability, thus producing diffuse word vectors that do not add to a comprehensible understanding of how the text data are clustered (Roberts et al., 2016).

The relatively low coherence scores produced during model evaluation and selection of the optimal number of topics (0.41 and 0.43 for LDA Model 1 and Model 2, respectively) for visual representation in pyLDAvis tool can potentially be explained by the broadness of PLF as a research field (Greene et al., 2014). Such broadness leads to interconnectability among the research trends and makes it difficult to locate and quantify specific areas of interest, in this case the ethical or societal aspects of innovative development within the livestock technology sector. The majority of terms produced by LDA Models 1 and 2, as seen in Table 2, are process-oriented with terms like “welfare,” “farmer,” “result” being used in exclusively descriptive context aiming at the direction of PLF development which was supported by the manual analysis of the full-text of selected articles.

As also indicated in Table 2, the ranking of terms contributing to each produced topic could lead to false assumptions of certain trends being over/underrepresented if the conclusion is based on
### TABLE 2 | Per-topic term overview of LDA Model 1 and LDA Model 2 with only 5 highest and 5 lowest ranked terms from each topic displayed.

| Topic # | LDA model 1, $\lambda = 0.6$ | LDA model 2, $\lambda = 0.6$ |
|---------|-------------------------------|-------------------------------|
|         | High-rank terms | Low-rank terms | High-rank terms | Low-rank terms |
| 1       | System, sensor, precision, analysis, device | Control, parameter, measure, Management, software | Cow, time, model, activity, study | Performance, analysis, pig, show, video |
| 2       | Technology, farm, production, welfare, farmer | Benefit, issue, process, cost, help | Technology, farm, system, Production, Animal | Practise, productivity, approach, tool, challenge |
| 3       | Image, accuracy, detection, method, camera | Show, depth, dataset, specificity, estimation | Group, pig, piglet, control, feed | Feeding, right_reserve, vocalisation, respiratory, drug |
| 4       | Cow, time, milk, day, piglet | Accurate, activity, variability, estimate, compare | |
| 5       | Pig, body, tail, head, point | Distance, label, direction, side, husbandry | |
| 6       | Activity, sow, broiler, flock, tag | Vocalisation, link, age, level, week | |
| 7       | Feed, water, heat_stress, Volume, climate | Drinker, swine, occupation, correlate, water_point | |
| 8       | Model, simulation, equation, input, classify | Motion, intelligent, construct, growth, computer | |
| 9       | Calf, sensor, framework, grass, hen | Material, warning, supervision, distribute, farrowing | |
| 10      | Output, Air, identification, compute, recognition | Machinery, indication, network, history, template | |
| 11      | Determination, signal, feeder, ventilation, call | Identify, intelligence, format, distress_call, sample | |
| 12      | Drive, Drug, cover, space, improve_animal_welfare | Coverage, relapse, hierarchy, early_sign, sample | |
| 13      | Eastrus_detection, estrus, smartbow, meat_pigeon, localisation | Economic, benefit, HAR, dairy, goat, radius, ovulation | |

the term ranking within the dataset corpus only. Since the LDA approach is unsupervised and operates based on term counts and approximation of distances to other terms contributing to the text structure, an additional qualitative approach to increase the interpretability of the results from the human perspective is highly advised when used for generating the research field overview (Asmussen and Møller, 2019).

In the present case, manual analysis of the full text of a subset of articles similarly revealed that the process of PLF development was the central focus of most articles. However, over half of the articles examined manually made at least passing mention of how the technology would affect farmers or animals in their care. Many of the articles that mentioned the impact of PLF on farmers described it as beneficial in terms of reduced physical or repetitive work and increased ability to monitor or make timely decisions (e.g., Kwong et al., 2009). A few articles did mention the need for farmers to gain new skills relative to using technology or managing data (e.g., Bánkuti et al., 2020) and one (i.e., Benaissa et al., 2020) mentioned frustration of farmers when technology does not work well or fails to integrate with other systems. Often the information to be gained by monitoring or aspect to be improved for the animal was related to animal welfare (e.g., Nóbrega et al., 2020), though in some cases increased production or reduced workload was the focus (e.g., Bekara et al., 2017; Abeni et al., 2019).

Improving animal welfare was often mentioned as a general reason for using PLF, as automated, continuous monitoring of animals was proposed as a way to improve focus on individual animals, particularly on farms of increasingly large size or with fewer stockpersons per animal (e.g., Morris et al., 2012; Norton and Berckmans, 2017). However, there were not often concrete examples as to how exactly a farmer could use the information to...
intervene effectively in a way that would address or prevent the welfare problem. Thus, most articles we examined were focused on developing the ability to detect a particular feature of interest, not on how the technology could be integrated usefully into management (Lunner-Kolstrup et al., 2018). Similarly, though the term ‘welfare’ was often used with respect to benefits of PLF to animals, the entirety of the concept was not typically captured (Van Erp-van der Kooij, 2020). Animal welfare is a complex, multidimensional concept that embodies more than simply good health or physical functioning, approaching a wholistic notion of quality of life from physical, emotional, and evolutionary perspectives (Fraser et al., 1997). Thus, most PLF only typically detects one attribute, either health or behaviour, that could influence welfare, not actually welfare itself (Buller et al., 2020).

Three articles (9.4%) specifically mentioned human-animal interactions related to development or use of PLF. In one case the authors (i.e., Benaisa et al., 2020) stated that human-animal interactions were ignored when dairy cattle monitoring systems were being developed. In another article (i.e., Berckmans, 2014), PLF was proposed as a way of replacing farmers’ eyes and ears, but rather than reducing human-animal interactions, this continuous monitoring by PLF was proposed to help compensate for the increasing disconnect between the modern farmer and their animals. The final article in this set (i.e., Mancini and Zamansky, 2014) focused on using technology of all types to improve animal welfare, including providing insight into human-animal interactions, and proposed developing a field of animal welfare informatics for this specific purpose. However, the psychological aspect of farmers losing daily and physical contact with their animals due to automation of tasks was not mentioned in the subset of articles that were manually analysed. Taking daily care of animals and knowing the animals as individuals have both been found to increase farmer job satisfaction and be strong motivating factors for choosing to work with animals, such as dairy cows, among farmers, employed workers, and students at agricultural schools (Kolstrup, 2012). Animal caretakers often have a strong sense of empathy for their animals, and may suffer when technology takes over the role of the caretaker and reduces their physical contact with the animals. In a study on possible associations between health of farm staff and dairy cows, it was found that farmers experienced more physical symptoms of health problems in dairy herds with lower cow disease incidence rates (Lunner K. C. Hultgren J., 2011). Conversely, the same study found that a high incidence rate of health problems in a herd was associated with more frequent or intense exposures to negative psychosocial environmental factors among the employed dairy workers. A possible explanation to this could be that keeping a dairy herd in good health requires a lot of physical manual work and enthusiasm, while when dairy cow health and well-being is poor it is mentally stressful. Thus, when introducing comprehensive AI into animal production, it is important to consider both impacts on animal welfare as well as on human health and welfare.

Some developers of PLF, as well as social scientists, economists and ethicists interested in agricultural technology or artificial intelligence have written specifically about the implications of PLF related to farmer satisfaction, job security, or privacy concerns; the welfare of animals living in systems where technology replaces humans; the value of PLF data in the food system; and to broader issues of agricultural sustainability (e.g., Adams-Progar et al., 2017; Washes et al., 2008; Rojo-Gimeno et al., 2019; Tullo et al., 2019; Kling-Eveillard et al., 2020; Lovarelli et al., 2020; Werkheiser, 2020; Schillings et al., 2021). While there appear to be an increase in the number of these publications, as of yet, social and ethical questions do not appear to be fully integrated into the PLF research and development paradigm. This could be due to both the rapid speed at which PLF development is currently occurring, as well as prioritisation of solving technical problems over considering ethical ones.

However, though not every article presenting the use of computer vision or a body worn sensor can or should equally cover the ethical or social ramifications of such technology, more explicit consideration of consequences to both immediate and distant end users should be made (Werkheiser, 2020). Formation of stronger collaborative teams that include tech developers, scientist with animal knowledge, farmers with practical experience, and ethicists or social scientists would lead to more robust solutions. Such teams will become particularly important as we move beyond the steps of initially developing technology for detection types of tasks and move into automating this technology and develop commercial management applications. For example, ethical and legal boundaries that frame AI must be developed, and consequences to animals, farmers and rural communities fully considered before rather than after PLF is deployed (Stilgoe et al., 2013; Torresen, 2018). Data ownership issues and privacy concerns must be balanced with demands for traceability and transparency in the food system (Adams-Progar et al., 2017). Improvements from earlier detection of problems and targeted treatment of individual animals must be balanced with whether these animals will have lives worth living if PLF leads to further intensification and increases in farm size (Schillings et al., 2021).

**CONCLUSIONS**

Examination of peer-reviewed scientific literature related to PLF using an automated Natural-Language Processing approach indicates that most articles on PLF are process-oriented and do not address the social or ethical context in which this technological development occurs. Subsequent analysis of full text of a subset of the identified articles found that connexions between PLF technology and applications that could minimise human labour or improve animal welfare were the most common considerations of how PLF technology could impact humans and animals. Though articles devoted explicitly to ethical uses of PLF technology, economic implications of PLF or considerations of social consequences exist, and consideration of such societal topics does appear in some technology-oriented articles, the topics and terms associated with ethics and society were not well represented among the common topic themes or terms identified in this study. Research efforts and resulting articles that engage diverse perspectives to bridge the divide between technology developers and social scientists are needed to keep
PLF development grounded by the needs, uses and consideration of those it will effect, both human and animal, and on and off the farm.
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