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Abstract—This paper considers unmanned aerial vehicle (UAV)-carried intelligent reflecting surface (IRS) for secure data collection in wireless sensor networks. An eavesdropper (Eve) lurks within the vicinity of the main receiver (Bob) while several randomly placed sensor nodes beamform collaboratively to the UAV-carried IRS that reflects the signal to the main receiver (Bob). The design objective is to maximise the achievable secrecy rate in the noisy communication channel by jointly optimizing the collaborative beamforming weights of the sensor nodes, the trajectory of the UAV and the reflection coefficients of the IRS elements. By designing the IRS reflection coefficients with and without the knowledge of the eavesdropper’s channel, we develop a non-iterative sub-optimal solution for the secrecy rate maximization problem. It has been shown analytically that the UAV flight time and the randomness in the distribution of the sensor nodes, obtained by varying the sensor distribution area, can greatly affect secrecy performance. In addition, the maximum allowable number of IRS elements as well as a bound on the attainable average secrecy rate of the IRS aided noisy communication channel have also been derived. Extensive simulation results demonstrate the superior performance of the proposed algorithms compared to the existing schemes.
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I. INTRODUCTION

It is expected that the next generation networks will be equipped with more active and passive communication nodes to improve on coverage and capacity by accommodating the use of higher frequency spectrum (e.g. millimeter wave) and the deployment of massive multiple-input multiple-output (M-MIMO) systems [1], [2]. Nevertheless, these expectations foreshadow several logistic and environmental drawbacks ranging from increased communication cost in terms of energy, space and finance, to lower security guarantees. Hence, in recent times, secure, high capacity, energy efficient and cost effective communication systems have been the paramount facet in developing technologies for the next generation of wireless communication systems [1], [3]. These next generation technologies must ensure ultra-reliable connection to massive end user nodes amidst rapid time varying channels due to fast mobility and complex inter-connection [1]. Presently, improvements to traditional technologies inclined to ultra connection and adapting to these growing requirements, only act as a conduit since they will definitely be overwhelmed in the advent of full deployment of the next generation systems of the internet of everything and artificial intelligence.

In view of this, several cost effective wireless communication techniques have been proposed in recent times such as lens MIMO, hybrid beamforming, unmanned aerial vehicle (UAV)/drone communications, advanced analog to digital converters (ADCs) etc. Recently, focus on wireless channel control has led to a shift in paradigm with the discovery of the intelligent reflecting surface (IRS) [4]–[6]. The IRS is pitched to provide an interface between the traditional wireless base stations and the users. However, unlike the conventional active relays, the radio signal are only reflected by IRS and are inherently free from self-interference while traveling through a conditioned wireless communication channel [2]. An overview of IRS with the technicalities of the physical implementation has been presented in [2], [4], [5]. Nevertheless, current literature explores several designs to harness the intelligence of the IRS for effective communication by optimally modelling the reflection coefficient and other related established parameters like beamforming weights where multiple sources/receivers are applicable.

For specific internet of things (IoT) applications, a joint optimization of the transmit beamforming and the reflection coefficients of the IRS system serving as relay between multiple antenna access point (AP) and a single antenna user was proposed in [7]. This downlink communication technique was reversed and deployed to extend the coverage region of a base station by constructively reflecting its impinging signal to target locations either terrestrial [3] or aerial [9]. However the proclivity of a multi antenna AP or base station in most IRS literature do not emphasize the deployment of IRS for noisy multi-sensor scenario that best depicts a typical IoT application module. These models also emphasize deployment of IRS to channel models with low noise component hence, do not represent practical application. Such practical IoT applications can range from pipeline monitoring to massive sensor interaction from self-driving cars. In this multi-sensor scenario, it is apparent that the beamforming weights will be determined collaboratively [10] since the ordered structure of the antenna element has been transformed to a random variant.

With the proliferation of computing capabilities as well as wireless IoT applications, security of communications is becoming increasingly vulnerable to external threats [3].
Accordingly, additional security measures including lightweight cryptography [11] and physical layer security (PLS) have been proposed [8], [12]–[14], particularly for resource-constrained IoT devices. More recently, IRS-enabled programmable wireless channels have been proposed to make PLS even more practicable for the secrecy of communications [15], [16]. However, the reflected signal from the IRS in radio spectrum cannot be said to be specular due to the dependence of its beamwidth on wavelength and IRS plate width [17]. Hence, the security of the communication cannot be perfectly guaranteed for radio signals especially if the channel state information of the eavesdropper is unknown. However, due to the manipulation of the wireless channel to be favorable at desired location and adverse at another, the PLS of the IRS-aided communication is substantially better than modern conventional communication [15], [18]. By optimizing the reflection coefficients in the presence of eavesdropper(s), the positive secrecy rate is obtained and can be substantially improved [18].

One key feature of the secrecy IRS system is that the reflected signal can be possibly made to constructively sum at the legitimate receiver while destructively combined at the eavesdropper. However, it is relevant to note that the IRS placement is not necessarily optimal due to its fixed nature [19] and this can limit its performance in terms of PLS if the channels of the main receiver and the eavesdropper are correlated. Most of the existing works on IRS-aided communication focus on fixed terrestrial IRS deployment (on facades of buildings or indoor walls/ceilings) thereby promoting fixed IRS structures. This deployment does not provide adaptability to mobile users and do not guarantee that the IRS has been deployed at the optimal location, thereby undermining the full potential of IRS in terms of information rate and PLS. It is desirable to allow mobility of the IRS system to position at the best location possibly by mounting on a UAV or other aerial devices as recently studied in [19]. The choice of aerial mobility system also allows for the exploitation of aerial visibility for the IRS line-of-sight (LoS) application. One major drawback of aerial IRS is that malicious users can also establish an LoS link between the aerial IRS system and relying on the non-specular nature of the reflected radio signal, compromise the secrecy of the communication. The design of aerial IRS considering PLS has not been examined in the literature to the best of our knowledge.

This motivates us to study in this paper the effect of UAV-carried IRS system on secure data transmission rate for multisensor IoT applications in a noisy environment. The objective is to maximise the achievable secrecy rate under total transmit power constraint by jointly optimizing the transmit beamforming weights, IRS reflection coefficients and the location of the IRS system aided by the mobility of the UAV. We assume that there is no direct link between the sensors and the base station (BS), therefore the communication link is established by deploying the UAV-carried IRS. The major contributions in this paper are listed below.

a) We first design the IRS reflection coefficients with the knowledge of the main receiver’s channel only and considering the worst-case scenario in determining the UAV trajectory. This enables us to avoid the conventional iterative procedure due to the inter-dependence of the transmit beamforming weights and the IRS reflection coefficients and thus reduce to a non-iterative solution approach. Extensive simulation results demonstrate that the non-iterative procedure yields comparable performance to the iterative procedure in terms of secrecy rate while reducing the computational complexity significantly. We then perform the same taking eavesdropper’s channel information into consideration for the baseline scheme.

b) Furthermore, considering the noisy environment, we examine the influence of the number of IRS elements on the average secrecy rate and define a bound that links the number of IRS elements to the transmit signal wavelength, \( \lambda \).

c) Finally, we show that the time of flight of the UAV and the randomness in the distribution of the transmit sources (i.e. wireless sensors in this case), obtained by varying the sensor distribution area, generally improves the secrecy rate.

To the best of our knowledge, no other existing work has investigated aerial/mobile IRS for secure communications with a view to define the maximum IRS elements for optimal secrecy rate in a noisy communication channel. Also, the proposed non-iterative solution for the IRS reflection coefficients and beamforming weights provides significant new insights to the problem. The contribution is therefore significantly novel.

**Notations:** \( \{ \cdot \}^T \) and \( \{ \cdot \}^H \) represent the transpose and Hermitian of vectors/matrices, respectively, while \( \hat{a}_{ij} := \frac{a_{ij} - \mathbf{1}}{\| a_{ij} - \mathbf{1} \|} \) represents a normalized/unit vector along the direction of propagation from location \( i \) to \( j \). \( \text{diag}(x) \) is a diagonal matrix with \( x \) as the main diagonal and \( \mathbf{1} \) is a column vector of 1’s.

![Fig. 1: Schematic of the UAV-IRS interaction with ground nodes](image)

II. SYSTEM MODEL AND PROBLEM FORMULATION

Let us consider that an IRS is being carried by a UAV tracing a path such that the reflected signals from transmitter (Alice) are received at a base station (Bob) which is physically incommunicado as shown in Fig. 1. Since the radio
signals from the IRS are not specularly reflected especially in a noisy environment, i.e. the reflection is not mirror-like (17), an eavesdropper (Eve) lurking around Alice can receive an out-of-phase version of the reflected signals. This invariably compromises the secrecy of the communication between Alice and Bob, especially, if Eve has access to advanced signal reconstruction technologies.

Let us consider that Alice is a group of closely packed $M$ sensor nodes at the ground level within an area of radius $r$ that act collaboratively to beamform a unique symbol to Bob through the IRS. We denote the 3D location of Bob, Eve, and the center of Alice as $\Omega_B$, $\Omega_E$, $\Omega_A$, respectively. We note that Bob and Eve are in the far-field of the IRS system as required practically. Let the entire flight time ($T$) of the UA V be sampled at discrete time-stamps of $N$ equal time slots, with duration $\alpha = \frac{T}{N}$. Without loss of generality, we assume that the UA V flies at a constant altitude $H$ and a maximum speed of $Z\text{m/s}$ for each $\alpha$ seconds, giving rise to a 3D trajectory represented as $Q = \{q[n] = [q_x[n], q_y[n], H]^T, n \in \{1, \ldots, N\}\}$. We note that as $N \rightarrow \infty$, the UA V are seen as following a continuous trajectory satisfying time-sharing conditions, thereby, reflecting the signals continuously through its entire flight time [20], [21]. For ease of computation, the IRS are placed on the UA V such that, for each $n \in \{1, \ldots, N\}$, the location of the first IRS element, which we consider as the reference element, is the same as the location of the UA V ($q_{R}[n] = q[n]$). Given that $\lambda$ is the carrier wavelength, all other adjacent elements of the IRS are separated by a fixed distance such that $d_x < \frac{\lambda}{2}$ and $d_y < \frac{\lambda}{2}$ [19]. This implies that $d_x = \frac{\lambda}{2x}$ and $d_y = \frac{\lambda}{2y}$, where $2x > 2$ and $2y > 2$. Hence we define the location of the $m$th IRS element such that $Q_{IRS}[n] = (q_{Rx}[n]+(k_x-1)d_x, q_{Ry}[n]+(k_y-1)d_y, H), n \in \{1, \ldots, N\}, k_x \in \{1, \ldots, K_x\}, k_y \in \{1, \ldots, K_y\};$ where $K_x$ and $K_y$ define the number of IRS elements along the x- and y-directions of the grid, respectively. Since, the total number of IRS elements is given as $K = K_xK_y$, a compressed form of IRS element location can be written as $Q_{IRS}[n] = \{q_{k}[n], \forall n \in \{1, \ldots, N\}, \& \forall k \in \{1, \ldots, K\}\}$.

The UA V’s continuous flight trajectory causes the reflected signals from the IRS to undergo Doppler shift and time variation at the receiver ground nodes (Bob and Eve). However, since all the IRS elements are fixed on the UA V and travelling at the same velocity, the Doppler shift due to their respective position will be uniform. Nevertheless, considering that the analysis to determine the UA V trajectory and secrecy of the communication is performed at instantaneous samples of $n$ where the UA V is assumed to be static, the effect of the Doppler shift vanishes as the UA V’s velocity is zero at instantaneous nth sample point.

Following the convention as in [10], we assume that the sensors in Alice collaboratively transmits a unique symbol $s(t)$ with $E\{|s(t)|^2\} = 1$ giving rise to a passband signal of $x(t) = s(t) \exp(j\omega_c t)$. The incident signal on the IRS elements from the $m$th sensor of Alice during an $n$th sampling period is given by

$$r[n] = g_m[n]w_m[n]x(t)[n], \quad (1)$$

where $g_m = [g_{m1}, g_{m2}, \ldots, g_{mM}]^T$ denote the IRS to the $m$th sensor complex channel vector while $w_m$ represents the beamforming weight of the $m$th antenna element of Alice (for $m = 1, \ldots, M$). Thus, the complex channel matrix between the IRS elements and all the sensors on Alice is given by

$$G = [g_1, g_2, \ldots, g_M] \in C^{K \times M}.$$  

Invariably, considering the interaction between the $k$th IRS element and the $m$th sensor, we have that the incident signal in (1) can be expressed as

$$g_{mk}[n]w_m[n]x(t)[n] = \text{Re}\{w_m[n] \sqrt{c_{mk}[n]} s(t - \tau_{mk}[n]) \times \exp(j\omega_c (t - \tau_{mk}[n]))\}, \quad (2)$$

where $\tau_{mk}[n] = \|q_k[n] - \Omega_A\|\hat{a}_{mk}$ defines the time delay between the $k$th IRS element and the $m$th antenna element and $g_{mk}$ assuming an exponential distribution with channel power gain, $c_{mk}[n] = \frac{\rho_0}{\|q_k[n] - \Omega_A\|^2}$ for $\rho_0$ and $\varsigma_G$ representing the channel power gain at reference distance $d_0 = 1\text{m}$ from the centre of Alice and an exponentially distributed random variable with unit mean, respectively [20]-[22]. Note that $\rho_0$ determines the quality of the channel which is then scaled randomly by $\varsigma_G$ via the inverse distance square. Contrarily to [10], we note that although the distance between the IRS elements and the distance between the sensor nodes are less than the distance between the UA V and Alice (that is $\|q_k[n] - q_{rk+1}[n]\| < ||q_{R}[n] - \Omega_A||$ and $||\Omega_m - \Omega_{m+1}|| < ||q_{R}[n] - \Omega_A||$), the independent sensor to IRS element variations cannot be ignored since the separation between sensors can be significant when deployed in multifaceted environment. Nevertheless, we assume that the beam from the sensors is directed to the UA V carrying the IRS and not necessarily each IRS element, therefore the phase direction is towards the UA V. Equation (2) can then be modified for each $n \in \{1, \ldots, N\}$ as

$$g_{mk}w_m x(t) = \text{Re}\{w_m \sqrt{c_{mk}} \exp(-j\phi_{mk}\hat{a}_{mk}) \times \delta(t - \frac{\phi_{mk}}{\omega_c}) s(t) \exp(j\omega_c t)\}, \quad (3)$$

where $\phi_{mk} := \omega_cT_{mk}$ characterizes the phase shift due to the $k$th IRS element location relative to the $m$th sensor. By implication of the distance between the IRS being far less than the distance between the UA V and Alice, the phase shift for each $n \in \{1, \ldots, N\}$ can be approximated as

$$\phi_{mk}\hat{a}_{mk} \approx \frac{2\pi}{\lambda}\|q_k - \Omega_A\| + \frac{2\pi\hat{a}_{mk}}{\lambda}\|q_k - q_{R}\|\hat{a}_{rk}.$$  

It is imperative, then, that the phase shift is comprised of two distinct parts; based on i) the position of the UA V ($\phi^{\text{UA}}_{mk}$) and ii) the $k$th IRS element response ($\phi^{\text{IRS}}_{mk}$) to the signal from the $m$th sensor in Alice. In component form, the $k$th IRS element response phase can be written as [4]

$$\phi^{\text{IRS}}_{mk} = [(k_x - 1)d_x, (k_y - 1)d_y, 0] \cdot [\hat{a}_{mk}, \hat{a}_{mk}, \hat{a}_{mk}]^T, \quad (4)$$

where $\hat{d}_x = \frac{2\pi d_x}{\lambda}$ and $\hat{d}_y = \frac{2\pi d_y}{\lambda}$. It is easy to deduce that the IRS array response to all the sensor nodes can be
represented with a $K \times M$ matrix, $\Phi_G$, whose elements are given in \([4]\). The rank\{ $\Phi_G$ \} $\geq 1$ depends on the value of $r$, $r > 0$ increases the possibility of large distance between the $M$ sensors, thereby causing significant variations for the elements in $\Phi_G$.

By extracting the complex channel coefficients from \([3]\) for each $n \in \{1, \ldots, N\}$, the complex channel between the $k$th IRS element and the $m$th sensor node in Alice is thus presented as

$$g_{mk} = \sqrt{c_{mk}} \exp(-j\phi_{mk}) \exp(-j\phi_{mk})\delta(t - \frac{\phi_{mk}}{\omega_c}), \quad (5)$$

Similarly, for each $n \in \{1, \ldots, N\}$, the complex channel between the IRS and the ground nodes (that is $h_i = [h_{i1}, \ldots, h_{iK}]^T \in \mathbb{C}^{K \times 1}$, $i \in \{B, E\}$), is obtained by updating the direction of the reflected signal to obtain

$$h_{ki} = \sqrt{c_{ki}} \exp(-j\phi_{ki}) \exp(-j\phi_{ki})\delta(t - \frac{\phi_{ki}}{\omega_c}), \quad (6)$$

where $\phi_{ki} = [(k_x - 1)d_{x,i}, (k_y - 1)d_{y,i}] \times [\hat{a}_{Ri1}, \hat{a}_{Ri1}]^T$. It is imperative that the generalized IRS array response to the ground node can be presented as a $K \times 1$ vector, $u_i$ with elements given as $\phi_{ki}$. Note that $c_{ki}[n] = c_{ki} = \frac{\rho_{ki}}{\|q_i[n] - \Omega_i[n]\|^2}$, and $h_{ki} = \frac{\delta_t[n]}{\|q_i[n] - \Omega_i[n]\|^2}$, $i \in \{B, E\}$. Therefore, having defined the channel parameters, the coherently received signal at the ground nodes (Bob and Eve) during the $n$th sample is given by

$$y_i = h_i^H \Theta G w x(t) + \eta_i, \quad (7)$$

where $i \in \{B, E\}$, $w = [w_1, \ldots, w_M]^T$ is the beamforming weights of the $M$ sensors, $\Theta = \text{diag}(\exp(j\theta_1), \exp(j\theta_2), \ldots, \exp(j\theta_K))$ represents the vectorized reflection coefficients of the IRS elements and $\eta_i \sim \mathcal{C}(0, \sigma_i^2)$ presents an independent and identically distributed (i.i.d.) additive white Gaussian noise (AWGN) at the corresponding receive\([3]\). Note that at the ground receiver nodes, (Bob and Eve), the reflected signals from all the IRS elements are superimposed coherently \([18], [19]\). It is intended that such coherent superimposition will maximize the received signal power at the Bob while limiting the signal power at Eve.

Our design objective is to maximize the secrecy rate of the communication by choosing the optimal beamforming weight, trajectory of the UAV and the reflection coefficients of the IRS. Accordingly, we formulate the following optimization problem:

$$\text{P1:} \quad \max_{w, Q, \Theta} \frac{1}{N} \sum_{n=1}^{N} \left[ \log_2 \left( 1 + \gamma_B[n] \right) \right] \quad (8a)$$

$$\text{s.t.} \quad 0 \leq \theta_k[n] \leq 2\pi, \quad (8b)$$

$$\|q[n] - q[n - 1]\|^2 \leq (Z\alpha)^2 \quad (8c)$$

$$w[n]^H w[n] \leq P, \quad (8d)$$

where $\gamma_B[n] = \frac{1}{2}\|h_i^H[n] \Theta G[n] w[n]\|^2$, $i \in \{B, E\}$ represents the signal to noise ratio at Bob and Eve. The constraint

By setting $\sigma_i^2$ to high value, we ensure that the communication channel is noisy.

\section{III. Proposed Solution}

Problem P1 is a non-convex multi-variable optimization problem that is difficult to solve directly due to the dependence of the variables and the non-convexity of the objective function. Hence, we sub-divide the problem by creating distinct sub-optimal problems from P1 \([18], [19], [21]\). The idea is to solve the sub-optimal problems iteratively until a change in the objective value of problem P1 is insignificant. However, we see from the subsequent sections that by designing the reflection coefficient in terms of the main receiver, Bob, the sub-optimal problems arising from problem P1 can be solved using non-iterative means.

\subsection{A. Solving for $\Theta$}

Since the IRS elements can effectively reflect signals along the desired direction, we aim to design the optimal reflection coefficients such that the signals contribute to Bob’s reception constructively. Since we assume that the channels from the IRS to Bob and Eve are independent of each other, it is sufficient to optimize the reflection coefficients based on Bob’s channel only. Accordingly, we design the reflection coefficients $\Theta$, for a given trajectory $Q$, and beamforming vector $w$, such that it is not influenced by Eve’s channel condition. It is therefore, apparent that the optimal $\Theta$ can be determined for maximizing Bob’s SNR $\gamma_B$. This can be done by extracting the following sub-problem from the original problem P1:

$$\text{P2:} \quad \max_{\Theta} \gamma_B[n], \quad (9a)$$

$$\text{s.t.} \quad 0 \leq \theta_k[n] \leq 2\pi. \quad (9b)$$

The solution obtained from solving (9) eventually maximizes the information rate received by Bob ($\log_2(1 + \gamma_B[n])$). For each $n \in \{1, \ldots, N\}$, the solution to problem P2 ensures the maximum objective value since the signals from the IRS elements are added constructively. This implies that in terms of the IRS elements, $\arg(h_i^H \Theta G) = 1$. Following similar derivation as in \([8], [19]\), it is easy to see that for each $n \in \{1, \ldots, N\}$, the solution to problem P2 is given by

$$\theta = \theta_{\text{com}} + u_B + u_G, \quad (10)$$

where $\theta = [\theta_1, \ldots, \theta_K]^T$, $u_B = [\phi_{\text{com}, 1}^B, \ldots, \phi_{\text{com}, K}^B]^T$ and $u_G$ is the maximum left singular vector corresponding to the rank-1 (low rank) approximation of $\Phi_G$. $\theta_{\text{com}}$ is an arbitrary phase common to all elements of the IRS. This phase allows for the cancellation of unscrambled phase elements at the receiver arising from the direct link between the Alice and Bob \([2], [19]\). However, since there is no direct path between the Alice and the ground receiver nodes in this work as described in Section II, $\theta_{\text{com}}$ can be set to zero without loss of generality.
B. Solving for \( w \)

We adopt two different design strategies for the beamforming weights \( w \), with known trajectory, \( Q \), and reflection coefficients, \( \Theta \). Scheme 1 does not consider the presence of the eavesdropper while Scheme 2 does.

1) Since the IRS can direct signals to specific targets, we consider transmission to Bob only ignoring the presence of Eve. Then the problem P1 reduces to

\[
\text{P3a} : \max_w \left( 1 + w^H A w \right), \quad \text{s.t.} \ w^H w \leq P,
\]

where \( A = \frac{1}{\sigma_b^2} (h_B^H \Theta G)^H (h_B^H \Theta G) \). It is known that the optimal \( w^* = \sqrt{P} u_{\max} \) is an MRT beamformer towards the UAV, where \( u_{\max} \) is the eigenvector corresponding to the maximum eigenvalue of the channel matrix \( \frac{1}{\sigma_b^2} (h_B^H \Theta G)^H (h_B^H \Theta G) \) \cite{10, 19}. This solution ensures that the determination of the weights is independent of the presence of Eve.

2) Taking the eavesdropper’s information into consideration, we reformulate problem P1 as

\[
\text{P3b} : \max_w \left( 1 + w^H A w \right), \quad \text{s.t.} \ w^H w \leq P,
\]

where \( A = \frac{1}{\sigma_b^2} (h_B^H \Theta G)^H (h_B^H \Theta G) \), \( B = \frac{1}{\sigma_b^2} (h_E^H \Theta G)^H (h_E^H \Theta G) \). This implies that by considering the presence of both Bob and Eve, the optimal \( w^* = \sqrt{P} u_{\max} \), where \( u_{\max} \) is the eigenvector corresponding to the maximum eigenvalue of the matrix \( (B + \frac{1}{P} I_M)(A + \frac{1}{P} I_M) \) \cite{18}.

In this work, we examine the performance characteristics of both schemes in order to determine their impact on the average secrecy rate.

C. Solving for \( Q \)

Now, following the sub-optimal solutions for \( w \), \( \Theta \), obtained in the preceding subsections, we define Proposition 1 at Bob and Eve for each \( n \in \{1, \ldots, N\} \).

**Proposition 1:** \( |h_B^H \Theta G| \leq |\chi_i| \) where the elements of \( \chi_i \) are presented in (13a) and (13b) for \( i \in \{B, E\} \), respectively:

\[
\chi_{mB} = K \sqrt{\epsilon_{RB} c_{mR}} \exp\left( -j (\phi_m^a + \phi_m^a - \theta_{com}) \right), \quad \text{(13a)}
\]

\[
\chi_{mE} = \sqrt{\epsilon_{CE} c_{mR}} \exp\left( -j (\phi_m^a + \phi_m^a - \theta_{com}) \right)
\times \left( \sum_{k_x=1}^{K_x} \sum_{k_y=1}^{K_y} \exp\left( j \left[ (k_x - 1) \tilde{d}_x (a_{RB}^x + \tilde{a}_{RB}^x - a_{mR}^x) + (k_y - 1) \tilde{d}_y (a_{RE}^y + \tilde{a}_{RE}^y - a_{mR}^y) \right) + u_{K_xK_y}^G \) \right), \quad \text{(13b)}
\]

where \( u_{K_xK_y}^G \) is the \( k \)th element of \( u_G \) and \( \chi_i = [\chi_{1i}, \ldots, \chi_{Mi}] \).

**Proof:** By substituting and simplifying the expressions for \( h_i \), \( \Theta \), and, \( G \) given in equations (6), (10) and (5) respectively, it is easy to see that \( u_G \) in (10) is designed as a rank-1 approximation to cancel out the variations of the columns of matrix \( \Phi_G \). However, we know that the rank-1 approximation error of \( u_G \) increases as \( r > 0 \) for the \( m \)th sensor, hence \( |u_G - \Phi_G (:, m)| \geq 0 \). The upper bound in Proposition 1 is thus determined considering that \( |u_G - \Phi_G (:, m)| = 0 \). Therefore it is apparent to state that \( |\chi_B| \) and \( |\chi_E| \) are the upper bounds of \( |h_B \Theta G| \) and \( |h_E \Theta G| \), respectively, thereby completing the proof of Proposition 1.

Following Proposition 1, we can now determine the maximum SNR values at Bob and Eve as

\[
\gamma_B \leq \sum_{m=1}^{M} \frac{\tilde{P}(\rho_{SB} K)^2}{d^2_{RB} d^2_{mR}}, \quad \text{(14a)}
\]

\[
\gamma_E \leq \sum_{m=1}^{M} \frac{\tilde{P}(\rho_{SE} K)^2}{d^2_{RE} d^2_{mR}}, \quad \text{(14b)}
\]

respectively, where \( \tilde{P} = \frac{P}{\sigma_b^2} \) and

\[
\zeta = \sum_{k_x=1}^{K_x} \sum_{k_y=1}^{K_y} \exp\left( j \left[ (k_x - 1) \tilde{d}_x (a_{RE}^x + \tilde{a}_{RB}^x - a_{mR}^x) + (k_y - 1) \tilde{d}_y (a_{RE}^y + \tilde{a}_{RE}^y - a_{mR}^y) + u_{K_xK_y}^G \right) \right) \leq K. \tag{a}
\]

Note that the bounds in (14) invariably define the bounds of the average secrecy rate. The equality in (a) represents the worst-case scenario and arises when the channel of Bob and Eve are highly correlated. This may occur in the unlucky event when Eve is located at the exact position of Bob (e.g. an application in the device of Bob becoming the potential Eve).

Now, to obtain the trajectory of the UAV for known IRS reflection coefficients, \( \Theta \) and beamforming vectors, \( w \), problem P1 is reformulated as problem P4:

\[
P4 : \max_Q \sum_{n=1}^{N} \left[ \log_2 \left( \frac{1 + \gamma_B[n]}{1 + \gamma_E[n]} \right) \right], \quad \text{s.t.} \ \|q[n] - q[n-1]\|^2 \leq (Z \alpha)^2. \quad \text{(15a)}
\]

Note that the problem P4 is non-convex due to the fractional objective. The problem (P4) can be solved by introducing a slack variable \( \beta \) limiting the maximum achievable rate by Eve as shown in (16). Furthermore, considering that the distance between the sensors in Alice is very small compared to the distance, between Alice and the UAV-carried IRS, we can assume for simplification that the UAV trajectory is determined in respect to Alice rather than the individual sensors, \( d_{mR} \approx d_{AR} \). Therefore, we reformulate the trajectory problem to Problem P5:

\[
P5 : \max_{Q, \beta} \sum_{n=1}^{N} \left[ \log_2 \left( 1 + \frac{\tilde{P}M(\rho_{SB} K)^2}{d^2_{RB} d^2_{AR}} \right) \right], \quad \text{s.t.} \ \|q[n] - q[n-1]\|^2 \leq (Z \alpha)^2. \tag{16a}
\]

\[
\beta[n] \leq \beta[n], \quad \|q[n] - q[n-1]\|^2 \leq (Z \alpha)^2. \quad \text{(16b)}
\]

\[
\|q[n] - q[n-1]\|^2 \leq (Z \alpha)^2. \quad \text{(16c)}
\]
Problem P5 can be solved using Karush-Kuhn-Tucker (KKT) conditions to obtain the optimal trajectory of the UAV as defined in Proposition 2. A detailed proof is relegated to Appendix A.

**Proposition 2:** Given the maximum achievable rate at Eve is $\beta$, the optimal location of the UAV during the $n$th sample $(n \in \mathbb{N})$ can be obtained by solving

$$q^2_n + q^2_y = (\varepsilon[n]||\Omega_A||)^2 - H^2.$$  \hspace{1cm} (17)

**Proof:** See Appendix A.

The closed-form expression for $\varepsilon$ is given in (13) (at the top of the next page). The solution to (17) can easily be obtained by a linear search algorithm that seeks for pairs of points that satisfy the trajectory constraint in (16c). We note that the trajectory is related to the solution of (17) by

$$Q = \{q[n] = [q_x[n], q_y[n], H]^T, n \in \{1, \ldots, N\}\}.$$  

It can be deduced from Proposition 2 that the trajectory of the UAV is not dependent on the knowledge of the rate received at Eve or Bob but on the exact location of Bob, Alice and the distance covered by the UAV during the $n$th sample. This ensures that the rate regulation (varying $\beta$) for Eve and the knowledge of the location of Eve are insignificant in determining all the possible locations of the UAV for $n \in \{1, \ldots, N\}$. However, while conducting the linear search to obtain the optimal location among the possible locations, the knowledge of the location of Eve influences the choice leading to the trajectory of the UAV as obtained in Fig. 2. The overall procedure is summarised in Algorithm 1.

**Algorithm 1** Algorithm for solving $\Theta$, $w$, and $Q$

1. Solve (17) and update $q$.
2. Using the grid cell, $q$, $d_x$, and $d_y$, compute the locations of the IRS elements, $Q$.
3. Determine the channel impulse responses using the definitions in (5) and (6).
4. For each $n \in \{1, \ldots, N\}$, solve (10) to obtain $\Theta$.
5. Compute and update $w$ with solutions described in III-B.
6. Compute $R_n$ as defined in (8a).
7. Output: $\Theta$, $w$ and $Q$.

### IV. RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of the proposed algorithm via numerical simulations and compare with baseline schemes. The parametric settings of the simulation environment are given in Table I except explicitly stated. We use the process in Algorithm 1 to optimize the parameters with initial values satisfying respective constraints. The legend of the figures describe the various scenarios implemented as:

1) Scheme 1: Refers to the UAV-carried IRS scenario where the beamforming weights are obtained with the expression in Section III-B1.
2) Scheme 2: Refers to the UAV-carried IRS scenario where the beamforming weights are obtained with the expression in Section III-B2.
3) Fixed: Refers to the Algorithm 1 given in (18). To adapt the algorithm to the scenario described herein, we replaced the structured transmit antenna at the AP with a sensor network and set the direct link between Alice and Bob/Eve to 0.

Figure 2 presents the trajectory of the UAV as we change the location of Eve. We consider when Eve location is far away from Bob and when it is close to Bob in the sub-figures. The UAV attempts to find paths that are as far from Eve as possible while maintaining reasonable distance between Alice and the Bob to ensure the transmitted signals are received and reflected. When best safe distance is obtained, the UAV hovers around that location until the end of the simulation. This behaviour of the UAV is similar for different scheduled flight times. Intuitively, since the IRS is passive, for optimal performance, the distance traveled by the reflected signal is required to be small while maintaining LoS with Alice. The active beamforming at the Alice ensures that the transmitted signal are directed to the IRS on the UAV and can adjust the transmitted power where necessary. This intuitive trajectory of the UAV collaborates the conclusion in (17) having shown that the received signal power at Bob is proportional to the square of the IRS area and inverse square propagation distance, $\left(\frac{A_{\text{IRS}}^2d_{RB}}{d_{AR}d_{RB}}\right)^2$. Therefore, the optimal IRS placement should aim to minimize $d_{AR}d_{RB}$ as obtained via the UAV. Furthermore, the position of Eve determines the trajectory while the position of the main receiver (Bob) determines the optimal location for the UAV-carried IRS system. Following the trajectory presented in Fig. 2, it is observed in Fig. 5 that the longer the UAV flies with the IRS for a given communication, the better the average secrecy rate for both beamforming weight schemes under consideration. It has been established in (19) that for aerial IRS, the SNR increases with higher transmit power. However, due to the IRS, we showed that the SNR for Eve declines leading to an increase in the average secrecy rate as observed in the rate of the Eve in Fig. 5. Similar performance was observed in the fixed IRS scenario as reported in (18). Figure 5 also provides an insight that scheme 2 performs better than scheme 1 when the channels of Bob and Eve are correlated and uncorrelated.

In Fig. 4 the impact of transmit power on the average

| Simulation parameter | Symbol | Value |
|----------------------|--------|-------|
| Number of sensors    | $M$    | 4     |
| Center of Alice      | $\Omega_A$ | $[0, -100, 0]^T$ |
| Bob location         | $\Omega_B$ | $[80, 100, 0]^T$ |
| Eve location         | $\Omega_E$ | $[-100, 50, 0]^T$ (Uncorrelated), $[75, 100, 0]^T$ (Correlated) |
| Fixed IRS location   | $\Omega_{\text{fix IRS}}$ | $[80, 100, 0]^T$ |
| Initial UAV location | $q_x$ | $[-100, 100, H]^T$ |
| UAV height           | $H$    | 100m  |
| UAV time of flight   | $T$    | 300s  |
| Velocity per sample  | $Z$    | 3m/s  |
| Duration per sample  | $\alpha$ | 0.3s  |
| Transmission frequency | $f$   | 900 MHz |
| Number of IRS elements | $K$   | 16    |
| IRS separation       | $d_x = d_y$ | $\frac{L}{2}$ |
| Noise power          | $\sigma^2_n = \sigma^2_k$ | 30dBm |
| Signal-to-noise ratio | $\rho_o$ | 120dBm (strong), 60dBm (weak) |
where $b = \|\Omega_B\| + 2\|q(n-1)\| + \frac{1}{2}$, $c = \|\Omega_B\|\|q(n-1)\| + ||q(n-1)||^2$, $d = \frac{\|\Omega_B\|\|q(n-1)\|}{2} + \frac{\|q(n-1)\|}{2} - (\Omega_A^\dagger)^2$.
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Fig. 2: UAV trajectory for different locations of Eve.
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Fig. 3: Average secrecy versus time of flight (T) for different transmit power (dBm) for $K = 16$, $r = 1$m and $P = 1$dBm.

The secrecy rate of the system was presented. By comparing the sub-figures, scheme 2 out-performs scheme 1 when the channel quality of Bob and Eve are strong (represented by different values of $\rho_0$). Similar assertion is presented in Fig. 3 while examining the influence of distance between Bob and Eve representing correlation are studied. In Fig. 5a and Fig. 4a we note that scheme 2 was designed with the perfect knowledge of Eve, therefore, the information rate received by Eve is only maximum when the correlation between the channels of Bob and Eve is highest and declines rapidly as the distance between Bob and Eve increases. A combination of the benefits of the beamforming weights in scheme 2 and the optimized reflection coefficients easily cause its average secrecy rate to the upper bound, which is the rate of Bob. Nevertheless, since the beamforming weights for scheme 1 was designed ignorant of Eve, the information rate received at Eve is compromised only by the influence of the reflection coefficients, hence its average secrecy rate is always below its upper bound. In contrast to these observations, Fig. 5b and Fig. 4b elucidates that the performance in terms of both scheme 1 and 2 are similar when the channel quality of Bob and Eve are poor. This is an interesting result as it provides reasonable justification deploying scheme 1 especially when the exact location of Eve is unknown under noisy channel conditions.

Furthermore, with the 2D separation between the elements of the IRS system in horizontal and vertical directions as $d_x$ and $d_y$ respectively, we define Lemma 1 to determine the maximum number of IRS elements ($K$) to guarantee the average secrecy rate defined in the objective of problem P1. Lemma 1 is a consequence of [17] on noisy channel environment and its impact is shown in Fig. 6.

**Lemma 1:** For a noisy channel, given that $d_x$ and $d_y$ are fractions of $\lambda$, such that $d_x = \frac{\lambda}{z_x}$ and $d_y = \frac{\lambda}{z_y}$, then it holds that $K_x \leq z_x$ and $K_y \leq z_y$.

Since the channels in this paper were modeled as a function of distance, the distance between Bob and Eve = $\|\Omega_B - \Omega_E\|$ examines the similarity between Bob and Eve in terms of their proximity. Lower values indicate highly correlation while higher values indicate highly uncorrelated [23, 24].
Fig. 4: Average secrecy rate versus transmit power for $K = 16$, $r = 1$ m and $T = 300$ s.

Fig. 5: Average secrecy rate versus distance between Bob and Eve for $K = 16$, $r = 1$ m, $P = 1$ dBm and $T = 300$ s.

Proof: It is known that for IRS plate width larger than $\lambda$, the required local phase is coarsely quantized and will cause a mismatch between the desired reflection angle and the IRS array response in its far field \cite{17}. It is apparent, then, to constrain the width of the entire IRS system within the bound of $\lambda$ such that $d_x K_x \leq \lambda$ and $d_y K_y \leq \lambda$ in order to minimize reflection mismatch. Simplifying the relations, completes the proof of Lemma 1.

Provided that Lemma 1 is sustained, it is easy to see that $K \leq z_x z_y$ and the area of the entire IRS plate is upper bound by $\lambda^2$.

Due to the inverse relation between the beamwidth and the IRS plate width as given in \cite{17}, we know that provided the bounds of Lemma 1 are sustained, the beamwidth reflected from the IRS will be smaller for increasing number of IRS elements, $K$. This implies that the average secrecy rate of the system will increase for large values of $K$ since the reflected beam will be focused on Bob increasing its signal quality with less scatter for Eve. This invariably increases the average secrecy rate as shown in Fig. 6. However, both figures also shows that when Lemma 1 is not satisfied, the increase in the number of IRS elements is not guaranteed to improve average secrecy rate performance. This is because the reflected beamwidth is larger there is a mismatch between the reflection angle and the IRS array response thereby further empowering the signal received by Eve. It is important to note that in Fig. 6a the channel quality is weak, nevertheless, the average secrecy rate tends towards the bound defined in Proposition 1. For Fig. 6b the channel quality is strong causing the significant difference between the bound in Proposition 1 and the actual secrecy rate.

By examining the impact of the radius of the area where the transmit sensors are located, it is clear from Fig. 7 that increasing the radius improves on the average secrecy rate. This is primarily because increase in the radius allows the sensors to be scattered over a larger area ensuring that the
Fig. 6: Influence of the number of IRS on Average secrecy rate at possible formation of Eve and Bob channel $(r = 1 \text{m} \text{ and } P = 1 \text{dBm}, \ T = 300 \text{s})$.

Fig. 7: Average secrecy rate versus Radius of sensor location for $K = 16$ and $T = 300 \text{s}$.

$\Phi_G$ is not rank 1 and introducing greater variability to Eve. We note that since the design of the reflection coefficients, $\Theta$, is focused on maximizing the quality of signal received at Bob, the impact of the variations obtained given that the rank of $\Phi_G$ is not 1 at Bob is reduced by the design of $\Theta$.

V. Conclusion

We have demonstrated the effectiveness of deploying a UAV-carried IRS for collecting sensor data from blackout noisy spaces while guaranteeing communications security. We have derived the optimal location as well as the reflection coefficients of the IRS elements to improve the secure data transmission performance. The optimal IRS location was determined through joint optimization of the trajectory of the UAV and the transmit beamforming. We have shown that the UAV follows a trajectory that can aid in sustaining the secrecy performance while the IRS can further assist secure communication by increasing phase disparity at the eavesdropper. The proposed algorithm is non-iterative which saves huge computation tasks compared to existing iterative procedures. Extensive simulation results demonstrate the effectiveness of the proposed approach.

APPENDIX A

To provide a solution to Problem P5 given in (16), we express the lower bound for the distances using the reverse triangular inequality and variable change as

$$d_{RE}^2d_{AR}^2 = \|\Omega_E - \mathbf{q}_R\|^2\|\mathbf{q}_R - \Omega_A\|^2 \geq (\|\Omega_E\| - \|\mathbf{q}_R\|)^2(\|\mathbf{q}_R\| - \|\Omega_A\|)^2$$

$$= \left(\frac{\|\Omega_E\|}{\Omega_E} - \frac{\|\mathbf{q}_R\|}{\Omega_A}\right)^2\left(\frac{\|\mathbf{q}_R\|}{\Omega_A} - 1\right)^2\|\Omega_A\|^4$$

$$= (\Omega_E - \varepsilon)^2(\varepsilon - 1)^2\|\Omega_A\|^4$$

Similarly,

$$d_{RB}^2d_{AR}^2 \geq (\Omega_B - \varepsilon)^2(\varepsilon - 1)^2\|\Omega_A\|^4,$$

$$\|\mathbf{q}_R[n] - \mathbf{q}_R[n - 1]\|^2 \geq (\varepsilon - \Omega_q)^2\|\Omega_A\|^2;$$

where $\Omega_q = \frac{\|\mathbf{q}_R[n - 1]\|}{\|\Omega_A\|}$.
defined above, problem P5 in (16) can be rewritten as (20)
\[ \begin{align*}
\max_{\epsilon} & \quad \log_2 \left( \frac{1}{\beta} + \frac{PM_p}{\beta |\Omega_b|^2} K^2 \right), \\
\text{s.t.} & \quad 1 - \frac{1}{\beta} \left| \frac{\Omega_\epsilon}{|\Omega_\epsilon|} + \frac{PM_p}{\beta |\Omega_b|^2} k^2 \right|^2 \leq 0,
\end{align*} \]
(20a)
(20b)

Problem (20) is differentiable and possibly non-convex due to (20a) and (20b). However, let \( \epsilon^* \) and \((\lambda_1^*, \lambda_2^*)\) represent the primal and dual optimal variables with zero duality gap, the KKT conditions given in (21) must be satisfied.

\[ \nabla f_0(\epsilon^*) + \lambda_1^* \nabla f_1(\epsilon^*) + \lambda_2^* \nabla f_2(\epsilon^*) = 0, \]
(21a)
\[ \lambda_1^* f_1(\epsilon^*) = 0, \]
(21b)
\[ \lambda_2^* f_2(\epsilon^*) = 0. \]
(21c)

By using the functions from (20) where \( f_0 \) is the objective function and \( f_1 \) and \( f_2 \) are the constraint functions corresponding to (21b) and (21c) respectively, we note that \( \lambda_1^* = f(\epsilon^*, \lambda_2^*) \) by solving (21a), \( \lambda_2^* = f(\epsilon^*) \) by solving (21b) and substituting \( \lambda_1^* \). Therefore, by solving (21c), we obtain the cubic function \( \epsilon^3 - b\epsilon^2 + c\epsilon + d = 0 \) with discriminant \( \Delta = (bc)^2 + 18(bcd) - 4c^3 - 4b^3d - 27d^2 \)
(27)

This is to say that the solution to the cubic function comprises of 2 complex conjugate pairs roots and one real root. Since we are interested in the coordinates located in the real plane, the only relevant solution is the real root as shown in (18). Having obtained \( \epsilon \), the location of the UAV at the \( n \)th sample can be deduced from \( \epsilon = \frac{\sqrt{\Delta}}{3} \)

which can invariably be modified by expansion to Proposition 1.
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