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Abstract

Our work is the first attempt to apply Natural Language Processing to automate the development of simulation models of systems vitally important for logistics. We demonstrated that the framework built on top of the fine-tuned GPT-3 Codex, a Transformer-based language model, could produce functionally valid simulations of queuing and inventory control systems given the verbal description. In conducted experiments, GPT-3 Codex demonstrated convincing expertise in Python as well as an understanding of the domain-specific vocabulary. As a result, the language model could produce simulations of a single-product inventory-control system and single-server queuing system given the domain-specific context, a detailed description of the process, and a list of variables with the corresponding values. The demonstrated results, along with the rapid improvement of language models, open the door for significant simplification of the workflow behind the simulation models’ development, which will allow experts to focus on the high-level consideration of the problem and holistic thinking.
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1. Introduction

Global supply chains are the “nuclear reactor” of globalization and the cornerstone of the modern economy (Sheffi 2020). From the semiconductor plant in Hsinchu to the advanced automotive factory in Fremont, from the smart pharmaceutical manufacturing in Freiburg to Cameroonian cocoa farms, every economic actor faces the problem of transporting the right commodities to the right place at the right time. Logistics systems constitute the backbone of global supply chains and play a strategic role in the worldwide economy by propagating material flows through increasingly complex, interconnected, and multimodal transportation channels (Schenker 2019).

The global interconnectedness and complexity go hand in hand with the lack of visibility, uncertainty, and constant pressure from consumer-driven markets. The latter fact forces businesses to make critical decisions quickly and confidently. Therefore, the need for modeling logistics systems and associated processes is self-evident (Ivanov & Dolgui 2020a). Quantitative models can facilitate such core activities as forecasting, planning, scenario analysis, and risk estimation. However, the emphasized complexity, along with highly nonlinear behavior, dimensionality, and stochasticity, frequently lead to analytic intractability. Besides, traditional analytical models cannot replicate the actual behavior of a logistics system or supply chain. On the other hand, simulation models are not constrained by such restrictions and allow one to describe a logistics system with all its details and incorporate nonlinearity, uncertainty, and complexity. For instance, such traits as demand variability, lead-time fluctuations, multi-echelon inventory policies, and rare event occurrences can be considered within a simulation model (Ivanov 2018). Simulation plays the role of a dynamic, relatively low-cost testbed for conducting numerical experiments and scenario analysis. Such a testbed environment allows one to test strategies and scenarios that will lead to disruption or even push a system into extreme conditions revealing more about its structure, potential bottlenecks, and limits of resilience (Laguna & Marklund 2018).
Since early 2020, supply chains and production systems worldwide have experienced unprecedented shocks caused by the COVID-19 pandemic. The pandemic catalyzed necessary transformations in the way supply chains are perceived and managed. This crisis exposed the vulnerabilities of traditional supply chains and prompted a global reassessment of how goods and services are produced, distributed, and consumed. As the world continues to recover and adapt, it is essential to rethink the status quo and approach supply chains as complex, intertwined supply networks that are more resilient to future disruptions. The post-pandemic adaptation necessitates a shift in perspective, moving away from a simple linear view of supply chains and embracing the intricacies of interconnected supply networks. This change in mindset allows businesses and organizations to recognize the interdependencies among suppliers, manufacturers, and customers, as well as the importance of collaboration, transparency, and information sharing. By fostering stronger connections and building more robust networks, companies can better withstand unforeseen challenges and promote sustainable growth in a rapidly evolving global landscape.

This flow of thought gave rise to a new concept of viability in supply chains, which led to the development of an associated framework for assessing and enhancing supply chain resilience. This framework emphasizes the importance of adaptability, agility, and flexibility in supply networks, enabling businesses to respond effectively to disruptions and capitalize on new opportunities. By leveraging advanced technologies such as artificial intelligence, big data analytics, and the Internet of Things, companies can gain valuable insights, optimize their operations, and collaborate more effectively with partners throughout the supply network. Embracing the concept of complex, intertwined supply networks and adopting the associated viability framework can help businesses navigate the post-pandemic landscape and build more resilient, adaptable, and sustainable supply chains for the future. One critical aspect of the viable supply chain concept is the use of scenario analysis, which plays a core role in designing flexible and resilient systems.
Rather than relying solely on a straightforward disruption magnitude analysis, this method emphasizes the importance of understanding the trajectories of how different disruption scenarios influence the severity of network degradation and recovery. By considering a wide range of potential outcomes, supply chain managers can identify vulnerabilities, implement mitigation strategies, and create more adaptive networks that are better equipped to handle future challenges.

Simulation modeling is a core technology behind scenario analysis and has become indispensable in designing and optimizing supply chains [Ivanov et al., 2019]. By employing simulation-driven decision-support systems, businesses can create proactive and resilient supply chain simulations that model dynamic behavior in the event of possible disruptions or disruption scenarios. This capability is essential in developing a supply chain that can achieve planned or actual acceptable performance even in the face of severe disruptions. The ability to analyze and understand complex supply chain systems enables stakeholders to identify weak points in their systems, implement strategies to mitigate potential risks, and create a more resilient and efficient supply chain overall. One of the major advantages of simulation models is their ability to model both the impact of disruptions on supply chain performance and the effectiveness of proactive resilience measures and recovery contingency plans [Ivanov & Rozhkov, 2020]. This comprehensive approach allows stakeholders to consider multiple factors that may affect their supply chain performance, such as changes in demand, inventory levels, transportation options, and supplier relationships. By examining these factors in tandem, businesses can gain a more holistic view of their supply chain operations and develop strategies that address the complexities of real-world environments.

Simulations also play an important role in testing optimal control algorithms, which can orchestrate supply chain operations in stochastic environments [Ivanov et al., 2022; Rolf et al., 2022]. By experimenting with various control strategies in a virtual environment, businesses can fine-tune their processes and identify the most effective approach for their unique supply chain needs [Phadnis et al., 2022a]. This not only helps to improve efficiency and re-
duce costs but also ensures that supply chains can adapt quickly and effectively to unforeseen events and uncertainties (Ivanov et al., 2022). The simulation-based methodology is particularly valuable in examining and predicting the impacts of "black swan" events, which are rare and unexpected occurrences with potentially severe consequences (Ivanov, 2020). By simulating these events, businesses can better understand their potential impacts and develop robust strategies to address them, thereby minimizing their negative effects on supply chain performance. This proactive approach to risk management allows businesses to anticipate and plan for a wide range of scenarios, ensuring that their supply chains remain resilient in the face of unexpected challenges (Phadnis et al., 2022b). Additionally, simulation is a core component of Digital Twins, which are virtual replicas of physical systems or processes that allow for real-time monitoring and analysis (Saenz et al., 2022). By integrating simulation models with Digital Twins, businesses can gain valuable insights into their supply chain operations, identify potential issues before they become critical, and rapidly test and implement changes to optimize performance. As a result, the combination of simulation modeling and Digital Twins enables a more comprehensive understanding of supply chain dynamics, empowering businesses to make informed decisions and drive continuous improvement in their operations (Ivanov et al., 2019).

In short, simulation modeling serves as a powerful tool in the design and management of resilient supply chains, providing businesses with the necessary insights to navigate uncertain environments and mitigate the impact of disruptions. By leveraging advanced simulation techniques and integrating them with cutting-edge technologies such as Digital Twins, businesses can optimize their supply chain performance and ensure their ability to withstand even the most challenging circumstances. However, simulation modeling has several disadvantages. First, the development process is technically challenging, which implies that the domain experts cannot entirely develop such models, and the participation of simulation engineers or other technical specialists is required (Law & Kelton, 2000). Second, technical specialists usually lack domain expertise or
knowledge on the specific system or operation under consideration. This fact implies that the domain experts must first explain the real-world system and relations between all the important objects within the system (Leemis & Park 2006). The explanation, as a rule, includes the detailed verbal description and the conceptual model in the form of a flowchart or dependency graph. After that, the labor-intensive development process begins. Technical specialists have to transfer the verbal description and conceptual model into algorithmic implementation in the form of an executable computer program (Zeigler et al. 2019). The described procedure assumes the back-and-forth information exchange between the domain experts and simulation engineers, which significantly increases the project’s duration and budget.

Considering this problem, our study explores how the latest advancements in Artificial Intelligence (AI) and Natural Language Processing (NLP) can be applied to develop fully-functional and executable simulation models of the systems vital to supply chains. At this point, it is essential to define terms related to AI and NLP crucial for further reading. These definitions are preliminary and will be further formally unfolded in the background and methodology chapter. In this study, we take an instrumentalist view of AI (Bostrom 2014), and do not speculate on AI cognition or the philosophical aspects. The definition of AI proposed by Arthur Samuel (1959) suits well in the context of our study. “AI is the field of study that gives computers the ability to learn by using sampled data without being explicitly programmed.”. NLP, in its turn, is a branch of AI that encompasses various language-related tasks, including sentiment analysis, speech recognition, machine translation, text generation, and summarization (Li 2022).

Our study focuses on the proof of concept that the “NLP shortcut” exists in principle, and valid simulation models of relatively simple queuing and inventory control systems can be produced automatically based on the verbal description (See Figure[1]). Therefore, we postulate the following research question: “Can simulation models of logistics systems be produced automatically given the verbal description in natural language?”.
“NLP shortcut” means that such labor-consuming steps as conceptual modeling and coding can be potentially skipped by taking advantage of the state-of-the-art NLP techniques.

The remainder of this paper is organized as follows. Section 2 reviews some works related to automated code generation and programming using GPT-3 and expert systems based on NLP. Section 3 sheds light on background and methodology, focusing on the state-of-the-art Transformer-based language models. Experimental results and analyses are presented in Section 4. Section 5 presents the discussion regarding the GPT-3 Codex capabilities, ongoing trends in NLP, and their potential implications for developing simulation models. Finally, our contribution, as well as promising directions for future research, are summarized in Section 6.

2. Related Work

Our work is related to two streams of research: automated code generation and programming using GPT-3, and decision-support and expert systems based on NLP. The background and methodology chapter covers language modeling...
in general and state-of-the-art Transformer-based models.

2.1. Automated code generation using GPT-3

The topic of automated code generation using language models has recently attracted research attention (Clement et al., 2020). Since the GPT-3 Codex private beta program was launched on August 10, 2021, the first attempts of the academic community to explore the language model’s capabilities have been published as preprints.

Notable examples include Hocky & White (2021), who explored the capabilities of the GPT-3 Codex to solve simple computational chemistry problems. Drori & Verma (2021) have applied the GPT-3 Codex to solve MIT’s Linear Algebra course and Columbia University’s Computational Linear Algebra course with perfect accuracy. Shporer et al. (2022) managed to combine the GPT-3 Codex with graph neural networks to solve computational problems from the Introduction to Astronomy course. Trummer (2022) was able to finetune GPT-3 Codex to translate user-provided instructions and descriptions of database properties into SQL queries.

Summarizing these first attempts, we can observe a general tendency for domain scientists to propose ways to adapt and apply GPT-3 Codex to their field of expertise. Since there are no applications in logistics yet, we continue this tendency by applying GPT-3 Codex to build simulation models of logistics systems. Summarizing these works, we can observe that expert and decision support systems take advantage of the state-of-the-art NLP algorithms to apply such downstream NLP tasks as semantic search, natural language generation, text classification, and sentiment analysis to domain-specific problems.

2.2. NLP-based systems

Another stream of related research incorporated decision-support and expert systems based on NLP. Because of rapid digitalization and unprecedented opportunities for harvesting and storing textual data NLP has recently experienced substantial breakthroughs in machine translation, pattern matching, sentiment
analysis, and speech recognition. These breakthroughs have not only improved people’s daily lives but also notably revolutionized decision-support and expert systems (Kang et al., 2020). Figure 2 provides a classification scheme for the most relevant publications in the context of our study. A recent systematic review sheds light on the diversity of NLP applications in management and business (Kang et al., 2020).

![Classification scheme of the relevant publications](Image)

Figure 2: Classification scheme of the relevant publications.

NLP includes two primary research directions: Natural Language Understanding (NLU) and Natural Language Generation (NLG). The primary role of NLU is to comprehend the natural language by mining text documents and extracting valuable information for downstream tasks (Schank, 1972). In contrast, NLG focuses on the production of text in natural language, which is comprehensive for humans (Reiter & Dale, 1997). It is essential to highlight that GPT-3, along with the other state-of-the-art language models, are capable of both.

2.2.1. Semantic search

Semantic search is a searching technique in which a search query aims to not only find and extract relevant keywords but to determine the searcher’s intent and the contextual meaning of the words (Guha et al., 2003).

Notable examples include Habernal & Konopík (2013), who presented the NLP system for a semantic web search. The developed system is end-to-end in
the sense that it includes preprocessing, semantic analysis, semantic interpretation, and executing a sequence of queries to retrieve the results. The system demonstrated solid NLU capabilities with written texts in Czech and English across the domain of public transportation. Sangers et al. (2013) proposed an NLP-based search engine for finding semantic Web services. The framework based on this search engine was capable of matching relevant keywords gathered from Web service descriptions and the user query. Lupiani-Ruiz et al. (2011) presented a semantic search engine for financial news. The search engine was combined with an ontology population tool to assist in keeping the financial ontology up-to-date. Besides, the expert system was equipped with a module for crawling the Web and annotating financial news according to the financial ontology.

2.2.2. Text classification and sentiment analysis

Text classification is the NLP task of assigning a label or class to a given fragment of text. The most common use case of text classification includes sentiment analysis, an NLP technique that focuses on the analysis of people’s opinions, sentiments, appraisals, attitudes, and intents expressed in written text. Sentiment analysis is increasingly important in business and society and is often performed on textual data to assist businesses in monitoring product sentiment and understanding customer opinion (Liu, 2012).

Notable examples include Pröllachs et al. (2016), who designed a decision support system equipped with NLP for financial news sentiment analysis. The system incorporated reinforcement learning, hidden Markov models, conditional random fields, and rule-based methods and could achieve a substantial improvement in the correlation between sentiment and stock return. Zinovyeva et al. (2020) proposed an expert system to automate content monitoring and antisocial behavior detection. The system incorporated advanced NLP techniques, including bidirectional encoding, attention mechanisms, hierarchical text representations, and Transformer-based language models. Abbasi-Moud et al. (2021) developed a tourism recommendation system capable of extracting users’ pref-
references to provide personalized recommendations. The system analyses semantically clustered and sentimentally analyzed user reviews to detect a tourist’s preferences and suggest the most matching options.

Liu et al. (2019) combined such NLP techniques as Word2Vec and n-gram to track individual-level purchasing behaviors on an e-commerce site to classify customers based on their expectations for recovery service. Li & Mao (2019) proposed a knowledge-oriented convolutional neural network to extract and classify causal relations of the form product-producer, employer-employee, cause-effect, and message-topic. The proposed expert system includes both humans to capture the linguistic clues of causal relationships and a data-oriented component capable of learning other important features from the data. Kim et al. (2020) proposed a framework that adopts both NLP and computer vision for explaining and visualizing convolutional neural networks for text classification.

2.2.3. Natural language generation

NLG can be defined as the subfield of NLP concerned with constructing computer systems capable of producing understandable texts in English or other languages from some underlying representation of information. Notable examples include Wulf & Bertsch (2017), who incorporated NLG techniques into a decision support system to enhance the understanding and traceability of multi-criteria decision-making. The study concludes with the statement that the NLG approach is especially beneficial for complex interpretational tasks. Lee (2018) proposed the deep learning-based encoder-decoder model for clinical decision support. The model was capable of generating synthetic electronic health records that appear to preserve accurate epidemiological information. García-Méndez et al. (2019) developed an NLG system for the automatic generation of administrative reports. The system could generate complete, coherent, and correctly spelled sentences.
2.2.4. Conclusion

Summarizing these works, we can observe that expert and decision support systems take advantage of the state-of-the-art NLP algorithms to apply such downstream NLP tasks as semantic search, natural language generation, text classification, and sentiment analysis to domain-specific problems.

3. Background and Methodology

The best technical approaches of the recent past assumed that NLP systems should specialized on a narrow range of tasks (Cambria & White, 2014). However, the rules of the game changed with the advent of new deep learning architecture, the Transformer (Vaswani et al., 2017). GPT-3 is a notable example of Transformer-based NLP systems and the main focus of our study.

3.1. Language Model

Language models are at the core of contemporary NLP methodologies. Language modeling can be postulated in the purely unsupervised learning setting (Radford et al., 2018). At first glance, such an assumption appears to be too strong. Especially considering the richness, creativity, and elegance of natural language pieces produced by such masters as William Shakespeare, Barbara Cartland, Brothers Grimm, and Leo Tolstoy. Fortunately, due to the tempo, and exigencies, the vast majority of human utterances are significantly simpler, repetitive, frequently self-similar, and, as a result, far more predictable. Programming languages are even more regular and structured. For example, Hindle et al. (2016) demonstrated that repetitive patterns occur at lexical, syntactic, and semantic levels in code corpora.

At this point, a definition of the term corpora is essential, given that it is central for NLP and linguistics in general. The corpora can be defined as a collection of linguistic data consisting of structured, processed, and digitally stored texts (Wolk & Marasek, 2014). Formally speaking, the goal of learning is reduced to the estimation of distribution from corpora given a set of training
examples \((x_1, x_2, ..., x_n)\), such that every example is a sequence of symbols of variable length \((s_1, s_2, ..., s_n)\). Since both natural and programming languages are ordered sequentially, the joint probabilities over symbols (or tokens) can be factorized as the product of conditional probabilities:

\[
p(x) = \prod_{i=1}^{n} p(s_n|s_1, s_2, ..., s_{n-1}) \tag{1}
\]

This assumption allows one to perform tractable sampling and estimation of \(p(x)\) and other conditional probabilities of the form \(p(s_{n-k}, ..., s_n|s_1, ..., s_{n-k-1})\) (Bengio et al., 2003).

To conclude, language models are statistical models that estimate the probability of a given sequence of tokens, for example, words or code-specific syntax, to appear in the text with respect to the context.

3.2. Transformer

In the recent five years, there have been significant improvements in the performance of language models based on conditional probabilities of the form (See Equation 1). The most notable advances can be attributed to self-attention architectures like the Transformer (Vaswani et al., 2017). Encoder-decoder structure constitutes a core behind the Transformer’s architecture. The role of the encoder is to map an input sequence of symbol representations \((x_1, x_2, ..., x_n)\) to a sequence of representations \((z_1, z_2, ..., z_n)\). The decoder produces an output \((y_1, y_2, ..., y_n)\) given \((z_1, z_2, ..., z_n)\) as an input. This process is autoregressive in the sense that the previously generated symbols are used as additional input (Graves, 2014). Both encoder and decoder use stacked self-attention mechanisms as well as fully connected layers (See Figure 3).
Figure 3: The Transformer’s architecture. Multi-Head Attention consists of several attention layers running in parallel. Query, Key, and Value matrices are calculated by packing the embeddings into a matrix $X$, and multiplying it by the weight matrices $W_Q$, $W_K$, $W_V$. The illustration is based and adapted from Vaswani et al. (2017) and Alammar (2018).

The encoder consists of a stack of $N$ identical layers. Each layer includes two sub-layers. The first sublayer is a multi-head self-attention mechanism, and the second one is a position-wise fully connected feed-forward network akin to multilayer perceptron architectures. All the sub-layers and embedding layers have an output of the same dimension $d_{model}$ in order to facilitate the residual connections. The decoder is structured in a similar way including a stack of $N$ identical layers. A self-attention function is intended to map a query and key-value pairs to an output, where the query, keys, values, and output are vectors. The output is computed as a weighted sum, where the weights associated with the corresponding values are computed using a feed-forward artificial neural network. Scaled Dot-Product Attention is a fundamental component in the self-attention mechanism. For the sake of computational efficiency, the attention
function is computed on a set of queries in parallel. The input consisting of queries and keys of dimension \(d_k\), and values of dimension \(d_v\) are stacked into matrices \(Q\), \(K\), and \(V\).

\[
Attention(Q, K, V) = softmax\left(\frac{QK^T}{\sqrt{d_k}}\right)
\]

The \(Q\), \(K\), and \(V\) matrices are linearly projected \(h\) times to \(d_k\), and \(d_v\) dimensions, respectively. After that, the self-attention function is performed on each of these projections, resulting in \(d_v\)-dimensional output vector. As a result, multi-head attention allows the model to access information from different representation subspaces at different positions.

\[
MultiHead(Q, K, V) = Concat(head_1, ..., head_h)W^O
\]

where \(head_i = Attention(QW_i^Q, KW_i^K, VW_i^V)\) with parameter matrices \(W_i^Q \in \mathbb{R}^{d_{model} \times d_k}\), \(W_i^K \in \mathbb{R}^{d_{model} \times d_k}\), \(W_i^V \in \mathbb{R}^{d_{model} \times d_v}\) and \(W^O \in \mathbb{R}^{hd_v \times d_{model}}\) (Vaswani et al., 2017). Besides the sub-layers, each of the layers in both encoder and decoder contains a fully connected feed-forward network that can be represented as a composite function \(FFN(\cdot)\). \(FFN(\cdot)\) is equipped with Rectified Linear Unit (ReLU) activation function and includes two linear transformations.

\[
FFN(x) = max(0, xW_1 + b_1)W_2 + b_2
\]

The Transformer takes advantage of the learned embeddings to convert the input and output tokens to vectors of the dimension \(d_{model}\), which is basically the embedding size. Besides, the regular learned linear transformation and \(softmax(\cdot)\) activation function convert the decoder output to estimated probabilities of the next token to appear in the sequence.

### 3.3. GPT Family and Codex

Shortly after the advent of the transformer language model, such a mega-scale statistical brute-force approach was widely adopted by the NLP community. As a result, the scale of language models has increased substantially (See Figure 4). From 100 million parameters and 1.1 GB of training data in GPT-1
to 1.5 billion parameters and 40 GB in GPT-2 (Radford et al., 2018), and finally 175 billion parameters and over 570 GB in GPT-3 (Brown et al., 2020).

Figure 4: The size of the GPT-3 models increases rapidly in terms of the number of layers, parameters, training data volumes, and the width of the context window.

Given such numbers and data volumes, the prominent question arises, “Does the size of the language model affects its performance?” and the short answer is “Yes!” Brown et al. (2020) conclude with the statement that increases in model parameters entail improvements in text synthesis. During unsupervised pretraining on the immense text corpora, language models acquire a plethora of non-trivial pattern recognition abilities and, as a result, develop an incredibly diverse skill set, including reading comprehension, textual entailment, question answering, grammar correction, and text auto-completion.

The rapidly increasing scale of language modeling has significantly fueled the
interest in the longstanding challenge of automated computer code generation and program synthesis. Even the preliminary experiments with GPT-3 revealed its ability to produce simple executable computer programs in Python (Brown et al., 2020). After the initial success of such language models as CodeBERT (Feng et al., 2020) and PyMT5 (Clement et al., 2020), the OpenAI team hypothesized that it is possible to fine-tune GPT on code from GitHub to produce functionally correct code bodies given natural language document strings (Chen et al., 2021). The OpenAI team has fine-tuned several GPT models on code. The largest one, Codex, contained over 12 billion parameters and the doubled token window of 4,096 tokens (Zaremba & Brockman, 2021). The training data was collected from 54 million public GitHub repositories, containing 179 GB of unique Python files under 1 MB each. In order to test the resulting model, a new HumanEval dataset of 164 hand-written programming problems has been proposed. As a result, Codex has displayed non-trivial performance and the ability to solve the majority of the problems from the HumanEval dataset.

4. Experiments

This chapter is structured as follows. First, the OpenAI API is introduced. Second, the framework based on the OpenAI API is proposed. Last, the framework is applied to generate simulation models of inventory and queuing systems given the description in English. English is chosen because GPT-3 is the most proficient in it (Brown et al., 2020). Besides, English is the international language of engineering and science that most potential users should be able to understand. Python is selected for the same reason, GPT-3 Codex is the most proficient in Python 3 (Chen et al., 2021).

4.1. OpenAI API

The OpenAI API offers a broad spectrum of transformer-based language models (also known as engines). The framework proposed in our paper takes advantage of the Davinci-codex engine since it has the largest token window of
4,096 tokens and is the most capable of translating natural language to code and back (Brockman et al., 2021). The OpenAI API is a flexible interface that uses human-readable text as both input and output. The input text is referred to as a prompt, and the returned text is called completion. A prompt is used by GPT-3 models as the baseline to determine the task and generate a text completion in the attempt to match the underlying structure, logic, context, or pattern (See Figure 5). Prompts are akin to programming using English in the sense that a user has to know exactly what he or she is trying to accomplish, but rather than writing code, one can use words and plain text. Technically, any text can be used as a prompt. However, in order to achieve the desired outcome and unlock GPT-3’s true potential, the prompts have to be engineered effectively.

Prompt engineering is a very young field of study. However, several well-established practices have already formed (Zhao et al., 2021; Reynolds & McDonell, 2021; Hocky & White, 2021). One of them, applied in our study, is to separate the context, instructions (specific task to perform), and pattern to continue. In the most general sense, the pattern can be defined as the sequence of words to continue. Figure 6 shows how GPT-3 finishes the “first principle” of Rene Descartes’s philosophy, namely “I think, therefore I am.” given the beginning of the sentence and context as the prompt (Descartes, 1990).

OpenAI API is accessible using Python bindings, which is a convenient interface for conducting experiments and building on top (See Figure 7).
4.2. Experiment design

The completion quality depends significantly on the prompt structure, context specification, and explicit task description. The well-engineered prompt helps to improve the language model predictions and unlock GPT-3’s true potential. Prompt engineering at the current stage is mainly performed through trial and error. However, several core principles can significantly accelerate the process. First, it is helpful to try different formulations of the same prompt, which might appear similar to humans, but not for the language model. Such a phenomenon arises because the model could learn that the different formulations are, in fact used in different contexts and for different purposes. Additionally, it is crucial to provide the model with sufficient context. Besides prompt engineering, hyperparameter tuning is essential as in any other state-of-the-art machine
In order to semi-automate the experiments we have implemented a high-level framework on top of OpenAI API. The framework is designed to answer the original research question and verify whether the language model is capable of translating a verbal description of the system to executable simulation in Python (See Figure 8).

The description of the inventory and queuing systems in English is used as an input to which context and task description are appended using the concatenation operator (a). The language model uses the intermediate result as a prompt (b). After that, the parameters of the language model are adjusted in such a way (c) that the language model (d) produces executable Python code that corresponds to the simulation model of the specified logistics system (e). Python is chosen for two main reasons. Firstly, according to Chen et al. (2021) GPT-3 Codex is the most proficient in Python 3. Secondly, the Python programming language is distinguished by the dynamic execution (f). Namely, the “exec” and “eval” methods can execute code obtained during a program’s run. The proposed framework uses the “eval” method that parses the string, evaluates it as a Python expression, and compiles it into bytecode. Bytecode is a low-level platform-independent set of instructions for the Python Virtual Machine.
where the expression is run, and the value of the expression is finally returned (g). After that, the validity of the generated source code and the generated output is verified by a human expert (h). There are two major ways how this principle can be implemented in expert systems. First, such pivot steps as code generation, execution, and production of the visual output can be performed within a single runtime and verified by an expert after that. Second, they can be implemented sequentially such that the next step is performed only after the expert’s approval. The following experiments have been conducted following the first way. The second way is more suitable for “human-in-the-loop” style expert systems.

Since the general capabilities to generate valid Python code were demonstrated by the original OpenAI paper (Chen et al., 2021), our study focused exclusively on simulation models of inventory and queuing systems written in Python. The GPT-based framework has been finetuned in order to produce valid executable Python code based on the descriptions of a single-server queuing system and single-product inventory-control system. It is essential to highlight that unlike in classic NLP problems, such metrics as perplexity and BLEU score (Papineni et al., 2001) can not evaluate the validity of code generation and program synthesis. Besides, it is impossible to rely on automated testing since simulation models under consideration are dynamic, iterative systems. Therefore, the logic behind the code structure is as important as the simulation output. In this regard, all the test problems have been verified manually by the authors of this paper.

4.3. Results

The experiments were conducted in a reproducible manner and the source code is available in the GitHub repository.[1]

During the experiments with prompt engineering and hyperparameters tuning two efficient approaches were discovered. According to the first approach,
the language model produces a simulation of a single-product inventory-control system given the domain context, detailed description of the process, and a list of variables with the corresponding values.

Figure 9 shows that the mentioned instructions are enough to produce a valid executable simulation model and visualize the inventory dynamics. GPT-3 Codex starts with importing Python libraries for random number generation to model stochasticity and data visualization to visualize inventory dynamics at the end. After that, all the necessary variables and data structures are defined. It is worth mentioning that GPT-3 Codex names variables in a meaningful way, preserving the domain-specific context and keeping the code human-readable. After that, the logic behind inventory control is correctly implemented. First, random demand under uniform distribution is generated, simulating the market uncertainty. Second, the replenishment of the previously ordered batch is performed, increasing the current inventory level by the order quantity. Third, demand is satisfied if there is sufficient inventory on hand. These core steps are executed in the loop such that each iteration corresponds to a day. The algorithm keeps track of the variables' changes in order to plot the dynamics at the end. The resulting figure is human-readable and contains both grid and legend. It is worth mentioning that GPT-3 Codex decided to display the replenishment days on the figure, which had not been mentioned in the original task but was quite helpful from a data-visualization point of view. This decision could be explained by the fact that GPT-3 Codex was trained on a substantial part of GitHub that contained code samples of simulation models of similar inventory control systems. Therefore, the language model understands that human experts tend to visualize replenishment days when developing such simulations.
Figure 9: Given the set of instructions in English, GPT-3 Codex imports such Python libraries for random number generation and visualization, declares variables, implements the simulation logic inside the for loop, and plots the inventory dynamics at the end.

However, there is an alternative approach. Instead of a detailed task description, the language model can use the short one-sentence specification of the inventory management context and the list of variables and data structures to utilize in the code. Since variables are named in a meaningful way with regard to the domain context, GPT-3 Codex can use them in the code correctly. For example, given such variables as `xlabel='time'` and `ylabel='inventory'` GPT-3 Codex decides to plot inventory levels against time at the end of a simulation run without being explicitly asked to do so. That is where the true power
of proficiency in both Python and English is revealed. Unlike in the previous example, the language model implemented the simulation using a while loop, which is functionally equivalent. Besides, since GPT-3 was not asked to plot the dynamics in a specific way, the resulting figure lacks the grid and legend. Nevertheless, the figure is human-readable, and the dynamic pattern typical for inventory levels is recognizable (See Figure 10).

Figure 10: Given the one-sentence specification of the inventory management context and the list of variables and data structures to utilize in the code, GPT-3 Codex can implement the simulation correctly.

The discovery of the alternative approach was crucial for generating the prompt that entails the valid simulation of the single-server queuing system. The framework could not generate the correct simulation given only the description of the queuing system. As a result, the valid simulation model was obtained
by combining the elements of both approaches. Namely, the language model received the detailed task description as well as the variables to utilize. Besides that, it was necessary to provide a model with an example on how to handle the arrival of customers to the system. Eventually, GPT-3 Codex could implement the simulation logic by executing the arrival and departure events within the while loop. The simulation schedules the timing of next arrival and departure, either adding or removing a customer from the system depending on which event happens first (See Figure 11). This principle is well-known as Discrete Event Simulation (Law & Kelton 2000). This discovery could also be explained by the fact that GPT-3 Codex was trained on a substantial part of GitHub that contained code samples of various simulation models, and some of them were implemented according to the Discrete Event Simulation paradigm.
Summarizing, we can come to a conclusion that GPT-3 Codex is proficient in Python as well as in English and as a result is capable of grasping both the core principles behind the simulations of logistic systems and the domain-specific context. Additionally, the framework built on top of the finetuned language model can provide the “NLP shortcut” for simulation modeling. Specifically,
the framework can produce simple but functionally valid simulations of queuing and inventory control systems given the verbal description in English.

5. Discussion

GPT-3 Codex demonstrated convincing expertise in Python as well as an understanding of the logistics systems and domain-specific vocabulary. Moreover, the language model could produce functionally correct simulations of queuing and inventory control systems given the verbal description in English. At this point, the capabilities of the frameworks built on top of the language model are limited to simple toy-like problems. These limitations are subject to the number of model parameters, size and quality of training datasets, and the context window size. However, considering the rapid progress in the NLP field, significantly more complicated problems can be approached in the near future. It is important to point out that since prompt engineering plays the central role in the proposed framework, more powerful text-in-text-out language models can be effortlessly incorporated without changing the core principle.

The recent history of NLP may shed the light on the progress in the field. Namely, shortly after the advent of the transformer language model, such a mega-scale statistical brute-force approach based on transformer architectures was widely adopted by the NLP community. As a result, the scale of language models has increased substantially in the last few years, from 100 million parameters and 1.1 GB of training data in GPT-1 to 175 billion parameters and over 570 GB of data in GPT-3 \cite{Brown2020}. Despite our study using GPT-3 as the primary language model, while we were writing this manuscript, DeepMind developed a 280 billion parameter transformer language model called Gopher \cite{Borgeaud2021} trained on the dataset that contains 2.35 billion documents, or about 10.5 TB of text \cite{Rae2021}. Besides, Google Brain presented the Switch Transformer architecture with almost 1.6 trillion (1571 billion) parameters trained on the 750 GB dataset \cite{Fedus2021}. Therefore, we expect that the size and complexity of simulations that the framework,
designed according to the same principles as one proposed in this paper, can produce will notably increase over time.

It is also important to mention the impressiveness of scaling and adoption rate. Namely, on March 25, 2021 (less than nine months since the launch of GPT-3) OpenAI team reported that the model generates more than 4.5 billion words per day. Additionally, the number of applications leveraging GPT-3 has exceeded 300 at that time (Zaremba & Brockman 2021). Taking into consideration these tendencies, the futuristic mission of the OpenAI team to develop artificial general intelligence, “highly autonomous capable of outperforming humans at most economically valuable work,” does not seem to be overambitious anymore (OpenAI 2018). Keeping in mind the potential negative implications of automation in general and synthetic code generation in particular (Schwab 2016; Acemoglu & Restrepo 2019; Smith & Fressoli 2021), we nevertheless wish to emphasize that simulation engineers do not spend all time writing code. Other essential duties include conferring with stakeholders, writing specifications, and documenting existing simulation models. The tools developed based on the proposed concept have the potential to remove the tedium of programming and let simulation engineers along with the domain scientists focus on the high-level consideration of the problem and holistic thinking. It is worth highlighting that the technological progress and better tools have not reduced the need for engineers and scientists over time but rather expanded the complexity, scale, and scope of problems that can be approached by a single expert or a research group.

6. Conclusion, managerial implications, and future research

This section concludes the research, provides managerial implications, and outlines promising directions for future research.

6.1. Conclusion

Our work is the first attempt to apply NLP to partially automate the development of simulation models in general and simulations of queuing and in-
ventory control systems in particular. We demonstrated that GPT-3 Codex is proficient in Python as well as in English and, as a result, is capable of understanding both the core principles behind the simulations of logistic systems and the domain-specific context. Additionally, the framework built on top of the finetuned language model can provide the “NLP shortcut” for simulation modeling. Namely, the framework can produce simple but functionally valid simulations of queuing and inventory control systems given the verbal description in English. The obtained results, along with the rapid improvement of language models, open the door for significant simplification of the workflow behind the simulation models’ development.

6.2. Managerial implications

The presented study highlights the potential of NLP technology, specifically the GPT-3 Codex, to automate the development of simulation models for systems that are critical to logistics operations. As a result of these findings, there are several important managerial implications to consider.

First, this automation can lead to increased efficiency and cost savings for organizations. By automating the development of simulation models, businesses can reduce the time and resources needed to create and maintain these models, as well as the likelihood of human error. Managers should invest in implementing such NLP-based solutions to streamline their logistics operations, ensuring that they remain competitive in the market.

Second, the use of NLP in developing simulation models allows for better utilization of expert knowledge within organizations. By automating the low-level and technical aspects of the modeling process, experts can focus on high-level decision-making and strategic planning. Managers should identify opportunities for reallocating their experts to more critical tasks, thus fostering a culture of innovation and continuous improvement. Additionally, there is the potential for improved communication and collaboration within organizations. Since the GPT-3 Codex can understand domain-specific vocabulary and generate valid simulations based on verbal descriptions, non-technical staff can more
easily communicate their needs and requirements to the technical team. Managers should encourage cross-functional collaboration, using NLP technology as a bridge between different departments.

Third, this partial automation of simulation modeling can facilitate better decision-making by providing more accurate and timely models. Managers can use these models to test various scenarios and optimize their logistics strategies, leading to better-informed decisions and more effective resource allocation. Organizations should invest in training their workforce to harness the full potential of these models and be prepared to adapt to the changing business environment.

Finally, the rapid improvement of language models like GPT-3 Codex indicates that the possibilities for further applications and integrations are immense. Managers should stay up-to-date with the latest advancements in NLP technology and explore opportunities to leverage these tools for enhanced business performance. By adopting these technologies early, companies can establish themselves as industry leaders and gain a competitive edge.

In conclusion, the application of NLP for automating the development of simulation models in logistics holds significant potential for increased efficiency, cost savings, better utilization of expert knowledge, improved communication and collaboration, and enhanced decision-making. Managers should actively explore the opportunities provided by these advancements and integrate them into their operations to remain competitive and drive business growth.

6.3. Future research

While the work on this paper is ongoing, a new generation of language models is upcoming. GPT-4 continues the trend of increasing the number of parameters in the model as well as the window size (the ability to process more text as input). Additionally, GPT-4 is capable of processing images as well as text inputs, which increases the range of potential applications, including ones related to logistics and supply chain management (OpenAI 2023). Additionally, the latest developments in the field, including RETRO Transformer by DeepMind (Borgeaud et al. 2021) and WebGPT by OpenAI (Nakano et al. 2021)
2021), successfully demonstrated that the performance close to GPT-3 can be achieved by significantly smaller language models by augmenting them with a way to search and query for information. Adapting the proposed framework to the new generation of language models can be considered a promising direction for future research.
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