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Abstract: We introduce a symmetric operad whose algebras are the operator product expansion (OPE) Algebras of quantum fields. There is a natural classical limit for the algebras over this operad and they are commutative associative algebras with derivations. The latter are the algebras of classical fields. In this paper we completely develop our approach to models of quantum fields, which come from vertex algebras in higher dimensions. However, our approach to OPE algebras can be extended to general quantum fields even over curved space–time. We introduce a notion of OPE operations based on the new notion of semi-differential operators. The latter are linear operators $\Gamma : \mathcal{M} \to \mathcal{N}$ between two modules of a commutative associative algebra $\mathcal{A}$, such that for every $m \in \mathcal{M}$ the assignment $a \mapsto \Gamma(a \cdot m)$ is a differential operator $\mathcal{A} \to \mathcal{N}$ in the usual sense. The residue of a meromorphic function at its pole is an example of a semi-differential operator.
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To my parents.
1. Introduction

This paper is addressed to both, physicists working in the area of mathematical models of Quantum Field Theory (QFT), and mathematicians, working in the areas of vertex algebras, differential algebras and algebraic operads. We do not assume in our paper any prior knowledge of QFT. However, since the main applications of this work are intended to this area, we start this introduction with subsections that contain our physical motivation. This part of the paper is relatively independent on the rest of the paper. However, they can be also useful for mathematicians as a brief survey to the physical problems related to the present work.

1.1. General motivation. The quantum fields are singular functions \( \phi(x) \) over the space-time. A precise mathematical formulation of this feature is the description of these fields as operator-valued distributions, which is done in the Wightman axiomatic approach. A direct consequence from the singular nature of quantum fields is the impossibility to multiply them at the same point of the space–time, i.e., the non–existence of \( \phi(x)\psi(x) \).

This multiplication operation plays a fundamental role in classical field theory when we construct important physical fields like the Lagrangian density, the stress–energy tensor, the electromagnetic current etc. Another important operations on classical fields, the derivations, remain defined for quantum fields in the sense of Schwartz theory of distributions.

From mathematical point of view, we can say that the classical fields form a differential algebra, or, more precisely, a commutative, associative algebra with derivations. However, one of the basic operations in this algebraic structure, the products of fields at a point, ceases to exist when we pass from classical to quantum fields. One of the main problems, which we solve in this paper is what algebraic structure replaces the structure of differential algebra in the passage to QFT. We intend to use this structure in the future as a basic axiomatic structure in QFT, which is an alternative to the so far used axiomatic schemes of Wightman and Haag–Kastler.

The main approach to the problem what replaces the missing products at a point of quantum fields is based on using the so called Operator Product Expansions (OPE) of
quantum fields, proposed by K. Wilson ([W69]). This concept has far reaching applications in QFT, related to a purely theoretical, as well as a phenomenological, analysis of behaviours at short distances or at high energies. We shall address one of the main aspects of OPE’s – the construction of composite fields that are generalized products of quantum fields at a point.

From a heuristic point of view the OPE consists of the assumption that the product of two quantum fields at different points (which always exists in the sense of tensor product of distributions) has the following asymptotic expansion

$$\phi(x) \psi(y) = \sum_{\Lambda = 0}^{\infty} C_{\Lambda}(x, y) \vartheta_{\Lambda}(y) \text{ as } x \to y, \quad (1.1)$$

where \( \vartheta_{\Lambda}(x) \) are again quantum fields that are subject, like \( \phi \) and \( \psi \), to the principle of locality (i.e., they are local quantum fields) and \( C_{\Lambda}(x, y) \) are number-valued distributions. Thus, the distributions \( C_{\Lambda}(x, y) \) keep the singular character of the product \( \phi(x)\psi(y) \) when \( x \to y \). We will accept the following point of view to the usage of (1.1). Let us assume that we can choose a general, universal, basic system of two point OPE functions \( \{C_{\Lambda}(x, y)\}_{\Lambda} \), by which we can write any OPE (1.1) for arbitrary local quantum fields in the theory. For example, within the frame of perturbative QFT it follows that such a system can be

$$C_{\Lambda}(x, y) = \left( (x - y)^2 \right)^n \left( \log (x - y)^2 \right)^{\ell} h_{m, \sigma}(x - y), \quad \Lambda = (n, \ell, m, \sigma), \quad n \in \mathbb{Z}, \quad \ell, m = 0, 1, \ldots, \quad \sigma = 1, \ldots, H_m, \quad (1.2)$$

where \( (x - y)^2 \) is the pseudo–Euclidean interval\(^1\) between two points \( x \) and \( y \) of Minkowski space and \( \{h_{m, \sigma}\}_{\sigma} \) is a basis of harmonic homogeneous polynomials of degree \( m \). Then, for every symbol \( \Lambda \) of a basic OPE function \( C_{\Lambda} \) we obtain a binary operation

$$\left( \phi, \psi \right) \mapsto \vartheta_{\Lambda} =: \phi \ast_{\Lambda} \psi, \quad (1.3)$$

called \( \Lambda \)-th \textbf{OPE product}. These we call also \textbf{OPE operations}. Note that in classical field theory the expansion (1.1) is replaced by the Taylor expansion, where the contribution is restricted to only these basic OPE functions that have indices \( \Lambda = (n, \ell, m, \sigma) \) for \( n \geq 0 \) and \( \ell = 0 \). One can easily derive that in this case the \( \Lambda \)-th product is obtained from the product of \( \psi(x) \) by a particular linear partial differential operator on \( \phi \) at the point \( x \). For quantum fields the new products for \( \Lambda = (n, \ell, m, \sigma) \) with \( n < 0 \) or \( \ell > 0 \) are called singular products.

There are many details, which we have skipped above. For example, under what axiomatic conditions the expansion (1.1) exists? Can one expect some kind of convergence for this expansions? In this paper we shall focus on what kind of algebraic structure one can expect that the OPE operations (1.3) will form. A test for our axiomatic model will be the so called Globally Conformal Invariant (GCI) QFT that was first time introduced in [NT01]. This is the only class of quantum fields’ models, which admit completely equivalent formulation in terms of OPE [N05]. These are the \textit{vertex algebras} that originate from two dimensional conformal field theories (cf. [B86,FLM88,K98] and others). Beyond GCI QFT there are almost no known self-contained axiomatic formulations for

\(^1\) To be more precise, we need to consider it in the so called forward tube domain (in the sense of boundary value of analytic functions).
vertex algebras, and even less, such that correspond to the already existing axiomatic field approach of Wightman. Algebraic structures based on axiomatized OPE are also generally called “OPE algebras”.

The new aspects in the present work, comparing to the above cited results from the theory of vertex algebras, is that we develop here an operadic approach (see the next subsection for the notion of operad). The suggested operadic view on vertex algebras is of interest in itself as the axioms for vertex algebras go beyond the frame of Universal Algebra and this makes difficult to formulate them as algebras over an operad. In the previous years there have been already suggested other operadic approaches to vertex algebras [HL93, BD04, BDHK18]. Important features of our approach are:

(i) it has a natural generalization beyond the limitations of conformal field theories with “rational singularities” (like GCI QFT).
(ii) The constructed operad appears also in the description of the renormalization group (see Sect. 1.4 below). In this way we obtain a very interesting connection between OPE and renormalization theory.

In addition to the latter, this connection was a generating idea for our investigations and it was developed in a series of works [N09, N14, N16]. The upgrading element in this paper, compared to the previous works, is the notion of semi-differential operators, which is the exact and very concise model for OPE operations.

Remark 1.1. After the first version of this paper, work in progress has began with Bojko Bakalov on the connection between the operadic approach to vertex algebras included in [BD04, BDHK18] and the approach of the current paper. According to the preliminary results, there is a connection between the two approaches but it is rather nontrivial even in dimension $D = 1$ (the case of chiral vertex algebras) and deserves a separate research publication. Here are some details from those discussions:

(a) The operad suggested in [BDHK18] (following the ideas of the earlier work [BD04]) depends on the vertex algebra $V$, as a $\mathbb{K}[T]$–module ($T$ being the translation endomorphism). The latter operad is denoted by $\mathcal{P}^{ch}(V)$. Then the enhancement of the $\mathbb{K}[T]$–module structure of $V$ to a vertex algebra structure is equivalent to an operadic morphism $\mathcal{L}ie \rightarrow \mathcal{P}^{ch}(V)$, where $\mathcal{L}ie$ is the operad of Lie algebras.

(b) The operad suggested in our paper is universal for all vertex algebras. We denote it by $\mathcal{V}$ and every vertex algebra gives rise to an algebra over this operad, $\mathcal{V} \rightarrow \mathcal{End}_V$ ($\mathcal{End}_V$ being the so called “endomorphism operad”).

(c) The approach of [BD04, BDHK18] is specific for the case $D = 1$, while our approach works in any space–time dimension $D$. In the case $D = 1$ it turns out that our operad $\mathcal{V}^{li}$ (the translation invariant suboperad in $\mathcal{V}$) is isomorphic to $\mathcal{P}^{ch}(\mathbb{K}[T])$, the operad of [BDHK18] for the free $\mathbb{K}[T]$–module of rank 1. The general operad $\mathcal{P}^{ch}(V)$ of [BDHK18] can be introduced in higher dimensions as well and can be reformulated in terms of semi-differential operators. However, it seems that in higher dimensions the above mentioned role of the $\mathcal{L}ie$ operad should be replaced by another operad (initial ideas towards this were given in [N16, N17]).

1.2. Operations, algebras and operads. Different types of algebras, like associative algebras and Lie algebras, are usually defined by specifying some basic operations and identities among these operations. The identities are formed by using compositions of operations and possibly permutation of arguments. This formation of types of algebras is formulated in the operad theory in such a way that to any type of algebras there is
a corresponding operad. An operad\(^2\) contains a sequences of sets labeled by positive integers and the elements of the \(n\)-th operadic space are also called the \(n\)-ary operations of the corresponding type of algebras. The \(n\)-ary operation of a given type of algebras include all possible \(n\)-ary operations that are obtained from the basic operations under compositions and permutations of the arguments. In this way the operadic spaces encode the identities among the basic operations. The structures of compositions of operations and permutation group actions on operations are axiomatized in the operad theory in a similar way as the category theory axiomatizes classes of structures and morphisms between them. Another analogy is provided by the group theory, where every group encodes some symmetry and when a group is mapped homomorphically to the group of all maps of a set we obtain a realization of this symmetry as actual transformations of this set. Continuing the latter analogy, an algebra over an operad is a representation of this operad in a specific operad built from the underlying set of this algebra. For a further introduction to the operad theory we refer the reader to [N14, Sect. B] where we made a brief review of this subject, which is specially prepared for the need of our applications. Our main reference for the operad theory is the book [LV12].

We shall make the following convention in this paper. When we speak about an “operation” we shall have in mind an element of an operad. Although the operads in this work will be built from operators (e.g., differential operators), when these operators are considered as elements of an operad we shall call them “operations”. In particular, we shall call “differential–product operations\(^3\) the elements of the operad corresponding to commutative associative algebras with derivations (cf. Sect. 8).

1.3. Brief presentation of OPE operations and semi-differential operators. We construct in this paper an operad that will govern the OPE algebras and its elements we call “OPE operations”. As this operad will be mathematically constructed from “semi-differential operators” that generalize the notion of differential operators we shall call the OPE operations also “semi-differential product operations”.

Before the formal mathematical presentation let us give a more detailed, but still intuitive description of our concept for the OPE operations (1.3). To this end, let us view a QFT model as specified via all the correlation functions of its local fields (according to the Wightman’s reconstruction theorem). Then, another point of view on the OPE (1.3) is provided by plugging it inside correlation functions:

\[
\langle \Phi_1 \mid \varphi_1(z_1) \cdots \varphi_k(z_k) \phi(x) \psi(y) \varphi_{k+1}(z_{k+1}) \cdots \varphi_n(z_{n+1}) \Phi_2 \rangle \mapsto \langle \Phi_1 \mid \varphi_1(z_1) \cdots \varphi_k(z_k) \vartheta_A(y) \varphi_{k+1}(z_{k+1}) \cdots \varphi_n(z_{n+1}) \Phi_2 \rangle.
\]  

(1.4)

In this way, the binary OPE operations induce maps from \((n + 1)\)-point functions to \(n\)-point functions. In classical field theory these operations are the linear partial differential operators in \(x\) and \(y\) evaluated at the diagonal \(x = y\). In QFT the correlation functions in (1.4) are in general singular for \(x = y\) and we cannot evaluate them at \(x = y\). However some “trace” of differential operators on the diagonal still remains. Namely, it turns out that for every fixed correlation function in the left hand side of (1.4) when we multiply

\(^2\) In this paper “operad” will always stand for “symmetric operad” unless otherwise stated.

\(^3\) In other words, these are compositions of the multiplication operation at the same point and differential operators. The differential–product operations can be called also poly–differential operations, as the corresponding differential operators contain an evaluation at the total diagonal (presenting the multiplication operation) and for this reason are called sometimes poly–differential operators.
it by an arbitrary smooth function \( F(z_1, \ldots, z_k, x, y, z_{k+1}, \ldots, z_{n+1}) \) then the resulting function is a value of a differential operator on the diagonal \( x = y \) acting on \( F \).

The abstract algebraic situation that we meet here is the following. We have two modules \( \mathcal{M} \) and \( \mathcal{N} \) of a commutative associative algebra \( \mathcal{A} \) and we consider a linear map \( \Gamma : \mathcal{M} \to \mathcal{N} \) such that for every element \( m \in \mathcal{M} \) the assignment

\[
\mathcal{A} \to \mathcal{N} : a \mapsto \Gamma(a \cdot m)
\]

is a differential operator. This is exactly what we call in this paper a semi-differential operator. Let us point out that one has a direct definition for differential operators \( \mathcal{M} \to \mathcal{N} \) (cf. Sect. 2) and they will be semi-differential operators, however, the converse is not true in general (cf. Sect. 6).

Our general notion of an OPE operation is provided by a sequence of modules \( \mathcal{O}_n \) of the commutative associative algebras \( \mathcal{C}_n = \mathcal{C}_{1}^{\otimes n} \) of smooth \( n \)-point functions and a \( n \)-ary OPE operation \( \Gamma \) will be modelled by a semi-differential operator

\[
\Gamma : \mathcal{O}_n \to \mathcal{C}_1 ,
\]

where we consider \( \mathcal{C}_1 \) as a \( \mathcal{C}_n \)-module under the diagonal action.

1.4. Relation to previous works. The previous works of the author on the problems of the present paper include [N09,N14,N16]. Since we have tried to make this paper self contained, as much as possible, we do not assume a detailed knowledge of the reader on these previous works. However, we will make now a brief review on the way how the ideas of our work have developed over the last 10 years.

In [N09, Sect. 2.6] we have first introduced linear maps \( \gamma \)

\[
\gamma : \mathcal{O}_n \to \{ \text{distributions supported at the total diagonal} \} , \quad \text{where:}
\]

\[
\mathcal{O}_n = \left\{ \begin{array}{l}
\text{space of } n \text{-point rational functions on Minkowski space } \mathbb{R}^D \\
\text{with light–cone singularities}
\end{array} \right\} \quad (1.6)
\]

\[
\mathcal{O}_n = \left\{ \begin{array}{l}
\text{space of } n \text{-point polynomial functions on Minkowski space } \mathbb{R}^D \\
\end{array} \right\} \quad (1.7)
\]

for \( n = 2, 3, \ldots \) in order to describe the finite changes of the renormalization prescriptions. These maps \( \gamma \) obey the property that they are \( \mathcal{C}_n \)-module maps (cf. Eq. (1.10)), where

\[
\mathcal{C}_n = \left\{ \begin{array}{l}
\text{space of } n \text{-point polynomial functions on Minkowski space } \mathbb{R}^D \\
\end{array} \right\} \quad (1.8)
\]

Thus, one can consider the values \( \gamma(G) \) \( (G \in \mathcal{O}_n) \) of the maps \( \gamma \) (1.6) as kernels of linear partial differential operators on the total diagonal. Applying \( \gamma(G) \), as a differential operator, on a polynomial \( F \in \mathcal{C}_n \) would then mean to integrate \( \gamma(G) \) as a distribution against \( F \), i.e.,

\[
\gamma(G)[F] = \int_{\mathbb{R}^D} \gamma(G)(x_1, \ldots, x_n; x) \cdot F(x_1, \ldots, x_n) \, d^Dx_1 \cdots d^Dx_n , \quad \gamma(G)[F] \in \mathcal{C}_1
\]

\[
\gamma(G)[F] = \int_{\mathbb{R}^D} \gamma(G)(x_1, \ldots, x_n; x) \cdot F(x_1, \ldots, x_n) \, d^Dx_1 \cdots d^Dx_n , \quad \gamma(G)[F] \in \mathcal{C}_1
\]

4 Namely, \( \mathcal{A} \) is the commutative associative algebra of smooth functions in \((z_1, \ldots, z_k, x, y, z_{k+1}, \ldots, z_{n+1})\) and the modules \( \mathcal{M} \) and \( \mathcal{N} \) are the spaces of distributions where the left and the right hand sides of assignment (1.4) belong to, respectively.

5 We denoted there \( \gamma \) by the letter \( Q \), cf. [N09, Theorem 2.9].

6 The renormalization prescriptions are described by the so called renormalization maps of [N09,NST14].
(supp $\gamma(G) \subseteq \{x_1 = \cdots = x_n = x\}$). The $C_n$–module property of $\gamma$ means that

$$\gamma(F_1.G)[F] = \gamma(G)[F_1.F] \quad (1.10)$$

for every $F, F_1 \in C_n$ and $G \in O_n$ and it is a consequence of the physical requirement that renormalization prescriptions commute with the operators of multiplications by polynomials (or smooth functions, cf. [N09, Sect. 2.4] and [NST14, Sect. 5]). It follows from (1.10) that the map

$$\Gamma : O_n \to C_1 : G \mapsto \gamma(G)[1] \quad (1.11)$$

completely characterizes $\gamma$ and it is a semi-differential operator, as introduced in the previous subsection. In other words, the finite changes of renormalization introduced in [N09, Sect. 2.6] are nothing but semi-differential operators. In the above presentation we make one step further comparing to [N09]: we consider not only translation invariant distributions for the values of $\gamma(G)$ but arbitrary distributions supported at $x_1 = \cdots = x_n$ with polynomial coefficients in $x$. This is convenient in order to make manifest the equivariance of our constructions under the permutations’ action on the points.

Then, in [N09, Sect. 2.6] it was obtained a composition law for the sequences of finite changes in renormalization (cf. [N09, Eq. (2.48)]). In this way, in the framework of [N09,NST14] one introduces the notion of renormalization group. Later, in [LN12, Theorem 1] (cf. also [LV12, Proposition 5.4.3.]) it was found a general functorial construction that can produce the invented in [N09] renormalization group structure as coming from a symmetric operad. In [N14] this new operad structure was first described on the level of non–symmetric operads. Before that this operad structure was described in [LN12] on a combinatorial level. A first attempt to extend the operad structure to a symmetric operad structure was done in [N16]. In the present paper we completely solve the problem concerning the permutation equivariance. The final construction of this operad is contained in Sect. 7.3 of the present paper. Having found an operad coming from renormalization group a natural question appears: what are the algebras over this operad. In [N14] we also made a connection between these algebras and vertex algebras. Thus, the idea for semi-differential operators and the operads that they can form came from renormalization theory. We are leaving this important relation to the renormalization theory to a separate work.

1.5. Overview of the paper. This paper contains two main parts. The first part, which includes Sects. 2–6, is devoted to the general theory of semi-differential operators. The exposition in this part will be at a greater level of mathematical generality and abstraction. In Sect. 2 we remind the basic notions related to differential operators on modules of commutative associative algebras. Two main types of extensions of such modules are of primary interest for us: the modules of fractions (localized modules) and formal completions of modules. To these we have devoted Sects. 3 and 4, respectively, where we have established that the differential operators posses unique prolongations on these extensions (Theorems 3.1 and 4.1, respectively). In Sect. 3 we consider also the technique of pull-backs of modules via algebra homomorphism. The pull-backs play a very important role in our work as the evaluation of a differential operator on the diagonal, which we mentioned in the previous subsection, is modeled exactly by a pull-back (this is contained in our notion of a $\vartheta$–differential operator in Definition 3.1 (b) for an algebra homomorphism $\vartheta$). The results of Sects. 2–4 are essentially known. The new theory
about semi-differential operators starts with Sect. 5. There we have established analogous properties for uniqueness of prolongations for the above two types of extensions. Another central result is that the class of all semi-differential operators stay closed under the composition. The latter statement is established for modules of free commutative associative algebras (i.e., polynomial algebras), which are of main interest for the applications of this work. It seem that a larger generality is possible, but this requires a separate and profound investigation on the theory of semi-differential operators. The last Sect. 6 of the first part is devoted to the main example of a semi-differential operator: the residue functional.

Part 2 is devoted to the “semi-differential product operations”. Mathematically speaking, an “operation” is an element of an operad (an \( n \)-ary operation belongs to the \( n \)-th operadic space), and so we work within the frame of operad theory. In Sect. 7 we have shown how to construct an operad from spaces of semi-differential operators. This construction directly generalizes the operad of “differential–product operations”, whose algebras are the differential algebras considered in Sect. 8. In fact, the operad of differential–product operations is a quotient of the operad of semi-differential product operations. Next, Sects. 9 and 10 contain the main application of the present work: considering the vertex algebras as algebras over the operad of semi-differential product operations. Since the vertex algebras formalize not only the notion of OPE of quantum fields but also they combine this structure with the translation symmetry of the flat Minkowski space, we needed to separate the suboperad of translation invariant semi-differential product operations. This construction is contained in Sect. 9. In Sect. 10 we establish that every vertex algebra induces an algebra over the operad of (translation invariant) semi-differential product operations. We leave open the converse problem, i.e., whether all algebras over the operad of semi-differential product operations correspond to vertex algebras and if not under what additional conditions this is true. Section 11 contains further directions for investigations related to the present work and conclusions.

1.6. Some general notations and conventions. \( \mathbb{Z}, \mathbb{R} \) and \( \mathbb{C} \) stands for the sets of integer, real and complex numbers, respectively. In the first part of the work we also worked over an arbitrary field \( K \) of characteristics 0. More specific notations we have also introduced at the beginning of some sections.

All the algebras that we will consider from Sect. 2–7 will be, in particular, associative algebras and so, we will omit sometimes “associative”.

2. Differential Operators

All differential operators in this work will be linear differential operators. They will include the ordinary notion of linear partial differential operators from analysis. We follow [HS69, Sect. 2], [Sm86] and we have included here some of their results in the way how they will be used in the paper. For mathematicians, it may not be necessary to go through some of the details in parts of the next three sections. However, for the sake of physicists, for whom this is not a familiar material, we believe that it is beneficial to include explicit proofs, wherever we could not provide direct references.

One of the simplest examples of differential operators are the derivations acting on smooth functions on a manifold. These are first order differential operators and the zeroth order differential operators in this case are the operators of multiplication by smooth functions. A widely used fact in quantum mechanics is that the commutator of a
derivation with the operator of multiplication by a smooth function is again an operator of multiplication by a smooth function, i.e., it is a zeroth order differential operator. In general, when we commute the operator of multiplication by a smooth function and an arbitrary differential operator the degree of the latter differential operator decreases by one. This is the key to the general inductive definition of a differential operator, which we give in this section.

Let \( \mathcal{A} \) be a commutative associative algebra over a ground field \( \mathbb{K} \) of characteristics 0.\(^7\) Let \( \mathcal{M} \) and \( \mathcal{N} \) be \( \mathcal{A} \)–modules and \( \text{Hom}_\mathcal{A}(\mathcal{M}, \mathcal{N}) \) stands for the \( \mathcal{A} \)–module of all \( \mathcal{A} \)–linear maps, while \( \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N}) \) is just the vector space of all \( \mathbb{K} \)–linear maps. Thus, \( \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N}) \) is an \( (\mathcal{A}–\mathcal{A}) \)–bimodule:

\[
(a \cdot u)(m) := a \cdot u(m) \quad \text{(left action)},
\]
\[
(u \cdot a)(m) := u(a \cdot m) \quad \text{(right action)}
\]

(2.1)

for \( a \in \mathcal{A}, m \in \mathcal{M}, u \in \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N}), \) where\(^8\)

\[ a \cdot m \equiv am \]

stands for the module action of \( \mathcal{A} \) on \( \mathcal{M} \). We define inductively,

\[ D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) := \text{Hom}_\mathcal{A}(\mathcal{M}, \mathcal{N}) \quad \text{and for} \quad k = 1, 2, \ldots : \]
\[ D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) := \{ u \in \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N}) \mid u^{[a]} \in D_\mathcal{A}^{k-1}(\mathcal{M}, \mathcal{N}) \text{ for all } a \in \mathcal{A} \}, \]

where \( u^{[a]}(m) := [a, u](m) := (a \cdot u - u \cdot a)(m) \equiv a \cdot u(m) - u(a \cdot m). \)

Note, that one can start the above induction from \( k = -1 \) by setting \( D_\mathcal{A}^{-1}(\mathcal{M}, \mathcal{N}) = 0. \) Note also that

\[
(u^{[a]})^{[b]} = (u^{[b]})^{[a]},
\]
\[
a \cdot (u^{[b]}) = (a \cdot u)^{[b]}, \quad (u^{[a]}) \cdot b = (u \cdot b)^{[a]},
\]

(2.2)

(2.3)

for every \( a, b \in \mathcal{A} \) as well as that we have the property:

\[
u \in D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) \text{ iff } (\cdots (u^{[a_1]})^{[a_2]} \cdots)^{[a_{k+1}]} = 0, \]

(2.4)

for all \( a_1, \ldots, a_{k+1} \in \mathcal{A}. \) It follows that

\[ D_\mathcal{A}^0(\mathcal{M}, \mathcal{N}) \subseteq D_\mathcal{A}^1(\mathcal{M}, \mathcal{N}) \subseteq \cdots \subseteq D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) \subseteq \cdots \]

and each \( D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) \) is an \( (\mathcal{A}–\mathcal{A}) \)–sub-bimodule of \( \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N}). \) We set

\[ D_\mathcal{A}(\mathcal{M}, \mathcal{N}) = \bigcup_{k=0}^{\infty} D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) \]

and the elements of \( D_\mathcal{A}(\mathcal{M}, \mathcal{N}) \) are generally called differential operators. If \( u \in D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) \) we say that \( u \) is a differential operator of order not exceeding \( k \) and if

---

\(^7\) We shall not assume everywhere in this paper that \( \mathcal{A} \) has a unit but in all our applications there will be a unit in \( \mathcal{A} \) (i.e., \( \mathcal{A} \) will be unital).

\(^8\) We shall write almost everywhere a dot to indicate our module actions.
additionally \( u \notin D_{A}^{k-1}(M, N) \) we say that \( u \) is a **differential operator of order \( k \). As in [HS69], when we speak about \( D_{A}^{k}(M, N) \) just as \( A \)-module we shall have in mind the left \( A \)-module action \( a \cdot u \) (defined above).

The spaces of differential operators stay closed with respect to the compositions:

**Proposition 2.1** [HS69, Lemma 2.1.1 a and c]. (a) Let \( M, N \) and \( P \) be \( A \)-modules. Then the composition map

\[
\Hom_{K}(M, N) \times \Hom_{K}(N, P) \to \Hom_{K}(M, P) : (u, v) \mapsto v \circ u
\]

maps \( D_{A}^{k}(M, N) \times D_{A}^{1}(N, P) \) to \( D_{A}^{k+1}(M, P) \).

(b) Let \( M_{j} \) and \( N_{j} \) be modules of the commutative algebra \( A_{j} \) for \( j = 1, 2 \). Then \( M_{1} \otimes N_{1} \otimes N_{2} \) are modules of \( A_{1} \otimes A_{2} \) and the natural inclusion

\[
\Hom_{K}(M_{1}, N_{1}) \otimes \Hom_{K}(M_{2}, N_{2}) \hookrightarrow \Hom_{K}(M_{1} \otimes M_{2}, N_{1} \otimes N_{2})
\]

restricts to an inclusion

\[
D_{A_{1}}^{k_{1}}(M_{1}, N_{1}) \otimes D_{A_{2}}^{k_{2}}(M_{2}, N_{2}) \hookrightarrow D_{A_{1} \otimes A_{2}}^{k_{1}+k_{2}}(M_{1} \otimes M_{2}, N_{1} \otimes N_{2}).
\]

A main example is the case when the commutative algebra \( A \) is a **coordinate ring**. We shall consider this case within the context of algebraic geometry when the coordinate rings are polynomial algebras.

**Example 2.1.** Let \( A \) be the polynomial algebra \( A := \mathbb{k}[t_{1}, \ldots, t_{N}] \). Let \( M := A \), with respect to the multiplication as an \( A \)-module action, and let \( N \) be an arbitrary \( A \)-module. Then every differential operator \( u \in D_{A}^{k}(A, N) \) of order \( k \) has the form

\[
u(f) = f \cdot U^{(0)} + \sum_{n=1}^{k} \sum_{\mu_{1}, \ldots, \mu_{n} = 1}^{N} \frac{\partial^{n} f}{\partial t_{\mu_{1}} \cdots \partial t_{\mu_{n}}} \cdot U^{(n)}_{\mu_{1}, \ldots, \mu_{n}}
\]

\((f \in A)\) for unique coefficients \( U^{(0)} \) and \( U^{(n)}_{\mu_{1}, \ldots, \mu_{n}} \in N \). Note also, that Eq. (2.7) always defines a differential operator of order not exceeding \( k \). These statements are proven by induction in \( k \).

**Remark 2.1.** In a more general situation of a commutative algebra \( A \) than in Example 2.1 one can construct a **filtered \( A \)-module** \( \mathcal{J}_{A} = \bigcup_{k=0}^{k} \mathcal{J}_{k} A \) together with an element \( j_{k} \in D_{A}^{k}(A, \mathcal{J}_{k} A) \) for every \( k = 0, 1, \ldots \) such that every \( u \in D_{A}^{k}(A, N) \) is represented as a composition \( u = \tilde{u} \circ j_{k} \) for a unique \( A \)-linear map \( \tilde{u} \in \Hom_{A}(\mathcal{J}_{k} A, N) \) (cf. [HS69, Theorem 2.2.6]). In the case of Example 2.1, \( \mathcal{J}_{k} A \) is a free \( A \)-module with a basis \( P^{(0)}_{\mu_{1}, \ldots, \mu_{n}} \) such that

\[
j_{k}(f) = f \cdot P^{(0)}_{\mu_{1}, \ldots, \mu_{n}} + \sum_{n=1}^{k} \sum_{\mu_{1}, \ldots, \mu_{n} = 1}^{N} \frac{\partial^{n} f}{\partial t_{\mu_{1}} \cdots \partial t_{\mu_{n}}} \cdot P^{(n)}_{\mu_{1}, \ldots, \mu_{n}}
\]

and then we obtain the coefficients in Eq. (2.7) just as \( U^{(0)} = \tilde{u}(P^{(0)}), U^{(n)}_{\mu_{1}, \ldots, \mu_{n}} = \tilde{u}(P^{(n)}_{\mu_{1}, \ldots, \mu_{n}}) \).

**Remark 2.2.** A useful property of the assignment \( u \mapsto u^{[a]} \) for \( u \in D_{A}(M, N) \) and \( a \in A \) is the “**Leibniz property**”:

\[
u^{[a]} = a \cdot (u^{[b]}) + (u^{[a]}) \cdot b
\]

for \( a, b \in A \).
3. Localizations and Pullbacks

When we focus our considerations to a domain outside the zeros of an element \( r \in \mathcal{A} \) of the coordinate ring \( \mathcal{A} \) of our manifold we extend our modules by allowing a division by \( r \). In other words, we consider modules of fractions.

In more details, let \( \mathcal{A} \) be a commutative algebra and \( r \in \mathcal{A} \). Let \( \mathcal{M} \) be an \( \mathcal{A} \)–module. We shall consider only the special case when \( r \) is not a zero divisor on \( \mathcal{M} \) (i.e., when \( r \) acts on \( \mathcal{M} \)). The latter means that

\[
    r \cdot m = 0 \implies m = 0
\]

(3.1)

for every \( m \in \mathcal{M} \) and in the field of commutative algebra one says in the situation of Eq. (3.1) that \( r \) is an \( \mathcal{M} \)–regular element of \( \mathcal{A} \). Then, one sets

\[
    \mathcal{A}[1/r] := \left\{ \frac{a}{r^n} \mid a \in \mathcal{A}, n = 1, 2, \ldots \right\},
\]

\[
    \mathcal{M}[1/r] := \left\{ \frac{m}{r^n} \mid m \in \mathcal{M}, n = 1, 2, \ldots \right\}
\]

with the identifications \( \frac{a_1}{r^{n_1}} = \frac{a_2}{r^{n_2}} \) and \( \frac{m_1}{r^{n_1}} = \frac{m_2}{r^{n_2}} \) if \( r^{n_2}a_1 = r^{n_1}a_2 \) and \( r^{n_2}m_1 = r^{n_1}m_2 \), respectively. Under the operations

\[
    \frac{a_1}{r^{n_1}} + \frac{a_2}{r^{n_2}} = \frac{r^{n_1}a_1 + r^{n_2}a_2}{r^{n_1} + r^{n_2}}, \quad \frac{m_1}{r^{n_1}} + \frac{m_2}{r^{n_2}} = \frac{r^{n_1}m_1 + r^{n_2}m_2}{r^{n_1} + r^{n_2}}
\]

\( a_1/a_2 \) and \( m_1/m_2 \) for \( a_1, a_2 \in \mathcal{A}, m_1, m_2 \in \mathcal{M} \) and \( n_1, n_2 = 1, 2, \ldots \) the sets \( \mathcal{A}[1/r] \) and \( \mathcal{M}[1/r] \) become a commutative (associative) algebra and its module, respectively. As \( \mathcal{A} \) is a subalgebra of \( \mathcal{A}[1/r] \) under the natural inclusion \( a \mapsto ra/r \) we shall consider \( \mathcal{M}[1/r] \) as an \( \mathcal{A} \)–module, which has in turn, \( \mathcal{M} \) as an \( \mathcal{A} \)–submodule under a similar inclusion.

**Theorem 3.1.** (a) Let \( \mathcal{A} \) be a commutative algebra, \( \mathcal{M} \) and \( \mathcal{N} \) be \( \mathcal{A} \)–modules and \( r \in \mathcal{A} \) be an \( \mathcal{M} \)– and \( \mathcal{N} \)–regular (i.e., \( r \) is not a zero divisor for both \( \mathcal{A} \)–modules, \( \mathcal{M} \) and \( \mathcal{N} \)). Then every \( u \in D_\mathcal{A}(\mathcal{M}, \mathcal{N}) \) possesses a unique extension \( u^{ext} \in D_\mathcal{A}(\mathcal{M}[1/r], \mathcal{N}[1/r]) \) in the sense that \( u^{ext}(m) = u(m) \) for every \( m \in \mathcal{M} \). The differential operator \( u^{ext} \) has the same order as \( u \). One has also \( (u^{ext})^{[a]} = (u^{[a]})^{ext} \) for every \( a \in \mathcal{A} \).

(b) The map \( u \mapsto u^{ext} \) is an injection of \( (\mathcal{A}–\mathcal{A}) \)–modules: \( D_\mathcal{A}(\mathcal{M}, \mathcal{N}) \hookrightarrow D_\mathcal{A}(\mathcal{M}[1/r], \mathcal{N}[1/r]) \). In other words, one has the identities

\[
    (a \cdot u)^{ext} = a \cdot u^{ext}, \quad (u \cdot a)^{ext} = u^{ext} \cdot a,
\]

(3.2)

for every \( a \in \mathcal{A} \).

We prove both statements of Theorem 3.1 in a common induction of the order \( k \) of the differential operator \( u \). The base of the induction is at \( k = 1 \) when \( u = 0 \) and the theorem is trivially satisfied.

Assume by induction that both statements (a) and (b) are proven for all differential operators of order not exceeding \( k – 1 \). Let \( u \) be a differential operator of order \( k \). Noting that if we construct \( u^{ext} \) then it should satisfy the identities

\[
    (u^{[r^n]})^{ext}(\frac{m}{r^n}) = (u^{ext})^{[r^n]}(\frac{m}{r^n}) = r^n \cdot u^{ext}(\frac{m}{r^n}) - u^{ext}(r^n \cdot \frac{m}{r^n})
\]

for all \( m \) in the field of commutative algebra.
we set
\[ u^{\text{ext}} \left( \frac{m}{r^n} \right) := \frac{1}{r^n} \cdot \left( \left( u^{[r^n]} \right)^{\text{ext}} \left( \frac{m}{r^n} \right) + u(m) \right). \] (3.3)

The latter definition is correct: if \( n_1 > n_2 \) are positive integers and \( \frac{m_1}{r^{n_1}} = \frac{m_2}{r^{n_2}} \) for \( m_1, m_2 \in M \) then \( m_1 = r^{n_{12}} \cdot m_2 \) for \( n_{12} := n_1 - n_2 \) and hence
\[
\begin{align*}
\left( u^{\text{ext}} \left( \frac{m_1}{r^{n_1}} \right) \right) &= \frac{1}{r^{n_1}} \cdot \left( \left( u^{[r^{n_{12}}]} \right)^{\text{ext}} \left( \frac{m_2}{r^{n_2}} \right) + u(r^{n_{12}} \cdot m_2) \right) \\
&= \frac{1}{r^{n_1}} \cdot \left( \left( r^{n_{12}} \cdot \left( u^{[n_{12}]} \right)^{\text{ext}} \left( \frac{m_2}{r^{n_2}} \right) + u(r^{n_{12}} \cdot m_2) \right) \right) \\
&= \frac{1}{r^{n_1}} \cdot \left( \left( r^{n_{12}} \cdot \left( u^{[n_{12}]} \right)^{\text{ext}} \left( \frac{m_2}{r^{n_2}} \right) + u(r^{n_{12}} \cdot m_2) \right) \right) \\
&= \frac{1}{r^{n_1}} \cdot \left( r^{n_{12}} \cdot \left( u^{[n_{12}]} \right)^{\text{ext}} \left( \frac{m_2}{r^{n_2}} \right) + u(r^{n_{12}} \cdot m_2) \right) \\
&= \left( u^{\text{ext}} \left( \frac{m_2}{r^{n_2}} \right) \right),
\end{align*}
\]

where in the second equality we used Eq. (2.9), and in the third and fifth equalities we used the inductive assumption applied to \( u^{[r^{n_{12}}]} \) and \( u^{[r^{n_{12}}]} \). The linearity of the constructed map \( u^{\text{ext}} : M \rightarrow N \) follows by the linearity in \( m \) of the right hand side in Eq. (3.3) (as we can pass to a common denominator).

Next, we check that Eq. (3.3) is indeed an extension of \( u \):
\[
\begin{align*}
\left( u^{\text{ext}} \left( \frac{r^m}{r} \right) \right) &= \frac{1}{r} \cdot \left( \left( u^{[r]} \right)^{\text{ext}} \left( \frac{r^m}{r} \right) + u(rm) \right) \\
&= \frac{1}{r} \cdot \left( u^{[r]}(m) + u(rm) \right) = \frac{1}{r} \cdot (r \cdot u(m)) = u(m).
\end{align*}
\]

Then, we check the property \( (u^{\text{ext}})^{[a]} = (u^{[a]})^{\text{ext}} \):
\[
\begin{align*}
\left( u^{\text{ext}} \right)^{[a]} \left( \frac{m}{r^n} \right) &= \frac{1}{r^n} \cdot \left( \left( u^{[r^n]} \right)^{[a]} \left( \frac{m}{r^n} \right) + u^{[a]}(m) \right) \\
&= \frac{1}{r^n} \cdot \left( \left( u^{[r^n]} \right)^{[a]} \left( \frac{m}{r^n} \right) + u^{[a]}(m) \right) \\
&= \frac{1}{r^n} \cdot \left( \left( u^{[a]} \right)^{[r^n]} \left( \frac{m}{r^n} \right) + u^{[a]}(m) \right) \\
&= \left( u^{[a]} \right)^{\text{ext}} \left( \frac{m}{r^n} \right),
\end{align*}
\]

where the second equality is due to the induction and we also used Eq. (2.2).

Now, the established identity \( (u^{\text{ext}})^{[a]} = (u^{[a]})^{\text{ext}} \) (for every \( a \in A \)) implies (by the induction) that the constructed \( u^{\text{ext}} \) is a differential operator of the same order as \( u \).

For the uniqueness of \( u^{\text{ext}} \) it is enough to prove that
Lemma 3.2. Let $v \in D_{\mathcal{A}}^k\left(\mathcal{M}[1/r], \mathcal{N}[1/r]\right)$ be such that $v(m) = 0$ for every $m \in \mathcal{M}$ then $v = 0$. To this end, one establishes by induction in $k_v = 1, 2, \ldots$ that $v\left(\frac{m}{r^n}\right) = 0$. Indeed,

$$r^n \cdot v\left(\frac{m}{r^n}\right) = v^{(r^n)}\left(\frac{m}{r^n}\right) + v(m) = 0.$$  

It remains to prove Eq. (3.2). It follows by the uniqueness of the extensions as it is trivially satisfied on $\mathcal{M} \subset \mathcal{M}[1/r]$.

This completes the proof of the theorem.

In what follows we shall use also another version of the argument for the uniqueness in the above proof.

Lemma 3.2. Let $\mathcal{A}$ be a commutative algebra, $\mathcal{N}$ be an $\mathcal{A}$–module and $r \in \mathcal{A}$ be not a zero divisor on $\mathcal{N}$ (i.e., $r$ is $\mathcal{N}$–regular). Then if $v \in D_{\mathcal{A}}\left(\mathcal{M}, \mathcal{N}\right)$ is such that there exists $n \in \{1, 2, \ldots\}$ for which $v(r^n \cdot m) = 0$ for all $m \in \mathcal{M}$ then $v = 0$.

The proof is by induction in the order $k_v$ of $v$ as:

$$r^n \cdot v(m) = v^{(r^n)}(m) + v(r^n \cdot m) = 0.$$ □

Remark 3.1. Under the conditions of Theorem 3.1 it follows that

$$u^{ext} \in D_{\mathcal{A}[1/r]}\left(\mathcal{M}[1/r], \mathcal{N}[1/r]\right).$$

However, we shall not need localization for the algebras in our applications but only for their modules and for this reason we do not extend the algebras in our extensions of differential operators.

Definition 3.1. (a) Let $\mathcal{A}$ and $\mathcal{B}$ be commutative algebras and $\vartheta : \mathcal{A} \rightarrow \mathcal{B}$ be an algebra homomorphism. Let $\mathcal{N}$ be a $\mathcal{B}$–module. Then $\mathcal{N}$ becomes also an $\mathcal{A}$–module under the action

$$(a, m) \mapsto \vartheta(a) \cdot m$$ (3.4)

for $a \in \mathcal{A}$ and $m \in \mathcal{N}$. This $\mathcal{A}$–module is denoted by $\vartheta^*\mathcal{N}$ and it is called a pullback of the $\mathcal{B}$–module $\mathcal{N}$ under $\vartheta$. (Note that as vector spaces $\mathcal{N}$ and $\vartheta^*\mathcal{N}$ are identical.)

(b) For an $\mathcal{A}$–module $\mathcal{M}$, $\mathcal{B}$–module $\mathcal{N}$ and an algebra homomorphism $\vartheta : \mathcal{A} \rightarrow \mathcal{B}$ let us set

$$D_{\vartheta}^k\left(\mathcal{M}, \mathcal{N}\right) := D_{\mathcal{A}}^k\left(\mathcal{M}, \vartheta^*\mathcal{N}\right), \quad D_{\vartheta}\left(\mathcal{M}, \mathcal{N}\right) := D_{\mathcal{A}}\left(\mathcal{M}, \vartheta^*\mathcal{N}\right),$$ (3.5)

as right $\mathcal{A}$–modules (cf. (2.1)) and $D_{\vartheta}^k\left(\mathcal{M}, \mathcal{N}\right)$ (as well as $D_{\vartheta}\left(\mathcal{M}, \mathcal{N}\right)$) is additionally a left $\mathcal{B}$–module (i.e., it is a $(\mathcal{B}$–$\mathcal{A}$)–bimodule), where the left $\mathcal{B}$–module of $D_{\vartheta}^k\left(\mathcal{M}, \mathcal{N}\right)$ is pulled back via $\vartheta$ to a left $\mathcal{A}$–module in $D_{\mathcal{A}}^k\left(\mathcal{M}, \vartheta^*\mathcal{N}\right)$. We shall call the elements of $D_{\vartheta}\left(\mathcal{M}, \mathcal{N}\right)$ also $\vartheta$–differential operators.

(c) An augmentation of a unital associative algebra $\mathcal{A}$ is a homomorphism of unital algebras $\varepsilon : \mathcal{A} \rightarrow \mathbb{K}$ (these are also called characters of $\mathcal{A}$). Then every vector space $V$ becomes an $\mathcal{A}$–module via the pull-back $\varepsilon^*V$. These $\mathcal{A}$–modules are called trivial. Hence, every time in what follows when we speak about a trivial action of an algebra on its module we assume that this is with respect to some augmentation of the algebra.
Let us mention some other immediate properties of the pullbacks:

$$\vartheta^* \psi^* \mathcal{M} = (\psi \circ \vartheta)^* \mathcal{M}$$

(3.6)

for algebra homomorphisms $A \xrightarrow{\vartheta} B \xrightarrow{\psi} C$ of commutative algebras and a $C$–module $\mathcal{M}$. Also,

$$(\vartheta_1 \otimes \cdots \otimes \vartheta_n)^* (\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_n) = \vartheta_1^* \mathcal{M}_1 \otimes \cdots \otimes \vartheta_n^* \mathcal{M}_n,$$

(3.7)

where $\vartheta_j : A_j \to B_j$ is a homomorphism of commutative algebras and $\mathcal{M}_j$, and $\mathcal{N}_j$ are $A_j$, and $B_j$–modules, respectively, for $j = 1, \ldots, n$.

One has also an immediate generalization of Proposition 2.1 and Theorem 3.1.

**Proposition 3.3.** (a) Let $\mathcal{M}, \mathcal{N}$ and $\mathcal{P}$ be modules over the commutative algebras $A$, $B$ and $C$, respectively, and we have a sequence of algebra homomorphisms $A \xrightarrow{\vartheta} B \xrightarrow{\psi} C$.

Then the composition map

$$\hom_{\mathcal{K}}(\mathcal{M}, \mathcal{N}) \times \hom_{\mathcal{K}}(\mathcal{N}, \mathcal{P}) \to \hom_{\mathcal{K}}(\mathcal{M}, \mathcal{P}) : (u, v) \mapsto v \circ u$$

maps $D_{\vartheta}^k (\mathcal{M}, \mathcal{N}) \times D_{\psi}^\ell (\mathcal{N}, \mathcal{P})$ to $D_{\psi \circ \vartheta}^{k+\ell} (\mathcal{M}, \mathcal{P})$.

(b) Let $\mathcal{M}_j$ and $\mathcal{N}_j$ be modules of the commutative algebras $A_j$ and $B_j$, respectively, for $j = 1, 2$. Let us have algebra homomorphisms $\vartheta_j : A_j \to B_j$ ($j = 1, 2$). Then $\mathcal{M}_1 \otimes \mathcal{M}_2$ and $\mathcal{N}_1 \otimes \mathcal{N}_2$ are modules of $A_1 \otimes A_2$ and $B_1 \otimes B_2$, respectively, and the natural inclusion (2.5) restricts to an inclusion

$$D_{\vartheta_1}^{k_1} (\mathcal{M}_1, \mathcal{N}_1) \otimes D_{\vartheta_2}^{k_2} (\mathcal{M}_2, \mathcal{N}_2) \hookrightarrow D_{\vartheta_1 \otimes \vartheta_2}^{k_1+k_2} (\mathcal{M}_1 \otimes \mathcal{M}_2, \mathcal{N}_1 \otimes \mathcal{N}_2).$$

(3.8)

(c) Let $\mathcal{M}$ and $\mathcal{N}$ be modules of the commutative algebras $A$ and $B$, respectively, let $\vartheta : A \to B$ be an algebra homomorphism, and let $r \in A$, and $\vartheta(r) \in B$ be $\mathcal{M}$– and $\mathcal{N}$–regular, respectively. Then every $u \in D_{\vartheta} (\mathcal{M}, \mathcal{N})$ posses a unique extension $u^{ext} \in D_{\vartheta} (\mathcal{M}[1/r], \mathcal{N}[1/\vartheta(r)])$ in the sense that $u^{ext}(m) = u(m)$ for every $m \in \mathcal{M}$.

4. Formal Completions

In this section we shall consider linear topologies on commutative algebras and their modules, and associated (formal) completions. A typical example for such formal completions are the spaces of formal powers series. For more details we refer to [AM69][Chapt. 10], [M80][Chapt. 9], [SZ60][Chapt. VIII].

Let $A$ be a commutative algebra and $\mathcal{J}$ be a an ideal in $A$. Let us consider the sequence

$$\mathcal{J} = \mathcal{J}^1 \supseteq \mathcal{J}^2 \supseteq \cdots \supseteq \mathcal{J}^n \supseteq \cdots,$$

where $\mathcal{J}^n := \mathcal{J}, \mathcal{J}, \ldots, \mathcal{J}$, $n$ times

(4.1)

as sequence of neighbourhoods of zero in $A$. This makes $A$ a topological vector space over the field $\mathbb{K}$ considered with the discrete topology. The resulting topology on $A$ is known as the Krull topology, or also as $\mathcal{J}$-adic topology, or linear topology. The

---

9 In particular, $\vartheta(r) \neq 0$. 
algebra $\mathcal{A}$ is called a **linearly topologized algebra**. The completion with respect to the Krull topology is the inverse limit

$$\hat{\mathcal{A}} = \lim_{\leftarrow} \mathcal{A} / \mathcal{J}^n.$$  

It is again a commutative algebra. Under this completion we add to $\mathcal{A}$ all Cauchy’s sequences, i.e., sequences $(a_j)_{j=1}^{\infty} \subseteq \mathcal{A}$ such that for every $n = 1, 2, \ldots$ there exists $n' = 1, 2, \ldots$ so that $a_j - a_{j'} \in \mathcal{J}^n$ for $j, j' > n'$. When

$$\bigcap_{n=1}^{\infty} \mathcal{J}^n = 0$$

the linear topology on $\mathcal{A}$ is Hausdorff and then the natural map

$$\mathcal{A} \to \hat{\mathcal{A}}$$

is an inclusion.

Sometimes, the above topological notions are also called **formal** (i.e., we speak about formal topology, formal completion etc.) in order to distinguish these notions from the similar ones in Functional analysis (where the ground field $\mathbb{K} = \mathbb{C}$ or $\mathbb{R}$ is considered not with the discrete topology). However, from topological point of view these are completely legitime (not “formal”) notions.

Similarly, if $\mathcal{M}$ is an $\mathcal{A}$–module and we have a sequence of $\mathcal{A}$–submodules (a decreasing filtration):

$$\mathcal{M} \supseteq \mathcal{M}_1 \supseteq \mathcal{M}_2 \supseteq \cdots \supseteq \mathcal{M}_n \supseteq \cdots,$$

then we consider it as a sequence of neighbourhoods of zero in $\mathcal{M}$ and get a linear topology on $\mathcal{M}$. Again, the completion of $\mathcal{M}$ with respect to the above linear topology is the inverse limit

$$\hat{\mathcal{M}} = \lim_{\leftarrow} \mathcal{M} / \mathcal{M}_n$$

and the natural map $\mathcal{M} \to \hat{\mathcal{M}}$ is an inclusion when $\bigcap_{n=1}^{\infty} \mathcal{M}_n = 0$.

In the case when

$$\mathcal{M}_n = \mathcal{J}^n \cdot \mathcal{M}$$ \hspace{1cm} (4.2)

($n = 1, 2, \ldots$) the $\mathcal{A}$–module action $\mathcal{A} \times \mathcal{M} \to \mathcal{M}$ is (formally) continuous. It follows then that $\hat{\mathcal{M}}$ is an $\hat{\mathcal{A}}$–module.

In our applications $\mathcal{J}$ will be a maximal ideal in $\mathcal{A}$. Thus, $\mathcal{J}$ represents a “point of the space corresponding to $\mathcal{A}$”, or, more precisely, it is a point in the so called maximal spectrum of $\mathcal{A}$. The homomorphism $\mathcal{A} \to \mathcal{A}/\mathcal{J} = \mathbb{K}$ can be called an “evaluation” at the point corresponding to $\mathcal{J}$.

**Example 4.1.** Let $\mathcal{A} = \mathbb{K}[t_1, \ldots, t_N]$ as in Example 2.1 and

$$\mathcal{J} := t_1\mathcal{A} + \cdots + t_N\mathcal{A} = \{ f \in \mathcal{A} \mid f(0) = 0 \}.$$  

Then,

$$\hat{\mathcal{A}} = \mathbb{K}[[t_1, \ldots, t_N]]$$
is the space of formal power series. A sequence \((c_j)_{j=1}^{\infty} \subseteq \hat{A}\) is convergent in the \(\mathcal{J}\)-adic topology iff every sequence of coefficients with respect to a fixed monomial in \(t_1, \ldots, t_N\) has only finite number of different members. Also, let \(V\) be a vector space and

\[
\mathcal{M} := \mathcal{A} \otimes V \equiv \mathbb{K}[t_1, \ldots, t_N] \otimes V = V[t_1, \ldots, t_N]
\]

be a free \(\mathcal{A}\)-module, which also is the space of polynomials with coefficients in \(V\). Assume that \(\mathcal{M}\) is equipped with linear topology provided by the filtration \((\mathcal{M}_n)_{n=1}^{\infty}\) in Eq. (4.2). Then

\[
\hat{\mathcal{M}} = V[[t_1, \ldots, t_N]]
\]

is the space of formal power series in \(t_1, \ldots, t_N\) with coefficients in \(V\).

**Example 4.2.** Let \(\mathcal{A}\) be a unital commutative algebra with augmentation \(\varepsilon : \mathcal{A} \rightarrow \mathbb{K}\). Then \(J = \ker \varepsilon\) is called augmentation ideal and can be used for introducing linear topology on \(\mathcal{A}\). The ideal of Example 4.1 is an augmentation ideal with respect to the augmentation \(\varepsilon : t_j \mapsto 0\).

**Example 4.3.** If \(\mathcal{A}, \varepsilon : \mathcal{A} \rightarrow \mathbb{K}\) and \(\mathcal{A}', \varepsilon' : \mathcal{A}' \rightarrow \mathbb{K}\) are two unital commutative associative algebras with augmentations and \(\vartheta : \mathcal{A} \rightarrow \mathcal{A}'\) is an algebra homomorphism that preserves the augmentations, i.e., \(\varepsilon \circ \vartheta = \varepsilon'\), then \(\vartheta\) is formally continuous with respect to the linear topologies induced by the corresponding augmentation ideals.

**Theorem 4.1.** (a) Let \(u \in \mathcal{D}_A^{k}(\mathcal{M}, \mathcal{N})\), where \(\mathcal{M}\) and \(\mathcal{N}\) are \(\mathcal{A}\)-modules with linear topologies provided by the decreasing filtrations \((\mathcal{M}_n = \mathcal{J}^{\bullet n} \cdot \mathcal{M})_{n=1}^{\infty}\) and \((\mathcal{N}_n = \mathcal{J}^{\bullet n} \cdot \mathcal{N})_{n=1}^{\infty}\) of \(\mathcal{A}\)-submodules, respectively. Then \(u\) is continuous in the sense that for every \(n = 1, 2, \ldots\) there exists \(n' = 1, 2, \ldots\) such that \(u(\mathcal{M}_{n'}) \subseteq \mathcal{N}_n\). Hence, \(u\) extends to a continuous \(\mathbb{K}\)-linear map \(\hat{u} : \hat{\mathcal{M}} \rightarrow \hat{\mathcal{N}}\).

(b) In addition, it follows that \(\hat{u} \in \mathcal{D}_A(\hat{\mathcal{M}}, \hat{\mathcal{N}})\). The order of the differential operator \(\hat{u}\) is the same as those of \(u\).

(c) The differential operator \(\hat{u} \in \mathcal{D}_A(\hat{\mathcal{M}}, \hat{\mathcal{N}})\) is the unique extension of \(u\) as a differential operator.

(d) One has \(\hat{u} \in \mathcal{D}_A(\hat{\mathcal{M}}, \hat{\mathcal{N}})\), i.e., \(\hat{u}\) is a differential operator also for \(\hat{\mathcal{A}}\)-modules.

**Lemma 4.2.** Under the conditions of Theorem 4.1, if the differential operator \(u\) has an order not exceeding \(k\), then

\[
u(j^{k+\ell} \cdot m) \in \mathcal{J}^{\bullet \ell} \cdot \mathcal{N} (\equiv \mathcal{N}_{\ell})
\]

for every \(j \in \mathcal{J}\), \(m \in \mathcal{M}\) and \(\ell = 0, 1, \ldots\). In other words, \(u(\mathcal{M}_{k+\ell}) \subseteq \mathcal{N}_{\ell}\).

One proves the lemma by induction in \(k = 0, 1, \ldots\) and within this induction making another induction in \(\ell = 0, 1, \ldots\). For \(k = 0\) the statement is obvious and for \(k \geq 1\) one uses the identity

\[
u(j^{k+(\ell+1)} \cdot m) = j \cdot u(j^{k+\ell} \cdot m) - u^{(j)}(j^{(k-1)+(\ell+1)} \cdot m).
\]

We continue with the proof of Theorem 4.1. By Lemma 4.2 we have already established the (formal) continuity of \(u\) and thus, we obtain its continuatin \(\hat{u} : \hat{\mathcal{M}} \rightarrow \hat{\mathcal{N}}\) as a \(\mathbb{K}\)-linear map. Next, statement (b) follows by Eq. (2.4) since the latter extends, by continuity, for the arguments of \(u\). As we can extend, by continuity, Eq. (2.4) also in the elements \(a_1, \ldots, a_k\) of \(\mathcal{A}\) to \(\hat{\mathcal{A}}\) we also obtain part (d). Finally, to prove (c) let us assume that \(v \in \mathcal{D}_A(\hat{\mathcal{M}}, \hat{\mathcal{N}})\) be such that \(v_{\mid \mathcal{M}} = 0\). We need to show then that \(v = 0\). But applying Lemma 4.2 to \(v\) we conclude that \(v\) is (formally) continuous. Since \(\mathcal{M}\) is dense in \(\hat{\mathcal{M}}\) and \(v_{\mid \mathcal{M}} = 0\) it follows that \(v = 0\). \(\square\)
Corollary 4.3. Let us consider $A = \mathbb{K}[t_1, \ldots, t_N]$ as an $A$–module with respect to the multiplication as a module action and let $\hat{A}$ be its (formal) completion considered as an $A$–module (as in Examples 2.1 and 4.1). Let $N$ be a linearly topologized $A$–module with respect to the filtration $(N_n = J^n \cdot N)_{n=1}^{\infty}$ and $\hat{N}$ be its (formal) completion. Then if $u \in D^{k}_A(\hat{A}, \hat{N})$, it follows that $u$ has the form of Eq. (2.7), where now $U^{(0)}$ and $U^{(n)}_{\mu_1, \ldots, \mu_n} \in \hat{N}$ and $f \in \hat{A}$.

Proof. If we restrict $v := u|_A$, we get an element $v \in D^{k}_A(\mathcal{M}, \mathcal{N})$. We then apply the result of Example 2.1 and obtain the form of Eq. (2.7) for $f \in A$ with $U^{(0)}$ and $U^{(n)}_{\mu_1, \ldots, \mu_n} \in \hat{N}$. But since $u$ is the extension of $v$ by continuity and the right hand side of Eq. (2.7) is continuous in $f$ we obtain the representation (2.7) for all $f \in \hat{A}$. ⊓⊔

5. Semi-differential Operators

In this section we introduce a generalization of the notion of differential operators, which we call “semi-differential operators”. These are linear operators between modules of a commutative algebra $A$ such that when we multiply their arguments by elements of the algebra $A$ they act on these elements as differential operators.

Our construction is facilitated by the presence of a unit in the algebra. Therefore, in this section we assume everywhere that $A$ is a commutative associative algebra with unit over a ground field $\mathbb{K}$ of characteristics 0. Here is the main observation that motivates our generalization.

Proposition 5.1. Let us set for a $\mathbb{K}$–linear map $u \in \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N})$ between two modules $\mathcal{M}$ and $\mathcal{N}$ of a unital (commutative) algebra $A$:

$$u_{[m]} : A \to N : a \mapsto u_{[m]}(a) := u(a \cdot m),$$

where $a \in A$, $m \in \mathcal{M}$. Then,

$$u \in D^{k}_A(\mathcal{M}, \mathcal{N})$$

$$\iff \text{ for all } m \in \mathcal{M} \text{ we have } u_{[m]} \in D^{k}_A(\mathcal{A}, \mathcal{N}).$$

Proof. One checks that

$$(u_{[m]})^{[a]} = (u^{[a]})_{[m]}$$

for all $a \in A$ and $m \in \mathcal{M}$ and then the proposition follows by induction in $k$. Note that the presence of algebra unit guarantees that

$$u = 0 \iff u_{[m]} = 0 \ (\forall m \in \mathcal{M})$$

since $u(m) = u_{[m]}(1)$. ⊓⊔

Corollary 5.2. For a unital algebra $A$ one has

$$D_A(\mathcal{M}, \mathcal{N}) = \left\{ u \in \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N}) \mid (\exists k \in \mathbb{N}) \ (\forall m \in \mathcal{M}) \ u_{[m]} \in D^{k}_A(\mathcal{A}, \mathcal{N}) \right\}.$$
Definition 5.1. Exchanging the places of the quantifiers “∃k ∈ \mathbb{N}” and “∀m ∈ \mathcal{M}” in the above equation we set:

$$
\widetilde{D}_A(\mathcal{M}, \mathcal{N}) := \{ u ∈ \text{Hom}_K(\mathcal{M}, \mathcal{N}) \mid (\forall m ∈ \mathcal{M}) (\exists k ∈ \mathbb{N}) \}
$$

where \( \mathcal{A} \) is a unital algebra and \( \mathcal{M} \) and \( \mathcal{N} \) are \( \mathcal{A} \)-modules. We call the elements of \( \widetilde{D}_A(\mathcal{M}, \mathcal{N}) \) semi-differential operators. Note that in general these operators do not have an assigned order.

Since

$$a \cdot (u_{[m]})(m) = (a \cdot u)_{[m]}(m), \quad (u_{[m]}) \cdot a = (u \cdot a)_{[m]} \tag{5.2}$$

for all \( a ∈ \mathcal{A}, m ∈ \mathcal{M} \) and \( u ∈ \text{Hom}_K(\mathcal{M}, \mathcal{N}) \) it follows that \( \widetilde{D}_A(\mathcal{M}, \mathcal{N}) \) is a \( (\mathcal{A}–\mathcal{A}) \)-sub-bimodule of \( \text{Hom}_K(\mathcal{M}, \mathcal{N}) \). Another useful property is

$$u_{[a \cdot m]} = (u_{[m]}) \cdot a \tag{5.3}$$

(\( a ∈ \mathcal{A}, m ∈ \mathcal{M} \) and \( u ∈ \text{Hom}_K(\mathcal{M}, \mathcal{N}) \)).

Remark 5.1. Definition 5.1 can be used also for commutative algebras \( \mathcal{A} \) without unit but in order to ensure that \( \widetilde{D}_A(\mathcal{M}, \mathcal{N}) ⊆ D_\mathcal{A}(\mathcal{M}, \mathcal{N}) \) we need some extra assumptions like the presence of a unit in \( \mathcal{A} \). A weaker condition is that \( \mathcal{A} \cdot \mathcal{M} = \mathcal{M} \). Then, Proposition 5.1 and Corollary 5.2 are still true.

Proposition 5.3. Let \( \mathcal{M} \) be a finitely generated module of a unital algebra \( \mathcal{A} \). Then

$$\widetilde{D}_A(\mathcal{M}, \mathcal{N}) = D_\mathcal{A}(\mathcal{M}, \mathcal{N}).$$

Proof. Since \( \mathcal{M} \) is a finitely generated \( \mathcal{A} \)-module there are \( m_1, \ldots, m_r ∈ \mathcal{M} \) such that every \( m ∈ \mathcal{M} \) can be represented as \( m = a_1 \cdot m_1 + \cdots + a_r \cdot m_r \). Then if \( u ∈ \widetilde{D}_A(\mathcal{M}, \mathcal{N}) \) we have (cf. Eq. (5.3)):

$$u_{[m]}(m) = (u_{[m_1]}(m_1) \cdot a_1 + \cdots + (u_{[m_r]}(m_r)) \cdot a_r) ∈ D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}),$$

where \( k \) is the maximum of the orders of the differential operators \( u_{[m_j]}(m_j) \) for \( j = 1, \ldots, r \). Thus, the differential operators \( u_{[m]}(m) \) has uniformly bounded orders for all \( m ∈ \mathcal{M} \) and hence, \( u ∈ D_\mathcal{A}^k(\mathcal{M}, \mathcal{N}) \). \( \square \)

The main property of our semi-differential operators is that they stay closed with respect to the composition. We shall prove this only for the main case of our interest: when the modules are over the polynomial algebra \( \mathbb{K}[t_1, \ldots, t_N] \) or its formal completion \( \mathbb{K}[[t_1, \ldots, t_N]] \). We leave the generalization of this statement for a future work.

Theorem 5.4. Let \( \mathcal{A} := \mathbb{K}[t_1, \ldots, t_N] \) or \( \mathcal{A} := \mathbb{K}[[t_1, \ldots, t_N]] \) and \( \mathcal{M}, \mathcal{N}, \mathcal{P} \) be \( \mathcal{A} \)-modules. Then the composition

$$\text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{N}) × \text{Hom}_\mathbb{K}(\mathcal{N}, \mathcal{P}) → \text{Hom}_\mathbb{K}(\mathcal{M}, \mathcal{P}) : (u, v) ↦ v \circ u$$

maps \( \widetilde{D}_A(\mathcal{M}, \mathcal{N}) × \widetilde{D}_A(\mathcal{N}, \mathcal{P}) \) to \( \widetilde{D}_A(\mathcal{M}, \mathcal{P}) \).
\textbf{Proof.} Let \( u \in \widetilde{D}_A(M, N), \) \( v \in \widetilde{D}_A(N, P), \) \( m \in M, a \in A. \) We need to prove that \((v \circ u)_{(m)} \in \widetilde{D}_A(A, P). \) We start with:

\[
(v \circ u)_{(m)}(a) = v(u(a \cdot m)) = v(u_{(m)}(a)) \equiv v \circ u_{(m)}(a). \tag{5.4}
\]

As \( u_{(m)} \in D^k_A(A, N) \) it is of the form (2.7) (cf. also Corollary 4.3) for some integer \( k \) and coefficients \( U^{(0)}, U^{(n)}_{\mu_1, \ldots, \mu_n} \) all depending on \( m. \) Substituting (2.7) in (5.4) we then get:

\[
v \circ u_{(m)} = v_{(U^{(0)})} + \sum_{n=1}^{k} \sum_{\mu_1, \ldots, \mu_n = 1}^{N} v_{(U^{(n)}_{\mu_1, \ldots, \mu_n})} \cdot \frac{\partial^n}{\partial t_{\mu_1} \cdots \partial t_{\mu_n}}. \tag{5.5}
\]

As \( v_{(U^{(0)})} \) and \( v_{(U^{(n)}_{\mu_1, \ldots, \mu_n})} \) are differential operators we conclude by Proposition 2.1 (a) that the right hand side of Eq. 5.5 is a differential operator as well. \( \Box \)

In the remaining part of this section we restore the generality for the underlying commutative algebras: they will be arbitrary such algebras with unit.

\textbf{Proposition 5.5.} Let \( u_1 \in \widetilde{D}_{A_1}(M_1, N_1), u_2 \in \widetilde{D}_{A_2}(M_2, N_2). \) Then, under the natural inclusion (2.5) it follows that \( u_1 \otimes u_2 \in \widetilde{D}_{A_1 \otimes A_2}(M_1 \otimes M_2, N_1 \otimes N_2). \)

\textbf{Proof.} The proposition follows by the observation that \( (u_1 \otimes u_2)_{(m_1 \otimes m_2)} = (u_1)_{(m_1)} \otimes (u_1)_{(m_1)} \)

and Proposition 2.1 (b). \( \Box \)

\textbf{Theorem 5.6.} Under the assumptions of Theorem 3.1 let us assume additionally that the algebra \( A \) has a unit (and \( M, N \) are \( A \)-modules with a \( M \)- and \( N \)-regular element \( r \in A). \) It follows that every semi-differential operator \( u \in \widetilde{D}_A(M, N) \) possesses a unique extension \( u^\text{ext} \in \widetilde{D}_A([1/r], N[1/r]) \) such that \( u^\text{ext}(m) = u(m) \) for every \( m \in M. \)

\textbf{Proof.} a) We first construct \( u^\text{ext} \) as an element of \( \text{Hom}_K(M[1/r], N[1/r]). \) We set

\[
u^\text{ext} \left( \frac{m}{r^n} \right) := (u_{(m)})^\text{ext} \left( \frac{1}{r^n} \right). \tag{5.6}
\]

We check the correctness: if \( \frac{m_1}{r^{n_1}} = \frac{m_2}{r^{n_2}} \) for \( n_1 > n_2 \) then \( m_1 = r^{n_1 - n_2} \cdot m_2 \) for \( n_1 := n_1 - n_2 \) and hence,

\[
u^\text{ext} \left( \frac{m_1}{r^{n_1}} \right) = (u_{(m_1)})^\text{ext} \left( \frac{1}{r^{n_1}} \right) = (u_{(r^{n_1 - n_2} \cdot m_2)})^\text{ext} \left( \frac{1}{r^{n_1}} \right) = ((u_{(m_2)})^\text{ext} \cdot r^{n_1 - n_2}) \left( \frac{1}{r^{n_1}} \right) = (u_{(m_2)})^\text{ext} \left( \frac{1}{r^{n_1}} \right) = (u_{(m_2)})^\text{ext} \left( \frac{1}{r^{n_2}} \right) = u^\text{ext} \left( \frac{m_2}{r^{n_2}} \right),
\]

where in the third equality we used Eq. (5.2) and in the fourth equality we used Eq. (3.2). Thus, \( u^\text{ext} \) is correctly defined as a map \( M[1/r] \to N[1/r]. \) It is also a \( K \)-linear map as the right hand side of Eq. (5.6) is linear in \( m. \).
b) Next, we claim that

\[(u^{\text{ext}})[m/r^n] = ((u_{[m]}^{\text{ext}})[1/r^n]. \quad (5.7)\]

Indeed, \((u^{\text{ext}})[m/r^n](a) = u^{\text{ext}}(am/r^n) = (u_{[am]}^{\text{ext}})(1/r^n)\)
\[
= ((u_{[m]}^{\text{ext}}) \cdot a)^{\text{ext}}(1/r^n) = ((u_{[m]}^{\text{ext}}) \cdot a)(1/r^n) = (u_{[m]}^{\text{ext}})(a) = (u^{\text{ext}})[1/r^n](a). \]

Then, Eq. (5.7) implies that \(u^{\text{ext}}\) defined by (5.6) is a semi-differential operator, i.e., \(u^{\text{ext}} \in \overline{D}_A(\mathcal{M}[1/r], \mathcal{N}[1/r])\).

c) Why \(u^{\text{ext}}\) is an extension of \(u\):

\[u^{\text{ext}}(m) = (u_{[m]}^{\text{ext}})(1) = u_{[m]}(1) = u(m).\]

Let us prove the uniqueness of \(u^{\text{ext}}\). As in Theorem 3.1 it is enough to prove that if \(v \in \overline{D}_A(\mathcal{M}[1/r], \mathcal{N}[1/r])\) is such that it is zero on \(\mathcal{M} \subset \mathcal{M}[1/r]\), i.e., \(v(m) = 0\) \((\forall m \in \mathcal{M})\), then \(v = 0\). Indeed, let \(n \in \{1, 2, \ldots\}\) and \(m \in \mathcal{M}\). We want to show that \(v\left(\frac{m}{r^n}\right) = 0\). Let \(\tilde{v} := v_{[m/r^n]}\). Then \(\tilde{v} \in \overline{D}_A(\mathcal{A}, \mathcal{N}[1/r])\) is such that \(\tilde{v}(r^n) = 0\) for all \(a \in \mathcal{A}\). By Lemma 3.2 it follows that \(\tilde{v} = 0\) and hence \(0 = v(r^n) = v_{[m/r^n]}(r^n) = \left(\frac{m}{r^n}\right)\). This completes the proof of Theorem 5.6.

Proposition 5.7. (a) Let \(u \in \overline{D}_A(\mathcal{M}, \mathcal{N}), v \in \overline{D}_A(\mathcal{N}, \mathcal{P}), u^{\text{ext}} \in \overline{D}_A(\mathcal{M}[1/r], \mathcal{N}[1/r])\) and \(v^{\text{ext}} \in \overline{D}_A(\mathcal{N}[1/r], \mathcal{P}[1/r])\) satisfy the conditions of Theorem 5.6. Then,

\[(v \circ u)^{\text{ext}} = v^{\text{ext}} \circ u^{\text{ext}}, \quad (5.8)\]

provided that \(v \circ u \in \overline{D}_A(\mathcal{M}, \mathcal{P})\) (which is satisfied under the conditions of Theorem 5.4).

(b) Let \(u_j \in \overline{D}_A(\mathcal{M}_j, \mathcal{N}_j), u_j^{\text{ext}} \in \overline{D}_A(\mathcal{M}_j[1/r_j], \mathcal{N}_j[1/r_j])\) satisfy the conditions of Theorem 5.6 for \(j = 1, 2\). Then

\[(u_1 \otimes u_2)^{\text{ext}} = u_1^{\text{ext}} \otimes u_2^{\text{ext}}, \quad (5.9)\]

which belongs to

\[\overline{D}_{A_1 \otimes A_2}(\mathcal{M}_1 \otimes \mathcal{M}_2)[1/(r_1 \otimes r_2)], \quad (\mathcal{N}_1 \otimes \mathcal{N}_2)[1/(r_1 \otimes r_2)].\]

Proof. Both statements follow by the uniqueness of the extensions from Theorem 5.6 as the right hand sides of Eqs. (5.8) and (5.9) provide the required extensions in the left hand sides.

In our application we will not need a direct analog of Theorem 4.1 and so we skip this and continue with considering the pull-backs and their relation to semi-differential operators.

Definition 5.2. For an \(\mathcal{A}\)–module \(\mathcal{M}\), \(\mathcal{B}\)–module \(\mathcal{N}\) and an algebra homomorphism \(\vartheta : \mathcal{A} \rightarrow \mathcal{B}\) let us set (as in Definition 3.1 (b)),

\[\overline{D}_\vartheta(\mathcal{M}, \mathcal{N}) := \overline{D}_A(\mathcal{M}, \vartheta^* \mathcal{N}), \quad (5.10)\]

as a right \(\mathcal{A}\)–module (cf. (2.1)) and \(\overline{D}_\vartheta(\mathcal{M}, \mathcal{N})\) is additionally a left \(\mathcal{B}\)–module (i.e., it is a \((\mathcal{B}–\mathcal{A})\)–bimodule), where the left \(\mathcal{B}\)–module of \(\overline{D}_\vartheta(\mathcal{M}, \mathcal{N})\) is pulled back via \(\vartheta\) to a left \(\mathcal{A}\)–module in \(\overline{D}_A(\mathcal{M}, \vartheta^* \mathcal{N})\). The elements of \(\overline{D}_\vartheta(\mathcal{M}, \mathcal{N})\) we call also \(\vartheta –\) semi – differential operators.
For $\partial$–semi-differential operators we have the following reformulations of Theorem 5.4, Proposition 5.5 and Theorem 5.6.

**Corollary 5.8.** Under the same conditions as in Proposition 3.3 (a), (b) and (c), we have respectively:

(a) The composition map

$$\text{Hom}_K(\mathcal{M}, \mathcal{N}) \times \text{Hom}_K(\mathcal{N}, \mathcal{P}) \rightarrow \text{Hom}_K(\mathcal{M}, \mathcal{P}) : (u, v) \mapsto v \circ u$$

maps $\widetilde{D}_\varnothing(\mathcal{M}, \mathcal{N}) \times \widetilde{D}_\varnothing(\mathcal{N}, \mathcal{P})$ to $\widetilde{D}_\varnothing(\mathcal{M}, \mathcal{P})$ if we additionally assume that $A$, $B$ and $C$ are polynomial algebras.

(b) The natural inclusion (2.5) restricts to an inclusion

$$\widetilde{D}_\varnothing_1(\mathcal{M}_1, \mathcal{N}_1) \otimes \widetilde{D}_\varnothing_2(\mathcal{M}_2, \mathcal{N}_2) \hookrightarrow \widetilde{D}_\varnothing(\mathcal{M}_1 \otimes \mathcal{M}_2, \mathcal{N}_1 \otimes \mathcal{N}_2). \quad (5.11)$$

(c) Every $u \in \widetilde{D}_\varnothing(\mathcal{M}, \mathcal{N})$ posses a unique extension $u^{\text{ext}} \in \widetilde{D}_\varnothing(\mathcal{M}[1/r], \mathcal{N}[1/\varnothing(r)])$ in the sense that $u^{\text{ext}}(m) = u(m)$ for every $m \in \mathcal{M}$.

6. The Residue as Semi-differential Operator

By Proposition 5.3 we saw examples when the semi-differential operators are only the differential operators, i.e., $D_A(\mathcal{M}, \mathcal{N}) = \widetilde{D}_A(\mathcal{M}, \mathcal{N})$. In this section we give another extreme example when

$$0 = D_A(\mathcal{M}, \mathcal{N}) \subsetneq \widetilde{D}_A(\mathcal{M}, \mathcal{N}) \subsetneq \text{Hom}_K(\mathcal{M}, \mathcal{N}). \quad (6.1)$$

**Theorem 6.1.** Let $A = K[t]$, and let $\mathcal{M} := K[t, 1/t] (= (K[t])[1/t])$ be the algebra of all Laurent polynomials considered as a module over its subalgebra $A$. Let $\mathcal{N} := K$ with the $A$–action: $f \cdot c := f(0)c$, for $f \in A (= K[t])$, $c \in K$.\(^{10}\) Then Eq. (6.1) holds.

**Proof.** First, note that

$$\text{Hom}_K(\mathcal{M}, \mathcal{N}) \equiv \text{Hom}_K(\mathcal{M}[1/t], \mathcal{K}) \equiv K(\mathcal{K}[1/t])_A, \quad (6.2)$$

as $(A–A)$–bimodules, where:

$$K[1/t] := \left\{ \sum_{n \in \mathbb{Z}} c_n t^n \left| \begin{array}{c} c_n \in K \\ (\forall n \in \mathbb{Z}) \end{array} \right. \right\}, \quad (6.3)$$

is the vector space of all double infinite formal power series (cf. [K98, Sect. 2.1]); we turn the vector space $K[1/t]$ into an $(A–A)$–bimodule $K(\mathcal{K}[1/t])_A$ on which $A$ acts trivially from the left (i.e., it is a left $K$–module) and the right action of $A$ is generated by the natural multiplication rule:

$$\left( \sum_{n \in \mathbb{Z}} c_n t^n \right) \cdot t^k = \sum_{n \in \mathbb{Z}} c_{n-k} t^n,$$

($k \in \mathbb{Z}$, so this is actually an action of $K[t, 1/t]$). In the category of vector spaces, the isomorphism (6.2) follows just by the fact that the vector space $K[1/t]$ is a countable

\(^{10}\) i.e., the action on $\mathcal{N}$ is trivial in the sense of Definition 3.1 (c).
direct sum of copies of $\mathbb{K}$ and hence, its (algebraic) dual $\text{Hom}_K(\mathbb{K}[t, 1/t], \mathbb{K})$ is isomorphic to a countable direct product that in turn is isomorphic to $\mathbb{K}[[t, 1/t]]$ (Eq. (6.3)). As an isomorphism of $(\mathcal{A}–\mathcal{A})$–bimodules (for $\mathcal{A} = \mathbb{K}[t]$) we use the so called residue functional on

$$\text{Res} : \mathbb{K}[[t, 1/t]] \rightarrow \mathbb{K} : \sum_{n \in \mathbb{Z}} c_n t^n \mapsto c_{-1}. \quad (6.4)$$

Then, the map in Eq. (6.2) is:

$$\text{kernel} : \text{Hom}_K(\mathbb{K}[t, 1/t], \mathbb{K}) \cong \mathbb{K}[[t, 1/t]] : \lambda \mapsto \text{kernel} (\lambda),$$

defined by: $\lambda(g) = \text{Res} (\text{kernel} (\lambda) \cdot g)$ for all $g \in \mathbb{K}[t, 1/t], \quad (6.5)$

and it is obviously an isomorphism of $(\mathcal{A}–\mathcal{A})$–bimodules; note also that we have:

$$\text{kernel} (\lambda) = \sum_{n \in \mathbb{Z}} \lambda(t^{-n-1}) t^n. \quad (6.6)$$

In the subsequent part of the proof we shall write $\mathbb{K}[[t, 1/t]]$ also for the $(\mathcal{A}–\mathcal{A})$–bimodule $\mathbb{K}[[t, 1/t]], \mathcal{A}$ in the isomorphism (6.2) and (6.5).

Now, for $\lambda \in \text{Hom}_K(\mathbb{K}[t, 1/t], \mathbb{K}), n \in \mathbb{Z}$ and $k = 0, 1, \ldots$ one has

$$\lambda_{[1^n]}(t^k) = \lambda(t^{k+n}) = \text{the } (-k - n - 1)\text{th coefficient in kernel} (\lambda)$$

(cf. Eq. (6.6)). Hence, $\lambda_{[1^n]}$ will be a differential operator belonging to $\mathbb{D}_A^k(\mathcal{A}, \mathcal{N})$ iff all the coefficients of the formal series vanish $\text{kernel} (\lambda)$ below $-n - k - 1.\footnote{\text{i.e., } \lambda_{[1^n]} \text{ will be a linear combination of } \left. \frac{\partial^\ell}{(\partial t)^\ell} \right|_{t = 0} \text{ for } \ell = 0, 1, \ldots, k.}$ This implies that under the isomorphism (6.5) we have:

$$\widetilde{\mathbb{D}}_{\mathcal{A}}(\mathcal{M}, \mathcal{N}) (\equiv \widetilde{\mathbb{D}}_{\mathbb{K}[t]}(\mathbb{K}[t, 1/t], \mathbb{K})) \cong \mathbb{K}((t)) \subset \mathbb{K}[[t, 1/t]],$$

where $\mathbb{K}((t))$ is the space of Laurent power series:

$$\mathbb{K}((t)) := \left\{ \sum_{n = -N}^{\infty} c_n t^n \in \mathbb{K}[[t, 1/t]] \, \bigg| \, N = 0, 1, \ldots \right\}$$

$$= (\mathbb{K}[[t]])[1/t].$$

Indeed, if all the coefficients of the series $\text{kernel} (\lambda)$ are zero below $n = -N$ then the order of $\lambda_{[1^n]}$ is not exceeding $\max\{0, N - n_1 - 1\}$, where $n_1 \in \mathbb{Z}$. But this implies also that no element of $\widetilde{\mathbb{D}}_{\mathcal{A}}(\mathcal{M}, \mathcal{N})$ is a differential operator except 0. The proof of the theorem is completed. □

Remark 6.1. It follows by Theorem 6.1 that the restricted residue functional (6.4) on Laurent polynomials only, i.e., $\text{Res}|_{\mathbb{K}[t, 1/t]}$ is a semi-differential operator. There is a formula that makes manifest this fact:

$$\text{Res} = w - \lim_{k \gg 0} \frac{1}{k!} \text{eval}_{(t = 0)} \circ \left( \frac{\partial}{\partial t} \right)^k \circ t^{k+1}, \quad (6.7)$$

where the “weak limit” $w$-lim means that the subsequent sequence of linear functionals $k \gg 0$ stabilizes for sufficiently large $k$ when it is evaluated on an arbitrary element $g(t) \in$
In other words, for every \( g(t) \in \mathbb{K}[t, 1/t] \) there exists \( K_g \in \{0, 1, 2, \ldots \} \) such that
\[
\text{Res}(g) = \frac{1}{k!} \left( \left( \frac{d}{dt} \right)^k \left( t^{k+1} g(t) \right) \right) \bigg|_{t=0} \quad \text{for all } k > K_g.
\] (6.8)

**Remark 6.2.** There is a straightforward generalization of Theorem 6.1 using residues in higher dimensions introduced in [BN06, Sect. III].

### 7. The Operads of Differential-Product and Semi-differential Product Operations

From this section on, the operad theory (cf. [LV12] and [N14, Sect. B]) will start to play role. We use the so called “classical definition” of an operad presented in Sect. 5.3 of [LV12].

In this section we shall fix a initial commutative algebra that is a polynomial algebra. We shall denote this algebra by \( \mathcal{C} \). In a more general situation this algebra can be the coordinate ring of the space–time, where our quantum fields live. A motivation why we consider only polynomials in the coordinate ring but not more general smooth functions is that for the models of vertex algebras in one and higher dimensions one needs only such regular (smooth) functions. This is because the correlation functions are rational functions ([NT01]). Furthermore, the denominators in the correlation functions are products of two–point polynomials, which we also use in the construction of the operad for the vertex algebras. Nevertheless, the latter two specifics are not crucial for our construction although they make significant simplification of the considerations.

#### 7.1. Some notations.

Let us denote the collection of the space–time coordinates \( x^1, \ldots, x^D \) with a roman letter,
\[
x = (x^1, \ldots, x^D).
\] (7.1)

Thus, we fix in this section
\[
\mathcal{C} := \mathbb{K}[x] := \mathbb{K}[x^1, \ldots, x^D].
\] (7.2)

Then, for \( n = 1, 2, \ldots : \)
\[
\mathcal{C}_n := \mathcal{C}^\otimes n \cong \mathbb{K}[x_1, \ldots, x_n] := \mathbb{K}[x^1_1, \ldots, x^D_1; \ldots; x^1_n, \ldots, x^D_n].
\] (7.3)

Let us introduce the algebra homomorphism
\[
\mu_n : \mathcal{C}_n \rightarrow \mathcal{C} : F_1 \otimes \cdots \otimes F_n \longmapsto F_1 \cdot \cdots \cdot F_n \quad (\mu_1 := \text{id}_\mathcal{C})
\] (7.4)
that is the \( n \)-tuple product. Note that \( \mu_n \) also represents the evaluation at the total diagonal: \( \mu_n : F \mapsto F(x_1, \ldots, x_n) \big|_{x_1=\cdots= x_n=x} \) for \( F \in \mathcal{C}_n = \mathbb{K}[x_1, \ldots, x_n] \). We have
\[
\mu_n = \mu_k \circ (\mu_{j_1} \otimes \cdots \otimes \mu_{j_k}),
\] (7.5)
where \( n = j_1 + \cdots + j_k \). The algebra homomorphism \( \mu_{j_1} \otimes \cdots \otimes \mu_{j_k} \) acts as an evaluation at the partial diagonal \( \{x_1 = \cdots = x_{j_1}, x_1+1 = \cdots = x_{j_1+j_2}, \ldots, x_1+\cdots+j_{k-1}+1 = \cdots = x_n \} \).
7.2. The operad $\mathcal{D}$ of differential–product operations. We denote this symmetric operad by $\mathcal{D} = (\mathcal{D}(n))_{n=1}^{\infty}$. It is defined by:

$$\mathcal{D}(n) := D_{\mu_n}(C_n, C). \quad (7.6)$$

The action of permutation group $\mathcal{S}_n$ is induced by the natural action on $C_n \equiv C^\otimes n$ provided by the exchange of the copies of $C$. The operadic compositions are

$$\gamma_{j_1, \ldots, j_k} : \mathcal{D}(k) \otimes \mathcal{D}(j_1) \otimes \cdots \otimes \mathcal{D}(j_k) \to \mathcal{D}(n), \quad \Phi \otimes \Phi'_{1} \otimes \cdots \otimes \Phi'_{k} \mapsto \gamma_{j_1, \ldots, j_k} (\Phi; \Phi'_{1}, \ldots, \Phi'_{k}) := \Phi \circ (\Phi'_{1} \otimes \cdots \otimes \Phi'_{k}), \quad (7.7)$$

for $n, k, j_1, \ldots, j_k \in \{1, 2, \ldots\}, n = j_1 + \cdots + j_k$. The operadic unit is $1_C \in D_C(C, C) \equiv \mathcal{D}(1)$. Diagrammatically the operadic composition $(7.7)$ is given below:

\[
\begin{array}{ccc}
\mathcal{C}_{j_1} \otimes \cdots \otimes \mathcal{C}_{j_k} & \xrightarrow{\Phi_1 \otimes \cdots \otimes \Phi'_k} & \mathcal{C}^\otimes k \\
\mathcal{C}_{j_1 + \cdots + j_k} & \xrightarrow{\gamma_{j_1, \ldots, j_k}(\Phi; \Phi'_1, \ldots, \Phi'_k)} & \mathcal{C}.
\end{array}
\]

The proof that Eqs. $(7.6)$–$(7.7)$ define an operad structure on $\mathcal{D} = (\mathcal{D}(n))_{n=1}^{\infty}$ follows by the fact that this operad is a suboperad of the endomorphism operad $(\mathfrak{End}_C(\mathcal{C}, \mathcal{C}))_{n=1}^{\infty}$ over $\mathcal{C}$, $\mathfrak{End}_C = (\mathfrak{End}_C(n))_{n=1}^{\infty}$:

$$\mathcal{D}(n) \subset \mathfrak{End}_C(n) := \text{Hom}_{\mathcal{K}}(C_n, C). \quad (7.8)$$

Indeed, the composition law $(7.7)$, the actions of permutation groups and the operadic unit are exactly those that come from the operad $\mathfrak{End}_C$ if we consider the $\mu_n$–differential operators just as $\mathbb{K}$–linear maps. So, it remains to prove that the actions of permutations and the compositions do not bring out of the corresponding spaces of differential operators. The latter, in turn, is implied by Proposition 3.3 (a) and (b), and Eq. $(7.5)$.$^{12}$

Let us give the explicit form of the differential–product operations, i.e., of the elements of the operad $\mathcal{D}$. If $\Phi \in \mathcal{D}(n) (= D_{\mu_n}(C_n, C))$ then according to Example 2.1 its action on $F \in \mathcal{C}_n$ is of a form:$^{13}$

$$\Phi(F) = \left( \sum_{r_1, \ldots, r_n} f_{r_1, \ldots, r_n}(x), \frac{\partial^{r_1}}{\partial x_{1}} \cdots \frac{\partial^{r_n}}{\partial x_{n}} F(x_1, \ldots, x_n) \right) \bigg|_{x_1 = \cdots = x_n = x}. \quad (7.9)$$

Here, $f_{r_1, \ldots, r_n} \in \mathcal{C}$; the sum is finite and runs over multiindices

$$r_j = (r_j^1, \ldots, r_j^D) \in \{0, 1, \ldots\}^D \quad (j = 1, \ldots n);$$

finally, we use the multi-index notations:

$$\frac{\partial^{r_j}}{\partial x_j} := \left( \frac{\partial}{\partial x_j^1} \right)^{r_j^1} \cdots \left( \frac{\partial}{\partial x_j^D} \right)^{r_j^D}. \quad (7.8)$$

$^{12}$ Equation $(7.5)$ guarantees that $\gamma_{j_1, \ldots, j_k} (\Phi; \Phi'_1, \ldots, \Phi'_k)$, which by construction is a $(\mu_k \circ (\mu_{j_1} \otimes \cdots \otimes \mu_{j_k}))$–differential operator, is also a $\mu_n$–differential operator.

$^{13}$ These operators are also called poly-differential operators.
Equation (7.9) follows from Eq. (2.7) in which we replace the coefficients \( U_{\mu_1,\ldots,\mu_n} \) by \( f_{r_1,\ldots,r_n} \in C \) and since \( C_n \) acts on \( C \) via the pull-back over \( \mu_n \) (7.4) we get from (2.7) first

\[
\Phi (F) = \sum_{r_1,\ldots,r_n} \mu_n (\partial_{x_{r_1}} \cdots \partial_{x_{r_n}} F) \cdot f_{r_1,\ldots,r_n} ,
\]

which is exactly (7.9). Note that \( \mu_n \in \mathcal{D}(n) \) is a particular example of Eq. (7.9). Then Eq. (7.5) takes the operadic form:

\[
\mu_n = \gamma_{j_1,\ldots,j_k} (\mu_k; \mu_{j_1},\ldots,\mu_{j_k}) . \tag{7.10}
\]

It follows that the sequence of subspaces \( K.\mu_n \subseteq \mathcal{D}(n) \) form a suboperad in \( \mathcal{D} \) and the composition law (7.10) indicates that this suboperad is exactly the operad \( \mathcal{C}om ((\mathcal{C}om(n) = K.\mu_n) \) that governs the commutative associative algebras (cf. [LV12, Sect. 5.2.10]). In this way we get an operadic inclusion:

\[
\mathcal{C}om \hookrightarrow \mathcal{D} . \tag{7.11}
\]

Further consequence of Eq. (7.9) is that if we take in addition the elements

\[
x_\alpha \in \mathcal{D}(1) \quad \text{(the operator of multiplication by } x_\alpha), \tag{7.12}
\]

\[
\partial_\alpha \in \mathcal{D}(1) \quad \text{(the partial derivative } \frac{\partial}{\partial x_\alpha}) \tag{7.13}
\]

(\( \alpha = 1,\ldots,D \)) we get the relations:

\[
\gamma_1 (x_\alpha; \mu_n) = \gamma_1,\ldots,1 (\mu_n; 1,\ldots,1,x_\alpha,1,\ldots,1) \quad \text{for all positions of } x_\alpha , \tag{7.14}
\]

\[
\gamma_1 (\partial_\alpha; \mu_n) = \sum_{\text{all positions of } \partial_\alpha} \gamma_1,\ldots,1 (\mu_n; 1,\ldots,1,\partial_\alpha,1,\ldots,1) , \tag{7.15}
\]

\[
\gamma_1 (\partial_\alpha; x_\beta) = \gamma_1 (x_\beta; \partial_\alpha) + \delta_\alpha^\beta \tag{7.16}
\]

(\( \alpha, \beta = 1,\ldots,D, \delta_\alpha^\beta \) being the Krönecker delta symbol). One recognizes in the last two lines operadic forms of the Leibniz rule, which we shall further comment in Sect. 8.

### 7.3. The operad \( \mathcal{V} \) of semi-differential product operations.

Let us fix an element

\[
q_{1,2} \in \mathcal{C}_2 (\equiv \mathcal{C}^\otimes 2) . \tag{7.17}
\]

and denote:\(^{14}\)

\[
q_{j,k} \in \mathcal{C}_n \quad \text{the image of } q_{1,2} \text{ under the embedding}
\]

\[
\mathcal{C}^\otimes 2 \hookrightarrow \mathcal{C}^\otimes n \text{ on the } (j,k) \text{ position,}
\]

\[
Q_n := \prod_{1 \leq j < k \leq n} q_{j,k} \in \mathcal{C}_n \quad (n \geq 2, \text{ } Q_1 := 1) , \tag{7.19}
\]

\[
Q_{j_1\ldots j_k} \in \mathcal{C}_n \quad \text{defined by}
\]

\[
(Q_n = Q_{j_1\ldots j_k} \cdot (Q_{j_1} \otimes \cdots \otimes Q_{j_k})) \tag{7.20}
\]

\(^{14}\) Here, \( q_{j,k} = q_{j,k;n} \) depends on \( n \) under the embedding in (7.18). However, in a slight abuse of notation, we shall omit \( n \). In fact, this is exactly the situation if we think of \( \mathcal{C}^\otimes n \) as an increasing system of algebras (since they have increasing sets of generators \( \{ x_j^{(\mu)} \}_{\mu=1,\ldots,D; j=1,\ldots,n} \) according to (7.3)).
for \( n, k, j_1, \ldots, j_k \in \{1, 2, \ldots\}, n = j_1 + \cdots + j_k \). Let us set

\[
O_n := \mathbb{C}_n[1/Q_n] 
\]

\[
\left( \equiv \mathbb{K}[x_1, \ldots, x_n] \left[ \left( \prod_{1 \leq j < k \leq n} q_{j,k} \right)^{-1} \right] \right),
\]

(7.21)

which is an algebra containing \( \mathbb{C}_n \) as a subalgebra and hence, is a \( \mathbb{C}_n \)-module. We assume the symmetry

\[
q_{2,1} = q_{1,2},
\]

(7.22)

which allows us to extend the natural action of the permutation group \( \mathcal{S}_n \) on \( O_n \).

In our applications it will happen that

\[
\mu_2(q_{1,2}) = 0
\]

(7.23)

and hence,

\[
\mu_n(Q_n) = 0.
\]

(7.24)

The latter means that \( q_{1,2} \) and \( Q_n \) vanish on the diagonals (i.e., vanish if some pair of their arguments coincide). However,\(^{15}\)

\[
Q_{k; j_1,\ldots,j_k} := (\mu_{j_1} \otimes \cdots \otimes \mu_{j_k})(Q_{j_1,\ldots,j_k}) \neq 0,
\]

(7.25)

\[
Q_{k; j_1,\ldots,j_k} \in \mathbb{C} \otimes \cdots \otimes \mathbb{C},
\]

since \( Q_{j_1,\ldots,j_k} = \prod_{i' < i''} q_{i',i''} \) where the product \( \prod_{i' < i''} q_{i',i''} \) stands for the product over all ordered pairs \( i' < i'' \) such that \( i' \) and \( i'' \) do not belong to one and the same set in the partition:

\[
\{1, \ldots, j_1\}, \{j_1 + 1, \ldots, j_1 + j_2\}, \ldots, \{j_1 + \cdots + j_k - 1 + 1, \ldots, n\}.
\]

(7.26)

It will be important that

\[
\mathbb{C}_k[1/Q_k; j_1,\ldots,j_k] = \mathbb{C}_k[1/Q_k]
\]

(7.27)

as \( Q_{k; j_1,\ldots,j_k} \) (7.25) is equal to a similar product to (7.20) for \( Q_k \) but with larger powers of the \( q \)'s.

Now we introduce the symmetric operad of semi-differential product operations, which we denote by \( \mathfrak{V} = (\mathfrak{V}(n))_{n=1}^{\infty} \). We set:

\[
\mathfrak{V}(n) := \widetilde{D}_{\mu_n}(O_n, \mathcal{C}),
\]

(7.28)

where the permutation group \( \mathcal{S}_n \) acts again via its action on \( \text{Hom}_{\mathbb{K}}(O_n, \mathcal{C}) \) that is induced by the natural action of \( \mathcal{S}_n \) on \( O_n \) (i.e., permutation of the arguments of the functions \( \in O_n \)). The operadic compositions are

\[
\gamma_{j_1,\ldots,j_k} : \mathfrak{V}(k) \otimes \mathfrak{V}(j_1) \otimes \cdots \otimes \mathfrak{V}(j_k) \to \mathfrak{V}(n),
\]

\[
\Gamma \otimes \Gamma'_1 \otimes \cdots \otimes \Gamma'_k \mapsto \gamma_{j_1,\ldots,j_k}(\Gamma; \Gamma'_1, \ldots, \Gamma'_k)
\]

\[
:= \Gamma \circ (\Gamma'_1 \otimes \cdots \otimes \Gamma'_k)^{ext},
\]

(7.29)

\(^{15}\) Similarly to \( \mu_n \) in Eq. (7.4), \( \mu_{j_1} \otimes \cdots \otimes \mu_{j_k} \) acts as the evaluation at the partial diagonal \( x_1 = \cdots = x_{j_1}, x_{j_1+1} = \cdots = x_{j_1+j_2}, \ldots \).
for \( n, k, j_1, \ldots, j_k \in \{1, 2, \ldots\} \), \( n = j_1 + \cdots + j_k \); here: (1) \( \Gamma'_1 \otimes \cdots \otimes \Gamma'_k \) is a semi-differential operator due to Corollary 5.8 (b); (2) the extension \((\Gamma'_1 \otimes \cdots \otimes \Gamma'_k)^{\text{ext}}\) is according to Corollary 5.8 (c):

\[
\Gamma'_1 \otimes \cdots \otimes \Gamma'_k : \mathcal{O}_{j_1} \otimes \cdots \otimes \mathcal{O}_{j_k} \to C \otimes \cdots \otimes C,
\]

(cf. Eqs. (7.25) and (7.27)); finally, recall that the composition of semi-differential operators is again a semi-differential operator as we established in Corollary 5.8 (a).

As \( \mathfrak{V}(1) = \mathfrak{D}(1) \equiv \mathbb{D}_C(C, C) \) we have the same operadic unit \( 1_C \in \mathbb{D}_C(C, C) \). This completes the construction of the operad \( \mathfrak{V} \).

The proof that this is indeed a (symmetric) operad is straightforward and we present it only schematically. The permutation equivariance is manifest in the construction.

Before continuing with the operadic associativity laws we make an important observation.

**Theorem 7.1.** When we restrict the semi-differential operators \( \mathcal{O}_n \to C \) from \( \mathcal{O}_n \) to its \( C_n \)-submodule \( C_n \) we get differential operators \( C_n \to C \) (cf. Proposition 5.3). In this way we obtain a linear surjection

\[
\mathfrak{V}(n) \longrightarrow \mathfrak{D}(n)
\]

\[
\psi \Gamma \quad \text{via} \quad \Gamma \bigg|_{C_n},
\]

which makes \( \mathfrak{D} \) a supoperad of \( \mathfrak{V} \).

Indeed, when we restrict the composition (7.29) on \( C_n \) the extensions \((\cdots)^{\text{ext}}\) will be removed and we end up with the composition law (7.7).

Now, the operadic associativity laws state:

\[
\left( \Gamma \circ \left( \bigotimes_{i'} \Gamma'_{i'} \right)^{\text{ext}} \right) \circ \left( \bigotimes_{i', i''} \Gamma''_{i', i''} \right)^{\text{ext}} = \Gamma \circ \left( \bigotimes_{i'} \left( \Gamma'_{i'} \circ \left( \bigotimes_{i''} \Gamma''_{i', i''} \right)^{\text{ext}} \right)^{\text{ext}} \right),
\]

where \( i' \) runs over \( \{1, \ldots, k\} \), \( i'' \) runs over \( \{1, \ldots, j_{i'}\} \) (the range depending on \( i' \)). We use the following integral partitions:

\[
n = j_1 + \cdots + j_k, \quad N = J_1 + \cdots + J_k, \quad J_{i'} = \ell_{i', 1} + \cdots + \ell_{i', j_{i'}},
\]

so that both sides of Eq. (7.33) belong to \( \mathfrak{V}(N) \), \( \Gamma \in \mathfrak{V}(k) \), \( \Gamma'_{i'} \in \mathfrak{V}(j_{i'}) \) and \( \Gamma''_{i', i''} \in \mathfrak{V}(\ell_{i', i''}) \). One proves Eq. (7.33) by showing that both sides are equal to:

\[
\Gamma \circ \left( \bigotimes_{i'} \Gamma'_{i'} \right)^{\text{ext}} \circ \left( \bigotimes_{i', i''} \Gamma''_{i', i''} \right)^{\text{ext}}
\]
(that is obvious for the left hand side of (7.33)). To this end one notes first that if we remove all the extensions then we obtain the identity:

\[
\left( \Gamma \circ \left( \bigotimes_{i'} \Gamma'_{i'} \right) \circ \left( \bigotimes_{i', i''} \Gamma''_{i', i''} \right) \right) = \Gamma \circ \left( \left( \bigotimes_{i'} \Gamma'_{i'} \right) \circ \left( \bigotimes_{i', i''} \Gamma''_{i', i''} \right) \right)
\]

\[
= \Gamma \circ \left( \bigotimes_{i'} \Gamma'_{i'} \right) \circ \left( \bigotimes_{i', i''} \Gamma''_{i', i''} \right), \tag{7.36}
\]

and this is what happens when we restrict Eqs. (7.33) and (7.35) on

\[
\bigotimes_{i', i''} \mathcal{O}_{\epsilon_{i', i''}} \subseteq \mathcal{O}_N \tag{7.37}
\]

(i.e., we consider them just as identities of \(\mathbb{K}\)-linear maps). It remains to pass to the full domain for Eq. (7.33), which is the right hand side \(\mathcal{O}_N\) in (7.37). But \(\mathcal{O}_N\) is obtained by localization with \(\mathcal{Q}\). Corollary 5.8 (c) guarantees that the equality (7.33) is extended on \(\mathcal{O}_N\). In addition, one should take into account the identity

\[
\mathcal{Q}_{\ell_1, \ldots, \ell_1, t_1, \ldots, \ell_k, t_k} = \mathcal{Q}_{t_1 \mid \ldots \mid t_k} \cdot \left( \mathcal{Q}_{\ell_1, 1 \mid \ldots \mid \ell_1, t_1} \otimes \cdots \otimes \mathcal{Q}_{\ell_k, 1 \mid \ldots \mid \ell_k, t_k} \right),
\]

as in the right hand side of (7.33) we have successive localizations.

8. Associative Algebras with Derivations, \(\mathcal{D}\)-Modules and \(\mathcal{D}\)-Algebras

According to the operad theory (cf. [LV12, Sect. 5.2.12]) an algebra \(V\) over a symmetric operad \(\mathcal{P} = (\mathcal{P}(n))_{n \geq 1}^\infty\) is a vector space \(V\) together with an operadic morphism

\[
\mathcal{P} \rightarrow \text{End}_V : \mathcal{P}(n) \rightarrow \text{End}_V(n) \quad (n = 1, 2, \ldots). \tag{8.1}
\]

Recall that the \(n\)-th operadic space of the endomorphism operad \(\text{End}_V\) is \(\text{End}_V(n) = \text{Hom}_\mathbb{K}(V^\otimes n, V)\), i.e., the space of all possible \(n\)-linear operations on \(V\) and so, the map (8.1) assigns to every abstract \(n\)-ary operation \(\in \mathcal{P}(n)\) an actual \(n\)-linear operation on \(V\). The class of algebras over the operad \(\mathcal{P}\) form a category and in this way, one can think of an operad as presenting a type (i.e., a category) of algebras (as we mentioned in Sect. 1.2).

Our main interest in this paper is on what kind of algebras are the algebras over the operad \(\mathcal{P}\) constructed in Sect. 7.3. However, the operadic morphism constructed in Theorem 7.1 makes every algebra over the operad \(\mathcal{D}\) (of Sect. 7.2) also an algebra over \(\mathcal{P}\). Indeed, composing the sequence of operadic morphisms \(\mathcal{P} \rightarrow \mathcal{D} \rightarrow \text{End}_V\) we obtain a \(\mathcal{D}\)-algebra \(\mathcal{P} \rightarrow \text{End}_V\). So, we first look at the algebras over \(\mathcal{D}\) and then, the algebras over \(\mathcal{P}\) can be thought of as a sort of “extension” of the class of \(\mathcal{D}\)-algebras (e.g., by a “deformation” of the latter algebras).

As we shall explain now the algebras over the operad \(\mathcal{D}\) are the so called \(\mathcal{D}\)-module commutative associative algebras. To begin with, notice that for every operad \(\mathcal{P}\) the first operadic space \(\mathcal{P}(1)\) is an associative algebra (in general, noncommutative) and for every \(\mathcal{P}\)-algebra \(V\), the linear space \(V\) becomes a module of this algebra. For the operad \(\mathcal{D}\), the associative algebra

\[
\mathcal{D}(1) = D_{\mathbb{K}[x]}(\mathbb{K}[x], \mathbb{K}[x])
\]
is the so called also the Weyl algebra. Modules of Weyl algebra are called in mathematics also D–modules. In particular, on a D–module we have an action of the commutative (associative) algebra of polynomials $\mathbb{K}[x] (= \mathbb{K}[x^1, \ldots , x^D])$ and also, we have mutually commuting endomorphisms $\partial_1, \ldots, \partial_D$ of $V$ satisfying the Leibniz rule

$$\partial_\alpha (x^\beta \cdot \phi) = \partial_\alpha (x^\beta) \cdot \phi + x^\beta \cdot \partial_\alpha (\phi) \quad \text{and} \quad \partial_\alpha (x^\beta) = \delta_\beta^\alpha 1$$

(\delta_\beta^\alpha being the Kronecker delta symbol) for every $\phi \in V$. The relations (8.2) completely determine a D–module. However, an algebra $V$ over the operad $D$ is more than a D–module. As we mentioned at the end of Sect. 7.2 the operad $D$ contains as a suboperad the operad $\Com$ of commutative associative algebras. It follows that under the inclusion (7.11) every $D$–algebra $V$ becomes a commutative associative algebra. According to operadic relations (7.14)–(7.16) between the operadic elements (7.12), (7.13) we get that

$$\partial_\alpha (\phi \psi) = \partial_\alpha (\phi) \psi + \phi \partial_\alpha (\psi),$$

$$x^\alpha \cdot (\phi \psi) = (x^\alpha \cdot \phi) \psi = \phi (x^\alpha \cdot \psi)$$

($\alpha = 1, \ldots , D, \phi, \psi \in V$). By definition, a D–module $V$, which is also a commutative associative algebra that satisfy the relations (8.3) is called D–module commutative associative algebra (over the Weyl algebra $D_{[x]} (\mathbb{K}[x], \mathbb{K}[x])$). Thus, let us summarize

**Corollary 8.1.** The category of all algebras over the operad $\mathcal{D}$ can be naturally identified with the category of the D–module commutative associative algebras over the Weyl algebra $D_{[x]} (\mathbb{K}[x], \mathbb{K}[x])$.

Dropping the generators $x^\alpha \in \mathcal{D}(1)$ (Eq. (7.12)) and keeping only $\partial_\alpha \in \mathcal{D}(1)$ and $\mu_n \in \mathcal{D}(n)$, subject to the relations of Eqs. (7.10) and (7.15) we get another suboperad of $\mathcal{D}$ that contains $\Com$. This is the operad $\Com \mathcal{D} \mathcal{r}$ of commutative associative algebras with derivations. The latter type of algebras contain only actions of mutually commuting endomorphisms $\partial_1, \ldots, \partial_D$ that satisfy the Leibniz rule (8.3). The obtained operad was described by Loday in [L10] as a nonsymmetric operad under the name $\mathcal{AsDer}$. The latter operad is later generalized in [L10] by extending it to more general operads that include also “integration” operation. However, in the present paper we shall be interested mainly in another extension of the operad of associative algebras with derivations: the operad $\mathcal{D}$ of semi-differential product operations. In the next section we shall identify the suboperad $\Com \mathcal{D} \mathcal{r}$ of $\mathcal{D}$ with the suboperad of translation invariant differential–product operations.

9. Separation of Translations. Translation Invariance

We shall introduce now two subspaces

$$C_n^{\text{li.}} \subset C_n (= \mathbb{K}[x_1, \ldots , x_n]), \quad O_n^{\text{li.}} \subset O_n (= C_n[1/Q_n])$$

(recall Eqs. (7.3) and (7.21)) such that $C_n^{\text{li.}}$ is a unital subalgebra of $C_n$ and $O_n^{\text{li.}}$ is an $(C_n^{\text{li.}})$–submodule of $O_n$. This will be the spaces of translation invariant (“t.i.”) elements.
To this end let us set for a given $n = 2, 3, \ldots$

\[ x_{j,n} := x_j - x_n \quad (j = 1, \ldots, n - 1), \quad C_n^{t.i.} := \mathbb{K}[x_{1,n}, \ldots, x_{n-1,n}] \cong C_{n-1} \]

(9.2)

(i.e., $x_{j,n} := (x_{j,n}^\alpha)_{\alpha=1}^D, x_{j,n}^\alpha := x_j^\alpha - x_n^\alpha$). Assuming further that

\[ q_{1,2} \in C_2^{t.i.}, \quad i.e., \quad q_{1,2}(x_1, x_2) = \hat{q}(x_1 - x_2), \]

where $\hat{q} \in \mathcal{C}$, we have that

\[ Q_n = \left( \prod_{j=1}^{n-1} \hat{q}(x_{j,n}) \right) \left( \prod_{1 \leq k < \ell \leq n-1} \hat{q}(x_{k,n} - x_{\ell,n}) \right) \in C_n^{t.i.} \]

and so we can set also

\[ O_n^{t.i.} := C_n^{t.i.}[1/Q_n]. \]

(9.4)

Note that $C_n^{t.i.}$ and $O_n^{t.i.}$ consists of all translation invariant elements of $C_n$ and $O_n$, respectively, i.e.,

\[ C_n^{t.i.} = \{ F \in C_n \mid (\partial_{x_1^\alpha} + \cdots + \partial_{x_n^\alpha}) F = 0 \ (\alpha = 1, \ldots, D) \}, \]

\[ O_n^{t.i.} = \{ G \in O_n \mid (\partial_{x_1^\alpha} + \cdots + \partial_{x_n^\alpha}) G = 0 \ (\alpha = 1, \ldots, D) \} \]

(9.5)

\[ (\partial_{x_j^\alpha} = \frac{\partial}{\partial x_j^\alpha}). \]

It follows that $C_n^{t.i.}$ and $O_n^{t.i.}$ stay invariant under the actions of the permutation group $S_n$ on $C_n$ and $O_n$, respectively. Furthermore, as the operadic compositions (7.7) and (7.29) are translation equivariant we get

**Theorem 9.1.** The vector spaces

\[ \mathcal{D}^{t.i.}(n) = \{ \Phi \in \mathcal{D}(n) \mid \Phi((\partial_{x_1^\alpha} + \cdots + \partial_{x_n^\alpha}) F) = \partial_{x^\alpha} \Phi(F) \ (\forall \alpha) \}, \]

\[ \mathfrak{W}^{t.i.}(n) = \{ \Gamma \in \mathfrak{W}(n) \mid \Gamma((\partial_{x_1^\alpha} + \cdots + \partial_{x_n^\alpha}) G) = \partial_{x^\alpha} \Gamma(G) \ (\alpha = 1, \ldots, D) \} \]

(9.6)

form suboperads $\mathcal{D}^{t.i.}$ and $\mathfrak{W}^{t.i.}$ in $\mathcal{D}$ and $\mathfrak{W}$, respectively. The operadic epimorphism (7.32) restricts to:

\[ \mathfrak{W}^{t.i.} \longrightarrow \mathcal{D}^{t.i.} \]

(again an operadic epimorphism).

**Proposition 9.2.** The suboperad $\mathcal{D}^{t.i.}$ of $\mathcal{D}$ is generated, under the operadic compositions, by the elements $\partial_1, \ldots, \partial_D \in \mathcal{D}(1)$ (Eq. 7.13) and $\mu_n \in \mathcal{D}(n)$ for $n = 2, 3, \ldots$

Proof. According to Eqs. (9.1) and (7.9), one has that $\Phi \in \mathcal{D}^{t.i.}(n)$ iff the coefficients $f_{r_1, \ldots, r_n}$ in Eq. (7.9) are constant functions for all multi-indices $r_1, \ldots, r_n$. Then the proposition follows by the operadic composition law (7.7) since

\[ \left. \partial_{r_1}^{r_1} \cdots \partial_{r_n}^{r_n} \right|_{x_1 = \ldots = x_n = x} = \gamma_1(\mu_n; \partial_{r_1}^{r_1}, \ldots, \partial_{r_n}^{r_n}) \]

and $\partial_{r_j}^{r_j} = \gamma_1(\partial_{r_1}^{r_1}; \gamma_1(\partial_{r_2}^{r_2}, \ldots))$. \(\Box\)
In order to describe explicitly the structure of the spaces $\mathcal{D}^{\text{Li}}(n)$ and $\mathfrak{N}^{\text{Li}}(n)$ let us introduce for every $n = 2, 3, \ldots$:

$$C_n = \mathbb{K}[x_1, \ldots, x_n] = \mathbb{K}[x_{1,n}, \ldots, x_{n-1,n}, x_n] \cong C_n^{\text{Li}} \otimes C. \quad (9.8)$$

Then, the multiplication homomorphism $\mu_n$,

$$\begin{align*}
C_n^{\text{Li}} \otimes C & \cong C_n \xrightarrow{\mu_n} C \cong \mathbb{K} \otimes C \\
\varepsilon \otimes \text{id} & \quad \text{factorizes}
\end{align*}
$$

(9.9)

where $\varepsilon$ is the character

$$\varepsilon : C_n^{\text{Li}} \rightarrow \mathbb{K} : F \mapsto F |_{x_{1,n} = \cdots = x_{n-1,n} = 0} \quad (9.10)$$

(\(\varepsilon\) is also an augmentation of $C_n^{\text{Li}}$ in the sense of Definition 3.1(c)). We shall consider the isomorphism $C_n \cong C_n^{\text{Li}} \otimes C$ of Eq. (9.8) together with the induced isomorphism

$$\mathcal{O}_n \cong \mathcal{O}_n^{\text{Li}} \otimes C \quad (9.11)$$

as identifications (with a slight abuse in the notations).

**Theorem 9.3.** Under the above identification (9.11) we have that the natural linear isomorphisms of the type:

$$\text{Hom}_{\mathbb{K}}(U \otimes V, W) \cong \text{Hom}_{\mathbb{K}}(U, \text{Hom}_{\mathbb{K}}(V, W)) \quad (9.12)$$

for arbitrary vector spaces $U, V, W$, restrict to isomorphisms:

$$\begin{align*}
\mathcal{D}(n) \ (= D_{\mu_n}(C_n, C)) & \cong D_{\varepsilon}(C_n^{\text{Li}}, D_C(C, C)) \quad (9.13) \\
\mathfrak{N}(n) \ (= D_{\mu_n}(\mathcal{O}_n, C)) & \cong \tilde{D}_{\varepsilon}(\mathcal{O}_n^{\text{Li}}, D_C(C, C)). \quad (9.14)
\end{align*}$$

In order to prove the above isomorphisms we start first with establishing Eq. (9.13). If we take the representation (7.9) of an element $\Phi \in \mathcal{D}(n)$ and make the change of variables $(x_1, \ldots, x_n) \rightarrow (x_{1,n}, \ldots, x_{n-1,n}, x_n)$ then $\Phi$ can be viewed as a $\varepsilon$–differential operator with coefficients in $D_C(C, C)$. This is exactly what is stated in (9.13). Under the above arguments we get also an isomorphism

$$\mathcal{D}(n) \ (= D_{\mu_n}(C_n, C)) \cong D_{\varepsilon}(C_n^{\text{Li}}, \mathbb{K}) \otimes D_C(C, C). \quad (9.15)$$

Next, let us write the map of Eq. (9.14) in an explicit form (according to the general correspondence in (9.12)):

$$\begin{align*}
\mathfrak{N}(n) & \rightarrow \tilde{D}_\varepsilon(\mathcal{O}_n^{\text{Li}}, D_C(C, C)) \\
\gamma & \mapsto \tilde{\gamma}(\mathcal{O}_n^{\text{Li}} \ni G \mapsto \tilde{\gamma}(G \otimes F) |_{1 \otimes C} \in D_C(C, C)) \quad (9.16)
\end{align*}$$

(note that $\tilde{\gamma}(G)(F') = \gamma(G \otimes F') = \gamma(G \otimes 1| (1 \otimes F')$ since by Eq. (5.1), $\Gamma|_{G \otimes 1}(F \otimes F') = \gamma((F \cdot G) \otimes F')$, for $F \in C_n^{\text{Li}}, G \in \mathcal{O}_n^{\text{Li}}$ and $F' \in C$). In order to prove that the above
Corollary 9.5. The assignment \( \tilde{T} : G \mapsto (\Gamma[G \otimes 1]|_{1 \otimes 0}) \) is indeed an element of \( \tilde{\mathcal{D}}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathcal{D}_C(C,C)) \) we need to prove that for every \( G \in \mathcal{O}_{n}^{t.i} \) we have
\[
\tilde{T}[G] \in \mathcal{D}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathcal{D}_C(C,C)), \text{ where }
\tilde{T}[G] : F \mapsto \left(\tilde{T}(FG) : F' \mapsto \Gamma[G \otimes 1](F \otimes F')\right)
\]
\( (F \in \mathcal{C}_n^{t.i}, F' \in \mathcal{C}) \). But \( \Gamma[G \otimes 1] \in \mathcal{D}_\varepsilon \otimes \text{id}(\mathcal{C}_n^{t.i} \otimes \mathcal{C}, \mathcal{C}) \equiv \mathcal{D}_\mu_n(\mathcal{C}_n, \mathcal{C}) \) and under the isomorphism (9.13) we have \( \tilde{T}[G] = (\tilde{\Gamma}[G \otimes 1])^{\sim} \). The latter equality guarantees also that if conversely one has an element \( \tilde{T} \in \mathcal{D}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathcal{D}_C(C,C)) \) then it corresponds to \( \Gamma \in \mathcal{V}(n) (= \mathcal{D}_\mu_n(\mathcal{O}_n,C)) \).

This completes the proof of Theorem 9.3. \( \square \)

Theorem 9.4. The isomorphism (9.14) restricts to a natural isomorphism:
\[
\mathfrak{V}^{t.i.}(n) \cong \tilde{\mathcal{D}}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathbb{K}[T])
\]
\[
(= \tilde{\mathcal{D}}_\varepsilon (\mathbb{K}[x_{1,n}, \ldots, x_{n-1},n][1/\mathcal{Q}_n], \mathbb{K}[T])), \quad (9.17)
\]

where \( \mathbb{K}[T] = \mathbb{K}[T_1, \ldots, T_D] \) is a polynomial algebra over the set of new formal variables \( T = (T_1, \ldots, T_n) \).

Proof. We note first that if \( \Gamma \in \mathfrak{V}^{t.i.}(n) \) it is mapped via (9.16) to a map \( \tilde{T} \) that assigns to every \( G \in \mathcal{O}_{n}^{t.i} \) a differential operator \( \tilde{T}(G) \in \mathcal{D}_C(C,C) \), which commutes with every partial derivative \( \partial_{x^a} \) on \( C \). Hence, \( \tilde{T}(G) \) is a polynomial in \( \partial_{x^1} =: T_1, \ldots, \partial_{x^D} =: T_D \) with constant coefficients (i.e., \( \in \mathbb{K} \)). \( \square \)

Corollary 9.5. (a) The isomorphisms (9.17) and (9.14) can be transformed to the following form:\(^6\)
\[
\mathfrak{V}^{t.i.}(n) \cong \left(\tilde{\mathcal{D}}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathbb{K})[[T]]\right)^{\text{loc. fin.}}
\]
\[
:= \left\{ \sum_{r \geq 0} T^r \otimes \Gamma_r \left| \Gamma_r \in \tilde{\mathcal{D}}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathbb{K}), \forall G \in \mathcal{O}_{n}^{t.i} : \Gamma_r(G) = 0 \text{ if } r \gg 0 \right\}, \quad (9.18)
\]
\[
\mathfrak{V}(n) \cong \left(\tilde{\mathcal{D}}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathbb{K}[x])[[T]]\right)^{\text{loc. fin.}}
\]
\[
:= \left\{ \sum_{r \geq 0} T^r \otimes \Gamma_r \left| \Gamma_r \in \tilde{\mathcal{D}}_\varepsilon (\mathcal{O}_{n}^{t.i},\mathbb{K}[x]), \forall G \in \mathcal{O}_{n}^{t.i} : \Gamma_r(G) = 0 \text{ if } r \gg 0 \right\}
\]

(9.19)

(with the multiindex notations: \( r := (r_1, \ldots, r_D) \in \{0,1,\ldots\}^D, r! := r_1! \cdots r_D!, T^r := T_1^{r_1} \cdots T_D^{r_D} \)).

(b) Under the isomorphism (9.17) the permutation group \( \mathcal{S}_n \) acts on \( \mathfrak{V}^{t.i.}(n) \) in the following way. Let \( G \in \mathcal{O}_{n}^{t.i} \) and \( G = G(x_{1,n}, \ldots, x_{n-1},n) \) (cf. Eq. (9.2)) and let \( \Gamma \in \mathfrak{V}^{t.i.}(n) \). Then the action of a permutation \( \sigma \in \mathcal{S}_n \) that permutes only the indices

\(^6\) “loc. fin.” stands for “locally finite”, i.e., the infinite sum \( \sum_{r \geq 0} T^r \otimes \Gamma_r \) becomes finite when is applied to some \( G \in \mathcal{O}_{n}^{t.i} \).
\{1, \ldots, n - 1\} is induced by its action on \(G\) via permuting \(x_{1,n}, \ldots, x_{n-1,n}\). For the transposition \(\tau_j \in S_n\) that exchanges \(j\) and \(n\) one has
\[
\Gamma^{\tau_j}(G)(x_{1,n}, \ldots, x_{n-1,n}) = \sum_{r \geq 0} \frac{1}{r!} \Gamma^r \cdot \Gamma(x_j, x_{n} - x_j, x_{\ell,n} - x_{j,n} (\ell \neq j))
\]
\[
G' := G \bigg|_{x_{j,n} \mapsto -x_{j,n}, x_{\ell,n} \mapsto x_{\ell,n} - x_{j,n} (\ell \neq j)}
\]

10. Vertex Algebras and \(\mathfrak{V}\)-Algebras

We shall follow the definition of a vertex algebra as given in [N05] and [BN06]. For the sake of completeness we include this definition in Sect. 10.2 and in dimension \(D = 1\) it is equivalent to the usual definition of chiral vertex algebras (see, e.g., [K98]; a brief comparison between the definitions of vertex algebras in one and higher dimensions is given in [BN08, Sect. 1]). However, we stress that our results are valid for any space–time dimension \(D\). Further basic facts from the theory of vertex algebras in any dimensions are also reviewed briefly in Sect. 10.2. One of our main results that vertex algebras gives rise to algebras over the operad \(\mathcal{O}^{\mathfrak{V}}\) is given in Sect. 10.3.

Before going to these details we shall fix some notations.

10.1. Preliminaries. We follow the notations and conventions of Sect. 7 and 9. In particular, as in Sect. 7.1 let \(C = \mathbb{K}[x]\). In the theory of vertex algebras we choose the polynomial \(q_{1,2} \in C_2 (7.17)\) to be translation invariant in the form (9.3) for a nondegenerate quadric \(\hat{q} \in C\), say,
\[
\hat{q}(z) = (z^1)^2 + \cdots + (z^D)^2 =: z^2, \quad q_{1,2} = \hat{q}(x_1 - x_2).
\]
Thus,
\[
O_n = \mathbb{K}[x_1, \ldots, x_n] \left[ \prod_{1 \leq j < k \leq n} (x_j - x_k)^2 \right]^{-1}
\]
\[
((x_j - x_k)^2) := (x_j^1 - x_k^1)^2 + \cdots + (x_j^D - x_k^D)^2 =: q_{j,k})
\]
For a vector space \(V\) over \(\mathbb{K}\) one has the identifications, \(^{17}\)
\[
C_n \otimes V = \mathbb{K}[x_1, \ldots, x_n] \otimes V = V[x_1, \ldots, x_n],
\]
\[
O_n \otimes V = C_n[1/Q_n] \otimes V = \mathbb{K}[x_1, \ldots, x_n] \left[ \prod_{1 \leq j < k \leq n} q_{j,k} \right]^{-1} \otimes V
\]
\[
= V[x_1, \ldots, x_n] \left[ \prod_{1 \leq j < k \leq n} q_{j,k} \right]^{-1}.
\]
Here, \(V[x_1, \ldots, x_n]\) has also meaning of the vector space of all polynomials in the formal variables of the list \(x_1, \ldots, x_n\) (cf. Eq. (7.3)) with coefficients in \(V\) (as in Example 4.1).

\(^{17}\) As in Example 4.1 we write \(V\) on the right hand side of the tensor product as it is the vector space that generates a free module over a commutative associative algebra acting on the left.
Similarly, $V[[x_1 \ldots x_n]]$ stands for the space of all formal power series in $x_1, \ldots, x_n$ with coefficients in $V$. As in Example 4.1 $V[[x_1 \ldots x_n]]$ is a formal completion of $V[x_1, \ldots, x_n]$.

**Theorem 10.1.** Every semi-differential operator $N$ with coefficients in $V$ is a vector space $V$.

Then, since $\Gamma$ our considerations only to purely bosonic (i.e., even) vertex algebras but this is not an important restriction. According to [N05, Definition 2.1] and [BN06, Definition 4.1] it is a vector space $V$ equipped with a map

$$V \otimes V \to V[[z]][1/\hat{q}] \ (= V[[z]][1/z^2]) \quad (a \otimes b \mapsto Y(a, z)b)$$

($\hat{q} = z^2$). Additionally, there is a set of mutually commuting linear endomorphisms $T_{\alpha} : V \to V (\alpha = 1, \ldots, D)$ and a given vector $\mathbf{1} \in V$. These are the data that define a vertex algebra and the axioms for vertex algebras are the following:
(locality) For every \( a, b, c \in V \), there is a positive integer \( N = N_{a,b} \) such that:
\[
(z - w)^2)^N Y(a, z)Y(b, w)c = ((z - w)^2)^N Y(b, w)Y(b, z)c.
\]

(translation invariance) For every \( a, b \in V \):
\[
T_\alpha Y(a, z)b - Y(a, z)T_\alpha b = \partial_\alpha Y(a, z)b.
\]

(vacuum) \( T_\alpha \hat{1} = 0 \) and for every \( a \in V \):
\[
Y(\hat{1}, z)a = a, \quad Y(\hat{1}, z)\hat{1} \in V[[z]] \quad \text{and} \quad Y(a, z)\hat{1} |_{z=0} = a.
\]

According to the theory of vertex algebras (cf. [BN06, Theorem 5.1]), for every \( a_1, \ldots, a_n \in V \) (\( n = 2, 3, \ldots \)) there is an element
\[
\mathcal{Y}_{a_1, \ldots, a_n}(x_{1,n}, \ldots, x_{n-1,n}) \in V[[x_{1,n}, \ldots, x_{n-1,n}]]/[Q_n], \quad (10.7)
\]
where we have embedded
\[
V[[x_{1,n}, \ldots, x_{n-1,n}]]/[Q_n] \hookrightarrow V[[x_1, \ldots, x_n]]/[Q_n] \quad (10.8)
\]
according to Eq. (9.2) (remember, \( Q_n \) depends on \( x_{1,n}, \ldots, x_{n-1,n} \) trough the variables \( x_1, \ldots, x_n \)). For \( n = 2 \),
\[
\mathcal{Y}_{a,b}(z) \equiv Y(a, z)b \quad (10.9)
\]
and for \( n > 2, \mathcal{Y}_{a_1, \ldots, a_n}(x_{1,n}, \ldots, x_{n-1,n}) \) is related to \( Y(a_j, x_{j,n})a_{j+1} \) via successive expansions in \( x_{1,n}, \ldots, x_{n-1,n} \). Further properties are: (1) the permutation equivariance:
\[
\mathcal{Y}_{a_1, \ldots, a_n}(x_{1,n}, \ldots, x_{n-1,n}) = \mathcal{Y}_{a_{\sigma(1)}, \ldots, a_{\sigma(n)}}(z_1', \ldots, z_{n-1}'), \quad z_j' := x_{\sigma(j)} - x_{\sigma(j+1)} \quad (10.10)
\]
for every permutation \( \sigma \in \mathcal{S}_n \); (2) the translation invariance:
\[
\mathcal{Y}_{a_1, \ldots, T_\alpha(a_j), \ldots, a_n}(x_{1,n}, \ldots, x_{n-1,n}) = \partial_\alpha \mathcal{Y}_{a_1, \ldots, a_n}(x_{1,n}, \ldots, x_{n-1,n}), \quad (10.11)
\]
\[
T_\alpha \mathcal{Y}_{a_1, \ldots, a_n}(x_{1,n}, \ldots, x_{n-1,n}) = \sum_{k=1}^{n} \mathcal{Y}_{a_1, \ldots, T_\alpha(a_k), \ldots, a_n}(x_{1,n}, \ldots, x_{n-1,n}), \quad (10.12)
\]
where \( j = 1, \ldots, n-1, \alpha = 1, \ldots, D \) and \( T_\alpha \) in the left hand side acts on the coefficients (\( \in V \)) of the series belonging to the spaces \( V[[x_{1,n}, \ldots, x_{n-1,n}]] \) and their localizations; (3) the vacuum property:
\[
\mathcal{Y}_{a_1, \ldots, a_{n-1}, \hat{1}}(x_{1,n}, \ldots, x_{n-1,n})
= \sum_{k=0}^{\infty} \frac{1}{k!} \left( \sum_{\alpha=1}^{D} x_{\alpha n-1,n}^\alpha T_\alpha \right)^k \mathcal{Y}_{a_1, \ldots, a_{n-1}}(x_{1,n} - x_{n-1,n}, \ldots, x_{n-2,n} - x_{n-1,n})
=: e^{x_{n-1,n} \cdot T} \mathcal{Y}_{a_1, \ldots, a_{n-1}}(x_{1,n} - x_{n-1,n}, \ldots, x_{n-2,n} - x_{n-1,n}) \quad (10.13)
\].
and in particular,

\[ \mathcal{V}_{a_1,\ldots,a_{n-1},\widehat{1}} \in V[[x_1,n,\ldots,x_{n-1,n}]]/[Q_{n-1}] \]

\[ \subseteq V[[x_1,n,\ldots,x_{n-1,n}]]/[Q_{n}] , \quad (10.14) \]

\[ \mathcal{V}_{a_1,\ldots,a_{n-1}} (x_1,n,\ldots,x_{n-2,n}) = \mathcal{V}_{a_1,\ldots,a_{n-1},\widehat{1}} (x_1,n,\ldots,x_{n-2,n},x_{n-1,n}) \bigg|_{x_{n-1,n} = 0} = 0 \]

\[ \quad (10.15) \]

(note that Eq. (10.14) allows us to specialize \( x_{n-1,n} = 0 \) in (10.15)).

Since for the \( n \)-point vector functions \( \mathcal{V}_{a_1,\ldots,a_{n}} \) we needed \( n-1 \) differences obtained by the change (9.2) of formal variables \( (x_1,\ldots,x_n) \mapsto (x_1,n,\ldots,x_{n-1,n},x_n) \), then for \( n+1 \) one points, when we consider \( \mathcal{V}_{a_1,\ldots,a_{n+1}} \), one needs \( n \) differences,

\[ x_{j,n+1} = x_j - x_{n+1} \quad \text{for} \quad j = 1,\ldots,n . \]

(10.16)

Setting \( a_{n+1} = \widehat{1} \), since the \( \mathcal{V}_{a_1,\ldots,a_{n},\widehat{1}} \) depends only on \( n \) formal vector variables we shall denote with a slight abuse in the notations these variables with \( x_1,\ldots,x_n \) instead of \( x_{1,n+1},\ldots,x_{n,n+1} \). In this way, Eq. (10.13) for \( n+1 \) reads

\[ \mathcal{V}_{a_1,\ldots,a_{n},\widehat{1}} (x_1,\ldots,x_n) = e^{x_n T} \mathcal{V}_{a_1,\ldots,a_n} (x_1,n,\ldots,x_{n-1,n}) , \quad (10.17) \]

\[ \mathcal{V}_{a_1,\ldots,a_{n},\widehat{1}} (x_1,\ldots,x_n) \in V[[x_1,\ldots,x_n]]/[Q_{n}] \quad (10.18) \]

with the usual relation \( x_{j,n} = x_j - x_n \quad (j = 1,\ldots,n-1) \). Now, the permutation equivariance (10.10) take more simple form

\[ \mathcal{V}_{a_1,\ldots,a_{n},\widehat{1}} (x_1,\ldots,x_n) = \mathcal{V}_{a_{\sigma(1)},\ldots,a_{\sigma(n)},\widehat{1}} (x_{\sigma(1)},\ldots,x_{\sigma(n)}) . \]

(10.19)

As a consequence of Eqs. (10.11) and (10.12) one has

\[ T_\alpha \mathcal{V}_{a_1,\ldots,a_{n},\widehat{1}} (x_1,\ldots,x_n) = \sum_{j=1}^{n} \delta_{x_j^\alpha} \mathcal{V}_{a_1,\ldots,a_{n},\widehat{1}} (x_1,\ldots,x_n) . \quad (10.20) \]

A particular case of (10.20) is

\[ T_\alpha \mathcal{V}_{a,\widehat{1}} (x) = \partial_{x^\alpha} \mathcal{V}_{a,\widehat{1}} (x) \quad (\mathcal{V}_{a,\widehat{1}} (x) = Y(a,x)\widehat{1}) . \quad (10.21) \]

The assignment

\[ V \ni a \mapsto \mathcal{V}_{a,\widehat{1}} (x) \in V[[x]] \quad (10.22) \]

is an injection and the image of (10.22) consists of all series \( u(x) \in V[[x]] \) that are translation invariant:

\[ T_\alpha u(x) = \partial_{x^\alpha} u(x) . \quad (10.23) \]
10.3. Vertex algebras as \(\mathcal{W}\)-algebras. The vertex algebras describe the OPE of translation invariant local fields in GCI QFT. Therefore, they are directly related with the operad \(\mathcal{W}_{t.i}\) (introduced in Theorem 9.1), where we separate the translations.

**Theorem 10.2.** With every vertex algebra \(V\) we can associate an algebra over the operad \(\mathcal{W}_{t.i}\) in the following way. For every \(n = 1, 2, \ldots\) and \(a_1, \ldots, a_n \in V\) we set:

\[
OPE_V : \mathcal{W}_{t.i}(n) \to \mathfrak{End}_V(n) \cong \text{Hom}_K(V^\otimes n, V) : \Gamma \mapsto OPE_V(\Gamma),
\]

\[
OPE_V(\Gamma)(a_1, \ldots, a_n) := \Gamma \left( Y_{a_1, \ldots, a_n} \right) \big|_{x = 0} \in V,
\]

where \(\Gamma_V\) is provided by Theorem 10.1.

As the proof is more technical we leave it to “Appendix A”.

There is a natural generalization of Theorem 10.2 to general local fields that are not translation invariant. It is based on the following observation. According to translation invariant properties (10.20) and (9.6) it follows that

\[
\Gamma_V \left( Y_{a_1, \ldots, a_n} \right) \in V[[x]]
\]

is a translation invariant vector formal power series for \(\Gamma \in \mathcal{W}_{t.i}(n)\). As we have mentioned above (cf. Eq. (10.23)) the latter are in one-to-one correspondence with the elements of \(V\). Then, let us relax the assumptions of Theorem 10.2 by removing the condition of translation invariance and passing to the full operad \(\mathcal{W}\). To this end let us make some conventions. For a vertex algebra \(V\) we set

\[
V := V[[x]]
\]

and we consider the unique extension of the map

\[
V \otimes \cdots \otimes V \to V[[x_1, \ldots, x_n]][1/Q_n],
\]

\[
a_1 \otimes \cdots \otimes a_n \mapsto Y_{a_1, \ldots, a_n}(x_1, \ldots, x_n)
\]

to a \(K[x_1, \ldots, x_n]\)-linear map

\[
V[x_1] \otimes \cdots \otimes V[x_n] \to V[[x_1, \ldots, x_n]][1/Q_n],
\]

which further possess a unique extension to a \(K[[x_1]] \otimes \cdots \otimes K[[x_n]]\)-linear map

\[
\mathcal{V} \otimes \cdots \otimes \mathcal{V} \to \mathcal{V}[[x_1, \ldots, x_n]][1/Q_n],
\]

\[
u_1 \otimes \cdots \otimes u_n \mapsto \mathcal{Y}_{u_1, \ldots, u_n}(x_1, \ldots, x_n).
\]

Let us also introduce the space of translation invariant vector formal power series

\[
\mathcal{V}_{t,i} := \left\{ u(x) \in \mathcal{V} \mid \partial_x u(x) = T_a u(x) (\forall \alpha) \right\},
\]

which, as we have pointed out above, is naturally isomorphic to \(V\):

\[
\mathcal{V}_{t,i} \cong V : \mathcal{V}_{t,i} \ni u(x) \mapsto u(x) \big|_{x = 0} \in V, \quad V \ni a \mapsto e^{x \cdot T_a} \in \mathcal{V}_{t,i}.
\]
Corollary 10.3. With every vertex algebra $V$ we can associate on $V (= V[[x]])$ a structure of an algebra over the operad $\mathfrak{V}$ in the following way. For every $n = 1, 2, \ldots$ and $u_1, \ldots, u_n \in V$ we set:

$$OPE_V : \mathfrak{V}(n) \rightarrow \text{End}_V(n) (= \text{Hom}_K(V^\otimes n, V)) : \Gamma \mapsto OPE_V(\Gamma), \quad (10.33)$$

$$OPE_V(\Gamma)(u_1, \ldots, u_n) := \Gamma_V(\tilde{Y}_{u_1, \ldots, u_n, \Gamma}) \in V. \quad (10.34)$$

Then, the subspace of $V$ consisting of translation invariant vector formal power series $V^{t.i.} (10.31)$ is an algebra for the suboperad $\mathfrak{V}^{t.i.}$, which is isomorphic to the algebra constructed in Theorem 10.2.

11. Outlook

The main focus of this work is on the new generalization of the notion of a differential operator and how this concept describes the OPE operations and their structure. We will list now some topics that have fallen outside the scope of our research here, as well as plans for future developments.

a) We left open the question whether there are more general algebras over the operad $\mathfrak{V}^{t.i.}$, which do not correspond to vertex algebras under Theorem 10.2. Here are some guidelines for future work in this direction. One can try to use a truncated operad structure up to the third operadic space, i.e., one can consider only binary operations and the relations among them that appear in the third operadic space. This is motivated by the fact that in the vertex algebras one has a generalized associativity that allows us to consider these algebras as algebras defined by binary operations and quadratic relations among them. According to this strategy one can focus on the structures on commutative associative algebras and modules of two and three point functions, which is facilitated by some techniques of Conformal Field Theory.

b) One can axiomatize the construction of the operad $\mathfrak{V}$ in Sect. 7.3. It is based on considering more general sequences $\hat{O}_n (n = 1, 2, \ldots)$ of modules, each $\hat{O}_n$ being a $(\hat{C}^\otimes n)$–module for some unital commutative associative algebra $\hat{C}$. The $(\hat{C}^\otimes n)$–module $\hat{O}_n$ should contain the algebra $(\hat{C}^\otimes n)$ as a submodule and the key property that it should obey is the uniqueness of the extension of the differential operators from $(\hat{C}^\otimes n)$ to $\hat{O}_n$ (analogously to Theorem 3.1). We call the spaces $\hat{O}_n (n = 1, 2, \ldots)$ OPE function spaces and they can be thought as specifying a class of QFT models. A first application of such more general theory can be a local theory of OPE algebras over curved spacetime (as a fixed background). By “local theory” we mean that one can work with germs at a point (i.e., in a formal neighborhood of the point). Then the starting commutative associative algebra $\hat{C}$ will be the algebra of all formal power series of the coordinates around the fixed point.

c) Another application of an axiomatized OPE algebras (according to the above project in “b”) will be a construction of OPE function spaces that allows us to solve fields’ equation for vertex algebras. We propose the following point of view. We consider the OPE function spaces $\hat{O}_n$ of Eq. (10.2) as a “minimal physical choice”. It defines the class of QFT models with GCI ([N05,NT01]). These are quantum fields for which all the signals and correlations can propagate exactly with the speed of light. Extensions for this class of QFT models can be obtained via some extensions of the OPE function spaces, $\hat{O}_n \supseteq \hat{O}_n$. These can be algebraic extensions or differential algebraic extensions. The latter case namely will appear if we want to solve fields’ equations using as a source
for the free field equations composite fields that are defined via OPE operations from the initial fields.

d) One can continue project “a)” by developing a structure theory for the algebras over the operad $\mathfrak{D}^{1,1}$ (truncated up to the third operadic space). One aspect of such a theory is to develop a cohomological investigation of the semi-differential product operations. According to [N09, Sect. 3.2] the de Rham cohomologies of semi-differential operators over the spaces $O_n$ (10.2) are finite dimensional and they are dual to the algebraic de Rham cohomology spaces of the commutative associative algebras $O_n$ (cf. also [N10]). This will lead to a finite dimensional operad defined as a certain cohomology operad for the operad $\mathfrak{D}$. One can thought of the latter cohomology operad as a “master operad” that can generate models for quantum fields in higher dimensions similarly to the situation in two dimensional Conformal Field Theory where there are plenty of models induced by certain Lie algebras and their representations.
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Appendix A: Proof of Theorem 10.2

We need to prove that the map $\text{OPE}_V$ (10.24) is a morphism of (symmetric) operads. This includes the compatibility (preservation) of the operadic composition, preservation of units and permutation equivariance. The latter is manifest according to (10.19). The preservation of the operadic units is also obvious.

We continue with the compatibility of the operadic compositions. The proof is straightforward, but there are several hidden natural maps in our constructions, which makes the proof complicated. The fact that that the map $\text{OPE}_V$ (10.24) preserves the operadic compositions means that

\[
\text{OPE}_V(\Gamma')(\text{OPE}_V(\Gamma''_1)(a_{(1,1)}, \ldots, a_{(1,j_1)}) \ldots, \text{OPE}_V(\Gamma''_k)(a_{(k,1)}, \ldots, a_{(k,j_k)})) = \text{OPE}_V(\gamma_{j_1,\ldots,j_k}(\Gamma''_1; \Gamma''_2, \ldots, \Gamma''_k))(a_{(1,1)}, \ldots, a_{(1,j_1)}, \ldots, a_{(k,1)}, \ldots, a_{(k,j_k)}). \tag{A.1}
\]

In other words, if

\[
\begin{align*}
{b}_\ell & := \text{OPE}_V(\Gamma''_\ell)(a_{(\ell,1)}, \ldots, a_{(\ell,j_\ell)}) \quad (\ell = 1, \ldots, k), \\
{c} & := \text{OPE}_V(\Gamma')(b_1, \ldots, b_k), \\
\Gamma & := \gamma_{j_1,\ldots,j_k}(\Gamma''_1; \Gamma''_2, \ldots, \Gamma''_k), \text{ then:} \\
{c} & = \text{OPE}_V(\Gamma)(a_{(1,1)}, \ldots, a_{(1,j_1)}, \ldots, a_{(k,1)}, \ldots, a_{(k,j_k)}). \tag{A.2}
\end{align*}
\]
Now, combining the definition (10.25) of $\text{OPE}_V$ and the construction of $\Gamma_V$ (10.5) one has\(^{18}\)

$$b_\ell = \left( (\varepsilon_{(x_\ell=0)} \circ (\Gamma''_\ell)_{\{Q''_{\ell-1}\}} \otimes \text{id}_V) \right) \left( \mathcal{F}_{a(\ell,1),...,a(\ell,j_\ell)} \right),$$

$$\mathcal{F}_{a(\ell,1),...,a(\ell,j_\ell)}(x(\ell,1), ..., x(\ell,j_\ell)) := Q''_\ell \cdot \mathcal{Y}_{a(\ell,1),...,a(\ell,j_\ell)} \hat{\tau}(x(\ell,1), ..., x(\ell,j_\ell))$$

$$\in V[[x(\ell,1), ..., x(\ell,j_\ell)]]$$

for $\ell = 1, \ldots, k$. Here:

(i) roughly speaking, $b_\ell$ is obtained by applying the differential operator $\varepsilon_{(x_\ell=0)} \circ (\Gamma''_\ell)_{\{Q''_{\ell-1}\}}$ on the formal power series $\mathcal{F}_{a(\ell,1),...,a(\ell,j_\ell)}(x(\ell,1), ..., x(\ell,j_\ell))$ without acting on the coefficients $\in V$ of that series.

(ii) $\varepsilon_{(x_\ell=0)} : F(x_\ell) \mapsto F(0)$ is the augmentation $\varepsilon$ on $C$ with indicated set of generating formal variables $x_\ell$ on which it acts.

(iii) In (i) we assumed that after applying the (continued) differential operator $(\Gamma''_\ell)_{\{Q''_{\ell-1}\}}$ to $\mathcal{F}_{a(\ell,1),...,a(\ell,j_\ell)}(x(\ell,1), ..., x(\ell,j_\ell))$ then the resulting variable is $x_\ell$, which afterwards is set to $0$ by $\varepsilon_{(x_\ell=0)}$.

(iv) $N_{a(\ell,1),...,a(\ell,j_\ell)}$ are sufficiently large positive integer numbers, which according to the theory of vertex algebras will ensure that $\mathcal{F}_{a(\ell,1),...,a(\ell,j_\ell)}(x(\ell,1), ..., x(\ell,j_\ell)) \in V[[x(\ell,1), ..., x(\ell,j_\ell)]]$ (cf. Eq. (10.18)).

It follows that

$$\mathcal{Y}_{b_1,...,b_k} \hat{\tau}(y_1, \ldots, y_k)$$

$$= \left( (\varepsilon_{(x_1=0)} \circ (\Gamma''_1)_{\{Q''_0\}}) \otimes \cdots \otimes (\varepsilon_{(x_k=0)} \circ (\Gamma''_k)_{\{Q''_{k-1}\}}) \right)$$

$$\otimes \text{id}_{V[[y_1,\ldots,y_k][1/Q']}} \left( \mathcal{Y}_{\mathcal{F}_{a(1,1),\ldots,a(1,j_1)},\ldots,\mathcal{F}_{a(k,1),\ldots,a(k,j_k)}}(x(1,1),\ldots,x(k,1),\ldots,x(k,j_k)), \hat{\tau}(y_1, \ldots, y_k) \right),$$

(A.4)

where similarly to (A.3),

$$Q' := (Q_k(y_1, \ldots, y_k))^{N_{b_1,\ldots,b_k}}$$

is such that,

$$\mathcal{F}_{b_1,\ldots,b_k}(y_1, \ldots, y_k) := Q' \cdot \mathcal{Y}_{b_1,\ldots,b_k} \hat{\tau}(y_1, \ldots, y_k) \in V[[y_1, \ldots, y_k]].$$

(A.5)

In Eq. (A.4) we encounter the first subtlety related to hidden natural maps. Before arguing for Eq. (A.4), we will explain the meaning of the substitution process

$$\mathcal{Y}_{b_1,\ldots,b_k} \hat{\tau} \mapsto \mathcal{Y}_{\mathcal{F}_{a(1,1),\ldots,a(1,j_1)},\ldots,\mathcal{F}_{a(k,1),\ldots,a(k,j_k)}},$$

and in what space of series the result belongs to. To this end, note first that the assignment $b_1 \otimes \cdots \otimes b_k \mapsto \mathcal{Y}_{b_1,\ldots,b_k} \hat{\tau}(y_1, \ldots, y_k)$ is a linear map $V^{\otimes k} \mapsto V[[y_1, \ldots, y_k][1/Q_k(y_1, \ldots, y_k)] = V[[y_1, \ldots, y_k][1/Q']]$. Applying to this map the functorial assignment $W \mapsto W[[x(i',i'')]_{i',i''}]$ we lift the map $b_1 \otimes \cdots \otimes b_k \mapsto \mathcal{F}_{b_1,\ldots,b_k}$ to a linear map

$$\left( V^{\otimes k} \right)[[x(i',i'')]_{i',i''}] \mapsto \left( V[[y_1, \ldots, y_k][1/Q']] \right)[[x(i',i'')]_{i',i''}] .$$

\(^{18}\) Recall, $\cdot \mapsto \cdot$ stands for the formal continuation according to Theorem 4.1.
Composing further the latter map on the right by the maps
\[
V^\otimes n = \bigotimes_{\ell=1}^{k} V^\otimes j_{\ell} \xrightarrow{\bigotimes_{\ell=1}^{k} (a_{(\ell,1)} \otimes \cdots \otimes a_{(\ell,j_{\ell})})} \mathcal{F}_{a_{(1,1)},\ldots,a_{(\ell,j_{\ell})}} \xrightarrow{\bigotimes_{\ell=1}^{k}} V[[x_{(\ell,1)},\ldots,x_{(\ell,j_{\ell})}]] \xrightarrow{\bigotimes_{\ell=1}^{k}} (V^\otimes k)[[(x_{(i''j)},i',i'')]~]
\]
we obtain the linear map
\[
a_{(1,1)} \otimes \cdots \otimes a_{(1,j_{1})} \otimes \cdots \otimes a_{(k,1)} \otimes \cdots \otimes a_{(k,j_{k})} \mapsto \mathcal{Y}_{\mathcal{F}_{a_{(1,1)},\ldots,a_{(1,j_{1})}},\ldots,\mathcal{F}_{a_{(k,1)},\ldots,a_{(k,j_{k})}}}^{k}.
\]
In particular,
\[
\mathcal{Y}_{\mathcal{F}_{a_{(1,1)},\ldots,a_{(1,j_{1})}},\ldots,\mathcal{F}_{a_{(k,1)},\ldots,a_{(k,j_{k})}}}^{k} \in \left( V[[y_1, \ldots, y_k]][1/Q'] \right)[[(x_{(i',i'')},i',i'')]].
\]
(A.6)

Then the meaning of Eq. (A.4) is that the differential operators
\[\varepsilon(x_{r=0}) \circ (\Gamma_r''|_{Q_r''}^{-1})\] act now on variables \((x_{(i',i'')})\) in the series (A.6) without touching the coefficient series \(\in V[[y_1, \ldots, y_k]][1/Q']\).

Having argued (A.4) we now use another important fact from the theory of vertex algebras called “the associativity theorem”. Here we state its general form without a proof, which is a straightforward generalization of [BN06, Theorem 5.1].

**Theorem A.1.** Let \(V\) be a vertex algebra and \(Q''_i\), \(\mathcal{F}_{a_{(1,1)},\ldots,a_{(\ell,j_{\ell})}}\) be set according to Eq. (A.3) for \(a_{(i',i'')}\) \(\in V\) \((i' = 1, \ldots, k, i'' = 1, \ldots, j_{i'}))\). Then, if we set for short \(\tilde{x}_{(i',i'')} := x_{(i',i'')} + y_{i'}\) we have
\[
Q''_1 \cdots Q''_k
\]
\[
\times \mathcal{Y}_{\mathcal{F}_{a_{(1,1)},\ldots,a_{(1,j_{1})}},\ldots,\mathcal{F}_{a_{(k,1)},\ldots,a_{(k,j_{k})}}}^{k} \left( \tilde{x}_{(1,1)}, \ldots, \tilde{x}_{(1,j_{1})}, \ldots, \tilde{x}_{(k,1)}, \ldots, \tilde{x}_{(k,j_{k})} \right)
\]
\[
\in V[[\tilde{x}_{(i',i'')}][1/Q_{j_1} \cdots j_k] \left( \tilde{x}_{(i',i'')} \right)],
\]
(A.7)

where \(Q_{j_1} \cdots j_k\) is introduced in Eq. (7.20). Furthermore, we have
\[
\mathcal{Y}_{\mathcal{F}_{a_{(1,1)},\ldots,a_{(1,j_{1})}},\ldots,\mathcal{F}_{a_{(k,1)},\ldots,a_{(k,j_{k})}}}^{k} \left( \tilde{x}_{(1,1)}, \ldots, \tilde{x}_{(1,j_{1})}, \ldots, \tilde{x}_{(k,1)}, \ldots, \tilde{x}_{(k,j_{k})} \right)
\]
\[
= \iota_{x_{(1,1)},x_{(1,2)},\ldots,x_{(k,j_{k})}} Q''_1 \cdots Q''_k
\]
\[
\times \mathcal{Y}_{\mathcal{F}_{a_{(1,1)},\ldots,a_{(1,j_{1})}},\ldots,\mathcal{F}_{a_{(k,1)},\ldots,a_{(k,j_{k})}}}^{k} \left( \tilde{x}_{(1,1)}, \ldots, \tilde{x}_{(1,j_{1})}, \ldots, \tilde{x}_{(k,1)}, \ldots, \tilde{x}_{(k,j_{k})} \right),
\]
(A.8)

where \(\iota_{x_{(1,1)},x_{(1,2)},\ldots,x_{(k,j_{k})}}\) stands for the (formal) Taylor expansion in \(x_{(i',i'')}\):
\[
\iota_{x_{(1,1)},x_{(1,2)},\ldots,x_{(k,j_{k})}} : V[[\tilde{x}_{(i',i'')}][1/Q_{j_1} \cdots j_k] \left( \tilde{x}_{(i',i'')} \right)]
\]
\[
\rightarrow \left( V[[y_1, \ldots, y_k]][1/Q'] \right)[[(x_{(i',i'')}],i',i'')].
\]
(A.9)
Remark 1. Roughly, Eq. (A.8) can be written as
\[ \mathcal{Y}_{\tilde{a}(1,1),...\tilde{a}(k,j_k)}(x_{(1,1)}...x_{(1,j_1)}),...\mathcal{Y}_{\tilde{a}(k,j_k)}(x_{(k,1)}...x_{(k,j_k)}), \tilde{\Gamma}(y_1,\ldots,y_k) \]
\[ \approx \mathcal{Y}_{\tilde{a}(1,1),...\tilde{a}(k,j_k)}(x_{(1,1)}...x_{(1,j_1)}),\ldots,\tilde{\Gamma}(\tilde{x}_{(1,1)},\ldots,\tilde{x}_{(1,j_1)}),\ldots,\tilde{x}_{(k,1)},\ldots,\tilde{x}_{(k,j_k)}) \]
\( (\tilde{x}_{(i',i'')} := x_{(i',i'')} + y_{i''}) \), where “\( \approx \)" stands for the identification after the expansion (A.9).

Continuing we the proof of Theorem 10.2, we apply Eq. (A.8) to the right hand side of Eq. (A.4). We note that any differential operator commutes with the Taylor expansion since any operator of multiplication by a formal variable or any partial derivative commute with the Taylor expansion. As a result, we can move the differential operators \( \varepsilon(x_{\ell}=0) \circ (\Gamma''_{\ell})_{{Q}_{\ell}^{-1}} \) in (A.4) inside the Taylor expansion on the right hand side of Eq. (A.8). We claim that then Eq. (A.4) takes the following form:
\[ \mathcal{Y}_{b_1,...,b_k,\tilde{\Gamma}}(y_1,\ldots,y_k) = (\varepsilon(x_{1}=0) \otimes \cdots \otimes \varepsilon(x_{\ell}=0)) \]
\[ \circ \left( ((\Gamma''_{\ell})_{{Q}_{\ell}^{-1}} \otimes \cdots \otimes (\Gamma''_{k})_{{Q}_{k}^{-1}})^{ext} \otimes \text{id}_V \right) \left( {Q}_{\ell}' \cdots {Q}_{k}' \right) \]
\[ \times \mathcal{Y}_{\tilde{a}(1,1),...,\tilde{a}(1,j_1),...,\tilde{a}(k,j_k)}(x_{(1,1)} + y_{1}, x_{(1,2)} + y_{1},\ldots,x_{(k,j_k)} + y_{k}) \).
\[ (A.10) \]
Indeed:
- when we move the differential operator \( (\Gamma''_{\ell})_{{Q}_{\ell}^{-1}} \otimes \cdots \otimes (\Gamma''_{k})_{{Q}_{k}^{-1}} = (\Gamma''_{1} \otimes \cdots \otimes (\Gamma''_{k})_{{Q}_{k}^{-1}} \otimes \cdots \otimes (\Gamma''_{1})_{{Q}_{1}^{-1}} \otimes \cdots \otimes (\Gamma''_{1})_{{Q}_{1}^{-1}} \) before the Taylor expansion in all \( x_{(i',i'')} \) it now acts according to its extension \( (\cdots)^{ext} \) due to Theorem 3.1.
- The differential operators \( (\Gamma''_{\ell})_{{Q}_{\ell}^{-1}} \) set all the variables \( x_{(\ell',s)} \) equal to \( x_{\ell} \), which then is set to zero by \( \varepsilon(x_{\ell}=0) \). Thus, the Taylor expansion disappears in the right hand side of Eq. (A.10).

We can further remove all the \( {Q}_{\ell}' \) from \( (\Gamma''_{\ell})_{{Q}_{\ell}^{-1}} \) (following the construction of Theorem 5.6). Thus, we obtain
\[ \mathcal{Y}_{b_1,...,b_k,\tilde{\Gamma}}(y_1,\ldots,y_k) = (\varepsilon(x_{1}=0) \otimes \cdots \otimes \varepsilon(x_{\ell}=0)) \]
\[ \circ \left( ((\Gamma''_{1} \otimes \cdots \otimes (\Gamma''_{k}))^{ext} \otimes \text{id}_V \right) \left( \mathcal{Y}_{a(1,1),...,a(1,j_1),...,a(k,j_k)}(x_{(1,1)} + y_{1}, x_{(1,2)} + y_{1},\ldots,x_{(k,j_k)} + y_{k}) \right), \]
\[ (A.11) \]
where
\[ ((\Gamma''_{1} \otimes \cdots \otimes (\Gamma''_{k}))^{ext})_V := ((\Gamma''_{1} \otimes \cdots \otimes (\Gamma''_{k}))^{ext} \otimes \text{id}_V) \]
is the same type of extension as those constructed in Theorem 10.1.

Now, in the right hand side of Eq. (A.11) we can omit all the \( \varepsilon(x_{\ell}=0) \) just by replacing \( y_1,\ldots,y_k \) by \( x_1,\ldots,x_k \), respectively. We obtain:
\[ \mathcal{Y}_{b_1,...,b_k,\tilde{\Gamma}}(x_1,\ldots,x_k) \]
\[ = ((\Gamma''_{1} \otimes \cdots \otimes (\Gamma''_{k}))^{ext})_V \left( \mathcal{Y}_{a(1,1),...,a(1,j_1),...,a(k,j_k)}(x_{(1,1)},...x_{(1,j_1)},...x_{(k,j_k)}, (x_{i'},i'')) \right). \]
\[ (A.12) \]
\[ 19 \text{ The extension is because of the additional denominator } 1/{Q}_{j_1 \cdots j_k} (\tilde{x}_{(i',i'')} i',i''). \]
Finally,

\[
c = (\varepsilon(x=0) \circ (\Gamma')_V) \left( \mathcal{Y}_{b_1, \ldots, b_k}^{(1)}(x_1, \ldots, x_k) \right) = (\varepsilon(x=0) \circ (\Gamma'' \otimes \cdots \otimes \Gamma''')^V_{(1,1), \ldots, (a(1,j_1), \ldots, a(k,1), \ldots, a(k,j_k)}, \hat{1})
\]

and this is exactly (A.2).
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