Abstract: Hyperscanning is a technique which simultaneously records the neural activity of two or more people. This is done using one of several neuroimaging methods, such as electroencephalography (EEG), functional magnetic resonance imaging (fMRI), and functional near-infrared spectroscopy (fNIRS). The use of hyperscanning has seen a dramatic rise in recent years to monitor social interactions between two or more people. Similarly, there has been an increase in the use of virtual reality (VR) for collaboration, and an increase in the frequency of social interactions being carried out in virtual environments (VE). In light of this, it is important to understand how interactions function within VE, and how they can be enhanced to improve their quality in a VE. In this paper, we present some of the work that has been undertaken in the field of social neuroscience, with a special emphasis on hyperscanning. We also cover the literature detailing the work that has been carried out in the human–computer interaction domain that addresses remote collaboration. Finally, we present a way forward where these two research domains can be combined to explore how monitoring the neural activity of a group of participants in VE could enhance collaboration among them.
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1. Introduction

This paper provides a review of hyperscanning studies in social neuroscience. We explore the growth of the field over the years, and examine the study paradigms used to analyse the concept of inter-brain synchrony using hyperscanning. We then present the case for using the hyperscanning technique in collaborative VEs. The paper concludes with potential directions for research in multi-person social neuroscience in collaborative VEs.

Social interactions are an innate need of the human condition which help ensure psychological well-being [1,2]. They rely on a host of implicit and explicit cues that people convey while engaging in activities together. These cues can range from subtle ones, such as eye gaze [3] and micro-expressions [4], to more explicit cues, like hand gestures [5] and outward displays of emotion, such as laughing [6] and crying [7]. These aspects have been studied in great detail over the years in order to understand the mechanisms that underpin social interactions. With varying degrees of success, researchers have been able to demonstrate the roles that these cues play in social interaction [3,5–9]. However, there is no consensus as to how these social cues integrate with each other when viewed on a larger “interaction scale”. To address this issue, researchers have begun looking at the origins of these cues—the brain.
Social neuroscience is an emerging field that integrates both neuroscience and social psychology to better understand how humans communicate with each other [10]. Social psychology, which mainly focuses on behavioral aspects, is concerned with the individual psyche in the context of relations with other people. Social psychologists have collaborated with neuroscientists to better understand the underlying neural mechanisms of human interaction (considering both neural and behavioral aspects) [10]. Social neuroscience has acquired greater importance in being able to explain the mechanisms that underpin social interaction. Studies have been devised to mimic real-world social interactions, with one of the participants’ neural data often being recorded [11,12]. Unfortunately, this method does not provide a complete picture of social exchanges. Analysis of neural data from only one participant does not always correlate with the behavioural observations recorded for one or both participants, which makes it extremely difficult to fully understand how social interactions work at a deeper level [13].

An interest in “two-person neuroscience” [13,14] has been around for a long time [15]. Technology developments and increasing affordability of high-quality devices capable of monitoring neural activity have made advances in this area of research possible. This paper reviews the literature detailing the work that has been carried out in this area. Specifically, we look at research that has addressed social interaction, cooperation, and collaboration between two people. However, it must be made clear that we have not surveyed all of the literature that is categorised under these terms. Our focus has been the literature that deals with hyperscanning. For greater detail on the methodology used to filter publication for the purpose of this review, refer to Section 2. Following this, we list some data acquisition and analysis techniques that have been used by researchers. A case is presented for adopting social neuroscience experimental techniques in human–computer interaction (HCI) research—particularly virtual reality (VR)-based computer-supported collaborative work (CSCW).

Recent advances in technology have resulted in VR and augmented reality (AR) establishing a foothold in the consumer market. Research in the HCI domain has demonstrated the usefulness of these technologies to mediate remote collaboration [16–19]. Collaboration in virtual environments (VE) has been shown to be nearly as effective as that in face-to-face situations in the real world [16,18,19]. The advantage of VEs is that interaction techniques in such environments can be tailored in order to implement optimal interactions between the collaborators and the environment [20].

Several VR-based collaborative platforms, such as AltSpace VR (https://altvr.com/) and Mozilla Hubs (https://hubs.mozilla.com/) now allow people from all around the world to interact in a shared VE. While these platforms enable inter-personal interactions that are, in many ways, superior to existing video conferencing platforms (such as Skype and Google Meet), they lack an essential trait—the communication of implicit cues. A large body of research demonstrates that these cues form the foundations of inter-personal interactions. Furthermore, the precursors to the physical manifestations of these cues lie in the brain. For a detailed overview of the role implicit cues play in social cognition and their relation to its explicit processes, read the review by [21].

Given these advances in the field of social neuroscience and HCI, it appears logical that combining the understandings gained from these two domains could benefit us in numerous ways. In this literature review, we cover some of the work that has been done in the social neuroscience domain using a relatively new neural monitoring technique called hyperscanning. We then present our case for the use of hyperscanning in VR. Based on the literature reviewed here, the paper attempts to lay out the potential directions that HCI research can take in order to realise the development of interfaces that can not only mediate communication between individuals in VEs, but also help in creating VEs that can promote collaboration.

Overall, we reviewed 34 papers published between 2002 and 2020. While we were able to see a dramatic increase in the use of hyperscanning as a technique to study social interactions, we limited the type of studies reviewed to those that fell within the task types listed by Wang et al. [22]. These task types were chosen as they represented a broad spectrum of tasks—from the seemingly abstract tasks derived from current experimental psychology methodologies, to ecologically valid tasks designed to
explore how social interactions work in the real world. A broader, but equally useful, classification of tasks was also described by Difei et al. [23]. This review is important because it presents work that was undertaken in two seemingly disparate fields that are, in our opinion, two sides of the same coin. As technology evolves, it is important for us to study the effects that it can have on inter-personal interactions. The understanding of social interactions in VEs from a behavioural and neuroscientific perspective stands to revolutionize the manner in which we interact and communicate with each in VEs in the future. This paper attempts to present ongoing research in the two fields and propose potential directions it can be steered in, in order to achieve the ultimate goal of empathic tele-existence in collaborative VEs.

The rest of the paper is organized as follows: A methodology section details the inclusion criteria and the number of papers that were chosen for the review; a background section then covers existing work in the hyperscanning domain, with two subsections detailing the study paradigms and evaluation methods—subjective and objective—that have been used to date. This is followed by a section where we make the case for using hyperscanning in VEs, particularly in collaborative environments. Following this, we conclude with our views on the current state of the art, as well as potential directions for future research in the area.

2. Methodology

The field of multi-person social interaction is a rapidly expanding research area. The availability of relatively low-cost, high-quality equipment alongside a rapidly evolving set of experimental paradigms has contributed to its growth. In recent years, there has been a push towards recording the neural activity of two or more people simultaneously. This technique has been labelled as hyperscanning [24]. While not entirely new [15], it has now begun to gain ground as a means for studying social interaction [25]. A search on Scopus (https://www.scopus.com/ accessed on 6 November 2020) for the term “hyperscanning” resulted in a total of 246 documents with the term used in them. It is interesting to note that the last decade has seen a significant uptake in social neuroscience research that uses the hyperscanning method, as shown in Figure 1. The year 2020 in particular has seen 55 publications on the subject of hyperscanning.

![Figure 1. Search results for hyperscanning on Scopus.](image)

The hyperscanning technique has played an integral role in being able to acquire neural data simultaneously during a given experimental task. Given that there now exist several studies that use hyperscanning to explore a range of social interaction types, it was imperative that we set an
inclusion criteria for the purpose of this review. Broadly, the inclusion criteria was determined by
the task-based paradigms listed by Wang et al. [22] in their review of the field of hyperscanning.
Consequently, studies that utilised the following neuro-imaging methods and study paradigms
were included:

1. **Neuro-imaging methods**: Electroencephalography (EEG), functional Near-infrared Spectroscopy (fNIRS), and functional Magnetic Resonance Imaging (fMRI).
2. **Study Paradigms**: Imitation tasks, co-ordination tasks, eye contact/gaze-based tasks, co-operation and competition tasks, and ecologically valid/natural scenarios. A detailed description of each of the study paradigms can be found in Section 3.1.

The rationale for opting to review literature that falls within this relatively strict criteria was because we believed the experimental paradigms used in these studies could be easily adapted to VR-based studies. A more detailed explanation can be found towards the end of Section 3.1. As latter sections of this review reveal, there appears to be a complete lack of implementation of the hyperscanning technique in VR.

Using these inclusion criteria, we were able to review 34 papers published between 2002–2020. Amongst these, 21 papers made use of EEG, 6 of fMRI, and 7 of fNIRS as neuro-imaging methods to capture data of two or more interacting participants. It must be noted that these papers were obtained after a search primarily conducted using Scopus and Google Scholar. While Scopus limits the search to academic publications, Google Scholar helped us widen the scope of the search and identify any publications that might have been overlooked by the Scopus database. By this, we mean that Google Scholar was mainly used to find any non-academic publications, such as patents that would not have been listed by Scopus. Given the relatively nascent stage of research in the area, we did not find anything via Google Scholar that was not already covered by the Scopus database. The search terms that were used were “hyperscanning”, “hyperscanning + Virtual Reality”, “Inter-brain connectivity”, “Inter-brain synchrony”, and “Flow”. However, the search term “hyperscanning” provided us with the most relevant results across Scopus and Google Scholar. Therefore, a majority of the papers reviewed as part of this article were obtained from the search results for this term.

### 3. Background

The three primary methods of monitoring neural activity are via functional magnetic resonance imaging (fMRI), electroencephalography (EEG), and functional near-infrared spectroscopy (fNIRS). A primary driver for hyperscanning studies has been the high quality of signals that these devices can now capture, and the relatively low price point at which they are available, particularly EEG and fNIRS. Table 1 lists some of the hyperscanning studies that have been carried out using these methods.

These studies have demonstrated that many researchers using different neuroimaging methods have validated the technique of hyperscanning. Each of these methods have their advantages and disadvantages. For example, while fMRI provides good spatial resolution [26], it lacks temporal resolution [27] and is very expensive to operate. Studies conducted with fMRIs also lack ecological validity given the conditions under which they need to be carried out [22]. EEG and fNIRS, on the other hand, demonstrate significantly better temporal resolution [26,28], but lack the ability to monitor neural activity from the deep brain structures. They also lack the spatial resolution afforded by fMRI.

However, these two techniques, EEG more so than fNIRS, have been extensively used over the last decade or so to carry out hyperscanning studies. The quality of the equipment and the cost at which it is available has enabled the exponential growth that the field of neuroscience in general, and particularly social neuroscience, has witnessed. An added advantage has also been the portability and ease of use that EEG and fNIRS offer [26]. Unlike an fMRI setup, both EEG and fNIRS require relatively lesser space, and can be easily carried to a testing site if required.

Given the different methods devised to measure neural activity, researchers have also come up with a range of experimental paradigms that have explored the concept of inter-brain synchrony using
the hyperscanning methodology. The next subsection provides an overview of the different study paradigms that have been adopted by researchers over the years. It must be noted that some of these, like the economic exchange task, have been adopted from existing concepts, such as the Prisoner’s Dilemma [29,30].

Table 1. A list of hyperscanning studies based on the neuroimaging methods used. The studies listed in the table reflect only a subset of those used for the purpose of the literature review.

| Authors | Study | Neuro Imaging Method |
|---------|-------|----------------------|
| T. D. Duane & Thomas Behrendt [15] | Extrasensory Electroencephalographic Induction Between Identical Twins | EEG |
| Babiloni et al. [31] | Hypermethods for EEG hyperscanning | EEG |
| Yun et al. [32] | Emotional Interactions in Human Decision Making Using EEG hyperscanning | EEG |
| Yun et al. [33] | Interpersonal Body and Neural Synchronization as a Marker of Implicit Social Interaction | EEG |
| Delaherche et al. [34] | Automatic Measure of Imitation During Social Interaction: A Behavioral and hyperscanning-EEG Benchmark | EEG |
| Sinha et al. [35] | EEG hyperscanning Study of Inter-Brain Synchrony During Cooperative and Competitive Interaction | EEG |
| Toppi et al. [36] | Investigating Cooperative Behavior in Ecological Settings: An EEG hyperscanning Study | EEG |
| Dikker et al. [37] | Brain-to-Brain Synchrony Tracks Real-World Dynamic Group Interactions in the Classroom | EEG |
| Pérez et al. [38] | Brain-to-Brain Entrainment: EEG Interbrain Synchronization While Speaking and Listening | EEG |
| Sciaraffa et al. [39] | Brain Interaction During Cooperation: Evaluating Local Properties of Multiple-Brain Network | EEG |
| Szymanski et al. [40] | Teams on The Same Wavelength Perform Better: Inter-Brain Phase Synchronization Constitutes a Neural Substrate for Social Facilitation | EEG |
| Jiacai Zhang & Zixiong Zhou [41] | Multiple Human EEG Synchronous Analysis in Group Interaction-Prediction Model for Group Involvement and Individual Leadership | EEG |
| Ciaramidaro et al. [42] | Multiple-Brain Connectivity During Third Party Punishment: An EEG hyperscanning Study | EEG |
| Montague et al. [1] | hyperscanning: Simultaneous fMRI during Linked Social Interactions | fMRI |
| Saito et al. [43] | “Stay Tuned”: Inter-Individual Neural Synchronization During Mutual Gaze and Joint Attention | fMRI |
| Stephens et al. [44] | Speaker–Listener Neural Coupling Underlies Successful Communication | fMRI |
| Dikker et al. [45] | On the Same Wavelength: Predictable Language Enhances Speaker–Listener Brain-to-Brain Synchrony in Posterior Superior Temporal Gyrus | fMRI |
| Blek et al. [27] | Information Flow Between Interacting Human Brains: Identification, Validation and Relationship to Social Expertise | fMRI |
| Koike et al. [46] | Neural Substrates of Shared Attention as Social Memory: A hyperscanning Functional Magnetic Resonance Imaging Study | fMRI |
| Nozawa et al. [47] | Interpersonal Frontopolar Neural Synchronization in Group Communication: An Exploration Toward fNIRS hyperscanning of Natural Interactions | fNIRS |
| Tang et al. [48] | Interpersonal Brain Synchronization In The Right Temporo-Parietal Junction During Face-To-Face Economic Exchange | fNIRS |
3.1. Study Paradigms

Taking into account the relative strengths and weaknesses of the methods listed earlier, researchers have devised a range of methodological approaches to study social interaction using neural activity [49]. These range from certain aspects of social interaction, such as gaze, as seen in some fMRI studies [46], to the use of economic exchange games in fNIRS hyperscanning studies [48] and ecologically valid experiments using EEG [36,39]. These study paradigms can be broadly divided into six groups [22]:

1. **Imitation tasks**: These tasks require one participant to imitate the other’s movement or behaviour. The tasks are designed to assess how movements or behaviours are “taken on board” by the participant, attempting to imitate a given task or behaviour. Results from studies using this paradigm demonstrate that there appears to be a clear correlation of neural activity or inter-brain synchrony between the person performing the task and the one imitating it [34], especially in cases where imitation appears to be “mirrored” [33,34]. Participant pairs that do not perform well on such a task do not appear to exhibit the same level of inter-brain synchrony. Figure 2 shows an imitation task used by Delaherche et al. [34] to study inter-brain synchrony using the hyperscanning method.

2. **Co-ordination tasks**: Co-ordination tasks require participants to act in a synchronised manner. These tasks attempt to mimic the behavioural synchronisation that is commonly seen in daily life. For example, the footsteps of two people walking together may unconsciously sync each other up, even though their intrinsic cycles are different [33]. It must be noted that in some of the references listed in this paper, there is little difference between imitation and co-ordination tasks. For example, Yun et al. [33] demonstrated via their experiment that both co-ordination and imitation are intrinsic parts of their experimental design (Figure 3). While only the results from the co-ordination tasks (Sessions 1, 2, 7, and 8) were analysed for inter-brain synchrony, it is the imitation task (training sessions/social interaction) that is said to help induce synchrony between the two brains.

3. **Eye contact/gaze-based tasks**: Studies that have employed this experimental paradigm require participants to look at each other and/or follow the gaze of a participant. Mutual gaze or eye contact between people offers critical cues that are used in social interaction and communication between people. The information exchange between people through eye contact offers an ideal base to study the neural mechanism that underlies this behaviour via hyperscanning. Several studies have demonstrated that the extent of inter-brain synchrony between people can be gauged by studying mutual eye gaze exchanges [27,43,46]. Figure 4 shows a gaze-based task used by Saito et al. [43] to study the neural correlates of joint attention using linked fMRI scanners.

4. **Economic exchange tasks**: Economic exchange tasks have also been used to study social interaction using the hyperscanning technique. These tasks generally revolve around one participant offering a certain amount of “money” from a known amount to the other participant. The other participant is free to accept or reject this offer. Studies have demonstrated that offers considered “fair” or equitable generally demonstrate a correlation in neural activity among participating dyads. This is especially true in the case where the dyads are able to view each other’s faces [48]. An interesting variation to the game has been demonstrated by Ciaramidaro et al. [42]. In this study, they empirically demonstrate the existence of empathy between a “punisher” and a player in an economic exchange game involving a triad.

5. **Cooperation and competition tasks**: Cooperation and competition form an intrinsic part of human life. Oftentimes, people need to work together to achieve a common goal, across all spheres of life. Similarly, we sometimes find ourselves competing against another person or several people in order to achieve a goal. Both these behaviours have been studied using hyperscanning in a bid to unearth the workings of social interactions. Studies using this paradigm have demonstrated that inter-brain synchrony is more likely to occur when participants are cooperating towards achieving a common goal rather than competing against each other [35].
Interestingly, it also demonstrates that cooperation in the “virtual environment” evokes a greater level of inter-brain synchrony in comparison to the real-world.

6. **Ecologically valid/natural scenarios**: Of all of the hyperscanning experimental paradigms, this is the most interesting one, as it puts participants into real-world scenarios to study social interaction via neuroimaging techniques. The most commonly used neuroimaging technique employed for these studies appears to be EEG. This is possibly due to the advances in quality, portability, and the relatively low cost of EEG headsets. Additionally, the decreasing costs have allowed for relatively large-scale studies to be conducted while being able to obtain good-quality data, such as that demonstrated by Dikker et al. [37] who captured data from 12 EEG systems. Other researchers have also employed this experimental paradigm in scenarios ranging from card game play [31] and music performance [50] to piloting an aircraft [36], as shown in Figure 5.
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*Figure 2. An imitation task, as described by [34].*
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*Figure 3. A co-ordination task, as described by [33].*
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*Figure 4. An eye-gaze-based study paradigm, as described by [43].*
All the study paradigms that we have looked at have been used and validated by several researchers. Each of these have their pros and cons. While the ecologically valid/natural scenarios seem to be the best way to study social interaction, they are not ideal for teasing out individual components of social interaction, such as mutual gaze, facial expressions, and gestures. It can also be argued that some of the experimental paradigms listed in this section somewhat overlap in terms of the activities that they constitute. For example, imitation and coordination tasks can be bunched together. There is also a case for labelling a coordination task as being cooperative, given that participants are required to “coordinate” each other’s movements towards a common end goal. How one decides to classify an experimental task is largely up to them. From the perspective of applying these experimental paradigms in VR, we believe the movement co-ordination tasks will translate well to VEs. Similarly, gaze-based tasks also stand to demonstrate measurable results in VEs. This is because, in our opinion, these two tasks form the basis of human–human interactions. If these two tasks translate well to VEs, and demonstrate measurable inter-brain synchrony between participants via hyperscanning, we can be certain that more natural, real-world-like interactions will demonstrate similar effects. It is important that future studies follow these basic experimental paradigms in order to explore the neural correlates of the individual components that constitute social interaction. Results from such studies will aid the interpretation of neural activity observed in ecologically valid experimental paradigms. Additionally, it will allow us to directly compare results from real-world studies versus those conducted in VEs. It will also help formulate efficient strategies to study social interaction from a neurological standpoint. Table 2 lists some studies that utilise these experimental paradigms.

While study paradigms have had to evolve to keep pace with the direction of research, data acquisition and analysis techniques have also evolved. Given that hyperscanning is a relatively nascent field, there are several methods used to analyse the data that are obtained. This includes both subjective and objective data measures. Both these measures play an important role in being able to analyse and interpret neural and behavioural activities. Neural activity is able to provide us with concrete information regarding neural activation of the different parts of the brain during a task. Traditional behavioural observations give us insights into the “visible” aspects of human beings when undertaking an activity. Social neuroscience allows us to correlate these two forms of data gathering...
techniques in an attempt to unpack the neural underpinnings of the behaviours that we observe among interacting human beings. The next subsection provides a brief overview of the data gathering and analysis techniques that have been used in hyperscanning studies to date. We also cover some of the analysis methods that have been used.

Table 2. A list of hyperscanning studies based on the study paradigm. The studies listed in the table reflect only a subset of those used for the purpose of the literature review.

| Authors                | Study                                                                 | Paradigm                                      |
|------------------------|----------------------------------------------------------------------|-----------------------------------------------|
| Delaherche et al. [34] | Automatic Measure of Imitation During Social Interaction—A Behavioral and hyperscanning-EEG Benchmark | Imitation Task                                |
| Kyongsik Yun et al. [33]| Interpersonal Body and Neural Synchronization as a Marker of Implicit Social Interaction | Co-ordination Task                            |
| Saito et al. [43]     | “Stay Tuned”: Inter-Individual Neural Synchronization During Mutual Gaze and Joint Attention | Eye Contact/gaze-based Task                   |
| Bilek et al. [27]     | Information Flow Between Interacting Human Brains: Identification, Validation and Relationship to Social Expertise | Eye Contact/gaze-based Task                   |
| Koike et al. [46]     | Neural Substrates of Shared Attention as Social Memory: A hyperscanning Functional Magnetic Resonance Imaging Study | Eye Contact/gaze-based Task                   |
| Tang et al. [48]      | Interpersonal Brain Synchronization In The Right Temporo-Parietal Junction During Face-To-Face Economic Exchange | Economic Exchange                             |
| Ciaramidaro et al. [42]| Multiple-Brain Connectivity During Third Party Punishment: An EEG hyperscanning Study | Economic Exchange                             |
| Sinha et al. [35]     | EEG hyperscanning Study of Inter-Brain Synchrony During Cooperative and Competitive Interaction | Cooperation and Competition Task             |
| Babiloni et al. [31]  | Hypermethods for EEG hyperscanning                                   | Real World/Ecologically Valid/Natural Scenarios |
| Toppi et al. [36]     | Investigating Cooperative Behavior in Ecological Settings: An EEG hyperscanning Study | Real World/Ecologically Valid/Natural Scenarios |
| Dikker et al. [37]    | Brain-to-Brain Synchrony Tracks Real-World Dynamic Group Interactions in the Classroom | Real World/Ecologically Valid/Natural Scenarios |

3.2. Data Acquisition and Analysis

An important consideration for data acquired using the hyperscanning methodology is the analysis of the data. There are mainly two types of data that researchers collect during hyperscanning studies:

1. Objective Data: This refers to the neural recordings made of the users utilising any of the neuroimaging techniques described earlier.
2. Subjective Data: This includes questionnaires, such as the Positive and Negative Affect Schedule (PANAS) [51] and Self Assessment Manakin (SAM) [52] that are administered as part of the study. These questionnaires provide the researcher with “emotion” and other subjective measures of the participants. These questionnaires also provide important information regarding the user’s mental state during the activity.
In addition to the data-gathering techniques listed above, researchers have also recorded behavioural observations of participants in a study. When looking at all this information together, a holistic picture of social interaction can be built. This allows researchers to easily correlate behavioural observations with mental states and neural activity, making it easier to identify patterns—in behaviour, mental states, and brain activity—that correspond to a range of social activities. For the purpose of this review, we will first look at some of the objective analysis methods that have been employed by researchers in hyperscanning studies.

3.2.1. Objective Data

In the case of social neuroscience, the data collected using any of the neuroimaging methods mentioned earlier are considered objective data. The recorded neural activity can be analysed using a range of techniques. hyperscanning is a relatively new field in neuroscience, and the methods used to analyse the data collected using this technique are constantly evolving. Nearly all of the methods used for hyperscanning data analysis are based on comparisons between recorded neural activities of two or more people. However, there are a handful that seek to measure the direction of information flow between brains as well [25,27,32]. It is imperative that the methods used for data analysis are not susceptible to detecting spurious connections between the brains based on the recorded neural data [53].

This is a significant concern, since two or more people exposed to the same stimulus simultaneously are likely to demonstrate similar neural responses. The methods used to analyse objective data must take these phenomena into account when evaluating such data sets. The rest of this section will briefly cover some of the analysis techniques that are currently used to analyse data from hyperscanning studies.

1. Partial Directed Coherence (PDC): PDC was introduced by [54] as a means to describe the relationship between multivariate time series data. The PDC from y to x is defined as:

\[ \text{PDC}_{xy}(f) = \frac{A_{xy}(f)}{\sqrt{a_y(f) a_y(f)}} \]

where \( A_{xy}(f) \) is an element in \( A(f) \), which is the Fourier Transform of the multivariate auto-regressive model coefficients, \( A(t) \), of the time series; \( a_y(f) \) is the \( y \)th column of \( A(f) \).

With this method, the relationship between the data sets is expressed as the direction of information flow between the brains. PDC is based on multivariate auto-regressive modeling and Granger Causality. The analysis technique appears to lend itself to studies where one person’s behaviour drives another’s.

2. Phase Locking Value (PLV): PLV, as defined by [55], is:

\[ \text{PLV}_{ij} = \left| \frac{1}{N} \sum e^{i(\phi_i - \phi_j)} \right| \]

where \( N \) represents the total number of epochs (a specified time window based on which data are segregated into equal parts for analysis) and \( \phi_i \) and \( \phi_j \) represent the phase of the signals for the electrodes i and j. The phase difference between the electrodes is given by \( \phi_i - \phi_j \). For the inter-brain synchrony analysis, the PLV value for each pair of electrodes i and j, where i belongs to one subject and j to the other, is computed. The value of the PLV measure varies between 0 and 1, with 1 indicating perfect inter-brain synchrony and 0 indicating no synchrony of phase-locking between the two signals.

This is a frequently used method for demonstrating brain-to-brain coupling between socially interacting individuals. PLV measures the instantaneous phase of the two signals at any given point in the time series data to determine connectivity between the two individuals. Given that PLV is based on the phase difference across trials, it is only suitable for event-related paradigms [53].
3. Amplitude and Power Relation: The most frequently used method to study inter-brain synchrony between socially interacting individuals has been the changes in EEG amplitude or power. The changes in amplitude and/or power are estimated from event-related changes. The demonstration of a co-variance of these markers constitutes a display of inter-brain synchrony. This is, however, a weak form of demonstrating neural coupling among socially interacting individuals. While this sort of coupling is suggestive of inter-brain synchrony, it is by no means conclusive [53].

It must be noted that some hyperscanning studies make use of two or more of the methods described above in order to analyse the data from different aspects. Given that current methods are constantly evolving, it is prudent to adopt such an approach to compare the results that one obtains from these methods.

While the three methods listed above constitute a large part of the analysis techniques that have been applied in hyperscanning research, researchers have suggested other methods to analyse data from hyperscanning studies. The Circular Correlation Coefficient (CCorr) [56] and Kraskov Mutual Information (KMI) [57] have been shown to demonstrate good robustness when it comes to analysing hyperscanning data [53]. CCorr in particular has been shown to be a good alternative to PLV, not having to rely on the instantaneous phase difference. Rather, CCorr measures the co-variance of the phase of two unrelated signals in order to determine whether they are related.

In this section, we have briefly covered some of the most popular analysis methods that are used to analyse data obtained from hyperscanning studies. Table 3 lists some studies and the analysis methods that have been used. Given the recent rise in hyperscanning studies, it is likely that these techniques will evolve significantly in the near future. The next subsection covers some of the subjective data-gathering and analysis tools used to obtain a holistic picture of hyperscanning studies.

Table 3. A list of the analysis techniques used for analysing neural (objective) data. PLI = Phase Locking Index, PLV = Phase Locking Value, SI = Synchronization Index, TF = Time-Frequency analysis, WTC = Wavelet Transform Coherence. The studies listed in the table reflect only a subset of those used for the purpose of the literature review.

| Authors          | Study                                                                 | Analysis Methods                  |
|------------------|-----------------------------------------------------------------------|-----------------------------------|
| Yun et al. [32]  | Emotional Interactions in Human Decision Making using EEG hyperscanning | Correlation (Signal-based correlation) |
| Sinha et al. [35]| EEG hyperscanning study of inter-brain synchrony during cooperative and competitive interaction | Correlation (Signal-based correlation) |
| Dikker et al. [37]| Brain-to-Brain Synchrony Tracks Real-World Dynamic Group Interactions in the Classroom | Correlation (Signal-based correlation) |
| Dikker et al. [45]| On the Same Wavelength: Predictable Language Enhances Speaker-Listener Brain-to-Brain Synchrony in Posterior Superior Temporal Gyrus | Correlation (Voxel-based correlation) |
| Koike et al. [46] | Neural substrates of shared attention as social memory: A hyperscanning functional magnetic resonance imaging study | Correlation (Voxel-based correlation) |
| Bilek et al. [27] | Information flow between interacting human brains: Identification, validation, and relationship to social expertise | Correlation (Voxel-based correlation) |
| Saito et al. [43] | “Stay Tuned”: Inter-Individual Neural Synchronization During Mutual Gaze and Joint Attention | Correlation (Voxel-based correlation) |
| Toppi et al. [36] | Investigating Cooperative Behavior in Ecological Settings: An EEG hyperscanning Study | Partial Directed Coherence |
| Tognoli et al. [58] | The phi complex as a neuromarker of human social coordination | Phase-based method (SI) |
| Szymanski et al. [40] | Teams on the same wavelength perform better: Inter-brain phase synchronization constitutes a neural substrate for social facilitation | Phase-based method (PLI) |
| Yun et al. [33]  | Interpersonal body and neural synchronization as a marker of implicit social interaction | Phase-based method (PLV) |
Table 3. Cont.

| Authors           | Study                                                                                           | Analysis Methods               |
|-------------------|-------------------------------------------------------------------------------------------------|--------------------------------|
| Mu et al. [59]    | The role of gamma interbrain synchrony in social coordination when humans face territorial threats | Phase-based method (PLV)       |
| Kawasaki et al. [60] | Sensory-motor synchronization in the brain corresponds to behavioral synchronization between individuals | Phase-based method (PLV)       |
| Konvalinka et al. [61] | Frontal alpha oscillations distinguish leaders from followers: Multivariate decoding of mutually interacting brains | Phase-based method (SI)         |
| Ménoret et al. [62] | Neural correlates of non-verbal social interactions: A dual-EEG study                          | Wavelet-based method (TF analysis) |
| Reindl et al. [63] | Brain-to-brain synchrony in parent-child dyads and the relationship with emotion regulation revealed by fNIRS-based hyperscanning | Wavelet-based method (WTC)      |
| Cui et al. [64]   | NIRS-based hyperscanning reveals increased interpersonal coherence in superior frontal cortex during cooperation | Wavelet-based method (WTC)      |
| Nozawa et al. [47] | Interpersonal frontopolar neural synchronization in group communication: An exploration toward fNIRS hyperscanning of natural interactions | Wavelet-based method (WTC)      |
| Pan et al. [65]   | Cooperation in lovers: An fNIRS-based hyperscanning study                                       | Wavelet-based method (WTC), Granger-causality |
| Holper et al. [66] | Between-brain connectivity during imitation measured by fNIRS                                    | Wavelet-based method (WTC), Granger-causality |
| Hirsch et al. [67] | Frontal temporal and parietal systems synchronize within and across brains during live eye-to-eye contact | Wavelet-based method, Correlation |

3.2.2. Subjective Data

To evaluate social connectedness and presence during collaborative tasks or communications, researchers use a range of questionnaires designed to help participants convey these “feelings”. These serve as a means to quantify data that, as yet, we cannot accurately measure. Such subjective measures help correlate the objective data that are collected to the “experience” that participants report via these tools. Studies involving collaborative tasks in VEs regularly make use of presence questionnaires, such as the one developed by Witmer and Singer [68] and Kort et al. [69]. These kinds of questionnaires help researchers determine how participants in a virtual environment are affected by each other’s presence, and the factors that affect the sense of presence and connectedness.

For example, in a remote collaboration study conducted by Gupta et al. [70], participants were asked to answer a set of 11 questions that were designed to assess their experience collaborating with another person in a VE. The questions asked participants to rate the level of connectedness they felt with their collaborator, the level of focus they believed they afforded the collaborator and the collaborator afforded them, and the assistance they believe they rendered or were provided among them. These questions were extrapolated from a set of questions used by Kim et al. [71] for a similar study. In both cases, the goal of the study was to develop a VE and provide interaction techniques that had the potential to enhance the collaborative experience in a VE by promoting connectedness and a mutual exchange of information, both implicit and explicit.

In the social neuroscience domain, subjective observations have primarily consisted of behavioural observations of subjects [72], either in real-time [44] or video recorded [41] for analysis at a later stage. These behavioural observations are used to correlate the objective data to the recorded behavioural observations. An important aspect that is missing from such observations is the input of the participants in the study. It is important to gain insights from the participants regarding their perceptions of the environment and the “feelings” that they are able to elicit. This will help understand how the objective
and observational data relate to participant feedback. This aspect of subjective assessments is now being incorporated into social neuroscience studies.

For example, Hu et al. [73] have used a set of pre- and post-experiment questionnaires to explore participants’ feelings about each other and the environment in which they interact with each other. As part of the pre-experiment questionnaire, participants were asked to answer questions about their partner’s likeability, attractiveness, and how much they trust other people in real life. Likewise, after the experiment, participants’ feelings regarding pleasantness and satisfaction of the tasks they performed during the experiment, as well as the likability and cooperativeness of their partner was assessed on a 7-point Likert scale. Similarly, Pönkänen et al. [11] used the Situational Self-Awareness Scale questionnaire developed by Govern and Marsh [74] to investigate the subjective ratings of self-awareness in gaze-based studies, especially when this awareness is linked to one’s perception of the self in another’s eyes.

The last decade and a half has seen a concerted effort by researchers to develop questionnaires that attempt to capture what are generally thought of as “intangible qualities” of interaction. Social presence [69], social connectedness [75], and the measurement of affect [76] rank highly on the list of seemingly intangible qualities of interaction that researchers are looking to quantify in an attempt to understand the systems that underlie social interactions. Based on some of the work covered in this subsection, we can see that subjective evaluations can provide a wealth of information about an individual’s state of mind before, during, and after a task. Gathering this data makes it possible for researchers to construct a better picture of the environment and interactions from a subject’s perspective. The addition of neuroimaging methods makes it possible to identify the neural activity that is possibly representative of the mental states and/or emotions reported by participants during their interactions in the environment. Together with the objective methods described earlier in the paper, they make for a powerful combination in order to help unravel the workings of social interactions.

4. The Case for Using Hyperscanning in Virtual Environments

To the best of our knowledge, this paper has examined an extensive portion of the existing literature in hyperscanning and its use as a means to understand social interactions. All the studies we have looked at demonstrated that neural correlates of social interaction can be clearly identified during the process of interaction between two or more people. One of the most important factors of these studies is that they were run with participants carrying out tasks in the real world. For the purpose of this section of the review, we will refer to the real world as anything that is not in a VE. Every study we have looked at, barring ones by [31,37,42], involves two participants. This clearly points to a current interest in the two-person neuroscience that we have talked about earlier in this paper. We expect this to gradually move to multi-person social interactions. In light of recent global events and the increased adoption of video conferencing technologies like Zoom (https://zoom.us/) and Google Meet (https://apps.google.com/meet/) as a result, studying multi-person interactions in a VE has acquired greater importance. We believe that large-scale social interaction in VEs is set to witness an exponential growth with the availability of low-cost VR headsets, and the current research trend in VEs also reflects this trend [77].

VR is a technology has been around for at least five decades. In recent years, it has matured enough for it to be made available commercially. As the growth of VR has increased, we are seeing it actively used across a wide range of application domains, such as entertainment, therapy [78,79], medicine [80] construction [81,82], and training [83], to name a few. Its ability to immerse users into a computer-generated environment is one of its key strengths, which has allowed developers to create a number of different VEs, be it for entertainment or training, that a user can inhabit.

In recent years, VR has been used as a tool for remote collaboration amongst a wider section of society. Commercially/freely available tools, such as AltSpace VR (https://altvr.com/), Hubs (https://hubs.mozilla.com/), and Spoke (https://hubs.mozilla.com/spoke) by Mozilla now allow users to create, meet, and collaborate in VE. Users are now able to work together in real-time in a collaborative,
virtual work-spaces, despite being geographically separated. Given that some of today’s VR/AR
headsets come equipped with eye-tracking, they are able to share implicit social cues, such as gazes
with their collaborators. Despite these advances in the VR/AR space with regards to the hardware,
and progress made on interactivity within a VE—both with the VE and other users—a major drawback
is its inability to be able to convey implicit cues, such as subtle hand gestures and eye contact in
a convincing manner. While there exist some means to convey some of these implicit cues in VE,
they lack the ability to capture the subtle nuances that underlie implicit communication. In real-world,
face-to-face conversations, these implicit cues can inform people of each others’ intentions, emotions,
mental state, and so forth.

In an attempt to help improve the communication between people in a collaborative
VE, researchers have begun to incorporate physiological sensors that measure heart rate (HR)
and galvanic skin response (GSR), among others [84–87]. Among these physiological sensors,
the electroencephalograph (EEG) appears to have become popular among researchers looking for new
ways to interact with and convey mental states in a VE [88–91]. This increased interest in using the
EEG in a VE has been encouraged by the availability of high-quality EEG headsets at a low price point.
Manufacturers like OpenBCI (https://openbci.com/) and Emotiv (https://www.emotiv.com/) provide
EEG hardware and software tools at a price point that makes such technology easily accessible.

This availability of equipment at a lower price point has also spurred the growth of neurological
research that studies social interaction. EEG headsets have been at the forefront of the uptake in social
neuroscience research. Two-person neuroscience has seen a significant increase in the number of studies
that are being conducted. While researchers have also been interested in how the brain works in a
social setting, until recently, studying this has not been possible given how cumbersome and expensive
monitoring neural activity has been. The emergence of low-cost, high-quality EEG headsets appears to
have addressed these issues. Another important advance that has been instrumental in advancing the
field has been the development of tools and techniques that help analyse data in greater detail than
previously possible. The previous section has listed some of the subjective and objective data analysis
techniques used by researchers. These advances have led researchers to develop new study paradigms
suited to the monitoring of neural activity from two or more people simultaneously. One of the primary
motivations for studying social interactions between people has been to explore the concepts of social
co-operation, inter-brain synchrony, and flow. For example, Babiloni et al. [31] have demonstrated
that co-operative/team-based game-play with the common goal of beating an opponent elicits similar
neural activity among members of the same team. The study also demonstrated that there was a
marked difference in the neural activity between the individuals of two completing teams. It must be
noted that the study paradigm adopted by Babiloni et al. for this experiment was that of a popular
card game. This is a great example of how the process of social interaction can be studied in realistic
environments, given the advances in technology. Another compelling example of studying social
interaction in a real-world social scenario of critical importance has been described by Toppi et al. [36].
In this study, the neural activity and interactions of a pilot and co-pilot are studied during a simulated
flight in an industry standard flight simulator. Results from this study demonstrate that the pilot and
co-pilot exhibit a dense connection network between their brains when involved in co-operative tasks
that are vital to the safety of the flight and completion of the mission. Conversely, the number of
connection, and as a result, inter-brain synchrony reduced drastically when the pilots were involved in
tasks that did not require them to co-operate.

Researchers have also explored the concept of flow [92], as demonstrated by Shehata et al. [93].
The flow state, or being “in the zone”, is said to be a psychological phenomenon that develops when
there is a balance between the skills of an individual and the challenge of the task, as well as clear
goals, and immediate feedback [94]. As with the studies described earlier, flow state is believed to
be achieved when a group of people reach high task engagement in the pursuit of a common goal.
Shehata et al. have demonstrated that the brains of people engaged in a co-operative task that is
achieved successfully with a high level of accuracy both report and demonstrate a level of brain activity
linked with the flow state. We have seen how the availability of high-quality neural activity monitoring at a relatively low price point has led to the emergence of the social neuroscience field. Researchers are now able to simultaneously monitor the neural activity from two or more people in real-world scenarios, demonstrating how the brain functions in such environments. This also lends greater credibility to the results that are obtained from such studies, given that they are run in ecologically valid settings.

One of the most important research trends to emerge from the availability of affordable VR/AR and EEG hardware has been the rise of the Brain Computer Interface (BCI), and its use in VEs [95] to facilitate interactions between a human and a computer. There are numerous examples of an EEG headset being used in VR and AR as a Brain–Computer Interface (BCI) [89,91,96–98]. BCIs have the ability to translate a user’s thought into action in the virtual world [96,99]. There are several examples of such implementations of the BCI across a variety of use cases in VE. For example, Chin et al. [100] have demonstrated the use of a BCI using Motor Imagery (MI) as a means to move a virtual hand. The applications for such an interface can range from implementation of interactions within a VE, to using it for rehabilitation of stroke victims with impaired upper or lower limb function. Similarly, VR has been used to help train paraplegic and quadriplegic users of powered wheelchairs in the use of a BCI as a means to control the wheelchair [101]. Another interesting application of the BCI has been in communication between users in a VE. Kerous et al. [98] have used the P300 speller as a means to implement communication between two people in a VE. The P300 speller relies on the evoked potential recorded approximately 300 ms after the onset of a stimulus of interest [102]. This is achieved, in most cases, using the “oddball paradigm”, where the stimulus of interest is seen/heard relatively fewer times than the rest of the components [103]. The lower number of occurrences of the target stimulus result in a “spike” (event-related potential) in neural activity when the target stimulus is observed [103,104]. For a detailed overview of the P300 paradigm, please read [105,106].

While arguably a slow and inefficient method [102,107], it demonstrates the possibility of using a BCI as a device to facilitate communication between participants of a VE. Additionally, BCIs have also been shown to be capable of distinguishing emotion [108,109] and cognitive load to dynamically alter the virtual environment (VE) to suit the user’s needs.

Here, we have covered some of the applications of BCIs that are currently being researched. There is, as we can see, a multitude of ways in which BCIs can be used in VEs to affect interactions, monitor neural states, and even augment communication. An important implication of the studies covering the use of BCIs in VEs is that they provide evidence that EEG sensors can be integrated with VR HMDs. Furthermore, studies, such as the one conducted by Bernal et al. [110], demonstrate that such a set-up can even be integrated into an HMD, providing better fit and comfort. Commercial versions of such HMDs or EEG headsets that can be retrofitted are now being manufactured by companies like Looxid Labs (https://looxidlabs.com/) and Neurable (https://www.neurable.com/).

5. Practical Implications for Using Hyperscanning in Virtual Environments

While EEG has been used in a number of VR studies, there appear to be no studies, barring one [111], that explore employing hyperscanning in VR. Employing this technique in VR could greatly benefit studying interactions among users in a multi-user VE. It will also help formulate design strategies that promote inter-brain synchrony in VEs to facilitate better interaction among users. For example, in the case of VR-based training scenarios, equipping the trainer and trainee with EEG sensors will allow the trainer to monitor whether the trainee’s neural activity matches his/her own. In the event that the trainee is distracted or inattentive, his/her neural activity will not only reflect this state, but will also show up as not being “in sync” with that of the trainer. Such a tool will greatly benefit users in a remote collaboration setting. Approaching the same scenario from the viewpoint of VR, a notable aspect of VR is the ability to provide varying visual perspectives, such as the first person or third person. In the scenario described above, these changes in visual perspective can be studied to explore
how they affect inter-brain synchrony. It is this facet of VR that we believe will be the most useful in enhancing collaboration, and will be studied using the hyperscanning technique.

It is important to note that hyperscanning, unlike a BCI, is a tool to identify inter-brain synchrony among participants. The information provided by such a system can be used proactively and dynamically to alter interaction strategies to engage user attention and promote inter-brain synchrony for efficient task completion. These changes can be implemented by a computer, as in the case of a BCI, or the user(s).

6. Conclusions

Hyperscanning is a rapidly evolving technique used by social neuroscientists to study social interactions between two or more people. Popularly labelled as two-person neuroscience, it aims to unravel the neural underpinnings of social interactions by providing empirical evidence. This primarily consists of recorded neural data that are analysed using a host of techniques. These analyses are also buttressed by several subjective measures and traditional observation-based methods. These emerging techniques demonstrate that there is a concerted effort in the scientific community to understand how social interaction between two or more people functions at a neural level. Understanding this will help corroborate behavioural observations made by scientists during such studies and provide a holistic understanding of social interactions. Given the plethora of devices that have now democratised access to a VE, it is important that we also understand how social interactions work in such environments.

Using the themes of social interactions and VEs as our guiding beacons, this paper has covered the literature relevant to the subject of two-person and multi-person social interaction from the perspective of social neuroscience and the rise of VEs. The literature on multi-person social neuroscience, particularly centered around hyperscanning, has demonstrated that it is an effective method to monitor neural activity during social interactions between two or more people. Of great importance is the fact that EEG devices now give researchers the ability to monitor neural activity in real-world scenarios, as some of the studies we have reviewed demonstrate. We have also covered how VR, as a medium, is starting to gain mainstream popularity. The fusing of EEG and VR in the form of a BCI has also been included in the review. This is of particular importance, as it demonstrates that two seemingly disparate disciplines can be brought together to affect better interaction in VEs. More importantly, the use of a BCI clearly demonstrates that the approach of hyperscanning in collaborative VEs is not only feasible, but desirable, given that such environments are beginning to gain popularity, as evidenced by the growing use of platforms, such as AltSpace VR and Mozilla Hubs.

These two emerging trends—two-person neuroscience and collaborative VEs—warrant an investigation into how they can be combined in order to improve social interactions in collaborative VEs. There are numerous use cases for a system that combines the two. For example, in a training scenario, a trainer can alter the content being delivered to the trainee based on a number of parameters, such as inter-brain connectivity, cognitive load, attentiveness, and so forth. The hyperscanning technique can be used to assess inter-brain connectivity in such a scenario to help a trainer make decisions in a dynamic fashion that can enhance the manner in which the training programme is delivered.

In order to enable such interactions, we must first explore and identify the neural correlates that underlie social exchanges in VEs. The results from such studies can be used to help design VEs that promote inter-brain synchrony and help participants achieve a state of flow in order to complete tasks in a quick and efficient manner. Given that, to the best of our knowledge, there appears to be only one study that use hyperscanning to examine social interactions in VEs [111], we propose to undertake such an experiment as a means to establish a methodological approach to conducting future investigations into the subject. This preliminary experiment will aim to replicate an existing hyperscanning study carried out in the real world. The experiment will be carried out both in the real world, as in the study, and in VE. We believe the results from such a study will help us identify the differences, if any, in the neural activity recorded in the real world versus that in VE. Establishing these fundamental parameters early will help steer investigations into this topic in the right direction. In addition to this, it would be
useful to carry out hyperscanning studies in VEs that study other aspects of social interactions, such as gaze and hand gestures. Such studies will help us build a clearer picture of how multi-person social interactions function in VEs, and how we can build virtual collaborative spaces that promote neural synchrony between their users.
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**Glossary of Terms**
- AR: Augmented Reality
- BCI: Brain Computer Interface
- CCOrr: circular Correlation Coefficient
- CSCW: Computer Supported Collaborative Work
- EEG: Electroencephalograph
- fMRI: Functional Magnetic Resonance Imaging
- fNIRS: Functional Near-Infrared Spectroscopy
- GSR: Galvanic Skin Response
- HCI: Human-Computer Interaction
- HMD: Head Mounted Display
- HR: Heart Rate
- KMI: Kraskov Mutual Information
- MI: Motor Imagery
- PANAS: Positive and Negative Affect Schedule
- PDC: Partial Directed Coherence
- PLI: Phase Locking Index
- PLV: Phase Locking Value
- SAM: Self Assessment Manakin
- SI: Synchronization Index
- TF: Time-Frequency Analysis
- VR: Virtual Reality
- VE: Virtual Environment
- WTC: Wavelet Transform Coherence
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