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Abstract
Perhaps one of the most common and comprehensive statistical and machine learning algorithms are linear regression. Linear regression is used to find a linear relationship between one or more predictors. The linear regression has two types: simple regression and multiple regression (MLR). This paper discusses various works by different researchers on linear regression and polynomial regression and compares their performance using the best approach to optimize prediction and precision. Almost all of the articles analyzed in this review is focused on datasets; in order to determine a model’s efficiency, it must be correlated with the actual values obtained for the explanatory variables.
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I. INTRODUCTION
Machine learning [1-5] is commonly used in diverse fields to solve difficult problems that cannot be readily solved in based on computer approaches. The linear regression is one of the simplest and most common machine learning algorithms. It is a mathematical approach used to perform predictive analysis. Linear regression allows continuous/real or mathematical variables projections. Sir Francis Galton first suggested the concept of linear regression in 1894. Linear regression [6-8] is a mathematical test used for evaluating and quantifying the relationship between the considered variables. Univariate regression analyses (Chi-square, exact testing by Fisher and t-testing and variance analysis (ANOVA) cannot be used to take into account the outcomes of the other covariates founders in the analysis. Therefore, partial correlation and regression are tests which enable scientists in understanding the relationship between two variables to assess the impact of confusions [4, 9, 10]. Linear regression [11] is commonly used in mathematical research methods, where it is possible to measure the predicted effects and model them against multiple input variables. It is a method of data evaluation and modeling that establishes linear relationships between variables that are dependent and independent. This method would thus model relationships between dependent variables and independent variables from the analysis and learning to the current training results. In this article, an inclusive summary of researchers’ recent and most popular approaches in linear regression data processing, various statistics and machine learning over the last five years was performed. The particulars of each process are often summarized, such as used algorithms, databases, accuracy and performance[12]. This paper is organized as follows: Introduction is explained in section I. Theoretical background are presented in section II. Next, A Review and experimental Comparison are explained in section III. Discussion are explained in section IV. Section V describes conclusion.

II. THEORY
A. Regression
Regression [13] is a technique used for two theories. First, regression analyzes are usually used for forecasting and prediction, in which their application has major overlaps with the area of machine learning. Second, regression analysis can be used in some cases to determine causal relations between the independent and dependent variables. Importantly, regressions alone show only relations between a dependent variable and a fixed dataset collection of different variables.

B. Regression Models
According to the regression models, the independent variables predict the dependent variables [14]. Regression analysis estimates dependent 'y' variable value due to the range of independent variable values 'x' [15]. We discuss linear regression and polynomial regression in this paper that better fits the predictive model[16]. Regression [17] may either be a simple linear regression or multiple regression.

• Simple Linear Regression
Simple Linear Regression is a case model with a single independent variable [18]. Simple Linear regression defines the dependence of the variable, $y = \beta_0 + \beta_1 x + \epsilon$. Simple regression distinguishes the influence of independent variables from the interaction of dependent variables [19].

- **Multivariate linear regression (MLR)**

MLR is a statistical technique to predict the result of an answer variable, using a number of explanatory variables. The object of (MLR) is to model the linear relationship between the independent variables $x$ and dependent variable $y$ that will be analyzed [20]. The basic model for MLR is:

$$y = \beta_0 + \beta_1 x_1 + \cdots + \beta_m x_m + \epsilon$$

The formula to determine the formula matrix is:[21]

$$\hat{\beta} = (X^T X)^{-1} X^T y$$

Where $\hat{\beta}$ is the coefficient matrix of the variables, $X$ is the explanatory variable matrix, and $y$ is the dependent variable matrix.

- **Polynomial Regression**

Polynomial regression [22, 23] is a type of regression analyze in the nth degree polynomial modeling of the relationship between independent and dependent variables. Polynomial regression is a special case of MLR in which the polynomial equation of data blends in with curvilinear interplay of the dependent and independent variables [24]. Model of polynomial [25, 26] is:

$$y = \beta_0 + \beta_1 x + \beta_2 x^2 + \cdots + \beta_h x^h + \epsilon$$

Where $h$ is named the polynomial degree [27, 28].

### C. Least square method

The least square method (LSM) [29, 30] use to find the best fit curve or line for one set of data points by reducing the amount of the squares of the offsets (residual part) of the points of the curve. The LSM in the linear regression model use to find $b_0$ and $b_1$ predictions such that the cumulative squared distance from the real $y_i$ response $\hat{y} = b_0 + b_1 x_i$ approaches the minimum of all possible regression coefficients $\beta_0$ and $\beta_1$ option.

$$(b_0, b_1) = \text{argmin}_{b_0, b_1} \sum_{i=1}^{n} [y_i - (\beta_0 + \beta_1 x_i)]^2$$

The motivation behind the least squares approach has been to find the estimates of the parameters using the least squares that is the nearest line to all points$(x_i, y_i)$. The least squares result of the basic linear regression used for the purpose of this paper are calculated by solving this system.

$$\frac{\partial}{\partial \beta_0} \sum_{i=1}^{n} [y_i - (\beta_0 + \beta_1 x_i)]^2 = 0$$

$$\frac{\partial}{\partial \beta_1} \sum_{i=1}^{n} [y_i - (\beta_0 + \beta_1 x_i)]^2 = 0$$

Considering that $b_0$ and $b_1$ are the solutions to the above system, we can describe the relationship between $x$ and $y$ with the regression line $\hat{y} = b_0 + b_1 x$ indicated by convention. It is easier to solve for $b_0$ and $b_1$ by using a centralized linear model:

$$y_i = \beta_0 + \beta_1 (x_i - \bar{x}) + \epsilon_i$$

Where $\beta_0 = \hat{\beta}_0 - \beta_1 x^-$. We need to solve for

$$\frac{\partial}{\partial \beta_0} \sum_{i=1}^{n} [y_i - (\beta_0 + \beta_1 x_i)]^2 = 0$$

$$\frac{\partial}{\partial \beta_1} \sum_{i=1}^{n} [y_i - (\beta_0 + \beta_1 x_i)]^2 = 0$$

Taking the partial derivatives with respect to $\beta_0$ and $\beta_1$ we have

$$\sum_{i=1}^{n} [y_i - (\beta_0 + \beta_1 x_i)] = 0$$

$$\sum_{i=1}^{n} [y_i - (\beta_0 + \beta_1 x_i)](x_i - \bar{x}) = 0$$

Note that

$$\sum_{i=1}^{n} y_i = n \beta_0 + \sum_{i=1}^{n} \beta_1 (x_i - \bar{x}) = n \beta^*_0$$

Therefore, we have $\beta_0^* = \frac{1}{n} \sum_{i=1}^{n} y_i = \bar{y}$. Substituting $\beta^*_0$ by $\bar{y}$ we obtain

$$\sum_{i=1}^{n} [y_i - (\beta^*_0 + \beta_1 x_i)](x_i - \bar{x}) = 0$$

Denote $b_0$ and $b_1$ be the solutions. Now it is easy to see

$$b_1 = \frac{\sum_{i=1}^{n} (y_i - \bar{y})(x_i - \bar{x})}{\sum_{i=1}^{n} (x_i - \bar{x})^2} = \frac{S_{xy}}{S_{xx}}$$

And

$$b_0 = b_0^* - b_1 \bar{x} = \bar{y} - b_1 \bar{x}$$

The explanation behind the LSM is to determine parameter estimates by taking the "closest" row to all data points$(x_i, y_i)$ [31]. Residual analysis plays a critical role in regression analysis. Residual linear regression can be determined for the measurements $y_i$ and the fitted values $\hat{y}_i$'s, residuals can be shown. It must be. Remembered that the $\epsilon_i$ term is not found in the regression model. Therefore, regression error not found and the residual regression is observed [32]. Normally the predicted value, the average of the whole population, is not observed [33, 34]. A linear regression model test can be described as follows:

- **F-Test**

The $F - test$ [35] is more stable than the other tests. The test mathematical variable $F$ is:

$$F = \frac{\sum(y_i - \bar{y})^2 / (m - 1)}{\sum(y_i - \hat{y})^2 / (m - 1)} \sim F(m - 1, n - m)$$

Where $m$ is the freedom degree of to modify regression.

$\sum(y_i - \bar{y})^2 / n - m$ Freedom degree of residual variation $\sum(y_i - \hat{y})^2 / m - 1$. If $F_0(m - 1, n - m)$, then a significant linear relationship between $y$ and the variables $x_1, x_2, ..., x_m$ is considered below the rate of priority $\alpha$, that is, Regression equation is important on the contrary, the equation is not important.

- **t-Test**

Evaluate independent variable affect $x_j$ of the $y$ is applicable, close to the test hypothesis. Statistical test variable $t$ [36]:

$$t = \frac{\beta_j - \beta_j^*}{\sqrt{\frac{\sum(y_i - \hat{y})^2}{n - m}}}$$

Where $\beta_j$ is the coefficient of the variable $x_j$, and $\beta_j^*$ is the value of the coefficient $x_j$.
Where $c_{jj}$ is the $j$th component on matrix $(\hat{x}x)^{-1}$.

### III. A REVIEW ON (LINEAR REGRESSION)

Hyun-il Lim. [11] a framework has been developed for the use of linear regression in the evaluation of software features defined applications using code vectors based on software instructions. Experiments have been conducted to test the suggested method, although experimental findings suggest that linear regression can be an efficient way to classify related software in software analysis. To conclude, a well-designed machine learning model can be easily used in software analysis. The use of machine learning in information analysis would also enhance comprehension of software functionality.

Xingang Wang. [37] Used MLR algorithm to calculate its weight, which eliminates redundancy between attributes, proposed a weighted naive Bayesian algorithm on the basis of the multiple regression (MLWNBC). Simultaneously, each attribute will also determine the impact size of each attribute on the basis of weight. MLWNBC makes WNBC more rational (weighted naive bias classification algorithm). The study results of which classification of 10 data sets in UCI database indicate that the algorithm has strong properties and is capable of enhancing accuracy, reducing consumption time. The data collection estimates all attributes, and certain properties have no influence on the results.

Zhaobin Zhang. [20] Proposed new approach for intra-coding video based on MLR. The proposed method uses a linear regression model to learn from end-to-end projections and the best intra-predictive block. The technology is developed in the realm of pixels rather than physical space. A separate model is qualified to optimize the model by using intra-prediction. The clean and succinct style but also delivers promising results. A suggestion is implemented into the HEVC reference program, outperforming a matched anchor. These findings offer valuable information for video coding in the future. The experimental findings indicated the reliability of the proposed system and provided important insights into how classical video coding algorithms could be further manipulated.

Ethan C. Jackson. [42] They contrast two contemporary methods in task-based functional magnetic resonance imaging (fMRI) for a MLR: linear Regression with ridge regularization and nonlinear Symbolic Regression by genetic programming. The data for this project reflect an experimental fMRI framework for visual stimulation. For 10 topics, linear and non-linear models were developed, with a further 4 refused for validation. Model consistency is measured by comparing R values (Pearson product-moment correlation) in different contexts, including single run self-compatibility, generalization of the subjects and generalization between subjects. The suitability for modeling overfit strategies is determined with a separate resting state scan. The findings show that neither approach is necessarily or statistically superior to the other.

R. Harimurti. [43] The article focuses on the processing of educational data to predict the psychomotor domain of students. In this case, the method of linear regression is used. Four regularizations were used during this point, namely: no regularization, ridge regression, lasso regression and elastic net regression. In comparison, utilizing as an appraisal tool two sampling methods: cross-validation sampling and random sampling as examples. The experimental result shows that an elastic net regression is the best regularization for cross validation and random sampling, as this regularization yields the lowest predictive error. For cross-validation, MSE, RMSE and MAE values are respectively 40.079, 6.330 and 5.183. In
comparison, for random sampling, the MSE, RMSE and MAE values are 86.910, 8.428 and 6.511 respectively.

Yanning Yang, [44] I worked on a statistical model and used MLR. The MLR analyses interval projections. A MLR model has been developed which forecasts airplane material consumption. Based upon a study of the cases, fitness test, t-testing and residual tests, and a detailed and reliable regression model have been validated and evaluated. The model indicates the use of aero-material replacement parts is permanent and successful. The results provide a realistic and analytic estimate of aero material consumption.

Dejian Wei. [45] MLR methods are used to quantify the details in the simulated world on Chinese medicine bone setting manipulation. A linear regression is used to predict the content of abstract knowledge from the manipulation. We model the displacement and angle knowledge of bone manipulation. Both medications and physical exercise helps accomplish the bone settling and bone movement mechanism. A true and science forum assists students in understanding bone setting manipulation and practicing bone setting manipulation. There are efforts to enhance the education level, treatment standard and heritage of bone setting in Chinese medicine. A linear regression analysis can be used to determine the strength of the relationship between a treatment and its effect on a dependent variable.

Sreehari. [46] A described article explains MLR rainfall prediction. It will help farmers determine crop yields. Floods or droughts can be evaluated together at the same time. The MLR technique was implemented in the Andhra Pradesh district of Nellore. Our analysis is designed to take advantage of the relevant rainfall findings as a basic linear regression. The researchers have applied the MLR method, estimate the values, and the MLR error rate much less simple linear regression. MLR are stronger than just linear regressions. Vapor pressure is a dependent variable, others are independent variables, and MLR is applied.

Gopalakrishnan T. [47] Worked to evaluate the sales of a big store and estimate future sales in order to maximize their revenues and make their brands much better and more competitive by generating customer loyalty. The technology used for revenue prediction is the Deep Learning Linear Regression Algorithm. The revenue figures are from 2011-2013 and the data are expected for 2014. In addition, real-time 2014 data are taken and real 2014 data are compared with the expected data to measure the predictability. They took data for 2014 and compared it to their estimated sales volume and found our projections 84% accurate, which is very similar indeed.

Luminto. [48] Worked on MLR model to predict the rice cultivation time and the result showed highest farmer's exchange rate. The weather data shall be obtained using National Statistical Authority's weather forecast and Farmer Exchange Rate data, and the obtained data will be used to construct a regression model using MLR to detect the weather FR association. The factors are "Average Temperature," "Average Moisture," "Rainfall" and "Radiation from Solar." Their effects are estimated, but their effects are mainly derived from the other factors. Prediction can be achieved by checking all the combinations of variables that cause a low RMSE value. This then is seen by the line diagram. Evaluations show a cumulative RMSE of 0.39 – 1.34 in a suggested study in two separate regions.

Dehua WANG. [49] The average measurement data processing technique was introduced by EXCEL to draw the color readings and content concentration dispersion diagram using a linear regression analysis system to calculate linear regression equation levels for color readings and material model. We use the least square approach to derive the regression equation and we use the cumulative square sum, residual square sum and regression sum and model error to evaluate model errors.

Timur Bakibayev. [50] Proposed an algorithm for processing spatial co-ordinates using polynomial regression to measure the movement's common behaviour. The key benefit of this algorithm is that a trajectory map is usable in every area. Used Python programming language for machine learning and viewing along with Science-Learning and Matplotlib libraries. At the end they attempt to forecast the movement of all points on the map over several stages.

Francis Grondin. [51] Proposed a simple 2-D approach by creating and overlaying the acoustic image with the visual field of a camera with the auditory field of an array microphone. Polynomial regression can effectively resolve non-linear video distortion using a low-cost microphone array and off-stage camera and that SVD-PHAT, a newly suggested approach for real-time analysis of sound sources can be tailored for this role. Used polynomial regression to match an acoustic picture with a simple method of calibration that needs little calculation. The findings also suggest that SVD-PHAT is effective in producing the acoustic picture in real time with a reduction of 47 compared with SRP-PHAT.

Soon-Jong Kwon. [52] Propose a method for estimating remaining useful life (RULs) by the application of the IR voltage and capacitance correlation to the regression method of the polynomials. In addition, an accelerated degradation test and the ESI test were performed using LIBs (LINixCoyMn1-x-yO2 (NCM) with separate nickel material (Ni), life properties and alternating current (AC) impedance properties. In polynomial regression analysis, the association between internal resistance (IR) voltage and the power extracted from the accelerating degradation test was applied, which revealed that the NCM LIB was projected for the remaining useful life (RUL).

Ismail El kafazi. [53] Proposed two ways to predict renewable energy. Wind and solar power integration and system improvement and availability assure continued output and ensure supply of necessary amount of energy. The energy from renewable sources is tailored to customer needs. Historical statistics were used to analyze energy production over time. This experiment was to show the feasibility of the power output projection from 2016-2030. Output predictions are often inaccurate because of meteorological data. A linear model suggested a polynomial model and reliability estimates.

The Maxent model was the maximum R-square and modified R-square, meaning that both models were more
suitable. For applications of the output, polynomial curve fitting models are suggested. The simulation showed how the market for electricity affects the market for power.

Ahmed Al-Imam, [54] Improve the accuracy of linear regression models by 1) remove the square root of errors. Alternative (2) would reduce the need for statistical analysis of large-scope data simulations, a lengthy list of variables, and for polynomial regression tests, for each variable. 3) Efficiently analyzing a time-series analysis of multidimensional data would result in a more complex computational burden due to the computational capacity restrictions. Techniques include non-Bayesian statistics using SPSS and MatLab. Using Excel to produce 40 experiments using SPSS to run all the statistical tests, the signed-rank test, the test used to identify statistically optimal operational procedures. Results: A downward transition significantly decreased squared errors by 5,511 units.

Shen-Chuan Tai, [18] the approach suggested is based on image self-likeness and the basic linear regression used to establish a reconstruction model adaptively to enhance the visual qualities of updated images. The findings of the tests demonstrate that the proposed approach produces finer corners and less artifacts than previous approaches and is excellent for both visual consistency and objective parameters.

H. Roopa, [14] the main purpose of this paper is to develop a diabetes data mathematical model to achieve improved rating accuracy. The evidence is provided in this research work on characteristics extraction and mathematical modelling of Pima Indian Diabetes. Extracted characteristics of the diabetes data are projected to a new space via the key component analysis, and then modeled on these newly developed features using the linear regression approach. The accuracy reached with this approach is 82.1 percent for diabetes estimation that has improved according to other current classification systems.

Suvidha Jambekar, [21] Applying data mining techniques to forecast future crop production in relation to various observed parameters during the time, such as rice, wheat and maize (1950-2013). The parameters were precipitation, medium temperature, irrigated region, area, output and yield. The MLR and random forest regression are used in this analysis (Earth). Findings indicated that multivariate adaptive retrenchment and random forest retrenchment and multilinear retrenchment and MLR retrieval were better than random forest retrieval and multilinear retrenchment for maize data collection.

**Table 1: An overview of most recent linear regression techniques**

| Ref. | Dataset | Technique(s) | Pros and Cons | Results and Accuracy |
|------|---------|--------------|---------------|---------------------|
| [54], 2020 | simulated Medical Data | Polynomial | The optimization has turned all variables into a smaller set of restricted decimal places and the initial correlation of variables which can be cost-effective for subsequent statistical and computer processing. | 82.7% |
| [11], 2019 | ANTLR | SLRM | The well-designed linear approach can be an outstanding tool for interpretation and classification of software code, but the drawbacks are mostly because of complicated internal software constructs which are not enough to be represented solely with code vectors. | 90.08% |
| [14], 2019 | Pima Indian Diabetes | MLRM | PCA-LRM achieves higher precision than other approaches. | 82.1% |
| [44], 2018 | Aero-Material | MLRM | The very strong fit effect of the MLR can be shown to be smaller than 0.8 per cent for all relative prediction errors such that good prediction outcomes are produced by the MLR prediction. | 99.89% |
| [45], 2018 | 3D coordinate Medical Data | MLRM | Provides a reliable basis for a detailed study of Chinese bone-setting manipulation and the utility of creation essence in Chinese traditional medicine | X: 92%, Y: 90%, Z: 80% |
| [47], 2018 | Marketing | MLRM | Level of prediction really strong. | 84% |
| [21], 2018 | Rice, Wheat and Maize | MLRM | MARS production for rice and wheat is better than MLRM and RFR and MLRM is better than maize RFR n and MARS. | Rice: 97%, Wheat: 92%, Maize: 80%, |
| [40], 2017 | Weather | MLRM | The fit of the model is very similar to 1, which means that the fit of the model is very good and the value of F statistics is very high. There is a strong linear correlation between variables, which satisfies the criteria for MLR. | 30 min100%, 1 hour 99%, 3 hours 95% |
| [49], 2017 | Color reading | MLRM | The fits of the regression model is better, the effects of the temperature and refractive index and concentration on the model are not taken into account. | 82% |
| [53], 2017 | Historical data set | Polynomial, SLRM | The polynomial curve fit is better than basic linear regression to forecast power generation. | Polynomial 92%, SLR 67% |
| [37], 2016 | Different Medical datasets | MLWNBBC | The algorithm blends the simpler linear regression with WNBC's high efficiency. The data attributes are processed to obtain a successful attributes sub-set and reduce the algorithm complexity; on the other hand, the value determines the outcome of the classification, and the weight correlation coefficient is used to increase the classification performance. | 82.92% |
Most of the papers included in this review are observational studies which used linear regression models through (2016 to 2020). Table 1 presents a summary of each study selected (reviewed) in this paper. The summary includes the dataset of each paper, technique/method, pros and cons of the used method and accuracy of the results. As given in Table 1 there are three regression models (methods), two papers (or 18%) are used SLRM, 7 papers (or 63%) are used MLRM and 2 papers (or 18%) are used polynomial regression. About (40%) used simulation to generate data to be modeled and (60%) are used the historical data sets. Fewer than (20%) of the papers predicted of future values, examined collinearity. Statistical significance testing or confidence intervals, goodness of fit were reported in all papers. The best-achieved accuracy of the reviewed papers from those who depended on the MLRM algorithms is research [44] because the fitting of the MLRM is very good and the prediction error is small. [11] Used SLM method, the average accuracy was 90% or almost 10% of the forecasts were inaccurate. Based on a test run of the regression program, there were some drawbacks to the software’s predictive results. We may implement advanced machine learning algorithms, such as help vector machine and deep neural network, to solve problems. [53] Two methods were proposed for estimating energy output from renewables, using the R-square figure for the curve fitting of the polynomial method is considerably higher than the one of the linear regression method. However, the obtained regression equation will be used in the future to analyze and study the relationship and interactions between demand and energy production using machine learning in order to model electrical transport. The accuracy value of three reviewed papers were used MLRM method [14, 37, 49] is about (82%), fitting a model with low accuracy can cause by including not significant variables, in these situations to identify candidate variables the stepwise regression can be used, because Specification of the appropriate model depends on the proper variables. In [37] it is considered that the standard MLRM is applied and the accuracy of the data is improved. Early stage regression modelling using Stepwise and Best Subsets Regression can help in model specification. The authors in [14] Discrete features (derived from sampled diabetes data) were projected to a new space using PCA, after which they were analyzed using MLRM.

V. CONCLUSION
Regression modeling is a statistical method commonly used in research, particularly for observational studies. The proper choice of regression model, the choosing and presence of model variables are the key actions which should be established and properly controlled in order to achieve valid statistical results because the unavailability or misapplication of an appropriate regression modeling may cause to inaccuracies results. This review utilized (23) papers appeared in the last 5 years on three regression models: Simple Linear Regression Model is suitable to data contains a linear relationship between two variables, a MLR Model is a linear relation between two or more independent variables a Polynomial Regression Model would be used in case of variables having a polynomial relationship. The results of this review illustrate that almost all of the provided research papers estimated the models utilizing data sets, the accuracy of the models was measured and the predictive ability of the method is really important, to measure the performance of a regression method, a comparative study has been done between predicted and sample values.
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