Achieving the Ultimate Quantum Timing Resolution
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Accurate time-delay measurement is at the core of many modern technologies. We present a temporal-mode demultiplexing scheme that achieves the ultimate quantum precision for the simultaneous estimation of the temporal centroid, the time offset, and the relative intensities of an incoherent mixture of ultrashort pulses at the single-photon level. We experimentally resolve temporal separations 10 times smaller than the pulse duration, as well as imbalanced intensities differing by a factor of $10^2$. This represents an improvement of more than an order of magnitude over the best standard methods based on intensity detection.
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I. INTRODUCTION

The measurement of the time delay between two clocks is of paramount importance for many applications, from navigation and global positioning [1] to tests of general relativity [2], long baseline interferometry [3], optical coherence tomography [4], and gravitational wave detection [5], to cite but a few. With optical pulses emitted from coherent or partially coherent sources, the timing information can be measured through established interferometric methods and conventional photodetection, such as Fourier-transform interferometry [6]. Distance information can be extracted from timing information using the time-of-flight principle [7], which detects reflections off of distant objects. In these cases and others, the main goal of a timing measurement is to estimate specific properties of a received signal consisting of multiple pulses, such as relative time delays, centroids, and relative intensities, and not necessarily full temporal profile reconstruction.

In many settings, the optical pulses being measured share little or no coherence. This happens with, for example, remote clocks (e.g., the Global Positioning System), incoherent excitations in biological samples, condensed matter physics, and astronomical observations [8]. In the absence of coherence, interferometric methods like frequency-resolved optical gating [9] and spectral phase interferometry for direct electric-field reconstruction [10] cannot be exploited, and the estimation precision of tools that directly measure temporal intensity, such as streak cameras [11] and time-to-space conversion [12], is reduced dramatically (see the Appendix).

In the spatial domain, this problem has been dubbed as Rayleigh’s curse [13]. In our context it can be formulated as the limits in estimating the temporal separation $\tau$ between optical pulses. For intensity-only direct-detection schemes in the instructive case of two mutually incoherent pulses with equal intensities, the information gained per photon detected (quantified by the Fisher information) decreases quadratically with $\tau$. This implies that the variance of the estimation of $\tau$ diverges as the pulse separation approaches zero, as can be formalized through the Cramér-Rao lower bound (CRLB) [14].

Employing appropriate strategies (such as homodyne detection [15]), the measurable timing sensitivity can be enhanced by a factor $1/\sqrt{N}$, where $N$ is the mean total number of photons measured in the experiment during the detection time. This is the famous standard quantum limit [16], which can be even surpassed to the ultimate Heisenberg scaling $1/N$ [17]. Detecting more photons, however, is not always possible, such as in many photon-starved applications, e.g., astronomy or biological...
imaging, where longer measurement times suffer from drifts and instabilities.

Rayleigh’s curse is not integral to the problem, but rather an artifact of only considering the intensity of the field. By optimizing over all possible quantum measurements via the quantum Fisher information [18], it can be shown that the precision of an optimal measurement maintains a fairly constant value for any pulse separation $\tau$. In other words, the divergence can be averted using phase-sensitive measurements, despite the incoherent nature of the sources. This information is always available, no matter how small $\tau$ becomes. Experiments projecting onto tailored optical field modes have demonstrated considerably better precision than the direct-detection CRLB in both the spatial [19–21] and the time domains [22].

These results are as interesting as they are important, but they apply exclusively to signals of equal strength. Here, we consider a more broadly applicable multiparameter scenario, in which the pulses might have different intensities. This can occur whenever an incoherently backscattered echo pulse is measured relative to a reference, e.g., in lidar ranging applications. This involves the simultaneous estimation of the temporal centroid, the time offset, and the relative intensities of the two pulses. Typically, when trying to estimate multiple parameters, there is a trade-off in the precision with which different parameters may be estimated; when the protocol is optimized for one parameter, its performance in estimating the remaining parameters deteriorates. The underlying reason for this is an incompatibility of the quantum measurements required to simultaneously optimize the estimation of multiple parameters, meaning that it may not be possible to estimate all parameters optimally at the same time [23,24]. The theory of multiparameter estimation has attracted considerable interest during recent years, with promise for a variety of important applications [25–28]. To date, few recipes to saturate the ultimate precision bounds are known, and experimental demonstrations remain challenging [29,30].

In this work, we experimentally achieve the ultimate quantum limits for multiparameter timing estimation. We explicitly show that tailored strategies lead to a significant improvement in precision over direct detection for any number of photons. This constitutes not only a unique demonstration of multiparameter estimation at the quantum limit, but it works precisely in the regime in which classical detection entirely fails, thus solving the outstanding challenge of measuring extremely small time delays between faint, mutually incoherent pulses.

It is worth stressing that our method is clearly distinct from existing approaches that use quantum resources, such as squeezing or entanglement, to achieve better scaling of the measurement precision with respect to the number of photons [17]. These approaches rely on highly fragile probes, which are often not compatible with real-life conditions, such as strong losses within the system. In contrast, our approach focuses on performing an ideal measurement, making it versatile in both real-life applications and under extreme conditions, such as the faint-light astronomical measurements.

II. OPTIMAL MEASUREMENTS

In the following, we briefly lay out the theory underlying our approach. A schematic setup is depicted in Fig. 1(a). Two pulses of identical amplitude shape $\psi(t)$, but different intensities, overlap with a time offset $\tau$ between them. In the case of direct detection, the signal acquired by a detector with perfect temporal resolution is

$$I(t) = q|\psi(t - t_0 - \tau/2)|^2 + (1 - q)|\psi(t - t_0 + \tau/2)|^2,$$

(1)

where $q$ is the imbalance parameter, which accounts for the different intensities, and $t_0$ is the temporal centroid. Note that we have assumed an incoherent mixture of the pulses [31], which is a good model for the common situation in which, e.g., one of the pulses is produced from
the reflection of an incoherent scatterer. In our experiment, this incoherent signal is created by mixing the measurement outcomes of positively and negatively shifted pulses in time.

Our goal is the simultaneous estimation of \( \tau, \tau_0, \) and \( q, \) which we collectively denote by \( \theta = (\tau, \tau_0, q) \). In this multiparameter estimation scenario, the central quantity is the quantum Fisher information matrix, \( Q(\theta) \), which is a mathematical measure of the sensitivity of a quantity to changes in its underlying parameters, optimized over all the possible measurements. For our case, we follow the ideas in Ref. [32] to find that

\[
Q(\theta) = 4 \begin{pmatrix}
\hbar^2 + 4q(1-q)\epsilon_+^2 & (q - 1/2)\hbar^2 & -i\hbar \epsilon_+ \\
(q - 1/2)\hbar^2 & \hbar^2 / 4 & 0 \\
-i\hbar \epsilon_+ & 0 & 1 - \frac{\hbar^2}{4q(1-q)}
\end{pmatrix}.
\]

This depends solely on the quantities

\[
w = \langle \Psi_\pm | \Psi_\pm \rangle, \quad \hbar^2 = \langle \Psi_\pm | H^2 | \Psi_\pm \rangle \quad \epsilon_\pm = \pm \langle \Psi_\pm | H | \Psi_\pm \rangle,
\]

where \( |\Psi_\pm \rangle \) are the wave functions of the two pulses and \( H = i\hbar \partial / \partial t \) is the generator of time translations.

In terms of the matrix \( Q(\theta) \) we have a multiparameter quantum CRLB [25] (per single detection event)

\[
\text{Cov}(\hat{\theta}) \geq Q^{-1}(\theta),
\]

where \( \text{Cov}(\hat{\theta}) \) is the covariance matrix for a locally unbiased estimator \( \hat{\theta} \) of the parameters \( \theta \). This gives the ultimate precision in the estimation of \( \theta \). However, this collective bound is not always saturable, as the measurements for different parameters may be incompatible [33].

The optimal measurement attaining the limit consists of phase-sensitive projections onto specifically designed temporal modes, as sketched in Fig. 1(b). These modes are determined by the successive derivatives of the amplitude pulse shape [34,35]. To be specific, we take a Gaussian temporal amplitude

\[
\psi(t \pm \tau / 2) = \frac{1}{(2\pi \sigma^2)^{1/4}} \exp\left[-\frac{(t - \tau_0 \pm \tau / 2)^2}{4\sigma^2}\right],
\]

\( \sigma \) being the root-mean-square width. The temporal modes thus reduce to the Hermite-Gauss modes \( \{\text{HG}_n\} \). Following the procedure outlined in Ref. [34], four projections are sufficient to optimally estimate the three parameters. These projections are superpositions of the first four \( \text{HG}_n \) and read

\[
\pi_0 = \begin{pmatrix} 0 \\ 1/\sqrt{6} \\ 1/\sqrt{2} \\ -1/\sqrt{3} \end{pmatrix}, \quad \pi_1 = \begin{pmatrix} 0 \\ 1/\sqrt{6} \\ -1/\sqrt{2} \\ -1/\sqrt{3} \end{pmatrix}, \quad \pi_2 = \begin{pmatrix} \sqrt{2}/\sqrt{5} \\ \sqrt{2}/\sqrt{5} \\ 0 \\ 1/\sqrt{5} \end{pmatrix}, \quad \pi_3 = \begin{pmatrix} \sqrt{2}/\sqrt{5} \\ -\sqrt{3}/\sqrt{5} \\ 2/\sqrt{T_5} \\ 0 \end{pmatrix}.
\]  

We stress that this is strictly true only in the limit of small separations \( \tau \), which is the regime we are interested in, where all classical strategies fail.

To perform such projective measurements, we use a quantum pulse gate [36–38], which is a reconfigurable temporal-mode demultiplexer shown in Fig. 1(c). Gating pulses propagate through an optically nonlinear waveguide and interact with the incoherent near-infrared pulses to create an output signal at green wavelengths. Detecting the output photons corresponds to a projective measurement along a certain temporal-mode set by the gating pulse. This method combines the advantage of the enhanced precision of phase-sensitive measurements with the simplicity and efficiency of photon counting at visible wavelengths. The quantum pulse gate was originally developed as an efficient and faithful temporal-mode demultiplexer of fragile quantum states; in this work, however, we employ it to characterize ultra-weak optical pulses in the classical domain.

III. EXPERIMENTAL SETUP

Our experimental apparatus is sketched in Fig. 2. A titanium-sapphire oscillator and an optical parametric oscillator (OPO) are used to generate 150 fs long pulses at 862 and 1540 nm, respectively, with a repetition rate of 80 MHz. A commercial fiber-coupled frequency-domain pulse shaper carves two Gaussian pulses with a root-mean-square width of \( \sigma_i = 1.57 \) ps from the OPO, one of which receives a positive time shift of \( \tau / 2 \), whereas the other one receives a negative time shift of \( -\tau / 2 \). These input pulses are attenuated to a mean value of two photons per pulse. Ten pulse separations \( \tau \) ranging from 0 to \( \sigma_i \) and six imbalance parameters \( q \) ranging from 0.125 to 0.75 are programmed during the experiment. Without loss of generality, we keep the centroid position, \( \tau_0 \), set at zero. Positively and negatively shifted pulses are measured separately, then an incoherent mixture of the two pulses, as in Eq. (1), is generated by mixing the individual measurement outcomes in data postprocessing. This ensures that no spurious coherence can enter the measurements.

The gating pulses, with a central wavelength of 862 nm, are shaped into the measurement modes, using a free-space Fourier-plane spatial light modulator. The input pulses and
The gating pulses are then sent to a quantum pulse gate [36–38]. As mentioned, this device is a mode-selective frequency converter that facilitates projections onto arbitrary temporal modes that are user chosen and defined by the temporal mode of the gating pulses.

Our quantum pulse gate is a 35 mm long titanium-indiffused periodically poled lithium niobate (PPLN) waveguide with a poling period of 4.4 μm. Propagation of the optical fields in the fundamental spatial mode of the waveguide is assured by the waveguide geometry for the input signal and by optical mode matching for the gating field. The gating pulses have a pulse energy of 100 pJ that provides a conversion efficiency of 40%, excluding collection and detection losses. The sum-frequency generated light at 553 nm is filtered with a 4 f setup to discard the phase matching side lobes with a tight bandwidth of 17 GHz and then coupled to a single-mode fiber and detected with an off-the-shelf silicon avalanche photodiode. The total system efficiency of our experimental apparatus is 6%. Using appropriately coated lenses and the PPLN crystal, spectral filters with a higher transmission, and a more efficient photon detector, which are all commercially available, the total efficiency can be readily improved by a factor of 5. Another factor of 2 improvement can be achieved by implementing the quantum pulse gate in a double-pass configuration [39], or integrated microresonators [40].

In our current quantum pulse gate implementation, the four modes are measured sequentially. This is not a fundamental limitation of the device; with a multiplexing scheme, one can measure many modes in parallel, which can enable a single-shot multiparameter estimation [41]. To collect statistics, each setting of input pulses and gating pulses is measured 100 times, with a total measurement time of 2 ms per setting. As our experiment is very sensitive to the smallest temporal drifts between the input signal and gating field—after all, it was designed for exactly this purpose—special care is taken to limit temperature fluctuations of the measurement setup to below 0.1 °C.

To construct an unbiased estimator resilient to the imperfect selectivity of our device, we use calibration data to perform measurement tomography of our technique [35]. In particular, approximating the measurement responses, i.e., the probabilities $p_n(\tau, \tau_0, q) (n = 0, \ldots, 3)$ of the four implemented projective measurements, by low-order polynomials in the parameters $\tau$ and $\tau_0$,

$$p_n = c_{0n} + c_{1n} \tau_0 + c_{2n} \tau + c_{3n} q + c_{4n} \tau_0^2 + c_{5n} \tau_0 \tau$$

$$+ c_{6n} \tau_0 q + c_{7n} \tau^2 + c_{8n} \tau q + c_{9n} \tau_0 \tau q,$$  \hspace{1cm} (7)

the unknown coefficients $c_{an}$ are estimated from data averaged over 100 repetitions using the generalized least squares (GLS) estimator from about $23 \times 10^6$ total detections. This provides a theoretical description of the measurement apparatus and confirms that targeted optimality conditions, namely the (nearly) zero overlap of two of the measurement channels with the fundamental Gaussian mode, are obeyed by the laboratory setup.

Our measurement model is used, in turn, for constructing multiparameter estimates from individual measurement runs, each comprising about 23 000 of detections. In this case, constrained GLS estimation is applied for inverting the nonlinear system (7) to ensure that the physical

FIG. 2. Experimental setup. The input pulses with different time delays and intensities are carved from an attenuated broadband OPO at 1540 nm, using a Fourier-plane liquid-crystal spatial light modulator. Gating pulses with superpositions of Hermite-Gauss functions are shaped by a similar pulse shaper. We then mix the gating and input pulses in a PPLN waveguide, followed by bandpass filter and a silicon avalanche photodiode (Si APD) to count the up-converted green photons. NDF is the neutral density filter and DM is the dichroic mirror.

FIG. 3. Measurement model. The panels show the mean measurement responses of our four measurement channels for a selected range of parameters. In all panels $\tau_0 = 0$ and $q = 0.125$ (blue circles), $q = 0.25$ (orange squares), and $q = 0.5$ (green triangles). The curves show the corresponding responses of the theoretical detection model (7) used for multiparameter estimation. Note the very different scales for the two channels at the top and the two channels at the bottom of the figure.
constraints $\hat{\tau} \geq 0$ and $0 \leq \hat{q} \leq 1$ are obeyed by the estimates. As non-negativity of $\tau$ makes the corresponding estimator $\hat{\tau}$ biased for very small separations, slight violations of the quantum CRLB might be seen in such extreme cases.

The results are shown in Fig. 3, which presents the responses of our four measurement channels. Note that the realized measurement has two “dark” channels, corresponding to the projectors $|\pi_0\rangle$ and $|\pi_1\rangle$, with almost no intensity in the limit $\tau \to 0$. This is in agreement with the optimal measurements found in Ref. [34], which required two of the four projections to be orthogonal to the temporal amplitude of the pulse. This grants superior performance of the quantum measurement over the best intensity-based inference.

IV. RESULTS AND DISCUSSION

In Fig. 4 we present our experimental results for the simultaneous estimation of the three parameters: time delay ($\hat{\tau}$), intensity imbalance ($\hat{q}$), and time-delay centroid ($\hat{\tau}_0$). The solid orange lines are the programmed true values of the variables, whereas the shaded regions mark the precision limits of incoherent direct detection, as derived

FIG. 4. Experimental results for the simultaneous estimation of the time offset $\hat{\tau}$, the relative intensities $\hat{q}$, and the temporal centroid $\hat{\tau}_0$ of the incoherent mixture of two Gaussian pulses. Dimensionless time is obtained by scaling the time by the pulse width $\sigma_t$. Orange lines show true values of the corresponding measured parameters. Blue circles and error bars show the sample means and standard deviations over 100 estimates, each based on about 69,000 detection events. The shaded areas in all the plots represent the CRLB for direct intensity measurements corresponding to the same total number of photon counts.
directly from the CRLB. For a fair comparison, the direct-detection CRLB is calculated for an imaging system with the same quantum efficiency as our apparatus, detecting exactly the same number of photons.

For very small time separations, no meaningful information can be extracted from direct measurements, particularly in the case of strong imbalance between the intensities of the two signal pulses. The blue circles are mean values of the estimates retrieved from repeated measurements with the constrained GLS estimation. The corresponding errors are computed as standard deviations of those estimates.

In Fig. 5 we plot the standard deviations of the estimators $\hat{\tau}$, $\hat{\tau}_0$, and $\hat{q}$ from our experimental data. A clear separation is seen between the direct-detection CRLB and the true quantum CRLB. The experimental data strongly outperforms direct-detection strategies and approaches the quantum CRLB for all measured separations and imbalance parameters, confirming that we have indeed implemented an ideal measurement that yields the maximum achievable information for this multiparameter estimation problem. We also note that, for some values of $\tau$, the standard deviations are slightly below the CRLB; this is due to the systematic errors in producing the signal state. At very small true separations ($\tau \lesssim 0.2$ in our dimensionless units) the estimator becomes biased, and the CRLB must be accordingly adapted [42].

These results demonstrate that mode-selective time measurements in the proper optimal modes constitute a unique tool for precision parameter estimation problems where intensity measurements fail. Notably, the absolute time and frequency scales accessible are not strongly dependent on the scale of the measurement pulses, but rather on the exact implementation of the mode-sensitive detector [43]. In our realization, this corresponds to time and frequency scales of 30 fs and 17 GHz, respectively.

In summary, our results show that multiparameter estimation in the time-frequency domain can benefit greatly from quantum-inspired techniques and analysis. By exploiting time-frequency mode-selective measurements, we have shown that multiple parameters, including subpulse-width separations, relative intensities, and delay-pulse centroid, can be estimated simultaneously with precision below the standard CRLB. By adapting these techniques to different scales, this method could find immediate practical use in atomic and stellar spectral characterization and time-of-flight imaging and spectroscopy.
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APPENDIX: ULTIMATE LIMITS OF THE STANDARD MEASUREMENTS OF ULTRASHORT PULSES

In order to characterize the temporal shape of an ultrashort pulse it is often convenient to combine the pulse with itself. Varying the delay between the pulse copies and measuring the signal at each delay gives an estimate of the pulse duration. These autocorrelation measurements have limitations: to estimate the duration requires assuming a particular pulse shape, and the phase of the pulse electric field cannot be measured at all.

A variety of methods have been devised to bypass these drawbacks. We focus here to one of the most popular, the so-called frequency-resolved optical gating (FROG), although our analysis can be extended to other similar techniques. FROG and autocorrelation share the idea of combining a pulse with itself in a nonlinear medium. But FROG measures the spectrum of the signal at each delay $T$ (hence, the term frequency resolved), instead of just the intensity. This measurement creates a spectrogram of the pulse, i.e.,

$$I_{\text{FROG}}(\omega, T) = |E_{\text{sig}}(\omega, T)|^2 = \left| \int_{-\infty}^{+\infty} E_{\text{sig}}(t, T)e^{-i\omega t} \, dt \right|^2,$$

(A1)
where $E_{\text{sig}}$ is the signal field from the nonlinear interaction. This field depends on the original pulse and the nonlinear process employed. For the common case in which the second-harmonic generation is used, we have $E_{\text{sig}}(t, T) = E(t)E(t - T)$, so that

$$I_{\text{SHG FROG}}(\omega, T) = \left| \int_{-\infty}^{+\infty} E(t)E(t - T)e^{-i\omega t} dt \right|^2, \quad (A2)$$

which can be used to determine the complex electric field as a function of time or frequency.

FROG is currently one of the most widespread techniques for measuring ultrashort laser pulses. It allows for the use of a phase-retrieval algorithm to retrieve the precise pulse intensity and phase versus time.

Now, let us imagine that we use FROG for resolving the temporal separation $\tau$ between two incoherent pulses. To simplify the problem, we take both pulses to be of identical shape $E(t)$. The basic signal is then

$$E(t - \tau/2) + e^{i\phi}E(t + \tau/2), \quad (A3)$$

where we have to average over $\phi$ to take into account that we are dealing with an incoherent mixture. The corresponding spectrogram reads

$$I(\omega, T, \tau) = 2\cos(\tau T)I_{\text{SHG FROG}}(\omega, T) + A(\tau)A(-\tau), \quad (A4)$$

with

$$A(\tau) = \int_{-\infty}^{+\infty} E(t - \tau/2)E(t + \tau/2 - T)e^{-i\omega t} dt. \quad (A5)$$

Since $\tau$ is the variable of interest, we write $I(\tau) \equiv I(\omega, T, \tau)$. The crucial observation for what follows is that the series expansion of $I(\tau)$ in terms of $\tau$ has no linear term; that is, the detected signal depends quadratically on $\tau$:

$$I(\tau) = I(0) + \tau^2 I''(0). \quad (A6)$$

We can then estimate the uncertainty in our measurement via simple linear error propagation; for the variances, we obtain

$$\Delta^2 \tau = \frac{\Delta^2 I}{\langle \partial \tau I \rangle^2}. \quad (A7)$$

But, since $\partial \tau I$ goes to zero for small $\tau$, the uncertainty diverges and the method does suffer from Rayleigh’s curse. Hence, established pulse characterization methods fail when operated on incoherent pulse mixtures and other methods have to be used, e.g., the approach demonstrated in the main text.
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