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ABSTRACT
A cross-domain recommendation has shown promising results in solving data-sparse and cold-start problems. Despite such progress, existing methods focus on domain-shareable information (overlapped users or same contexts) for a knowledge transfer, and they fail to generalize well without such requirements. To deal with these problems, we suggest utilizing review texts that are general to most e-commerce systems. Our model (named SER) uses three text analysis modules, guided by a single domain discriminator for disentangled representation learning. Here, we suggest a novel optimization strategy that can enhance the quality of domain disentanglement, and also debilitates detrimental information of a source domain. Also, we extend the encoding network from a single to multiple domains, which has proven to be powerful for review-based recommender systems. Extensive experiments and ablation studies demonstrate that our method is efficient, robust, and scalable compared to the state-of-the-art single and cross-domain recommendation methods.
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1 INTRODUCTION
With the rapid growth of e-commerce, recommender systems have become an obligatory tool for interconnecting customers with relevant items. Early schemes suffer from cold-start problems caused by data insufficiency. To tackle this problem, auxiliary information of data such as social relations [17], the trustworthiness of reviewers [1], item images [60] are exploited. Especially, textual or linguistic information such as reviews are commonly available, and many text-aided recommendation algorithms have been introduced [9, 13, 15, 50, 51, 54, 57, 66]. For example, some studies infer the preferences of users by applying natural language processing (NLP) techniques such as topic modeling [2, 38]. Recently, some apply convolutional neural network (CNN) on textual reviews [66], others [9, 15] further utilize attention mechanism to deal with important reviews. Many text analysis modules are considerable, but here, we employ a simple text analysis module [66] to focus on a cross-domain recommendation scenario.

Along with the text-based recommender systems, numerous cross-domain recommendation [18, 26, 62] and transfer learning [24, 58, 61] approaches have been introduced. They leverage the information learned from source domains to improve the quality of recommendation in a target domain. Some of them suggest a fine-tuning network, but they may suffer from catastrophic forgetting [10]. Context mappings [23, 32, 33, 62] are another branch of transfer learning, which map shareable information from a source to the target domain. However, these approaches require the same contexts or overlapped users, which may restrict their applicability severely [28]. In a real-world dataset, this kind of information might be scarce, and thus, their contributions might be insignificant, which still requires further investigation.

To solve such constraints, we focus on another branch of methods that are independent of specific users or contexts [7, 29, 64]. However, it is still challenging to achieve knowledge transfer between heterogeneous domains (e.g., totally different users or items), while debilitating noises. For one solution, domain adaptation (DA) [4, 20, 30, 31] minimizes source risk as well as H-divergence, capturing domain-indiscriminative information. Nonetheless, these methods are highly dependent on the consistency (maximum mean discrepancy) between domains. Though disentangled representation learning algorithms [6, 22, 34, 44] concurrently extract domain-specific, and domain-invariant knowledge to distill pertinent knowledge from multiple seemingly counterproductive domains, they
also suffer from measuring theoretical bound and tractability of a log-partition function [19, 37].

In this paper, we suggest a novel method of disentangled representation learning that utilizes textual reviews common to most e-commerce systems. Here, we focus on debilitating noises of another domain and claim that this can be achieved by reinforcing the discrimination power of a domain discriminator. Specifically, using the connections between mutual information (MI) estimation and DA [27, 43, 48, 65], we integrate the role of the MI estimator with a single domain discriminator. Thus, the domain-shareable information is further utilized as an input for the domain discriminator, which can reinforce the discrimination power. In terms of adversarial training, a well-trained discriminator guides three types of FEs to secure robustness and improve the recommendation quality for both domains. We perform extensive experiments on the publicly available dataset to compare our model under single and cross-domain recommendation scenarios. The quantitative and qualitative analysis demonstrates the superiority of our suggestions. The contributions can be summarized as follows.

- We propose SER that adaptively disentangles features depending on the characteristics of the source and target domains, where the novel optimization strategy leads to a promising solution for a recommendation. Consequently, our approach is also applicable to heterogeneous scenarios, in case the source and target domain have less similar characteristics (e.g., non-overlapping users or contexts).
- Our approach is comprehensive that is closely integrated with text-based feature extraction. Unlike previous cross-domain recommendation schemes that require duplicate entities from heterogeneous domains, we focus on retrieving review information that is common for most domains.
- We perform extensive experiments to answer the important research questions described in Section 5. The results indicate the superiority and robustness of our proposed method.

2 RELATED WORK

In this section, we describe an overview of existing recommender systems; text-aided single-domain recommendations, extending to a cross-domain scenario, and applying domain adaptation to achieve disentangled representation learning, which can enhance the knowledge transfer between domains.

2.1 Text-aided Recommender System

Textual information is the most popular side information and many text-based methods [12, 13, 15, 66] have been proposed recently. Previous techniques simply integrate DNN-based feature extraction with MF for a rating prediction, while [66] utilizes two parallel CNNs, and [33] adopts Gated Recurrent Units for review analysis. Attention mechanisms are widely used also to pinpoint useful words and reviews [9, 15, 49, 53]. Even though prior works show the usefulness of textual information, the limitation of review information due to the limited size of training data, and the irrelevance of reviews toward target items have been raised also [47, 63]. To tackle this problem, we now introduce recent algorithms for cross-domain recommender systems which adopt supplementary domains.

2.2 Cross-Domain Recommendation (CDR)

CDR utilizes information from source domains to alleviate the cold-start problem in the target domain. Especially, most of them assume embedding-based or rating pattern-based transfer scenario [67]. In detail, early studies [16, 36] adopt a feature mapping technique that requires overlapped users. For example, RC-DFM [18] applies Stacked Denoising Autoencoder (SDAE) to each domain, where the learned knowledge of the same set of users is transferred from a source to the target domain. More recently, to overcome the requirements of overlapped users, there was an attempt [55, 64] that employs similar users for feature mapping. However, they implicate the limitation of debilitating noises from a source domain. In this paper, we adopt review texts that are common to most e-commerce systems without requiring overlapping users or contexts. Further, we suggest a novel disentangled representation learning for a knowledge transfer between domains which can reduce noises from a source domain. We now introduce some traditional methods for disentangled representation learning below.

2.3 Disentangled Representation Learning

Recently, many efforts have been dedicated to capturing domain-shareable information. Especially, with the powerful mechanism of adversarial training, DA has been adopted for various fields; question answering tasks [46], and recommendation scenarios [5, 62]. Some adopt textual reviews under no user or context overlap for a cross-domain recommendation [59]. However, these approaches only focus on domain-shareable knowledge, while ignoring domain-specific ones. MMT [29] further captures domain-specific knowledge, but the disentanglement between domain-common features is not applied. Though DADA [44] introduced domain-agnostic learning, the domain discriminator is only utilized for the extraction of a domain-common feature. Since the domain-specific knowledge is solely guided using MI minimization [3], they have shown to implicate some defects [37]. In this paper, we clear the aforementioned limitations, adopting a framework for the simultaneous extraction of domain-specific and domain-common knowledge by integrating MI estimator with domain discriminator. Consequently, our model enhances the quality of disentangled representation learning without requiring overlapping users or contexts for a recommendation.

| Symbol | Explanation |
|--------|-------------|
| $D_s, D_t$ | Set of source and target domain dataset |
| $u, i, y_{ui}, r_{ui}$ | Set of user, item, rating, and individual review |
| $R_u, R_i$ | Set of aggregated reviews for user and item |
| $p_u, q_i$ | Rating embedding of user and item |
| $O$ | Extracted feature of $R_u, R_i$ |
| $I$ | Extracted feature of $r_{ui}$ |
| $\hat{d}$ | Predicted domain label of $O$ |
| $\hat{y}_E, \hat{y}_I$ | Predicted label of $E$ and $I$ |
| MI | Mutual information |
| $N_s, N_t$ | Mini-batch training samples of $s$ and $t$ |
| $\phi$ | Word embedding function |
| $\oplus$ | Concatenation operator |
| $L$ | Loss function |
3 PROBLEM FORMULATION

We formulate the cross-domain recommendation task as follows. Assume two datasets, $D^s$ and $D^t$, be the data of the source and target domains. Each of them consists of tuples, $(u, i, y_{u,i}, r_{u,i})$ which represents an individual review $r_{u,i}$ provided by a user $u$ for an item $i$ with rating $y_{u,i}$. Our goal is to improve the recommendation quality in a target domain with the aid of a source domain. To achieve this, we suggest a domain-aware knowledge transfer module with encoding networks. The overall notations can be seen in Table 1.

4 OUR APPROACH

Figure 1 describes our model with the following key components:

- **Review embedding layer** Vectorize the aggregated and individual review using pre-trained word embedding function, which can be word2vec\(^1\) [39] or GloVe\(^2\) [45].

- **Domain-aware feature extraction** Integrated with domain discriminator, three feature extractors (FEs) capture domain-aware knowledge from vectorized aggregated reviews. Especially, the common FE acts as a knowledge transfer module and utilizes both source and target domain data.

- **Encoding network** The encoding networks generate a single vector from vectorized aggregated reviews by aligning them with the latent of an individual review.

We now illustrate the details of each module precisely.

4.1 Review Embedding Layer

Given the input data $(u, i, y_{u,i}, r_{u,i})$, we first ensemble the reviews of user and item. For example, given user $u$, all reviews written by her are treated as a single document $R_u$. The item reviews $R_i$ can be retrieved similarly. However, for each training sample, we exclude an individual review $r_{u,i}$ that $u$ has written after purchasing $i$ since it cannot be used during the inference phase. Here, we do not consider a sequence (or time) of their purchasing histories.

\(^1\)https://code.google.com/archive/p/word2vec  
\(^2\)https://nlp.stanford.edu/projects/glove
We utilize first $n$ words in $R$ and apply pre-trained word embedding function [39, 45] for vectorization. The words are mapped to $c$-dimensional vectors, and column-wisely concatenated to form document embedding $V = \phi(w_1) \oplus \phi(w_2) \oplus \ldots \oplus \phi(w_n)$, where $\phi$ and $\oplus$ is a embedding and concatenation operation.

### 4.2 Domain-aware Feature Extraction

As described in Figure 1, we utilize three types of feature extractors (FEs) to separate the domain-specific and domain-common knowledge. In this paper, each FE adopts the widely used text analysis method [66]. More specifically, using the document embedding $V$, three convolutional FEs produce outputs, followed by a non-linear activation function (e.g., ReLU) with a row-wise max-pooling layer. Finally, by concatenating the outputs of stacked convolution layers, we can derive a unified embedding $O$ from user and item reviews (please refer to [66] for text convolutions). Similarly, we can retrieve the embedding of an individual review $I$ using three FEs.

To summarize, the domain-specific FEs (source and target) generate $O_{spe}^s$ and $O_{spe}^t$ for each domain. Also, the domain-common FE extracts $O_{com}^s$ and $O_{com}^t$ using inputs from source and target domain, respectively. Here, the superscript $s$, $t$ acts as an identifier of two domains. Though we assume three FEs, they may contain similar information without any constraints. To achieve a better disentanglement, we suggest an optimization strategy from two perspectives: (1) for the extraction of domain-common knowledge, we employ domain adaptation to serve common FE as an intermediate agent for knowledge transfer. (2) for the disentanglement of domain-specific features, we suggest a novel constraint for adversarial training.

#### 4.2.1 Extracting domain-common features

For a knowledge transfer between domains, we focus on domain adaptation (DA) [20] that has proven to be effective in case a source domain has a richer label than the target [4]. DA employs domain discriminator with Gradient Reversal Layer (GRL) to reduce the cross-domain discrepancy. The discriminator gives additional penalties (or loss) to common FE for capturing domain-discriminative information, which has proven to be effective for debiasing noises. Here, we adopt two layers of a fully-connected neural network as domain discriminator $D_{disc}$, which takes the output of common FE as below:

$$\hat{d}_{com} = D_{disc}(O_{com}^s), \quad \hat{d}_{com} = D_{disc}(O_{com}^t).$$

(1)

Here, $\hat{d}_{com}$ stands for predicted domain probability of common feature $O_{com}$, where the error can be calculated through binary cross-entropy loss between true label $d_{com}$ as below:

$$L_{com}^s = -\frac{1}{N_s} \sum_{s=1}^{N_s} \log(1 - \hat{d}_{com}), \quad L_{com}^t = -\frac{1}{N_t} \sum_{t=1}^{N_t} \log(\hat{d}_{com}).$$

(2)

The true label $d_{com}$ is a binary value, $[0, 1]$ for source and target domain. Here, $N$ is the mini-batch training samples from two domains. GRL is positioned between common FE and domain discriminator (please refer to Figure 1), multiplies a negative constant during back-propagation. Consequently, the common FE is reinforced to capture domain-indiscriminative knowledge to fool discriminator. Nonetheless, DA itself implicates some limitations, which can be sensitive to domain divergence, and prohibitive applicability [11].

#### 4.2.2 Disentangling domain-specific features

Disentangling domain-specific features. To deal with the aforementioned problems, many approaches endeavored for the parallel extraction of domain-specific knowledge. One of the promising solutions is disentangled representation learning, which can secure pairwise independence between generated factors [22, 34, 41]. For example, DSN [6] optimizes the source, common, and target FEs by securing orthogonality between domain-specific and domain-common features. More recently, estimating mutual information (MI) between extracted features has been proposed [14, 44]. Specifically, IDEL [14] suggests a novel MI bound to retrieve disentangled representation of texts. DADA [44] captures domain-specific knowledge using MI estimator (see Figure 2-a). In terms of independence maximization, DADA aims to minimize MI between domain-specific $O_{spe}$ and domain-common $O_{com}$ features as follows:

$$L_{MI}^s = \frac{1}{N_s} \sum_{s=1}^{N_s} T(O_{spe}^s, O_{com}^s) - \log \left( \frac{1}{N_s} \sum_{s=1}^{N_s} e^{T(O_{spe}^s, O_{com}^s)} \right),$$

$$L_{MI}^t = \frac{1}{N_t} \sum_{t=1}^{N_t} T(O_{spe}^t, O_{com}^t) - \log \left( \frac{1}{N_t} \sum_{t=1}^{N_t} e^{T(O_{spe}^t, O_{com}^t)} \right).$$

(3)

Since MI cannot be directly calculated, they adopt approximation theory MINE [3] with a neural network $T$:

$$T(x, z) = F_3(\sigma(F_1(x) + F_2(z))).$$

(4)

With two inputs $x$ and $z$, a fully-connected layer $F$ with non-linear activation $\sigma$ estimates MI. Back into Equation 3, as an input of $T$, $(O_{spe}, O_{com})$ pairs are sampled from joint distribution, while the
same number of \((O_{spe}, O'_{com})\) pairs are from marginals (please refer to [44] for more details). As described in Figure 2-a, domain-specific FEs are trained to minimize \(L_{spe}^s, L_{spe}^t\) (red arrows), while GRL guides a common FE (blue arrows) through Equation 2. Nonetheless, MINE implicates the following limitations: a statistical drawback of measuring bounds [37], the estimators become intractable even for a known distribution as the dimension increases [19] and is highly dependent on the number of symbols and the size of dataset [42].

Using the observations [27, 43, 48, 65], minimizing \(H\)-divergence is closely related to MI maximization. We integrate the MI estimator with a domain discriminator from the following perspectives: (1) maximizing domain loss (equal to MI maximization) for domain-common features, while (2) minimizing domain loss for domain-specific outputs. To achieve this, we exclude GRL between domain-specific FEs and domain discriminator (please refer to Figure 2-b), to guide these FEs to generate domain-discriminative knowledge. The advantages of this suggestion are as follows. Firstly, domain-specific features \((O_{spe}^s, O_{spe}^t)\) are additionally utilized as an input of a domain discriminator, where they reinforce the discriminating power of a domain discriminator. Then, a discriminator well distinguishes the origin of the input vectors, leading three types of FEs better extract domain-aware knowledge. Secondly, our model can disentangle inter-domain outputs \((O_{spe}^t \leftrightarrow O_{spe}^t)\), while the MI-based methods only separate intra-domain ones \((O_{spe}^s \leftrightarrow O_{com}^s)\) or \((O_{spe}^s \leftrightarrow O_{com}^t)\). Lastly, the large values of MI can mislead the parameters, while the ground truth of our model lies between 0 and 1. Using Equation 1 and 2, we can define domain-specific losses as:

\[
L_{spe}^s = -1 \frac{1}{N_s} \sum_{i=1}^{N_s} \log(1 - \tilde{a}_{spe}^s), \quad L_{spe}^t = -1 \frac{1}{N_t} \sum_{t=1}^{N_t} \log(\tilde{a}_{spe}^t).
\]  

Finally, integrating Equation 2 and 5, the overall domain loss function can be abbreviated as below:

\[
L_{dom} = a(L_{com}^s + L_{spe}^s) + (1-a)(L_{com}^t + L_{spe}^t).
\]  

In Section 5.3, we scrutinize two methods that use Equation 3 and 5.

### 4.3 Encoding Network and Regressor

In this section, except for Equation 10 and 12, we exclude domain identifier \(d\) to simplify notation.

**Encoding network** This layer employs a transfer network [56] (MLP) to align the latent of aggregated reviews with an individual review, which is proposed by TransNet [8]. Using this strategy, FEs are trained to mimic the latent of an individual review that a user has written after purchasing a specific item (please refer to [8] for more details). Here, we extend this mechanism from a single to cross-domain recommendation scenario, while most text-aided schemes [9, 13, 15, 54, 66] underestimate this kind of information. Since we have obtained the latents of aggregated review \(O_{spe}, O_{com}\), the encoded representation can be derived as below:

\[
O = F_{enc}(O_{spe} + O_{com})
\]

where \(F_{enc}\) is an encoding network with two layers. Similarly, the representation of an individual review can be retrieved as follows:

\[
I = I_{spe} + I_{com}.
\]

To align the two vectors \(O \leftrightarrow I\) of Equation 8 and 9, for each domain \(d \in \{s, t\}\), we adopt Euclidean distance as a loss function:

\[
L_{reg}^d = \frac{1}{N_d} \sum_{d=1}^{N_d} ||(O^d - I^d)||_2^2.
\]

**Regressor** Finally, we can utilize two representations \(O_I\) to predict a recommendation score through regressor \(F_{reg}\) (MLP). Here, we further apply a widely used latent factor model [52], where \(p_u\) and \(q_i\) stand for the embedding of user and item:

\[
\tilde{y}_i = F_{reg}(I) + p_u \cdot q_i^T, \quad \tilde{y}_i = F_{reg}(O) + p_u \cdot q_i^T.
\]

We utilize the prediction of an individual review \(\tilde{y}_i\), which can guide the regressor precisely. The regression loss is defined in Equation 12, which is the Mean Squared Error (MSE) between two predicted scores \(\tilde{y}_i, y_i\) and true label \(y\) in domain \(d\) as below:

\[
L_{reg}^d = \frac{1}{2N_d} \sum_{d=1}^{N_d} \left( (\tilde{y}_i - y_i)^2 + (\tilde{y}_i - y_i)^2 \right).
\]

### 4.4 Optimization and Inference

**Optimization** We jointly optimize SER by minimizing the weighted sum of three losses defined in Equation 6, 10, 12:

\[
\min_{\theta} L = aL_{dom} + \beta(L_{spe}^s + L_{spe}^t) + \gamma(L_{com}^s + L_{com}^t) + \delta||\theta||.
\]

In Figure 1, we describe how the gradients are propagated with three basic shapes (the horizontal stripe denotes a source loss). The hyper-parameters \(a, \beta, \gamma\) balance the weight of three losses. We set \(a = 0.1, \beta = 0.05, \gamma = 1\) through a grid search. \(\theta\) denotes parameters of our model, where \(\delta\) is a regularization term. We
adopt early stopping under 300 iterations with Adam optimizer and learning ratio as $lr = 1e^{-4}$.

**Inference** During inference phase (lower side of Figure 1), SER recommends an item using aggregated reviews of user $R_u^t$ and item $R_i^t$. Then, the common and target FEs are for $R_u^t$ and $R_i^t$, retrieving their features $O_{com}^t$, $O_{spec}^t$ respectively. Finally, a target encoder generates meaningful feature $O_t^t$, followed by a regressor.

## 4.5 Computational Complexity Analysis

In this section, we analyze the computational cost of our model. Firstly, let us assume parameters of vanilla text analysis model DeepCoNN [66] as $A + B$, which adopts a single FE ($A$) and regressor ($B$). The running time can be approximated as $O((A + B) \cdot N_t \cdot e)$, where $N_t$ is the size of training samples and $e$ is a training epoch.

Our model further utilizes a domain discriminator with encoding networks. With the slight abuse of notation, let us assume the number of additional parameters as $C$. Also, we utilize the source domains that contain $N_s$ samples, the computational complexity can be abbreviated as $O((3A+2B+C) \cdot (N_s + N_t) \cdot e)$. To summarize, we can infer that a cost linearly depends on the input size of the source domain $N_s$, which can be quite efficient.

## 5 EXPERIMENTS

We aim to answer the following research questions:

- **RQ1:** Can SER enhance the recommendation quality compared to the state-of-the-art approaches?
- **RQ2:** Does SER effectively disentangles features for a cross-domain recommendation?
- **RQ3:** How much does the domain-aware feature extractor and encoding network contribute to the overall quality?
- **RQ4:** Is a domain-common feature necessary for CDR? If so, how does the knowledge is shared across domains?

### 5.1 Dataset and Experimental Setup

**Dataset description** We systematically conduct investigations with publicly available dataset Amazon³ and Yelp⁴. The target domain includes the following four categories of Amazon 5-core: Office Products, Instant Video, Automotive, Patio Lawn and Garden. We designate the source domain with more interactions [4]. Three categories from Amazon: Baby, Kindle Store (KS), Toys and Games (TG) and one another from Yelp. Here, Yelp data is used to show the effect of excluding duplicate users. The statistical details of the dataset are summarized in Table 2. Though some studies employ a source domain of seemingly relevant categories, it is natural to ask: how can we choose the most relevant domain? if they are truly relevant, how does the knowledge transferred across domains? Here, we focus on the second question rather than figuring out relevant domains. Multi-source adaptation is also considerable, but here, we leave it for future work.

**Environmental settings and baselines** Following previous studies, we divide the target domain dataset into three parts: 80 percent for training, 10 percent for validation, and another 10 percent for testing. We repeatedly consume a target domain w.r.t. the size of a source domain for one iteration. Early stopping is applied based on the validation score for 300 iterations. The word embedding is set to 100 with 100 convolution filters of size $\mathbb{R}^{5 \times 100}$. Now, we introduce state-of-the-art single and cross-domain methods below.

### Single-Domain Approaches:

- **PMF** [40] is a classical probabilistic matrix factorization method, which only utilizes rating information.
- **NeuMF** [25] combines deep neural networks with a probabilistic model, and use rating information only.
- **DeepCoNN** [66] leverages review texts for rating prediction. They jointly encode the latent of user and item, respectively.
- **NARRE** [9] maintains the overall architecture of DeepCoNN, while employing attention mechanism. They firstly measure the usefulness of each review using attention scores.
- **AHN** [15] proposes a hierarchical attention mechanism: from a sentence to review-level attention for a better representation learning. It achieves state-of-the-art performance for a review-based single-domain recommendation.

### Cross-Domain Approaches:

- **DANN** [20] proposes the seminal domain adversarial technique that extracts domain-common features from two different domains. Here, review texts are embedded as 5,000-dimensional feature vectors.
- **DAREC** [62] assume the same set of users between two domains. For each domain, the high-dimensional rating vectors are mapped to low-dimensional feature vectors using AutoEncoder, followed by a domain discriminator. They extract shareable rating patterns between two domains.
- **DDTCGR** [32] assumes that if two users have similar preferences in a source domain, it should be preserved in a target domain through an orthogonal mapping function.
- **RC-DFM** [18] suggest fusing review texts with rating information. With SDAE, they adequately preserve the latent features with rich semantic information. Under our experimental setting, we fine-tune the text convolution layer.
- **CATN** [64] extracts multiple aspects from reviews. For a knowledge transfer between domains, they assume an aspect correlation matrix with an attention mechanism.
- **MMT** [29] suggest component-wise transfer mechanism, while also preserving domain-specific modules. Here, we assume the text convolution layer as a knowledge transfer module and fine-tune the parameters in a target domain.

![Table 2: Statistical details of the dataset](https://www.yelp.com/dataset
³https://jmcauley.ucsd.edu/data/amazon/
⁴http://jmcauley.ucsd.edu/data/amazon/)

| Dataset | # users | # items | # reviews |
|---------|---------|---------|-----------|
| Baby    | 19,445  | 7,050   | 160,792   |
| Kindle Store (KS) | 68,223 | 61,934 | 982,619 |
| Toys and Games (TG) | 19,412 | 11,924 | 167,597 |
| Yelp    | 1.9 M   | 0.2 M   | 8.1 M     |
| Office Products | 4,905  | 2,420   | 53,258    |
| Instant Video | 5,130  | 1,685   | 37,126    |
| Automotive | 2,928  | 1,835   | 20,473    |
| Patio Lawn and Garden | 1,686  | 962     | 13,272    |
Table 3: MSE (\(\downarrow\)) on four target domain dataset. Bold and underline indicate 1\(^{st}\) and 2\(^{nd}\) best.

| Source domain | Target domain                  | Office Product | Instant Video | Automotive | Patio Lawn and Garden |
|---------------|--------------------------------|----------------|--------------|------------|----------------------|
| PMF           | Baby                           | 0.989          | 1.060        | 0.798      | 0.792                |
| NeuMF         | KS                             | 0.954          | 0.974        | 0.914      | 0.897                |
| DeepCoNN      | TG                             | 0.902          | 0.902        | 0.949      | 0.979                |
| NARRE         | Yelp                           | 0.863          | 0.863        | 0.914      | 0.887                |
| AHN           |                                | 0.859          | 0.859        | 0.892      | 0.863                |
| DANN          |                                | 0.986          | 0.986        | 0.946      | 0.987                |
| DAREC         |                                | 0.989          | 1.060        | 1.045      | 1.043                |
| DDTCDR        |                                | 0.954          | 0.974        | 0.981      | 0.967                |
| RC-DFM        |                                | 0.834          | 0.839        | 0.828      | 0.841                |
| CATN          |                                | 0.875          | 0.872        | 0.873      | 0.876                |
| MMT           |                                | 0.815          | 0.820        | 0.822      | 0.856                |
| SER           |                                | 0.789          | 0.815        | 0.810      | 0.806                |

Table 4: nDCG@5 (\(\uparrow\)) on four target domain dataset. Bold and underline indicate 1\(^{st}\) and 2\(^{nd}\) best.

| Source domain | Target domain                  | Office Product | Instant Video | Automotive | Patio Lawn and Garden |
|---------------|--------------------------------|----------------|--------------|------------|----------------------|
| PMF           | Baby                           | 0.737          | 0.759        | 0.764      | 0.770                |
| NeuMF         | KS                             | 0.756          | 0.788        | 0.816      | 0.842                |
| DeepCoNN      | TG                             | 0.856          | 0.840        | 0.851      | 0.844                |
| NARRE         | Yelp                           | 0.861          | 0.872        | 0.862      | 0.878                |
| AHN           |                                | 0.874          | 0.879        |            |                      |
| DANN          |                                | 0.843          | 0.847        | 0.840      | 0.829                |
| DAREC         |                                | 0.859          | 0.842        | 0.835      | 0.827                |
| DDTCDR        |                                | 0.854          | 0.853        | 0.860      | 0.847                |
| RC-DFM        |                                | 0.875          | 0.871        | 0.880      | 0.869                |
| CATN          |                                | 0.869          | 0.865        | 0.871      | 0.842                |
| MMT           |                                | 0.881          | 0.874        | 0.870      | 0.883                |
| SER           |                                | 0.891          | 0.885        | 0.888      | 0.889                |

5.2 Results and Discussion (RQ1)

For quantitative analysis, we assume two metrics: Mean Squared Error (MSE) for a rating prediction and normalized Discounted Cumulative Gain (nDCG@5) for ranking-based recommendations.

Utilizing additional domain generally enhances recommendation quality Table 3, 4 shows the performance of our model and previous methods based on MSE and nDCG@5 score. For single-domain methodologies, it is not surprising that rating-based PMF and NeuMF performed worse than other review-based methods, which indicates the usefulness of textual information. Among review-based methods, NARRE and AHN outperform DeepCoNN with an attention mechanism. Nonetheless, it is noticeable that textual-based CDR (RC-DFM, CATN, MMT) generally outperforms single-domain methodologies under our experimental scenario.

The quality of CDR can be degraded w.r.t. domain discrepancy To test a domain discrepancy, we adopt DANN and MMT, where they transfer knowledge independent of user overlapping. For DANN, the result varies significantly w.r.t. the selection of source domain. Rather, MMT secures stability through domain-specific information (rating). An important thing is that a CDR does not always achieve the best performance. In the case of Patio Lawn and Garden, AHN shows the best result among all baselines.

It indicates that utilizing additional domains without debilitating noises can degrade the recommendation quality. Comparatively, SER manages to achieve stable performance, where the domain disentanglement alleviates noises of the auxiliary domain.

Instead of overlapping users, review-based knowledge transfer further improves the recommendation quality For example, RC-DFM integrates textual data with rating information, which significantly outperforms DAREC and DDTCDR. However, the problem is that all these methods require duplicate users for a knowledge transfer. This can be quite restrictive for the selection of a source domain, and some argued [28] that user-based knowledge transfer has a limited impact. Even excluding duplicate users (selecting Yelp), their performance varies quite insignificant (please refer to [18] for more details) compared to the other methods (CATN, MMT, SER). Comparatively, MMT and SER (review-based transfer) improve their score even by selecting Yelp as a source, which fairly is different from Amazon dataset. Though CATN utilizes auxiliary reviews of another user, does not show outstanding performance in our experiments. Further, MMT shows lower performance than SER because of the limitation of transfer learning and the absence of review disentanglement. Using the above results, we show that SER surpasses the SOTA methods without duplicate users or contexts.
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that these results are closely related to domain losses. In Figure

Figure 3: To show the influence of domain loss function, we
describe nDCG@5 (↑) of two SER variants; SER with MI min-

modules remain the same as SER models; (1) SER utilizes Equation 5. Referring Figure 4, for SERMI, LMI (red line) rarely changes, while Lspe (green) converges so fast. Compara-
vitably, LSA and Lspe slowly converges, consistently pushing three FEs for domain disentanglement. This result indicates that integrating the MI estimator with a domain discriminator not only secures robustness but also achieves better performance.

Visualization of disentangled representations In Figure 5, we visualize the disentangled representations of two SER variants. For an experiment, we pre-trained our model using Baby and Patio Lawn and Garden as source and target domain data. Here, we randomly select one thousand user-item pairs, and extract four types of features Ospe, Ocom, Ospe′, Ocom′ from their aggregated reviews. The visualization is conducted using t-distributed Stochastic Neighbor Embedding (t-SNE), which is called a nonlinear dimensionality reduction method for high dimensional representations. In detail, t-SNE has shown to reflect the similarity between data points, where we set the perplexity as 30.

Through Figure 5-a and b, we can see that both methods well cap-
ture domain-common knowledge (Ocom, Ocom′ are overlapped each other). Further, two methods seem to be well disentangle domain-specific features (Ospe, Ospe′) from domain-common outputs. However, for a disentanglement between domain-specific features (Ospe ↔ Ospe′), SERMI has shown to implicate some defects. Firstly, in Figure 5-a, Ospe (cluster of green points) are positioned between Ospe′ (cluster of blue points). As mentioned above, t-SNE preserves a point-wise distance after dimensionality reduction, but the clusters derived from SERMI fall apart from each other. Secondly, some points appear out of their original cluster (marked with a circle). We argue that the objective function of SERMI only minimizes MI of each domain independently while disregarding discrimination between domain-specific features. Comparatively, in Figure 5-b, we notice that SERSA well captures domain-specific knowledge, where the outputs are included in a dense region without outliers.

5.3 Analysis of Domain Discriminator (RQ2)

In this section, we compare state-of-the-art the domain disentangle-
ment strategy [44] with our model, while numerous optimization methods can be considered [6, 22, 34]. We assume two different models; (1) SERMI minimizes mutual information [44], while other modules remain the same as SER, and (2) our original SERSA. To implement SERMI, we utilize the publicly available source code2. Specifically, we train them to minimize the absolute value of estimated MI (please refer to Equation 5).

Analysis of the recommendation quality w.r.t. domain loss

To scrutinize how the domain loss affects the overall performance, we measure the nDCG@5 of two variants using four target domain data, which is illustrated in Figure 3. Here, we notice that our SERSA slightly outperforms SERMI for all CDR scenarios. We insist that these results are closely related to domain losses. In Figure 4, using Baby as a source with two target domain datasets (Office

Figure 4: For two SER variants; SERMI and SERSA, we plot their domain losses w.r.t. training epoch

https://github.com/VisionLearningGroup/DAL

Figure 5: Visualization of disentangled representations for two SER variants; SERMI and SERSA. From the source and target domains, we randomly sample user and item pairs, and plotted their reviews using t-SNE

Products, Automotive), we plot the variation of domain losses for SERMI and SERSA w.r.t. training epoch. Specifically, (1) for domain-common loss, both of them adopts adversarial training of Equation 2, Lcom = Lcom′ + Lcom. (2) instead, their domain-specific loss (Lspe, Lspe′) differs. SERMI adopts Equation 3, while SERSA utilizes Equation 5. From the source and target domains, we randomly select one thousand user-item pairs, and extract four types of features Ospe, Ocom, Ospe′, Ocom′ from their aggregated reviews. The visualization is conducted using t-distributed Stochastic Neighbor Embedding (t-SNE), which is called a nonlinear dimensionality reduction method for high dimensional representations. In detail, t-SNE has shown to reflect the similarity between data points, where we set the perplexity as 30.

Through Figure 5-a and b, we can see that both methods well capture domain-common knowledge (Ocom, Ocom′ are overlapped each other). Further, two methods seem to be well disentangle domain-specific features (Ospe, Ospe′) from domain-common outputs. However, for a disentanglement between domain-specific features (Ospe ↔ Ospe′), SERMI has shown to implicate some defects. Firstly, in Figure 5-a, Ospe (cluster of green points) are positioned between Ospe′ (cluster of blue points). As mentioned above, t-SNE preserves a point-wise distance after dimensionality reduction, but the clusters derived from SERMI fall apart from each other. Secondly, some points appear out of their original cluster (marked with a circle). We argue that the objective function of SERMI only minimizes MI of each domain independently while disregarding discrimination between domain-specific features. Comparatively, in Figure 5-b, we notice that SERSA well captures domain-specific knowledge, where the outputs are included in a dense region without outliers.

2https://github.com/VisionLearningGroup/DAL
Review-Based Domain Disentanglement without Duplicate Users or Contexts for Cross-Domain Recommendation CIKM ’22, October 17–21, 2022, Atlanta, GA, USA.

5.4 Ablation Study (RQ3)

To test the significance of domain-aware feature extractor and encoding network, we assume three variants: (1) SER w/o DD: excluding domain discriminator, (2) SER w/o EN: excluding encoding network, and (3) our original SER. Like previous studies, we conduct experiments under four target domain data. In Figure 6, for each domain, we plot the min, median, and max value of MSE scores under 5 iterations. We do not assume a model excluding both components, which is identical to the vanilla text analysis model [66].

Domain-aware feature extractor is fundamental for debiliting noises. We discuss SER w/o DD (blue lines), removing domain discriminator from SER. In Figure 6, we can see that the performance of SER w/o DD shows higher variance compared to SER w/o EN (green lines), suggesting the domain discrepancy is critical for the overall performance in a target domain (the column-wise width denotes the variance of the results). For example, in Figure 6-b (Instant Video), we notice that the adoption of Yelp as a source domain improves the performance, whereas utilizing Toys and Games can degrade the recommendation quality.

Encoding network contributes to the recommendation quality significantly. Compared to SER w/o DD, SER w/o EN shows relatively stable results, which can debilitate noises from a source domain. Though the domain-aware feature extractor effectively controls the mismatches between two different domains, we notice that excluding the encoding layer is critical for the overall performance. Specifically, for all datasets, it is notable that SER w/o DD slightly outperforms SER w/o EN.

5.5 Case Study (RQ4)

In this section, we scrutinize the interpretability of SER through a real-world dataset Amazon. In Figure 7, using Automotive as a target data, we describe the nDCG@5 of three methods; SER w/o domain-specific features Ospe, SER w/o domain-common features Ocom, and our original SER. As can be seen, excluding a single type of information downgrades the performance. Here, we notice that domain-specific information contributes slightly more to the overall quality since SER w/o Ocom outperforms SER w/o Ospe 1.2% on average. We now scrutinize this phenomenon below.

In Figure 8, we pre-trained a model using Baby for Automotive. Then, we apply common and target FEs for each review, retrieving domain-common Ocom, and domain-specific Ospe outputs. We italicized the most similar words (e.g., cosine similarity) of domain-common feature Ocom, and colorized most similar words of domain-specific ones Ospe. As can be seen, the italicized words further contain semantic meaning (quality, price, and money), while the colorized one contains the user’s own preference (cable and battery). Throughout these results, we can infer that SER well disentangles domain knowledge since two features are complimentary, while none of them are negligible for the improvement of overall quality.

6 CONCLUSION

In this paper, we propose a novel method of utilizing review texts in multiple domains without requiring overlapping users or contexts. Our optimization strategies for domain disentanglement well achieve the knowledge transfer between domains, while also securing robustness. Further, we successfully extend a transfer network from a single to multiple domains, which can infer the latent of an individual review regarding domain-aware knowledge. The extensive experiments and ablation studies demonstrate the superiority and advantages of our method for the CDR scenario.
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