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Abstract—In this paper, we present MINTIME, a video deepfake detection method that effectively captures spatial and temporal inconsistencies in videos that depict multiple individuals and varying face sizes. Unlike previous approaches that either employ simplistic a-posteriori aggregation schemes, i.e., averaging or max operations, or only focus on the largest face in the video, our proposed method learns to accurately detect spatio-temporal inconsistencies across multiple identities in a video through a Spatio-Temporal Transformer combined with a Convolutional Neural Network backbone. This is achieved through an Identity-aware Attention mechanism that applies a masking operation on the face sequence to process each identity independently, which enables effective video-level aggregation. Furthermore, our system incorporates two novel embedding schemes: (i) the Temporal Coherent Positional Embedding, which encodes the temporal information of the face sequences of each identity, and (ii) the Size Embedding, which captures the relative sizes of the faces to the video frames. MINTIME achieves state-of-the-art performance on the ForgeryNet dataset, with a remarkable improvement of up to 14% AUC in videos containing multiple people. Moreover, it demonstrates very robust generalization capabilities in cross-forgery and cross-dataset settings. The code is publicly available at: https://github.com/davide-coccomini/MINTIME-Multi-Identity-size-iNvariant-TIMEFormer-for-Video-Deepfake-Detection.
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I. INTRODUCTION

Over the last few years, we are witnessing an increasing spread of deepfake images and videos that are becoming more credible and realistic due to the continuous advancement of generative models, such as Generative Adversarial Networks (GANs) [1], Neural Radiance Fields (NeRFs) [2], [3] and Diffusion Models [4]. Such models can generate very high-quality and photorealistic deepfake images and videos, making the verification of such media increasingly difficult. This ultimately makes distinguishing reality from fiction a daunting task at best. To this end, exploiting manipulated images and videos of people has generated several defamation campaigns against public figures, celebrities, or even regular citizens whose lives can be undermined by manipulated content. Moreover, deepfakes may be used for a variety of serious crimes such as extortion, intimidation and damages to democracy [5].

In response to this sudden and uncontrollable development, many efforts have been made to counteract deepfakes by implementing a multitude of deepfake detection systems based on a variety of approaches. However, distinguishing manipulated from pristine content introduces many challenges, and there are still many open issues. In this work, we focus on those issues that we consider crucial for detecting deepfakes ‘in the wild’ and are starting to attract the research community’s attention. Previous studies [6], [7], [8] have pointed out that identifying temporal inconsistencies and anomalous variations between two frames of the same video is fundamental for successful deepfake detection. Much work, however, tends to focus on spatial inconsistencies only, handling videos with a frame-by-frame classification approach and relying on naive aggregation schemes to extract video-level predictions [9], [10], [11], [12]. When videos are analyzed frame-by-frame or divided into separate frames, one needs to face the problem of aggregating frame- or sequence-level predictions into a video-level prediction. We can divide approaches into a-posteriori aggregation, i.e., those that use static functions such as average or maximum to obtain the final result, and internal aggregation, i.e., those that let the model analyze the entire video to determine the final video-level prediction. Methods based on the first approach are very sensitive to the choice of aggregation function as shown in [8] and [13].

An additional problem resides in a vulnerability that attackers can exploit to deceive a deepfake detector. In cases of videos with multiple distinct people (identities) appearing together [14], an attacker could decide to manipulate only one
of them. However, if the detection is carried out en bloc for all the detected faces, the negative contribution to the final prediction made by the fake faces could be ‘overshadowed’ by the non-manipulated ones, thus deceiving the system. One possible approach would be to split the video into several clips, at least one for each identity, but this would require multiple forward passes of the model generating multiple predictions – hence, leading once more to the aggregation problem. These approaches usually rely on a-posteriori aggregation policies to obtain an overall video-level prediction, which significantly affects the final result. To the best of our knowledge, no method in the literature can handle any number of identities based on an internal aggregation scheme. In general, prior works in the literature have put minimal effort into this specific case of multiple-identity videos, which, however, is common in real-world verification problems.

Typically in deepfake detection systems, faces are detected from the input video or image, and before being input to a classification model, they are resized to a uniform size. This may result in vital loss of information, for instance the size of the subject’s face with respect to the rest of the scene. Such information could be exploited to build models robust to environmental clutter, e.g., a sudden change of distance from the camera or low-resolution background faces from an original video/image, which could better distinguish traces introduced by the deepfake generation process.

Finally, the deepfake generation model also tends to introduce specific patterns within images and videos. Hence, deepfake detectors often end up learning to recognize only generative models included in the training dataset and are therefore ineffective when dealing with unseen manipulations, demonstrating poor generalization [15], [16], [17], [18], [19], [20], [21], [22]. Furthermore, many approaches may be ineffective in real-world cases because they are trained and validated in very constrained situations where, for example, there is only a single subject in the video or people tend to always stay at the same distance from the camera [23].

To overcome the above challenges, we present the Multi-Identity size-iNVariant TIMEsformer (MINTIME) for video deepfake detection. The main contributions presented by our approach, which are also illustrated in Figure 1, are:

- Ability to identify inconsistencies in both space and time through the combination of a Spatio-Temporal Transformer and a Convolutional Neural Network (CNN) – unlike other hybrid models designed for deepfake detection [6], [11], [12] that decouples space and time working exclusively in one dimension.
- Ability to handle multiple people in the same video through an Identity-aware attention mechanism, capable of keeping track of the identity to which each face detected in the video refers, combined with a positional embedding technique, namely Temporal Coherent Positional Embedding, which can maintain both spatial and temporal coherence.
- Ability to handle variations in the face-frame area ratio through the introduction of size embeddings that keep track of the ratio between the detected face area and the entire frame at each instant of time.
- Being unaffected by aggregation strategies thanks to an internal aggregation obtained by analyzing the entire video in a single sequence, letting the network infer the video-level prediction by handling appropriately multi-identity videos in a single forward pass. This way, the model directly returns a single prediction for the entire video without requiring additional post-processing.

The performance of the proposed system has been evaluated in a multitude of different contexts, with an improvement of up to 14% AUC in videos containing multiple identities. It has also been validated in cross-forgery and cross-dataset scenarios, outperforming state-of-the-art in all contexts, with improvements in the AUC score of up to 22% in some cases, demonstrating a high level of generalization.

II. RELATED WORK

The growing interest in deepfakes has fuelled the emergence of numerous solutions to detect them using a variety of approaches [24]. Generally speaking, what practically all these methods seek to achieve is to correctly classify a video as pristine or deepfake by learning to distinguish patterns that are often introduced during the deepfake generation process. As we focus on video deepfake detection, we summarize previous works into two main categories based on the type of approaches they adopt.

**Space-Only:** These methods often treat the video as a series of frames by performing a separate classification per frame and then aggregating them into a final overall classification using an a-posteriori aggregation scheme such as the average or maximum function. These approaches focus primarily on identifying specific traces introduced by deepfake generation methods, namely those of a spatial nature. Even though they are most suited for deepfake image detection, where there is no need for detecting temporal inconsistencies, they are often applied to videos in a frame-by-frame manner. Most are based on well-established deep learning approaches, such as CNNs [9], [10], [25], [26]. For example, the authors in [27] proposed the Central Difference Convolution (CDC) that utilizes both pixel intensity and pixel gradient data to provide a fixed representation of variations in texture and then detect deepfakes. Also, recently some attention-based approaches...
have been proposed [15], [28], [29], [30]. For example, the authors in [30] proposed an attention-based method capable of analyzing an image in low and high frequency to detect irregular patterns and artifacts. Some previous works also proposed hybrid architectures that combine Vision Transformers with various types of CNNs as in [12], where the features extraction capabilities of EfficientNet [31] are combined with the Cross Vision Transformer [32]. Aggregation, in this case, is done by making the maximum among the predictions obtained on the individual frames. A similar approach but using an XceptionNet [33] is proposed in [11]. One of the best generalization capability was demonstrated by [34], where the authors propose using high-frequency noise to expose discrepancies between authentic and tampered regions, employing three functional modules for effective feature extraction and learning. However, all these methods cannot capture temporal inconsistencies that can be crucial in deepfake detection.

Spatio-Temporal: These approaches aim to capture temporal inconsistencies and obtain a video-level classification without any kind of additional aggregation. Some of them focus on specific types of spatio-temporal artifacts common in the case of deepfake videos, such as anomalous lip movement [18] or inconsistent eye-blinking [35], but they are limited since they do not look for additional artifacts that may be present in other parts of the face. Moreover, others exploit the optical flow of video [36] or analyze the relationships between audio peaks and video content [37]. A recent approach [7] is composed of two stages: firstly, it uses self-supervised learning to capture temporal information from real videos, such as facial movements and expressions, and secondly, it uses these learned representations to train a forgery detector to make real/fake decisions based on these factors. The authors of [38] also proposed a method to detect inter-frame patterns via LSTM networks [39] looking for temporal inconsistencies. Finally, one of the most relevant methods focusing on temporal incoherence within videos is FTCN [6], which uses a Temporal Transformer Encoder at its core. Although these methods are designed to capture spatio-temporal inconsistencies, they do not consider several important nuances of the problem. For example, they construct the input sequence by selecting a single person from the video, even when there is more than one, and do not consider the different face-frame area ratios that may occur or vary in them. An attempt to handle cases of multiple people in the video comes from [12] in which identities are classified separately, and if even one of them is detected as manipulated, then the whole video is considered fake. However, this method is frame-based and relies on an ad hoc aggregation scheme (average or max), thus, requiring a forward pass for each frame. Incorrect handling of these situations can lead to completely ignoring a manipulated subject in favour of a perfectly pristine one, which leads to wrong classification of the overall video. An aspect partially exploited in deepfake detection is the identity of subjects appearing in videos. Some works attempt to detect deepfakes by identifying a person from temporal facial features, specific to how a person moves while talking [40], or by using biometric analysis techniques [41]. However, these latter approaches remain particularly effective mainly in the case of a major manipulation of the person’s identity and have limited capability in detecting videos manipulated by other types of deepfake generation methods. They are also often tied to an identity and are ill-suited in cases where the subject under consideration is not a famous person, and there are few videos depicting him/her. In terms of generalization, an exception is made in the case of [42] where the authors proposed an Identity Consistency Transformer capable of detecting the inconsistencies in the identity with good performances in several scenarios.

III. BACKGROUND

Vision Transformer (ViT) [43] ViT is a type of deep neural network architecture designed for image classification tasks, which relies on the transformer architecture [44], originally developed for natural language processing tasks. The core idea is to treat an image as a sequence of patches that are first projected to an embedding space and then fed to a transformer model. The building block of a transformers network is the attention mechanism that enables the model to capture dependencies between patch embeddings and learn contextual relationships, enhancing its ability to recognize complex patterns in images that can be exploited for the final estimation. Additionally, the CLS token, short for “classification”, is a learnable vector that is a model variable. It is processed along with the patch embedding and enriched with relevant information through the attention process. It finally serves as the global representation of the entire patch sequence and is typically used for the final classification. Furthermore, to encode spatial information and capture the sequential arrangement of image patches, positional embeddings are employed in a ViT. These are learnable vectors that encode the portions of each patch in the image that are added to the patch embeddings. This enables the model to discern the spatial context within the overall image.

Attention Mechanism: The attention mechanism enables models to exploit similarity between items of input item sequences, so as to capture relevant information. The attention mechanism works by dynamically computing weights based on the similarity of items of two sequences that are then used to compute a weighted sum of a third set, which is the output. More precisely, let three vector sequences, i.e., queries \( \mathbf{Q} \in \mathbb{R}^{N \times D} \), keys \( \mathbf{K} \in \mathbb{R}^{M \times D} \), and values \( \mathbf{V} \in \mathbb{R}^{M \times D} \), where \( N, M \) are the corresponding sequence lengths, and \( D \) the vector dimensionality. The attention mechanism is applied as

\[
\sigma(\mathbf{Q}, \mathbf{K}, \mathbf{V}) = \sigma \left( \frac{\mathbf{Q} \mathbf{K}^\top}{\sqrt{D}} \right) \mathbf{V},
\]

where \( \sigma \) is the softmax function, and \( \sqrt{D} \) is a scaling factor.

In this formulation, the matrix product between the queries and keys can be understood as the pairwise similarity between their composed vectors. The softmax function normalizes the scores across all keys for each query, so that they add up to one. Finally, the weighted sum of the values is computed using the normalized scores.

ViT Block: This is the main component of a ViT model. It consists of a self-attention layer, i.e., a layer built based
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of learnable weights, $W$, the spatial dimensions and input tensor, $R$. In the following, we present in detail and are propagated through a network architecture, consisting of a CNN backbone network and a Spatio-Temporal Transformer, that are able to effectively capture the spatio-temporal inconsistencies within its content. MINTIME is versatile and able to efficiently adapt to a multitude of real-world scenarios. In this section, we present in detail the proposed pipeline and the novelties of our network architecture.

A. Preprocessing and Feature Extraction

1) Pre-Processing: Given an input video $v$, we need to detect the depicted faces and extract various details necessary for our system. To this end, a frame-by-frame face detection [47] is initially applied that detects the location within video frames where faces are displayed. For each of the detected faces, we derive the following information: (i) the face image tensor $x_i \in \mathbb{R}^{H \times W}$, where $H$ and $W$ are the height and width of the cropped face image respectively, (ii) the timestamps $t_i \in \mathbb{N}$, i.e., the index of the frame where they are extracted, and (iii) the face-frame area ratio $s_i \in (0, 1]$, i.e., the ratio between the area of the face image and the frame. Additionally, we apply a face clustering scheme [13] in order to group the detected faces and link them with an identity. In that way, each detected face corresponds to an identity index $I_i \in \mathbb{N}$, which is the cluster $id$ where it belongs. In the end, each arbitrary face $i$ corresponds to a tuple $(x_i, I_i, s_i, t_i)$ containing all the necessary information for later processing.

To enable the model to handle multiple identities in one video, we need to generate an input face sequence composed of faces from several identities. Since the different videos have a different number of faces, we need to select a fixed number of faces to generate sequences with fixed slots so as to facilitate vectorization and batch processing. To this end, the identities are ordered according to the face-frame area ratio of their faces (higher ratios first). Top-ranked identities are generally prioritized by allocating a higher number of slots to them in the sequence. This is done to drive our model to focus more on faces that cover a larger area in the video frames and, therefore, likely be more relevant compared with the smaller ones. However, as evidenced in Table I, the system takes into account all identities with the first two that are equally treated. In our implementation we only consider a maximum of 4 identities but in the case of a higher number of identities the slot distribution can be customized as desired. This is just
Hence, the resulting features maps are $f \in \mathbb{R}^{C \times H' \times W'}$, where $C$ are the channel dimensions of the feature space, i.e., the dimensionality of the output feature maps. Hence, the resulting features maps are $f(x_i) \in \mathbb{R}^{C \times H' \times W'}$, where $H'$ and $W'$ are its spatial dimensions resulting from the mapping and depend on the employed backbone network. In the rest of the paper, we omit the accents in the notation of $H'$ and $W'$ for a more compact presentation.

With the use of the CNN backbone, we generate comprehensive representations that capture the low-level spatial information of face images and facilitate the analysis of face sequences by the Spatio-Temporal Transformer. In our experiments, we benchmark the performance of two CNN backbones, i.e., an EfficientNet-B0 [31], which has been combined with Transformer networks in prior work [12], and the popular XceptionNet [33] used in several approaches [11].

### B. Spatio-Temporal Transformer

To implement our Spatio-Temporal Transformer, we used a variation of the classical ViT, namely the TimeSformer [48], proposed for video analysis and designed to capture not only spatial information but also the temporal evolution of the scene. We extend it with several adaptations for the proper analysis of our input face sequences. More precisely, we build our model using the divided space-time attention, which incorporates separate spatial and temporal attention mechanisms applied to the input in turns. It splits frames into non-overlapping patch tokens and first calculates the attention between the corresponding patches in the previous and next frames to capture temporal dynamics, and then calculates the attention between the patches of the same frame to capture spatial information. To the best of our knowledge, this is the first time that this architecture has been employed for DeepFake Detection.

1) Face Tokens: Having extracted the feature maps for all faces in a sequence, we then generate face tokens for our Spatio-Temporal Transformer — unlike the original TimeSformer [48] where tokens are generated from frame patches. In particular, to generate our face tokens, we concatenate, reshape and project with a linear layer all the feature maps extracted from the faces of our sequence through the feature extraction step. This can be considered as the function $g: \mathbb{R}^{N \times C \times H \times W} \rightarrow \mathbb{R}^{N \times H' \times W'}$, where $D$ is the dimensionality of output face tokens. Hence, the final face tokens are denoted as $z_f \in \mathbb{R}^{N \times H' \times W'}$.

Furthermore, we employ a CLS token $z_0 \in \mathbb{R}^{1 \times D}$, which is processed by our network along with the other face tokens. This captures all relevant information from the face tokens and is used to derive the final video-level prediction for an input video. In that way, we enable our system to perform internal aggregation for the final prediction, without relying on an a-posteriori aggregation scheme. Our final face tokens are

$$z = \begin{bmatrix} z_0 \\ z_f \end{bmatrix} \in \mathbb{R}^{(N \times H' \times W')}$$

where $[\cdot]$ indicates concatenation.

Additionally, we enhance our face tokens with the two embedding schemes that capture temporal order and relative face-frame size, as depicted in Figure 4. These embeddings, explained in more detail in the next lines, are based on both the spatial position of the patches extracted from each face and on the temporal position of the face in the video.
Temporal Coherent Positional Embedding (TCPE): To encode temporal information into our tokens, we adopt the positional embedding scheme used in the ViT [44]. For their application, we order faces based on their timestamps $t_i$ in chronological order. Since two faces can derive from the same video frame, their temporal encoding should be identical and not relative to their position in the face sequence. Therefore, in that case, we use the same positional embedding, which corresponds to the minimum index in the face sequence. In that way, we maintain local and global temporal coherence for the frames of each identity and across the faces of all identities in the video, respectively. We use trainable positional embeddings that are added to our tokens.

Size Embedding (SE): To inject size information into our tokens, we build a similar approach as the positional embeddings, where, instead of positions, we exploit the token, we build a similar approach as the positional embeddings for each face.

from the same face image, characterized by a specific identity and a specific timestamp according to $z_i$. Note that $z_i^t$ does not contain tokens extracted from other face images, even if they originate from the same identity but in different timestamps. The attention mechanism is applied between the CLS token $z_0$ and all tokens in our sequence $z_i$, including itself. For all other tokens, the attention mechanism is applied only with the CLS token $z_0$ and the corresponding ones in the $z_i^t$. More formally, the spatial attention is given by

$$s_{\alpha}(z_i) = \begin{cases} \alpha(z_0W_s^Q,z_W^K,z_W^V) & i = 0 \\ \alpha(z_iW_s^Q,\left[\begin{array}{c} z_0 \\ z_i^t \end{array}\right] W_s^K, \left[\begin{array}{c} z_0 \\ z_i^t \end{array}\right] W_s^V) & i \neq 0 \end{cases}$$

where $s_{\alpha}(\cdot)$ denotes the spatial attention for an input token, and $W_s^Q, W_s^K, W_s^V \in \mathbb{R}^{D \times D}$ are learnable weights. This process is similar to the space attention used in TimeSformer [48].

Similarly, for temporal attention, we aim at capturing the temporal inconsistencies for each region in detected faces. Since we target videos with multiple identities, we need to process the face images from each identity separately, without mixing information from different identities. Hence, for each face token $z_i \in \mathbb{R}^{1 \times D}$, we consider the concatenated set $z_i^t \in \mathbb{R}^{N_i \times D}$ of all tokens of the corresponding image regions where the same identity is displayed, where $N_i$ is the total number of frames of the identity. Again, for the CLS token, the attention scores are computed considering all face tokens. All other tokens consider only the CLS and the corresponding ones in the $z_i^t$. To this end, the attention output is given by:

$$id - t_{\alpha}(z_i) = \begin{cases} \alpha(z_0W_i^Q,z_i^t W_i^K,z_W^V) & i = 0 \\ \alpha(z_iW_i^Q,\left[\begin{array}{c} z_0 \\ z_i^t \end{array}\right] W_i^K, \left[\begin{array}{c} z_0 \\ z_i^t \end{array}\right] W_i^V) & i \neq 0 \end{cases}$$

where $id - t_{\alpha}(\cdot)$ denotes the identity-aware temporal attention for an input token, and $W_i^Q, W_i^K, W_i^V \in \mathbb{R}^{D \times D}$ are learnable weights. Figure 5 illustrates how attention is calculated exclusively by tokens referring to identity 0 faces (green), ignoring those referring to identity 1 faces (red) and vice versa, while all attend to the CLS token. The more intense the colour, the higher the attention score for the pair of tokens. The grey squares are token pairs for which the attention scores are not
mechanism is not applied. From two distinct identities; hence, the identity-aware attention calculated. This is because they are pairs of tokens derived from different identities.

In intense the colour, the higher the attention value for each couple of tokens. The attention is not computed between couples of tokens referring to different identities.

To this end, the equation (2) for the transformer block $h$ of our Spatio-Temporal Transformer can be reformulated as

$$\hat{z} = z + id - t\alpha(z)$$
$\hat{z} = z + s\alpha(\hat{z})$ change

$$h(z) = \hat{z} + \phi(\hat{z}W^1)W^2.$$

In that way, our transformer blocks analyse the face tokens in both space and time, capturing relevant information, without mixing the processing of tokens belonging to different identities. Regarding implementation, we follow ViT [43] and TimeSformer [48] and use the multi-head attention, LN before the residual connections, and GeGLU activation function for $\phi$. Our Spatio-Temporal Transformer consists of a total of $L$ such transformer blocks.

3) Model Output: Following the common practice [43], the final prediction is derived through a single-layer classification head, which takes as input the CLS token $z_{CLS}^0$ obtained from the last transformer block and returns the confidence score for classification. Formally, this process can be described as

$$\hat{y} = \rho(z_{CLS}^0)$$

where $\rho(\cdot)$ denotes our classifier and $\hat{y}$ is the final prediction and classification output. The CLS token has collected global information from all the face tokens and, in our case, from all the identities considered.

V. Evaluation

A. Dataset

The majority of video deepfake detection datasets available mostly contain homogeneous videos with somewhat standard framing and contexts and filming only one person at a time. For that reason, a study of the deepfake detection video datasets in the literature is first conducted to find one that would include temporal inconsistencies, various face-frame area ratios, videos with several people in the same scene at the same time, and varied in terms of deepfake generation methods and perturbations. For these reasons, ForgeryNet [49] is chosen as the most suitable dataset for our experiments. The training set consists of 163,176 videos (73,678 pristine and 89,498 fake), while the validation set, which has been taken as our test set (the ForgeryNet test set is unlabeled) comprises 14,048 videos (6,205 pristine and 7,843 fake); the frame rate ranges between 20 and 30 fps and the duration is rather different. The training and validation sets contain mostly single-identity videos with a good percentage of multi-identity sequences; for instance, in the training set, 11.7% of videos display two identities while 3.1% have three or more identities. A similar distribution is observed for the validation set (details can be found in the supplementary material). Notably, the possibility that the same actor appears both in the train and validation set is avoided by the procedure adopted by the authors of the ForgeryNet dataset. In fact, the authors first split the identities of the original videos into two subsets, training and evaluation, roughly according to a proportion of 7:3 [49]. This guarantees that any person appearing in a training video is not included in the evaluation set, and later, the evaluation subset is further divided into validation and test with an approximate ratio of 1:2. We also analyzed the face-frame area ratio of videos in this dataset, discovering its variety with videos containing faces covering an area up to almost even 100% of the entire frame. Comparing it with the videos in the DFDC dataset, the faces in the ForgeryNet videos have a more varied face-frame area ratio with a variance of 288.6, compared with only 5.4 in the case of DFDC. This means that in the ForgeryNet dataset, the people are filmed at a less standard distance, which is crucial for validating the impact of our Size Embedding. The tampered videos in the dataset have been manipulated using eight distinct methods: (1) FaceShifter [50], (2) FS-GAN [51], (3) DeepFakes [52], (4) BlendFace, (5) MMReplacement, (6) DeepFakes-StarGAN-Stack, (7) Talking-Head Video [53], and (8) ATVGNet [54]. Each video is manipulated using only one of these methods. The number of fake videos for each method can vary with more frequent manipulations such as FaceShifter or Talking-headVideo and less frequent ones such as DeepFakes-StarGAN-Stack and MMReplacement. These manipulations can be broadly categorized into two groups: ID-Remained and ID-Replaced. In the ID-Remained category, manipulations (composed by 7 and 8) are focused on altering the subject’s face without altering the identity; in the ID-Replaced category (composed by methods from 1 to 6), the subject’s face is substituted with a different one. To perform a more comprehensive analysis of the proposed method, we also conducted some experiments on DFDC since, even if it is composed of many more standard videos, there are 549 multi-identity test videos that offer additional cases for our approach.
B. Implementation Details

**Pre-Processing:** For face detection, we use the publicly available MTCNN face detector [47] with a similarity threshold of 45% and a minimum cluster size ratio of 20% of the whole faces. Faces are resized to an equal height and width of 224 pixels. For face clustering, we employ the scheme from [13] that applies the DBSCAN [55] clustering on face embeddings extracted with an InceptionResnetV1 [56] pretrained on VGGFace2 dataset [57] based on FaceNet [58]. For better generalization, the face sequences undergo several data augmentations during the training phase, in which many random perturbations are applied, inspired by [49]. In particular, each time a sequence is given as input to the model, 31 randomly selected transformations are applied uniformly for all the video, such as image compression, various types of blur techniques, image flip and invert, colour editing, random noise, cutout and others.

**Training Setup:** MINTIME was trained in two main versions, a) MINTIME-EF, which uses an EfficientNet-B0 [31] as feature extractor and trained on DFDC dataset [59] as in [12], and b) MINTIME-XC, which uses an XceptionNet [33] as feature extractor (inspired by [11]) and trained on ForgeryNet images as in [49]. The first version is a lighter one and used as a baseline and it was trained keeping fixed the whole convolutional backbone excluding the last 2 blocks, with a batch size of 8. The MINTIME-XC was trained end-to-end with a batch size of 32. Both models are trained for 30 epochs. The optimizer used is SGD with a learning rate of 0.01, which decays to 0.0001 using a cosine scheduler. The weight decay was set to 0.0001 as in [48]. All models were trained considering a maximum of two identities per input sequence, which does not limit the possibility of using more or fewer identities at inference time. The maximum number of faces we put in the input sequence was set to 16. As previously stated, the number of faces considered for each identity to fill the input sequence is a hyperparameter and our experiments were based on the configuration of Table I. The hardware used to perform the training consisted of up to four NVIDIA A100.

**Reproduced Approach:** Since the SlowFast [60] model trained in ForgeryNet [49] was not available, we retrained it starting from the model pretrained on Kinetics 400 [61] in order to see how it behaved in certain contexts not reported in the original paper. This is the only training conducted in which a single identity per video is considered in order to emulate what has been done in the original ForgeryNet paper [49].

C. Metrics

To evaluate the performance of our model, we used in most contexts the AUC and accuracy calculated as $\text{Acc} = \frac{TP + FN}{TP + FP + TN + FN}$, where TP, TN, FP and FN stand for True Positives, True Negatives, False Positives and False Negatives respectively. This is because they are widely used in the literature by previous methods and because they are highly indicative of detection performance in a binary classification context such as this. Some additional metrics are occasionally used in the results, namely the False Positive Rate (FPR) calculated as $FPR = \frac{FP}{TN + FP}$ and the mean and standard deviation (STD) of accuracies. The FPR is used as a metric because it is important to have a system in the real world which does not lead to many false detections. The mean and STD are used to give an idea of the models’ generalization among the forgery methods. We also used the True Positive Rate (TPR) calculated as $TPR = \frac{TP}{TP + FN}$ and True Negative Rate (TNR) calculated as $TNR = \frac{TN}{TN + FP}$ in order to evaluate the capability of the models to correctly classify both fake and pristine videos respectively. Exploiting these metrics we also calculated the Balanced Accuracy (BA) as $BA = \frac{TPR + TNR}{2}$. All the evaluations are conducted considering a threshold of 0.5.

VI. EXPERIMENTAL RESULTS

A. Comparison With the State of the Art

1) ForgeryNet Evaluation: According to Table II, MINTIME-XC outperforms the state-of-the-art on the ForgeryNet validation set in terms of AUC and is almost on par with SlowFast R-50 in terms of accuracy, which is, however, limited to consider a single identity in the classification phase (the value #ID indicates the number of identities considered by every model in each specific test case, with only MINTIME providing the multi-identity option, without affecting the number of considered videos). All MINTIME models are also robust in analyzing videos considering a variable number of identities without a significant loss of overall performance. To consider also a frame-by-frame method, we tested the Cross Convolutional VIT [12], which can be considered as a baseline. The method significantly underperforms compared with the

| Model                  | #IDs | AUC   | Acc   | #Params |
|------------------------|------|-------|-------|---------|
| Cross Convolutional VIT [12] | 1    | 75.45 | 69.65 | 101M    |
| SlowFast R-50          | 1    | 90.86 | 82.59 | 34M     |
| SlowFast R-50*         | 1    | 93.88 | 88.78 | 34M     |
| X3D-M* [62]           | 1    | 93.75 | 87.93 | 3M      |
| MINTIME-EF             | 1    | 90.13 | 81.92 | 74M     |
| MINTIME-EF             | 2    | 90.45 | 82.28 | 74M     |
| MINTIME-EF             | 3    | 90.28 | 82.05 | 74M     |
| MINTIME-XC             | 1    | 93.20 | 85.96 | 85M     |
| MINTIME-XC             | 2    | 94.25 | 87.64 | 85M     |
| MINTIME-XC             | 3    | 94.10 | 86.98 | 85M     |

### Table II

**Video-Level Evaluation on ForgeryNet Validation Set. The Identities Column is the Number of Considered Identities for the Inference. † Indicates that the Model Has Been Trained in Our Setup, * Indicates that the Result Is Taken From [49]**

| Model                  | #IDs | AUC   | Acc   |
|------------------------|------|-------|-------|
| Cross Convolutional VIT [12] | 1    | 59.78 | 52.08 |
| SlowFast R-50          | 1    | 80.92 | 72.63 |
| MINTIME-EF             | 2    | 89.56 | 81.21 |
| MINTIME-XC             | 2    | 94.12 | 86.68 |

### Table III

**Evaluation on Multi-Identity Only Videos of ForgeryNet Validation Set. The Models Are All Trained in Our Setup**

1. https://github.com/timesler/facenet-pytorch
others, highlighting the importance of capturing the temporal inconsistencies, particularly in the case of ForgeryNet, where the faces are not manipulated in all the frames.

Furthermore, in Table III, we evaluate the performances of the models considering only the videos in which more than one identity occurs. In this setup, MINTIME-XC significantly outperforms our reproduced state-of-the-art SlowFast R-50 model by correctly classifying most of the videos considered. Interestingly, SlowFast R-50, trained considering only one identity per video, performs poorly on multi-identity videos as it is heavily influenced by the choice of the single identity to be analyzed. Also, the frame-by-frame method, namely Cross Convolutional ViT, completely fails to manage the multi-identity case, reporting very low performance on this subset close to random guessing. This poor performance derives from both the chosen identity and the aggregation function used to merge the individual face predictions into a single video-level prediction. For this experiment, we consider the maximum prediction obtained for the faces in each video. This highlights the necessity for models capable of handling multiple identities in the same video. In our case, we consider identities containing faces that cover larger areas of the video to be more important. However, we conduct a deeper analysis of the impact of this choice in our ablation study, where we demonstrate that our approach is not sensitive to this choice. We also conduct experiments to highlight the impact of the TCPE, the Identity-aware Attention, and the Size Embedding as further analysis.

In Table IV, we report the TNR obtained on pristine videos, the TPR obtained on the eight different deepfake methods present in ForgeryNet with its mean and std, the global TPR obtained considering all the fake videos without specifying the manipulation method and the global FPR considering all the pristine videos. The results make clear how both our models, especially MINTIME-XC, achieve highly competitive detection performance in all forgery types. SlowFast R-50 appears to be superior to the other competing models in recognizing video manipulated by method 8, namely ATVG-Net [54]. Nevertheless, according to the mean and STD, the model exhibits much higher variability in performance, unlike our MINTIME-XC, which remains consistent across different methods and achieves a lower FPR and higher overall TPR.

2) DFDC Evaluation: Although DFDC is not the best choice to validate robustness on the multi-identity case or the impact of size embedding due to the homogeneity of videos contained in it, for completeness we conducted experiments to evaluate the ability of our model to identify deepfake videos on this dataset as well. We train MINTIME-XC on the DFDC training set and compare it with several state-of-the-art methods in Table V. It can be seen that MINTIME-XC also performs reasonably well on this dataset, reporting results similar to other previous methods but without outperforming them. We also perform an evaluation considering only multi-identity videos, which, in the DFDC test set, are 549 (355 of which are pristine videos), and we notice that the performances remain at a high level, particularly in terms of AUC and Accuracy.

3) Generalization Analysis: As pointed out in [21], the generalization capability of a deepfake detection model is crucial in order to be effectively deployed in the wild. In Table VI, we report the results obtained from the proposed models by training them on a subset of forgery methods and then testing them on the remaining ones. In particular, the models were trained with videos altered with the so-called Identity-Remained techniques, i.e., approaches that preserve

### Table IV

| Model          | TNR ↑ | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | TPR ↑ | FPR ↓ | Mean ↑ | STD↓ | BA↑ |
|----------------|-------|----|----|----|----|----|----|----|----|-------|-------|---------|------|-----|
| SlowFast R-50  | 84.65 | 69.70 | 71.71 | 81.19 | 81.35 | 78.67 | 88.43 | 88.96 | 92.05 | 80.98 | 15.34 | 81.86  | 7.64 | 82.81|
| MINTIME-EF     | 85.84 | 70.05 | 69.75 | 74.55 | 82.05 | 78.14 | 79.59 | 91.49 | 77.03 | 79.44 | 14.16 | 78.72  | 7.08 | 82.64|
| MINTIME-XC     | 88.15 | 79.94 | 84.64 | 82.17 | 84.05 | 77.59 | 85.37 | 92.03 | 79.91 | 84.03 | 14.06 | 83.76  | 4.49 | 86.09|

### Table V

| Method          | Acc  | F1-Score | AUC  | DFDC Performances on ForgeryNet Validation Set. ° Indicates That the Method Has Been Tested Only on Multi-Identity Videos Considering a Maximum of Two Identities for the Sequence Construction |
|-----------------|------|----------|------|-----------------------------------------------|
| XN-avg [23]     | 85.3 | -        | -    |                                              |
| LSTM [39]       | 80.8 | -        | -    |                                              |
| TIE [64]        | 87.0 | -        | -    |                                              |
| S-IML-T [65]    | 85.1 | -        | -    |                                              |
| STL [66]        | 89.8 | -        | -    |                                              |
| MINTIME-XC (our) | 86.4 | 87.0     | 95.2 |                                              |
| MINTIME-XC ° (our) | 84.7 | 79.6     | 93.1 |                                              |
| Convolutional ViT [57] | - | 77.0 | 84.3 |                                              |
| Efficient ViT [12] | - | 83.8 | 91.9 |                                              |
| Conv. Cross ViT [12] | - | 88.0 | 95.1 |                                              |
| Selim EfficientNet B7 [68] | - | 90.6 | 97.2 |                                              |
| ViT with distillation [69] | - | 91.9 | 97.8 |                                              |

### Table VI

| Method          | Forgy type (Training) | ID-replaced AUC | ID-replaced Acc | ID-remained AUC | ID-remained Acc |
|-----------------|-----------------------|-----------------|-----------------|-----------------|-----------------|
| XND-M [62]      | 92.91                 | 87.92           | 65.59           | 55.25           |                 |
| SlowFast R-50   | ID-replaced           | 92.88           | 88.26           | 64.83           | 52.64           |
| MINTIME-EF      | 83.86                 | 80.18           | 86.98           | 79.03           |                 |
| MINTIME-XC      | 93.66                 | 86.55           | 88.43           | 84.02           |                 |

| Method          | Forgy type (Training) | ID-replaced AUC | ID-replaced Acc | ID-remained AUC | ID-remained Acc |
|-----------------|-----------------------|-----------------|-----------------|-----------------|-----------------|
| XND-M [62]      | 62.87                 | 55.93           | 59.40           | 88.85           |                 |
| SlowFast R-50   | ID-replaced           | 61.50           | 52.70           | 59.47           | 87.96           |
| MINTIME-EF      | 66.26                 | 63.13           | 95.02           | 89.22           |                 |
| MINTIME-XC      | 68.53                 | 64.01           | 97.26           | 92.08           |                 |
the identity of the manipulated subject depicted in the video. Then, the trained models are tested on videos altered with both Identity-Remained and Identity-Replaced techniques, i.e., approaches that replace the identity of the manipulated subject depicted in the video. We also repeat the process but training with videos of Identity-Replaced methods and testing on both. According to Table VI, MINTIME-XC demonstrates the best generalization capability to unseen methods, outperforming competing methods by a significant margin in almost all cases. It is worth noting that when training on Identity-Remained samples the performance on Identity-Replaced test videos is strongly compromised for all models (see second row of Table VI); in the dual case (see first row of Table VI), the same happens but not for the MINTIME models that provide a superior degree of generalization.

We conduct further analysis to see how the model behaves when trained on a single forgery method and tested on all others. For this experiment, the training set is composed by selecting all pristine videos and all the videos generated with a single forgery technique. The trained models are then tested with videos from all eight forgery methods. The results obtained are summarized in the heatmap in Figure 6 in which the first column reports the accuracy achieved by each specific trained model on pristine test samples (namely correctly classified pristine videos), while the other columns present the performance obtained by each specific trained model on the fake test samples for each of the eight different forgery methods (namely correctly classified fake videos). The different behaviour for Method 6 is probably related to the low amount of videos manipulated with this method used during training, while Method 8 differs from the others probably because of its very particular artifacts that make it very hard for detection when training on samples coming from different forgery methods.

Finally, we evaluate MINTIME-XC trained on the ForgeryNet training set and tested on the DFDC Preview test set [70]. In Table VII, we provide a comparison with other methods tested in this context. Although our model is trained on a different dataset from other prior works, it achieves a highly competitive level of generalization with a high AUC score in a cross-dataset context.

B. Qualitative Evaluation

All our models have been trained to perform binary classification of the entire video. However, in the case of deepfake videos, a hypothetical final user might be interested not only in knowing whether the video has been manipulated but also at what instant and if there is more than one tampered person. These are typical requirements when such systems are provided to end users (e.g., journalists) [8].

We can derive such information by analyzing the attention values obtained on the various faces that compose the input sequence. Indeed, it has been empirically shown that a good generalization capability is evident in most considered contexts. In fact, although the model achieves higher accuracy on training methods in all contexts, it still manages to recognize many videos edited with techniques unseen during training, which is crucial in real-world verification tasks. The different behaviour for Method 6 is probably related to the low amount of videos manipulated with this method used during training, while Method 8 differs from the others probably because of its very particular artifacts that make it very hard for detection when training on samples coming from different forgery methods.

Finally, we evaluate MINTIME-XC trained on the ForgeryNet training set and tested on the DFDC Preview test set.
has been manipulated and at what instant(s) the trace is present.

Examples of outcomes from the model are shown in Figure 8. In all cases, the proposed model is able to identify the fake identity, if any, even in crowded situations. An interesting case is the one where a cartoon face picture is involved (Figure 8 bottom-left), but the model still manages to realize that the manipulated face is that of the man. The face detector detects both the cartoon face, which is originally represented on the t-shirt of the man, and the face of the man, but then the deepfake detector only evaluates the second one as manipulated (as it really is) considering the cartoon face as “pristine” in the sense of unmodified. In the case that a human face is altered by means of a cartoon face the modification would have likely been detected by the method.

C. Ablation Study

To better understand the impact of the novelties introduced in our architecture on the performance, we perform a number of ablation experiments, modifying our model and disabling its components in part.

Impact of Size Embeddings: Size-embedding is introduced to handle certain cases that rarely occur in a deepfake detection dataset but can be very common in the real world. In Table VIII, we show a comparison between MINTIME-XC trained with and without the usage of Size Embeddings on the ForgeryNet validation set. As can be seen, even in a more standard context, such as a dataset created specifically for deepfake detection, the introduction of Size Embeddings yields better results in terms of both accuracy and AUC.

To verify if the model is robust independently from the face-frame area ratio, we also constructed four sub-datasets considering the quartile distribution of face-frame area ratios of the largest face in the videos, and we tested the model with and without the usage of Size Embeddings reporting the results in Table IX. It is evident that the model has similar AUC values on all sub-datasets, and the impact of Size Embeddings is clearly apparent, particularly in situations where the face covers a small area of the frame, i.e., between 0 and 20%.

Impact of Identity-Aware Mechanisms: Considering only videos containing more than one person in the same scene, we can see in Table X that the proposed model performs best when Multi-Identity Attention and TCPE are used, demonstrating that these mechanisms contribute to better manage multi-identity cases.

Impact of Identity Reordering Policy: We also investigated in Table XI how the identity reordering policy could affect the performance of our model, and we made sure that we avoided inducing any bias during the training phase. To do this, we conducted several tests using different techniques. It is important to decide in which order to insert the various identities when constructing the input sequence. During training, we used the average of the areas of the faces associated with each identity as a criterion, which gave more weight to the most prominent identities in the scene (Size-based). We also tried using the number of faces associated with an identity as a criterion (Frequency-based), and finally, we compared a random criterion. Our results showed that the three different strategies did not significantly affect the performance.

---

**Table VIII**

| Model          | #IDs | SE | AUC  | Acc  |
|----------------|------|----|------|------|
| MINTIME-XC     | 2    | ✓  | 89.42| 82.57|
| MINTIME-XC     | 2    | ✓  | 94.25| 87.64|

**Table IX**

| Model          | Face-Frame ratio | Pristine | Fake | SE   | AUC  |
|----------------|------------------|----------|------|------|------|
| MINTIME-XC     | (0, 5%)          | 1345     | 2166 | ✓    | 87.39|
| MINTIME-XC     | (5, 10%)         | 2000     | 1494 | ✓    | 90.43|
| MINTIME-XC     | (10, 20%)        | 1570     | 1961 | ✓    | 90.90|
| MINTIME-XC     | (20, 100%)       | 1796     | 1716 | ✓    | 90.31|

**Table X**

| Model          | #IDs | TCPE | IA | AUC  |
|----------------|------|------|----|------|
| MINTIME-XC     | 2    | ✓    | ✓  | 93.29|
| MINTIME-XC     | 3    | ✓    | ✓  | 90.57|

**Table XI**

| Model          | #IDs | Sorting Method | AUC  | Acc  |
|----------------|------|----------------|------|------|
| SlowFast R-50  | 60   | Random         | 85.97| 77.02|
|                |      | Frequency-Based| 84.58| 76.04|
|                |      | Size-Based     | 80.92| 72.63|
| MINTIME-XC     | 2    | Random         | 93.73| 86.25|
|                |      | Frequency-Based| 94.08| 86.43|
|                |      | Size-Based     | 94.12| 86.68|
of our proposed model, except for Random, which had a slightly higher loss. This may be because the fake identity could be discarded in favour of other identities in the scene when reordering the identities randomly. When considering a single identity per video, the results are strongly affected by the identity reordering policy, increasing the probability of missing the manipulated identity. In SlowFast experiments, it can be seen that this also leads to better results in random ordering simply by chance in the choice of the fake identity. This highlights again the importance of analyzing multiple identities correctly.

VI. CONCLUSION

In this study, we addressed various challenges associated with video deepfake detection in real-world scenarios and proposed a novel solution to overcome these obstacles. Our proposed model, MINTIME, achieves state-of-the-art performance on the ForgeryNet dataset and exhibits a high level of generalization in cross-forgery and cross-dataset settings, often surpassing previous approaches. MINTIME effectively manages videos featuring multiple individuals without necessitating any form of prediction aggregation, accommodates faces with varying sizes relative to the frame area, and simultaneously captures spatial and temporal inconsistencies by employing a modified TimeSformer. Moreover, the attention values of the trained models offer easy interpretability, allowing for more fine-grained predictions and extracting useful information for end-users. As a direction for future research, it would be interesting to investigate how to leverage the audio component of videos, as a complementary input to the spatial and temporal components. Furthermore, additional up-to-date datasets and more challenging real-world scenarios in the multi-identity context need to be investigated.
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