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Abstract—In the recent years, users requirements for higher resolution, coupled with the apparition of new multimedia applications, have created the need for a new video coding standard. The new generation video coding standard, called Versatile Video Coding (VVC), has been developed by the Joint Video Experts Team, and offers coding capability beyond the previous generation High Efficiency Video Coding (HEVC) standard. Due to the incorporation of more advanced and complex tools, the decoding complexity of VVC standard compared to HEVC has approximately doubled. This complexity increase raises new research challenges to achieve live software decoding. In this context, we developed OpenVVC, an open-source software decoder that supports a broad range of VVC functionalities. This paper presents the OpenVVC software architecture, its parallelism strategy as well as a detailed set of experimental results. By combining extensive data level parallelism with frame level parallelism, OpenVVC achieves real-time decoding of UHD video content. Moreover, the memory required by OpenVVC is remarkably low, which presents a great advantage for its integration on embedded platforms with low memory resources. The code of the OpenVVC decoder is publicly available at https://github.com/OpenVVC/OpenVVC.

Index Terms—Video compression, VVC, decoding, software, real-time, low memory.

I. INTRODUCTION

During the last decade, the extensive use of on-line platforms and the democratization of higher resolutions (4K, 8K) have lead to a significant increase in the volume of exchanged video content [1]. The multimedia services have also diversified with the apparition of video applications that offer immersive and more realistic viewing experience, such as Virtual Reality (VR, 360°). This increasing demand for video content brings new challenges to compression, mostly to enhance the video coding efficiency and reduce the carbon footprint induced by video storage, transmission and processing. Finalized in July 2020, VVC [2], [3] is the State-of-the-Art (SOTA) video coding standard. VVC has reached the ultimate goal of up to 50% bit-rate saving compared to HEVC for similar subjective video quality [4], [5].

The bit-rate savings brought by VVC standard over HEVC are achieved at the expense of more complex coding tools at both encoder and decoder sides. The computational complexity of the VVC reference encoder has increased by a factor 8 and 27 compared to the HEVC reference encoder in inter and intra coding configurations, respectively [6]. At the decoder side, which is the focus of this paper, the computational complexity increase of VVC standard compared to HEVC has doubled (2x) in both inter and intra coding configurations [7]. This decoding complexity increase raises new research challenges for VVC deployment, especially on embedded platforms or for live applications that require real-time decoding capability.

Usually, hardware decoders [8] are preferred to software decoders for embedded platforms with low memory and energy supplies. However, hardware decoders will only be commercialized several years after the standard finalization. The design of efficient software solutions is therefore mandatory during the next couple of years to support real time decoding of the emerging video applications. For these applications, the flexibility of software decoders is crucial to support the minor evolution of a standard (ie. new extended profiles), as well as for their deployment on previous generation devices, which do not embed a VVC hardware decoder. Currently only few software decoders compliant with the VVC standard have been implemented. The VVC reference software VVC Test Model (VTM) [9], for instance, is compatible with the complete set of new coding tools but requires high memory usage and achieves poor decoding frame rate performance [7]. From the source code of the VTM, the Fraunhofer Heinrich Hertz Institute has developed a VVC decoder named VVdeC [10]. This latter offers high decoding speed, at the cost of high memory consumption.

In this paper, we present an open source VVC software decoder named OpenVVC. The software architecture, parallelism strategy as well as detailed experimental results are described in this paper. OpenVVC is developed in C programming language and compiled as a cross-platform library. It provides real time decoding capability under various operating systems including MAC OS, Windows, Linux and Android, targeting sustainable real-time decoding of Ultra High Definition (UHD) content on high performance General Purpose Processor (GPP) and low performance GPP platforms. OpenVVC is compatible with popular video players such as FFplay [11], VLC and GPAC. Current version of OpenVVC decoder supports the decoding of a wide set of conformance videos in addition to the four principal coding configurations defined by Joint Video Experts Team (JVET): All Intra (AI), Random Access (RA), Low-Delay P (LDP) and Low-Delay B (LDB).

The OpenVVC decoder has been designed to achieve high decoding speed, with the lowest possible memory usage. The decoder relies on Single Instruction on Multiple Data
(SIMD) optimizations [12] to reduce the decoding time of the most computationally complex operations. The architectures of multi-core processor are exploited through frame level parallelism, where several frames are processed simultaneously by the decoder. By combining these two levels of parallelism on a multi-core x86 platform\(^1\), OpenVVC decoding speed reaches over 290 Frames Per Second (fps) and 90 fps for Full High Definition (FHD) and UHD resolutions, respectively. Moreover, this high decoding speed is achieved at a very low memory usage. The sequential decoding of FHD content requires less than 25 MB and 75 MB in AI and RA configurations, respectively.

The rest of this paper is organized as follows. Section II presents the general block diagram of a VVC decoder and the main decoding stages. The Section also provides an overview of the SOTA parallelism techniques for the decoding process along with existing software VVC decoders. A. Overview of VVC decoder

Fig. 1 presents the general block diagram of a VVC decoder, where each block corresponds to one of the main decoding stages. The decoder converts an input bitstream composed of binary symbols (bits) into decoded pictures, based on the conventional hybrid coding that takes advantage of both intra/inter prediction and transform coding. The operating principles of the decoding stages in Fig. 1 are introduced in this section, without going into in-depth details. For a detailed description of the VVC tools, the reader may refer to the following papers [2], [6].

1) Entropy decoding: The first decoding stage is the entropy decoding of the bitstream. The Context Adaptive Binary Arithmetic Coding (CABAC) [13], first introduced in Advanced Video Coding (AVC) standard, is the entropy engine used in VVC. At encoder side, the CABAC has compacted in the bitstream all the syntax elements generated by the coding tools. These syntax elements include among others block partitioning information, intra and inter predictions information, quantized coefficients or in-loop filtering parameters. At decoder side, the entropy decoding stage parses the binary symbols in the bitstream, and converts them into non-binary symbols. These non-binary symbols are provided as input data for all the other decoding stages.

2) Predicted block: At the encoder side, the block partitioning scheme divides the picture into appropriate block sizes according to the local activity of the samples. The block partitioning scheme divides recursively a large block of typical dimension 128\(\times\)128, called Coding Tree Unit (CTU), into

\(^1\)High performance GPP: https://www.intel.fr/content/www/fr/fr/products/sku/134594/intel-core-i712700k-processor-25m-cache-up-to-5-00-ghz/s specifications.html

Fig. 1: VVC decoder block diagram.
smaller blocks of sizes in the range $128 \times 64$, $64 \times 128$
and each CU is reconstructed by summing a residual block
with a predicted block.

The predicted block is an approximation of the original
block, computed using intra prediction, inter prediction or a
combination of both intra and inter predictions. Intra prediction
exploits spatial redundancy within the same frame, whereas
inter prediction exploits temporal redundancy among adjacent
frames. In VVC, the novel Combined Intra/Inter Prediction
(CIIP) tool combines inter and intra predicted blocks as a
weighted sum in order to generate the final predicted block.

When the CU is intra predicted, a prediction mode, as well
as the previously reconstructed samples of adjacent left and
above CUs are required. These neighboring samples are either
propagated with a given angle (angular and Wide Angular Intra
Prediction (WAIP) modes), averaged (DC mode), interpolated
(Planar mode) or used as input for alternative Matrix-based
Intra Prediction (MIP) mode [14]. The Multiple Reference
Line (MRL) mode [15] introduced in VVC enables the encoder
to choose among three reference lines and explicitly signal the
one performing the lowest rate-distortion cost.

For inter prediction, the samples of current CU are approx-
imated based on the reference samples stored in the Decoded
Picture Buffer (DPB). This process is called Motion Compensa-
tion (MC). The decoder first derives one or several Motion
Vectors (MV(s) (whether the CU is uni or bi-predicted) from
CABAC information. Each MV is composed of a vertical and
an horizontal component, representing the underlying samples
translation from the reference picture to current picture. For
bi-predicted blocks, a blending process is applied to aggregate
the two motion compensated blocks.

In VVC, the Luma Mapping with Chroma Scaling (LMCS)
has been introduced [16] operating in three distinct parts of
the decoding process: residual chroma-scaling, forward luma
mapping for inter prediction and inverse luma mapping of the
reconstructed block. For inter prediction, the LMCS modifies
the luma predicted samples with a forward luma mapping.
This process maps (i.e. redistributes) the inter predicted luma
samples to another range of values. The residual block being
also distributed in the entire possible range of values, this
operation is mandatory to sum the inter predicted block with
the residual block.

3) Residual block: The inverse quantization and inverse
transform are crucial decoding stages in conventional hybrid
video codecs. The inverse quantization retrieves the value of
the transformed residual coefficients, taking as input the quan-
tized coefficients transmitted in the bitstream. The transformed
residual coefficients are further converted into a non-scaled
residual block by the inverse transform. The chroma-scaling
part of the LMCS is finally applied on the non-scaled residual
block. The scaling factor applied to the chroma samples is
computed based on the luma samples of the reconstructed
block. The inverse transform module consists in the inverse
Low Frequency Non-Separable Transform (LFNST) and the
inverse Multiple Transform Selection (MTS).

4) In-loop filters: Four in-loop filters are performed on the
reconstructed samples in order to reduce the visual artifacts
of previous coding tools. They include the inverse mapping of
the LMCS, the Deblocking Filter (DBF), the Sample Adaptive
Offset (SAO) and the Adaptive Loop Filter (ALF). First, the
inverse mapping of the LMCS redistributes the reconstructed
luma samples from the entire possible value range to a smaller
range of values. Samples in this smaller range of values will
be used by all the following in-loop filters and will be stored
in the DPB.

The DBF [17] is applied on block boundaries, reducing the
blocking artifacts introduced among others by quantization. In
the decoding process, the horizontal filtering for vertical edges
is first performed, followed by vertical filtering for horizontal
edges. The SAO [18] then classifies the reconstructed samples
into different categories to alleviate the remaining artefacts
sample by sample. For each category, an offset value, retrieved
by the entropy decoder, is added during the SAO process to
each sample of the category. The SAO is particularly efficient
to filter the ringing artefacts and enhance the perceptual video
quality.

The last in-loop filters are the ALF [19] and Cross Compon-
ent ALF (CC-ALF) [20]. The ALF performs Wiener filtering
to minimize the Mean Squared Error (MSE) between original
and reconstructed samples. It is responsible for an important
share of VVC decoding complexity [21], mostly due to the
classification of every $4 \times 4$ block of samples and to the
application of diamond shape filters on both luma and chroma
samples. Applied in parallel with ALF, the CC-ALF relies on
the luma samples to adjust the chroma samples value.

Once the in-loop filters are performed on the entire picture,
the decoded picture is stored in the DPB.

B. State-of-the-art of VVC decoding

The total video decoding workload is determined at the en-
coder side since it mainly depends on the set of enabled coding
tools and on the bitstream final size [22]. The challenges for
a VVC decoder are speed and compliance with the standard
to support real time decoding of a wide range of bitstreams
encoded by different encoders, rates and resolutions. The
speed challenge is addressed by parallel processing techniques,
which aims to distribute optimally the decoding workload on
several actors.

In this Section, we first describe the SOTA for parallel
decoding techniques. Since only few works on VVC decoders
are currently available, many of the presented related works
are designed for HEVC decoding process. It is nonetheless
possible to adapt these techniques to a VVC decoder, consid-
erning that the decoding process of HEVC and VVC standards
are quite similar. The second part of this section presents the
VVC software decoders currently available.

The parallel processing of a decoder essentially operates at
three levels of parallelism: data level, high level and frame
level. The data level parallelism techniques are applied on
elementary operations. They include among other techniques
relying on SIMD instructions [12]. In high level parallelism
techniques, several threads operate on continuous regions of
the same frame. These techniques are either normative, i.e. defined in the standard and require additional information in the bitstream, or non-normative. With frame level parallelism techniques, several frames are processed in parallel, under the restriction that the MC dependencies are satisfied [23].

1) Data level parallelism: In the video decoding field, data level parallelism is widely explored through techniques relying on SIMD optimizations [23]–[25]. With a single SIMD instruction, an operation is applied simultaneously on a vector of data, producing a vector of results. For x86 processors, various SIMD set of instructions are available (mainly Streaming SIMD Extensions (SSE) [26] and Advanced Vector eXtensions (AVX) [27]). For instance, the SSE2 [28] supports instructions on 128-bit registers, which is 2 and 4 times shorter compared to AVX2 and AVX512 operating on 256-bit and 512-bit registers, respectively.

The computations that benefit from SIMD architectures are typically those including elementary operations on vectors and matrices. In the decoding process, these computations include among others the application of the diamond shape filters of the ALF, the process of the MC interpolation filter, the derivation of reconstructed samples in intra prediction and the inverse transform applied on the residual transform coefficients. On the other hand, the entropy coding stage does not include significant data level parallelism which makes the use of SIMD instructions unnecessary.

Related works widely rely on SIMD architectures to speed up the decoding process. Yan et al. [25] rely on intensive SIMD optimizations (SSE instructions on 128-bit registers) to reduce the HEVC decoding time. The Neon instructions set [29], available on low performance GPP processors, is exploited by Raffin et al. in their work [30]. In the particular case of the scalable extension of HEVC standard, named Scalable High Efficiency Video Coding (SHVC), Hamidouche et al. [23] optimize among other the upsampling of the base layer picture with SIMD instructions. A complete summary of the possible SIMD optimizations for HEVC decoding process is provided by Chi et al. [24]. The authors discuss the challenges of the SIMD implementation for many of the most complex decoding computations, and provide experimental results on 14 different platforms.

2) Normative high level parallelism: The normative high level parallelism techniques are defined in the standard and require conveying additional information in the bitstream. This subsection presents two of the most widely used normative techniques, namely tiles [3] and Wavefront Parallel Processing (WPP) [31]. They have been standardized in both HEVC and VVC in order to facilitate the use of parallel processing architectures for encoding and decoding. The proposed OpenVVC decoder for instance is compliant with bitstreams including both tiles and WPP.

Tiles

In both VVC and HEVC standards, tiles are rectangular regions of the picture containing entire CTUs [3]. In Fig. 2, the tile partitioning forms a 2×2 grid. They are labeled from 0 to 3 and delimited by the thicker black lines. Prediction dependencies across tile boundaries are broken and entropy encoding state is reinitialized for each tile. These restrictions ensure that tiles are independently decoded, allowing several threads to decode simultaneously the same picture. The in-loop filtering stages across tile boundaries must however be performed when the reconstructed samples of all tiles are available.

In [22], the tile partitioning is adapted at the encoder side in order to minimize the decoding time. The decoding load imbalance among tiles is reduced based on the relation between the decoding time and the number of coded bits of a given CTU. In the context of computing systems with asymmetric processors, Yoo et al. [32] take advantage of tile partitioning flexibility in order to optimize HEVC decoding time on these specific platforms. Asymmetric tile work load is delivered at encoder side by varying tile sizes. At the decoder side, the large and small tiles are further allocated to fast and slow cores, respectively.

Wavefront Parallel Processing

The WPP tool, enabled at the encoder side, divides the picture into CTU rows [31]. The CABAC context is reinitialized at the start of each CTU row with the CABAC context of at least the second CTU in the preceding row. In VVC, WPP removes the dependency to the top-right CTU, thus reducing the CTU-offset required between adjacent lines. The decoding of a row may therefore begin once the first CTU in the preceding row is reconstructed, since it ensures that the decisions needed for prediction and CABAC reinitialization are available. These constraints allow several processing threads to decode the picture in parallel, with a delay of one CTU between adjacent rows. The propagation of these delays across the picture rows limits the parallelism speedup, especially for high number of threads. For this reason, many works including [33] and [34] combine WPP tool with frame level parallelism in their solutions. Zhang et al. [34] show that the decoder combining frame level parallelism and WPP enables much higher speedup compared to the decoder using WPP alone, as soon as the number of threads exceeds 5 for high resolution video.

3) Non-normative high level parallelism: In opposition with decoding parallelism techniques that require specific pro-
cessing at encoder side, the parallelism techniques presented in this section have not been standardized and are suitable to decode any input bitstream. For instance, task level parallelism techniques refer to techniques in which several threads process simultaneously one or several decoding tasks, exploiting their specific parallel opportunities. A detailed description of the main task level parallelism opportunities is provided in [35]. Entropy decoding process is sequential and thus it is the most difficult stage to process in parallel. In order to process the CABAC in parallel, CABAC reinitialization must be included in the bitstream at encoder side, as presented in tiles or WPP high level parallelism techniques. Habermann et al. [36] propose three solutions to improve the CABAC processing in WPP for low-delay applications.

Once the CABAC output data is retrieved, the other decoding tasks may be performed in parallel. Two main approaches exist to retrieve the CABAC output data in related works. The first approach performs the CABAC stage on a picture basis, as a pre-processing of the picture reconstruction. This approach, adopted in the VTM and in recent works [35], [37], is optimal for task level parallelism. However, it requires additional memory to store of the CABAC output data of the whole picture. Another approach consists in retrieving the CABAC information on the fly [23]. With this approach, task level parallelism is disabled but the memory consumption to store CABAC output is negligible. In this work, the second approach is adopted to lower the memory footprint. The task level parallelism opportunities are therefore not exploited.

For in-loop filtering, a classical approach consists in processing the in-loop filter in a separate pass once the entire picture is reconstructed. A slight synchronization overhead is introduced in this case since the in-loop filters are applied one by one on the entire picture. Kotra et al. [38] provide three parallel implementations of the DBF on the entire reconstructed picture for HEVC decoding. The limit of this approach is that the final samples needed as reference for MC are available only after the last in-loop filter is processed on the entire picture. However, when in-loop filters are performed on a CTU level, the final samples are available at lower delay. For instance in [39], the final samples of a CTU are available with a delay of 2 CTUs. In the proposed solution, the in-loop filtering is applied at a CTU line level. This approach improves the frame level parallelism in inter configuration compared to processing the in-loop filter on the entire picture.

4) Frame level parallelism: With frame level parallelism, the decoder processes several frames in parallel, under the restriction that the MC dependencies are satisfied. Frame level parallelism is particularly efficient in AI coding configuration since there are no MC dependencies. In inter coding configuration, its efficiency highly depends on the motion activity in the sequence and on the ranges of MVs used for MC. Based on this observation, Chi et al. [33] restrict at the encoder side the downwards motion to 1/4 of image height. This restriction reduces greatly the MC dependencies for the decoding process, without impacting significantly the coding efficiency.

Frame level parallelism requires a large memory overhead compared to sequential decoding, since the decoder must store additional picture buffer per decoding thread. For systems with strong memory constraints such as mobile devices, this memory overhead is a serious limitation. For instance in the context of mobile devices, authors in [40] rely on high level parallelism techniques rather than frame level parallelism alone to accelerate the HEVC decoding process.

5) VVC software decoders: Currently only few open-source software VVC decoders have been implemented. The first to be highlighted is the VTM [9], the reference software in which the new tools have been validated during the standardization process. Its main advantage is its compatibility with the complete set of new VVC standard tools. It has been extensively used during OpenVVC development to validate the proper implementation of the new coding tools. However, it requires high memory usage and achieves decoding performance far from real time [7].

The Fraunhofer Heinrich Hertz Institute has developed an open-source VVC decoder named VVdeC [10], from the source code of the VTM as a starting point. Based on VVdeC software, the work of Wieckowski et al. [37] provides one of the first experimental results on a real-time VVC decoder. The authors propose intensive SIMD optimizations through SSE42 (128-bits register) and AVX2 (256-bits register) instruction sets. These optimizations are coupled with task level parallelism, which does not require normative parallel techniques.

A recent alternative decoder has been proposed by the Tencent Media Lab O266dec [41]. This decoder is only available as a binary for testing purpose. Zhu et al. [42] describe the operating principle and experimental results of O266dec decoder in RA configuration. The authors combine SIMD optimization (256-bit register instruction set AVX2) with techniques exploiting various levels of parallelism: task level, CTU level, sub-CTU level and frame level. The decoding speed for FHD and UHD video content is very promising. However, the task level and CTU level parallelism require the storage of the CABAC information on a picture basis, which may increase the memory consumption.

Since 70% of the world population will have mobile connectivity by 2023 according to Cisco [43], the optimization of the decoding process on low performance GPP platforms is a crucial issue. To tackle this concern, Saha et al. [21] optimize the VVdeC decoder for a system on chip heterogeneous platform composed of a low performance GPP and Graphical Processing Unit (GPU) processor. The SSE and AVX instructions included in VVdeC are converted to the Neon instruction set available on low performance GPPs. The results presented do not yet exploit the GPU processor, which may decrease the processing time of computationally complex decoding tasks. A similar effort was accomplished by Li et al. [44] to optimize O266dec decoder for various low performance GPP platforms. The reader can refer to [45] for the exhaustive list of available VVC encoders and decoders.

III. OpenVVC decoder

The presented VVC decoder is based on the open source OpenVVC project. The contributors to OpenVVC also developed the open source software decoder OpenHEVC [46].

[Low performance GPP: https://developer.arm.com/tools-and-software/open-source-software/arm-platforms-software]
compliant with HEVC standard, used in widespread players such as VLC\(^3\) and GPAC [47]. As previously mentioned, the decoder is implemented in C programming language, and is integrated as a dynamic library with FFmpeg player\(^4\). The project aims to implement a conforming VVC decoder and supports the Common Test Conditions (CTC) [48] in AI, RA and Low-Delay (LD) configuration for 10/8-bits input content.

This section describes the OpenVVC general architecture, its buffer characteristics and the implemented parallelism strategies.

A. Decoder architecture

The decoding parameters required at the sequence, picture, slice or tile level are first retrieved by parsing global parameter sets such as the Sequence Parameter Set (SPS), Picture Parameter Set (PPS), picture header or slice header. The general block diagram for the decoding of a frame in OpenVVC is presented in Fig. 3. The main tasks of the decoding process, previously detailed in Section II, are applied at various levels:

- The CU level reconstruction includes the intra/inter prediction, inverse quantization, inverse transform and LMCS (included in prediction unit method).
- The DBF is applied at CTU level, right after all the CUs of the CTU are reconstructed. This choice avoids the storage of the Quantization Parameter (QP) map and CU dimensions, required by the DBF, on a larger scale.
- The SAO filter is applied at a CTU line level followed by the ALF/CC-ALF. This approach improves the frame level parallelism in inter configuration compared to processing the in-loop filters after reconstruction of the entire frame.

The decoding process of OpenVVC is performed in four successive steps (reconstruction, DBF, SAO, ALF) as illustrated in Fig. 4. The upper-left sub-figure shows the progress of the reconstruction stages: prediction, inverse quantization and transform. In green, the two first CTU lines are completely reconstructed. As mentioned previously, the DBF (upper-right sub-figure) is applied right after the reconstruction on almost all the samples of the current CTU. A margin of 8 samples is left un-processed at the bottom and at the right of current CTU, and will be processed once the required reconstructed samples are available. For SAO filter, a delay of 1 CTU line is introduced. The first CTU line is entirely processed, as well as a margin of 3 pixel rows in the second CTU line. This margin is mandatory to apply the ALF (bottom-right sub-figure) on the entire first CTU row. The final samples needed as reference for MC of other frames are therefore available with a delay of only 1 CTU line.

B. Frame level buffers management

The decoding of a picture in 4:2:0 chroma format requires a picture buffer with dimensions \(1.5 \times W_{frame} \times H_{frame}\), with \(W_{frame}\) and \(H_{frame}\) the picture width and height, respectively. The same picture buffer is used to store all intermediate pixel values during the decoding process. The values of the reconstructed samples are overwritten by the DBF pixel values, that are further overwritten by the SAO values and finally replaced by the ALF output values. To ensure that the decoder does not lose intermediate data required for specific stages, local lightweight buffers are used as a complement and are described in next Section III-C.

---

\(^3\)VLC player: https://www.videolan.org/index.fr.html

\(^4\)OpenVVC library embedded in FFmpeg: https://github.com/OpenVVC/OpenVVC
The picture buffers are counted and a picture pool system manages the unused resources in order to avoid buffer re-allocation (which is time and memory consuming). On the other hand, a DPB structure stores the decoded frames that are required for display or used as reference for MC. Fig. 5 illustrates the DPB management and picture pool in OpenVVC. When the decoding of a picture starts, the decoder requests a picture buffer to the picture pool. A new picture buffer is allocated only when the picture pool is empty. Otherwise, the decoder uses a picture buffer popped from the picture pool. Then, the decoder increments the counters of the frames in the DPB required as reference for MC by the current frame. The counters of the reference frames are further decremented when the current picture is decoded. When a picture counter falls to 0, it is equivalent to say that it is currently not required neither for display nor as reference for MC.

An important aspect for memory consumption limitation, is to remove the unused picture buffers as soon as possible from the DPB. In the bitstream, an integer dpb_max_nb_pic is transmitted, signaling the maximum number of frames needed in the DPB for the decoding of a sequence. When the current number of frames in the DPB exceeds dpb_max_nb_pic, the picture with counter equal to 0 and with minimal Picture Order Count (POC) is removed from the DPB and then is stored in the picture pool.

The MV buffers required for the application of the novel Temporal Motion Vector Prediction (TMVP) tool are also stored on a frame level. These MV buffers contain a MV for every 8 × 8 pixel block of the reference frames. A MV buffer pool with similar operating principle as the picture buffer pool is implemented in order to avoid buffer re-allocation.

C. Local-level buffers management

The local structure and buffer dimensions have been designed to operate on a CTU level. As mentioned in Section II-B3, the CABAC output data required to decode the CTU is retrieved on the fly and not stored in the local structure. This approach reduces substantially the memory consumption compared to the storage in a frame-basis of the CABAC output. The local structure includes the CTU transform residual and MV information. Moreover, several decoding stages require intermediate samples belonging to neighboring CTUs, including intra prediction, SAO and ALF. The intermediate pixel values are stored in local buffers, and a considerable effort has been made to minimize their dimensions. The dimensions of the local buffers are shown in Fig. 6, and their usage is further described in this section.

A single buffer of CTU dimensions, called extended CTU (EC) buffer, is used to decode the CTU. The EC buffer is a square block of dimensions $W_{CTU} + 2 \cdot M$, with $M$ the margin of neighboring CTU samples. In addition to the EC buffer, each of the 3 decoding stages previously mentioned relies on Right Columns (RC) and Bottom Rows (BR) buffers. The dimensions of the local buffers are shown in Fig. 6. The BR buffer is a rectangle of dimension $M \times W_{Frame}$ containing the bottom samples of upper CTU line. The RC buffer is a rectangle of dimension $M \times W_{CTU}$, containing the right samples of the left CTU. The selected margin $M$ depends on the decoding stage. For intra prediction, $M = 3$ since the MRL intra prediction mode requires 3 reconstructed pixel columns on the left. For in-loop filters, the margin $M$ is half the filter dimension. Therefore, $M = 1$ for the SAO and $M = 3$ for the ALF.

Fig. 7 illustrates the use of the local buffers for the processing of a given CTU. The processes considered in this paragraph are either intra prediction, SAO or ALF. As shown in Fig. 7a, the EC buffer is first filled with unprocessed samples, i.e. samples on which the process has not been applied. The CTU area, of dimension $W_{CTU} \times W_{CTU}$, as well as the bottom and right margins are filled directly with the content of the picture buffer. The left margin is filled with the unprocessed samples of the left CTU, previously stored in the RC buffer. The upper margin is filled with the unprocessed samples of the upper CTU, previously stored in the BR buffer. The second step is shown in Fig. 7b. The RC and BR buffers are updated with samples of current CTU before processing. They will be used during the process of the following CTUs. Finally, the process is applied on the CTU area of the EC.
(a) Fill extended CTU buffer with unprocessed samples.

(b) Update right columns and bottom rows buffers with unprocessed samples and further process CTU.

Fig. 7: Two steps use of the local buffers on a CTU level.

TABLE I: Buffers and structures memory consumption for video resolutions FHD and UHD.

| Resolution | Global Context | Local Context | Picture Buffer | MV Buffers |
|------------|----------------|---------------|----------------|------------|
| FHD        | 5 kB           | 741 kB        | 8.3 MB         | 130 kB     |
| UHD        | 6 kB           | 750 kB        | 33.2 MB        | 620 kB     |

TABLE I summarizes the memory consumption of the OpenVVC buffers and structures, with chroma format 4:2:0, input bit depth 10 and 128 × 128 CTUs. The global context structure contains decoding parameters required at the sequence, picture, slice or tile level. Since part of the global context parameters are stored on a CTU basis, the buffer memory consumption varies slightly from FHD to UHD sequences. The local context structure contains local information required to decode a CTU, as well as the local buffers described in Section III-C. The local buffers include the BR buffer of dimension \( M \times W_{Frame} \), that is larger for UHD resolution compared to FHD. For this reason the memory consumption is 741KB for FHD and 750KB for UHD. The picture buffer has the dimensions of the picture and is therefore 4 times larger for UHD compared to FHD resolution. The same observation applies to MV buffer used for TMVP, described in Section III-B. TABLE I shows that the largest share of the memory is consumed by the picture and the local buffers.

D. Parallelism strategies

OpenVVC decoder currently supports data level parallelism, frame level parallelism, as well as normative slice level and tile level parallelism (both dynamic and static) defined in the VVC standard. In this work, we only present the results generated with the combination of data level parallelism and frame level parallelism.

TABLE II: Methods optimized with SIMD instructions.

| Module          | Method                                                   |
|-----------------|----------------------------------------------------------|
| Transform       | Inter-Component Transform (ICT)                         |
|                 | DST VII, DCT II, DCT VIII                                |
|                 | Low-Frequency Non-Separable Transform (LFNST)           |
| Motion Compensation | Luma 8-tap filters                                      |
|                 | Chroma 4-tap filters                                    |
|                 | Decoder-side Motion Vector Refinement (DMVR)            |
|                 | Bi-Directional Optical Flow (BDOF)                      |
|                 | Prediction Refinement with Optical Flow (PROF)          |
| Intra Prediction | DC/Planar                                               |
|                 | Cross Component Linear Model (CCLM)                     |
|                 | Matrix-based Intra Prediction (MIP)                     |
| In-Loop Filters | ALF block classification                               |
|                 | ALF diamond shape filters                               |
|                 | SAO filter (Edge and Band)                             |

1) SIMD optimization: For data level parallelism, OpenVVC relies on SIMD instruction set SSE42 [26] operating on 128 bits registers. Several computationally expensive methods are optimized with SIMD instructions, which are summarized in TABLE II. They are mainly distributed into 4 modules : transform, motion compensation, intra prediction and in-loop filters. Many tools in TABLE II have been introduced in VVC standard, including Inter-Component Transform (ICT), Low-Frequency Non-Separable Transform (LFNST), Cross Component Linear Model (CCLM), MIP and ALF. These tools carry-out computations that benefit from SIMD architectures, since they apply elementary operations at sample level. In particular, the SIMD optimization divides by 4 the time consumption of the ALF diamond shape filters. In the future, OpenVVC will also rely on SIMD instruction sets with larger registers such as AVX2 (256-bits) or AVX512 (512-bits), which will further improve the speed-up offered by data-level parallelism.

2) Frame level parallelism: With frame level parallelism, the decoder processes several frames in parallel, under the restriction that the MC dependencies are satisfied. Regarding the memory usage, each thread requires separate picture buffer (see Section III-B) and local buffers (see Section III-C). Fig. 8 shows an example of a decoding time-line in RA configuration with a main thread and 2 decoding threads. The main thread is responsible for the parsing of global parameter sets such as SPS, PPS, picture header or slice header. It also manages the scheduling of the decoding threads through a thread pool. Since only frame level parallelism is enabled in this work, the scheduling management of the decoding threads is straightforward. Once the global parameter sets of a picture are parsed, the main thread selects the first available decoding thread in the pool and updates its internal structures with the
data required to decode the frame. The main thread further signals to the decoding thread (green arrows in Fig. 8), which starts the decoding of the frame. When the decoding thread finishes the picture processing, it signals to the main thread (red arrow in Fig. 8) and becomes available again in the thread pool.

The MC synchronization between decoding threads is also a crucial issue for frame level parallelism in inter coding configuration. When a decoding thread requires samples not yet available for MC, it waits until these samples are reported as available by the thread decoding the reference frame. In the example of Fig. 8, the thread T₂ decodes CTU line L₁ in picture POC₁₆ and requires the reference data of CTU line L₃ in picture POC₀. The thread T₂ waits until thread T₁ reports available samples in CTU line L₃ of picture POC₀ (blue arrows in Fig. 8), and further continues the decoding of picture POC₁₆. As explained in Section III-A, the decoding and in-loop filtering processes are performed on a CTU line basis in OpenVVC. For this reason, the samples are reported available as reference for MC on a CTU line basis, once the last in-loop filter is applied.

IV. EXPERIMENTAL RESULTS

This section presents the experimental setup, as well as the performance in terms of memory usage and frame-rate of the proposed OpenVVC decoder in both AI and RA coding configurations. Data level and frame level parallelism performance is discussed and compared to two open-source SOTA VVC decoders: VTM-16.2 and VVdeC-1.5. In order to highlight the most time consuming tasks of the decoding process, the complexity repartition of OpenVVC is also provided under the form of pie charts.

A. Experimental setup

The following experiments are conducted with the proposed OpenVVC decoder, in comparison with the VTM-16.2 and VVdeC VVC decoders. These three open-source software decoders are built with gcc compiler version 11.3.1, under Linux OS version 5.17.6-200 as distributed in Fedora 35. The bitstreams decoded during the experiments are generated with the VTM-11.2 encoder. The platform setup is composed of a 12 cores GPP: 8 Performance cores (P-cores) and 4 Efficient cores (E-cores) Central Processing Units (CPUs) running at 3.70 GHz for P-core and 3.60 GHz for (E-core), as detailed in TABLE III. Each core has 80KB L1 cache (per core), 1.25MB L2 cache (per core) and 25MB L3 cache (shared). Moreover, the decoding process is forced to be executed on the P-cores and a single set of SIMD instructions is enabled during these experiments (SSE4.2 - 128 bits registers), in order to provide a fair comparison between the software decoders.

TABLE III: Platform setup used for the decoding performance analysis.

| CPU          | High performance GPP |
|--------------|-----------------------|
| Cores        | 8 P-cores + 4 E-cores |
| Clock Rate   | 4.70 GHz (P-core) / 3.60 GHz (E-core) |
| SIMD Instructions | SSE42 - 128 bits registers |
| Memory       | 32 GB |
| Cache (L1, L2, L3) | 80 KB / 1.25 MB / 25 MB |
| Compiler     | Linux 5.17.6-200-fc35 |
| Decoder Version | OpenVVC v1.1.0 |
| Alternative Decoders | VTM-16.2 / VVdeC-1.5 |
| Encoder Version | VTM-11.2 |

The complexity increase of VVC decoding process raises a critical issue mainly for high resolution video sequences. For this reason, the test sequences selected in this work include 5 High Definition (HD) (classes E and F, 1280×720 samples), 6 FHD (classes B and F, 1920×1080 samples) and 6 UHD (class A, 3840×2160 samples) video sequences included in the CTC [48]. Current version of OpenVVC is compatible with the encoding tools enabled in the CTC, in both AI and RA configurations. The performance of the OpenVVC decoder is assessed at various bit-rates, obtained with QP values of {22, 27, 32 and 37} following the CTC.

The memory consumption of the software and the output frame-rate are used as performance metrics. The maximum memory consumption is measured by time Linux instruction. It is a crucial information to assess the portability of OpenVVC decoder on platforms with strong memory constraints. The decoding time is evaluated through the number of decoded frames per second (fps).
(a) Decoding frame-rate (in fps) depending on number of threads.

(b) Memory usage (in KB) depending on number of threads.

Fig. 9: All Intra configuration : performance of OpenVVC, VTM-16.2 [9] and VVdeC [10] decoders, averaged across FHD and UHD test sequences.

B. Comparison with SOTA under AI configuration

Fig. 9 presents the performance in AI coding configuration of the proposed OpenVVC decoder (green points), compared to VTM-16.2 (blue points) and VVdeC decoders (yellow points), on FHD and UHD test sequences. The two sub-figures correspond to the performance in term of frame-rate (Fig. 9a) and memory consumption (Fig. 9b). The results are averaged across all the test sequences with similar resolution and across the 4 QP values studied in this work. The dashed and continuous lines correspond to FHD and UHD resolutions, respectively. The experiments in this section have been carried out with 7 different parallelism configurations, each corresponding to a different abscissa coordinate. These parallel configurations include mono-thread disabling SIMD optimizations, as well as mono, 2, 3, 4, 6 and 8 threads with enabling SIMD optimizations. The number of threads does not exceed 8 since software decoders are mainly used on personal computers or smartphones, which rarely exploit architectures with more than 8 cores. The VTM-16.2 reference software does not support parallel decoding, its performance is therefore assessed through mono-thread setting with disabling and enabling SIMD optimizations.

1) Decoding performance: Fig. 9a presents the results in AI coding configuration in term of decoding frame-rate, expressed in fps. First, we will focus on mono-thread results. The points on the left correspond to mono-thread results without SIMD optimizations, as well as mono, 2, 3, 4, 6 and 8 threads with enabling SIMD optimizations. The number of threads does not exceed 8 since software decoders are mainly used on personal computers or smartphones, which rarely exploit architectures with more than 8 cores. The VTM-16.2 reference software does not support parallel decoding, its performance is therefore assessed through mono-thread setting with disabling and enabling SIMD optimizations.

2) Memory consumption: In order to explain multi-thread results, it is important to provide a reminder of the approaches in the different software decoders. In OpenVVC, frame level parallelism is enabled as presented in Section III-B. Since there are no MC dependencies between frames in AI configuration, each decoding thread is totally independent. For this reason, the frame-rate obtained by OpenVVC increases linearly with the number of threads in Fig. 9a, reaching in average 249 fps and 75 fps for FHD and UHD resolutions, respectively. On the other hand, VVdeC relies on task level parallelism, introduced in Section II-B3. Data dependencies between decoding tasks exist in AI configuration, adding synchronization overhead between decoding threads. For this reason the frame-rates obtained with more than one thread with VVdeC software are lower compared to OpenVVC. In order to achieve 50 fps decoding of UHD resolution, VVdeC requires 6 threads in average, while OpenVVC only requires 4 threads.
memory is essentially due to the design of local structure (see Section III-C) and to the optimized management of the picture buffer pool described in Section III-B.

Second, Fig. 9b shows the linear increase of the memory consumption with the number of threads in OpenVVC. As mentioned in Section III-B, the integer \( dpb\_max\_nb\_pic \) signals the maximum number of frames required in the DPB for the decoding of a sequence. In AI configuration, \( dpb\_max\_nb\_pic \) is equal to 1. For frame level parallelism, a picture buffer and local buffers must be stored in addition per decoding thread, explaining the linear increase.

C. Comparison with SOTA under RA configuration

The experiments described in previous Section IV-B are also conducted in RA coding configuration. Fig. 10 presents the performance in RA coding configuration of the proposed OpenVVC decoder, compared to VTM-16.2 and VVdeC decoders, on FHD and UHD test sequences. As for Fig. 9, the results are averaged across the 4 QP values studied in this work. The dashed and continuous lines correspond to FHD and UHD resolutions, respectively.

1) Decoding performance: Fig. 10a presents the results in RA coding configuration in term of frame-rate, expressed in fps. Fig. 10a shows that the mono-thread results with SIMD optimizations obtained with OpenVVC are higher with almost a factor 2 compared to VTM-16.2 for both FHD and UHD contents. On the other hand, VVdeC achieves slightly better mono-thread results with SIMD compared to openVVC: 12% and 10% higher on average for FHD and UHD resolutions, respectively. In VVdeC, significant effort has been invested on data level parallelism, where a larger share of the inter tools are optimized with SIMD instructions compared to OpenVVC. This small gap will be filled in the future by extending SIMD optimizations to a larger share of the inter prediction tools, adding among other Geometric Partitioning Mode (GPM) and CIIP.

Fig. 10a also shows that OpenVVC green curves are not completely linear with the number of threads. Indeed, frame level parallelism in RA configuration is less efficient compared to AI configuration, due to MC synchronization overhead between frames. OpenVVC will achieve higher decoding speed by enabling tile level or task level parallelism in addition to frame level parallelism. The results obtained by OpenVVC in RA configuration are nonetheless very promising, since our decoder achieves live decoding FHD sequences beyond 60 fps with in average 2 decoding threads. For UHD content, picture rate of 50 fps is in average reached with 4 decoding threads.

2) Memory consumption: Fig. 10b presents the results in RA coding configuration in term of memory consumption, expressed in MB. In RA configuration, the maximum number of frames \( dpb\_max\_nb\_pic \) required for the decoding of a sequence is in average equal to 7. TABLE I has shown that the picture buffer size is 8.3 MB and 33.2 MB for FHD and UHD resolutions, respectively. For frame level parallelism, a picture buffer and local buffers must be stored in addition per decoding thread, explaining the affine increase of memory consumption with the number of decoding threads.

Fig. 10b also highlights the very low memory consumption of OpenVVC in RA configuration compared to the VTM-16.2 and VVdeC software decoders. For mono-thread decoding,
TABLE IV: Decoding speed in AI configuration according to the sequence, number of threads and QP value.

|            | FPS |
|------------|-----|
|            |     |
|            |     |
|            |     |

TABLE V: Decoding speed in RA configuration according to the sequence, number of threads and QP value.

|            | FPS |
|------------|-----|
|            |     |
|            |     |
|            |     |

OpenVVC memory consumption is around 30% of theVVdeC memory in average. Even with 8 decoding threads, the memory consumption of our solution represents 65% of theVVdeC memory for UHD resolution.

D. Per-Sequence performance

TABLE IV presents the decoding speed in AI configuration with 1 and 4 threads, according to the video sequence and QP value. The speed-up obtained with 4 threads is also displayed. For all the sequences, the decoding frame-rate increases with the QP value. Indeed, for QP37 the bitstream size is in average divided by 2.5 compared to QP27. It leads a considerable decrease in the decoding complexity due to the lower amount of symbols to process. The relation between the bitstream size and the decoding computational complexity has been studied in detail in [22].

At sequence level, TABLE IV shows that for a given QP value, resolution and number of threads, a high variance in the decoding speed exists according to the sequence characteristics. The clearest example is provided by the HD sequences, where the frame-rates of Johnny and KristenAndSara sequences are considerably higher compared to SlideEditing video. Indeed, SlideEditing displays screen content with complex spatial textures. It requires a higher number of symbols to be coded, compared to Johnny and KristenAndSara that display television talk shows with uniform background. The decoding speed disparities are also observable among FHD sequences, especially between RitualDance and ArenaOfValor, and among UHD sequences, especially between Tango2 and ParkRunning3.

TABLE V points out the direct link between the speed-up obtained with 4 threads and the sequence resolution. Indeed, the speed-up variance is low among sequences with similar resolution, since it is contained in the short intervals [2, 8, 3] for HD, FHD and UHD resolutions, respectively. These numbers show that the speed-up is considerably impacted by the resolution of the sequence. As explained in Section III-D2, the MC synchronization between decoding threads has been designed on a CTU line basis. For 128×128 samples CTUs, a CTU line represents a 6th of a HD picture against a 17th of a UHD frame. Therefore, at least a 6th of the HD reference picture must be fully decoded before its data is used for MC. The interactions among decoding threads for MC synchronization will be higher, resulting in a lower speed-up compared to FHD and UHD resolutions.

Table VI gives the decoding frame rate of OpenVVC in
both AI and RA configurations at high bitrate (QP=22). In this specific configuration, the decoding frame rate of FHD resolution with 4 threads is in average higher than 80 and 130 fps for AI and RA configurations, respectively.

E. Complexity distribution in OpenVVC

The decoding complexity distribution is obtained by running OpenVVC with Callgrind$^5$. Callgrind is the Valgrind profiling tool that records the call history of program functions as a call graph. By default, the data collected includes the number of instructions executed, the calling/callee relation among functions and the number of calls. In contrast to execution time, that depends among others on memory accesses or CPU frequency, the insight of the complexity distribution given by Callgrind is nearly constant regardless of the execution platform.

F. AI coding configuration

Fig. 11 shows the decoding complexity distribution of OpenVVC in AI coding configuration, for UHD test sequence CatRobot1 encoded at two QP values (Fig. 11a for QP27 and Fig. 11b for QP37). The results are shown under the form of pie charts, in % of total number of decoding instructions. The main decoding tasks displayed in Fig. 11 have been presented in Section II. The CABAC stage extracts from the bitstream the input data for all the other decoding stages. As mentioned in Section II-B1, the CABAC does not include significant data level parallelism and therefore is not accelerated with SIMD optimizations. It explains its relatively high share of the decoding complexity at QP27 (13.2%). For QP37, the bitstream size is in average divided by 2.5 compared to QP27. It results in a considerable decrease in the CABAC complexity (6%) due to the lower amount of symbols to process. The intra prediction stage includes among others the application of angular, DC and Planar modes, as well as alternative WAIP, MRL and MIP modes. The intra prediction stage represents around 12% of total complexity regardless the QP value. The transform stage in Fig. 11 computes the residual block through inverse quantization and inverse transform. It also includes the aggregation of the predicted block with the residual block. The transform stage is responsible for 12.8% and 9.2% of total complexity at QP27 and QP37, respectively. This difference is due to the transform skip mode, which is more selected by the encoder at high QPs. Four in-loop filters are performed on the reconstructed samples. They are displayed in shades of orange color in Fig. 11. The ALF provides a significant improvement in encoding efficiency [3]. However, in counterpart of the aforementioned benefits, ALF represents a considerable burden for the decoding process (29% and 39% according to the QP value). The DBF comes second with a share of over 17.3-19.9% of total decoding complexity. In total, the in-loop filters are responsible for over 50% of the decoding complexity in AI configuration. Finally, the operations on OpenVVC structures and buffers, presented in Sections III-B and III-C, represent 3.7-4.3% of OpenVVC complexity.

G. RA coding configuration

Fig. 12 shows the decoding complexity distribution of OpenVVC in RA coding configuration, for UHD test sequence CatRobot1 and according to the QP value (Fig. 12a for QP27 and Fig. 12b for QP37). It is important to note the lower share of the complexity required by the ALF in RA configuration (21.8% and 9.7%) compared to AI configuration. Indeed, the ALF is disabled on a large number of CTUs in RA configuration, which is not the case in AI configuration. In total, the sum of in-loop filters, CABAC, transform, intra prediction and internal buffers management represent 51% and 41% of the decoding complexity at QP27 and QP37, respectively. The remaining complexity is caused by the inter prediction tools, illustrated in shades of yellow color in the

\[ \text{Callgrind}: \text{http://valgrind.org/docs/manual/c1-manual.html}. \]
pie chart. The predominance of inter predicted frames in RA configuration explains this number, and also explains the very low portion of intra prediction in the pie charts. In VVC standard, the inter prediction stage enables various coding tools. As shown in Fig. 12, the most complex tools are the MC interpolation filters followed by Decoder-side Motion Vector Refinement (DMVR), Bi-Directional Optical Flow (BDOF) and Prediction Refinement with Optical Flow (PROF). These three tools require the application of the MC interpolation filters on the predicted block. For this reason, the complexity share of the MC interpolation filters is higher than 24% for both QP values.

To summarize, this section has identified two decoding stages as complexity bottlenecks for OpenVVC. The in-loop filtering stage is responsible for over 50% of the decoding complexity in AI configuration and the inter prediction stage is responsible for over 60% of the decoding complexity in RA configuration. In future works, the efforts for data and high level parallelism will therefore focus on these two decoding stages.

V. CONCLUSION

In this paper, we presented openVVC, an open source software VVC decoder that supports a broad range of VVC tools. By combining extensive data level parallelism with frame level parallelism, openVVC achieves real-time decoding for UHD content. Considerable effort has been devoted to minimize both local and global buffer dimensions. As a consequence, the memory required by openVVC is remarkably low, which is a great advantage for its integration on embedded platforms with low memory resources. Compared to other SOTA open source VVC decoders, openVVC achieves higher decoding speed than VVdeC and reference software VTM in AI configuration. In RA configuration, the small gap with VVdeC may be filled by implementing additional SIMD optimizations and by combining frame level parallelism with other high level parallelism techniques, such as tile or wavefront.
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