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Chapter 1

Introduction

In the last fifty years, condensed-matter physics, i.e., the branch of physics studying the ways matter organizes, both from a macroscopical and a microscopical point of view, has become one of the most popular fields of research in physics. Actually, because of the broadness of the subject, it is difficult even to give a comprehensive list of the phenomena that condensed-matter physicists study: this list includes, among the others, solid-state physics [11], superconductivity and superfluidity [9], Bose-Einstein condensation [88], high-temperature superconductivity [97], quantum Hall effect [89] and other exotic states of matter [33]. In the nineties of the last century, the field underwent an impressive boost, because of the discovery of new quantum-optical technologies, allowing the realization of systems exhibiting such phases in a fully controllable way [19], and even of new systems, especially in low spatial dimensions [64].

From a microscopical point of view, all such system are described by Hamiltonians depending on a set of parameters. For different values of such parameters, the Hamiltonian predicts different behaviors; the value of the parameters for which there is a change in these behaviors are known as phase transitions, and the physics is there particularly interesting [80]. The detection of phase transitions has always been one of the main goals of condensed matter physicists; as we will see in section 2.1, a lot of information about phase transitions at low finite temperature can be deduced by the corresponding behavior at \( T = 0 \), where quantum fluctuations dominate over the thermal ones [91] [108]. Beside this general fact, people are interested in understanding what kind of physics those phase transitions display, since, even when occurring in the same system, they may have very different observable behaviors, as it happens for the spin-1/2 XY chain (see section 2.2.2 and reference [53]).

Standard techniques for the detection of phase transitions involve, in the quantum case, the estimate of the energy of the ground and first excited states, and of correlation functions [55]. In the last ten years, a large amount of interest has been devoted to the use of quantum-informatic concepts [85], as concurrence [113], fidelity [119], and entanglement entropies, to get information about the physics of a system, critical or not [8]. A special role in these studies has been
played by Rényi entanglement entropies (see [25] and references therein), since they have been shown to contain information about the global correlations of the system. In particular, in one-dimensional conformal systems [12], they have been shown by Calabrese and Cardy, in a celebrated work, to display a universal behavior [23], immediately linkable to the universality class of the problem. The power of these quantities has been enhanced by their easy accessibility from numerical techniques, in particular from density-matrix-renormalization-group computations [109, 110], especially when the system has just one spatial dimension.

However, even when the critical system has one spatial dimension, the Calabrese-Cardy formula for entanglement entropies is not the end of the story, for many reasons. The first is that not all critical systems are conformal, and in such cases entanglement entropies have been shown to display very peculiar behaviors [54, 47]. Moreover, being conformal field theory just an effective description of the low-energy physics of the system, a plenty of corrections to the conformal behavior of Rényi entanglement entropies arises, both due to finite-size effects (if the system is finite) [73, 22] and to lattice effects (if the system is defined on a lattice, as it usually happens for numerical studies) [16].

The emergence of such corrections can be a bother or an advantage, depending on the ignorance or not of their analytical form, when trying to estimate physical quantities from numerical simulations. In the first case, the unknown corrections behave as a noise, typically worsening the quality of the fits [114]. The problem can be easily solved when a formula is given for such corrections: if this is the case, the estimation can still be done with good results and, if the correction contains some additional information about the physics of the systems, it can be used to understand something more about it. It is therefore very important, for these two reasons, to be able to analytically compute such corrections.

This thesis is divided in 3 main chapters. In chapter 2 we briefly introduce a number of more or less standard concepts, that we will use in the remaining chapters: they spread from general physical concepts, such as quantum phase transitions (section 2.1) and Luttinger liquids (section 2.3), mathematical frameworks, such as lattice models (section 2.2) and conformal field theory (section 2.4), numerical methods, such as the density-matrix renormalization group algorithm (section 2.6), to entanglement entropies (section 2.5). Appropriate references will be given in the corresponding sections.

In chapter 3 we show how the corrections to the conformal behavior of entanglement entropies can lead, due to the knowledge of their analytical form, to accurate estimations of physical quantities. Based on the work of Calabrese and collaborators [22] we develop in section 3.1 a new method, based on density-matrix renormalization group simulations, for the detection of the Luttinger parameter of a Luttinger-liquid system. In section 3.2 we check the method against a known model, the critical spin-1/2 XXZ chain, whose Luttinger parameter is known analytically; in section 3.3 we test it on a different model, the deep attractive Hubbard model, where the Luttinger parameter is known from numerical exact studies: in any case, we find an excellent agreement of
our predictions with the exact results, except for particular situations, that will be diffusely discussed. In section 3.4 we use our method, and other numerical independent ones, to detect the Luttinger parameter in a critical chain of hard-core dipolar bosons and to estimate the position in the parameter space of a crossover, i.e., of a transition between different critical phases, between a superfluid phase and a charge-density-wave one. In section 3.5 we examine the critical properties of the non-integrable spin-3/2 XXZ chain, i.e., central charge, sound velocity and Luttinger parameter, by means of different methods. In the last section, 3.6 we study some properties of the entanglement entropies, both for ground and excited states, in the same model. All the work of this section was done in collaboration with M. Dalmon and E. Ercolessi; the content of sections 3.1, 3.2, 3.3 and 3.4 was published in reference [37], while the one of sections 3.5 and 3.6 in reference [38].

In chapter 4 we adapt the conformal-field-theory approach developed by F.C. Alcaraz, M.I. Berganza and G. Sierra in [6], for the computation of the entanglement entropies of excited states, to the ground and first excited state of conformal systems with general conformal boundary conditions. The general formalism is given in sections 4.1 and 4.2. In section 4.3 we perform the explicit computations in the $c = 1/2$ minimal conformal field theory, and we test it against density-matrix renormalization group simulations, using the spin-1/2 critical Ising model; in section 4.4 we do the same for the $c = 1$ compactified bosonic conformal field theory, where the lattice realization is given by the spin-1/2 XX chain. In any case, we find an excellent agreement between the conformal predictions and the density-matrix renormalization group data, confirming that we are able to analytically compute the entanglement entropies for general conformal boundary conditions. The work was done in collaboration with G. Sierra, F.C. Alcaraz and J.C. Xavier and published in reference [104].

In chapter 5 we briefly resume the content of the thesis and discuss some possible interesting developments.
Chapter 2

Preliminaries

In this chapter, we briefly review what stands at the basis of the original work of this thesis. In section 2.1 we introduce quantum phase transitions, and we motivate the study of critical phases at \( T = 0 \). In section 2.2 we give some examples of one-dimensional lattice models, that will be the subject of study of the remaining of the work. In section 2.3 we introduce the concept of Luttinger liquid, a recurrent phase in one dimension, and we briefly describe the field-theoretical structure of such a system. In section 2.4 we review the basic concepts of conformal field theory and of boundary conformal field theory. In section 2.5 we introduce Rényi entropies and their connection with one-dimensional systems and conformal field theory. Finally, in section 2.6 we give a description of the numerical method we use to study lattice systems, the density-matrix renormalization group algorithm.

2.1 Quantum Phase Transitions

A generic physical system, microscopically described by a quantum Hamiltonian, can exhibit different kinds of macroscopic behavior, depending on the values of a set of control parameters, like temperature, pressure, etc.. Those behaviors are called \textit{phases} \cite{80}. If a system can display two or more of such phases, there must exist at least one value of the control parameters that represent a transition between them: we have in this case a \textit{phase transition}; when such points organize along a line, we have a \textit{critical line}. One can distinguish between different phases by defining, for each one, an \textit{order parameter}, i.e., a physical quantity that is non-zero in the corresponding phase and null in the other ones. This concept is related to the one of \textit{spontaneous symmetry breaking}; systems that exhibit a symmetry in the Hamiltonian can have a low-energy configuration that explicitly violates the symmetry itself, i.e., they can \textit{order}; an order parameter is a mathematical object reflecting this order.

At high temperature the situation is simple, since the phase diagram can be described just by means of classical statistical mechanics \cite{80}. The physics of the
system is, in this case, governed by classical fluctuations around the mean value, whose typical energy scale is of order $K_B T$, being $K_B$ the Boltzmann constant and $T$ the temperature. As $T$ lowers, the situation becomes more complicated, since different kinds of fluctuations arise, namely quantum ones \cite{94, 108}, which originate from the quantum nature of the system. Their energetic scale is of the order of $\hbar \omega$, being $\omega$ the typical low-excitation frequency of the spectrum.

Fluctuations can manifest themselves both in space and in time, on typical scales known as correlation length $\xi$ and correlation time $\tau$ \cite{94}. Approaching a critical point, they both tend to diverge as power laws, in a way that is characteristic of the critical point itself. In particular, it is customary to characterize the divergence in the following way:

$$\xi \sim |t|^{-\nu}, \quad \tau \sim |t|^{-\nu z} \quad (2.1)$$

being $\nu$ and $z$ the correlation-length and dynamic critical exponents, and $t$ a control parameter, i.e., the reduced temperature $(T - T_c)/T_c$ in the classical case ($T_c$ is the critical temperature corresponding to the critical point), and something else in the quantum case, e.g., pressure or magnetization.

A typical phase diagram one can encounter, at least in three spatial dimensions (3D), is the one of figure 2.1: this is the case, e.g., for a 3D ferromagnet \cite{94}. A critical line is present, separating an ordered phase from a disordered one. The line ends on the $T = 0$ axis, in what is called a quantum critical point: thermal fluctuations are there completely suppressed and the system is fully quantum. The quantum criticality of course propagates even at finite temperature, in the region where quantum and thermal fluctuations are of comparable importance: this region is called quantum critical. The boundaries of the quantum critical region are determined by the condition $K_B T \sim \hbar \omega$, that, according to (2.1), reads as

$$K_B T \sim |r - r_c|^\nu z \quad (2.2)$$

following figure 2.1's notation. It is therefore clear that studying the behavior of quantum critical points is not just an academic task, but has a fundamental physical relevance even at the finite-temperature level.

In one spatial dimension (1D), the situation is in general different from the depicted one. The reason is the famous Mermin-Wagner-Hohenberg (MWH) theorem \cite{78, 65}: in low spatial dimensions, a system with sufficiently short-ranged interactions cannot spontaneously break any continuous symmetry of its Hamiltonian, if not at zero temperature. Therefore, at finite temperature, any true order is forbidden, and an intermediate situation between order and disorder is only possible: it is called quasi-long-range order, and it is characterized by power-law vanishing spatial correlations \cite{55}. However, there is something more than the MWH theorem, that constitutes a further peculiarity of 1D: in many cases, long-range-order is forbidden even at $T = 0$, due to quantum fluctuations, that become especially important. This is the case for, e.g., Luttinger liquids (see section 2.3), superfluids, antiferromagnets, but not for ferromagnets (see section 2.2.2). Therefore, since in many cases one cannot define order parameters even at $T = 0$, one has to compare directly the decays of different
correlation functions to see which one is the slowest decaying, and characterizes the dominant order of the phase; we will see several examples of this in the following. Just to establish a notation, transition between different dominant orders are called crossovers: in such situations, no energy gap between the ground and the first excited state opens or closes across the transition. To conclude, the physics of 1D systems at zero temperature is very peculiar, and leads to exotic properties of quantum matter, even at finite temperature.

2.2 Lattice Models

Lattice models \cite{105}, i.e., models in which degREE’s of freedom are not continuous but discrete, are of invaluable importance in physics, and particularly in condensed-matter and solid-state physics. First of all, they can describe the behavior of real solids: an example is the celebrated Hubbard model (see section \ref{2.2.3}); second, they constitute an ultra-violet regularization of continuous models, both in condensed-matter and high-energy physics, that are often plagued by divergences \cite{93}; third, in recent years, optical lattices and ultracold atoms and molecules have allowed physicists to experimentally realize versions of such models in a fully controllable way (see, e.g., \cite{72}): they have therefore increased a lot their experimental relevance. In the following, we will consider some of these models, basically the ones we will treat in the rest of the work.

2.2.1 Free Fermions

In this section, we will focus on the Hamiltonian \cite{75}

\[
H_{(a,b)} = -\frac{1}{2} \left\{ \sum_{j=1}^{L-1} \left[ c_{j+1}^\dagger c_j + c_{j+1} c_j^\dagger \right] + a c_1^\dagger c_1 + b c_L^\dagger c_L \right\}
\] (2.3)
where $c_j$, $j = 1, \cdots, L$ is a spinless fermionic annihilation operator and $a, b \in \mathbb{R}$; for each couple $(a, b)$ we have a different model, which we will denote by the couple itself. We are considering, instead of the easier periodic case, the current open Hamiltonian, useful for the considerations of chapter 4. Few of these models have a simple analytical solution, that we are going to explicit. Before beginning the analysis of the single cases, we note however that $H_{(a,b)}$ commutes with the fermion number operator $\hat{N} = \sum_{j=1}^{L} c_j^\dagger c_j$, that is therefore fixed. We will typically work with ground states with exactly $N = L/2$ fermions, the so-called half-filled case, for reasons that will be discussed in chapter 4.

(0,0) Case

We will give the solution in this case in some detail, to explain the procedure, that is common to all the discussed ones. Our goal is to write the Hamiltonian in the form

$$ H_{(0,0)} = \sum_{m} \epsilon_m d_m^\dagger d_m $$

(2.4)

being $d_m$ the diagonalizing fermionic annihilation operator; we call $c$ the column vector having the $c_j$’s as entries, and $d$ the analog for the $d_m$’s. We note that we have not yet specified the range spanned by the $m$’s: it will contain $L$ elements but, in principle, before performing the computation, we cannot know the exact range. What we look for is a square matrix $F$ such that

$$ d^\dagger = F c^\dagger $$

(2.5)

and preserving the fermionic nature of the operators, i.e., we suppose $F$ to be a unitary matrix.

The matrix $F$ is easily found by requiring $|m\rangle \equiv d_m^\dagger |0\rangle$ to be an eigenstate of $H_{(0,0)}$ of eigenvalue $\epsilon_m$, $|0\rangle$ being its vacuum. It is easily found that the entries $F_{mj}$ must satisfy the system of equations

$$ \begin{cases} -\frac{1}{2} (F_{m,j-1} + F_{m,j+1}) = \epsilon_m F_{mj} \\ F_{m0} = F_{m,L+1} = 0 \end{cases} $$

(2.6)

with $j \in \{1, \cdots, L\}$.

We solve it by the ansatz

$$ F_{mj} \equiv A e^{ip_m j} + B e^{-ip_m j} $$

(2.7)

where the constants $A$ and $B$ and the momenta $p_m$ have to be fixed by imposing the conditions (2.6). From the second line of (2.6) we find $B = -A$ and

$$ p_m = \frac{\pi m}{L+1} $$

(2.8)

with $m \in \mathbb{Z}$, so that we have

$$ F_{mj} = A \sin \frac{\pi m j}{L+1} $$

(2.9)
Instead, from the first of (2.6) we find the spectrum:

\[ \epsilon_m = -\cos p_m \]  \hspace{1cm} (2.10)

We note that the first equation of (2.6) is independent of \((a, b)\): therefore, the spectrum will be in any case of the form (2.10). Moreover, we are now able to choose the values of the \(m\)'s. Indeed, we have the lowest energy eigenvalue at \(m = 0 \mod L + 1\); however, we have to discard it, because it leads to a null \(F_{mj}\). Therefore, we can choose the range of the \(m\)'s as a set of \(L\) contiguous integers avoiding \(0 \mod L + 1\): the simplest choice is \(\{1, \cdots, L\}\). Finally, \(A\) is found by requiring \(F\) to be unitary (in this case, orthogonal), i.e.,

\[ \sum_{j=1}^{L} F^*_{mj} F_{nj} = \delta_{mn} \]  \hspace{1cm} (2.11)

translating into \(A = \sqrt{\frac{2}{L+1}}\). We conclude

\[ d_{m}^\dagger = \sqrt{\frac{2}{L+1}} \sum_{j=1}^{L} \sin \frac{\pi mj}{L+1} c^\dagger_j \]  \hspace{1cm} (2.12)

It is straightforward to check, from their explicit form, that the \(d_m\)'s satisfy fermionic commutation relations, once that the \(c_j\)'s do. Moreover, we note that \(F\) is real, and therefore orthogonal rather than unitary.

Let us now consider a state with fixed fermion number. Let \(I\) be any subset of \(\{1, \cdots, L\}\); we then define

\[ |I\rangle \equiv \prod_{m \in I} d_{m}^\dagger |0\rangle \]  \hspace{1cm} (2.13)

As already mentioned, we choose to stay in the half-filled sector, i.e., the ground state \(|GS\rangle\) shall correspond to \(I = GS \equiv \{1, \cdots, L/2\}\). We can now compute any correlation function on the state \(I\). For future use, we consider

\[ C_{jk}^I \equiv \langle I | c^\dagger_j c_k | I \rangle \]  \hspace{1cm} (2.14)

We note that \(C_{jj}^I\) is nothing but the occupation profile on the state \(|I\rangle\). To carry out the computation, we need to invert (2.5). Being \(F\) orthogonal, the inversion is trivial, and we get

\[ c_j^\dagger = \sqrt{\frac{2}{L+1}} \sum_{m=1}^{L} \sin \frac{\pi mj}{L+1} d_{m}^\dagger \]  \hspace{1cm} (2.15)

Making use of the fact that

\[ \langle I | d_{m}^\dagger d_{n} | I \rangle = \delta_{mn} \begin{cases} 1, & m \in I \\ 0, & m \notin I \end{cases} \]  \hspace{1cm} (2.16)
we immediately get

\[ C_{jk}^I = \frac{2}{L+1} \sum_{m \in I} \sin \frac{\pi m j}{L+1} \sin \frac{\pi m k}{L+1} \]  

(2.17)

For the ground state, we get explicitly

\[ C_{jk}^{GS} = \begin{cases} \frac{1}{2}, & j = k \\ \frac{1}{2(L+1)} \left[ \sin \frac{\pi(j-k)}{L+1} \sin \frac{\pi(j+k)}{L+1} - \sin \frac{\pi(j-k)}{2(L+1)} \sin \frac{\pi(j+k)}{2(L+1)} \right], & j \neq k \end{cases} \]  

(2.18)

We remark that the occupation profile is constant (see figure 2.2(a)).

We derive now the thermal partition function

\[ Z_{(0,0)} = \text{Tr} \left[ e^{-\beta H_{(0,0)}} \right] \]  

(2.19)

for the half-filled ground state of the (0,0) model, being \( \beta \) the inverse temperature of the system. In order to do this, we position the Fermi momentum of the system at \( k_F = \pi/2 \); with this convention, the energy levels are indexed by an half-odd \( n \) between \(- (L-1)/2\) and \((L-1)/2\): we have \( m \equiv (L+1)/2 + n \).
In terms of the new indexes, the energies are
\[ \tilde{\epsilon}_n = \sin \frac{\pi n}{L+1} \] (2.20)

We split the sum in the negative- and positive-\(n\) part:
\[
H_{(0,0)} = \sum_{n=1/2}^{(L-1)/2} \tilde{\epsilon}_n \tilde{d}_n^\dagger \tilde{d}_n + \sum_{n=-(L-1)/2}^{-1/2} \tilde{\epsilon}_n \tilde{d}_n^\dagger \tilde{d}_n = \sum_{n=1/2}^{(L-1)/2} \tilde{\epsilon}_n \left( \tilde{d}_n^\dagger \tilde{d}_n - \tilde{d}_{-n}^\dagger \tilde{d}_{-n} \right)
\] (2.21)

Defining the hole operators as
\[ \tilde{f}_n \equiv \tilde{d}_{-n}^\dagger \] (2.22)

one has
\[
H_{(0,0)} = \sum_{n=1/2}^{(L-1)/2} \tilde{\epsilon}_n \left( \tilde{d}_n^\dagger \tilde{d}_n + \tilde{f}_n^\dagger \tilde{f}_n \right) + A_L
\] (2.23)

where \( A_L \equiv -\sum_{n=1/2}^{(L-1)/2} \tilde{\epsilon}_n \). The partition function is therefore, being the Hamiltonian a two-species free Hamiltonian \[83\],
\[
Z_{(0,0)} = e^{-\beta A_L} \prod_{n=1/2}^{(L-1)/2} \left( 1 + e^{-\beta \tilde{\epsilon}_n} \right)^2
\] (2.24)

We are interested now in the thermodynamic limit \( L \gg 1 \). The linearized spectrum is
\[ \tilde{\epsilon}_n \approx \frac{\pi n}{L}, \quad n \in \{1/2, 3/2, \cdots\} \] (2.25)

Let us start from the value of \( A_L \). It is divergent, but we regularize it with the \( \zeta \)-function technique \[42\]. We get
\[ A_L = -\sum_{m=1}^{L/2} \tilde{\epsilon}_{m-1/2} \approx -\frac{\pi}{L} \left[ \zeta(-1, -1/2) + 1/2 \right] = -\frac{\pi}{24L} \] (2.26)

Defining \( q \equiv e^{-\frac{\beta \pi}{L}} \), we have
\[ e^{-\beta A_L} \approx q^{-1/24} \] (2.27)

For the trace, we use the Jacobi triple-product identity \[42\]
\[
\prod_{n=1/2}^{+\infty} \left( 1 + t q^n \right) \left( 1 + q^n / t \right) = \frac{\sum_{n \in \mathbb{Z}} q^{\frac{n^2}{4} t^n}}{\prod_{n=1}^{+\infty} (1 - q^n)}
\] (2.28)

so that
\[
Z_{(0,0)} = q^{-1/24} \sum_{n \in \mathbb{Z}} q^{\frac{n^2}{2}} \frac{\sum_{n=1}^{+\infty} q^{\frac{n^2}{4} t^n}}{\prod_{n=1}^{+\infty} (1 - q^n)} = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{n^2}{2}}
\] (2.29)

being \( \eta(q) \) the Dedekind-\(\eta\) function \( \eta(q) \equiv q^{1/24} \prod_{n=1}^{+\infty} (1 - q^n) \) \[42\].
(1,0) Case

The diagonalization procedure is exactly the same as in the previous case. Again, we come to (2.6), but with different constraints:

\[
\begin{align*}
-\frac{1}{2} (F_{m,j-1} + F_{m,j+1}) &= \epsilon_m F_{mj} \\
F_{m0} &= F_{m1} \\
F_{m,L+1} &= 0
\end{align*}
\] (2.30)

This time, we get

\[p_m = \frac{\pi(m + 1/2)}{L + 1/2}\] (2.31)

with \(m \in \mathbb{Z}\), and

\[F_{mj} = \sqrt{\frac{2}{L + 1/2}} \cos \frac{\pi(m + 1/2)(j - 1/2)}{L + 1/2}\] (2.32)

and therefore \(m\) can be chosen to be in \([0, \cdots, L - 1]\). The correlator \(C_{jk}^{GS}\) is easily shown to be

\[C_{jk}^{GS} = \begin{cases}
\frac{1}{2L+1} \left[ L - \frac{(-1)^j}{2 \sin \frac{\pi(j-1)}{2L+1}} \right], & j = k \\
\frac{1}{2(2L+1)} \left[ \frac{\cos \frac{\pi(j-1)}{2L+1}}{\sin \frac{\pi(j-1)}{2L+1}} - \frac{\sin \frac{\pi(j+1)}{2L+1}}{\cos \frac{\pi(j+1)}{2L+1}} \right] + \frac{\sin \frac{\pi(j-1)}{2L+1}}{\cos \frac{\pi(j-1)}{2L+1}} - \frac{\cos \frac{\pi(j-1)}{2L+1}}{\sin \frac{\pi(j-1)}{2L+1}}, & j \neq k
\end{cases}\] (2.33)

In this case, the occupation profile is not constant (see figure 2.2(b)): the first site is very likely filled, the second is likely empty, and so on, with an oscillating behavior, converging to the bulk value 1/2 leaving the boundary. We finally remark that the case (0,1) is easily obtained from the present one, just by making the replacement \(F_{mj} \rightarrow F_{m,L+1-j}\).

Even in this case, we consider the partition function for the ground state of the system, \(Z_{(1,0)}\). Since the momenta indices belong now to the set \([0, \cdots, L - 1]\), we write now \(m = \frac{L-1}{2} + n\), with \(n\) a half-odd between \(-\frac{L-1}{2}\) and \(\frac{L-1}{2}\). In this case, we come to a slight modification of equation (2.23), given by

\[H_{(0,0)} = \sum_{n=1/2}^{(L-1)/2} (\tilde{\epsilon}_n \bar{d}_n \bar{d}_n + \tilde{\delta}_n \bar{f}_n \bar{f}_n) + A_L\] (2.34)

where \(\tilde{\epsilon}_n = \sin \frac{\pi(n-1/4)}{N+1/2}, \tilde{\delta}_n = -\tilde{\epsilon}_{-n}\), and \(A_L = -\sum_{n=1/2}^{L-1/2} \tilde{\delta}_n\). The procedure for computing the thermal partition function is almost the same as in the previous case, but now, in the Jacoby triple-product identity we choose \(t \equiv q^{-1/4}\). Then, by exactly the same steps as before, we get, in the thermodynamic limit,

\[Z_{(1,0)} = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(n-\frac{1}{4})^2}\] (2.35)
(1,1) Case

The boundary constraints, in this case, are given by

\[
\begin{align*}
  F_{m0} &= F_{m1} \\
  F_{m,L+1} &= F_{mL}
\end{align*}
\]

(2.36)

so that the momenta take the form

\[
p_m = \frac{\pi m}{L}
\]

(2.37)

with \( m \in \mathbb{Z} \). We find, for \( F_{mj} \),

\[
F_{mj} = A_m \cos \frac{\pi m(j - 1/2)}{L}
\]

(2.38)

with \( A_m \) to be determined by the orthogonality of \( F \). First, we evince from this formula that we can choose \( m \in \{0, \cdots, L - 1\} \); moreover, differently from the previous cases, it comes out that \( A_m \) is not the same for every \( m \): we obtain

\[
A_m = \begin{cases} 
  \frac{1}{\sqrt{L}}, & m = 0 \\
  \frac{1}{\sqrt{2}}, & m = 1, \cdots, L - 1
\end{cases}
\]

(2.39)

c, as a function of \( d \), takes the form

\[
c_j = \frac{1}{\sqrt{L}} d_0 + \sqrt{\frac{2}{L}} \sum_{m=1}^{L-1} \cos \frac{\pi m(j - 1/2)}{L}
\]

(2.40)

The first addend, independent of \( j \), is an example of zero-mode \[42\]. \( C_{jk}^{GS} \) is, in this case,

\[
C_{jk}^{GS} = \begin{cases} 
  \frac{1}{2} - \frac{1}{2L} + \frac{1}{2L} \sin \frac{\pi(2j-1)}{2} \cot \frac{\pi(2j-1)}{2L}, & j = k \\
  \frac{1}{2L} \left[ \sin \frac{\pi(j-k)}{2} \cot \frac{\pi(j-k)}{2L} - \cos \frac{\pi(j-k)}{2L} + \sin \frac{\pi(j+k-1)}{2} \cot \frac{\pi(j+k-1)}{2L} - \cos \frac{\pi(j+k-1)}{2L} \right], & j \neq k
\end{cases}
\]

(2.41)

The occupation profile is shown in figure \[2.2\] c), and the partition function is (the computation is analogous to the one of the (1,0) case)

\[
Z_{(1,1)} = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(n+\frac{1}{2})^2}
\]

(2.42)

(a, 1/a) Case

This case is more general than the previous, since in principle \( a \in \mathbb{R} \setminus \{0\} \). The boundary constraints look now

\[
\begin{align*}
  F_{m0} &= a F_{m1} \\
  F_{m,L+1} &= \frac{1}{a} F_{mL}
\end{align*}
\]

(2.43)
The momenta take the form \( (2.37) \), while \( F \) can be found to be

\[
F_{mj} = \sqrt{\frac{2}{L(a^2 - 2a \cos \frac{\pi m}{L} + 1)}} \left[ a \sin \frac{\pi m(j - 1)}{L} - \sin \frac{\pimj}{L} \right] \tag{2.44}
\]

and therefore, for \( a \neq 1 \), we can choose \( m \in \{1, \cdots, L\} \). Moreover, it is easy to see that for \( a = 1 \) we obtain the \( F \) we had in the \((1,1)\) case. Equation \((2.44)\) can be put in a more suggestive form by introducing the phase \( \theta_m \) in the following way:

\[
\begin{align*}
\cos \frac{\pi m \theta_m}{L} &\equiv \frac{a \cos \frac{\pi m}{L} - 1}{\sqrt{a^2 - 2a \cos \frac{\pi m}{L} + 1}} \\
\sin \frac{\pi m \theta_m}{L} &\equiv \frac{a \sin \frac{\pi m}{L}}{\sqrt{a^2 - 2a \cos \frac{\pi m}{L} + 1}}
\end{align*}
\tag{2.45}
\]

so that \( F \) looks

\[
F_{mj} = \sqrt{\frac{2}{L}} \sin \frac{\pi m (j - \theta_m)}{L} \tag{2.46}
\]

The correlation function \( C_{G_S}^{j\ell} \) has not an explicit form; we just have the general formula

\[
C_{G_S}^{j\ell} = \sum_{m=1}^{L/2} F_{mj} F_{mk} \tag{2.47}
\]

The occupation profile, not analytically computable, is shown in figure 2.2(d): we note that the effect of a stronger boundary term on the first site is to deplete the site itself. Finally, we remark that the \((1/a,a)\) case is obtained from the current one, as in the \((1,1)\) case, by the replacement \( F_{mj} \to F_{m,L+1-j} \).

### 2.2.2 Quantum Spin Chains

Spin chains are among the most studied models of 1D condensed-matter physics \cite{105}. The reasons are multiple: first of all, they can be viewed as effective theories for interesting many-body problems, for instance of the Hubbard model (see section 2.2.3); they are the simplest examples of models capturing many-body effects related to magnetism, and nevertheless they often possess very rich phase diagrams, similar to the ones of real systems; the simplest spin chains, in one dimension, are exactly solvable, and, for instance, can be useful to test predictions of effective approaches, such as quantum field theories (see chapters 3 and 4), and numerical techniques, such as density-matrix renormalization group techniques (see section 2.6); finally, in recent times some quantum spin chains have been proven to be experimentally feasible in quantum-optical setups (see, e.g., \cite{71}). In the following, we will review known results about some of the simplest quantum spin chains, that will be useful in the rest of the work.

#### Spin-1/2 XY Chain

The spin-1/2 XY chain Hamiltonian is \cite{75}

\[
H_{\gamma h} = -\frac{1}{2} \sum_{j=1}^{L} \left[ \frac{1+\gamma}{2} \sigma_j^x \sigma_{j+1}^x + \frac{1-\gamma}{2} \sigma_j^y \sigma_{j+1}^y + h \sigma_j^z \right] \tag{2.48}
\]
where $\gamma, h \in \mathbb{R}$ and $\sigma_j$ contains the Pauli matrices as entries; periodic boundary conditions (PBC) are assumed. For some values of $(\gamma, h)$ the model reduces to some simpler ones: e.g., for $\gamma = 0$, it becomes the XX model \[105\], whose physics is the same as the one of free fermions of section 2.2.1, while for $\gamma = 1$ we have the famous Ising model \[81\]. The model is exactly solvable by the sequence Jordan-Wigner $\rightarrow$ Fourier $\rightarrow$ Bogolyubov transformations \[75, 53\]: $H_{\gamma h}$ is equivalent (up to a constant additive term) to a quadratic Hamiltonian of spinless fermions of the form

$$H_{\gamma h}^\pm = -\frac{1}{2} \sum_{j=1}^{N} \left[ (c_{j+1}^\dagger c_j + c_j^\dagger c_{j+1}) + \gamma \left( c_{j+1} c_j + c_j^\dagger c_{j+1}^\dagger \right) - 2hc_j^\dagger c_j \right]$$ \hspace{1cm} (2.49)$$

with antiperiodic/periodic boundary conditions depending on whether one is considering a state with an even/odd number of down spins (this quantity can be seen to be a good quantum number \[75\]). We just remark, for future use, that, if we would have chosen the spin chain to be open, the fermions should also have been open, with no quantum numbers. The single particle spectrum can be shown to be \[75, 53\]

$$\epsilon_m = \sqrt{(h - \cos p_m)^2 + \gamma^2 \sin^2 p_m}$$ \hspace{1cm} (2.50)$$

with $p_m = \frac{2\pi(m+1/2)}{L}$, $m \in \mathbb{Z}$ in the antiperiodic case. The model is critical, i.e., the single particle spectrum is gapless, if $(\gamma = 0, h \leq 1)$ (XX universality class) or $(\gamma, h = 1)$ (Ising universality class) \[53\]: the two cases display very different physics, as we will show. In figure 2.3 we show the phase diagram of the model: we restrict it to the region $(\gamma \geq 0, h \geq 0)$, because of the invariance of (2.48) under the canonical transformations

$$\begin{align*}
\sigma_j^x &\rightarrow -\sigma_j^x \\
\sigma_j^y &\rightarrow -\sigma_j^y \\
\sigma_j^z &\rightarrow \sigma_j^z \\
\sigma_j^y &\rightarrow -\sigma_j^x \\
\sigma_j^z &\rightarrow -\sigma_j^y \\
\sigma_j^x &\rightarrow \sigma_j^z
\end{align*}$$ \hspace{1cm} (2.51)$$

Spin-1/2 XXZ Chain

We consider now the Hamiltonian

$$H_{\Delta}^{OBC} = -\frac{1}{4} \sum_{j=1}^{L-1} \left( \sigma_j^x \sigma_{j+1}^x + \sigma_j^y \sigma_{j+1}^y - \Delta \sigma_j^z \sigma_{j+1}^z \right)$$ \hspace{1cm} (2.52)$$

where $\Delta \in \mathbb{R}$ is the anisotropy coefficient; it differs from the (0,0) XX model for the third term. Open boundary conditions (OBC) are assumed, as it is obvious from (2.52). The physics of the above Hamiltonian is very different from the one of $H_{\gamma h}$: it is easily shown, via a Jordan-Wigner transformation, that it can be mapped to an interacting Hamiltonian of spinless fermions, thus
much less trivial than the one of the previous section \[55\]; however, differently from Hamiltonian (2.48), this one commutes with the z-component of the total spin $\sigma^z \equiv \sum_{j=1}^{\mathcal{L}} \sigma_j^z$. The model is solvable by Bethe ansatz \[105\], and can be shown to be critical for $|\Delta| \leq 1$, and in the same universality class of the free fermions of section 2.2.1 for $-1 < \Delta \leq 1$ \[55\]. For $\Delta < -1$ the system orders ferromagnetically (here the ground state is a true factorized state), while for $\Delta > 1$ it tends to order antiferromagnetically \[105\].

**Spin-3/2 XXZ Chain**

Generalizations of the Hamiltonian (2.52) have been widely considered in literature (see, e.g., \[114\]); in particular, we consider here the case in which $\vec{\sigma}$ is not a spin-1/2 operator but a spin-3/2 one:

$$\vec{\sigma} = \left( \begin{array}{ccc} 0 & \sqrt{3} & 0 & 0 \\ \sqrt{3} & 0 & 2 & 0 \\ 0 & 2 & 0 & \sqrt{3} \\ 0 & 0 & \sqrt{3} & 0 \end{array} \right)$$

(2.53)

As in the spin-1/2 case, the Hamiltonian commutes with $\sigma^z$. Contrary to the spin-1/2 case, the spin-3/2 XXZ chain is not exactly solvable, and therefore...
one has to rely only on approximated or numerical techniques. In particular, at the isotropic point $\Delta = 1$, the model has been conjectured by Haldane, in a wider contest \cite{60,61,62}, and then analytically (see \cite{12} for field-theoretical arguments) and numerically confirmed \cite{63} to be massless, and to belong to the same universality class of the spin-1/2 case. Leaving the isotropic point, the model is critical, as in the spin-1/2 case, for $|\Delta| \leq 1$ \cite{7}, and for $-1 < \Delta \leq 1$ it belongs to the same universality class of the spin-1/2 XXZ chain. We remark that the isotropic model finds experimental realizations in quasi-1D anti-ferromagnets of magnetic ions, as CsVCl$_3$ \cite{68} and AgCrP$_2$S$_6$ \cite{82}.

The considered Hamiltonians are not the most general ones we can consider: one can add, for instance, non-nearest neighbour interactions, leading in some cases to frustrated ground states (see, e.g., \cite{77}), or non-linear terms, as in the spin-1 $\lambda - D$ chain \cite{21}. We will not consider such spin chains in this thesis.

### 2.2.3 Hubbard Model

Instead of considering spinless fermions, one could work with *spinful* fermions, i.e., fermions of two different species, as real electrons. Systems involving such particles are of incredible importance in condensed-matter physics. The simplest interacting model involving spinful fermions is the celebrated *Hubbard model* \cite{67} (see, e.g., \cite{79} for a review):

$$H_U = \sum_j \left[ -\sum_{\sigma=\uparrow,\downarrow} \left( c_{\sigma,j}^\dagger c_{\sigma,j+1} + c_{\sigma,j+1}^\dagger c_{\sigma,j} \right) + U n_{\uparrow,j} n_{\downarrow,j} \right]$$

(2.54)

where the index $\sigma = \uparrow, \downarrow$ distinguishes operators related to the different fermion species; operators with different polarization simply anticommute, and $n_{\sigma}$ is defined in analogy with the spinless case. This Hamiltonian is exactly solvable by Bethe ansatz \cite{49}, and displays several phases: e.g., in the attractive ($U < 0$) half-filled ($n_\uparrow = n_\downarrow = 1/4$) case it undergoes spin-charge separation into a gapped spin sector and a gapless charge one, as it can be argued from field-theoretical considerations \cite{55}; we will come back to these considerations in section \ref{sec:3.3}.

### 2.2.4 Dipolar Bosons

Let us consider now the Hamiltonian

$$H_D = -\sum_j \left( b_j^\dagger b_{j+1} + b_{j+1}^\dagger b_j \right) + D \sum_{j<k} \frac{n_j n_k}{|j-k|^3}$$

(2.55)

where $b_j$ is a hard-core annihilation bosonic operator. The model is not exactly solvable; as far as we know, a complete phase diagram is not available. What is known is that in the repulsive regime ($D > 0$) the model is gapless, at least starting from some $\bar{D}$ \cite{37}. Moreover, as we will argue in deeper detail in section \ref{sec:3.4} in the same gapless phase we have a transition between different dominant
order, i.e., a transition between different dominant correlations, the superfluid (SF) and the charge-density wave (CDW) one. Hamiltonian (2.55) is known to describe one-dimensional tubes of polar molecules or magnetic atoms with dipole moment aligned perpendicularly to the tube via a dc electric field \[76\] loaded onto an optical lattice \[19\]; in such systems, the interaction strength \(D\) can be tuned by, e.g., tuning the depth of the optical potential.

### 2.3 Bosonization and Luttinger Liquids

As it can argued from very general statements, due to the Mermin-Wagner theorem \[78\], 1D physics is very peculiar. This fact can be understood by means of very simple arguments, like the following. Let us consider, e.g., non-interacting electrons on a line. If an electron tries to propagate along the line, sooner or later it has to meet another electron, and because of the Pauli principle, it induces on it some kind of motion, and so on. Therefore, in contrast with higher dimensional systems, it is easy to figure out that in 1D only collective excitations are possible. From a technical point of view, this statement is equivalent to say that the Landau theory of Fermi liquids \[83\] breaks down at \(d = 1\), and no quasi-particle picture is available: the ground state is very different from a free-fermion ground state.

However, it is easy to understand what is happening. Let us consider, for simplicity, a \((0,0)\) free fermionic system, whose Hamiltonian is given by equation (2.3) with \(a = b = 0\) (interactions, both repulsive or attractive, do not change very much the situation). As we argued, the spectrum of the theory is given by equation (2.10), where the momenta are the ones of equation (2.8), with \(m = 1, \cdots, L\). At half-filling, for large \(L\), the spectrum is, at first order, linear close to the Fermi momentum \(p_{L/2}\): if we now write \(\epsilon_m = \epsilon_L/2 + n\), we have

\[
\epsilon_{L/2+n} = \sin \left( \frac{\pi(n-1/2)}{L+1} \right) \approx \frac{\pi(n-1/2)}{L} \tag{2.56}
\]

for large \(L\) and small \(n\), i.e., close to the Fermi surface. It is natural to expect that the small-\(n\) physics across the Fermi level, i.e., the so-called low energy physics is the most important one \[55\]; we look therefore at particle-hole excitations, i.e., excitations involving the passage of an electron from an energy level under the Fermi level to one above. Their energy is of the form

\[
E(q) = \frac{\bar{n} + q - 1/2}{L} - \frac{\bar{n} - 1/2}{L} = \frac{\pi q}{L} \tag{2.57}
\]

where \(\bar{n} < 0\) is a negative integer labeling an energy level beneath the Fermi one: the dispersion relation of the couple is massless, and therefore it can be interpreted as a massless bosonic particle. It can be shown (see, e.g., \[55\]) that the full spectrum of the theory is reproducible just by means of this kind of excitations, and therefore, although the system was originally fermionic, we end up with bosonic physics! This fact is peculiar of 1D.
This qualitative picture can be made quantitative by means of the technique known as *bosonization* [59, 55]. Starting from a lattice model, a recipe is available to obtain a continuum quantum field theory (QFT) of bosonic nature, describing the low-energy physics of the model. For interacting spinless fermions, in many cases, one ends up with a Hamiltonian of the type

\[ H_{LL} = \frac{u}{2\pi} \int dx \left[ K (\partial_x \theta(x))^2 + \frac{1}{K} (\partial_x \phi(x))^2 \right] \]  

(2.58)

where \( \phi \) is the field describing the system and \( \theta \) is linked to its conjugate field by the relation \( \Pi \equiv \partial_x \theta/\pi \). It is easy, from these relations, to recognize in equation (2.58) a massless relativistic QFT [42], where \( u \) plays the role of the light velocity, that, in this contest, is called sound velocity. \( K \) is a coefficient, known as Luttinger parameter, related to the couplings of the microscopic Hamiltonian [55]. The correspondence between the original theory and the QFT is, in most cases, not exact, but well describes the large-scale properties of the system. Apart from the free ones, other terms can arise in the Hamiltonian from the bosonization procedure, depending on the form of the interaction: we will come back to this point in chapter 3.

Equation (2.58) is a very efficient tool for the computation of physical properties, encoded in correlation functions. In particular, it comes out that some of them strongly depend on the Luttinger parameter of the system. For instance, for free spinless fermions, the density-density correlation function is computed to be [55]

\[ \langle n(r)n(0) \rangle = \frac{K}{2\pi^2} \frac{y_a^2 - x^2}{(x^2 + y_a^2)^2} + \frac{2}{(2\pi\alpha)^2} \cos(2k_F x) \left( \frac{\alpha}{r} \right)^{2K} \]  

(2.59)

being \( r \equiv \sqrt{x^2 + (u\tau)^2} \), \( \tau \) the imaginary time, \( \alpha \) an ultraviolet cutoff regularizing the QFT and \( y_a = u\tau + \alpha \text{sgn} \tau \). A correlation function of this form defines the phase of the system, known as Luttinger liquid [55]. Another typical correlation function is the superconducting one [55], i.e.,

\[ \left\langle O_{SU}(r)O^\dagger_{SU}(0) \right\rangle = \frac{1}{(\pi\alpha)^2} \left( \frac{\alpha}{r} \right)^{2/K} \]  

(2.60)

where \( O_{SU}(r) = \psi^\dagger(r)\psi^\dagger(r+a) \), being \( \psi^\dagger \) the slowly-oscillating part of the continuum analog of \( c^\dagger \) and \( a \) the lattice site, preventing \( O \) from being null. It is interesting to stress that when the dominant decay exponent of the density-density correlation is larger, the one of the superconducting correlation is smaller, and vice versa: there is competition between the two phases. When the first is smaller, we say that the phase of the system is a charge density wave, while in the opposite case we have a superconducting phase [55]. This is to say that we can use the correlation functions exponent to build a sort of phase diagram, distinguishing between different dominant orders. We have not true quantum phase transitions separating them, since these correlations clearly indicate the presence of quasi-long-range order, but we can say that we have transition between dominant orders, or crossovers (see section 2.1).
A QFT having Hamiltonian (2.58) is an example of *conformal field theory* [42], as we will explain in detail in section 2.4. These theories are particularly important in 1D, because their symmetries allow their exact solution: one can therefore exploit their full power to compute any correlation function. Being more specific, Luttinger liquids are very special conformal field theories, i.e., \( c = 1 \) free compactified scalar bosonic massless theories [42], and a lot is known about them. We will come back to these arguments in the following chapters.

Finally, we stress the interplay between analytical and numerical techniques in 1D systems. As we have seen, the physics is ruled by \( u \) and \( K \), that distinguish between different regions of the phase diagram. However, in most cases they are not exactly computable, and one has to rely on exact solutions, when available, or on perturbative techniques, that are, in 1D, often plagued by divergences [55]. Therefore, in many cases, the only way one has to extract \( u \) and \( K \) is by numerical studies: we will come back in detail to this point in chapter 3.

2.4 Conformal Field Theory

In this section we give some basic notions of conformal field theory [15, 42] we will need in the remaining of the work. The material contained in this section is taken, unless explicitly stated, from the book by Di Francesco, Mathieu and Sénéchal [42].

2.4.1 Basic Concepts

A *conformal field theory* (CFT) is a QFT endowed of an additional symmetry, the one under conformal transformations, whose effect is to modify the background metrics just with a local scale factor; the conformal group always contains the Poincaré group as a subgroup. In arbitrary spatial dimension \( d \geq 2 \) the conformal group has dimension \( \frac{(d+3)(d+2)}{2} \); however, for \( d = 1 \), its dimension becomes infinite, and this fact allows for the complete solvability of the theory. More specifically, if one writes the coordinates of the background, that we take now to be the full plane \( \mathbb{R}^2 \), as complex coordinates \( z, \bar{z} \), the conformal group is exactly the group of holomorphic (and antiholomorphic) functions, suggesting the power of the complex formalism in CFT.

The conformal group, in 1D, acts on the fields \( \Phi \) of the theory in the following way. Let \( \epsilon \) be an infinitesimal conformal coordinate change: then, the consequent variation of the field is

\[
\delta_\epsilon \Phi(w) = -[Q_\epsilon, \Phi(w)]
\]

being \( Q_\epsilon \) the conformal charge associated to the conformal symmetry, given by

\[
Q_\epsilon \equiv \frac{1}{2\pi i} \oint dz \epsilon(z) T(z)
\]

and being \( T(z) \) the holomorphic part of the *stress-energy tensor* of the theory (for every holomorphic quantity there is, on the complex plane, the antiholo-
morphic corresponding). Expanding \( T(z) \) in Laurent series, i.e., defining

\[
T(z) \equiv \sum_{n \in \mathbb{Z}} z^{-n-2} L_n, \quad \epsilon(z) = \sum_{n \in \mathbb{Z}} z^{n+1} \epsilon_n \tag{2.63}
\]

one has

\[
Q_{\epsilon} = \sum_{m \in \mathbb{Z}} \epsilon_n L_n \tag{2.64}
\]

Therefore, the \( L_n \) are the generators of the local conformal transformations, composing the celebrated Virasoro algebra

\[
[L_n, L_m] = (n - m) L_{n+m} + \frac{c}{12} n(n^2 - 1) \delta_{n+m,0} \tag{2.65}
\]

\[
[L_n, \bar{L}_m] = (n - m) \bar{L}_{n+m} + \frac{c}{12} n(n^2 - 1) \delta_{n+m,0}
\]

The second of equations (2.65) indicates the decoupling of the two subalgebras. As it should be clear, the stress-energy tensor plays a key role in CFT. A consequence of its importance is its appearance in the so called Ward identity, encoding the consequences of conformal invariance on correlation functions:

\[
\delta_{\epsilon, \bar{\epsilon}} \langle X \rangle = -\frac{1}{2\pi i} \oint_C dz \epsilon(z) \langle T(z) X \rangle + \frac{1}{2\pi i} \oint_C d\bar{z} \bar{\epsilon}(\bar{z}) \langle \bar{T}(\bar{z}) X \rangle \tag{2.66}
\]

where \( X \) is a string of operators, depending on some coordinates \( w_j, \bar{w}_j \), and \( C \) a path circling all such coordinates.

Different CFTs are usually distinguished by some real numbers, namely, the central charge \( c \) and the conformal dimensions of primary operators. While giving a precise definition of \( c \) is a quite technical task (it is related to the number of degREE’s of freedom of the theory), primary operators are very simply defined: they are the operators that create from the vacuum the highest-weight states of representations of the conformal group, called Verma modules. If \( w \to z(w) \) is a conformal transformation, a holomorphic primary field \( \phi_h \) is defined by the behavior

\[
\phi_h'(z) = \left( \frac{dz}{dw} \right)^{-h} \phi_h(w) \tag{2.67}
\]

where \( h \) is the (holomorphic) conformal dimension of the field, while the highest-weight state of each Verma module is given by

\[
|h\rangle \equiv \lim_{z \to 0} \phi_h(z) |0\rangle \tag{2.68}
\]

in the framework of radial quantization \([42]\) (\( z = 0 \) corresponds to the point at \( \tau = -\infty \)). For most CFTs, once one knows the central charge and the primary operators of the theory, one has all the needed information to solve it. These
states can be shown to be the lowest-excited states of the theory. In condensed-matter theory, CFTs containing just a finite number of Verma modules are especially important, and they are called minimal CFTs. The simplest minimal CFT, that will be widely considered in chapter 4, has central charge $c = 1/2$, and the primary operators, of conformal dimensions 0 (the associated primary field is the identity, that is present in every CFT), 1/2 and 1/16. In the next section, a very special role will be played by a specific concept, the one of fusion rules, i.e., the way primary operators behave when inserted in correlation functions. For the $c = 1/2$ minimal CFT, we have

\[
\begin{align*}
\sigma \times \sigma &= I + \epsilon \\
\sigma \times \epsilon &= \sigma \\
\epsilon \times \epsilon &= I
\end{align*}
\]

and the meaning is that when two operators in the left-hand side are both inserted in the same correlation function they can be substituted with what is on the right-hand side. The missing fusion rules, involving the identity, are trivial. It is customary to define the fusion coefficients $N^k_{ij}$ as

\[
\phi_i \times \phi_j = \sum_k N^k_{ij} \phi_k
\]  

(2.70)

In the remaining of the work, we will use a nice relation about the energy of the ground state, $E_0$, and of an excited state of conformal dimension $h$, $E_h$, at finite size $L$:

\[
E_h - E_0 = \frac{\pi u}{L} h
\]  

(2.71)

being $u$ the sound velocity in the system. In particular, it constitutes a way to estimate the conformal dimension of an excited state from numerical computations. Another useful formula gives information about the ground-state energy at finite size [20, 1]:

\[
E_0 = e_\infty L + e_s - \frac{\pi cu}{6\delta L} + O(L^{-2})
\]  

(2.72)

where $\delta = 1/4$ for periodic/open boundary conditions, and being $e_\infty$ and $e_s$ respectively the bulk and boundary energy contributions (see even eq. [3.4]). Therefore, looking at the $O(1/L)$ term, one can get information about the product $cu$.

### 2.4.2 Boundary Conformal Field Theory

When the manifold a CFT is defined on has a boundary, the operator content of the theory is usually different from the one on the complex plane. Let us consider the simplest open situation, the upper-half plane $\mathbb{H} = \{ z \in \mathbb{C} \mid \text{Im} z \geq 0 \}$. The imposition of the conformal invariance on the boundary strongly constrains the theory, i.e., reduces of one half the number of independent Virasoro generators. This fact has several consequences on the physics. One is that correlation
functions of fields on $\mathbb{H}$ can be computed by the *mirror-image* trick, i.e., for, e.g., a two-points function,

$$\langle \phi_{h_1,\tilde{h}_1}(z_1,\bar{z}_1)\phi_{h_2,\bar{h}_2}(z_2,\bar{z}_2) \rangle_{\text{uhp}} = \langle \tilde{\phi}_{h_1}(z_1)\bar{\phi}_{h_1}(z_1^*)\tilde{\phi}_{h_2}(z_2)\bar{\phi}_{h_2}(z_2^*) \rangle_{\mathbb{C}}$$ (2.73)

where $\tilde{h}_i$ are the antiholomorphic conformal dimensions of the fields and $\bar{\phi}_h$ is the antiholomorphic part of the field $\phi_{h,\bar{h}}$. A second important consequence is the arising of severe constraints on the operator content of the theory. In fact, if a system is defined on a strip having on its edges some conformal boundary conditions, that we will call $\alpha$ and $\beta$, its thermal partition function will take the form

$$Z_{\alpha\beta}(q) = \sum_h n_{\alpha\beta}^h \chi_h(q)$$ (2.74)

where $q \equiv e^{-\pi\beta/L}$, and $\chi_h$ is the conformal character relative to the Verma module associated with the primary operator of conformal dimension $h$; the non-negative integers $n_{\alpha\beta}^h$ are therefore the number of times the Verma module associated to $h$ appears in the spectrum of the CFT (this statement is highly non-trivial; see [42] for further details). It was shown by Cardy [29] that such integers are simply given by

$$n_{\alpha\beta}^h = N_{\alpha\beta}^h$$ (2.75)

where $N_{\alpha\beta}^h$ are the fusion coefficients introduced in the previous section. Actually, equation (2.75) does not hold for any conformal boundary condition one considers, but just for some special boundary conditions $\tilde{h}$, in isomorphic correspondence with the primary operators of the theory. In the CFT picture, one can think to exchange the roles of space and time: for boundary conditions, it corresponds to evolve a *boundary state*, on one edge of the system, to the other. For the $c = 1/2$ minimal CFT, these boundary states are given by

$$|\tilde{0}\rangle = \frac{1}{\sqrt{2}} |0\rangle + \frac{1}{\sqrt{2}} |\epsilon\rangle + \frac{1}{\sqrt{2}} |\sigma\rangle$$

$$|\tilde{1}\rangle = \frac{1}{\sqrt{2}} |0\rangle + \frac{1}{\sqrt{2}} |\epsilon\rangle - \frac{1}{\sqrt{2}} |\sigma\rangle$$ (2.76)

$$|\tilde{1}_{16}\rangle = |0\rangle - |\epsilon\rangle$$

where $|0\rangle$, $|\epsilon\rangle$ and $|\sigma\rangle$ are the so-called *Ishibashi states* [42], i.e., special states belonging to the Verma modules of $\mathbb{I}$, $\epsilon$ and $\sigma$. The physical meaning of the states (2.76) will be discussed in section 4.3.

In the contest of entropy computations, a quantity is particularly interesting: the Affleck-Ludwig *boundary entropy* [9]. It was argued that the thermodynamic entropy of an open system described by a CFT should contain a zero-temperature contribution $\ln g$, where $g \equiv g_1 g_2$ factorizes in the product of two terms, each one associated to a boundary. Once one knows the boundary state $|j\rangle$ associated to the boundary $j$, the relative $g_j$ is simply given by [95]

$$g_j = \langle j|0\rangle$$ (2.77)
Therefore, in the minimal $c = 1/2$ CFT, the boundary entropies should be simply $g_0 = g_{1/2} = \frac{1}{\sqrt{2}}$, $g_{3/2} = 1$.

2.5 Entanglement Entropies

In recent years, a lot of attention has been devoted to the concept of entanglement \[44\], one of the most peculiar aspects of the quantum theory. Its importance has been pointed out in many different fields, such as black-hole physics \[66\], quantum information and computation \[85\] and so on. However, we will focus here on its applications in condensed-matter physics and QFT; in particular, we will restrict to the concept of entanglement entropy, for reasons that will become evident in the following.

2.5.1 Definitions

Let us consider a 1D system of length $L$, and divide it in two intervals, namely $A$ and $B$ (this is not the most general configuration, but it is the one we will use in the remaining of the thesis). Of course, from the density matrix $\rho$ of the whole system, one can define the reduced density matrix of $A$ or $B$, i.e., $\rho_{A/B} \equiv \text{Tr}_{B/A}[\rho]$ \[85\]. One can now define the quantity:

$$S(A) \equiv -\text{Tr}_A [\rho_A \ln \rho_A]$$ (2.78)

This quantity is commonly known as (bipartite) Von Neumann Entanglement Entropy (VNEE) \[85\], being just the von Neumann entropy relative to the interval $A$. A remarkable property of this quantity is that it is not extensive: in particular, we have

$$S(A) = S(B)$$ (2.79)

and therefore it just depends on the bipartition of the system. This suggests that the VNEE has to be related to the boundary separating $A$ and $B$: this fact, that holds even for $d > 1$, takes the name of area law \[45\], and states that, under certain assumptions, the VNEE of a bipartition is proportional to the area of the boundary separating the intervals. However, as we will see, violations of the area law are common in 1D physics, especially if the theory describing the system is critical \[23\].

The VNEE can be generalized in several ways. The most commonly used is the Rényi Entanglement Entropy (REE) \[91\], defined as:

$$S_n(A) \equiv \frac{1}{1-n} \ln \text{Tr}_A [\rho_A^n]$$ (2.80)

with $n > 0$. The above quantities have been proved \[27\] to characterize the full entanglement spectrum \[74\] of 1D density matrices; moreover, they spring up quite naturally, as we will see in detail, from CFT computations (see, e.g., \[23\] and section \[4.1\]). Even these quantities satisfy, as it can be easily seen, the property \[2.79\], and obey therefore, at least in certain cases, the area law, as VNEE does.
2.5.2 Entanglement Entropies and Criticality

In this section, we will focus on the behavior of REE’s in a quantum system that is undergoing a second-order QPT \cite{80}: in such cases the system is described by a CFT \cite{42}; if the system is 1D, then the CFT is in (1+1)D, and we know that the infinite-dimensional Virasoro algebra allows us to completely solve the theory (see section 2.4). Therefore, one may expect that analytical computations can be done even for REE’s. This is what actually happens: indeed, it has been shown by Holzhey, Larsen and Wilczek \cite{66} and then by Calabrese and Cardy \cite{23,24} that, for a conformal system of size $L$, the leading behavior of REE’s takes the form (see also section 4.1)

$$S_n(l, L) = S_{CC}^n(l, L) \equiv c_\eta \left(1 + \frac{1}{n}\right) \ln \left[\frac{\eta L}{\pi} \sin \frac{\pi l}{L}\right]$$

where $l$ is the size of the subsystem $A$ (now containing, if present, one of the boundaries of the system), $\eta = 1, 2$ for PBC/OBC and $c$ is the central charge of the underlying CFT. At least three things are remarkable in this formula: first, the functional form (2.81), a logarithm, is very typical, and immediately allows one to understand, just looking at it, for instance from numerical data, if the system is in a critical phase or not; second, the coefficient of the logarithm indicates what is the universality class the system is belonging to (moreover, as we will see in the following, formula (2.81) is one of the best methods available to get the central charge of the CFT from numerical simulations); third, formula (2.81) represents a clear violation of the area law, since it explicitly depends on the subsystem size $l$. Formula (2.81) has been proven to be correct for several critical systems, both analytically (see, e.g., \cite{70}) and numerically (see, e.g., \cite{107}). Of course, being CFT in lattice models just an approximation, corrections to equation (2.81) can in principle be present: they will be discussed in section 2.5.3 and in the following chapters. Finally, we spend a word on the constants $c_\eta^n$. At least in the $n = 1$ case, the two constant have proven, by Zhou and collaborators, to be correlated one to the other: in fact, we have \cite{120}

$$c_\eta^{n=2} - c_\eta^{n=1} = \frac{\ln g}{2}$$

being $\ln g$ the so-called Affleck-Ludwig boundary entropy \cite{5}, that depends only on the conformal boundary condition one has, as pointed out in section 2.4.2. However, the situation is, in this case, slightly different from the one of thermodynamic entropy. In fact, thermodynamic entropy is a property of the whole system, that possesses two true boundaries, while entanglement entropies are

\footnote{If the (infinite) system is in a massive phase, but close to a conformal point of central charge $c$, it has been shown by Calabrese and Cardy that its VNEE saturates in $l$ to the value \cite{23}

$$S_1 = \frac{c}{6} \ln \xi$$

being $\xi$ the correlation length in the system. This is actually an efficient way of estimating $\xi$ from numerical data.}
properties of a bipartition: now, what in the previous case was the system, is just a part, possessing just one true boundary, since the second is the one separating the two subsystems of the bipartition.

2.5.3 Non-Universal Corrections to Entanglement Entropies

As one can easily imagine, formula (2.81) is not the end of the story. In fact, compared to the lattice model, that is the object under study, CFT, coming from the bosonization procedure or other similar arguments, is just an approximation to most easily understand the physics of the model, and therefore the quantities that are computed using CFT do not perfectly reproduce experimental or numerical data.

This fact is particularly true for entanglement entropies, as it was first argued by Laflorencie and collaborators [73]. Let us first consider a critical spin-1/2 XXZ chain with periodic boundary conditions (PBC), i.e., the Hamiltonian

$$H^{PBC}_\Delta = -\frac{1}{4} \sum_{j=1}^L \left( \sigma^x_j \sigma^x_{j+1} + \sigma^y_j \sigma^y_{j+1} - \Delta \sigma^z_j \sigma^z_{j+1} \right)$$

with $-1 < \Delta \leq 1$. Its VNEE can be computed via DMRG simulations: we report a typical result in figure 2.4(a). As it is explained in the caption, in this case formula (2.81) perfectly fits the numerical data, and therefore it seems there is no need of further considerations. However, the situation changes if one consider OBC, i.e., Hamiltonian (2.52): strong oscillating corrections are present, and make the extraction of the central charge from numerical data more complicated. Therefore, from a purely practical point of view, it would be nice to have an analytical expression for these corrections. Studying numerically (see appendix A for details) the (0,0) free lattice fermions of section 2.2.1, it was found in reference [73] that the VNEE follows the behavior

$$S_{A}(l, L) = S_{CC}(l, L) + (-1)^l S_{A}(l, L),$$

with

$$S_{A}(l, L) \propto \frac{1}{\frac{L}{\pi} \sin \frac{\pi l}{L}}$$

(2.84)

Moreover, studying the spin-1/2 XXZ chain with DMRG, it was found that, in its critical region, formula (2.84) can be generalized to

$$S_{A}(l, L) \propto \frac{1}{\left[\frac{L}{\pi} \sin \frac{\pi l}{L}\right]^K}$$

(2.85)

being $K$ the Luttinger parameter of the model ($K = 1$ for the (0,0) lattice fermions).

The landscape was extended to REE’s by Calabrese and collaborators [22]. Both PBC and OBC were considered, for the spin-1/2 XX and XXZ chains: we report some data in figure 2.5. Apart from the different behavior of the corrections with PBC and OBC (for OBC, the corrections are seen to decrease much slower than at PBC), the most significant feature of these REE’s is that
Figure 2.4: DMRG-computed VNEE in the spin-1/2 XXZ chain with $\Delta = 0.5$. (a) PBC: $L = 58$, up to 1024 states per block and 4 sweeps. The best fit is done with formula (2.81), and gives $c_1 = 0.730, c = 1.001$; (b) OBC: $L = 200$, up to 512 states per block and 4 sweeps.

the oscillating corrections are present even for PBC, when $n > 1$. In reference [26], Calabrese and Essler computed this correction, for large $l$, in the infinite periodic spin-1/2 XX chain, showing that its coefficient should actually vanish for $n = 1$. A combination of these analytical and numerical results for the spin-1/2 XXZ chain led the authors of [22] to conjecture the REE’s to take, in a finite system, the form

$$S_n(l, L) = S^{CC}_{n}(l, L) + S^{CCEN}_{n}(l, L)$$  \hspace{1cm} (2.86)

where

$$S^{CCEN}_{n}(l, L) = f_n \left( \frac{l}{L} \right) \cos \left( \frac{2k_Fl + \omega}{L} \right)$$  \hspace{1cm} (2.87)

Several explanations are to be given. First of all, the conjecture just holds for the Luttinger liquid universality class, as the exponent of the denominator of the expression, containing the Luttinger parameter, shows. The function $f_n(x)$ is thought to be a scaling function of its argument, and it is model-dependent. As previously mentioned, in the infinite spin-1/2 XX chain with PBC, it has been shown [26] that it takes, when $l$ is large, the form

$$f_n^1 = \frac{2}{1 - n} \frac{\Gamma^2 \left( \frac{1+1/n}{2} \right)}{\Gamma^2 \left( \frac{1-1/n}{2} \right)}$$  \hspace{1cm} (2.88)

being $\Gamma(x)$ the Euler-$\Gamma$ function. This quantity can be seen to be null for $n = 1$, as it is seen numerically in figure 2.5(a), and different from zero for $n \neq 1$ (even when $n < 1$). A similar calculation has been performed even in the OBC case by Fagotti and Calabrese [51]. It was found that, in this case, one has a slightly
but substantially different form:

\[ f_n^2 = \frac{2}{1 - n} \frac{\Gamma \left( \frac{1 + 1/n}{2} \right)}{\Gamma \left( \frac{1 - 1/n}{2} \right)} \]  

(2.89)

so that \( f_1^2 = -1 \neq 0 \), as expected from numerical simulations (see figure 2.5(b)), and \( f_n \neq 0 \), at least for \( n > 1 \).

This kind of corrections has been derived analytically, at least partially, in the frameworks of conformal perturbation theory [30] and replica trick [69, 23] by Cardy and Calabrese, even if a direct bosonization derivation is not yet available (very recently, Swingle, McMinis and Tubman [103] gave a proof of formula (2.87) that seems to be easily extendable to the general case). In particular, it was shown for infinite systems that the presence of relevant or irrelevant perturbations to the bulk CFT Hamiltonian can lead to unusual, i.e., \( n \)-dependent corrections to the \( n \)-th REE: beside non-unusual corrections, proportional to \( l^2(2 - \Delta) \) \( (l^2 - \Delta^2) \) for open systems), where \( \Delta \) is the scaling dimension of the perturbation, two other types of corrections are present, proportional to \( l^{-2\Delta/n} \) \( (l^{-\Delta/n} \) for open systems) and \( l^{2\Delta - \Delta/n} \). If the perturbation is marginal, the situation is completely different, and leads to logarithmic corrections proportional to \((\ln l)^{-2}\). We note, referring to the spin-1/2 XXZ chain, that the second of the above predicted exponents is compatible with (2.87), with \( \Delta = K \), that is, the most relevant conformal dimension in the bosonic continuum theory [55]. It is therefore clear that having a good control of the kind of corrections that can arise can give decisive hints on the operator content of the effective CFT. We finally remark that the corrections arising from boundary perturbations have been computed, in a similar way, by Eriksson and Johannesson [45], and are shown to be non-unusual for each perturbation one adds.

A different kind of study was performed by Xavier and Alcaraz in [117]. The authors noted, by means of DMRG simulations, that oscillating finite-size corrections arise if there is at least one \( U(1) \) symmetry, and are absent for models

Figure 2.5: REE's for the spin-1/2 XX chain, with \( L = 200 \) and PBC (a), OBC (b). The computation was done with the method of appendix A.
with just discrete ones; moreover, the operator they originate from should be the energy operator, as checked estimating $\Delta$ in different models.

It is worth mentioning that the parity oscillations considered so far are not a peculiarity of critical regions. Actually, Giampaolo and collaborators showed in reference [57] for the spin-1/2 XY chain that such corrections can emerge even in massive phases, and their presence or absence is related to the closeness to a factorizable (i.e., product) ground state. This behavior is very interesting and needs further investigation.

Until now, we considered only non-universal corrections to the scaling of REE’s, i.e., corrections that do not depend only on the universality class of the model: in fact, e.g., in the spin-1/2 XXZ chain, the Luttinger parameter $K$, the exponent of such corrections, explicitly depends on the anisotropy coefficient $\Delta$. Different types of corrections, this time universal, can arise if one considers, instead of the ground state, an excited state of a conformal system, as shown by Alcaraz, Berganza and Sierra [6, 16]: this case will be discussed in detail in chapter 4.

### 2.6 The Density-Matrix Renormalization Group algorithm

Even in 1D systems, where exact solutions of some complicated models are available [105], it is not possible to extract information about the general interacting case without making use of some approximations. Such approximations can be performed analytically (see section 2.3) or numerically. Among the latter, in the last twenty years, since its first introduction by White, the density-matrix renormalization group (DMRG) algorithm [109, 110] (see [97] for a review) has revealed to be one of the cheapest and most reliable numerical 1D techniques. In this section we give a brief overview of the method, that will be widely used in the following. The DMRG code we will use in the remaining of the work, that is very versatile and can be applied to a great variety of lattice models, was developed in Bologna by F. Ortolani and collaborators, and was used by the members of the group in a number of studies (see, e.g., [52] and, in the last two years, the works [35, 40, 92, 36]).

#### 2.6.1 The Algorithm

The DMRG algorithm is a particular kind of renormalization group algorithm, suited for the treatment of lattice models. Traditional renormalization schemes [112] operate iteratively in the following way: a system of size $L$ is divided into small subsystems, and then they are taken in couples; the Hamiltonian of each couple is then diagonalized. However, most of the times this diagonalization cannot be carried out exactly, and one has to choose some "information", that he thinks not to be fundamental, to be discarded. In the standard Wilson approach, the prescription is to keep just the $M$ eigenstates corresponding to the lowest lying eigenvalues of the couple Hamiltonian, where $M$ is chosen by the
user. Starting from these eigenvalues and eigenstates, a new "renormalized" couple Hamiltonian is built, and each one is now treated as a single system, whose Hamiltonian is a $M \times M$ diagonal matrix. The procedure is iterated until all couples are merged to the whole system. Despite the success of Wilson’s approach to the Kondo problem \cite{112}, the method resulted inefficient to describe other systems, mainly for two reasons: first, for the assumption that, in general, the most significant states for the physics of a system are the ones associated with the lowest-lying energy eigenvalues; second, because each couple is diagonalized separately from the others, and therefore just eigenstates vanishing on the boundary of the couple blocks are kept.

These problems were solved with the introduction of DMRG \cite{109,110,97}; it was shown that the optimal decimation prescription, i.e., the optimal (the meaning of this word can be intended in many ways; see \cite{97}) way to choose the states to keep, is given not in term of the Hamiltonian but of the reduced density matrix of the considered couple (or block). Moreover, the boundary-conditions problem was avoided by the choice of diagonalizing, rather than a single-block Hamiltonian, the Hamiltonian of a superblock containing the block as a subsystem, finding a desired eigenstate, called target state. Another key feature of the algorithm is the renormalization procedure: it is not done by merging couples anymore, but by adding one site to the edge of each block in a particular way, a number of times sufficient to renormalize the whole system. A complete renormalization procedure is called sweep, and the precision of the obtained data typically betters with the number of performed sweeps. The renormalization scheme was determined empirically to optimize the goodness of the results, and is different for PBC and OBC. In particular, fixing the number of kept states per block, the obtained results are better for OBC than for PBC; however, a renormalization scheme has been found by Verstraete, Porras and Cirac, in order to have the same precision with the same number of kept states both with OBC and with PBC \cite{106}.

DMRG gives, as results, the properties of some selected states, typically the ground state or the low excited states of a quantum lattice Hamiltonian \cite{109,110}. Several symmetries can be implemented in the algorithm, so that it is able to diagonalize the Hamiltonian in some specific sector. Among the quantities that can be computed, we include the total energy, correlation functions, and Rényi entropies (see below). The typical error on these quantities can be computed, and it is, at least, of the order of the sum of the discarded weights of the reduced density matrix, known as truncation error.

The algorithm has revealed incredibly powerful already at the beginning of its history, when it was used to determine the Haldane gap in the spin-1 Heisenberg chain \cite{111}. A far from being exhaustive list of the successes of DMRG is given in \cite{97}.

Finally, we remark that several ways to implement a DMRG algorithm to study time-dependent problems have been found in recent years, giving a huge boost to this new research field (see \cite{98} for a review).
2.6.2 DMRG and Entanglement Entropies

Consider now equations (2.78) and (2.80). It is straightforwardly seen that, in terms of the eigenvalues \( \{ w \} \) of the reduced density matrix of the subsystem \( A \), they look respectively

\[
S(A) = -\sum_w w \ln w \tag{2.90}
\]

and

\[
S_n(A) = \frac{1}{1-n} \ln \sum_w w^n \tag{2.91}
\]

Since \( \{ w \} \) is the natural outcome of the DMRG algorithm, these quantities are very cheaply computed using this method.

Apart from this practical motivation, we mention that entanglement entropies have turned out to be important in DMRG theory: we do not discuss this subject here, and we refer to [97] for further insights.
Chapter 3

Detection of Crossovers by Entanglement Entropies

In this chapter, we see how the previously defined REE (see section 2.5) allows for an accurate estimation of the Luttinger parameter of a Luttinger liquid (see section 2.3). What reported in this chapter was developed by myself, M. Dalmonte and E. Ercolessi in [37, 38]. In section 3.1, we describe the numerical method we developed; in section 3.2 and 3.3, we test it against two integrable models, the spin-1/2 XXZ chain and the deep-attractive Hubbard model; in section 3.4, we use it to make predictions on a chain of hard-core dipolar bosons; in section 3.5, we analyze the critical properties of the spin-3/2 XXZ chain; in section 3.6, we address two interesting questions about the REE’s in that model.

3.1 The Method

The idea of this chapter is very simple, but its practical realization is, as we will see, non-trivial: we want to estimate the Luttinger parameter of a Luttinger liquid system from DMRG simulations using REE’s, i.e., by means of equation (2.86). This task is of great practical significance, since accurate estimations of $K$ from correlation functions are in many cases hard to perform [32]. The use of REE’s, that are the quantities DMRG can furnish with best precision (see section 2.6.2), will, as we shall see, provide a reliable practical tool for the Luttinger-parameter detection.

The first idea that, of course, occurs, is to use directly (2.86) to fit numerical data, and to get $K$ in this simple way. Unfortunately, many problems arise. First, we note that the oscillations are, in some cases, small in amplitude when compared to the leading contributions. Second, there is a conceptual difficulty: the functional form of $f^\eta_n(x)$ is in principle unknown, even if there are numerical clues that it is actually a constant [73, 22, 115]. Third, the number of fit parameters, i.e., four ($c^\eta_n$, $c(L)$, $f^\eta_n$, $K(L)$), is quite large, and one has therefore to consider large systems. Fourth, as usual, one has to take a finite-size scaling
(FSS) (see, e.g., [42]) of the finite-size data, and if the precision of the estimations is not so good, the procedure may give bad results. This technique was employed by Xavier and Alcaraz in [115], manifesting all its intrinsic limitations.

The method we are going to introduce is tailored to solve these problems (or, at least, some of them). Let us consider the $n$-th REE difference

$$dS_n(L) \equiv S_n \left( \frac{L}{2}, L \right) - S_n \left( \frac{L}{2} - \frac{\pi/2}{k_F}, L \right)$$

(3.1)

An explanation is in order. The first term is just the half-chain $n$-th REE: if $L$ is even, the oscillating term of the REE has there a maximum, since there $\cos(2k_Fl) = 1$ (we will assume, unless stated, $\omega = 0$). The second term is just the $n$-th REE computed at a subsystem size $l$ at which $\cos(2k_Fl) = -1$, and therefore $dS_n(L)$, being the difference of the two, must always be almost two times larger than the oscillation amplitude: our method allows, in a way, to "enhance" such an amplitude.

For large $L$, formula (3.1) can be simplified, in order to give

$$dS_n(L) = \frac{\pi^4 c}{48 \eta k_F^2} \left( \frac{1}{L^2} + \frac{\cos(k_FL)}{L^{\pi \pi}} \left[ a + b \frac{1}{L} + o \left( \frac{1}{L} \right) \right] \right)$$

(3.2)

where $c$ and $K$ are the thermodynamic limit values of the central charge and the Luttinger parameter respectively (a scaling form of $c(L)$ and $K(L)$ has been supposed, and it simply results in subleading terms, contained in the $o$ in the square bracket), and $a, b$ are constants related to the values of $f_n(x)$ and its first derivative at $x = 1/2$ ($f_n(x)$, being a scaling function of its argument, has been expanded in a neighbour of $1/2$). If we neglect the terms that are $o(L^{-1})$ in the square bracket, we are left with just three unknown parameters, since $c$ is known to be one for Luttinger liquids. Therefore, what we expect is to use the quantity (3.1), very easily obtained from DMRG simulations, as a function of $L$ to extrapolate the thermodynamic value of the Luttinger parameter $K$. In the next sections, we will see how to apply the technique to physical models and show the corresponding results.

### 3.2 First Check: the Spin-1/2 XXZ Chain

We start by looking at the critical spin-1/2 XXZ chain (see section 2.2.2)

$$H_\Delta = - \sum_j \left[ S_j^x S_{j+1}^x + S_j^y S_{j+1}^y - \Delta S_j^z S_{j+1}^z \right]$$

(3.3)

at PBC/OBC and total size $L$: the QFT description of the model is known to be a Luttinger liquid [55]. The Luttinger parameter of the corresponding Luttinger liquid is known by Bethe ansatz (BA), and, being it a bulk property, is the same in both cases:

$$K = \frac{\pi}{2 \cos^{-1}(-\Delta)}$$

(3.4)
Moreover, we are interested in the value of $k_F$: in our case it is $\pi/2$, as a consequence of the Luttinger theorem [55].

The REE’s have been shown to scale as $n < 1$ (see also figure 2.4); however what is new is that, for OBC, oscillations are present even when $n < 1$ (see figure 3.1) we plot just the region $l < L/2$, since the Hamiltonian is symmetric under reflection $j \rightarrow L-j$. Even for $n \geq 1$, we observe that the REE’s have the predicted shape. However, we observe that the precision of the REE’s computed with DMRG lowers as $n < 1$ lowers, and therefore we just plot $S_{0.66}$ and $S_{0.75}$. The reason is that, as it can be seen from equation (2.91), lowering $n$ below 1, the discarded weights in the DMRG truncation procedure become progressively more important, and therefore, in order to achieve a better precision for the corresponding REE’s, one should keep a larger number of block per states.

Since the behavior is the expected one, we can apply our method. Our DMRG data are produced at even $L \leq 200/60$, keeping up to 512/1024 states per block and applying 4 sweeps, in order to have a truncation error of $10^{-9}/10^{-8}$ for OBC/PBC; REE’s with $0.5 \leq n \leq 100$ are computed. In figure 3.2 we plot $dS_n$ as a function of $L$, keeping respectively $n$ and $\Delta$ fixed. Looking at these pictures, we note two interesting features of $dS_n$: first, at fixed $n$, its amplitude increases as $\Delta$ increases, reflecting the antiferromagnetic nature of the oscillations [73]; second, at fixed $\Delta$, the amplitude increases with $n$.

A key task in the procedure is to establish which value of $n$ gives the best estimate of $K$. In order to do it, we define the quantity $\delta = K_{\text{num}} - K_{\text{ana}}$ (being $K_{\text{num}}$ and $K_{\text{ana}}$ the values of $K$ we get from DMRG and formula (3.4)) and, keeping $\Delta$ fixed, we consider $|\delta|$. The results, for OBC and $\Delta = 0.5$, are shown in figure 3.3(a), and the shape is similar for almost all $\Delta$ (see below). We note that our method provides a value of $K$ that is very close to the predicted one in a wide range of $n$, namely for $n \in [1,3]$, and therefore is quite robust to the choice of $n$. Actually, we get the best value of $K$ for $n = 0.66$, but since there the precision of $S_{0.66}$ is not so good, we think the result is a coincidence.

Figure 3.1: REE’s with $n < 1$ for the spin-1/2 XXZ chain with OBC, $\Delta = 0.5$ and $L = 200$. 
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Since the behavior is the expected one, we can apply our method. Our DMRG data are produced at even $L \leq 200/60$, keeping up to 512/1024 states per block and applying 4 sweeps, in order to have a truncation error of $10^{-9}/10^{-8}$ for OBC/PBC; REE’s with $0.5 \leq n \leq 100$ are computed. In figure 3.2 we plot $dS_n$ as a function of $L$, keeping respectively $n$ and $\Delta$ fixed. Looking at these pictures, we note two interesting features of $dS_n$: first, at fixed $n$, its amplitude increases as $\Delta$ increases, reflecting the antiferromagnetic nature of the oscillations [73]; second, at fixed $\Delta$, the amplitude increases with $n$.

A key task in the procedure is to establish which value of $n$ gives the best estimate of $K$. In order to do it, we define the quantity $\delta = K_{\text{num}} - K_{\text{ana}}$ (being $K_{\text{num}}$ and $K_{\text{ana}}$ the values of $K$ we get from DMRG and formula (3.4)) and, keeping $\Delta$ fixed, we consider $|\delta|$. The results, for OBC and $\Delta = 0.5$, are shown in figure 3.3(a), and the shape is similar for almost all $\Delta$ (see below). We note that our method provides a value of $K$ that is very close to the predicted one in a wide range of $n$, namely for $n \in [1,3]$, and therefore is quite robust to the choice of $n$. Actually, we get the best value of $K$ for $n = 0.66$, but since there the precision of $S_{0.66}$ is not so good, we think the result is a coincidence.
Figure 3.2: $dS_n(L)$ in the spin-1/2 XXZ chain for different values of $\Delta$ at OBC, $n = 1$, even $L \in [28, 200]$ (a) and PBC, $n = 2$, even $L \in [24, 58]$ (b). (c): $dS_n(L)$ at $\Delta = -0.9$, for different values of $n$. Lines are best fits of the data with formula (3.2).

Therefore, in the following, we will (almost) always use $n \in [1, 3]$, taking the $n$ that gives the best fit accuracy.

Another interesting point, especially from the point of view of the computational cost, is to decide how many data points we need to have an accurate estimate. To do this, we consider $L \in [52, 52 + L_{fit}]$ at $\Delta = \pm 0.5$, varying $L_{fit}$, i.e., the number of kept points in the fit procedure. The result is shown in figure 3.3(b). It is clear from the picture that, at least in a region that is quite distant from the border of the critical phase, the method is robust to the choice of $L_{fit}$, and the results are, at OBC, good at 1% of precision already at $L_{fit} \lesssim 30$, while, for lower $L_{fit}$, strong finite-size effects, combined with errors due to the fitting procedure, affect the results. Therefore one could, in principle, apply our method using a quite narrow range of system sizes.

We plot in figure 3.4 the main result of this section, i.e., the behavior of $K(\Delta)$ that we get from the numerics. The $\Delta$-step we consider is 0.1, starting from $\Delta = -0.9$ to $\Delta = 1$. The fits of the numerical data with formula (3.2) are in general very good, and the resulting value of $K$ is in most cases in excellent agreement with the analytical prediction, both at OBC and at PBC. We used,
Figure 3.3: Deviation of the measured value of $K$ from the predicted one, as a function of $n$, at OBC, $\Delta = 0.5$, $L \in [28, 200]$ (a), and as a function of $L_{fit}$ (see text), at OBC and $\Delta = \pm 0.5$ (b), in the spin-$1/2$ XXZ chain ($\kappa \equiv \delta / K_{ana}$).

3.3 Second Check: the 1D Attractive Hubbard Model

We consider now the 1D attractive Hubbard model, i.e., Hamiltonian (2.54) with $U < 0$ (see section 2.2.3). As we already said, this model displays, in the deep attractive regime and at half filling, a spin-charge separation in a gapped spin and a gapless charge sector [55], and only this last one is expected to be a Luttinger liquid. Therefore, REE’s will contain a contribution from both. However, we expect we can still apply our method, since the contribution from the gapped sector will result in a constant (with respect to $l$; see section 2.5.2) that will cancel in the computation of $dS_n$. A check that the method works in this case is very important, since it demonstrates that it can be applied to multi-species systems, as generalized Hubbard models [13], integer spin chains
Figure 3.4: Estimation of $K(\Delta)$ for the spin-1/2 XXZ chain, and comparison with formula (3.4). Inset: absolute relative deviation $|\kappa| \equiv |K_{\text{num}}/K_{\text{ana}} - 1|$ as a function of $\Delta$.

The check is possible because the charge Luttinger parameter $K_\rho$ has been computed via numerical BA as a function of $U < 0$ by Giamarchi and Shastry [56]: we report the result in figure 3.5(a). Our computations are carried out by DMRG, with even system sizes up to $L = 200/72, 512/1156$ states per block and 5/4 sweeps at OBC/PBC, for $U = -15, -18, -21$, with truncation errors up to $10^{-9}/10^{-8}$; typical shapes of $dS_n$ are reported in figure 3.5(b). Since in this case $k_F = \pi/4$, we considered just system sizes that are multiples of 4. From the shown curves, we get $K$, that we compare with $K_{\text{ana}} = K_\rho/2$ [55]. What we get from DMRG for $n = 1$ is in good agreement (up to 1%) with the result of reference [56], demonstrating that our method can give good results even for multi-species systems. What plays a key role here is the fact that the gapped sector just gives a constant contribution to the REE’s, resulting in a null contribution to $dS_n$. 

[21], spin ladders [14] and mixtures [36].
Figure 3.5: (a): charge sound velocity and Luttinger parameter as a function of $U < 0$ in the 1D Hubbard model (reprint with permission from [56]). (b): $dS_n$ in the 1D Hubbard model, for $U = -21$ and OBC. The solid line is a best fit with formula (3.2).

3.4 First Application: 1D Hard-Core Dipolar Bosons

As a first application of our method, we consider a system of hard-core dipolar bosons, i.e., equation (2.55), with both OBC and PBC. It is physically reasonable that, increasing $D > 0$, one can induce a crossover between two dominant orders, i.e., between the SF dominant order [55], characterized by the correlation function

$$B(i, x) \equiv \langle b_i^\dagger b_{i+x} \rangle$$

(3.5)

that can be computed, by bosonization (see section 2.3), to scale as

$$B(i, x) \simeq x^{-\frac{1}{2}} K$$

(3.6)

and the CDW dominant order [55], characterized by the correlation

$$D(i, x) = \langle n_i n_{i+x} \rangle - \langle n_i \rangle \langle n_{i+x} \rangle \simeq \frac{K}{2\pi x^2} + \cos(2k_F x) x^{-2K}$$

(3.7)

Comparing the two formulas, it is clear that this crossover should happen for $K = 1/2$. Our task is therefore to estimate the $D$ for which $K = 1/2$.

This time, the model is not integrable, and is known to display, in the repulsive region, Luttinger-liquid physics [39]: we choose quarter filling, i.e., $k_F = \pi/4$. Therefore we need other methods to compare the results we get from ours. In particular, we will use the so-called level spectroscopy (see appendix B.1) and the bipartite-fluctuations method (see appendix B.2), both with DMRG data. For computational-cost reasons, the interaction is truncated to the fifth nearest neighbour. Overall results will be shown in figure 3.9.

Let us start describing the bipartite-fluctuations procedure we used. The conserved quantity in this case is the total particle number, and therefore we
considered density fluctuations. They take the form, relatively to a subsystem $A$ of size $l$,

$$F(l) = \sum_{i<j} D(i, j)$$  \hspace{1cm} (3.8)

where $D(i, j)$ is the connected correlation defined in equation (3.7) (see equation (B.5)). These quantities are easily computable by DMRG; we show their typical shapes in figure 3.6 for $L = 58$ and PBC. However, direct use of formula (B.6) to get $K$ is not convenient, because of the strong oscillations that $F$ displays, in particular at large $D$ (see figure 3.6). However, as suggested by Song, Rachel and Le Hur [102], such oscillations should be analogous in form to the ones of formula (2.87), and therefore we use it to fit the data. Explicitly, we have, for PBC,

$$F(l, L) = a_0 + \frac{K(L)}{\pi^2} \ln \left[ \frac{L \sin \frac{\pi l}{L}}{\pi} \right] + \frac{a_1 \cos(2k_FL + \omega)}{\left( \frac{L \sin \frac{\pi l}{L}}{\pi} \right)^2 K(L)}$$  \hspace{1cm} (3.9)

being $a_0$, $a_1$, $\omega$ and $K(L)$ the four fit parameters we have in this case; in particular, the insertion of $\omega$ is necessary for the goodness of the fitting procedure, and it fixes to a value very close to $\pi/2$, indicating that the oscillating factor is of sin-type, rather than cos-type. In this case there is no need of FSS, since the values at $L = 58$ are already very close to the ones we get from the other methods.

Next, we describe the level-spectroscopy procedure we employed. First of all, we used PBC, in order to avoid the effects of the boundaries; moreover, being the typical values of $\epsilon_{GS}$ very slowing depending on $L$, and therefore needing great precision, we performed our calculations with exact diagonalization (see, e.g., [34]). Therefore, we just studied system sizes from $L = 8$ up to 24: in figure 3.7(a) we plot the typical shapes of $\epsilon_{GS}(L)$. Getting $u$ from these fits (assuming $c = 1$; see appendix B.1) and the compressibility $\kappa$ from (B.3) (the data was obtained by multi-target DMRG [41]), one can estimate $K$ by (B.2).
Figure 3.7: Level spectroscopy for 1D dipolar bosons, up to $L = 24$. (a): ground-state energy density as a function of $L$, for values of $D$ from 20 to 11 (top to bottom). (b): the finite-size Luttinger parameter of the system as a function of $L$, for values of $D$ from 11 to 20 (top to bottom). Solid lines are best fits.

(see figure 3.7b)). The results systematically overestimate the ones obtained by other methods, and we impute this fact to some kind of finite-size effect, linked to the small system sizes we consider.

Finally, we use the method we developed previously, both at OBC and PBC, with system sizes up to 140/60, 512/1024 states per block and 4 sweeps in order to have a typical truncation error of $10^{-9}/10^{-8}$ at the final size. A typical shape of $dS_n(L)$ is plotted in figure 3.8; we considered just system sizes that are multiples of 4, because of the quarter filling.

We are now in order to give a final estimation of $K(D)$, comparing the results we obtained with the three different methods, as displayed in figure 3.9. As one can see, the results are generally in good agreement each other, fact that strengthens our hope that our method can be in general accurate. Coming to the first aim of our study, we estimate the SF-CDW crossover, that should occur at the $D$ for which $K = 1/2$. In figure 3.10 we show that this $D$ should be around 6.9-7.0; our method and the bipartite-fluctuations one give very close results.

3.5 Second Application: the Spin-3/2 XXZ Chain

As a second application, we consider the spin-3/2 XXZ chain (see section 2.2.2). For $-1 < \Delta \leq 1$ the model is in the Luttinger liquid universality class but, being it non-integrable, the sound velocity and the Luttinger parameter are only numerically accessible. In this section we perform a systematic investigation of the dependence of $u$ and $K$ on the anisotropy coefficient $\Delta \in [-1, 1]$.

We start with the estimation of the central charge of the theory, that in the thermodynamic limit is known to be exactly one; however, assuming it to be
one would lead to a systematic error in the evaluation of the sound velocity. We estimate \( c \) by computing, for PBC, the VNEE by DMRG, with even system sizes in the interval \([28, 60]\), up to 1024 states per block and 4 sweeps, and maximum truncation error of \( 10^{-6} \). In particular, \( S(l, L) \) does not display any oscillation, and we can safely consider the quantity

\[
S(L/2, L) = c_1^1 + c(L) \frac{L}{3} \ln \frac{L}{\pi}
\]

where we conjecture \( c(L) \) to be of the form \( c(L) = c + a_0L^{a_1} \), being \( c, a_0 \) and \( a_1 \), together with \( c_1^1 \), free fit parameters. The thermodynamic limit of \( c(L) \), is therefore \( c_0 \), and the best fit of our data indicate that \( c = 1.00 \) up to a 2% error in the whole critical region, error that lowers in the negative-\( \Delta \) region. We used, together with this one, different methods to estimate \( c \) via FSS, i.e., the ones by

---

**Figure 3.8:** \( dS_1 \) for 1D hard-core dipolar bosons as a function of \( L \) for \( D = 5 \) at OBC; the solid line is a best fit.

**Figure 3.9:** Estimates of the Luttinger parameter of 1D dipolar hard-core bosons as a function of the dipolar interaction strength \( D \). The dashed line in panel (a) is an analytical result in the continuum by Dalmon, Pupillo and Zoller [39], and REE’s at OBC are used.
Figure 3.10: Estimation of the $D$ corresponding to the SF-CDW crossover for 1D dipolar hard-core bosons. The used REE data is taken at OBC.

Nishimoto [86] and Xavier [114], but we obtained comparable results. We thus conclude that our numerical data are of good quality, and we can therefore go on with our analysis.

The computed central charges can be used to extract the sound velocities from relation (B.4). To do it, we compute with DMRG the ground-state energy density at PBC for different even sizes $L \in [28, 60]$. Then, by using relation (B.4) (the large amount of sizes we consider allows us to fit $\epsilon_{GS}$ as $a_0 + a_1/L^2 + a_2/L^4$ and the previously estimated values of the central charge, we can get $u$ as a function of $\Delta \in [-1, 1]$ with a spacing of 0.1: the result is shown in figure 3.11. As we can see from the figure, our result is in good agreement with a past DMRG study by Hallberg and collaborators [63], and in bad agreement with the spin-wave result by Affleck [2], in which quantum fluctuations are treated approximately. The inclusion of logarithmic corrections to (B.4) close to the Heisenberg point does not lead to appreciable differences. We finally remark that the dependence of $u$ on $\Delta$ is monotonically increasing, and therefore reaches its maximum at the BKT transition, in analogy with the spin-1/2 case [58].

We are now in the position to extract the Luttinger parameter from the level-spectroscopy procedure (see appendix B.1). The procedure is very easily applied for $|\Delta| \leq 0.9$ and PBC, giving good results; however, at $\Delta = 1$, formula
Figure 3.11: Estimation of the sound velocity as a function of the anisotropy coefficient in the spin-3/2 XXZ chain; the red circle is a result from spin-wave theory, $u_{SW}(\Delta = 1) = 3$, and the red star is a previous DMRG estimate [63].

Inset: typical FSS of $e_{GS}$, at $\Delta = -0.5$.

(B.3) has to be adjusted by the insertion of logarithmic corrections [3, 63]. This way, we obtain a value of $K$ of about $0.499 \pm 0.005$, in excellent agreement with previous numerical analysis [63]. Since the value of $K$ is the same as in the spin-1/2 case, this result constitutes a further proof of the Haldane conjecture [60, 61, 62], stating that all the half-odd Heisenberg chains belong to the same universality class, the one of the SU(2) Wess-Zumino-Novikov-Witten theory (see, e.g., [42]).

The second method we use is the REE-based one developed by us. In this case, besides PBC, we use DMRG data at OBC, with even system sizes in the range [100, 180], using up to 1024 states per block and 4 sweeps, in order to achieve truncation errors of $10^{-8}$ or lower; typical $dS_n(L)$ shapes are shown in figure 3.12. In this case, $k_F = \pi/2$, and the REE’s-oscillation size is very small, as already noted by Xavier and Alcaraz [115]; therefore, we have to consider large $n$’s in order to fit the data: we usually consider $n = 10$, both at OBC and PBC (however, for $\Delta > 0$, where the oscillations are bigger, we can obtain comparable results even using smaller $n$). Some problems arise close to the isotropic point $\Delta = 1$, where different kind of corrections are present, due to the fact that the Umklapp operator of the QFT description becomes there marginal and has to be taken into account: so, logarithmic corrections are important and cannot be neglected, causing a $5\%-15\%$ of deviation from the other methods estimations. Finally, since the oscillations are very small for large negative $\Delta$, our method is, in that regime, difficult to use; however, for OBC, where the oscillations exponent is half of the one at PBC, one can still obtain results in good agreement with the other methods.

Finally, we perform an analysis based on the bipartite-fluctuations method (see appendix B.2). Here, since the Hamiltonian commutes with the total magnetization $\sigma^z = \sum_{j=1}^{L} \sigma_j^z$, we can use its bipartite fluctuations to implement the method. As usual, we have to perform DMRG simulations with PBC, taking
even \( L \in [28, 60] \). Here, we choose to perform directly a FSS analysis, by considering \( F(L/2, L) \) as a function of \( L \); typical fits are shown in figure 3.13. As usual, logarithmic corrections arise close to \( \Delta = 1 \), preventing accurate estimations.

Overall results for the estimation of \( K \) are shown in figure 3.14. As it is easily seen, the results from the different methods are generally in good agreement with each other, except close to the boundaries of the critical region: the reasons were illustrated before, and are of various nature. The dashed line in the figure is a conjectured formula, originally formulated by Alcaraz and Moreo \[7\] for the ferromagnetic critical region, stating that

\[
K(\Delta)_S = 2SK(\Delta)_{1/2}
\]

where \( K(\Delta)_S \) is the Luttinger parameter at anisotropy \( \Delta \) in the spin-\( S \) XXZ chain. As one can see, the conjecture is in a good (at least qualitative) agreement with the numerical data even in the \( \Delta > 0 \) region.
46

Figure 3.14: Estimate of the Luttinger parameter for the critical spin-3/2 XXZ chain, with different methods. The dashed line is the conjectured relation (3.11); the blue diamond (at $\Delta = 0.5$) and the black square (at $\Delta = 1$) denote the level spectroscopy and exact results by Xavier [114] and Schulz [100] respectively. Inset: magnification of the region $\Delta \geq 0.5$. In both panels, the numerical errors are smaller than the typical point size, except for $\Delta = -0.9$ using the REE method with PBC: here the error is of the order of 2.

To conclude, our method seems to be applicable in a wide variety of situations, and its limits are mainly linked to the presence of BKT and ferromagnetic transitions.

3.6 Entanglement Entropies in the Spin-3/2 XXZ Chain

In this section we switch to a partially disconnected problem, i.e., to the entanglement properties of the spin-3/2 XXZ chain.

In the first part of the section, we numerically verify, by means of DMRG simulations, the prediction (4.20) for the REE’s of excited states in a periodic system described by a CFT (see chapter 4 and [616]), in a non-trivial model, i.e., the critical spin-3/2 XXZ chain, that is known to belong to the Luttinger
Figure 3.15: REE’s for the spin-3/2 XXZ chain. (a): VNEE of ground and vertex-excited states at different values of $\Delta$; (b): $n = 10$ REE for the vertex-excited state, at different values of $\Delta$ (solid lines are best fits with formula $(2.87)$; see text).

As we know, the model is not integrable, and therefore constitutes a nice test for the cited formula, that up to now has been tested just on integrable models [6, 16, 46]. We considered the excited state that, in the $c = 1$ CFT picture, is created by a vertex operator [42]; if the ground state is defined as the ground state in the $\sigma^z = 0$ sector, the excited states under exam is the ground state in the $\sigma^z = 1$ sector (we recall that the Hamiltonian commutes with $\sigma^z$); the CFT prediction for this kind of state is, at PBC, that no universal correction should appear. Our simulations were performed by DMRG in the entire critical region $-1 < \Delta < 1$, for $L = 60$ and PBC. In figure 3.15(a) we consider the VNEE of the ground and excited state, as a function of $l$, for different values of the anisotropy: in any case, we find an amazing superposition for the curves of ground and excited states, meaning that no universal corrections arise. Moreover, we checked this behavior with exact diagonalization (see, e.g., [34]) for small system sizes up to $L = 12$.

We note that, in the $n = 1$ case, oscillations are absent, as it should be at PBC. For them to arise, we have to consider different $n$’s. In figure 3.15(b), we plot the $n = 10$ REE of the excited state as a function of $l$: it is evident that the oscillations have now a different shape with respect to the usual ones we have for the ground state of the $\sigma^z = 0$ sector. Actually, formula $(2.87)$ remarkably holds even in this case, as it has been checked for different values of $n$ and $\Delta$: the main difference with the ground state behavior is the Fermi momentum, that, being now $k_F = 31\pi/60$, makes the oscillations shape looking uncommensurate. As usual, the agreement is worst close to the Heisenberg point $\Delta = 1$, due to the fact that logarithmic corrections arise, as emphasized all along the present chapter.

In the second part of the section, we analyze a conjecture, formulated by Xavier in reference [114]. By means of DMRG simulations, he found that, both under OBC and PBC, the following relation links the VNEE’s of the ground
Figure 3.16: $\Delta$-dependence of $\Delta S(3/2)$; the values are computed by taking the mean value of the quantity in the range $l \in [11, 30]$, to eliminate its weak $l$-dependence.

states of half-odd spin-$S$ XXZ chains:

$$\Delta S(S) \equiv S(l, L)_S - S(l, L)_{S-1} = \frac{1}{2S - 1} + \epsilon_S$$  \hspace{1cm} (3.12)

where $S \geq 5/2$ and $\epsilon_S \to 0$ in the thermodynamic limit: the above defined quantity is therefore universal. We verify that for $S = 3/2$ equation (3.12) does not hold: we plot the $\Delta$-dependence of $\Delta S(3/2)$ in figure (3.16). Our result numerically agrees with what found in reference [114] for $\Delta = 1/2$; moreover, we show that $\Delta S(3/2)$ develops an unexpected dependence on $\Delta$. 
Chapter 4

Entanglement Entropies in Open Conformal Systems

In this chapter, we are going to study the effect of general conformal boundary conditions (see section 2.4.2) on the entanglement entropies of a system described by a conformal field theory. Our aim is to fill a hole in the literature, since just one conformal boundary condition, the simplest one, was taken into account, by Calabrese and Cardy [23] (numerical studies are available too; see [120] [4]). In section 4.1 we will derive the Calabrese-Cardy (2.81), with $\eta = 2$, in a different way with respect to reference [23]; in section 4.2 we will derive formula (4.24) for the corrections to (2.81), when general conformal boundary conditions are chosen; in sections (4.3) and (4.4) we will compute the explicit shape of such correction and verify it numerically in two non-trivial models, i.e., the $c = 1/2$ minimal conformal field theory and the $c = 1$ compactified free massless boson. The work was done by myself, J.C. Xavier, F.C. Alcaraz and G. Sierra [104].

4.1 The Free-Free Case

In this section, we adapt the computation that was first performed by Calabrese and Cardy [23] (see also [24]) to the case in which the system has two free spatial edges (FF boundary conditions). The result for the REE’s of the ground state is already known to be (2.81) with $\eta = 2$; however, the technique we use is slightly different from the original one, allowing a straightforward extension to general conformal boundary conditions.

The goal is to compute the $n$-th REE (2.80) of the ground state in a 1D system of size $L$ with FF boundary conditions at $T = 0$, described by a CFT; moreover, we suppose $A$ to share its left boundary with the system. It was shown by Holzhey, Larsen and Wilczek that, for the ground state, [66]

$$\text{Tr}_A[\rho^n_A] = \frac{Z_n(A)}{Z^n}$$

(4.1)
being \( Z \) the partition function, and \( Z_n(A) \) the partition function of a system composed of \( n \) copies of the original one on an \( n \)-sheeted Riemann surface \( \mathcal{R}_n \), obtained by identifying the subsystem \( A \) of the \( j \)-th copy with the one of the \((j+1)\)-th (the \( n \)-th \( A \) is "sewn" to the first): the extremes of the interval \( A \) become therefore, in this picture, branch points.

Let us call \( w \equiv \tau + ix \), with \( \tau \in \mathbb{R} \) and \( x \in [0, L] \), the complex coordinate on each sheet of \( \mathcal{R}_n \), and \( 0, il \) the spatial extremes of \( A \); let us choose \( T \equiv 0 \), i.e., \( \beta = +\infty \). By the conformal transformation

\[
z(w) \equiv \left[ \frac{\sinh \frac{\pi(w-il)}{2L}}{\sinh \frac{\pi(w+il)}{2L}} \right]^{1/n} \quad (4.2)
\]

\( \mathcal{R}_n \) is mapped to the unit disc \(|z| \leq 1\), that we will call \( \mathbb{D} \). This transformation affects \( Z_n(A) \), being it a 0-points correlation function, according to the conformal Ward identity (2.66) (actually, according to its finite version). Therefore, being the effect of \( z(w) \) the same on each sheet, \( 4.1 \) must be proportional to the contour integration of \( \langle T(w) \rangle_{\mathcal{R}_n} \) (+ its antiholomorphic counterpart) elevated to the \( n \)-th power.

The advantage of performing the transformation \((4.2)\) is that it ensures rotational and translational invariance. The transformation of \( T(w) \) is

\[
T(w) = (z')^2 T(z) + \frac{c}{12} \{z, w\} \quad (4.3)
\]

where \( z' \equiv \frac{dz}{dw} \) and \( \{z, w\} \) is the Schwartzian derivative

\[
\{z, w\} \equiv \left( \frac{z''}{z'} \right)' - \frac{1}{2} \left( \frac{z''}{z'} \right)^2 \quad (4.4)
\]

Since we are now on the unit disc, we have that \( \langle T(z) \rangle_{\mathbb{D}} = 0 \), and

\[
\langle T(w) \rangle_{\mathcal{R}_n} = \frac{c}{12} \{z, w\} = -\frac{\pi^2 c}{24L^2} + \frac{\pi^2(1 - \frac{1}{n^2})c}{96L^2} \left( \frac{\sinh^2 \frac{\pi il}{2L}}{\sinh^2 \frac{\pi(w+il)}{2L}} \sinh^2 \frac{\pi(w-il)}{2L} \right) \quad (4.5)
\]

Let us consider now the correlation function on the original space time \( \mathbb{R} \times i[0, L] \), that we call strip,

\[
\langle T(w) \Phi(w', \bar{w}') \rangle_{\text{strip}} \quad (4.6)
\]

where \( \Phi \) is a primary field of conformal dimensions \( h, \bar{h} \). By the transformation

\[
w = \frac{L}{\pi} \ln z \quad (4.7)
\]

the strip is mapped to the upper-half plane \( \mathbb{H} \), a geometry that is more suitable to calculations. The transformation \((4.7)\) changes \( T(w) \), according to \((4.3)\), into

\[
T(w) = -\frac{\pi^2 c}{24L^2} + \frac{\pi^2}{L^2} z T(z) \quad (4.8)
\]
and the primary field, according to (2.67), into
\[
\Phi(w, \bar{w}) = \left( \frac{L}{\pi} \right)^{-h} \left( \frac{L}{\pi} \right)^{-\tilde{h}} \Phi(z, \bar{z})
\] (4.9)
so that (4.6) takes the form
\[
\langle T(w) \Phi(w', \bar{w}') \rangle_{\text{strip}} = -\frac{\pi^2 c}{24L^2} \left( \frac{L}{\pi} \right)^{-h-\tilde{h}} z' \bar{z}' \langle \Phi(z', \bar{z}') \rangle_{\text{uhp}} + \\
+ \frac{\pi^2}{L^2} \left( \frac{L}{\pi} \right)^{-h-\tilde{h}} z' \bar{z}' \langle T(z) \Phi(z', \bar{z}') \rangle_{\text{uhp}}
\] (4.10)
where \( \langle \cdot \rangle_{\text{uhp}} \) denotes the expectation value on the upper-half plane.

On the upper-half plane, the holomorphic and the antiholomorphic sectors are not independent anymore, and one can use the so called mirror-image trick (see section 2.4.2). \( \langle \Phi(z', \bar{z}') \rangle_{\text{uhp}} \) looks now [42]
\[
\langle \Phi(z', \bar{z}') \rangle_{\text{uhp}} = \langle \Phi_h(z') \Phi_h(z'^*) \rangle_{C} = \frac{1}{(z - z'^*)^{2h}}
\] (4.11)
where \( \Phi_h \) is a \textit{chiral} field of conformal dimension \( h \); \( \langle T(z) \Phi(z', \bar{z}') \rangle_{\text{uhp}} \) is instead
\[
\langle T(z) \Phi(z', \bar{z}') \rangle_{\text{uhp}} = \langle T(z) \Phi_h(z') \Phi_h(z'^*) \rangle_{\text{uhp}} = \\
= \frac{h}{(z - z'^*)2(z - z'^*)2(z' - z'^*)2h - 2}
\] (4.12)
and we have therefore, after some calculations,
\[
\langle T(w) \Phi(il) \rangle_{\text{strip}} = \frac{(\frac{2L}{\pi})^{-2h}}{(\sinh \frac{\pi il}{L})^{2h}} \left[ -\frac{\pi^2 c}{24L^2} + \frac{\pi^2 h}{4L^2} \frac{\sinh^2 \frac{\pi il}{L} \sinh^2 \frac{\pi (w-il)}{L}}{\pi (w-il)} \right]
\] (4.13)
Since [42]
\[
\langle \Phi(il) \rangle_{\text{strip}} = \frac{(\frac{2L}{\pi})^{-2h}}{(\sinh \frac{\pi il}{L})^{2h}}
\] (4.14)
we have demonstrated that
\[
\langle T(w) \rangle_{\mathcal{R}_n} = \frac{\langle T(w) \Phi(il) \rangle_{\text{strip}}}{\langle \Phi(il) \rangle_{\text{strip}}}
\] (4.15)
if and only if
\[
h = \frac{c \left( 1 - \frac{1}{\pi^2} \right)}{24}
\] (4.16)
It is thus clear that \( \text{Tr}_A[\hat{\rho}_n^A] \) behaves, under conformal transformations, as a \textit{one-point correlation function} on the strip, and one has therefore [42], since
the conformal Ward identity completely determines the conformal properties of a correlation function,

$$\text{Tr}_A [\hat{\rho}_A^n] = \tilde{c}_n \left( \frac{2L}{\pi \sin \frac{\pi l}{L}} \right)^{2n} e^{-\frac{(1-n)}{24}} $$

being $\tilde{c}_n$ a constant that cannot be exactly evaluated this way. It is now immediate to check that the $n$-th REE (2.80) looks like (2.81) with $\eta = 2$, that is what we wanted to show.

## 4.2 The General Case

Let us now suppose that our open system does not satisfy $FF$, but more general boundary conditions preserving its conformal invariance. For a general CFT the complete set of such boundary conditions is not known, except for specific CFTs, like minimal models [29] and the $c = 1$ free boson [95]. These are exactly the cases we will examine in sections 4.3 and 4.4.

Let us consider the situation of section 4.1, with generic conformal boundary conditions on the lower and on the upper edges, that we call $a$ and $b$ respectively. Performing the replica trick, this system will be mapped to a $n$-sheeted Riemann surface consisting of the usual seam of $n$ copies of the system; then, by the mapping (4.2), the strip is mapped to the unit disc $D$. Let us call $z_{n,k}^\pm$ the images of the points $w = \pm \infty$ of the $k$-th sheet: they are given by

$$z_{n,k}^\pm = \exp \left[ \frac{i\pi}{n} (\mp x + 2k) \right]$$

where $x \equiv l/L \in [0, 1]$; in the unit disc picture, the boundary conditions change exactly at these points. As we saw in section 2.4.2, the effect of the open geometry is to constraint and reduce the operator content of the theory, that becomes, in general, chiral, and the exact operator content itself is related to the fusion rules of the CFT. It may happen or not that the theory contains the Verma module of the identity: in this case, the correction to the REE’s of the ground state should vanish (in many cases, however, as we shall see, it is actually a constant). However, if the Verma module of the identity is not present, the operator creating the ground state for the vacuum is a different one, and it behaves as an excited state on the vacuum.

The right way to compute REE’s for excited states created by primary operators was first introduced by Alcaraz, Berganza and Sierra in [6] and adapted by the same authors to the formalism we are using in [16]. Skipping the computations, what one has is that $\text{Tr}_A [\hat{\rho}_{T,A}^n]$ for a low-lying excited state (generated by a primary field) takes the general form

$$\text{Tr}_A [\hat{\rho}_{T,A}^n] = \frac{Z_\eta(A)}{Z^n} F_\eta^n(A)$$
where $\Upsilon(\tau, x)$ is the primary operator creating the excited state from the vacuum and $F^{(n)}_\Upsilon(A)$ is the correlation-functions ratio

$$F^{(n)}_\Upsilon(A) = \frac{\langle \prod_{k=0}^{n-1} \Upsilon_k(-\infty, 0) \Upsilon_k^\dagger(+\infty, 0) \rangle_{\mathcal{R}_n}}{\langle \Upsilon_0(-\infty, 0) \Upsilon_0^\dagger(+\infty, 0) \rangle_{\mathcal{R}_1}}$$  \hspace{1cm} (4.20)$$

The $n$-th REE is therefore

$$S_n(l, L) = S^{CC}_n(l, L) + \frac{1}{1-n} \ln F^{(n)}_\Upsilon(A)$$  \hspace{1cm} (4.21)$$

and the computation of the correction to the Calabrese-Cardy behavior reduces to a correlation-function computation.

The main consequence of the open geometry on a CFT is that it makes it chiral (see section 2.4.2): all the operators we consider contain therefore just their holomorphic part. The explicit computation of (4.20) is carried out by going to the unit disc, by using transformation (4.2). The $\Upsilon$’s are primary fields, and transform according to (2.67). We have, after performing all the derivatives,

$$F^{(n)}_\Upsilon(A) = n^{-2n}h \left( \prod_{k=0}^{n-1} \frac{z_{n,k}z_{n,k}^+}{(z_{1,0}z_{1,0}^+)^n} \right)^h \frac{\langle \prod_{k=0}^{n-1} \Upsilon(z_{n,k}) \Upsilon^\dagger(z_{n,k}^+) \rangle_{\mathcal{D}}}{\langle \Upsilon(z_{1,0}) \Upsilon^\dagger(z_{1,0}^+) \rangle_{\mathcal{D}}}$$  \hspace{1cm} (4.22)$$

The prefactor of the correlation functions looks explicitly

$$\left( \prod_{k=0}^{n-1} \frac{z_{n,k}z_{n,k}^+}{(z_{1,0}z_{1,0}^+)^n} \right)^h = e^{i2\pi(n-1)h}$$  \hspace{1cm} (4.23)$$

and the correlators on the unit disc are simply correlators on the complex plane, because of the chirality of the theory, that has already been taken into account: there is here no need of mirror-tricks. In the end, one is left with

$$F^{(n)}_\Upsilon(A) = n^{-2n}e^{i2\pi(n-1)h} \frac{\langle \prod_{k=0}^{n-1} \Upsilon(z_{n,k}) \Upsilon^\dagger(z_{n,k}^+) \rangle_{\mathcal{C}}}{\langle \Upsilon(z_{1,0}) \Upsilon^\dagger(z_{1,0}^+) \rangle_{\mathcal{C}}}$$  \hspace{1cm} (4.24)$$

which is the form we will use for computations in the next sections.

### 4.3 First Case: the $c = 1/2$ Minimal CFT

The common task of the next two sections is the numerical test of the predictions of CFT, on the base of formula (4.24). Let us start by considering the simplest minimal CFT, i.e., the one with $c = 1/2$. The boundary conditions are, in
Table 4.1: The open Ising model.

| a  | b   | h    | Figure |
|----|-----|------|--------|
| +  | +   | 0    | 4.1    |
| F  | F   | 1/2  | 4.2    |
| +  | F   | 1/16 | 4.3    |
| +  | −   | 1/2  | 4.4    |

minimal theories, completely classified, as we saw in section 2.4.2. In particular, for the $c = 1/2$ minimal CFT, the fusion coefficients are given by

\[
\begin{align*}
N^{h}_{00} &= \delta^{h}_0 \\
N^{h}_{0 \frac{1}{16}} &= \delta^{h}_{\frac{1}{16}} \\
N^{h}_{0 \frac{1}{2}} &= \delta^{h}_{\frac{1}{2}} \\
N^{h}_{\frac{1}{2} \frac{1}{16}} &= \delta^{h}_0 + \delta^{h}_{\frac{1}{2}} \\
N^{h}_{\frac{1}{2} \frac{1}{2}} &= \delta^{h}_{\frac{1}{2}} \\
N^{h}_{\frac{1}{4} \frac{1}{16}} &= \delta^{h}_{0} \\
\end{align*}
\]  

(4.25)

These rules immediately tell us that for the ground state with $\tilde{0}$, $\tilde{\frac{1}{16}}$, and $\tilde{\frac{1}{2}}$ boundary conditions there should not be any correction to the REE's (at least, up to a constant, as we will see). Non-trivial corrections should appear in the other cases.

The first step is to individuate which 1D quantum lattice model corresponds to the CFT. It is known that the simplest of these lattice realizations is the 1D critical Ising model [81], i.e., the Hamiltonian (2.48) with $h = \gamma = 1$. The next step (and, indeed, the most complicated one) is to individuate the correspondence between the CFT boundary conditions and the lattice ones: it was found [28, 96, 29, 120] that the $\tilde{0}$ ($\tilde{\frac{1}{2}}$) CFT boundary condition corresponds to fix the $x$-component of $\vec{\sigma}$ to +1 (−1), while the $\tilde{\frac{1}{16}}$ boundary condition amounts to let the edge free. In particular, as we see in appendix D, this kind of boundary condition can be implemented with DMRG in an exact way (actually, the REE's for the $\tilde{\frac{1}{16}}$ boundary condition, being the fermionic Hamiltonian (2.49) quadratic, can be computed with the exact method of appendix A). From now on, for sake of clarity, we will replace $\tilde{0}$, $\tilde{\frac{1}{2}}$ and $\tilde{\frac{1}{16}}$ by +, − and $F$ respectively. In table 4.1, we resume all the cases we are going to consider.

Let us begin by considering the $FF$ case: we numerically compute, with the method of appendix A, the VNEE for system sizes multiple of 20 in the interval [60, 180], and we fit each curve with formula (2.81). For each $L$, we obtain a value of $c^{\eta=2}_1(L)$ and $c(L)$. Taking the FSS of these estimations we have, in the end, $c^{\eta=2}_1 = 0.241043$, $c = 0.499137$: this value of the central charge is very close to the theoretical one, i.e., 0.5. In order to further check our data, we compute, using the same method, the VNEE with PBC, with a system size $L = 1000$, and
we extrapolate the value of $c_1^{\eta=1} = 0.484163$: the difference $c_1^{\eta=1} - c_1^{\eta=2}/2$ is of the order of $10^{-2}$, confirming therefore relation (2.82) with $g = 1$, as expected: no boundary entropy is present in the $FF$ case. The $FF$ values of REE’s will be taken as references for the other boundary conditions.

Let us examine now the cases ++ and −−, where no non-trivial corrections should appear for the ground state. We just consider the ++ case, by means of DMRG: the −− can be seen to be analogous to the ++ one, by applying the first of transformations (2.51) on the lattice model. We performed DMRG simulations by implementing the boundary conditions exactly, following appendix D; we considered system sizes in the range $L = 60 - 180$, and used 3 sweeps and up to 800 states per block, in order to achieve a typical truncation error of $10^{-12}$ or less (these will be the typical system sizes we will consider, and the typical truncations we will have in the section; we will not report this technical information anymore). Results are shown in figure 4.1(a) and (c) for $n = 2$ and 3: the corrections seem to flatten, by increasing $L$, to a finite value.

In figures 4.1(b) and (d) we show by FSS (see caption) that this value is, in both cases, $-\frac{1}{2} \ln 2$, i.e., the value of the boundary entropy of one edge (see section 2.4.2): the only arising correction is this constant one.

In the $FF$ case, there is something more than what we just said: in fact, according to the fourth fusion rule of (4.25), the spectrum includes a second conformal tower, the one of the $\epsilon$ operator, whose chiral counterpart is the Majorana operator $\chi$: the first-excited-state REE’s should have non-trivial corrections, that are of the form $F_\epsilon^{(n)}(x)$, according to (4.24). The conformal block of Majorana operators is known to be a Pfaffian (see appendix C), and therefore is, in principle, very easily computable. Moreover, it has been argued by Berganza, Alcaraz and Sierra [16] that

$$F_\epsilon^{(n)}(x) = \sqrt{F_{i\partial\phi}^{(n)}(x)}$$

where $\phi$ is the bosonic field of a $c = 1$ CFT defined on the complex plane (see section 4.4). Remarkably, Essler, Läuchli and Calabrese analytically continued $F_{i\partial\phi}^{(n)}$ to non-integer $n$ [50]:

$$F_{i\partial\phi}^{(n)}(x) = \left[\frac{2\sin(\pi x)}{n}\right]^n \frac{\Gamma\left(\frac{1+n+n\csc(\pi x)}{2}\right)}{\Gamma\left(\frac{1-n+n\csc(\pi x)}{2}\right)}$$

where $\Gamma(x)$ is the Euler $\Gamma$ function. We start by considering $n = 1$, i.e., the VNEE. Since for $n = 1$ both numerator and denominator in equation (2.80) vanish, we have to take the limit of the whole expression, and not to consider just $F_{\epsilon}^{(1)}$. What one has in the end is, as found by Essler, Läuchli and Calabrese [50]

$$\lim_{n\to 1} \frac{1}{1-n} \ln F_\epsilon^{(n)}(x) = \ln |2\sin(\pi x)| + \psi\left(\frac{1}{2\sin(\pi x)}\right) + \sin(\pi x)$$
Figure 4.1: Comparison between the DMRG computations and the CFT predictions for \( n = 2, 3 \) REE’s for the ground state of the critical Ising model with ++ boundary conditions. (a): finite-size numerically-computed corrections to the FF \( S_2 \), as a function of \( x \equiv l/L \), for \( x \in [8/L, 1 - 8/L] \); (b): FSS of the previous difference for specific values of \( x \), using the 5-parameters formula \( y = a_0 + a_1 x + a_2 x^2 + a_3 x^3 + a_4 x^4 \) (solid lines); (c), (d): same analysis for \( n = 3 \). In any case, the agreement with the constant value \( -\frac{1}{2} \ln 2 \) is good up to differences smaller than 1%.

being \( \psi(x) \) the digamma Euler function \( \psi(x) \equiv \frac{d}{dx} \ln \Gamma(x) \), i.e., the logarithmic derivative of the Euler \( \Gamma \) function. For \( n = 2 \) there is no problem, and we simply have, as shown by Berganza, Alcaraz and Sierra [16],

\[
F^{(2)}_\chi(x) = \frac{7 + \cos(2\pi x)}{8}
\]  

(4.29)

To confirm these predictions, we compute the VNEE and the \( n = 2 \) REE for the first excited state with the method of appendix A and we compare them with the CFT predictions (4.28) and (4.29), as shown in figure 4.2. As always, the finite-size agreement is not perfect, but taking the thermodynamic limit, that is equivalent to a continuum limit, we find in both cases an agreement well below 1%.

We switch now to the +F case (we do not consider the −F case, that is
equivalent to the $+F$ one for symmetry reasons); in this case, the spectrum just contains the conformal tower of $\sigma$, and therefore the ground-state REE’s will receive corrections of the type $F^{(n)}(x)$. The general conformal block of $\sigma$ fields has been computed for any even number of operators by Ardonne and Sierra [10]; we resume the result in appendix C. We start by considering the $n = 1$ case, i.e., the denominator of equation (4.24). It is simply given by (see appendix C)

$$S_0^2(v_1, v_2) = v_{12}^{-1/8}$$

(4.30)

so that, for $v_1 = z_{1,0}^-$ and $v_2 = z_{1,0}^+$,

$$S_0^2(z_{1,0}^-, z_{1,0}^+) = 2^{-1/8} e^{i\pi/16} [\sin(\pi x)]^{-1/8}$$

(4.31)

Let us switch to the $n = 2$ case: it is easy to see that formula (C.4), for $n = 2$,
explicitly looks
\[ S^4_p(v_1, v_2, v_3, v_4) = \frac{1}{\sqrt{2}} \prod_{a<b} v_{ab}^{-1/8} \sqrt{v_{13}v_{24} + (-1)^p v_{14}v_{23}} \quad (4.32) \]
where \( p = 0, 1 \) labels the two possible conformal blocks. Placing the fields at the right coordinates (4.18), it reduces to
\[ S^4_p(\zeta_{2,0}, \zeta_{2,1}, \zeta_{2,1}^+) = [\sin(\pi x)]^{-1/4} \begin{cases} \cos \frac{\pi x}{4} & p = 0 \\ \sin \frac{\pi x}{4} & p = 1 \end{cases} \quad (4.33) \]
so that the two corresponding values of \( F^{(n)}(\sigma) \) are given by
\[ F^{(2)}_{\sigma,p}(x) = \begin{cases} \cos \frac{\pi x}{4} & p = 0 \\ \sin \frac{\pi x}{4} & p = 1 \end{cases} \quad (4.34) \]
Since our system is ordered at the left boundary, we expect the correction to be, in our case, the one for \( p = 0 \). The \( n = 2 \) REE is therefore
\[ S_{2,+F}(l, L) - S_{2}^{CC}(l, L) = -\ln \cos \frac{\pi x}{4} \quad (4.35) \]
In the \( n = 3 \) case the computation proceeds in an analogous way. There, one deals with 6-points correlation functions of \( \sigma \) fields, and therefore he would expect to have 4 independent ones. However, it can be seen, with a very boring computation, by means of equation (4.4), that we do not show here, that three of them are equal, and therefore one is left with just two independent conformal blocks. Analogously with the 4-point case, one has, in the end,
\[ F^{(3)}_{\sigma,p}(x) = \begin{cases} \cos \frac{\pi x}{3} & p = 0 \\ \frac{1}{\sqrt{3}} \sin \frac{\pi x}{3} & p = 1 \end{cases} \quad (4.36) \]
and chooses, for the \( +F \) case, the correction with \( p = 0 \), so that
\[ S_{3,+F}(l, L) - S_{3}^{CC}(l, L) = -\frac{1}{2} \ln \cos \frac{\pi x}{3} \quad (4.37) \]
The \( n = 2, 3 \) REE’s in the \(+F\) have been computed by means of DMRG, implementing the boundary condition in an exact way, according to the recipe of appendix D, the results are shown in figure 4.3. As usual, the convergence of the numerical data to the CFT prediction is very slow, and one has to take a FSS to verify it. What we obtain is in excellent agreement with the CFT computation, with a precision always greater than 1%. However, we had to add to (4.35) and (4.37) a constant value, i.e., the boundary entropy \(-\frac{1}{2} \ln 2\) relative to the \(+F\) case, that our computations are not able to predict.
The only case we still have to check is the \(+ -\) one: the operator content of the CFT is the conformal tower of the \( \epsilon \) operator. Therefore, the correction to the REE’s of the ground state shall be the same of the first excited state
for \( FF \) boundary conditions. We plot our DMRG results for VNEE and \( n = 2 \) REE in figure 4.4(a) and (c), and their FSS’s in (b) and (d): the agreement with the CFT prediction is good with a precision of \( 10^{-3} \) or, in most cases, less. We remark that, to make the correction more clean, we subtracted this time from the REE’s the corresponding REE’s of the ground state at \( ++ \) boundary conditions: in fact, they both contain the same boundary-entropy contributions, that therefore cancels and leaves just the non-constant correction.

To resume, we were able to compute the corrections to the scaling (2.81), with exception of the constant boundary-entropy contributions, in all the situations allowed by our formalism, i.e., when the states originate from primary operators.
Figure 4.4: Comparison between the numerical computations and the CFT predictions for the VNEE and the $n = 2$ REE of the ground state in the critical Ising model with $+ -$ boundary conditions. (a): finite-size numerically-computed corrections to the $+ -$ VNEE of the ground state; (b): FSS of the previous difference for specific values of $l$, using the 5-parameters formula $y = a_0 + a_1 x + a_2 x^2 + a_3 x^3 + a_4 x^4$ (solid lines); (c), (d): same analysis for $n = 2$.

4.4 Second Case: the $c = 1$ Compactified Free Boson

The second case we are going to examine is the $c = 1$ compactified massless free boson [42], i.e., Hamiltonian (2.58). Since the theory is not minimal, the situation is, a priori, more complicated than for the Ising model. However, it has been shown by Saleur [95] that there are just two possible conformal boundary conditions, known as Dirichlet ($D$) and Neumann ($N$). For Dirichlet boundary conditions the value of the scalar field is fixed to a constant value $\Phi_0$ at the edge, while for Neumann boundary conditions it is the dual of the scalar field that is fixed to a value $\tilde{\Phi}_0$. The corresponding $g$’s, defined in equation (2.77), have been computed by Saleur [95] to be

$$g_D = \frac{1}{\sqrt{2r\sqrt{\pi}}}$$

$$g_N = \sqrt{r\sqrt{\pi}}$$
where \( r \) is the compactification radius of the boson (equation (120) in reference [95] is actually wrong; the one we are giving is the correct value). For \( r = \frac{1}{\sqrt{\pi}} \), that is exactly our case (see below), one has \( g_D = 1 \) and \( g_N = 1/\sqrt{2} \), so that the corresponding boundary entropies are 0 and \(-\frac{1}{2} \ln 2\).

First of all, let us consider the simplest lattice realization of the CFT: it is, as shown by Bilstein and Wehefritz, the modified XX Hamiltonian [18, 17]

\[
H_B = -\sum_{j=1}^{L-1} (\sigma_j^x \sigma_{j+1}^x + \sigma_j^y \sigma_{j+1}^y) - \frac{1}{2} (\alpha_- \sigma_1^- + \alpha_+ \sigma_1^+ + \alpha_+ \sigma_L^+ + \beta_- \sigma_L^- + \beta_+ \sigma_L^+ + \beta_+ \sigma^+ \sigma^-)
\]

(4.39)

The sum term in the Hamiltonian is simply the open spin-1/2 XX chain (see section 2.2.2); the boundary terms make it, in general, not Hermitian. With PBC and without boundary terms, the system is well known to be, at half filling, described by a \( c = 1 \) compactified massless free boson, with compactification radius \( r = \frac{1}{\sqrt{\pi}} \) (see, e.g., [55]; in the book by Di Francesco, Mathieu and Sénéchal [42], the notation is slightly different, and the compactification radius is \( R \equiv 2r \sqrt{\pi} \)); the bulk theory shall be the same even in this case. An accurate exact analysis of the open model (4.39), performed by Bilstein [17], has pointed out that, varying the values of the boundary parameters, the partition function of the system is exactly the same as in a \( c = 1 \) compactified free bosonic theory with \( r = \frac{1}{2\sqrt{\pi}} \) and OBC [95]. Explicitly, when the boundary condition is \( DD \), one has [95]

\[
Z_{DD}(q, \Delta) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(\Delta+n)^2}
\]

(4.40)

where \( \eta(q) \) is the Dedekind \( \eta \) function and \( \Delta \equiv \Phi_0 - \Phi'_0 \) is the difference of the field values at the boundaries; we remark that is what we obtained explicitly for the cases of section 2.2.1 that belong therefore to the \( DD \) class of boundary conditions. For \( NN \) boundary conditions, one has

\[
Z_{NN}(q, \Delta) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{2(n+\tilde{\Delta}/2)^2}
\]

(4.41)

where now \( \tilde{\Delta} \equiv \tilde{\Phi}_0 - \tilde{\Phi}'_0 \) is the difference of the dual-field values at the boundaries. The partition function for mixed \( ND \) boundary conditions is given by

\[
Z_{ND}(q) = \frac{1}{2\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(n-\frac{1}{2})^2}
\]

(4.42)

where the values of the fields at the boundaries are absent [95]. In all cases, \( q = e^{-\pi \beta/L} \), being \( \beta \) the inverse temperature, plays the role of a modular parameter [42], even if there is no modularity at all. We just use a part of the Bilstein’s results [17]: the simplest realization of \( DD \) boundary conditions is given, as one can expect, by the choice

\[
DD : \quad \alpha_- = \alpha_+ = \alpha_z = \beta_- = \beta_+ = \beta_z = 0
\]

(4.43)
that is the (0, 0) case considered in section 2.2.1. NN and ND boundary conditions are, instead, simply realized by the non-trivial choices

$$\alpha_z = \beta_z = 0, \quad \alpha_- = \alpha_+ = \beta_- = \beta_+ = 2$$ (4.44)

$$\alpha_z = \beta_z = \beta_- = \beta_+ = 0, \quad \alpha_- = \alpha_+ = 2$$ (4.45)

We remark this is just a realization, and we could have done different choices by following Bilstein [17].

As in the previous case, our task is to determine the operator content of the different theories, looking directly at the partition functions. In order to do it, let us briefly describe what happens for a c = 1 compactified boson defined on a torus. It is known [43, 42] that in that case, the partition function looks

$$Z(q, \bar{q}) = \frac{1}{|\eta(q)|^2} \sum_{n, m \in \mathbb{Z}} q^{p_{mn}^2} \bar{q}^{\bar{p}_{mn}^2}$$ (4.46)

being q, \(\bar{q}\) complex numbers related to the modular parameter of the torus, and

$$p_{mn} = \frac{n}{2\sqrt{\pi r}} + \sqrt{\pi mr}, \quad \bar{p}_{mn} = \frac{n}{2\sqrt{\pi r}} - \sqrt{\pi mr}$$ (4.47)

Therefore, the conformal dimensions of the primary operators of the theory are

$$h_{mn} = \frac{1}{2} p_{mn}^2, \quad \bar{h}_{mn} = \frac{1}{2} \bar{p}_{mn}^2.$$ In our case, the compactification radius is

$$r = \frac{1}{2\sqrt{\pi}},$$

so that the p’s become

$$p_{mn} = n + \frac{m}{2}, \quad \bar{p}_{mn} = n - \frac{m}{2}$$ (4.48)

This particular choice of the radius enhances the symmetry of the theory, so that, instead of a countable infinity of primary fields, one is left with just four; this fact makes the theory a so called rational CFT [42]. To see this, let us parameterize the p’s as

$$p = 2r + \frac{\lambda}{2}, \quad \bar{p} = 2s - \frac{\lambda}{2}, \quad r, s \in \mathbb{Z}, \quad \lambda = 0, 1, 2, 3$$ (4.49)

It is easy to see that this parameterization is exactly equivalent to the previous one. The partition function becomes

$$Z(q, \bar{q}) = \frac{1}{|\eta(q)|^2} \sum_{\lambda=0}^{3} |K_\lambda(q)|^2$$ (4.50)

with

$$K_\lambda(q) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{i}{4}(4n+\lambda)^2}$$ (4.51)
Table 4.2: The open spin-1/2 XX chain.

| a | b | h | Figure |
|---|---|---|--------|
| N | N | 0 | 4.5   |
| D | D | 1/2 | 4.6 |
| D | D | 1 | 4.7 |
| N | N | 1 | 4.8 |
| N | D | 1/16 | 4.9 |
| N | D | 9/16 | 4.10 |

Explicitly, the characters \((4.51)\) look

\[
K_0(q) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(2n)^2}
K_1(q) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(2n+\frac{1}{2})^2}
K_2(q) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(2n+1)^2}
K_3(q) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(2n-\frac{1}{2})^2}
\]

These are the characters corresponding to the four Verma modules of the rational CFT. The chiral algebra of the theory is given by

\[
\mathcal{A} = \{1, T(z), J(z) = i\partial\phi(z), W^\pm(z) = e^{\pm2i\phi(z)}\}
\]

which, in addition to the stress tensor \(T(z)\) and the \(U(1)\) current \(J(z)\), contains the two charge fields \(W^\pm(z)\), of conformal dimension \(h_W = 2\). The weight of the primary fields are \(h_\lambda = 0, 1/8, 1/2, 1/8\) for \(\lambda = 0, 1, 2, 3\), so that \(K_0\) is the character of the conformal tower of the identity. Indeed, the expansion of this character around \(q = 0\), given by

\[
q^{1/24}K_0(q) = 1 + q + 4q^2 + O(q^3)
\]

shows that the linear term corresponds to the current \(J(z)\), while the quadratic one corresponds to the four fields \(T(z), \partial^2\phi(z)\) and \(W^\pm(z)\). The fusion coefficients of the theory are simply given by \((4.55)\)

\[
N_{\nu\mu} = \delta_{\nu\mu}
\]

where the indices are defined modulo 4.

Let us come back to the open case: all the cases we will consider are listed in table 4.2. We start by considering the \(DD\) and the \(NN\) case. By direct comparison, it is easy to argue that the partition functions \((4.40)\) and \((4.41)\), with \(\Delta = \tilde{\Delta} = 0\), can be re-written as

\[
Z_{DD}(q) = K_0(q) + K_2(q)
Z_{NN}(q) = K_0(q)
\]
so that the $NN$ case is actually the simplest, containing just the identity sector. However, for both $DD$ and $NN$ boundary conditions, the ground state REE’s should receive no corrections to the scaling (2.81), up to, as in the minimal-$c = 1/2$ case, the constant boundary entropy, that our formalism seems not to be able to predict. The absence of universal non-constant corrections has been observed in the $DD$ case in several works (see, e.g., chapter 3); we are going to verify it numerically in the $NN$ case. We performed DMRG simulations at the system size $L = 100$, using 3 sweeps and up to 1100 states per block (these are the typical number of sweeps and states per block we will use in the following), in order to have a truncation error of $10^{-10}$ or less; the results are shown in figure 4.5. The only corrections arising are an oscillating one, typical of $c = 1$ systems (see, e.g., section 2.5.3 and chapter 3) and a constant one, of the value of $-\frac{1}{2} \ln 2$ (it is exactly the boundary entropy associated to the $N$ boundary condition), as it happened in the $c = 1/2$ case. The presence of the oscillating correction does not worry us so much, since it has been shown that it cannot be predicted just by means of CFT (see section 2.5.3); our formalism cannot therefore provide its specific form.

In the $DD$ case, beside $K_0$, the partition function also contains the character $K_2$, whose primary field is a vertex operator of conformal weigth 1/2 [42]. We proceed in analogy with the PBC case [6, 16], and we consider the ground state in the filling-$1/2 + 1/L$ sector, i.e., the one with $L/2 + 1$ fermions. Its energy is given by (the single-particle spectrum is the one of the $(0,0)$ Hamiltonian of section 2.2.1)

$$E_{+1f} - E_{GS} = \sin \frac{\pi}{2(L + 1)}$$

(4.57)

that, expanded in powers of $1/L$, reads

$$E_{+1f} - E_{GS} = \frac{\pi}{2L} + O(1/L^2)$$

(4.58)
that identifies the conformal dimension of the operator creating the excitation as 1/2 (see equation (2.71)), the same of the PBC case: this state is therefore the one we were looking for. The relative operator was predicted, by Alcaraz, Berganza and Sierra [6], not to bring any correction to the scaling of REE’s. In figure 4.6 we show that this is the case, up to oscillating factors (the numerical data were produced by the method of appendix A). We add that the considered state is degenerate: the ground state in the filling-(1/2 + 1/L) sector has the same energy, and therefore is created by a vertex operator of conformal dimension 1/2, too. The REE’s of this state are numerically seen to be exactly the ones of the ground state in the filling-(1/2 + 1/L) sector, and therefore we do not show them here.

Moreover, both in the DD and in the NN case, there is a third excitation that is created by a primary operator. This fact can be seen by expanding $Z_{DD}(q)$ and $Z_{NN}(q)$ around $q = 0$:

$$q^{1/24}Z_{DD}(q) = 1 + 2q^{1/2} + q + O(q^2)$$

$$q^{1/24}Z_{NN}(q) = 1 + q + O(q^2) \quad (4.59)$$

We remark that, in the DD case, the $q^{1/2}$ term corresponds to the states we just considered, i.e., the ones with one fermion more or less than the half filling, and has therefore a factor two on top. In both cases, the next term is $q$ with multiplicity one, telling us that there should be a state in the spectrum originating from an operator of conformal dimension 1, that is, in the CFT picture, $i\partial \phi$. In the DD case, the corresponding state is known to be the particle-hole excitation [6, 16], i.e., the state created from the ground state by moving the closest-to-the-Fermi-level fermion one level up: let us verify it in our case. Its energy is given by

$$E_{ph} - E_{GS} = 2\sin \frac{\pi}{2(L+1)} \quad (4.60)$$
Expanding it in powers of $1/L$, we have

\[ E_{ph} - E_{GS} = \frac{\pi}{L} + O(1/L^2) \]

that, compared to equation (2.71), tells us that the conformal dimension of the particle-hole exciting operator is 1, identifying it as $i\partial \phi$. In figure 4.7 we show the VNEE and the $n = 2$ REE, that have been computed by the method of appendix A: the corrections should take the forms (4.28) and (4.29), multiplied by a factor 2, because what we are considering is now directly $F_{i\partial \phi}$, and not its square root. The numerical scaling of the corrections fully confirms the CFT prediction.

The same corrections (up to the boundary entropy) shall be present even in the NN case, for the first excited state, as it can be seen from the second of equations (4.59): they are given, again, by $F_{i\partial \phi}^{(n)}$. We performed simulations with multi-target DMRG [41], using the usual number of sweeps and states per block, in order to achieve a maximum truncation error of $10^{-9}$: the results are displayed in figure 4.8, even in this case, the agreement is remarkable, up to the usual boundary entropy $-\frac{1}{2}\ln 2$ and oscillating contributions.

We then consider ND-boundary-conditions case: the partition function is now (4.42), and it cannot be written as a sum of characters $K_\lambda(\tau)$. This suggests us to proceed in a quite different way. It can be seen by expanding (4.42) in powers of $q$ around $q = 0$ that

\[ Z_{ND}(q) = \chi_{1/16}(q)[\chi_0(q) + \chi_{1/2}(q)] \]

where the $\chi_h(q)$’s are the characters of the $c = 1/2$ minimal CFT [42]:

\[ \chi_{(r,s)}(q) = K_r^{(4,3)}(q) - K_{r-s}^{(4,3)}(q) \]
Figure 4.8: Numerical VNEE and \( n = 2 \) REE of the first excited state of Hamiltonian (4.39) in the \( NN \) case (4.44), and comparison with the CFT prediction.

where \( (r, s) = (1, 1), (2, 1), (1, 2) \) for the identity, \( \sigma \) and \( \chi \) fields respectively, and

\[
K_{1,s}^{(4,3)}(q) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{(24n+4r-3s)^2/48}
\]

Equation (4.62) simply tells us that the states of the theory are the tensor product of two chiral states, one belonging to the Verma module of the \( \sigma \) operator and one to the sum of the Verma modules of the identity and of the \( \epsilon \). Therefore, the ground state in the \( ND \) case should receive a correction of the form

\[
F_{\sigma \otimes I, p}^{(n)}(x) = F_{\sigma, p}^{(n)}(x) F_{I}^{(n)}(x) = F_{\sigma, p}^{(n)}(x)
\]

This correction has already been computed in the previous section for \( n = 2, 3 \).

First of all, we verified with DMRG that \( h = 1/16 \) is the conformal weight of the ground state; our strategy is to use the relations (2.71) and (2.72), taking as reference the ground state in the \( DD \) case. In order to do it, we need to know the sound velocity \( u \) of the system. Since it is a bulk property, we can get it from the simple \( DD \) case, that we exactly solved in section 2.2.1. The ground state energy is easily computed to be

\[
E_0 = -\sum_{m=1}^{L/2} \cos \frac{\pi m}{L+1} = \frac{1}{2} \left( 1 - \csc \frac{\pi}{2(L+1)} \right) = -\frac{L}{\pi} + \left( \frac{1}{2} - \frac{1}{\pi} \right) - \frac{\pi}{24L} + O(L^{-2})
\]

that, compared to equation (2.72), gives \( cu = 1 \). Since we know that \( c = 1 \), we conclude that \( u = 1 \) too. To get the conformal dimension of the \( ND \) ground state, we simulated with DMRG the system at different even sizes \( L \in [62, 80] \), with the usual number of sweeps and states per block, in order to achieve a maximum truncation error of the order of \( 10^{-10} \). In figure 4.9(a) we show the scaling
of such numerical energy differences. By fitting the difference of the ground state energies with \( ND \) and \( DD \) boundary conditions using formula (2.71), we get for \( h \) a value of 0.061780, that is very close to 1/16, as expected. We then consider the \( n = 2, 3 \) REE’s: in figure 4.9(b), (c) we plot the corrections, obtained via DMRG simulations (the truncation is of the order of 10^{-10} or less), and we compare it with the conformal predictions \( F^{(2)}_{\sigma,0} \) (equation (4.35)) and \( F^{(3)}_{\sigma,0} \) (equation (4.37)). Even in this case, the agreement between numerics and analytical predictions is excellent, up to the usual boundary-entropy constant \( -\frac{1}{2} \ln 2 \), that we had to add by hand.

In this picture, that is related to the conformal blocks of the \( c = 1/2 \) minimal CFT, one can even consider the first excited state, that should be associated with the conformal weight \( h = 9/16 \), since it is created by the tensor product of primary fields \( \chi \otimes \sigma \). First of all, we numerically verified that \( h = 9/16 \) is indeed the conformal weight of the excited state, by means of a multi-target-DMRG simulation \[41\] and of the method used for to get the ground-state conformal weight, based on equations (2.71) and (2.72): we show the result in figure 4.10(a). From this procedure we get the value 0.547667, in reasonable
agreement with the prediction $9/16$. By means of the same simulations, we computed the $n = 2, 3$ REE’s. The correlation functions in equation (4.24), since the exciting operator is a tensor product, is simply the product of correlation functions of $\chi$ and $\sigma$ operators:

$$F_{\sigma \otimes \chi, p}^{(n)}(x) = F_{\sigma, p}^{(n)}(x) F_{\chi}^{(n)}(x)$$

(4.67)

For $n = 2$, these quantities have already been computed in the previous section. We have

$$F_{\sigma \otimes \chi, 0}^{(2)}(x) = \cos \frac{\pi x}{4} \cdot \frac{1 + \cos(2\pi x)}{8}$$

(4.68)

In figure 4.10(b) we show the correction we compute with DMRG, and we see that the CFT prediction fits very well the numerical data, up to the usual bothering oscillations and the constant boundary entropy $-\frac{1}{2} \ln 2$. The same happens for the $n = 3$ REE (see figure 4.10(c)), for which we have, from equations (4.26) and (4.27)

$$F_{\chi}^{(3)} = \frac{7 + 2\cos(2\pi x)}{9}$$

(4.69)

Therefore, even in the $c = 1$, highly non-trivial case, we were able to predict the corrections to the REE’s in all the relevant cases our formalism allows to treat, with the exception of the constant boundary-entropies corrections, that, however, are under control.
Figure 4.10: Features of the first excited state of Hamiltonian (4.39) in the $ND$ case (4.44). (a): scaling of the energy as a function of $L$; (b), (c): the $n = 2,3$ REE’s correction (see text).
Chapter 5

Conclusions and Outlook

The original work of this thesis mainly regards Rényi entanglement entropies, and their relation with conformal field theory. In chapter 3, we developed a new method for the detection of the Luttinger parameter of a Luttinger-liquid system from DMRG simulations, while in chapter 4 we analytically computed the corrections to the Calabrese-Cardy conformal behavior of Rényi entropies for open systems with general conformal boundary conditions.

The method we developed in chapter 3 can, in principle, be applied to any lattice system which effective description is known to be a Luttinger liquid. However, as for all numerical methods, its results need comparisons with the ones obtained by other independent methods. Therefore, the research of new methods, possibly computationally convenient, is a necessary practical challenge. In recent times, several methods working on systems of finite size (i.e., without the need of extrapolating the thermodynamic limit) have been developed: we mention in particular the one introduced by Xavier and Alcaraz in [116], based on entanglement entropies, and the one by You, Li and Gu [118], based on the concept of fidelity susceptibility, for the detection of phase transitions. Moreover, we mentioned in the introduction that when a 1D system is critical but not conformal, something strange happens: in particular, the Rényi entanglement entropies seem to display an essential singularity around the considered critical point, as observed for the spin-1/2 XY [54] and XYZ chains [47]. Therefore, if one conjectures it to be a general property, can use it to determine the conformal invariance or not of a critical point. This could be the case in some non-trivial model, as the spin-1 $\lambda$ – $D$ chain [21], where quantum critical points whose universality class is doubtful are present. This could even be a nice model to test the essential critical behavior of Rényi entanglement entropies.

From the analytical point of view, we have already stressed in the introduction the necessity to compute the explicit form of the corrections in the considered model. Regarding this, the most evident deficiency in literature is the absence of a clear analytical derivation of formula (2.87) for Luttinger liquids, even if partial proofs have been given by Cardy and Calabrese [30] and Swingle, McMinis and Tubman [112]. Another evident lack is a formula for the
correction to the Calabrese-Cardy behavior for a *generic* excited state, not just for the ones created by primary operators: the main difficulty seems here to get a transformation rule, analogous to (2.67), for the considered operator. However, an immediate test can be the state associated to the chiral stress-energy operator, whose transformation rule (4.3) is known.
Appendix A

Correlation Functions and Reduced Density Matrices

In this appendix we illustrate in detail a beautiful calculation allowing the computation of entanglement entropies in an exact and numerically efficient way. The method was developed parallelly by Peschel [87] and Vidal and collaborators [107].

A.1 Reduced Density Matrices

Let us consider first a quadratic fermionic Hamiltonian of the form

\[ H = \sum_{j,k=1}^{L} c_j^\dagger H_{jk} c_k \]  

(A.1)

with \( H \) hermitian and \( c_j \) a fermionic annihilation operator. As it is well known, for free theories the Wick theorem [42] holds: every correlation function must be expressible as a linear combination of products of two points correlators, i.e., of

\[ C_{jk} \equiv \langle c_j^\dagger c_k \rangle, \quad F_{jk} \equiv \langle c_j c_k \rangle \]  

(A.2)

If the Hamiltonian looks like (A.1), the anomalous correlation \( F \) is of course null, and therefore the physics of the system shall be given just by knowing \( C \).

In particular, we are interested in connecting to \( C \) the reduced density matrix [85] of any subsystem \( A \) of the whole lattice.

If we restrict to \( A \), we can compute its observables by using the density matrix of the system or the reduced density matrix of the subsystem, obtaining the same result [85]; in particular, the Wick theorem for correlation functions must hold for both. Therefore, we can assume the reduced density matrix of \( A \) to be of the form

\[ \rho_A = \frac{1}{Z_A} e^{-h_A} \]  

(A.3)
being $h_A$ of the same form of $H$, i.e.,

$$h_A \equiv \sum_{j=1}^{l} c_j^\dagger h_{jk} c_k \quad \text{(A.4)}$$

Here $Z_A$ is the reduced partition function of $A$, $l$ is its size and of course $h_{jk} \neq H_{jk}$ in general.

The diagonalization procedure of $h_A$ is standard. It is done by introducing the fermionic operators $d$ defined as

$$c_j \equiv \sum_{m=1}^{l} V_{jm} d_m \quad \text{(A.5)}$$

being $V$ a unitary matrix. By means of these new operators, $h_A$ becomes

$$h_A = \sum_{m,n=1}^{l} d_m^\dagger \left( \sum_{j,k=1}^{l} V_{jm}^* h_{jk} V_{kn} \right) d_n \quad \text{(A.6)}$$

$V$ can be chosen in order to diagonalize $h$, i.e., the round bracket can be put to $\epsilon_m \delta_{mn}$. If we do it, we end up with

$$h_A = \sum_{m=1}^{l} \epsilon_m d_m^\dagger d_m \quad \text{(A.7)}$$

From this form of $h_A$, it is immediate to see that the reduced density matrix $\rho_A$ becomes

$$\rho_A = \bigotimes_{m=1}^{l} \frac{e^{-\epsilon_m d_m^\dagger d_m}}{Z_m} \quad \text{(A.8)}$$

Each single term in the Kronecker product can be interpreted as a single-particle reduced density matrix, and therefore $Z_m$ has to be chosen to normalize it. It is therefore

$$Z_m = 1 + e^{-\epsilon_m} \quad \text{(A.9)}$$

Our task is now to link $\epsilon_m$ directly to the correlation matrix $C$. We compute it according to its definition: if $j, k \in A$,

$$C_{jk} = \text{Tr}_A \left[ \rho_A c_j^\dagger c_k \right] = \frac{1}{Z_A} \sum_{n,p=1}^{l} V_{jn}^* V_{kp} \text{Tr}_A \left[ e^{-\sum_{m=1}^{l} \epsilon_m d_m^\dagger d_m} d_n^\dagger d_p \right] \quad \text{(A.10)}$$

In the second trace, all the terms different from the $n$-th and the $p$-th just cancel the respective factors in $Z_A$; moreover, the trace itself is zero if $n \neq p$. We are therefore left with the result

$$\frac{1}{Z_A} \text{Tr}_A \left[ e^{-\sum_{m=1}^{l} \epsilon_m d_m^\dagger d_m} d_n^\dagger d_p \right] = \frac{\delta_{np}}{1 + e^{\epsilon_n}} \quad \text{(A.11)}$$
so that

\[ C_{jk} = \sum_{n=1}^{l} V_{jn}^* \frac{1}{1 + \epsilon_n} V_{kn} \]  

(A.12)

Being \( V \) unitary, the eigenvalues of \( C \) are \( \zeta_m = (1 + \epsilon_m)^{-1} \), and inverting the relation we have

\[ \epsilon_m = \ln \frac{1 - \zeta_m}{\zeta_m} \]  

(A.13)

Therefore, diagonalizing \( C \), one can immediately get \( \epsilon_m \), and so the reduced density matrix \( \rho_A \).

Holding the Wick theorem for a generic free theory, one can consider the more general situation

\[ H = \sum_{j,k=1}^{L} \left\{ c_j^\dagger H^H_{jk} c_k + \frac{1}{2} \left( c_j^\dagger H^A_{jk} c_k^\dagger + \text{h.c.} \right) \right\} \]  

(A.14)

being \( H^H \) a hermitian and \( H^A \) an anti-hermitian matrix. Now, the correlator \( F \) is in general non-zero, and therefore we should be able to extract the reduced density matrix of any subsystem from the combined knowledge of \( C \) and \( F \). With exactly the same arguments as before, one can say that the reduced density matrix of the subsystem \( A \) takes the form (A.3), this time with

\[ h_A = \sum_{j,k=1}^{l} \left\{ c_j^\dagger h^H_{jk} c_k + \frac{1}{2} \left( c_j^\dagger h^A_{jk} c_k^\dagger + \text{h.c.} \right) \right\} \]  

(A.15)

with, again, \( h^H \) hermitian and \( h^A \) anti-hermitian. If one finds some operator \( d_m \) diagonalizing \( h_A \), of course the factorization (A.8) holds even this time, with the same normalization (A.9).

The solution to this problem is known. It has been seen by Lieb, Schultz and Mattis [75] that the right fermionic operators are now of the more complicated form, known as \textit{Bogolyubov transformation},

\[ d_m = \sum_{j=1}^{l} \left( \frac{\phi_{mj} + \psi_{mj}}{2} c_j + \frac{\phi_{mj} - \psi_{mj}}{2} c_j^\dagger \right) \]  

(A.16)

where \( \phi_m \) and \( \psi_m \) satisfy the left eigenvalues equation

\[
\begin{align*}
\phi_m (A - B)(A + B) &= \epsilon_m^2 \phi_m \\
\psi_m (A + B)(A - B) &= \epsilon_m^2 \psi_m
\end{align*}
\]  

(A.17)

and can be chosen to be real and orthonormal, i.e.,

\[ \sum_{j=1}^{l} \phi_{mj} \phi_{nj} = \sum_{j=1}^{l} \psi_{mj} \psi_{nj} = \delta_{mn} \]  

(A.18)
To compute now $C$ and $F$, we have to invert equation (A.16). It can be easily seen that the procedure gives

$$c_j = \sum_{m=1}^{l} \left( \frac{\phi_{mj} + \psi_{mj}}{2} d_m + \frac{\phi_{mj} - \psi_{mj}}{2} d_m^\dagger \right)$$  \hfill (A.19)$$

Putting the operators written this way into the first of the equations (A.2), one has to compute four traces. The two anomalous traces, i.e., $\text{Tr}_A [\rho_A d_m^\dagger d_n^\dagger]$ and $\text{Tr}_A [\rho_A d_m d_n]$ are of course zero, as it is immediately seen using the basis of the Hilbert space that diagonalizes the operators $d_m^\dagger d_n$. One is therefore left with the two ordinary traces, that give

$$\text{Tr}_A [\rho_A d_m^\dagger d_n^\dagger] = \frac{\delta_{mn}}{1 + e^{\gamma_m}} \quad \text{and} \quad \text{Tr}_A [\rho_A d_m d_n] = \frac{\delta_{mn}}{1 + e^{-\gamma_m}}$$  \hfill (A.20)$$

and therefore $C$ is seen to be, using relations (A.18),

$$C_{jk} = \frac{\delta_{jk}}{2} + \frac{1}{4} \sum_{m=1}^{l} (\phi_{mj} \psi_{mk} + \psi_{mj} \phi_{mk}) \tanh \frac{\gamma_m}{2}$$  \hfill (A.21)$$

In exactly the same way, $F$ is seen to be

$$F_{jk} = \frac{1}{4} \sum_{m=1}^{l} (\phi_{mj} \psi_{mk} - \psi_{mj} \phi_{mk}) \tanh \frac{\gamma_m}{2}$$  \hfill (A.22)$$

Therefore, neither $C$ nor $F$ is directly diagonalized. What is diagonalized is the combination

$$[(C - I/2 - F) (C - I/2 + F)]_{jk} = \frac{1}{4} \sum_{m=1}^{l} \psi_{mj} \tanh^2 \frac{\gamma_m}{2} \psi_{mk}$$  \hfill (A.23)$$

and therefore the eigenvalues of $(C - I/2 - F) (C - I/2 + F)$ are $\zeta_m \equiv \frac{1}{4} \tanh^2 \frac{\gamma_m}{2}$. The inversion of this relation is trivial, and gives

$$\gamma_m = 2 \tanh^{-1} \left( 2 \sqrt{\zeta_m} \right)$$  \hfill (A.24)$$

### A.2 Entanglement Entropies

The computation of entanglement entropies from $\gamma_m$ is quite simple. To begin, let us consider the VNEE of a subsystem $A$. It is clear from its definition (2.78) that it can be written in the form

$$S(A) = - \sum_{\lambda} \lambda \ln \lambda$$  \hfill (A.25)$$
where the sum is over all the eigenvalues of $\rho_A$. Since in (A.8) each particle is not correlated to the others, the VNEE can be seen as the sum of the VNEE’s of the single particles. Therefore, it looks

$$S(A) = \sum_{m=1}^{l} H_2 \left( \frac{1}{1 + e^{\epsilon_m}} \right)$$

(A.26)

being $H_2(x) \equiv -x \ln x - (1-x) \ln(1-x)$ and since $(1+e^{\epsilon_m})^{-1}$ and $1-(1+e^{\epsilon_m})^{-1}$ are the two eigenvalues of $\rho_m$.

For the REE’s the situation is similar. In terms of the eigenvalues of $\rho_A$, they look

$$S_n(A) = \frac{1}{1-n} \ln \sum_{\lambda} \lambda^n$$

(A.27)

and therefore they are expressible as

$$S_n(A) = \frac{1}{1-n} \sum_{m=1}^{l} \ln \left[ \left( \frac{1}{1 + e^{\epsilon_m}} \right)^n + \left( 1 - \frac{1}{1 + e^{\epsilon_m}} \right)^n \right]$$

(A.28)

In the first case we have considered, i.e., when the Hamiltonian takes the form (A.1), the situation is particularly simple. In fact, in this case we have, because of equation (A.13),

$$\begin{cases}
\frac{1}{1+e^{\epsilon_m}} = \zeta_m \\
1 - \frac{1}{1+e^{\epsilon_m}} = 1 - \zeta_m
\end{cases}$$

(A.29)

so that the VNEE looks

$$S(A) = \sum_{m=1}^{l} H_2 (\zeta_m)$$

(A.30)

while the REE’s look

$$S_n(A) = \frac{1}{1-n} \sum_{m=1}^{l} \ln [\zeta_m^n + (1 - \zeta_m)^n]$$

(A.31)

### A.3 Two MATLAB Codes for the Computation of Entanglement Entropies

In this section we provide the two numerical codes we wrote to compute entanglement entropies for free fermionic systems, with the method described in this appendix, using the software MATLAB\(^1\).

The first code we report is suited to the spin-1/2 XX chain with OBC, but it is easily generalizable to any quadratic Hamiltonian of the form (A.1). This

\(^1\)http://www.mathworks.it/products/matlab/.
chain can be seen (see section 2.2.2) to be equivalent to the spinless fermionic Hamiltonian

\[ H = -\frac{1}{2} \sum_{j=1}^{L} \left( c_{j+1}^{\dagger}c_{j} + c_{j}^{\dagger}c_{j+1} \right) \]  

(A.32)

with OBC. Therefore the matrix \( H_{jk} \) is of the form \( H_{jk} = -\frac{1}{2} (\delta_{j,k+1} + \delta_{j+1,k}) \).

We just remark that the correlation function is computed using formula (2.47).

The rest of the code is just an implementation of what explained in the first part of section A.1.

1 % Constants
2 3 L=500;
4 5 % Hamiltonian Matrix
6 7 Ham=zeros(L); % Inizialization
8 for i=1:L
9     for j=1:L
10        if ((i==j-1)||(i==j+1))
11           Ham(i,j)=-1/2;
12        end
13     end
14 end
15 16 % Diagonalization of the Hamiltonian
17 18 [V,D]=eig(Ham); % V: eigenvectors (stored as columns); D: eigenvalues (D is a diagonal square matrix having the eigenvalues as diagonal entries)
19 20 % Correlation functions
21 22 C=zeros(L);
23 for j=1:L
24     for k=1:L
25         for m=1:L/2 % L/2 is there because of the half-filling
26             C(j,k)=C(j,k)+V(j,m)*V(k,m);
27         end
28     end
29 end
30 31 % Entanglement entropies
32 33 VNE=zeros(L-1,1);
The second code we report is the one we used to compute the entanglement entropies for the Hamiltonian (A.14), in the case of the spin-1/2 XY chain (2.48) with OBC (see section 2.2.2). For the computation of correlation functions, we
follow the recipe of Nielsen [84]. Let us consider the Hamiltonian

\[ H = \sum_{j,k=1}^{L} \left( c_j^\dagger \alpha_{jk} c_k - c_j \alpha_{jk}^* c_k^\dagger + c_j \beta_{jk} c_k - c_j^\dagger \beta_{jk}^* c_k \right) \]  

(A.33)

with \( \alpha \) hermitian and \( \beta \) anti-hermitian. In matrix terms, it is re-written as

\[ H = \begin{pmatrix} c^\dagger & c \end{pmatrix} M \begin{pmatrix} c \\ c^\dagger \end{pmatrix} \]  

(A.34)

where

\[ M = \begin{pmatrix} \alpha & -\beta \\ \beta & -\alpha^* \end{pmatrix} \]  

(A.35)

We write now the Bogolyubov transformation \[ \text{(A.16)} \] in the form

\[ \begin{pmatrix} d \\ d^\dagger \end{pmatrix} = T \begin{pmatrix} c \\ c^\dagger \end{pmatrix} \]  

(A.36)

where the matrix

\[ T = \begin{pmatrix} \gamma & \mu \\ \mu^* & \gamma^* \end{pmatrix} \]  

(A.37)

has to be unitary in order to make the \( d \)'s fermionic. In terms of the new operators, the Hamiltonian becomes

\[ H = \begin{pmatrix} d^\dagger & d \end{pmatrix} TMT^\dagger \begin{pmatrix} d \\ d^\dagger \end{pmatrix} \]  

(A.38)

and \( T \) is chosen in order to diagonalize \( M \): it contains as columns its eigenvectors. Being the ground state the state \( |0\rangle \) that is annihilated by all the Bogolyubov annihilators, the correlation functions \( C \) and \( F \) are easily seen to be, for the ground state,

\[ C_{jk}^{(0)} = \sum_{m=1}^{L} (\mu^\dagger)_{jm} (\mu)^T_{km} \quad F_{jk}^{(0)} = \sum_{m=1}^{L} (\gamma^\dagger)_{jm} (\mu^\dagger)^T_{km} \]  

(A.39)

Moreover, in this thesis we performed computations even for the first excited state \( |1\rangle \), i.e., for the state with one Bogolyubov fermion in the lowest energy level:

\[ d_m |1\rangle = 0, \quad m = 2, \cdots, L, \quad d_1 |1\rangle = |0\rangle \]  

(A.40)

whose two-points correlation functions are given by

\[ C_{jk}^{(1)} = (\gamma^T)_{j1} (\gamma^\dagger)_{k1} + \sum_{m=2}^{L} (\mu^\dagger)_{jm} (\mu^T)_{km} \]  

\[ F_{jk}^{(1)} = (\mu^T)_{j1} (\gamma^\dagger)_{k1} + \sum_{m=2}^{L} (\gamma^\dagger)_{jm} (\mu^T)_{km} \]  

(A.41)

This is the way the following code computes the correlation functions. The code is tailored on the spin-1/2 critical Ising chain, but is easily extendable to any quadratic Hamiltonian.
%Constants
L=500;
J=−1/2;
h=1;
gamma=1;
h1=0;
hL=0;

%Hamiltonian Matrices
alpha=zeros(L);
for j=1:L
    for k=1:L
        if ((j==k−1)||(j==k+1))
            alpha(j,k)=J/2;
        end
        if (j==k)
            alpha(j,k)=−J∗h;
        end
    end
end
beta=zeros(L);
for j=1:L
    for k=1:L
        if (j==k−1)
            beta(j,k)=−J∗gamma/2;
        end
        if (j==k+1)
            beta(j,k)=J∗gamma/2;
        end
    end
end
M=cat(1,cat(2,alpha,−beta),cat(2,beta,−conj(alpha)));
[V,D]=eig(M); % V=T^dagger, in Nielsen's notation

gammaT=zeros(L);
muT=zeros(L);
for j=1:L
    for k=1:L
        gammaT(j,k)=V(L+j,L+k);
        muT(j,k)=V(j,L+k);
\begin{verbatim}
% Correlation functions: ground state
C = zeros(L);
for j = 1:L
  for k = 1:L
    for l = 1:L
      C(j,k) = C(j,k) +conj(muT(j,l))*muT(k,l);
    end
  end
end

F = zeros(L);
for j = 1:L
  for k = 1:L
    for l = 1:L
      F(j,k) = F(j,k) +conj(gammaT(j,l))*muT(k,l);
    end
  end
end

% Correlation functions: first excited state: uncomment to use
C = zeros(L);
for j = 1:L
  for k = 1:L
    for l = 2:L
      C(j,k) = C(j,k) +conj(muT(j,l))*muT(k,l);
    end
  end
end

F = zeros(L);
for j = 1:L
  for k = 1:L
    for l = 2:L
      F(j,k) = F(j,k) +conj(gammaT(j,l))*muT(k,l);
    end
  end
end
\end{verbatim}
% Entanglement entropies

VNE = zeros(L - 1, 1);
RE2 = zeros(L - 1, 1);
RE3 = zeros(L - 1, 1);
RE4 = zeros(L - 1, 1);
RE5 = zeros(L - 1, 1);
RE6 = zeros(L - 1, 1);
RE7 = zeros(L - 1, 1);
RE8 = zeros(L - 1, 1);
RE9 = zeros(L - 1, 1);
RE10 = zeros(L - 1, 1);

for l = 1:L - 1
    K1 = eye(l);
    K2 = eye(l);
    for j = 1: l
        for k = 1: l
            K1(j, k) = K1(j, k) + 2 * C(j, k) - 2 * F(j, k);
            K2(j, k) = K2(j, k) + 2 * C(j, k) + 2 * F(j, k);
        end
    end
    zeta = eig(K1 * K2);
    epsilon = zeros(l, 1);
    for j = 1: l
        epsilon(j, 1) = 2 * atanh(sqrt(zeta(j))) ;
    end
    rhoeig = zeros(l, 1);
    for j = 1: l
        rhoeig(j, 1) = 1/(1 + exp(epsilon(j, 1))) ;
    end
    VNE(l, 1) = VLE(l, 1) + real(1/(1 - 1.0000001) * log(rhoeig(j, 1)^(1.0000001) + (1 - rhoeig(j, 1))^(1.0000001))) ;
    RE2(l, 1) = RE2(l, 1) + real(1/(1 - 2) * log(rhoeig(j, 1)^(2) + (1 - rhoeig(j, 1))^(2))) ;
    RE3(l, 1) = RE3(l, 1) + real(1/(1 - 3) * log(rhoeig(j, 1)^(3) + (1 - rhoeig(j, 1))^(3))) ;
    RE4(l, 1) = RE4(l, 1) + real(1/(1 - 4) * log(rhoeig(j, 1)^(4) + (1 - rhoeig(j, 1))^(4))) ;
    RE5(l, 1) = RE5(l, 1) + real(1/(1 - 5) * log(rhoeig(j, 1)^(5) + (1 - rhoeig(j, 1))^(5))) ;
    RE6(l, 1) = RE6(l, 1) + real(1/(1 - 6) * log(rhoeig(j, 1)^(6) + (1 - rhoeig(j, 1))^(6))) ;
    RE7(l, 1) = RE7(l, 1) + real(1/(1 - 7) * log(rhoeig(j, 1)^(7) + (1 - rhoeig(j, 1))^(7))) ;
    RE8(l, 1) = RE8(l, 1) + real(1/(1 - 8) * log(rhoeig(j, 1)^(8) + (1 - rhoeig(j, 1))^(8))) ;
\[ \hat{8} + (1 - \rho_{eig}(j,1))^{\hat{8}}; \]

131 \[ RE9(1,1) = RE9(1,1) + \text{real}(1/(1 - 9) \ast \log(\rho_{eig}(j,1))^{9} + (1 - \rho_{eig}(j,1))^{9}); \]

132 \[ RE10(1,1) = RE10(1,1) + \text{real}(1/(1 - 10) \ast \log(\rho_{eig}(j,1))^{10} + (1 - \rho_{eig}(j,1))^{10}); \]

133 \text{end}

134 \text{end}
Appendix B

Numerical Methods for Luttinger-Parameter Estimations

In this appendix, we describe the two numerical independent methods that allowed us to make comparisons to the predictions of the method we developed. The first, called level spectroscopy [55], is very popular and reliable, while the second, the bipartite-fluctuations method, has been proposed very recently and a check of its working is by itself interesting.

B.1 Level Spectroscopy

An important result of Luttinger liquids physics links the system compressibility, defined by [55]

\[ \kappa \equiv \frac{\partial n}{\partial \mu} \] (B.1)

i.e., the density change with respect to a chemical potential change, and the bosonization parameters. Explicitly, one has [55]:

\[ K = u \pi \kappa \] (B.2)

and therefore, knowing \( u \) and \( \kappa \), being \( u \) the sound velocity of the system, one can get \( K \). Luckily, one can relate \( \kappa \) (at size \( L \)) to the energy spectrum of the system by the so-called level spectroscopy formula [55]:

\[ \kappa_L = L [E_L(N-1) + E_L(N+1) - 2E_L(N)] \] (B.3)

being \( E_L(N) \) the energy of the ground state of a system of size \( L \), at filling \( N/L \). Of course one wants to estimate \( \kappa \) in the \( L \to \infty \) limit, and has therefore to take a finite-size scaling of his data to extrapolate the true \( \kappa \). A step is still
missing, i.e., a way to get \( u \). The question is answered by the well-known CFT relation [2, 1]

\[
e_{GS}(L) = e_0 + \frac{f_\infty}{L} + \frac{uc\pi}{6\delta L^2} + o\left(L^{-2}\right)
\]

(B.4)

where \( \delta = 1/4 \) for PBC/OBC, being \( e_{GS} \) the energy density for the ground state, \( e_0 \) its thermodynamic-limit value, \( f_\infty \) the surface free energy, vanishing for PBC, and \( c \) the central charge of the CFT. Therefore, by this simple procedure, an estimate of \( K \) can be given.

**B.2 The Bipartite-Fluctuations Method**

The method we are going to describe was first theoretically founded by Song and collaborators in [102, 101], and then applied by Dalmonte, Ercolessi and myself in [37, 38], and, for different purposes, by Rachel and collaborators in [90].

Let us consider a 1D system, described by some quantum Hamiltonian having a U(1) symmetry, implying, e.g., particle-number conservation for fermionic or bosonic system, or total-magnetization for spin systems. These quantities are constants of motion, but their fluctuations in a subsystem \( A \) are not. We introduce therefore the quantity

\[
F_A \equiv \left\langle \left( \hat{N}_A - \langle \hat{N}_A \rangle \right)^2 \right\rangle
\]

(B.5)

where \( \hat{N}_A \) is the total-particle-number operator relative to subsystem \( A \); for spin systems, it is replaced by the total magnetization relative to \( A \). This quantity shares some interesting feature with the REE’s. In particular, it is easily shown that \( F_A = F_B \), where \( B \) is the complementary of \( A \): therefore, some kind of area law should hold in gapped systems, possibly logarithmically violated in critical situations.

Such logarithmical violations actually arise, and the main difference with VNEE resides in its prefactor. It can be shown that, for a generic CFT and a finite system, they take the form

\[
\pi^2 F(l, L) \equiv \pi^2 F_A = g \ln \left( \frac{L}{\pi} \sin \frac{\pi l}{L} \right) + f
\]

(B.6)

being \( l \) and \( L \) the sizes of \( A \) and of the total system respectively, \( f \) a constant non-universal contribution and \( g \) given by

\[
g = \pi u \kappa
\]

(B.7)

being \( u \) the sound velocity and \( \kappa \) the compressibility (see section 2.3). It is clear from relation (B.2) that, for Luttinger liquids, one has \( g = K \), and therefore formula (B.6) provides a practical tool to detect \( K \). This is what we used.

A comment is in order. Our technique for the detection of the Luttinger parameter, basing itself on REE’s, is very powerful if the data is taken with DMRG,
i.e., mostly in 1D. On the other hand, the bipartite-fluctuations method, taking into account fluctuations of observables, is in principle less accurate than ours when the data are obtained by DMRG, but more powerful in higher dimension, where computations are usually performed with quantum Monte Carlo algorithms (see, e.g., [92]), by which REE’s are very difficult to get. Moreover, the present quantity has been conjectured to be easily experimentally accessible, differently from REE’s [90].
Appendix C

Chiral Conformal Blocks of the $c = 1/2$ Minimal CFT

In this appendix, we give the formulas, first derived by Ardonne and Sierra [10], that we used in the $c = 1/2$-minimal-CFT computations of chapter 4.

Let us start by the chiral correlator of $2n$ $\sigma$ fields, of conformal dimension $1/16$, on the complex plane: in general, because of the $\sigma \times \sigma = 1 + \chi$ fusion rule, there will be $2^{n-1}$ different conformal blocks, indexed by the non-negative integer $p \in \{0, \ldots, 2^{n-1} - 1\}$. We write them as

$$S^2n_p(v_1, \ldots, v_{2n}) \equiv \langle \sigma(v_1) \ldots \sigma(v_{2n}) \rangle_{C,p} \tag{C.1}$$

We illustrate now the recipe for their computation. We divide the labels of the $2n$ coordinates $v_j$ into the $n$ reference pairs $(1, 2)$, $(3, 4)$, ..., $(2n - 1, 2n)$; we then define the $2^{n-1}$ couples of macrogroups of integers $\vec{l} = (l_1, \ldots, l_n)$ and $\vec{l}' = (l'_1, \ldots, l'_n)$ such that each of them does not contain coordinates in the same reference pair. E.g., for $n = 3$, we will have the 4 couples of macrogroups $(135)(246)$, $(145)(236)$, $(136)(245)$ and $(146)(235)$. We label such macrogroup $\vec{l}$ by the integer $q \in \{0, \ldots, 2^{n-1} - 1\}$, with the exact recursive recipe

$$l_1 = 1$$
$$l_{k+1} = l_k + 2, \ q_k = 0 \quad \text{if } l_k \text{ is even}$$
$$l_{k+1} = l_k + 1, \ q_k = 1 \quad \text{if } l_k \text{ is odd}$$

where $q_k, \ k \in \{1, \ldots, n - 1\}$, is the $k$-th binary digit of $q = (q_1 \cdots q_{n-1})_2$; $\vec{l}'$ is of course the complementary of $\vec{l}$. We then associate to each $\vec{l}$ the quantity

$$v_{\vec{l}} = \prod_{j<k} v_{(i_j,i_k)}, \quad v_{(i_j,i_k)} = v_{i_j} - v_{i_k} \quad \text{for } i_j, i_k \in \{1, \ldots, n\}$$

$$\tag{C.3}$$
and the same for $\vec{p}$ (by convention, $v_\vec{r} = v_\vec{p} = 1$ for $n = 1$). We are now able to give a general explicit form for (C.1):

$$S^{2n}_p(v_1, \ldots, v_{2n}) = 2^{-(n-1)/2} \prod_{a < b} v^{-1/8}_{ab} \left( \sum_{q=0}^{2^{n-1} - 1} \epsilon_{pq} \sqrt{v_{l_q}^r v_{l_q}^r} \right)$$

(C.4)

where

$$\epsilon_{pq} \equiv (-1)^{\sum_{k=1}^{n-1} p_k q_k}$$

(C.5)

being $p = (p_1, \ldots, p_{n-1})_2$ the binary representation of $p$. For $n = 1$, there is just one conformal block, at $p = 0$, and we recover, as it must be, the standard two-point correlator of primary operators [42]:

$$S^2_0(v_1, v_2) = v^{-1/8}_{12}$$

(C.6)

We consider then the conformal block of $2n$ chiral $\chi$ operators, whose conformal dimension is $1/2$, on the complex plane. We write it as

$$C^{2n}(v_1, \ldots, v_{2n}) \equiv \langle \chi(v_1) \cdots \chi(v_{2n}) \rangle_C$$

(C.7)

The situation is here much simpler. It is known [42] that this conformal block takes, in general, the form

$$C^{2n}(v_1, \ldots, v_{2n}) = \text{Pf} \left[ \frac{1}{v_i - v_j} \right]$$

(C.8)

where the symbol Pf denotes the Pfaffian of the $2n \times 2n$ antisymmetric matrix $\frac{1}{v_i - v_j}$ (its diagonal elements are taken to be zero). The Pfaffian can be easily computed by the relation

$$\text{Pf}[A] = \sqrt{\det A}$$

(C.9)

where $A$ is a general antisymmetric matrix.
Appendix D

Spin Chains and Fixed Boundary Conditions

In this appendix, we explain how to write a lattice spin-1/2 Hamiltonian in order to fix automatically the boundary magnetization to ±1/2. The philosophy is very simple: if the magnetization on a site of a lattice is fixed to be, e.g., +1/2 in the z direction, the Hilbert space of that site is reduced, and by means of the projector on the relevant part of the Hilbert space we can simplify the Hamiltonian of the full system.

Let us consider the z component of a spin-1/2 $\vec{\sigma}$: its eigenstates are of course given by $(1, 0)^T$, associated to the eigenvalue +1, and $(0, 1)^T$, associated to the eigenvalue −1. The projectors on the eigenspaces relative, respectively, to +1 and −1, are

$$P_{\pm 1}^z = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad P_{-1}^z = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$  \hspace{1cm} (D.1)

Let us consider now the exchange operator between sites $j$ and $j+1$, i.e., $\sigma^\alpha_j \sigma^\alpha_{j+1}$, with $\alpha = x, y, z$. According to the general rules of quantum mechanics [31], the projector on the ±1 eigenspace of site $j$ can act, instead than on states, on the operators directly, modifying them to

$$\left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right)^{-1} (\sigma^\alpha_j \otimes \sigma^\alpha_{j+1}) \left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right)$$  \hspace{1cm} (D.2)

(we neglect all the trivial identity factors acting on the Hilbert spaces of the remaining sites). Expliciting the form of the projectors, we have

$$\left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right)^{-1} (\sigma^z_j \otimes \sigma^z_{j+1}) \left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right) = \pm P_{\pm 1,j}^z \otimes \sigma^z_{j+1}$$

$$\left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right)^{-1} (\sigma^y_j \otimes \sigma^y_{j+1}) \left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right) = 0$$

$$\left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right)^{-1} (\sigma^x_j \otimes \sigma^x_{j+1}) \left( P_{\pm 1,j}^z \otimes \mathbb{I}_{j+1} \right) = 0$$

with a similar expression when the projection is done on site $j + 1$. Therefore, e.g., Hamiltonian [2.48] with OBC becomes, fixing the first and the last spin-x...
eigenvalue to $+1/2$ (in this case, the first and the last $z$ and $y$ exchange terms will be null, together with the first and last magnetic terms),

$$H_{\gamma h}^{++} = -\frac{1}{2} \left(\begin{array}{c}
\frac{1}{2} + \gamma \sigma_x^x \sigma_{j+1}^x + \frac{1}{2} \sigma_x^y \sigma_{j+1}^y + h \sigma_z^z \\
- \frac{1}{2} \sigma_{L-1}^x \sigma_{1,L}^x
\end{array}\right)$$

(D.4)

while, if we fix the first spin-$x$ eigenvalue to $+1$ and the last to $-1$, the Hamiltonian is

$$H_{\gamma h}^{+-} = -\frac{1}{2} \left(\begin{array}{c}
\frac{1}{2} + \gamma \sigma_x^x \sigma_{j+1}^x + \frac{1}{2} \sigma_y^y \sigma_{j+1}^y + h \sigma_z^z \\
+ \frac{1}{2} \sigma_{L-1}^x \sigma_{1,L}^x
\end{array}\right)$$

(D.5)

Therefore, the previous Hamiltonians are exactly simulable with DMRG by means of a lattice of $L - 2$ site, where the first is indexed by $j = 2$, and the last by $j = L - 1$; sites 1 and $L$, appearing in the Hamiltonian just by means of projectors, are automatically implemented in this picture, and the first and the last term are simply writable as $\sigma_x^x, \sigma_{L-1}^x$, with the correct coefficients. We stress that, however, the presence of this single-spin terms breaks the quadraticity of the Hamiltonian, and therefore the applicability of the method of appendix A for the computation of REE’s, and one has therefore to rely on more complicated methods, as DMRG.
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