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Abstract. The combinatorial mutation of polygons, which transforms a given lattice polygon into another one, is an important operation to understand mirror partners for two-dimensional Fano manifolds, and the mutation-equivalent polygons give \(\mathbb{Q}\)-Gorenstein deformation-equivalent toric varieties. On the other hand, for a dimer model, which is a bipartite graph described on the real two-torus, one can assign a lattice polygon called the perfect matching polygon. It is known that for each lattice polygon \(P\) there exists a dimer model having \(P\) as the perfect matching polygon and satisfying certain consistency conditions. Moreover, a dimer model has rich information regarding toric geometry associated with the perfect matching polygon. In this paper, we introduce a set of operations which we call deformations of consistent dimer models, and show that the deformations of consistent dimer models realize the combinatorial mutations of the associated perfect matching polygons.
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1 Introduction

1.1 Background and motivations

Fano manifolds are one of the well studied classes in geometry, and the classification of Fano manifolds, which has been done in low dimensions, is a fundamental problem. Here, a Fano manifold \( X \) is a complex projective manifold such that the anticanonical line bundle \(-K_X\) is ample. Recently, a new approach that uses mirror symmetry has been proposed for classifying Fano manifolds as follows. First, a Fano manifold is expected to correspond to a certain Laurent polynomial via mirror symmetry (see [8]). That is, a Laurent polynomial \( f \in \mathbb{C}[x_1^\pm, \ldots, x_n^\pm] \) is said to be a mirror partner for an \( n \)-dimensional Fano manifold \( X \) if the Taylor expansion of the classical period \( \pi_f \) of \( f \) coincides with a generating function for Gromov–Witten invariants of \( X \) (see the references quoted above for the details of these terminologies). Furthermore, if a Fano manifold \( X \) is a mirror partner of \( f \), it is expected that \( X \) admits a toric degeneration \( X_P \). Here, \( P := \text{Newt}(f) \) is the Newton polytope of \( f \), which is defined as the convex hull of exponents of monomials of \( f \), and \( X_P \) is the toric variety defined by the spanning fan of \( P \) (i.e., the fan whose cones are spanned by the faces of \( P \)). Thus, Laurent polynomials having the same classical period are considered as mirror partners for the same Fano manifold \( X \), and in general there are many Laurent polynomials that are mirror partners for \( X \). In order to understand the relationship between such Laurent polynomials, an operation called the mutation of \( f \), which is a birational transformation analogue to a cluster transformation, was introduced in [12]. In particular, it was shown that if \( f, g \in \mathbb{C}[x_1^\pm, \ldots, x_n^\pm] \) are transformed into each other by mutations, then their classical periods are the same, that is, \( \pi_f = \pi_g \) [2, Lemma 1]. Moreover, this mutation of Laurent polynomials induces an operation, called the combinatorial mutation, which connects the associated Newton polytopes \( P = \text{Newt}(f) \) and \( Q = \text{Newt}(g) \) as defined in [2] (see also Section 5.1). Also, it was shown in [18] that if \( P \) and \( Q \) are Fano polytopes and are transformed into each other by combinatorial mutations, then the associated toric varieties \( X_P \) and \( X_Q \) are related by a \( \mathbb{Q} \)-Gorenstein (= \( qG \)) deformation; that is, there exists a flat family \( \mathcal{X} \to \mathbb{P}^1 \) such that the relative canonical divisor is \( \mathbb{Q} \)-Cartier and \( \mathcal{X}_p \cong X_P, \mathcal{X}_\infty \cong X_Q \), where \( \mathcal{X}_p \) is the fiber of \( p \in \mathbb{P}^1 \). Thus, it has been conjectured that there is a bijection between \( qG \)-deformation equivalence classes of “class TG” Fano manifolds and mutation equivalence classes of Fano polytopes. There have previously been several affirmative results (e.g., [1, 22]).
1.2 Results

As mentioned above, the combinatorial mutation of polytopes is quite important in mirror symmetry of Fano manifolds. In this paper, we focus on the two-dimensional case, and the polygons which we are interested in are not necessarily Fano. First, it is known that any lattice polygon in $\mathbb{R}^2$ can be realized as the perfect matching polygon $\Delta_\Gamma$ of a dimer model $\Gamma$ satisfying the consistency condition (see Sections 2 and 3). A dimer model is a bipartite graph on the real two-torus (see Section 2 for more details), which was first introduced in the field of statistical mechanics. Since the 2000s, string theorists have been using dimer models to study quiver gauge theories (e.g., [11, 16, 23, 24] and references therein). As a result, relationships between dimer models and many branches of mathematics have been discovered, e.g., see [6] and references therein. (Note that a bipartite graph described on other surfaces, which is also called a dimer model, has also been studied actively. For example, dimer models on the disk are related to Grassmannians and their mirror symmetry, e.g., see [17, 29].) Based on this background, we expect that there is a certain operation on a consistent dimer model that realizes the combinatorial mutation of the associated perfect matching polygon. In this paper, we introduce a concept called the deformations of consistent dimer models. Note that there is another operation on dimer models, called mutation of dimer models (see Appendix A). Although a mutation changes the shape of a dimer model, it does not change the associated perfect matching polygon. Thus, we need a new operation different from the mutation to realize our expectation.

To explain our main theorem, we briefly recall the combinatorial mutations of polygons (see Section 5.1 for a more precise definition). Let $N \cong \mathbb{Z}^2$ be a rank two lattice and $M := \text{Hom}_\mathbb{Z}(N, \mathbb{Z}) \cong \mathbb{Z}^2$. First, we consider a lattice polygon $P$ in $N_\mathbb{R} := N \otimes \mathbb{R}$ and choose an edge $E$ of $P$. We then take a primitive inner normal vector $w \in M$ for $E$, and consider the linear map $\langle w, - \rangle : N_\mathbb{R} \to \mathbb{R}$. Using these notions, we determine the height $\langle w, u \rangle$ of each point $u \in P$. In particular, a primitive lattice element $u_E \in N$ satisfying $\langle w, u_E \rangle = 0$ plays an important role in defining the combinatorial mutation. Such an element $u_E$ is determined uniquely up to sign; thus we fix one of them. Then, we define the line segment $F := \text{conv}(0, u_E)$, which is called a factor of $P$ with respect to $w$. Using these data, we have the lattice polygon $\text{mut}_w(P, F)$, which is called the combinatorial mutation of $P$ given by the vector $w$ and the factor $F$, as defined in Definition 5.2. In addition, we also define another combinatorial mutation $\text{mut}_w(P, -F)$ in a similar way. We note that although $\text{mut}_w(P, F)$ looks different from $\text{mut}_w(P, -F)$, they are transformed into each other by a $\text{GL}(2, \mathbb{Z})$-transformation. On the other hand, for the given lattice polygon $P$ there exists a consistent dimer model $\Gamma$ such that $P = \Delta_\Gamma$.

Based on this background, the deformation of a consistent dimer model is compatible with the above combinatorial mutations in the following sense. Let $\Gamma$ be the consistent dimer model. The deformations of $\Gamma$ are defined for a certain set of “zigzag paths” $\{z_1, \ldots, z_r\}$ on $\Gamma$ corresponding to the vector $-w$ (see Section 3 concerning zigzag paths), and there are two kinds of deformations which we call the zig-deformation and the zag-deformation, which are respectively denoted by $\nu^\text{zig}_p(\Gamma, \{z_1, \ldots, z_r\})$ and $\nu^\text{zag}_p(\Gamma, \{z_1, \ldots, z_r\})$; see Definitions 4.3 and 4.4. For some cases, these deformations are compatible with the combinatorial mutations of the perfect matchings as follows.

**Theorem 1.1** (see Proposition 4.5 and Theorem 5.10 for more details). In addition to the above settings, we also assume that either one of the following conditions is satisfied:

(i) $r = 1$ or

(ii) $\Gamma$ is a hexagonal or rectangular dimer model (see Definition 2.1).

Then the deformations $\nu^\text{zig}_p(\Gamma, \{z_1, \ldots, z_r\})$ and $\nu^\text{zag}_p(\Gamma, \{z_1, \ldots, z_r\})$ are consistent dimer models, and we have

$$\text{mut}_w(\Delta_\Gamma, F) = \Delta_{\nu^\text{zig}_p(\Gamma, \{z_1, \ldots, z_r\})}, \quad \text{mut}_w(\Delta_\Gamma, -F) = \Delta_{\nu^\text{zag}_p(\Gamma, \{z_1, \ldots, z_r\})},$$
where $\Delta_{\nu^\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})$ and $\Delta_{\nu^\text{zag}}(\Gamma, \{z_1, \ldots, z_r\})$ are the perfect matching polygons of $\nu^\text{zig}_p(\Gamma, \{z_1, \ldots, z_r\})$ and $\nu^\text{zag}_p(\Gamma, \{z_1, \ldots, z_r\})$, respectively.

Note that the combinatorial mutations $\text{mut}_w(\Delta_{\Gamma}, \pm F)$ are defined for the perfect matching polygon $\Delta_{\Gamma}$, whereas the deformations $\nu^\text{zig}_p(\Gamma, \{z_1, \ldots, z_r\})$ and $\nu^\text{zag}_p(\Gamma, \{z_1, \ldots, z_r\})$ are defined independently of $\Delta_{\Gamma}$. When we drop the both conditions (i) and (ii) in Theorem 1.1, the deformed dimer model does not necessarily realize the combinatorial mutation. In order to obtain the same results for a general situation, we have to add some algorithmic operations to the definitions of deformations. We formulate such operations as the extended zig-deformation $\nu^\text{zig}_X(\Gamma, \{z_1, \ldots, z_r\})$ and extended zag-deformation $\nu^\text{zag}_Y(\Gamma, \{z_1, \ldots, z_r\})$ as in Definitions 6.2 and 6.3. Then we can prove the statement in Theorem 1.1 for the extended deformations (see Proposition 6.7 and Theorem 8.3). By these results, the perfect matching polygons of the (extended) deformation of dimer models satisfy the properties which are exactly the same as the combinatorial mutation of a polygon (see Section 8).

Since dimer models are related with many branches of mathematics and physics, we considered that it would be of interest to compare certain objects (e.g., perfect matchings, the associated toric variety) related with a consistent dimer model $\Gamma$ to those of $\nu^\text{zig}_X(\Gamma, \{z_1, \ldots, z_r\})$ (or $\nu^\text{zag}_Y(\Gamma, \{z_1, \ldots, z_r\})$).

The structure of this paper is as follows. In Section 2, we introduce dimer models and related concepts. In particular, the notion of the perfect matching polygon introduced in this section is one of main concepts in this paper. In Section 3, we introduce the notion of zigzag paths, which are special paths on a dimer model. We then define the consistency condition using zigzag paths, and discuss the relationships between perfect matchings and zigzag paths on a consistent dimer model. Next, we focus specifically on type I zigzag paths, which are zigzag paths having typical properties. Using these type I zigzag paths, we introduce the deformations of consistent dimer models in Section 4. In Section 5, we compare the perfect matching polygon of the deformed dimer model with the combinatorial mutation of the perfect matching polygon of the original dimer model. In particular, we see that these polygons coincide in some cases as in Theorem 1.1 (see Theorem 5.10). In Section 6, we consider some algorithmic operations and define the extended deformations of consistent dimer models. In Section 7, we show the fundamental properties of the extended deformation of consistent dimer models. In particular, we prove the compatibility of the extended deformations and the combinatorial mutations for general situations as in Theorem 8.3, and this induces Theorem 5.10. As we will mention in Remark 6.5, the extended deformation of a consistent dimer model depends on the choice of some of the data used in the processes (zig-5), (zag-5), as explained in Definitions 6.2 and 6.3 (see also Operation 6.6), whereas the perfect matching polygon of the extended deformation of a consistent dimer model is determined uniquely. This ambiguity is caused by the fact that there are several consistent dimer models giving the same perfect matching polygon. However, it has been conjectured that such consistent dimer models are transformed into each other by mutations of dimer models, and hence “conjecturally” our deformation of a consistent dimer model is determined uniquely up to the mutation. We include a survey of this mutation of dimer models in Appendix A. In Appendix B, we provide an additional example of the extended deformation, the explanation of which is too lengthy to include in the main body of this paper.

2 Dimer models and perfect matching polygons

2.1 What is a dimer model?

We first introduce dimer models. Some ideas and concepts contained in this subsection are originally derived from theoretical physics (e.g., [11, 16]).
A dimer model (or brane tiling) $\Gamma$ is a finite bipartite graph on the real two-torus $T := \mathbb{R}^2/\mathbb{Z}^2$; that is, the set $\Gamma_0$ of nodes is divided into two parts $\Gamma_0^+$, $\Gamma_0^-$, and the set $\Gamma_1$ of edges consists of the edges connecting nodes in $\Gamma_0^+$ with those in $\Gamma_0^-$. In order to make the situation clear, we color the nodes in $\Gamma_0^+$ white, and those in $\Gamma_0^-$ black. A connected component of $T \setminus \Gamma_1$ is called a face of $\Gamma$, and we denote by $\Gamma_2$ the set of faces. We also obtain the bipartite graph $\tilde{\Gamma}$ on $\mathbb{R}^2$ induced via the universal cover $\mathbb{R}^2 \to T$. We call $\tilde{\Gamma}$ the universal cover of the dimer model $\Gamma$. For example, the bipartite graph shown on the left side of Figure 2.1 is a dimer model where the outer frame is the fundamental domain of $T$.

As the dual of a dimer model $\Gamma$, we define the quiver $Q_{\Gamma}$ associated with $\Gamma$. Namely, we assign a vertex dual to each face in $\Gamma_2$, and an arrow dual to each edge in $\Gamma_1$. The orientation of arrows is determined so that the white node is on the right of the arrow. For example, the right side of Figure 2.1 is the quiver associated with the dimer model on the left. Sometimes we simply denote the quiver $Q_{\Gamma}$ by $Q$.

![Figure 2.1. A dimer model and the associated quiver.](image)

The valency of a node is the number of edges incident to that node. We say that a node on a dimer model is $n$-valent if its valency is $n$. We then define several operations on a dimer model. The join move is the operation removing a 2-valent node and joining the two distinct nodes connected to it as shown in Figure 2.2. Thus, using join moves we obtain a dimer model having no 2-valent nodes. We say that a dimer model is reduced if it has no 2-valent nodes. We can see that the quiver associated with a reduced dimer model contains no 2-cycles. On the other hand, there is the operation called the split move, which inserts a 2-valent node (see Figure 2.2).

We say that two reduced dimer models $\Gamma, \Gamma'$ are isomorphic, which is denoted by $\Gamma \cong \Gamma'$, if their underlying cell decompositions of $T$ are homotopy-equivalent.

![Figure 2.2. An example of the join and split move.](image)

We sometimes focus on the following type of dimer models.

**Definition 2.1.** We say that a dimer model $\Gamma$ is hexagonal (resp. rectangular) if any face of $\Gamma$ is hexagon (resp. rectangle) and any node of $\Gamma$ is 3-valent (resp. 4-valent). In particular, a hexagonal (resp. rectangular) dimer model is homotopy-equivalent to a dimer model whose faces are all regular hexagons (resp. squares).

### 2.2 Perfect matchings and the perfect matching polygon

Next, we assign a lattice polygon to each dimer model. For this purpose, we will introduce the notion of perfect matchings, and we construct a polygon called the perfect matching polygon.
Definition 2.2. A perfect matching (or dimer configuration) on a dimer model $\Gamma$ is a subset $P$ of $\Gamma_1$ such that each node is the end point of precisely one edge in $P$.

In general, not every dimer model necessarily has a perfect matching. In this paper, we will mainly discuss consistent dimer models, and such dimer models have perfect matchings. Moreover, we can extend a perfect matching $P$ to one on $\tilde{\Gamma}$ via the universal cover $\mathbb{R}^2 \to \mathbb{T}$. We call this a perfect matching on $\Gamma$, and use the same notation $P$. For example, some perfect matchings on the dimer model given in Figure 2.1 are shown in Figure 2.3. (This dimer model has eight perfect matchings in total.)

![Figure 2.3. Some perfect matchings on the dimer model given in Figure 2.1.](image)

We say that a dimer model is non-degenerate if every edge is contained in some perfect matchings. It is known that this non-degeneracy condition is equivalent to the strong marriage condition; that is, the dimer model has equal numbers of black and white nodes and every proper subset of the black nodes of size $n$ is connected to at least $n + 1$ white nodes (e.g., [7, Remark 2.12]).

Following [20, Section 5], we next define the perfect matching polygon. We first fix a perfect matching $P_0$, and call this the reference perfect matching. For any perfect matching $P$, we consider the connected components of the universal cover $\mathbb{R}^2$ divided by $P \cup P_0$. Then, we consider the height function $h_{P,P_0}$, which is a locally constant function on $\mathbb{R}^2 \setminus (P \cup P_0)$, defined as follows. First, we choose a connected component of $\mathbb{R}^2 \setminus (P \cup P_0)$, and define the value of $h_{P,P_0}$ as 0. Then, this function increases by 1 when we cross

- an edge $e \in P$ with the black node on the right, or
- an edge $e \in P_0$ with the white node on the right,

and decreases by 1 when we cross

- an edge $e \in P$ with the white node on the right, or
- an edge $e \in P_0$ with the black node on the right.

This function is determined up to a choice of a connected component of value 0. For example, Figure 2.4 shows the height function $h_{P_2,P_3}$ on the dimer model given in Figure 2.1, where the red square stands for a fundamental domain of $T$, the edges in $P_2$ (resp. $P_3$) are colored blue (resp. green), and the number filled in each component is the value of $h_{P_2,P_3}$.

We then take a point $pt \in \mathbb{R}^2 \setminus (P \cup P_0)$, and define the height change

$$h(P, P_0) = (h_x(P, P_0), h_y(P, P_0)) \in \mathbb{Z}^2$$

of $P$ with respect to $P_0$ as the differences of the height function:

- $h_x(P, P_0) = h_{P,P_0}(pt + (1,0)) - h_{P,P_0}(pt)$,
- $h_y(P, P_0) = h_{P,P_0}(pt + (0,1)) - h_{P,P_0}(pt)$. 


We remark that this does not depend on the choice of \( pt \in \mathbb{R}^2 \setminus (P \cup P_0) \). We then consider the height change \( h(P, P') \) for any pair of perfect matchings \( P, P' \), but since we have

\[
h(P, P') = h(P, P_0) - h(P', P_0),
\]

it is enough to consider height changes with respect to the reference perfect matching \( P_0 \). Then, the perfect matching (= PM) polygon (or characteristic polygon) \( \Delta \Gamma \subset \mathbb{R}^2 \) of a dimer model \( \Gamma \) is defined as the convex hull of \( \{ h(P, P_0) \in \mathbb{Z}^2 \mid P \in \text{PM}(\Gamma) \} \) where \( \text{PM}(\Gamma) \) is the set of perfect matchings on \( \Gamma \).

**Remark 2.3.** The description of height changes depends on the choice of the coordinate system fixed in \( \mathbb{T} \) (i.e., the choice of a fundamental domain). A change of a coordinate system induces a \( \text{GL}(2, \mathbb{Z}) \)-action on the PM polygon, and this action does not affect our problem. In the following, we say that two polygons \( P \) and \( Q \) are \( \text{GL}(2, \mathbb{Z}) \)-equivalent if they are transformed into each other by \( \text{GL}(2, \mathbb{Z}) \)-transformations, in which case we denote \( P \cong Q \). Thus, we may fix some fundamental domain of \( \mathbb{T} \). Also, we remark that the description of the polygon \( \Delta \Gamma \) depends on the choice of a reference perfect matching, but it is determined up to translations.

**Definition 2.4.** Fix a perfect matching \( P_0 \) and let \( \Delta \Gamma \) be the perfect matching polygon. We say that a perfect matching \( P \) is

- a corner (or extremal) perfect matching if \( h(P, P_0) \) is a vertex of \( \Delta \Gamma \),
- a boundary (or external) perfect matching if \( h(P, P_0) \) is a lattice point on an edge of \( \Delta \Gamma \) (in particular, corner perfect matchings are boundary perfect matchings),
- an internal perfect matching if \( h(P, P_0) \) is an interior lattice point of \( \Delta \Gamma \).

In the next subsection, we will introduce consistent dimer models (see Definition 3.2), which have several nice properties. If a dimer model is consistent, then there exists a unique corner perfect matching corresponding to each vertex of \( \Delta \Gamma \) (e.g., [7, Corollary 4.27], [20, Proposition 9.2]). Thus, we can give a cyclic order to corner perfect matchings along the corresponding vertices of \( \Delta \Gamma \) in the anti-clockwise direction. We say that two corner perfect matchings are adjacent if they are adjacent with respect to the given cyclic order.

**Example 2.5.** We consider the dimer model given in Figure 2.1, which is consistent as we will see in the next subsection. Fix the perfect matching \( P_0 \) shown in Figure 2.3 as the reference one. Then, we see that the perfect matchings \( P_1, \ldots, P_4 \) correspond to lattice points \( (1, 0), (1, 1), (-1, 0), (0, -1) \), respectively. Since \( P_0 \) is the reference perfect matching, it corresponds to \( (0, 0) \).

In addition, this dimer model has three perfect matchings that are not listed in Figure 2.3, and such perfect matchings also correspond to \( (0, 0) \). Thus, the PM polygon takes the form shown in Figure 2.5, and hence \( P_1, \ldots, P_4 \) are corner perfect matchings.
In this way, we can obtain the PM polygon from a dimer model. On the other hand, it is known that any lattice polygon can be obtained as the PM polygon of a certain dimer model.

**Theorem 2.6** ([14, 20]). *For any lattice polygon $\Delta$ in $\mathbb{R}^2$, there exists a dimer model $\Gamma$ giving $\Delta$ as the PM polygon $\Delta_\Gamma$. Furthermore, we can take this $\Gamma$ as it satisfies the consistency condition (see Definition 3.2).*

Thus, for a given lattice polygon $\Delta$, we say that $\Gamma$ is a *dimer model associated with* $\Delta$ if the PM polygon of $\Gamma$ coincides with $\Delta$. We remark that for a given polygon $\Delta$, the associated consistent dimer model is not unique in general.

## 3 Zigzag paths and their properties

### 3.1 Consistency conditions

In this subsection, we introduce the consistency condition. In order to define this condition, we first introduce the notion of zigzag paths. These paths are also the main ingredients for introducing deformations of dimer models.

**Definition 3.1.** We say that a path on a dimer model is a *zigzag path* if it makes a maximum turn to the right on a white node and a maximum turn to the left on a black node. Also, we say that a zigzag path is *reduced* if it does not pass through 2-valent nodes. (We remark that we can make a zigzag path reduced using the join moves. In particular, any zigzag path on a reduced dimer model is reduced.)

Since a dimer model has only finitely many edges, we see that all zigzag paths are periodic. For a zigzag path $z$ on $\Gamma$, we define the length of $z$, which is denoted by $\ell(z)$, as the number of edges of $\Gamma$ constituting $z$. In particular, we see that $\ell(z)$ is an even integer. Thus, edges on a zigzag path are indexed by elements in $\mathbb{Z}/(2n)\mathbb{Z}$ for some integer $\ell(z)/2 = n \geq 1$. Fix a black node on a zigzag path $z$ as the starting point of $z$, and denote $z$ as a sequence of edges starting from the fixed black node: $z = z[1]z[2] \cdots z[2n-1]z[2n]$.

An edge in a zigzag path $z$ is called a *zig* (resp. *zag*) of $z$ if it is indexed by an odd (resp. even) integer. We denote by $\text{Zig}(z)$ (resp. $\text{Zag}(z)$) the set of zigs (resp. zags) appearing in a zigzag path $z$, which is a finite set. Two zigzag paths are said to *intersect* if they share an edge (not a node). We note that if $z$ does not have a self-intersection, $\text{Zig}(z)$ and $\text{Zag}(z)$ are disjoint sets. For any edge $e$ of a dimer model, we can consider the zigzag path containing $e$ as a zig and the
Deformations of Dimer Models

zigzag path containing $e$ as a zag. Thus, any edge $e$ is contained in at most two zigzag paths. If such zigzag paths do not have a self-intersection, $e$ is contained in exactly two zigzag paths. For example, zigzag paths on the dimer model given in the left of Figure 2.1 are shown in Figure 3.1.

![Zigzag paths](image.png)

**Figure 3.1.** All zigzag paths on the dimer model given in Figure 2.1.

For a zigzag path $z$ on a dimer model $\Gamma$, we also consider the lift of $z$ to the universal cover $\tilde{\Gamma}$. Let $\tilde{z}(\alpha)$ denote a zigzag path on $\tilde{\Gamma}$ whose projection on $\Gamma$ is $z$ where $\alpha \in \mathbb{Z}$. When we do not need to specify these, we simply denote each of them by $\tilde{z}$. Then, we see that a zigzag path on $\Gamma$ is either periodic or infinite in both directions. Using these notions, we introduce the consistency condition.

**Definition 3.2** (see [19, Definition 3.5]). We say that a dimer model is (zigzag) consistent if it satisfies the following conditions:

1. There is no homologically trivial zigzag path,
2. No zigzag path on the universal cover has a self-intersection,
3. No pair of zigzag paths on the universal cover intersect each other in the same direction more than once. That is, if a pair of zigzag paths $(\tilde{z}, \tilde{w})$ on the universal cover has two intersected edges $a_1, a_2$ and $\tilde{z}$ points from $a_1$ to $a_2$, then $\tilde{w}$ points from $a_2$ to $a_1$.

In the literature, there are several conditions that are equivalent to Definition 3.2 (for more details, see [4, 19]), and it is known that a consistent dimer model is non-degenerate (e.g., [20, Proposition 8.1]). For example, we see that the dimer model given in Figure 2.1 is consistent by checking all zigzag paths, which are shown in Figure 3.1. We also remark that this dimer model satisfies the stronger condition called isoradial (see Definition 3.4).

In this paper, we also use another condition called properly ordered. To explain the proper ordering, we prepare several notation. First, considering a zigzag path $z$ as a 1-cycle on $\mathbb{T}$, we have the homology class $[z] \in H_1(\mathbb{T}) \cong \mathbb{Z}^2$. We call this element $[z] \in \mathbb{Z}^2$ the slope of $z$. We remark that even if we apply the join and split moves to nodes contained in a zigzag path, such operations do not change the slope. If a zigzag path does not have any self-intersection, the slope of each zigzag path is primitive. Now, we consider slopes $(a, b) \in \mathbb{Z}^2$ of zigzag paths that are not homologically trivial. The set of such slopes has a natural cyclic order by considering $(a, b)$ as an element of the unit circle:

$$\frac{(a, b)}{\sqrt{a^2 + b^2}} \in S^1.$$

We say that two zigzag paths are adjacent if their slopes are adjacent with respect to the above cyclic order. Using this cyclic order, we define a properly ordered dimer model below. In particular, it is known that a dimer model is consistent in the sense of Definition 3.2 if and only if it is properly ordered (see [19, Proposition 4.4]).

**Definition 3.3** (see [14, Section 3.1]). A dimer model is said to be properly ordered if
(1) there is no homologically trivial zigzag path,
(2) no zigzag path on the universal cover has a self-intersection,
(3) no pair of zigzag paths with the same slope have a common node,
(4) for any node on the dimer model, the natural cyclic order on the set of zigzag paths incident to that node coincides with the cyclic order determined by their slopes.

We also introduce isoradial dimer models which are stronger than consistent ones. The dimer model given in Figure 2.1 is isoradial in particular.

**Definition 3.4** ([25, Theorem 5.1]; see also [10, 26]). We say that a dimer model $\Gamma$ is isoradial (or geometrically consistent) if

1. every zigzag path is a simple closed curve,
2. any pair of zigzag paths on the universal cover share at most one edge.

### 3.2 Relationships between perfect matchings and zigzag paths

We can now discuss the relationship between perfect matchings and zigzag paths. The following proposition is essential throughout this paper.

**Proposition 3.5** (see [14, Theorem 3.3 and Corollary 3.8], [20, Proposition 9.2 and Corollary 9.3]). There exists a one-to-one correspondence between the set of slopes of zigzag paths on a consistent dimer model $\Gamma$ and the set of primitive side segments of the PM polygon $\Delta_{\Gamma}$. More precisely, each slope of a zigzag path is the primitive outer normal vector for a primitive side segment of $\Delta_{\Gamma}$.

Moreover, zigzag paths having the same slope arise as the difference of two adjacent corner perfect matchings $P, P'$ (i.e., the edges in $P \cup P' \setminus P \cap P'$ form zigzag paths). Thus, any corner perfect matching intersects with half of the edges constituting a certain zigzag path.

For example, the zigzag path $z_1$ shown in Figure 3.1 is obtained from the pair of adjacent corner perfect matchings $(P_1, P_2)$ given in Figure 2.3. Also, the zigzag paths $z_2, z_3, z_4$ are obtained by pairs $(P_2, P_3), (P_3, P_4), (P_4, P_1)$, respectively.

By Proposition 3.5, we can assign each edge of the PM polygon to a zigzag path $z$; thus we will call this the edge corresponding to $z$. In particular, the edges corresponding to zigzag paths having the same slope are all the same.

Let $P, P'$ be adjacent corner perfect matchings on a consistent dimer model, and $z_1, \ldots, z_r$ be the zigzag paths arising from $P$ and $P'$ as in Proposition 3.5. In particular, these zigzag paths have the same slope. We see that $P \cap z_i = \text{Zig}(z_i)$ and $P' \cap z_i = \text{Zag}(z_i)$ (or $P \cap z_i = \text{Zag}(z_i)$ and $P' \cap z_i = \text{Zag}(z_i)$) for any $i = 1, \ldots, r$. Here, $P \cap z_i$ denotes the subset of edges in $P$ contained in $z_i$. Then, we have the description of boundary perfect matchings using the corner ones.

**Proposition 3.6** (e.g., [7, Proposition 4.35], [14, Corollary 3.8]). Let $P, P'$ and $z_1, \ldots, z_r$ be as above. Let $E$ be the edge of the PM polygon of $\Gamma$ corresponding to $z_1, \ldots, z_r$. We assume that $P \cap z_i = \text{Zig}(z_i)$ and $P' \cap z_i = \text{Zag}(z_i)$. Then, any boundary perfect matching corresponding to a lattice point on $E$ can be described as

\[
\left( P \setminus \bigcup_{i \in I} \text{Zig}(z_i) \right) \cup \bigcup_{i \in I} \text{Zag}(z_i) \quad \text{or} \quad \left( P' \setminus \bigcup_{i \in I} \text{Zag}(z_i) \right) \cup \bigcup_{i \in I} \text{Zig}(z_i),
\]

where $I$ is a subset of $\{1, \ldots, r\}$. In particular, the number of perfect matchings corresponding to a lattice point $q$ on $E$ is $\binom{r}{m}$, where $m$ is the number of primitive side segments of $E$ between $q$ and one of the endpoints of $E$. 
We then observe the relationships between zigzag paths and height changes of perfect matchings. Some of these relationships are well-known to experts, but we will consider them in detail because these statements are quite important when we define the deformation of consistent dimer models in Section 4, and also for the self-containedness.

**Observation 3.7** (cf. [20, Section 5.3]). Let $\Gamma$ be a consistent dimer model. For any zigzag path $z$, the slope $[z]$ is an element in $H_1(\mathbb{T})$. On the other hand, we can consider height changes as elements in the cohomology group $H^1(\mathbb{T}) \cong \mathbb{Z}^2$. We consider a pairing $\langle - , - \rangle : H^1(\mathbb{T}) \times H_1(\mathbb{T}) \to \mathbb{Z}$. By Propositions 3.5 and 3.6, there is a perfect matching $P'$ that intersects half of the edges constituting $z$. Then, for any perfect matching $P$, we have $\langle h(P, P'), [z] \rangle \leq 0$. In fact, we first replace $z$ by the path $p_z$ on the quiver $Q_\Gamma$ going along the left side of $z$ (see the figure below).

Then, considering this path $p_z$ as the element $[p_z] \in H_1(\mathbb{T})$, we have $[z] = [p_z]$. By a choice of $P'$, this $p_z$ does not cross any edge in $P'$, and if $p_z$ crosses an edge in $P$, we can see the white node on the right by the definition of $Q_\Gamma$. Thus, we have the desired inequality.

For a perfect matching $P$ and a zigzag path $z$ on a dimer model $\Gamma$, we denote by $|P \cap z|$ the number of edges in $P \cap z$. Since the number of perfect matchings is finite, the maximum (resp. minimum) number $\omega_{\text{max}}(z)$ (resp. $\omega_{\text{min}}(z)$) of $|P \cap z|$ exists for each zigzag path $z$. For a consistent dimer model, $z$ can be obtained as the difference of adjacent perfect matchings (see Proposition 3.6); thus we clearly have $\ell(z)/2 = \omega_{\text{max}}(z)$. We set

$$PM_{\text{max}}(z) = \{ P \in PM(\Gamma) \mid |P \cap z| = \omega_{\text{max}}(z) \},$$

$$PM_{\text{min}}(z) = \{ P \in PM(\Gamma) \mid |P \cap z| = \omega_{\text{min}}(z) \}.$$

In particular, if $P, P'$ are adjacent corner perfect matchings on a consistent dimer model $\Gamma$, and $z$ is one of the zigzag paths obtained by $P, P'$, then we have $P \cap z = \text{Zig}(z)$ and $P' \cap z = \text{Zag}(z)$ (or $P \cap z = \text{Zag}(z)$ and $P' \cap z = \text{Zig}(z)$), and hence the next lemma easily follows from Propositions 3.5 and 3.6.

**Lemma 3.8.** Let $z$ be a zigzag path on a consistent dimer model $\Gamma$, and $E$ be the edge of the PM polygon of $\Gamma$ corresponding to $z$. If $P_1, \ldots, P_s$ are boundary perfect matchings corresponding to lattice points on $E$, then we have $\{P_1, \ldots, P_s\} = PM_{\text{max}}(z)$, and $\omega_{\text{max}}(z) = |P_i \cap z| = \ell(z)/2$ for any $i = 1, \ldots, s$.

Next, we prepare several lemmas, which play crucial roles to define deformations of consistent dimer models.

**Lemma 3.9.** Let the notation be the same as Lemma 3.8. For any perfect matching $P$, we have

$$|P \cap z| = \ell(z)/2 - \langle h(P, P_i), -[z] \rangle.$$

In particular, we have

$$\langle h(P, P_i), -[z] \rangle \leq \omega_{\text{max}}(z) - \omega_{\text{min}}(z),$$

and the equality holds for $P \in PM_{\text{min}}(z)$. 

\[\]
Proof. First, the maximum number of $|P \cap z|$ is $\ell(z)/2$, in which case $P = P_i$ by Lemma 3.8. If the path $p_z$ as in Observation 3.7 crosses an edge $e$ in $P$, it means that $e$ is not an edge constituting $z$, and thus any edge sharing the same white node as $e$ is not contained in $P$. By Observation 3.7, we see that for any perfect matching $P$ the number of edges in $P$ intersecting with $p_z$ coincides with $-\langle h(P, P_i), [z] \rangle$, and thus we have the first equation.

The second assertion follows from the first equation and Lemma 3.8. ■

By this lemma, we see that $P \in PM_{\min}(z)$ if and only if $\langle h(P, P_i), [z] \rangle \leq \langle h(P', P_i), [z] \rangle$ for any $P' \in PM(\Gamma)$. Thus, we see that $P \in PM_{\min}(z)$ lies either on a vertex of the PM polygon $\Delta_P$ or an edge of $\Delta_P$. Also, even if two zigzag paths $z_j$ and $z_k$ have the same slope, $\ell(z_j) \neq \ell(z_k)$ and $|P \cap z_j| \neq |P \cap z_k|$ in general, but the difference of these values is the same in the following sense:

Lemma 3.10. Let $\Gamma$ be a consistent dimer model, and $z$, $z'$ be zigzag paths on $\Gamma$ having the same slope. Then, for any perfect matching $P$, we have

$$\ell(z)/2 - |P \cap z| = \ell(z')/2 - |P \cap z'|.$$

In particular, we have

$$\ell(z)/2 - \omega_{\min}(z) = \ell(z')/2 - \omega_{\min}(z').$$

Proof. Since $[z] = [z']$, the first equation follows from Lemma 3.9. Considering a perfect matching $P$ such that the value of $\langle h(P, P_i), [-z] \rangle = \langle h(P, P_i), [-z'] \rangle$ is maximal, we have the second equation. ■

We then divide zigzag paths on a consistent dimer model into the following two types. Note that type I zigzag paths are used to define the deformation of consistent dimer models.

Definition 3.11. Let $\Gamma$ be a dimer model, and $z$ be a zigzag path on $\Gamma$.

1. We say that $z$ is type I if $z$ is reduced and $\bar{z}$ intersects with any other zigzag path on the universal cover $\tilde{\Gamma}$ at most once.

2. We say that $z$ is type II if $z$ is reduced and there exists a zigzag path $\bar{w}$ on the universal cover $\tilde{\Gamma}$ such that $\bar{w}$ intersects with $\bar{z}$ in the opposite direction more than once.

We note that any zigzag path on a reduced consistent dimer model is either type I or type II. In particular, if $\Gamma$ is isoradial, then all zigzag paths are type I (see Definition 3.4).

As the following lemmas show, the properties of type I zigzag paths are particularly nice.

Lemma 3.12. Let $z$ be a type I zigzag path on a consistent dimer model $\Gamma$. Then, there exists a perfect matching $P$ on $\Gamma$ satisfying $|P \cap z| = 0$, which means that $P$ is in $PM_{\min}(z)$.

Proof. In order to find a perfect matching $P$, we will use the method discussed in [14, Section 3], [7, Section 4]. For this, we first prepare some notation.

We consider the sequence $[z_1], \ldots, [z_n]$ of slopes of zigzag paths on $\Gamma$. Since $\Gamma$ is consistent, it is properly ordered, and thus we can assume that the slopes are ordered cyclically with this order. We note that some of the slopes may coincide. Then, we define the normal fan in $H_1(\Gamma) \otimes_{\mathbb{Z}} \mathbb{R}$ whose rays are slopes $[z_1], \ldots, [z_n]$. In particular, each two-dimensional cone $\sigma$ is generated by different adjacent slopes. We denote by $\theta_1$ the angle formed by $[z_i]$. Here, we suppose that $z = z_k$. Let $\mathcal{R}$ be a ray whose angle is $\theta_k + \pi + \epsilon$ where $\epsilon > 0$ is a sufficiently small angle satisfying the condition that $\theta_k + \pi + \epsilon$ does not coincide with any $\theta_1$.

Then, for each node $v \in \Gamma_0$, we define the fan $\xi(v)$ generated by the slopes of zigzag paths factoring through $v$. In this fan $\xi(v)$, we can find the zigzag path $z'_v$ whose slope makes the smallest clockwise angle with $\mathcal{R}$, and the zigzag path $z''_v$ whose slope makes the smallest anticlockwise angle with $\mathcal{R}$. Since $\Gamma$ is properly ordered, these zigzag paths are consecutive around $v$. The intersection of $z'_v$ and $z''_v$ is the edge $e(v)$ which has $v$ as an endpoint.
We then apply the same argument to the node $v'$ which is the other endpoint of $e(v)$. The proper ordering on $\Gamma$ leads to the conclusion that $e(v) = e(v')$ (see the above figure). We repeat these arguments for any node, but it is enough to consider $e(v)$'s for any $v \in \Gamma^+_0$ (or $v \in \Gamma^-_0$). By [14, Section 3.2] or [7, Lemma 4.19], we see that the subset of edges $e(v)$ for all $v \in \Gamma^+_0$ forms a perfect matching. Furthermore, since $z = z_k$ is type I, there exists a zigzag path whose slope is located at an angle less than $\pi$ in an anti-clockwise (resp. clockwise) direction from $[z]$ in $\xi(v)$ by [7, Lemma 4.11 and its proof], in which case such a slope is located between $[z]$ and $[z'_0]$ (resp. $[z''_0]$) or coincides with $[z'_0]$ (resp. $[z''_0]$). Thus, we have $z \neq z'_0$ and $z \neq z''_0$ by the definition of the ray $\mathcal{R}$. Therefore, in this case $e(v)$ is not contained in $z$ by the above construction. Also, we see that if a node $v$ does not lie on $z$, $e(v)$ is not contained in $z$. Thus, the perfect matching constructed in the above fashion satisfies the desired condition. \[\ ■\]

**Lemma 3.13.** Let $z$ be a type I zigzag path on a consistent dimer model. Then, we have $\omega_{\min}(z) = 0$, and hence $\ell(z)$ is the same for all type I zigzag paths having the same slope.

**Proof.** This follows from Lemmas 3.10 and 3.12. \[\ ■\]

For zigzag paths $z, w$ on a dimer model $\Gamma$, we denote by $z \cap w$ the subset of edges that are intersections of $z$ and $w$ on $\Gamma$. We remark that if $z$ is type I then the number of intersections of $\tilde{z}$ and $\tilde{w}$ on $\tilde{\Gamma}$ is less than or equal to one, but there are possibly more intersections of $z$ and $w$ if we consider them on $\Gamma$.

**Lemma 3.14.** Let $z$ be a type I zigzag path on a reduced consistent dimer model $\Gamma$. We suppose that a zigzag path $w$ has intersections with $z$ on $\Gamma$. Then, we see that $z \cap w \subset \text{Zig}(z)$ or $z \cap w \subset \text{Zag}(z)$.

**Proof.** Let $e_1, e_2$ be edges of $\Gamma$, and we assume that $w$ intersects with $z$ at $e_1$ and $e_2$. If $e_i$ is a zig of $z$, then it is a zag of $w$, and vice versa. We assume that $e_1$ is a zig of $z$ and $e_2$ is a zag of $z$.

We then lift these edges on the universal cover $\tilde{\Gamma}$. Let $\tilde{e}_1, \tilde{e}_2$ be edges of $\tilde{\Gamma}$ whose restrictions on $\Gamma$ are $e_1, e_2$, respectively. In particular, $\tilde{e}_1$ is a zig of $\tilde{z}$ and $\tilde{e}_2$ is a zag of $\tilde{z}$. Then, there exist zigzag paths $\tilde{w}_1, \tilde{w}_2$ on $\tilde{\Gamma}$ whose restriction on $\Gamma$ is just $w$, and $\tilde{w}_1$ (resp. $\tilde{w}_2$) intersects with $\tilde{z}$ at $\tilde{e}_1$ (resp. $\tilde{e}_2$). The zigzag path $\tilde{z}$ splits $\mathbb{R}^2$ into two pieces, and $\tilde{w}_1$ (resp. $\tilde{w}_2$) intersects with $\tilde{z}$ from left to right (resp. right to left) by the definition of zigzag paths (see the figure below).

Since $z$ is type I, there is no intersections of $\tilde{z}$ and $\tilde{w}_i$ except $\tilde{e}_i$ where $i = 1, 2$. Thus, we can not superimpose $\tilde{w}_1$ and $\tilde{w}_2$ using translations. This contradicts a choice of $\tilde{w}_1, \tilde{w}_2$. \[\ ■\]
The following lemma follows from the argument in the proof of [7, Proposition 3.12].

Lemma 3.15. Let $z$, $w$ be zigzag paths on a consistent dimer model $\Gamma$. We assume that $\tilde{z}$ intersects with $\tilde{w}$ on the universal cover $\tilde{\Gamma}$ at most once. Then, the slopes $[z]$, $[w]$ are linearly independent if and only if $\tilde{z}$ and $\tilde{w}$ intersect on precisely one edge.

Lemma 3.16. Let $z_1, \ldots, z_r$ be type I zigzag paths on a reduced consistent dimer model $\Gamma$ having the same slope. We suppose that a zigzag path $w$ has intersections with $z_i$ for some $i$. Then, $w$ intersects with every $z_i$ $(i = 1, \ldots, r)$, and the intersections $w \cap z_1, \ldots, w \cap z_r$ are all in $\text{Zig}(w)$ or all in $\text{Zag}(w)$. Moreover, we have $|w \cap z_1| = \cdots = |w \cap z_r|$.

Proof. Since $z_1, \ldots, z_r$ are type I, $\tilde{w}$ intersects with each $\tilde{z}_i$ at most once. Thus, each pair of zigzag paths $(\tilde{w}, \tilde{z}_i)$ for $i = 1, \ldots, r$ satisfies the assumption in Lemma 3.15. Since $w$ has intersections with $z_j$, $\tilde{w}$ intersects with $\tilde{z}_j$ precisely once on the universal cover. By Lemma 3.15, we see that $[w]$ and $[z_j]$ are linearly independent, and hence $[w]$ and $[z_i]$ are linearly independent for any $i$. Thus, $\tilde{w}$ intersects with $\tilde{z}_i$ precisely once for any $i = 1, \ldots, r$.

The latter assertion follows from a similar argument as in the proof of Lemma 3.14. More precisely, since $\tilde{w}$ intersects with $\tilde{z}_i$ precisely once for any $i = 1, \ldots, r$, if $\tilde{w}$ intersects with $\tilde{z}_i$ from right to left (resp. left to right), then so do zigzag paths having the same slope. This means that intersections are all in $\text{Zig}(w)$ (resp. all in $\text{Zag}(w)$).

Also, let $\tilde{z}_1$ and $\tilde{z}_1'$ be zigzag paths on $\tilde{\Gamma}$ that are projected onto the zigzag path $z_1$ on $\Gamma$. We assume that there is no zigzag path projected onto $z_1$ between $\tilde{z}_1$ and $\tilde{z}_1'$. Also, we assume that $\tilde{w}$ first intersects with $\tilde{z}_1$, then intersects with $\tilde{z}_1'$. Then, for all $i = 2, \ldots, r$ we can find a unique zigzag path $\tilde{z}_i$ on $\tilde{\Gamma}$ such that it is projected onto $z_i$ and is located between $\tilde{z}_1$ and $\tilde{z}_1'$. Thus, after $\tilde{w}$ intersects with $\tilde{z}_1$, it intersects with $\tilde{z}_2, \ldots, \tilde{z}_r$ precisely once and then arrives at $\tilde{z}_1'$. We can apply the same arguments for any pair $(\tilde{z}_1, \tilde{z}_1')$ of zigzag paths on $\tilde{\Gamma}$ satisfying the above properties. Thus, projecting onto $\Gamma$ we have $|w \cap z_1| = \cdots = |w \cap z_r|$.

4 Deformations of dimer models

In this section, we will introduce the concept of a deformation of consistent dimer models. This operation is defined for type I zigzag paths on a consistent dimer model, and there are two kinds of deformations, which we call the zig-deformation (see Definition 4.3) and the zag-deformation (see Definition 4.4). For some special cases, these deformations preserve the consistency condition (see Proposition 4.5), but they change the associated PM polygon, whereas we will see that the PM polygon of the deformed dimer model is exactly the combinatorial mutation of a polygon (see Theorem 5.10).

4.1 Definition of deformations of dimer models

Let $\Gamma$ be a reduced consistent dimer model. In particular, any slope of a zigzag path on $\Gamma$ is primitive. Let $Z_v(\Gamma)$ be the subset of zigzag paths on $\Gamma$ whose slopes are the primitive vector $v \in \mathbb{Z}^2$, and $Z_v^1(\Gamma)$ be the subset of $Z_v(\Gamma)$ consisting of type I zigzag paths. We first prepare the deformation data.

Definition 4.1 (deformation data). Let $\Gamma$ be a reduced consistent dimer model. In order to define the deformation of $\Gamma$, we fix the following data.

1. We choose a type I zigzag path $z$, and let $2n : = \ell(z)$ and $v : = [z]$.
2. We then fix a positive integer $r$ such that $r \leq |Z_v^1(\Gamma)|$, and let $h = n - r$. 
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(3) We take a subset \( \{z_1, \ldots, z_r\} \subset Z^I_0(\Gamma) \) of type I zigzag paths, in which case we have 
\[ 2n = \ell(z_1) = \cdots = \ell(z_r) \] 
by Lemma 3.13. Therefore, each \( z_i \) can be described as 
\[ z_i = z_i[1]z_i[2]\ldots z_i[2n-1]z_i[2n]. \]

(4) We consider non-negative integers \( p_1, \ldots, p_r \in \mathbb{Z}_{\geq 0} \) such that \( p_1 + \cdots + p_r = n - r = h. \)
We call \( p := (p_1, \ldots, p_r) \) a deformation weight of \( \{z_1, \ldots, z_r\}. \)

**Remark 4.2.** To define the deformation data, we need a type I zigzag path. If a dimer model is isoradial, then any zigzag path is type I (see Definition 3.4), and hence \( |Z^I_0(\Gamma)| = |Z_0(\Gamma)|. \) Also, even if \( \Gamma \) contains no type I zigzag paths, we sometimes change a type II zigzag path into type I by using the mutations of dimer models (see Appendix A, especially Example A.4).

**Definition 4.3 (zig-deformation).** Let the notation be the same as in Definition 4.1. For a deformation weight \( p = (p_1, \ldots, p_r) \) of \( \{z_1, \ldots, z_r\} \), we consider the following procedures:

(zig-1) Using split moves, we insert \( p_i \) white nodes and \( p_i \) black nodes in each zig of \( z_i \).

[Notation]
- For any zig \( z_i[2m-1] \) of \( z_i \) where \( m = 1, \ldots, n \) and \( i = 1, \ldots, r \), we denote by \( b_i[2m-1] \) (resp. \( w_i[2m-1] \)) the black (resp. white) node that is the endpoint of \( z_i[2m-1]. \)
- We denote the white nodes added in the zig \( z_i[2m-1] \) by \( w_i,1[2m-1], \ldots, w_i,p_i[2m-1], \) and the black ones by \( b_i,1[2m-1], \ldots, b_i,p_i[2m-1]. \) Here, the subscripts increase in the direction from \( b_i[2m-1] \) to \( w_i[2m-1]. \)

(zig-2) We remove all zags of \( z_i \) for every \( i = 1, \ldots, r. \)
(zig-3) If \( p_i \neq 0 \), then we connect the white node \( w_{i,j}[2m-1] \) to the black node \( b_{i,j}[2m+1] \) where \( j = 1, \ldots, p_i \) and \( m = 1, \ldots, n. \) (Note that \( w_{i,j}[2n-1] \) is connected to \( b_{i,j}[2n+1] := b_{i,j}[1]. \)) We denote by \( z_{i,j} \) the new 1-cycle, which will be a zigzag path on the deformed dimer model, obtained by connecting
\[ w_{i,j}[2n-1], b_{i,j}[2n-1], w_{i,j}[2n-3], b_{i,j}[2n-3], \ldots, w_{i,j}[1], b_{i,j}[1] \]
cyclically \( (i = 1, \ldots, r \) and \( j = 1, \ldots, p_i). \)

(join) If there exist 2-valent nodes, then we apply the join moves to the dimer model obtained by the above procedures and make it reduced.

We denote the resulting dimer model by \( \nu^\text{zig}_p(\Gamma, \{z_1, \ldots, z_r\}) \), and call it the zig-deformation of \( \Gamma \) at \( \{z_1, \ldots, z_r\} \) with respect to the weight \( p. \) If a situation is clear, we simply denote this by \( \nu^\text{zig}_p(\Gamma). \)

Similarly, we can define the “zag version” of this deformation as follows.

**Definition 4.4 (zag-deformation).** Let the notation be the same as Definition 4.1. For a deformation weight \( p = (p_1, \ldots, p_r) \) of \( \{z_1, \ldots, z_r\} \), we consider the following procedures:

(zag-1) Using split moves, we insert \( p_i \) white nodes and \( p_i \) black nodes in each zag of \( z_i \).

[Notation]
- For any zag \( z_i[2m] \) of \( z_i \) where \( m = 1, \ldots, n \) and \( i = 1, \ldots, r \), we denote by \( w_i[2m] \) (resp. \( b_i[2m] \)) the white (resp. black) node that is the endpoint of \( z_i[2m]. \)
- We denote the white nodes added in the zag \( z_i[2m] \) by \( w_i,1[2m], \ldots, w_i,p_i[2m], \) and the black ones by \( b_i,1[2m], \ldots, b_i,p_i[2m]. \) Here, the subscripts increase in the direction from \( w_i[2m] \) to \( b_i[2m]. \)
We denote by $z_{i,j}$ the new 1-cycle, which will be a zigzag path on the deformed dimer model, obtained by connecting

$\begin{align*}
  b_{i,j}[2n], w_{i,j}[2n], b_{i,j}[2n-2], w_{i,j}[2n-2], \ldots, b_{i,j}[2], w_{i,j}[2]
\end{align*}$

cyclically ($i = 1, \ldots, r$ and $j = 1, \ldots, p_i$).

We denote the resulting 2-valent nodes, then we apply the join moves to the dimer model obtained by the above procedures and make it reduced.

We note that for some cases the zig-deformation and zag-deformation are mutually inverse operations on the level of dimer models as in Proposition 4.6 below. To observe this, let $\nu^\text{zag}_p(\Gamma, \{z_1, \ldots, z_r\})$ be the zig-deformed dimer model as in Definition 4.3. We assume that $p_i = 1$ for some $i$ and consider the zigzag path $z_{i,p_i} = z_{i,1}$ on $\nu^\text{zig}_p(\Gamma)$ created in place of $z_i$ on $\Gamma$.
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via the zig-deformation. Note that $z_{i,1}$ is type I (see Proposition 7.5). Then, we take a new deformation data $q$ so that $z_{i,1}$ is chosen in the data with the weight 1, and consider the zag-deformation of $\nu_{p_i}^{\text{zig}}(\Gamma)$ at some set of zigzag paths with respect to $q$. Through this operation, $z_{i,1}$ changes into the original zigzag path $z_i$ as in Figure 4.3.

**Proposition 4.6.** We consider the situation as in Definition 4.1, and assume that $p_1 = \cdots = p_r = 1$, in which case $r = h$. Let $z_{i,p_i} = z_{i,1}$ ($i = 1, \ldots, r$) be the zigzag path of $\nu_{p_i}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})$ (resp. $\nu_{p_i}^{\text{zag}}(\Gamma, \{z_1, \ldots, z_r\})$) created by modifying $z_i$ as in Definition 4.3 (resp. Definition 4.4). We take $q = (1, \ldots, 1)$ as a deformation weight of $\{z_{1,1}, \ldots, z_{r,1}\}$. Then, we respectively have

$$\nu_q^{\text{zag}}(\nu_{p_i}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}), \{z_{1,1}, \ldots, z_{r,1}\}) = \Gamma,$$

$$\nu_q^{\text{zig}}(\nu_{p_i}^{\text{zag}}(\Gamma, \{z_1, \ldots, z_r\}), \{z_{1,1}, \ldots, z_{r,1}\}) = \Gamma.$$

This property depends on a choice of a deformation data, thus in general these deformations are not mutually inverse as in Example 4.9 given in the next subsection. Whereas, on the level of the PM polygons, they are mutually inverse as we will see in Corollary 8.6.
4.2 Examples of deformations of dimer models

In this subsection we give several examples for the case of $r = 1$, in which the deformed dimer model is consistent (see Proposition 4.5).

**Example 4.7.** Let $\Gamma$ be the dimer model given in Figure 2.1. We consider zigzag paths on $\Gamma$ given in Figure 3.1. We first collect the deformation data (see Definition 4.1). Let us choose the zigzag path $z_3$, and denote it by $z$. We see that $\ell(z) = 6$, $v := [z] = (-1, -1)$, and $|Z_v^I(\Gamma)| = 1$. Since $|Z_v^I(\Gamma)| = 1$, we can take only $r = 1$, in which case $h = \ell(z)/2 - r = 2$. Thus, we consider the deformation weight $p = h = 2$. The zig-deformation $\nu^\text{zig}_p(\Gamma, z)$ of $\Gamma$ at $z$ with $p = 2$ is shown in Figure 4.4.

![Figure 4.4](image)

**Figure 4.4.** The zig-deformation $\nu^\text{zig}_p(\Gamma, z)$ of $\Gamma$ at $z$.

We give the zag-deformation $\nu^\text{zag}_p(\Gamma, z)$ of $\Gamma$ at $z$ with $p = 2$ as in Figure 4.5.

![Figure 4.5](image)

**Figure 4.5.** The zag-deformation $\nu^\text{zag}_p(\Gamma, z)$ of $\Gamma$ at $z$.

**Example 4.8.** We remark that even if $\Gamma$ is an isoradial dimer model, the deformed ones are not necessarily isoradial. For example, the leftmost dimer model $\Gamma$ in Figure 4.6 is isoradial. We choose a type I zigzag path $z$ whose slope is $v = (-1, 0)$, in which case $|Z_v^I(\Gamma)| = 2$ and $\ell(z) = 4$. We fix $r = 1$, and hence $h = \ell(z)/2 - r = 1$. Applying the zig-deformation at $z$ with $p = 1$ to $\Gamma$, we have the rightmost one in Figure 4.6. One can check that the deformed dimer model is consistent but not isoradial.

![Figure 4.6](image)

**Figure 4.6.** An example of the deformed dimer model that is not isoradial.

**Example 4.9.** We here give an example showing that the zig-deformation and zag-deformation are not mutually inverse operations on the level of dimer models in general.
We consider the consistent dimer model \( \Gamma \) that takes the form as in the top-left of Figure 4.7, and the type I zigzag path \( z \) on \( \Gamma \). We see that \( [z] = (-1, 0) \) and \( \ell(z) = 4 \). Let \( r = 1 \), and hence \( h = \ell(z)/2 - r = 1 \). Then, the zig-deformation \( \nu^\text{zig}_p(\Gamma, z) \) of \( \Gamma \) at \( z \) with the deformation weight \( p = h = 1 \) is the top-right of Figure 4.7. Through this process, the new zigzag path on \( \nu^\text{zig}_p(\Gamma, z) \) whose slope is \((1, 0)\) has been created. If we apply the zag-deformation with the deformation weight \( q = 1 \) to this new zigzag path, then we recover the original dimer model \( \Gamma \) as we saw in Proposition 4.6. On the other hand, there is another type I zigzag path on \( \nu^\text{zig}_p(\Gamma, z) \) whose slope is \((1, 0)\), which is denoted by \( z' \). We see that \( \ell(z') = 4 \), and consider \( r = 1 \), and hence \( h = \ell(z')/2 - r = 1 \). Applying the zag deformation at \( z' \) with the deformation weight \( q = h = 1 \) to \( \nu^\text{zig}_p(\Gamma, z) \), we have the dimer model \( \nu^\text{zag}_q(\nu^\text{zig}_p(\Gamma, z), z') \) shown in the bottom-right of Figure 4.7, which is not isomorphic to \( \Gamma \). Nevertheless, \( \Gamma \) and \( \nu^\text{zag}_q(\nu^\text{zig}_p(\Gamma, z), z') \) are “mutation-equivalent” (see, e.g., [27, Section 5.11]) and hence their PM polygons are the same, see Appendix A for more details of the mutation.

**Figure 4.7.** An example showing that the zig-deformation and zag-deformation are not mutually inverse operations.

## 5 Combinatorial mutations of perfect matching polygons

In this section, we discuss a relationship between deformations of consistent dimer models and combinatorial mutations of polygons. We first define combinatorial mutations for lattice polytopes of any dimension, and then we mainly discuss the case of polygons.

### 5.1 Preliminaries on combinatorial mutations of polytopes

Following [2], we introduce combinatorial mutations of polytopes. Let \( N \cong \mathbb{Z}^d \) be a lattice of rank \( d \), and \( P \subset N_\mathbb{R} := N \otimes \mathbb{Z} \mathbb{R} \) be a convex lattice polytope. We assume that \( P \) contains the origin \( 0 \). We denote by \( V(P) \) the set of vertices of \( P \). We say that two polytopes \( P, Q \subset N_\mathbb{R} \) are isomorphic if they are transformed into each other by \( \text{GL}(d, \mathbb{Z}) \)-transformations, in which case we denote \( P \cong Q \).

We first prepare some notions used in the definition of combinatorial mutations of polytopes.
Definition 5.1 (mutation data). Let $P$ be a convex lattice polytope as above. In order to define a combinatorial mutation of $P$, we fix the data consisting of a vector $w$ and the associated integers $h_{\text{max}}(P, w)$, $h_{\text{min}}(P, w)$ and width$(P, w)$ defined as follows.

Let $w \in M := \text{Hom}_\mathbb{Z}(N, \mathbb{Z}) \cong \mathbb{Z}^d$ be a primitive lattice vector. The element $w \in M$ determines the linear map $\langle w, - \rangle : N_\mathbb{R} \to \mathbb{R}$, where $\langle -, - \rangle$ is the natural inner product. We set

$$h_{\text{max}}(P, w) := \max\{\langle w, u \rangle \mid u \in P\} \quad \text{and} \quad h_{\text{min}}(P, w) := \min\{\langle w, u \rangle \mid u \in P\},$$

which are integers since $P$ is a lattice polytope. When the situation is clear, we simply denote these by $h_{\text{max}}$ and $h_{\text{min}}$, respectively. We define the width of $P$ with respect to $w$ as

$$\text{width}(P, w) := h_{\text{max}}(P, w) - h_{\text{min}}(P, w).$$

We note that if the origin $0$ is contained in the strict interior $P^\circ$ of $P$, then $h_{\text{min}} < 0$ and $h_{\text{max}} > 0$, in which case we have width$(P, w) \geq 2$. We say that a lattice point $u \in N$ (resp. a subset $F \in N_\mathbb{R}$) is at height $m$ with respect to $w$ if $\langle w, u \rangle = m$ (resp. $\langle w, u \rangle = m$ for any $u \in F$).

For each height $h \in \mathbb{Z}$, we let

$$w_h(P) := \text{conv}\{u \in P \cap N \mid \langle w, u \rangle = h\},$$

which is the (possibly empty) convex hull of all lattice points in $P$ at height $h$. By definition, $w_{h_{\text{min}}}(P)$ and $w_{h_{\text{max}}}(P)$ are faces of $P$. Using these notions, a combinatorial mutation of $P$ is defined as follows.

Definition 5.2. Let the notation be the same as above. We assume that there exists a lattice polytope $F \subset N_\mathbb{R}$ such that $\langle w, u \rangle = 0$ for any $u \in F$, and for each negative height $h_{\text{min}} \leq h < 0$ there exists a possibly empty lattice polytope $G_h \subset N_\mathbb{R}$ satisfying

$$\{u \in \mathcal{V}(P) \mid \langle w, u \rangle = h\} \subseteq G_h + (-h)F \subseteq w_h(P), \quad (5.1)$$

where $+$ means the Minkowski sum, and we especially define $Q + \emptyset = \emptyset$ for any polytope $Q$. We call $F$ a factor of $P$ with respect to $w$. Then, we define the combinatorial mutation of $P$ given by the vector $w$, factor $F$ and polytopes $\{G_h\}$ as

$$\text{mut}_w(P, F) := \text{conv}\left( \bigcup_{h=h_{\text{min}}}^{h_{\text{max}}} G_h + \bigcup_{h=0}^{h_{\text{max}}} (w_h(P) + hF) \right).$$

We note that the combinatorial mutation is independent of the choice of the polytopes $\{G_h\}$ (see [2, Proposition 1]). Also, a translation of the factor $F$ does not affect the combinatorial mutation; that is, for any $u \in N$ with $\langle w, u \rangle = 0$ we have $\text{mut}_w(P, F) \cong \text{mut}_w(P, u + F)$; see [2] for more details.

Remark 5.3 (the combinatorial mutation for the case of $d = 2$). When $d = 2$, we choose an edge $E$ of a lattice polygon $P$, and take $w \in M \cong \mathbb{Z}^2$ as a primitive inner normal vector for $E$. By the choice of $w$, we see that $w_{h_{\text{min}}}(P) = E$ and $w_{h_{\text{max}}}(P)$ is either a vertex or an edge of $P$. Then, we take a primitive lattice element $u_E \in N$ satisfying $\langle w, u_E \rangle = 0$, and define the line segment $F := \text{conv}\{0, u_E\}$, which is parallel to $E$ at height 0 and has unit lattice length. Since $u_E$ is uniquely determined up to sign, so is $F$. In this case, $P$ admits a combinatorial mutation with respect to $w$ (equivalently, there exit polytopes $\{G_h\}$ satisfying (5.1)) if and only if $|E \cap N| - 1 \geq -h_{\text{min}}$, see [22, Lemma 1]. We note that the combinatorial mutation does not depend on the choice of $u_E$ (and hence $F$). That is, $\text{mut}_w(P, F) \cong \text{mut}_w(P, -F)$, which means they are $\text{GL}(2, \mathbb{Z})$-equivalent.
Example 5.4. We consider the polygon $P$ given in the left of Figure 5.1 below, which coincides with the PM polygon of the dimer model given in Figure 2.1 (see also Figure 2.5). Here, the double circle stands for the origin $0$. We consider the edge $E$ whose primitive inner normal vector is $w = (1, 1)$, in which case $h_{\min} = -1$ and $h_{\max} = 2$. We take $u_E = (1, -1)$, in which case $h_{\min} = -1$ and $h_{\max} = 2$. We take $u_E = (1, -1) \in N$, which satisfies $\langle w, u_E \rangle = 0$, and consider the line segment $F = \text{conv}\{0, u_E\}$. The combinatorial mutation $\text{mut}_w(P, F)$ of the polygon $P$ is shown in the upper part of Figure 5.1. On the other hand, if we consider the line segment $-F = \text{conv}\{0, -u_E\}$, the combinatorial mutation $\text{mut}_w(P, -F)$ is as shown in the lower part of Figure 5.1.

Figure 5.1. Examples of the combinatorial mutations of $P$.

Now, we collect fundamental properties of this combinatorial mutation.

Proposition 5.5 (see [2, Lemma 2 and Proposition 2]). Let the notation be the same as above.

1. If $Q := \text{mut}_w(P, F)$, then we have $P = \text{mut}_{(-w)}(Q, F)$.
2. $P$ is a Fano polytope if and only if $\text{mut}_w(P, F)$ is a Fano polytope.

Here, we recall that a convex lattice polytope $P \subset N$ with $\dim P = d$ is called Fano if the origin is contained in the strict interior of $P$, and the vertices $V(P)$ of $P$ are primitive lattice points of $N$.

Then, we consider the combinatorial mutation of a lattice polytope $P$ in terms of the polar dual $P^*$ of $P$ in $M$. To do this, we must first discuss the polar dual $P^*$ for a polyhedron $P$. We consider the family of polyhedra (not necessarily convex polytopes) which are of the following form:

$$\mathcal{P}^d := \left\{ \bigcap_{v \in S} H_{v, \geq -k_v} \cap \bigcap_{v' \in T} H_{v', \geq 0} \subset N, S, T \subset M, |S|, |T| < \infty, k_v \in \mathbb{Z}_{>0} \right\},$$

where $H_{v, \geq k} = \{ u \in N | \langle v, u \rangle \geq k \}$ for $v \in M$ and $k \in \mathbb{R}$. We note that any lattice polytope containing the origin of $N$ belongs to $\mathcal{P}^d$ but the ones not containing the origin do not belong to $\mathcal{P}^d$ since one of the supporting hyperplanes of such a polytope is of the form $H_{v, \geq k}$ for some $v \in M$ and some positive integer $k$. Similarly, we define $\mathcal{Q}^d$ by swapping the roles of $N$ and $M$.

For a given $P \in \mathcal{P}^d$, we consider the polar dual $P^* \subset M$ of $P$ defined as

$$P^* := \{ v \in M | \langle v, u \rangle \geq -1 \text{ for all } u \in P \} \subset M.$$

Then, we have the following statements.
Proposition 5.6. Let the notation be the same as above. Then, for any \( P \in \mathcal{P}^d \) we have

(i) \( P^* \in \mathbb{Q}^d \),

(ii) \( (P^*)^* = P \).

Proof. (i) Let \( P \in \mathcal{P}^d \). Since \( P \) is a polyhedron, there exist a polytope \( Q \) and a polyhedral cone \( C \) such that \( P = Q + C \), where \( + \) denotes the Minkowski sum (see [30, Corollary 7.1b]). Let \( Q = \text{conv} \left( \{ \frac{1}{k_i} u_1, \ldots, \frac{1}{k_p} u_p \} \right) \) and let \( C = \text{cone}(\{u_1', \ldots, u_q'\}) \). Note that we can choose \( u_i, u_j' \) from \( N \) and \( k_i \in \mathbb{Z}_{>0} \) because of the form of \( P \). In what follows, we will show that

\[
P^* = \bigcap_{i=1}^{p} H_{u_i, \geq -k_i} \cap \bigcap_{j=1}^{q} H_{u_j', \geq 0}.
\]

First, we take \( v \in P^* \). Then, we have \( \langle v, u \rangle \geq -1 \) for any \( u \in P \). Since \( \frac{1}{k_i} u_i \in Q + 0 \subset P \), where \( 0 \in C \) denotes the origin, we see that \( \langle v, \frac{1}{k_i} u_i \rangle \geq -1 \), i.e., \( \langle v, u_i \rangle \geq -k_i \) for each \( i \). If there is \( j \) with \( \langle v, u_j' \rangle < 0 \), then \( \langle v, u_j' + ru_j \rangle < -1 \) for some \( u_j' \in Q \) and some sufficiently large \( r \). Moreover, we have \( u_j' + ru_j \in Q + C = P \). This contradicts \( v \in P^* \); thus \( \langle v, u_j' \rangle \geq 0 \) for each \( j \). Therefore, \( v \in \bigcap_{i=1}^{p} H_{u_i, \geq -k_i} \cap \bigcap_{j=1}^{q} H_{u_j', \geq 0} \).

On the other hand, we take \( v \in \bigcap_{i=1}^{p} H_{u_i, \geq -k_i} \cap \bigcap_{j=1}^{q} H_{u_j', \geq 0} \). For any \( u \in P \), as mentioned above, there exist \( u' \in Q \) and \( u'' \in C \) such that \( u = u' + u'' \). Let \( u' = \sum_{i=1}^{p} \frac{r_i}{k_i} u_i \), where \( r_i \geq 0 \) with \( \sum_{i=1}^{p} r_i = 1 \), and let \( u'' = \sum_{j=1}^{q} s_j u_j' \), where \( s_j \geq 0 \). By using these expressions together with the inequalities \( \langle v, u_i \rangle \geq -k_i \) for each \( i \) and \( \langle v, u_j' \rangle \geq 0 \) for each \( j \), we see that

\[
\langle v, u \rangle = \langle v, u' \rangle + \langle v, u'' \rangle = \sum_{i=1}^{p} \frac{r_i}{k_i} \langle v, u_i \rangle + \sum_{j=1}^{q} s_j \langle v, u_j' \rangle \geq - \sum_{i=1}^{p} r_i = -1,
\]

and thus we have \( v \in P^* \).

(ii) For any \( u \in P \), we have \( \langle v, u \rangle \geq -1 \) for any \( v \in P^* \), which means that \( P \subset (P^*)^* \). For the other inclusion, we take \( u \in N_{\mathbb{R}} \setminus P \). Let \( P = \bigcap_{v \in S} H_{v, \geq -k_v} \cap \bigcap_{v \in T} H_{v, \geq 0} \). Then either \( \langle v, u \rangle < -k_v \) for some \( v \in S \) or \( \langle v', u \rangle < 0 \) for some \( v' \in T \) holds. In the former case, since \( \langle v, u \rangle \geq -k_v \) for any \( u \in P \), we have \( \frac{k_v}{v} v \in P^* \). This means that there is \( v'' = \frac{1}{k_v} v \in P^* \) such that \( \langle v'', u \rangle < -1 \), and hence \( u \notin (P^*)^* \). Similarly, in the latter case, since \( \langle ru', u \rangle \geq 0 \) for any \( u \in P \) and \( r \geq 0 \), we have \( ru' \in P^* \). This implies that \( u \notin (P^*)^* \) for sufficiently large \( r \), and hence \( u \notin (P^*)^* \). Therefore, we obtain \( (P^*)^* \subset P \), as required.

We next define a map

\[
\varphi_{w, F} : \mathcal{M}_{\mathbb{R}} \to \mathcal{M}_{\mathbb{R}} \quad \text{as} \quad \varphi_{w, F}(v) := v - v_{\min} w,
\]

where \( v_{\min} := \min \{ \langle v, u \rangle \mid u \in F \} \). In particular, when \( d = 2 \) (see Remark 5.3), this map can be described as

\[
\varphi_{w, F}(v) = \begin{cases} 
    v & \text{if } \langle v, u_E \rangle \geq 0, \\
    v - \langle v, u_E \rangle w & \text{if } \langle v, u_E \rangle < 0,
\end{cases}
\]

with \( F = \text{conv} \{0, u_E \} \). The next proposition is crucial to prove our main result Theorem 8.3.

Proposition 5.7. For any \( P \in \mathcal{P}^d \), we have

\[
\varphi_{w, F}(P^*) = \text{mut}_w(P, F)^*.
\]
Proof. Although this equality essentially follows from [2, Proposition 4] and the discussions in [2, p. 12], we give a precise proof for completeness.

Let $\varphi = \varphi_{w,F}$ and $Q = \text{mut}_w(P, F)$. To show $\varphi(P^*) \subset Q^*$, we take $v \in P^*$ arbitrarily and consider $\varphi(v) = v - v_{\text{min}}w \in \varphi(P^*)$. We will show that $\langle v - v_{\text{min}}w, u \rangle \geq -1$ for any $u \in Q$. It suffices to show this for each vertex $u \in \mathcal{V}(Q)$.

- Let $u \in \mathcal{V}(Q)$ with $\langle w, u \rangle \geq 0$. Then we can write $u = u_P + \langle w, u_P \rangle u_F$ for some $u_P \in \mathcal{V}(P)$ and $u_F \in \mathcal{V}(F)$. In particular, we have
  $$\langle v - v_{\text{min}}w, u \rangle = \langle v, u_P \rangle + \langle w, u_P \rangle (\langle v, u_F \rangle - v_{\text{min}}) \geq \langle v, u_P \rangle \geq -1.$$  

- Let $u \in \mathcal{V}(Q)$ with $\langle w, u \rangle < 0$. For any $u_F \in \mathcal{V}(F)$, we have $u - \langle w, u \rangle u_F \in P$. Hence, $\langle v, u - \langle w, u \rangle u_F \rangle \geq -1$. In particular, $\langle v, u \rangle \geq -1 + v_{\text{min}}\langle w, u \rangle$. Thus, we see that
  $$\langle v - v_{\text{min}}w, u \rangle = \langle v, u \rangle - v_{\text{min}}\langle w, u \rangle \geq -1.$$

To show $Q^* \subset \varphi(P^*)$, we will show that for any $v \in Q^*$ there is $v' \in P^*$ such that $v = \varphi(v')$. Let $\Delta_F$ be the normal fan of $F$ in $M_\mathbb{R}$ and let $\sigma \in \Delta_F$ be a maximal cone in $\Delta_F$. The discussions in [2, p. 12] say that there exists $M_\sigma \in \text{GL}_d(\mathbb{Z})$ such that the map $\varphi$ is equal to $M_\sigma$, i.e., $\varphi(v) = vM_\sigma$. Thus, we conclude that $\varphi(v') = v$ for $v' = vM_\sigma^{-1}$.  

Example 5.8. Let $P$ be the polygon used in Example 5.4. The polar dual $P^*$ takes the form as in the left of Figure 5.2 below. We take $w = (1, 1), u_E = (1, -1)$ and consider the line segment $F = \text{conv}\{0, u_E\}$ just like Example 5.4. Then, applying the piecewise-linear map (5.2) with $u_E$ (resp. $-u_E$) to the polar dual $P^*$, we have the new polygon shown in the upper (resp. lower) part of Figure 5.2. In this figure, the red line imply the points $v \in \mathbb{R}^2$ satisfying $\langle v, u_E \rangle = 0$. We see that the resulting polygons are the polar dual of $\text{mut}_w(P, F)$ and $\text{mut}_w(P, -F)$ given in Example 5.4 as shown in Proposition 5.7.

![Figure 5.2. Examples of the image of $P^*$ under the piecewise-linear map (5.2).](image_url)

5.2 The perfect matching polygons of deformed dimer models

We here consider the PM polygons of deformed dimer models.
**Example 5.9.** Let $\Gamma$ be the consistent dimer model given in Figure 2.1, and let $\nu_p^\text{zig}(\Gamma, z)$ (resp. $\nu_p^\text{zag}(\Gamma, z)$) be the zig-deformed (resp. zag-deformed) dimer model at $z$ as shown in Figure 4.4 (resp. Figure 4.5) in Example 4.7. Here, we note the changes of zigzag paths on $\Gamma$ under these deformations. First, we recall the zigzag paths on $\Gamma$ given in Figure 3.1.

Then, we observe zigzag paths on $\nu_p^\text{zig}(\Gamma, z)$ and $\nu_p^\text{zag}(\Gamma, z)$, but it would be more convenient to see the zigzag paths on the dimer model shown in the middle of Figures 4.4 and 4.5 for observing the changes of zigzag paths as in Figures 5.3 and 5.4. In both cases, the zigzag path $z = z_3$ on $\Gamma$ is removed and the new zigzag paths, which are colored by red, are created. The slopes of these new zigzag paths are $-[z]$. On the other hand, some slopes of zigzag paths on $\Gamma$ are preserved even if we apply the deformations. For example, we have the zigzag path whose slope is $[z_2]$ on $\nu_p^\text{zig}(\Gamma, z)$ which is colored by blue in Figure 5.3. Also, we have the zigzag paths whose slopes are $[z_1], [z_4]$ on $\nu_p^\text{zag}(\Gamma, z)$ which are respectively colored by green and orange in Figure 5.4. We will see these phenomena for more general situations in Propositions 7.5 and 7.6.

**Figure 5.3.** Some zigzag paths on the dimer model shown in the middle of Figure 4.4 which can be reduced to $\nu_p^\text{zig}(\Gamma, z)$.

**Figure 5.4.** Some zigzag paths on the dimer model shown in the middle of Figure 4.5 which can be reduced to $\nu_p^\text{zag}(\Gamma, z)$.

Then, we respectively have the PM polygons as in Figure 5.5. We see that the shape of the PM polygon $\Delta_{\nu_p^\text{zig}}(\Gamma, z)$ (resp. $\Delta_{\nu_p^\text{zag}}(\Gamma, z)$) coincides with the combinatorial mutation $\text{mut}_w(P, F)$ (resp. $\text{mut}_w(P, -F)$) given in Example 5.4.

Example 5.9 indicates a close connection between the PM polygon of a deformed dimer model and the combinatorial mutation of the PM polygon of the original dimer model. In Section 8, we will show this phenomenon for a general situation by considering the extended deformations introduced in Section 6. In particular, as a special case of Theorem 8.3, we have Theorem 5.10.
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\[ \nu_p^\text{zig} \]

\[ \nu_p^\text{zag} \]

**Figure 5.5.** The changes of the associated PM polygon via the zig-deformation (upper) and the zag-deformation (lower).

below (see also Remark 6.4 and Proposition 7.12), and this explains the phenomenon observed in Example 5.9.

**Theorem 5.10.** Let the notation be the same as in Definitions 4.1, 4.3 and 4.4. We assume that either one of the following conditions is satisfied:

(i) \( r = 1 \) or

(ii) \( \Gamma \) is a hexagonal or rectangular dimer model (see Definition 2.1).

Then we have

\[
\text{mut}_w(\Delta \Gamma, F) = \Delta_{\nu_p^\text{zig}(\Gamma, \{z_1, \ldots, z_r\})}, \\
\text{mut}_w(\Delta \Gamma, -F) = \Delta_{\nu_p^\text{zag}(\Gamma, \{z_1, \ldots, z_r\})}
\]

for certain choices of the deformation data and the mutation data (see Setting 8.1).

Combining this result with some properties of the combinatorial mutation given in Section 5.1, we have the following corollary, which will be generalized in Section 8 (see Corollaries 8.4 and 8.7).

**Corollary 5.11.** Using the same setting as in Theorem 5.10, we see that

- \( \Delta_{\nu_p^\text{zig}(\Gamma, \{z_1, \ldots, z_r\})} \cong \Delta_{\nu_p^\text{zig}(\Gamma, \{z_1, \ldots, z_r\})} \)
- \( \Delta \Gamma \) is Fano if and only if \( \Delta_{\nu_p^\text{zig}(\Gamma, \{z_1, \ldots, z_r\})} \) (resp. \( \Delta_{\nu_p^\text{zag}(\Gamma, \{z_1, \ldots, z_r\})} \)) is Fano.

6 Extended deformations of dimer models

In this section, we add some procedures to the deformations given in Definitions 4.3 and 4.4 to construct a consistent dimer model having the same properties as Theorem 5.10 in a more general situation. The operations which will be introduced in this section might be complicated, thus we refer the reader to Figures 7.4–7.9 in the next section and Appendix B for recognizing their points.
Setting 6.1. Let $\Gamma$ be a reduced consistent dimer model. As in Definition 4.1, we choose a type I zigzag path $z$, and we let $2n := \ell(z)$ and $v := [z]$. We fix positive integers $r, h$ such that $r \leq |Z^*_r(\Gamma)|$ and $n = r + h$, and take a subset $\{z_1, \ldots, z_r\} \subset Z^*_r(\Gamma)$ of type I zigzag paths. We recall that we have $2n = \ell(z_1) = \cdots = \ell(z_r)$ by Lemma 3.13, and hence we write $z_i$ as

$$z_i = z_i[1]z_i[2] \cdots z_i[2n-1]z_i[2n].$$

Then we prepare the additional data as follows.

1. We consider all zigzag paths $x_1, \ldots, x_s$ (resp. $y_1, \ldots, y_t$) intersecting with $z$ at some zags (resp. zigs) of $z$. In this case, each of $x_1, \ldots, x_s$ (resp. $y_1, \ldots, y_t$) intersects with any $z_i$ at some zags (resp. zigs) of $z_i$ for all $i = 1, \ldots, r$ by Lemma 3.16. We may assume that $z_1, \ldots, z_r$ are ordered cyclically in the sense that if $x_j$ (resp. $y_k$) intersects with $z_i$, then it also intersects with $z_{i-1}$ (resp. $z_{i+1}$).

2. We recall that $|x_j \cap z_i|$ (resp. $|y_k \cap z_i|$) is the same number for any $i = 1, \ldots, r$ by Lemma 3.16. Thus, for $j \in \{1, \ldots, s\}$ let $m_j := |x_j \cap z_i|$ be this constant, and for $k \in \{1, \ldots, t\}$ let $m'_k := |y_k \cap z_i|$. We note that $n = m_1 + \cdots + m_s = m'_1 + \cdots + m'_t$.

3. Then, we divide each zigzag path $x_j$ into $m_j$ parts $x_j^{(1)}, \ldots, x_j^{(m_j)}$ as follows. We first fix one of the intersections of $z_r$ and $x_j$ as the starting edge of $x_j^{(1)}$, and tracing along $x_j$ we will arrive at another intersection of $z_r$ and $x_j$. We consider the edge of $x_j$ just before this intersection as the ending edge of $x_j^{(1)}$, and consider the second intersection as the starting edge of $x_j^{(2)}$. Repeating this procedure, we obtain $x_j^{(1)}, \ldots, x_j^{(m_j)}$ and the set of sub-zigzag paths:

$$\{x_1^{(1)}, \ldots, x_1^{(m_1)}, x_2^{(1)}, \ldots, x_2^{(m_2)}, \ldots, x_s^{(1)}, \ldots, x_s^{(m_s)}\}. \quad (6.1)$$

Similarly, we also divide each zigzag path $y_k$ into $m'_k$ parts $y_1^{(1)}, \ldots, y_k^{(m'_k)}$ by considering one of the intersections of $z_1$ and $y_k$ as the starting edge of $y_k^{(1)}$, and obtain the set of sub-zigzag paths:

$$\{y_1^{(1)}, \ldots, y_1^{(m'_1)}, y_2^{(1)}, \ldots, y_2^{(m'_2)}, \ldots, y_t^{(1)}, \ldots, y_t^{(m'_t)}\}. \quad (6.2)$$

4. We then assign one of $\{z_1, \ldots, z_r\}$ to $x_j^{(a_j)}$ for $j = 1, \ldots, s$ and $a_j = 1, \ldots, m_j$. Then, we define $X_i$ as the set of edges consisting of the intersections between $z_i$ and the sub-zigzag paths in (6.1) that are assigned with $z_i$. We can make this assignment so that $|X_i| \geq 1$, and then set $p_i := |X_i| - 1$ for $i = 1, \ldots, r$. We call $X := \{X_1, \ldots, X_r\}$ a zig-deformation parameter with respect to $z_1, \ldots, z_r$, and call the tuple $p = (p_1, \ldots, p_r) \in \mathbb{Z}_{\geq 0}^r$ the weight of $X$. Similarly, we assign one of $\{z_1, \ldots, z_r\}$ to $y_k^{(b_k)}$ for $k = 1, \ldots, t$ and $b_k = 1, \ldots, m'_k$. Then, we define $Y_i$ as the set of edges consisting of the intersections between $z_i$ and the sub-zigzag paths in (6.2) that are assigned with $z_i$. We can make this assignment so that $|Y_i| \geq 1$, and then set $q_i := |Y_i| - 1$ for $i = 1, \ldots, r$. We call $Y := \{Y_1, \ldots, Y_r\}$ a zag-deformation parameter with respect to $z_1, \ldots, z_r$, and call the tuple $q = (q_1, \ldots, q_r) \in \mathbb{Z}_{\geq 0}^r$ the weight of $Y$. We remark that $p_1 + \cdots + p_r = m_1 + \cdots + m_s - r = n - r = h$, and also that $q_1 + \cdots + q_r = h$.

Definition 6.2 (extended zig-deformation). Let the notation be the same as in Setting 6.1. For a zig-deformation parameter $X = \{X_1, \ldots, X_r\}$ of weight $p = (p_1, \ldots, p_r)$, we consider the operations (zig-1), (zig-2), (zig-3) defined in Definition 4.3 and use the same notation. Then we conduct the following procedures:
(zig-4) For $m = 1, \ldots, n$ and $i = 1, \ldots, r$, if the zag $z_i[2m]$ of the original zigzag path $z_i$ on $\Gamma$ is not contained in $X_i$, then we add edges, which we call 

bypasses (since these edges provide a new route that connect edges of the zigzag path $x_j$ contained in non-deformed parts, see Figure 7.9), connecting the following pairs of black and white nodes:

$$(w_{i,1}[2m-1], b_i[2m+1]), (w_{i,2}[2m-1], b_{i,1}[2m+1]),$$

$$\ldots, (w_{i,p_i}[2m-1], b_{i,p_i-1}[2m+1]), (w_i[2m-1], b_{i,p_i}[2m+1]).$$

We denote the resulting dimer model by $\nu^{\text{zig}}_\mathcal{X}(\Gamma, \{z_1, \ldots, z_r\}).$

We note that $\nu^{\text{zig}}_\mathcal{X}(\Gamma, \{z_1, \ldots, z_r\})$ is non-degenerate by Proposition 7.1.

(zig-5) Then, we make the dimer model $\nu^{\text{zig}}_\mathcal{X}(\Gamma, \{z_1, \ldots, z_r\})$ consistent using the method given in the proof of [3, Theorem 1.1] (see Operation 6.6 and Proposition 6.7).

At the end, we perform the operation (join) if the resulting dimer model contains 2-valent nodes. We denote the resulting dimer model by $\nu^{\text{zig}}_\mathcal{X}(\Gamma, \{z_1, \ldots, z_r\})$, and call it the extended zig-deformation of $\Gamma$ at $\{z_1, \ldots, z_r\}$ with respect to the zig-deformation parameter $\mathcal{X}$. If the situation is clear, we simply denote this by $\nu^{\text{zig}}_\mathcal{X}(\Gamma)$.

Similarly, we can define the “zag version” of this extended deformation as follows.

**Definition 6.3** (extended zag-deformation). Let the notation be the same as in Setting 6.1. For a zag-deformation parameter $\mathcal{Y} = \{Y_1, \ldots, Y_r\}$ of weight $\mathbf{q} = (q_1, \ldots, q_r)$, we consider the operations (zag-1), (zag-2), (zag-3) defined in Definition 4.4 and use the same notation. Then we conduct the following procedures:

(zag-4) For $m = 1, \ldots, n$ and $i = 1, \ldots, r$, if the zig $z_i[2m-1]$ of the original zigzag path $z_i$ on $\Gamma$ is not contained in $Y_i$, then we add edges, which we call 

bypasses, connecting the following pairs of black and white nodes:

$$(b_{i,1}[2m], w_i[2m+2]), (b_{i,2}[2m], w_{i,1}[2m+2]),$$

$$\ldots, (b_{i,q}[2m], w_{i,q-1}[2m+2]), (b_i[2m], w_{i,q}[2m+2]).$$

We denote the resulting dimer model by $\nu^{\text{zag}}_\mathcal{Y}(\Gamma, \{z_1, \ldots, z_r\}).$

We note that $\nu^{\text{zag}}_\mathcal{Y}(\Gamma, \{z_1, \ldots, z_r\})$ is non-degenerate by Proposition 7.1.

(zag-5) Then, we make the dimer model $\nu^{\text{zag}}_\mathcal{Y}(\Gamma, \{z_1, \ldots, z_r\})$ consistent using the method given in the proof of [3, Theorem 1.1] (see Operation 6.6 and Proposition 6.7).

At the end, we perform the operation (join) if the resulting dimer model contains 2-valent nodes. We denote the resulting dimer model by $\nu^{\text{zag}}_\mathcal{Y}(\Gamma, \{z_1, \ldots, z_r\})$, and call it the extended zag-deformation of $\Gamma$ at $\{z_1, \ldots, z_r\}$ with respect to the zag-deformation parameter $\mathcal{Y}$. If the situation is clear, we simply denote this by $\nu^{\text{zag}}_\mathcal{Y}(\Gamma)$. 
Remark 6.4. If \( r = 1 \), then we consider deformation parameters \( \mathcal{X} = \{X_1\} \) and \( \mathcal{Y} = \{Y_1\} \) in Setting 6.1, where \( X_1 \) (resp. \( Y_1 \)) is the set of intersections between a chosen type I zigzag path \( z \) and \( x_1, \ldots, x_s \) (resp. \( y_1, \ldots, y_t \)). In particular, \( X_1 \) (resp. \( Y_1 \)) coincides with the set of zags (resp. zigs) of \( z \), and hence they are determined uniquely. Thus, in this case we may skip the operations (zig-4) (resp. (zag-4)), in which case we may also skip (zig-5) (resp. (zag-5)), since there are no bypasses (see also Observations 7.3, 7.4 and Lemma 7.7). Thus, in this case, the extended deformations coincide with the usual deformations:

\[
\nu_{\mathcal{X}}^\text{zig}(\Gamma, \{z\}) = \nu_{p}^\text{zig}(\Gamma, \{z\}) \quad \text{and} \quad \nu_{\mathcal{Y}}^\text{zag}(\Gamma, \{z\}) = \nu_{q}^\text{zag}(\Gamma, \{z\}),
\]

where \( p := |X_1| - 1 = \ell(z)/2 - 1 \) and \( q := |Y_1| - 1 = \ell(z)/2 - 1 \).

Remark 6.5. The non-degenerate dimer model \( \nu_{\mathcal{X}}^\text{zig}(\Gamma, \{z_1, \ldots, z_r\}) \) is determined uniquely for given deformation data, but in the operation (zig-5), the procedure for removing edges is not unique. Therefore, the resulting consistent dimer model is not unique, whereas, since the set of slopes of zigzag paths is the same for all possible consistent dimer models (see Proposition 6.7(2)), the associated PM polygon is the same by Proposition 3.6. In addition, it is generally believed that all consistent dimer models associated with the same lattice polygon are transformed into each other by the mutations of dimer models (see Appendix A). Thus, we expect that the extended deformation of a consistent dimer model is determined uniquely up to “mutation equivalence”. (We encounter the same situation for the extended zag-deformation.)

We observe that under the operations (zig-1)–(zig-4) (resp. (zag-1)–(zag-4)), (self-)intersections of zigzag paths may appear in the universal cover. We follow the strategy [3] to deal with this as we explain now.

Operation 6.6. We note the operation given in the proof of [3, Theorem 1.1], which we use in (zig-5) and (zag-5).

(a) The dimer model \( \nu_{\mathcal{X}}^\text{zig}(\Gamma, \{z_1, \ldots, z_r\}) \) (resp. \( \nu_{\mathcal{Y}}^\text{zag}(\Gamma, \{z_1, \ldots, z_r\}) \)), which is obtained by applying the operations (zig-1)–(zig-4) (resp. (zag-1)–(zag-4)) to the reduced consistent dimer model \( \Gamma \), sometimes contains zigzag paths having self-intersections in the universal cover. In this case, we use the operation given in the proof of [3, Theorem 1.1]; that is, we remove all edges at self-intersections (see Figure 6.3). We note that this operation does not change the slope of the argued zigzag path.

After this process, there might be a connected component of the resulting bipartite graph that is contained in a simply-connected domain in \( \mathbb{T} \). In that case, we remove such a connected component. We note that this removal does not affect our purpose, because our main concern is the PM polygon which is recovered from the slopes of zigzag paths, and the slope of the zigzag path corresponding to the argued connected component is trivial.

(b) On the other hand, the dimer model \( \nu_{\mathcal{X}}^\text{zig}(\Gamma, \{z_1, \ldots, z_r\}) \) (resp. \( \nu_{\mathcal{Y}}^\text{zag}(\Gamma, \{z_1, \ldots, z_r\}) \)) might have a pair of zigzag paths on the universal cover that intersect with each other in the
same direction more than once. In this case, we use another operation given in the proof of [3, Theorem 1.1], that is, we choose any such pair of zigzag paths and remove pairs of consecutive intersections of this pair of zigzag paths (see Figure 6.4). We note that this operation does not change the slopes of zigzag paths and the resulting bipartite graph is also a dimer model because \( \nu_{\text{zig}}^X(\Gamma, \{z_1, \ldots, z_r\}) \) (resp. \( \nu_{\text{zag}}^Y(\Gamma, \{z_1, \ldots, z_r\}) \)) satisfies the strong marriage condition, as we will see in Proposition 7.1.

Since the dimer model \( \nu_{\text{zig}}^X(\Gamma, \{z_1, \ldots, z_r\}) \) (resp. \( \nu_{\text{zag}}^Y(\Gamma, \{z_1, \ldots, z_r\}) \)) is non-degenerate by Proposition 7.1 and since it does not contain a homologically trivial zigzag path (see the proofs of Propositions 7.5, 7.6 and 7.9), we can produce a dimer model satisfying the conditions in Definition 3.2 from \( \nu_{\text{zig}}^X(\Gamma, \{z_1, \ldots, z_r\}) \) (resp. \( \nu_{\text{zag}}^Y(\Gamma, \{z_1, \ldots, z_r\}) \)) by iterated application of Operation 6.6. Thus, \( \nu_{\text{zig}}^X(\Gamma, \{z_1, \ldots, z_r\}) \) and \( \nu_{\text{zag}}^Y(\Gamma, \{z_1, \ldots, z_r\}) \) are consistent dimer models, but those are not necessarily isoradial even if \( \Gamma \) is isoradial (see Example 4.8). Furthermore, since the operation (join) does not change the slopes of zigzag paths, this proves the following proposition.

**Proposition 6.7.** Let the notation be the same as Definitions 6.2 and 6.3. Then, we have the following.

1. The dimer models \( \nu_{\text{zig}}^X(\Gamma, \{z_1, \ldots, z_r\}) \) and \( \nu_{\text{zag}}^Y(\Gamma, \{z_1, \ldots, z_r\}) \) are consistent.
2. The set of slopes of zigzag paths on \( \nu_{\text{zig}}^X(\Gamma, \{z_1, \ldots, z_r\}) \) (resp. \( \nu_{\text{zag}}^Y(\Gamma, \{z_1, \ldots, z_r\}) \)) is the same as that of \( \nu_{\text{zig}}^X(\Gamma, \{z_1, \ldots, z_r\}) \) (resp. \( \nu_{\text{zag}}^Y(\Gamma, \{z_1, \ldots, z_r\}) \)).

**Remark 6.8.** We note several additional points concerning the definition of the extended deformations.

1. The join move does not change the slopes of zigzag paths, and hence it does not affect the associated PM polygon. Thus, when we are interested in only the PM polygon, we may skip (join).
2. Even if we choose different sets of intersections \( X'_1, \ldots, X'_r \) (resp. \( Y'_1, \ldots, Y'_r \)) in Definition 4.1(7), the PM polygon of the deformed dimer model is the same as that of \( \nu_{\text{zig}}^X(\Gamma) \) (resp. \( \nu_{\text{zag}}^Y(\Gamma) \)), as we will show in Proposition 7.10.
(3) If a dimer model $\Gamma$ is hexagonal or rectangular (see Definition 2.1), we may skip the operations (zig-4), (zig-5), (zag-4) and (zag-5) when we define $\nu^{\text{zig}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$ and $\nu^{\text{zag}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$, as we will show in Proposition 7.12.

7 Foundations of extended deformations of dimer models

In this section, we observe the fundamental properties of extended zig-deformations and zag-deformations. In particular, we will pursue the change of zigzag paths under these deformations in Sections 7.2 and 7.3. We refer the reader to Appendix B for understanding those observation in a concrete example.

Throughout this section, we keep the notation of Sections 4 and 6 unless otherwise stated.

7.1 The proof of the non-degeneracy

In this subsection, we prove the non-degeneracy of the dimer models $\nu^{\text{zig}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$ and $\nu^{\text{zag}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$.

Proposition 7.1. The dimer models $\nu^{\text{zig}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$, and $\nu^{\text{zag}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$ are non-degenerate.

Proof. We prove this for $\nu^{\text{zig}}_\Lambda(\Gamma) = \nu^{\text{zig}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$, the other case is similar. Let $\Gamma'$ be the dimer model obtained by applying the operations (zig-1)–(zig-3) to $\Gamma$.

The first step. We recall that the non-degeneracy condition is equivalent to the strong marriage condition; that is, a dimer model has equal numbers of black and white nodes and every proper subset $S$ of the black nodes satisfies the condition that $S$ is connected to at least $|S| + 1$ white nodes.

Suppose that $\Gamma'$ is non-degenerate. Then $\Gamma'$ satisfies the strong marriage condition. By applying the operation (zig-4), we obtain the dimer model $\nu^{\text{zig}}_\Lambda(\Gamma, \{z_1, \ldots, z_r\})$. Since (zig-4) is the operation that adds new edges, it also satisfies the strong marriage condition, and hence it is non-degenerate. Therefore, it is enough to show that $\Gamma'$ is non-degenerate.

The second step. We next consider a sub-dimer motel $\Gamma''$ of $\Gamma$ satisfying the condition $(\ast)$ below. Note that $\Gamma''$ is said to be a sub-dimer model of $\Gamma$ if the set of the nodes coincide and the set of edges in $\Gamma''$ is a subset of edges in $\Gamma$.

Condition $(\ast)$: For any given edge $e$ in $\Gamma''$, let $z'$ and $z''$ be the two different zigzag paths on $\Gamma''$ containing $e$. Then either $(\ast1)$ or $(\ast2)$ holds:

$(\ast1)$ Either $[z'] \subset [z_1], \ldots, [z_r]$ or $[z''] \subset [z_1], \ldots, [z_r]$ holds;

$(\ast2)$ For any $i$, if $z'$ intersects with $z_i$ in $\text{Zig}(z_i)$ (resp. $\text{Zag}(z_i)$), then $z''$ intersects with $z_i$ in $\text{Zag}(z_i)$ (resp. $\text{Zig}(z_i)$).

A sub-dimer model $\Gamma''$ of $\Gamma$ satisfying $(\ast)$ can be constructed using the algorithm developed in [14, 20] for proving Theorem 2.6. We adapt it to our situation.

First, let us consider the original dimer model $\Gamma$ and let $E_1, E_2, \ldots, E_m$ be all edges of $\Delta\Gamma$, where the primitive outer normal vector for $E_1$ is the slope $[z_1] = \cdots = [z_r]$. We assume that these edges are ordered cyclically in the anti-clockwise direction (see Figure 8.1 as a reference). Also, let $v_j$ be the primitive outer normal vector corresponding to $E_j$, for $1 \leq j \leq m$. Let $a$ be the index such that $v_a = -v_1$ if there exists such an edge among $E_2, \ldots, E_m$; that is, $E_a$ is parallel to $E_1$. If there is no such edge, then let $E_a = \emptyset$ for simplicity of notation. We recall that by Proposition 3.5, for each $E_j \neq \emptyset$ there exist zigzag paths on $\Gamma$ such that the associated slopes coincide with $v_j$, and the set of such zigzag paths is denoted by $Z_{v_j} = Z_{v_j}(\Gamma)$. By our assumption, each slope of the zigzag paths in $Z_1 := Z_{v_2} \cup \cdots \cup Z_{v_{a-1}}$ and $v_1$ are linearly
Namely, (i) and (ii) are the edges emanating from the process \( \text{zig-1} \), (iii) is an edge added in the process \( \text{zig-3} \), and (iv) is an edge that is invariant between \( \Gamma'_{\text{sub}} \) and \( \Gamma_{\text{sub}} \).
Since $\Gamma_{sub}$ is consistent and contains the type I zigzag paths $z_1, \ldots, z_r$, there exist corner perfect matchings $P$ and $P'$ on $\Gamma_{sub}$ that are adjacent and satisfy $P \cap z_i = \text{Zig}(z_i)$ and $P' \cap z_i = \text{Zag}(z_i)$ for $1 \leq i \leq r$ (see Section 3.2). Similarly, let $Q$ be a corner perfect matching on $\Gamma_{sub}$ with $Q \cap z_i = \emptyset$ for $1 \leq i \leq r$. The existence of such $Q$ is guaranteed by Lemma 3.12. We will use these $P$, $P'$ and $Q$ in order to find a suitable perfect matching on $\Gamma_{sub}'$ containing a given edge $e$. We divide our discussions into the following cases (i)--(iv) that correspond to the above division of edges.

Case (i): Let

$$P'' = \left( P \setminus \bigcup_{i=1}^{r} \text{Zig}(z_i) \right) \cup \left( \bigcup_{i=1}^{r} \bigcup_{j=1}^{p_i+1} \bigcup_{m=1}^{n} (b_{i,j-1}[2m-1], w_{i,j}[2m-1]) \right);$$

(7.1)

see Figure 7.1. It is easy to see that $P''$ is a perfect matching on $\Gamma_{sub}'$ containing $e$ in the case (i).

Case (ii): Let

$$P'' = Q \cup \left( \bigcup_{i=1}^{r} \bigcup_{j=1}^{p_i} \bigcup_{m=1}^{n} (w_{i,j}[2m-1], b_{i,j}[2m-1]) \right);$$

see Figure 7.2. Then, we see that $P''$ is a perfect matching on $\Gamma_{sub}'$ containing $e$ in the case (ii).

Case (iii): Let

$$P'' = Q \cup \left( \bigcup_{i=1}^{r} \bigcup_{j=1}^{p_i} \bigcup_{m=1}^{n} (b_{i,j}[2m-1], w_{i,j}[2m-3]) \right);$$

see Figure 7.3. Then, we see that $P''$ is a perfect matching on $\Gamma_{sub}'$ containing $e$ in the case (iii).

Case (iv): We note that an edge $e$ in the case (iv) also appears in $\Gamma_{sub}$, since $e$ is unchanged even if we apply (zig-1)--(zig-3). Thus, we can regard $e$ as an edge of $\Gamma_{sub}$. Since $\Gamma_{sub}$ satisfies the condition (*), the zigzag paths $z'$, $z''$ on $\Gamma_{sub}$ that contain $e$ satisfy either (1) or (2).

- We assume that $z'$ and $z''$ satisfy (1).
  
  - Let, say, $[z'] = [z_i]$. Since zigzag paths having the same slopes are obtained as the difference of adjacent corner perfect matchings, either $P$ or $P'$ contains $e$. If $e \in P$, then we let $P''$ be as in (7.1). Then, $P''$ is a perfect matching on $\Gamma_{sub}'$ containing $e$. Even if $e \in P'$, we have the same conclusion by letting

$$P'' = \left( P' \setminus \bigcup_{i=1}^{r} \text{Zag}(z_i) \right) \cup \left( \bigcup_{i=1}^{r} \bigcup_{j=1}^{p_i+1} \bigcup_{m=1}^{n} (b_{i,j-1}[2m-1], w_{i,j}[2m-1]) \right).$$

- Let, say, $[z'] = -[z_i]$, in which case $E_a \neq \emptyset$ and $z'$ corresponds to $E_a$. Let $Q'$ and $Q''$ be the corner perfect matchings on $\Gamma_{sub}$ whose difference forms $z'$. Let $e \in Q'$. Since $h(Q', P_0)$ lies on $E_a$, where $P_0$ is the reference perfect matching, we have $Q' \cap z_i = \emptyset$ for any $i$ by Lemma 3.9. Thus, we let

$$P'' = Q' \cup \left( \bigcup_{i=1}^{r} \bigcup_{j=1}^{p_i} \bigcup_{m=1}^{n} (w_{i,j}[2m-1], b_{i,j}[2m-1]) \right),$$

and see that $P''$ is a perfect matching on $\Gamma_{sub}'$ containing $e$. 

We assume that $z'$ and $z''$ satisfy (2).

Let, say, $z'$ intersect with each $z_i$ in $\text{Zig}(z_i)$. Let $Q'$ and $Q''$ be the corner perfect matchings on $\Gamma_{\text{sub}}$ whose difference forms $z'$. Let $e \in Q'$. As noted above, we see that all zigzag paths in $\Gamma_{\text{sub}}$ intersecting with $z_i$ at some zig of $z_i$ have the same slopes. This implies that $Q'$ contains all zig's of $z_i$, i.e., $Q' \cap z_i = \text{Zig}(z_i)$. This also means that $Q' = P$. Hence, we let $P''$ be the same as (7.1) and see that $P''$ is a perfect matching containing $e$.

\[\text{Figure 7.1.} \text{ The perfect matchings } P \text{ on } \Gamma_{\text{sub}} \text{ (left) and } P'' \text{ on } \Gamma_{\text{sub}}' \text{ (right) for the case (i).}\]

\[\text{Figure 7.2.} \text{ The perfect matchings } Q \text{ on } \Gamma_{\text{sub}} \text{ (left) and } P'' \text{ on } \Gamma_{\text{sub}}' \text{ (right) for the case (ii).}\]

\[\text{Figure 7.3.} \text{ The perfect matchings } Q \text{ on } \Gamma_{\text{sub}} \text{ (left) and } P'' \text{ on } \Gamma_{\text{sub}}' \text{ (right) for the case (iii).}\]

### 7.2 Behaviors of zigzag paths after extended deformations

In this subsection, we study zigzag paths of the deformed dimer models and their slopes. We mainly discuss the extended zig-deformation, but the same assertions hold for the extended zag-deformation by a similar argument. We will work with the notation in Definition 4.1 and Setting 6.1. We consider the extended deformation $\nu^{\text{zig}}_X(\Gamma, \{z_1, \ldots, z_r\})$ of $\Gamma$ (see Definitions 4.3 and 6.2).

First, we observe zigzag paths of $\Gamma$ and fix the notation which we will use throughout this section.

**Observation 7.2.** Let $z_1, \ldots, z_r$ be type I zigzag paths of $\Gamma$ with $[z_1] = \cdots = [z_r]$. These zigzag paths are ordered cyclically along the subscript $i = 1, \ldots, r$. For any $\alpha \in \mathbb{Z}$ and $i = 1, \ldots, r$,
let \( \tilde{z}_i(\alpha) \) be a zigzag path on the universal cover \( \tilde{\Gamma} \) whose projection on \( \Gamma \) is \( z_i \). Each \( \tilde{z}_i(\alpha) \) divides \( \mathbb{R}^2 \) into two parts, and thus it makes sense to consider the left of \( \tilde{z}_i(\alpha) \) and the right of \( \tilde{z}_i(\alpha) \). Then, we can write a straight line \( \ell_{i, \alpha}^L \) (resp. \( \ell_{i, \alpha}^R \)) on the left (resp. right) of \( \tilde{z}_i(\alpha) \) such that the gradient of \( \ell_{i, \alpha}^L \) (resp. \( \ell_{i, \alpha}^R \)) is \( v = [z_i] \) and the nodes contained in the region obtained as the intersection of the right of \( \ell_{i, \alpha}^L \) and the left of \( \ell_{i, \alpha}^R \) are precisely the nodes located on \( \tilde{z}_i(\alpha) \). We will call such a region the \((i, \alpha)\)-th deformed part (see Figure 7.4).

![Figure 7.4.](image)

Also, we call the region obtained as the intersection of the right of \( \ell_{i-1, \alpha}^R \) and the left of \( \ell_{i, \alpha}^L \) the \((i, \alpha)\)-th irrelevant part. Here, we say that the intersection of the right of \( \ell_{i, \alpha}^R \) and the left of \( \ell_{i+1, \alpha}^L \) is the \((1, \alpha+1)\)-th irrelevant part. We remark that sometimes there are no nodes in an irrelevant part. We sometimes omit \( \alpha \in \mathbb{Z} \) from the notation unless it causes confusion. We also use these terminologies for \( \Gamma \). That is, a part of \( \Gamma \) obtained by projecting a deformed (resp. irrelevant) part of \( \tilde{\Gamma} \) onto \( \Gamma \) is said to be a deformed (resp. irrelevant) part of \( \Gamma \).

![Figure 7.5.](image)

By the condition of Definition 3.3(3), \( z_1, \ldots, z_r \) do not have a common node, and therefore the irrelevant parts do not overlap each other. Since the operations (zig-1)–(zig-4) (or (zag-1)–(zag-4)) are local operations on each deformed part, any irrelevant part will be unchanged even if we apply these operations. Thus, we continue to use these terminologies “deformed parts” and “irrelevant parts”. We then consider a zigzag path \( w \) satisfying the following properties:
(a) If \([z_i]\) and \([w]\) are linearly independent, then by Lemma 3.15, \(\bar{w}\) intersects with \(\bar{z}_i(\alpha)\) precisely once, and so does any \(\bar{z}_i(\alpha)\) with \(i = 1, \ldots, r\) and \(\alpha \in \mathbb{Z}\). In particular, all intersections are zigs of \(w\) or zags of \(w\) by Lemma 3.16. If \(\bar{w}\) intersects with \(\bar{z}_i(\alpha)\) at a zig (resp. zag) of \(\bar{z}_i(\alpha)\), then we easily see that \(\bar{w}\) crosses the \((i, \alpha)\)-th deformed part in the direction from the \((i, \alpha)\)-th (resp. \((i+1, \alpha)\)-th) irrelevant part to the \((i+1, \alpha)\)-th (resp. \((i, \alpha)\)-th) irrelevant part.

(b) If \([z_i]\) and \([w]\) are linearly dependent, then by Lemma 3.15, \(\bar{w}\) and \(\bar{z}_i(\alpha)\) do not intersect for any \(i = 1, \ldots, r\) and \(\alpha \in \mathbb{Z}\). This is equivalent to the condition that \(\bar{w}\) is contained in some irrelevant part. In this case, \(w\) is unchanged even if we apply the extended deformations because (zig-1)–(zig-4) (or (zag-1)–(zag-4)) are operations on the deformed parts, and (zig-5) or (zag-5) does not affect \(w\) by Lemma 7.7 below.

In the remainder of this subsection, we discuss the behavior of zigzag paths after applying the operations (zig-1)–(zig-4). (We can apply the same arguments for the case of (zag-1)–(zag-4).)

**Observation 7.3.** We consider a zigzag path \(y_k\) on a consistent dimer model \(\Gamma\) intersecting with \(z_i\) at a zig of \(z_i\). Let \(\bar{z}_i\) and \(\bar{y}_k\) be zigzag paths on \(\bar{\Gamma}\) projecting onto \(z_i\) and \(y_k\), respectively. By Observation 7.2(a), \(\bar{y}_k\) crosses the \(i\)-th deformed part in the direction from the \(i\)-th irrelevant part to the \((i+1)\)-th irrelevant part, and \(\bar{y}_k\) intersects with \(\bar{z}_i\) precisely once. We suppose that the zig \(\bar{z}_i[2m-1]\) of \(\bar{z}_i\) is such an intersection. In this case, \(\bar{z}_i[2m-1]\) is also a zig of \(\bar{y}_k\); thus we may write it as \(\bar{y}_k[2m]\).

Now, we apply the operations (zig-1)–(zig-3) to \(\Gamma\), and we denote the resulting dimer model by \(\Gamma'\) and its universal cover by \(\bar{\Gamma}'\). Then, some new nodes are inserted in \(\bar{z}_i[2m-1] = \bar{y}_k[2m]\), and zigzag paths \(\bar{z}_{i,1}, \ldots, \bar{z}_{i,p_i}\) on \(\bar{\Gamma}'\), which project onto zigzag paths \(z_{i,1}, \ldots, z_{i,p_i}\) on \(\Gamma'\), respectively, appear in the \(i\)-th deformed part.

![Figure 7.6](image-url)

We consider the zigzag path \(\bar{y}'_k\) on \(\bar{\Gamma}'\) passing through \(\bar{y}_k[2m-1]\) as a zig. That is, \(\bar{y}'_k\) starts from \(\bar{y}_k[2m-1]\), crosses through zigzag paths \(\bar{z}_{i,1}, \ldots, \bar{z}_{i,p_i}\) in the \(i\)-th deformed part, and arrives at \(\bar{y}_k[2m+1]\) (see the right of Figure 7.6). In particular, it crosses the \(i\)-th deformed part in the direction from the \(i\)-th irrelevant part to the \((i+1)\)-th irrelevant part. Although \(\bar{y}'_k\) looks different from \(\bar{y}_k\) in the deformed parts, it connects the zigs \(\bar{y}_k[2m-1]\) and \(\bar{y}_k[2m+1]\) of \(\bar{y}_k\) in the \(i\)-th deformed part for all \(i\), and thus \(\bar{y}'_k\) shares the same nodes and edges as \(\bar{y}_k\) in any irrelevant part. We conclude that \(\bar{y}'_k\) coincides with \(\bar{y}_k\) in all irrelevant parts, and behaves as depicted on the right-hand side of Figure 7.6 in each deformed part. Also, we see that bypasses inserted in the operation (zig-4) do not affect the behavior of \(\bar{y}'_k\), because \(\bar{y}'_k\) never passes through bypasses.

**Observation 7.4.** We consider a zigzag path \(x_j\) on \(\Gamma\) intersecting with \(z_i\) at a zag of \(z_i\). Let \(\bar{x}_j\) be a zigzag path on \(\bar{\Gamma}\) projecting onto \(x_j\). By Observation 7.2(a), \(\bar{x}_j\) crosses the \(i\)-th deformed part in the direction from the \((i+1)\)-th irrelevant part to the \(i\)-th irrelevant part, and \(\bar{x}_j\) intersects with \(\bar{z}_i\) precisely once. We suppose that the zag \(\bar{z}_i[2m]\) of \(\bar{z}_i\) is such an intersection. In this case, \(\bar{z}_i[2m]\) is also a zag of \(\bar{x}_j\), and thus we may write it as \(\bar{x}_j[2m+1]\). We then apply the operations (zig-1)–(zig-4) to \(\Gamma\), and we have the dimer model \(\nu_{\bar{x}}^{\partial x}(\Gamma) = \nu_{\partial x}^{\bar{x}}(\Gamma, \{z_1, \ldots, z_r\})\).
If \( z_i[2m] \), which is the projection of \( \tilde{z}_i[2m] = \tilde{x}_j[2m + 1] \) on \( \Gamma \), is not contained in \( X_i \), then bypasses are inserted. We consider the zigzag path \( \tilde{x}_j' \) on the universal cover of \( \tilde{\Pi}_X^\delta(\Gamma) \) passing through \( \tilde{x}_j[2m] \) as a zag of \( \tilde{x}_j' \). That is, \( \tilde{x}_j' \) starts from \( \tilde{x}_j[2m] \), behaves as depicted on the right-hand side of Figure 7.7, and arrives at \( \tilde{x}_j[2m + 2] \). In particular, \( \tilde{x}_j' \) crosses the \( i \)-th deformed part in the direction from the \((i + 1)\)-th irrelevant part to the \( i \)-th irrelevant part, and behaves in the same manner as \( \tilde{x}_j \) in each irrelevant part.

**Figure 7.7.** The case where the projection of \( \tilde{z}_i[2m] = \tilde{x}_j[2m + 1] \) on \( \Gamma \) is not contained in \( X_i \).

If \( z_i[2m] \) is contained in \( X_i \), then no bypasses are inserted. We again consider the zigzag path \( \tilde{x}_j' \) on the universal cover of \( \tilde{\Pi}_X^\delta(\Gamma) \) passing through \( \tilde{x}_j[2m] \) as a zag of \( \tilde{x}_j' \) (e.g., see Figure 7.8). Unlike in the previous case, after passing through \( \tilde{x}_j[2m] \), \( \tilde{x}_j' \) goes to the edge \( \{b_i[2m + 1], \tilde{w}_{i,1}[2m + 1]\} \). (Here, we denote the edge whose endpoints are a black node \( b \) and a white node \( w \) by \( \{b, w\} \).

If \( z_i[2m + 2] \in X_i \), in which case bypasses are not inserted, then \( \tilde{x}_j' \) goes to the edge \( \{\tilde{w}_{i,1}[2m + 1], \tilde{b}_{i,1}[2m + 3]\} \).

On the other hand, if \( z_i[2m + 2] \not\in X_i \), in which case we insert bypasses, then \( \tilde{x}_j' \) goes to the edge \( \{\tilde{w}_{i,1}[2m + 1], \tilde{b}_{i,1}[2m + 3]\} \). In such a way, \( \tilde{x}_j' \) crosses the \( i \)-th deformed part in the direction from the \((i + 1)\)-th irrelevant part to the \( i \)-th irrelevant part. More precisely, if we assume that \( \tilde{x}_j' \) goes through the edge \( \{\tilde{b}_{i,s}[2m - 1], \tilde{w}_{i,s+1}[2m - 1]\} \) in the \( i \)-th deformed part, then \( \tilde{x}_j' \) behaves as follows:

1. If \( z_i[2m] \in X_i \), in which case bypasses are not inserted, then \( \tilde{x}_j' \) goes through the edge \( \{\tilde{w}_{i,s+1}[2m - 1], \tilde{b}_{i,s+1}[2m + 1]\} \) and then \( \{\tilde{b}_{i,s+1}[2m + 1], \tilde{w}_{i,s+2}[2m + 1]\} \),
2. If \( z_i[2m] \not\in X_i \), in which case we insert bypasses, then \( \tilde{x}_j' \) goes through the edge \( \{\tilde{w}_{i,s+1}[2m - 1], \tilde{b}_{i,s}[2m + 1]\} \) and then \( \{\tilde{b}_{i,s}[2m + 1], \tilde{w}_{i,s+1}[2m + 1]\} \),

where \( m = 1, \ldots, n \) and \( s = 0, \ldots, p_i - 1 \) with \( \tilde{b}_{i,0}[-] = \tilde{b}_i[-] \) and \( \tilde{w}_{i,p_i+1}[-] = \tilde{w}_i[-] \). When we consider \( \tilde{x}_j' \) in the \( i \)-th deformed part, we encounter case (1) \( |X_i| \) times and case (2) \( \ell(z_i)/2 - |X_i| \) times.
Deformations of Dimer Models

7.3 Properties of zigzag paths on deformed dimer models

In this subsection, we study the slopes of zigzag paths on deformed dimer models. In particular, we can describe them in terms of zigzag paths of the original dimer model, and this description plays a crucial role when discussing the relationship with the combinatorial mutations of the associated polygons.

Proposition 7.5. The path \( z_{i,j} \) given in (zig-3) of Definition 4.3 (resp. (zag-3) of Definition 4.4) is a type I zigzag path \( z_{i,j} \) of \( \nu^\text{zig}_X(\Gamma) \) (resp. \( \nu^\text{zag}_Y(\Gamma) \)) with \( \ell(z_{i,j}) = \ell(z_i) \). Moreover, \( z_{i,j} \) does not have any self-intersections on the universal cover, and satisfies \( |z_{i,j}| = -|z_i| = -v \), and hence it is not homologically trivial.

Proof. We consider the case of \( \nu^\text{zig}_X(\Gamma) \). The case of \( \nu^\text{zag}_Y(\Gamma) \) is similar.

First, \( z_{i,j} \) is a zigzag path of \( \nu^\text{zig}_X(\Gamma) \) by definition. We see that zigzag paths of \( \nu^\text{zig}_X(\Gamma) \) intersecting with \( \tilde{z}_{i,j} \) take either the form of \( \tilde{y}_{k} \) given in Observation 7.3 or \( \tilde{z}_{j}' \) given in Observation 7.4. In particular, these intersect with \( \tilde{z}_{i,j} \) precisely once in each deformed part, and \( \tilde{y}_{k} \) crosses the \( i \)-th deformed part in the direction from the \( i \)-th irrelevant part to the \( (i+1) \)-th irrelevant part, and \( \tilde{z}_{j}' \) crosses the \( i \)-th deformed part in the direction from the \( (i+1) \)-th irrelevant part to the \( i \)-th irrelevant part for all \( i \). Since other zigzag paths do not intersect with \( \tilde{z}_{i,j} \), we see that \( z_{i,j} \) is a type I zigzag path of \( \nu^\text{zig}_X(\Gamma) \). Also, \( \tilde{z}_{i,j} \) does not have any self-intersections by definition. By these properties, the edges constituting \( z_{i,j} \) are not removed by the operation (zig-5). In addition, since \( z_{i,j} \) contains no 2-valent nodes, the operation (join) does not affect \( z_{i,j} \). Therefore, we see that \( z_{i,j} \) is a type I zigzag path of \( \nu^\text{zig}_X(\Gamma) \), and the remaining assertions follow from the definition of \( z_{i,j} \).

Proposition 7.6. The paths \( y_{1}, \ldots, y_{t} \) (resp. the paths \( x_{1}, \ldots, x_{s} \)) are zigzag paths of \( \Gamma \) intersecting with a chosen type I zigzag path \( z \) at some zig (resp. zags) of \( z \). We have the following.

Figure 7.9. An example of the behavior of \( \tilde{x}_{j}' \) in the \( i \)-th deformed part.
(1) For any zigzag path $y_k$ of $\Gamma$, there exists a unique zigzag path $y'_k$ of $\nu^\text{zig}_{X}(\Gamma)$ without self-intersections on the universal cover and satisfying $[y_k] = [y'_k]$ where $k = 1, \ldots, t$.

(2) For any zigzag path $x_j$ of $\Gamma$, there exists a unique zigzag path $x'_j$ of $\nu^\text{zig}_{X}(\Gamma)$ without self-intersections on the universal cover and satisfying $[x_j] = [x'_j]$ where $j = 1, \ldots, s$.

**Proof.** We consider the case of $\nu^\text{zig}_{X}(\Gamma)$. The case of $\nu^\text{zig}_{Z}(\Gamma)$ is similar.

We use the same notation used in Observation 7.3. In particular, we consider the zigzag path $\overline{y}_k$ of $\tilde{\Gamma}'$ which coincides with $\overline{y}_k$ in all irrelevant parts, and behaves as depicted on the right-hand side of Figure 7.6 in each deformed part, and therefore does not have any self-intersections. Since bypasses inserted in the operation (zig-4) do not affect the behavior of $\overline{y}_k$, we can extend $\overline{y}_k$ to a zigzag path of the universal cover of $\nu^\text{zig}_{X}(\Gamma)$. By projecting $\overline{y}_k$ onto $\nu^\text{zig}_{X}(\Gamma)$, we have the zigzag path $y'_k$ of $\nu^\text{zig}_{X}(\Gamma)$. By the construction given in Observation 7.3, we see that $[y_k] = [y'_k]$. Since $\overline{y}_k$ coincides with $\overline{y}_k$ in all irrelevant parts and $\Gamma$ is consistent, it does not behave pathologically in irrelevant parts as it infringes on the consistency condition. Furthermore, $\overline{y}_k$ intersects with zigzag paths of the forms $\overline{z}_{i,j}$ and $\overline{x}_j$ (see Observation 7.4) in some deformed parts, but they do not intersect with each other in the same direction more than once. Therefore, the edges constituting $y'_k$ are not removed by the operation (zig-5), and hence $y'_k$ is not changed by (zig-5). In addition, the operation (join) does not change the slopes. Thus, we naturally extend this zigzag path $y'_k$ as the path of $\nu^\text{zig}_{X}(\Gamma)$, which is determined uniquely and satisfies $[y_k] = [y'_k]$ by construction.

By the proof of Propositions 7.5 and 7.6, the zigzag paths $\overline{z}_{i,j}$ and $\overline{y}_k$ do not have any self-intersections, and do not intersect with other zigzag paths in the same direction more than once. Furthermore, the intersections between $\overline{x}_j$ and $\overline{z}_{i,j}$ or $\overline{y}_k$ are not bypasses (see Observations 7.3 and 7.4). This proves the following lemma.

**Lemma 7.7.** We have the following.

(1) The edges removed by the operation (zig-5) are a part of the bypasses added in (zig-4) or edges appearing in some irrelevant parts that are intersections between pairs of zigzag paths $x_1, \ldots, x_s$.

(2) The edges removed by the operation (zag-5) are a part of the bypasses added in (zag-4) or edges appearing in some irrelevant parts that are intersections between pairs of zigzag paths $y_1, \ldots, y_t$.

Before showing the next proposition, we introduce some notation.

**Setting 7.8.** Let $z$ be a zigzag path on a consistent dimer model $\Gamma$. We recall that corner perfect matchings are ordered in the anti-clockwise direction along the vertices of $\Delta_{\Gamma}$ (see Section 2.2). Let $P$, $P'$ be adjacent corner perfect matchings on $\Gamma$ such that the difference of $P$ and $P'$ contains $z$ (see Proposition 3.5). We assume that $P$, $P'$ are ordered with this order, in which case $P \cap z = \text{Zig}(z)$ and $P' \cap z = \text{Zag}(z)$. Then, we set $P_z := P$ and $P'_z := (P \setminus \text{Zig}(z)) \cup \text{Zag}(z)$. By Proposition 3.6, $P_z$, $P'_z$ are boundary perfect matchings corresponding to certain lattice points on the edge of $\Delta_{\Gamma}$ whose outer normal vector is $[z]$, and we see that the difference of $P_z$ and $P'_z$, namely $P_z \cup P'_z \setminus P_z \cap P'_z$, forms $z$. Thus, by this construction, $h(P'_z, P_z) \in \mathbb{Z}^2$ is a primitive lattice element with $\langle [z], h(P'_z, P_z) \rangle = 0$.

**Proposition 7.9.** Let $h(P'_z, P_z)$ be a primitive lattice element as above. We have the following.

(1) For any zigzag path $x_j$ of $\Gamma$, there exists a unique zigzag path $x'_j$ of $\nu^\text{zig}_{X}(\Gamma)$ such that for every $j = 1, \ldots, s$

$$[x'_j] = [x_j] + \langle [x_j], h(P'_z, P_z) \rangle [z].$$
(2) For any zigzag path $y_k$ of $\Gamma$, there exists a unique zigzag path $y'_k$ of $\nu^\text{zag}_\Delta (\Gamma)$ such that for every $k = 1, \ldots, t$

$$[y'_k] = [y_k] + \langle [y_k], h(P'_z, P_z) \rangle [z].$$

**Proof.** We consider the case of $\nu^\text{zag}_\Delta (\Gamma)$. The case of $\nu^\text{zag}_\Lambda (\Gamma)$ is similar.

We recall that $|x_j \cap z| = |x_j \cap z_i|$ for all $i = 1, \ldots, r$, and that this number is denoted by $m_j$ (see Definition 4.1). We first show that

$$m_j = \langle [x_j], h(P'_z, P_z) \rangle$$

for $j = 1, \ldots, s$. Let $p_{x_j}$ be the path of the quiver $Q_\Gamma$ going along the left side of $x_j$ (see Observation 3.7). In particular, considering $p_{x_j}$ as an element in $H_1(\mathbb{T})$, we have $[p_{x_j}] = [x_j]$. By our assumption, the intersections $x_j \cap z$ are contained in $\text{Zag}(z) = \mathbb{P}' \cap z$. Thus, $p_{x_j}$ crosses $z$ at a zig of $z$. Since $\mathbb{P} \cap z = \text{Zig}(z)$, every time $p_{x_j}$ crosses $z$, the height function $h_{\mathbb{P}', \mathbb{P}}$ increases by 1. Since $m_j = |x_j \cap z|$, we have the equation (7.2).

Then, we show that for each $x_j$ where $j = 1, \ldots, s$, there exists a zigzag path $x'_j$ on $\nu^\text{zag}_\Delta (\Gamma) = \nu^\text{zag}_\Lambda (\Gamma, \{z_1, \ldots, z_r\})$ such that

$$[x'_j] = [x_j] + m_j[z].$$

We divide $x_j$ into sub-zigzag paths $x^{(1)}_j, \ldots, x^{(m_j)}_j$. By definition, $x^{(1)}_j$ intersects with $z_r$ at a zag of $z_r$. We denote this zag by $z_r[2m] := x^{(1)}_j \cap z_r$, in which case the white (resp. black) node that is the end point of $z_r[2m]$ is denoted by $w_r[2m-1]$ (resp. $b_r[2m+1]$). By considering the universal cover $\overline{\Gamma}$, we naturally define $\overline{x}_j, \overline{x}^{(1)}_j, \overline{z}_r, \overline{z}_r[2m], \overline{w}_r[2m-1], \overline{b}_r[2m+1], \text{etc.}$ Also, we assume that $\overline{z}_r$ is contained in the $(r, 0)$-th deformed part. Then, $\overline{x}_j$ crosses the $(r, 0)$-th deformed part in the direction from the $(r+1, 0)$-th irrelevant part to the $(r, 0)$-th irrelevant part, in which case the entrance of the $(r, 0)$-th deformed part is $\overline{b}_r[2m+1]$ and the exit is $\overline{w}_r[2m-1]$.

In what follows, we use the same notation used in Observation 7.4. In particular, we pay attention to the zigzag path $\overline{x}_j$ of the universal cover $\nu^\text{zag}_\Lambda (\Gamma) \sim$ of $\nu^\text{zag}_\Delta (\Gamma)$, which behaves as follows:

(A_r) If $z_r[2m] \not\subset X_r$, then $\overline{x}_j'$ goes into the $(r, 0)$-th deformed part of $\nu^\text{zag}_\Lambda (\Gamma) \sim$ from $\overline{b}_r[2m+1]$ and goes out from $\overline{w}_r[2m-1]$ (see also Figure 7.7). After crossing the $(r, 0)$-th deformed part, it goes into the $(r, 0)$-th irrelevant part, and it behaves in the same manner as $\overline{x}_j$ in that part.

(B_r) If $z_r[2m] \subset X_r$, then $\overline{x}_j'$ goes into the $(r, 0)$-th deformed part of $\nu^\text{zag}_\Lambda (\Gamma) \sim$ from $\overline{b}_r[2m+1]$ and goes out from $\overline{w}_r[2m-1 + 2n] = \overline{w}_r[2m-1 + \ell(z)]$ (see also Figures 7.8 and 7.9). After crossing the $(r, 0)$-th deformed part, it goes into the $(r, 0)$-th irrelevant part, and it behaves in the same manner as the shift of $\overline{x}_j$, which we denote as $\overline{x}_j(1)$, in that part.

Then, $\overline{x}_j'$ goes into the $(r-1, 0)$-th deformed part of $\nu^\text{zag}_\Lambda (\Gamma) \sim$. We let $\overline{z}_{r-1}[2m'] := \overline{x}_j \cap \overline{z}_{r-1}$ and $\overline{z}_{r-1}[2m''] := \overline{x}_j(1) \cap \overline{z}_{r-1}$. We note that on the dimer model $\Gamma$ we have $z_{r-1}[2m'] = z_{r-1}[2m''] = x^{(1)}_j \cap z_{r-1}$ by definition.

- If $z_r[2m] \in X_r$ in the above argument, then $z_{r-1}[2m'] \not\subset X_{r-1}$ by the definition of $X_r$ and $X_{r-1}$. (Furthermore, $x^{(1)}_j \cap z_i \not\subset X_i$ for any $i \neq r$.) In this case, $\overline{x}_j'$ crosses the $(r-1, 0)$-th deformed part of $\nu^\text{zag}_\Lambda (\Gamma) \sim$ in the same manner as (A_r) above. Then, it behaves in the same manner as $\overline{x}_j(1)$ in the $(r-1, 0)$-th irrelevant part.

- Let $z_r[2m] \not\subset X_r$ in the above argument.
If $z_{r-1}[2m'] \notin X_{r-1}$, then $\bar{x}_j'$ crosses the $(r-1,0)$-th deformed part of $\bar{\nu}^{z\text{ig}}_A(\Gamma)\sim$ in the same way as $(A_r)$. Then, it behaves in the same manner as $\bar{x}_j$ in the $(r-1,0)$-th irrelevant part.

If $z_{r-1}[2m'] \in X_{r-1}$, then $\bar{x}_j'$ crosses the $(r-1,0)$-th deformed part of $\bar{\nu}^{z\text{ig}}_A(\Gamma)\sim$ in the same way as $(B_r)$. Then, it behaves in the same manner as $\bar{x}_j(1)$ in the $(r-1,0)$-th irrelevant part.

Repeating these inductive arguments, we see that $\bar{x}_j'$ crosses the $(i,0)$-th deformed part of $\bar{\nu}^{z\text{ig}}_A(\Gamma)\sim$ for $i = r, r-1, \ldots, 1$ in this order, and goes into the $(1,0)$-th irrelevant part. In any case, $\bar{x}_j'$ behaves in the same manner as $\bar{x}_j(1)$ in this irrelevant part.

Then, $\bar{x}_j'$ goes into the $(r,-1)$-th deformed part, in which case we consider the sub-zigzag path $x_j^{(2)}$ of $\Gamma$ and the intersection between $\bar{\bar{x}}_r(-1)$ and $\bar{x}_j^{(2)}$ on $\bar{\Gamma}$. By the same arguments as above, we see that $\bar{x}_j'$ crosses the $(i,-1)$-th deformed part of $\bar{\nu}^{z\text{ig}}_A(\Gamma)\sim$ for $i = r, r-1, \ldots, 1$ in this order. After that, it goes into $(1,-1)$-th irrelevant part and behaves in the same manner as $\bar{x}_j(2)$ in this irrelevant part.

Repeating these arguments, we finally see that $\bar{x}_j'$ crosses the $(i,-m_j+1)$-th deformed part of $\bar{\nu}^{z\text{ig}}_A(\Gamma)\sim$ for $i = r, r-1, \ldots, 1$ in this order, and behaves in the same manner as $\bar{x}_j(m_j)$ in the $(1,-m_j+1)$-th irrelevant part. Then, $\bar{x}_j'$ goes into the $(r,-m_j)$-th deformed part of $\bar{\nu}^{z\text{ig}}_A(\Gamma)\sim$, in which case we denote the black node that is the entrance of this deformed part by $B$. Since $m_j = |x_j \cap z_i|$, the projection of $\bar{x}_j \cap \bar{z}_i(-m_j)$ on $\Gamma$ coincides with $z_i[2m]$, which is the starting edge of our arguments. Thus, $B$ coincides with $\bar{b}_j[2m + 1]$ if they are projected onto $\bar{\nu}^{z\text{ig}}_A(\Gamma)$, which means we can follow all edges of the zigzag path $x_j'$ of $\bar{\nu}^{z\text{ig}}_A(\Gamma)$. By these arguments, we see that the slope of $\bar{x}_j'$ changes $[z]$ in each deformed part, and thus we have $|x_j'| = |x_j| + m_j[z]$.

Finally, we apply the operations (zig-5) and (join) to $\bar{\nu}^{z\text{ig}}_A(\Gamma)$. Then, we obtain the deformed dimer model $\nu^{z\text{ig}}_A(\Gamma)$ and the zigzag path on it having the same slope as $\bar{x}_j'$. This zigzag path is determined uniquely by the construction, and we use the same notation for this zigzag path by abuse of the notation. Since (zig-5) and (join) do not change the slopes of zigzag paths, we have (7.3).

Since the slopes of zigzag paths $\nu^{z\text{ig}}_A(\Gamma)$ and $\nu^{z\text{ag}}_A(\Gamma)$ do not depend on the choice of $X_1, \ldots, X_r$ (resp. $Y_1, \ldots, Y_r$) by Propositions 7.5, 7.6 and 7.9, we obtain the proposition below. However, we remark that the deformed dimer model depends on the choice of zig-deformation parameters; thus $\nu^{z\text{ig}}_A(\Gamma, \{z_1, \ldots, z_r\}) \neq \nu^{z\text{ig}}_A(\Gamma, \{z_1, \ldots, z_r\})$ in general (the zag version is similar).

**Proposition 7.10.** For zig-deformation parameter $\mathcal{X}' := \{X'_1, \ldots, X'_r\}$ and zag-deformation parameter $\mathcal{Y}' := \{Y'_1, \ldots, Y'_r\}$ different from $\mathcal{X}$ and $\mathcal{Y}$, we have

$$\Delta_{\nu^{z\text{ig}}_A(\Gamma, \{z_1, \ldots, z_r\})} = \Delta_{\nu^{z\text{ig}}_A(\Gamma, \{z_1, \ldots, z_r\})} \quad \text{and} \quad \Delta_{\nu^{z\text{ag}}_A(\Gamma, \{z_1, \ldots, z_r\})} = \Delta_{\nu^{z\text{ag}}_A(\Gamma, \{z_1, \ldots, z_r\})}.$$ 

**7.4 Remarks on the extended deformations of hexagonal and rectangular dimer models**

As we mentioned in Remark 6.8, we can skip the operations (zig-4) and (zig-5) (resp. (zag-4) and (zag-5)) in the case of hexagonal and rectangular dimer models (see Definition 2.1), as we will see below. We note that hexagonal and rectangular dimer models are isoradial. These dimer models have been studied in several papers, with the following results being particularly noteworthy.

**Proposition 7.11** (e.g., [21, 28, 31]). Let $\Gamma$ be a consistent dimer model. Then, we have the following.
(1) \( \Gamma \) is a hexagonal dimer model if and only if the PM polygon \( \Delta_{\Gamma} \) is a triangle.

(2) If \( \Gamma \) is a rectangular dimer model, then the PM polygon \( \Delta_{\Gamma} \) is a parallelogram.

For these nice classes of dimer models, we may skip the operations (zig-4) and (zig-5) (or (zag-4) and (zag-5)) when we apply the extended deformation.

**Proposition 7.12.** Let \( \Gamma \) be a hexagonal or rectangular dimer model. Then, the extended deformation \( \nu_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) \) is defined by the operations (zig-1)–(zig-3) and (join). Similarly, the extended deformation \( \nu_{\chi}^{\text{zag}}(\Gamma, \{z_1, \ldots, z_r\}) \) is defined by the operations (zag-1)–(zag-3) and (join).

In particular, the extended deformations coincide with the usual deformations:

\[
\nu_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) = \nu_{p}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) \quad \text{and} \quad \nu_{\chi}^{\text{zag}}(\Gamma, \{z_1, \ldots, z_r\}) = \nu_{q}^{\text{zag}}(\Gamma, \{z_1, \ldots, z_r\}).
\]

**Proof.** We will prove the case of the extended zig-deformation. The case of the extended zag-deformation is similar.

The zigzag paths \( z_1, \ldots, z_r \) have the same slope, and this slope is the outer normal vector of an edge of the PM polygon \( \Delta_{\Gamma} \) by Proposition 3.5.

(1) Let \( \Gamma \) be a hexagonal dimer model. Then, \( \Delta_{\Gamma} \) is a triangle by Proposition 7.11(1). Let \( e_1, e_2, e_3 \) be the edges of \( \Delta_{\Gamma} \) ordered cyclically in the anti-clockwise direction. We may assume that the slopes of \( z_1, \ldots, z_r \) are the outer normal vector of \( e_1 \). We then consider the zigzag paths \( x_1, \ldots, x_s \) (resp. \( y_1, \ldots, y_t \)) intersecting with \( z_i \) at zags (resp. zigs) of \( z_i \). Since \( \Gamma \) is isoradial, it is properly ordered. Thus, by Proposition 3.5 we see that \( [x_1] = \cdots = [x_s] \) (resp. \( [y_1] = \cdots = [y_t] \)), and \( [x'_j] \) (resp. \( [y'_k] \)) is the outer normal vector of \( e_2 \) (resp. of \( e_3 \)).

(2) Let \( \Gamma \) be a rectangular dimer model. Then, \( \Delta_{\Gamma} \) is a parallelogram by Proposition 7.11(2). Let \( e_1, e_2, e_3, e_4 \) be the edges of \( \Delta_{\Gamma} \) ordered cyclically in the anti-clockwise direction. In particular, \( \{e_1, e_3\} \) and \( \{e_2, e_4\} \) are pairs of edges that are parallel. We may assume that the slopes of \( z_1, \ldots, z_r \) are the outer normal vector of \( e_1 \), in which case the zigzag paths having the slope \(-[z_i]\) correspond to \( e_3 \). Then, in a similar way as above, we have the zigzag paths \( x_1, \ldots, x_s \) (resp. \( y_1, \ldots, y_t \)) such that \( [x'_j] \) (resp. \( [y'_k] \)) is the outer normal vector of \( e_2 \) (resp. \( e_4 \)).

In both cases, we see that any pair of zigzag paths in \( x_1, \ldots, x_s \) (resp. \( y_1, \ldots, y_t \)) does not have intersections on the universal cover by Lemma 3.15 because \( \Gamma \) is isoradial.

Next, we consider \( \nu_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) \) for the case of \( r \neq 1 \) (see Remark 6.4 for the case of \( r = 1 \)). By Lemma 7.7 and the fact that there is no intersection between \( x_1, \ldots, x_s \), we see that the edges removed by (zig-5) are bypasses added in (zig-4). Furthermore, by Observations 7.3 and 7.4 any zigzag path passing through a bypass takes the form \( x'_j \). Since the slopes of \( x_1, \ldots, x_s \) are all the same in our situation, those of \( x'_1, \ldots, x'_s \) are all the same (see Proposition 7.9). Thus, any bypass on the universal cover of \( \nu_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) \) is either

(i) a self-intersection of a zigzag path \( x'_j \), or

(ii) the intersection of a pair of zigzag paths \( x'_j, x'_{j'} \), with \( [x'_j] = [x'_{j'}] \).

We also see that an edge which is either (i) or (ii) is certainly a bypass, because of Observation 7.4 and the fact that such an intersection can not appear in the irrelevant part. Moreover, if a bypass is the intersection of zigzag paths \( x'_j \) and \( x'_{j'} \), then they have another intersection because \( [x_j] = [x'_{j'}] \), and such an intersection is also a bypass. Thus, if there exists a bypass that can not be removed by (zig-5), the consistency condition is prevented. Therefore, we can remove all bypasses added in (zig-4) by using (zig-5), and hence we may skip these operations. \( \blacksquare \)
8 Combinatorial mutations of the PM polygon are realized by extended deformations

Throughout this section, we still keep the notation of Sections 4 and 6 unless otherwise stated. In this section, we show that the combinatorial mutation of the PM polygon of a consistent dimer model coincides with the PM polygon of the deformed dimer model (see Theorem 8.3). First, we observe the relationship between the deformation data (see Definition 4.1) and the mutation data (see Definition 5.1).

**Setting 8.1.** Let \( \Gamma \) be a reduced consistent dimer model, and \( \Delta_\Gamma \) be the PM polygon of \( \Gamma \). We take a type I zigzag path \( z \) of \( \Gamma \) with \( v := [z] \in \mathbb{Z}^2 \). Then, by Proposition 3.5 there is an edge \( E \) of \( \Delta_\Gamma \) whose outer normal vector is \( v \). Since \( \Delta_\Gamma \) is determined up to translation, there is ambiguity concerning the position of the origin. Thus, we fix the origin \( 0 \) for \( \Delta_\Gamma \) so that \( 0 \in \Delta_\Gamma \). Let \( w := -v \), and consider

\[
\begin{align*}
    h_{\text{max}} &= h_{\text{max}}(\Delta_\Gamma, w) := \max\{ \langle w, u \rangle | u \in \Delta_\Gamma \}, \\
    h_{\text{min}} &= h_{\text{min}}(\Delta_\Gamma, w) := \min\{ \langle w, u \rangle | u \in \Delta_\Gamma \}.
\end{align*}
\]

Now, we set \( r := -h_{\text{min}} \) and assume that \( r \leq |Z_\nu^1(\Gamma)| \). Since the length of the line segments of \( E \) is \( |E \cap N| - 1 \) and this is equal to \( |Z_\nu(\Gamma)| \) by Proposition 3.5, we have

\[
-h_{\text{min}} = r \leq |Z_\nu^1(\Gamma)| \leq |Z_\nu(\Gamma)| = |E \cap N| - 1.
\]

Thus \( \Delta_\Gamma \) admits the combinatorial mutation with respect to \( w \) (see Remark 5.3). Let \( \ell(z) := 2n \). Then, by Lemma 3.9 we have

\[
n = \ell(z)/2 = |P \cap z| + \langle h(P, P_i), w \rangle = |P \cap z| + \langle h(P, P_0) - h(P_i, P_0), w \rangle \\
= |P \cap z| + \langle h(P, P_0), w \rangle - \langle h(P_i, P_0), w \rangle,
\]

where \( P \) is a perfect matching on \( \Gamma \), \( P_0 \) is the reference perfect matching, and \( P_i \in \text{PM}_{\text{max}}(z) \). Since \( h(P_i, P_0) \) is a lattice point on \( E \) by Lemma 3.8, we have \( \langle h(P_i, P_0), w \rangle = h_{\text{min}} \). If \( P \in \text{PM}_{\text{min}}(z) \), then \( |P \cap z| = 0 \) by Lemma 3.12, and this means that \( \langle h(P, P_0), w \rangle = h_{\text{max}} \). Thus, we have \( n = h_{\text{max}} - h_{\text{min}} = \text{width}(\Delta_\Gamma, w) \).

We show how the correspondence between mutation data and deformation data in Table 8.1.

| Mutation data | Deformation data |
|---------------|------------------|
| \( w \)       | \( -v \)         |
| \( h_{\text{min}} \) | \( -r \)         |
| \( h_{\text{max}} \) | \( h \)         |
| width(\( \Delta_\Gamma, w \)) | \( n \)         |

**Table 8.1.** Relationships between the mutation data and the deformation data.

Using the integers \( r, h \), we take type I zigzag paths \( z_1, \ldots, z_r \) and the zig-deformation (resp. zag-deformation) parameter \( X \) (resp. \( Y \)) with respect to \( z_1, \ldots, z_r \) as in Setting 6.1. We then have the deformed consistent dimer models \( \nu_X^{\text{zig}}(\Gamma) = \nu_X^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) \) and \( \nu_Y^{\text{zag}}(\Gamma) = \nu_Y^{\text{zag}}(\Gamma, \{z_1, \ldots, z_r\}) \).

We determine the origin of the PM polygons \( \Delta_{\nu_X^{\text{zig}}(\Gamma)} \) and \( \Delta_{\nu_Y^{\text{zag}}(\Gamma)} \) as follows. First, there are zigzag paths \( y'_1, \ldots, y'_t \) on \( \nu_X^{\text{zig}}(\Gamma) \) whose slope respectively corresponds to the one of zigzag paths \( y_1, \ldots, y_t \) on \( \Gamma \) by Proposition 7.6. Then, we put \( \Delta_{\nu_X^{\text{zig}}(\Gamma)} \) on \( \Delta_\Gamma \) so that the edges corresponding to \( y'_1, \ldots, y'_t \) respectively coincide with the edges of \( \Delta_\Gamma \) corresponding to \( y_1, \ldots, y_t \). We determine
the origin for $\Delta_{\nu_{\text{zig}}(\Gamma)}$ so that it is in the same position as the origin for $\Delta_{\Gamma}$. Considering the zigzag paths on $\nu_{\text{zig}}(\Gamma)$ obtained from the zigzag paths $x_1, \ldots, x_s$ on $\Gamma$, we can also determine the origin for $\Delta_{\nu_{\text{zig}}(\Gamma)}$.

Remark 8.2. In Setting 8.1, we assumed that $r \leq |Z^1_{\nu}(\Gamma)|$ for defining the deformation data. As we mentioned in Remark 4.2, even if the number of type I zigzag paths is insufficient, we can sometimes change a type II zigzag path into a type I zigzag path without changing the PM polygon by using mutations of dimer models (see Appendix A). Moreover, it is known that for a given lattice polygon $P$ there exists an isoradial dimer model giving $P$ as the PM polygon by [14], in which case all zigzag paths are type I (see Definition 3.4), and hence $|Z^2_{\nu}(\Gamma)| = |Z_{\nu}(\Gamma)|$. Thus, if $-h_{\min} \leq |E \cap N| - 1$ we can find a certain isoradial dimer model $\Gamma$ satisfying $-h_{\min} < r \leq |Z^1_{\nu}(\Gamma)| = |E \cap N| - 1$.

For any edge $E$ of $\Delta_{\Gamma}$ as in Setting 8.1, we take a primitive lattice element $u_E \in N$ such that $\langle w, u_E \rangle = 0$. Here, there are two choices of $u_E$ and we fix $u_E$ as follows. We recall the primitive lattice element $h(P'_z, P_z)$ given in Settings 7.8, which satisfies $\langle [z], h(P'_z, P_z) \rangle = 0$. We let $u_E := h(P'_z, P_z)$, and hence $\langle w, u_E \rangle = \langle -z, u_E \rangle = 0$. We set the line segment $F$ as $F := \text{conv}\{0, u_E\}$. Using this with Setting 8.1 (and also Table 8.1), our main theorem can be stated as follows.

Theorem 8.3. Let $\Gamma$ be a reduced consistent dimer model with $0 \in \Delta_{\Gamma}$. Then, we have

$$\text{mut}_w(\Delta_{\Gamma}, F) = \Delta_{\nu_{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})},$$

$$\text{mut}_w(\Delta_{\Gamma}, -F) = \Delta_{\nu_{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})}.$$

Proof. We will prove the first equation. The other one follows from a similar argument.

First, we show that

$$\varphi(\Delta_{\Gamma}^+ \setminus \{z_1, \ldots, z_r\}) = \Delta_{\nu_{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})}^+ \setminus \{z_1, \ldots, z_r\},$$

where $\varphi = \varphi_{w,F}$ is the map given in (5.2).

Let $E_1 := E, E_2, \ldots, E_m$ be the edges of $\Delta_{\Gamma}$ ordered cyclically in the anti-clockwise direction. As we mentioned in Setting 8.1, we suppose that $0 \in \Delta_{\Gamma}$. Let $w_1 := w, w_2, \ldots, w_m$ be inner normal vectors corresponding to $E_1, \ldots, E_m$, respectively (see Figure 8.1). Also, we let $v_i = -w_i$ for $i = 1, \ldots, r$, which are the outer normal vectors corresponding to $E_i$. We then consider $u \in \Delta_{\Gamma}$ such that $\langle w_1, u \rangle = h_{\max}(\Delta_{\Gamma}, w_1) = h$; that is, we consider $u_{h_{\max}(\Delta_{\Gamma})}$, which is either a vertex or an edge of $\Delta_{\Gamma}$. If $u_{h_{\max}(\Delta_{\Gamma})}$ is an edge, we easily see that it is parallel to $E$, in which case we may write $E_a := u_{h_{\max}(\Delta_{\Gamma})}$ for some $1 < a < m$. If $u_{h_{\max}(\Delta_{\Gamma})}$ is a vertex, we set the edges intersecting at $u_{h_{\max}(\Delta_{\Gamma})}$ as $E_{a-1}, E_{a+1}$ and set $E_a = \emptyset$ where $1 < a < m$. Recall that by Proposition 3.5, for each $E_i \neq \emptyset$ there exist zigzag paths on $\Gamma$ such that the slopes coincide with $v_i$, and the set of such zigzag paths is denoted by $Z_{v_i} = Z_{v_i}(\Gamma)$.

First, we consider the edge $E_1$ and zigzag paths in $Z_{v_1} = Z_{(-w)}$. By definition, we have $\langle -v_1, u_E \rangle = 0$ and $\{z_1, \ldots, z_r\} \subseteq Z_{(-w)} \subseteq Z_{(-w)}$. If $|Z_{(-w)}| > r$, then there exists a zigzag path in $Z_{(-w)}$ that is not in $\{z_1, \ldots, z_r\}$. If $E_a \neq \emptyset$, we have zigzag paths in $Z_{v_a}$. Since $E_1$ and $E_a$ are parallel, $v_1$ and $v_a$ are linearly dependent, and hence $\langle v_a, u_E \rangle = 0$. Then, we see that zigzag paths in $Z_{v_a}$ do not intersect with any type I zigzag path $z$ satisfying $[z] = v_1$ in the universal cover (see Lemma 3.15).

Next, we consider the edges $E_2, \ldots, E_{a-1}$ of $\Delta_{\Gamma}$ and zigzag paths in $Z_1 := Z_{v_2} \cup \cdots \cup Z_{v_{a-1}}$. We see that $v_i$ with $i = 2, a-1$ satisfies $\langle -v_i, u_E \rangle < 0$ by a choice of the edges $E_2, \ldots, E_{a-1}$. By the same argument as in the proof of Proposition 7.1, we see that the zigzag paths in $Z_1$ intersect with a type I zigzag path $z$ satisfying $\langle z \rangle = v_1$ precisely once in the universal cover (see
Lemma 3.15); specifically, they intersect with \( z \) in \( \text{Zag}(z) \). Thus, we have \( Z_1 = \{x_1, \ldots, x_s\} \), and for each \( i = 2, \ldots, a - 1 \) the vector \( v_i \) satisfies \( v_i = [x_j] \) for some \( j = 1, \ldots, s \).

Figure 8.1. The PM polygon \( \Delta_\Gamma \) and its inner normal vectors (the case where the origin is contained in the strict interior of \( \Delta_\Gamma \)).

Next, we consider the edges \( E_{a+1}, \ldots, E_{m} \) of \( \Delta_\Gamma \) and zigzag paths in \( Z_2 := Z_{v_{a+1}} \cup \cdots \cup Z_{v_{m}} \). We see that \( v_i \) with \( i = a+1, \ldots, m \) satisfies \( \langle -v_i, u_E \rangle > 0 \) by the choice of the edges \( E_{a+1}, \ldots, E_{m} \). By a similar argument as above, we see that the zigzag paths in \( Z_2 \) intersect with a type I zigzag path \( z \) satisfying \( |z| = v_1 \) precisely once in the universal cover; specifically, they intersect with \( z \) in \( \text{Zig}(z) \). Thus, we have \( Z_2 = \{y_1, \ldots, y_t\} \), and for each \( i = a+1, \ldots, m \) the vector \( v_i \) satisfies \( v_i = [y_k] \) for some \( k = 1, \ldots, t \).

Collectively, we see that any zigzag path of \( \Gamma \) takes one of the following forms:

- \( z_1, \ldots, z_r \),
- \( z'_1, \ldots, z'_{r'} \) contained in \( Z_{-w} \setminus \{z_1, \ldots, z_r\} \) for \( w = -v_1 \) with \( \langle w, u_E \rangle = 0 \) if \( |Z_{-w}| > r \),
- \( z''_1, \ldots, z''_{r''} \) contained in \( Z_w \) for \( w = -v_1 \) with \( \langle w, u_E \rangle = 0 \) if \( E_a \neq \emptyset \),
- \( x_j \) where \( j = 1, \ldots, s \), in which case it satisfies \( \langle -x_j, u_E \rangle < 0 \),
- \( y_k \) where \( k = 1, \ldots, t \), in which case it satisfies \( \langle -y_k, u_E \rangle > 0 \).

The slopes of these zigzag paths give the supporting hyperplanes of \( \Delta_\Gamma \) by Proposition 3.5. More precisely, if \( \Delta_\Gamma \) contains the origin \( 0 \) as an interior lattice point, then

\[
H_{[-[\zeta], \geq -k_\zeta]} = \{u \in N_\mathbb{R} \mid \langle -[\zeta], u \rangle \geq -k_\zeta \}
\]

is the supporting hyperplane of \( \Delta_\Gamma \) for any zigzag path \( \zeta \) of \( \Gamma \) and a certain positive integer \( k_\zeta \).

If the origin \( 0 \) lies on the boundary of \( \Delta_\Gamma \), \( k_\zeta \) is replaced by 0 for the zigzag paths corresponding to the edges that contain \( 0 \). By Proposition 5.6 and its proof, \( \Delta_\Gamma^* \) can be written as \( \Delta_\Gamma^* = Q + C \), where \( Q \) is a polygon and \( C \) is a polyhedral cone. Since the set of the slopes of zigzag paths of \( \Gamma \) coincides with \( \{v_1, \ldots, v_m\} \) if we identify the same slopes, we see that the set \( \{u_1, \ldots, u_p, u'_1, \ldots, u'_q\} \), which generates \( Q \) and \( C \) in the proof of Proposition 5.6, is given by \( \{w_1, \ldots, w_m\} \) in our situation. In what follows, we assume that \( 0 \) is contained in the strict interior of \( \Delta_\Gamma \), in which case \( \Delta_\Gamma^* = Q \) and \( Q = \text{conv} \left( \left\{ \frac{1}{k_1}w_1, \ldots, \frac{1}{k_m}w_m \right\} \right) \) for some positive integers \( k_i \), giving the supporting hyperplanes \( H_{w_i, \geq -k_i} \) of \( \Delta_\Gamma \) for \( i = 1, \ldots, m \). We remark that \( \frac{1}{k_a}w_a \) appears in the above generating set if \( E_a \neq \emptyset \). Since \( \langle w_i, u_E \rangle \geq 0 \) for \( i = 1, a, a+1, \ldots, m \) and \( \langle w_i, u_E \rangle < 0 \) for \( i = 2, \ldots, a-1 \), we see that

\[
\varphi(\Delta_\Gamma^*) = \text{conv} \left( \left\{ \frac{1}{k_1}w_1, \frac{1}{k_2}w_2, \ldots, \frac{1}{k_{a-1}}w_{a-1}, \frac{1}{k_a}w_a \right\} \right),
\]

where \( w'_i := w_i - \langle w_i, u_E \rangle w \) for \( i = 2, \ldots, a - 1 \). We also note that when \( E_a = \emptyset \), we can take the positive integer \( k_a \) so that the line \( \{u \in N_\mathbb{R} \mid \langle v_1, u \rangle = -k_a \} \), which is parallel to \( E_1 \), passes
through the vertex of $\Delta_\Gamma$ that is the intersection of $E_{a-1}$ and $E_{a+1}$. By the choice of $k_a$, we have $(\frac{1}{k_a}v_1, u) \geq -1$ for any $u \in E_\Gamma$; thus $\frac{1}{k_a}v_1 = \frac{1}{k_a}(-w_1) \in \Delta_\Gamma^*$ and hence $\frac{1}{k_a}v_1 = \frac{1}{k_a}(-w_1) \in \phi(\Delta_\Gamma^*)$.

We then consider the deformed dimer model $\nu^{\Delta_\Gamma}_{\Delta}(\Gamma) = \nu^{\Delta_\Gamma}_{\Delta}(\Gamma, \{z_1, \ldots, z_r\})$. By Observation 7.2, the lift of any zigzag path of the form $z_i'$ or $z_i''$ on the universal cover is contained in some irrelevant part, and hence it does not change even if we apply the extended deformation. Also, by Proposition 7.9, we have the zigzag paths $x'_s, \ldots, x'_1$ on $\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)$ satisfying

$$-[x'_j] = -(x_j) - \langle [x_j], h(P'_z, P_z) \rangle = w_i - \langle w_i, u_E \rangle w$$

for $j = 1, \ldots, s$ and some $i = 2, \ldots, a - 1$. Furthermore, by Proposition 7.6, we have the zigzag paths $y'_1, \ldots, y'_t$ on $\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)$ satisfying

$$-y'_k = -(y_k) = w_i$$

for $k = 1, \ldots, t$ and some $i = a + 1, \ldots, m$. Thus, we see that the zigzag paths $x_j, y_k$ vary as they satisfy the condition (5.2) when we apply the extended deformation $\nu^{\Delta_\Gamma}_{\Delta}$ to $\Gamma$. In addition, we have the zigzag path of the form $z_{i,j}$ defined in (zig-3). Thus, the zigzag paths on the consistent dimer model $\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)$ are

$$\{z'_i\}_{1 \leq i \leq r'} \text{ (if } |Z_{-w}| > r), \quad \{z''_i\}_{1 \leq i \leq r''} \text{ (if } E_a \neq \emptyset),$$

$$\{x'_i\}_{1 \leq i \leq s}, \quad \{y'_i\}_{1 \leq i \leq t}, \quad \text{and } \{z_{i,j}\}_{1 \leq i \leq r, 1 \leq j \leq |E_i|}.$$

By the description of their slopes and Proposition 3.5, we see that the inner normal vectors of $\Delta, \Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)}$ are

$$\{w_1, w_2, \ldots, w_{a-1}, w_a = -w_1, w_{a+1}, \ldots, w_m\},$$

and these vectors give the supporting hyperplanes of $\Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)}$ just like for $\Delta$. Here, $w_1$ appears in the above set if $|Z_{-w_1}| = |Z_{w_1}| > r$, but we always have $\frac{1}{k_a}w_1 \in \Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)}$ by the same argument as we used for showing $\frac{1}{k_a}(-w_1) \in \Delta_\Gamma^*$ above, whereas $w_a$ certainly appears since $[z_{i,j}] = -[z_i] = w_{a+1} = wa$ (see Lemma 7.5). Thus, we have

$$\Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)} = \text{conv} \left( \left\{ \frac{1}{k_1}w_1, \frac{1}{k_2}w_2, \ldots, \frac{1}{k_{a-1}}w_{a-1}, \frac{1}{k_{a}}w_{a}, \frac{1}{k_{a+1}}w_{a+1}, \ldots, \frac{1}{k_{m}}w_{m} \right\} \right).$$

By the description (8.1) and the fact that $\frac{1}{k_1}w_1$ and $\frac{1}{k_a}w_a = \frac{1}{k_a}(-w_1)$ are contained in both $\phi(\Delta_\Gamma)$ and $\Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)}$, we see that $\phi(\Delta_\Gamma) = \Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)}$.

The case where the origin $0$ lies on the boundary of $\Delta_\Gamma$ can be proved by a similar argument if we consider the hyperplane $\{u \in \mathbb{N} \mid [-\zeta, u] \geq 0\}$ instead of $\{u \in \mathbb{N} \mid [-\zeta, u] \geq -k_{\zeta}\}$ for the zigzag paths corresponding to the edges that contain $0$, in which case $-[-\zeta]$ will be a generator of a polyhedral cone $C$.

By Propositions 5.6(ii) and 5.7, we conclude that $\text{mut}_w(\Delta_\Gamma, F) = \Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma)}$.

Since $\text{mut}_w(\Delta_\Gamma, F) \cong \text{mut}_w(\Delta_\Gamma, -F)$ (see Remark 5.3), we immediately have the following.

**Corollary 8.4.** We have

$$\Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma, \{z_1, \ldots, z_r\})} \cong \Delta^{\ast, \ast}_{\nu^{\Delta_\Gamma}_{\Delta}(\Gamma, \{z_1, \ldots, z_r\})}.$$  

That is, they are $\text{GL}(2, \mathbb{Z})$-equivalent.
We next show that the extended zig-deformation and zag-deformation are mutually inverse operations on the level of the associated PM polygon as in Corollary 8.6 below. However, it is not true on the level of dimer models as we saw in Example 4.9.

**Setting 8.5.** Let \( v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) \) be the reduced consistent dimer model. We consider the following deformation data for \( v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\}) \). Let \( z_{i,j} \) be a type I zigzag path which satisfies \( [z_{i,j}] = -v =: w \) (see Proposition 7.5). Since \( \{z_{i,j}\}_{1 \leq i, j \leq r} \) is the subset of type I zigzag paths, we have \( |Z_{\chi}^{\text{zig}}(\Gamma)| = \sum_{i=1}^r p_i = h \). We take a subset \( \{z_{1}^1, \ldots, z_{h}^1\} \) of type I zigzag paths of \( v_{\chi}^{\text{zig}}(\Gamma) \), and perform the same procedure as in Setting 6.1. Then we have the zag-deformation parameter \( Y' = \{Y_1', \ldots, Y_h'\} \) of the weight \( q' = (q_1', \ldots, q_h') \) with \( \sum_{i=1}^h q_i' = r \). We can use the same arguments for the case of \( v_{\gamma}^{\text{zag}}(\Gamma, \{z_1, \ldots, z_r\}) \). Specifically, we take a subset \( \{z_{1}^n, \ldots, z_{h}^n\} \) of type I zigzag paths on \( v_{\gamma}^{\text{zag}}(\Gamma) \) and have the zig-deformation parameter \( X' = \{X_1', \ldots, X_h'\} \) of the weight \( p' = (p_1', \ldots, p_h') \) with \( \sum_{i=1}^h p_i' = r \).

**Corollary 8.6.** Let the notation be the same as in Setting 8.5. Then, we have

\[
\Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})}^{X'(\Gamma, \{z_1, \ldots, z_r\})} = \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})}^{X'(\Gamma, \{z_1, \ldots, z_r\})} = \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})}^{X'(\Gamma, \{z_1, \ldots, z_r\})} = \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})}^{X'(\Gamma, \{z_1, \ldots, z_r\})}
\]

**Proof.** This follows from Proposition 5.5(1) and Theorem 8.3.

As we mentioned in Section 1, the combinatorial mutation of Fano polygons is important from the viewpoint of mirror symmetry and the classification of Fano manifolds. To study the combinatorial mutation of Fano polygons using extended deformations of dimer models, we assume that the polygons \( \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})} \), \( \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})} \) and \( \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})} \) contain the origin in their strict interiors. Then, we have the following corollary.

**Corollary 8.7.** Let the notation be the same as above. Then, we see that \( \Delta_{\Gamma} \) is Fano if and only if \( \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})} \) (resp. \( \Delta_{v_{\chi}^{\text{zig}}(\Gamma, \{z_1, \ldots, z_r\})} \)) is Fano.

**Proof.** This follows from Proposition 5.5(2) and Theorem 8.3.

Note that since any lattice polygon can be obtained as the PM polygon of a reduced consistent dimer model by Theorem 2.6, we can discuss the combinatorial mutation of a polygon in terms of the extended zig-deformations and zag-deformation by the results shown in this section.

### A Mutations of dimer models

In this section, we introduce another operation, called the *mutation of dimer models*. From the viewpoint of physics, dimer models and their mutations correspond to quiver gauge theories and Seiberg duality. The mutation of dimer models can be defined for each quadrangle face of a dimer model, and the operation called *spider move* (e.g., \([6, 13]\)), which is the inverse operation shown in Figure A.1, is the main component used in defining this mutation.

We note that there are two types of the spider move (and hence the mutation) depending on the color of the two interior nodes.

**Definition A.1** (mutation of dimer models). Let \( \Gamma \) be a dimer model. We pick a quadrangle face \( f \in \Gamma \). Then, the *mutation* of \( \Gamma \) at \( f \), denoted by \( \mu_f(\Gamma) \), is the operation consisting of the following procedures:

1. If there exist black nodes on the boundary of \( f \) that are not 3-valent, we apply split moves to those nodes and make them 3-valent as shown in Figure A.2.
(II) We apply the spider move to $f$ (see Figure A.1).

(III) If the resulting dimer model contains 2-valent nodes, we remove them by applying the join moves.

Applying a mutation at a quadrangle face, we obtain the new dimer model from a given one, although the mutation sometimes induces an isomorphic one. We also remark that the mutation is an involutive operation; that is, $\mu_f(\mu_f(\Gamma)) = \Gamma$ holds. We say that dimer models $\Gamma$ and $\Gamma'$ are mutation-equivalent if they are transformed into each other by repeating the mutation of dimer models. Moreover, we also see that the join, split and spider moves do not change the slopes of zigzag paths and preserve conditions in Definition 3.3. Thus we have the following.

**Proposition A.2.** A mutation of dimer models turns consistent dimer models into consistent dimer models associated with the same lattice polygon.

Note that it has been conjectured that all consistent dimer models associated with the same lattice polygon are mutation-equivalent. This conjecture is still open in general (see [6, pp. 396–397]). We note that partial answers were given in several papers (e.g., [5, 13, 15, 27]).

**Remark A.3.** A mutation of a dimer model is also defined as the dual of the mutation of a quiver with potential (= QP) in the sense of [9] (see also [5, Section 7.2], [27, Section 4]). Although we can consider the mutation of a QP for any vertex of the quiver having no loops and 2-cycles, the resulting QP is not necessarily the dual of a dimer model. To make the resulting quiver the dual of a dimer model, we need to assume that the mutated vertex has two incoming (equivalently, two outgoing) arrows, which is equivalent to assuming that the face of a dimer model corresponding to such a vertex is a quadrangle.

In the theory of (extended) deformations of dimer models, type I zigzag paths are important. We can use mutations to change a type II zigzag path into type I as in the example below.

**Example A.4.** We consider the following dimer model $\Gamma$ (the image on the left). Since the face 0 is a quadrangle, we can apply the mutation and obtain the dimer model $\mu_0(\Gamma)$ as follows.
We can see that the zigzag path on \( \Gamma \) whose slope is \((-1,1)\) or \((1,-1)\) is type II. On the other hand, we see that \( \mu_0(\Gamma) \) is isoradial, and hence all zigzag paths are type I.

### B Large examples

As we mentioned in Remark 6.4 and Proposition 7.12, we sometimes skip the operations (zig-4) and (zig-5) (resp. (zag-4) and (zag-5)) when we define the extended deformation \( \nu_{\chi}^{zig}(\Gamma, \{z_1, \ldots, z_r\}) \) of a consistent dimer model \( \Gamma \). However, as the following example shows, (zig-4) and (zig-5) (resp. (zag-4) and (zag-5)) are indispensable to define extended deformations compatible with combinatorial mutations of polygons, as shown in Theorem 8.3. For example, we often encounter such a situation when we consider a consistent dimer model whose PM polygon is relatively large.

**Example B.1.** We consider the lattice polygon \( P \) shown on the left-hand side of Figure B.1. We assume that the double circle stands for the origin \( 0 \). We consider the edge \( E \) whose primitive inner normal vector is \( w = (0, -1) \) with \( h_{\min} = -3 \) and \( h_{\max} = 1 \). We take \( u_E = (-1,0) \), which satisfies \( \langle w, u_E \rangle = 0 \), and consider the line segment \( F = \text{conv}\{0, u_E\} \). Then, the combinatorial mutation \( \text{mut}_w(P, F) \) of the polygon \( P \) is as shown on the right-hand side of Figure B.1.

**Figure B.1.** The lattice polygons \( P \) and \( \text{mut}_w(P, F) \) for \( w = (0, -1) \) and \( F = \text{conv}\{0, (-1,0)\} \).

Next, we consider the dimer model \( \Gamma \) shown in Figure B.2. The zigzag paths on this dimer model \( \Gamma \) are depicted in Figure B.3. One can check that \( \Gamma \) is consistent, and hence the PM polygon \( \Delta_\Gamma \) coincides with \( P \) by Proposition 3.5.

We now consider the extended zig-deformation of \( \Gamma \) that realizes \( \text{mut}_w(P, F) \) as the PM polygon (see Theorem 8.3). To do this, we first fix the deformation data (see Definition 4.1) as follows. First, the zigzag path \( z_i \) on \( \Gamma \) is type I with \( \ell(z_i) = 8 \), and its slope is \( [z_i] = (0,1) = -w \) for \( i = 1, \ldots, 4 \). Let \( r := -h_{\min} = 3 \) and \( h := h_{\max} = 1 \) (see Table 8.1). These satisfy \( r = 3 < |\mathcal{Z}_w(\Gamma)| = 4 \) and \( r + h = \ell(z_i)/2 = 4 \). We take the set of type I zigzag paths \( \{z_1, z_2, z_3\} \), and consider the extended zig-deformation \( \nu_{\chi}^{zig}(\Gamma, \{z_1, z_2, z_3\}) \) of \( \Gamma \) at \( \{z_1, z_2, z_3\} \) with respect to \( \chi \), where \( \chi \) is the zig-deformation parameter (see Setting 6.1) defined as follows. To define \( \chi \), we focus on \( x_1, x_2, x_3 \) shown in Figure B.3, which are the zigzag paths intersecting with \( z_i \) at some zags of \( z_i \). They satisfy \( m_1 := |x_1 \cap z_i| = 1, m_2 := |x_2 \cap z_i| = 1, \) and \( m_3 := |x_3 \cap z_i| = 2 \) for any \( i \); thus we consider the set of sub-zigzag paths \( \{x_1 = x_1^{(1)}, x_2 = x_2^{(1)}, x_3^{(1)}, x_3^{(2)}\} \). Here, we fix the intersection of \( z_3 \) and \( x_3 \) marked by \( \checkmark \) in Figure B.3 as the starting edge of \( x_3^{(1)} \).
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Figure B.2. A consistent dimer model $\Gamma$ whose PM polygon coincides with $P$.

![Figure B.2](image)

Figure B.3. The zigzag paths of $\Gamma$.

then set the zig-deformation parameter $X := \{X_1, X_2, X_3\}$ with respect to $\{z_1, z_2, z_3\}$, where

$X_1 = \{x_1 \cap z_1 = x_1^{(1)} \cap z_1\},$ $X_2 = \{x_2 \cap z_2 = x_2^{(1)} \cap z_2\}$ and $X_3 = \{x_3 \cap z_3, x_3^{(2)} \cap z_3\},$ and hence the weight of $X$ is $p = (0, 0, 1)$.

Using these deformation data, we apply the operations (zig-1)--(zig-3) to $\Gamma$. This gives us the dimer model shown in the left of Figure B.4. Here, we can easily see that the slopes of zigzag paths on this dimer model do not correspond bijectively to the primitive side segments of $\text{mut}_w(P, F)$, and thus we can not obtain Theorem 8.3 without the operations (zig-4) and (zig-5). We therefore apply (zig-4) – that is, we insert some bypasses. Then we have the dimer model $\nu_{\text{zig}}(X)(\Gamma) = \nu_{\text{zig}}(X)(\Gamma, \{z_1, z_2, z_3\})$, as shown in the right of Figure B.4. Some zigzag paths on $\nu_{\text{zig}}(X)(\Gamma)$ are given in Figure B.5. For example, the zigzag path $x_3$ on $\Gamma$ behaves as Figure 7.7 in $\{x_3^{(1)} \cap z_i, x_3^{(2)} \cap z_i | i = 1, 2\}$ and behaves as Figure 7.8 in $X_3 = \{x_3^{(1)} \cap z_3, x_3^{(2)} \cap z_3\}$ by our choice of $X$, and hence we obtain the zigzag path $x_3'$ on $\nu_{\text{zig}}(X)(\Gamma)$ as in Figure B.5. By Proposition 7.1, this dimer model is non-degenerate, but it is not consistent. Indeed, we can see that some nodes appearing on the zigzag path $x_3'$ shown in Figure B.5 are not properly ordered (see Definition 3.3(4)).

By Lemma 7.7, some edges constituting the zigzag paths $x_1', x_2', x_3'$ shown in Figure B.5 might be removed by the operation (zig-5). Thus, paying attention to these zigzag paths, we apply (zig-5) to $\nu_{\text{zig}}(X)(\Gamma)$ and make it consistent. Namely, we remove pairs of edges (1)--(5) shown in the type A (left) of Figure B.6, which are the intersections of pairs of zigzag paths.
The dimer model obtained by applying (zig-1)–(zig-3) to Γ (left), and the dimer model \( \nu_{\text{zig}}(\Gamma, \{z_1, z_2, z_3\}) \) obtained by applying (zig-1)–(zig-4) to Γ (right).

The zigzag paths \( x_1', x_2', x_3' \) of \( \nu_{\text{zig}}(\Gamma, \{z_1, z_2, z_3\}) \).

on the universal cover that intersect with each other in the same direction more than once, from \( \nu_{\text{zig}}(\Gamma) \) with this order. Then we have the dimer model shown in the left of Figure B.7. Applying (join), we finally have the dimer model \( \nu_{\text{zig}}(\Gamma, \{z_1, z_2, z_3\}) \) shown in the right of Figure B.7.

There are also other ways to remove edges. For example, if we remove pairs of edges (1)–(5) shown in the type B (right) of Figure B.6, then we have the dimer model shown in the left of Figure B.8, and applying (join) we have the dimer model \( \nu_{\text{zig}}(\Gamma, \{z_1, z_2, z_3\}) \) shown in the right of Figure B.8.

The two ways to remove edges from \( \nu_{\text{zig}}(\Gamma, \{z_1, z_2, z_3\}) \) by (zig-5).

Let \( \Gamma_A \) (resp. \( \Gamma_B \)) be the deformed dimer model shown in the right of Figure B.7 (resp. Figure B.8). We can check that \( \Gamma_A \) and \( \Gamma_B \) are not isomorphic, but they are mutation-equivalent. Indeed, by applying the mutations of \( \Gamma_B \) at the faces 1, . . . , 10 in this order (see Figure B.9), we recover \( \Gamma_A \). Here, we recall that a mutation of a dimer model can be defined at any quadrangle.
Figure B.7. The dimer model $\nu^\text{zig}_A(\Gamma, \{z_1, z_2, z_3\})$ obtained from the type A of Figure B.6.

Figure B.8. The dimer model $\nu^\text{zig}_B(\Gamma, \{z_1, z_2, z_3\})$ obtained from the type B of Figure B.6.

face. Although some faces indexed by $\{1, \ldots, 10\}$ are not quadrangle, such faces will become quadrangles during the process of this series of mutations.

The PM polygons of the dimer models $\Gamma_A$ and $\Gamma_B$ are the same (see Proposition A.2), and it coincides with the lattice polygon shown on the right-hand side of Figure B.1 by Theorem 8.3.

Figure B.9. The mutations of $\Gamma_B$ (left) at the faces $1, \ldots, 10$ induce $\Gamma_A$ (right).
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