Are credit ratings time-homogeneous and Markov?
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Abstract. We introduce a simple approach for testing the reliability of homogeneous generators and the Markov property of the stochastic processes underlying empirical time series of credit ratings. We analyze open access data provided by Moody’s and show that the validity of these assumptions - existence of a homogeneous generator and Markovianity - is not always guaranteed. Our analysis is based on a comparison between empirical transition matrices aggregated over fixed time windows and candidate transition matrices generated from measurements taken over shorter periods. Ratings are widely used in credit risk, and are a key element in risk assessment; our results provide a tool for quantifying confidence in predictions extrapolated from these time series.
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1 Motivation and Scope

After the Basel II accord in 2004, ratings$^1$ became an increasingly important instrument in Credit Risk$^2$, as they allow banks to base their capital requirements on internal as well as external rating systems. These ratings became instrumental in evaluating the risk of a bond or loan and in the calculation of the Value at Risk. As such, it is often desirable to quantify the uncertainty in these ratings, and predict the likelihood that an institution will be up- or down-graded in the near future. A common technique is to aggregate credit rating transition data over yearly or quarterly periods, and to model future transitions using these data. However, to be reliably used in this way the ratings’ evolution must obey particular features that can be evaluated through analysis of the data published by rating agencies. Two important properties that can be taken as sufficient for accepting the empirical data as a reliable indicator of future rating evolution are time homogeneity and Markovianity.
The representation of the evolution of a time continuous process by an aggregated transition matrix will not be adequate if the underlying process is not Markov, or not time homogeneous [3]. Furthermore, different techniques to estimate a transition matrix from a finite sample of data should be employed depending on whether the process is time homogeneous or not [4]. Theoretically, both the Markov and the time homogeneous assumptions simplify considerably the models in question [5], but typically only the latter is at times dropped in order to build a more general theoretical framework.

In this paper we test how good both assumptions are in different periods of time for a homogeneous rating class in Moody’s database. We compare transition matrices calculated under different assumptions and show that the quality of the time homogeneous and Markov assumptions change considerably in time. Moreover, we argue that the wide fluctuations of the assumptions’ quality may on the one hand provide evidence for detecting discontinuities in the rating process, e.g. when establishing new evaluation criteria for a bank rating, and, on the other hand, can be taken as a tool for ascertaining how complete and trustable such rating criteria are.

We start in Sec. 2 describing the empirical data collected from Moody’s and in Sec. 3 we describe how to test the validity of both the homogeneity and Markovianity assumptions, Secs. 3.1 and 3.2 respectively. Section 4 concludes the paper and presents some discussion of our results in the light of finance rating procedures.

2 Data: Ten Years of Rating Transitions in Europe

The data analyzed in this paper was collected directly from Moody’s website [6]. We used a partially automated procedure to extract the data and build the rating time series of each bank.

The rating time series of each bank has a sample frequency of one day, starts in January 1st 2003 and ends in January 1st of 2013. The data sample is the set of rating histories from the banks, in European countries, that had a rating at the final date. Each value indicates the rating class, according to the so-called Banking Financial Strength [7], at which the bank is evaluated at that particular day.

One first important feature of this rating database is its non-stationary character, as can be seen in Fig. 1. The number of banks \( N_R \) included in the data set increased almost monotonically during the total time-span analyzed by us (see Fig. 1a). On January 1st 2003 there are \( N_R = 446 \) rated companies in the data set, and this number increases until 2013 when one registers \( N_R = 924 \) rated banks. Therefore, we will consider our measures normalized to the number of banks in the database. Further, we count in Moody’s database a total of \( N_T = 1432 \) rating transitions, that distribute heterogeneously in time. Indeed, the number of transitions \( N_T \) per bank also changes significantly, with three events of peaked activity, namely during
the year of 2007, at the beginning of 2010 and in the last half year of 2012 (see Fig. 1b). This will be of importance when analyzing the evolution of the generator homogeneity and Markovianity of the corresponding transition matrices.

The rating category is a measure of the capacity of the institution to meet its financial obligations and avoid default or government bailout. We have \( n_s = 15 \) rating states, denoted by characters \( A \) to \( E \) in alphabetic order and with the two possible extra suffixes, namely + and −. State \( A+ \) represents the state corresponding to the best financial health and less credit risk, followed by \( A, A−, B+ \) and so on, until the bottom of the scale, \( E− \), the state that represents the highest risk level. Figure 2 shows three plots (left) illustrating the histogram of rating states at three different time, namely the first day of 2007, 2009 and 2010.

Henceforth, we define \( \tilde{R}_i(t) \) as the rating of the bank number \( i \) at the moment \( t \), and we map the rating states to an increasing ordered number series: state \( \tilde{R} = E+ \) corresponding to label \( R = 0 \), and state \( \tilde{R} = A+ \) to label \( R = 14 \). With such a labelling it is possible to compute rating increments as

\[
T_i(t, \tau) = R_i(t) - R_i(t - \tau).
\]

When \( T_i(t) > 0 \) (resp. \( < 0 \)) it means that bank \( i \) saw its rating increased (resp. decreased) at time \( t \). Unless stated otherwise we will use always \( \tau = 365 \) days. The plots in the right column of Fig. 2 show the histograms of the corresponding rating increments at the same three days.

We call henceforth \( R(t) \) and \( T(t) \) the aggregated processes of the ratings and rating increments respectively, over all \( N_R \) companies observed at time \( t \). Figure 3 shows the evolution of the first four moments for both rating distributions (left) and transition distributions (right), with \( \tau = 365 \) days.

The average rating \( \langle R \rangle \) (Fig. 3a) has decreased during most of the ten year period records. We should note however that this is due to the new entries in
Fig. 2. Illustration of rating histograms for the rating state $\hat{R}$ (left) and the corresponding rating variations $T = \Delta R$ (right), where $\hat{R}$ is an integer encoding the rating state, ranging from 0 ($E^-$) to 14 ($A^+$). Three different days are selected: first day of 2007 (first row), 2009 (second row) and 2010 (third row); cf. Fig. 3.

As for the rating variance $\sigma_R$ (Fig. 3f), after a slight increase, it also decreased since 2007, due to the concentration of rating states to the lower rating classes ($\langle T \rangle < 0$). The transitions however exhibit two periods of increased variance $\sigma_T$ (Fig. 3f), which reflect probably the respective increase in the number of transitions (compare with Fig. 1b).
Fig. 3. Evolution of the first statistical moments of (a-d) the rating state $R$ distribution and (e-h) its 1-year-increment $T$ distribution. From top to bottom: averages $\langle R \rangle$ and $\langle T \rangle$, variances $\sigma^2_R$ and $\sigma^2_T$, skewnesses $\mu_R$ and $\mu_T$, kurtosis $\kappa_R$ and $\kappa_T$. Red bullets indicate the days when the histograms in Fig. 2 were taken.

As the lowest states get more and more dominant, the rating skewness $\mu_R$ (Fig. 3c) increases steadily, until it changes sign around 2008, when transitions become negative on average. These two observations are consistent with each other: the negative skewness indicates the large majority of banks being below the average rating which corresponds to an average decrease of the rating $\langle T \rangle < 0$. It also indicates that there are a few banks highly rated. This observation together with the observations regarding temporal homogeneity in the next section will justify some comments about the objectiveness of rating criteria.

The rating distribution is also typically platykurtic (see Fig. 3d), as its kurtosis is always below three (Gaussian kurtosis), indicating a more pronounced flatness around the average of rating distributions. Concerning the third and fourth moments of transition distributions, Figs. 3g and 3h respectively, we see large fluctuations during the periods with fewer transitions. One can clearly see a very high kurtosis, and changes in the sign of the mean and skewness.
3 What is the Underlying Continuous Process?

It will be assumed in the following that the process governing rating transitions has a continuous processes underlying it, an assumption which has been the subject of previous investigation without a clear result, see e.g. [8]. Even in case that there is a continuous process, the corresponding generator may be constant (homogeneous generator) or vary in time (non-homogeneous).

The non-homogeneity is important in the finance context since it limits the range of models that can be used. In particular, it has been argued [3] that a better method of estimating a transition matrix than the usual one exists, if we consider time-homogeneity. The main advantages of this method are capturing very small transition probabilities between two states, even when no transitions occurred between those two states, and the distinction on whether a transition occurred earlier or later within the studied time-frame. The time-homogeneity condition is also important to check if the rating philosophies [9,10] allegedly used are being correctly followed or not. This assumption is also not expected to hold if criteria by which ratings are ascribed to banks are not constant in time, but vary according to artificial or externally imposed factors [11].

Furthermore, another important feature of continuous transition processes is their Markovianity. The Markov property is important if the current rating of a bank is to be considered a complete indicator of its future risk. In this section we will address both these conditions separately.

3.1 Testing Time-Homogeneity

Mathematically, if a time continuous Markov process is time homogeneous then there is a constant matrix $Q$, called a generator, solution of

$$\frac{dM(t)}{dt} = QM(t), \tag{2}$$

where $M$ is the transition matrix, with entries $M_{ij}$ given the probability for observing a transition from state $i$ to state $j$ ($i,j = 1, \ldots, n_s$). In other words, a time continuous process is time homogeneous if, being Markov, its transition matrix can be expressed as $M(t) = e^{Qt}$, and therefore it has a well-defined logarithm. We take the analogue from ordinary differential equations and loosely call $Q$ the logarithm of $M$.

The mathematical conditions for the existence of a homogeneous generator give a bivalent result [8,12] that does not take into consideration noise generated from finite samples, nor how distant an empirical process is from being time continuous. Therefore, we neglect several mathematical results that determine if a generator exists or not, and assume that the process is Markov and continuous. Being Markov and continuous means that there is a generator satisfying Eq. (2) and that is either constant or varies in time.
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Fig. 4. Testing for temporal homogeneity: difference between the log-likelihood $\mathcal{L}$ of the transition matrix $\mathbf{M}^{(e)}$ and the transition matrix $\mathbf{M}$ calculated assuming time homogeneity. Both matrices are calculated over a time interval (a) $\tau = 1$ month and (b) $\tau = 1$ year. The log-likelihood Eq. (4) difference was calculated at the first day of each month from January 2004 to December 2012.

Next, we estimate the closest constant generator $\mathbf{Q}$ directly from the empirical data, compute the associated matrix $\mathbf{M} = e^{\mathbf{Q}\tau}$, and compare it with the empirical transition matrix $\mathbf{M}^{(e)}$. For estimating the generator matrix $\mathbf{Q}$ we follow the approach described in Ref. [4], calculating its off-diagonal elements as

$$Q_{ij} = \frac{N_T^{(ij)}(t_f)}{\int_{t_0}^{t_f} N_R^{(i)}(t) \, dt},$$

where $N_T^{(ij)}$ represents the number of transitions from $i$ to $j$ between the times $t_0$ and $t_f$. The number $N_R^{(i)}(t)$ stands for the number of banks in state $i$ at time $t$. The diagonal elements $Q_{ii}$ follow from the condition $\sum_j Q_{ij} = 0$.

To compute the distance between a time homogeneous process and the empirical process we compare $\mathbf{M}$ with $\mathbf{M}^{(e)}$, and plot the statistic:

$$\mathcal{L} = \frac{\sum_{i,j} N_T^{(ij)} \left( \log M_{ij} - \log M_{ij}^{(e)} \right)}{\sum_{i,j} N_T^{(ij)}}$$

This is a log-likelihood ratio; loosely speaking it quantifies the error introduced by making the more restrictive assumption of time homogeneity. The results are shown in Fig. 4: in panel (a) we aggregate the data in periods of one month while in panel (b) the aggregation period is one year.

It can be seen that there are three periods when the time homogeneity condition becomes an insufficient approximation to the dynamics of the process. The first period starts in the early 2007, the second period around the middle of 2009, and the third period in the last half of 2012. The profile of the time inhomogeneity is different for each time period. It shows a sharp peak in 2007, concentrated in just a few months, and wider in the other periods.
3.2 Testing the Markov Hypothesis

Mathematically, a Markov process $x_t$ obeys the following condition:

$$\Pr(x_{t_1}|x_{t_2}, x_{t_3}, \ldots) = \Pr(x_{t_1}|x_{t_2})$$  \hspace{1cm} (5)

with $t_1 > t_2 > t_3 > \ldots$. The conditional probability in the right hand-side of Eq. (5), $\Pr(x_{t_1}|x_{t_2})$, is exactly specified by the transition matrix $M$. 

It is interesting to analyse these periods in the previous Figs. 1-3: early 2007, 2009 and 2010. In 2007 there was an unusually high number of rating transitions, even considering that only about 700 companies were rated at the time. In Fig. 3 it can be seen that in this period the variance $\sigma_R$ of the ratings decreased, the skewness $\mu_R$ had slight negative burst, and there was an increase in the kurtosis $\kappa_R$. As for the statistics of transitions, one can see in this period that the average $\langle T \rangle$ becoming positive, the skewness $\mu_T$ changing signal and becomes positive and the kurtosis $\kappa_T$ becomes much smaller. The variance of $T$ increases, but again that can be explained by the high number of rating transitions in that period.

In late 2009 and early 2010 we have a very different profile. In this period the downgrades are the rule, as one can see by the negative values of $\langle T \rangle$. The relatively low values of $\kappa_T$ and the absolute value of $\mu_T$ tells us that this was a general trend, and not a very drastic movement by just a few banks.

In 2012 the scenario is similar. Again there are more downgrades, and this a general trend. The companies are now much more condensed, as one can see by the low values in $\sigma_R$ in the bad quality part of the rating scale around $\langle R \rangle$.
The rating process must be assumed to be Markov, otherwise a rating would not represent a uniform risk class, as its elements could be distinguished according to their previous series of rating states.

From the definition of a Markov process in Eq. (5) it is straightforward to show that a Markov process also obeys

\[ M_{t_0,t_f} = \prod_{n=1}^{N} M_{t_{n-1},t_n}, \]

where \( N \) is the number of subintervals in \([t_0,t_f]\) and labels \( t_i,t_j \) denote the time interval \([t_i,t_j]\) considered when determining \( M_{t_i,t_j} \). Here we fix \( N = 2 \) and consider two equally spaced intervals with \( \tau \equiv t_f - t_0 = 1 \) month and \( \tau = 1 \) year. Equation (6) is known as the Chapman-Kolmogorov equation [13] and it does not hold in general either when the process is non-Markov or when we have an insufficiently short sample of data.

We will use the Chapman-Kolmogorov equation as a test indicating whether the rating database of Moody’s is Markov. To that end, we consider empirical matrices \( M^{(e)}_{0,\tau} \) computed for full 1 month or 1 year intervals, and compare it with the associated product of the two corresponding half-periods, \( \overline{M}^{(e)}_{0,\tau} = M^{(e)}_{0,\frac{\tau}{2}} M^{(e)}_{\frac{\tau}{2},\tau} \). For the comparison we now use the \( L_2 \)-norm instead of the \( L_\log \)-likelihood, since the latter creates singularities when dealing with zero entries that are now more frequent. The \( L_2 \)-norm of a square matrix \( A \) is defined through the maximum singular value of \( A \),

\[ \| A \| = \sigma_{\max}(A), \]

and we compute it for the difference

\[ A = M^{(e)}_{0,\tau} - \overline{M}^{(e)}_{0,\tau}, \]

where \( \| \cdot \| \) represents the usual Euclidian norm.

Results are shown in Fig. 5. Clearly, there are two periods when the Markov assumption seems less valid. The first period is in early 2007, and the second in the middle of 2009, followed by another, less significant increase at the end of 2012. As said before, this coincides with an abrupt change in the statistics of \( T \) and \( R \).

4 Discussion and conclusions

We have addressed time series of credit ratings provided by Moody’s and studied simple ways to compute the validity of the time homogeneous and Markov assumptions. We have shown how the accuracies of the time homogeneous assumption and Markov assumption vary with time. Naturally, when the Markov assumption fails, so does the time homogeneous one, in
particular during 2007 and in the latest half of 2009 and beginning of 2010. In these periods the statistics of the process changed considerably. In the end of the year of 2012 the accuracy of the time homogeneous assumption is low but the Markov approximation is within the usual fluctuation range. In this period there is a less abrupt change in the statistics of the process.

One must stress that when the Markov assumption does not hold, the ratings are not a complete measure of the risk of a given entity, since further information besides the actual rating needs to be specified. Moreover, our results raise the evidence that perhaps in 2007 new rating criteria were introduced, imposing a discontinuity in the series of ratings, or that new rating transition were correlated with previous ones, which could support the claim that rating agencies were an active part in the crisis that followed.

Our approach can be improved by introducing for instance a more sophisticated procedure for extracting the histograms for the ratings and their increments, namely using the kernel based density, which is known to converge faster to the real distribution than the usual binning procedure. From this first approach to investigate Moody’s rating database one can now attack the embedding problem for the series of transition matrices, where different generators estimates can be compared. These and other issues will be addressed elsewhere.
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