Exact quantum jump approach to open systems in Bosonic and spin baths
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The dynamics of open systems plays an important role in a wide variety of applications of quantum mechanics. The central goal of the physical theory is to derive tractable equations of motion for the reduced density matrix $\rho_S(t)$ which is defined by the trace over the environmental variables coupled to the open system. On the ground of the weak-coupling assumption the dynamics may be formulated in terms of a quantum dynamical semigroup which yields a Markovian master equation in Lindblad form. However, strong couplings or interactions with low-temperature reservoirs give rise to large system-environment correlations which generally result in a failure of the Markov approximation: The open system dynamics develops long memory times and exhibits a pronounced non-Markovian behaviour. Important examples of non-Markovian quantum phenomena are provided by the atom laser, the non-perturbative decay of atoms coupled to structured reservoirs, environment-induced decoherence at low temperatures, and systems interacting with a spin bath.

The non-Markovian time-development of open quantum systems represents a challenge for the analytical and the numerical treatment, since it requires to cope with a complicated integro-differential equation, or with a highly non-local influence functional. In the Markovian regime, Monte Carlo wave function techniques have been shown to provide efficient numerical tools. In these techniques one propagates an ensemble of stochastic state vectors $\psi(t)$ in the open system's state space such that the reduced density matrix is recovered through the ensemble average or expectation value $\rho_S(t) = \text{E}(\langle \psi_1(t) | \psi_2(t) \rangle)$. A similar idea has been used recently to design exact diffusion processes for systems of identical Bosons and Fermions. However, this method demands that one first derives an appropriate time-local non-Markovian master equation for the reduced system dynamics. Although this is indeed possible by use of the time-convolutionless (TCL) projection operator technique, the derivation becomes extremely complicated in the strong coupling regime which requires to take into account higher orders of the TCL expansion of the master equation. Another possibility is to exploit an explicit expression for the influence functional of the system. This method is, however, restricted to Gaussian reservoirs and linear dissipation.

In this Letter an alternative approach to the open system dynamics is developed which is based on a stochastic formulation of the von Neumann equation for the density matrix $\rho(t)$ of the total system. It is demonstrated that the motion of the state of any composite quantum system can be described through a Markovian random jump process which directly translates into a Monte Carlo simulation technique for the full non-Markovian reduced system behaviour. By contrast to previous methods which mainly deal with Bosonic reservoirs and linear dissipation, the present technique is generally applicable and does not require a specific form of the interaction between system and environment, nor any assumption on the physical properties of the environment.

In the interaction picture the Hamiltonian describing the system-environment coupling can be written as

$$H_I(t) = \sum_\alpha A_\alpha(t) \otimes B_\alpha(t),$$

where $A_\alpha(t)$ and $B_\alpha(t)$ are system and environment operators, respectively. The dynamics of the total density matrix is then governed by the von Neumann equation,

$$\frac{d}{dt} \rho(t) = -i[H_I(t), \rho(t)].$$

Our aim is to express $\rho(t)$ through the mean value

$$\rho(t) = \text{E}(\langle \Phi_1(t) | \Phi_2(t) \rangle).$$
\( |\Phi_\nu(t)\rangle \) and \( |\Phi_\rho(t)\rangle \) provide a pair of state vectors of the combined system which follow an appropriate stochastic time-evolution. These state vectors are taken to be direct products of system states \( \psi_\nu \) and environment states \( \chi_\nu \),

\[
|\Phi_\nu(t)\rangle = \psi_\nu(t) \otimes \chi_\nu(t), \quad \nu = 1, 2.
\]  

Such a representation is indeed possible for any initial state \( \rho(0) \) of the total system, regardless of the physical structure of open system and environment. In particular, \( \rho(0) \) needs not be an uncorrelated state. Equations (3) and (4) amount to representing the density matrix of the open system through the expression

\[
\rho_S(t) = \text{tr}_B \rho(t) = E(|\psi_1(t)\rangle\langle\psi_2(t)|\langle\chi_2(t)|\chi_1(t)\rangle),
\]

where \( \text{tr}_B \) denotes the trace over the variables of the environment. Contrary to the standard method, expression (5) is an average over the product of \( |\psi_1\rangle\langle\psi_2| \) and the overlap \( \langle\chi_2|\chi_1\rangle \) of the corresponding environment states.

The task is to construct equations of motion for \( \psi_\nu \) and \( \chi_\nu \). We suppose that the dynamics represents a piecewise deterministic process (PDP). This is a Markovian stochastic process whose realizations consist of smooth deterministic pieces broken by instantaneous jumps occurring at random moments [1]. A convenient way of formulating a PDP is to write stochastic differential equations for the random variables. In our case an appropriate set of stochastic differential equations is given by

\[
d\psi_\nu = \sum_\alpha \left( \frac{-i|\psi_\nu||A_\alpha - I|}{|A_\alpha |} \right) \psi_\alpha dN_{\alpha \nu},
\]

\[
d\chi_\nu = \Gamma_\nu \chi_\nu dt + \sum_\alpha \left( \frac{|\chi_\nu||B_\alpha \chi_\nu|}{|B_\alpha |} \right) \chi_\alpha dN_{\alpha \nu},
\]

where \( I \) denotes the unit operator and

\[
\Gamma_\nu \equiv \sum_\alpha \gamma_{\alpha \nu} \equiv \sum_\alpha \frac{|A_\alpha \psi_\nu||B_\alpha \chi_\nu|}{|A_\alpha \psi_\nu||B_\alpha \chi_\nu|.}
\]

Equations (6) and (7) relate the stochastic increments \( d\psi_\nu \equiv \psi_\nu(t + dt) - \psi_\nu(t) \) and \( d\chi_\nu \equiv \chi_\nu(t + dt) - \chi_\nu(t) \) to a set of random integers \( dN_{\alpha \nu}(t) \) which are known as Poisson increments and satisfy the relations

\[
dN_{\alpha \nu}(t)dN_{\beta \mu}(t) = \delta_{\alpha \beta} \delta_{\nu \mu} dN_{\alpha \nu}(t), \quad E(dN_{\alpha \nu}(t)) = \Gamma_{\alpha \nu} dt.
\]

Equation (9) states that \( dN_{\alpha \nu}(t) \) takes on the possible values 0 or 1, while Eq. (10) tells us that \( dN_{\alpha \nu}(t) = 1 \) with probability \( \Gamma_{\alpha \nu} dt \). Moreover, under the condition that \( dN_{\alpha \nu}(t) = 1 \) for a particular \( \alpha \) and \( \nu \), all other Poisson increments vanish. According to Eqs. (6) and (7) the state vectors then perform the instantaneous jumps

\[
\psi_\nu \rightarrow \frac{-i|\psi_\nu||A_\alpha \psi_\nu|}{|A_\alpha |} A_\alpha \psi_\nu, \quad \chi_\nu \rightarrow \frac{|\chi_\nu||B_\alpha \chi_\nu|}{|B_\alpha |} B_\alpha \chi_\nu.
\]

We observe that these jumps conserve the norm of the state vectors and occur at a rate \( \Gamma_{\alpha \nu} \) defined in Eq. (9).

Under the condition that all Poisson increments vanish, that is \( dN_{\alpha \nu}(t) = 0 \) for all \( \alpha, \nu \), we have \( d\psi_\nu = 0 \) and \( d\chi_\nu = \Gamma_\nu \chi_\nu dt \). Consequently \( \psi_\nu \) remains unchanged during \( dt \), while \( \chi_\nu \) follows a linear drift. Summarizing, \( \psi_\nu(t) \) is a pure, norm-conserving jump process, whereas \( \chi_\nu(t) \) is a PDP with norm-conserving jumps and a linear drift.

The stochastic differential equations (9) and (10) give rise to an equation of motion for the random matrix \( R(t) = |\Phi_1(t)\rangle\langle\Phi_2(t)| \) whose expectation value is required to represent the total density matrix (see Eq. (3)). To find this equation one applies the calculus of PDPs, which is analogous to the Itô calculus of the classical theory of Brownian motion. The calculations are particularly simple in the present case since \( dN_{\alpha \nu}dN_{\beta \mu} = 0 \) for \( \nu \neq \mu \) (see Eq. (9)). This implies that the increments \( dR_\alpha \) and \( dR_\beta \) are independent which yields

\[
VeR = \left[ d\Phi_1\Phi_2\right] + \left[ \Phi_1\Phi_2\right].
\]

Substituting the expressions (6) and (7) as well as the relations (9) and (10) one finds

\[
dR(t) = -i[H_\nu(t), R(t)] dt + dS(t),
\]

where \( dS = dT_R + RdT_\nu \) is a stochastic increment and

\[
dT_\nu = \sum_\alpha \left( \Gamma_{\alpha \nu} dt - dN_{\alpha \nu} \left( I + i\Gamma^{-1}_{\alpha \nu} A_\alpha B_\nu \right) \right).
\]

Since the quantity \( \Gamma_{\alpha \nu} dt - dN_{\alpha \nu} \) is zero on average by virtue of Eq. (10), we conclude that \( E(dT_\nu) = 0 \) and, hence, \( E(dS) = 0 \). The role of the drift contributions \( \Gamma_{\alpha \nu} dt \) is to compensate the mean contributions \( E(dN_{\alpha \nu}) \) of the jumps towards the stochastic increment \( dS \). The average over the stochastic equation (11) is therefore identical to the von Neumann equation (2). This shows that the PDP defined by Eqs. (6) and (7) indeed reproduces the exact von Neumann dynamics of the combined system through the expectation value (4).

The random process thus constructed leads to a Monte Carlo simulation technique of the open system dynamics. The numerical algorithms that can be used to generate a sample of realizations of the PDP are similar to the ones employed in the standard unraveling of quantum Markovian master equations. The decisive difference is, however, that the present method works with a pair of stochastic states and uses a representation in terms of states of the total system. Additionally, these features allow the determination of all kinds of multi-time quantum correlation functions directly from the Monte Carlo technique.

An important limitation of the Monte Carlo method is set by the size \( \sigma(t) \) of the statistical fluctuations. A detailed analysis of the stochastic differential equations reveals that \( \sigma(t) \) is bounded for any finite time \( t \), but may eventually grow exponentially at a rate of at most
2\Gamma_0$, where $\Gamma_0$ is an upper bound for the transitions rates $\Gamma_\nu$. The stochastic simulation technique is thus useful for short and intermediate times, the relevant time scale being given by $1/2\Gamma_0$. It is impossible, in general, to use the scheme for large times, trying to beat an exponential increase of the fluctuations by enlarging the number of realizations. However, the statistical errors may be considerably reduced by employing the fact that the $|\Phi_\nu\rangle$ evolve independently, or by using a class of stochastic states with a more complicated structure.

To illustrate the method we first study the model of a two-state system with excited state $|e\rangle$, ground state $|g\rangle$, and transition frequency $\omega_0$. This system is coupled to a Bosonic reservoir consisting of a continuum of field modes $k$ with creation and annihilation operators $b_k^\dagger$, $b_k$, and corresponding frequency $\omega_k$. The interaction Hamiltonian is taken to be

$$ H_I(t) = \sigma_+ B(t) + \sigma_- B^\dagger(t), \quad (12) $$

with the system operators $\sigma_+ = |e\rangle \langle g|$ and $\sigma_- = |g\rangle \langle e|$ and the reservoir operator $B(t) = \sum_k g_k b_k e^{i(\omega_k - \omega_0) t}$. The $g_k$ are mode-dependent coupling constants. We investigate the dynamics evolving from the initial state $|\Phi_{\nu}(0)\rangle = \psi_{\nu}(0) \otimes \chi_{\nu}(0) = |e\rangle \otimes |0\rangle$, where $|0\rangle$ denotes the vacuum state of the reservoir. The central quantity that determines the influence of the reservoir modes on the reduced system dynamics is provided by the correlation function $\langle 0|B(t')B^\dagger(t)|0\rangle$ which may be expressed in terms of the reservoir spectral density $J(\omega)$.

$$ \rho(0) = |+\rangle \langle +| \otimes 2^{-N} I, $$

where $|+\rangle = (|e\rangle + |g\rangle)/\sqrt{2}$.

The figure displays the population $p(t) = \langle e|\rho S(t)|e\rangle$ of the excited state, estimated with the help of expression (4). For the parameter values chosen the reservoir correlation time $\lambda^{-1}$ is five times larger than the reduced system’s Markovian relaxation time $\gamma_0^{-1}$. This shows that the case under study belongs to the strong coupling regime and that substantial deviations from the Born-Markov dynamics occur, as is indicated in Fig. 11.

For small and intermediate couplings the reduced system dynamics is known to satisfy a non-Markovian master equation with a time-dependent generator, which can be obtained with the help of the TCL expansion in the coupling constant $\gamma_0/\lambda$. However, the resulting perturbation expansion of the master equation diverges in the strong coupling regime $\gamma_0/\lambda > 0.5$ for times which are larger than the first positive zero $t_0$ of $p(t)$. Beyond this singularity the generator of the master equation does not exist. The TCL master equation is therefore not capable of describing the revival of the excited state population for $t > t_0$. By contrast, the stochastic representation developed here reproduces the exact evolution of the reduced system and, hence, correctly describes the dynamics even beyond the singularity.

The stochastic simulation method can also be applied to the dynamics of open systems interacting with a spin bath, a quantum environment whose properties differ substantially from those of a Bosonic reservoir. We examine a central spin model consisting of a spin with Pauli spin operator $\vec{\sigma}$ which is coupled to a bath of $N$ spins described by spin operators $\vec{\sigma}^{(j)}$, $j = 1, 2, \ldots, N$. The interaction Hamiltonian reads

$$ H_I(t) = \sigma_3 B_3 + \sigma_+ B_- (t) + \sigma_- B_+ (t), \quad (13) $$

where $B_{\pm} (t) = \sum_j 2A^{(j)}\sigma_3^{(j)} e^{\mp i\omega_j t}$, $B_3 = \sum_j A^{(j)}\sigma_3^{(j)}$. This model may be used to describe the interaction of a single electron spin, confined to a quantum dot, with an external magnetic field and a bath of nuclear spins through hyperfine interactions. The transition frequency of the central spin is $\omega_0$ and we set $A^{(j)} = A/\sqrt{N}$, such that $A$ provides the root mean square of the couplings of the central spin to the various bath spins.

To give an example of a mixed initial state we choose $\rho(0) = |+\rangle \langle +| \otimes 2^{-N} I$, where $|\pm\rangle$ are eigenstates of the 3-component $\sigma_3$ of the central spin and $I$ is the unit matrix in the state space of the bath. Initially, the bath is thus in a completely unpolarized state. This state can efficiently be realized through a mixture of basis states which are simultaneous eigenstates of the square of the total spin angular momentum $J$ of the bath and of its 3-component $J_3$, with an appropriate distribution of the corresponding quantum numbers $j$ and $m$. Employing an argument given in [10] we conclude that the probability of finding the quantum numbers $(j, m)$ in the initial mixture can be

![FIG. 1: The excited state probability $p(t)$ of a two-state system coupled to a Bosonic reservoir: Analytical solution (continuous line) and Monte Carlo simulation of Eqs. (b) and (d) (diamonds) for $\gamma_0/\lambda = 5$ with $2 \cdot 10^7$ realizations. The broken line shows the Born-Markov approximation.](image)
written as \( P(j,m) = 2^{-N} \left[ (N/2+j)^N - (N/2+j+1)^N \right] \). This method of generating the initial bath state bears the advantage that it enables one to employ the conservation of the 3-component \( \frac{1}{2} \sigma_3 + J_3 \) of the total spin angular momentum and to carry out a canonical transformation which removes the term \( \sigma_3 B_3 \) in the interaction Hamiltonian \([11]\). This is an example of the implementation of known symmetries and conservation laws within the simulation algorithm.

\[ \rho_{+-}(t) = \langle +|P_S(t)|-\rangle \]

The central spin is coupled to a bath of 10^5 spins through the Hamiltonian \([11]\) with \( A/\omega_0 = 0.5 \). Symbols: Simulation of Eqs. (6, 7) with 2·10^7 realizations. Continuous lines: Solution of the von Neumann equation (2). Broken lines: TCL master equation in second order.

Figure 2 shows the coherence \( \rho_{+-}(t) = \langle +|P_S(t)|-\rangle \) of the central spin obtained from a Monte Carlo simulation employing again expression (5) for the reduced density matrix. To assure the performance of the stochastic method we compare the simulation results with the solution of the von Neumann equation for the total system. The simulation of the PDP obviously reproduces the von Neumann dynamics with high accuracy, the statistical errors of the simulation being smaller than the size of the symbols. For the parameter values chosen, the dynamics significantly deviates from the predictions of the second order TCL master equation.

The stochastic formulation naturally lends itself to several interesting generalizations. One possibility is to formulate the dynamics in imaginary time by means of the substitution \( t \to -i\beta \), to examine the equilibrium properties of the system (\( \beta \) denotes the inverse temperature). With slight modifications of the differential equations (6) and (7) one finds a stochastic dynamics in imaginary time which unravels the canonical density matrix of the system via the expectation value \( \rho(\beta) = \langle \Phi_1(\beta) | \Phi_2(\beta) \rangle \).

It was assumed in Eq. (3) that the \( \Phi_{r\nu} \) are tensor products of state vectors of system and environment. Since the interaction creates system-environment correlations it may be advantageous to employ a certain class of entangled stochastic states with the aim of a more efficient representation of \( \rho(t) \) as mean value over the underlying random process. A further possibility is to use a stochastic propagation of mixed states. This is achieved, for example, by the introduction of a stochastic matrix \( R(t) = |\psi_1(t)\rangle \langle \psi_2(t)| \otimes R_B(t) \), where the \( \psi_i \) are states of the open system and \( R_B \) is a random operator in the state space of the environment. It is then again possible to construct stochastic differential equations leading to the exact von Neumann dynamics with the help of the mean value \( \rho(t) = E(R(t)) \). A systematic exploration of these ideas could be of great relevance for the development of efficient numerical algorithms of the quantum dynamics of open systems.

\[ \langle R \rangle = \langle \Phi_1 | \Phi_2 \rangle \]

\[ |\psi_1(t)\rangle \langle \psi_2(t)| \]

\[ \otimes \]

\[ E(R(t)) \]

\[ \text{FIG. 2: Real part } \Re \rho_{+-} \text{ and imaginary part } \Im \rho_{+-} \text{ of the coherence of a central spin coupled to a bath of } 10^5 \text{ spins through the Hamiltonian } \text{with } A/\omega_0 = 0.5. \text{ Symbols: Simulation of Eqs. (6, 7) with } 2 \cdot 10^7 \text{ realizations. Continuous lines: Solution of the von Neumann equation (2). Broken lines: TCL master equation in second order.} \]

Figure 2 shows the coherence \( \rho_{+-}(t) = \langle +|P_S(t)|-\rangle \) of the central spin obtained from a Monte Carlo simulation employing again expression (5) for the reduced density matrix. To assure the performance of the stochastic method we compare the simulation results with the solution of the von Neumann equation for the total system. The simulation of the PDP obviously reproduces the von Neumann dynamics with high accuracy, the statistical errors of the simulation being smaller than the size of the symbols. For the parameter values chosen, the dynamics significantly deviates from the predictions of the second order TCL master equation.

The stochastic formulation naturally lends itself to several interesting generalizations. One possibility is to formulate the dynamics in imaginary time by means of the substitution \( t \to -i\beta \), to examine the equilibrium properties of the system (\( \beta \) denotes the inverse temperature). With slight modifications of the differential equations (6) and (7) one finds a stochastic dynamics in imaginary time which unravels the canonical density matrix of the system via the expectation value \( \rho(\beta) = \langle \Phi_1(\beta) | \Phi_2(\beta) \rangle \).

It was assumed in Eq. (3) that the \( \Phi_{r\nu} \) are tensor products of state vectors of system and environment. Since the interaction creates system-environment correlations it may be advantageous to employ a certain class of entangled stochastic states with the aim of a more efficient representation of \( \rho(t) \) as mean value over the underlying random process. A further possibility is to use a stochastic propagation of mixed states. This is achieved, for example, by the introduction of a stochastic matrix \( R(t) = |\psi_1(t)\rangle \langle \psi_2(t)| \otimes R_B(t) \), where the \( \psi_i \) are states of the open system and \( R_B \) is a random operator in the state space of the environment. It is then again possible to construct stochastic differential equations leading to the exact von Neumann dynamics with the help of the mean value \( \rho(t) = E(R(t)) \). A systematic exploration of these ideas could be of great relevance for the development of efficient numerical algorithms of the quantum dynamics of open systems.
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