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Abstract

Snapshot compressive imaging (SCI) systems aim to capture high-dimensional (≥ 3D) images in a single shot using 2D detectors. SCI devices include two main parts: a hardware encoder and a software decoder. The hardware encoder typically consists of an (optical) imaging system designed to capture compressed measurements. The software decoder on the other hand refers to a reconstruction algorithm that retrieves the desired high-dimensional signal from those measurements. In this paper, using deep unfolding ideas, we propose an SCI recovery algorithm, namely GAP-net, which unfolds the generalized alternating projection (GAP) algorithm. At each stage, GAP-net passes its current estimate of the desired signal through a trained convolutional neural network (CNN). The CNN operates as a denoiser that projects the estimate back to the desired signal space. For the GAP-net that employs trained auto-encoder-based denoisers, we prove a probabilistic global convergence result. Finally, we investigate the performance of GAP-net in solving video SCI and spectral SCI problems. In both cases, GAP-net demonstrates competitive performance on both synthetic and real data. In addition to having high accuracy and high speed, we show that GAP-net is flexible with respect to signal modulation implying that a trained GAP-net decoder can be applied in different systems. Our code is at [https://github.com/mengziyi64/ADMM-net](https://github.com/mengziyi64/ADMM-net)
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I. INTRODUCTION

Recent advances in artificial intelligence and robotics have resulted in an unprecedented demand for computationally-efficient high-dimensional (HD) data capture and processing devices. However, existing optical sensors usually can only directly capture no more than two-dimensional (2D) signals. Capturing 3D or higher dimensional signals remains challenging since sensors that directly perform 3D data acquisition do not yet exist.

In recent years, snapshot compressive imaging (SCI) systems that employ 2D detectors to capture HD (≥3D) signals have been shown to be a promising solution to address this challenge. Different from conventional cameras, SCI systems perform sampling on a set of consecutive images—video frames (e.g., CACTI [21]) or spectral channels (e.g., CASSI [39])—in accordance with the sensing matrix and integrate these sampled signals along time or spectrum to obtain the final compressed measurements. Using this technique, SCI systems [7], [12], [31] can capture...
high-speed motion [52], [53] or high-resolution spectral information [40], [54], with low memory, low bandwidth, low power and potentially low cost.

There are two main ingredients in an SCI system: a hardware encoder and a software decoder. The hardware encoder is typically an (optical) imaging system that is designed to capture compressed measurements of the desired signal and the software decoder refers to the algorithm that recovers the desired HD data from those measurements. The underlying principle of the hardware encoder is to modulate the HD data using a speed higher than the capture rate of the camera. To achieve this goal, typically, a coded aperture (binary mask) or some other spatial light modulators is employed. In this paper, we focus on the software decoder, i.e., the reconstruction algorithm, which, until recently, had precluded wide application of SCI due to the slow speed of existing reconstruction methods. Thanks to deep learning, various SCI recovery algorithms based on convolutional neural networks (CNNs) have been developed in recent years [30], [42], [23], [5]. These algorithms significantly speed up the reconstruction process compared to the previous methods. This has paved the way to daily applications of SCI systems.

Reconstruction algorithms for SCI can be divided into four classes as follows: (Refer to Fig. 1)

(a) Iterative optimization-based algorithms that are designed assuming that the source structure is captured by (typically simple) priors (or regularization functions), such as sparsity [47] or total variation (TV) [20], [50];
(b) End-to-end CNNs (E2E-CNNs) that are trained with a large amount of training data consisting of measurements and (optionally) masks as input and the ground truth i.e., the underlying desired signal, as output; during testing, feeding the captured measurements into the trained E2E-CNN, it is expected to produce the desired signal instantaneously [27], [24], [5];
(c) Deep unfolding algorithms, where, instead of one CNN, a sequence of $K$ CNNs are trained to map the measurements to the desired signal [22], [41]; unlike E2E-CNNs, here, each stage consists of two parts: i) linear transformation and ii) passing the signal through a CNN operating as a denoiser, and
(d) Plug-and-play (PnP) methods [56], [37] in which a pre-trained denoising network is plugged into one of the iterative algorithms of class (a) [30], [51].

Iterative optimization-based methods have been studied extensively in the literature for a diverse set of priors. The speed and quality of such algorithms are variant, with faster versions (e.g., those using TV [1], [50]) typically not achieving high reconstruction quality, and high performance versions usually being very slow [20]. However, even a relatively fast algorithm of class (a) is currently considerably slower than CNN-based algorithms of classes (b)-(d) [30]. E2E-CNN algorithms require a large training data set, a long training time and large GPU memory. In some applications this is infeasible, for instance when dealing with large-scale data sets [51]. PnP algorithms are flexible and can be used in large-scale data sets, since they do not need to retrain the network. However, their performance is mainly limited by the pre-trained denoising network. For instance, efficient and flexible denoising algorithms for hyperspectral images are not yet available.

A. Related work

Various optimization-based SCI algorithms, such as TwIST [11], GAP-TV [50], GMM [46], [45] and DeSCI [20], using different priors have been developed. The state-of-the-art algorithm, DeSCI [20], applies weighted nuclear norm
Fig. 1. Four different frameworks for SCI reconstruction: (a) conventional iterative optimization algorithms using priors, (b) end-to-end CNN with the measurement and masks as the input and the desired signal as output, (c) deep unfolding approach using $K$ CNNs to reconstruct the datacube, and (d) Plug-and-play framework integrating pre-trained denoising networks into iterative algorithms to reconstruct the desired 3D cube.

minimization of non-local similar patches in video frames into the alternating direction method of multipliers (ADMM) framework. While DeSCI can recover clear images, it takes about two hours for it to recover 8 frames (each of size $256 \times 256$), which precludes its wide application. Inspired by the recent successes of deep-learning-based solutions on image restoration, in recent years, researchers have explored application of deep learning in computational imaging as well. Deep unfolding (or unrolling) has been used for compressive sensing (CS) and various solvers such as ADMM-net, ISTA-net and learned D-AMP have been proposed. Regarding the E2E-CNN, the recurrent neural network (RNN) proposed in can now provide competitive results as DeSCI for video SCI and the best spectral SCI result is obtained by the spectral-spectral model proposed in.

Deep unfolding has also been used for video SCI in and spectral SCI. However, these methods are inspired by sparse coding in each stage and the resulting reconstruction quality of real data is low. Furthermore, no convergence guarantees have been established for such algorithms yet. The most recent paper employs a similar idea of using a denoiser at each stage. However, the paper only explores video SCI and provides no theoretical analysis of the proposed method.

Note that existing models were developed either for video SCI or spectral SCI. For instance, it is reasonable to use RNNs in video SCI, but it is not intuitive to apply RNNs to spectral SCI. In this paper, we aim to develop a unified model that works efficiently for both video SCI and spectral SCI.

It has been observed in several papers and experiments that AMP does not converge well in SCI applications, due to the special structure of sensing matrix in SCI and ADMM usually outperforms ISTA.
B. Contributions of this work

Motivated by the pros and cons of different approaches, in this paper, we propose a deep unfolding SCI recovery algorithm called GAP-net. Here are some key properties of GAP-net that are described in details later:

- GAP-net is a deep unfolding algorithm that employs generalized alternating projection (GAP) [19] framework. GAP is known to be a more efficient framework than ADMM [51] for SCI reconstruction.
- GAP-net, a recovery algorithm for both video and spectral SCI, treats the trained CNN at each stage of the decoder as a denoising network. This is in the same spirit as learned D-AMP [25], a recovery method for image CS and [18] for video SCI. There exist other SCI recovery algorithms in the literature that are based on deep unfolding. In such methods, the CNN in each stage of the unfolding includes the transformation (implemented by convolutional or fully-connected neural networks) and shrinkage (implemented by ReLU, etc.).
- Based on the above denoising perspective, GAP-net is related to the PnP framework for SCI [51]. We theoretically prove and experimentally verify its convergence to the desired result.
- GAP-net achieves state-of-the-art (in some cases, competitive) performance in our experimental results done both with synthetic data and real data, in both video SCI and spectral SCI.

II. VIDEO SCI AND SPECTRAL SCI

Fig. 2 depicts the schematic diagrams of both video (left) and spectral (right) SCI. As mentioned earlier, the underlying principle in both of them is to modulate the datacube using a speed higher than the capture rate of the camera. In video SCI, different modulation solutions, such as a shifting mask [21] and different digital micromirror device (DMD) patterns [12], both of which are active modulation methods, have been proposed. On the other hand, in spectral SCI, the modulation can be implemented by a fixed mask plus a disperser [39], which is a passive modulation approach and thus more power efficient. The key idea is that, using a disperser, a fixed modulation pattern can be shifted to be different for different wavelengths.

A. Forward Model of Video SCI

Consider a video SCI encoder, where a B-frame video $X \in \mathbb{R}^{n_x \times n_y \times B}$ is modulated and mapped by $B$ sensing matrices (masks) $C \in \mathbb{R}^{n_x \times n_y \times B}$ to a single measurement frame $Y \in \mathbb{R}^{n_x \times n_y}$ as

$$Y = \sum_{b=1}^{B} C_b \odot X_b + Z,$$

where $Z \in \mathbb{R}^{n_x \times n_y}$ denotes the noise; $C_b = C(\cdot, \cdot, b)$ and $X_b = X(\cdot, \cdot, b) \in \mathbb{R}^{n_x \times n_y}$ denote the $b$-th sensing matrix (mask) and the corresponding video frame, respectively; $\odot$ denotes the Hadamard (element-wise) product. Using vectoring operator, define $y = \text{Vec}(Y) \in \mathbb{R}^{n_x n_y}$ and $z = \text{Vec}(Z) \in \mathbb{R}^{n_x n_y}$. Similarly, define $x \in \mathbb{R}^{n_x n_y B}$ as

$$x = \text{Vec}(X) = [\text{Vec}(X_1)^\top, \ldots, \text{Vec}(X_B)^\top]^\top.$$

We observed some error in the proof of the global convergence of PnP-GAP in [51]. Specifically, the lower bound of the second term in Eq. (25) in [51] should be 0. Therefore, the proof of global convergence for PnP-GAP presented in [51] does not hold. The authors have updated the manuscript on arXiv with a local convergence result. In this paper, using concentration of measure tools, we prove global convergence of GAP-net.
Using these definitions, the measurement process defined in (1) can be expressed as

\[ y = Hx + z. \]  

Unlike standard CS, the sensing matrix \( H \in \mathbb{R}^{n_x n_y \times n_x n_y B} \) in video SCI is highly structured and sparse. More precisely, it can be written as the concatenation of \( B \) diagonal matrices as

\[ H = [D_1, ..., D_B], \]

where, for \( b = 1, \ldots, B \), \( D_b = \text{diag} (\text{Vec}(C_b)) \in \mathbb{R}^{n \times n} \) with \( n = n_x n_y \). Here, the sampling rate is equal to \( 1/B \). It has been proven in [14] that, if the signal is structured enough, there exist SCI recovery algorithms with bounded reconstruction error, even for \( B > 1 \).

B. Forward Model of Spectral SCI

Recall Fig. 2(b) which shows a schematic diagram of an spectral SCI system. Let \( X^0 \in \mathbb{R}^{n_x n_y \times n_x \lambda} \) and \( M^0 \in \mathbb{R}^{n_x n_y} \) denote the original spectral cube and the fixed mask modulation, respectively. After scene \( X^0 \) passes through the mask, let \( X' \in \mathbb{R}^{n_x n_y \times n_x \lambda} \) denote its modulated version, in which images at different wavelengths are modulated separately, i.e., for \( b = 1, \ldots, n\lambda \), we have

\[ X'(\cdot, \cdot, b) = X^0(\cdot, \cdot, b) \odot M^0, \]

where \( \odot \) represents the element-wise multiplication and \( X^0(\cdot, \cdot, b) \) denotes the \( b \)-th frame in the spectral cube of \( X^0 \).

After passing the disperser, the cube \( X' \) is tilted and is considered to be sheared along the \( y \)-axis. Let \( X'' \in \mathbb{R}^{N_x \times (N_y + N\lambda - 1) \times N\lambda} \) denote the tilted cube and assume that \( \lambda_c \) is the reference wavelength, i.e., image \( X'(\cdot, \cdot, n\lambda_c) \)
is not sheared along the $y$-axis, and therefore

$$X''(u, v, b) = X'(x, y + d(\lambda_b - \lambda_c), b),$$  (6)

where $(u, v)$ indicates the coordinate system on the detector plane, $\lambda_b$ is the wavelength at $b$-th channel and $\lambda_c$ denotes the center-wavelength. Then, $d(\lambda_b - \lambda_c)$ signifies the spatial shifting for the $b$-th channel.

Considering that the detector sensor integrates all the light in the wavelength $[\lambda_{\text{min}}, \lambda_{\text{max}}]$, the compressed measurement at the detector $y(u, v)$ can thus be written as

$$y(u, v) = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} x''(u, v, b, \lambda) d\lambda,$$  (7)

where $x''$ denotes the analog (continuous) representation of $X''$.

In the discretized version, the captured 2D measurement $Y \in \mathbb{R}^{n_x \times (ny + n\lambda - 1)}$ can be written as

$$Y = \sum_{b=1}^{n\lambda} X''(:, :, b) + Z.$$  (8)

In other words, $Y$ is a compressed frame which is formed by a function of the desired information corrupted by measurement noise $Z \in \mathbb{R}^{n_x \times (ny + n\lambda - 1)}$.

For the convenience of model description, we further let $C \in \mathbb{R}^{n_x \times (ny + n\lambda - 1) \times n\lambda}$ denote the shifted version of the mask $M^0$ corresponding to different wavelengths, i.e.,

$$C(u, v, b) = M^0(x, y + d(\lambda_b - \lambda_c)).$$  (9)

Similarly, for each signal frame at a different wavelength, the shifted version is $X \in \mathbb{R}^{nx \times (ny + n\lambda - 1) \times n\lambda}$,

$$X(u, v, b) = X^0(x, y + d(\lambda_b - \lambda_c), b).$$  (10)

Following this, the measurement $Y$ can be represented as

$$Y = \sum_{b=1}^{n\lambda} X(:, :, b) \odot C(:, :, b) + Z.$$  (11)

**Vectorized Formulation.** Let $\text{vec}(\cdot)$ denote the matrix vectorization operation, i.e., concatenating columns of a matrix into one vector. Then, we define $y = \text{vec}(Y)$, $z = \text{vec}(Z) \in \mathbb{R}^{n_x(ny + n\lambda - 1)}$ and

$$x = \begin{bmatrix} x^{(1)} \\ \vdots \\ x^{(n\lambda)} \end{bmatrix} \in \mathbb{R}^{n_x(ny + n\lambda - 1)n\lambda}$$  (12)

where, for $b = 1, \ldots, n\lambda$, $x^{(b)} = \text{vec}(X(:, :, b))$.

In addition, we define the sensing matrix as

$$H = [D_1, \ldots, D_{n\lambda}] \in \mathbb{R}^{n_{\lambda} \times n\lambda},$$  (13)
where \( n = n_x(n_y + n_\lambda - 1) \) and \( D_b = \text{Diag}(\text{vec}(C(:, :, b))) \) is a diagonal matrix with \( \text{vec}(C(:, :, b)) \) as its diagonal elements. As such, we then can rewrite the matrix formulation of (11) as

\[
y = Hx + z.
\]  

(14)

This shares the same format as video SCI. But the only difference is that now the measurement is \( Y \in \mathbb{R}^{n_x \times (n_y + n_\lambda - 1)} \) and after we recover \( X \), the desired spatial-spectral cube is obtained by shifting each channel of \( X \) back into its original position to get \( X^0 \).

In the following, we use the unified formulation described in (3) to develop a decoding algorithm that, given \( y \) and \( H \), recovers \( x \).

### III. GAP-NET FOR SCI

An SCI reconstruction algorithm aims at solving the following optimization:

\[
\hat{x} = \arg\min_x \frac{1}{2} \|y - Hx\|_2^2 + \tau \Omega(x),
\]  

(15)

where \( \Omega(x) \) is a regularization term that is designed to capture the source structure. To solve (15), we propose GAP-net, an algorithm that takes advantage of both deep unfolding and generalized alternating projection ideas. GAP-net is also inspired by the PnP framework [3], where unlike PnP, a different denoising network is trained in each stage of the algorithm. In fact, GAP-net integrates a sequence of trained denoising networks into the GAP framework to provide high-quality reconstruction as well as high flexibility.

Specifically, GAP-net involves \( K \) stages shown in Fig. 3. At stage \( k = 1, \ldots, K \), let \( v^{(k)} \) denote our current estimate of the desired signal. Also, let \( x^{(k)} \) denote an auxiliary vector of the same dimension as \( v^{(k)} \). GAP-net updates \( v^{(k)} \) and \( x^{(k)} \) as follows:

- Updating \( x \): \( x^{(k)} \) is updated via a Euclidean projection of \( v^{(k)} \) on the linear manifold \( \mathcal{M} : y = Hx \). That is,

\[
x^{(k+1)} = v^{(k)} + H^\top (HH^\top)^{-1} (y - Hv^{(k)}).
\]  

(16)

Recalling (4), note that \( R \overset{\text{def}}{=} HH^\top \) is a diagonal matrix and thus the inversion operation is straightforward. This has been observed and used before in a number of SCI algorithms [20], [50].

- Updating \( v \): After the projection, the goal of the next step is to bring \( x^{(k+1)} \) closer to the desired signal domain. In GAP-net this is achieved by employing an appropriate trained denoiser \( D_{k+1} \) and letting

\[
v^{(k+1)} = D_{k+1}(x^{(k+1)}).
\]  

(17)

GAP-net and the re-purposed ADMM-net (Fig. 4) proposed in this paper are different from the original ADMM-net [48], the deep-tensor-ADMM-net [22] and tensor-FISTA-net [9] that aim to mimic the sparse coding in each stage, \textit{i.e.}, including the transformation (learned by neural networks and usually a fully connected or convolutional network) and shrinkage (implemented by ReLU, etc.). In the following we compare GAP-net with ADMM-net.
A. GAP-net vs. ADMM-net

Without deriving details (refer to [30]), we list the three steps that are in each stage of ADMM-net:

- Solve \( x \) by \( x^{(k+1)} = \arg\min_x \frac{1}{2} \| y - Hx \|^2_2 + \frac{\tau}{2} \| x - (z^{(k)} + u^{(k)}) \|^2_2 \). This has a closed form solution
  \[x^{(k+1)} = \left( H^\top H + \gamma I \right)^{-1} \left( H^\top y + (v^{(k)} + u^{(k)}) \right).\]  
  (18)

  Due to the special structure of \( H \), this can be solved in one shot [20].

- Solve \( v \) by \( v^{(k+1)} = \arg\min_v \left[ \frac{\tau}{2} \| v - (x^{(k+1)} - u^{(k)}) \|^2_2 + \tau \Omega(v) \right] \). As in GAP-net, we solve this by CNN denoising
  \[v^{(k+1)} = D_{k+1}(x^{(k+1)} - u^{(k)}).\]  
  (19)

- Update the auxiliary variable \( u \) by \( u^{(k+1)} = u^{(k)} - (x^{(k+1)} - v^{(k+1)}) \).

The flow-chart of ADMM-net is shown in Fig. 3.

Comparing with Fig. 2 clearly, GAP-net has fewer parameters and operations and thus it will be more efficient than ADMM-net. We also verify this later in our experiments by comparing the running times of different methods.

IV. THEORETICAL ANALYSIS

Let \( Q \) denote a compact subset of \( \mathbb{R}^{n_B} \) representing the class of signals we are interested in. For instance, in SCI of \( B \)-frame videos, \( Q \) is defined as the set of all \( B \)-frame natural videos. GAP-net is an SCI reconstruction algorithm designed to recover \( x \in Q \) from measurements \( y = Hx + z \), where \( H \) is defined in (4).

GAP-net is a \( K \)-stage algorithm that employs a potentially different trained CNN at each stage. The role of these CNNs is to map the estimate obtained at stage \( k \) as \( x^{(k+1)} = y^{(k)} + H^\top (HH^\top)^{-1}(y - Hv^{(k)}) \) back to the
signal space $Q$. In this section, we prove that using auto-encoder-based (or generative-function-based) denoisers, for $B$ small enough relative to i) the level of structuredness of signals in $Q$ and ii) parameters of the auto encoders (that in turn depend on how efficiently they take advantage of the source structure), with high probability, GAP-net converges to the vicinity of the desired input signal.

We consider using auto-encoders (AEs) \cite{38} to play the role of denoisers in GAP-net. An AE for set $Q$ can be characterized by an encoder $e : \mathbb{R}^{n_B} \rightarrow \mathcal{U}$ and a decoder (or generative function) $g : \mathcal{U} \rightarrow \mathbb{R}^{n_B}$. The generative function $g : \mathcal{U} \rightarrow \mathcal{X}^{n_B}$ is said to cover set $Q$ with distortion $\delta$, if

$$
\sup_{x \in Q} \min_{f \in \mathbb{U}} \frac{1}{\sqrt{n_B}} \|g(f) - x\|_2 \leq \delta.
$$

(20)

A generative-function-based GAP-net, at stage $k$, employs generative function $g_k$ to perform the denoising (or projection to the signal domain) operation as follows:

$$
\tilde{v}^{(k)} = g_k(f^{(k)}), \quad \text{with} \quad f^{(k)} = \arg \min_{f \in \mathbb{R}^{n_B}} \|x^{(k)} - g_k(f)\|_2.
$$

(21)

In the case of an AE-based GAP-net, the encoder of the AE is essentially trained to perform the minimization operation in (21).

In the following we prove a global convergence result for such an AE-based GAP-net. In the theorem we assume that $g_k$ is $L_k$ Lipschitz. Also, at stage $k$, we define

$$
\hat{v}_k = g_k(\hat{f}^{(k)}) \quad \text{with} \quad \hat{f}^{(k)} = \arg \min_{f \in \mathbb{R}^{n_B}} \|x^* - g_k(f)\|_2.
$$

(22)

In other words, $\hat{v}_k$ denotes the best estimate (closest to the ground truth $x^*$) that $g_k$ can provide. Finally, we assume that the elements of the mask (i.e., sensing matrix) are i.i.d. Gaussian, i.e., $D_{b,i} \overset{i.i.d.}{\sim} \mathcal{N}(0, 1)$. We also assume that every $x \in Q$ is bounded such that $\|x\|_{\infty} \leq \rho/2$. Let $\Lambda \overset{\text{def}}{=} [-\rho/2, \rho/2]$ denote the source alphabet.

**Theorem 1.** Consider the sensing model of SCI. Assume that generative function $g_k : \mathcal{U}^{n_B} \rightarrow \mathcal{X}^{n_B}$ covers set $Q$ with distortion $\delta_k$ and $\mathcal{U} \subset [-1, 1]$. Further assume that $\delta_K \leq \cdots \leq \delta_1$ and $\eta_1 \leq \cdots \leq \eta_K$. Choose free parameter $\zeta \in (0, 1)$ and for $k = 1, \ldots, K - 1$, define

$$
\gamma_k = L_k \delta_k \sqrt{\frac{\eta_k}{n_B}},
$$

(23)

and

$$
\alpha_k = 2(1 + 2B)(\gamma_k(1 + \frac{1}{1 - \gamma_k}))^{\frac{1}{2}}.
$$

(24)

Then, given $\lambda \in (0, 0.5 - \alpha_k)$, if $\frac{1}{\sqrt{n_B}} \|v^{(k)} - \hat{v}_k\| \geq \delta_k$ and $\frac{1}{\sqrt{n_B}} \|v^{(k-1)} - \hat{v}_k\| \geq \delta_k$, we have

$$
\frac{1}{\sqrt{n_B}} \|\hat{v}_k - v^{(k)}\|_2 \leq \frac{2}{\sqrt{n_B}} (\lambda + \alpha_k) \|\hat{v}_{k-1} - v^{(k-1)}\|_2 + (\lambda + \alpha_k) (\delta_k + \delta_{k-1}) + 2B \delta_k.
$$

(25)

\(^3\)For PnP-type algorithms, various conditions on the denoiser, such as the contraction denoiser \cite{33}, Lipschitz continuous \cite{26}, bounded denoiser \cite{3} and non-expansive denoiser \cite{25}, have been studied in the literature.
with a probability larger than

\[1 - \sum_{k=1}^{K-1} \exp \left[ - \frac{2\lambda^2 n\delta_k^4 (1 - \gamma_k)^4}{4B^2\rho^4} + 2\ln 2((1 - \zeta) \log \frac{1}{\delta_k} + 1)\eta \right].\]

Proof. The full proof is shown in Section VII.

V. NETWORK STRUCTURE AND TRAINING DETAILS

As explained earlier, GAP-net consists of \( K \) stages. At each stage a trained CNN is used as a denoiser. While various CNN structures have been studied in the literature for denoising, in our experiments, we test the following structures: auto-encoder \([38]\), U-net \([32]\), ResNet \([10]\) and DnCNN \([56]\).

A. Denoising Network Structure

In our experiments, we implemented GAP-net using four different denoisers, including a 14-layer auto-encoder \([38]\), a 17-layer DnCNN \([56]\), a 10-layer ResNet \([10]\) and a 15-layer U-net \([32]\). The structures of these networks are shown in Fig. 5.

B. Training Details

1) Training and testing datasets: For video SCI, our training dataset consists of 26000 videos generated from DAVIS2017 \([29]\) which has 90 scenes with 480p and 1080p resolution. We performed data augmentation by cropping and rotation.

The synthetic testing data include six benchmark data with a size of \( 256 \times 256 \times 8 \), including Kobe, Runner, Drop, Traffic, Aerial and Vehicle used in \([51]\). The real data include three scenes (Chopper Wheel of size \( 256 \times 256 \times 14 \) \([21]\), Water Balloon and Dominoes of size \( 512 \times 512 \times 10 \) \([30]\).

For Spectral SCI, our training dataset includes 4000 spectral cubes generated from CAVE \([49]\) which have 30 scenes with a size of \( 512 \times 512 \times 31 \) ranging over 400 to 700nm. We use spectral interpolation to unify the datasets to the same wavelengths that our used in our experiments (28 channels from 450 to 650nm) \([23]\). For model training, we did data augmentation by cropping, scaling, rotation and concatenation among the samples.

The synthetic testing data include 10 scenes cropped from KAIST \([6]\) with the size of \( 256 \times 256 \times 28 \), as shown in Fig. 6. The real data include four scenes with a size of \( 550 \times 550 \times 28 \), including Strawberry and Lego plant, as well as Lego man and Real plant.

2) Loss function: For both video and spectral SCI, the loss function is the root mean square error (RMSE) between the ground truth and the output of the last stage

\[\mathcal{L} = \|x^* - v^{(K)}\|_2,\]  

(26)

where \(x^*\) is the ground truth and \(v^{(K)}\) denotes the output of the last stage in GAP-net.
Fig. 5. Denoiser network structures used in GAP-net: auto-encoder (a), DnCNN (b), U-net (c) and ResNet (d).

Fig. 6. RGB images of 10 testing scenes for spectral SCI simulation.
We also notice that for video SCI, during training, if we use the outputs of the last few stages, instead of only the last one, the performance improves. For example, we can use the RMSE between the ground truth and the outputs of the last three stages of GAP-net with $K$ stages, which leads to

\[
\mathcal{L} = \beta_1 \| \mathbf{x}^* - \mathbf{v}^{(K)} \|_2 + \beta_2 \| \mathbf{x}^* - \mathbf{v}^{(K-1)} \|_2 + \beta_3 \| \mathbf{x}^* - \mathbf{v}^{(K-2)} \|_2. \tag{27}
\]

The parameters $\beta_1, \beta_2$ and $\beta_3$ are set to 1, 0.5 and 0.5, respectively. During testing, we only use the result from the last stage to measure the loss. However, in our experiments in spectral SCI, we did not find this approach effective.

3) **Implementation details:** We implemented GAP-net on both Pytorch and Tensorflow using NVIDIA 1080Ti GPUs, and trained all models by the Adam optimizer [16] in an end-to-end manner. The learning rate is set to 0.001 initially, and scaled to 90% of the previous one every 10 epochs for video SCI (every 30 epochs for spectral SCI).

VI. **EXPERIMENTAL RESULTS**

In this section, we show results of GAP-net compared with other algorithms for both video SCI and spectral SCI, on both simulation and real datasets.

**A. Video SCI**

We compare the performance of GAP-net in video SCI with that of iterative algorithms (GAP-TV [50] and DeSCI [20]), end-to-end solutions (E2E-CNN [30] and BIRNAT [5]), and PnP method (PnP-FFDnet [51]). We also compare with Tensor-ADMM-net [22] and Tensor-FISTA-net [9], though only partial (3 out of 6 scenes) results were shown in their papers. Note that DeSCI is the state-of-art algorithm using optimization and BIRNAT is the most recent deep learning based approach leading to competitive result to DeSCI.

| Methods          | Kobe     | Traffic | Runner | Drop    | Vehicle | Aerial | Average time (s) |
|------------------|----------|---------|--------|---------|---------|--------|-----------------|
| GAP-TV [50]      | 26.46, 0.885 | 20.89, 0.715 | 28.52, 0.909 | 34.63, 0.970 | 24.82, 0.838 | 25.05, 0.828 | 26.73, 0.858 | 4.2 |
| DeSCI [20]       | 33.25, 0.952 | 28.72, 0.925 | 38.76, 0.969 | 43.22, 0.993 | 25.33, 0.860 | 27.04, 0.909 | 32.72, 0.935 | 6180 |
| E2E-CNN [30]     | 29.02, 0.861 | 23.45, 0.838 | 34.43, 0.958 | 36.77, 0.974 | 26.40, 0.886 | 27.52, 0.882 | 29.26, 0.900 | 0.023 |
| BIRNAT [5]       | 37.71, 0.950 | 29.33, 0.942 | 38.70, 0.976 | 42.28, 0.992 | 27.84, 0.927 | 28.99, 0.917 | 33.31, 0.951 | 0.16 |
| PnP-FFDnet [51]  | 30.50, 0.926 | 24.18, 0.828 | 32.15, 0.933 | 40.70, 0.989 | 25.42, 0.849 | 25.27, 0.829 | 29.70, 0.892 | 3.0 |
| Tensor-ADMM-net  | 30.50, 0.890 | NA      | NA     | NA      | 25.42, 0.780 | 25.27, 0.860 | NA 2.1 |
| Tensor-FISTA-net | 31.41, 0.920 | NA      | NA     | NA      | 26.46, 0.890 | 27.46, 0.880 | NA 1.7 |

1) **Synthetic data:** Table I summarizes the PSNR and SSIM [43] results of different algorithms. For GAP-net, we use $K = 9$ stages and report the results for different denoisers (14-layer AEs, 17-layer DnCNN, 15-layer U-net and 10-layer ResNet) and compare them with the results of an ADMM-net with 9 stages. It can be seen that, except
for the AE-based GAP-net, the proposed GAP-net with 9 stages, especially using U-net or ResNet, outperforms GAP-TV, E2E-CNN and PnP methods.

Since the skip-connection in U-net can be recognized as residual learning, this indicates that residual learning is necessary for the unfolding denoiser (compared with the original AEs). For the AE-based case, we believe that its relative poor performance is due to the known challenge in training high-performance AEs, i.e., AEs with low distortion. This leads for instance to having large values of $\delta_k$ in Theorem 1 and a resulting large final distortion.
Tensor-ADMM-net and Tensor-FISTA-net only reported results for 3 datasets in [22] and [9], and all of them are worse than GAP-net’s results.

Table I also shows that GAP-net is much faster than other algorithms. Specifically, it only needs 4ms (using ResNet) to provide good results, which along with the SCI cameras, can perform real-time capture and reconstruction of up to 250 measurements per second. We further trained a deeper GAP-net with 12 stages U-net, and its result outperforms the state-of-the-art optimization algorithm DeSCI on average. In addition, ADMM-net and GAP-net with the same network structure provide similar results, but GAP-net spends (0.6ms) less time and thus is more efficient. Note that though the most recent BIRNAT provides 0.5dB higher PSNR than ours, the running time is more than 20 times longer than our GAP-net. This will limit the running speed of the end-to-end SCI systems in real applications.

Fig. 7 plots selected reconstructed frames of the six datasets using different algorithms. We observe that though DeSCI shows smoother results, our proposed GAP-net provide more accurate details in some cases. The difference between our GAP-net and BIRNAT is marginal and difficult to notice.

To verify our theoretical derivation, Fig. 8 plots how average PSNR improves as $K$ increases in the U-net-based GAP-net, which is consistent with our theoretical results. We also notice that a 3-stage GAP-net can provide better results than most optimization-based algorithms except for DeSCI.

2) Real data: We apply the proposed GAP-net (9 stages with a 15-layer U-net) to real data captured by SCI cameras [21], [30]. We compare our results with other five algorithms (GAP-TV, DeSCI, PnP-FFDnet, E2E-CNN and BIRNAT). Fig. 9 and Fig. 10 demonstrate the reconstructed results of Chopper Wheel of size $256 \times 256 \times 14$ as well as Water Balloon and Dominoes of size $512 \times 512 \times 10$, respectively. It can be observed that DeSCI and PnP-FFDnet show smoother results but with a few artifacts. The results of E2E-CNN are not clean on the motion part of scenes.

The results of GAP-net show sharper edges of motion objects and extremely clean static details and background without artifacts, which is comparable or even better than the results of BIRNAT. Specifically, only GAP-net can recover complete and sharp edges of the letter "D" on Chopper Wheel (zoomed region in Fig. 9). In addition, GAP-net can produce cleaner background and object details (zoomed regions in Fig. 10).
| Measurement | Reconstruction |
|-------------|----------------|
| GAP-TV      |                |
| DeSCI       |                |
| PnP-FFDNet  |                |
| E2E-CNN     |                |
| BIRNAT      |                |
| GAP-net     |                |

Fig. 9. Video SCI: reconstructed results of different algorithms on Chop Wheel [real data].
| Measurement | Reconstruction |
|-------------|----------------|
| GAP-TV      | ![Image 1](#) |
| DeSCI       | ![Image 2](#) |
| PnP-FFDNet  | ![Image 3](#) |
| E2E-CNN     | ![Image 4](#) |
| BIRNAT      | ![Image 5](#) |
| GAP-net     | ![Image 6](#) |

**Fig. 10.** Video SCI: reconstructed results of different algorithms on Water Balloon (top) and Dominoes (bottom) [real data].
### TABLE II

**Average PSNR in dB, SSIM and run time per measurement by seven algorithms on 10 scenes for spectral SCI.**

| Scene | Methods      | TwIST | GAP-TV | DeSCI | HSSP | λ-net | TSA-net | GAP-net |
|-------|--------------|-------|--------|-------|------|-------|---------|---------|
|       | Scene1       | 24.81 | 25.13  | 27.15 | 31.07 | 30.82 | 31.26   | 33.03   |
|       | Scene2       | 19.99 | 20.67  | 22.26 | 26.30 | 26.30 | 26.88   | 29.52   |
|       | Scene3       | 21.14 | 23.19  | 26.56 | 29.00 | 29.42 | 30.03   | 33.04   |
|       | Scene4       | 30.30 | 35.13  | 39.00 | 38.24 | 36.27 | 39.90   | 41.59   |
|       | Scene5       | 21.68 | 22.31  | 24.80 | 27.98 | 27.84 | 28.89   | 30.95   |
|       | Scene6       | 22.16 | 22.90  | 23.55 | 29.16 | 30.69 | 31.30   | 32.88   |
|       | Scene7       | 17.71 | 17.98  | 20.03 | 24.11 | 24.20 | 25.16   | 27.60   |
|       | Scene8       | 22.39 | 23.00  | 20.29 | 27.94 | 28.86 | 29.69   | 30.17   |
|       | Scene9       | 21.43 | 23.36  | 23.98 | 29.14 | 29.32 | 30.03   | 32.74   |
|       | Scene10      | 22.87 | 23.70  | 25.94 | 26.44 | 27.66 | 28.32   | 29.73   |
| Average| 22.44 | 23.73  | 25.86 | 28.93 | 29.25 | 30.15 | 32.13  |
| Time (s) | 22.2 | 14.5   | 8500  | 0.011 | 0.013 | 0.03  | 0.016  |

### B. Spectral SCI

For spectral SCI, following [39] we use the CASSI hardware system we have built in [23], which can produce spectral images with 28 spectral channels ranging from 450 to 650nm with hardware details shown in [23]. We compare the proposed GAP-net with iteration algorithms: TwIST [1], GAP-TV [50], DeSCI [20], E2E-CNN: λ-net [27], TSA-net [23] and an unfolding method: HSSP [41] on both synthetic and real data.

1) **Synthetic data:** We cropped a 256 × 256 region of the real captured mask as the mask for simulation. The measurements are generated by this mask and hyperspectral datasets mentioned before, and the shift of two adjacent channels is two pixels. We trained the GAP-net with 9 stages using U-net as the denoiser for reconstruction. Though we believe more stages of GAP-net will provide better results, due to large-scale of the data (28 spectral channels) and the GPU memory, we only train a 9-stage network to demonstrate the performance of our proposed GAP-net here. Importantly, this already leads to state-of-the-art results on spectral SCI.

Table II lists the PSNR and SSIM of the reconstructed results of 10 testing scenes shown in Fig. 6 by seven algorithms including the most recent TSA-net [23]. GAP-net achieves a significant improvement in reconstruction, i.e., the average PSNR is 2dB higher than TSA-net which is the best among other algorithms.

The reconstructed results of two scenes, including images with four channels and recovered spectra of the selected regions, are shown in Fig. 11. It can be seen that the results of iterative optimization algorithms suffer from blurry artifacts resulted from the coded measurements, which is due to the disperser in the hardware system. Among deep learning-based methods, the proposed GAP-net can reconstruct sharper spatial details and more accurate spectra than other methods.

Fig. 12 compares the reconstructed results of seven algorithms on 4 scenes, and the PSNR and SSIM values are provided for each result. To visualize the recovered color, we convert the spectral images to synthetic-RGB (sRGB) via the CIE (International Commission on Illumination) color matching function [35]. It can be observed that GAP-net outperforms other algorithms in both spatial details and spectral accuracy. Clear details and sharp
Fig. 11. Spectral SCI: reconstructed images and spectra of scene 3 and scene 8 in Fig. 6 with seven algorithms in synthetic data.

edges can be recovered. Please refer to the zoomed regions of each scene.

2) **Flexibility of GAP-net to Mask Modulation:** The proposed GAP-net treats the CNN in each stage as a denoising network, and thus GAP-net is flexible with respect to the signal modulation, *i.e.*, the masks used in the SCI system. To verify this point, we conduct simulations of spectral SCI by training GAP-net using one mask and testing it on the other three masks. Table III lists the average testing results of the ten scenes using three new masks that are cropped from the real captured mask with different regions from the mask used in training. We observe that the image quality degrades less than 1 dB in PSNR when using new masks for testing, and the results are still better than other existing algorithms. Therefore, due to the flexibility of masks, a well trained GAP-net on small-scale data can be used for large-scale reconstruction using patch-based testing, and the trained network can also be applied to different systems.

3) **Real data:** For real data testing, we use the pre-trained GAP-net on simulation to reconstruct the scenes with larger scale by patch-based manner. We reconstructed four scenes with a size of 550 × 550 × 28.

Fig. 13 shows the results of *Strawberry* and *Lego plant* with four spectral channels and recovered spectra.
Fig. 12. Spectral SCI: reconstructed images (sRGB) with 7 algorithms in synthetic data.

| Mask for testing   | PSNR/SSIM     |
|--------------------|--------------|
| Mask used in training | 32.13, 0.924 |
| New mask 1         | 31.36, 0.901 |
| New mask 2         | 31.05, 0.895 |
| New mask 3         | 31.60, 0.902 |

of the selected regions. We also compare our method with other six algorithms. We can observe that the results of deep learning-based methods are much better than the results of iterative algorithms. Our GAP-net can provide more details of the objects and higher spectral contrast than other deep learning based methods. Fig. 14 shows the reconstructed images of Lego man and Real plant with 28 spectral channels. The results provide both small-scale fine details and large-scale sharp edges.

VII. PROOF OF THE MAIN RESULT

Recall that in Theorem 1 we assume that the non-zero entries of the sensing matrix $H$ are drawn i.i.d. $\mathcal{N}(0,1)$. In this setting, to account for the scaling of matrix $H$, we update the first step of GAP-net, \textit{i.e.}, $x^{(k+1)} = \ldots$
Fig. 13. Spectral SCI: reconstructed images with 7 algorithms on Strawberry (top) and Lego plant (bottom) [real data].

$$\mathbf{v}^{(k)} + H^\top(HH^\top)^{-1}(\mathbf{y} - Hv^{(k)})$$ to

$$\mathbf{x}^{(k+1)} = \mathbf{v}^{(k)} + BH^\top(HH^\top)^{-1}(\mathbf{y} - Hv^{(k)}).$$

The only difference here is the factor $B$, which takes care of the scaling of the variables.

In the following, we first derive a more general result on the convergence performance of GAP-net. Then, Theorem 1 follows as a corollary of this result.

**Theorem 2.** Consider the sensing model of SCI. Assume that generative function $g_k : \mathcal{U}^{\eta_k} \to \mathcal{X}^{n_B}$ covers set $Q$ with distortion $\delta_k$. Further assume that $\delta_K \leq \cdots \leq \delta_1$ and $\eta_1 \leq \cdots \leq \eta_K$. Let $b_k \in \mathbb{N}^+$, $k = 0, \ldots, K$, denote auxiliary variables. Define

$$\gamma_k \overset{\text{def}}{=} \frac{L_k 2^{-b_k} \sqrt{\eta_k}}{\delta_k \sqrt{nB}}$$

(28)
and

\[ \alpha_k \overset{\text{def}}{=} 2(1 + 2B)(\gamma_k(1 + \frac{1}{1 - \gamma_k}))^{\frac{1}{2}}. \tag{29} \]

Then, if \( \frac{1}{\sqrt{nB}}\|v^{(k)} - \bar{v}_k\| \geq \delta_k \) and \( \frac{1}{\sqrt{nB}}\|v^{(k-1)} - \bar{v}_k\| \geq \delta_k \), we have

\[ \frac{1}{\sqrt{nB}}\|\bar{v}_k - v^{(k)}\|_2 \leq \frac{2}{\sqrt{nB}}(\lambda + \alpha_k)\|\bar{v}_{k-1} - v^{(k-1)}\|_2^2 \]

\[ + (\lambda + \alpha_k)(\delta_k + \delta_{k-1}) + 2B\delta_k. \tag{30} \]

with a probability larger than

\[ 1 - \sum_{k=0}^{K-1} |\mathcal{U}^{(k)}_Q|^{2\eta_k} \exp\left(-\frac{2\lambda^2n\delta_k^2(1 - \gamma_k)^4}{4B^2\rho^4}\right), \]

where \( \mathcal{U}^{(k)}_Q = \{ [u]_{\eta_k} : u \in \mathcal{U} \} \) and \( \lambda \in (0, 0.5 - \alpha_k) \).

**Proof of Theorem.** By using the definition of distortion based generative model, the update equations of GAP-net are

\[ x^{(k+1)} = v^{(k)} + BH^\top(HH^\top)^{-1}(y - Hv^{(k)}), \tag{31} \]

\[ v^{(k)} = g_k(f^{(k)}), \quad \text{with} \quad f^{(k)} = \arg\min_{f \in \mathbb{R}^{N_k}} \|x^{(k)} - g_k(f)\|_2. \tag{32} \]
Since by assumption, \( g_k \) covers \( Q \) with distortion \( \delta_k \), we have \( \frac{1}{\sqrt{\eta B}} \| x^{(k)} - \tilde{v}_k \| \leq \delta_k \). Moreover, since \( f^{(k)} = \arg\min_{f \in \mathbb{R}^{n_k}} \| x^{(k)} - g_k(f) \| \), it follows that \( \| x^{(k)} - v^{(k)} \| \leq \| x^{(k)} - \tilde{v}_k \| \). But, \( \| x^{(k)} - v^{(k)} \|^2 = \| x^{(k)} - \tilde{v}_k + \hat{v}_k - v^{(k)} \|^2 \)
\( = \| x^{(k)} - \tilde{v}_k \|^2 + \| \hat{v}_k - v^{(k)} \|^2 + 2 \langle x^{(k)} - \hat{v}_k, \hat{v}_k - v^{(k)} \rangle \). Therefore, \( \| \hat{v}_k - v^{(k)} \|^2 + 2 \langle x^{(k)} - \hat{v}_k, \hat{v}_k - v^{(k)} \rangle \leq 0 \), or
\( \| \hat{v}_k - v^{(k)} \|^2 \leq 2 \langle \hat{v}_k - x^{(k)}, \hat{v}_k - v^{(k)} \rangle \). 

Since \( x^{(k)} = v^{(k-1)} + BH^\top R^{-1} H(x^* - v^{(k-1)}) \), we have
\[ \langle \hat{v}_k - x^{(k)}, \hat{v}_k - v^{(k)} \rangle = \langle \hat{v}_k - v^{(k-1)} - BH^\top R^{-1} H(x^* - v^{(k-1)}), \hat{v}_k - v^{(k)} \rangle \]
\[ = \langle \hat{v}_k - v^{(k-1)}, \hat{v}_k - v^{(k)} \rangle \]
\[ - B \langle R^{-1} H(x^* - v^{(k-1)}), H(\hat{v}_k - v^{(k)}) \rangle \]

Also
\[ (R^{-1} H(x^* - v^{(k-1)}), H(\hat{v}_k - v^{(k)})) \]
\[ = (R^{-1} H(\hat{v}_k - v^{(k-1)}), H(\hat{v}_k - v^{(k)})) + (R^{-1} H(x^* - \hat{v}_k), H(\hat{v}_k - v^{(k)})) \]

Therefore, in summary,
\[ \| \hat{v}_k - v^{(k)} \|^2 \leq 2 \langle \hat{v}_k - v^{(k-1)}, \hat{v}_k - v^{(k)} \rangle \]

\[ - 2B \langle R^{-1} H(\hat{v}_k - v^{(k-1)}), H(\hat{v}_k - v^{(k)}) \rangle \]

\[ - 2B \langle R^{-1} H(x^* - \hat{v}_k), H(\hat{v}_k - v^{(k)}) \rangle \]

(34)

Define
\[ e = \frac{\hat{v}_k - v^{(k-1)}}{\| \hat{v}_k - v^{(k-1)} \|}, \quad e' = \frac{\hat{v}_k - v^{(k)}}{\| \hat{v}_k - v^{(k)} \|}. \]

(35)

Using these definitions and applying Cauchy-Schwartz inequality to the last term in (34), we have
\[ \| \hat{v}_k - v^{(k)} \| \leq 2 | \langle e, e' \rangle - B \langle R^{-1} H e, H e' \rangle | \| \hat{v}_k - v^{(k-1)} \| \]

\[ + 2B \sigma_{\max}(H^\top R^{-1} H) \| x^* - \hat{v}_k \|, \]

(36)

where \( \sigma_{\max}(\cdot) \) is the maximum eigenvalue of the ensuing matrix.

For \( k = 1, \ldots, K \), let \( u^{(k)}_Q \triangleq [u^{(k)}]_h \) and \( v^{(k)}_Q \triangleq g_k(u^{(k)}_Q) \) and define
\[ e_Q = \frac{\hat{v}_k - v^{(k-1)}_Q}{\| \hat{v}_k - v^{(k-1)}_Q \|}, \quad e'_Q = \frac{\hat{v}_k - v^{(k)}_Q}{\| \hat{v}_k - v^{(k)}_Q \|}. \]

(37)
Note that since \( \|e'_Q\| = \|e'\| = 1 \), it follows that
\[
\|e'_Q - e'\|^2 = 2(1 - \langle e'_Q, e' \rangle).
\] (38)

Let
\[
\zeta^{(k)} := v^{(k)} - v_Q^{(k)}.
\] (39)

By assumption, \( g_k \) is \( L_k \) Lipschitz. Therefore, \( \|\zeta^{(k)}\| \leq L_k \|u^{(k)}\|\_b - u_Q^{(k)}\| \leq L_k 2^{-b} \sqrt{n_k} \). Note that using this definition,
\[
1 - \langle e'_Q, e' \rangle = 1 - \langle \hat{\nu}_k - v^{(k)} \mid \hat{\nu}_k - v_Q^{(k)} \rangle - \langle \hat{\nu}_k - v^{(k)} + \zeta^{(k)} \mid \hat{\nu}_k - v_Q^{(k)} \rangle
= 1 - \langle \hat{\nu}_k - v^{(k)} \mid \hat{\nu}_k - v_Q^{(k)} \rangle - \langle \zeta^{(k)} \mid \hat{\nu}_k - v_Q^{(k)} \rangle
= 1 - \frac{\|\hat{\nu}_k - v^{(k)}\|}{\|\hat{\nu}_k - v_Q^{(k)}\|} - \frac{\|\zeta^{(k)}\|}{\|\hat{\nu}_k - v_Q^{(k)}\|}.
\] (40)

Therefore, using Cauchy-Schwartz and triangle inequalities, it follows that
\[
1 - \langle e'_Q, e' \rangle \leq 1 - \frac{\|\hat{\nu}_k - v^{(k)}\|}{\|\hat{\nu}_k - v_Q^{(k)}\|} + \frac{\|\zeta^{(k)}\|}{\|\hat{\nu}_k - v_Q^{(k)}\|}.
\] (41)

But \( \|\hat{\nu}_k - v_Q^{(k)}\| - \|\zeta^{(k)}\| \leq \|\hat{\nu}_k - v^{(k)}\| \leq \|\hat{\nu}_k - v_Q^{(k)}\| + \|\zeta^{(k)}\| \). Therefore,
\[
1 - \langle e'_Q, e' \rangle \leq \|\zeta^{(k)}\| \left( \frac{1}{\|\hat{\nu}_k - v^{(k)}\|} + \frac{1}{\|\hat{\nu}_k - v_Q^{(k)}\|} \right),
\] (42)

and similarly, \( 1 - \langle e_Q, e \rangle \leq \|\zeta^{(k-1)}\| \left( \frac{1}{\|\hat{\nu}_k - v^{(k-1)}\|} + \frac{1}{\|\hat{\nu}_k - v_Q^{(k-1)}\|} \right) \). As argued earlier, \( \zeta^{(k)} \leq L_k 2^{-b} \sqrt{n_k} \) and \( \zeta^{(k-1)} \leq L_k 2^{-b} \sqrt{n_k} \). Moreover, by assumption, \( \|\hat{\nu}_k - v^{(k)}\| \geq \sqrt{n_k B} \delta_k \). Using the triangle inequality, \( \|\hat{\nu}_k - v_Q^{(k)}\| \geq \sqrt{n_k B} \delta_k \). Therefore, \( 1 - \langle e'_Q, e' \rangle \leq \gamma_k(1 + \frac{1}{\gamma_k}) \), and
\[
\|e'_Q - e'\| \leq (\gamma_k(1 + \frac{1}{\gamma_k}))^{\frac{1}{2}}.
\] (43)

Similarly, by assumption, \( \|\hat{\nu}_k - v^{(k-1)}\| \geq \sqrt{n_k B} \delta_k \). Therefore, following similar steps, we have
\[
\|e_Q - e\| \leq (\gamma_k(1 + \frac{1}{\gamma_k}))^{\frac{1}{2}}.
\] (44)
On the other hand,

\[
\langle e, e' \rangle - B\langle R^{-1}He, He' \rangle
\]

\[
= \langle (e - e_Q + e_Q), e' \rangle - B\langle R^{-1}H(e - e_Q + e_Q), He' \rangle
\]

\[
= \langle e - e_Q, e' \rangle - B\langle R^{-1}H(e - e_Q), He' \rangle + \langle e_Q, e' \rangle - B\langle R^{-1}He_Q, He' \rangle
\]

\[
= \langle e - e_Q, e' \rangle - B\langle R^{-1}H(e - e_Q), He' \rangle + \langle e_Q, e' - e_Q' \rangle
\]

\[-B\langle R^{-1}He_Q, H(e' - e_Q') \rangle + \langle e_Q, e' \rangle - B\langle R^{-1}He_Q, He' \rangle.\]

Therefore, applying the Cauchy-Schwartz inequality, we have

\[
\left| \langle e, e' \rangle - B\langle R^{-1}He, He' \rangle - \langle e_Q, e' \rangle + B\langle R^{-1}He_Q, He' \rangle \right|
\]

\[
\leq (1 + 2B\sigma_{\max}(H^TXR^{-1}H))(\|e - e_Q\| + \|e' - e_Q'\|).\]

Next we bound \(\langle e_Q, e_Q' \rangle - B\langle R^{-1}He_Q, He_Q' \rangle\). Recall that \(R = \text{diag}(R_1, \ldots, R_B)\) and \(H = [D_1, \ldots, D_B]\), where \(D_j\) is an \(n \times n\) diagonal matrix. Moreover, dividing \(e_Q, e_Q' \in \mathbb{R}^{nB}\) into \(B\) blocks of length \(n\), we can write \(e_Q = [(e_{Q,1}^T, \ldots, (e_{Q,B})^T)^T\) and \(e_Q' = [(e_{Q,1}')^T, \ldots, (e_{Q,B}')^T)^T\). Therefore, using this notation, we have

\[
\langle e_Q, e_Q' \rangle - B\langle R^{-1}He_Q, He_Q' \rangle
\]

\[
= \sum_{i=1}^{n} \left( \sum_{b=1}^{B} e_{Q,b}e_{Q,b}' \right) - B \sum_{b_1=1}^{B} D_{b_1}e_{Q,b_1} \sum_{b_2=1}^{B} D_{b_2}e_{Q,b_2}'
\]

\[
= \sum_{i=1}^{n} X_i,
\]

where for \(i = 1, \ldots, n\), random variable \(X_i\) is defined as

\[
X_i \triangleq \sum_{b=1}^{B} e_{Q,b}e_{Q,b}' - B \sum_{b_1=1}^{B} D_{b_1}e_{Q,b_1} \sum_{b_2=1}^{B} D_{b_2}e_{Q,b_2}'.
\]

We next prove that \(\{X_i\}\) are a sequence of independent zero-mean and bounded random variables. First, since \(D_{b_1}, (b, i) \in \{1, \ldots, B\} \times \{1, \ldots, n\}\), are i.i.d.~\(N(0, 1)\), it is straightforward to observe that \(X_1, \ldots, X_n\) are independent random variables, as each one only depends on a disjoint subset of them. Furthermore, since \(D_{b_1}\) and \(D_{b_2}\) are independent and have symmetric distributions, for \(b_1 \neq b_2\),

\[
E \left[ \frac{D_{b_1}D_{b_2}}{R_i} \right] = 0.
\]

But,

\[
E [X_i] = \sum_{b=1}^{B} e_{Q,b}e_{Q,b}' - B \sum_{b_1=1}^{B} \sum_{b_2=1}^{B} E \left[ \frac{D_{b_1}D_{b_2}}{R_i} \right] e_{Q,b_1}e_{Q,b_2}'.
\]
Therefore, using (50), it follows that

$$E[X_i] = \sum_{b=1}^{B} e_{Q,bi}e'_{Q,bi} - B \sum_{b=1}^{B} E \left[ \frac{D_{bi}^2}{R_i} \right] e_{Q,b1}e'_{Q,b2i}.$$  \hfill (52)

On the other hand, \(\sum_{b=1}^{B} E \left[ \frac{D_{bi}^2}{R_i} \right] = 1\), and given the symmetry of the problem, \(E \left[ \frac{D_{bi}^2}{R_i} \right] = \ldots = E \left[ \frac{D_{bi}^2}{R_i} \right]\). Therefore, \(E \left[ \frac{D_{bi}^2}{R_i} \right] = \frac{1}{B}\), for all \(b\), which shows that \(E[X_i] = 0\), as claimed. Finally, we show the boundedness of \(X_i\). By the Cauchy-Schwartz inequality,

$$|X_i - \sum_{b=1}^{B} e_{Q,bi}e'_{Q,bi}| = \frac{B}{R_i} \sum_{b_1=1}^{B} D_{b_1}e_{Q,b1} \sum_{b_2=1}^{B} D_{b_2}e'_{Q,b2i}$$

$$\leq \frac{B}{R_i} \sum_{b=1}^{B} D_{bi}^2 \left( \sum_{b=1}^{B} (e_{Q,bi})^2 \right)^{\frac{1}{2}} \left( \sum_{b=1}^{B} (e'_{Q,bi})^2 \right)^{\frac{1}{2}}$$

$$= B \left( \sum_{b=1}^{B} (e_{Q,bi})^2 \right)^{\frac{1}{2}} \left( \sum_{b=1}^{B} (e'_{Q,bi})^2 \right)^{\frac{1}{2}}.$$  \hfill (53)

Therefore, given \(e_{Q}\) and \(e'_{Q}\), using the Hoeffding’s inequality, it follows that

$$\Pr\left( \sum_{i=1}^{n} \left( E[X_i] - X_i \right) \geq \lambda \right) \leq \exp\left( -\frac{2\lambda^2}{4B^2 \sum_{b=1}^{B} (e_{Q,bi})^2 \sum_{b=1}^{B} (e'_{Q,bi})^2} \right).$$  \hfill (54)

Define the set of normalized quantized error vectors as

$$\mathcal{F}_{Q,k} \triangleq \left\{ \frac{\tilde{v}_k - g_k([u]_b)}{||\tilde{v}_k - g_k([u]_b)||} : u \in U^m, \frac{1}{nB} \|\tilde{v}_k - g_k([u]_b)\| \geq \delta_k \right\}$$  \hfill (55)

Then, given \(\lambda > 0\), define event \(\mathcal{E}\) as

$$\mathcal{E} \triangleq \left\{ \langle e_{Q}, e'_{Q} \rangle - B(H e_{Q}, R^{-1} H e'_{Q}) \leq \lambda, \forall (e_{Q}, e'_{Q}) \in \mathcal{F}_{Q,k}^2 \right\}. \hfill (56)$$

Consider

$$e_{Q} = \frac{\tilde{v}_k - g_k([u]_b)}{\|\tilde{v}_k - g_k([u]_b)||},$$

where \(\|\tilde{v}_k - g_k([u]_b)|| \geq \delta_k \sqrt{nB}\). By the triangle inequality, \(\|\tilde{v}_k - g_k([u]_b)|| \geq \|\tilde{v}_k - g_k([u]_b)|| - \|g_k([u]_b) - g_k([u]_b)||\).

But, \(\|g_k([u]_b) - g_k([u]_b)|| \leq L_k 2^{-b} \sqrt{\gamma_k}\). Therefore, combining the two bounds, it follows that

$$\|\tilde{v}_k - g_k([u]_b)|| \geq \delta_k \sqrt{nB} - L_k 2^{-b} \sqrt{\gamma_k}.$$  

Therefore,

$$\|e_{Q}\|_{\infty} \leq \frac{\rho}{\delta_k \sqrt{nB} - L_k 2^{-b} \sqrt{\gamma_k}} = \frac{\rho}{\delta_k \sqrt{nB}(1 - \gamma_k)},$$

where \(\gamma_k\) is defined in (28). As a result

$$\sum_{i=1}^{n} \sum_{b=1}^{B} (e_{Q,bi})^2 \sum_{b=1}^{B} (e'_{Q,bi})^2 \leq \frac{\rho^4}{n\delta_k^4(1 - \gamma_k)^2}. \hfill (57)$$
Therefore, (53) can be further upper bounded as follows:

\[
\Pr\left(\sum_{i=1}^{n}(E[X_i] - X_i) \geq \lambda\right) \leq \exp\left(-\frac{2\lambda^2n\delta_k^4(1 - \gamma_k)^4}{4B^2\rho^4}\right).
\]

(58)

Hence, by the union bound,

\[
\Pr(\mathcal{E}^c) \leq |\mathcal{U_Q}|^{2n_k} \exp\left(-\frac{2\lambda^2n\delta_k^4(1 - \gamma_k)^4}{4B^2\rho^4}\right),
\]

(59)

where \(\mathcal{U_Q} \triangleq \{[u]_b : u \in \mathcal{U}\}\).

Finally, we bound \(\sigma_{\max}(H^\top R^{-1}H)\). Consider \(x \in \mathbb{R}^{n^B}\) and let \(x = [x_1^\top, \ldots, x_B^\top]^\top\), where \(x_b \in \mathbb{R}^n\). First, note that since \(H = [D_1, \ldots, D_B]\), \(Hx = \sum_{b=1}^{B} D_b x_b \) and \(R^{-1}Hx = \sum_{b=1}^{B} R^{-1}D_b x_b\). Let \(q = R^{-1}Hx\). Then, \(z \in \mathbb{R}^n\) and

\[
q_i = \frac{\sum_{b=1}^{B} D_{bi} x_{bi}^a}{\sum_{b=1}^{B} D_{bi}^2}.
\]

Let \(q' = H^\top R^{-1}H x = H^\top q\). Assume that \(q' = [(q_1')^\top, \ldots, (q_B')^\top]^\top\), where \(q'_b \in \mathbb{R}^n\). Then,

\[
q'_b = \frac{D_{bi} \sum_{b'=1}^{B} D_{bi} x_{b'i}}{\sum_{b'=1}^{B} D_{b'i}^2},
\]

Therefore,

\[
\|H^\top R^{-1}H x\|^2 = \|q'\|^2 = \sum_{i=1}^{n} \sum_{b=1}^{B} \frac{D_{bi}^2 \sum_{b'=1}^{B} D_{b'i}^2 (\sum_{b'=1}^{B} D_{b'i} x_{b'i})^2}{(\sum_{b'=1}^{B} D_{b'i}^2)^2} \leq \sum_{i=1}^{n} \sum_{b'=1}^{B} \frac{D_{b'i}^2 \sum_{b'=1}^{B} D_{b'i}^2 (\sum_{b'=1}^{B} D_{b'i} x_{b'i})^2}{\sum_{b'=1}^{B} D_{b'i}^2} \leq \sum_{i=1}^{n} \sum_{b'=1}^{B} x_{b'i}^2 = \|x\|^2,
\]

(60)

where (a) follows from Cauchy-Schwarz inequality. Therefore, \(\sigma_{\max}(H^\top R^{-1}H) \leq 1\).

Combining (36), (47) and \(\sigma_{\max}(H^\top R^{-1}H) \leq 1\), conditioned on \(\mathcal{E}\), it follows that

\[
\frac{1}{\sqrt{nB}} \|\tilde{v}_k - v^{(k)}\| \leq 2\lambda + (1 + 2B)(\|e - e_Q\| + \|e' - e'_Q\|) \|\tilde{v}_k - v^{(k-1)}\|
\]

\[
+ 2B\|x^* - \tilde{v}_k\|
\]

\[
\leq \frac{2}{\sqrt{nB}} \lambda \|\tilde{v}_k - v^{(k-1)}\| + 2B\delta_k,
\]

where the last line follows from (43) and (44) and \(\alpha_k\) is defined in (29). Finally, note that by the triangle inequality,

\[
\|\tilde{v}_k - v^{(k-1)}\| \leq \|\tilde{v}_{k-1} - v^{(k-1)}\| + \|\tilde{v}_k - \tilde{v}_{k-1}\|
\]

\[
\leq \|\tilde{v}_{k-1} - v^{(k-1)}\| + \|\tilde{v}_k - x^*\| + \|\tilde{v}_{k-1} - v\|
\]

\[
\leq \|\tilde{v}_{k-1} - v^{(k-1)}\| + \sqrt{nB}(\delta_k + \delta_{k-1}),
\]

(61)
where the last line follows from our assumption that \( g_{k-1} \) and \( g_k \) cover \( Q \) with distortion \( \delta_{k-1} \) and \( \delta_k \), respectively. Combining this with (61) yields the desired result.

As mentioned earlier, the main result follows directly from Theorem 2 as follows.

**Proof of Theorem 2** In Theorem 2, set quantization at iteration \( k \) as \( b_k = \lceil (1 - \zeta) \log \frac{1}{\delta_k} \rceil \). Then, \( \gamma_k \) and \( \alpha_k \) defined in (28) and (29), respectively, can be bounded as

\[
\gamma_k \leq L_k \delta_k \sqrt{\frac{n_k}{n B}},
\]

Moreover, \( |U_Q| \leq 2^{2b} \leq 2^{(1 - \zeta) \log \frac{1}{\delta_k} + 1} \), and therefore,

\[
\sum_{i=0}^{r-1} |U_Q^{(k)}|^{2n_k} \exp\left(-\frac{2\lambda^2 n \delta_k^4 (1 - \gamma_k)^4}{4B^2 \rho^4}\right) \\
\leq \exp\left(-\frac{2\lambda^2 n \delta_k^4 (1 - \gamma_k)^4}{4B^2 \rho^4} + 2 \ln 2((1 - \zeta) \log \frac{1}{\delta_k} + 1)n_k\right).
\]

VIII. CONCLUSIONS

We proposed GAP-net, a deep unfolding technique for snapshot compressive imaging. GAP-net is a unified framework that leads to state-of-the-art performance on both video and spectral SCI with theoretical convergence guarantees. It can reconstruct more than 60 data cubes per second for both systems with a spatial size of \( 256 \times 256 \).

The demonstrated excellent real data results and fast reconstruction speed suggest that GAP-net can be embedded into real SCI cameras to provide end-to-end real-time capture and reconstruction, and is thus ready to be widely used in practical applications. Currently we are developing energy-efficient networks for SCI cameras to be deployed on robots and self-driving vehicles enabling them to capture rich information.
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