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Abstract

In this paper, we introduce a new notion of convergence for the Laplace eigenfunctions in the semiclassical limit, the local weak convergence. This allows us to give a rigorous statement of Berry’s random wave conjecture. Using recent results of Bourgain, Buckley and Wigman, we will prove that some deterministic families of eigenfunctions on $\mathbb{T}^2$ satisfy the conclusions of the random wave conjecture. We also show that on an arbitrary domain, a sequence of Laplace eigenfunctions always admits local weak limits. We explain why these local weak limits can be a powerful tool to study the asymptotic number of nodal domains.

1 Introduction

In his seminal paper [10], Berry suggested that high-frequency eigenfunctions of the Laplacian in geometries where the classical dynamics is sufficiently chaotic (for instance, negatively curved manifolds) should behave like random combinations of plane waves. This heuristics, known as the random wave model (RWM), has led to many conjectures concerning the $L^p$ norms, semiclassical measures or nodal domains of chaotic eigenfunctions. Several of these conjectures have been checked numerically ([24], [4], [5], [7]) or experimentally ([35], [25], [26]). However, it is not clear how Berry’s general idea should be formulated in a rigorous way: saying that a sequence of deterministic objects behave asymptotically in a random way can be interpreted in different ways. The reader can for instance refer to [33], [39] and [32] for different mathematical perspectives on Berry’s conjecture.

In this paper, we introduce another interpretation of Berry’s random waves conjecture by associating to a sequence of Laplace eigenfunctions a sequence of measures on an abstract Polish space, which we call local measures. We show that we may always extract a subsequence of local measures which will converge. The limit, which we name a local weak limit of the sequence of eigenfunctions, is a measure on the space

$$FP := \{ f \in C^\infty(\mathbb{R}^d; \mathbb{R}) \text{ such that } -\Delta f = f \},$$

whose topology is given by the distance

$$d(f, g) := \inf\{\varepsilon > 0; \sup_{|x| < \varepsilon^{-1}} |f(x) - g(x)| < \varepsilon\}.$$ 

More precisely, let $\Omega$ be an open set in $\mathbb{R}^d$, or $\Omega = \mathbb{T}^d$, and $\phi_n$ be an orthogonal sequence of
real-valued eigenfunctions of the Dirichlet Laplacian on $\Omega$, satisfying
$$-h_n^2 \Delta \phi_n = \phi_n.$$  
For any Borel set $U \subset \Omega$ of positive Lebesgue measure, we will define in Section 2 local measures $LM_U(\phi_n)$ associated to $\phi_n$, which are Borel measures on the set $C(\mathbb{R}^d)$ equipped with the distance defined in (1.2). We will then define $\sigma_U((\phi_n)_n)$ to be the set of accumulation points of $(LM_U(\phi_n))_n$ for weak convergence. We will show that for any sequence $(\phi_n)$ of eigenfunctions, $\sigma_U((\phi_n)_n)$ is never empty, and it is supported on $FP$. 

Local measures and local weak limits are quite technical to introduce, and we defer their precise definition to the next section. However, the idea behind is rather simple. A solution to the equation $-h_n^2 \Delta \phi_n = \phi_n$, when rescaled to a ball $B(x_0, Rh_n)$, will resemble an element of $FP$. The local measure associated to $\phi_n$ will somehow “count how many times we will resemble a given element of $FP$ when varying the point $x_0$ in $U$”. The notion of local weak convergence we introduce here was inspired by local weak convergence of graphs, also known as Benjamini-Schramm convergence ([8]). 

Local weak convergence of eigenfunctions allows us to give a rigorous statement of Berry’s conjecture about Laplace eigenfunctions in chaotic billiards. We refer the reader to [15] for the definition and examples of chaotic billiards. Our approach could also be used to formulate Berry’s conjecture on manifolds whose geodesic flow is Anosov (for instance, on manifolds of negative curvature). However, on manifolds, local weak limits will in general depend on a choice of a local orthonormal frame; these issues will be pursued elsewhere. Note that, on random regular graphs, a weak version of Berry’s conjecture was proven in [6].

Random Gaussian Fields as Local Weak Limits and Berry’s conjecture

The isotropic monochromatic Gaussian random field $\Psi_{Berry}: \mathbb{R}^d \rightarrow \mathbb{R}$ is uniquely defined as the centred stationary Gaussian random field, with covariance function
$$\mathbb{E}[\Psi_{Berry}(x)\Psi_{Berry}(x')] = \int_{S^{d-1}} e^{i(x-x') \cdot \theta} d\theta.$$  
We refer the reader to [2] for more details on Gaussian random fields. 

In dimension 2, $\Psi_{Berry}$ can alternatively be defined, in polar coordinates, as
$$\Psi_{Berry}(r, \theta) = X_0 J_0(kr) + \sqrt{2} \sum_{n \geq 1} J_n(kr) [X_n \cos(n\theta) + Y_n \sin(n\theta)],$$  
where $J_n$ is the $n$-th Bessel function, and where the $(X_n)_{n \geq 0}, (Y_n)_{n \geq 1}$ are independent families of standard Gaussian variables (see [31, §4.2]). 

Almost surely, $\Psi_{Berry}$ is an element of $FP$, so that, if $A \subset FP$ is a Borel set, $\mathbb{P}(\Psi_{Berry} \in A)$ is well-defined, and
$$\mu_{Berry} : A \mapsto \mathbb{P}(\Psi_{Berry} \in A)$$  
defines a measure on $FP$.\footnote{The reason for this normalization, which we will take in all the paper, is the following: we will often take a point $x_0$ uniformly at random in $\Omega$, and we want $|\phi_n(x_0)|^2$ to have average value 1.}

\footnote{In general, it will not be equal to an element of $FP$. Indeed, if this were the case, the solution could be continued as an analytic function on all of $\mathbb{R}^d$.}
**Conjecture** (Berry’s Random Wave Conjecture). Let $\Omega \subset \mathbb{R}^d$ be a chaotic billiard, and let $(\phi_n)$ be an orthogonal sequence of real-valued eigenfunctions of the Dirichlet Laplacian in $\Omega$, satisfying $\|\phi_n\|_{L^2(\Omega)}^2 = \text{Vol}(\Omega)$. Then $\sigma_\Omega((\phi_n)_n) = \{\mu_{\text{Berry}}\}$.

An analogous statement of Berry’s conjecture on manifolds of negative curvature was given in [1].

In this paper, the authors consider the level aspect framework, which is more general than semiclassical asymptotics: they consider a sequence of manifolds, and sequences of eigenfunctions on these manifolds, whose eigenvalues lie in a fixed interval. For instance, starting from a given Riemannian manifold, we can rescale it, and recover the semiclassical asymptotics; but we could also consider sequences of hyperbolic surfaces with a topology of increasing complexity, and study the asymptotics of a sequence of eigenfunctions on these manifolds. The authors state a version of Berry’s conjecture in the level aspect, when the manifolds considered are locally symmetric, and form an expanding sequence.

Although the framework considered in [1] is rather different from ours (they mainly consider eigenfunctions on sequences of locally symmetric spaces while we consider sequences of eigenfunctions on a domain in $\mathbb{R}^d$), we insist that their Conjecture 1 is essentially the same as our version of Berry’s conjecture, and we find their point of view very interesting, and complementary to ours.

**Consequences of Berry’s conjecture**

In Section 5, we will state several consequences of our interpretation of Berry’s conjecture. If $(\phi_n)$ is a sequence of eigenfunctions such that $\sigma_\Omega((\phi_n)_n) = \{\mu_{\text{Berry}}\}$, then

- $\phi_n$ satisfies quantum unique ergodicity (see Section 5.2).

- The number of nodal domains of $\phi_n$ grows at least as $c_{NS}h_n^{-d}$, where $c_{NS}$ is the Bogomolny-Schmit constant, or Nazarov-Sodin constant, which was introduced in [11] and [30] (see section 5.3). One would expect that the number of nodal domains is actually equivalent to $c_{NS}h_n^{-d}$. We could only show it in dimension 2, for analytic domains\(^3\). We believe that local weak limits are a powerful tool to study lower bounds on the number of nodal domains of eigenfunctions, even in the situations where the limit measure is not $\mu_{\text{Berry}}$: see the discussion at the end of 5.3.

- We have $\|\phi_n\|_{L^\infty} \to +\infty$. Note that our interpretation of Berry’s conjecture gives no interesting upper bound on the $L^\infty$ norm of eigenfunctions. Indeed, we can find sequences of eigenfunctions $(\phi_n)$ satisfying our version of Berry’s conjecture, but such that $\|\phi_n\|_{L^\infty} \geq ch_n^{\frac{4}{d}}$ for some $c > 0$. In other words, our version of Berry’s conjecture does not allow us to improve the $L^\infty$ bound on eigenfunctions, as any normalized sequence of eigenfunctions $(\phi_n)$ satisfies the Hörmander bound $\|\phi_n\|_{L^\infty} \leq Ch_n^{-\frac{4d}{d-4}}$.

The reason why our version of Berry’s conjecture gives no interesting upper (or lower) bound on $L^\infty$ norms is that local weak limits capture how eigenfunctions look like on typical sets (i.e., on sets of large measure). But the places where the eigenfunctions are very large are not typical at all, so they disappear in the limit.

---

\(^3\) Actually, what we really need is that the upper bound in Yau’s conjecture on the length of the nodal set holds. This is known for analytic manifolds thanks to [15], but the conjecture is still open on smooth surfaces, in spite of the progresses made in [17], and more recently in [28].
Other interpretations of Berry’s conjecture led to upper bounds on \( \|\phi_n\|_{L^\infty} \) which were logarithmic in \( h_n \) (see for instance [32, §4] and the references therein). However, we know since [33] that on some compact hyperbolic manifolds of dimension 3, \( \|\phi_n\|_{L^\infty} \) can grow polynomially with \( h_n \). This has led the authors of [33] to say that the eigenfunctions on such manifolds did not satisfy Berry’s conjecture; one could hence think that Berry’s conjecture should only hold on generic manifolds of negative curvature. However, since our interpretation of Berry’s conjecture does not contradict the results of [33], we believe it should hold on any manifold of negative curvature (or, more generally, on manifolds whose geodesic flow is Anosov), and in chaotic billiards (in the sense of [15]).

### Random wave model for deterministic toral eigenfunctions

The methods introduced by Bourgain, Buckley and Wigman in [13] and [14] (see also [34]) to study the number of nodal domains allow to prove that certain deterministic families of eigenfunctions on \( T^2 \) satisfy the conclusion of Berry’s conjecture (although no chaotic dynamics is present here). On \( T^2 = \mathbb{R}^2 / \mathbb{Z}^2 \), the eigenvalues of the Laplacian are the numbers \( (4\pi^2 E_n)_{n \in \mathbb{N}} \), where \( E_n \) is the increasing sequence of numbers such that

\[
E_n := \{ \xi \in \mathbb{Z}^2 ; |\xi|^2 = E_n \}
\]

is non-empty. For such an \( E_n \), a very specific associated eigenfunction is given by

\[
\varphi_n(x) := \frac{1}{|E_n|^{1/2}} \sum_{\xi \in E_n} e^{2\pi i x \cdot \xi}.
\]

**Theorem 1.** There exists a density 1 sequence \( n_j \) such that we have

\[
\sigma_{T^2}((\varphi_{n_j})) = \{\mu_{Berry}\}.
\]

Actually, this theorem holds for eigenfunctions which are much more general than (1.3). The precise assumptions we need are given in Hypothesis 1 in Section 4. Note that the methods of [13] and [14] are only valid in dimension 2, and we don’t know if the statement remains true in higher dimensions.

### Organisation of the paper

In Section 2 we give the definition of local measures and local weak limits of eigenfunctions. We prove that a sequence of local measures of eigenfunctions always has a subsequence which converges to a local weak limit. We then give some elementary examples of computations of local weak limits. In Section 3, we give some criteria to identify the local weak limits of a sequence of eigenfunctions. In Section 4, we prove a more precise version of Theorem 1. In Section 5, we explain several consequences of our interpretation of Berry’s conjecture. Finally, in Appendix A, we recall the functional analytic properties of the spaces of functions we use in our constructions, based on distances similar to the one in (1.2).
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## 2 Construction of local weak limits

In this section, we will use the notations and results of Appendix [A]. In particular, for \( k \in \mathbb{N} \), \( \mathcal{H}^k \) is the space of \( C^k \) functions equipped with a "local" distance similar to the one introduced in [1,2], \( \mathcal{M}^k \) is the space of finite signed measures on \( \mathcal{H}^k \), and \( C_b(\mathcal{H}^k) \) is the space of bounded real-valued continuous functions on the metric space \( \mathcal{H}^k \).

### 2.1 Construction of local measures

In the sequel, we will fix \( \Omega \subset \mathbb{R}^d \) a bounded open set, and we consider a sequence \( \phi_n \in C^\infty(\Omega; \mathbb{R}) \), and a sequence \( h_n > 0 \) going to zero.

We will always suppose that we have, for some \( K \in \mathbb{N} \)

\[
(2.1) \quad \|\phi_n\|_{H^K} \leq C_K h_n^{-K}.
\]

In particular, we will often consider the special case where \( \|\phi_n\|^2_{L^2} = \text{Vol}(\Omega) \), and

\[
(2.2) \quad \begin{cases} -h_n^2 \Delta \phi_n = \phi_n \\ \phi_n|_{\partial \Omega} = 0, \end{cases}
\]

which satisfies (2.1) for all \( K \in \mathbb{N} \).

Let us fix \( \chi \in C^\infty_c((0, \infty); [0, 1]) \) a decreasing function taking value one in a neighbourhood of the origin and vanishing outside \([0, 1]\).

**Definition 2.1.** If \( x_0 \in \Omega \) and \( n \in \mathbb{N} \), we define a function \( \tilde{\phi}_{x_0,n} \in C^\infty_c(\mathbb{R}^d) \) by

\[
\tilde{\phi}_{x_0,n}(y) := \phi_n(x_0 + h_n y) \chi\left(\frac{h_n |y|}{d(x_0, \partial \Omega)}\right).
\]

**Remark 1.** All the constructions and all the proofs of this section also work when \( (\phi_n) \) is a sequence of functions on \( \mathbb{T}^d \) satisfying (2.1), and hence, for eigenfunctions on the torus, by defining the functions \( \tilde{\phi}_{x_0,n} \in C^\infty_c(\mathbb{R}^d) \) by

\[
\tilde{\phi}_{x_0,n}(y) := \phi_n(x_0 + h_n y) \chi(h_n |y|).
\]

The proof of Lemma 1 is slightly simpler in this case, since we don’t have to take the boundary of \( \Omega \) into account.

For each \( k \in \mathbb{N}, n \in \mathbb{N} \), for each \( x_0 \in \Omega \), we have \( \tilde{\phi}_{x_0,n} \in \mathcal{H}^k \), so that we may define \( \delta_{\tilde{\phi}_{x_0,n}} \in \mathcal{M}^k \).

For each \( n \in \mathbb{N}, k \in \mathbb{N} \) and each Borel set of positive Lebesgue measure \( U \subset \Omega \), we then define the \( \mathcal{H}^k \)-local measure of \( \phi_n \) on \( U \) as

\[
LM_{k,U}(\phi_n) := \frac{1}{\text{Vol}(U)} \int_U dx_0 \delta_{\tilde{\phi}_{x_0,n}}.
\]

This defines a probability measure in \( \mathcal{M}^k \).

Taking \( \iota_k \) as in (A.1), we also define \( LM_{k,U}(\phi_n) \in \left(C_b(FP)\right)^* \) by

\[
\forall F \in C_b(FP), \quad \langle LM_{k,U}(\phi_n), F \rangle = \langle LM_{k,U}(\phi_n), \iota_k F \rangle.
\]
2.2 Definition and properties of local weak limits

**Lemma 1.** Let $\Omega \subset \mathbb{R}^d$ be a smooth bounded open set, and let $k \in \mathbb{N}$. Let $K_0 = K_0(k, d)$ be the smallest integer such that $H^{K_0}(\mathbb{R}^d)$ can be continuously embedded in $C^{k+1}(\mathbb{R}^d)$.

Suppose that $(\phi_n)$ and $(h_n)$ satisfy (2.1) for some $K \geq K_0$. Then the sequence $(LM_{k,U}(\phi_n))_n$ is tight in $\mathcal{M}^k$, i.e., $\forall \varepsilon > 0$, there exists a compact set $K_\varepsilon \subset \mathcal{H}^k$ such that $LM_{k,U}(\phi_n)(\mathcal{H}^k \setminus K_\varepsilon) < \varepsilon$ for all $n \in \mathbb{N}$.

*Proof.* Let $\varepsilon > 0$, and let us write $\Omega_\varepsilon := \{x \in \Omega; d(x, \partial \Omega) > \varepsilon\}$. We have $\text{Vol}(\Omega \setminus \Omega_\varepsilon) = o_{\varepsilon \to 0}(1)$.

Recalling that $h_n$ goes to zero, and is hence bounded, for any multiindex $\beta \in \mathbb{N}^d$ and any $\varepsilon > 0$, we may find $C_{\beta,\varepsilon}$ such that for all $x \in \Omega_\varepsilon$, all $y \in \mathbb{R}^d$ and all $n \in \mathbb{N}$, we have

\[
D_y^\beta \left[ \chi \left( \frac{h_n|y|}{d(x, \partial \Omega)} \right) \right] \leq C_{\beta,\varepsilon}.
\]

We deduce that for any $\ell > 0$,

\[
\int_{\Omega_\varepsilon} dx \|\tilde{\phi}_{x,n}\|_{H^k(B(0,\ell))}^2 = \sum_{|\alpha| \leq K} \int_{\Omega_\varepsilon} \int_{B(0,\ell)} \left| D_y^\alpha \left[ \chi \left( \frac{h_n|y|}{d(x, \partial \Omega)} \right) \phi_n(x + h_ny) \right] \right|^2 dy dx
\]

\[
\leq C_{\varepsilon,K} \sum_{|\beta| \leq K} \int_{\Omega_\varepsilon} \int_{B(0,\ell)} h_n^{2|\beta|} \left| (D^\beta \phi_n) (x + h_ny) \right|^2 dy dx \quad \text{thanks to (2.4)}
\]

\[
\leq C_{\varepsilon} \text{Vol}(B(0,\ell)) \sum_{|\beta| \leq K} h_n^{2|\beta|} \int_{\Omega} |D^\beta \phi_n(z)|^2 dz
\]

\[
\leq C_{\varepsilon} \ell^d,
\]

thanks to (2.1). To go from the second line to the third, we used Fubini’s theorem, and a change of variables.

Using the assumption we made on $K$, we deduce that for any $\ell > 0$, $\varepsilon > 0$, we may find $C(\ell, \varepsilon)$ such that, for all $n \in \mathbb{N}$, we have

\[
\int_{\Omega_\varepsilon} dx \|\tilde{\phi}_{x,n}\|_{C^{k+1}(B(0,\ell))}^2 \leq C(\ell, \varepsilon).
\]

Set $a_\varepsilon(\ell) := (\varepsilon^{-1} 2^d C(\ell, \varepsilon))^{1/2}$. By Markov’s inequality, we deduce that for all $n, \ell \in \mathbb{N}$, there exists $V_\varepsilon(n, \ell) \subset \Omega_\varepsilon$ with $\text{Vol}(V_\varepsilon(n, \ell)) < 2^{1-\varepsilon} \varepsilon$ for all $x \in \Omega_\varepsilon \setminus V_\varepsilon(n, \ell)$, we have

\[
\|\tilde{\phi}_{x,n}\|_{C^{k+1}(B(0,\ell))} \leq a_\varepsilon(\ell).
\]

In particular, if we write $a_\varepsilon = (a_\varepsilon(\ell))_\varepsilon$, then for each $\varepsilon > 0$ and each $n \in \mathbb{N}$, we have

\[
\text{Vol}(\{x \in \Omega \text{ such that } \tilde{\phi}_{x,n} \notin \mathcal{H}^{k+1}(a_\varepsilon)\}) \leq \text{Vol}(\Omega \setminus \Omega_\varepsilon) + \sum_{\ell} 2^{1-\ell} \varepsilon \leq \text{Vol}(\Omega \setminus \Omega_\varepsilon) + 4\varepsilon.
\]

Therefore, we have, for each $n \in \mathbb{N}$ and each $\varepsilon > 0$ that

\[
LM_{k,U}(\phi_n)(\mathcal{H}^k \setminus \mathcal{H}^{k+1}(a)) < 4\varepsilon + \text{Vol}(\Omega \setminus \Omega_\varepsilon).
\]

The statement then follows from Lemma 12. \hfill \Box
As a consequence of Lemma 1 and of Prokhorov’s theorem, we have

**Corollary 1.** Let \((\phi_n)\) satisfy (2.1). Let \(k \in \mathbb{N}, U \subset \Omega\) be a Borel set of positive Lebesgue measure. There exists a subsequence \(n_j\) and a probability measure \(\mu \in \mathcal{M}^k\) such that \(LM_{k,U}(\phi_{n_j}) \xrightarrow{\ast} \mu\), i.e., for all \(F \in \mathcal{C}_b(\mathcal{H}^k)\), we have

\[
\lim_{n \to \infty} \langle LM_{k,U}(\phi_{n_j}), F \rangle = \langle \mu, F \rangle.
\]

In particular, there exists \(\nu \in (\mathcal{C}_b(FP))^*\) such that for all \(F \in \mathcal{C}_b(FP)\), we have

\[
\lim_{n \to \infty} \langle LM_{k,U}^{\ast k}(\phi_{n_j}), F \rangle = \langle \nu, F \rangle = \langle \mu, \iota_k F \rangle.
\]

**Definition 2.2.** We will denote by \(\sigma_{k,U}(\phi_n)\) the set of accumulation points of \(LM_{k,U}(\phi_n)\) for the weak-* topology, and by \(\sigma_{k,U}^{\ast k}(\phi_n)\) the set of accumulation points of \(LM_{k,U}^{\ast k}(\phi_n)\) for the weak-* topology.

From now on, we will only consider the case when \((\phi_n)\) satisfies (2.2). We shall see in Corollary 2 below that \(\sigma_{k,U}^{\ast k}(\phi_n) \subset \mathcal{M}\), and that this set does not depend on \(k\) and on \(\iota_k\). First of all we will show that local weak limits of eigenfunctions are always supported on \(FP\).

**Lemma 2.** Let \((\phi_n)\) satisfy (2.2). Let \(U \subset \Omega, k \in \mathbb{N}\) and let \(\mu \in \sigma_{k,U}(\phi_n)\). Then \(\mu\) is supported on \(FP\).

**Proof.** Since \((\phi_n)\) satisfies (2.2), we have we have

\[
\|(-\Delta - 1)\tilde{\phi}_{n,x_0}\|_{C^k(B(0,r))} \leq C (r, d(x_0, \partial \Omega)) h_n \|\tilde{\phi}_{n,x_0}\|_{C^{k+1}(B(0,r))}.
\]

Thanks to (2.6), we deduce that, for any \(\epsilon > 0\), we can find \(C_\epsilon\) such that

\[
\operatorname{Vol}(\{x_0 \in \Omega \text{ such that } d_k((-\Delta - 1)\tilde{\phi}_{n,x_0}, 0) \geq C_\epsilon h_n\}) \leq \epsilon.
\]

Let \(A\) be a Borel set which does not intersect \(FP\). By Ulam’s Theorem ([19, Theorem 7.1.4]), any measure on a Polish space is regular, so that

\[
\mu(A) = \sup\{\mu(K); K \text{ compact }, K \subset A\}.
\]

Let us take a set \(K \subset A\), compact for the \(\mathcal{H}^k\) topology. For each \(v \in K\), we have \(d_{k-2}(v, -\Delta v) > 0\). \(v \mapsto d_{k-2}(v, -\Delta v)\) is continuous for the \(\mathcal{H}^k\) topology, so by compactness, we may find \(c > 0\) such that for all \(v \in K\), we have \(d_{k-2}(v, -\Delta v) \geq c\).

Suppose that \(x_0 \in \Omega\) is such that \(d_{k-2}((-\Delta - 1)\tilde{\phi}_{n,x_0}, 0) \leq \frac{\epsilon}{3}\). Then we have for any \(v \in K\)

\[
d_k(\tilde{\phi}_{x_0,n}, v) \geq d_{k-2}(-\Delta \tilde{\phi}_{x_0,n}, -\Delta v) \geq d_{k-2}(\tilde{\phi}_{x_0,n}, -\Delta v) - \frac{c}{3}.
\]

Therefore, we must have \(d_k(\tilde{\phi}_{x_0,n}, v) \geq \frac{\epsilon}{3}\), so that \(d_k(\tilde{\phi}_{x_0,n}, K) \geq \frac{\epsilon}{3}\). Thus, we have just shown that for any \(x_0 \in \Omega\),

\[
\left[ d_{k-2}((-\Delta - 1)\tilde{\phi}_{n,x_0}, 0) \leq \frac{c}{3} \right] \implies d_k(\tilde{\phi}_{x_0,n}, K) \geq \frac{c}{3}.
\]

In particular,

\[
\operatorname{Vol}\left(\{x_0 \in \Omega \text{ such that } d_k(\tilde{\phi}_{x_0,n}, K) \leq \frac{c}{3}\}\right) \leq \operatorname{Vol}(\{x_0 \in \Omega \text{ such that } d_k((-\Delta - 1)\tilde{\phi}_{n,x_0}, 0) \geq \frac{c}{3}\}).
\]
which goes to zero as \( n \to \infty \) thanks to (2.6).

Let \( V := \{ f \in \mathcal{H}^k; d_k(f, K) < \frac{\varepsilon}{2} \} \), which is an open set. From what precedes, we have \( \text{LM}_{k,U}(\phi_n)(V) \to 0 \). Let \( \chi : \mathcal{H}^k \to [0,1] \) be a continuous function taking value 1 on \( K \) and vanishing outside \( V \). We have \( \langle \text{LM}_{k,U}(\phi_n), \chi \rangle \to 0 \), so that \( \mu(K) \leq \langle \mu, \chi \rangle = 0 \). The result then follows from (2.7).

**Corollary 2.** Let \( (\phi_n) \) satisfy (2.2), and let \( \nu \in \sigma_{k,U}^b((\phi_n)_n) \). Then \( \nu \in \mathcal{M} \), and \( \nu \) is independent of \( k \) and \( \nu_k \). In other words, if \( F \in \mathcal{C}_b(FP) \), \( k_1, k_2 \in \mathbb{N} \) and \( \nu_{k_1}, \nu_{k_2} \) satisfy (A.1), we have that \( \langle \text{LM}_{k_1,U}^\nu, F \rangle \) converges if and only if \( \langle \text{LM}_{k_2,U}^\nu, F \rangle \) converges, and if this is the case, their limits are then equal.

**Proof.** Let \( \nu \in \sigma_{k,U}^b((\phi_n)_n) \). By Corollary 1 there exists \( \mu \in \sigma_{k,U}((\phi_n)_n) \) such that for all \( F \in \mathcal{C}(FP) \), \( \langle \nu, F \rangle = \langle \mu, \nu_k F \rangle \).

Since \( FP \) is closed, we may define a measure \( \mu \) on \( FP \) as the restriction of the measure \( \mu \). Let \( F \in \mathcal{C}_b(FP) \). We have

\[
\langle \nu, F \rangle = \int_{\mathcal{H}^k} \nu_k F d\mu \\
= \int_{FP} \nu_k F d\mu + \int_{\mathcal{H}^k \setminus FP} \nu_k F d\mu \\
= \int_{FP} F d\mu \\
= \langle \mu, F \rangle.
\]

Therefore, \( \nu = \mu \), so that \( \nu \in \mathcal{M} \) and \( \nu \) does not depend on \( \nu_k \).

Let us show that \( \nu \) does not depend on \( k \). Let \( F \in \mathcal{C}_b(FP) \), \( k_1, k_2 \in \mathbb{N} \) and \( \nu_{k_1}, \nu_{k_2} \) satisfy (A.1). Suppose that \( \langle \text{LM}_{k_1,U}^{\nu_{k_1}}, F \rangle \) converges. Suppose first that \( k_2 \geq k_1 \). Then, since \( \mathcal{C}_b(\mathcal{H}^{k_1}) \subset \mathcal{C}_b(\mathcal{H}^{k_2}) \), \( \nu_{k_1} \) can be seen as a map from \( \mathcal{C}(FP) \) to \( \mathcal{C}_b(\mathcal{H}^{k_2}) \) satisfying (A.1). Since the convergence of \( \langle \text{LM}_{k_1,U}^{\nu_{k_1}}, F \rangle \) does not depend on the choice of the map \( \nu_{k_1} : \mathcal{C}(FP) \to \mathcal{C}_b(\mathcal{H}^{k_2}) \) satisfying (A.1), we deduce that \( \langle \text{LM}_{k_2,U}^{\nu_{k_1}}, F \rangle \) converges.

Suppose now that \( k_2 \leq k_1 \). Then, since \( \mathcal{C}_b(\mathcal{H}^{k_2}) \subset \mathcal{C}_b(\mathcal{H}^{k_1}) \), \( \nu_{k_2} \) can be seen as a map from \( \mathcal{C}(FP) \) to \( \mathcal{C}_b(\mathcal{H}^{k_1}) \) satisfying (A.1). Since the convergence of \( \langle \text{LM}_{k_1,U}^{\nu_{k_2}}, F \rangle \) does not depend on the choice of the map \( \nu_{k_2} : \mathcal{C}(FP) \to \mathcal{C}_b(\mathcal{H}^{k_1}) \) satisfying (A.1), we deduce that \( \langle \text{LM}_{k_2,U}^{\nu_{k_2}}, F \rangle \) converges.

**Definition 2.3.** If the conclusions of Corollary 2 are satisfied, we will say that \( \nu \) is a local weak limit of \( (\phi_n)_n \) on \( U \), and write \( \nu \in \sigma_U((\phi_n)_n) \). If \( \sigma_U((\phi_n)_n) = \{ \nu \} \), we will say that \( \nu \) is the local weak limit of \( (\phi_n)_n \) on \( U \).

We now give examples of sequences of eigenfunctions whose local weak limits can easily be computed.

### 2.3 Two simple examples

#### A plane wave on the torus

Let \( \xi_1 = (1, 0, \ldots, 0) \in \mathbb{R}^d \). On \( \mathbb{T}^d \), consider \( \phi_n(x) := \cos(nx \cdot \xi_1) \). We have \( -\Delta \phi_n = n^2 \phi_n \), and, if \( x \in \mathbb{T}^d \) and \( y = (y_1, \ldots, y_d) \in \mathbb{R}^d \), \( |y| < 1 \), we have

\[
\phi_{x,n}(y) = \cos(n(x \cdot \xi_1 + y \cdot \xi_1)).
\]

For \( \theta \in [0, 2\pi) \), we shall write \( f_\theta(y) := \cos(\theta + y \cdot \xi_1) \).
Lemma 3. For any Borel set $U \subset \mathbb{T}^d$ of positive Lebesgue measure, we have $\sigma_U((\phi_n)_n) = \{\mu_{x_1}\}$, where

$$\mu_{x_1} := \frac{1}{2\pi} \int_0^{2\pi} \delta_{f_0} d\theta.$$ 

Proof. Let $U \subset \mathbb{T}^d$, let $k \in \mathbb{N}$ and let $F \in C_b(\mathcal{H}^k)$. We have

$$\langle LM_{k,U}, F \rangle = \frac{1}{\text{Vol}(U)} \int_U F(f_{nx_1}) dx = \frac{1}{\text{Vol}(U)} \int_U F_{x_1}(nx) dx,$$

where $F_{x_1}(x) := F(f_{x_1})$ is a continuous function of $x \in \mathbb{T}^d$. Fix $(x_2, ..., x_d) \in \mathbb{T}^{d-1}$, and write

$$U_{x_2, ..., x_d} := \{x_1: (x_1, ..., x_d) \in U\}.$$ 

By expanding $F_{x_1}(\cdot, x_2, ..., x_d)$ in Fourier modes and using Lebesgue’s lemma, it is straightforward to check that

$$\int_{U_{x_2, ..., x_d}} F_{x_1}(nx) dx_1 \rightarrow \text{Vol}(U_{x_2, ..., x_d}) \int_{\mathbb{T}^1} F_{x_1}(1) dx_1.$$

Integrating over $(x_2, ..., x_d)$, the lemma follows. \hfill \Box

Concentrating eigenfunctions

Consider $(\phi_n)_n$ a normalized sequence of eigenfunctions of the Dirichlet Laplacian in a domain $\Omega \subset \mathbb{R}^d$, which concentrates on a set of volume zero in the sense that

$$|\forall \varepsilon > 0, \exists U_{\varepsilon} \subset \Omega \text{ open}, with Vol(\Omega \setminus U_{\varepsilon}) < \varepsilon \text{ and } \lim_{n \to \infty} \int_{U_{\varepsilon}} |\phi_n|^2(x) dx = 0.\ (2.9)$$

Examples of sequences of eigenfunctions satisfying (2.9) can easily be constructed in the disk (the so called ”whispering gallery modes”): see \cite{[3] §1.3} and the references given therein.

Proposition 2.4. If $(\phi_n)_n$ satisfies (2.9), then for any Borel set $U \subset \Omega$ of positive Lebesgue measure, we have $\sigma_U((\phi_n)_n) = \{\delta_0\}$.

Proof. Let $U \subset \Omega$, let $F \in C(\mathcal{H}^0)$ and let $\varepsilon > 0$. By continuity, there exists $\eta > 0$ such that $\forall g \in \mathcal{K}, d_0(g, 0) < \eta \implies |F(g) - F(0)| < \varepsilon$.

By the assumption we made and Markov’s inequality, we have, for all $\eta_1 > 0$,\n
$$\lim_{n \to \infty} \text{Vol}(\{x \in U; |\phi_n(x)| > \eta_1\}) = 0. \ (2.10)$$

We claim that

$$\lim_{n \to \infty} \text{Vol}(\{x_0 \in U; d_0(\tilde{\phi}_n, 0) > \eta_1\}) = 0. \ (2.11)$$

Indeed, suppose for contradiction that (2.11) does not hold, and that there exists $\varepsilon_1 > 0$ such that, if we write $\mathcal{B}_n := \{x_0 \in U; d_0(\tilde{\phi}_n, 0) > \eta_1\}$, then for all $n \in \mathbb{N}$, $\text{Vol}(\mathcal{B}_n) \geq \varepsilon_1$.

Recall that, if $x_0 \in \mathcal{B}_n$, then there exists $x \in B(x_0, \eta^{-1})$ such that $|\phi_n(x_0 + h_n x)| > \eta$. By the proof of Lemma 1, we may find $C = C(\eta, \varepsilon_1)$ and a Borel set $U_{\varepsilon_1, \eta}$ such that $\text{Vol}(U \setminus U_{\varepsilon_1, \eta}) < \frac{1}{2}$, and, for all $x_0 \in U_{\varepsilon_1, \eta}$ and all $n \in \mathbb{N}$, we have $\|\tilde{\phi}_n\|_{C^1(B(0, \eta^{-1}))} < C$. 


Therefore, if \( x_0 \in B_n \cap U_{\varepsilon_1, \eta} \), then \( |\phi_n(y)| > \frac{\eta}{2} \) for all \( y \) in some ball of radius \( \frac{\eta h_n}{2C} \) contained in \( B(x_0, \frac{\eta h_n}{2}) \).

Now, since \( \text{Vol}(B_n \cap U_{\varepsilon_1, \eta}) \geq \varepsilon_1^2 \), we may find \( C' \varepsilon_1 \left( \frac{\eta h_n}{2C} \right)^d \) disjoint balls \( B(x_j, \frac{\eta h_n}{2C} \eta) \) with \( x_j \in B_n \cap U_{\varepsilon_1, \eta} \). Therefore, \( \{ y \in U; |\phi_n(x) > \frac{\eta}{2} \} \) has a volume bounded from below independently of \( n \), thus contradicting (2.10). Hence, we deduce (2.11).

Therefore, we obtain that for all \( \varepsilon > 0 \), we may find \( n_\varepsilon \in \mathbb{N} \) such that for all \( n \geq n_\varepsilon \),

\[
\text{Vol}\left( \{ x_0 \in U \text{ such that } |F(\tilde{\phi}_{x_0,n}) - F(0)| > \varepsilon \} \right) < 3\varepsilon.
\]

We deduce from this that

\[
\langle LM_{0,U}(\phi_n), F \rangle \longrightarrow F(0),
\]

which gives the result. \( \square \)

### 3 Criteria of convergence

The following lemma gives a useful criterion to determine the weak-* limit of the sequence \( LM_{k,U}(\phi_n) \). It seems classical, but we could not find a proof of it in the literature.

Recall that we say that \( \mathcal{A} \subset C_b(X) \) is a unitary sub-algebra which separates points if it is an algebra containing the constant functions, such that for all \( x_1 \neq x_2 \in X \), there exists \( a \in \mathcal{A} \) such that \( a(x_1) \neq a(x_2) \).

**Lemma 4.** Let \( X \) be a Polish space, and let \( \mathcal{K} \subset (C_b(X))^* \) be compact for the weak-* topology. Let \( \langle \mu_n \rangle \) be a sequence of elements of \( \mathcal{K} \), and suppose that all accumulation points of \( \mu_n \) for the weak-* topology are finite Borel measures on \( X \). Let \( \mu \) be a finite Borel measure on \( X \).

Suppose that there exists \( \mathcal{A} \subset C_b(X) \) a unitary sub-algebra which separates points, such that we have

\[
\forall a \in \mathcal{A}, \langle \mu_n, a \rangle \longrightarrow \langle \mu, a \rangle.
\]

Then \( \mu \) is the limit of \( \mu_n \) in the weak-* topology.

**Proof.** By assumption, we know that there exists a finite Borel measure \( \nu \) on \( X \) and a subsequence \( n_j \) such that for all \( f \in C_b(X) \), we have

\[
\langle \mu_{n_j}, f \rangle \longrightarrow \langle \nu, f \rangle.
\]

We want to show that \( \nu = \mu \).

Suppose for contradiction that \( \mu \neq \nu \), so that there exists \( f \in C_b(X) \) with \( \|f\|_{C_b(X)} = 1 \) such that \( \langle \mu, f \rangle \neq \langle \nu, f \rangle \). Since \( \mu \) and \( \nu \) are regular, we may find a compact set \( K \subset X \) such that

\[
\mu(X \setminus K) < \frac{|\langle \mu, f \rangle - \langle \nu, f \rangle|}{10},
\]

\[
\nu(X \setminus K) < \frac{|\langle \mu, f \rangle - \langle \nu, f \rangle|}{10}.
\]

By the Stone-Weierstrass Theorem, we may find \( a \in \mathcal{A} \) such that

\[
\sup_{x \in K} |a(x) - f(x)| < \frac{|\langle \mu, f \rangle - \langle \nu, f \rangle|}{10}.
\]
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We have
\[
|\langle \mu, f \rangle - \langle \nu, f \rangle| = \left| \int_K f \, d\mu - \int_K f \, d\nu + \int_{X \setminus K} f \, d\mu - \int_{X \setminus K} f \, d\nu \right| \\
\leq \left| \int_K f \, d\mu - \int_K f \, d\nu \right| + 2\frac{|\langle \mu, f \rangle - \langle \nu, f \rangle|}{10} \\
\leq \left| \int_K (f - a) \, d\mu - \int_K (f - a) \, d\nu \right| + \left| \int_K a \, d\mu - \int_K a \, d\nu \right| + \frac{|\langle \mu, f \rangle - \langle \nu, f \rangle|}{5} \\
\leq \left| \int_K a \, d\mu - \int_K a \, d\nu \right| + 2\frac{|\langle \mu, f \rangle - \langle \nu, f \rangle|}{5}.
\]

This is absurd, since by assumption, we have $\langle \mu, a \rangle = \langle \nu, a \rangle$. The lemma follows. \hfill \Box

Let us describe one application of Lemma 4. Another one will be given in the next subsection. Let $\ell \in \mathbb{N}$, if $\psi = (\psi_1, ..., \psi_\ell) \in (C_c^\infty(\mathbb{R}))^\ell$, and $\mathbf{x} = (x_1, ..., x_\ell) \in (\mathbb{R}^d)^\ell$, we set
\[
F_{\psi, \mathbf{x}, \ell}: \mathcal{H}^k \ni f \mapsto \prod_{j=1}^\ell \psi(f(x_j)),
\]
which defines an element of $\mathcal{H}^0$.

The set of all linear combinations of functions $F_{\psi, \mathbf{x}, \ell}$ and of constant functions forms an algebra, and it separates points: if $f_1 \neq f_2 \in \mathcal{H}^0$, there exists $x$ such that $f_1(x) \neq f_2(x)$. Therefore, if $\psi \in C_c^\infty(\mathbb{R})$ is such that $\psi(f_1(x)) \neq \psi(f_2(x))$, we have $F_{\psi, \mathbf{x}, 1}(f_1) \neq F_{\psi, \mathbf{x}, 1}(f_2)$.

We deduce the following corollary, which says that, to find the local weak limit of a sequence of eigenfunctions, we just have to test the local weak measures against functionals involving finitely many values of the rescaled functions.

**Corollary 3.** Let $(\phi_n)$ be as in (2.2). Suppose that there exists a probability measure $\mu \in \mathcal{M}^0$ such that for all $\ell \in \mathbb{N}$, all $\psi \in (C_c^\infty(\mathbb{R}))^\ell$ and all $\mathbf{x} \in (\mathbb{R}^d)^\ell$, we have
\[
\langle LM_{0, U}(\phi_n), F_{\psi, \mathbf{x}, \ell} \rangle \rightarrow \langle \mu, F_{\psi, \mathbf{x}, \ell} \rangle.
\]

Then $\sigma_U((\phi_n)_n) = \{\mu\}$.

We shall now give another characterization of local weak limits, in terms of local Fourier coefficients. For simplicity, we only do the construction in dimension 2, but an analogous construction could be done in any dimension.

**Local Fourier coefficients in dimension 2**

Let $\Phi \in C^\infty(\mathbb{R}^2; \mathbb{R})$ satisfy $-\Delta \Phi = \Phi$. The function $\Phi$ may then be written in polar coordinates as
\[
\Phi(r, \theta) = \frac{A_0}{2} J_0(r) + \sum_{m\geq 1} J_m(r) \left[ A_m(\Phi) \cos(m\theta) + B_m(\Phi) \sin(m\theta) \right],
\]
where $J_m$ is the Bessel function of the first kind of order $m$. The coefficients $A_m, B_m$ may be recovered by Fourier inversion as follows: for any $r_0 > 0$, we have
\[
J_m(r_0) A_m(\Phi) = \frac{1}{\pi} \int_{S^1} \Phi(r_0, \theta) \cos(m\theta) \, d\theta \\
J_m(r_0) B_m(\Phi) = \frac{1}{\pi} \int_{S^1} \Phi(r_0, \theta) \sin(m\theta) \, d\theta.
\]
When \( \Phi(r, \theta) = e^{ir\cos(\theta - \theta_0)} \), i.e., when \( \Phi \) is a plane wave, a standard computation shows that
\[
A_m(\Phi) = 2 \cos(m\theta_0), \quad B_m(\Phi) = -2 \sin(m\theta_0).
\]

If \( N \in \mathbb{N} \), and \( \Phi \in FP \), we shall write
\[
\beta_N(\Phi) := (A_0(\Phi), ..., A_N(\Phi), B_1(\Phi), ..., B_N(\Phi)) \in \mathbb{R}^{2N+1}.
\]

Note that, if \( d_0(\Phi_1, \Phi_2) \leq r_0 \), then \( \sup_{B(0,r_0)} |\Phi_1 - \Phi_2| \leq d_0(\Phi_1, \Phi_2) \). Therefore, for any \( N \in \mathbb{N} \), we may find \( C(N) > 0 \) such that
\[
\forall \Phi_1, \Phi_2 \in FP, d_0(\Phi_1, \Phi_2) \leq 1 \implies |\beta_N(\Phi_1) - \beta_N(\Phi_2)| \leq C(N)d_0(\Phi_1, \Phi_2).
\]

Lemma 5. Let \( \phi_n \) be a sequence of Laplace eigenfunctions, and let \( \nu \in \mathcal{M} \). Suppose that for all \( k \in \mathbb{N} \) and \( \iota_k \) as in (A.1), and all \( N \in \mathbb{N} \), we have
\[
\langle LM_{\iota_k} F \circ \beta_N, U \rangle \longrightarrow \langle \nu, F \circ \beta_N \rangle.
\]

Then \( \sigma_U((\phi_n)_n) = \{\nu\} \).

Proof. The lemma follows from Lemma 4 and from the fact that the functions \( F \circ \beta_N \), where \( N \in \mathbb{N} \) and \( F \in C_c^\infty(\mathbb{R}^{2N+1}) \) form an algebra which separates points. \( \square \)

Remark 2. To show that \( \sigma_U((\phi_n)_n) = \{\nu\} \), it is therefore sufficient to show that \( (\beta_N)_*LM_{\iota_k}^\mu \) converges weakly to \( (\beta_N)_*\nu \). In the special case when \( \nu = \mu_{Berry} \), its push-forward by \( \beta_N \) is the normal vector in \( \mathbb{R}^{2N+1} \) with covariance matrix \( \text{diag}(4, 2, ..., 2) \).

4 Local weak limits of toral eigenfunctions

In this section, we will take \( \Omega = T^2 = \mathbb{R}^2/\mathbb{Z}^2 \). If \( E \in \mathbb{N} \), we set
\[
\mathcal{E}_E := \{\xi \in \mathbb{Z}^2; |\xi|^2 = E\}, \quad N_E := |\mathcal{E}_E|.
\]

Non-trivial solution to the equation
\[
-\Delta \varphi_E = 4\pi^2 E \varphi_E
\]
exist if and only if \( N_E \neq 0 \), and can be put in the form
\[
\varphi_E(x) = \sum_{\xi \in \mathcal{E}_E} a_\xi e^{2i\pi x \cdot \xi},
\]
with \( a_\xi \in \mathbb{C} \).

If \( \varphi_E \) is of the form (4.1), we set
\[
\mu_{\varphi_E} := \sum_{\xi \in \mathcal{E}_E} |a_\xi|^2 \delta_{\xi/\sqrt{E}},
\]
which is a measure on \( S^1 \).

To state our theorem, we will need some assumptions on the number of arithmetic cancellations in the set \( \mathcal{E}_E \).
**Definition 4.1.** (1) We say that a set of distinct \(\xi_1, ..., \xi_\ell \in \mathcal{E}_E\) is minimally vanishing if

\[
\xi_1 + ... + \xi_\ell = 0
\]

and no proper sub-sum of (4.2) vanishes.

(2) We say that \(E\) satisfies the condition \(I(\gamma, B)\) for \(0 < \gamma < \frac{1}{2}\), \(B \geq 1\) if for all \(3 \leq \ell \leq B\), the number of minimally vanishing subsets of \(\mathcal{E}_E\) of length \(\ell\) is at most \(N_E \gamma \ell\).

**Hypothesis 1.** We will suppose that the family of energies \(E = E_n\), and the family of eigenfunctions \(f_E\) satisfy the following conditions.

1. \(N_E \to \infty\).
2. \(a_{-\xi} = \overline{a_\xi}\).
3. \(\sum_{\xi \in \mathcal{E}_E} |a_\xi|^2 = 1\).
4. There exists a function \(g : \mathbb{R}^+ \to \mathbb{R}^+\) satisfying for all \(\delta > 0\), \(g(x) = o_{x \to \infty}(x^\delta)\) such that

\[
\max_{\xi \in \mathcal{E}_E} \{|a_\xi|^2\} \leq \frac{g(N_E)}{N_E}.
\]
5. \(\mu_{f_E} \rightharpoonup \text{Leb}_{S^1}\).
6. There exists \(B(E)\) such that \(\lim_{n \to \infty} B(E_n) = +\infty\) and \(E\) satisfies \(I(\gamma, B(E))\).

Under these assumptions, we have:

**Theorem 2.** Suppose that \((E_n), \varphi_{E_n}\) satisfy Hypothesis 1. Then for any Borel set \(U \subset \mathbb{T}^2\) of positive Lebesgue measure, we have

\[
\sigma_U((\varphi_{E_n})_n) = \{\mu_{\text{Berry}}\}.
\]

**Discussion of the assumptions**

Point 1. is clearly a necessary condition of the theorem.

Points 2. and 3. of Hypothesis 1 imply that we consider families eigenfunctions which are real and normalized. We made these assumptions to follow [14], but our results easily generalize to eigenfunctions which are not real, or which have a different normalization.

It is not clear how much point 4. could be relaxed, but we certainly have to make a hypothesis of this kind: an extreme case where 4. is violated is when two coefficients \(a_\xi, a_{-\xi}\) are equal to \(\frac{1}{\sqrt{2}}\), while all the other vanish: we are then in the framework of Section 2.3, where the local weak limit obtained is not \(\mu_{\text{Berry}}\).

Concerning point 5., we may always assume, up to extracting a subsequence that \(\mu_{\varphi_E} \rightharpoonup \rho\) for some probability measure \(\rho\) on \(S^1\). If the measure is not \(\text{Leb}_{S^1}\), the theorem would still hold with a similar proof, but the local weak limit we would obtain would be anisotropic. Since \(\mu_{\varphi_E} \rightharpoonup \text{Leb}_{S^1}\).
for a density one sequence of $E$ (see for instance [21, Proposition 6]), we chose to present only this simplest case.

Thanks to [12, Theorem 17], Point 6. holds for a density 1 sequence of $E$. Therefore, Theorem 2 implies Theorem 1.

Before proving Theorem 2 let us recall some of the elements of the proofs of Bourgain, Buckley and Wigman.

**Reminder on the constructions and results of Bourgain, Buckley and Wigman**

Fix $K > 1$ large, $\delta > 0$ and set for $-K + 1 \leq k \leq K$

$$I_k := \left\{ e^{i\theta}, \theta \in \left( \frac{\pi(k - 1)}{K}, \frac{\pi k}{K} \right) \right\},$$

which we identify with a subset of the unit circle in $\mathbb{R}^2$. We also set

$$\mathcal{E}_E^k := \{ \xi \in \mathcal{E}_E; \frac{\xi}{\sqrt{E}} \in I_k \}$$

$$\zeta^{(k)} := e^{i\theta^{(k)}}, \text{ where } \theta^{(k)} := \frac{(2k - 1)\pi}{K},$$

so that $\zeta^{(k)}$ is the middle of $I_k$.

If $x \in \mathbb{T}^2, y \in \mathbb{R}^2$, we set

$$\tilde{\phi}_{x,E}(y) := \varphi_E \left( x + \frac{y}{2\pi\sqrt{E}} \right) = \sum_{\xi \in \mathcal{E}_E} a_\xi e^{2i\pi x \cdot \xi} e^{iy \cdot \frac{\xi}{\sqrt{E}}}$$

$$\psi_{x,E}(y) := \frac{1}{\sqrt{2K}} \sum_{k=-K+1}^{K} \alpha_k(x) e^{i\zeta^{(k)} \cdot y},$$

where

$$\alpha_k(x) := \sum_{\xi \in \mathcal{E}_E^k} \sqrt{2K} a_\xi e^{2i\pi x \cdot \xi}.$$

To sum up informally, we first rescaled our eigenfunctions at wavelength around a point $x$, which gave us a sum of plane waves. We then regrouped these plane waves into $\frac{1}{2K}$ packets according to their directions of propagations, and sum the coefficients over each packet. The following lemma, which follows from the proofs of Lemma 5.1 and Lemma 5.2 in [14], tells us that we don’t lose much information by doing so.

**Lemma 6.** Let $R, \varepsilon > 0$. There exists $\delta > 0, K > 0$ and $E_0$ such that for all $E \geq E_0$, we have

$$\int_{\mathbb{T}^2} \| \tilde{\phi}_{x,E} - \psi_{x,E} \|_{C^0(B(0,R))} d x < \varepsilon.$$

Now, when varying $x$, the amplitude $a_\xi e^{2i\pi x \cdot \xi}$ will vary, and we can think of $x$ as a random parameter, and of $a_\xi e^{2i\pi x \cdot \xi}$ as a random variable. If all of these random variables were independent, then the Central Limit Theorem would tell us that each $\alpha_k(x)$ behaves like a Gaussian variable.

Of course, the $a_\xi e^{2i\pi x \cdot \xi}$ are not independent variables, but the fact that there are very few arithmetic cancellations implies that this is not far from being the case, so that the $\alpha_k(x)$ have
statistics which are close to being Gaussian. This is the essence of Bourgain’s derandomization trick, which we now state rigorously.

Let us set
\[ \Psi^K_{\omega}(y) := \frac{1}{\sqrt{2K}} \sum_{k=-K+1}^{K} c_k(\omega) e^{i k(\omega) y}, \]
where \( (c_k)_{k=1,...,K} \) is a sequence of iid \( N_{\mathbb{C}}(0,1) \) random variables, defined on a probability space \( (\Xi, \mathbb{P}) \), and where \( c_k = c_{k+K} \) for \( k = -K+1, ..., 0 \).

The following lemma follows from [14, Proposition 3.3].

**Lemma 7.** Let \( R, \varepsilon > 0, \delta < 1 < K \). There exists \( E_0 > 0 \) such that, for all \( E \geq E_0 \), we may find \( \Xi' \subset \Xi \) with \( \mathbb{P}(\Xi \setminus \Xi') < \varepsilon \) and a measure-preserving map \( \tau_n : \Xi' \to \mathbb{T}^2 \) such that for all \( \omega \in \Xi' \), we have
\[ \|\Psi^\omega_{\omega} - \psi^\tau_n(\omega), E\|_{C^0(B(0,R))} < \varepsilon. \]

Thanks to equation (3.3), we have for every \( m \in \mathbb{Z} \)
\[ A_m(\Psi^K_{\omega}) = \sqrt{\frac{2}{K}} \sum_{k=-K+1}^{K} c_k(\omega) \cos (m\theta(k)) = \frac{2}{\sqrt{K}} \sum_{k=1}^{K} c_k'(\omega) \cos (m\theta(k)) \]
\[ B_m(\Psi^K_{\omega}) = -\sqrt{\frac{2}{K}} \sum_{k=-K+1}^{K} c_k(\omega) \sin (m\theta(k)) = -\frac{2}{\sqrt{K}} \sum_{k=1}^{K} c_k'(\omega) \sin (m\theta(k)), \]
where the variables \( (c_k'), (c_k'') \) are independent real normal Gaussian variables, respectively corresponding to \( \sqrt{2} \) times the real and imaginary part of \( c_n \).

**Proof of Theorem 2**

**Proof.** Let \( N \in \mathbb{N} \). We write \( X^0_{k,K}(\omega) := \begin{pmatrix} X^0_{k,K}(\omega) \\ \vdots \\ X^N_{k,K}(\omega) \end{pmatrix} \), with \( X^m_{k,K}(\omega) := 2c_k'(\omega) \cos (m\theta(k)) \), which implicitly depends on \( K \) through the definition of \( \zeta(k) \). The vectors \( X_{k,K} \) are therefore independent, identically distributed, with zero average.

We have Covar \( [X^m_{k,K} X^{m'}_{k,K}] = 4 \cos (m\theta(k)) \cos (m'\theta(k)) \), so that
\[ \lim_{K \to +\infty} \frac{1}{K} \sum_{k=1}^{K} \text{Covar} \left[X^m_{k,K} X^{m'}_{k,K}\right] = \begin{cases} 4 & \text{if } m = m' = 0 \\ 2 & \text{if } m = m' \neq 0 \\ 0 & \text{if } m \neq m'. \end{cases} \]

We are thus in position to apply the multivariate Lindeberg-Feller Central Limit Theorem, to deduce that \( \left( A_m(\Psi^K_{\omega}) \right)^N_{m=0} = \left( \frac{1}{\sqrt{K}} \sum_{k=1}^{K} X_{k,K} \right)^N_{m=0} \) converges in distribution to the Gaussian vector in \( \mathbb{R}^{N+1} \) with covariance matrix \( \text{diag}(4,2,...,2) \). The same argument shows that the vectors \( \left( B_m(\Psi^K_{\omega}) \right)^N_{m=1} \) converge to a Gaussian vector in \( \mathbb{R}^N \) with covariance matrix \( \text{diag}(2,...,2) \), independent from the one corresponding to the \( A_m \).

\[ ^4 \text{In the sense that, for any measurable set } A \subset \Xi', \tau_n(A) \text{ is a Borel set, and } \text{Leb}(\tau_n(A)) = \mathbb{P}(A). \]
Let $F \in C_c^\infty(\mathbb{R}^{2N+1})$. From what precedes (and Remark 2), we deduce that for any $\varepsilon > 0$, we may find $K$ such that

\begin{equation}
|\mathbb{E}[F(\beta_N(\Psi^K_\omega))] - (\beta_N)_*\mu_{\text{Berry}}(F)| < \varepsilon. \tag{4.5}
\end{equation}

We now want to use (4.5) to show (3.5). Equation (4.3), combined with (3.4), implies that for all $N \in \mathbb{N}$, $\varepsilon > 0$, by possibly taking $K$ larger, we may find $E(N, \varepsilon) > 0$ such that for all $E \geq E(N, \varepsilon)$, we have

\[ \int_U |\beta_N(\psi_{x,E}) - \beta_N(\tilde{\varphi}_{x,E})|dx < \varepsilon^2 \text{Vol}(U). \]

In particular,

\[ \frac{1}{\text{Vol}(U)} \text{Vol}\{x \in U; |\beta_N(\psi_{x,E}) - \beta_N(\tilde{\varphi}_{x,E})| > \varepsilon\} < \varepsilon, \]

so that

\begin{equation}
\frac{1}{\text{Vol}(U)} \text{Vol}\{x \in U; |F(\beta_N(\psi_{x,E})) - F(\beta_N(\tilde{\varphi}_{x,E}))| > \varepsilon\} < C\varepsilon, \tag{4.6}
\end{equation}

for some $C$ depending only on $F$.

By Lemma 7, we have for $E$ large enough

\begin{equation}
\left| \frac{1}{\text{Vol}(U)} \int_U F(\beta_N(\psi_{x,E}))dx - \mathbb{E}[F(\beta_N(\Psi^K_\omega))] \right| < C'\varepsilon. \tag{4.7}
\end{equation}

Hence, combining (4.5), (4.6) and (4.7), we have that for all $E$ large enough,

\[ \left| \frac{1}{\text{Vol}(U)} \int_U F(\beta_N(\tilde{\varphi}_{x,E})) - (\beta_N)_*\mu_{\text{Berry}}(F) \right| < C''\varepsilon. \]

We may hence apply Lemma 5 to conclude. \hfill \square

5 Consequences of Berry’s conjecture

In this section, we present some consequences of our interpretation of Berry’s conjecture.

5.1 Berry’s conjecture at smaller scales

First of all, we show that, if Berry’s conjecture holds for a family of eigenfunctions restricted to a Borel set $U$, then it holds for these eigenfunctions restricted to all Borel sets $U' \subset U$ of positive measure.

**Proposition 5.1.** Let $U \subset \Omega$ be a Borel set of positive Lebesgue measure, and suppose that $\sigma_U((\phi_n)_n) = \{\mu_{\text{Berry}}\}$. Then for any Borel set $U' \subset U$ of positive Lebesgue measure, we have $\sigma_{U'}((\phi_n)_n) = \{\mu_{\text{Berry}}\}$.

**Corollary 4.** Suppose that $(\phi_n)_n$ is such that $\|\phi_n\|_{L^2}^2 = \text{Vol}(\Omega)$ for all $n$, and $\sigma_{\Omega}((\phi_n)_n) = \{\mu_{\text{Berry}}\}$. Then for any $U \subset \Omega$, we have

\[ \int_U |\phi_n|^2(x)dx \longrightarrow \text{Vol}(U). \]
Proof of Proposition 5.1. If Vol(U) = Vol(Ω), then the result is trivial. We will thus suppose that 0 < Vol(U) < Vol(Ω). Up to extracting a subsequence, we may suppose that \( \int_U |\phi_n|^2(x)dx \to c \) and \( \int_{\Omega \setminus U} |\phi_n|^2(x)dx \to c' \) for some \( c, c' \in [0,1] \). We must of course have \( c + c' = \text{Vol}(\Omega) \).

Consider the functionals \( F, F_N \in C_b(\mathcal{H}^0) \) given by \( F(f) = |f(0)|^2 \), \( F_N = \max(F, N) \).

We know that \( \langle F_N, \mu_{Berry} \rangle = 1 + o_{N \to +\infty}(1) \). Since \( F \geq F_N \), we have\(^5\)

\[
\frac{1}{\text{Vol}(U)} \int_U |\phi_n|^2(x)dx = \langle LM_U(\phi_n), F \rangle \geq \langle LM_U(\phi_n), F_N \rangle,
\]

so that \( c \geq \text{Vol}(U) \). Similarly, we must have \( c' \geq \text{Vol}(\Omega \setminus U) \). Therefore, these inequalities must be equalities, and \( c = \text{Vol}(U) \).

Before proving the proposition, let us introduce some notations.

Let \( y \in \mathbb{R}^d \). If \( f \in \mathcal{H}^k \), we define \( \tau_y f \in \mathcal{H}^k \) by \( (\tau_y f)(\cdot) = f(y + \cdot) \). If \( F \in \mathcal{C}_k \), we define \( \tau_y F \in \mathcal{C}_k \) by \( \langle \tau_y F, f \rangle = F(\tau_y f) \) for all \( f \in \mathcal{H}^k \). Finally, if \( \mu \in \mathcal{M}^k \), we define \( \tau_y \mu \in \mathcal{M}^k \) by \( \langle \tau_y \mu, F \rangle = \langle \mu, \tau_y F \rangle \) for all \( F \in \mathcal{C}_k \).

Lemma 8. Let \( \mu \in \sigma_U((\phi_n)_n) \). Then, for any \( y \in \mathbb{R}^d \), \( \tau_y \mu = \mu \).

Proof of the Lemma. Up to extracting a subsequence, we may suppose that \( \sigma_U((\phi_n)_n) = \{\mu\} \). Let \( F \in \mathcal{C}_k \). We have

\[
\langle LM_{k,U}(\phi_n), \tau_y F \rangle = \frac{1}{\text{Vol}(U)} \int_U dx_0 F(\tau_y \phi_{x_0,n})
\]

\[
= \frac{1}{\text{Vol}(U)} \int_U dx_0 F(\phi_{x_0 + h_n y,n})
\]

\[
= \frac{1}{\text{Vol}(U)} \int_{U - h_n y} dx_1 F(\phi_{x_1,n})
\]

\[
= \frac{1}{\text{Vol}(U)} \int_U dx_1 F(\phi_{x_1,n}) + O(\text{Vol}(U \Delta (U - h_n y)))
\]

\[
= (LM_{k,U}(\phi_n))(F) + o_{n \to \infty}.
\]

Here, \( U \Delta (U - h_n y) \) is the symmetric difference between \( U \) and \( U - h_n y \), and its volume goes to zero with \( n \), since\(^6\) \( \text{Vol}(U \cap (U - h_n y)) \to 0 \).

Taking the limit \( n \to +\infty \), we obtain \( \mu(\tau_y F) = \mu(F) \), so that \( \tau_y \mu = \mu \).

Proof of Proposition 5.7. If \( \text{Vol}(U') = \text{Vol}(U) \), then we have \( LM_{U'}(\phi_n) = LM_U(\phi_n) \), so the result is trivial. We may thus suppose that \( 0 < \text{Vol}(U') < \text{Vol}(U) \).

By definition, we have \( LM_{k,U'}(\phi_n) = \frac{\text{Vol}(U')}{\text{Vol}(U)} LM_{k,U}(\phi_n) + \frac{\text{Vol}(U \setminus U')}{\text{Vol}(U)} LM_{k,U \setminus U'}(\phi_n) \). Up to extracting a subsequence, we may suppose that \( LM_{k,U'}(\phi_n) \) and \( LM_{k,U \setminus U'}(\phi_n) \) have weak limits \( \mu_{U'} \) and \( \mu_{U \setminus U'} \), respectively. We then deduce that

\[
\mu_{Berry} = \frac{\text{Vol}(U')}{\text{Vol}(U)} \mu_{U'} + \frac{\text{Vol}(U \setminus U')}{\text{Vol}(U)} \mu_{U \setminus U'}.
\]

---

\(^5\)The quantity \( \langle LM_U(\phi_n), F \rangle \in [0, +\infty] \) is well defined, since \( F \) is positive, and \( LM_U(\phi_n) \) is a positive measure.\(^6\)When \( U \) is an open set, the fact that \( \text{Vol}(U \cap (U - \varepsilon)) \to 0 \) as \( \varepsilon \to 0 \) follows from the dominated convergence theorem. Using regularity of the Lebesgue measure, we deduce the same statement when \( U \) is a general Borel set.
By the Fomin-Grenander-Maruyama theorem, \( \mu_{\text{Berry}} \) is ergodic for the action of the translations \( (\tau_y)_{y \in \mathbb{R}^d} \). Therefore, since \( \mu_U \) and \( \mu_{U\setminus U'} \) are \( \tau_y \)-invariant by the previous lemma, we must have \( \mu_U = \mu_{U\setminus U'} = \mu_{\text{Berry}} \) as claimed. \( \square \)

**Corollary 5.** Suppose that \( \sigma_U((\phi_n)_n) = \{\mu_{\text{Berry}}\} \). If \( b : U \to \mathbb{R} \) is a Borel function and \( F \in C_b(\mathcal{H}^\kappa) \), we have

\[
\int_U b(x)F(\tilde{\phi}_{x,n})dx \longrightarrow \left( \int_U b(x)dx \right) \langle \mu_{\text{Berry}}, F \rangle.
\]

**Proof.** By Proposition 5.1 we know that (5.1) holds when \( b \) is a step function. By linearity, it holds for any simple function, and by density, it holds for any Borel function. \( \square \)

### 5.2 Quantum unique ergodicity

Let us denote by \( S_{-\infty}(\Omega) \) the space of functions \( a \in C^\infty(\Omega \times \mathbb{R}^d) \) such that, for any \( N \in \mathbb{N} \), for any multi-index \( \alpha \in \mathbb{N}^{2N} \), and \( k \in \mathbb{N} \), there exists \( C_{N,k} \) such that

\[
\sup_{x \in \Omega, \xi \in \mathbb{R}^d} |\partial^\alpha a(x,\xi)| \leq C_{N,k}\langle \xi \rangle^{-N}.
\]

Let \( a \in S_{-\infty}(\Omega) \). We define the standard quantization of \( a \), depending on a small parameter \( h > 0 \) as an operator \( \text{Op}_h(a) : L^2(\Omega) \to L^2(\Omega) \) by

\[
(\text{Op}_h(a)u)(x) = \frac{1}{(2\pi h)^d} \int_{\mathbb{R}^d} d\xi \int_{\Omega} dy e^{\frac{i}{h}(x-y) \cdot \xi} a(x,\xi) u(y).
\]

We say that a sequence of functions \( \phi_n \) satisfying (2.2) is **quantum uniquely ergodic** or **satisfies quantum unique ergodicity** if we have, for any \( a \in S_{-\infty}(\Omega) \), that

\[
\lim_{n \to +\infty} \frac{\langle \phi_n, \text{Op}_h(a)\phi_n \rangle}{\|\phi_n\|_{L^2}^2} = \text{Area}(S^{d-1}) \times \int_{S^*\Omega} a(x,\xi) d\mu_{\text{Liou}}(x,\xi),
\]

where \( S^*\Omega = \Omega \times \{\xi \in \mathbb{R}^d ; \|\xi\| = 1\} \), and \( \mu_{\text{Liou}} \) is the Liouville probability measure, i.e., the uniform probability measure on \( S^*\Omega \).

We refer the reader to [42] for more information on the standard quantization, and on quantum unique ergodicity. Recall that the **quantum unique ergodicity conjecture** says that, if \( \Omega \) is a chaotic billiard, and if \( (\phi_n) \) is an orthonormal sequence of eigenfunctions of the Dirichlet Laplacian in \( \Omega \), then \( (\phi_n) \) is quantum uniquely ergodic.

We will now show that, if a sequence of functions \( (\phi_n) \) is such that \( \sigma_\Omega((\phi_n)_n) = \{\mu_{\text{Berry}}\} \), then \( \phi_n \) is quantum uniquely ergodic. In particular, our version of Berry’s conjecture implies the quantum unique ergodicity conjecture.

---

7See for instance [29, Appendix B] for a proof of this theorem.

8Note that the quantum ergodicity theorem (initially proved on compact manifolds without boundary in [39, 40, 11]) says that if the billiard \( \Omega \) is **ergodic**, then there exists a density one subsequence \( (n_k) \) such that \( (\phi_{n_k}) \) is quantum uniquely ergodic. The quantum unique ergodicity conjecture was stated in [33] for eigenfunctions on manifolds with negative sectional curvature, but it is natural to extend this conjecture to manifolds with an Anosov geodesic flow, and to chaotic billiards, in the sense of [11].
\textbf{Proposition 5.2.} Let \((\phi_n)\) be a sequence of functions such that for all \(n\), \(\|\phi_n\|_{L^2}^2 = \text{Vol}(\Omega)\) and \(\sigma_\Omega((\phi_n)_n) = \{\mu_{\text{Berry}}\}\). Then \((\phi_n)\) is quantum uniquely ergodic.

\textbf{Proof.} Thanks to [42, Theorem 5.1], it is enough to prove (5.2) for \(a\) in a dense subset of \(S_{-\infty}(\Omega)\). By linearity, we may thus restrict ourselves to the case when \(a(x, \xi) = b(x)c(\xi)\), where \(b \in C_0^\infty(\Omega)\), and \(\hat{c}\) is compactly supported. We have

\[
\langle \phi_n, \text{Op}_{h_n}(a)\phi_n \rangle = \frac{1}{(2\pi h_n)^d} \int_\Omega dx \int_{\mathbb{R}^d} d\xi \int_{h_n^{-1}(\Omega-x)} dz e^{iz\xi} b(x) c(\xi) \phi_n(x) \phi_n(y).
\]

Set \(y = x + h_nz\). We obtain

\[
\langle \phi_n, \text{Op}_{h_n}(a)\phi_n \rangle = \frac{1}{(2\pi)^d} \int_\Omega dx \int_{\mathbb{R}^d} d\xi \int_{\mathbb{R}^d} dz e^{iz\xi} b(x) c(\xi) \phi_n(x) \phi_n(x + h_nz) = \int_\Omega dx b(x) \phi_n(x) \int_{\mathbb{R}^d} dz \hat{c}(-z) \hat{\phi}_{x,n}(z) + o(1) = \int_\Omega dx b(x) F(\hat{\phi}_{x,n}) + o(1),
\]

where \(F(\Phi) = \overline{\Phi(0)} \int_{\mathbb{R}^d} \hat{c}(-z) \Phi(z) dz\). Since \(\hat{c}\) is rapidly decaying, \(F\) is a continuous functional on \(\mathcal{H}^0\), but it is not bounded. This is why we define \(F_M(\Phi) := \begin{cases} F(\Phi) & \text{if } |F(\Phi)| \leq M \\ M & \text{otherwise}, \end{cases}\) which is bounded. We will prove the following lemma at the end of the section.

\textbf{Lemma 9.} We have

\[
\lim_{M \to +\infty} \limsup_{n \to +\infty} \int_\Omega dx |b(x)| \left| F(\hat{\phi}_{x,n}) - F_M(\hat{\phi}_{x,n}) \right| = 0.
\]

By (5.1), we have for any \(M > 0\) that

\[
\int_\Omega dx b(x) F_M(\hat{\phi}_{x,n}) \longrightarrow \langle \mu_{\text{Berry}}, F_M \rangle = \langle \mu_{\text{Berry}}, F \rangle + o_{M \to +\infty}(1),
\]

since \(F\) is integrable with respect to \(\mu_{\text{Berry}}\). Let us now compute

\[
\langle \mu_{\text{Berry}}, F \rangle = \int_{\mathbb{R}^d} \hat{c}(-z) \mathbb{E} [\Psi_{\text{Berry}}(0) \Psi_{\text{Berry}}(z)] dz = \int_{\mathbb{R}^d} dz \int_{\mathbb{R}^d} d\xi e^{iz\cdot\xi} c(\xi) \int_{S^{d-1}} e^{-iz\cdot\theta} d\theta = \int_{S^{d-1}} c(\theta) d\theta,
\]

since \(\int_{\mathbb{R}^d} e^{iz\cdot\xi} e^{-iz\cdot\theta} dz = \delta_{\xi=\theta}\).

We deduce from this and Lemma [9] that

\[
\langle \phi_n, \text{Op}_{h_n}(bc)\phi_n \rangle \longrightarrow \int_\Omega b(x) dx \int_{S^{d-1}} c(\xi) d\xi.
\]

The result follows. \(\square\)
**Proof of Lemma 8.** We know that \( \hat{c} \) is supported in a ball \( B(0, R) \) for some \( R > 0 \), so that 
\[
|F(\Phi)| \leq C \sup_{y \in B(0, R)} |\Phi(y)|^2.
\]
By the Sobolev embeddings, we know that this quantity is smaller than a constant times \( \|\Phi\|_{H^k(B(0, R+1))} \) for some \( k \in \mathbb{N} \). Therefore, we have
\[
|F(\Phi)| \leq C \int_{B(0, R+1)} \left| \sum_{j=0}^{k} \Delta^j \Phi(y) \right|^2 dy.
\]

When \( \Phi = \tilde{\phi}_{x,n} \), we know that, for \( y \in B(0, R+1) \), we have \( \Delta^j \Phi(y) = (-1)^j \Phi(y) \), unless \( x \) is at a distance \( o_{n \to 0}(1) \) from the boundary of \( \Omega \). Since \( b \in C^\infty(\Omega) \), this does not happen when \( n \) is large enough. Therefore, we have for \( n \) large enough,
\[
\forall x \in \text{supp}(b), |F(\tilde{\phi}_{x,n})| \leq C \int_{B(0, R+1)} |\tilde{\phi}_{x,n}(y)|^2 dy.
\]

We have
\[
\int_\Omega dx |b(x)| \left| F(\tilde{\phi}_{x,n}) - F_M(\tilde{\phi}_{x,n}) \right| \leq \int_\Omega dx |b(x)| \left| 2F(\tilde{\phi}_{x,n}) \right| 1_{|\tilde{\phi}_{x,n}| \geq M} \leq C \int_\Omega dx |b(x)| G(\tilde{\phi}_{x,n}) 1_{|\tilde{\phi}_{x,n}| \geq M/C},
\]
where \( G(\Phi) := \int_{B(0, R+1)} |\Phi(y)|^2 dy \).

Let us write, for \( N \in \mathbb{N} \), \( G_N := \max(G, N) \), which belongs to \( c^0 \). We have
\[
\int_\Omega |b(x)| G(\tilde{\phi}_{x,n}) dx = \int_{B(0, R+1)} dy \int_\Omega dx |b(x)||\phi_n|^2(x + h_ny) \\
= \int_{B(0, R+1)} dy \int_\Omega dx |b(x - h_ny)||\phi_n|^2(x) \\
= \text{Vol}(B(0, R + 1)) \int_\Omega |b(x)||\phi_n(x)|^2 dx + o_{n \to +\infty}(1) \\
= \text{Vol}(B(0, R + 1)) \int_\Omega |b(x)| dx + o_{n \to +\infty}(1),
\]
as can be easily deduced from Corollary 4.

On the other hand, we have thanks to (5.1) that
\[
\int_\Omega |b(x)| G_N(\tilde{\phi}_{x,n}) dx \overset{n \to +\infty}{\longrightarrow} \left( \int_U |b(x)| dx \right) \langle \mu_{\text{Berry}}, G_N \rangle \\
= \left( \int_U |b(x)| dx \right) \langle \mu_{\text{Berry}}, G \rangle + o_{n \to +\infty}(1) \\
= \left( \int_U |b(x)| dx \right) \text{Vol}(B(0, R + 1)) + o_{n \to +\infty}(1).
\]

Therefore, we deduce that
\[
\limsup_{n \to +\infty} \int_\Omega |b(x)|(G - G_N)(\tilde{\phi}_{x,n}) dx = o_{n \to +\infty}(1),
\]
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so that
\[ \limsup_{n \to +\infty} \int_\Omega |b(x)|G(\tilde{\phi}_{x,n})1_{G(\tilde{\phi}_{x,n}) \geq M/C} \, dx = o_{M \to +\infty}(1). \]

Combining this and (5.3), we deduce that
\[ \lim_{M \to +\infty} \limsup_{n \to +\infty} \int_\Omega |b(x)| \left| F(\tilde{\phi}_{x,n}) - F_M(\tilde{\phi}_{x,n}) \right| = 0, \]
as claimed. \hfill \Box

### 5.3 Application to nodal domains counting

If \( \phi \in C(\Omega) \), we shall write \( \mathcal{N}(\phi) \) for the number of nodal components of \( \phi \), i.e.
\[ \mathcal{N}(\phi) = \# \{ \text{connected components of } \Omega \setminus \phi^{-1}(0) \}. \]

If \( r > 0 \), we shall denote by \( \mathcal{N}_r(\phi) \) for the number of nodal domains whose diameter is smaller than \( r \).

If \( \Phi \in FP \), or, more generally, if \( \Phi \in C(\mathbb{R}^d; \mathbb{R}) \), the nodal domains of \( \Phi \) are the connected components of \( \{ x \in \mathbb{R}^d; \Phi(x) \neq 0 \} \). If \( x \in \mathbb{R}^d \) and \( r > r' > 0 \), we shall denote by \( N(x, r, r', \Phi) \) the number of nodal domains of \( \Phi \) included in \( B(x, r) \), and whose diameter is smaller than \( r' \). We will also write \( N(r, r', \Phi) := N(0, r, r', \Phi) \), and \( N(r, \Phi) := N(0, r, r, \Phi) \) for the number of nodal domains of \( \Phi \) included in \( B(0, r) \).

It was shown in [29] that the map \( FP \ni \Phi \mapsto N(r, \Phi) \) belongs to \( L^1(\mu_{Berry}) \), and that
\[ \langle \mu_{Berry}, N(r, \cdot) \rangle \sim_{r \to +\infty} c_{NS} r^d, \]
where \( c_{NS} \) is a positive constant, called the Nazarov-Sodin or the Bogomolny-Schmit constant.

Actually, the arguments of [29] show that we have
\[ \frac{1}{r^d} \langle \mu_{Berry}, N(r, r', \cdot) \rangle \longrightarrow_{r \to +\infty} c_{NS} (r'), \]
where \( c_{NS}(r') \longrightarrow_{r' \to +\infty} c_{NS} \).

**Proposition 5.3.** Let \( (\phi_n) \) be an orthonormal sequence of eigenfunctions in \( \Omega \) such that \( \sigma_\Omega((\phi_n)_n) = \{ \mu_{Berry} \} \). Then we have
\[ h_n^d \mathcal{N}_{Rh_n}(\phi_n) \longrightarrow_{n \to +\infty} c_{NS}(R). \]

Before proving the proposition, let us state two corollaries.

**Corollary 6.** Let \( (\phi_n) \) be an orthonormal sequence of eigenfunctions in \( \Omega \) such that \( \sigma_\Omega((\phi_n)_n) = \{ \mu_{Berry} \} \). Then we have
\[ \liminf_{n \to +\infty} h_n^d \mathcal{N}(\phi_n) \geq c_{NS}. \]

**Proof.** For any \( R > 0 \), we have \( \mathcal{N}(\phi_n) \geq \mathcal{N}_{Rh_n}(\phi_n) \), so that
\[ \liminf_{n \to +\infty} h_n^d \mathcal{N}(\phi_n) \geq c_{NS}(R). \]

Taking the limit as \( R \) goes to \( +\infty \) gives us the result. \hfill \Box
One would expect that if \( \sigma_\Omega((\phi_n)_n) = \{ \mu_{\text{Berry}} \} \), we actually have \( \lim_{n \to +\infty} h_n^d N(\phi_n) = c_{NS} \). This is not easy to show, since by definition, local weak limits only allow us to count nodal domains of diameter \( O(h_n) \). There could be nodal domains which are much larger, and we have no bound on them.

However, we can estimate the number of large nodal domains, and hence, have an upper bound on \( N(\phi_n) \), if we work in dimension 2, and we have a bound on the nodal length of \( \phi_n \).

The nodal volume of \( \phi_n \) is defined as
\[
NV(\phi_n) := \text{Haus}_{d-1}\left( \{ x \in \Omega; \phi_n(x) = 0 \} \right),
\]
and we refer the reader to [23] for a proof that \( \{ x \in \Omega; \phi_n(x) = 0 \} \) has a well-defined \((d-1)\)-dimensional Hausdorff measure.

It was conjectured by Yau in [38] that the following bound holds in any dimension, in any domain (and on any manifold), for any sequence of eigenfunctions of the Laplacian:

\[
(5.5) \quad \exists C > 0, \quad \forall n \in \mathbb{N}, \quad NV(\phi_n) \leq \frac{C}{h_n}.
\]

This bound is known to hold when \( \Omega \) is an analytic domain (or an analytic manifold), as was shown in [18] (see also [23] for a self-contained proof). Although some recent breakthroughs were made in [28] [27], this bound was not established for general smooth domains or manifolds.

**Corollary 7.** Suppose that \( d = 2 \), and that (5.5) holds. Let \( (\phi_n) \) be an orthonormal sequence of eigenfunctions in \( \Omega \) such that \( \sigma_\Omega((\phi_n)_n) = \{ \mu_{\text{Berry}} \} \), and such that (5.5) holds. Then we have
\[
\lim_{n \to +\infty} h_n^2 N(\phi_n) = c_{NS}.
\]

**Proof.** We have to estimate \( N(\phi_n) - N_{Rh_n}(\phi_n) \), hence, to count the number of nodal domains whose diameter is larger than \( Rh_n \).

The boundary of each such nodal domain will have a length of at least\(^9\) \( 2Rh_n \). Therefore
\[
(N(\phi_n) - N_{Rh_n}(\phi_n)) Rh_n \leq NM(\phi_n) \leq \frac{C}{h_n}.
\]
We hence get
\[
(N(\phi_n) - N_{Rh_n}(\phi_n)) h_n^2 \leq \frac{C}{R}.
\]

Letting \( R \) go to \(+\infty\), this goes to zero. The result follows.

We now turn to the proof of Proposition 5.3.

**Proof.** To prove the proposition, we begin by recalling some regularity properties of the map \( N(r, r', \cdot) \).

**Lemma 10.** For any \( \ell \in \mathbb{N}, r > r' > 0 \), the sets
\[
A_\ell(r, r') := \{ \Phi \in FP; N(r, r', \Phi) = \ell \}
\]
are in the Borel \( \sigma \)-algebra of \( FP \), and \( \mu_{\text{Berry}}(\partial A_\ell(r, r')) = 0 \).

\(^9\)This is not true in higher dimension, which is why we restrict ourselves to dimension 2. Indeed, in higher dimension, we can find connected sets with volume 1, diameter going to infinity, but with a boundary whose area remains bounded: for example, take two balls attached by a very thin tube.
Proof. This result was proven in [29] Lemma 6 and §6.2.2 using Bulinskaya’s lemma. The key point is to note that a function \( \Phi \) belongs to \( \partial A_\ell \) if arbitrarily small \( C^1 \) perturbations of \( \Phi \) will change the number of nodal domains of \( \Phi \) included in \( B(0, r) \) of radius \( < r' \), which by the implicit function theorem, implies that there exists either

- \( x_0 \in B(0, r) \) such that \( \Phi(x_0) = 0 \) and \((\nabla \Phi)(x_0) = 0\);
- or a nodal domain of \( \Phi \) which is included in \( \overline{B(0, r)} \), but not in \( B(0, r) \);
- or a nodal domain of \( \Phi \) which is included in \( \overline{B(x, r')}, \) but not in \( B(x, r') \) for some \( x \in B(0, r) \).

All of these events happen with probability zero. \( \square \)

We may therefore use the Portmanteau theorem to deduce that for any \( \ell \in \mathbb{N}, r > r' > 0 \), we have

\[
LM_{\Omega}(\phi_n) (A_\ell(r, r')) \to_{n \to +\infty} \mu_{Berry}(A_\ell(r, r')).
\]

The Faber-Krahn inequality implies that there exists a constant \( c > 0 \) such that if \( \Phi \in FP \), then the nodal domains of \( \Phi \) must have a volume larger than \( c \). This implies that for each \( r > 0 \), the map \( FP \ni \Phi \mapsto N(r, \Phi) \) is bounded by some constant \( C(r) \), since we can pack only finitely many domains of volume larger than \( c \) in \( B(0, r) \).

We deduce from this that \( N(r, r', \Phi) = \sum_{\ell=0}^{C(r)} \ell \mathbf{1}_{\Phi \in A_\ell} \), so that, by (5.6), we have

\[
\langle LM_{\Omega}(\phi_n), N(r, \cdot) \rangle \to_{n \to +\infty} \langle \mu_{Berry}, N(r, \cdot) \rangle.
\]

Next, we recall the “sandwich estimate” of [29], which makes the link between counting small nodal domains locally and globally.

**Lemma 11.** Let \( r, r' > 0 \) and \( \phi \in C(\mathbb{R}^d; \mathbb{R}) \) vanish outside of \( \Omega \). We have

\[
\frac{1}{\text{Vol}(B(0, R))} \int_\Omega N(x, r, r', \phi) dx \leq N_{r'}(\phi) \leq \frac{1}{\text{Vol}(B(0, R + R'))} \int_\Omega N(x, r + r', r', \phi) dx.
\]

**Proof.** The proof of this lemma is the same as that of [29] Lemma 1, but we recall it for the reader’s convenience.

Let us denote by \( \mathcal{O}_{r'} \) the set of nodal domains of \( \phi \) whose diameter is smaller than \( r' \). If \( x \in \Omega \) and \( O \in \mathcal{O}_{r'} \), we have

\[
O \subset B(x, r) \iff x \in \bigcap_{y \in O} B(y, r).
\]

Therefore,

\[
\int_\Omega N(x, r, r', \phi) dx = \int_\Omega \left( \sum_{O \in \mathcal{O}_{r'}} \mathbf{1}_{O \subset B(x, r)} \right) dx = \sum_{O \in \mathcal{O}_{r'}} \int_\Omega \mathbf{1}_{x \in \bigcap_{y \in O} B(y, r)} dx = \sum_{O \in \mathcal{O}_{r'}} \text{Vol}(\left\{ x \in \bigcap_{y \in O} B(y, r) \right\}).
\]
We always have $\text{Vol}\left( \left\{ x \in \bigcap_{y \in O} B(y, r) \right\} \right) \leq \text{Vol}(B(0, r))$. Since $O$ has diameter smaller than $r'$, we also have the converse inequality $\text{Vol}\left( \left\{ x \in \bigcap_{y \in O} B(y, r) \right\} \right) \geq \text{Vol}(B(0, r - r'))$. We therefore deduce that

$$N_{r'}(\phi)\text{Vol}(B(0, r - r')) \leq \int_{\Omega} N(x, r, r', \phi)dx \leq N_{r'}(\phi)\text{Vol}(B(0, r)),$$

from which the result follows.

We may apply the previous lemma to $\phi = \phi_n$ continued by zero outside of $\Omega$, $r = Rh_n$, $r' = R'h_n$ with $R > R' > 1$. Recall that when $\varepsilon > 0$, we write $\Omega_\varepsilon := \left\{ x \in \Omega; d(x, \partial \Omega) < \varepsilon \right\}$. We have

$$\int_{\Omega} N(x, Rh_n, R'h_n, \phi_n)dx = \int_{\Omega \setminus \Omega_{h_n}} N(x, Rh_n, R'h_n, \phi_n)dx + o_{n \to +\infty}(1)$$

$$= \int_{\Omega \setminus \Omega_{h_n}} N(R, R', \tilde{\phi}_{x,n})dx + o_{n \to +\infty}(1)$$

$$= (LM_{\Omega}(\phi_n), N(R, R', \cdot)) + o_{n \to +\infty}(1),$$

where we used twice the fact that $N(R, R', \cdot)$ is bounded, and $\text{Vol}(\Omega \setminus \Omega_{h_n}) = o_{n \to +\infty}(1)$.

Combining this, Lemma 11 and (5.7), we deduce that for any $R > 1$, we have

$$\frac{1}{\text{Vol}(B(0, R))} \langle \mu_{\text{Berry}}, N(R, R', \cdot) \rangle \leq \liminf_{n \to +\infty} h_n^d N_{R'}(\phi_n)$$

$$\leq \limsup_{n \to +\infty} h_n^d N_{R'}(\phi_n)$$

$$\leq \frac{1}{\text{Vol}(B(0, R + R'))} \langle \mu_{\text{Berry}}, N(R + R', R', \cdot) \rangle.$$

The proof of (5.4) shows that, when we let $R$ goes to $+\infty$, the left and right-hand side of the previous inequality both converge to $c_{NS}(R')$, which proves the result.

**Lower bounds on the number of nodal domains for more general local weak limits**

Courant’s nodal theorem implies that if $\phi_n$, and $h_n$ are as in (2.2), we have

$$N(\phi_n) = O(h_n^{-d}).$$

If $\Omega$ is the square, we can find some examples of eigenfunctions with arbitrarily large eigenvalue, but only two nodal domains (see [37], or, more recently, [9]). Therefore, no non-trivial lower bound exist for $N(\phi_n)$, and few examples are known where one can prove that $N(\phi_n) \longrightarrow \infty$. We shall now see how local weak limits can be useful if one hopes to show that some family of eigenfunctions satisfies $N(\phi_n) \longrightarrow \infty$.

A general method for finding lower bounds on the number of nodal domains is the barrier method, introduced in [30], which consists in finding small nodal domains that are stable under small perturbations. We illustrate here how this general idea can be combined with local weak limits to find lower bounds on the number of nodal domains. Namely, the following proposition tells us that if a local weak limit puts some mass on a small neighbourhood of a function with a stable nodal domain, then the whole sequence of eigenfunctions will have many nodal domains.
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Definition 5.4. Let \( \eta > 0 \) and let \( f \in \mathcal{H}^0 \). We will say that \( f \) has an \( \eta \)-stable nodal domain if \( f(0) > \eta \) and \( \exists U \subset B(0, \eta^{-1}) \) open and connected, with \( 0 \in U \), and \( \forall x \in \partial U \), \( f(x) < -\eta \).

Proposition 5.5. Let \( \phi_n \) be a sequence of Laplace eigenfunctions with \( \sigma_\Omega((\phi_n)_n) = \{ \nu \} \). Suppose that there exists \( \eta > 0 \) and \( \Phi \in \text{FP} \) having an \( \eta \)-stable nodal domain, such that

\[
\nu(B_d(\Phi, \eta/2)) > 0.
\]

Then there exists \( c > 0 \) such that

\[
N(\phi_n) > ch^{-d}.
\]

Proof. Since \( \Phi \) has an \( \eta \)-stable nodal domain, if \( f \in C_\infty(\mathbb{R}^d) \) satisfies \( d_0(\Phi, f) < \eta/2 \), then \( f \) has an \( \eta/2 \)-stable nodal domain. In particular, \( 0 \) is contained in a nodal domain of \( f \) included in \( B(0, \eta) \).

Now, by hypothesis, we may find \( \varepsilon > 0 \) such that for all \( n \) large enough, \( \text{Vol}(\{ x_0 \in \Omega, \tilde{\phi}_{x_0,n} \in B(\Phi, \eta/2) \}) > \varepsilon \). Each point in this set of positive volume, is contained in a nodal domain of radius \( \eta h_n \). The lower bound \((5.8)\) follows. \( \square \)

5.4 \( L^\infty \) norms

A lower bound

Let \( (\phi_n) \) be an orthonormalized sequence of eigenfunctions such that \( \sigma_\Omega((\phi_n)_n) = \{ \mu_{\text{Berry}} \} \). Then we have

\[(5.9)\]

\[
\|\phi_n\|_{L^\infty(\Omega)} \quad \underset{n \to +\infty}{\longrightarrow} \quad +\infty.
\]

Indeed, for any \( M > 1 \), let \( \chi_M \in C_c((M-1, M+2), [0, 1]) \) take value 1 on \([M, M+1]\). Then the map \( F_M(f) = \chi_M(|f(0)|) \) belongs to \( C^0 \). Therefore, we have by assumption

\[
\langle LM_\Omega(\phi_n), F_M \rangle \quad \underset{n \to +\infty}{\longrightarrow} \quad \langle \mu_{\text{Berry}}, F_M \rangle > 0.
\]

Now, we note that \( \langle LM_\Omega(\phi_n), F_M \rangle \leq \text{Leb}\{ x \in \Omega; |\phi_n(x)| \in (M-1, M+2) \} \). We easily deduce from this that \( \lim inf \|\phi_n\|_\infty \geq M - 1 \). Since this is true for any \( M \), \((5.9)\) follows.

Remark 3. Considering the functional \( F_M(\Phi) := \max(|\Phi(0)|^p, M) \), we deduce that, is \( \sigma_\Omega((\phi_n)_n) = \{ \mu_{\text{Berry}} \} \), then

\[
\lim_{n \to +\infty} \int_\Omega \max(|\phi_n(x)|^p, M) \, dx \quad \underset{n \to +\infty}{\longrightarrow} \quad \langle \mu_{\text{Berry}}, F_M \rangle,
\]

so that \( \lim sup_{n \to +\infty} \int_\Omega |\phi_n(x)|^p \, dx \geq \mathbb{E}(|\Psi_{\text{Berry}}|^p) \), where \( \Psi_{\text{Berry}} \) is chosen at random according to the Berry measure on \( \text{FP} \). Therefore, our interpretation of Berry’s conjecture gives a lower bound on the asymptotic behaviour of \( L^p \) norms of eigenfunctions, but no upper bound. This is related to the discussion in the following paragraph.
No upper bound

If \((\phi_n)\) is an orthogonal sequence of eigenfunctions with \(\|\phi_n\|^2_{L^2} = \text{Vol}(\Omega)\) and such that \(\sigma_\Omega((\phi_n)_n) = \{\mu_{\text{Berry}}\}\), we cannot in general obtain an upper bound on \(\|\phi_n\|_{L^\infty}\) which is any better than the usual Hörmander bound. The reason for this is that the local weak convergence captures information about how the eigenfunctions look like at typical points, while the eigenfunctions become very large at very non-typical points.

Let us give a heuristic situation where \(\sigma_\Omega((\phi_n)_n) = \{\mu_{\text{Berry}}\}\), but we have no further information on \(\|\phi_n\|_{L^\infty}\). Suppose that we have two normalised sequence \(\phi_{1,n}, \phi_{2,n}\) satisfying \(-h_n^2 \Delta \phi_{1,n} = \phi_{1,n}\) and \(-h_n^2 \Delta \phi_{2,n} = \phi_{2,n}\). Suppose further that \(\sigma_\Omega((\phi_{1,n})_n) = \{\mu_{\text{Berry}}\}\), while \(\phi_{2,n}\) concentrates on a set of zero volume, in the sense of \((2.9)\).

Let \(r_n\) be a sequence going to zero arbitrarily slowly, and set \(\phi_n := \frac{\phi_{1,n} + r_n \phi_{2,n}}{\|\phi_{1,n} + r_n \phi_{2,n}\|_{L^2}}\). Around most points, \(\phi_n\) is just a small perturbation of \(\phi_{1,n}\), so an argument similar to the one in the proof of Proposition \([2.3]\) shows that \(\sigma_\Omega((\phi_n)_n) = \{\mu_{\text{Berry}}\}\). However, it could be that \(\|\phi_{n,2}\|_{L^\infty}\) saturates the Hörmander bound, so that \(\|\phi_n\|_{L^\infty}\) would almost saturate the Hörmander bound.

### A A convenient topology on \(C^k(\mathbb{R}^d)\)

Let \(d \geq 1, k \in \mathbb{N}\). If \(f, g \in C^k(\mathbb{R}^d)\), we shall write

\[
d_k(f, g) := \inf \{ \varepsilon > 0 ; \| f - g \|_{C^k(B(0, \varepsilon^{-1}))} < \varepsilon \}
= \left[ \sup \{ r > 0 ; \| f - g \|_{C^k(B(0, r))} < r^{-1} \} \right]^{-1}.
\]

**Proposition A.1.** For all \(k \in \mathbb{N}\), the space \(\mathcal{H} := (C^k(\mathbb{R}^d), d_k)\) is a Polish space, i.e. a separable and complete metric space.

**Proof.** It is clear that \(d_k\) defines a distance on \(C^k(\mathbb{R}^d)\). For each \(\varepsilon > 0\), the space \(C^k(B(0, \varepsilon^{-1}))\) is separable, so \(\mathcal{H}^k\) is separable as well. Finally, if \((f_n)\) is a Cauchy sequence in \(\mathcal{H}^k\), then for each \(\varepsilon > 0\), it is a Cauchy sequence in \(C^k(B(0, \varepsilon^{-1}))\), so that it must converge in \(C^k(B(0, \varepsilon^{-1}))\). From this, we see that \((f_n)\) converges in \(\mathcal{H}^k\).

In some proofs, we will also need to use, for \(k = -1\) or \(k = -2\), the distances

\[
d_k(f, g) := \inf \{ \varepsilon > 0 ; \| f - g \|_{H^k(B(0, \varepsilon^{-1}))} < \varepsilon \}
\]

We then have that \(\mathcal{H} := (H^k_{\text{loc}}(\mathbb{R}^d), d_k)\) is a Polish space.

Consider a sequence of positive numbers \(a = (a_\ell)_\ell\). For any \(k \in \mathbb{N}\), we shall write

\[
\mathcal{H}^k(a) := \{ f \in C^k(\mathbb{R}^d) \text{ such that } \forall \ell \in \mathbb{N}, \| f_{(0, \ell)} \|_{C^k(B(0, \ell))} \leq a_\ell \}.
\]

**Lemma 12.** Let \(k \in \mathbb{N}\), and \(a \in \mathbb{N}^\mathbb{N}\). The space \(\mathcal{H}^{k+1}(a)\) is relatively compact in \(\mathcal{H}^k\).

**Proof.** Let \((f_n) \in \mathcal{H}^{k+1}(a)\). For each \(\ell > 0\), by the Arzelà-Ascoli Theorem, a ball in \(C^{k+1}(B(0, \ell))\) can be compactly embedded in \(C^k(B(0, \ell))\). Therefore, we may extract a subsequence of \(f_n\) which converges in \(C^k(B(0, \ell))\). By a diagonal extraction, we may find a subsequence of \(f_n\) which converges in \(C^k(B(0, \ell))\) for all \(\ell > 0\). Therefore, this subsequence converges in \(\mathcal{H}^k\).

We shall denote by \(\overline{\mathcal{H}^{k+1}(a)}\) the completion of \(\mathcal{H}^{k+1}(a)\) with respect to the \(\mathcal{H}^k\) topology. By the preceding lemma, it forms a compact metric space. In the sequel, if \(k \in \mathbb{N}\), we shall denote by \(\mathcal{M}^k\) the Banach space of finite signed measures on \(\mathcal{H}^k\), and by \(C_0(\mathcal{H}^k)\) the space of bounded real-valued continuous functions on the metric space \(\mathcal{H}^k\).
The space of free eigenfunctions

Recall that the space $FP$ was defined in (1.1).

Lemma 13. For each $k \in \mathbb{N}$, $FP$ is a closed subset of $H^k$ for the topology induced by $d_k$. In particular, $FP$ is a Polish space.

Proof. Note that $FP$ is included in each of the $H^k$. Let us check that it forms a closed subset. Let $f_n \in FP$ converge to some $f \in H^k$. We then have

$$-\Delta (f_n - f) = \Delta f + f_n.$$

We have that $-\Delta (f_n - f)$ converges to zero in the $H^{k-2}$ topology. Indeed, for any $r > 0$, $\|f_n - f\|_{C^k(B(0,r))}$ converges to zero, so, if $k \geq 2$, we have $\|\Delta (f_n - f)\|_{C^{k-2}(B(0,r))}$ converges to zero. If $k = 0$ or $k = 1$, we just use the fact that $\|f_n - f\|_{H^k(B(0,r))} \leq C(r) \|f_n - f\|_{C^k(B(0,r))}$, so it goes to zero as $n \to +\infty$. Therefore, for each $r > 0$ we have, $\|\Delta (f_n - f)\|_{H^{k-2}(B(0,r))}$ goes to zero as $n \to +\infty$, so that $\Delta (f_n - f)$ converges to zero in the $H^{k-2}$ topology.

Therefore, $f_n$ converges to $-\Delta f$ in the $H^{k-2}$ topology. By uniqueness of the limit, we must have $-\Delta f = f$. \hfill \Box

Lemma 14. Let $k, k' \in \mathbb{N}$. The distances $d_k$ and $d_{k'}$ are topologically equivalent on $FP$.

Proof. Suppose that $k' \geq k$. Let $f_n, f \in FP$. It is clear that, if $d_{k'}(f_n, f) \to 0$, then $d_k(f_n, f) \to 0$.

Conversely, suppose that $d_k(f_n, f) \to 0$. This amounts to saying that, for any $r > 0$, $\|f_n - f\|_{C_k(B(0,r))} \to 0$. In particular, $\|f_n - f\|_{H^k(B(0,r))} \to 0$. But, using the fact that $f_n, f \in FP$, we deduce that for any $j \in \mathbb{N}$, $\|\Delta (f_n - f)\|_{H^j(B(0,r))} \to 0$, so that $\|f_n - f\|_{H^{k+2}(B(0,r))} \to 0$. Since this is true for any $j \in \mathbb{N}$, we may use the Sobolev embeddings to deduce that $\|f_n - f\|_{H^{k'}(B(0,r))} \to 0$. \hfill \Box

In the sequel, $FP$ will always be equipped with the topology induced by the distances $d_k$.

Let us write $C_b(FP)$ for the space of bounded continuous functions on $FP$, equipped with the sup norm. We shall write $\mathcal{M}$ for the Banach space of finite signed measures on $FP$. We shall also write $(C_b(FP))^*$ for the topological dual of $C_b(FP)$.

By Tietze’s extension lemma, we may find a continuous linear map $\iota_k : C_b(FP) \to C_b(H^k)$ such that

$$\iota_k F|_{FP} = F$$

$$\|\iota_k F\|_{C_b(H^k)} = \|F\|_{C_b(FP)}.$$

(see for instance [20], §5 for the fact that we may take $\iota_k$ linear and continuous.)
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