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High temperature superconductivity in iron pnictides and chalcogenides emerges when a magnetic phase is suppressed. The multi-orbital character and the strength of correlations underlie this complex phenomenology, involving magnetic softness and anisotropies, with Hund’s coupling playing an important role. We review here the different theoretical approaches used to describe the magnetic interactions in these systems. We show that taking into account the orbital degree of freedom allows us to unify in a single phase diagram the main mechanisms proposed to explain the $(\pi, 0)$ order in iron pnictides: the nesting-driven, the exchange between localized spins, and the Hund induced magnetic state with orbital differentiation. Comparison of theoretical estimates and experimental results helps locate the Fe superconductors in the phase diagram. In addition, orbital physics is crucial to address the magnetic softness, the doping dependent properties, and the anisotropies.

I. INTRODUCTION

The discovery of iron superconductors [1, 2] challenged the uniqueness of cuprates as high Tc superconductors, triggering the search for new materials in previously unexplored directions. Most iron superconductors are magnetic when undoped and the suppression of the magnetism via doping, pressure or isoelectronic substitution is accompanied by the appearance of a superconducting phase [3, 4]. There is also a structural phase transition that may coincide with the magnetic transition or occur at a higher temperature. Details may depend on the particular structure or chemical composition but the general trends are robust. All the families of iron superconductors have atomic layers with Fe in a square lattice and a pnictogen (P, As) or a chalcogen (Se, Te) out of plane in tetrahedral coordination [5], see Fig. 1. Understanding the magnetism and electronic correlations in these systems may be the clue for elucidating the yet unknown pairing mechanism for high Tc superconductivity [5, 7].

Superficially, the iron superconductors phase diagram resembles very much that of the cuprates in the sense that a magnetic phase is replaced by a superconducting one with doping [8]. However, there are some deep differences whose relevance for superconductivity is still to be determined. Undoped cuprates are well known for being Mott insulators and $(\pi, \pi)$ order antiferromagnets. On the other hand, undoped Fe superconductors are generally metallic and show different types of magnetic arrangements [3, 7]. The one that dominates is the columnar $(\pi, 0)$ order (with axis defined in the Fe-Fe first neighbours direction): antiferromagnetic in the x-direction and ferromagnetic in the y-direction, see Fig. 2. This order (or related magnetic fluctuations) is usually accompanied by a tetragonal to orthorhombic structural transition and in-plane $(x/y)$ anisotropies.

The $(\pi, 0)$ order is found in the undoped iron arsenides, a denomination that includes different chemical compositions and structures –all with FeAs planes. The arsenides mainly comprise the 1111 family, like LaOFeAs, the 122, like BaFe$_2$As$_2$, and the 111, like LiFeAs and NaFeAs. The related phosphides (with FeP planes) are non magnetic and their superconducting T$_c$S are low [1]. Most of the arsenides show the columnar order with a small magnetic moment, with typical values under 1$\mu_B$ per Fe, and are metals [9]. LiFeAs is an exception to the rule as it does not order magnetically, it does not go through a structural transition and it is superconductor [10]. The iron chalcogenide FeTe has a different magnetic order, the double stripe, namely a double FM column along the diagonals (the Fe-Fe second neighbours direction) and a larger magnetic moment $\sim 2\mu_B$ per Fe [11]. On the other hand, bulk FeSe suffers a structural transition at a much higher temperature than the superconducting one but there is no trace of static magnetism unless very high pressures are applied [12, 13]. Related systems arise when some spacer is introduced between the FeSe layers [14–19]. The parent compounds of the alkaline Fe selenides A$_x$Fe$_{2-x}$Se$_2$(A=K, Rb, Cs, Tl), with Fe vacancies arranged in a particular pattern, have a block antiferromagnetic order with a large magnetic moment of $\sim 3\mu_B$ per Fe, and are insulators [20, 21]. Transitions between different magnetic orders have been observed as a function of doping [22] and pressure [23, 24].

The electronic structure gives us hints to understand the observed metallicity and the differences with cuprates. Models for cuprates usually involve a single orbital. The situation is very different in the iron superconductors. Density Functional Theory (DFT) calculations show that the density of states around the Fermi level is dominated by the Fe-pnictogen (or chalcogen) planes [25, 27]. In undoped compounds, Fe is in a 3d$^6$ valence state and the crystal field is much smaller than the bandwidth. This implies that all the d orbitals may play a role at low energies. The Fermi surface of iron superconductors has both electron and hole pockets at different k-points and different orbitals dominate in different parts of the Brillouin zone, see Fig. 1. There—
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Therefore, multi-orbital models are required to describe the Fe superconductors. Although most of these materials are metallic when undoped, correlations are known to play an important role as, comparing ab-initio bands with Angle Resolved Photo Emission Spectroscopy (ARPES) and quantum oscillations measurements, a band renormalisation of \( \sim 3 \) has been estimated [28, 29].

The first attempts to understand the phase diagrams of the Fe superconductors came from two opposite approaches: the weak and the strong coupling limits. The weak coupling approach was supported by the metallicity of the parent compounds, the low magnetic moment, and the apparent nesting on the Fermi surface with a \( \mathbf{Q} = (\pi, 0) \) wave-vector [27, 31], see Fig. 1. The strong coupling approach [32, 33] was motivated by the observed band renormalisation, the bad metallicity and later by the discovery of families of Fe superconductors whose magnetic order could not be explained by Fermi surface nesting. The multi-orbital character of the Fe superconductors has inspired models in which itinerant and localised electrons coexist [34, 37], similarly to other transition metal oxides. Theoretical studies of multi-orbital systems found the possibility of having an orbital selective Mott transition [38, 40]. But the complexity did not end here, and the effect of correlations in multi-orbital systems has become a research field on its own right. Hund’s coupling is one of the main characters of the emergent story, leading to a correlated Hund’s metal, [41, 42] with a suppressed but non-zero quasiparticle weight. Different degrees of correlation for the orbitals (orbital differentiation), as observed in ARPES experiments [40], adds up to this richness.

An additional complexity arises in connection with the anisotropies observed in these materials. The \( (\pi, 0) \) magnetic order and the tetragonal to orthorhombic structural transitions break the four-fold rotational symmetry of the lattice. The two transitions usually happen very close in temperature revealing a strong connection between the spin and lattice degrees of freedom. The in-plane resistivity is anisotropic in an unexpected way as it is larger for the shorter ferromagnetic direction. In addition, the magnitude of the anisotropy is largest when the structural distortion and the magnetism are weaker [18, 47]. Signatures of anisotropy have also been found in other experiments [18, 64]. The degeneracy of \( yz \) and \( z \) is broken in both the magnetic and non magnetically ordered phases below the structural transition as revealed by ARPES [65, 67] and X-ray experiments [68]. A nematic phase, characterised by the reduction of the point group symmetry from \( C_4 \) tetragonal to \( C_2 \) orthorhombic, is found between the magnetic and structural transitions. Nematic transitions are also believed to occur in \( \text{Sr}_2\text{Ru}_2\text{O}_7 \) and cuprates [69].

There is nowadays an intense debate on the origin of the nematicity in the Fe superconductors. Different experiments seem to indicate that it is electronic in origin [44, 46, 50, 53, 54, 60] but it is difficult to pinpoint the mechanism: the role of impurities is also under investigation [47, 52, 57, 75, 78]. Importantly, orbital or spin fluctuations are also likely candidates for the superconducting pairing glue: magnetic fluctuations are believed to mediate \( s^{++} \)-superconductivity [27, 79], and orbital fluctuations are thought to lead to \( s^{++} \)-superconductivity [73, 80].

In this paper we review the magnetic interactions in Fe superconductors with main emphasis on the connection between the orbital degree of freedom and the correlations, anisotropies and magnetic softness. In Sec. II the different models and techniques used for studying the magnetic properties of the Fe superconductors are introduced. The following section deals with correlations and the \( (\pi, 0) \) order and is divided in four subsections: weak coupling descriptions (Sec. III A), strong coupling descriptions (Sec. III B), ab-initio insights (Sec. III C), and the role of Hund’s coupling and the orbital degree of freedom (Sec. III D). Sec. IV reviews the origin of anisotropic properties of Fe-superconductors. Sec. V deals with the current understanding of the observed magnetic softness in these systems. We end in Sec. VI with the conclusions.

II. MODELS AND TECHNIQUES

Magnetic interactions in iron superconductors have been studied using multiple techniques. Among them,
Most of the models assume orbital-independent interactions and label the Fe sites, \(i, j\), independent parameters, \(U\), valid in rotationally invariant systems, leaving only two band structure \([82, 88, 90]\), the crystal field splitting and calculated within Slater-Koster \([30]\) or by fitting to an ab-initio method. Techniques used to study these multi-orbital models include: Random Phase Approximation (RPA) \([82, 102]\), FLEX \([90]\), momentum and real-space Hartree-Fock (HF) \([36, 91, 103–107]\), Functional Renormalisation Group (FRG) \([108]\), Dynamical Mean Field Theory (DMFT) \([83, 86, 89, 110, 112]\), Monte Carlo \([113]\), Gutzwiller variational theory \([101, 114–116]\) and Slave Spin \([39, 117, 118]\). Different techniques approach the model in weakly or strongly correlated limits and can underestimate or overestimate the effect of interactions. For this reason and to better understand the underlying physics, the phase diagram as a function of \(U\) and \(J_H\) is often explored.

More simplified descriptions \([119–124]\) consider band models with electron pockets at \(X = (0, 0)\) and \(Y = (0, \pi)\) and one or two hole pockets at \(\Gamma = (0, 0)\). Bands are frequently assumed to be parabolic with no orbital content. Among all possible fermionic interactions only density-density and pair-hopping between electron and hole pockets, related to the spin-density wave instability are kept. These models have been treated with Renormalisation Group (RG) \([119, 120, 124]\) or within mean field approaches \([121, 122]\) for the collective magnetic degrees of freedom. These low energy models are suitable to deal with itinerant electrons in weakly interacting metals, i.e. when the ordered states are well described by an instability of the Fermi surface and if the orbital content of the Fermi surface does not play a relevant role. Very recently a low energy model, which only keeps interactions in the spin-channel but retains the orbital character of the bands and the information about \(U\) and Hund’s coupling, has been derived \([74]\).

In the opposite limit, strong coupling approaches \([82, 83, 30, 125, 126]\) assume that the electrons are localised and describe the system with interacting lattice spin models as the Heisenberg model

\[
H_{J_1, J_2} = \frac{J_1}{|S|^2} \sum_{\langle i, j \rangle} \tilde{S}_i \tilde{S}_j + \frac{J_2}{|S|^2} \sum_{\langle i, j \rangle} \tilde{S}_i \tilde{S}_j.
\]

Here \(\tilde{S}_i = \sum_\beta \tilde{S}_{i, \beta}\) is the atomic moment and \(\langle i, j \rangle\) are restricted to first and second nearest neighbours respectively. The small crystal field splitting in iron superconductors suggests \(|S| = 2\) due to Hund’s rule. \(J_1\) and \(J_2\) have been estimated applying perturbation theory to multi-orbital models \([36, 111]\) and in ab-initio calculations \([83, 84, 127, 128]\), but in most cases they are assumed to be unknown. In a tetragonal state, \(J_1\) is
equal in x and y directions. To fit some neutron measurements, the spin interactions to first nearest neighbours are allowed to be anisotropic, i.e. $J_{1,a} \neq J_{1,b}$. Some measurements and magnetic orderings have been described including in the model a $J_3$ interaction to third neighbours [89] or a biquadratic term $K(S_i S_j)^2$ to nearest neighbours [129, 130]. Localised spin models are generally used for insulators. They can be used for metals only in the strong coupling limit, when interactions place the metal at the verge of a Mott transition.

Note that magnetism at finite temperatures and many experimental features require some three-dimensionality. Nevertheless most of these low-energy, localised or multi-orbital, models are two-dimensional.

III. ELECTRONIC CORRELATIONS AND ($\pi, 0$) COLUMNAR ANTFERROMAGNETISM

The nature of magnetism is linked to the strength of correlations in the non-magnetic state. Three main pictures have been proposed to explain the ($\pi, 0$) ordering of iron pnictides: an instability of the Fermi surface due to nesting in a weakly correlated state, antiferromagnetic exchange between localised electrons, and a double-exchange like mechanism in a Hund metal state with orbital differentiation. In the following we review these approaches comparing with experiment and ab-initio calculations.

A. Weak coupling description of magnetism

The tendency towards a spin density wave instability (SDW) with momentum $Q = (\pi, 0)$ linked to the Fermi surface shape was noticed [27, 31] before this order was found experimentally [31, 131]. Ab-initio calculations predict strong nesting between electron and hole pockets connected by $Q$, as illustrated in Fig. 1(b). Nesting between idealised circular pockets leads to a divergence in the RPA spin susceptibility at $Q$. Realistic pockets are elliptical and nesting is not perfect, nevertheless a peak in the spin response is obtained [27, 132].

The antiferromagnetic tendencies emerging from the Fermi surface were early related to an $s^+$ superconducting instability [27]. FRG calculations showed that the strong antiferromagnetic correlation also drives superconducting pairing, Fermi surface distortions and orbital current order [108]. On the basis of RG calculations, it was argued that magnetic and pairing instabilities are determined by the same interband pair hopping [119]. When electron and hole pockets are nearly identical the SDW instability occurs at a higher $T$. If the near identity is broken, the Cooper instability comes first [27, 119].

The suppression of magnetism with doping observed experimentally is expected as electron or hole doping changes the size of the Fermi pockets and destroys nesting [133]. This is consistent with the non-monotonic dependence on doping of the minimal interaction for the onset of magnetism $U_{\text{onset}}$ obtained in Hartree-Fock calculations for a five-orbital model [91, 106] in which the smallest $U_{\text{onset}}$ appears at electronic fillings close to that of undoped compounds $n \sim 6$, see Fig. 5(d). However FLEX calculations question the role of nesting as the later is suppressed by self-energy corrections [93]. Moreover $U_{\text{onset}} > 1$ eV seems too large to claim a nesting induced SDW [91, 106]. FeTe, with a similar Fermi surface and believed to be more correlated, shows a different magnetic ordering not explicable with nesting arguments, see Sec. V.

Changes in the size of the electron and hole pockets upon doping modify the momentum at which the RPA spin susceptibility peaks and could produce a change in the ordering moment. The tendency towards incommensurate ordering is reduced by Umklapp processes which enhance the magnetic instability with momentum $Q$, commensurate with the reciprocal lattice [132]. Nevertheless, signatures of incommensurate spin fluctuations appear in the non-magnetic hole-doped compound [134, 135] KFe$_2$As$_2$ and long-range and short-range static incommensurate antiferromagnetic order has been observed in electron-doped BaFe$_2$As$_2$ [136, 137]. While the short-range order was initially interpreted as an evidence of nesting-induced antiferromagnetism, more recent results suggest that it is due to a cluster spin glass phase [138, 139].

In the reconstructed bandstructure of the magnetic state small Fermi pockets along the ($0, \pi$) direction have been observed in quantum oscillation and ARPES experiments [140, 142]. These pockets are obtained within low-energy effective models [143] and in Hartree-Fock calculations of five-orbital models [103, 105, 144] only if the interactions are not too large. In this case the topology of the bandstructure produces nodes in the SDW gap, small Dirac pockets along the $\Gamma - X$ direction and metallicity [143].

In favour of weak coupling approaches, strong signatures of Hubbard bands have not been observed in X-ray experiments [3] [145–147]. ARPES and Quantum oscillations experiments demonstrate the existence of quasiparticles [28, 29, 111, 148, 149]. The shape of the bands is reasonably well described by ab-initio methods [26, 86]. Nevertheless the band mass is considerably enhanced $m^*/m \sim 2 - 3$ in undoped pnictides [29]. The low ordered magnetic moment, between 0.09 $\mu_B$ in NaFeAs and 1 $\mu_B$ in SrFe$_2$As$_2$ [5, 137], and the metallicity of the magnetic state have been also used in favour of an SDW description of magnetism [103, 104]. The observed linear increase of the spin susceptibility with temperature $\beta$ has been explained assuming a nested Fermi liquid [120]. The spectral features in the magnetic state of five-orbital models calculated within Hartree-Fock compare well with optical conductivity, photoemission and neutron experiments only if interactions are weak [36, 103]. Moderate interactions are also necessary to reproduce the sign of the resistivity anisotropy observed experimentally in cal-
calculations with band reconstruction as the only source of anisotropy \[144\], see Sec. \[IV\].

Other experimental results are not explained within a SDW scenario. The band reconstruction in NaFeAs observed by ARPES involves bands well below the Fermi level \[85\] \[150\]. Inelastic neutron scattering (INS) and X-ray experiments have detected spin waves up to energies above 200 meV \[7\] \[131\] \[132\], larger than expected in weak coupling approaches \[153\] and estimated total moments larger than those expected in the weak coupling model \[8\] \[133\] \[134\] \[135\] \[137\] \[138\] \[139\] \[141\] \[142\] which do not seem to change much with increasing temperatures up to \(T \sim 2T_N\), well above the Néel temperature. This magnetic moment is not only large in systems with magnetic order, but also in compounds which do not order magnetically as LiFeAs or Ba\(_{0.6}\)K\(_{0.4}\)Fe\(_2\)As\(_2\) \[147\]. In a Fermi surface instability picture only the bands close to the Fermi level are expected to be affected by antiferromagnetism, the spin wave spectral weight is observed only at low energies becoming overdamped by electron-hole pair excitations at high frequencies \[144\] \[150\] and, except for fluctuations effects at temperatures above but close to the transition temperature, the magnetic moments are formed at \(T_N\).

B. Antiferromagnetism from localised spins

An opposite point of view to explain the magnetic properties is based on localised spins which interact to first and second nearest neighbours with antiferromagnetic exchanges \(J_1\) and \(J_2\) \[32\] \[33\] \[36\] \[125\] \[126\], see Eq. (2). A \((\pi, 0)\) ground state requires \(J_2 > J_1/2\) as antiferromagnetic ordering with momentum \(Q = (\pi, \pi)\) is lowest in energy if \(J_2 < J_1/2\). For \(J_2 > J_1/2\) the classical ground state is selected by \(J_2\). It consists of two interpenetrating square sublattices with Néel order, being the energy independent on the angle between the two sublattices. Columnar order is selected by quantum or thermal fluctuations through an order by disorder mechanism \[33\] \[125\] \[126\]. Interactions to first nearest neighbours are frustrated.

The exchange constants \(J_1\) and \(J_2\) derived at large interactions from multi-orbital models for iron superconductors depend on Hund’s coupling and on the atomic orbital configuration \[36\] \[41\], see Sec. \[IV\]. The large value of \(J_2\) required to fulfil the condition for columnar order \(J_2 > J_1/2\) is possible due to the role of the As atom in the hopping between second neighbours Fe atoms \[32\] \[36\]. The exchange to first neighbours \(J_1\) includes both direct and indirect (via As) contributions.

The presence of magnetic moments above \(T_N\) and signatures of well defined spin waves throughout the Brillouin zone are commonly used to justify the local moment picture \[7\]. The spin waves measured by neutron scattering can be fitted to a \(J = J_2\) Heisenberg Hamiltonian but fitting parameters are controversial as (i) they can be significantly sensitive to the inclusion of long-range couplings \[147\] (ii) the values reported imply \(J_{1a} > J_{1b}\) with \(J_{1b}\) slightly ferromagnetic, while in the tetragonal state \(J_{1a} = J_{1b}\). Here \(J_{1a}\) and \(J_{1b}\) are respectively the exchange constants along \(x\) and \(y\) directions \[85\] \[152\]. The difference between \(J_{1a}\) and \(J_{1b}\) was justified assuming the emergence of orbital ordering \(n_{yz} > n_{zx}\), namely different filling of \(zx\) and \(yz\) orbitals, in the nematic state above \(T_N\), and a strong impact of this orbital ordering on the exchange constants \[158\] \[160\]. Different \(J_{1a}\) and \(J_{1b}\) have been obtained in ab-initio calculations at low temperatures \[83\] \[84\] \[127\], see below. A spin localised model is generally consistent with orbital fillings not far from integer. This is at odds with substantial orbital ordering. A different proposal \[129\] to explain the difference between \(J_{1a}\) and \(J_{1b}\) involves a non-negligible value of the biquadratic coupling \(K\) between nearest neighbour spins. \(K\) induces an Ising degree of freedom and it is behind the selection of \((\pi, 0)\) or \((0, \pi)\) order from the classical manifold as well as behind the nematic and structural transitions above \(T_N\). In a columnar ground state the inclusion of \(K\) gives \(J_{1a} = J_1 + 2KS^2\) and \(J_{1b} = J_1 - 2KS^2\). For well localised spins, \(K\) is generated by fluctuations \[125\] \[126\] and it is small. Therefore the need of a large value of \(K\) to fit the experiments is believed to imply deviations from the local moment picture \[129\].

One of the main drawbacks of the localised spin model is the size of the ordered magnetic moment. The crystal field arrangement of iron pnictides predicts that the 6 electrons may be accomodated in five d-orbitals with atomic magnetic moment \(|S| = 2\) (high Hund’s coupling) or \(|S| = 1\) (small Hund’s coupling). These atomic moments are too large compared to the magnetic moment measured by neutron diffraction experiments: \(\mu \sim 1\mu_B\) in SrFe\(_2\)As\(_2\) and smaller in other compounds \[5\].

The early proposal that the frustration of first nearest neighbour interactions could strongly reduce the predicted magnetic moment has not been supported by explicit calculations \[125\] \[132\] \[160\] \[161\]. The extent of frustration depends crucially on the ratios of exchange constants and their anisotropies and it is reduced if \(J_{1a} \neq J_{1b}\). The suppression of the magnetic moment is small for \(1 < |S| < 3\) and it decreases with increasing \(J_2\) \[161\]. Unrealistically, low atomic spin and \(|J_2/J_1|\) values very close to 1/2 would be required to explain the strong reduction of the ordered magnetic moment found in experiment.

The magnetic moments at high temperatures estimated by integrating the spectral weight in neutron scattering experiments is much smaller than expected for localised electrons \[3\] \[147\]. The moments detected by core level photoemission spectroscopy (PES) \[153\] and x-ray emission spectroscopy (XES) \[154\] are larger than those measured by INS. However the different results of these techniques suggest fast fluctuations of the atomic spin, beyond the localised model \[147\]. Consistently, the localised moment approach can neither explain the temperature dependence of the spin excitations \[162\] nor the
longitudinal spin excitations detected \cite{163} in BaFe$_2$As$_2$: The spin waves in a localised moment model should be purely transverse spin excitations with moments fluctuating perpendicular to the staggered magnetisation.

\section{Insight from ab-initio calculations}

The (\(\pi,0\)) order has been widely studied with DFT methods. Early calculations resulted in different orderings in the ground state: proximity to ferromagnetism \cite{26,164}, (\(\pi,\pi\)) antiferromagnetism \cite{164,165} and (\(\pi,0\)) stripe antiferromagnetism \cite{31,32}. It was then clarified that (\(\pi,0\)) is the magnetic ground state of iron pnictides and that pseudopotential approaches have to be used with special care, only after being checked against all-electron methods \cite{81}, because they can fail to identify the correct ground state due to the small differences in energy between the different magnetic orders found in these materials. Some calculations were interpreted in favour of a weak-coupling origin of magnetism \cite{166}, but others arrived to opposite conclusions \cite{84,85}.

The magnetic moment obtained \cite{81} in the (\(\pi,0\)) state is \(\sim 2\mu_B\), much larger than the experimental one \(0.35\)–\(1\mu_B\) \cite{5}. Such an overestimate of the magnetic moment is rare in DFT. A proposal to solve this discrepancy involves a high moment ground state with well defined spin density waves but with magnetic twins and antiphase boundaries dynamic on the time scale of the experiment \cite{167}.

The calculations evidence strong magnetoelastic coupling: (i) The moment is very sensitive to the As–z position. Small displacements of the As change the Fe-moment from 2.0 \(\mu_B\) to 0.5 \(\mu_B\) \cite{32,81,83,127}; and (ii) the atomic positions, generally well described by GGA calculations, show important disagreements with experiments \cite{81,84,168}. The discrepancies in the crystal structure are smaller in non-magnetic materials while spin polarised calculations are in agreement with the experimental structure in the non-magnetic state \cite{81,84}. Magnetic order has to be included to reproduce the experimental phonon spectrum \cite{84,169}.

The sensitivity to the approximation used and to tiny details of the crystal structure was initially ascribed to the itinerancy of the magnetic ground state which was argued not to be describable in terms of local magnetic moments \cite{81}. The discrepancies between non-magnetic calculations and the experimental structure were later interpreted as an evidence that in experiment there are magnetic moments at high temperatures, above \(T_N\), which cannot be well captured by DFT methods \cite{84}.

The value of the exchange constants has been calculated by DFT using different methods: (i) comparing the energies of the magnetic states and mapping them to a Heisenberg model, (ii) using the direct spin-flip method, appropriate for high-temperatures \cite{84}, and (iii) with linear response perturbation theory, suitable for low temperatures \cite{81,127,128}. The \(J_2\) obtained from the magnetic state energy is large, as required to stabilise the stripe ordering in the localised picture. However, the validity of the method was questioned by a perturbative calculation which found that different magnetic states are stabilised in different atomic orbital configurations \cite{36}, see Sec. \ref{sec:vi}.

Direct spin-flip and linear response perturbation theory provide the dependence of the exchange constants on the distance. Interactions are short-range in local models and long-range when magnetism is driven by nesting of the Fermi surface. In both approaches, the exchange constant along the diagonal direction was found to be antiferromagnetic and very short ranged \cite{84}. Along \(x\) and \(y\) axis, they decay more slowly \cite{84}, as \(1/R^3\). Surprisingly, \(J_{1b}\) is very different in both methods: it is antiferromagnetic and close to \(J_{1a}\) at high temperatures (direct spin-flip method) and ferromagnetic at low temperatures (linear response) \cite{84,128}. The later result is compatible with neutron experiments. However, different \(J_{1a,b}\) at low and high temperatures is at odds with a Heisenberg description \cite{84}. The different magnetic moment at which DFT calculations converge for different magnetic patterns also points against a Heisenberg description of magnetism \cite{81}.

LSDA calculations allowed variations on the angle \(\theta\) formed by the magnetic moments on the two Fe interpenetrating antiferromagnetically ordered sublattices selected by the classical solution of the \(J_1 – J_2\) Heisenberg model \cite{170}. They found a strong dependence of the energy on \(\theta\) and attributed it to deviations from a Heisenberg description which could be accounted for by a large biquadratic coupling term \(K\), which, as discussed above, can be behind the different values of \(J_{1a}\) and \(J_{1b}\). A recent study on several families of Fe-pnictides \cite{171} has confirmed that a biquadratic term \(K\) is required to fit the ab-initio energies with a spin model. \(K\) is of the same order of magnitude as the exchange interaction, it depends on the Fe–Fe and Fe–As distances and it is substantially reduced by hole-doping \cite{171}.

Based on an analysis of the LDA single electron energies obtained for BaFe$_2$As$_2$ and FeTe with different magnetic orderings, Johannes and Mazin argued against the binary choice between superexchange and Fermi surface nesting in favour of a third mechanism that is neither fully localised nor fully itinerant \cite{85}. They concluded that magnetic moments at Fe sites appear due to Hund’s rule coupling but that superexchange is not operative. The interactions between the Fe moments are considerably long-range. However the role played by Fermi surface nesting in setting the magnetic state is small as for both materials the energy gain in the magnetic state is largely due to the band reconstruction far from the Fermi level \cite{85}. 

\vspace{1cm}
D. The role of Hund’s coupling and the orbital degree of freedom

As discussed above, neither weak nor strong coupling approaches are able to explain all the experiments. The renormalisation of the mass, which in a Fermi liquid description is the inverse of the quasiparticle weight, is \( \sim 3 \), emphasizing the importance of correlations. Aside from a few exceptions [36] [71] [172] [173] weak and strong coupling approaches ignore the physics emerging from the multi-orbital character of iron superconductors. The simplest generalisation of these models allows the coexistence of itinerant weakly correlated orbitals and strongly localised ones. However, in the last years it is becoming clear that Hund’s coupling plays a key role on the correlations of these materials and other multi-orbital systems [38] [41] [42] [109] [117] [174] [178].

1. Correlations induced by Hund’s coupling: Hund metals

DMFT, Slave Spin and Gutzwiller techniques, able to address the renormalisation of the quasiparticle weight, have been used to analyze the correlations induced by Hund’s coupling in multi-orbital systems [41] [42] [174] [177]. Soon after the discovery of superconductivity in doped LaFeAsO, LDA+DMFT calculations [38] [41] [99] determined this parent compound to be a correlated metal far from the Mott transition and not well described by either atomic physics or band theory [99]. Hund’s coupling was found to be responsible for the electronic mass enhancement [38] [41]. At large \( J_H \) the correlated metal, in the following Hund metal, is built from high-spin states with small overlap with single particle states [41] [42] [176] [177], suppressing \( Z \).

In multi-orbital systems, the Mott transition happens not only at half-filling but at all atomic integer fillings. The intraorbital interaction \( U_c \) for the Mott transition depends on the filling. Hund’s coupling modifies \( U_c \) [42] [175] [177] [179]: (i) At half-filling correlations increase and \( U_c \) decreases with \( J_H \). (ii) For one electron or one hole occupancies \( J_H \) reduces correlations, promotes metallic behaviour and \( U_c \) increases. (iii) Otherwise, \( U_c \) is nonmonotonous with \( J_H \) and induces bad metallicity [42] [175].

The non-monotonic case is relevant to undoped pnictides with 6 electrons in 5 orbitals, Fig. 3(a). With increasing \( U \), at intermediate and large \( J_H \) the system does not evolve directly from a weakly correlated metal to a Mott insulator [42] [109] [113] [117] [174] [176]. Instead, there is a crossover between the weakly correlated region and a strongly correlated Hund metal with small \( Z \), see Fig. 3(a) and 3 before the system turns into a Mott insulator [42] [113] [117]. The interaction \( U_{Hund}^* \) at which the Hund metalic behaviour appears depends on the number of electrons and on \( J_H \) and it can be smaller than the bandwidth \( W \) [42] [115] [117]. In the Hund metal spectral weight is transferred into broad Hubbard bands [99] [176] [180].

The reduction of the quasiparticle weight \( Z \) originates in the suppression of atomic configurations which reduce the atomic moment, especially those with double orbital...
occupancy \[12\]. It is concomitant with the enhancement of spin correlations \[39, 111, 112, 115, 177\] as illustrated in Fig. 3(c), almost saturated in the Hund metal. Hopping processes which do not reduce the magnetic moment are allowed and the system is metallic \[12, 176\]. In Fermi liquid theory, the quasiparticle weight is the overlap between the elementary excitations of the interacting and the non-interacting systems. The small value of \(Z\) in the Hund metal is due to the small overlap between the locally spin polarised atomic states and single-particle states, but it does not necessarily imply strong localisation \[42\] of the atomic charge.

While the spin correlation functions in the Hund metal paramagnetic state correspond to a local moment on short time scales, if the electron mobility is high enough, this local moment fluctuates very fast so that on longer time scales the time-averaged magnetic moment is considerably reduced \[181\]. With increasing temperature the screening time increases and the screened magnetic moment at intermediate time scales becomes closer to its value at short times \[182\]. A crossover towards a highly incoherent metallic state happens \[41\]. The coherence temperature \(T^*\) becomes smaller with increasing \(J_H\) \[183\]. Above \(T^*\) the spins freeze \[109, 174, 183\]. The spin susceptibility evolves from an enhanced Pauli susceptibility (typical of Fermi liquids) at low temperature to a Curie-Weiss behaviour characteristic of localised spins \[11\]. A Curie behaviour is expected for large screening times \(182\). In the frozen moment state the self-energy shows a non-Fermi liquid power-law dependence \[174, 183, 184\] on frequency \(\omega^{1/2}\) and the resistivity strongly increases \[41\].

The value of \(U^*_{Hund}\) and of the coherence temperature \(T^*\) decrease and the strength of correlations increases as the half-filled Mott insulator is approached \[39, 109, 118, 174, 183\]. In pnictides this leads to the enhancement of the effective mass and the suppression of the Drude peak \[39, 118\] with hole-doping, see Fig. 3(d) and Fig. 4(c). This has led some authors to describe iron superconductors as doped Mott insulators \[39, 109, 118, 174\], making connection with the physics of cuprates.

Based on DMFT calculations, Ishida and Liebsch placed LaOFeAs at the weakly correlated side of this crossover \[109, 110\]. Slave Spin results situate BaFe\(_2\)As\(_2\) around the crossover or just above, into the correlated phase \[39\]. Other LDA+DMFT calculations place most iron superconductors in the Hund metal region \[34\]. Chalcogenides are believed to be more correlated than pnictides, especially FeTe and alkaline doped K\(_x\)Fe\(_2\)-\(y\)Se\(_2\). The later compound shows insulating behaviour when vacancies are present \[21\]. LDA+DMFT describe FeSe as a Hund correlated metal \[110, 185\]. Based on Gutzwiller calculations it has been argued than FeSe and FeTe \[115\] are Hund metals while using Slave Spin it has been proposed that alkaline doped systems are close the border of the insulating state \[186\].

Experimentally, in most undoped 1111 and 122 FeAs compounds the mass enhancement estimated from quantum oscillations and ARPES \[29, 111, 148\] is \(m^*/m \sim 2 - 3\). This value is consistent with the quasiparticle weight \(Z\) at the crossover between the two metallic regions or in the Hund metal one \[29, 177\], see Fig. 1(a). Larger mass enhancement were reported for 111 compounds up to \(m^*/m \sim 6\) in NaFeAs from ARPES experiments \[150\] and \(m^*/m \sim 5\) in LiFeAs from quantum oscillations \[187\]. FeP phosphides are slightly less correlated \[28\] with \(m^*/m \sim 1.4 - 2\) while for FeSe and FeTe the enhancement is between \(3.5 - 7\) \[111\]. The multiorbital character of iron superconductors make optical experiments difficult to interpret \[118, 188\] nevertheless the importance of correlations can be also inferred from these measurements \[189\].

The characteristic time scale for the screening of the magnetic moment in iron pnictides was estimated \(182\) \(\sim 10\) fs. This implies that the magnetic moment detected should depend on the experimental technique, being larger in the case of fast techniques as X-ray, and smaller for techniques which average the magnetic moment in longer time scales such as neutron diffraction, \(\mu\)SR or NMR \[147\]. In INS experiments the time scale is determined by the maximum energy up to which the spectral weight is integrated, but it is nevertheless larger than in the X-ray techniques PES y XAS. In agreement with this prediction, experimentally the values of the magnetic moments estimated by PES measurements are much larger than those obtained by neutron scattering \[5, 147, 155\]. Note, that the comparison between PES and neutron measurements is not obvious, as PES determines the total uncorrelated spin while present inelastic neutron scattering measures correlated spin excitations, and thus will underestimate the size of the effective spin when excitations become diffusive \[5\]. A temperature dependent screening time could be behind the increase in the magnetic moment with temperature detected in Fe\(_{1.1}\)Te \[190\].

The spin susceptibility at room temperature is enhanced with respect to its bare Pauli spin susceptibility value. In 1111 and 122 compounds the magnetic susceptibility increases with temperature up to, at least, \(T \sim 700\) K \[3\]. This temperature is probably below the coherence temperature \(T^*\) of iron arsenides \[182, 183\]. An increasing magnetic susceptibility could then be a consequence of the antiferromagnetic correlations \[3, 4\]. On the other hand a crossover is observed in the spin susceptibility of FeSe, it increases with temperature below \(180\) K and it decreases for larger temperatures \[191\]. The spin susceptibility of FeTe\(_{0.92}\) decreases with temperature above the antiferromagnetic transition \(T_N \sim 70\) K \[192\].

With hole-doping the electronic filling of iron superconductors approaches half-filling (5 electrons in 5 orbitals). Therefore, if undoped iron superconductors are in the weakly correlated region a crossover to the Hund metal state would be induced by hole-doping. Similarly, if undoped iron superconductors happened to be close to the
Doping dependent correlations consistent with expectations of Hund’s physics have been measured. Different techniques evidence that correlations increase when BaFe$_2$As$_2$ is doped with holes and decrease when it is doped with electrons [39]. Specific heat and spin susceptibility measurements indicate that correlations in KFe$_2$As$_2$, strongly hole-doped with $n \sim 5.5$, are stronger than in BaFe$_2$As$_2$ on spite of the smaller cation K$^+$ size which increases the covalency [116,193]. Large mass enhancements have been measured in KFe$_2$As$_2$ by quantum oscillations [194] and ARPES [195]. The Drude peak in KFe$_2$As$_2$ is strongly suppressed [196,197] when compared with that of BaFe$_2$As$_2$ in agreement with theoretical estimates [118]. The specific heat enhancement is even larger in CsFe$_2$As$_2$ and RbFe$_2$As$_2$ [198,199], isostructural with KFe$_2$As$_2$. Moreover, half-filled Mn-compounds BaMn$_2$As$_2$ and LaMnPO with 5 electrons in the 5 d-orbitals are insulators [200,201] and the strongly electron-doped compound BaCo$_2$As$_2$ with 7 electrons in the 5 d-orbitals shows a small mass enhancement [202] $m \sim 1.4$.

The temperature dependence of different measurements is consistent with KFe$_2$As$_2$, CsFe$_2$As$_2$ and RbFe$_2$As$_2$ being Hund metals. Magnetic susceptibility and thermal expansion measurements [116] evidence a temperature induced coherence-incoherence crossover in KFe$_2$As$_2$. At low temperatures ($T < 50K$) the spin susceptibility is nearly independent on temperature while it displays Curie-Weiss behaviour at high temperatures $T > 150K$. Its resistivity is very strongly dependent on temperature with an extremely large residual resistivity ratios RRR $\geq 1000$ [116,203]. The superconducting transition is relatively broad, suggesting that this large RRR cannot be only due to reduced disorder but it is a consequence of the temperature induced incoherence [116]. Very large RRR and non-Fermi liquid behaviour have also been measured in CsFe$_2$As$_2$ and RbFe$_2$As$_2$ [198,199]. CsFe$_2$As$_2$ shows paramagnetic behaviour: in all the range of temperatures measured the spin susceptibility increases as the temperature decreases [198].

2. Orbital differentiation in iron superconductors

The orbital-dependent hoppings and the crystal field splittings render the five Fe-d orbitals inequivalent with consequences on the correlations. LDA calculations predict for $3z^2$ and $r^2$ the largest occupation in most pnictides, $n_{3z^2-r^2} \sim 1.5 - 1.6$, while the other orbitals have fillings $n_{e_g} \sim 1.0 - 1.25$ [38]. Small differences are found between materials [204,207]. With increasing interactions the population of $3z^2-r^2$ calculated with DMFT decreases, that of $x^2-y^2$ increases [109,115,204,205] and $n_{xy}$ approaches half-filling, see Fig. 3). In the Mott insulating state at large $U$, except for very small $J_H$, $x^2-y^2$ is doubly occupied while the other orbitals are half-filled. Hund’s coupling enhances the differences in filling and quasiparticle weight among the orbitals and can lead to orbital selective Mott transitions (OSMT) [38,40]. In the state with moderate correlations in Fig. 3 (a) the differences among the orbital dependent $Z_\gamma$ are small, see Fig. 4 (a). However, according to DMFT, Gutzwiller and Slave Spin [39,109,110,115,117,186], they are substantial in the correlated Hund metal, see Fig. 4 (b). The $t_{2g}$ orbitals, specially $xy$, become more correlated than the $e_g$ orbitals [38,40,104,109,111,113,115,117,118,186,206,207]. Orbital differentiation increases with hole-doping [39,118] and could be behind the sensitivity to structural details [111,115].

Among the experimental signatures of orbital differentiation are: (i) ARPES and quantum oscillations experiments have reported important differences in orbital correlations in KFe$_2$As$_2$ [195]; (ii) The deviations from LDA predictions of the Fermi surface of LiFeAs, LaFePo and LiFeP observed experimentally have been ascribed to

FIG. 4: (Colour online) (a) and (b) Orbital-dependent quasiparticle weight $Z_\gamma$ versus intraorbital interaction $U$ calculated with $U(1)$ Slave Spin for $J_H/U = 0.1$ and $J_H/U = 0.25$ respectively, with $n = 6$ electrons as in undoped iron superconductors and the five-orbital model [38] used in Fig. 3(a). In (b) $Z_\gamma$ is strongly suppressed at the crossover between the weakly correlated state and the Hund metal. Orbital differentiation is enhanced in the later. Adapted from [117]. (c) Quasiparticle weight $Z_\gamma$, as a function of electronic filling $n$ for the model in (a) calculated with $Z_2$ Slave Spin technique ($U = 3$ eV and $J_H/U = 0.25$). $Z_\gamma$ decreases with hole-doping as half-filling is approached [118].
the orbital dependent mass enhancement and the interaction dependent orbital occupancy \cite{208, 209}; (iii) ARPES experiments in 122 chalcogenides have been interpreted in terms of a temperature induced OSMT \cite{198, 199}.

The spin excitations measured in neutron experiments \cite{7, 135} seem consistent with the presence of both itinerant and localised electrons. Itinerant electrons, sensitive to changes in the Fermi surface with doping, are assumed to be responsible for the low-energy excitations while localised electrons account for the high-energy spectral weight. The integral of the spectral weight measured with INS, which gives the local fluctuating momentum, is however strongly reduced in the strongly hole-doped KFe$_2$As$_2$, with respect to undoped BaFe$_2$As$_2$ \cite{155}. This result is not easy to understand within a Hund’s metal description as a larger atomic moment is expected when half-filling is approached. We are not aware of X-ray estimates of the magnetic moment in this compound.

The orbital differentiation has consequences on the interpretation of experiments. In particular the suppression of the Drude peak spectral weight in optical conductivity experiments and that of the kinetic energy are not equal, even in a Fermi liquid description \cite{118}. Note that the identification of the Drude peak spectral weight is also affected by interband transitions \cite{118, 119, 120, 121, 122}.

The dependence of interactions on frequency \cite{123, 124}, non-local correlations beyond single site approximations \cite{210, 211, 212, 213, 214}, and deviations from the nominal filling not captured by five-orbital models \cite{185, 211} have been claimed to have an effect on the correlations in iron superconductors, but they are beyond the scope of this paper.

3. The role of Hund’s coupling and orbital differentiation in the magnetic state of iron pnictides

Hund’s coupling and the orbital degree of freedom have a very significant effect on the magnetic state of iron superconductors. Fig. 5(a) shows the magnetic phase diagram as a function of the interaction, calculated within k-space Hartree-Fock and enforcing \((\pi, \pi)\) ordering \cite{91, 106} (see Sec. V for a discussion of other magnetic states).

NM, in grey, is the non-magnetic state. The phase in red is a low moment (LM) state, with antiparallel magnetic moments, which violates Hund rule. In the blue region, all the magnetic moments point in the same direction and Hund’s rule is satisfied. At the right of the solid line the system is insulator, metallic at the left. Insulating phases with \(S = 1\) and \(S = 0\), not described here, are found at \(U > 4\) eV and \(J_H/U \leq 0.02\) \cite{191}.

The LM state, in red, is characterised by a small magnetic moment, see Fig. 6(a), which originates in the partial cancellation of the magnetic moments of different orbitals \cite{91}. This state arises from the anisotropy of hopping parameters and magnetic exchanges between orbital magnetic moments. It emerges as a way to eliminate the frustration in the exchange interactions of first nearest neighbours \cite{91}. This phase was initially proposed to explain the low magnetic moment in LaFeAsO \cite{91}. In Hartree-Fock it appears for \(J_H\) values smaller than expected in real materials \cite{91, 97, 105}. With increasing \(J_H\), its stability is reduced as interatomic and intraatomic exchanges compete. A low magnetic moment state violating Hund’s rule was also obtained in LDA+U calculations for different values of Hund’s coupling \cite{212, 213}. A Gutzwiller calculation, however, restricted this phase to a small region of interaction parameters \cite{111}.

Although the values of the interactions in Fig. 5(a) and Fig. 3(a) are not comparable (the effect of interactions is overestimated by Hartree Fock and underestimated by Slave Spin), there are important similarities between the two phase diagrams. The boundary of the insulating blue state in Fig. 3(a) shows a non-monotonic dependence on interactions similar to that of the Mott insulator in Fig. 3(a). In the insulting blue phase in Fig. 3(a), at the right of the solid line, a gap is open at the Fermi level in all the orbitals. \(x^2 - y^2\) is completely filled and has zero magnetic moment while the other orbitals are half-filled and completely spin polarised. These fillings and orbital polarisations are also found in the Mott insulator in Fig. 3(a). Moreover, as discussed in Sec. V the competition with \((\pi, \pi)\) ordering found in the insulting state compares very well with expectations based on a mapping to a Heisenberg model. Hartree-Fock is a mean field technique and cannot address the localisation of electrons, however these similarities suggest a connection between the insulating states Fig. 5(a) and Fig. 3(a).

Similarly to the non-magnetic state, the magnetic phase diagram does not evolve trivially with increasing \(U\). Changes in the orbital filling are observed, in Fig. 5(b). \(3z^2 - r^2\) is partially emptied, \(xy\) approaches half-filling and the filling \(x^2 - y^2\) increases. This tendency is consistent with the one observed in the non-magnetic state, see Fig. 3(b). The novelty in the \((\pi, 0)\) magnetic state is that the tetragonal symmetry breaking induces orbital ordering. The filling of the \(zx\) orbital increases and differs from that of \(yz\), which approaches half-filling. Half-filled \(xy\) and \(yz\) show a gap at the Fermi level, while partially-filled \(zx, x^2 - y^2\) and \(3z^2 - r^2\) do not, see Ref. \cite{106}.

As \(U\) is raised, the magnetic moment increases first slowly and then faster at \(U_{mag}\), see Fig. 5(c) and Ref. \cite{106}. This boost coincides with the establishment of strong orbital differentiation leading to two distinct regions in the magnetic phase diagram \cite{106}. At the left of the crossover \(U_{mag}\), dashed line in Fig. 5(a), the magnetic moment is small and all the orbitals behave as itinerant, none of them is gapped. At the right of \(U_{mag}\) the magnetic moment is large and there is strong orbital differentiation: \(zx, 3z^2 - r^2\), and \(x^2 - y^2\) are itinerant while \(xy\) and \(yz\) are half-filled and gapped \cite{106}.

Strong dependence of the magnetic moment on interactions has also been found in Gutzwiller \cite{214}, and Variational Monte Carlo \cite{113} studies of five-orbital models. The enhancement of the magnetic moment at \(U_{mag}\) reminds that of the spin fluctuations at \(U_{Hund}\). Both
crossover interactions $U_{\text{Hund}}^*$ and $U_{\text{mag}}^*$ have similar dependence on $U$, $J_H$ and electronic filling. They decrease with increasing $J_H$ and with hole-doping while they increase with electron doping. This behaviour is illustrated for fixed $J_H/U$ in Figs. 3 (a) and (d) and 3(a) and (d). We interpret that in the magnetic state $U_{\text{mag}}^*$ is picking up the underlying physics which emerges in the non-magnetic state at $U_{\text{Hund}}^*$. As discussed above, the values of $U_{\text{Hund}}^*$ and $U_{\text{mag}}^*$ in both figures should not be compared as they have been obtained using different techniques.

Note in Fig. 5(d) the qualitatively different dependence on doping of $U_{\text{mag}}^*$ and $U_{\text{onset}}$, the minimal interaction required for the onset of magnetism. While $U_{\text{mag}}^*$ decreases monotonically as the electronic filling is reduced, $U_{\text{onset}}$ is non-monotonic with doping and shows a minimum around $n \sim 6$. The doping dependence of $U_{\text{onset}}$ and the connection between $U_{\text{mag}}^*$ and $U_{\text{Hund}}^*$ suggests a nesting-like origin of magnetism, similar to the one described in Sec. III A for $U_{\text{onset}} < U < U_{\text{mag}}^*$.

The orbital differentiated region in the ($\pi, 0$) Hartree-Fock phase diagram for $U > U_{\text{mag}}^*$ seems connected with the orbital differentiated Hund metal in Fig. 3. Hartree-Fock cannot address the renormalisation of the quasiparticle weight, nevertheless the observed orbital differentiation suggests a description of magnetism in terms of itinerant ($xz$ and $yz$) and localised ($xy$) orbitals. This is consistent with $3z^2 - r^2$, $x^2 - y^2$, and $xy$ being the less correlated and correlated orbitals in DMFT and Slave Spin calculations in the non-magnetic state, see Sec. III D. In the non-magnetic state, $xz$ and $yz$ are degenerate and show intermediate correlations. The results in the magnetic state suggests that the symmetry breaking and difference in filling between these two orbitals make $yz$ more correlated and $xz$ more itinerant. To our knowledge the orbital differentiation between $xz$ and $yz$ in the magnetic state has not been addressed so far with techniques beyond Hartree-Fock.

The nature of the magnetism in the orbitally differentiated region differs from the weak and strong coupling approaches discussed before. A double-exchange-like model was introduced to explain the stability of the ($\pi, 0$) ordering. Localised $xy$ and $yz$ favour an antiferromagnetic state with ($\pi, 0$) or ($0, \pi$) momentum depending on parameters, see 106. The stability of ($\pi, 0$) magnetism cannot be explained only considering the localised orbitals, see 106 for a discussion. Itinerant $zx$, $x^2 - y^2$, and $3z^2 - r^2$, with 4 electrons, promote a ferromagnetic state to gain kinetic energy, specially in the $y$ direction with larger hopping integrals 30, 72, 91, 106. Therefore ($\pi, 0$) ordering arises as a compromise between the antiferromagnetic tendencies of the localised orbitals and the ferromagnetic tendencies, larger in the $y$ direction, of the itinerant ones 106 $zx$, $x^2 - y^2$, and $3z^2 - r^2$.

A crossover is also observed in the spin wave spectrum of the Hartree-Fock magnetic state calculated including all RPA bubbles and ladder diagrams: the spin excitations evolve from broad low-energy modes at weak interactions to sharply dispersing spin waves prevailing to higher energies at interaction strengths at which $yz$ and $xy$ are half-filled 150. These spin waves, present up to high-energies, are reminiscent of those observed in some neutron experiments.

As discussed in Sec. III C, ab-initio calculations were interpreted in terms of magnetic moments at the Fe sites which appear due to Hund’s rule coupling 89, are...
present in the non-magnetic state \cite{81}, and show long range interactions on spite of the small role played by Fermi surface nesting in setting the magnetic state \cite{83}. This proposal is compatible with the system being in the Hund metal state. Ab-initio calculations are mean-field techniques similar to Hartree-Fock. A possible interpretation of the large magnetic moments $\mu_B \sim 2$ obtained in ab-initio calculations and its sensitivity to the As position could be that iron pnictides are in the orbital differentiation region and the $U_{\text{mag}}^*$ line is crossed with small changes in the As position. Monte Carlo calculations with ab-initio predicted interaction values, in fact, place different materials at different sides of the $U_{\text{mag}}^*$ crossover \cite{113}. Undoped and electron-doped 122 materials with larger resistivity in the ferromagnetic direction are not expected to be very deep in the orbital differentiation region as orbital-itinerancy along this direction would favour an opposite resistivity anisotropy \cite{114}, see Sec. IV.

Following the discussion above, in the Hund metal the local moment fluctuates very fast and the time-average moment is reduced \cite{181, 182}. The screened moment is the one which can be magnetically limited at low temperatures. Temporal spin fluctuations not captured by mean-field methods like Hartree-Fock and DFT would explain the reduced size of the magnetic ordered moment. This is consistent with X-ray measurements which show magnetic moments equal to 2.1$\mu_B$ in SrFe$_2$As$_2$ and 1.3$\mu_B$ in CeFeAsO, respectively larger than their ordered moment. The magnetic gap which is directly related to the magnetic state, such as optical conductivity or Raman scattering \cite{103, 144, 214}, are mostly sensitive to the size of the magnetic gap, which is directly related to the magnetic moment. Therefore the spectrum in the magnetic orbital differentiation region could be significantly different to Hartree-Fock predictions if temporal fluctuations are included in the calculations and such modifications could alter the conclusions regarding the region of parameters compatible with experimental results.

In the double-exchange model the value of $T_N$, its interaction and doping dependences are unknown. $n=6$, the filling of undoped pnictides at which $T_N$ is maximum in 122-compounds, does not play any special role in the Hund’s metal description. It is not clear whether $T_N$ should follow the same dependence on doping as the strength of correlations as with hole-doping $x$ is emptied losing its itinerant character. Moreover, in single band models, $T_N$ depends non-monotonically on interactions. $T_N$ can be also influenced by the competition with other magnetic orderings, in particular with (i) $(\pi, \pi)$, observed in the chromium-doped compound and energetically favourable with hole-doping, or with (ii) double stripe or staggered-dimer orderings \cite{86, 107, 213}, found in models for iron pnictides and chalcogenides, see Sec. V. Studying $T_N$ as a function of interactions and doping, with techniques beyond mean-field, would be very useful. This analysis should, nevertheless, use three-dimensional models.

As discussed in Sec. I, theoretical estimates \cite{11, 109, 111, 183} place iron pnictides close to the crossover $U_{\text{Hund}}^*$. This is consistent with ab-initio+Variational Monte Carlo calculations \cite{113} in the magnetic state. Around this crossover the spectral features and the mechanism for $(\pi, 0)$ magnetism originating in the weakly correlated and the strongly orbital differentiated region could coexist or compete. It is at present not clear what exactly happens.

IV. ANISOTROPY AND THE SPIN-ORBITAL-LATTICE ENTANGLEMENT

Besides the discussion on the role of correlations in the columnar antiferromagnetic ordering, another ongoing debate is the connection of this ordering with the nematic state. $Q = (\pi, 0)$ columnar ordering is linked to the nematic state since it breaks the $C_4$ symmetry of the lattice down to $C_{\pi}$ symmetry. This symmetry is also broken by the structural transition and by orbital ordering. Consequently, nematicity could have an orbital, spin or lattice origin and there is a strong debate about its mechanism \cite{217, 218}. The difficulty in deciding between scenarios stems in that they all break the same symmetry, which implies that as soon as one symmetry is broken in one channel it will be also broken in the other two channels. Different experiments seem to indicate that nematicity is electronic in origin \cite{44, 60, 61, 63, 64, 66} leaving as candidates the orbital and spin degrees of freedom. In the orbital driven nematicity scenario \cite{35, 72, 73} orbital fluctuations provide the pairing mechanism for superconductivity in contrast to the spin fluctuation pairing mechanism for the spin driven nematicity \cite{70, 71}.

Experimentally, the resistivity is smaller for the antiferromagnetic direction than in the ferromagnetic direction \cite{43, 44}. Counterintuitively, this resistivity anisotropy grows with doping and is largest close to the border of the antiferromagnetic phase when the magnetism and the structural distortion are weaker. The opposite resistivity anisotropy has been found in a hole-doped material \cite{62}. Anisotropy has also been measured in optical conductivity \cite{55, 56, 57, 58, 59, 60, 63, 219}, elastic shear modulus \cite{48, 19}, Raman microscopy \cite{51, 53}, magnetic torque \cite{54} and inelastic neutron scattering experiments \cite{55, 57, 64}. Signatures of orbital-dependent reconstruction of electronic structure in the magnetic and non-magnetic states are found in ARPES experiments \cite{65, 67, 220, 221} and in X-ray absorption spectroscopy \cite{68}.

In addition, there is no agreement about the relevance of impurity scattering in the $x/y$ resistivity anisotropy \cite{17, 62, 57, 75, 78, 222}. Upon annealing, Ishida et al. \cite{75} find that the resistivity anisotropy of BaFe$_2$As$_2$ nearly vanishes while significant anisotropy re-
mains in Co-doped compounds. Similar results are obtained in Ba(Fe$_{1-x}$Ru$_x$)$_2$As$_2$ [222]. In accordance with these experiments, scanning tunneling microscopy [51-53] report anisotropic spatial extended defects, called nematogens, at low temperature. However, Kuo and Fisher in Ref. [47] find that the strain induced resistivity anisotropy in BaFe$_2$As$_2$, Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ and Ba(Fe$_{1-x}$Ni$_x$)$_2$As$_2$ is independent of disorder in the tetragonal phase and it is appreciable in the magnetic state of BaFe$_2$As$_2$. Furthermore, the nematic susceptibility shows clear critical exponents [40], suggesting irrelevance of disorder. Theoretically, nematogens around impurities have been found in models of iron pnictides driven by orbital [223] or spin correlations [224]. On the other hand, in calculations in the magnetic phase of multi-orbital models the role of the topology and morphology of the Fermi surface in the resistivity anisotropy has been emphasised without [144] and with impurities [225].

Hints about the strong interrelation between the spin and orbital degrees of freedom come from first principle calculations and mean field approaches in multi-orbital Hamiltonians. It has been found that orbital ordering is present when the $(\pi,0)$ AF sets in in realistic models for iron pnictides [72, 91, 112, 144, 226, 228]. However, to the best of our knowledge, the spontaneous generation of orbital ordering has not been found without magnetism in these type of models. To study the consequences of orbital ordering in the nematic phase a phenomenological crystal field term breaking $yz/zx$ degeneracy has to be included in the Hamiltonian (see for example [35, 78, 220, 229]).

Analysis of the Drude weight in multi-orbital models has helped clarify the mechanism of the resistivity anisotropy. In [144] the ratio of the Drude weights $D_x/D_y$ is calculated in the magnetic state assuming an isotropic scattering rate. Fig. 6(a) compares the magnetic moment (a), the $D_x/D_y$ ratio (b) and the orbital order $n_{yz} - n_{zx}$ (c) in the $U$ vs $J_H$ phase space. LM and HM in Fig. 6(a) stand for the phases which violate and fulfill Hund’s coupling, respectively, see the red and blue regions in Fig. 5. The black color corresponds to the non-magnetic region. In Fig. 6(b) a wide range of values ($0.2 < D_x/D_y < 1.7$) is found depending on the value of the interacting parameters. The experimentally observed transport anisotropy for undoped and electron-doped compounds [43, 47] corresponds to $D_x/D_y > 1$. These values coincide with the smallest values of the magnetic moment and appear within a great part of the LM and in the HM phases restricted to the nesting-like region and to the orbital differentiated region close to the crossover to the nesting-like in Fig. 5. This is believed to be the physical region for undoped iron arsenides, see Sec. III D. The result is in accordance with experiments in undoped and electron-doped samples since the resistivity anisotropy is largest close to the magnetic transition with small magnetic moment.

$D_x/D_y > 1$ appears when the orbital ordering is small ($|n_{yz} - n_{zx}| < 0.05$) and $D_x/D_y$ decreases with increasing orbital ordering in most part of the orbital differentiated region of the phase diagram. Thus, within this approximation, orbital ordering cannot be the origin of the transport anisotropy since it seems to favour the opposite anisotropy. This result is in agreement with other works [231, 232]. Deep in the strong orbital differentiation region, $D_x/D_y < 1$ is related to the itinerancy of the $zx$, $x^2-y^2$, and $3z^2-r^2$ orbitals in the $yz$-direction which provides stability to the $(\pi,0)$ AF state (see Sec. III D).

Small orbital ordering and magnetic moments in the HM region with $D_x/D_y > 1$ are consistent with reconstructed Fermi surfaces inferred from the $Q = (\pi,0)$ doubling of the antiferromagnetic unit cell. In Fig. 7 the reconstructed bands in the antiferromagnetic phase are
shown at low energy. The magnetic bands are calculated for $U = 1.6$ eV and $J = 0.25U$ corresponding to a magnetic moment of $\sim 0.9\mu_B$ appropriate for the experimental values of 122 compounds. An orbital splitting of the $zx/yz$ weight at the $\Gamma$ pocket can be appreciated as observed in ARPES [65]. The connection of the $\Gamma$ pocket with the $X$ pockets by the $Q = (\pi,0)$ antiferromagnetic vector gives rise to the metallic nodal spin density wave [114] with the formation of two Dirac cones along $\Gamma \rightarrow X$. These Dirac pockets govern the anisotropy [114] in the yellow region of Fig. 3(b). In the orange region with the highest anisotropy additional small hole pockets appear around the $Y$ point of the Fermi surface (Lifshitz transition). The particular form in which the Lifshitz transition arises depends sensitively on the low energy physics of each tight-binding model but it will nevertheless influence the Drude anisotropy. This situation can be inferred from Fig. 7 shifting upwards the upper folded band with $zx$ component close to $Y$. The ratio value $D_x/D_y$ also depends on the shape of the Fermi surface. Therefore in this scenario, so-called “Fermi surface anisotropy”, the anisotropy is strongly influenced by the topology and morphology of the Fermi surface. Other multi-orbital Hubbard models [233, 234] and effective spin-fermion models [235, 236] for appropriate values of the interactions and ab-initio calculations [113], have also found that the Fermi surface anisotropy corresponds to the experimental anisotropy.

In Ref. 229 the in-plane resistivity and the Drude weight were calculated in the antiferromagnetic state adding non-magnetic impurities to a five-orbital model. It was concluded that the anisotropy is enhanced by the effect of the impurity scattering. The scattering rate is strongly influenced by the change of the topology of the Fermi surface while the Drude weight is influenced by the topology and morphology of the Fermi surface in accordance to Ref. 114. Lifshitz transitions driven by temperature in the reconstructed antiferromagnetic Fermi surface have also been claimed to be responsible for the anisotropy in the resistivity in the impurity scenario [77]. In summary, both scenarios, disorder driven anisotropy and Fermi surface anisotropy, are probably relevant to understand the anisotropy in the magnetic state and strongly depend on the topology of the reconstructed Fermi surface.

The Drude anisotropy extends to finite frequencies as seen in optical conductivity experiments [58, 63, 219]. Optical conductivity along the antiferromagnetic $\sigma_{xx}(\omega)$ and ferromagnetic $\sigma_{yy}(\omega)$ directions show different intensity and peak frequencies. The Raman spectrum in the magnetic state shows signatures and peaks at energies similar to those found in optical conductivity [237, 238]. Calculations in the Hartree-Fock approach for magnetism show that the different frequencies at which $\omega_{xx}$ and $\omega_{yx}$ peak reflect the magnetic gaps at $Y$ and $X$ electron pockets respectively. On the other hand, both interband transitions are active for the $B_{1g}$ polarisation of Raman experiments (see Fig. 7). These transitions are based in the velocity and Raman vertices studied in Ref. 215 and depend on the symmetry of the orbitals involved in the interband transitions. The dependence on $k$-space reflects the underlying lattice [215]. This observation can help interpret optical and Raman data in the magnetic state.

In the nematic state the situation is even more complex since going beyond mean field like descriptions in five-orbital models or ab-initio calculations is very computationally demanding. Two reviews of the nematic state by Y. Gallais and I. Paul and by A. Boehmer, J. Schmalian and C. Meingast are presented in this volume [239, 240]. In this context Landau approaches have been shown to be very useful to understand the interplay between the structural and magnetic degrees of freedom and to calculate the response functions [48, 71, 217, 229, 241, 245]. Within the spin-nematic scenario [62, 78, 229], the resistivity anisotropy originates in the scattering rate affected by the anisotropic spin fluctuations. In the weak coupling limit the spin nematic phase is derived from a microscopic Hamiltonian with hole and electron pockets without structure in the orbital degree of freedom. 229. The results crucially depend on the ellipticity of the electron-pockets vanishing for circular electron Fermi surfaces [229, 242]. However, these Fermi pockets possess a non trivial orbital composition as shown in Fig. 1. The particular arrangement of the $yz$ and $zx$ orbitals arises because under a 90 degree rotation the two orbitals transform as $[xz] \rightarrow [yz]$ and $[yz] \rightarrow [-xz]$. Consequence of this singular $C_4$ symmetry is a non trivial topology manifested in the vorticity two of the $\Gamma$ pocket [143, 246, 247].

Recently an effective action has been proposed for the magnetic instability derived from a multi-orbital Hamiltonian [74]. The Landau coefficients depend on the orbital content, Hubbard and Hund’s coupling. In this approach it is uncovered that the orbital degree of freedom changes the spin-nematic scenario in an essential way due to
to the connection between the Γ pocket with vorticity 2 and the $y_2/zz$ composition of the $X/Y$ electron pockets. It is found that in the nematic state the $y_2/zz$ orbital degeneracy is lifted due to spin fluctuations without the need of adding a phenomenological crystal field term as in previous studies [35 78 229]. These results extend the mean field findings of orbital ordering in the magnetic phase to the nematic state [72 91 112 144 226 228]. It is also found that the spin fluctuations in the nematic phase present anisotropic momentum dependence

$$
\chi_{\pi,\rho}(0) = \chi_{\pi,\rho}(0) + a_{g} q_{z}^{2} + a_{g} q_{y}^{2}
$$

without invoking ellipticity of the electron pockets. This anisotropy is necessary to understand neutron scattering experiments at low energy [61 248 251] and is consistent with interpretations using ab-initio calculations [249 261].

The $C_4$ symmetry breaking in the $(\pi, 0)$ antiferromagnetic state is also reflected in the anomalous behavior of specific phonons [59 237 252 262]. Particularly interesting is the case of the $A_{1g}$ As-phonon resonance in the Raman spectroscopy upon entering the magnetic phase. The $A_{1g}$ As-phonon involves arsenide atoms vibrations along the $z$-axis. In the tetragonal phase the $A_{1g}$ As-phonon is active neither in $B_{1g}$ nor in $B_{2g}$. $B_{1g}$ and $B_{2g}$ polarisations are sensitive to anisotropic responses along the Fe-Fe bond and Fe-As bond respectively. A strong signal, which cannot be explained by the orthorombic distortion alone, appears just in $B_{1g}$ Raman response [237 263] when undergoing the magneto-structural transition. In Ref. [261] the Raman response is evaluated in the non-magnetic and in the magnetic states. It is found that the magnetic phase is able to induce a Raman intensity in the $B_{1g}$ Raman polarisation due to the $C_4$ symmetry breaking but the intensity is very sensitive to the way in which the coupling between the electrons and the phonons is introduced. With similar symmetry arguments, a finite Te-phonon intensity in the $B_{2g}$ polarisation was predicted to appear in the double stripe magnetic state of FeTe [264].

V. MAGNETIC SOFTNESS

Although the $(\pi, 0)$ columnar magnetic ordering is the most common one in the iron pnictides, other magnetic orders arise in Fe superconductors. FeTe orders in a double stripe pattern [11] and the alkaline iron selenides $A_x$Fe$_{2-x}$Se$_2$ have block antiferromagnetism and a particular Fe vacancy arrangement [20 21]. Hode-doped Ba(Fe$_{1-x}$Cr$_x$)$_2$As$_2$ shows $(\pi, \pi)$ order for $x > 0.3$ [22]. Ferromagnetic order is much less usual than antiferromagnetism in Fe superconductors but it has been observed in a few cases [15 19 23 24 263 266]. [Li$_{0.83}$Fe$_{0.17}$]OHFeSe based [15 19] and EuFe$_2$As$_2$ based [263 266] compounds show FM (or canted AFM) in the hydroxide or Eu layer coexisting with superconductivity in the FeSe or FeAs layer. FeTe has been observed to turn FM under pressure [23 24].

The magnetic softness has been addressed in the different approaches used to study the magnetic state of these materials. In general, the magnetic ground state is dependent on the values of the parameters, chemical composition and details of the structure [26]. Understanding the magnetic softness is important for superconductivity in these systems as $(\pi, 0)$ spin fluctuations lead to $s^{±}$-pairing symmetry [27 79] while $(\pi, \pi)$ fluctuations suppress $s^{±}$- (and induce a d-wave state) [267]. FM correlations are expected to destroy singlet superconductivity.

A. Magnetic softness in undoped compounds

Weak coupling approaches assume the magnetic order is associated with a Fermi surface instability. Most of the Fe based superconductors show Fermi surface nesting between the $\Gamma$ hole pockets and the $X$ or $Y$ electron pockets [3], see Fig. 1, that would be expected to lead to $(\pi, 0)$ order. The alkaline Fe selenides, with no hole pocket in $\Gamma$ and hence no $\mathbf{Q} = (\pi, 0)$ nesting, do have a different (block AF) order [21]. However, some systems have a $(\pi, 0)$ nested Fermi surface but do not show a $(\pi, 0)$ magnetic ground state. This is the case of FeTe, which orders in a double stripe pattern [11] [with a $\mathbf{Q} = (\pm \pi/2, \pm \pi/2)$] which cannot be explained by nesting, and the phosphides, which do not order magnetically at all [21 28].

The magnetic ground state of a strong coupling model that includes the antiferromagnetic exchange to first $J_1$ and second $J_2$ neighbours is $(\pi, 0)$ for $J_1/J_2 < 2$ [32], and $(\pi, \pi)$ for $J_1/J_2 > 2$. In order to get the double stripe pattern, the inclusion of exchange up to third neighbours $J_3$ is required because the number of antiferromagnetic and ferromagnetic links is equal for both first and second neighbours [85]. It has been argued that the stability of the double stripe order requires a very small $J_1$ [268] (which is a likely scenario for relatively large values of $J_3$, see Fig. 9) or the addition of a biquadratic term $K$ [216 269].

The relative success of the strong coupling approach to find the magnetic variability does not imply this model captures the full phenomenology of the Fe based superconductors, as argued in Sec. II. For instance, although the double stripe order of FeTe could be explained in terms of localised spins [216], itinerant electrons were invoked to explain the change in the effective spin per Fe from $S \sim 1$ in the antiferromagnetic state to $S \sim 3/2$ in the paramagnetic state revealed by an inelastic neutron scattering study of spin excitations [190]. Similarly, the transition to a magnetic spiral with increasing $y$ in Fe$_{1+y}$Te [11 270] could be explained by a modification of the exchange couplings through the RKKY interaction between localised and delocalised electrons [271]. In general, models with localised and delocalised electrons have been proposed to explain the different magnetic phases as the competition between exchange couplings and kinetic energy driven order [7 34 35 37 109].

Magnetic softness is also patent in ab-initio calcula-
FIG. 8: Hartree-Fock phase diagram of a five-orbital model [30] as a function of the onsite interactions $U$ and $J_{H}$ for undoped ($n = 6$) Fe pnictides. The interorbital Coulomb repulsion $U'$ is given by $U' = U - 2J_{H}$. Four different magnetic states have been considered. NM stands for non-magnetic, LM for low magnetic moment with violation of Hund's rule (antiparallel orbital magnetic moments), and HM for a magnetic state with parallel orbital magnetic moments. The $(\pi, \pi)$ and double stripe regions (DS) also have a large value of the magnetic moment. Ferromagnetism (FM) is never the ground state for the parameters considered. Shaded areas correspond to insulating ground states (gap at the Fermi energy). Large $J_{H}/U$ promotes metallicity. The dashed lines and the labels on the right correspond to the results of calculating the energies within a Heisenberg Hamiltonian for $S = 2$ spins with parameters calculated in second order perturbation theory for $t/U < 1$.

FIG. 9: Strong coupling approach to the Fe-superconductors phase diagram. The exchange couplings $J_{1}$ and $J_{2}$ are calculated within second order perturbation theory from the tight-binding model in Ref. [30] assuming two different electron distributions among the orbitals as sketched in (a). The $x^2 - y^2$ configuration considers this orbital to be doubly occupied. Similarly for the $3z^2 - r^2$ configuration. (b) Exchange couplings to first $J_{1}$ and second $J_{2}$ neighbours for the two proposed configurations. The vertical dotted lines separate the regions in which $(\pi, \pi)$, $(\pi, 0)$ and FM are the ground states for increasing values of $J_{H}/U$. (c) The exchange couplings calculated for half-filling ($n = 5$) always give rise to a $(\pi, \pi)$ ground state.

calculated for FeSe$_{x}$Te$_{1-x}$ [276].

The magnetic phase diagram of the undoped iron superconductors has been studied theoretically as a function of the interactions ($U$, and $J_{H}$) starting from different five orbital model Hamiltonians, as explained in Sec. [11] Using a Hartree-Fock approximation in $k$-space for the undoped ($n = 6$) iron-pnictides and comparing the energies of different magnetic orders $[(\pi, 0)$, $(\pi, \pi)$, double stripe, ferromagnetism, and non-magnetic ($m = 0$)] for one of the models [30] results in the magnetic phase diagram [30] shown in Fig. 8. Ferromagnetism is never found to be the ground state and the double stripe order that appears for large values of the interactions is accompanied by charge ordering (but charge order is not observed experimentally). The appearance of the double stripe order for large values of the interactions is consistent with the finding that chalcogenides are more strongly correlated than pnictides [271], see Sec. [III].

For intermediate values of the parameters, there is a close competition between the $(\pi, 0)$ and $(\pi, \pi)$ orders. This competition depends on the orbital filling (and it is hence related to orbital differentiation) and the crystal structure. A small variation of the crystal field can change the balance between these two orders: within Hartree-Fock, the transition between $(\pi, \pi)$ and $(\pi, 0)$ is accompanied by a charge transfer from $3z^2 - r^2$ to $x^2 - y^2$ [30]. Therefore, a slight shift down of the $x^2 - y^2$ energy results in a more predominant $(\pi, 0)$ region on the phase diagram [30]. This softness is a consequence of the very small crystal field splitting between the orbitals. In general, small changes in the orbital filling among different models affect the $(\pi, \pi)$-$(\pi, 0)$ phase diagram [277]. For instance, the model in Ref. [85] has a relatively enlarged $(\pi, \pi)$ region compared to the results shown in
The dependence of the ground state on the occupancy of the orbitals is also found in the strong coupling limit of the interacting models, see Eq. 4. Introducing the hopping as a second order perturbation to the interactions Hamiltonian, the five-orbital model can be mapped onto a Heisenberg model in which the couplings are calculated by adding the contributions from all the orbitals [36]. The exchange couplings to first $J_1$ and second $J_2$ neighbours are calculated assuming that the orbitals are either singly or doubly (in the case of $x^2 - y^2$ and $3z^2 - r^2$) occupied (namely, the magnetic moment corresponds to $S = 2$). $J_1$ and $J_2$ can be of the same order due to the indirect hoppings through the pnictogen or chalcogen [30], which connect both first and second neighbours.

Fig. 1 shows the resulting $J_1$ and $J_2$ as a function of $J_H/U$. Two orbital configurations are distinguished: the $x^2 - y^2$ configuration and the $3z^2 - r^2$ configuration, whose name refers to which orbital is doubly occupied, see Fig. 0(a). The values of the exchange couplings $J_{1,2}$ depend on the orbital configuration, the hoppings, and the interactions. The vertical lines in Fig. 1(b) separate the regions with different magnetic order. These regions are superimposed with dashed lines in the Hartree-Fock phase diagram in Fig. 8. An increasing Hund’s coupling $J_H$ suppresses both $J_1$ and $J_2$ [36]. $J_1$ decreases much faster than $J_2$, such that the condition for $(\pi,0)$ order ($J_1 < 2J_2$) is fulfilled for a certain range of $J_H$ values. Consistent with Hartree-Fock results, the $(\pi,0)$ order corresponds to the $x^2 - y^2$ configuration and the $(\pi,\pi)$ order to the $3z^2 - r^2$ configuration. This relation arises from the relatively large value of the $x^2 - y^2$ hoppings between first neighbours [30] and reveals the delicate balance between $J_H$ and the crystal field. The largest values of $J_H$ change the sign of the exchange couplings leading to FM order. The suppression of $J_1$ and $J_2$ is favoured by virtual transitions involving the doubly occupied $3z^2 - r^2$ or $x^2 - y^2$ orbitals [30].

$J_1$ and $J_2$ also depend on the angle $\alpha$ that characterises the Fe-As tetrahedra, see Fig. 1 through the value of the hoppings [30] leading to a predominance of $(\pi,0)$ for squeezed tetrahedra and FM for elongated tetrahedra [30].

### B. Magnetic softness in doped compounds

The magnetic softness also appears upon doping. At the extreme case of $n = 5$ [Fig. 1(c)], the strong coupling limit gives $J_1/J_2 > 2$ for all values of $J_H$ and the system has $(\pi,\pi)$ order. The competition between different magnetic orders as a function of the filling $n$ has been studied within the Hartree-Fock approximation in the reciprocal [35] and in the real [17] spaces. The general trends of both sets of results are that $(\pi,\pi)$ order is the ground state around $n = 5$, which is expected at half-filling where correlations are stronger and the strong coupling result applies, and that the tendency towards FM increases with electron doping, with a $(\pi,0)$ region around $n = 6$, see Fig. 10. Phase separation appears in different parts of the phase diagrams. Many-variable variational Monte Carlo calculations for ab-initio low-energy models find the same qualitative features as a function of doping [113].

These theoretical results are consistent with measurements on materials in which Fe is substituted by a neighbouring transition metal while keeping the same crystal structure. For instance, Mn$^{2+}$ ions are half-filled ($d^{5}$) while Co$^{2+}$ has 7 electrons ($d^{7}$). In BaMn$_2$As$_2$ [278] or BaMnPnF (Pn=As, Sb, Bi) [279], a $(\pi,\pi)$ AF, insulating phase is found with very high $T_N$ and magnetic moment. On the electron-doped side of the phase diagram, LaCo(As,P)O are itinerant ferromagnets [280], CaCo$_2$As$_2$ has FM planes [281], while BaCo$_2$As$_2$ is paramagnetic but allegedly close to ferromagnetism [282]. From this, we should expect a tendency towards $(\pi,\pi)$ order when doping with holes and towards ferromagnetism when doping with electrons. Consistently, neutron diffraction experiments [22] in Cr ($d^{4}$) doped samples Ba(Fe$_{1-x}$Cr$_x$)$_2$As$_2$ show a transition between the $(\pi,0)$ and the $(\pi,\pi)$ order for $x \sim 0.3$. Note that partially substituting Fe by Cr or Mn does not produce a transition to a superconducting phase [283]. It is believed that Cr and Mn do not incorporate itinerant electrons in the samples but act as magnetic impurities.

Neutron and X-ray diffraction measurements on Ba(Fe$_{1-x}$Mn$_x$)$_2$As$_2$ reported the suppression of the orthorhombic to tetragonal structural transition at $x \sim 0.1$ but that the Bragg peaks corresponding to stripe order $[(\pi,0)\text{ or } (0,\pi)]$ survive in the tetragonal lattice for $x > 0.1$ [284]. Inelastic neutron scattering experiments [285] reported the coexistence of both $(\pi,0)$ and $(\pi,\pi)$ spin fluctuations for Ba(Fe$_{0.925}$Mn$_{0.075}$)$_2$As$_2$. Fluctuations at $(\pi,0)$ have a strong temperature dependence with its sig-
nal becoming broader above $T_N$. In contrast, $(\pi, \pi)$ fluctuations are very short ranged and weakly $T$ dependent, they are not suppressed when the $(\pi, 0)$ long range order sets in, and persist up to room temperature $T_N$. $T_N$ is suppressed upon Mn substitution up to $x \sim 0.1$ and it is enhanced for larger $x$ while the transition is significantly broadened $[283, 284]$. However, neutron Larmor diffraction together with nuclear magnetic resonance, neutron spin-relaxation and neutron diffraction experiments $[280]$ for $x > 0.1$ samples point to the coexistence of $(\pi, 0)$ ordered orthorhombic areas and paramagnetic tetragonal areas. Antiferromagnetic short range ordered regions are seen to form at temperatures much higher than $T_N$ $[286]$. This interpretation as a coexistence phase is consistent with a model calculation that includes the interaction between the conduction electrons and the Mn magnetic impurities $[287]$.

A tetragonal ($C_4$ symmetry) phase has also been seen in various 122 systems close to the suppression of the antiferromagnetic phase, where there is a magnetism-superconductivity coexistence region. So far three compounds have shown this reentrant tetragonal phase: Ba$_{1-x}$Na$_x$Fe$_2$As$_2$ $[288]$, Ba$_{1-x}$K$_x$Fe$_2$As$_2$ $[289]$, and Sr$_{1-x}$Na$_x$Fe$_2$As$_2$ $[290]$. Ba$_{1-x}$Na$_x$Fe$_2$As$_2$ shows a $C_4$ phase coexistent with the orthorhombic one just at the antiferromagnetic transition suppression for a small range of doping $[288]$, while this tetragonal region is fully inside the $C_2$ one in Sr$_{1-x}$Na$_x$Fe$_2$As$_2$ $[289]$. The tetragonal phase in Ba$_{1-x}$K$_x$Fe$_2$As$_2$ is also at the magnetic transition but, differently to the other two cases, it is also reentrant as a function of temperature, being suppressed as the superconductivity sets in $[289]$. The reentrant phase is accompanied by a spin reorientation $[288]$. Polarisated neutron diffraction data in single crystal samples of Ba$_{1-x}$Na$_x$Fe$_2$As$_2$ have identified the spin reorientation as occurring towards the out-of-plane $c$-axis $[291]$.

The magnetic order in the reentrant tetragonal $C_4$ phase is a matter of active research at the moment. One possibility, consistent with a nesting origin of magnetism is the so-called double-$Q$ order $[122, 241]$. The double-$Q$ order is a combination of $(\pi, 0)$ and $(0, \pi)$ which fulfils the $C_4$ symmetry. This phase has been found within weak coupling models $[122]$, on a two orbital $[241]$ and on a five orbital interacting model without disorder $[241]$ within unrestricted Hartree-Fock, and, for the case of Mn-doped BaFe$_2$As$_2$, it has been argued via Ginzburg-Landau calculations to arise as the ground state between the $(\pi, 0)$ $C_2$ phase and the $(\pi, \pi)$ order expected when the local moments on Mn dominate $[292]$. However, different magnetic and orbital order configurations may be compatible with the $C_4$ structure. It has been argued that a full characterisation of this phase could give clues on the determination of the magnetic or orbital origin of the magnetostuctural transition $[295]$.

VI. SUMMARY AND CONCLUSIONS

The magnetic phase diagram of iron superconductors gives us information about the underlying electronic correlations in these systems. Such information may be crucial to understand the origin of the high $T_c$ superconductivity. Here we have reviewed different proposals to explain the magnetic interactions in iron superconductors. The multiorbital character of these systems underlies their complex phenomenology and must be considered for the correct description of the electronic properties and the comparison with experiments. The magnetic interactions are directly linked to the strength of correlations in these materials, with Hund’s coupling playing a very important role. Taking into account the orbital degree of freedom is crucial (a) to unify, in a single $U$-$J_H$ phase diagram, the main mechanisms proposed to explain the $(\pi, 0)$ magnetic order; (b) to explain the magnetic softness; (c) to address doping dependent properties; and (d) to understand the anisotropies.

Three different regions are distinguished in the quasiparticle weight phase diagram of iron pnictides plotted in Fig. 3: (i) a metallic region with $Z_\gamma \geq 0.5$ for moderate interactions, (ii) a strongly correlated Hund metal with small quasiparticle weight, spin-polarized local atomic states, and orbital differentiation (i.e., orbital dependent correlations), for intermediate $U$ and $J_H$, and (iii) a Mott insulating state at large $U$. The metallic regions (i) and (ii) are separated by a crossover. The interaction $U_H^{\text{Hund}}$ at which this crossover takes place decreases in hole-doped materials, as the occupation of the Fe-d orbitals approaches half-filling.

We argue that all the Fe-superconductors can be placed within this unified phase diagram. While the strength of correlations is still under debate, theoretical estimates and comparison with experiments suggest that the iron arsenides have $J_H/U \sim 0.15 - 0.3$, are not far from the crossover between the two metallic states, and become more correlated with hole-doping. Iron chalcogenides are believed to be more correlated, but still in the Hund metal region, or, in the case of the alkaline-doped chalcogenides, close to the Mott insulating state.

The different states which appear in the $(\pi, 0)$ Hartree-Fock phase diagram (Fig. 5) can be related to those in the correlations phase diagram (Fig. 3), and to weakly and strongly coupling descriptions proposed within different approaches, see discussion in Sec. III D. While Hartree-Fock cannot address the localisation of quasiparticles, the behavior and properties of the insulating state at large $U$ compares well with expectations from the strong coupling Heisenberg approach and the Mott insulating state. The magnetic region with strong orbital differentiation in Fig. 5 seems related to the Hund metal state in Fig. 3. In this magnetic region $zx, zy$ and $x^2 - y^2$ are itinerant, while $yz$ and $xy$ are half-filled and gapped. The interplay between these two sets of orbitals suggests a double-exchange mechanism for magnetism with itinerant and localized orbitals. Finally, the metallic region...
with moderate correlations in Fig. 3 is connected with three regions in the \((\pi, 0)\) magnetic phase diagram: a non-magnetic state at small \(U\), a magnetic ordered state which violates Hund’s coupling, and a nesting originated itinerant magnetic state. Within this \((\pi, 0)\) magnetic phase diagram, the Fe arsenides are most probably within the crossover between the itinerant and the orbital differentiated regions.

The multiorbital character of iron superconductors allows for different magnetic ground states to arise in undoped systems. For intermediate values of \(U\) and \(J_H\), \((\pi, 0)\) and \((\pi, \pi)\) compete. This competition can be tuned with a slight change in the relative crystal field between \(x^2 - y^2\) and \(3z^2 - r^2\). Larger values of the interactions, specially Hund’s coupling, stabilize the double stripe, which is precisely the magnetic order found in iron chalcogenides, with strong correlations. Hole doping enhances correlations taking the systems closer to a Mott insulator and a \((\pi, \pi)\) order, while electron-doping promotes itinerancy and a tendency towards ferromagnetism, in accordance with experimental observation. Different magnetic states can be stabilized through small changes in the crystal structure, like the pnictogen (or chalcogen) height.

The \(C_4\) symmetry breaking of the \((\pi, 0)\) antiferromagnetic state splits the degeneracy of the \(yz\) and \(zx\) orbitals and gives rise to orbital ordering as corroborated in multiorbital models. Spontaneous generation of orbital ordering has not been found without magnetism in realistic five orbital models. These models also find that both orbital ordering and magnetic moment are anticonsistent with the Drude anisotropy in the magnetic state. The topology and the morphology of the Fermi surface aﬀects strongly to the resistivity anisotropy in the magnetic state in presence and in absence of impurities. The tetragonal symmetry breaking of magnetism is also behind the anomalous Raman response of the \(A_{1g}\) phonon when undergoing the magnetic transition.

Effective models accounting for the orbital degree of freedom are necessary to understand the nematic phase. Spin fluctuations give rise to \(d_{xz}/d_{yz}\) orbital splitting in this phase. Spin and orbital fluctuations are present then in the nematic state even in the spin-nematic scenario. The anisotropic properties of the spin fluctuations in the nematic phase depend sensitively on the singular \(C_4\) symmetry of the \(yz\) and \(zx\) orbitals.

Seven years of intense research on iron superconductors have given rise to an unparalleled development of new concepts involving correlations in multi-orbital systems. Understanding their implications is likely the key to elucidate the mechanism of high \(T_c\) superconductivity in these compounds. Iron superconductors promise to keep theorists and experimentalists busy for years to come.
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