Feedback Control of a Nonlinear Electrostatic Force Transducer
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Abstract: We document a feedback controller design for a nonlinear electrostatic transducer that exhibits a strong unloaded resonance. Challenging features of this type of transducer include the presence of multiple fixed points (some of which are unstable), nonlinear force-to-deflection transfer, effective spring-constant softening due to electrostatic loading and associated resonance frequency shift. Furthermore, due to the utilization of lowpass filters in the electronic readout circuitry, a significant amount of transport delay is introduced in the feedback loop. To stabilize this electro-mechanical system, we employ an active disturbance-rejecting controller with nonlinear force mapping and delay synchronization. As demonstrated by numerical simulations, the combination of these three control techniques stabilizes the system over a wide range of electrode deflections. The proposed controller shows good setpoint tracking and disturbance rejection, and improved settling time, compared to the sensor alone.
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1. Introduction

This paper describes the design of a closed feedback loop system of an electrostatic force transducer for multi-watt class precision optical power measurements. A detailed outline of the force sensor and its operation in the open loop may be found in [1].

One conclusion of that paper was the need for a closed feedback loop system to bypass the nonlinear deflection-to-capacitance transfer—an obstacle for many elements of such a device, traceable calibration being a critical example. Usually, designer avoid using a highly nonlinear capacitor in their electronics due to complicated calibration and reproduction of parameters.

In designing the controller for this nonlinear electrostatic force transducer, it was, therefore, our goal to minimize the intrinsic nonlinearities between input power and output signal. We did this by holding constant the plate spacing of the parallel plate capacitor electrodes with a corrective electrostatic force from the feedback controller.

The device to be controlled (depicted in Figure 1) consists of a parallel plate capacitor with two moveable disks (d) attached to a rigid base (b) through spiral legs (s). By virtue of symmetric dual spring arrangement, any signal from common inertial forces (as vibrations and gravity) is greatly suppressed. The measured force is applied onto only one moveable surface, acting as a differential signal measured as the change of electrical capacitance. Though conceptually simple, controlling a single-ended capacitive transducer presents three important challenges in our design.
Figure 1. Schematic description of the electrostatic transducer subjected to control action. It consists of a moveable disk (d) with coaxial sensing and actuating electrodes, attached to the base (b) through spiral springs (s). Electrical connections are realized on contacts (c). The position sensing signal is fed to terminals (e₁) and the electrostatic actuation is applied to terminals (e₂). The geometrical separation of sensing and actuating electrodes minimizes the effect of direct capacitive crosstalk.

First, for the electronic bridge with a two plate-sensing capacitor, the output voltage to deflection transfer is highly nonlinear and governed mostly by the inversely proportional dependence of the transducer’s capacitance with respect to the capacitor plate spacing.

An interesting approach to this problem has been demonstrated by connecting the sensing capacitor as a variable impedance in the feedback branch of the switched capacitor transimpedance amplifier [2]. Unfortunately, this simple and cost-effective open loop approach cannot suppress the typical mechanical resonance of sensing capacitors with electrodes suspended on a spring. The electrostatic force between two surfaces is also non-linear with surface separation. To avoid these two problems, authors typically design their device with a three-plate differential capacitor [3–9] (eventually connected to a Bluemlein impedance bridge [5,10]). This scheme allows a reasonable degree of system linearization about a fixed point [11] under the assumptions that the magnitudes of perturbations are small and the control system acts instantaneously or with a small delay. In such a case, the excursions from the linearized regions are small enough, so the system parameters can be regarded to be constant and independent of the state of the system, allowing standard stability analysis methods (eigenvalue analysis of the system at critical points [11]) and linear controller architectures to be used ([3,4,12,13]). However, in our case, the area of the moveable electrode must be exposed to the force exerted by laser light. Thus, we are limited to a topology where a single-sided sensing capacitor is balanced against a reference arm capacitor, prohibiting us from benefiting from an already established linearization scheme. Furthermore, as we show later, due to the existence of a pull-in effect and strong deflection-dependent sensitivity to the variation in electrostatic force in conjunction with the high resonant quality of our capacitive sensor, these linearization methods are inapplicable for our problem.

Second, micromachined sensors exhibit high unloaded resonant quality factors, resulting in long exponentially-decaying oscillations and sharp phase steps in the transfer function frequency spectra. To compensate for this effect, researchers commonly introduce a notch filter that compensates for the step in the transfer function phase and equalizes the magnitude response. However, this approach can only be used under the assumption that the resonant frequency is constant. With electrostatic transducers, knowing the resonant frequency depends on an unknown initial spring position and applied electrostatic voltage due to the electrostatic spring softening effect [14,15]. Faced with varying system parameters, people refer to adaptive controllers that include a tracking notch filter or biquad filter [16] reacting to the changes of the system under control. However, if spring softening due to an electrostatic force is present, the reaction of the adaptive loop is slow compared to the almost instantaneous change of the resonant frequency, worsening the transient response and robustness of the system [16]. The state feedback controller architecture is an attractive alternative to the conventional approach (as in [4]). In such a controller, we may (in theory) arbitrarily place the poles/eigenvalues of the closed loop system to achieve a desired transient response, for example, suppressing resonance. In practice, the pole placement is constrained by the criteria of stability in the case of non-zero transport delay in the system. This approach also assumes all the internal states (namely, position,
velocity and acceleration as a function of time) of the system under control are available for the
state-feedback controller, which is not feasible for the type of capacitive transducer used in our sensor,
because we only have access to the position measurement. Therefore, we employ a state observer
(estimator) [16–18]. The state observer concept leverages knowledge of the applied control effort and
the measured output from the system to infer the rest of the unavailable internal states. The external
influence of the environment (even the forcing action that is our measurand) is treated as an unknown
disturbance to compensate against. As described in [16], any unknown system characteristics are
treated as disturbances by extending the state space of the state estimator [16,17]. In this treatment,
accurate knowledge of the system’s physical parameters is not needed. Furthermore, parameters
can change in time without a priori knowledge of the changing trend. The only tuning parameter
of such a stabilizing controller is the control bandwidth. This active disturbance rejection controller
(ADRC) concept has been confirmed to be reliable in many applications, including the dual-mass
torque stabilization problem [16] and the amplitude stabilization of MEMS gyroscope vibrational
modes [17].

Third, to achieve a sufficient signal-to-noise ratio, we must filter the transducer position signal. This frequency-selective component (analogue or digital filter), introduces group delay into the
closed-loop system, causing instabilities in the feedback loop and impairing the transient response of
the system. In common accelerometer applications, the filter transport delay is negligible since the
system’s dynamics are usually slow relative to the time delay imposed on the system by filters ([3–5,8]).
The problem of time delay in non-linear systems was also well described in [19,20]. If the loop transport
delay is sufficiently small, it can be accepted by conventional feedback systems at the cost of affecting
time-domain performance (overshoot, settling time), provided the stability criteria are met. If the time
delay is considerable compared to the system’s dynamics, the loop may become unstable if the error
signal arrives after a large enough delay such that the state of the controlled system has substantially
changed. Then the controller effort may force the system into an unstable region instead of acting
against a disturbance. Furthermore, in the case of state observers, the effect of delay is further amplified
because it affects the state prediction. The most severe case is when a large time delay is introduced
only in the system output’s measurement path. In such a case, the information about applied control
action arrives at the state observer in time, whereas the system’s output measurement is delayed.
Then the obtained state estimation progressively diverges from the real system states, leading to
instabilities. To remedy this problem, a delay synchronization concept for the family of ADRCs was
investigated in dissertations [21,22]. The control action information is intentionally delayed by the
same amount as the measurement. Then, both signals arrive to the state observer synchronously,
though delayed. Causality is not violated, and the observer calculates late-but-accurate information
about the system states. The fact that this information is outdated does not need to be critical if the
time delay meets the stability criteria for a closed-loop system. To address all the above-mentioned
questions, we model an active disturbance rejection controller scheme with delay synchronization to
stabilize the highly-nonlinear capacitive transducer in the presence of a transport delay. In Section 2,
the equivalent model of the electrostatically-driven capacitive actuator is introduced. In Section 3.1,
we analyze the stability regions of a capacitive sensor biased by a fixed electrostatic voltage. Upon this
analysis, a stable working point for the sole sensor is suggested. Next, in Section 3.2, the perturbation
analysis is applied to understand the natural resonant frequency shift of a capacitive transducer due to
the application of electrostatic force. Then, in Section 4, the inverse of the voltage-force conversion
is introduced to compensate the nonlinear height-dependent electrostatic force and consequently
stabilize the feedback gain magnitude. As mentioned before, the noise-reducing lowpass filter is an
integral part of the lock-in based position readout circuitry. For this reason, in Section 5 we investigate
the closed loop small signal stability of the proposed feedback controller with delay introduced by this
filter. Finally, in Section 6, the proposed controller structure is analyzed using the large signal transient
simulation, proving its stability. Its performance is summarized in terms of speed, noise and linearity.
2. Nonlinear Capacitive Transducer Model

We represent our capacitive transducer (shown schematically in Figure 2) as a harmonic oscillator driven by the position-dependent electrostatic force \( F_e \). The relevant mechanical parameters of the system are the spring constant \( k \), the top electrode’s mass \( m \), and the damper \( d \) elements. In the steady state case, \( F_e \) is compensated by the spring restoring force \( F_s \). We are using a dual spring differential arrangement [1], which allows us to neglect the influence of the common-mode gravitational force in the analysis. Common-mode forces pre-distort both springs equally; thus, the spacing between capacitor electrodes is kept independent of this force.

Using Newton’s 2nd law, we describe spring motion as

\[
F_e - F_s - F_d = ma, \tag{1}
\]

where the acceleration \( a \) has the same direction as the electrostatic force \( F_e \). Force \( F_d = -dx \) is the damping force. Based on the known vacuum permittivity \( \varepsilon_0 \) and the electrode area \( A \), Equation (1) is rewritten into form

\[
-m\ddot{x} + d\dot{x} - kx + \frac{1}{2}\varepsilon_0 AV^2(h_0 - x)^2 = 0, \tag{2}
\]

where symbols \( h_0 \) and \( x \) represent initial electrode spacing and deflection, respectively. The applied electrostatic voltage is denoted by variable \( V \). The dot symbol in (2) denotes a time derivative.

3. Stability Modes of a Nonlinear Capacitive Transducer

Our electro-mechanical transducer has a highly nonlinear voltage to deflection conversion. For a given electrostatic voltage there are multiple fixed points at which an equilibrium between electrostatic attractive force and spring restoring force is established. However, some of these points are stable (the deflection converges toward them) and others are unstable (a perturbation causes the deflection to diverge). The following analysis will help us to determine the range of sensor deflections for which the system will be potentially controllable.
3.1. Static Analysis of Fixed Points

First we assume the static state, where the attractive force is compensated by a restoring spring force. From static force equilibrium, stability is described by

\[-kx + (1/2)\epsilon_0 AV^2 (h_0 - x)^{-2} = 0.\]  

(3)

By separating the variables \(x\) and \(V\) we get two functions that are equal at fixed points. The first is dependent on the electrostatic voltage \(V\):

\[y_1(V) = \epsilon_0 A (2kh_0^3)^{-1} V^2.\]  

(4)

The second dependent is related to deflection \(x\):

\[y_2(x/h_0) = (x/h_0)(x/h_0 - 1)^2\]  

(5)

To get a pictorial view of solutions to Equation (3) we plot functions \(y_1(V)\) and \(y_2(x/h_0)\) into one graph (Figure 3). For plotting the quadratic function \(y_1(V)\) we chose the parameters \(k\), \(h_0\) and \(A\) to be 65.8 N/m, 25.8 \(\mu\)m and 314 mm², respectively. These values correspond to design parameters of our sensor. By relating \(y_1 = y_2\) for a given voltage \(V\), we see that there are two possible solutions sitting on the curve \(y_2\) (shown as red asterisk symbols). The function \(y_2\) is a nonlinear polynomial, changing its derivative at the point \(x = h_0/3\). This is a critical point that splits the range of deflections into two regions, of which the first is stable and the latter is unstable. These are separated in Figure 3 by a vertical dashed line.

![Figure 3. Plot of unitless functions \(y_1(V)\) and \(y_2(x/h_0)\) upon their respective variables. The vertical dotted line divides the two stability regions. The asterisk (*) symbol denotes two height-bias points in the stable and unstable regions.](image)

To distinguish between stable and unstable bias points, a method demonstrated in [23,24] uses a small perturbation \(\delta x\) in deflection to determine if the restoring force acts against it. The total potential energy \(E\) of the spring pre-stretched by electrostatic force can be expressed as follows:

\[E = -(1/2)\epsilon_0 A (h_0 - x)^{-1} V^2 + (1/2)kx^2.\]  

(6)

Then the restoring force \(F\) acting against a small perturbation is

\[F = -(dE/dx) = (1/2)\epsilon_0 A (h_0 - x)^{-2} V^2 - kx.\]  

(7)
Differentiating (7) with respect to \( x \) and combining the result with (3), we get the expression for a virtual system stiffness:

\[
\kappa(x) = \frac{dF}{dx} = 2kx(h_0 - x)^{-1} - k
\]

We can see that the stiffness changes its sign at the point \( x_p = h_0/3 \). For values below this deflection \( (x < x_p) \), the stiffness \( \kappa \) is negative, which implies the restoring force acts against the perturbation, thus stabilizing the position. Past the point \( x_p \) the stiffness is positive, implying a divergent energy growth from any small perturbation causing pull-in instability.

### 3.2. Small Signal Dynamic Characterization

For electrostatically-driven capacitive sensors/actuators the sensitivity of the actuator deflection \( \delta x \) to small perturbations of the electrostatic voltage \( \delta V \) is affected both by the voltage setpoint value \( V_0 \) and height \( h \). In the analysis we assume a small change in electrostatic voltage \( \delta V \) superimposed onto the static voltage \( V_0 \). The equilibrium in this context is to be understood as the height \( h_e \) between sensor electrodes for a given static bias voltage \( V_0 \). The coordinate system can be then translated from the initial height \( h_0 \) to the equilibrium point \( h_e \). We then use the deflection to match the new equilibrium point. The equilibrium point \( h_e \), calculated from the balance between electrostatic force and spring restoring force (9), is used as a new coordinate center for the subsequent linearized model

\[
k(h_0 - h_e) + \eta V^2 = 0,
\]

where \( \eta = \varepsilon_0 A/(2h_e^2) \). Consequently, the nonlinear dynamics in the absence of external forcing is approximated by the linear term of its Taylor series expansion:

\[
-m\delta \ddot{x} - d\delta \dot{x} - k\delta x + \eta V^2 + 2\eta V^2 h_e^{-1}\delta x = 0.
\]

Assume a small perturbation \( \delta V \) superimposed on DC voltage \( V_0 \) applied to sensor electrodes. In that case, the voltage applied will be \( V = V_0 + \delta V \), where \( \delta V \ll V_0 \). The second assumption is \( \delta h \ll h_e \). Then, by using the approximation \( (V_0 + \delta V)^2 \approx V_0^2 + 2V_0\delta V \), the response of the system dynamics can be rewritten into form

\[
m\ddot{x} + d\dot{x} + (k - 2\eta h_e^{-1}V^2)\delta x - \eta V^2 = 2\eta V_0\delta V,
\]

where the right-hand side represents the small driving voltage perturbation and the left-hand side represents the dynamics of the system. We can note the component in brackets being in the units of a spring constant. The second term in the bracket is opposing the spring constant, effectively decreasing its value as the voltage \( V_0 \) rises. This is known as spring-constant softening in electrostatic systems [15].

By Laplace-transforming Equation (11), we get a transfer function between electrostatic perturbation and mechanical deflection in form (12). Here, we omitted the constant term, since it is time-invariant (it does not affect the frequency transfer), and in the case of the linearized model, the superposition theorem is valid such that

\[
[2 + 2\zeta_e\omega_{0e}(h_0, V_0)s + \omega_{0e}^2]s = \eta m^{-1}V_0\delta V(s),
\]

where \( 2\zeta_e\omega_{0e} = d/m \) and a bias-dependent angular resonant frequency is expressed as

\[
\omega_{0e}^2 = k_e/m = (k - \varepsilon_0 AV_0^2 h_e^{-3})m^{-1}
\]

The plot of small-signal sensitivity of the mechanical system to a perturbation in electrostatic bias voltage with a free parameter being the absolute value of electrostatic bias voltage is shown in Figure 4.
Here, we demonstrate the dependence of the mechanical resonant frequency on the applied electrostatic voltage. Note that the resonant frequency shifts toward lower values as the electrostatic force is increased. Furthermore, the transfer between perturbation in the electrostatic force and the mechanical response increases as the capacitor electrodes get closer (as a consequence of rising electrostatic force due to increased electrostatic bias voltage $V_0$). Hence, conventional linear feedback control methods (such as a proportional-integral-derivative controller with a fixed set of parameters) are likely to fail in this case, since the resonant frequency of the system and the transfer between the perturbation in electrostatic force and the deflection strongly depend on the state of the mechanical system and amount of applied electrostatic force. A sufficiently large external disturbance affects the electrode position $h$ of the sensor, which in consequence drives the sensor out of the linearized region.

For this reason, we investigate the method of compensating the nonlinear electrostatic voltage to deflection transfer by back-mapping the applied electrostatic voltage $V$ to the equivalent force $F$ by known measured deflection $x$.

4. Compensation of the Voltage-Deflection Conversion Nonlinearity

The relationship between applied electrostatic voltage $V$ and induced deflection $x$ is first characterized by application of slowly varying ramp voltage onto moveable capacitor plates and simultaneous measurement of the electrode position interferometrically [1]. From this measurement we extract the transducer geometry-related constants $k, h_0, A$ used in Equation (3). Consequently, an relationship between applied voltage $V$ and height-dependent electrostatic force $F(x, V)$ (2) is determined. Finally, the inverse of this relationship is applied in the internal structure of the feedback controller before output stimulus (electrostatic voltage) digital to analog conversion. Thereafter, the output signal from the state controller will be in physical units of force and the input action seen by the mechanical system will be again in units of force. Furthermore, the amplitude transfer between the electrostatic force perturbation and deflection will become independent of actual position. As shown later, this approach helps with stabilizing the system and allows us to use methods of linear system stability analysis. Using Equation (2) and replacing the true value of deflection $x$ by its estimate from the state vector $\xi_1$, we can express the electrostatic voltage $V$ in terms of the force $F$ that is output from the state feedback controller

$$V = \sqrt{2F/(\varepsilon_0 A)} |h_0 - \xi_1|.$$  

Combining (14) with (2) yields an expression where the linear dynamic system is driven by a linear equivalent force. The problem that may arise in this case is if the estimate $\xi_1$ differs from true deflection $x$. This may occur shortly after system power on or if the rate of change in the input force
disturbance is high due to the propagation delay and sampling time of the feedback controller. In such a case, for a brief moment the estimation error will be strongly dependent on this rate of change. For that reason, later in this article we will evaluate stability of the system by means of transient simulation, accounting for various sources of time delay, noise and nonlinearities.

5. Stability of the Linear Active Disturbance Rejection Controller with Transport Delay

As demonstrated in [16,17], the active disturbance rejection control appears to be an attractive solution for systems with uncertainty in dynamics (e.g., resonant frequency). It has been used recently for a similar problem with unknown time-variant dynamic properties of the system [16]. To a certain extent, it can handle nonlinear effects. We employed this particular state-observer/state feedback controller scheme in our approach and investigated its properties in conjunction with the aforementioned capacitive force sensor. The deflection signal from the controlled system (related to the electrical signal coming from bridge electronics) is lowpass filtered (Figure 5). This filter introduces a non-zero group delay into the signal path, affecting the system stability. As outlined in [21,22], to ensure causality between force and deflection signal, another identical filter will be introduced into force path (Filter 2 on Figure 5) of the state observer.

![Figure 5. Block diagram of the sensor/state observer/state feedback controller scheme. This includes time-delay element 1 (low pass filter), which is an integral part of sensor preamplifier electronics. In order to provide a causal relationship between force and deflection information entering the state observer, a second time delay element identical to time delay element 1 is introduced. Here, the function \( h(t) \) denotes the impulse response of the filter and the asterisk denotes the convolution integral. This scheme is used to evaluate the stability of the feedback system.](image)

The transfer function analysis for a continuous time ADRC without time delay has been presented in [21,25]. The dead-time compensation was introduced into continuous-time models in [22], pp. 33–52. In this section, we derive the governing equations for the ADRC discrete time difference equations of a system affected by a non-zero loop delay introduced by discrete-time digital filters with arbitrary transfer function \( H(z) \). We analyze the stability of second order dynamic system driven by a linear force from the state feedback controller for a given shape of a lowpass transfer function \( H(z) \). In subsections A through C, the controller architecture is split into three main building blocks (state observer, feedback controller and sensor dynamics) with respective discrete time transfer functions finally combined into a closed loop system.

5.1. Extended State Observer

The extended state observer for the ADRC is defined as

\[
\dot{\hat{x}}(t) = A\hat{x}(t) + Bu(t) + L_c(y(t) - H\hat{x}(t)),
\]

where the constant matrices \( A \) and \( B \) are dynamic and forcing matrices identical with the original ADRC design [17]

\[
A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & b^{-1} & 0 \end{bmatrix}^T,
\]
where $b^{-1} = m$ is again the mass. The constant vector $L_c$ represents the corrective gains ensuring that the estimated position will converge to its actual measurement. $L_c$ is designed using Ackermann’s formula [17] as

$$L_c = \left[ 1 - \beta^3, \frac{3(\beta-1)^2(\beta+1)}{2b^2}, -\frac{(\beta-1)^3}{b^2} \right]^T$$

(17)

where $\beta = \exp(\omega_0 T_s)$ is a constant dependent on observer bandwidth $\omega_0$. By transforming these equations into the discrete time domain, we get

$$\hat{\xi}(k) = \xi(k) + L_c[y(k) - H\hat{\xi}(k)].$$

(18)

Here the term $\xi(k)$ represents the value of the system’s internal states calculated at the discrete time $k$. $T_s$ and the term in brackets represent the error-dependent corrective term that consists of measured scalar deflection $y(k)$ and its estimate $H\hat{\xi}(k)$. The state vector estimation is calculated from the difference equation:

$$\xi(k) = \Phi\hat{\xi}(k-1) + \Gamma u(k-1),$$

(19)

where the constant matrices $\Phi$ and $\Gamma$ represent the discrete time sampled transition matrix and forcing matrix [26] of the respective linear time model

$$\Phi = e^{A T_s}$$

(20)

$$\Gamma = \int_0^{T_s} e^{A \tau} B d\tau = A^{-1}(e^{A T_s} - I)B$$

(21)

This yields

$$\Phi = \begin{bmatrix} 1 & T_s & T_s^2/2 \\ 0 & 1 & T_s \\ 0 & 0 & 1 \end{bmatrix}$$

(22)

and

$$\Gamma = \begin{bmatrix} b T_s^2/2 & b T_s & 0 \end{bmatrix}^T$$

(23)

By combining (18) with (19) and z-transforming it into the frequency domain, we get

$$\hat{\xi}(z) = (I - L_c H)[\Phi \hat{\xi}(z) + \Gamma u(z)]z^{-1} + L_c y(z).$$

(24)

Then, rearranging terms yields

$$[I - (I - L_c H)\Phi z^{-1}]\hat{\xi}(z) = (I - L_c H)\Gamma u(z)z^{-1} + L_c y(z).$$

(25)

### 5.2. Feedback Controller

Due to non-zero transport delay in the feedback loop and finite sampling time of the observer, the steady state-error will not be suppressed by the proportional-derivative regulator, as suggested in [16]. Thus, an additional integrator is needed to compensate that. The controller is then described by the following equation.

$$u(z) = b^{-1}[K_c(r - \hat{\xi}) - K_i(1 + z^{-1})\hat{\xi}]$$

(26)

The controller gain vectors $K_c$ and $K_i$ are chosen so that the continuous-time equivalent of the controller will satisfy the Hurwitz stability criterion [27]. For the ease of tuning, their coefficients are selected such that the characteristic equation will have a repeated root.

$$K_c = \begin{bmatrix} 3\omega_c^2 & 3\omega_c & 1 \\ \omega_c^2 & 0 & 0 \end{bmatrix}, \quad K_i = T_s/2 \begin{bmatrix} \omega_c^2 & 0 & 0 \end{bmatrix}.$$
5.3. Linear Dynamics

The linear part of the sensor’s dynamics without the nonlinear electrostatic forcing term in the state-space is

\[
\dot{x} = A_p x + B_p u
\]
\[
y = C_p x,
\]

where \( x = [x_1, x_2]^T \) is the state vector that consists of position component \( x_1 \) and velocity component \( x_2 \). Variable \( y \) denotes the deflection as an output quantity being measured. Matrix \( A_p \) defines the natural response of the system as

\[
A_p = \begin{bmatrix}
0 & 1 \\
-\omega_0^2 & -2\zeta \omega_0
\end{bmatrix},
\]

where \( \omega_0^2 = k/m \) is the natural resonant frequency of the sensor and \( \zeta = d/2\sqrt{km} \) denotes the damping. The matrix \( B_p \) defines the force coupling

\[
B_p = \begin{bmatrix}
0 \\
-m^{-1}
\end{bmatrix}^T \quad \text{and} \quad C_p = \begin{bmatrix} 1 & 0 \end{bmatrix}
\]

Again, the matrices \( A_p \) and \( B_p \) are brought into discrete time domain by transformations (20) and (21) yielding

\[
zx(z) = \Phi_p x(z) + \Gamma_p u(z)
\]
\[
y(z) = C_p x(z).
\]

Then the transfer between the input applied force and the output deflection is

\[
G_p = y(z)/u(z) = C(zI - \Phi_p)^{-1} \Gamma_p.
\]

To evaluate the system (observer-state controller) transfer function between measured input deflection \( y(z) \) and output force \( u(z) \), we combine Equations (25) and (26) as follows.

\[
G_c = u(z)/y(z) = [1 - K_s K_o K_f]^{-1} K_s K_o L_c,
\]

where \( K_s \) is the gain of the state feedback controller:

\[
K_s = -b^{-1}[K_c + K_i(1 + z^{-1})]
\]

and matrices \( K_o \) and \( K_f \) define the state observer dynamics as:

\[
K_o = [I - (I - L_c H)\Phi z^{-1}]^{-1}
\]

and

\[
K_f = I - (I - L_c H)\Gamma z^{-1}.
\]

In the case of finite impulse response (FIR) filters introduced to the feedback loop, their frequency dependent transfer is introduced as \( H(z) \). In that case, Equation (33) is modified into form

\[
G_c = u(z)/y(z) = [1 - K_s K_o K_f H(z)]^{-1} K_s K_o L_c H(z).
\]

Since the analytic solution defining the stability of this loop transfer function would be impractically complicated, we chose the graphic Bode plot evaluation. It shows that the open loop
gain of the ensemble electro-mechanical sensor-observer-state controller has a $1/f$ roll off typical for an integrator and the phase stability margin at resonant frequency is about 23.8 degrees (see Figure 6).

![Figure 6](image_url)

**Figure 6.** Stability simulation of an electrostatically-driven harmonic oscillator (with transfer function $G_p$ (32)) controlled by a discrete active disturbance rejection controller (ADRC; transfer function $G_c$ (37)). In the graph, the magnitude and phase of product $G_c G_p$ are plotted. The sampling frequency was chosen to be $f_s = 80$ kHz. The controller and observer bandwidth were chosen to be $200\pi$ and $2000\pi$ rad/s, respectively. A sinc-window FIR filter with 50 delay registers and a cutoff frequency of 1 kHz was introduced in both deflection and force path to the state observer.

### 6. Transient System Response Simulation

Since the exact nonlinear analysis of the system with multiple sources of nonlinearities would become exceedingly complex, the proposed controller concept was modeled in a simulation software. This approach helps us include the real circuit physical non-idealities in the model (quantization, signal saturation, noise) efficiently. For this purpose, we used the open source software Scilab/Xcos.

We approximate the capacitive bridge electrical output voltage by a polynomial to get the conversion between voltage and equivalent deflection. Then, the signal is FIR-filtered to reduce the magnitude of superimposed noise. Similarly, the estimated force signal is fed through an identical filter (to ensure causality between these two quantities [21,22]) and fed to an extended state observer [17]. The estimated state vector is fed to the feedback controller, where the deflection is compared with the height setpoint and the respective correction force is calculated. The electrostatic force is then back-mapped to the equivalent voltage in the block described by Equation (17). Finally, the calculated voltage is D/A-converted and fed as a corrective action signal to the actuator. The block diagram of the electro-mechanical sensor connecting with the digital controller is depicted in Figure 7.

According to the previous stability analysis, we selected the observer and controller loop bandwidths to be $2\pi \times 1000$ and $2\pi \times 100$ rad/s, respectively. The results of the time-domain simulation are displayed in Figure 8. At the beginning of the simulations, the deflection of the sensing capacitor’s plates first overshoots, and then at about 50 ms the deflection approaches the setpoint height, set to be $h_p=3$ µm (Figure 8a). This overshoot at the beginning of the simulation was caused by initial estimation of the deflection via state observer being different from the real sensor’s deflection (the time-delay registers in the deflection-path filter were initialized to zero and the capacitor plates were out of working range of the A/D converter and bridge amplifier). As long as the feedback controller adjusted the proper electrostatic capacitor plates’ distance, the overshoot caused by the disturbance was minimized. During simulations, we found the latter to be caused by the actuator non-linearity combined with the overall signal delay in the controller loop. After introducing a stepwise
force disturbance, the capacitor plates went momentarily out of the operating point, followed by the delayed controller action. As a consequence, a slight signal overshoot was observed. The output signal rise time is defined by the overall feedback controller bandwidth. This problem is further discussed, e.g., in [16–18].

Figure 7. Block diagram of the sensor in a closed loop with the ADRC state feedback controller. The nonlinear electro-mechanical conversion’s effects on both deflection-dependent electrostatic force and capacitance are modeled. The function of synchronous lock-in demodulator is modeled by its behavioral model transforming the capacitance to the DC voltage through the magnitude and angle of the capacitive bridge AC transfer function. At the side of the digital controller, the sources of nonlinearity are modeled by saturation and quantization blocks (see the Supplementary Materials).

After the initial transient effect, the error vanishes, and the sensor’s capacitor plates are kept pre-deflected at a setpoint height by a certain amount of electrostatic voltage (Figure 8b). When a stepwise force with risetime $\tau_r = 10 \mu$s is applied, the measured deflection first deviates from the setpoint. Then we see the controller reducing the amount of electrostatic voltage, compensating for the deflection error signal. This error then vanishes within about 10 ms time after application of the force step.

We note there is a strong noise component superimposed on the steady-state output electrostatic voltage. This is due to the relatively large controller bandwidth (necessary for the suppression of the mechanical resonance), since the force signal reacts with fast instantaneous fluctuations in the measured deflection signal. To decrease the noise magnitude, we post-filtered the measured electrostatic voltage with a 500-element moving average filter (Figure 8b).

The main source of the electrical noise is the capacitive bridge preamplifier itself. To limit it, we employed the post-filter as an integral part of the lock-in amplifier, processing the capacitive bridge signal. The second round of filtering was done by the feedback regulator itself—the higher the controller bandwidth, the better the stability (due to improved phase margin) and sensor mechanical resonance suppression, but it also causes higher susceptibility to noise. For that reason, the signal bandwidth within the control loop was set as a compromise. We found adding a post-filter to be a practical solution to improve the signal to noise ratio further, as the sampling rate of the ADRC must be kept high for good error tracking, but the required output signal data rate for this type of the mechanical sensor was an order of magnitude slower.
Figure 8. Transient response of the simulated closed feedback system to initial conditions (at the controller start-up) and application of a stepwise increase of external measured force. The initial ramp-up shows a strong overshoot in deflection signal caused by corrective controller action to a large initial difference between actual deflection and setpoint. The best achieved rise time is shown here. At lock, the sensor’s deflection (a) is kept constant by the compensating controller’s effort except for a short transient overshoot after application of the step force. The controller’s corrective effort (b) proportionally decreases as the input force increases.

We took ten random samples of the steady-state output voltage for various input force levels to determine the mean and standard deviation of the voltage reading. The expected voltage at fixed deflection should obey equation

\[ \Delta F_{ES} = -F_{PH} = \varepsilon_0 \frac{A}{2h^2} (V_{ES(0)}^2 - V_{ES(F)}^2), \]

where \( \Delta F_{ES}, F_{PH}, V_{ES(0)}, V_{ES(F)} \), and \( h \) represent the decrease in the electrostatic force, the measured force, electrostatic voltage before application of the force, electrostatic voltage bias with force present and sensing capacitor electrodes’ spacing, respectively. By calculating the difference of squares of voltage before and after application of the force step, we get a calibration factor that is proportional to previously defined geometrical factor \( \eta \) (see Table 1). The maximum nonlinearity of the calibration factor from this simulation was found to be around 0.79% and was at the level of system noise.

Table 1. Calculation of the force calibration factor from the simulated force-dependent electrostatic voltage.

| Force Step [\( \mu \)N] | 0     | 4.7   | 9.4   | 24    | 47    |
|--------------------------|-------|-------|-------|-------|-------|
| Electrostatic voltage \( V_{ES} \) [V] | 6.012 ± 0.005 | 5.862 ± 0.007 | 5.710 ± 0.006 | 5.222 ± 0.005 | 4.296 ± 0.007 |
| Calibration factor \( \eta^{-1} \) [V²/\( \mu \)N] | 0.379 ± 0.030 | 0.377 ± 0.016 | 0.378 ± 0.005 | 0.376 ± 0.002 |

The measured data were post-filtered with a 500-tap boxcar FIR filter clocked at 80 kHz to improve the signal to noise ratio. This filter was also found to be the biggest contributor that determines the dynamics measurement, so there is a tradeoff between speed of the measurement and achieved detection limit. The risetime of the measurement signal from the simulation (Figure 8) was found to be about 10 ms. The noise floor in terms of equivalent power can be determined under assumption that
the standard deviation of the voltage $\sigma_V$ (equivalent to RMS noise voltage magnitude) is much smaller than the electrostatic bias voltage $V_{ES(0)}$

$$\sigma_F = \eta (V_{ES(0)}^2 - (V_{ES(0)} - \sigma_V)^2) \approx 2\eta V_{ES(0)} \sigma_V$$  (39)

Evaluating this formula led us to an expected RMS noise floor of 0.028 µN, which corresponds to about 6 W RMS radiation pressure equivalent incident at 45° angle (see formula in [1]).

7. Conclusions

We demonstrated the design, simulation and analysis of a mechanical resonance suppressing controller for a single-side-driven capacitive microforce sensor. As we demonstrated in Section 3.1 for a given range of electrostatic voltages, this type of sensor has two fixed points, of which one is always unstable. Furthermore, if the bias deflection reduces to less than two-thirds of the initial plate spacing, the capacitor gets to the so-called pull-in region, where the electrostatic force diverges and the deflection is unstable. In Section 3.2 we showed that by increasing electrostatic bias voltage, the transfer between bias perturbation and deflection rises, and the natural resonant frequency of the spring-mass system shifts towards lower frequencies due to effect of the electrostatic spring softening.

To partially compensate these two effects, we employed an electrostatic force to voltage back-mapping block into the feedback controller. We addressed the problem of unknown and time-variant system dynamics by investigating the application of active disturbance rejecting controller. Since the deflection measurement signal entering the state observer was delayed due to application of lowpass filters in the measurement path, we implemented a delay-synchronization concept to ensure the causal relationship between force and deflection signals. The stability of the feedback system was then analyzed in the discrete time domain using difference equations and the z-transform. By virtue of electrostatic force back-mapping, we could employ a Bode-plot stability analysis technique for finding the optimal controller and observer bandwidth. We analyzed the large signal behavior of the system by numerical simulation with multiple sources of nonlinearity, time delay, noise and saturation. The transient simulation was followed by numerical analysis of linearity, sensitivity and speed of the feedback system. As expected, the closed feedback loop helped in suppressing the resonance of the sensor, thereby improving the speed. The three critical features (ADRC, delay synchronization and force back-mapping) enabled controlling the entire feedback system in wide range of deflections. As a next step, we are planning to implement this scheme with a device such as that described in [1].

Supplementary Materials: The code for the simulation methods introduced in this paper is available at IEEE Dataport http://dx.doi.org/10.21227/byg2-dq11.

Author Contributions: Conceptualization, I.R.; Methodology, I.R., S.C., M.S.; Investigation: M.S.; Validation, R.B.; Formal Analysis, S.C.; Resources and Data Curation A.A.-G.; Writing—Original Draft Preparation, I.R., S.C., R.A.B.; Writing—Review & Editing, R.B.; Supervision P.A.W., J.L.; Funding Acquisition P.A.W., J.L. and R.B. All authors have read and agreed to the published version of the manuscript.

Funding: Publication of this paper was supported by the grant of the Slovak Research and Development Agency (APVV) No. APVV-17-0190.

Conflicts of Interest: The authors declare no conflict of interest.

Disclaimer: This publication is a contribution of the U.S. government and is not subject to copyright. Identification of commercial items is for clarity and does not represent an endorsement by NIST.

References
1. Ryger, I.; Artusio-Glimpse, A.B.; Williams, P.; Tomlin, N.; Stephens, M.; Rogers, K.; Spidell, M.; Lehman, J. Micromachined Force Scale for Optical Power Measurement by Radiation Pressure Sensing. IEEE Sens. J. 2018, 18, 7941–7948. [CrossRef]
2. Puers, B.; Peeters, E.; van den Bossche, A.; Sansen, W. A Capacitive Pressure Sensor with Low Impedance Output and Active Suppression of Parasitic Effects. Sens. Actuat. A-Phys. 1990, 21, 108–114. [CrossRef]
3. Hugill, L.; Valliant, H.D. Limitations to the application of electrostatic feedback in gravity meters. *J. Geophys. Res.* **1986**, *91*, 8387–8392. [CrossRef]
4. Harrison, J.C.; Sato, T. Implementation of Electrostatic Feedback With Lac-Coste-Romberg Model G Gravity Meter. *J. Geophys. Res.* **1984**, *89*, 7957–7961. [CrossRef]
5. Jesselin, V.; Touboul, P.; Kielbasu, R. Capacitive detection scheme for space accelerometers applications. *Sens. Actuat. A-Phys.* **1999**, *78*, 92–98. [CrossRef]
6. Almutairi, B.; Kraft, M. Multi Stage Noise Shaping Sigma-delta Modulator (MASH) for Capacitive MEMS Accelerometers. *Sens. Actuat. A-Phys.* **2012**, *186*, 169–177. [CrossRef]
7. Horowitz, R.; Chen, T.L.; Oldham, K.; Li, Y. Design, Fabrication and Control of Microactuators for Dual-Stage Servo Systems in Magnetic Disk Files, in Bharat Bhushan. In *Springer Handbook of Nanotechnology 2010, Part E: Industrial Applications and Microdevice Reliability*; Bhushan, B., Ed.; Springer: Berlin/Heidelberg, Germany, 2010; pp. 954–958. [CrossRef]
8. Fiorenza, E.; Lucente, M.; Lefevre, C.; Santoli, F.; Iafolla, V. Zero-g positioning for the BebiColombo ISA accelerometer. *Sens. Actuat. A-Phys.* **2016**, *240*, 31–40. [CrossRef]
9. Strache, S.; Wunderlich, R.; Droste, D.; Heinen, S. MATLAB/Simulink model of a MEMS accelerometer read-out circuit. *Procedia Eng.* **2010**, *5*, 508–511. [CrossRef]
10. Neubert, H.K.P. Capacitance transducers in A.C. bridge circuits. In *Instrument Transducers: An Introduction to Their Performance and Design*, 2nd ed.; Claredon Press: Oxford, UK, 1975; pp. 238–243.
11. Leigh, J.R. Essentials of nonlinear control theory. In *IEE Topics in Control, Series 2*; Peter Peregrinus: London, UK, 1983.
12. Grigorie, T.L. The Matlab/Simulink Modelling and Numerical Simulation of an Analogue Capacitive Micro-Accelerometer. Part 2: Closed loop. In Proceedings of the 2008 International Conference on Perspective Technologies and Methods in MEMS Design, Polyana, Ukraine, 21–24 May 2008; pp. 115–121.
13. Dong, Y.; Kraft, M.; Gollasch, C.; Redman-White, W. A high-performance accelerometer with a fifth-order sigm-delta modulator. *J. Micromech. Microeng.* **2005**, *15*, S22–S29. [CrossRef]
14. Kaajakari, V. Nonlinearity in Micromechanical Resonators. Available online: http://www.kaajakari.net/~ville/research/tutorials/nonlinear_resonators_tutorial.pdf (accessed on 1 September 2020).
15. Zhao, Y.; Tay, F.E.H.; Zhou, G.; Chau, F.S. A study of electrostatic spring softening for dual-axis micromirror. *Optik* **2006**, *117*, 367–372. [CrossRef]
16. Zhao, S.; Gao, Z. An active disturbance rejection based approach to vibration suppression in two-inertia systems. *Asian J. Control* **2013**, *15*, 350–362. [CrossRef]
17. Zheng, K.; Dong, L.; Lee, D.H.; Gao, Z. Active Disturbance Rejection Control for MEMS Gyroscopes. *IEEE Trans. Control. Syst. Technol.* **2009**, *17*, 1432–1438. [CrossRef]
18. Gao, Z. Scaling and Bandwidth-Parametrization Based Controller Tuning. In Proceedings of the American Control Conference, Denver, CO, USA, 4–6 June 2003; pp. 4989–4996.
19. Pepe, P.; Jiang, Z.-P. A Lyapunov-Krasovskii methodology for ISS and iISS of time-delay systems. In Proceedings of the IEEE Conference on Decision and Control, Seville, Spain, 12–15 December 2005; pp. 5782–5787.
20. Zhao, Y.; Tay, F.E.H.; Zhou, G.; Chau, F.S. A study of electrostatic spring softening for dual-axis micromirror. *Optik* **2006**, *117*, 367–372. [CrossRef]
21. Zhao, S.; Gao, Z. An active disturbance rejection based approach to vibration suppression in two-inertia systems. *Asian J. Control* **2013**, *15*, 350–362. [CrossRef]
22. Zheng, K.; Dong, L.; Lee, D.H.; Gao, Z. Active Disturbance Rejection Control for MEMS Gyroscopes. *IEEE Trans. Control. Syst. Technol.* **2009**, *17*, 1432–1438. [CrossRef]
23. Zhao, S. Scaling and Bandwidth-Parametrization Based Controller Tuning. In Proceedings of the American Control Conference, Denver, CO, USA, 4–6 June 2003; pp. 4989–4996.
24. Pepe, P.; Jiang, Z.-P. A Lyapunov-Krasovskii methodology for ISS and iISS of time-delay systems. In Proceedings of the IEEE Conference on Decision and Control, Seville, Spain, 12–15 December 2005; pp. 5782–5787.
25. Tian, G.; Gao, Z. Frequency Response Analysis of Active Disturbance Rejection Based Control System. In Proceedings of the 2007 IEEE International Conference on Control Applications, Singapore, 1–3 October 2007; pp. 1595–1599.
26. Koskie, S. Discretization of Continuous Time State Space Systems. Available online: http://www.engr.iupui.edu/~skoskie/ECE595_f05/handouts/discretization.pdf (accessed on 1 September 2020).
27. Dorf, R.C.; Bishop, R.H. Modern Control Systems, 9th ed.; Prentice Hall: Upper Saddle River, NJ, USA, 2001; ISBN 0-13-030660-6.

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.