Strong solutions to beta-Jacobi processes

Ezéchiel Kahn *

April 21, 2021

Abstract

The purpose of this paper is to study the existence and uniqueness of solutions to a system of Stochastic Differential Equations (SDEs). The coordinates are bounded by zero and one, and repulse each other according to a Coulombian like interaction force. We show the existence of strong and pathwise unique solutions to the system until the first multiple collision at zero or one, and give a sufficient condition on the parameters of the SDEs for this multiple collision not to occur in finite time.
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1 Introduction

Let \( p, q \geq 0, \beta > 0, n \geq 1 \), and \( B = (B_1^t, \ldots, B_n^t) \) be a \( n \)-dimensional Brownian motion. Our SDEs system of interest is the following:

\[
\begin{align*}
\lambda'_i = 2 \sqrt{\lambda_i}(1 - \lambda_i)dB_i^t + \beta \left[ p - (p + q)\lambda_i + \sum_{j \neq i} \lambda_j^i(1 - \lambda_j) + \lambda_j^i(1 - \lambda_j^i) \right] dt \\
= 2 \sqrt{\lambda_i}(1 - \lambda_i)dB_i^t + \beta \left[ p - n + 1 - (p + q)\lambda_i + 2\lambda_i \sum_{j \neq i} \frac{1 - \lambda_j^i}{\lambda_i^j - \lambda_i^j} \right] dt \quad \text{for all } i \in \{1, \ldots, n\} \quad (J(p,q))
\end{align*}
\]

0 \leq \lambda_1^i < \cdots < \lambda_n^i \leq 1, a.s. \ dt - almost everywhere. \quad (1)

The strict inequalities (2) allow the interaction terms in the system \((J(p,q))\) to make sense. We will look for continuous solutions to the SDEs \((J(p,q))\). Thus, by continuity, we have for all \( t \geq 0, 0 \leq \lambda_1^i \leq \cdots \leq \lambda_n^i \leq 1 \), a.s. While, for \( n = 1 \), the system reduces to the real Jacobi SDE \( d\lambda_1^i = 2\sqrt{\lambda_1^i(1 - \lambda_1^i)}dB_1^t + \beta \left[ p - (p + q)\lambda_1^i \right] dt \) studied in [Dou05] (see Lemma 5.1 in the Appendix), the coordinates are repulsed by a Coulombian like interaction when \( n \geq 2 \).

Our goal is to study the existence and uniqueness of strong solutions to this system of SDEs in a general setting for the parameters \( p, q, \) and \( \beta \), especially in the case \( \beta < 1 \) and \( p \wedge q - n + 1 < 1/\beta \) which is not
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covered to our knowledge by the literature. This system is related to the famous Dyson Brownian motions which satisfy

\[ d\phi_i^t = \sqrt{2} dB_i^t + \beta \sum_{j \neq i} \frac{dt}{\phi_i^t - \phi_j^t}, \text{ for all } i \in \{1, \ldots, n\}, \]

where the only type of singularity is when two particles collide. This system admits a unique strong solution (see [RS93]) when \( \beta \geq 1 \).

The difficulty in proving the existence of solutions to \( (J(p,q)) \) comes from the fact that there are singularities both when a particle touches zero or one, where the derivative of the square root diffusion coefficient explodes, and when two particles touch each other. If we define \( D = \{0 < \lambda^1 < \lambda^2 < \cdots < \lambda^n < 1\} \), a collision occurs when the process \( \Lambda = (\lambda^1_i, \ldots, \lambda^n_i) \) hits the boundary \( \partial D \) made of the union of \( \{\lambda^i = \lambda^{i+1}\} \) for \( i \in \{1, \ldots, n-1\} \) and \( \{\lambda^1 = 0\} \) and \( \{\lambda^n = 1\} \). A multiple collision occurs when two of these sets are reached at the same time and we will speak about "collision between particles" when two particles touch each other.

The same kind of difficulties emerge in the study of the beta-Wishart system of SDEs (see [JK20]) which writes

\[ d\lambda_i^t = 2 \sqrt{\lambda_i^t} dB_i^t + \left( \alpha - 2\gamma \lambda_i^t + \beta \sum_{j \neq i} \frac{\lambda_i^t + \lambda_j^t}{\lambda_i^t - \lambda_j^t} \right) dt \text{ for all } i \in \{1, \ldots, n\}, \]

\[ 0 \leq \lambda_1^t < \cdots < \lambda_n^t, \text{ a.s. } dt - a.e., \]

where \( \alpha \geq 0, \gamma \in \mathbb{R} \) and \( \beta > 0 \). Indeed, we can find in this system the same kind of singularities both when a particle touches zero and when two particles collide. The methods developed in [JK20] to overcome the two types of singularities and to prove the existence and uniqueness of a strong solution to the system of SDEs are adapted to the beta-Jacobi system here.

Our results about the SDEs \( (J(p,q)) \) are the following. In Proposition 2.5, we state that \( k\beta(p \wedge q - n + k) \geq 2 \) is a sufficient condition for multiple collisions between \( k \) particles not to occur at position zero or one in finite time. Our main result Theorem 2.3 gives the existence and uniqueness of solutions to the SDEs \( (J(p,q)) \) when \( \beta \in (0, 1) \) and \( p \wedge q - n + 1 \geq \frac{\beta}{2} - 1 \) (so that there is no multiple collision at the origin or at position one). We explicit in Proposition 2.6 the unique stationary probability measure of the SDEs \( (J(p,q)) \).

The paper is organized as follows. The remaining of the introduction is devoted to the bibliographical background of this work. In Section 2, we state our main results. We prove in Section 3 some useful properties of the solutions to the system \( (J(p,q)) \), before checking Proposition 2.5 and Theorem 2.3 in Section 4. Section 5 is an Appendix stating some well-known results that we use in our proofs.

The beta-Jacobi process emerges from the matrix Jacobi process introduced and studied in [Dou05]: let \( n, m, p > 0 \) be three integers, \( \Theta \) a \( m \times m \) orthogonal Brownian motion (see [Lev17] for a construction of the orthogonal Brownian motion), and let \( X \) be the matrix made of the \( n \) first lines and the \( p \) first columns of \( \Theta \). Then, if \( p \geq n + 1, q \geq n + 1 \) and \( p + q = m \), the process \( J = XX^* \), where * is the adjoint operator, is a diffusion and a solution to the SDE

\[ dJ = \sqrt{J} dB \sqrt{I_n - J} + \sqrt{I_n - J} dB^* \sqrt{J} + (pI - (p + q)J) dt, \]

where \( B \) is a \( n \times n \) matrix filled with Brownian motions (see [Dou05, Theorem 9.2.3]). The eigenvalues of \( J \) then verify the system of SDEs \( (J(p,q)) \) with \( \beta = 1 \) (see [Dou05, Theorem 9.3.1]). When the orthogonal Brownian motion \( \Theta \) is replaced by a unitary Brownian motion, the eigenvalues of \( J \) then verify the system of SDEs \( (J(p,q)) \) with \( \beta = 2 \) (see [Dem09a]). The system \( (J(p,q)) \) is thereby a generalization of this matrix inherited system of SDEs for general \( p, q \geq 0 \) and \( \beta > 0 \).
Let us consider the change of variable \( \phi_i^t = \arcsin(\sqrt{X^t}) \) and set \( \Phi = (\phi_1^t, \ldots, \phi_n^t)_t \). We apply Itô’s formula, formally after the stopping time \( \inf\{s \geq 0 : \lambda_1^s(1 - \lambda_n^s) = 0\} \) since the square root function is not twice differentiable at zero, and obtain, after trigonometric computations that the reader can find in [Dem09a]:

\[
d\phi_i^t = dB_i^t + \left\{ \frac{\beta(p-q)}{2} \cot \phi_i^t + (\beta(q-n+1) - 1) \cot(2\phi_i^t) + \frac{\beta}{2} \sum_{j \neq i} \left[ \cot(\phi_i^t + \phi_j^t) + \cot(\phi_i^t - \phi_j^t) \right] \right\} dt \tag{4}
\]

\[0 \leq \phi_1^t < \cdots < \phi_n^t \leq \frac{\pi}{2}, \text{ a.s. } dt - \text{a.e.,}\]

which can be rewritten

\[
d\phi_i^t = dB_i^t - \partial_i V(\phi_1^t, \ldots, \phi_n^t) dt \text{ for all } i \in \{1, \ldots, n\}, \tag{5}
\]

with

\[
V(\phi_1^t, \ldots, \phi_n^t) = -\sum_{i=1}^{n} \left\{ \frac{\beta(p-q)}{2} \ln |\sin \phi^i| + \frac{\beta(q-n+1) - 1}{2} \ln |\sin(2\phi_i^t)| + \frac{\beta}{2} \sum_{j \neq i} (|\sin(\phi^i + \phi^j)| + |\sin(\phi^i - \phi^j)|) \right\}. \tag{6}
\]

Systems of interacting particles following equations of the type

\[
d\phi_i^t = b_i(\phi_i^t) dt + \sigma_i(\phi_i^t) dB_i^t - \partial_i V(\phi_1^t, \ldots, \phi_n^t) dt \text{ for all } i \in \{1, \ldots, n\}, \tag{7}
\]

where \( V : \mathbb{R}^n \mapsto (-\infty, +\infty] \) is a lower semi continuous convex function such that \( D = \{ x \in \mathbb{R}^n : V(x) < +\infty \} \) is a non-empty convex set and \( V \) is continuously differentiable in \( D \) have been studied by many authors. For instance, in the peculiar case \( \sigma_i(\phi^i) = \sigma > 0, b_i(\phi^i) = 0 \) and

\[
V(\phi_1^t, \ldots, \phi_n^t) = -\frac{\beta}{2} \sum_{i=1}^{n} \sum_{j \neq i} \ln |\phi^j - \phi^i| + \frac{\theta}{2} \sum_{i=1}^{n} (\phi^i)^2 \text{ with } \beta \geq \frac{\sigma^2}{2} \text{ and } \theta > 0, \]

the existence and uniqueness of a strong solution to (7) were derived in [RS93].

**Link with the multivalued stochastic differential equations theory.** The systems of type (7) with \( b_i \) and \( \sigma_i \) Lipschitz and \( (\phi_0, \ldots, \phi_0) \in D \) were deeply studied by Cépa and Lépingle for instance in [CL97] and [CL01] where they apply Cépa’s multivalued stochastic differential equations theory developed in [Cé95]. This theory treats the existence and uniqueness of solutions to multivalued SDEs associated with a convex function defined on a domain of \( \mathbb{R}^n \). In [Lé10], Lépingle applied this theory to a constrained Brownian motion between reflecting or repelling walls of Weyl chambers. The boundary behavior of the convex function dictates the behavior of the process on these same boundaries (hitting or not the boundary in finite time, reflection on the boundary, etc.). Our SDEs of interest rewritten in the form (5) thanks to the square root change of variables can be seen this way, and we will exploit this connection in the paper.

**Link with radial Dunkl processes** (see [Dem09a] for a more complete description of the theory)

Let us define a reduced root system \( R \) by a finite set in \( \mathbb{R}^n \setminus \{0\} \) spanning \( \mathbb{R}^n \) such that

\[
\begin{align*}
&\text{for all } \alpha \in R, \ R \cap \mathbb{R} \alpha = \{ \alpha, -\alpha \}, \\
&\text{for all } \alpha \in R, \ \sigma_\alpha(R) = R,
\end{align*}
\]

where \( \sigma_\alpha \) is the reflection with respect to the hyperplane orthogonal to \( \alpha \). A simple system \( \Delta \) is a basis of \( \mathbb{R}^n \) which induces a total ordering in \( R \) the following way: a root \( \alpha \in R \) is positive if it is a positive linear
combination of elements of $\Delta$. A simple system $\Delta$ being fixed, we can thus define $R_+$ as the set of positive roots of $R$. When $\sigma_i = 1$ and $V$ takes the form

$$V : \phi \mapsto - \sum_{\alpha \in R_+} k(\alpha) \ln(\langle \alpha, \phi \rangle), \ x \in D,$$

where $D$ is the positive Weyl chamber defined by

$$D = \{ \phi \in \mathbb{R}^n, \langle \alpha, \phi \rangle > 0 \ \forall \alpha \in R_+ \},$$

Demni proved in [Dem09a, Theorem 1] and [Dem09a] the existence and uniqueness of a solution to (7) on the domain $\tilde{D}$ when $k(\alpha) > 0$ for all $\alpha \in R_+$. To do so, he applied Cépa's multivalued stochastic differential equations theory. This system corresponds to $(J(p,q))_{\lambda}$ when we make the following modification in $V$: the convex function $\phi \mapsto - \ln(\langle \alpha, \phi \rangle)$ should be substituted by $\phi \mapsto - \ln(\sin(\langle \alpha, \phi \rangle))$, and for some choice of $R_+$ and $k$. Indeed, when the root system is of so-called $BC_n$-type, it is defined by

$$R = \{ \pm e_i, \pm 2e_i, \pm e_i \pm e_j, 1 \leq i < j \leq n \},$$
$$\Delta = \{ e_{i+1} - e_i, 1 \leq i \leq n - 1, e_1 \},$$
$$R_+ = \{ e_i, 2e_i, 1 \leq i \leq n, e_j \pm e_i, 1 \leq i < j \leq n \},$$
$$D = \left\{ \phi \in \left[ 0, \frac{\pi}{2} \right]^n, 0 < \phi^1 < \cdots < \phi^n < \frac{\pi}{2} \right\},$$

which, with the right choice of $k$ gives equation (5) (see (6)). The condition $k(\alpha) > 0$ for all $\alpha \in R_+$ implies $p > q$ and $q - n + 1 > \frac{1}{\beta}$. As a corollary, Demni deduces the existence and uniqueness of a strong solution to $(J(p,q))$ under the condition $p \wedge q - n + 1 > \frac{1}{\beta}$. We seek here to obtain the existence of a solution to $(J(p,q))$ while relaxing this inequality. Demni moreover proved in [Dem09] that for $\beta < 1$, there is collision between any two neighbour particles in finite time almost surely.

**Link with other works.** The reader will find in Graczyk and Malecki [GM13a] and [GM14] a treatment of equations of the form

$$d\lambda_i^t = \sigma_i(\lambda_i^t)dB_i^t + \left( b_i(\lambda_i^t) + \sum_{j \neq i} H_{i,j}(\lambda_i^t, \lambda_j^t) \right) dt, \ \text{for all } i \in \{1, \ldots, n\}$$

$$\lambda_1^t \leq \cdots \leq \lambda_n^t, \ i \geq 0,$$

where the functions $\sigma_i, b_i$ and $H_{i,j}$ are assumed continuous, with $H_{i,j}$ non-negative and symmetric in the sense that $H_{i,j}(x, y) = H_{j,i}(y, x)$ for all $x, y \in \mathbb{R}$. The system $(J(p,q))$ is recovered in the particular case when $H_{i,j}(\lambda^t, \lambda^t) = \beta(\lambda^t(1 + \lambda^t) + \lambda(1 + \lambda^t)), \sigma_i(\lambda^t) = 2\sqrt{\lambda^t(1 - \lambda^t)}$ and $b_i(\lambda^t) = \beta(p - (p + q)\lambda^t)$. According to [GM14] Section 6.5, $(J(p,q))$ admits a strong solution on the time interval $[0, +\infty)$ when $\beta > 1$. In this regime, the authors proved that there is no collision between the particles. They also demonstrated the pathwise uniqueness of the solutions for every $\beta > 0$, as recalled in Lemma 3.1 below.

In all these references, $\beta$ is identified as a fundamental parameter, its position relative to 1 governing the possibility of collisions between the particles.
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## 2 Results

Let us begin by the fundamental following remark.

**Remark 2.1.** If $(\lambda_1^t, \ldots, \lambda_n^t)_t$ is solution to $(J(p,q))$, then $(1 - \lambda_1^t, \ldots, 1 - \lambda_n^t)_t$ is solution to $J(q,p)$ for the Brownian motion $-B$. 























































The form \([1]\) of the SDEs combined with Remark 2.1 hint that \(\beta(p \wedge q - n + 1)\) is a fundamental parameter impacting the existence of solutions. Consequently, we will study the range of values of this coefficient for which the system has a solution. For instance, if we assume \(p - n + 1 < 0\), we have:

\[
d\lambda_t^1 = 2\sqrt{\lambda_t^1(1-\lambda_t^1)}dB_t^1 + \beta \left[p - n + 1 - (p + q)\lambda_t^1 + 2\lambda_t^1 \sum_{j > 1} \frac{1 - \lambda_t^j}{\lambda_t^j - \lambda_t^1}\right]dt
\]

\[
\leq 2\sqrt{\lambda_t^1(1-\lambda_t^1)}dB_t^1.
\]

Then, according to the pathwise comparison theorem of Ikeda and Watanabe (that we recall in Theorem 5.3 below):

\[
\lambda_t^1 \leq r_t \text{ a.s. for all } t \geq 0,
\]

where

\[
r_t = \lambda_0^1 + 2 \int_0^t \sqrt{r_s(1-r_s)}dB_s
\]

for all \(t \geq 0\),

which is a real Jacobi process. By Lemma 5.1, the stopping time \(T = \inf\{t \geq 0 : r_t = 0\}\) verifies \(\mathbb{P}(T < \infty) = 1\). On \(\{T < \infty\}\), after \(T\), \(r\) stays at zero indefinitely. As the drift in (8) is negative when \(\lambda_t^1 = 0\) and therefore when \(r_t = 0\), it will stay strictly negative on a time interval of positive measure. Consequently, the system of SDEs has no global solution. If we assume \(q - n + 1 < 0\) instead of \(p - n + 1 < 0\), the same reasoning can be applied replacing \((\lambda_t^1, \ldots, \lambda_t^n)\) by \((1 - \lambda_t^n, \ldots, 1 - \lambda_t^1)\) and interverting \(p\) and \(q\) in \([5]\).

We thus proved the following result:

**Remark 2.2.** A necessary condition for the existence of a global solution to \((J(p, q))\) is \(p \wedge q - n + 1 > 0\).

We will thus assume this condition in the following of the paper.

It is proved in [GM13b, Corollary 9] with condition \(0 \leq \lambda_0^1 < \cdots < \lambda_0^n \leq 1\) a.s. that for \(\beta \geq 1\), the SDEs \((J(p, q))\) has a unique global strong solution and that there is no collision between the particles.

Before relaxing the condition \(p > q\), Demni proved in [Dem09a] by applying Cépa’s multivalued equations theory (see [Cé95]) that under the conditions \(p > q\), \(p \wedge q - n + 1 > 1/\beta\), \(\beta > 0\) and \(0 \leq \lambda_0^1 \leq \cdots \leq \lambda_0^n \leq 1\), the system of SDEs \((J(p, q))\) admits a unique strong solution. The conditions \(p > q\) and \(p \wedge q - n + 1 > 1/\beta\) ensure the convexity of the potential \(V\) defined in \([3]\) which is needed in Cépa’s multivalued equations theory. In Theorem 2.3, we tackle the existence and uniqueness problem on wider ranges for the parameter \(p \wedge q - n + 1\).

Our following result applies in the case \(p \wedge q - n + 1 \leq 1/\beta\).

**Theorem 2.3.** Let us assume \(\beta < 1\), \(p \wedge q - n + 1 > 0\). Let the initial condition \(\Lambda_0 = (\lambda_0^1, \ldots, \lambda_0^n)\) be independent from the Brownian motion \(B\) and such that \(0 \leq \lambda_0^1 \leq \cdots \leq \lambda_0^n \leq 1\) a.s. and \(\lambda_0^n(1 - \lambda_0^{n-1}) > 0\) a.s.

Then, the system of SDEs \((J(p, q))\) has a unique strong solution defined on the time interval \([0, \lim_{\varepsilon \to 0} \zeta_\varepsilon]\),

where, for \(\varepsilon > 0\),

\[
\zeta_\varepsilon = \inf\{t \geq 0 : \lambda_t^1 \leq \varepsilon \text{ and } \lambda_t^2 - \lambda_t^1 \leq \varepsilon\} \cap \inf\{t \geq 0 : \lambda_t^n \geq 1 - \varepsilon \text{ and } \lambda_t^n - \lambda_t^{n-1} - \varepsilon\}
\]

Moreover,

(i) if \(p \wedge q - n + 1 \geq \frac{1}{\beta} - 1\) then \(\lim_{\varepsilon \to 0} \zeta_\varepsilon = \infty\) a.s.

(ii) There is no double collision between the particles, i.e.

\[
\mathbb{P}\left\{\exists t \in (0, \lim_{\varepsilon \to 0} \zeta_\varepsilon) : \lambda_t^i = \lambda_t^{i+1} \text{ and } \lambda_t^j = \lambda_t^{j+1} \text{ for some } 1 \leq i < j \leq n - 1\right\} = 0.
\]
Theorem 2.3 is proved in Section 4.

Remark 2.4. This result states the existence of a unique strong solution \((\lambda_1^n, \ldots, \lambda_n^n)\) to \((J(p,q))\) defined on the time-interval \(\mathbb{R}_+\) for \(p \& q - n + 1 \geq \frac{1}{2} - 1\) and until \(\lim_{\epsilon \to 0} \zeta\), which might be finite if \(p \& q - n + 1 < \frac{1}{2} - 1\). When \(\lim_{\epsilon \to 0} \zeta < +\infty\), then, according to the first step of the proof of assertion (i) of Proposition 2.5 below, the solution can be continuously extended to the closed-time-interval \([0, \lim_{\epsilon \to 0} \zeta]\). The next step would be to find how to start back from \((\lambda_1^n_{\lim_{\epsilon \to 0}}, \ldots, \lambda_n^n_{\lim_{\epsilon \to 0}})\) to define a solution on the whole interval \(\mathbb{R}_+\).

The assertion (i) of Theorem 2.3 comes from the application of the following proposition for \(k = 2\).

Proposition 2.5 (Multiple collision at zero). Let \(k \in \{1, \ldots, n\}\). Let the initial condition \(\Lambda_0 = (\lambda_1^n, \ldots, \lambda_n^n)\) be independent from the Brownian motion \(B\) and such that \(0 \leq \lambda_1^n \leq \cdots \leq \lambda_n^n \leq 1\) a.s. Then,

(i) If \(\lambda_0^n > 0\) a.s., \((J(p,q))\) has a local solution \(\Lambda = (\lambda_1^n, \ldots, \lambda_n^n)\), defined up to a stopping time \(T\) and \(k\beta(p - n + k) \geq 2\), then there is no collision of \(k\) particles at zero. More precisely,

\[ P(T = +\infty, \exists t \geq 0 : \lambda_1^n + \lambda_2^n + \cdots + \lambda_k^n = 0) + P(T < +\infty, \inf_{t \in [0,T]} \lambda_1^n + \lambda_2^n + \cdots + \lambda_k^n = 0) = 0. \]

(ii) If \(\lambda_0^n < 0\) a.s., \((J(p,q))\) has a local solution \(\Lambda = (\lambda_1^n, \ldots, \lambda_n^n)\), defined up to a stopping time \(T\) and \(k\beta(q - n + k) \geq 2\), then there is no collision of \(k\) particles at 1. More precisely,

\[ P(T = +\infty, \exists t \geq 0 : \lambda_1^n - \cdots + \lambda_k^n = k) + P(T < +\infty, \sup_{t \in [0,T]} \lambda_1^n - \cdots + \lambda_k^n = k) = 0. \]

This proposition is proved in the beginning of Section 4. On top of the existence and uniqueness result, we exhibit in the next proposition the stationary probability measure of the system of SDEs \((J(p,q))\).

Proposition 2.6. Let us assume \(\beta(p \& q - n + 1) > 0\). The unique stationary probability measure of the system of SDEs \((J(p,q))\) is \(\rho_{inv}\) with density with respect to the Lebesgue measure

\[ d\rho_{inv} = \frac{1}{Z} \prod_{i=1}^n (\lambda_i)^\beta \prod_{j=1}^{n-i} (1 - \lambda_i)^{\beta-i} \prod_{j \neq i} |\lambda_j - \lambda_i|^\beta \mathbb{1}_{0 \leq \lambda_1 \leq \cdots \leq \lambda_n \leq 1} d\lambda_1 d\cdots d\lambda_n, \]

where \(Z\) is a normalizing constant.

More precisely, if a solution to \((J(p,q))\) is such that the distribution of \(\Lambda_t\) does not depend on \(t\), then this distribution is \(\rho_{inv}\). When \(\Lambda_0\) is distributed according to \(\rho_{inv}\) and is independent from the Brownian motion \(B\), the unique solution to \((J(p,q))\) is such that for all \(t \in \mathbb{R}_+\), \(\Lambda_t\) is distributed according to \(\rho_{inv}\), and it is a strong solution.

Remark 2.7. The density of \(\rho_{inv}\) is the density of the beta-Jacobi ensembles, about which the reader will find in [Por10] a documentation. These ensembles are related to the distribution of the eigenvalues of a random matrix model involving a \(p \times n\) matrix and a \(q \times n\) matrix with the constraints \(n \geq p + q\) and \(\beta = 1, 2\) or 4 depending on the dimension of the underlying algebra (\(\mathbb{R}, \mathbb{C}\) or \(\mathbb{H}\)).

3 Properties of the solutions

The pathwise uniqueness part of the next Lemma is proved in [GM14] Theorem 5.3] but we reproduce the proof for the sake of completeness.

Lemma 3.1. The solutions to \((J(p,q))\) are pathwise unique.

Moreover, if \(Z = (z_1^n, \ldots, z_n^n)\), and \(\tilde{Z} = (\tilde{z}_1^n, \ldots, \tilde{z}_n^n)\), are two global in time solutions to \((J(p,q))\) with the same driving Brownian motion, then for all \(t \geq 0\),

\[ \sum_{i=1}^n |z_i^n - \tilde{z}_i^n| \leq \left( \sum_{i=1}^n |z_0^n - \tilde{z}_0^n| \right) \exp(-2\beta(p + q)t). \]
Proof of Lemma 3.1.

Let $Z = (z_1, \ldots, z_n)$ and $\tilde{Z} = (\tilde{z}_1, \ldots, \tilde{z}_n)$ be two solutions to $\mathcal{J}(p,q)$ with the same driving Brownian motion. As for all $i \in \{1, \ldots, n\}$, $0 < \epsilon < 1$ and $t \geq 0$:

$$
\int_0^t \mathbb{1}_{\{0 < z^i_t - \tilde{z}_i^t \leq \epsilon\}} \frac{d(z^i_t - \tilde{z}_i^t)^2}{z^i_t - \tilde{z}_i^t} \, ds = 4 \int_0^t \mathbb{1}_{\{0 < z^i_t - \tilde{z}_i^t \leq \epsilon\}} \frac{(\sqrt{z^i_s(1 - z^i_t)} - \sqrt{\tilde{z}^i_s(1 - \tilde{z}^i_t)})^2}{z^i_t - \tilde{z}_i^t} \, ds \\
= 4 \int_0^t \mathbb{1}_{\{0 < z^i_t - \tilde{z}_i^t \leq \epsilon\}} \frac{(\sqrt{z^i_s(1 - z^i_t)} - \sqrt{\tilde{z}^i_s(1 - \tilde{z}^i_t)})^2}{(z^i_t - \tilde{z}_i^t)(\sqrt{z^i_s(1 - z^i_t)} + \sqrt{\tilde{z}^i_s(1 - \tilde{z}^i_t)})} \, ds \\
= 4 \int_0^t \mathbb{1}_{\{0 < z^i_t - \tilde{z}_i^t \leq \epsilon\}} \frac{(1 - z^i_t - \tilde{z}^i_t)\sqrt{z^i_s(1 - z^i_t)} - \tilde{z}^i_s(1 - \tilde{z}^i_t))}{(z^i_t - \tilde{z}_i^t)(\sqrt{z^i_s(1 - z^i_t)} + \sqrt{\tilde{z}^i_s(1 - \tilde{z}^i_t)})} \, ds \\
\leq 4 \int_0^t |1 - z^i_t - \tilde{z}^i_t| \, ds < \infty,
$$

the local time of $z^i_t - \tilde{z}^i_t$ at 0 is zero ([RY99] Lemma 3.3 p.389]).

Applying the Tanaka formula then the integration by parts formula to compute $de^{2\beta(p+q)t}|z^i_t - \tilde{z}^i_t|$ we get

$$
de^{2\beta(p+q)t} \sum_{i=1}^n |z^i_t - \tilde{z}^i_t| = 2 \sum_{i=1}^n e^{2\beta(p+q)t} \text{sgn}(z^i_t - \tilde{z}^i_t) \left(\sqrt{z^i_s(1 - z^i_t)} - \sqrt{\tilde{z}^i_s(1 - \tilde{z}^i_t)}\right) dB^i_t \\
+ \beta e^{2\beta(p+q)t} \sum_{i=1}^n \text{sgn}(z^i_t - \tilde{z}^i_t) \sum_{j \neq i} \left(\frac{z^i_s(1 - z^i_t) + z^j_s(1 - z^j_t)}{z^i_t - \tilde{z}^i_t} - \frac{\tilde{z}^i_s(1 - z^i_t) + \tilde{z}^j_s(1 - \tilde{z}^j_t)}{\tilde{z}^i_t - \tilde{z}^j_t}\right) \, ds \\
\leq 2 \sum_{i=1}^n e^{2\beta(p+q)t} \text{sgn}(z^i_t - \tilde{z}^i_t) \left(\sqrt{z^i_s(1 - z^i_t)} - \sqrt{\tilde{z}^i_s(1 - \tilde{z}^i_t)}\right) dB^i_t, \quad (11)
$$

where $\text{sgn}(x) = 1$ if $x > 0$ and $\text{sgn}(x) = -1$ if $x \leq 0$. The inequality (11) comes from the fact that we have for all $i < j$:

$$
\frac{z^i_s(1 - z^i_t) + z^j_s(1 - z^j_t)}{z^i_t - \tilde{z}^i_t} - \frac{\tilde{z}^i_s(1 - z^i_t) + \tilde{z}^j_s(1 - \tilde{z}^j_t)}{\tilde{z}^i_t - \tilde{z}^j_t} \leq \text{sgn}(z^i_s - z^j_s) \, \text{sgn}(z^j_s - \tilde{z}^j_t) \\
= 2 \left[ \frac{z^j_s(\tilde{z}^i_s - z^i_t) + z^i_s(\tilde{z}^j_s - z^j_t)}{(z^i_t - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t)} + \frac{-z^j_s(\tilde{z}^i_s - z^i_t) + z^i_s(\tilde{z}^j_s - z^j_t) + z^i_s(\tilde{z}^j_s - z^j_t) - z^j_s(\tilde{z}^i_s - z^i_t)}{(z^i_t - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t)} \right] \text{sgn}(z^i_s - \tilde{z}^i_t) \, \text{sgn}(z^j_s - \tilde{z}^j_t) \\
= 2 \left[ \frac{z^j_s(\tilde{z}^i_s - z^i_t) + z^i_s(\tilde{z}^j_s - z^j_t)}{(z^i_t - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t)} + \frac{z^i_s(\tilde{z}^j_s - z^j_t) + z^j_s(\tilde{z}^i_s - z^i_t)}{(z^i_t - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t)} \right] \text{sgn}(z^j_s - \tilde{z}^j_t) \, \text{sgn}(z^i_s - \tilde{z}^i_t) \\
= 2 \frac{z^j_s(1 - \tilde{z}^j_t)(\tilde{z}^i_s - z^i_t) + z^i_s(1 - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t)}{(z^i_t - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t)} \text{sgn}(z^i_s - \tilde{z}^i_t) \, \text{sgn}(z^j_s - \tilde{z}^j_t) \\
= -2 \frac{(1 - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t) + (1 - \tilde{z}^j_t)(\tilde{z}^i_s - z^i_t)}{(z^i_t - \tilde{z}^i_t)(\tilde{z}^j_s - z^j_t)} \text{sgn}(z^i_s - \tilde{z}^i_t) \, \text{sgn}(z^j_s - \tilde{z}^j_t) \leq 0,
$$

as the denominator is non-negative. Let the two solutions $Z$ and $\tilde{Z}$ be respectively defined on $[0,T]$ if $T < +\infty$ and $[0,T]$ if $T = +\infty$, and $[0,\bar{T}]$ if $\bar{T} < +\infty$ and $[0,\bar{T}]$ if $\bar{T} = +\infty$, where $T$ and $\bar{T}$ are stopping times for a filtration $(\mathcal{F}_t)_{t \geq 0}$ with respect to which $B$ is a Brownian motion and $Z_0$ is $\mathcal{F}_0$-measurable.
As for all \(i \in \{1, \ldots, n\}:\)

\[
\mathbb{E} \int_0^t e^{4\beta (p+q)s} \left| \sqrt{z_i^1(1-z_i^1)} - \sqrt{z_i^1(1-z_i^1)} \right|^2 ds < \infty,
\]

the stochastic integrals \( \int_0^t e^{2\beta (p+q)s} \text{sgn}(z_i^1 - z_i^1) \left( \sqrt{z_i^1(1-z_i^1)} - \sqrt{z_i^1(1-z_i^1)} \right) dB_i^s \) have zero expectation so that integrating (11) on \([0, t \land T \land \tilde{T}]\) and taking expectations, we obtain that

\[
\mathbb{E} e^{2\beta (p+q)t \land T \land \tilde{T}} \sum_{i=1}^n |z_i^t - z_i^{T \land \tilde{T}}| \leq \mathbb{E} \sum_{i=1}^n |z_i^0 - z_i^0|.
\]

When \(Z_0 = \tilde{Z}_0\) we deduce that for all \(t \geq 0\)

\[
\sum_{i=1}^n \mathbb{E}|z_i^t - z_i^t| = 0,
\]

which concludes the proof of pathwise uniqueness.

Taking \(T = \tilde{T} = +\infty\) in (13), we have (10).

\[\square\]

**Proof of Proposition 2.6.** We start by proving the uniqueness of the invariant distribution. As the process \((A_i)_i\) lives in \([0, 1]^n\), \(\rho_{\text{inv}}\) has a finite first order moment. We can thus apply the second part of Lemma 3.1 for two solutions to \([J(p,q)]\) starting respectively according to two invariant distributions to deduce that these two invariant distributions are equal.

The candidate density, obtained by a \(t \mapsto \sin^2 (t)\) change of variables from the density proportional to \(e^{-2V(\phi, \ldots, \phi^n)}\) with potential \(V\) defined in (9) which is candidate to be stationary for the gradient diffusion (5), writes

\[
f_{\text{inv}}(\lambda^1, \ldots, \lambda^n) = \frac{2^{n(\beta q-n+1)-2}}{Z'} \times \prod_{i=1}^n \left( \lambda^i \beta \sum_{j=1}^{i-1} (1-\lambda^j)^{\beta \sum_{j=1}^{q-1} 1} \prod_{j \neq i} (\lambda^j - \lambda^i)^{\beta / 2} \right) \mathbf{1}_{\{0 \leq \lambda^1 \leq \ldots \leq \lambda^n \leq 1\}},
\]

where \(Z' = \int e^{-2V(\phi, \ldots, \phi^n)} d\phi^1 \ldots d\phi^n\). The second factor is indeed integrable since the exponents of \(\lambda^i\) and \(1-\lambda^i\) are bigger than \(-1\).

Let us check that the probability measure \(\rho_{\text{inv}}\) with density \(f_{\text{inv}}\) with respect to the Lebesgue measure solves the Fokker-Plack equation in the sense of distributions

\[A^* \rho_{\text{inv}} = 0,\]

where \(A\) is the infinitesimal generator associated with the dynamics \([J(p,q)]\): \n
\[
A = \sum_{i=1}^n b_i(\lambda^1, \ldots, \lambda^n) \frac{\partial}{\partial \lambda^i} + 2 \sum_{i=1}^n \lambda^i(1-\lambda^i) \frac{\partial^2}{\partial (\lambda^i)^2},
\]

and where \(b_i(\lambda^1, \ldots, \lambda^n) = \beta \left[ p - (p + q)\lambda^i \right]\sum_{j \neq i} \frac{\lambda^j(1-\lambda^j) + \lambda^i(1-\lambda^i)}{\lambda^i - \lambda^j}\).

For a test function \(\phi\) twice continuously differentiable, since \(f_{\text{inv}}\) vanishes for \(\lambda^i = \lambda^{i+1}\) for \(i \in \{1, \ldots, n-1\}\) and since the exponents of \(\lambda^i\) and \(1-\lambda^i\) for \(i \in \{1, \ldots, n\}\) in \(f_{\text{inv}}\) are bigger than \(-1\), we obtain by integration by parts that for \(i \in \{1, \ldots, n\}\)

\[
\int_{0 \leq \lambda^1 \leq \ldots \leq \lambda^n \leq 1} \lambda^i(1-\lambda^i) \frac{\partial^2 \phi}{\partial (\lambda^i)^2} (\lambda^1, \ldots, \lambda^n) f_{\text{inv}}(\lambda^1, \ldots, \lambda^n) d\lambda^1 \ldots d\lambda^n
\]

\[= - \int_{0 \leq \lambda^1 \leq \ldots \leq \lambda^n \leq 1} \frac{\partial \phi}{\partial \lambda^i} (\lambda^1, \ldots, \lambda^n) \left( (1-2\lambda^i) f_{\text{inv}}(\lambda^1, \ldots, \lambda^n) + \lambda^i(1-\lambda^i) \frac{\partial f_{\text{inv}}}{\partial \lambda^i}(\lambda^1, \ldots, \lambda^n) \right) d\lambda^1 \ldots d\lambda^n.
\]
Then we have
\[
\int_{0 \leq \lambda^1 \leq \cdots \leq \lambda^n \leq 1} \mathcal{A}(\lambda^1, \ldots, \lambda^n) \, d\rho_{inv}(\lambda^1, \ldots, \lambda^n) = \sum_{i=1}^{n} \int_{0 \leq \lambda^1 \leq \cdots \leq \lambda^n \leq 1} \left[ (b_i(\lambda^1, \ldots, \lambda^n) - 2(1 - 2\lambda^i)) f_{inv}(\lambda^1, \ldots, \lambda^n) 
- 2\lambda^i(1 - \lambda^i) \frac{\partial f_{inv}}{\partial \lambda^i}(\lambda^1, \ldots, \lambda^n) \right] \frac{\partial \phi}{\partial \lambda^i}(\lambda^1, \ldots, \lambda^n) \, d\lambda^1 \ldots d\lambda^n.
\]

As for \( 0 < \lambda^1 < \cdots < \lambda^n < 1 \):
\[
\frac{\partial f_{inv}}{\partial \lambda^i}(\lambda^1, \ldots, \lambda^n) = \left[ \left( \beta \frac{p - n + 1}{2} - 1 \right) \frac{1}{\lambda^i} - \left( \beta \frac{q - n + 1}{2} - 1 \right) \frac{1}{1 - \lambda^i} + \beta \sum_{j \neq i} \frac{1}{\lambda^i - \lambda^j} \right] f_{inv}(\lambda^1, \ldots, \lambda^n),
\]
a calculus gives us
\[
(b_i(\lambda^1, \ldots, \lambda^n) - 2(1 - 2\lambda^i)) f_{inv}(\lambda^1, \ldots, \lambda^n) - 2\lambda^i(1 - \lambda^i) \frac{\partial f_{inv}}{\partial \lambda^i}(\lambda^1, \ldots, \lambda^n)
= f_{inv}(\lambda^1, \ldots, \lambda^n) \left[ \beta \left[ p - (p + q)\lambda^i + \sum_{j \neq i} \frac{\lambda^j(1 - \lambda^j) + \lambda^j(1 - \lambda^i)}{\lambda^i - \lambda^j} \right] - 2(1 - 2\lambda^i) 
- (\beta(p - n + 1) - 2)(1 - \lambda^i) + (\beta(q - n + 1) - 2)\lambda^i - 2\beta \sum_{j \neq i} \frac{\lambda^j(1 - \lambda^j)}{\lambda^i - \lambda^j} \right]
= 0,
\]
where we used the manipulation \( \sqrt{\frac{\lambda^i(1 - \lambda^j)}{\lambda^i - \lambda^j}} \) and \( \sum_{j \neq i} \frac{\lambda^j(1 - \lambda^j)}{\lambda^i - \lambda^j} = (n - 1)\lambda^i + \sum_{j \neq i} \frac{\lambda^j(1 - \lambda^j)}{\lambda^i - \lambda^j} \).

We conclude that \( \int_{0 < \lambda^1 < \cdots < \lambda^n < 1} \mathcal{A}(\lambda^1, \ldots, \lambda^n) f_{inv}(\lambda^1, \ldots, \lambda^n) \, d\lambda^1 \ldots d\lambda^n = 0 \). To deduce the existence of a weak solution to \( (\mathcal{J}(p,q)) \), whose marginals follow the law \( \rho_{inv} \), we may apply \( \text{[Tre16, Theorem 2.5]} \), as soon as
\[
\int_{0 \leq \lambda^1 \leq \cdots \leq \lambda^n \leq 1} \sum_{i=1}^{n} \left\{ \lambda^i(1 - \lambda^i) + |b_i(\lambda^1, \ldots, \lambda^n)| \right\} \, d\rho_{inv}(\lambda^1, \ldots, \lambda^n) < +\infty.
\]
This property can be proved by remarking that in the definition of \( f_{inv} \) of \( f_{inv} \), the factor \( |\lambda^i - \lambda^j|^{\beta/2} \) makes the singularity of the denominator of the interaction term \( \frac{\lambda^j(1 - \lambda^j) + \lambda^j(1 - \lambda^i)}{\lambda^i - \lambda^j} \) integrable. By pathwise uniqueness proved in Lemma \( \text{[3.1]} \) this weak solution to \( (\mathcal{J}(p,q)) \) is a strong solution.

\[ \square \]

4 Proof of Theorem \( \text{[2.3]} \)

We start this section by the proof of Proposition \( \text{[2.5]} \) since this result is crucial in the proof of Theorem \( \text{[2.3]} \).

Proof of Proposition \( \text{[2.5]} \) Before proving the assertion, let us first check by backwards induction that, whatever \( p, q \geq 0 \) and \( \beta > 0 \), a solution to \( (\mathcal{J}(p,q)) \) defined up to a stopping time \( \mathcal{T} \) is actually continuous and solves \( (\mathcal{J}(p,q)) \) on the closed time interval \([0, T] \) on \( \{ \mathcal{T} < \infty \} \). For \( k = n \) and for \( 0 \leq t < \mathcal{T} \), integrating the SDE verified by the largest particle on \([0, t] \), we have:
\[
\lambda^n_t = \lambda^n_0 + \int_0^t 2\sqrt{\lambda^n_s(1 - \lambda^n_s)} dB^n_s + \beta p t - (p + q) \int_0^t \lambda^n_s \, ds + \beta \sum_{j \neq n} \int_0^t \frac{\lambda^n_s(1 - \lambda^n_j) + \lambda^n_j(1 - \lambda^n_s)}{\lambda^n_s - \lambda^n_j} \, ds.
\]
As \( \lambda^n_t \in [0, 1] \) for all \( 0 \leq t \leq \mathcal{T} \), the right-hand side of this last equality is bounded too, and the second and the fourth terms of the right-hand side are continuous in \( t \) and bounded, and thus admit a limit in \( \mathcal{T} - \).
Consequently, the term $\beta \sum_{j \not= n} \int_0^t \frac{\lambda^p_i(1-\lambda^j_i)+\lambda^q_i(1-\lambda^k_i)}{\lambda^s_i-\lambda^l_i} ds$ is bounded, and as all its integrands are non-negative, all the integrals in this sum are bounded and non-decreasing, and thus admits a finite limit in $\mathcal{T}$. 

Let $k \in \{1, \ldots, n - 1\}$ and let us assume that for all $t \in \{k+1, \ldots, n\}$,

$$\sum_{j \neq l} \int_0^T \frac{\lambda^i(1-\lambda^j_i) + \lambda^i(1-\lambda^j_i)}{\lambda^s_i - \lambda^l_i} ds < \infty.$$ 

For $0 \leq t < \mathcal{T}$, we have:

$$\lambda^k_t = \lambda^0_k + \int_0^t 2\sqrt{\lambda^k_i(1-\lambda^k_i)} dB^k_s + \beta pt - \beta(p + q) \int_0^t \lambda^k_s ds + \beta \sum_{j < k} \int_0^t \frac{\lambda^k_j(1-\lambda^j_i) + \lambda^k_i(1-\lambda^k_i)}{\lambda^s_i - \lambda^l_i} ds - \beta \sum_{j > k} \int_0^t \frac{\lambda^k_j(1-\lambda^j_i) - \lambda^k_i(1-\lambda^k_i)}{\lambda^s_i - \lambda^l_i} ds.$$ 

By induction hypothesis, each integral in the last sum of the right-hand side of this equality is bounded, and consequently as each integrand is non-negative, each integral of this term admits a limit in $\mathcal{T}$. Taking this into account and by the same arguments as for $(\lambda^p_i)_t$, the second and the fourth terms of the right-hand side are continuous in $t$ and bounded, and thus admit a limit in $\mathcal{T}$. Consequently the term $\beta \sum_{j < k} \int_0^t \frac{\lambda^k_j(1-\lambda^j_i) + \lambda^k_i(1-\lambda^k_i)}{\lambda^s_i - \lambda^l_i} ds$ is bounded. As all its integrands are non-negative, all the integrals in this sum are bounded and non-decreasing, and thus admits a finite limit in $\mathcal{T}$. 

We moreover proved that $\sum_{j \neq k} \int_0^T \frac{\lambda^p_i(1-\lambda^j_i)+\lambda^q_i(1-\lambda^k_i)}{\lambda^s_i-\lambda^l_i} \left| ds \right| < \infty$, which ends the induction argument. Therefore, still on $\{\mathcal{T} < \infty\}$, $(\lambda^1_i, \ldots, \lambda^p_i)$ admits a limit as $t \to \mathcal{T}$. Defining $(\lambda^1_i, \lambda^2_i, \ldots, \lambda^p_i)$ as this limit, we conclude that $(J(p,q))$ is satisfied on the closed time interval $[0, \mathcal{T}]$ on $\{\mathcal{T} < \infty\}$. 

Now, the idea of this proof is to show that the process $\lambda^1 + \cdots + \lambda^k$ hits zero only when another process defined below hits zero. We then show that this last process is not smaller than a Cox-Ingersoll-Ross (CIR) process which never hits zero.

Let $s = \frac{1}{2}$, $\epsilon_s = \frac{1}{10}$, and let us define the following functions on $\mathbb{R}$ :

$$E(x) := e^{-\frac{x^2}{2}} \mathbf{1}_{(0, +\infty)}(x)$$
$$F(x) := E(x-s)E(s+\epsilon_s-x)$$
$$I(x) := 1 - \frac{\int_{-\infty}^x F(z)dz}{\int_{-\infty}^{+\infty} F(z)dz}.$$ 

By construction, $E$, $F$ and $I$ are non-negative smooth functions, $F$ has as support $[s, s+\epsilon_s]$ and $I$ is non-increasing, equal to 1 on $(-\infty, s]$ and to 0 on $[s+\epsilon_s, +\infty)$. Let us moreover remark that

$$\left| I'(x) \right| = \frac{F(x)}{\int_{-\infty}^{+\infty} F(z)dz} \leq \frac{e^{-\frac{x^2}{2}}}{\int_{-\infty}^{+\infty} F(z)dz},$$

$$\left| I''(x) \right| = \frac{1}{(s-x)^2} - \frac{1}{(x-s-\epsilon_s)^2} \frac{\left| I'(x) \right|}{\int_{-\infty}^{+\infty} F(z)dz} < +\infty,$$

as the last function is continuous and compactly supported on $\mathbb{R}$. We then define

$$f := x \in [0, 1] \mapsto I(x) \arcsin^2(\sqrt{x}) + (1 - I(x)) \left( \frac{1}{10} x + \frac{9}{10} \right) \in [0, 1].$$ 

The function $f$ thus coincides with $\arcsin^2(\sqrt{x})$ on $[0, s]$ and with $\frac{1}{10} x + \frac{9}{10}$ on $[s+\epsilon_s, 1]$, is increasing and is twice continuously differentiable on the whole interval $[0, 1]$. 
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Let us define for all \( i \in \{1, \ldots, n\} : \psi^i = f(\lambda^i) \). Applying Itô’s formula (formally after the stopping time \( \inf\{t \geq 0 : \lambda^i_t(1 - \lambda^n_t) = 0\} \)), we get

\[
\begin{align*}
d\psi^i_t &= f'(\lambda^i_t) d\lambda^i_t + 2f''(\lambda^i_t) \lambda^i_t(1 - \lambda^i_t) dt \\
&= \left\{ 2\sqrt{\psi^i_t} dB^i_t + \left( 1 + \beta(p - q) \sqrt{\psi^i_t} \cot \psi^i_t + 2(\beta(q - n + 1) - 1) \sqrt{\psi^i_t} \cot \left( 2\sqrt{\psi^i_t} \right) \\
&\quad + \beta \sum_{j \neq i} \left[ \cot \left( \sqrt{\psi^i_t} + \sqrt{\psi^j_t} \right) + \cot \left( \sqrt{\psi^i_t} - \sqrt{\psi^j_t} \right) \right] dt \right\} \mathbb{1}_{\{\psi^i_t \leq f(s)\}} \\
&\quad + \{ f'(\lambda^i_t) d\lambda^i_t + 2f''(\lambda^i_t) \lambda^i_t(1 - \lambda^i_t) dt \} \mathbb{1}_{\{\psi^i_t > f(s)\}},
\end{align*}
\]

where we denote \( \tilde{\psi}^j_t = \arcsin(\sqrt{f^{-1}(\psi^j_t)}) \) which is always defined as \( f : [0, 1] \rightarrow [0, 1] \) is increasing and thus injective. Let us note that \( \tilde{\psi}^j_t \) coincides with \( \psi^j_t \) when \( \psi^j_t \leq f(s) \).

For all \( k \in \{1, \ldots, n\} \), starting with

\[
\begin{align*}
\sigma^{k,0} &= 0, \\
\sigma^{k,1} &= \inf \left\{ t \in [0, T) : \psi^k_t \leq f \left( \frac{s}{2} \right) \right\} \mathbb{1}_{\{\psi^k_t \geq f(s)\}},
\end{align*}
\]

let us define inductively for \( j \in \mathbb{N} \)

\[
\begin{align*}
\sigma^{k,2j+1} &= \inf \left\{ t \in (\sigma^{k,2j}, T) : \psi^k_t \leq f \left( \frac{s}{2} \right) \right\}, \\
\sigma^{k,2j+2} &= \inf \left\{ t \in (\sigma^{k,2j+1}, T) : \psi^k_t \geq f(s) \right\},
\end{align*}
\]

with the convention \( \inf \emptyset = T \). We can then rewrite:

\[
\begin{align*}
d\psi^i_t &= \left\{ 2\sqrt{\psi^i_t} dB^i_t + \left( 1 + \beta(p - q) \sqrt{\psi^i_t} \cot \psi^i_t + 2(\beta(q - n + 1) - 1) \sqrt{\psi^i_t} \cot \left( 2\sqrt{\psi^i_t} \right) \\
&\quad + \beta \sum_{j \neq i} \left[ \cot \left( \sqrt{\psi^i_t} + \sqrt{\psi^j_t} \right) + \cot \left( \sqrt{\psi^i_t} - \sqrt{\psi^j_t} \right) \right] dt \right\} \mathbb{1}_{\{t \in \bigcup_{i \in \mathbb{N}} \sigma^{i,2j+1}, \sigma^{i,2j+2}\}} \\
&\quad + \{ f'(\lambda^i_t) d\lambda^i_t + 2f''(\lambda^i_t) \lambda^i_t(1 - \lambda^i_t) dt \} \mathbb{1}_{\{t \in \bigcup_{i \in \mathbb{N}} \sigma^{i,2j+1}, \sigma^{i,2j+2}\}}.
\end{align*}
\]

We moreover define for all \( i \in \{1, \ldots, n\} \) and \( k \geq i \),

\[
\theta^i_k(t) = \left\{ \frac{1}{2}\beta(p - q) \left( \cot \sqrt{\psi^i_t} - \frac{1}{\sqrt{\psi^i_t}} \right) + (\beta(q - n + 1) - 1) \left( \cot \left( 2\sqrt{\psi^i_t} \right) - \frac{1}{2\sqrt{\psi^i_t}} \right) \\
&\quad + \frac{\beta}{2} \sum_{j \neq i} \left[ \cot \left( \sqrt{\psi^i_t} + \sqrt{\psi^j_t} \right) - \frac{1}{\sqrt{\psi^i_t} + \sqrt{\psi^j_t}} + \cot \left( \sqrt{\psi^i_t} - \sqrt{\psi^j_t} \right) - \frac{1}{\sqrt{\psi^i_t} - \sqrt{\psi^j_t}} \right] \mathbb{1}_{\{t \in \bigcup_{i \in \mathbb{N}} \sigma^{i,2j+1}, \sigma^{i,2j+2}\}},
\]

and \( \Theta^k(t) = (\theta^1_k(t), \ldots, \theta^n_k(t), 0, \ldots, 0) \) for \( k \in \{1, \ldots, n\} \).

The function \( \cot \) is continuous on \((0, \pi)\), \( \cot(x) - \frac{1}{x} \xrightarrow{x \to 0} - \frac{\pi}{2} \), and the function \( x \mapsto \cot(x) - \frac{1}{2} \) is decreasing on \([0, \pi]\). Thus, as \( 0 \leq \psi^i_t \leq f(s) < \frac{s}{2} \) on \( \bigcup_{i \in \mathbb{N}} \sigma^{i,2j+1}, \sigma^{i,2j+2} \subset \bigcup_{i \in \mathbb{N}} \sigma^{i,2j+1}, \sigma^{i,2j+2} \), we have for all \( t \in \bigcup_{i \in \mathbb{N}} \sigma^{i,2j+1}, \sigma^{i,2j+2} \) :
\[ |\theta^k_t(t)|^2 \leq \frac{\beta^2(p - q)^2}{4} \cot^2 \left( \sqrt{f(s)} \right) + (\beta(q - n + 1) - 1)^2 \cot^2 \left( 2\sqrt{f(s)} \right) + \frac{\beta^2}{4} \sum_{j \neq i} \cot^2 \left( 2\sqrt{f(s)} \right) + \cot^2 \left( \sqrt{f(s)} \right) \]
\[ < +\infty. \]  

(16)

Let us now prove the assertion by first remarking that by construction
\[ \mathbb{P}(\exists t \geq 0 : \lambda^1_t + \lambda^2_t + \cdots + \lambda^n_t = 0) = \mathbb{P}(\exists t \geq 0 : \psi^1_t + \psi^2_t + \cdots + \psi^n_t = 0). \]

We proceed by backward induction on \( k \) noticing that \( \min_{k \leq l \leq n} l\beta(p - n + l) = k\beta(p - n + k) \). The idea is to show that the process \( \psi^1 + \cdots + \psi^k \) is on \( t \in \bigcup_{l \in \mathbb{N}} [\sigma^k, \sigma^k + 1] \) not smaller than a CIR process which never hits zero.

For \( k = n \) let us consider for all \( t \geq 0 \):
\[ Z^n(t) = \exp \left\{ \int_0^t \Theta^n(u) dB_u - \frac{1}{2} \int_0^t \|\Theta^n(u)\|^2 du \right\}. \]

We have thanks to the inequality (16):
\[ \mathbb{E} \left[ \exp \left\{ \frac{1}{2} \int_0^t \|\Theta^n(u)\|^2 du \right\} \right] < \infty \text{ for all } t \geq 0. \]

Then, according to Novikov’s criterion (see for instance [KS91, Proposition 5.12 p.198]), \( Z^n \) is a \( \mathbb{P} \)-martingale, and \( \mathbb{E}[Z^n(t)] = 1 \). Consequently, recalling that \( \mathcal{F}_t = \sigma((\lambda^1_t, \ldots, \lambda^n_t, (B_s)_{s \leq t}) \) and defining \( \mathbb{Q}^n \) such that
\[ \frac{d\mathbb{Q}^n}{d\mathbb{P} |_{\mathcal{F}_t}} = Z(t) \]

and for all \( i \in \{1, \ldots, n\} \),
\[ \tilde{B}_i^t = B_i^t - \int_0^t \theta^i_s ds, \]

\( \tilde{B} = (\tilde{B}_1^t, \ldots, \tilde{B}_n^t) \), is a \( \mathbb{Q}^n \)-Brownian motion according to the Girsanov Theorem (see for instance [KS91, Proposition 5.4 p.194]).

Thus, (15) can be rewritten in terms of \( \tilde{B} \) as
\[ d\psi^i_t = \left\{ 2\sqrt{\psi^i_t} d\tilde{B}^i_t + \frac{\beta(p - n + 1) + 2\beta \sum_{j \neq i} \psi^j_t - \psi^i_t}{\sqrt{\psi^i_t}} \right\} \mathbb{1}_{\{t \in \bigcup_{l \in \mathbb{N}} [\sigma^n, \sigma^n + 1] \}} + \left\{ f(\lambda^i_t) d\lambda^i_t + 2f''(\lambda^i_t) \lambda^i_t (1 - \lambda^i_t) dt \right\} \mathbb{1}_{\{t \in \bigcup_{l \in \mathbb{N}} [\sigma^n, \sigma^n + 1] \}} \]

for all \( i \in \{1, \ldots, n\} \).

We then have for all \( t \in \bigcup_{l \in \mathbb{N}} [\sigma^n, \sigma^n + 1] \cap [0, T] \):
\[ d(\psi^1_t + \cdots + \psi^n_t) = 2 \sum_{i=1}^n \sqrt{\psi^i_t} d\tilde{B}^i_t + n\beta dt = 2 \sqrt{\psi^1_t + \cdots + \psi^n_t} dW^n_t + n\beta dt, \]

where \( W^n \) is the Brownian motion defined by:
\[ dW^n_t = \mathbb{1}_{\{t \geq \tau\}} \left( \mathbb{1}_{\{t \in \bigcup_{l \in \mathbb{N}} [\sigma^n, \sigma^n + 1] \}} \right) \sum_{i=1}^n \left( \mathbb{1}_{\{\sum_{j=1}^n \psi^j_t \neq 0\}} \frac{\sqrt{\psi^i_t}}{\sqrt{\sum_{j=1}^n \psi^j_t}} + \mathbb{1}_{\{\sum_{j=1}^n \psi^j_t = 0\}} \frac{1}{\sqrt{n}} \right) \frac{1}{\sqrt{n}} \sum_{i=1}^n d\tilde{B}^i_t. \]
According to Lemma 5.2, the process \((\psi_t^1 + \cdots + \psi_t^k)_t\), coincides with CIR processes on each interval of \(\bigcup_{i \in \mathbb{N}} [a^{n, 2l + 1}, a^{n, 2l + 2}]\) and each of those CIRs are defined globally, are positive on \(\mathbb{R}_+\) and especially at \(T\) a.s. when \(T < \infty\). If \(n \beta p \geq 2\), we can thus conclude for \(k = n\).

Let us now assume that for some \(k \in \{1, \ldots, n-1\}, k \beta (p - n + k) \geq 2\) and that the desired property holds for the sum of the \(k + 1\) smallest particles. Since \((k + 1) \beta (p - n + k + 1) > k \beta (p - n + k) \geq 2\), the probability of the \(k + 1\) smallest particles to collide at zero is null. Consequently, the probability for \(k\) smallest particles to collide at zero is the probability for exactly the \(k\) smallest particles to collide at zero and not the \(k + 1\)th which stays away from zero. We thus have:

\[
\mathbb{P}(T < \infty, \inf_{t \in [0, T)} (\lambda_t^1 + \lambda_t^2 + \cdots + \lambda_t^{k+1}) = 0) + \mathbb{P}(T = \infty, \exists t \geq 0: \lambda_t^1 + \lambda_t^2 + \cdots + \lambda_t^{k+1} = 0)
\]

\[
= \mathbb{P}(T < \infty, \inf_{t \in [0, T)} (\psi_t^1 + \psi_t^2 + \cdots + \psi_t^{k+1}) = 0) + \mathbb{P}(T = \infty, \exists t \geq 0: \psi_t^1 + \psi_t^2 + \cdots + \psi_t^{k+1} = 0) = 0.
\]

Then,

\[
\mathbb{P}(T = \infty, \exists t \geq 0: \psi_t^1 + \psi_t^2 + \cdots + \psi_t^k = 0) = \lim_{\epsilon \downarrow 0} \mathbb{P}(T = \infty, \exists t \geq 0: \psi_t^1 + \psi_t^2 + \cdots + \psi_t^k = 0 \text{ and } \psi_t^{k+1} - \psi_t^k \geq \epsilon)
\]

\[
= \lim_{\epsilon \downarrow 0} \mathbb{P}(T = \infty, \exists t \geq 0: \psi_t^1 + \psi_t^2 + \cdots + \psi_t^k + I_{(\psi_t^{k+1} - \psi_t^k < \epsilon)} = 0).
\]

And

\[
\mathbb{P}(T < \infty, \inf_{t \in [0, T)} (\psi_t^1 + \cdots + \psi_t^k) = 0) = \lim_{\epsilon \downarrow 0} \mathbb{P}(T < \infty, \inf_{t \in [0, T)} (\psi_t^1 + \cdots + \psi_t^k + I_{(\psi_t^{k+1} - \psi_t^k < \epsilon)} = 0).
\]

For \(\epsilon > 0\), starting with

\[
\tau_0^\epsilon = \inf\{t \in [0, T) : \psi_t^{k+1} - \psi_t^k \geq \epsilon\},
\]

let us define inductively for \(j \in \mathbb{N}\)

\[
\tau_{2j+1}^\epsilon = \inf\{t \in (\tau_{2j}^\epsilon, T) : \psi_t^{k+1} - \psi_t^k \leq \frac{\epsilon}{2}\},
\]

\[
\tau_{2j+2}^\epsilon = \inf\{t \in (\tau_{2j+1}^\epsilon, T) : \psi_t^{k+1} - \psi_t^k \geq \epsilon\},
\]

with the convention \(\inf \emptyset = \tau_\infty\). As the function \(t \to \psi_t^{k+1} - \psi_t^k\) is continuous on \([0, T]\) when \(T < \infty\) and on \([0, T]\) when \(T = \infty\),

\[
\tau_j^\epsilon \underset{j \to +\infty}{\longrightarrow} T \text{ and } \max\{j \in \mathbb{N} : \tau_j^\epsilon < T\} < +\infty \text{ a.s. on } \{T < \infty\}.
\]

As \(\psi_t^{k+1} - \psi_t^k < \epsilon\) on \([0, \tau_0^\epsilon]\) and \([\tau_{2j+1}^\epsilon, \tau_{2j+2}^\epsilon)\) for \(j \in \mathbb{N}\),

\[
\begin{cases}
T < \infty, \inf_{t \in [0, T)} (\psi_t^1 + \cdots + \psi_t^k + I_{(\psi_t^{k+1} - \psi_t^k < \epsilon)}) = 0, \\
T = \infty, \exists \epsilon > 0: \psi_0^1 + \psi_0^2 + \cdots + \psi_0^k + I_{(\psi_0^{k+1} - \psi_0^k < \epsilon)} = 0
\end{cases}
\]

and

\[
\begin{cases}
T < \infty, \exists \epsilon > 0: \psi_t^1 + \psi_t^2 + \cdots + \psi_t^k + I_{(\psi_t^{k+1} - \psi_t^k < \epsilon)} = 0, \\
T = \infty, \exists j \in \mathbb{N}, \exists t \in [\tau_{2j}^\epsilon, \tau_{2j+1}^\epsilon): \psi_t^1 + \psi_t^2 + \cdots + \psi_t^k = 0
\end{cases}
\]
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It is enough to check that
\[
P \left( \left\{ T < +\infty, \exists j \in \mathbb{N}, \inf_{t \in [\tau_1^{2j}, \tau_1^{2j+1}]} (\psi_1^j + \cdots + \psi_k^j) = 0 \right\} \right) \\
+ P \left( \left\{ T = +\infty, \exists j \in \mathbb{N}, \exists t \in [\tau_2^{2j}, \tau_2^{2j+1}) : \psi_1^j + \psi_2^j + \cdots + \psi_k^j = 0 \right\} \right) = 0.
\]

Moreover, these events can only happen on \( t \in \bigcup_{l \in \mathbb{N}} [\sigma^{k,2l+1}, \sigma^{k,2l+2}) \) so it is in fact enough to check that
\[
P \left( \left\{ T < +\infty, \exists j, l \in \mathbb{N}, \inf_{t \in [\tau_1^{2j}, \tau_1^{2j+1}) \cap [\sigma^{k,2l+1}, \sigma^{k,2l+2})} (\psi_1^j + \cdots + \psi_k^j) = 0 \right\} \right) \\
+ P \left( \left\{ T = +\infty, \exists j, l \in \mathbb{N}, \exists t \in [\tau_2^{2j}, \tau_2^{2j+1}) \cap [\sigma^{k,2l+1}, \sigma^{k,2l+2}) : \psi_1^j + \psi_2^j + \cdots + \psi_k^j = 0 \right\} \right) = 0. \tag{17}
\]

Let us consider for all \( t \geq 0 \)
\[
Z^k(t) = \exp \left\{ \int_0^t \Theta^k(u)dB_u - \frac{1}{2} \int_0^t ||\Theta^k(u)||^2 du \right\}.
\]
We have thanks to the inequality \([16]\):
\[
E \left[ \exp \left\{ \frac{1}{2} \int_0^t ||\Theta^k(u)||^2 du \right\} \right] < \infty \text{ for all } t \geq 0.
\]

Then, according to Novikov’s criterion (see for instance [KS91 Proposition 5.12 p.198]), \( Z^k \) is a \( \mathbb{P} \)-martingale, and \( E[Z^k(t)] = 1 \). Consequently, recalling that \( \mathcal{F}_t = \sigma ((\lambda_1^t, \ldots, \lambda_n^t), (B_s)_{s \leq t}) \) and defining \( Q^k \) such that
\[
\frac{dQ^k}{d\mathbb{P}} |_{\mathcal{F}_t} = Z(t)
\]
and for all \( i \in \{1, \ldots, k\} \),
\[
\tilde{B}_i^k = B_i^k - \int_0^t \theta_i^k(s)ds,
\]
\( \tilde{B}^k = (\tilde{B}_1^k, \ldots, \tilde{B}_k^k, \tilde{B}_{k+1}^k, \ldots, \tilde{B}_n^k) \) is a \( Q^k \)-Brownian motion according to the Girsanov Theorem (see for instance [KS91 Proposition 5.4 p.194]). The equality \([17]\) is still true under the probability \( Q^k \).

We define the Brownian motion \( W^k \) the following way :
\[
dW^k_t = \mathbb{1}_{\{t \in (0, \tau) \cap (\bigcup_{l \in \mathbb{N}} [\sigma^{k,2l+1}, \sigma^{k,2l+2}) \}} \sum_{i=1}^k \left( \mathbb{1}_{\{\sum_{j=1}^k \psi_j^i \neq 0\}} \frac{\sqrt{\psi_j^i}}{\sqrt{\sum_{j=1}^k \psi_j^i}} + \mathbb{1}_{\{\sum_{j=1}^k \psi_j^i = 0\}} \frac{1}{\sqrt{k}} \right) dB_t^i \\
+ \left( \mathbb{1}_{\{t \geq \tau\}} + \mathbb{1}_{\{t \in (0, \tau) \cap (\bigcup_{l \in \mathbb{N}} [\sigma^{k,2l+1}, \sigma^{k,2l+2}) \}} \right) \frac{1}{\sqrt{k}} \sum_{i=1}^k dB_t^i.
\]

We have for all \( t \in [\tau_2^{2j}, \tau_2^{2j+1}) \cap (\bigcup_{l \in \mathbb{N}} [\sigma^{k,2l+1}, \sigma^{k,2l+2}) \), \( \psi_{k+1}^j - \psi_k^j > \frac{\epsilon}{2} \) and
\[
d(\psi_1^j + \cdots + \psi_k^j) = 2\sqrt{\psi_1^j + \cdots + \psi_k^j}dW^k_t + k\beta(p-n+k)dt + 2\beta \sum_{i=1}^k \sum_{j=k+1}^n \psi_i^j - \psi_i^j dt \\
\geq 2\sqrt{\psi_1^j + \cdots + \psi_k^j}dW^k_t + k\beta(p-n+k)dt - \frac{4}{\epsilon}(n-k)\beta \sum_{i=1}^k \psi_i^j dt. \tag{18}
\]
We can then define on \( \{ \tau^2_\epsilon \vee \sigma^{k,2l+1} < \infty \} \), for each interval \([\tau^2_\epsilon, \tau^2_\epsilon + 1] \cap [\sigma^{k,2l+1}, \sigma^{k,2l+2}] \) the process \( r^{j,l}_t \) by
\[
\begin{aligned}
    dr^{j,l}_t &= 2\sqrt{r^{j,l}_t \sigma^{k,2l+1}} dW^{k}_{t+\tau^2_\epsilon, \sigma^{k,2l+1}} + \left[ \frac{4}{\epsilon} \beta(n-k) r^{j,l}_t + k \beta(p-n+k) \right] dt \\
    &= 2\sqrt{r^{j,l}_t \sigma^{k,2l+1}} (W^{k}_{t+\tau^2_\epsilon, \sigma^{k,2l+1}} - W^{k}_{\tau^2_\epsilon, \sigma^{k,2l+1}} + W^{k}_{\tau^2_\epsilon, \sigma^{k,2l+1}}) + \left[ -\frac{4}{\epsilon} \beta(n-k) r^{j,l}_t + k \beta(p-n+k) \right] dt \\
    &= 2\sqrt{r^{j,l}_t \sigma^{k,2l+1}} \sigma^{k,2l+1} + \left[ -\frac{4}{\epsilon} \beta(n-k) r^{j,l}_t + k \beta(p-n+k) \right] dt
\end{aligned}
\]
where conditionally on \( \{ \tau^2_\epsilon \vee \sigma^{k,2l+1} < \infty \} \), by strong Markov property, \((\tilde{W}^k_t = W^{k}_{t+\tau^2_\epsilon, \sigma^{k,2l+1}} - W^{k}_{\tau^2_\epsilon, \sigma^{k,2l+1}})_{t \geq 0} \) is a Brownian motion independent from \( \mathcal{F}^{\tau^2_\epsilon \vee \sigma^{k,2l+1}} \). Conditionally on \( \{ \tau^2_\epsilon \vee \sigma^{k,2l+1} < \infty \} \), the process \( r^{j,l}_t \) is a CIR process defined globally in time according to Lemma 5.2 with \( a = k \beta(p-n+k) \) and \( \sigma = 2 \) which satisfy \( a \geq \frac{\sigma^2}{2}, \) and it stays positive on \( \mathbb{R}_+ \).

This together with (18) and Theorem 5.3 give that for all \( t \in [\tau^2_\epsilon, \tau^2_\epsilon + 1] \cap [\sigma^{k,2l+1}, \sigma^{k,2l+2}] \),
\[
    \psi^l_1 + \cdots + \psi^l_{\epsilon} \geq r^{j,l}_{t-\tau^2_\epsilon \vee \sigma^{k,2l+1}},
\]
We can thus conclude the proof of (i).

To prove (ii), we just need to apply (i) to the process \( (1 - \lambda^0_{\epsilon}, \ldots, 1 - \lambda_{1,\epsilon}) \) which satisfies \((J(q,p))\) according to Remark 2.1.

**Proof of Theorem 2.3.** By Remark 2.1 it is enough to prove Theorem 2.3 with the additional assumption \( p \geq q \). Indeed, if the theorem is true under this additional assumption, then, if \( q < p \), we apply the theorem to the system of SDEs \((J(q,p))\) instead of \((J(p,q))\), which allows to build a solution to \((J(p,q))\) using Remark 2.1, and this solution still verifies the assertion (ii) of the theorem. By Lemma 3.1 we can then conclude the existence and uniqueness of a strong solution to \((J(p,q))\), and this solution verifies (ii). We thus make the assumption \( p \geq q \) in the rest of the proof.

As explained in the introduction, the main difficulty in proving this result comes from the fact that we have to deal with both the singularity related to the interaction between particles and the singularity related to the edges (zero and one) when two particles hit zero (or one) at the same time. For \( \epsilon > 0 \), our method precisely consists in separating these difficulties by defining four new systems of SDEs \((\tilde{J}_\epsilon), (\tilde{J}_\epsilon), (J_\epsilon)\) and \((\tilde{J}_\epsilon)\), which each remove three types of singularity and coincide with \((J(p,q))\) on domains that cover \( \{ t \geq 0 : 0 \leq \lambda^0_{\epsilon} \leq \cdots \leq \lambda^n_{\epsilon} \leq 1 \) and \( \lambda^0_{\epsilon} \geq \epsilon \) or \( \lambda^1_{\epsilon} \geq \epsilon \) and \( \lambda^n_{\epsilon} \leq 1 - \epsilon \) or \( \lambda^n_{\epsilon} \geq 1 - \epsilon \) or \( \lambda^n_{\epsilon} \geq 1 - \epsilon \) or \( \lambda^m_{\epsilon} \leq \lambda^m_{\epsilon} \leq \lambda^m_{\epsilon} \geq \epsilon \}. \) This allows us to build a solution to \((J(p,q))\) by piecing together solutions to \((\tilde{J}_\epsilon), (\tilde{J}_\epsilon), (\tilde{J}_\epsilon)\) and \((\tilde{J}_\epsilon)\).

Let us consider in this proof the Brownian motion \( B = (B^1_{\epsilon}, \ldots, B^n_{\epsilon})_t, \mathcal{F}_t = \sigma \left( (\lambda^0_{\epsilon}, \ldots, \lambda^m_{\epsilon}), (B^i_{\epsilon})_{s \leq t} \right) \) for all \( t \geq 0, \) and the system of SDEs defined by \((J(p,q))\). Let us define for all \( \epsilon > 0 \) the following SDEs :
\[
    \begin{aligned}
        \forall i \in \{1, \ldots, n\}, d\hat{\lambda}^{i,\epsilon}_t &= 2\sqrt{\hat{\lambda}^{i,\epsilon}_t (1 - \hat{\lambda}^{i,\epsilon}_t) dB^i_t} \\
        &+ \left\{ (1 - 2\hat{\lambda}^{i,\epsilon}_t) \left[ 2 - 0 \vee \frac{2\sqrt{\epsilon}}{\sqrt{\epsilon}} \left( \sqrt{1 - \hat{\lambda}^{i,\epsilon}_t} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right] - 0 \vee \frac{2\sqrt{\epsilon}}{\sqrt{\epsilon}} \left( \sqrt{\hat{\lambda}^{i,\epsilon}_t} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right\} dt \\
        &+ \beta \left[ p - (p + q) \hat{\lambda}^{i,\epsilon}_t + \sum_{j \neq i} \frac{\hat{\lambda}^{i,\epsilon}_t (1 - \hat{\lambda}^{j,\epsilon}_t) + \hat{\lambda}^{j,\epsilon}_t (1 - \hat{\lambda}^{i,\epsilon}_t)}{\hat{\lambda}^{i,\epsilon}_t - \hat{\lambda}^{j,\epsilon}_t} \right] dt \\
        &0 \leq \hat{\lambda}^{i,\epsilon}_t < \cdots < \hat{\lambda}^{n,\epsilon}_t \leq 1, \text{ a.s., } dt \rightarrow a.e.
    \end{aligned}
\]
\[
\begin{align*}
\forall i \in \{2, \ldots, n\}, \quad d\tilde{\lambda}^i_{t,\epsilon} &= 2\sqrt{\tilde{\lambda}^i_{t,\epsilon}(1 - \tilde{\lambda}^i_{t,\epsilon})} dB^i_t + \beta \left[ p - n + 1 - (p + q)\tilde{\lambda}^i_{t,\epsilon} - 2 \left(\frac{1 - \tilde{\lambda}^i_{t,\epsilon}}{2}\right) \sum_{j \neq i} \frac{\tilde{\lambda}^j_{t,\epsilon}(1 - \tilde{\lambda}^j_{t,\epsilon})}{(\tilde{\lambda}^j_{t,\epsilon} - \tilde{\lambda}^i_{t,\epsilon} \wedge \epsilon) \vee \epsilon} \right] dt \\
\forall i \in \{1, \ldots, n - 1\}, \quad d\tilde{\lambda}^{n,\epsilon} &= 2\sqrt{\tilde{\lambda}^{n,\epsilon}(1 - \tilde{\lambda}^{n,\epsilon})} dB^n_t \\
\quad + \beta \left[ p - n + 1 - (p + q)\tilde{\lambda}^{n,\epsilon} - 2 \left(\frac{1 - \tilde{\lambda}^{n,\epsilon}}{2}\right) \sum_{j \neq n} \frac{\tilde{\lambda}^j_{t,\epsilon}(1 - \tilde{\lambda}^j_{t,\epsilon})}{(\tilde{\lambda}^j_{t,\epsilon} - \tilde{\lambda}^{n,\epsilon} \wedge \epsilon) \vee \epsilon} \right] dt \\
\forall i \in \{2, \ldots, n\}, \quad d\tilde{\lambda}^i_{t,\epsilon} &= 2\sqrt{\tilde{\lambda}^i_{t,\epsilon}(1 - \tilde{\lambda}^i_{t,\epsilon})} dB^i_t \\
\quad + \beta \left[ p - n + 1 - (p + q)\tilde{\lambda}^i_{t,\epsilon} - 2 \left(\frac{1 - \tilde{\lambda}^i_{t,\epsilon}}{2}\right) \sum_{j \neq i} \frac{\tilde{\lambda}^j_{t,\epsilon}(1 - \tilde{\lambda}^j_{t,\epsilon})}{(\tilde{\lambda}^j_{t,\epsilon} - \tilde{\lambda}^i_{t,\epsilon} \wedge \epsilon) \vee \epsilon} \right] dt \\
\forall i \in \{1, \ldots, n - 1\}, \quad d\tilde{\lambda}^{i,\epsilon} &= 2\sqrt{\tilde{\lambda}^{i,\epsilon}(1 - \tilde{\lambda}^{i,\epsilon})} dB^i_t \\
\quad + \beta \left[ p - n + 1 - (p + q)\tilde{\lambda}^{i,\epsilon} - 2 \left(\frac{1 - \tilde{\lambda}^{i,\epsilon}}{2}\right) \sum_{j \neq i} \frac{\tilde{\lambda}^j_{t,\epsilon}(1 - \tilde{\lambda}^j_{t,\epsilon})}{(\tilde{\lambda}^j_{t,\epsilon} - \tilde{\lambda}^{i,\epsilon} \wedge \epsilon) \vee \epsilon} \right] dt.
\end{align*}
\]

\(0 \leq \tilde{\lambda}^i_{t,\epsilon} \leq 1\) and \(0 \leq \tilde{\lambda}^{n,\epsilon} \leq 1\), a.s., \(dt - a.e.\)  

\(\tilde{J}_c\)
These systems are built such that:

- \( J_1 \) coincides with \((J(p,q))\) on \( \{ t, \hat{\lambda}_t^{1,\epsilon} \geq \frac{\epsilon}{2} \text{ and } \hat{\lambda}_t^{n,\epsilon} \leq 1 - \frac{\epsilon}{2} \} \),
- \( J_2 \) coincides with \((J(p,q))\) on \( \{ t, \hat{\lambda}_t^{1,\epsilon} \leq \epsilon \text{ and } \hat{\lambda}_t^{2,\epsilon} - \hat{\lambda}_t^{1} \geq \epsilon \text{ and } \hat{\lambda}_t^{n,\epsilon} \leq 1 - \frac{\epsilon}{2} \} \),
- \( J_3 \) coincides with \((J(p,q))\) on \( \{ t, \hat{\lambda}_t^{1,\epsilon} \geq \frac{\epsilon}{2} \text{ and } \hat{\lambda}_t^{n,\epsilon} \geq 1 - \epsilon \text{ and } \hat{\lambda}_t^{n,\epsilon} - \hat{\lambda}_t^{n-1,\epsilon} \geq \epsilon \} \),
- \( J_4 \) coincides with \((J(p,q))\) on \( \{ t, \hat{\lambda}_t^{1,\epsilon} \leq \epsilon \text{ and } \hat{\lambda}_t^{2,\epsilon} - \hat{\lambda}_t^{1} \geq \epsilon \text{ and } \hat{\lambda}_t^{n,\epsilon} \geq 1 - \epsilon \text{ and } \hat{\lambda}_t^{n,\epsilon} - \hat{\lambda}_t^{n-1,\epsilon} \geq \epsilon \} \).

Lemmas 4.1, 4.2, 4.3 and 4.4 give the existence of global pathwise unique strong solutions to \((J_1), (J_2), (J_3)\) and \((J_4)\) with any random initial condition with ordered non-negative coordinates and independent from the driving Brownian motion.

For \( \xi \in [0,1]^n \) deterministic with ordered coordinates, let \( \hat{\lambda}^{\epsilon,T,\xi} = (\hat{\lambda}_t^{1,\epsilon,T,\xi}, \ldots, \hat{\lambda}_t^{1,\epsilon,T,\xi})_{t} \), \( \hat{\lambda}^{\epsilon,T,\xi} = (\hat{\lambda}_t^{1,\epsilon,T,\xi}, \ldots, \hat{\lambda}_t^{1,\epsilon,T,\xi})_{t} \) and \( \hat{\lambda}^{\epsilon,T,\xi} = (\hat{\lambda}_t^{1,\epsilon,T,\xi}, \ldots, \hat{\lambda}_t^{1,\epsilon,T,\xi})_{t} \) denote the process solution to respectively \((J_1), (J_2), (J_3)\) and \((J_4)\) on \([T, +\infty)\) starting from \( \xi \) at time \( T \) and equal to 0 on \((-\infty, T)\).

Let us note \( d \) the distance on the set \( \Delta = \{ \land, \sim, \lor, - \} \) defined by

\[
d(\sim, \lor) = d(\land, -) = 2, \\
d(\land, \sim) = d(\land, \lor) = d(-, \sim) = d(-, \lor) = 1,
\]

which kind be more easily visualised in Figure 1.

Let us moreover define the application defined on a subset of \( \Delta \times \Delta \times [0, +\infty) \times [0,1]^n \) by

\[
T(symb, symb', t, x) = \begin{cases} 
\inf \left\{ t' \geq t : \left( \frac{\text{symb}}{\lambda} \right)^{1,\epsilon,t,x} \leq \frac{\epsilon}{2} \right\} & \text{if } (\text{symb}, \text{symb'}) \in \{ (\land, \sim), (\lor, -) \}, \\
\inf \left\{ t' \geq t : \left( \frac{\text{symb}}{\lambda} \right)^{n,\epsilon,t,x} \geq 1 - \frac{\epsilon}{2} \right\} & \text{if } (\text{symb}, \text{symb'}) \in \{ (\land, \lor), (\sim, -) \}, \\
\inf \left\{ t' \geq t : \left( \frac{\text{symb}}{\lambda} \right)^{n,\epsilon,t,x} \leq 1 - \epsilon \right\} & \text{if } (\text{symb}, \text{symb'}) \in \{ (\lor, \land), (-, \sim) \}, \\
\inf \left\{ t' \geq t : \left( \frac{\text{symb}}{\lambda} \right)^{1,\epsilon,t,x} \geq \epsilon \right\} & \text{if } (\text{symb}, \text{symb'}) \in \{ (\sim, \land), (-, \lor) \}.
\end{cases}
\]

We define by induction

\[
\tau_0^\epsilon = 0,
\]
stopping times that can be attributed both to a change of position of the smallest particle and of the biggest

tive increasing map from $\epsilon$, $\tau_i$ and as for all $\sharp$ if $\lambda^0_i < \epsilon$ and $\lambda^0_i > 1 - \epsilon$,

we finally define for all $\sharp$ if $\lambda^0_i < \epsilon$ and $\lambda^0_i > 1 - \epsilon$,

$$\tau_i = \bigwedge_{symb \in \Delta, d(symb, symb^*_{i}) = 1} T(symb^*_i, symb, 0, \Lambda_0),$$

if $\sharp \{ symb \in \Delta \backslash \{ symb^*_i \} \} \text{ such that } \tau_i = T(symb^*_i, symb, 0, \Lambda_0) = 1$ then $symb^*_i$ is the only element of that set. Otherwise, $symb^*_i$ is the only element of $\Delta$ such that $d(symb^*_i, symb^*_1) = 2$,

$$\chi^{(1)}_t = \left( \frac{symb^*_i}{\Lambda} \right) \mathbb{1}_{\{0 \leq t \leq \tau_i^*\}} \text{ for all } t \in \mathbb{R},$$

$$\tau^*_i = \bigwedge_{symb \in \Delta, d(symb, symb^*_i) = 1} \left( symb^*_i, symb, \tau^*_i, \chi^{(1)}_\tau \right),$$

$$\chi^{(2)}_t = \left( \frac{symb^*_i}{\Lambda} \right) \mathbb{1}_{\{\tau_i^* < t \leq \tau^*_i\}} \text{ for all } t \in \mathbb{R},$$

$$\vdots$$

$$\tau^*_i = \bigwedge_{symb \in \Delta, d(symb, symb^*_i) = 1} \left( symb^*_i, symb, \tau^*_i, \chi^{(i)}_\tau \right),$$

if $\sharp \{ symb \in \Delta \backslash \{ symb^*_i \} \} \text{ such that } \tau^*_i = T(symb^*_i, symb, \tau^*_i, \chi^{(i)}_\tau) = 1$ then $symb^*_i$ is the only element of that set. Otherwise, $symb^*_i$ is the only element of $\Delta$ such that $d(symb^*_i, symb^*_i+1) = 2$,

$$\chi^{(i+1)}_t = \left( \frac{symb^*_i}{\Lambda} \right) \mathbb{1}_{\{\tau^*_i < t \leq \tau^*_i\}} \text{ for all } t \in \mathbb{R},$$

$$\vdots$$

and as for all $i \in \mathbb{N}$, the $\tau^*_i$ defined before are stopping times for the filtration $(\mathcal{F}_t)_{t \geq 0}$, the random vectors $\mathbb{1}_{\{\tau^*_i < t \leq \tau^*_i\}} \chi^{(i)}_\tau$ are $\mathcal{F}_{\tau^*_i}$-measurable, the construction makes sense.

We finally define for all $\epsilon > 0$ and $t \geq 0$ :

$$Z^*_\epsilon = \sum_{i=1}^{+\infty} \chi^{(i)}_\tau.$$

Let us verify that the process $(Z^*_\epsilon)_t$ is defined globally. To do so, we show that there is no accumulation of the stopping times $\tau^*_i$ by first separating them between the ones coping with the singularity at $0$ and the ones coping with the singularity at $1$.

On $symb^*_0 \in \{\vee, \wedge\}$, let us define $(\sigma^0_{\tau^*_i})_{i \geq 0}$ as the subsequence of $(\tau^*_i)_{i \geq 0}$ corresponding to the stopping times involving the position of the smallest particle of the considered system regarding $\epsilon$ and $\frac{1}{2}$ and the stopping times that can be attributed both to a change of position of the smallest particle and of the biggest particle. This means that on $symb^*_0 \in \{\vee, \wedge\}$, we can write $(\sigma^0_{\tau^*_i})_{i \geq 0} = (\tau^*_i \varphi(i))_{i \geq 0}$ where $\varphi$ is the only bijective increasing map from $\mathbb{N}$ to $\{j \in \mathbb{N}, (symb^*_{i-1}, symb^*_i) \in \{\vee, \wedge\}, (\wedge, \vee), (\vee, \wedge), (\wedge, \vee), (\wedge, \vee), (\vee, \wedge), (\vee, \vee)\}$, where $\mathbb{N} = \{0, 1, 2, \ldots\}$ and $\mathbb{N}^* = \mathbb{N} \backslash \{0\}$.

On $symb^*_0 \in \{\vee, \wedge\}$, let us define $\sigma^0_{\tau^*_0} = 0$ and $(\sigma^0_{\tau^*_i})_{i \geq 1}$ as the subsequence of $(\tau^*_i)_{i \geq 0}$ corresponding to the stopping times involving the position of the smallest particle of the considered system regarding $\epsilon$ and $\frac{1}{2}$ and the stopping times that be attributed both to a change of position of the smallest particle
and of the biggest particle. This means that on $symb_0^\epsilon \in \{\sim, -, \}$, we can write $(\sigma_i^{0,\epsilon})_{i \geq 1} = (\tau_{\varphi(i)}^{+})_{i \geq 1}$ where $\varphi$ is the only bijective increasing map from $N^*$ to $\{j \in N^*, (symb^\epsilon_{j-1}, symb^\epsilon_j) \in \{(\wedge, \sim), (\vee, -), (\sim, \wedge), (-, \sim), (\sim, \vee), (\sim, \sim)\}$.

On $symb_0^\epsilon \in \{\sim, -\}$, let us define the sequence $(\sigma_i^{1,\epsilon})_{i \geq 1}$ as the subsequence of $(\tau_i^{+})_{i \geq 1}$ corresponding to the stopping times involving the position of the biggest particle of the considered system regarding $1-\epsilon$ and $1-\frac{s}{2}$. This means that on $symb_0^\epsilon \in \{\sim, -\}$, we can write $(\sigma_i^{1,\epsilon})_{i \geq 1} = (\tau_{\varphi(i)}^{+})_{i \geq 1}$ where $\varphi$ is the only bijective increasing map from $N$ to $\{j \in N^*, (symb^\epsilon_{j-1}, symb^\epsilon_j) \in \{(\wedge, \sim), (\vee, -), (\sim, \wedge), (-, \sim)\}$.

On $symb_0^\epsilon \in \{\vee, -\}$, let us define the sequence $(\sigma_i^{1,\epsilon})_{i \geq 1}$ as the subsequence of $(\tau_i^{+})_{i \geq 1}$ corresponding to the stopping times involving the position of the biggest particle of the considered system regarding $1-\epsilon$ and $1-\frac{s}{2}$. This means that on $symb_0^\epsilon \in \{\vee, -\}$, we can write $(\sigma_i^{1,\epsilon})_{i \geq 1} = (\tau_{\varphi(i)}^{+})_{i \geq 1}$ where $\varphi$ is the only bijective increasing map from $N$ to $\{j \in N^*, (symb^\epsilon_{j-1}, symb^\epsilon_j) \in \{(\wedge, \sim), (\vee, -), (\sim, \wedge), (-, \sim)\}$.

We have for $i \geq 1$:

- for all $t \in (\sigma_{2i+1}^{0,\epsilon}, \sigma_{2i+2}^{0,\epsilon}]$,
  $$dZ_t^{\epsilon,1} \leq 2\sqrt{Z_t^{\epsilon,1}(1-Z_t^{\epsilon,1})}dB_t + \beta[p-n+1-(p+q)Z_t^{\epsilon,1}]dt,$$
  and thus, according to the pathwise comparison theorem of Ikeda and Watanabe (that we recall in Theorem 5.3 below)
  $$Z_t^{\epsilon,1} \leq r_{t-\sigma_{2i+1}^{0,\epsilon}},$$
  where for all $t \geq 0$
  $$r_{t}^{0,\epsilon} = \frac{\epsilon}{2} + 2\int_0^t \sqrt{r_s^{0,\epsilon}(1-r_s^{0,\epsilon})}dB_1^{1} \wedge (p-n+1)t - \beta(p+q)\int_0^t r_s^{0,\epsilon}ds,$$
  which is a real Jacobi process. The times $\sigma_{2i+2}^{0,\epsilon} - \sigma_{2i+1}^{0,\epsilon}$ for all $i \geq 1$ are larger than the time interval for the Jacobi processes $r_{0,\epsilon}$ to go from $\frac{\epsilon}{2}$ to $\epsilon$. Moreover, the times for the $r_{0,\epsilon}$ processes to go from $\frac{\epsilon}{2}$ to $\epsilon$ are iid positive random variables. Consequently, there is no accumulation of the stopping times $\sigma_i^{0,\epsilon}$ which go to infinity as $i \to \infty$.

- for all $t \in (\sigma_{2i+1}^{1,\epsilon}, \sigma_{2i+2}^{1,\epsilon}]$,
  $$dZ_t^{\epsilon,n} \geq 2\sqrt{Z_t^{\epsilon,n}(1-Z_t^{\epsilon,n})}dB_t + \beta[p-n+1-(p+q)Z_t^{\epsilon,n}]dt,$$
  and thus
  $$Z_t^{\epsilon,n} \geq r_{t-\sigma_{2i+1}^{1,\epsilon}},$$
  where for all $t \geq 0$
  $$r_{t}^{1,\epsilon} = 1 - \frac{\epsilon}{2} + 2\int_0^t \sqrt{r_s^{1,\epsilon}(1-r_s^{1,\epsilon})}dB_1^{n} \wedge (p-n+1)t - \beta(p+q)\int_0^t r_s^{1,\epsilon}ds,$$
  which is a real Jacobi process. The times $\sigma_{2i+2}^{1,\epsilon} - \sigma_{2i+1}^{1,\epsilon}$ for all $i \geq 1$ are larger than the time interval for the Jacobi processes $r_{1,\epsilon}$ to go from $1-\frac{\epsilon}{2}$ to $1-\epsilon$. Moreover, the times for the $r_{1,\epsilon}$ processes to go from $1-\frac{\epsilon}{2}$ to $1-\epsilon$ are iid positive random variables. Consequently, there is no accumulation of the stopping times $\sigma_i^{1,\epsilon}$ which go to infinity as $i \to \infty$.

The stochastic process $Z^\epsilon$ is thus defined globally.

We recall that the SDEs $\{J_i\}$, $\{J_i^\epsilon\}$, $\{J_i^\epsilon\}$, $\{J_i^\epsilon\}$ respectively coincide with the system of SDEs $\{J(p,q)\}$ on $\{t, \lambda_t^{\epsilon} \geq \frac{\epsilon}{2} \}$ and $\lambda_t^{\epsilon} \leq 1 - \frac{\epsilon}{2}$, $\{t, \lambda_t^{\epsilon} \leq \epsilon \}$ and $\lambda_t^{\epsilon} - \lambda_t^{\epsilon} \leq \epsilon \leq 1 - \frac{\epsilon}{2}$, $\{t, \lambda_t^{\epsilon} \geq \frac{\epsilon}{2} \}$ and $\lambda_t^{\epsilon} \leq 1 - \epsilon$ and $\lambda_t^{\epsilon} - \lambda_t^{\epsilon} \geq \epsilon \}$ and $\{t, \lambda_t^{\epsilon} \leq \epsilon \}$ and $\lambda_t^{\epsilon} - \lambda_t^{\epsilon} \geq \epsilon \leq 1 - \epsilon$ and $\lambda_t^{\epsilon} - \lambda_t^{\epsilon} \geq \epsilon \}$. On
the other hand, \((Z^i_t)\) evolves according to those four SDEs, and verify \(Z^{i,1}_t \geq \frac{\epsilon}{2}\) on \([\tau^i_{t}, \tau^i_{t+1}]\) for \(i\) such that \(\text{sym} \in \{\land, \lor\}\) and \(Z^{i,n}_t \leq 1 - \frac{\epsilon}{2}\) on \([\tau^i_{t}, \tau^i_{t+1}]\) for \(i\) such that \(\text{sym} \in \{\land, \lor\}\). By induction on \(i\), \((Z^i_t)\) is a solution to \((\mathcal{I}(p,q))\) until

\[
\inf \left\{ t \in \bigcup_{i \in N, \text{sym} \in \{\land, \lor\}} \left[ \tau^i_{t}, \tau^i_{t+1} \right] : Z^{i,e}_t - Z^{i+1,e}_t \leq \epsilon \right\} \wedge \inf \left\{ t \in \bigcup_{i \in N, \text{sym} \in \{\land, \lor\}} \left[ \tau^i_{t}, \tau^i_{t+1} \right] : Z^{n,e}_t - Z^{n-1,e}_t \leq \epsilon \right\} 
\geq \inf \left\{ t \geq 0 : Z^{1,e}_t \leq \epsilon \right\} \wedge \inf \left\{ t \geq 0 : Z^{2,e}_t - Z^{1,e}_t \leq \epsilon \right\} \lor \left( Z^{n,e}_t \geq 1 - \epsilon \right) \lor \left( Z^{n,e}_t - Z^{n-1,e}_t \leq \epsilon \right) \equiv \zeta_e.
\]

From Lemmas 4.1, 4.2, 4.3 and 4.4 we have:

\[
\mathbb{P}\left( \exists i \in \{j \in N, \text{sym} \neq \land\}, \exists t \in (\tau^i_t, \tau^i_{t+1}) : Z^{k,e}_t \geq Z^{k+1,e}_t \text{ and } Z^{l,e}_t = Z^{l+1,e}_t \text{ for some } 0 \leq k < l \leq n \right) = 0 \quad (19)
\]
\[
\mathbb{P}\left( \exists i \in \{j \in N, \text{sym} = \land\}, \exists t \in (\tau^i_t, \tau^i_{t+1}) : Z^{k,e}_t \geq Z^{k+1,e}_t \text{ and } Z^{l,e}_t = Z^{l+1,e}_t \text{ for some } 2 \leq k < l \leq n \right) = 0 \quad (20)
\]
\[
\mathbb{P}\left( \exists i \in \{j \in N, \text{sym} \neq \lor\}, \exists t \in (\tau^i_t, \tau^i_{t+1}) : Z^{k,e}_t \geq Z^{k+1,e}_t \text{ and } Z^{l,e}_t = Z^{l+1,e}_t \text{ for some } 0 \leq k < l \leq n - 2 \right) \quad (21)
\]
\[
\mathbb{P}\left( \exists i \in \{j \in N, \text{sym} = \lor\}, \exists t \in (\tau^i_t, \tau^i_{t+1}) : Z^{k,e}_t \geq Z^{k+1,e}_t \text{ and } Z^{l,e}_t = Z^{l+1,e}_t \text{ for some } 2 \leq k < l \leq n - 2 \right) \quad (22)
\]

where by convention \(Z^{0,e}_t \equiv 0\) and \(Z^{n+1,e}_t \equiv 1\).

On the time intervals \([\tau^i_t \wedge \zeta \tau^i_{t+1} \land \zeta]\) for \(i \in \{j \in N, \text{sym} \neq \land\}\), we have \(Z^{k,e}_t - Z^{l,e}_t \geq \epsilon\) and on the time intervals \([\tau^i_t \wedge \zeta \tau^i_{t+1} \land \zeta]\) for \(i \in \{j \in N, \text{sym} \neq \lor\}\), we have \(Z^{k,e}_t - Z^{l,e}_t \geq \epsilon\). This together with (19), (20), (21), (22) allows to conclude:

\[
\mathbb{P}\left( \exists t \in (0, \zeta) : Z^{i,e}_t = Z^{i+1,e}_t \text{ and } Z^{l,e}_t = Z^{l+1,e}_t \right) \text{ for some } 1 \leq i < j \leq n - 1 = 0. \quad (23)
\]

As the solutions to equation \((\mathcal{I}(p,q))\) are pathwise unique (see Lemma 3.1), for \(n \in \mathbb{N}^*\), the processes \(Z^\frac{1}{n}\) and \(Z^\frac{1}{n+1}\) coincide on \([0, \zeta^\frac{1}{n} \wedge \zeta^\frac{1}{n+1}]\). Thus, \(\zeta^\frac{1}{n} \wedge \zeta^\frac{1}{n+1} = \zeta^\frac{1}{n}\) and the sequence \(\left(\zeta^\frac{1}{n}\right)_{n \in \mathbb{N}^*}\) is non-decreasing. Moreover, for all \(n \in \mathbb{N}^*\), \(Z^\frac{1}{n}\) verifies (23). Consequently, we can define for all \(t \in (0, \lim_{\epsilon \to 0} \zeta_e)\)

\[
\Lambda_t = \frac{Z^\frac{1}{n+1}_t}{} + \sum_{n \geq 1} \frac{Z^{n+1}_t}{} \left\{ \frac{\zeta^\frac{1}{n} \wedge \zeta^\frac{1}{n+1}}{\zeta^\frac{1}{n}} \right\},
\]

which is a solution to the system of SDEs \((\mathcal{I}(p,q))\) on \([0, \lim_{\epsilon \to 0} \zeta_e]\) verifying (iii) of Theorem 2.3.

Finally, as the solutions to \((\mathcal{I}(p,q))\) are pathwise unique (Lemma 3.1), we can apply the Yamada-Watanabe theorem (see for instance [RY99], Theorem 1.7 p.368) to deduce the existence of strong solutions to the equation.

Since on \(\{\zeta < +\infty\}\) we have \(\lambda_1^* + \lambda_2^* = 2 \lambda_1^* + \lambda_2^* \leq \lambda_1^* \leq 3 \epsilon\), or \((1 - \lambda_1^*) + (1 - \lambda_2^*) = 2 (1 - \lambda_1^* + (1 - \lambda_2^*) \leq 3 \epsilon\), we have on \(\lim_{\epsilon \to 0} \zeta_e < +\infty\) \(\inf_{t \in [0, \lim_{\epsilon \to 0} \zeta_e]} \lambda_1^* + \lambda_2^* = 0\) or \(\sup_{t \in [0, \lim_{\epsilon \to 0} \zeta_e]} \lambda_1^* + \lambda_2^* = 2\).

On \(\{\lim_{\epsilon \to 0} \zeta_e < +\infty\} \cap \left\{ \inf_{t \in [0, \lim_{\epsilon \to 0} \zeta_e]} \lambda_1^* + \lambda_2^* = 0 \right\}\) we use Proposition 2.5 (i) with \(k = 2\) to conclude that

\[
\lim_{\epsilon \to 0} \inf \left\{ t \geq 0 : Z^{1,e}_t \leq \epsilon \right\} = +\infty \text{ when } p - n + 1 \geq \frac{1}{\beta} - 1.
\]

Likewise, on \(\{\lim_{\epsilon \to 0} \zeta_e < +\infty\} \cap \left\{ \sup_{t \in [0, \lim_{\epsilon \to 0} \zeta_e]} \lambda_1^* + \lambda_2^* = 2 \right\}\) we use Proposition 2.5 (ii) with \(k = 2\) to conclude that

\[
\lim_{\epsilon \to 0} \inf \left\{ t \geq 0 : Z^{n,e}_t \geq 1 - \epsilon \right\} = +\infty \text{ when } q - n + 1 \geq \frac{1}{\beta} - 1.
\]
Let us consider

\[
\lim_{\epsilon \to 0} \zeta = +\infty,
\]

which is (i) from Theorem 2.3

**Lemma 4.1.** Let us assume \( p \geq q \) and \( q - n + 1 > 0 \). The system of SDEs

\[
d\hat{\lambda}_t^{i,\epsilon} = 2\sqrt{\hat{\lambda}_t^{i,\epsilon}(1 - \hat{\lambda}_t^{i,\epsilon})} dB_t^i + \left\{ 2 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{1 - \hat{\lambda}_t^{i,\epsilon}} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{\hat{\lambda}_t^{i,\epsilon}} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right\}
\]

\[
+ \beta \left[ p - (p + q)\hat{\lambda}_t^{i,\epsilon} + \sum_{j \neq i} \frac{\hat{\lambda}_t^{j,\epsilon}(1 - \hat{\lambda}_t^{j,\epsilon}) + \hat{\lambda}_t^{j,\epsilon}(1 - \hat{\lambda}_t^{i,\epsilon})}{\hat{\lambda}_t^{i,\epsilon} - \hat{\lambda}_t^{j,\epsilon}} \right] dt
\]

\[
0 \leq \hat{\lambda}_t^{1,\epsilon} < \cdots < \hat{\lambda}_t^{n,\epsilon} \leq 1, \text{ a.s.}, dt - \text{a.e.}
\]

has a global pathwise unique strong solution \((\hat{\lambda}_t^1, \ldots, \hat{\lambda}_t^n)_t\) starting from any random initial condition \(\Lambda_0 = (\lambda_0^1, \ldots, \lambda_0^n)\) independent from \(B\) such that \(0 \leq \lambda_0^1 \leq \cdots \leq \lambda_0^n \leq 1\) a.s.

Moreover,

\[
\mathbb{P}\{ \exists t > 0 : \hat{\lambda}_t^i = \hat{\lambda}_t^{i+1,\epsilon} \text{ and } \hat{\lambda}_t^i = \hat{\lambda}_t^{j+1,\epsilon} \text{ for some } 0 \leq i < j \leq n \} = 0,
\]

where by convention \(\hat{\lambda}_t^{n+1,\epsilon} = 0\) and \(\hat{\lambda}_t^{n+1,\epsilon} = 1\).

**Proof.** Let us consider \(F_t = \sigma \left( \left( \arcsin \left( \sqrt{\lambda_0^1} \right), \ldots, \arcsin \left( \sqrt{\lambda_0^n} \right) \right), (B_s)_{s \leq t} \right) \) and the system of SDEs defined by

\[
d\hat{\phi}_t^{i,i} = dB_t^i + \left\{ \frac{\beta(p-q)}{2} \cot \hat{\phi}_t^{i,i} \right. \]

\[
+ \left( \beta(q-n+1) - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \cos \hat{\phi}_t^{i,i} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sin \hat{\phi}_t^{i,i} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right\} \cot(\hat{\phi}_t^{i,i})
\]

\[
+ \frac{\beta}{2} \sum_{j \neq i} \left( \cot(\hat{\phi}_t^{i,j}) + \cot(\hat{\phi}_t^{j,i}) \right) \right\} dt
\]

\[
0 \leq \hat{\phi}_t^{i,i} < \cdots < \hat{\phi}_t^{i,n} \leq \frac{\pi}{2}, \text{ a.s.}, dt - \text{a.e.},
\]

with random initial condition \(\left( \arcsin \left( \sqrt{\lambda_0^1} \right), \ldots, \arcsin \left( \sqrt{\lambda_0^n} \right) \right)\) such that \(0 \leq \arcsin \left( \sqrt{\lambda_0^1} \right) \leq \cdots \leq \arcsin \left( \sqrt{\lambda_0^n} \right) \leq \frac{\pi}{2}\).

We are going to apply Cepa’s multivalue equations theory \((\mathcal{X})\) to conclude that there exists a unique strong solution to \((J_\epsilon)\).

To do so, we define

\[
D = \{ 0 < \phi^1 < \phi^2 < \cdots < \phi^n < \frac{\pi}{2} \}
\]

\[
\nu : (\phi^1, \ldots, \phi^n) \in \mathbb{R}^n \rightarrow \begin{cases} 
- \sum_{i=1}^{n} \left\{ \frac{\beta(p-q)}{2} \ln |\sin \phi^i| + \frac{\beta q - n + 1}{2} \ln |\sin(2\phi^i)| \right.
\]

\[
+ \frac{\beta}{4} \sum_{j \neq i} \left( \ln |\sin(\phi^i + \phi^j)| + \ln |\sin(\phi^i - \phi^j)| \right) \right\} \text{ if } x \in D
\]

\[
+ \infty \text{ if } x \notin D
\]

\[
\nu : (\phi^1, \ldots, \phi^n) \in \mathbb{R}^n \rightarrow \begin{cases} 
- \sum_{i=1}^{n} \left\{ \frac{\beta(p-q)}{2} \ln |\sin \phi^i| + \frac{\beta q - n + 1}{2} \ln |\sin(2\phi^i)| \right.
\]

\[
+ \frac{\beta}{4} \sum_{j \neq i} \left( \ln |\sin(\phi^i + \phi^j)| + \ln |\sin(\phi^i - \phi^j)| \right) \right\} \text{ if } x \in D
\]

\[
+ \infty \text{ if } x \notin D
\]
\[ g : (\phi^1, \ldots, \phi^n) \in \mathbb{R}^n \to \left( 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \cos \phi^1 - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \right) \land 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sin \phi^1 - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \land 1 \right) \cot(2\phi^1), \]
\[ \cdots, \left( 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \cos \phi^n - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \right) \land 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sin \phi^n - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \land 1 \right) \cot(2\phi^n), \]
to rewrite the system of SDEs on \( D \) with \( \hat{\Phi} = (\hat{\phi}_t^{1, \epsilon}, \ldots, \hat{\phi}_t^{n, \epsilon}) \) the following way
\[ d\hat{\Phi}_t = dB_t + g(\hat{\Phi}_t)dt - \nabla V(\hat{\Phi}_t)dt. \]
Since \( g \) is globally Lipschitz and \( V \) is convex, Cépa’s multivoque equations theory shows the existence and uniqueness of a strong solution to equation
\[ d\hat{\varphi}_t = dB_t + g(\hat{\varphi}_t)dt - \nabla V(\hat{\varphi}_t)dt - \nu(\hat{\varphi}_t)dL_t \text{ for all } t \geq 0 \]
\[ \forall t \geq 0, \hat{\varphi}_t \in \hat{D} \text{ a.s.} \]
\[ \hat{\varphi}_0 = \left( \arcsin \left( \sqrt{\lambda_0^1} \right), \ldots, \arcsin \left( \sqrt{\lambda_0^n} \right) \right), \]
where \( \hat{\varphi} \) is a continuous adapted to \((\mathcal{F}_t)_{t \geq 0}\) process, \( L \) is a continuous non-decreasing adapted to \((\mathcal{F}_t)_{t \geq 0}\) process with \( L_0 = 0 \) verifying
\[ L_t = \int_0^t 1_{\{\hat{\varphi}_s \in \partial D\}} dL_s, \]
and \( \nu(x) \in \pi(x) \) (\( \pi(x) \) is the set of unitary outward normals to \( \partial D \) at \( x \in \partial D \)). The solution to equation \((\hat{J}_\epsilon^0)\) follows the conditions: for all \( t > 0 \)
\[ \mathbb{E} \left[ \int_0^t 1_{\{\hat{\varphi}_s \in \partial D\}} ds \right] = 0, \]
\[ \mathbb{E} \left[ \int_0^t |\nabla V(\hat{\varphi}_s)| ds \right] < \infty. \]

We apply [CL01] Theorem 2.2 which is an application of Cépa’s multivoque equations theory to this kind of SDE and the remark following [Cép93] Theorem 3.1 to deduce that \((\hat{J}_\epsilon^0)\) has a unique strong solution. To prove that the boundary process \( L \) is equal to zero, we just follow the steps of the proof of [Dem09a] Lemma 2.2, itself coming from the proof of [Dem09b] Lemma 1 which is an adaptation of the proof [CL01] Theorem 2.2. Step 1 and [CL01] Lemma 3.8.

Then, setting with \( \hat{\lambda}_i^\epsilon = \sin^2(\phi_i^1)^\epsilon \) for all \( i \in \{1, \ldots, n\} \) we obtain a global solution to \((\hat{J}_\epsilon)\). Following the approach used in the proof of Lemma 4.4 below to demonstrate the pathwise uniqueness of a slightly more complicated system \((\hat{J}_\epsilon)\), we obtain that the solutions to \((\hat{J}_\epsilon)\) are pathwise unique. The Yamada-Watanabe Theorem (see for instance [RY99] Theorem 1.7 p.368) allows to conclude that \((\hat{J}_\epsilon)\) has a pathwise unique global strong solution.

Let us now prove (25).

Let us consider the system of SDEs defined by \((\hat{J}_\epsilon^0)\) with initial condition \( 0 \leq \arcsin \left( \sqrt{\lambda_0^1} \right) \leq \cdots \leq \arcsin \left( \sqrt{\lambda_0^n} \right) \leq \frac{\pi}{2} \).

Let us define for all \( \epsilon > 0 \) and for \( t \geq 0 : \Theta(t) = (\theta_1(t), \ldots, \theta_n(t)) \) with
\[ \forall i \in \{1, \ldots, n\}, \theta_i(t) = \left[ 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \cos \hat{\phi}_t^{i, \epsilon} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \right] \land 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sin \hat{\phi}_t^{i, \epsilon} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \land 1 \right) \cot(2\hat{\phi}_t^{i, \epsilon}), \]
and for all \( t \geq 0 \)
\[ Z(t) = \exp \left\{ - \int_0^t \Theta(u) \cdot dB_u - \frac{1}{2} \int_0^t \|\Theta(u)\|^2 du \right\}. \]
We have for all $i \in \{1, \ldots, n\}$,
\[
\theta^2_t(t) = \left( 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \cos \hat{\phi}^{0,i} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sin \hat{\phi}^{0,i} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right) \cot(2\hat{\phi}^{0,i}) \right)^2 \\
\leq \left( \frac{1 - \frac{\epsilon}{4}}{2\sqrt{\frac{2}{\epsilon}} (1 - \frac{\epsilon}{8})} \right)^2,
\]
where we used the fact that the support of the map
\[
x \in [0,1] \mapsto \left[ 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{1-x} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{x} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right] \in [0,1],
\]
is $[\frac{\epsilon}{8},1-\frac{\epsilon}{8}]$ and that the map $\phi \mapsto \cot(2\phi) = \frac{1-\sin^2(\phi)}{2\sin^2(\phi)(1-\sin^2(\phi))}$ is monotonous on the interval $(0, \frac{\pi}{2})$. We thus have
\[
\mathbb{E} \left[ \exp \left( \frac{1}{2} \int_0^t ||\Theta(u)||^2 du \right) \right] < \infty \text{ for all } t \geq 0.
\]
Then, according to Novikov’s criterion (see for instance [KS91, Proposition 5.12 p.198]), $Z$ is a $\mathbb{P}$-martingale, and $\mathbb{E}[Z(t)] = 1$. Consequently, recalling that $\mathcal{F}_t = \sigma \left( \arcsin \left( \sqrt{\lambda_0} \right), \ldots, \arcsin \left( \sqrt{\lambda_n} \right) \right)$, $\mathbf{B}_s, s \leq t$ and defining $\mathbb{Q}$ such that
\[
\frac{d\mathbb{Q}}{d\mathbb{P}}|_{\mathcal{F}_t} = Z(t),
\]
and for all $i \in \{1, \ldots, n\}$,
\[
\hat{B}_i = \mathbf{B}_i + \int_0^t \theta_i(s) ds
\]
\[
\hat{B}_i = \mathbf{B}_i + \int_0^t \left[ 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \cos \hat{\phi}^{0,i} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sin \hat{\phi}^{0,i} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right] \cot(2\hat{\phi}^{0,i}) ds, t \geq 0,
\]
\[
\hat{B} = (\hat{B}_1, \ldots, \hat{B}_n), \text{ is a } \mathbb{Q} - \text{ Brownian motion according to the Girsanov theorem (see for instance [KS91, Proposition 5.4 p.194]).}
\]
Thus, (25) can be rewritten in terms of $\hat{B}$ as
\[
d\hat{\phi}^{0,i} = d\hat{B}_i + \left[ \frac{\beta(p-q)}{2} \cot \hat{\phi}^{0,i} + \beta(q-n+1) \cot(2\hat{\phi}^{0,i}) + \frac{\beta}{2} \sum_{j \neq i} \left[ \cot(\hat{\phi}^{0,j} + \hat{\phi}^{0,i}) + \cot(\hat{\phi}^{0,i} - \hat{\phi}^{0,j}) \right] \right] dt
\]
\[
0 \leq \hat{\phi}^{0,1} < \cdots < \hat{\phi}^{0,n} \leq \frac{\pi}{2} \text{ a.s. } dt \text{ a.e.}
\]
(26)

By the same arguments as in the beginning of the proof, the normally reflected SDE
\[
d\hat{\phi}_t = d\hat{\mathbf{B}}_t - \nabla V(\hat{\phi}_t) dt - \nu(\hat{\phi}_t) d\hat{L}_t \text{ for all } t \geq 0
\]
\[
\forall t \geq 0, \hat{\phi}_t \in \bar{D} \text{ a.s.}
\]
\[
\hat{\phi}_0 = \left( \arcsin \left( \sqrt{\lambda_0} \right), \ldots, \arcsin \left( \sqrt{\lambda_n} \right) \right),
\]
admits a global solution and the term $\nu(\hat{\phi}_t) d\hat{L}_t$ is zero, so that $\hat{\phi}$ solves (26). We can apply [Lé10, Theorem 3.1], the proof of which can be applied to our case of SDE (27) to conclude that its solutions cannot have
Let us remark that there is no multiple collision of \((\hat{\lambda}_t^{1,c}, \ldots, \hat{\lambda}_t^{n,c})\), under the probability \(Q\). There is thus no multiple collision of \((\hat{\lambda}_t^{1,c}, \ldots, \hat{\lambda}_t^{n,c})\), under the probability \(P\):

\[
P\{\exists t \geq 0 : \hat{\lambda}_t^{i,c} = \hat{\lambda}_t^{j,c} \text{ and } \hat{\lambda}_t^{i,c} = \hat{\lambda}_t^{j,c} \text{ for some } 0 \leq i < j \leq n\} = 0.
\]

\[\Box\]

**Lemma 4.2.** Let us assume \(p \geq q / (q - n + 1) > 0\). The system of SDEs \(\{J\}\) with random initial condition \((\hat{\lambda}_0^{1,c}, \ldots, \hat{\lambda}_0^{n,c})\) such that \(0 \leq \hat{\lambda}_0^{i,c} < \cdots < \hat{\lambda}_0^{n,c} \leq 1\) a.s. and independent from the Brownian motion \(B = (B_t^1, \ldots, B_t^n)\), has a global pathwise unique strong solution \((\hat{\lambda}_t^{1,c}, \ldots, \hat{\lambda}_t^{n,c})\),\(i \geq 0\).

Moreover,

\[
P\{\exists t > 0 : \hat{\lambda}_t^{1,c} = \hat{\lambda}_t^{i,c+1} \text{ and } \hat{\lambda}_t^{1,c} = \hat{\lambda}_t^{j,c+1} \text{ for some } 2 \leq i < j \leq n\} = 0. \tag{28}
\]

**Proof.** Let us consider a Brownian motion \(\tilde{B} = (\tilde{B}_t^1, \ldots, \tilde{B}_t^n)\), and the system of SDEs

\[
d\tilde{\lambda}_t^{i,c} = 2\sqrt{\tilde{\lambda}_t^{i,c}(1 - \tilde{\lambda}_t^{i,c})}d\tilde{B}_t^i + \beta \left[p - n + 1 - (p + q)\tilde{\lambda}_t^{i,c}\right]dt
\]

\forall i \in \{2, \ldots, n\},

\[
d\tilde{\lambda}_t^{i,c} = 2\sqrt{\tilde{\lambda}_t^{i,c}(1 - \tilde{\lambda}_t^{i,c})}d\tilde{B}_t^i + \left\{(1 - 2\tilde{\lambda}_t^{i,c}) \left[2 - 0 \lor \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left(\sqrt{1 - \tilde{\lambda}_t^{i,c}} - \frac{\sqrt{\epsilon}}{2\sqrt{2}}\right) \land 1\right] - 0 \lor \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left(\sqrt{\tilde{\lambda}_t^{i,c}} - \frac{\sqrt{\epsilon}}{2}\right) \land 1\right\}dt
\]

\[
+ \beta \left[p - 1 - (p + q)\tilde{\lambda}_t^{i,c} + \sum_{j \geq 2, j \neq i} \tilde{\lambda}_t^{j,c}(1 - \tilde{\lambda}_t^{j,c})\right]dt
\]

\[
0 \leq \tilde{\lambda}_t^{1,c} \leq 1 \text{ and } 0 \leq \tilde{\lambda}_t^{1,c} < \cdots < \tilde{\lambda}_t^{n,c} \leq 1, \text{ a.s., } dt-a.e.
\]

Let us remark that \(\tilde{\lambda}_t^i\) is a one dimensional Jacobi process and admits a strong solution defined on \(\mathbb{R}_+\) (see Lemma 3.1), and that the coordinates \(i \in \{2, \ldots, n\}\) satisfy an autonomous system of SDEs for \(n - 1\) particles similar to equation \(\{J\}\). The only differences are the terms \(0 \lor \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left(\sqrt{\tilde{\lambda}_t^{i,c}} - \frac{\sqrt{\epsilon}}{2}\right) \land 1\) and \(\beta(p - 1)\) here. We can still consider the process \(\left(\arcsin \left(\sqrt{\tilde{\lambda}_t^{1,c}}\right), \ldots, \arcsin \left(\sqrt{\tilde{\lambda}_t^{n,c}}\right)\right)\), and apply the same method as in the proof of Lemma 4.1 (indeed, if \(q - n + 1 > 0\), then \(q - (n - 1) + 1 > 0\) to prove the existence of a pathwise unique strong solution to this subsystem. As the equation for \(\hat{\lambda}_t^{1,c}\) also has a strong solution, the whole \(n\)-particles system considered here admits a global strong solution.

Let us define for all \(\epsilon > 0\) and for \(t \geq 0 : \Theta(t) = (\theta_1(t), \ldots, \theta_n(t))\) with

\[
\theta_1(t) = \frac{\beta}{\sqrt{\hat{\lambda}_t^{1,c}(1 - \hat{\lambda}_t^{1,c})}} \times \frac{(1 - \hat{\lambda}_t^{1,c}) \lor \frac{\epsilon}{2}}{\frac{\epsilon}{2}} \times \sum_{j \neq 1} \frac{\hat{\lambda}_t^{j,c}(1 - \hat{\lambda}_t^{j,c})}{(\hat{\lambda}_t^{j,c} - \hat{\lambda}_t^{1,c}) \lor \epsilon},
\]

\forall i \in \{2, \ldots, n\}, \theta_i(t) = \frac{\beta}{\sqrt{\hat{\lambda}_t^{i,c}(1 - \hat{\lambda}_t^{i,c})}} \times \frac{(1 - \hat{\lambda}_t^{i,c}) \lor \frac{\epsilon}{2}}{\frac{\epsilon}{2}} \times \frac{\hat{\lambda}_t^{i,c}(1 - \hat{\lambda}_t^{i,c})}{(\hat{\lambda}_t^{i,c} - \hat{\lambda}_t^{1,c}) \lor \epsilon},

and for all \(t \geq 0\)

\[
Z(t) = \exp \left\{ \int_0^t \Theta(u) \cdot dB_u - \frac{1}{2} \int_0^t ||\Theta(u)||^2 du \right\}.
\]
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We have
\[
\theta^2(t) = \frac{\beta^2}{\lambda^1_e (1 - \lambda^1_e)} \left( (1 - \tilde{\lambda}_1^e) \wedge \frac{\epsilon}{2} \sum_{j \neq 1} \tilde{\lambda}_j^1 (1 - \tilde{\lambda}_j^e) \right)^2 \\
\leq \frac{\beta^2}{\lambda^1_e (1 - \lambda^1_e)} \left( \frac{1 - \lambda^1_e}{2} \sum_{j \neq 1} \frac{1 - \tilde{\lambda}_j^e}{(\lambda^1_e - \lambda^1_e \wedge \epsilon) \vee \epsilon} \right)^2 \\
\leq \frac{2\beta^2}{\epsilon} \left( \sum_{j > 1} \frac{1}{\epsilon} \right)^2 \\
\leq \frac{2(n - 1)^2\beta^2}{\epsilon^3}.
\]

For all \(2 < i \leq n\),
\[
\theta^2(t) = \frac{\beta^2}{\lambda^1_e (1 - \lambda^1_e)} \times \left( (1 - \tilde{\lambda}_1^e) \wedge \frac{\epsilon}{2} \right)^2 \times \frac{\tilde{\lambda}_i^e (1 - \tilde{\lambda}_i^e)}{\left(\lambda^1_e - \lambda^1_e \wedge \epsilon\right) \vee \epsilon}^2 \\
\leq \frac{2\beta^2}{\epsilon} \times \frac{\tilde{\lambda}_i^e (1 - \tilde{\lambda}_i^e)}{\epsilon^2} \\
\leq \frac{2\beta^2}{\epsilon^3}.
\]

We thus have
\[
\mathbb{E} \left[ \exp \left\{ \frac{1}{2} \int_0^t ||\Theta(u)||^2 du \right\} \right] < \infty \text{ for all } t \geq 0.
\]

Then, according to Novikov’s criterion (see for instance [KS91, Proposition 5.12 p.198]), \(Z\) is a \(\mathcal{F}\)-martingale, and \(\mathbb{E}[Z(t)] = 1\) for all \(t \geq 0\). Consequently, defining for all \(t \geq 0\), \(\tilde{\mathcal{F}}_t = \sigma \left( (B_t)_{s \leq t}, (\tilde{\lambda}_0^1, \ldots, \tilde{\lambda}_0^n) \right)\) and \(\tilde{\mathbb{Q}}\) such that
\[
\frac{d\tilde{\mathbb{Q}}}{d\mathbb{P}} |_{\tilde{\mathcal{F}}_t} = Z(t),
\]
and
\[
\tilde{B}^i_t = \tilde{B}^i_t - \int_0^t \theta_1(s) ds \\
= \tilde{B}^i_t + \int_0^t \frac{\beta}{\sqrt{\lambda^1_e (1 - \lambda^1_e)}} \times \left( (1 - \tilde{\lambda}_1^e) \wedge \frac{\epsilon}{2} \sum_{j \neq 1} \frac{\tilde{\lambda}_j^1 (1 - \tilde{\lambda}_j^e)}{(\lambda^1_e - \lambda^1_e \wedge \epsilon) \vee \epsilon} \wedge ds \right)
\]
for all \(i \in \{2, \ldots, n\}\), \(\tilde{B}^i_t = \tilde{B}^i_t - \int_0^t \theta_i(s) ds \\
= \tilde{B}^i_t - \int_0^t \frac{\beta}{\sqrt{\lambda^1_e (1 - \lambda^1_e)}} \times \left( (1 - \tilde{\lambda}_1^e) \wedge \frac{\epsilon}{2} \sum_{j \neq 1} \frac{\tilde{\lambda}_j^1 (1 - \tilde{\lambda}_j^e)}{(\lambda^1_e - \lambda^1_e \wedge \epsilon) \vee \epsilon} \right) ds, 0 \leq t,
\]
\(\tilde{B} = (\tilde{B}^1, \ldots, \tilde{B}^n)\) is a \(\tilde{\mathbb{Q}}\)- Brownian motion according to the Girsanov theorem (see for instance [KS91, Proposition 5.4 p.194]).

Consequently, \(\{\tilde{L}_t\}\) has a global weak solution.
We now have to prove the pathwise uniqueness of the solutions to $(J_i)$. The differences with Lemma 3.1 are the terms

$$(1 - 2\tilde{\lambda}_i^x) \left[ 2 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{1 - \frac{\tilde{\lambda}_i^x}{2\sqrt{2}}} - \sqrt{\epsilon} \right) \right] \wedge 1 - 0 \vee \frac{2}{\sqrt{\epsilon}} \left( \sqrt{\frac{\tilde{\lambda}_i^x}{2\sqrt{2}}} - \sqrt{\epsilon} \right) \wedge 1,$$

and the interaction terms between the first particle and the others.

Let $Z = (z_1^1, \ldots, z_n^1)$ and $\tilde{Z} = (\tilde{z}_1^1, \ldots, \tilde{z}_n^1)$ be two global solutions to $(J_i)$ with $Z_0 = \tilde{Z}_0$ independent from the same driving Brownian motion $B = (B_1^1, \ldots, B_n^1)$.

The local time of $z^i - \tilde{z}^i$ at 0 is zero (Ry99 Lemma 3.3 p.389). Applying the Tanaka formula to the process $z^i - \tilde{z}^i$ and summing over $i$,

$$\sum_{i=1}^n |z_i^1 - \tilde{z}_i^1| = 2 \sum_{i=1}^n \int_0^t \text{sgn}(z_s^i - \tilde{z}_s^i) \left( \sqrt{z_s^i(1 - z_s^i)} - \sqrt{\tilde{z}_s^i(1 - \tilde{z}_s^i)} \right) dB_s^i + 2\beta \int_0^t \sum_{i=2}^n \text{sgn}(z_s^i - \tilde{z}_s^i) \sum_{j \geq s, j \neq i} \left( \frac{z_s^i(1 - z_s^i)}{z_s^i - \tilde{z}_s^i} - \frac{\tilde{z}_s^i(1 - \tilde{z}_s^i)}{\tilde{z}_s^i - z_s^i} \right) ds \quad (29)$$

$$-\beta(p + q) \int_0^t \sum_{i=1}^n |z_s^i - \tilde{z}_s^i|ds \quad (30)$$

$$+ 2\beta \int_0^t \sum_{i=2}^n \left\{ \text{sgn}(z_s^i - \tilde{z}_s^i) \left( \frac{1 - z_s^i}{2} \right) - \frac{z_s^i(1 - z_s^i)}{2} \right\} ds \quad (31)$$

$$- \int_0^t \sum_{i=1}^n \text{sgn}(z_s^i - \tilde{z}_s^i) \left\{ (1 - 2z_s^i) \left[ 2 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{1 - z_s^i} - \sqrt{\epsilon} \right) \right] \wedge 1 \right)$$

$$- (1 - 2\tilde{z}_s^i) \left[ 2 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{1 - \tilde{z}_s^i} - \sqrt{\epsilon} \right) \right] \wedge 1 \right) \} ds. \quad (32)$$

As in the proof of Lemma 3.1 the expectation of the stochastic integrals is zero and the terms (29) are not positive (see inequality (12)). To deal with the expectation of (31), one remarks that the function

$$(x, y) \mapsto \left( \frac{(1 - x) \wedge \frac{\epsilon}{2}}{\frac{\epsilon}{2}} \right) x \left( \frac{(1 - y) \wedge \frac{\epsilon}{2}}{\frac{\epsilon}{2}} \right) \wedge \epsilon$$

is Lipschitz on $[0, 1]^2$.

As for the term (32), the function $f : z \mapsto (1-2z) \left[ 2 - 0 \vee \frac{2\sqrt{2}}{\sqrt{\epsilon}} \left( \sqrt{1 - z} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right) - 0 \vee \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}} \left( \sqrt{1} - \frac{\sqrt{\epsilon}}{2\sqrt{2}} \right) \wedge 1 \right]$ defined on $[0, 1]$ is continuous and can be rewritten

$$f(z) = \begin{cases} 
1 - 2z & \text{if } z \in \left[ 0, \frac{\epsilon}{4} \right] \cup \left( 1 - \frac{\epsilon}{8}, 1 \right], \\
(1 - 2z) \left( \frac{2\sqrt{2}}{\sqrt{\epsilon}} \right) & \text{if } z \in \left[ \frac{\epsilon}{4}, \frac{\epsilon}{2} \right], \\
(1 - 2z) \left( \frac{2\sqrt{2}(1 - z)}{\sqrt{\epsilon}} - 1 \right) & \text{if } z \in \left[ 1 - \frac{\epsilon}{2}, 1 - \frac{\epsilon}{8} \right], \\
0 & \text{if } z \in \left[ \frac{\epsilon}{2}, 1 - \frac{\epsilon}{2} \right].
\end{cases}$$

and is thus Lipschitz on $[0, 1]$. 
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Then there exists a constant \( K \geq 0 \) such that for all \( t \geq 0 \)
\[
\sum_{i=1}^{n} \mathbb{E}|z_i^j - \tilde{z}_i^j| \leq K \int_{0}^{t} \sum_{i=1}^{n} |z_i^s - \tilde{z}_i^s| ds
\]
\[
\leq K \int_{0}^{t} \sum_{i=1}^{n} \mathbb{E}|z_i^s - \tilde{z}_i^s| ds.
\]

The Grönwall Lemma allows to conclude that for all \( t \geq 0 \)
\[
\sum_{i=1}^{n} \mathbb{E}|z_i^j - \tilde{z}_i^j| = 0,
\]
which concludes the proof on the existence and pathwise uniqueness.

Let us now prove (28). To do so, we apply to the process \( \left( \arcsin \left( \sqrt{\tilde{\lambda}_i^{t,\epsilon}} \right), \ldots, \arcsin \left( \sqrt{\tilde{\lambda}_t^{t,\epsilon}} \right) \right) \) the method used to prove (25). Indeed, this process solves, as explained in the beginning of the proof, a system of SDEs similar to \((\hat{J}_t)\) for \( n - 1 \) particles.

\[\square\]

**Lemma 4.3.** Let us assume \( p \geq q \) and \( q - n + 1 > 0 \). The system of SDEs \((\hat{J}_t)\) with random initial condition \((\tilde{\lambda}_1^{t,\epsilon}, \ldots, \tilde{\lambda}_0^{t,\epsilon})\) such that \( 0 \leq \tilde{\lambda}_1^{t,\epsilon} \leq \cdots \leq \tilde{\lambda}_0^{t,\epsilon} \leq 1 \) a.s. and independent from the Brownian motion \( B = (B_1^t, \ldots, B_n^t)_t \) has a global pathwise unique strong solution \((\hat{\lambda}_1^{t,\epsilon}, \ldots, \hat{\lambda}_n^{t,\epsilon})_{t \geq 0} \).

Moreover,
\[
\mathbb{P}\{\exists t > 0 : \hat{\lambda}_i^{t,\epsilon} = \hat{\lambda}_i^{t+1,\epsilon} \text{ and } \hat{\lambda}_j^{t,\epsilon} = \hat{\lambda}_j^{t+1,\epsilon} \text{ for some } 0 \leq i < j \leq n - 2\} = 0.
\]

**Proof.** The proof of this Lemma follows the same steps as the proof of Lemma 4.2 interchanging the role of the particles indexed by 1 and \( n \).

\[\square\]

**Lemma 4.4.** Let us assume \( p \geq q \) and \( q - n + 1 > 0 \). The system of SDEs \((\hat{J}_t)\) with random initial condition \((\tilde{\lambda}_1^{t,\epsilon}, \ldots, \tilde{\lambda}_0^{t,\epsilon})\) such that \( 0 \leq \tilde{\lambda}_1^{t,\epsilon} \leq \cdots \leq \tilde{\lambda}_0^{t,\epsilon} \leq 1 \) a.s. and independent from the Brownian motion \( B = (B_1^t, \ldots, B_n^t)_t \) has a global pathwise unique strong solution \((\hat{\lambda}_1^{t,\epsilon}, \ldots, \hat{\lambda}_n^{t,\epsilon})_{t \geq 0} \).

Moreover,
\[
\mathbb{P}\{\exists t > 0 : \hat{\lambda}_i^{t,\epsilon} = \hat{\lambda}_i^{t+1,\epsilon} \text{ and } \hat{\lambda}_j^{t,\epsilon} = \hat{\lambda}_j^{t+1,\epsilon} \text{ for some } 2 \leq i < j \leq n - 2\} = 0.
\]

**Proof.** The proof of this Lemma follows the same steps as in Lemma 4.2 but with both \( \hat{\lambda}_1^{t,\epsilon} \) and \( \hat{\lambda}_n^{t,\epsilon} \) playing a peculiar role like \( \hat{\lambda}_1^{t,\epsilon} \) in \((\hat{J}_t)\) and \( \hat{\lambda}_n^{t,\epsilon} \) in \((\hat{J}_t)\).

\[\square\]

## 5 Appendix

This Lemma deals with the existence and uniqueness to the real Jacobi process and was proved in [Dou05].

**Lemma 5.1** (Real Jacobi Processes). The real Jacobi process of parameters \( d, d' \geq 0 \) is the unique strong solution to
\[
dJ_t = 2\sqrt{J_t(1 - J_t)}dB_t + (d - (d + d')J_t)dt
\]
where \( B \) is a real Brownian motion. The process \( J \) remains in \((0, 1)\) a.s. when \( d \land d' \geq 2 \), hits 0 a.s. if \( 0 \leq d < 2 \) and hits 1 a.s. if \( 0 \leq d' < 2 \).
The next lemma deals with the existence and uniqueness to the CIR SDE and with the probability for the solution to hit zero. It is proved for instance in [LL08, Theorem 6.2.2 and Proposition 6.2.3].

**Lemma 5.2.** Let \(a \geq 0, b, \sigma \in \mathbb{R}\). Suppose that \(W\) is a standard Brownian motion defined on \(\mathbb{R}_+\). For any real number \(x \geq 0\), there is a unique continuous, adapted process \(X\), taking values in \(\mathbb{R}_+\), satisfying \(X_0 = x\) and

\[
\frac{dX_t}{dt} = (a - bX_t)dt + \sigma \sqrt{X_t}dW_t \text{ on } [0, \infty).
\]

Moreover, if we denote by \(X^x\) the solution to this SDE starting at \(x\) and by \(\tau^x_0 = \inf\{t \geq 0 : X^x_t = 0\}\),

1. If \(a \geq \frac{\sigma^2}{2}\), we have \(\mathbb{P}(\tau^x_0 = \infty) = 1\), for all \(x > 0\).
2. If \(0 \leq a < \frac{\sigma^2}{2}\) and \(b \geq 0\), we have \(\mathbb{P}(\tau^x_0 < \infty) = 1\), for all \(x > 0\).
3. If \(0 \leq a < \frac{\sigma^2}{2}\) and \(b < 0\), we have \(0 < \mathbb{P}(\tau^x_0 < \infty) < 1\), for all \(x > 0\).

The following result is the Ikeda-Watanabe Theorem, which allows to compare two Itô processes if their starting points and their drift coefficients are comparable, and if their diffusion coefficients are regular enough. It is proved for instance in [RW00, Theorem V.43.1 p.269].

**Theorem 5.3.** *(Ikeda-Watanabe)* Suppose that, for \(i = 1, 2\),

\[
X^i_t = X^i_0 + \int_0^t \sigma(X^i_s)dB_s + \int_0^t \beta^i_s ds, \tag{33}
\]

and that there exist \(b : \mathbb{R} \mapsto \mathbb{R}\), such that

\[
\beta^1_s \geq b(X^1_s), \quad \beta^2_s \geq b^2.
\]

Suppose also that

1. \(\sigma\) is measurable and there exists an increasing function \(\rho : \mathbb{R}_+ \mapsto \mathbb{R}_+\) such that

\[
\int_0^\infty \rho(u)^{-1}du = \infty,
\]

and for all \(x, y \in \mathbb{R}\),

\[
(\sigma(x) - \sigma(y))^2 \leq \rho(|x - y|);
\]

2. \(X^1_0 \geq X^2_0\) a.s.;

3. \(b\) is Lipschitz.

Then \(X^1_t \geq X^2_t\) for all \(t\) a.s.
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