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Abstract
Gibbs sampling, also known as Coordinate Hit-and-Run (CHAR), is a Markov chain Monte Carlo algorithm for sampling from high-dimensional distributions. In each step, the algorithm selects a random coordinate and re-samples that coordinate from the distribution induced by fixing all the other coordinates. While this algorithm has become widely used over the past half-century, guarantees of efficient convergence have been elusive. We show that the Coordinate Hit-and-Run algorithm for sampling from a convex body $K$ in $\mathbb{R}^n$ mixes in $O^*(n^9 R^2 / r^2)$ steps, where $K$ contains a ball of radius $r$ and $R$ is the average distance of a point of $K$ from its centroid. We also give an upper bound on the conductance of Coordinate Hit-and-Run, showing that it is strictly worse than Hit-and-Run or the Ball Walk in the worst case.
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1 Introduction

Sampling from a distribution in high-dimensional space is a fundamental problem and an essential ingredient of algorithms for optimization, integration, statistical inference, and other applications. Progress on sampling algorithms has led to many useful tools, both theoretical and practical. In the most general setting, given access to a function
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\( f : \mathbb{R}^n \to \mathbb{R}_+ \), the goal is to generate a point \( x \) whose density is proportional to \( f(x) \). Two special cases of particular interest are when \( f \) is uniform over a convex body and when \( f \) is a Gaussian restricted to a convex set.

The general approach to sampling is to design an ergodic, time-reversible Markov chain whose state space is the convex body and which has the desired density as its stationary distribution. The key question is to bound the rate of convergence of the Markov chain. The Ball Walk [14, 17, 22] and Hit-and-Run [2, 20, 25] are two Markov chains that work in full generality and have been shown to mix rapidly (i.e., the convergence rate is polynomial in ambient dimension) for arbitrary log-concave densities. Three decades of improvements have reduced the complexity of this problem to a small polynomial in the dimension. For a log-concave density with support of diameter \( D \), the mixing time of both Ball Walk and Hit-and-Run is \( O^*(n^2D^2) \), each step requiring \( O(n^2) \) function evaluations and \( O(n^2) \) arithmetic operations, giving total arithmetic complexity of \( O^*(n^4D^2) \) [14, 18, 20].

A simple and widely-used algorithm that pre-dates these developments is the Gibbs Sampler, proposed by Turchin in 1971 [27]. It is inspired by statistical physics and is commonly used for sampling distributions [6, 7] and Bayesian inference [9–11]. To sample from a multivariate density, at each step, the Gibbs sampling algorithm selects a coordinate (either at random or in order, cycling through the coordinates), fixes all other coordinates, and re-samples this coordinate from the induced distribution. This algorithm is very similar to Hit-and-Run, except that instead of picking a direction uniformly at random from the unit sphere, it is picked only from one of the \( n \) basis vectors (see [1] for a historical account and more background). It was reported to be significantly faster than Hit-and-Run in state-of-the-art software for volume computation and integration [3, 5, 8]. Gibbs sampling, also called Coordinate Hit-and-Run, has a computational benefit: updating the current point takes \( O(n) \) time rather than \( O(n^2) \) even for polyhedra since the update is along only one coordinate direction. Thus the overhead per step is reduced from \( O(n^2) \), as in all previous algorithms, to \( O(n) \). However, despite half a century of intense study, the convergence rate of Gibbs sampling has remained an open problem.

This paper shows that Gibbs sampling/Coordinate Hit-and-Run mixes rapidly for any convex body \( K \). Before stating our main theorem formally, we define the Coordinate Hit-and-Run.

**Coordinate Hit-and-Run.** Algorithm 1 describes the Coordinate Hit-and-Run Markov chain, hereafter referred to as CHAR, for sampling uniformly from a convex body \( K \subset \mathbb{R}^n \). Let \( \{e_i : i \in [n]\} \) be the standard basis for \( \mathbb{R}^n \). The input to the algorithm is the convex body \( K \), a starting point \( x^{(0)} \) in the interior of \( K \), and the number of steps \( T \).

The stationary distribution of the Coordinate Hit-and-Run walk is the uniform distribution \( \pi_K \) over \( K \). To sample from a general log-concave density \( f : \mathbb{R}^n \to \mathbb{R}_+ \) the only change is in Step 2, where the next point \( y \) is chosen according to \( f(y) \) restricted to \( \ell \). In both cases, the process is symmetric and ergodic, so the stationary distribution of the Markov chain is the desired distribution.

---

1 The \( O^* \) notation suppresses logarithmic factors and dependence on other parameters like error bound.
Algorithm 1: Coordinate Hit-and-Run (CHAR)

Input: a point $x^{(0)} \in K$, integer $T$.

for $i = 1, 2, \ldots, T$ do
  Pick a uniformly random axis direction $e_j$
  Set $x^{(i)}$ to be a random point along the line $\ell = \{x^{(i-1)} + te_j : t \in \mathbb{R}\}$ chosen uniformly from $\ell \cap K$.
end

Output: $x^{(T)}$.

We can now state our main theorem (see Sect. 1.1 for the definition of a warm start).

Theorem 1.1 Let $K$ be a convex body in $\mathbb{R}^n$ containing a unit ball. Let $R^2$ be the expected squared distance of a uniformly random point in $K$ from the centroid of $K$, and let $\pi_K$ denote the uniform distribution on $K$. Let $\sigma$ be a starting distribution and let $\sigma^m$ be the distribution of the current point after $m$ steps of Coordinate Hit-and-Run in $K$. Let $\varepsilon > 0$, and suppose that $\sigma$ is $M$-warm with respect to $\pi_K$. Then for

$$m > 7 \cdot 10^4 \cdot \frac{M^2 R^2 n^9}{\varepsilon^2} \log \frac{2M}{\varepsilon},$$

the total variation distance between $\sigma^m$ and $\pi_K$ is less than $\varepsilon$.

By applying an affine transformation, $R$ can be made $O(\sqrt{n})$ (see [4, 14, 21]). We note that from a warm start, both the Ball Walk and Hit-and-Run have a mixing time of $O^*(n^2 R^2)$ [14, 20]. While our bound is likely not the best polynomial bound for CHAR, in Sect. 4, we show that it is necessarily higher than the bound for Hit-and-Run.

Concurrently and independently, Narayanan and Srivastava [23] also proved a polynomial bound on the mixing rate of Coordinate Hit-and-Run, with a different proof. They showed that CHAR mixes in $O^*(n^7 R_1^4)$ steps where $R_1$ is the smallest number s.t., $B_\infty \subseteq K \subseteq R_1 B_\infty$, i.e., the cube sandwiching ratio ($R_1$ can be larger than $R$ in our theorem by a factor of $\sqrt{n}$). After an affine transformation, $R_1$ can be bounded by $O(n)$.

A key ingredient of our proof is a new “$\ell_0$”-isoperimetric inequality. We will need the following definition.

Definition 1.2 (axis-disjoint) Two measurable sets $S_1, S_2$ are called axis-disjoint if for all $x \in S_1$ and $y \in S_2$, $|\{i \in [n] : x_i = y_i\}| \leq n - 2$.

In other words, it is not possible to move from a point in $S_1$ to any point in $S_2$ in one step of CHAR and vice versa (see Fig. 1).

The main component of the proof of Theorem 1.1 is the following isoperimetric inequality for axis-disjoint subsets of a convex body.

Theorem 1.3 Let $K$ be a convex body in $\mathbb{R}^n$ containing a unit ball with $R^2 = \mathbb{E}_K(\|x - z_K\|^2)$ where $z_K$ is the centroid of $K$. Let $S_1, S_2 \subseteq K$ be two measurable subsets of $K$ such that $S_1$ and $S_2$ are axis-disjoint. Then for any $\varepsilon \geq 0$, the set
Fig. 1 Axis-disjoint subsets $S_1$ and $S_2$

$S_3 = K \setminus \{ S_1 \cup S_2 \}$ satisfies

$$\text{vol}(S_3) \geq \frac{\varepsilon}{800 \cdot n^{3.5} R} \cdot (\min \{ \text{vol}(S_1), \text{vol}(S_2) \} - \varepsilon \cdot \text{vol}(K)).$$

At a high level, we follow the proof of rapid mixing based on the conductance of Markov chains [24] in the continuous setting [19]. We give a simple, new one-step coupling lemma (Lemma 3.1) which reduces the problem of lower bounding the conductance of CHAR for a convex body $K$ to lower bounding the isoperimetric coefficient of axis-disjoint subsets in $K$. Roughly speaking, the inequality says the following: If two subsets of $K$ are axis-disjoint, then the remaining mass of the body is proportional to the smaller of the two subsets. This inequality is our main technical contribution. In comparison, the isoperimetric inequality for Euclidean distance says that for any two subsets of a convex body, the remaining mass is proportional to their (minimum) Euclidean distance times the smaller of the two subset volumes.

Standard approaches to proving such inequalities, notably localization [13, 15], which reduce the desired high-dimensional inequality to a one-dimensional inequality, do not seem to be directly applicable to proving this “$\ell_0$-type” inequality. So we develop a first-principles approach where we first prove the isoperimetric inequality for cubes (Lemma 2.4), taking advantage of their product structure, and then for general convex bodies (Theorem 1.3) using a tiling of space with cubes. In the latter part, we will use several known properties of convex bodies, including Euclidean isoperimetry.

1.1 Preliminaries

We restate a few useful definitions from [19].

**Markov chain:** Let $\mathcal{M}$ be a Markov chain with state space $K$ and stationary distribution $Q$. For any measurable subset $S \subseteq K$ and $x \in K$, let $P_x(S)$ be the probability that one step of $\mathcal{M}$ from $x$ goes to a point in $S$. Distribution $Q$ is called station-
ary if one step from it gives the same distribution, i.e., for any measurable subset $S \subseteq K$,

$$\int_K P_x(S) \, dQ(x) = Q(S).$$

The Markov chain is *time-reversible* if for any two subsets $A, B \subseteq K$

$$\int_A P_x(B) \, dQ(x) = \int_B P_x(A) \, dQ(x).$$

In other words, the probability of going from $A$ to $B$ is the same as that of going from $B$ to $A$ for a reversible Markov chain. The ergodic flow of a measurable subset $S \subseteq K$, denoted by $p(S)$ is defined as

$$p(S) = \int_S P_x(K \setminus S) \, dQ(x).$$

**Conductance:** The conductance of a subset $S \subseteq K$, denoted by $\phi(S)$, is defined as

$$\phi(S) = \frac{\int_S P_x(K \setminus S) \, dQ(x)}{\min\{Q(S), Q(K \setminus S)\}},$$

*Conductance measures the probability of moving from $S$ to $K \setminus S$, conditioned on starting in $S$ in the stationary distribution* [12]. The conductance of the Markov chain is defined as

$$\phi = \inf_{0 < Q(S) \leq 1/2} \phi(S).$$

For any $s \in [0, 1/2]$ the $s$-conductance of the Markov chain is defined as

$$\phi_s = \inf_{s < Q(S) \leq 1/2} \frac{p(S)}{Q(S) - s}.$$ 

$s$-conductance is a weaker notion of conductance; it is defined only for sets with relatively large measures. Both conductance and $s$-conductance can be used to bound the mixing time of a Markov chain [19].

**Warm start:** Given distributions $P$ and $Q$ on the same state space $A$, $P$ is said to be $M$-warm with respect to $Q$ if

$$M = \sup_{A \subseteq A} \frac{P(A)}{Q(A)}.$$ 

If the initial distribution $Q_0$ is $O(1)$-warm with respect to the stationary distribution $Q$, we say that $Q_0$ is a warm start for $Q$. 

© Springer
**Lazy chain:** A lazy version of a Markov chain with transition probability $P$ is one where we use the transition probability $P_x(\{y\}) = P_x(\{y\})/2 + 1(x = y)/2$. With probability $1/2$, the chain feels lazy and stays in the same state.

For a body $K \subseteq \mathbb{R}^n$, let $\pi_K$ denote the uniform distribution on $K$ and $E_K(X)$ denote the expected value of $X$ with respect to $\pi_K$. For a set $S \in \mathbb{R}^n$, we use $\partial S$ to denote the boundary of $S$ and $\text{vol}(S)$ to denote its $n$-dimensional Lebesgue measure.

**Internal boundary:** For a convex body $K$ and a measurable subset $S \subseteq K$, the internal boundary of $S$ with respect to $K$ is defined as $\partial K(S) = \partial S \cap \text{Int} K$, where $\text{Int} K$ denotes the interior of $K$.

The following theorem shows that the $s$-conductance of a Markov chain bounds its rate of convergence from a warm start.

**Theorem 1.4** [19] Suppose that a lazy, time-reversible Markov chain with stationary distribution $Q$ has $s$-conductance at least $\phi_s$. Then with initial distribution $Q_0$, and $H_s = \sup \{ |Q(A) - Q_0(A)| : A \subset K, \ Q(A) \leq s \}$, the distribution $Q_t$ after $t$ steps satisfies

$$d_{TV}(Q_t, Q) \leq H_s + \frac{H_s}{s} \left(1 - \frac{\phi_s^2}{2}\right)^t.$$ 

**2 The Isoperimetric Inequality**

Before proving Theorem 1.3, we need a few definitions.

**Definition 2.1** (axis-aligned line) A line $\ell$ in $\mathbb{R}^n$ is called axis-aligned if $\ell = \{x_0 + te_i : t \in \mathbb{R}\}$ for some $i \in \{1, \ldots, n\}$ and a point $x_0 \in \mathbb{R}^n$.

**Definition 2.2** (axis-aligned cube) A cube $C$ is called axis-aligned if

$$C = \{x \in \mathbb{R}^n : \|x - x_0\|_{\infty} \leq r\},$$

where $x_0 \in \mathbb{R}^n$ is a fixed point and $r$ is a positive constant.

**Definition 2.3** (isoperimetric coefficient for cubes) The isoperimetric coefficient for axis-aligned cubes, $\psi_c$, is the largest positive real such that for any axis-aligned cube $C \in \mathbb{R}^n$, and any two axis-disjoint subsets $S_1, S_2 \subseteq C$, with $S_3 = C \setminus (S_1 \cup S_2)$,

$$\text{vol}(S_3) \geq \psi_c \cdot \min \{\text{vol}(S_1), \text{vol}(S_2)\}.$$ 

**Lemma 2.4** (cube isoperimetry) Let $C$ be an axis-aligned cube, and let $S_1, S_2 \subseteq C$ be two measurable subsets of $C$ such that $S_1$ and $S_2$ are axis-disjoint. Then the set $S_3 = C \setminus \{S_1 \cup S_2\}$ satisfies

$$\text{vol}(S_3) \geq \frac{\ln 2}{n} \cdot \min \{\text{vol}(S_1), \text{vol}(S_2)\}.$$
Remark 1 We believe that the bound above is not optimal, and even an absolute constant factor might be possible.

Proof Without loss of generality, let $C$ be a unit cube and let $\text{vol}(S_1) \leq \text{vol}(S_2)$. For each coordinate $i \in [n]$, consider the projection functions

$$
\pi_i : \mathbb{R}^n \to \mathbb{R}^{n-1}, \quad \pi_i : x = (x_1, \ldots, x_n) \mapsto \hat{x}_i = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n).
$$

For each $i \in [n]$, extend $\pi_i(S_1)$ to

$$
E_i(S_1) = \{(x, y) : x \in \pi_i(S_1), y \in [0, 1]\}.
$$

Note that for all $i \in [n]$, $E_i(S_1) \cap S_2 = \emptyset$ as $S_1$ and $S_2$ are axis disjoint. Thus, $E_i(S_1) \subseteq S_1 \cup S_3$ and

$$
\text{vol}(E_i(S_1)) \leq \text{vol}(S_1) + \text{vol}(S_3). \tag{1}
$$

Since the side length of the cube is 1, $\text{vol}_n(E_i(S_1)) = \text{vol}_{n-1}(\pi_i(S_1))$. Summing up inequality (1) over all $i \in [n]$, we get

$$
n \cdot \text{vol}(S_1) + n \cdot \text{vol}(S_3) \geq \sum_{i=1}^{n} \text{vol}(E_i(S_1)) = \sum_{i=1}^{n} \text{vol}_{n-1}(\pi_i(S_1)).
$$

After shifting $n \cdot \text{vol}(S_1)$ to the RHS and using AM-GM inequality,

$$
n \cdot \text{vol}(S_3) \geq n \cdot \left( \prod_{i=1}^{n} \text{vol}_{n-1}(\pi_i(S_1)) \right)^{1/n} - n \cdot \text{vol}(S_1).
$$

The Loomis–Whitney inequality [16] states that for any subset $S \subseteq \mathbb{R}^n$,

$$
\prod_{i=1}^{n} \text{vol}_{n-1}(\pi_i(S)) \geq \text{vol}(S)^{n-1}.
$$

Using the Loomis–Whitney inequality on $S_1$, we get

$$
n \cdot \text{vol}(S_3) \geq n \cdot (\text{vol}(S_1))^{(n-1)/n} - n \cdot \text{vol}(S_1)
$$

$$
= n \cdot \text{vol}(S_1) \cdot \left( \frac{1}{\text{vol}(S_1)^{1/n}} - 1 \right) \geq n \cdot \text{vol}(S_1) \cdot (2^{1/n} - 1)
$$

$$
\geq \text{vol}(S_1) \cdot \ln 2.
$$

The last inequality follows from the fact that $\lim_{n \to \infty} n(2^{1/n} - 1) = \ln 2$. \qed
Before proceeding to the proof of isoperimetry for general convex bodies, we state two lemmas:

**Lemma 2.5** Let $C$ be an axis-aligned unit cube. Let $S_1$ and $S_2$ be axis-disjoint subsets of $C$ with $\text{vol}(S_1) \leq \left(\frac{2}{3}\right) \cdot \text{vol}(C)$. Let $S_3 = C \setminus \{S_1 \cup S_2\}$. Then

$$\text{vol}(S_3) \geq \frac{\psi_c}{4} \cdot \text{vol}(S_1).$$

**Proof** Since $S_3 = C \setminus \{S_1 \cup S_2\}$,

$$\text{vol}(S_3) \geq 1 - \text{vol}(S_1) - \text{vol}(S_2). \quad (2)$$

Applying Lemma 2.4 to $C$ gives

$$\text{vol}(S_3) \geq \psi_c \cdot \min\{\text{vol}(S_1), \text{vol}(S_2)\}. \quad (3)$$

A lower bound on $\text{vol}(S_3)$ is the maximum of the bounds obtained from (2) and (3), i.e.,

$$\text{vol}(S_3) \geq \max\{1 - \text{vol}(S_1) - \text{vol}(S_2), \psi_c \cdot \min\{\text{vol}(S_1), \text{vol}(S_2)\}\}$$

$$\geq \psi_c \cdot \frac{\text{vol}(S_1)}{4}. \quad (4)$$

The last inequality follows from the constraints $0 < \text{vol}(S_1) \leq \frac{2}{3}$ and $\text{vol}(S_1) + \text{vol}(S_2) \leq 1$. \hfill \qed

In the next lemma, we restate an isoperimetric inequality from [13].

**Lemma 2.6** (Euclidean isoperimetry) Let $K \subset \mathbb{R}^n$ be a convex body containing a unit ball and $R^2 = \mathbb{E}_K(\|x - z_K\|^2)$ where $z_K$ is the centroid of $K$. For a subset $S \subseteq K$, let $\partial_K(S)$ denote the boundary of $S$, relative to $K$. Then for any $S \subseteq K$ of volume at most $\text{vol}(K)/2$, we have

$$\text{vol}_{n-1}(\partial_K S) \geq \frac{\ln 2}{R} \cdot \text{vol}(S).$$

We can now prove the isoperimetric inequality for axis-disjoint subsets of a convex body, which we restate below for convenience.

**Theorem 1.3** Let $K$ be a convex body in $\mathbb{R}^n$ containing a unit ball with $R^2 = \mathbb{E}_K(\|x - z_K\|^2)$ where $z_K$ is the centroid of $K$. Let $S_1, S_2 \subseteq K$ be two measurable subsets of $K$ such that $S_1$ and $S_2$ are axis-disjoint. Then for any $\varepsilon \geq 0$, the set $S_3 = K \setminus \{S_1 \cup S_2\}$ satisfies

$$\text{vol}(S_3) \geq \frac{\varepsilon}{800 \cdot n^{3.5} R} \cdot \left(\min\{\text{vol}(S_1), \text{vol}(S_2)\} - \varepsilon \cdot \text{vol}(K)\right).$$
Proof Without loss of generality, let $\text{vol}(S_1) \leq \text{vol}(S_2)$. We also assume that $K$ contains the origin (otherwise we can shift $K$ by its mean). Let $K' = (1 - \alpha)K$ for $\alpha = \varepsilon/(2n)$, and let $S'_i = S_i \cap K'$ for $i \in \{1, 2\}$. Note that $\text{vol}(K') = (1 - \alpha)^n \cdot \text{vol}(K)$ and therefore

$$\text{vol}(K \setminus K') = (1 - (1 - \alpha)^n) \cdot \text{vol}(K) \geq \frac{\varepsilon}{2} \cdot \text{vol}(K).$$

For any set $X \subseteq K$, we have

$$\text{vol}(X \cap K') \geq \text{vol}(X) - \text{vol}(K \setminus K') \geq \text{vol}(X) - \frac{\varepsilon}{2} \cdot \text{vol}(K). \quad (5)$$

Next, consider a standard lattice of width $\delta$, with each lattice point inducing an $n$-dimensional cube of side length $\delta$. Since $K$ contains a unit ball, $\delta = \alpha/(4\sqrt{n})$ ensures that any cube that intersects $K'$ and all its neighboring lattice cubes are fully contained in $K$. For a set of cubes $\mathcal{W}$, let $\mu(\mathcal{W}) = \bigcup_{c \in \mathcal{W}} c$.

Let $C$ be the set of cubes that intersect $S_1$. We partition $C$ into two sets (see Fig. 2):

- $C_1 = \{c \in C : \text{vol}(c \cap S_1) \leq (2/3) \cdot \text{vol}(c)\}$, the subset of cubes in $C$ where $S_1$ takes up at most $2/3$ of the volume of the cube, and
- $C_2 = \{c \in C : \text{vol}(c \cap S_1) > (2/3) \cdot \text{vol}(c)\}$, the subset of cubes in $C$ where $S_1$ takes up more than $2/3$ of each cube.

Depending on whether most of the volume $S_1$ is contained in $C_1$ or $C_2$, there are two possibilities:

**Case 1:** If $\text{vol}(\mu(C_1) \cap S_1) \geq \text{vol}(S_1)/2$, i.e., at least half of $\text{vol}(S_1)$ resides in cubes in $C_1$, then we apply Lemma 2.4 to every cube in $C_1$ individually to bound $\text{vol}(S_3)$. However, $K$ might not completely contain the cubes in $C_1$, so before using the cube isoperimetry, we move to the contracted body $K'$. Let

$$C'_1 = \{c \in C_1 : c \cap K' \neq \emptyset\},$$

i.e., $C'_1$ is the subset of cubes in $C_1$ that intersect $K'$. By our choice of $\alpha$, $\mu(C'_1) \subseteq K$. Using inequality (5) on $\mu(C_1) \cap S_1$ gives

$$\text{vol}(\mu(C'_1) \cap S_1) \geq \text{vol}(\mu(C_1) \cap S_1 \cap K') \geq \text{vol}(\mu(C_1) \cap S_1) - \frac{\varepsilon}{2} \cdot \text{vol}(K). \quad (6)$$

Now consider a cube $c$ in $C'_1$. Using Lemma 2.5 on $c$,

$$\text{vol}(S_3 \cap c) \geq \psi_c \cdot \frac{\text{vol}(S_1 \cap c)}{4}. \quad (7)$$
Fig. 2 Illustration of the isoperimetry proof. $S_1$ is bounded by the thick black curve. $C_1$ is shaded in yellow, $C_2$ is shaded in orange, and $B$ is colored blue.

Summing (7) over every cube in $C_1'$, we get

$$\text{vol}(S_3) \geq \frac{\psi_c}{4} \sum_{c \in C_1'} \text{vol}(c \cap S_1) = \frac{\psi_c}{4} \cdot \text{vol}(\mu(C_1') \cap S_1)$$

$$\geq \frac{\psi_c}{4} \left( \text{vol}(\mu(C_1) \cap S_1) - \frac{\varepsilon}{2} \cdot \text{vol}(K) \right) \quad \text{(by inequality (6))}$$

$$\geq \frac{\psi_c}{4} \left( \frac{1}{2} \cdot \text{vol}(S_1) - \frac{\varepsilon}{2} \cdot \text{vol}(K) \right) \quad \text{(since } \text{vol}(\mu(C_1) \cap S_1) \geq \text{vol}(S_1)/2)$$

$$= \frac{\psi_c}{8} \left( \text{vol}(S_1) - \varepsilon \cdot \text{vol}(K) \right).$$

**Case 2:** If $\text{vol}(\mu(C_1) \cap S_1) < \text{vol}(S_1)/2$, then $\text{vol}(\mu(C_2) \cap S_1) \geq \text{vol}(S_1)/2$. Let $B$ be the set of facets of the grid-cubes that intersect $\partial_K (\mu(C_2))$. Since $C_2$ is a set of axis-aligned $n$-dimensional cubes, $B$ is a set of axis-aligned $(n - 1)$-dimensional cubes. Consider a facet $f$ in $B$ with normal axis $e_i$, and let $f_1$ be the grid-cube that is adjacent to $f$ and not in $C_2$, and $f_2$ be the grid-cube that is adjacent to $f$ an in $C_2$.

Let $\pi(f)$ denote the projection of $S_1 \cap f_2$ on $f$, i.e.,

$$\pi(f) = \{ x \in f : \exists y \in S_1 \cap f_2 \text{ s.t. } x_j = y_j, \forall j \in [n] \setminus \{i\} \}.$$
and let $E(f)$ denote the extension of this projection along the $e_i$-axis in $f_1$ (see Fig. 3), i.e.,

$$E(f) = \{x \in f_1 : \exists y \in \pi(f) \text{ s.t. } x_j = y_j, \ \forall j \in [n] \setminus \{i\}\}.$$  

Then $S_2 \cap E(f) = \emptyset$ as every point in $E(f)$ is reachable from a point in $S_1$ along $e_i$ and therefore cannot be in $S_2$. Because the grid size is $\delta$, $\delta \cdot \text{vol}_{n-1}(f) = \text{vol}(f_1) = \text{vol}(f_2)$.

$$\delta \cdot \text{vol}_{n-1}(\pi(f)) \geq \text{vol}(S_1 \cap f_2) \geq \frac{2}{3} \cdot \text{vol}(f_2) \quad (\text{since } f_2 \in C_2)$$

$$\implies \text{vol}_{n-1}(\pi(f)) \geq \frac{2}{3} \cdot \frac{\text{vol}(f_2)}{\delta} = \frac{2}{3} \cdot \text{vol}_{n-1}(f).$$

This gives

$$\text{vol}(E(f)) \geq \delta \cdot \text{vol}_{n-1}(\pi(f)) \geq \frac{2}{3} \cdot \delta \cdot \text{vol}_{n-1}(f). \quad (8)$$

Since $E(f)$ does not contain $S_2$, it can contain $S_1$ and $S_3$. If $E(f)$ does not contain $S_1$, then $E(f) \subseteq S_3$ and we can add the mass from (8) to $S_3$.

Otherwise $f_1 \in C_1$, and there are two possibilities:

- $\text{vol}(S_1 \cap f_1) \leq (1/3) \cdot \text{vol}(f_1)$: We can simply subtract this volume from $\text{vol}(E(f))$ to get

$$\text{vol}(S_3 \cap f_1) \geq \text{vol}(E(f)) - \text{vol}(S_1 \cap f_1)$$

$$\geq \frac{2}{3} \cdot \delta \cdot \text{vol}_{n-1}(f) - \frac{1}{3} \cdot \text{vol}(f_1) = \frac{\delta}{3} \cdot \text{vol}_{n-1}(f).$$
Fig. 4 Illustration of $B'$ and $C_2'$ for the same convex body $K$ and subset $S_1$ as in Fig. 2. Note that $B' \subseteq B$ and both the cubes adjacent to any facet in $B'$ are completely contained in $K$.

\[\frac{1}{2} \cdot \psi c \cdot \delta \cdot \text{vol}_{n-1}(f)\]

Since an $n$-dimensional cube has $2n$ facets, it can contribute to the extension of a facet at most $2n$ times. Therefore, every facet on the boundary $B$ contributes at least

\[\frac{1}{2n} \cdot \psi c \cdot \delta \cdot \text{vol}_{n-1}(f)\]

to $\text{vol}(S_3)$. However, $f_1$ (and $\mathcal{E}(f)$) might not be fully contained in $K$. So we again move to the contraction $K'$. Let

\[C_2' = \{c \in C_2 : c \cap K' \neq \emptyset\}.\]
Our choice of $\alpha$ ensures that every cube in $C'_2$ and all the cubes that are adjacent to a cube in $C'_2$ are fully contained in $K$. Let $I = K' \cap \mu(C_2)$. Let $B'$ be the set of facets of grid-cubes that intersect $\partial_{K'}(I)$, the internal boundary of $I$ relative to $K'$ (see Fig. 4).

Then $B' \subseteq B$. To see this, consider a facet $f \in B'$. Let $f_1, f_2$ be the grid-cubes adjacent to $f$ such that $f_2$ is fully contained in $I$. Because $f$ intersects the internal boundary of $I$ with respect to $K'$, $f_1$ cannot be fully contained in $I$. Since $f_1$ has a neighbor (namely $f_2$) which intersects $K'$, $f_1 \subset K'$. If $f_1 \in C_2$, then by definition $f_1 \not\subset I$, which contradicts the fact that $f$ lies on the boundary of $I$. Therefore, $f_1 \not\in C_2$, and as a result $f$ lies on the boundary of $C_2$, i.e., $f \in B$. Therefore using (9), every facet $f \in B'$ contributes at least

$$\frac{1}{2n} \cdot \frac{\psi_c}{12} \cdot \delta \cdot \text{vol}_{n-1}(f)$$

to $\text{vol}(S_3)$. Summing this up over $B'$,

$$\text{vol}(S_3) \geq \frac{1}{2n} \cdot \frac{\psi_c}{12} \cdot \delta \cdot \sum_{f \in B'} \text{vol}_{n-1}(f) \geq \frac{\delta \cdot \psi_c}{24n} \cdot \text{vol}_{n-1}(\partial_{K'}(I)). \quad (10)$$

Using Lemma 2.6 on $I$ in $K'$,

$$\text{vol}_{n-1}(\partial_{K'}(I)) \geq \frac{\ln 2}{R} \cdot \min \{\text{vol}(I), \text{vol}(K') \setminus I\}. \quad (11)$$

Using inequality (5) on $I$,

$$\text{vol}(I) = \text{vol}(K' \cap \mu(C_2)) \geq \text{vol}(\mu(C_2)) - \frac{\varepsilon}{2} \cdot \text{vol}(K) \geq \frac{1}{2} \cdot (\text{vol}(S_1) - \varepsilon \cdot \text{vol}(K)), \quad (12)$$

where the last inequality follows from $\text{vol}(\mu(C_2) \cap S_1) \geq (1/2) \cdot \text{vol}(S_1)$. On the other hand, since $I \subseteq C'_2$,

$$\text{vol}(I) \leq \text{vol}(\mu(C'_2)) \leq \frac{3}{2} \cdot \text{vol}(S_1 \cap \mu(C'_2)) \leq \frac{3}{4} \cdot \text{vol}(K),$$

where the second inequality is because $S_1$ occupies at least $2/3$ of every cube in $C'_2$. Therefore,

$$\text{vol}(K' \setminus I) \geq \text{vol}(K') - \frac{3}{4} \cdot \text{vol}(K) \geq \left(1 - \frac{\varepsilon}{2} - \frac{3}{4}\right) \cdot \text{vol}(K) \geq \frac{\text{vol}(K)}{4} - \frac{\varepsilon}{2} \cdot \text{vol}(K) \geq \frac{1}{2} \cdot (\text{vol}(S_1) - \varepsilon \cdot \text{vol}(K)), \quad (13)$$
where the last inequality uses the fact that \( \text{vol}(S_1) \leq (1/2) \cdot \text{vol}(K) \). Combining inequalities (11), (12), and (13), we get

\[
\text{vol}_{n-1}(\partial K')(I) \geq \frac{\ln 2}{R} \cdot \frac{1}{2} \cdot (\text{vol}(S_1) - \varepsilon \cdot \text{vol}(K)).
\]  

(14)

Plugging the bound from inequality (14) into inequality (10) gives

\[
\text{vol}(S_3) \geq \frac{\delta \cdot \psi_c}{24n} \cdot \text{vol}_{n-1}(\partial K')(I) \geq \frac{\delta \cdot \psi_c \cdot \ln 2}{48 Rn} \cdot (\text{vol}(S_1) - \varepsilon \cdot \text{vol}(K)).
\]  

Using \( \delta = \alpha/(4\sqrt{n}) = \varepsilon/(8n\sqrt{n}) \) and \( \psi_c = (\ln 2)/n \), we have

\[
\text{vol}(S_3) \geq \frac{\varepsilon}{800 Rn^{3.5}} \cdot (\text{vol}(S_1) - \varepsilon \cdot \text{vol}(K)).
\]

\( \square \)

### 3 Conductance

In this section, we bound the \( s \)-conductance of CHAR. The following simple lemma lets us reduce the \( s \)-conductance of \( K \) to the isoperimetry of axis-disjoint subsets of \( K \).

**Lemma 3.1** Let \( S_1 \subseteq K \) be a measurable subset of \( K \) and \( S_2 = K \setminus S_1 \). Let \( S_1' = \{ x \in S_1 : P_x(S_2) < 1/(2n) \} \) and \( S_2' = \{ x \in S_2 : P_x(S_1) < 1/(2n) \} \). Then \( S_1' \) and \( S_2' \) are axis disjoint.

**Proof** For the sake of contradiction, assume that \( S_1' \) and \( S_2' \) are not axis-disjoint. Then there exists an axis-parallel line, \( \ell \), passing through both \( S_1' \) and \( S_2' \). Let \( x \in S_1' \cap \ell \) and \( y \in S_2' \cap \ell \). From the definition of \( S_1' \) and \( S_2' \),

\[
\frac{1}{n} \cdot \frac{\text{len}(\ell \cap S_2)}{\text{len}(\ell \cap K)} \leq P_x(S_2) \leq \frac{1}{2n},
\]  

(15)

\[
\frac{1}{n} \cdot \frac{\text{len}(\ell \cap S_1)}{\text{len}(\ell \cap K)} \leq P_x(S_1) \leq \frac{1}{2n}.
\]  

(16)

Adding (15) and (16) implies that

\[
\text{len}(\ell \cap S_2) + \text{len}(\ell \cap S_1) < \text{len}(\ell \cap K),
\]  

(17)

which is a contradiction. Therefore, \( S_1' \) and \( S_2' \) are axis-disjoint. \( \square \)

**Theorem 3.2** Let \( K \) be a convex body in \( \mathbb{R}^n \) containing a unit ball with \( R^2 = \mathbb{E}_K(\|x - z_K\|^2) \) where \( z_K \) is the centroid of \( K \). Then the \( s \)-conductance of Coordinate Hit-and-Run in \( K \) is at least

\[
\frac{s}{128 \cdot 10^2 \cdot Rn^{4.5}}.
\]
Proof Let $S_1 \subseteq K$ be a measurable subset of $K$ with $s < \pi_K(S_1) \leq 1/2$ and let $S_2 = K \setminus S_1$. Let

$$S'_1 = \left\{ x \in S_1 : P_x(S_2) < \frac{1}{2n} \right\} \quad \text{and} \quad S'_2 = \left\{ x \in S_2 : P_x(S_1) < \frac{1}{2n} \right\}.$$  

The ergodic flow of $S_1$ is given by

$$p(S_1) = \int_{x \in S_1} P_x(S_2) \, d\pi_K(x)$$

$$= \int_{x \in S'_1} P_x(S_2) \, d\pi_K(x) + \int_{x \in S_1 \setminus S'_1} P_x(S_2) \, d\pi_K(x).$$

Since $\int_{x \in S_1 \setminus S'_1} P_x(S_2) \, d\pi_K(x) \geq \text{vol}(S_1 \setminus S'_1)/(2n)$, we get

$$p(S_1) \geq \int_{x \in S_1 \setminus S'_1} P_x(S_2) \, d\pi_K(x) \geq \frac{\text{vol}(S_1 \setminus S'_1)}{2n \cdot \text{vol}(K)}. \tag{18}$$

We can also expand the ergodic flow of $S_1$ as

$$p(S_1) = \int_{x \in S_1} P_x(S_2) \, d\pi_K(x) \geq \int_{y \in S_2 \setminus S'_2} P_y(S_1) \, d\pi_K(y) \tag{19}$$

where $\ast$ follows from time-reversibility of the Markov chain. If $\text{vol}(S'_1) < \text{vol}(S_1)/2$, then by (18),

$$p(S_1) \geq \frac{\text{vol}(S_1)}{4n \cdot \text{vol}(K)} = \frac{\pi_K(S)}{4n}.$$  

This implies $\phi_s(S_1) \geq 1/(4n)$. Similarly, if $\text{vol}(S'_2) < \text{vol}(S_2)/2$, then by (19),

$$p(S_1) \geq \frac{\text{vol}(S_2)}{4n \cdot \text{vol}(K)} \geq \frac{\text{vol}(S_1)}{4n \cdot \text{vol}(K)} = \frac{\pi_K(S)}{4n}.$$  

This also implies $\phi_s(S_1) \geq 1/(4n)$. So, assume that $\text{vol}(S'_1) \geq \text{vol}(S_1)/2$ and $\text{vol}(S'_2) \geq \text{vol}(S_2)/2$. Let $S'_3 = K \setminus \{ S'_1 \cup S'_2 \}$. Lemma 3.1 implies that $S'_1$ and $S'_2$ are axis-disjoint. Thus, using Theorem 1.3 with $\varepsilon = s/2$, we get

$$\text{vol}(S'_3) \geq s \cdot \psi \cdot \left( \min \{ \text{vol}(S'_1), \text{vol}(S'_2) \} - \frac{s}{2} \cdot \text{vol}(K) \right), \tag{20}$$
where \( \psi = 1/(1600 \cdot n^{3.5} R) \). Adding (18) and (19),

\[
\begin{align*}
\psi(S_1) &\geq \frac{1}{2} \left( \frac{\text{vol}(S_1 \setminus S'_1)}{2n \cdot \text{vol}(K)} + \frac{\text{vol}(S_2 \setminus S'_2)}{2n \cdot \text{vol}(K)} \right) = \frac{\text{vol}(S'_3)}{4n \cdot \text{vol}(K)} \\
&\geq \frac{s \cdot \psi}{4n \cdot \text{vol}(K)} \left( \min \{\text{vol}(S'_1), \text{vol}(S'_2)\} - \frac{s}{2} \cdot \text{vol}(K) \right) \quad \text{(from (20))} \\
&\geq \frac{s \cdot \psi}{8n \cdot \text{vol}(K)} \cdot (\min \{\text{vol}(S_1), \text{vol}(S_2)\} - s \cdot \text{vol}(K)) \\
&\geq \frac{s \cdot \psi}{8n \cdot \text{vol}(K)} \cdot (\text{vol}(S_1) - s \cdot \text{vol}(K)) = \frac{s \cdot \psi}{8n} \cdot (\pi_K(S_1) - s).
\end{align*}
\]

So, for any \( S_1 \subseteq K \) with \( s < \pi_K(S_1) \leq 1/2 \), we get

\[
\psi(S_1) \geq \frac{s \cdot \psi}{8n}.
\]

Thus, the \( s \)-conductance of the CHAR, \( \phi_s \), is at least

\[
\phi_s \geq \frac{s \cdot \psi}{8n} = \frac{s}{128 \cdot 10^2 \cdot Rn^{4.5}}.
\]

\( \square \)

**Proof of Theorem 1.1** For a convex body \( K \), let \( \pi_0 \) be the starting distribution of CHAR such that \( \pi_0 \) is \( M \)-warm with respect to \( \pi_K \). Let \( \pi_t \) be the distribution after \( t \) steps of CHAR. Using Theorem 1.4 with \( s = \varepsilon/(2M) \), we get

\[
H_s \leq \frac{\varepsilon}{2} \quad \text{and} \quad d_{TV}(\pi_t, \pi_K) \leq \frac{\varepsilon}{2} + M \left(1 - \frac{\phi_s^2}{2}\right)^t.
\]

The above inequality, along with Theorem 3.2, implies that

\[
t = \frac{4}{\phi_s^2} \log \frac{2M}{\varepsilon} < 7 \cdot 10^4 \cdot \frac{M^2 R^2 n^9}{\varepsilon^2} \log \frac{2M}{\varepsilon}
\]

steps of the CHAR suffice to ensure \( d_{TV}(\pi_t, \pi_K) \leq \varepsilon \).

\( \square \)

### 4 Lower Bound

**Theorem 4.1** There exists a convex body \( K \in \mathbb{R}^n \) containing a unit ball with diameter \( D \), such that the conductance of CHAR on \( K \) is \( O\left(1/(n^{1.5} D)\right)\).

We construct a convex body \( K \in \mathbb{R}^n \) containing a unit ball such that \( K \) is a skew-cylinder along the \( e_1 \) axis whose cross-sections are \((n-1)\)-dimensional unit balls. The skewness of the body forces CHAR to take small steps in the \( e_1 \) direction. Formally,
Fig. 5 The lower bound construction in three dimensions. $S$ is shaded in blue. The extension of $S$ along $e_1$ is shaded in yellow. To escape $S$, Coordinate Hit-and-Run needs to move along the $e_1$ axis. However, the skewness of $K$ forces the step size along $e_1$ to be small.

Let $B(x)$ be an $(n - 1)$-dimensional unit ball centered at $(x, 0, \ldots, 0)$. The convex body $K$ is defined as (see Fig. 5)

$$K = \{x \in \mathbb{R}^n : 0 \leq x_1 \leq D, (x_2, \ldots, x_n) \in B(x_1)\}.$$

Let $d = D/2$ and let $S = \{x \in K : x_1 \leq d\}$. Then, we claim that $\phi(S)$ is $O(1/(n^{1.5}D))$. Before proving this claim, we define axis-parallel extensions of subsets of convex bodies.

**Definition 4.2 (axis-parallel extension)** For a convex body $K$ in $\mathbb{R}^n$ and a measurable subset $S \subseteq K$, the axis-parallel extension of $S$ in $K$, denoted by $\text{ext}_K(S)$ is defined as

$$\text{ext}_K(S) = \{x \in K \setminus S : \exists y \in S \text{ such that } |\{i \in [n] : x_i = y_i\}| = n - 1\}.$$

In other words, $\text{ext}_K(S)$ is the set of points in $K \setminus S$ obtained by changing exactly one coordinate from a point in $S$.

We will first bound the volume of $\text{ext}_K(S)$ and then use it to bound the conductance of CHAR on $K$.

**Lemma 4.3** The volume of the extension of $S$ in $K$ is at most

$$\text{vol}(\text{ext}_K(S)) \leq \frac{40}{\sqrt{n}D} \cdot \text{vol}(S). \quad (21)$$
Proof The extension of $S$ goes beyond $S$ only along the $e_1$ axis, and

$$\text{ext}_K(S) = \{ x \in K : x_1 \in (d, d + 1], (x_2, \ldots, x_n) \in B(d) \cap B(x_1) \}.$$ 

Each $(n-1)$-dimensional slice of $\text{ext}_K(S)$ is the intersection of two $(n-1)$-dimensional unit balls (see Fig. 6). This gives

$$\text{vol}(\text{ext}_K(S)) = \int_{t=0}^{1} \text{vol}(B(d) \cap B(d + t)) \, dt.$$ 

Note that $\text{vol}(B(d) \cap B(d + t))$ is equal to twice the volume of spherical cap at distance $t/2$ from the center of an $n-1$ unit ball. By [26], the volume of a spherical cap at distance $t$ from the center of an $(n-1)$-dimensional unit ball, $C_{n-1}$, is at most $e^{-nt^2/2} \cdot \text{vol}(C_{n-1})$. Thus

$$\text{vol}(B(d) \cap B(d + t)) \leq e^{-nt^2/8} \cdot \text{vol}_{n-1}(B(d))$$

and

$$\text{vol}(\text{ext}_K(S)) = \int_{t=0}^{1} \text{vol}(B(d) \cap B(d + t)) \, dt \leq 2\int_{t=0}^{\infty} e^{-nt^2/8} \cdot \text{vol}_{n-1}(B(d)) \, dt \leq \frac{20}{\sqrt{n}} \cdot \text{vol}_{n-1}(B(d)).$$

Since $\text{vol}(S) = (D/2) \cdot \text{vol}_{n-1}(B(d))$, we have (21). \qed

Lemma 4.4 The conductance of Coordinate Hit-and-Run on $K$ is $O(1/(n^{1.5}D))$. 

\begin{figure}[h] 
\centering 
\includegraphics[width=0.5\textwidth]{fig6.png} 
\caption{$B(d + t) \cap B(t)$} 
\end{figure}
Proof The only points in $S$ with non-zero probability of escaping in one step are

$$y_S = \{ x : d - 1 \leq x_1 \leq d, (x_2, \ldots, x_n) \in B(d) \cap B(x_1) \}.$$ 

Any point in $S_1$ can move out of $S$ in one step of CHAR if only if the first coordinate is selected for re-sampling. Therefore, for any $x \in S_1$,

$$P_x(K \setminus S) \leq \frac{1}{n}.$$ 

By symmetry, $\text{vol}(S_1) = \text{vol}(\text{ext}_K(S)) \leq (40/(\sqrt{n}D)) \cdot \text{vol}(S)$. Therefore,

$$p(S) = \int_S P_x(K \setminus S) d\pi_K(x) = \int_{S_1} P_x(K \setminus S) d\pi_K(x) \leq \frac{1}{n} \cdot \frac{\text{vol}(S_1)}{\text{vol}(K)} \leq \frac{1}{n} \cdot \frac{40}{\sqrt{n}D} \cdot \pi_K(S).$$ 

Therefore, $\phi(S) \leq 40/(n^{1.5}D)$, and the conductance of CHAR in $K$, $\phi$, is at most

$$\phi = O\left(\frac{1}{n^{1.5}D}\right).$$ 

We expect that this translates to a lower bound of $\Omega^*(n^3D^2)$ on the mixing rate even from a warm start. Even though this is worse than the $O^*(n^2D^2)$ mixing rate of Hit-and-Run, it is an interesting open problem to determine the precise mixing rate of CHAR.
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