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Abstract—In this work, we study the task of distributed optimization over a network of learners in which each learner possesses a convex cost function, a set of affine equality constraints, and a set of convex inequality constraints. We propose a fully-distributed adaptive diffusion algorithm based on penalty methods that allows the network to cooperatively optimize the global cost function, which is defined as the sum of the individual costs over the network, subject to all constraints. We show that when small constant step-sizes are employed, the expected distance between the optimal solution vector and that obtained at each node in the network can be made arbitrarily small. Two distinguishing features of the proposed solution relative to other related approaches is that the developed strategy does not require the use of projections and is able to adapt to and track drifts in the location of the minimizer due to changes in the constraints or in the aggregate cost itself. The proposed strategy is also able to cope with changing network topology, is robust to network disruptions, and does not require global information or rely on central processors.

Index Terms—distributed processing, constrained optimization, penalty method, diffusion strategies, consensus strategies, adaptation and learning.

I. INTRODUCTION

DISTRIBUTED convex optimization refers to the task of minimizing the aggregate sum of convex cost functions, each available at an agent of a connected network, subject to convex constraints that are also distributed across the agents. The key challenge in such problems is that each agent is only aware of its own cost function and its constraints. This article proposes a fully decentralized solution that is able to minimize the aggregate cost function while satisfying all distributed constraints. The solution method is based solely on local cooperation among neighboring nodes and does not rely on the use of projection constructions. Furthermore, the individual nodes do not need to know any of the constraints besides their own.

There have been several useful studies on distributed convex optimization and estimation techniques in the literature [2]–[22]. Most existing techniques are suitable for the solution of static optimization problems, where the objective is to determine the location of a fixed optimal parameter. The available solution methods tend to employ constructions that become problematic in the context of adaptation and learning over networks. This is because they rely on the use of decaying step-sizes in their stochastic gradient updates [5], [6], [21]. And it is well-known that decaying step-sizes are a hindrance to adaptation when it is desired to develop dynamic or adaptive solutions that are able to track drifts in the location of the optimal parameter; these drifts can result from changes in the constraint conditions or in the cost functions themselves. For this reason, in this work, we employ constant step-sizes in order to enable continuous adaptation and learning.

When constant step-sizes are used, the dynamics of the distributed algorithm is changed in a nontrivial manner and its convergence analysis becomes more demanding because, as we are going to see, the gradient update term does not die out anymore with time as happens with decaying step-size implementations. In the constant step-size case, gradient noise will always be present and will seep into the update equations. Nevertheless, we will be able to show that the proposed distributed strategy can still ensure approximation errors of the order of the step-size so that arbitrarily small levels of accuracy can be attained by using sufficiently small step-sizes (see Theorem 2).

We further note that most available distributed solutions rely on the use of projection steps in order to ensure that the successive estimates at the nodes satisfy the convex constraints [5], [20]–[23]. In some of the methods [21], [22], each node is required to know all the constraints across the entire network in order to compute the necessary projections. Clearly, this requirement defeats the purpose of a distributed solution since it requires the nodes to have access to global information. The works [5], [23] develop useful distributed solutions where nodes are only required to know their own constraints. However, the constraint conditions still need to be relatively simple in order for the distributed algorithm to be able to compute the necessary projections analytically (such as projecting onto the nonnegative orthant). In cases when the constraints are more complex so that the necessary projections are not easily computed, then several of the existing techniques tend to implement an offline optimization routine that is guaranteed to converge only asymptotically, and not in a finite number of steps, as explained in [24], [25]. The analysis for these methods generally assumes that the projection step is implemented ideally even though the offline iterations are in fact truncated in practice and the truncation errors interfere with the accuracy of the distributed solution.

Motivated by the above considerations, in this work, we propose a distributed solution that employs constant step-sizes and that eliminates the need for projection steps. The solution relies instead on the use of suitably chosen penalty functions and replaces the projection step by a stochastic approximation update that is made to run simultaneously
with the optimization step. The challenge is to show that the use of penalty functions in the stochastic gradient update step still leads to accurate solutions. The analysis in the article establishes that this is indeed possible. In particular, we show following Theorem 2 further ahead how to select the parameters of the proposed algorithm in order to ensure desirable convergence properties with small approximation errors. Moreover, in the proposed solution, the nodes are only required to interact locally and to have access to local estimates from their neighbors; there is no need for the nodes to know any of the constrains besides their own.

One important issue that is useful to mention is that some solution methods (e.g., [24]) require a feasible initial condition for their distributed algorithm. When the constraint set is distributed across the agents, it is not possible to find such feasible initial conditions without a substantial amount of in-network communication. We therefore take a different approach. By relying on suitably defined stochastic approximation steps, we show how the weight estimates constructed by the various nodes will approach the optimal feasible solution with arbitrarily good precision.

The technique used in this work relies on the use of diffusion strategies, which have been proven to have useful convergence and learning properties [26]–[29]. The algorithm is comprised of three steps: 1) an adaptation step that updates the current solution using the local stochastic gradient available at the current iteration; 2) a constraint penalty step that penalizes directions that are not feasible according to the local constraint set; 3) and an aggregation step in which each agent combines its solution estimate with that of its network neighbors. In this way, the only communication that takes place in the algorithm is in-network and relatively low-power since neighbors are usually (but not necessarily) chosen according to physical proximity.

**Notation.** Throughout the manuscript, random quantities are denoted in boldface. Matrices are denoted in capital letters while vectors and scalars are denoted in small-case letters. The operator $\leq$ denotes an element-wise inequality; i.e., $a \leq b$ implies that each pair of elements of the vectors $a$ and $b$ satisfy $a_i \leq b_i$.

**II. BACKGROUND: AUGMENTATION METHODS**

In this section, we briefly review a basic technique in constrained deterministic optimization and highlight some of the issues that are relevant to distributed implementations and that need attention. Specifically, we describe augmentation-based methods for constrained optimization. These methods generally fall into two categories: (1) barrier methods, also known as interior penalty methods, and (2) penalty methods, also known as exterior penalty methods. Both methods are based on a simple yet insightful technique to augment the original objective function with a “penalty” term that penalizes getting too close to the constraint from the interior of the feasible set or leaving the feasible region altogether.

Thus, consider a convex optimization problem of the form:

$$\min_w J(w)$$

subject to $g_l(w) \leq 0, \quad l = 1, 2, \ldots, L$

where $w \in \mathbb{R}^M$, $\{g_1(w), \ldots, g_L(w)\}$ is a collection of convex functions, and $J(w)$ is a strongly convex function from $\mathbb{R}^M$ to $\mathbb{R}$. Augmentation incorporates the inequality constraints into the cost function and helps transform the constrained optimization problem into an unconstrained optimization problem via a convex barrier or penalty function $\delta(\cdot) : \mathbb{R} \rightarrow \mathbb{R}$, in the following manner:

$$\min_w J(w) + \eta \sum_{l=1}^L \delta(g_l(w))$$

(2)

where $\eta > 0$ is a scalar parameter that controls the relative importance of adhering to the constraints. One choice for $\delta(\cdot)$ that yields an equivalent problem to (1) for any finite $\eta > 0$ is the indicator function [24] pp. 562–563:

$$\delta^\text{IP}(x) = \begin{cases} 0, & x \leq 0 \\ \infty, & \text{otherwise} \end{cases}$$

(3)

Observe that the indicator function $\delta^\text{IP}(x)$ is convex and nondecreasing. Since the indicator function is generally non-differentiable, approximations are used in its place. The main difference between barrier methods and penalty methods is the choice of the approximating functions.

**A. Barrier Method**

Barrier methods set a “barrier” around the feasible region. One of the most popular smooth approximations for (3) is the logarithmic barrier function:

$$\delta^\text{log}(x) = \begin{cases} -\log(-x), & x < 0 \\ \infty, & \text{otherwise} \end{cases}$$

(4)

In this case, the algorithm requires a strictly feasible initialization, so that the augmented cost given in (2) is finite. A gradient-descent optimization algorithm would then travel against the gradient of (2), while adjusting the step-size to ensure that the next iterate stays within the feasible region via a line-search algorithm [24] p. 464 [25] p. 288]. Barrier methods are interior-point methods since the iterates never leave the feasible-set. Clearly, this is an advantage since any solution obtained during the optimization process may be used as a sub-optimal approximation. Nevertheless, this advantage requires a strictly feasible initialization. When the entire constraint set $\{g_1(w), \ldots, g_L(w)\}$ is not available to an agent (as happens in distributed constrained optimization), then it is not possible to choose a strictly feasible initializer without sharing this global information with the agents. This situation creates an annoying disadvantage from the perspective of distributed optimization. We will see that penalty methods avoid this difficulty.

**B. Penalty Method**

In contrast to barrier methods, penalty methods give some positive penalty to solutions that fall outside the feasible set. In this case, the inequality penalty function takes the form:

$$\delta^\text{IP}(x) = \begin{cases} 0, & x \leq 0 \\ > 0, & \text{otherwise} \end{cases}$$

(5)
One continuous, convex, and twice-differentiable choice that satisfies (5) is:
\[ \delta_{\text{SIP}}(x) = \max(0, x^3) \quad (6) \]

Observe that \( \delta_{\text{SIP}}(x) \) does not assume unbounded values for bounded \( x \) and, therefore, penalty methods do not require a feasible solution as an initializer. While this fact implies that penalty methods are particularly well-suited for distributed optimization scenarios, it also follows that the iterates may not remain inside the feasible region in general. This property means that there is no longer a need to execute a linesearch backtracking algorithm in gradient-descent implementations and, therefore, the step-sizes may assume \textit{constant} values throughout the execution of the algorithm. The use of constant step-sizes is advantageous for a couple of reasons. First, it allows us to reduce the number of free parameters in the algorithm. Second, it becomes possible to derive useful bounds on the performance of the algorithm. And, perhaps more importantly, constant step-sizes endow the resulting distributed algorithm with adaptation and learning abilities. In this way, the algorithm acquires the ability to track in real-time variations in the underlying constraints and in the location of the minimizer. In comparison, diminishing step-sizes are problematic because once these step-sizes approach their zero limiting value, the algorithm stops adapting.

For penalty methods, we observe that the approximation \( \delta_{\text{IP}}(x) \) of \( \delta_{\text{IP}}(x) \) improves in quality as \( \eta \) increases in value [24, p. 288]. This is because the penalty on the inside of the feasible region is zero and does not increase as \( \eta \) is increased. However, as \( \eta \to \infty \), the function \( \eta \cdot \delta_{\text{IP}}(x) \) approximates the ideal barrier \( \delta_{\text{IP}}(x) \). At that stage, expression (4) would have the shape of the original cost function over the feasible set, and the effective objective would be infinite outside the feasible set. Since \( J(w) \) and the penalty function, \( \delta_{\text{IP}}(g_l(w)) \), are convex, the augmented cost is also convex and its minimizer is obtained at the optimizer of the original optimization problem as \( \eta \to \infty \) [20, p. 366].

Another advantage of penalty methods, as opposed to barrier methods, is that it is possible to easily incorporate \textit{affine} constraints as well. Thus, consider the convex optimization problem:
\[
\begin{align*}
\min_{w} & \quad J(w) \\
\text{subject to} & \quad h_u(w) = 0, \quad u = 1, 2, \ldots, U \\
& \quad g_l(w) \leq 0, \quad l = 1, 2, \ldots, L
\end{align*}
\quad (7)
\]

where the functions \( h_u(w) \) are affine. This problem can also be approached as an unconstrained optimization problem using penalty functions:
\[
\min_{w} J(w) + \eta \left[ \sum_{l=1}^{L} \delta_{\text{IP}}(g_l(w)) + \sum_{u=1}^{U} \delta_{\text{EP}}(h_u(w)) \right] \quad (8)
\]

where \( \delta_{\text{IP}}(\cdot) \) is described in [5] while \( \delta_{\text{EP}}(\cdot) : \mathbb{R} \to \mathbb{R} \) is a convex function that is described by
\[
\delta_{\text{EP}}(x) = \begin{cases} 
0, & x = 0 \\
> 0, & x \neq 0
\end{cases} \quad (9)
\]

One popular choice of a continuous, convex, and twice-differentiable equality penalty function that satisfies (9) is the quadratic penalty:
\[
\delta_{\text{SEP}}(x) = x^2 \quad (10)
\]

Clearly, since the penalty functions are convex and the original objective function is strongly convex, the augmented cost \( (8) \) remains strongly convex. Moreover, when \( (7) \) is feasible, the minimizer of \( (8) \) tends to the optimal solution of the original problem \( (7) \) as \( \eta \to \infty \) (see Theorem 1). This shows that it is possible to tackle both equality and inequality constraints simultaneously using penalty methods. Table I lists the advantages and disadvantages of the barrier and penalty methods for the distributed optimization problem under study.

In the next section, we will examine how penalty methods can be effectively used in distributed convex optimization algorithms to obtain the solution of the original optimization problem \( (7) \) without explicitly communicating the constraints across the agents in the network.

### III. Constrained Optimization over Networks

Consider a network of agents (nodes), where each node \( k \) possesses a strongly convex cost function, \( J_k(w) \), and a convex set of constraints \( w \in \mathcal{W}_k \) where \( w \in \mathbb{R}^M \). The objective of the network is to optimize the aggregate cost across all nodes subject to all constraints, i.e.,
\[
\begin{align*}
\min_{w} & \quad J_{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_k(w) \\
\text{subject to} & \quad w \in \mathcal{W}_1, \ldots, w \in \mathcal{W}_N
\end{align*}
\quad (11)
\]

Each of the convex sets \( \{\mathcal{W}_1, \ldots, \mathcal{W}_N\} \) is defined as the set of points \( w \) that satisfy a collection of affine equality and convex inequality constraints:
\[
\mathcal{W}_k \triangleq \left\{ w : \begin{array}{c}
\sum_{l=1}^{L} g_{k,l}(w) \\ h_{k,u}(w) = 0, \quad u = 1, \ldots, U_k \\ g_{k,l}(w) \leq 0, \quad l = 1, \ldots, L_k
\end{array} \right\} \quad (12)
\]

Obviously, the original optimization problem \( (11) \) can be cast as the optimization of the aggregate cost function \( J_{\text{glob}}(w) \) over the common feasible set, \( \bigcap_{k=1}^{N} \mathcal{W}_k \):
\[
\min_{w} J_{\text{glob}}(w) \quad \text{subject to} \quad w \in \bigcap_{k=1}^{N} \mathcal{W}_k
\quad (13)
\]

where \( \bigcap_{k=1}^{N} \mathcal{W}_k \) is a convex set since the intersection of convex sets is itself convex [24, p. 36]. Assuming a solution for the above deterministic optimization problem exists (i.e., \( \bigcap_{k=1}^{N} \mathcal{W}_k \neq \emptyset \)), we will denote an optimal solution for it by \( w^* \). The optimal objective value is given by \( J_{\text{glob}}(w^*) \). Observe that since \( J_{\text{glob}}(w) \) is strongly-convex, then \( w^* \) is unique (see Fact 1 further ahead).

**Remark 1.** Although we are requiring the individual cost functions \( J_k(w) \) to be strongly convex, this condition is actually unnecessary and it is sufficient to require that at least one of the individual costs is strongly convex while all other costs can simply be convex; this condition is sufficient to ensure that the aggregate cost \( J_{\text{glob}}(w) \) will remain strongly
convex. Most of the results in this manuscript, and especially the convergence results and the conclusions of Facts 1 and 2 and Theorems 1-2 will hold under these weaker conditions — see the explanation given in Remark 2 in Appendix A following equation (73). The strong convexity of the individual costs is adopted here for three reasons. First, the more relaxed situation would require more technical arguments to arrive at the same conclusions, as shown in (31) in a different context. Due to space limitations, we opt to illustrate our construction under the strong convexity condition to facilitate the exposition of the main conclusions without digressing into specialized situations. Second, strong convexity is satisfied in many applications involving adaptation and learning where it is common to incorporate regularization into the cost functions. Regularization automatically ensures strong convexity. Third, when strong convexity is not satisfied, the Hessian matrices of the individual costs can become close-to-singular and ill-conditioned, which is known to be problematic for real-time implementations using streaming data.

Returning to (11), using the cost-augmentation technique described in Sec. III we approximate (11) by using penalty functions in a manner similar to (8). Specifically, we consider the unconstrained problem:

$$\min_w J_{\eta_{\text{glob}}}^{w}(w)$$

(14)

where

$$J_{\eta_{\text{glob}}}^{w}(w) \triangleq \sum_{k=1}^{N} J_{k}(w) + \eta \sum_{k=1}^{N} p_{k}(w)$$

(15)

and

$$p_{k}(w) \triangleq \sum_{i=1}^{L_{k}} \delta^{\text{IP}}(g_{k,i}(w)) + \sum_{u=1}^{U_{k}} \delta^{\text{EP}}(h_{k,u}(w))$$

(16)

with $\delta^{\text{IP}}(x)$ and $\delta^{\text{EP}}(x)$ denoting continuous convex functions that satisfy (5) and (9), respectively. We assume that $\delta^{\text{IP}}(x)$ and $\delta^{\text{EP}}(x)$ are selected so that $\nabla_{w} p_{k}(w') = 0$ when $w' \in \mathcal{W}$ (this is the case, for example, for (5) and (10)). We stress that (14) is not an equivalent problem to (11) when the indicator function (5) is not utilized, but is an approximation for it. We will see later though that the approximation improves as $\eta \to \infty$. When $J_{\eta_{\text{glob}}}^{w}(w)$ is strongly convex, the cost (14) will also be strongly-convex and will have a unique optimizer for any $\eta > 0$ (see Fact 2 further ahead). We shall denote this optimal solution to (14) by $w^{\ast}(\eta)$, which is parameterized in terms of $\eta$. Our task is now two-fold: (1) to motivate a fully distributed algorithm to solve (14) and determine $w^{\ast}(\eta)$, and (2) to characterize the distance between $w^{\ast}(\eta)$ and the desired optimizer $w^{\ast}$ of (11). The distributed solution that we develop will rely solely on local in-network processing with each agent having knowledge of only its own constraint set $\mathcal{W}_{k}$. We will establish after Theorem 2 in the sequel that by choosing the algorithm’s parameters appropriately, it is possible to obtain an arbitrarily accurate approximation for $w^{\ast}$.

### A. Diffusion-Based Distributed Optimization

Consider the optimization problem given by (14). Its aggregate cost can be expressed as the sum of local cost functions as follows:

$$J_{\eta_{\text{glob}}}^{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_{k,\eta}(w)$$

(17)

where

$$J_{k,\eta}(w) \triangleq J_{k}(w) + \eta \cdot p_{k}(w)$$

(18)

and $p_{k}(w)$ is defined in (16). Observe that each function $J_{k,\eta}(w)$ depends only on agent $k$’s information: cost function $J_{k}(w)$ and constraint set $\mathcal{W}_{k}$. This situation falls within the framework of unconstrained diffusion optimization [27], [52]. Following similar arguments to those employed in these references, we conclude that one way to seek the minimizer of (17) is for each node to run iterations of the following form with a constant step-size:

$$\psi_{k,i} = w_{k,i-1} - \mu \cdot \nabla_{w} J_{k,\eta}(w_{k,i-1})$$

(19a)

$$w_{k,i} = \sum_{\ell=1}^{N} a_{\ell k} \psi_{\ell,i}$$

(19b)

In (19a)-(19b), the vector $w_{k,i-1}$ denotes the estimate for $w^{\ast}(\eta)$ at node $k$ at iteration $i - 1$. This iterate is first updated via the (adaptive) gradient-descent update (19a) with step-size $\mu > 0$ to the intermediate value $\psi_{k,i}$. All other nodes in the network perform a similar update simultaneously by using their gradient vectors. Subsequently, each node $k$ uses (19b) to combine, in a convex manner, the intermediate estimates from its neighbors. This step results in the updated estimate $w_{k,i}$ and the process repeats itself. The nonnegative coefficients $\{a_{\ell k}\}$ are chosen to satisfy the conditions:

$$a_{\ell k} = 0, \quad \text{when agents } \ell \text{ and } k \text{ are not neighbors}$$

(20a)

$$\sum_{\ell=1}^{N} a_{\ell k} = 1, \quad k = 1, \ldots, N$$

(20b)

If we collect these coefficients into a matrix $A = [a_{\ell k}]$, then condition (20b) implies that $A = \mathbb{I}_{N}$, where $\mathbb{I}_{N} \in \mathbb{R}^{N}$ is the vector with all entries equal to one.

Evaluating the gradient vector from (18) and substituting into (19a) we get:

$$\psi_{k,i} = w_{k,i-1} - \mu \cdot \nabla_{w} J_{k}(w_{k,i-1}) - \mu \eta \cdot \nabla_{w} p_{k}(w_{k,i-1})$$

(21)
for differentiable penalty functions. Expression (21) indicates that the update from $w_{k,i-1}$ to $\psi_{k,i}$ involves two components: the original gradient vector, $\nabla w_j K(\cdot)$, and the gradient vector of the penalty function. We can incorporate these update terms into $w_{k,i-1}$ in various orders. One convenient way to express the update is to split it into two parts: first we move from $w_{k,i-1}$ to $\zeta_{k,i}$ in the opposite direction of the gradient vector of $J_k(\cdot)$. Subsequently, we incorporate the correction by the penalty gradients, say, as follows:

$$
\zeta_{k,i} = w_{k,i-1} - \mu \cdot \nabla w J_k(w_{k,i-1}) \tag{22a}
$$
$$
\psi_{k,i} = \zeta_{k,i} - \mu \eta \cdot \nabla w p_k(\zeta_{k,i}) \tag{22b}
$$

It is generally expected that the intermediate iterate $\zeta_{k,i}$ generated by (22a) is a better estimate for $w^* (\eta)$ than $w_{k,i-1}$. This motivates us to replace $w_{k,i-1}$ in (22b) by $\zeta_{k,i}$ to get:

$$
\zeta_{k,i} = w_{k,i-1} - \mu \cdot \nabla w J_k(w_{k,i-1}) \tag{23}
$$
$$
\psi_{k,i} = \zeta_{k,i} - \mu \eta \cdot \nabla w p_k(\zeta_{k,i}) \tag{24}
$$

This last substitution is reminiscent of incremental-type arguments in gradient descent algorithms [33]–[35]. We further observe from (16) that the gradient vector of the penalty function can in turn be decomposed into the sum of two gradient components one at a time. We shall forgo splitting of the gradient updates can generally help improve the idea behind the main construction in this article. Further splitting of the gradient updates can generally help improve the performance of the distributed algorithm; this study can be pursued using techniques similar to those used by [36].

Now, combining (23)–(24) with (19b), we arrive at what we shall refer to as the penalized Adapt-then-Combine (ATC) diffusion algorithm shown in Eqs. (25a)–(25c), where $\mathcal{N}_k$ denotes the neighborhood of node $k$. It is also possible to interchange the order in which steps (19a)–(19b) are performed, with combination performed prior to adaptation. Following similar arguments to the above, we can motivate the alternative penalized Combine-then-Adapt (CTA) diffusion algorithm shown in Eqs. (26a)–(26c). Observe that in both penalized ATC and CTA algorithms, there is an explicit step to move along the gradient of the penalty function. This step can be thought of as performing a single incremental “projection” step along agent $k$’s constraints [23, pp. 20-21]. Before we move on to establish the convergence of these distributed strategies for sufficiently small step-sizes, we pause to compare their structure with other related contributions in the literature.

**Algorithm 1** Diffusion Adapt-then-Combine (ATC)

$$
\zeta_{k,i} = w_{k,i-1} - \mu \cdot \nabla w J_k(w_{k,i-1}) \tag{25a}
$$
$$
\psi_{k,i} = \zeta_{k,i} - \mu \eta \cdot \nabla w p_k(\zeta_{k,i}) \tag{25b}
$$
$$
w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i} \tag{25c}
$$

**Algorithm 2** Diffusion Combine-then-Adapt (CTA)

$$
\psi_{k,i} = \frac{1}{N} \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} - \mu \cdot \nabla w J_k(\psi_{k,i-1}) \tag{26a}
$$
$$
\zeta_{k,i} = \psi_{k,i-1} - \mu \eta \cdot \nabla w p_k(\zeta_{k,i}) \tag{26b}
$$
$$
w_{k,i} = P_{\mathcal{X}} \{ \zeta_{k,i} \} \tag{26c}
$$

**B. Comparison with Consensus-Based Constructions**

We first compare the penalized CTA algorithm (26a)–(26c) to the consensus-based algorithm used in [21] for constrained optimization, and which is reproduced below using our notation:

$$
\psi_{k,i} = \frac{1}{N} \sum_{\ell \in \mathcal{N}_k} a_{\ell k} w_{\ell,i-1} \tag{27a}
$$
$$
\zeta_{k,i} = \psi_{k,i-1} - \mu \cdot \nabla w J_k(w_{k,i-1}) \tag{27b}
$$
$$
w_{k,i} = P_{\mathcal{W}} \{ \zeta_{k,i} \} \tag{27c}
$$

where the notation $P_{\mathcal{X}}[y]$ denotes the operation of projecting the vector $y$ onto the set $\mathcal{X}$:

$$
P_{\mathcal{X}}[y] = \arg \min_{x \in \mathcal{X}} \| x - y \| \tag{28}
$$

Observe that the gradient vector in (27b) is evaluated at the old iterate, $w_{k,i-1}$, and not at the updated iterate $\psi_{k,i-1}$ as in (26b). Moreover, the projection step (27c) corresponds to multiple (in principle, infinite) iterations of the final step (26c) of the penalized CTA algorithm and assumes global knowledge of the full feasible set $\mathcal{W}$ by node $k$. This assumption is a hindrance to distributed implementations. Moreover, unless the constraints are simple, the actual projection in (27c) is usually found via augmentation methods such as the barrier method discussed in Sec. [11-A] and enough iterations need to be executed offline until, for example, the norm of the gradient vector is sufficiently small. We therefore note that the consensus-based implementation (27a)–(27c) requires the sharing of global information among all nodes and the algorithm involves two separate time-scales: a slower scale for performing (27a)–(27c) and a faster scale for running the multiple iterations that are needed to carry out the projection needed for step (27c).

Furthermore, it has been shown recently in the literature that performing the combination and adaptation steps incrementally, where the updated iterate $\psi_{k,i-1}$ is used in the gradient vector in (26b), guarantees network stability in mean-square-error optimization problems while consensus-based implementations using (27b) can become unstable. The reason is the following. Note that the same weight estimate $\psi_{k,i-1}$ is used on the right-hand side of the diffusion update (26b), while different estimates $\{ \psi_{k,i-1}, w_{k,i-1} \}$ are used on the right-hand side of the consensus update (27b). This asymmetry can cause an unbounded growth in the state of consensus networks and lead to instability, as explained in [28].

For this reason, we shall continue our presentation by focusing on the penalized CTA and ATC diffusion strategies (25a)–(25c) and (26a)–(26c).
C. Comparison with Projection-Based Constructions

Another distributed algorithm is developed in [5]; it relies on a structure similar to the penalized CTA diffusion form albeit with two important differences: step (26c) is replaced by the local projection step (29c) shown below and the constant step-size in step (26b) is replaced by an iteration-dependent step-size in step (29b):

$$\psi_{k,i-1} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1}$$ (29a)

$$\zeta_{k,i} = \psi_{k,i-1} - \mu i \cdot \nabla w J_k (\psi_{k,i-1})$$ (29b)

$$w_{k,i} = P_{W_{k}} [\zeta_{k,i}]$$ (29c)

In this solution, each node does not need to know the global constraint set \( W \) and would project only onto agent \( k \)'s constraint set \( W_k \), as indicated by (29c). However, and understandably, each constraint set \( W_k \) is required to consist of “simple constraints” whose projections (29c) can be computed analytically, such as the projection onto the non-negative orthant. As explained earlier, the solution method we propose in this work removes the need for carrying out explicit projection steps such as (29c). Moreover, note that step (29b) utilizes a diminishing step-size, which limits the adaptation ability of the network in tracking drifting constraints and cost functions under dynamic optimization scenarios. For this reason, we are setting the step-size to a constant value in (26b). By doing so, the dynamics of the algorithm changes in a significant manner. For one thing, with a constant step-size, the right-most gradient term in (29b) would not vanish anymore (because the step-size does not vanish anymore) and the algorithm will continue to adapt indefinitely. It then becomes necessary to examine whether the algorithm would still be able to approach the solution of the optimization problem with high accuracy due to persistent gradient noise. The main results in this paper establish that this is indeed the case for the proposed penalized diffusion implementations.

IV. Analysis Setup and Main Assumptions

In this section, we study the performance of the penalized algorithms (25a)-(25c) and (26a)-(26c) in a unified manner. We shall not limit our analysis to deterministic optimization problems, but will consider more general stochastic gradient approximation problems where the true gradient vectors, \( \nabla w J_k (\cdot) \), are replaced by approximations, say, \( \hat{\nabla} w J_k (\cdot) \). We model the approximate gradient direction as a randomly perturbed version of the true gradient, say, as:

$$\hat{\nabla} w J_k (w) \triangleq \nabla w J_k (w) + \nu_{k,i} (w)$$ (30)

where \( \nu_{k,i} (\cdot) \) is the perturbation vector (or gradient noise). Observe that once we replace \( \nabla w J_k (w) \) by \( \hat{\nabla} w J_k (w) \), then the variables \( \phi, \psi, \zeta, \) and \( w \) in the diffusion strategies (25a)-(25c) and (26a)-(26c) become random variables due to the presence of the random perturbation \( \nu_{k,i} (\cdot) \).

In order to treat the two penalized diffusion algorithms (ATC and CTA) within a unified framework, we consider the following general description:

$$\phi_{k,i-1} = \sum_{\ell \in N_k} a_{1,\ell k} w_{\ell,i-1}$$ (31a)

$$\zeta_{k,i} = \phi_{k,i-1} - \mu \cdot \hat{\nabla} w J_k (\phi_{k,i-1})$$ (31b)

$$\psi_{k,i} = \zeta_{k,i} - \mu i \cdot \hat{\nabla} w p_k (\zeta_{k,i})$$ (31c)

$$w_{k,i} = \sum_{\ell \in N_k} a_{2,\ell k} \psi_{\ell,i}$$ (31d)

where we introduced two sets of nonnegative convex combination coefficients \( \{a_{1,\ell k}\} \) and \( \{a_{2,\ell k}\} \) that form left-stochastic matrices \( A_1 \) and \( A_2 \) and satisfy:

$$a_{1,\ell k} = 0, \quad \text{when } \ell \notin N_k$$ (32)

$$a_{2,\ell k} = 0, \quad \text{when } \ell \notin N_k$$ (33)

In (31b), we already replaced the true gradient vector, \( \nabla w J_k (\cdot) \), with an approximation \( \hat{\nabla} w J_k (\cdot) \), usually evaluated from instantaneous data realizations. For this reason, \( \phi, \psi, \zeta, \) and \( w \) in (31a)-(31d) are denoted in boldface to highlight that they are now random variables. In order to recover the ATC algorithm, we set \( A_1 = I_N \) and \( A_2 = A \) and to recover the CTA algorithm we set \( A_1 = A \) and \( A_2 = I_N \).

Since the iterate \( w_{k,i} \) generated by (31d) is random, we shall measure performance by examining the average squared distance between \( w_{k,i} \) and \( w^* \):

$$\limsup_{i \to \infty} E \| w^* - w_{k,i} \|^2$$ (34)

Now, using the optimal solution \( w^\alpha (\eta) \) of (14) we can write:

$$\limsup_{i \to \infty} E \| w^* - w_{k,i} \|^2 = \limsup_{i \to \infty} E \| w^* - w^\alpha (\eta) + w^\alpha (\eta) - w_{k,i} \|^2 \leq 2 \| w^* - w^\alpha (\eta) \|^2 + 2 \limsup_{i \to \infty} E \| w^\alpha (\eta) - w_{k,i} \|^2$$ (35)

Approximation Error

We will see later that the approximation error \( \| w^* - w^\alpha (\eta) \|^2 \) can be driven to arbitrarily small values as \( \eta \to \infty \). This agrees with the intuition from Sec. II-B. After we establish this fact, we shift our attention towards characterizing the second term of the upper bound in (35) in order to assess how small (34) is.

We now introduce the necessary assumptions for studying the performance of the diffusion strategies and explain how they arise and where they are used in the analysis. These conditions are of the same nature as assumptions regularly used in the broad distributed optimization literature, as indicated by the references given below in the explanations.

A. Main Assumptions

Assumption 1 (Feasible problem). Problem (11) is feasible and, therefore, a minimizer \( w^* \in W \) exists.

This is a logical assumption and it simply states that the set \( W_1 \cap \ldots \cap W_N \) is non-empty. This situation is common when analyzing barrier and penalty methods [24, p. 561] for solving convex optimization problems.

Assumption 2 (Individual costs). Each cost function \( J_k (w) \) has a Hessian matrix that is bounded from below, i.e., there exist \( \{\lambda_{k,min} > 0\} \) such that, for each \( k = 1, \ldots, N \):

$$\nabla^2 w J_k (w) \geq \lambda_{k,min} I_M$$ (36)
Furthermore, since the individual costs \( J_k(w) \) are strongly convex, there exist \( \lambda_{k,\text{max}} > 0 \) such that
\[
\nabla_w^2 J_k(w) \leq \lambda_{k,\text{max}} I_M \tag{37}
\]

Notice that the bounded Hessian assumption (37) is a relaxation of the bounded gradient assumption used in earlier studies, e.g., in [21], [22]. Assumption 2 allows the case in which some of the nodes may not possess a cost function that depends on \( w \) at all, but that they only enforce constraints with regularization. Observe that when (36) holds, we have the following facts.

**Fact 1** (Uniqueness of \( w^* \)). When Assumption 1 and (36) hold, the optimizer \( w^* \) of (11) is unique [37, p. 217].

**Fact 2** (Uniqueness of \( w^0(\eta) \)). When (36) holds, the optimizer \( w^0(\eta) \) of (14) is unique for any \( \eta \geq 0 \).

Observe that Fact 2 does not require the existence of \( w^* \) (Assumption 1) in order for \( w^0(\eta) \) to be unique—since in this case, \( w^0(\eta) \) will be infeasible in terms of \( \mathcal{W} \) even as \( \eta \to \infty \), and thus not meaningful. Fact 1 follows from Assumptions 1, 2 since strict convexity (which is guaranteed by strong convexity) of the objective function, and the existence of an optimizer, guarantee uniqueness of the optimizer [37, p. 217]. The reason Fact 2 follows from Assumption 2 is that the aggregate cost in (14) will be strongly-convex.

We also require the Hessian matrices of the penalty functions with respect to \( w \) to be bounded from above, but not necessarily from below (they are obviously nonnegative definite since the penalty functions are convex).

**Assumption 3** (Penalty functions). The Hessian matrix of each penalty function \( p_k(w) \), with respect to \( w \), is upper bounded, i.e.,
\[
\nabla_w^2 p_k(w) \leq \lambda_{k,\text{max}}^P I_M
\]
where \( \lambda_{k,\text{max}}^P > 0 \) for all \( u = 1, \ldots, U_k \), \( l = 1, \ldots, L_k \), and \( k = 1, \ldots, N \). Furthermore, since the penalty functions are convex, their Hessian matrices are nonnegative definite.

**Assumption 4** (Combination matrices). The combination matrix \( A \) in the penalized ATC or CTA implementation is primitive and doubly-stochastic.

Since in our unified framework, \( \alpha_k \) and \( \beta_k \) are either \( A_1 \) or \( A_2 \) is the identity matrix, then Assumption 4 is equivalent to requiring that the product matrix \( A = A_1 A_2 \) is primitive and doubly-stochastic. A doubly-stochastic matrix \( A \) is one that satisfies \( A^T I = I \) and \( AI = I \) so that the entries on each of its columns and on each of its rows add up to one. The widely used Metropolis weights [33, 34, 40] satisfy Assumption 4 and can be computed in a distributed manner:
\[
\alpha_k = \begin{cases} 
\min \left( \frac{1}{\lambda_{k,\text{max}}^P}, \frac{1}{\lambda_{k,\text{min}}} \right), & \ell \in \mathcal{N}_k, \ell \neq k \\
1 - \sum_{j \in \mathcal{N}_k \setminus \{k\}} \alpha_{jk}, & \ell = k \\
0, & \text{otherwise}
\end{cases} \tag{39}
\]

where the notation \( |\mathcal{N}_k| \) denotes the degree of node \( k \) or the number of its neighbors. The primitive condition on \( A \) is satisfied by any connected network with at least one self-loop (i.e., at least one \( a_{k,k} > 0 \)) [38]. This situation is common in practice where networks tend to be connected and at least one node has some level of trust in its own data.

**Assumption 5** (Gradient noise model). We model the perturbed gradient vector as:
\[
\nabla_w J_k(w) = \nabla_w J_k(w) + v_{k,i}(w) \tag{40}
\]
where, conditioned on the past history of the iterates \( \mathcal{H}_{i-1} \triangleq \{w_{k,j} : k = 1, \ldots, N \text{ and } j \leq i - 1\} \), the gradient noise \( v_{k,i}(w) \) is assumed to satisfy:
\[
\begin{align*}
E[v_{k,i}(w) | \mathcal{H}_{i-1}] &= 0 \tag{41} \\
E[\|v_{k,i}(w)\|^2] &\leq \alpha \|w\|^2 + \sigma_v^2 \tag{42}
\end{align*}
\]
for some \( \alpha \geq 0 \), \( \sigma_v^2 \), and where \( w \in \mathcal{H}_{i-1} \).

Models similar to (41)–(42) are also used in the works by [6], [25] on distributed algorithms — see the explanation in [38]. We are now ready to state our main results. We delay most of the proofs to the appendices to simplify the exposition.

**V. MAIN CONVERGENCE RESULT**

First, we characterize the distance between the optimizer of the augmented cost function (15), \( w^0(\eta) \), and the optimizer of the original optimization problem (11), \( w^* \). This distance appears in the first term of (35). Therefore, in order to show that the right-hand-side of (35) can be made arbitrarily small, we must first show that this distance can be made arbitrarily small by choosing \( \eta \) appropriately. For convenience, we introduce the compact notation:
\[
w^0(\infty) \triangleq \lim_{\eta \to \infty} w^0(\eta) \tag{43}
\]

**Theorem 1** (Approaching optimal solution). Under Assumptions 1, 2 it holds that:
\[
\|w^* - w^0(\infty)\| = 0 \tag{44}
\]
so that \( w^0(\infty) \) is feasible and optimal.

**Proof.** Since \( J_{\eta}^{\text{glob}}(w) \) is strongly convex, we have that for any point \( w \in \mathbb{R}^M \), the distance from the optimizer \( w^0(\eta) \) is bounded by [24, p. 460]:
\[
\|w^0(\eta) - w\| \leq \frac{2}{\lambda_{\text{min}}} \|\nabla_w J_{\eta}^{\text{glob}}(w)\| \tag{45}
\]
where \( \lambda_{\text{min}} = \min_k \{\lambda_{k,\text{min}}\} \) as defined in Assumption 2. It is possible to obtain an upper bound in (45) that is independent of \( \eta \) as follows. Since we are free to pick \( w \), we let \( w = w^* \), where \( w^* \in \mathcal{W} \) by Assumption 1 to obtain
\[
\|w^0(\eta) - w^*\| \leq \frac{2}{\lambda_{\text{min}}} \|\nabla_w J_{\eta}^{\text{glob}}(w^*)\| \tag{46}
\]
Recalling (15), we have that
\[
\nabla_w J_{\eta}^{\text{glob}}(w^*) = \nabla_w J_{\eta}^{\text{glob}}(w^*) + \eta \sum_{k=1}^N p_k(w^*) \tag{47}
\]
but since by construction, \( p_k(w') = 0 \) when \( w' \in \mathbb{W} \), we have that
\[
\nabla_w f_{\text{glob}}(w^*) = \nabla_w f_{\text{glob}}(w^*)
\]
and since \( \|w^*(\eta)\| \leq \|w^*(\eta) - w^*\| + \|w^*\| \), we obtain
\[
\|w^*(\eta)\| \leq \frac{1}{\lambda_{\min}} \|\nabla_w f_{\text{glob}}(w^*)\| + \|w^*\| < \infty
\]
(49)

The upper bound in (49) is independent of \( \eta \) and is also finite since \( f_{\text{glob}}(w) \) is a continuous function in \( w \). To obtain (44), we appeal to Theorem 2.2 of [30] by noting that \( w^*(\eta) \in \mathbb{B} \), where \( \mathbb{B} \subset \mathbb{R}^M \) is the compact set [41] p. 2–3,188
\[
\mathbb{B} = \left\{ w : \|w\| \leq \frac{2}{\lambda_{\min}} \|\nabla_w f_{\text{glob}}(w^*)\| + \|w^*\| \right\}
\]
(50)
from which we can conclude (44).

We now turn our attention to the convergence of the distributed algorithm.

**Theorem 2 (Convergence condition).** Let Assumptions 2, 3, 4 and 5 hold. Then, the diffusion strategy (31a)–(31d) converges for sufficiently small positive step-sizes, namely, for step-sizes that satisfy
\[
\mu < \min_{1 \leq k \leq N} \left\{ \frac{2\lambda_{k,\max}}{\lambda_{k,\max}^2 + 2\alpha}, \frac{2\lambda_{k,\min}}{\lambda_{k,\min}^2 + 2\alpha}, \frac{2}{\eta \cdot \lambda_{k,\max}} \right\}
\]
(51)
Specifically, it holds that for small \( \mu \)
\[
\limsup_{i \to \infty} \mathbb{E} \|w^*(\eta) - w_{k,i}\|^2 \leq O(\mu) + O((\eta \cdot \mu)^2)
\]
(52)
so that
\[
\lim_{\mu \to 0} \limsup_{i \to \infty} \mathbb{E} \|w^*(\eta) - w_{k,i}\|^2 = 0.
\]
(53)

**Proof.** See Appendix A.

Theorem 2 states that the expected squared distance between \( w_{k,i} \) at each node and \( w^*(\eta) \) is on the order of \( \mu \) or \( (\eta \cdot \mu)^2 \), whichever is larger. This implies that when the step-size is chosen to be sufficiently small, the expected error can be made arbitrarily small as long as \( \eta \in O(1/\mu) \).

We conclude from (44) and (53) that
\[
\lim_{\mu \to 0} \limsup_{i \to \infty} \mathbb{E} \|w^* - w_{k,i}\|^2 = 0
\]
(54)
which may be simplified if we choose the parameter \( \eta \) in terms of \( \mu \) as follows:
\[
\eta = \mu^{-\theta}, \quad 0 < \theta < 1
\]
(55)
Then, we have that:
\[
\lim_{\mu \to 0} \limsup_{i \to \infty} \mathbb{E} \|w^* - w_{k,i}\|^2 = 0
\]
(56)
We conclude that the diffusion strategy (31a)–(31d) effectively solves (11) in a fully distributed manner with progressively improving estimates of the optimizer as \( \mu \to 0 \). In addition, the diffusion algorithm, which utilizes a constant step-size, is capable of tracking varying constraint sets and will continue to track the true optimizer \( w^* \) as the convex constraint sets, \( \mathbb{W}_k \), and cost functions, \( J_k(w) \), drift, as illustrated next.

**VI. Simulation**

We consider a distributed optimization problem with \( N = 5 \) nodes in order to illustrate the trajectory of the solutions clearly. Each node is associated with the mean-square-error cost \( J_k(w) = \mathbb{E}(d_k(i) - h_{i,k}^T w)^2 \), where the desired signal \( d_k(i) \) is related to some unknown model \( \mathbb{P} \) via the linear regression model:
\[
d_k(i) \triangleq h_{i,k}^T \omega + v_k(i)
\]
(57)
To illustrate adaptation and tracking ability, we introduce a single moving hyper-plane per node of the form
\[
g_k(i) = b_{k,i}^T w - z_k(i)
\]
(58)
where \( \{b_{k,i}, z_k(i)\} \) are allowed to change with \( i \). If we define the matrix \( B_i = \text{col}\{b_{1,i}^T, b_{2,i}^T, \ldots, b_{N,i}^T\} \) and the vector \( z_i = \text{col}\{z_1(i), \ldots, z_N(i)\} \), then we have that the global optimization problem is of the form:
\[
\min_w \sum_{k=1}^{N} \mathbb{E}(d_k(i) - h_{i,k}^T w)^2
\]
(59)
subject to \( B_i w - z_i \leq 0 \)

While the projections associated with the distributed solution of this problem may be solved analytically, this setup allows us to demonstrate the tracking ability of the proposed algorithm, which does not rely on the use of projections. We let the inequality constraints drift with time and we track the progress of the algorithm as the estimates at each of the nodes move towards the true optimizer \( w^* \) at time \( i \). The statistical distributions associated with \( h_{k,i} \) and \( v_k(i) \) remain fixed for the duration of the simulation—and, therefore, \( J_k(w) \) is fixed in this simulation while the constraints are drifting. While this need not be the case in general, and the diffusion algorithm will handle the non-stationary cost function scenario as well, keeping the cost function fixed facilitates the utilization of the results.

The variance of the noise \( v_k(i) \) is chosen randomly for each node so that \( \sigma_{v,k}^2 \sim U(0,1) \), where \( U(0,1) \) denotes a uniform distribution on the range \( [0,1] \). The covariance matrices \( \mathbb{E}h_{k,i}^T h_{k,i} = R_{i,k} \) are generated as \( R_{i,k} = Q_k \Lambda_k Q_k^T \) where \( Q_k \) is a randomly generated orthogonal matrix and \( \Lambda_k \) is a diagonal matrix with random elements so that \( \Lambda_k \sim U(0,1) \). The model vector \( \omega \in \mathbb{R}^2 \) is chosen randomly for the simulation. The constraint set is also initialized randomly, morphs and moves as time progresses throughout the simulation. A stepsize of \( \mu = 0.01 \) is chosen with \( \eta = 30 \). The combination weights used throughout the simulation are based on the Metropolis rule (59). The penalty function \( \delta(x) = \sqrt{x^2 + \rho^2} \) was used in the simulation with \( \rho = 0.01 \). Figure 1 illustrates the evolution of the estimates across the nodes as time progresses. We observe that the nodes are attracted towards the feasible region from their initial position and quickly converge towards the true optimizer \( w^* \), which is initially stationary. As the constraint set begins to change after \( i = 160 \), we notice that each node’s estimate of the optimizer changes and tracks \( w^* \) even as the feasible region shrinks and continues to move throughout the simulation. The green line
corresponds to the average trajectory of the nodes’ estimates throughout the simulation.

VII. CONCLUSION

In this work, we developed a distributed optimization strategy based on diffusion adaptation that allows a network of agents to solve a constrained convex problem in which the objective function is the aggregate sum of individual convex objective functions distributed across the nodes. The constraint set is the intersection of convex constraints at each node. The algorithm does not require the agents to know about other constraints besides their own. We showed that through local interactions, the network is able to approach the desired global minimizer to arbitrarily good accuracy levels. The convergence analysis was performed in the stochastic setting in which the gradient vectors of the individual cost functions may not be available at each node and are approximated in the presence of gradient noise.

APPENDIX A

PROOF OF THEOREM 2

In this section, we analyze how well the diffusion strategy (31a)–(31d) approaches the optimal solution $w^*\cdot(\eta)$ of the augmented cost (14). We examine this performance in terms of the mean squared error measure, $\mathbb{E}\|w^*\cdot(\eta) - w_{k,i}\|^2,$ in the presence of gradient noise, as modeled by Assumption 5. We extend the energy analysis framework developed in [27] to handle constrained optimization. Compared with the diffusion strategy studied in [27], however, the models there did not incorporate projection steps similar to (25b) and (26c). When these steps are incorporated, certain differences arise in the analysis that require attention (e.g., some symmetry properties present in the analysis of [27] are lost in the current context and need to be addressed). We first show that the diffusion strategy, in the absence of gradient noise, converges and has a fixed-point. Subsequently, we analyze the distance between this point and the vectors $w^*\cdot(\eta)$ and $w_{k,i}$ in the mean-square-sense.

A. Existence of Fixed Point

At each iteration, we can view the diffusion strategy (31a)–(31d) as a mapping from the vectors $\{w_{k,i}\}$ to the vectors $\{w_{k,i}\}$ or, more generically, as a mapping from some block vector $x$ to another block vector $w$. Thus, let $x = \{x_1, x_2, \ldots, x_N\}$ denote a block vector with sub-vectors $x_k$ of size $M \times 1$. Let also $P[x] = \{\|x_1\|^2, \|x_2\|^2, \ldots, \|x_N\|^2\}$. Then, we observe that given any two input vectors $x^1, x^2 \in \mathbb{R}^{MN}$, the resulting updated vectors $w^1$ and $w^2$ are given by

$$w^1 = (A_2^T \otimes I_M)\psi^1,$$
$$w^2 = (A_2^T \otimes I_M)\psi^2$$

(60a)

where the intermediate vectors $\psi^1$ and $\psi^2$ are constructed as follows in terms of other intermediate block vectors $\{\zeta^1, \zeta^2, \phi^1, \phi^2\}$:

$$\psi^1 = \begin{bmatrix} \zeta^1_1 - \mu \eta \nabla_w p_1(\zeta^1) \\ \vdots \\ \zeta^1_N - \mu \eta \nabla_w p_N(\zeta^1) \\ \phi^1_1 - \mu \nabla_w J_1(\phi^1) \\ \vdots \\ \phi^1_M - \mu \nabla_w J_M(\phi^1) \end{bmatrix},$$

\(\psi^2 = \begin{bmatrix} \zeta^2_1 - \mu \eta \nabla_w p_1(\zeta^2) \\ \vdots \\ \zeta^2_N - \mu \eta \nabla_w p_N(\zeta^2) \\ \phi^2_1 - \mu \nabla_w J_1(\phi^2) \\ \vdots \\ \phi^2_M - \mu \nabla_w J_M(\phi^2) \end{bmatrix}$$

(60b)

$$\zeta^1 = \begin{bmatrix} \phi^1_1 - \mu \nabla_w J_1(\phi^1) \\ \vdots \\ \phi^1_M - \mu \nabla_w J_M(\phi^1) \end{bmatrix},$$

$$\zeta^2 = \begin{bmatrix} \phi^2_1 - \mu \nabla_w J_1(\phi^2) \\ \vdots \\ \phi^2_M - \mu \nabla_w J_M(\phi^2) \end{bmatrix}$$

(60c)

$$\phi^1 = (A_1^T \otimes I_M)x^1,$$ (60d)
$$\phi^2 = (A_1^T \otimes I_M)x^2$$

We now verify that the mapping $x \mapsto w$ is a contraction for sufficiently small step-sizes. Indeed, using the sub-multiplicative property of the block-maximum norm and the fact that $A_1$ and $A_2$ are left-stochastic [38], we conclude from (60a) and (60d):

$$\|w^1 - w^2\|_{b,\infty} \leq \|\psi^1 - \psi^2\|_{b,\infty}$$

(61)

$$\|\phi^1 - \phi^2\|_{b,\infty} \leq \|x^1 - x^2\|_{b,\infty}$$

(62)

Now, we can bound the quantity $\|\psi^1 - \psi^2\|_{b,\infty}$ by appealing to the mean-value theorem [25, p. 24] to write:

$$\nabla_w p_k(\zeta^1_k) - \nabla_w p_k(\zeta^2_k) =$$

$$\left( \int_0^1 \nabla^{2}_{w} p_k(\zeta_t^2 + t(\zeta^1_k - \zeta^2_k))dt \right) (\zeta^1_k - \zeta^2_k)$$

(63)

from which we conclude that

$$\|\psi^1 - \psi^2\|_{b,\infty}$$
Now, due to Assumption [3] we have that
\[
\left\| I_M - \mu \eta \int_0^1 \nabla_w P_k(\xi_k^2 + t(\zeta_k^1 - \zeta_k^2))dt \right\| \leq \max\{1 - \mu \eta \lambda_{k,\max}^p, 1\}
\]  
(65)

The bound on the right-hand side of (65) can be guaranteed to be at most one when
\[
0 \leq \mu \eta \leq \min_{1 \leq k \leq N} \left\{ \frac{2}{\lambda_{k,\max}^p} \right\}
\]  
(66)
so that
\[
||\psi_1^1 - \psi_2^1||_{b,\infty} \leq ||\zeta_1^1 - \zeta_2^1||_{b,\infty}
\]  
(67)
In a similar manner to (63)-(64), we can verify that
\[
||\zeta_1^1 - \zeta_2^1||_{b,\infty} \leq \max_{1 \leq k \leq N} \int_0^1 \nabla_w I_k(\phi_k^2 + t(\phi_k^1 - \phi_k^2))dt \cdot \|\phi_k^1 - \phi_k^2\|
\]  
(68)
and due to Assumption [2]
\[
\lambda_{k,\min} I_M \leq \int_0^1 \nabla_w I_k(\phi_k^2 + t(\phi_k^1 - \phi_k^2))dt \leq \lambda_{k,\max} I_M
\]  
(69)
It follows that
\[
||\zeta_1^1 - \zeta_2^1||_{b,\infty} \leq \gamma \cdot ||\phi_1^1 - \phi_2^1||_{b,\infty}
\]  
(70)
\[
\gamma \triangleq \max_{1 \leq k \leq N} \{\gamma_k\}
\]  
(71)
\[
\gamma_k \triangleq \max\{1 - \mu \lambda_{k,\min}, 1 - \mu \lambda_{k,\max}\}
\]  
(72)
and \(\gamma_k\) satisfies 0 \leq \gamma_k < 1 when
\[
0 < \mu < \min_{1 \leq k \leq N} \left\{ \frac{2}{\lambda_{k,\max}^p} \right\}
\]  
(73)
Combining the previous results together we arrive at
\[
||w^1 - w^2||_{b,\infty} \leq \gamma ||x^1 - x^2||_{b,\infty}
\]  
(74)
for \(\gamma < 1\) when (66) and (73) are satisfied.

**Remark 2.** It is the above argument that relies on the requirement that all individual costs are strongly-convex so that all the \(\lambda_{k,\min}\) are strictly positive and each \(\gamma_k\) can be made strictly less than one. If we relax the strong convexity assumption and require only at least one of the individual costs to be strongly convex, then the above argument needs to be adjusted as done in [31]: nevertheless, the conclusion of Theorem [2] will continue to hold, namely, results (52) and (54) for sufficiently small step-sizes.

We conclude that the diffusion mapping \(x \mapsto w\) is a contraction mapping for sufficiently small step-sizes. By the Banach fixed point theorem [42] pp. 299–303, this mapping will have a unique fixed point, \(w_{\infty}\). Observe that this fixed point is not \(I_N \otimes w'(\eta)\). However, since we wish to study the rightmost term in (55), or, equivalently:
\[
\limsup_{i \to \infty} E\|I_N \otimes w'(\eta) - w_i\|^2
\]  
(75)
where \(w_i \triangleq \text{col}\{w_{1,i}, \ldots, w_{N,i}\}\), we will decompose the above squared distance into two parts: (1) the expected squared distance from \(w_{\infty}\) to \(w_i\), and (2) the squared distance from \(w'(\eta)\) to \(w_{\infty}\) (the bias of the algorithm):
\[
E\|I_N \otimes w'(\eta) - w_i\|^2 = E\|I_N \otimes w'(\eta) - w_{\infty} + w_{\infty} - w_i\|^2
\]  
\[
\leq 2 E\|I_N \otimes w_{\infty} - I_N \otimes w_i\|^2 + E\|w'(\eta) - w_{\infty}\|^2
\]  
(76)
In order to complete the study, we first examine the quantity \(E\|I_N \otimes w_{\infty} - I_N \otimes w_i\|^2\) and assess the size of the right-most term.

**B. Mean-Square-Distance to Fixed Point**

We introduce the vectors \(\phi_{\infty}, \psi_{\infty}, \zeta_{\infty}\), and the fixed-point \(w_{\infty}\) and their respective blocks \(\phi_{k,\infty}, \psi_{k,\infty}, \zeta_{k,\infty}\), and \(w_{k,\infty}\) obtained by letting \(x^1 = w_{k,\infty}\) in (60a)-60(k). The mean-square-error between the iterates \(\phi_{k,i-1}\) and \(w_{k,i}\) and their respective limit points in the noiseless recursion are bounded using Jensen’s inequality [24] p. 77
\[
E\|w_{k,\infty} - w_{k,i}\|^2 \leq \sum_{t=1}^N a_{2,t,k} E\|\psi_{k,\infty} - \psi_{t,i}\|^2
\]  
(77)
\[
E\|\phi_{k,\infty} - \phi_{k,i-1}\|^2 \leq \sum_{t=1}^N a_{1,t,k} E\|w_{k,\infty} - w_{t,i-1}\|^2
\]  
(78)
We also have that
\[
E\|\psi_{k,\infty} - \psi_{k,i}\|^2 = E\|\phi_{k,\infty} - \psi_{k,i}\|^2
\]  
(79)
where
\[
\Omega_{k,i} \triangleq \left( I_M - \int_0^1 \nabla_w P_k(\zeta_{k,i}^1 - t(\zeta_{k,i}^1 - \zeta_{k,i}^2))dt \right)^2
\]  
(80)
But due to (65)-(66), we have that
\[
E\|\psi_{k,\infty} - \psi_{k,i}\|^2 \leq E\|\zeta_{k,\infty} - \zeta_{k,i}\|^2
\]  
(81)
when (66) is satisfied. Moreover, the mean-square-error between \(\phi_{k,\infty}\) and \(\zeta_{k,\infty}\) can be bounded by
\[
E\|\phi_{k,\infty} - \zeta_{k,\infty}\|^2
\]  
\[
\leq E\sup_{(w)} E\|\phi_{k,\infty} - \phi_{k,i-1}\|^2 \|\zeta_{k,i-1}\|^2 + \mu E\|\psi_{k,i} - \phi_{k,i-1}\|^2
\]  
\[
\leq E\|\phi_{k,\infty} - \phi_{k,i-1}\|^2 \|\zeta_{k,i-1}\|^2 + \mu^2 E\|\psi_{k,i} - \phi_{k,i-1}\|^2 + \mu^2 E\|\phi_{k,\infty} - \phi_{k,i-1}\|^2 + \mu^2 E\|\psi_{k,i} - \phi_{k,i-1}\|^2
\]  
\[
\leq \mu^2 E\|\phi_{k,\infty} - \phi_{k,i-1}\|^2 + \mu^2 E\|\psi_{k,i} - \phi_{k,i-1}\|^2 + \mu^2 E\|\psi_{k,i} - \phi_{k,i-1}\|^2
\]  
(82)
where step (a) can be obtained via an argument similar to (63), step (b) is due to Assumption [5] and \(\Sigma_{k,i-1} \triangleq (I_M - \mu H_{k,i-1})^2\), where \(H_{k,i-1}\) is defined as:
\[
H_{k,i-1} \triangleq \int_0^1 \nabla_w I_k(\phi_{k,\infty} - t(\phi_{k,\infty} - \phi_{k,i-1}))dt
\]  
(83)
Now, due to Assumption [2] we have that \(0 \leq \Sigma_{k,i-1} \leq \gamma_k^2 I_M\), where \(\gamma_k\) is defined in (72). Furthermore, from (31a) it is possible to bound \(\|w'(\eta) - \phi_{k,\infty}\|^2\) using Jensen’s inequality:
\[
\|w'(\eta) - \phi_{k,\infty}\|^2 \leq \sum_{t=1}^N a_{1,t,k} E\|w'(\eta) - w_{k,\infty}\|^2
\]  
(84)
Substituting into (82), we get
\[ \mathbb{E}[\|\zeta_{k,\infty} - \zeta_{k,i}\|^2] \leq (\gamma^2 + 2\mu^2\alpha)\mathbb{E}[\|\phi_{k,\infty} - \phi_{k,i-1}\|^2 + 2\mu^2\alpha \sum_{t=1}^{N} a_{1,tk}^2 \|w^\alpha(t) - w_{k,\infty}\|^2 + 2\mu^2(2\alpha\|w^\alpha(t)\|^2)^2 + \sigma_n^2] \] (85)

Now, combining (77), (81), (85), and (78), we obtain the following recursion for \( \mathbb{E}[w_i - w_{\infty}] \):
\[ \mathbb{E}[w_i - w_{\infty}] \leq A_1^2 \Gamma A_1^T \mathbb{E}[w_{i-1} - w_{\infty}] + \mu \sigma_n^2 \] (86)
where \( \Gamma \in \mathbb{R}^{N \times N} \) is a diagonal matrix with elements \( \gamma^2 + 2\mu^2\alpha \) along the diagonal, and \( b \in \mathbb{R}^N \) is defined as
\[ b \triangleq 2\alpha A_1^T \mathbb{E}[\|w_{N} \|\|w^\alpha(t)\| - w_{\infty}] + (\sigma_n^2 + 2\alpha\|w^\alpha(t)\|^2) \mathbb{E}[w_{N}] \] (87)

We prove in the next section that \( b \in O((\mu \eta)^2) + O(1) \) — see (124). Iterating recursion (86) we obtain
\[ \mathbb{E}[w_i - w_{\infty}] \leq (A_1^2 \Gamma A_1^T)^i \mathbb{E}[w_0 - w_{\infty}] + \mu^2 \sum_{j=0}^{i-1} (A_1^2 \Gamma A_1^T)^j b \] (88)

Observe that the matrix \( A_1^2 \Gamma A_1^T \) can be guaranteed to be stable for small step-sizes. To see this, we first upper-bound the spectral radius by the matrix norm \( \|B\|_\infty = \max_{1 \leq k \leq N} \{\gamma^2 + 2\mu^2\alpha\} \)
since \( A_1 \) and \( A_2 \) are left-stochastic matrices. We conclude then that the matrix \( A_1^2 \Gamma A_1^T \) is stable when
\[ 0 < \mu < \min_{1 \leq k \leq N} \left\{ \frac{2\lambda_k,\min}{\lambda_k,\min^2 + 2\alpha \lambda_k,\max^2 + 2\alpha} \right\} \] (89)

In this case, we have that that, using (88), the triangle inequality, and the submultiplicative property of induced norms,
\[ \left\| \mathbb{E}[w_i - w_{\infty}] \right\|_\infty \leq \mu^2 \sum_{j=0}^{\infty} (A_1^2 \Gamma A_1^T)^j \left\| w_0 - w_{\infty} \right\|_\infty \leq \mu^2 \left\| w_0 - w_{\infty} \right\|_\infty \sum_{j=0}^{\infty} (\gamma^2 + 2\mu^2\alpha)^j \]
\[ \leq \mu^2 \left\| w_0 - w_{\infty} \right\|_\infty = \frac{\mu^2 \left\| b \right\|_\infty}{1 - \gamma^2 - 2\mu^2\alpha} \] (90)

where \( \gamma \) was defined in (71). Combining (71)-(72), we have that \( \gamma^2 \) can be obtained as
\[ \gamma^2 = \max_{1 \leq k \leq N} \left\{ 1 - 2\mu\lambda_k,\min^2 + 2\mu^2\lambda_k,\max^2 + 2\mu^2\lambda_k,\max^2 \right\} \]
\[ = 1 - \mu \min_{1 \leq k \leq N} \left\{ 2\lambda_k,\min - \mu\lambda_k,\min^2 + 2\lambda_k,\max - \mu\lambda_k,\max^2 \right\} \] (91)

Substituting (91) into (90), we obtain
\[ \left\| \mathbb{E}[w_i - w_{\infty}] \right\|_\infty \leq \frac{\mu \cdot \left\| b \right\|_\infty}{\min_k \left\{ 2\lambda_k,\min - \mu\lambda_k,\min^2 + 2\lambda_k,\max - \mu\lambda_k,\max^2 \right\} - 2\mu^2\alpha} \] (92)

Therefore, using the fact that \( \left\| b \right\| = O((\mu \eta)^2) + O(1) \), as shown further ahead in (124), we conclude that
\[ \limsup_{i \to \infty} \mathbb{E}[w_i - w_{\infty}] \in O(\mu) \] (93)

\[ \tilde{\phi}_{k,\infty} = \sum_{t=1}^{N} a_{1,tk} \tilde{w}_{k,t} \] (93a)
\[ \tilde{\zeta}_{k,\infty} = \tilde{\phi}_{k,\infty} + \mu \nabla w J_k(\tilde{\phi}_{k,\infty}) \] (93b)
\[ \tilde{w}_{k,\infty} = \tilde{\zeta}_{k,\infty} + \mu \nabla w p_k(\tilde{\zeta}_{k,\infty}) \] (93c)

Using the mean-value-theorem [25] p. 6), we can write
\[ \nabla w J_k(\tilde{\phi}_{k,\infty}) = \nabla w J_k(\tilde{w}_{k,\infty} - \mu \tilde{\phi}_{k,\infty}) - H_{k,\infty} \cdot \tilde{\phi}_{k,\infty} \] (94)

where
\[ H_{k,\infty} \triangleq \int_0^1 \nabla_{\tilde{w}}^2 J_k(\tilde{w}_{k,\infty} - t\tilde{\phi}_{k,\infty}) dt \] (95)

Therefore, (93b) becomes
\[ \tilde{\zeta}_{k,\infty} = [I - \mu H_{k,\infty}] \cdot \tilde{\phi}_{k,\infty} + \mu \nabla w J_k(\tilde{w}_{k,\infty}) \] (96)

Similarly, we can obtain for (93c) that
\[ \tilde{w}_{k,\infty} = [I - \mu \eta Z_{k,\infty}] \cdot \tilde{\zeta}_{k,\infty} + \mu \nabla w p_k(\tilde{w}_{k,\infty}) \] (97)

where
\[ Z_{k,\infty} \triangleq \int_0^1 \nabla_{\tilde{w}}^2 p_k(\tilde{w}_{k,\infty} - t\tilde{\zeta}_{k,\infty}) dt \] (98)

To proceed, we introduce the extended quantities:
\[ A_1 \triangleq A_1 \otimes I_M, \quad A_2 \triangleq A_2 \otimes I_M \]
\[ \mathcal{H}_\infty \triangleq \text{diag}\{H_1,\ldots,H_{N,\infty}\}, \quad Z_\infty \triangleq \text{diag}\{Z_1,\ldots,Z_{N,\infty}\} \]
\[ g^0 \triangleq \text{col}\{\nabla w J_1(\tilde{w}_{k,\infty}) - \cdots - \nabla w J_N(\tilde{w}_{k,\infty})\} \]
\[ f^0 \triangleq \text{col}\{\nabla w p_1(\tilde{w}_{k,\infty}),\ldots,\nabla w p_N(\tilde{w}_{k,\infty})\} \]

as well as the network error vector \( \tilde{w}_{\infty} = \text{col}\{\tilde{w}_{1,\infty},\ldots,\tilde{w}_{N,\infty}\} \). Using these block variables, recursions (93a)-(93d) lead to the following expression for \( \tilde{w}_{\infty} \):

\[ \tilde{w}_{\infty} = [I_{MN} - A_2^T(I_{MN} - \mu \eta Z_{\infty})(I_{MN} - \mu \mathcal{H}_\infty)A_1^T]^{-1} \times [\mu A_2^T(I_{MN} - \mu \eta Z_{\infty})g^0 + \mu \eta A_2^T \eta f^0] \] (99)

when the inverse exists. The matrix is invertible when \( A_2^T(I_{MN} - \mu \eta Z_{\infty})(I_{MN} - \mu \mathcal{H}_\infty)A_1^T \) is stable. Since the spectral radius of a matrix is upper-bounded by any of its induced norms, we have that
\[ \rho(A_2^T(I_{MN} - \mu \eta Z_{\infty})(I_{MN} - \mu \mathcal{H}_\infty)A_1^T) \]
Therefore, we may partition how the current set-up is different and leads to additional challenges. Due to Assumption 2, (1−μλ_{k,\max})I_M ≤ I_M − μH_{k,∞} ≤ (1−μλ_{k,\min})I_M (102)

We conclude that \|I_M − μH_{k,∞}\|₂ ≤ γ_k where γ_k is defined in (72) and that \|I_M − μH_{k,∞}\|₂ = \max_{1 ≤ k ≤ N} γ_k. Similarly, using Assumption 3 it can be verified that

\|I_M − μZ_{∞}\|₂ = \max_{1 ≤ k ≤ N} \max\{1, [1−μ]λ_{k,\max}^p\} (103)

Finally, observe that γ_k < 1 is satisfied for all 1 ≤ k ≤ N when μ is chosen according to (73). Also, max\{1, [1−μ]λ_{k,\max}^p\} ≤ 1 is satisfied for 1 ≤ k ≤ N when μ is chosen according to (66).

Comparing (99) with expression (85) in (27), it is clear now how the current set-up is different and leads to additional challenges in the analysis. Observe that expression (99) contains the additional terms Z_{∞} and f^o, which are due to the penalty functions. If these terms are set to zero, then (99) simplifies to expression (85) in (27). Moreover, we rewrite (99) as:

\[
\bar{w}_∞ = \left[I_M − A_2^o A_1^T + μA_2^o K_{∞} A_1^T \right]^{-1} \times \left[μA_2^o \left(g^o + μηZ_{∞} g^o\right)\right]
\]

where we introduced the matrix:

\[K_{∞} ≜ ηZ_{∞} + H_{∞} − μηZ_{∞}H_{∞}\] (105)

Observe that if Z_{∞} = 0, then K_{∞} would be a symmetric matrix, which is the case studied in (27) in the context of unconstrained optimization. Here, the penalty functions introduce the additional factor Z_{∞}, in addition to f^o in (104).

Our goal now is to show that

\[
limit_{μ → 0} \frac{\|I \otimes w^o − w_∞\|}{μ} = C (106)
\]

for some constant C that may be dependent on η (the approximation parameter), but not μ (the algorithm parameter). To begin with, we introduce the Jordan canonical decomposition of the matrix A_2^o A_1^T = T^{−T} D T^T so that

\[
A_2^o A_1^T = A_1^o A_1^T ⊗ I_M = (T^{−T} ⊗ I_M)(D ⊗ I_M)(T^{−T} ⊗ I_M) (107)
\]

Then, we may re-write (104) as

\[
\bar{w}_∞ = \left(T^{−T} ⊗ I_M\right) \left[I_M − D ⊗ I_M + μE\right]^{-1} \times \left(T^{−T} ⊗ I_M\right) \left[μA_2^o \left(g^o + μηZ_{∞} g^o\right)\right] (108)
\]

\[E ≜ (T^{−T} ⊗ I_M) A_1^o K_{∞} A_1^T \left(T^{−T} ⊗ I_M\right) (109)
\]

By Assumption 4 we know that A_1^o A_1^T is a doubly stochastic and primitive matrix. It follows from the Perron-Frobenius theorem [43 pp. 730–731] that A_1^o A_1^T has a single eigenvalue at one with all other eigenvalues strictly inside the unit circle. Therefore, we may partition D and T as follows:

\[
D = \text{diag}(1, D_0), \ T^T = \text{col}\{1^T, T_R\}, \ T^{−T} = [1, T_L] (110)
\]

where D_0 has a block Jordan structure satisfying \(ρ(D_0) < 1\). Substituting (110) into (109), we can partition E into blocks:

\[
E_{11} ≜ (I^T ⊗ I_M) A_1^o A_1^T (111)
\]

\[
E_{12} ≜ (I^T ⊗ I_M) A_1^o K_{∞} A_1^T \left(T_L ⊗ I_M\right) (112)
\]

\[
E_{21} ≜ (T_R ⊗ I_M) A_1^o K_{∞} A_1^T (1 ⊗ I_M) (113)
\]

\[
E_{22} ≜ (T_R ⊗ I_M) A_1^o K_{∞} A_1^T \left(T_L ⊗ I_M\right) (114)
\]

where E_{ij} indicates the (i, j)-th block. Substituting into (108):

\[
\bar{w}_∞ = \left(T^{−T} ⊗ I_M\right) \left[I_M − D ⊗ I_M + μE\right]^{-1} \times \left(T^{−T} ⊗ I_M\right) \left[μE_{11} \left(I^T ⊗ I_M\right) − D_0 ⊗ I_M + μE_{12}\right]^{-1} \times \left(T^{−T} ⊗ I_M\right) \left[μE_{21} \left(T_R ⊗ I_M\right) A_1^o K_{∞} A_1^T (g^o + μηZ_{∞} g^o)\right] \times \left(T^{−T} ⊗ I_M\right) \left[μE_{22} \left(T_R ⊗ I_M\right) A_1^o K_{∞} A_1^T \left(T_L ⊗ I_M\right)\right] \times \left(T^{−T} ⊗ I_M\right) \left[μE_{21} \left(T_R ⊗ I_M\right) A_1^o K_{∞} A_1^T (g^o + μηZ_{∞} g^o)\right]
\]

(115)

Furthermore, recalling that w^o is the solution of the minimization problem (14), we see that it is the root of

\[
(I^T ⊗ I_M)(g^o + μηZ_{∞} g^o) = 0 (116)
\]

Using the fact that the matrix A_2 is doubly stochastic, expression (115) simplifies to

\[
\bar{w}_∞ = μ \left(T^{−T} ⊗ I_M\right) \left[I_M − D ⊗ I_M + μE\right]^{-1} \times \left(T^{−T} ⊗ I_M\right) \left[μE_{11} \left(I^T ⊗ I_M\right) − D_0 ⊗ I_M + μE_{12}\right]^{-1} \times \left(T^{−T} ⊗ I_M\right) \left[μE_{21} \left(T_R ⊗ I_M\right) A_1^o K_{∞} A_1^T (g^o + μηZ_{∞} g^o)\right] \times \left(T^{−T} ⊗ I_M\right) \left[μE_{22} \left(T_R ⊗ I_M\right) A_1^o K_{∞} A_1^T \left(T_L ⊗ I_M\right)\right] \times \left(T^{−T} ⊗ I_M\right) \left[μE_{21} \left(T_R ⊗ I_M\right) A_1^o K_{∞} A_1^T \left(T_L ⊗ I_M\right)\right] \times \left(T^{−T} ⊗ I_M\right) \left[μE_{22} \left(T_R ⊗ I_M\right) A_1^o K_{∞} A_1^T \left(T_L ⊗ I_M\right)\right]
\]

Let us denote

\[G ≡ \begin{bmatrix} G_{11} & G_{12} \\ G_{21} & G_{22} \end{bmatrix} = \begin{bmatrix} μE_{11} + μE_{12} \\ μE_{21} + μE_{22} \end{bmatrix} \]

(118)

Observe that G is invertible since \(G^{−1}\) is similar to \(I_M − A_1^o A_1^T + μA_2^o K_{∞} A_1^T\) from (104), which we have already shown to be invertible when (66) and (73) are satisfied. Then, from (117), \(\bar{w}_∞\) is given by:

\[
\bar{w}_∞ = μ \left(T^{−T} ⊗ I_M\right) G \left[−μη \cdot p_1 \right] (119)
\]

\[p_1 ≜ (I^T ⊗ I_M) A_2^o Z_{∞} g^o (120)
\]

\[p_2 ≜ (T_R ⊗ I_M) A_1^o (g^o + μηZ_{∞} g^o) (121)
\]

Applying the block inversion formula [44 p. 48] to (118),

\[
\lim_{μ → 0} \frac{\|\bar{w}_∞\|}{μ} = \lim_{μ → 0} \left(T^{−T} ⊗ I_M\right) \times \left[−ηE_{11}^{-1} p_1 − μηE_{11}^{-1} E_{12} G_{22} E_{21} E_{11}^{-1} p_1 − E_{11}^{-1} E_{12} G_{22} p_2\right] μηG_{22} E_{21} E_{11}^{-1} p_1 + G_{22} p_2
\]

But the right-hand-side is constant since the only matrices with dependence on μ are G_{22} and p_2, which satisfy:

\[
G_{22,∞} ≜ \lim_{μ → 0} G_{22} = (I_M − D_0 ⊗ I_M)^{−1} (122)
\]

\[p_{2,∞} ≜ \lim_{μ → 0} p_2 = (T_R ⊗ I_M) A_1^o (g^o + μηf^o) (123)
\]

so we have

\[
\lim_{μ → 0} \frac{\|\bar{w}_∞\|}{μ} = \left(T^{−T} ⊗ I_M\right) \left[I − E_{11}^{-1} E_{12} \right] \left[−ηE_{11}^{-1} p_1 \right] G_{22,∞} p_{2,∞}\right] = O(η)
\]
We conclude that 
\[ \|w_\infty\|^2 \in O((\mu\eta)^2) \quad (124) \]
if \( \eta = \mu^{-\theta} \) with \( 0 < \theta < 1 \). Therefore, the bias \( P[\|w_N \otimes w_0(\eta) - w_\infty\| \) diminishes with \( \mu^2 \). Since the bias appears in (92) through the vector \( b \) defined in (57), we conclude that \( b \rightarrow (\sigma^2 + 2\eta\|w_0(\eta)\|^2)\|w_N\) at a rate of \( O(\mu^2) \) and therefore (12) is \( O((\mu\eta)^2) \). The second term of (76) is, as we just established, \( O((\mu\eta)^2) \). We conclude, therefore that
\[ \lim \sup_{i \to \infty} \|w_N \otimes w_0(\eta) - w_i\| \leq O(\mu + O((\mu\eta)^2)) \quad (125) \]
which is (52).
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