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The main purpose of this work is to discuss the formulation of Abelian gauge theories in the presence of defects. We develop a general procedure to address the condensation of these structures. This procedure is built on the work of Julia and Toulouse [3] (latter extended by Quevedo and Trugenberger [4]) and also on the work of Banks, Myerson and Kogut [5], which was further developed by Kleinert [6]. We here generalize and unify their results and apply them to a variety of systems with the purpose of describing the physical consequences of taking into account the collective behavior of such defects. In this section we provide an overview of the main concepts that will be discussed in this paper.

Defects are represented by singular configurations of the gauge field. They can be viewed as a low energy manifestation of topological structures of the underlying theory. The most convenient way to operationally define them is through duality. Defects are the dual representation of a classical charge which couples minimally with the gauge field. Since duality modifies the nature of the coupling we say that defects couple non-minimally.
Duality plays a fundamental role in our formulation. In its most basic definition, we say that a physical system has a dual description if it admits an equivalent mathematical representation. “Equivalent” here means that every observable of the original formulation of the theory can be mapped into observables of the dual description.

The simplest system that allows such a construction is the electromagnetic theory in vacuum. The dual map in this case amounts to simply exchange the electric field by the magnetic field and vice-versa. This is in fact a special case in which the system is self-dual. Electromagnetic duality survives in the presence of electric and magnetic charges if they also participate in the map. An extremely important property arises in this case by requiring that the system makes sense as a quantum system: electric charge must be quantized in integer multiples of the inverse of the magnetic charge [1]. This suggests that, in a quantum field theory formulation of this system, a regime of strong electric coupling will be mapped by duality in a magnetic formulation of the theory at weak coupling. This is very difficult to prove in general but there are strong hints of this behavior coming from supersymmetric models [20–22].

Electric and magnetic charges manifest themselves in different ways in a given regime of the theory. In the weak electric coupling regime, the electric charges can be identified with the excitations of a quantum field and constitute the appropriate degrees of freedom. Magnetic charges, on the other hand, manifest themselves as nonperturbative structures and the knowledge about the quantum formulation of such structures is very limited.

A productive way to deal with charges and defects is to look how the gauge field responds to their presence. We can consider the dynamical reasons responsible for the establishment of a given configuration of these objects as external information. The electric or magnetic character manifests in the way these objects couple to the fields of the theory. An electric charge couples minimally with the electromagnetic field defining the holonomy of this field along the charge’s trajectory. A magnetic charge induces singularities in the gauge field whose characteristic manifestation is the presence of nontrivial fluxes in the theory due to the violation of Bianchi’s identity. Mathematically, these structures will be represented in this work by introducing $p$-currents in the theory. This allows the development of a formalism capable of describing the consequences of the process of condensation of charges and defects in the system (the dynamical reasons responsible for such a condensation, however, are beyond the scope of this formalism and constitute a separate issue). A version of this formalism was put forward originally by Julia and Toulouse [3] and later applied to general theories involving $p$-forms by Quevedo and Trugenberger [4], who formulated it as the dual of the Abelian Higgs Mechanism. It is called the Julia-Toulouse Approach (JTA) for defects condensation.

The main objective of this work is to generalize this formalism. Such generalization, which we shall continue to call simply as the JTA, involves two fundamental aspects: it fully takes into account the fact that local symmetries can never be broken, according to Elitzur’s theorem [2], and it deals with general sorts of condensates of defects. Along the way we expect to reveal the important universal aspects of the formalism and it will become clear that it is best understood as a very general prescription to find the effective theory describing the system in a state in which defects are condensed.
The phenomenon of condensation of defects is here understood in a generalized sense. It corresponds to the proliferation of these objects in the system until their collective behavior becomes describable by a field theory. This makes it possible to incorporate in the formalism a variety of systems sharing the very same fundamental aspects. The present work is comprised of many examples of sort. In fact, the JTA will be presented here through the detailed discussion of such examples. The generalization has as one of its main ingredients a formal description of the system embedded in an ensemble of defects, which extends the treatment developed in [5]. This description allows us to develop a more accurate definition of the Julia-Toulouse prescription by providing an effective parametrization of the process of condensation and/or dilution of topological defects in the system (the Generalized Poisson’s Identity (GPI) introduced in [10], which establishes an order-disorder map, plays an important role here). This has lead us to the natural interpretation of the JTA as a generator of effective field theories.

Since the prescription falls within the general principles of effective theories [15], symmetries play a pivotal role in the whole formulation. When we define a theory describing gauge fields and defects, there is an extra redundancy in the formulation besides the usual gauge redundancy itself. This extra redundancy has its most famous manifestation in the theory of the magnetic monopole as the ambiguity associated with the Dirac string configuration [1] and is commonly regarded as a special kind of gauge symmetry. In a lattice formulation this redundancy manifests itself as large gauge transformations due to the periodic character of the gauge field, which is an angular variable in this environment. Kleinert [6, 12] made the important observation that this redundancy is much better treated if considered as an independent ambiguity of the system, one that only exists due to the presence of defects. This is not just a matter of semantics and, as we shall see, it is very productive to understand things this way. Since we will encounter this extra local symmetry in many examples, always associated with the redundant configuration of localized structures (hypersurfaces which we shall generically call as branes) in spacetime, we found useful to devise a name for it: we call it brane symmetry.

Being a redundancy (a local symmetry) of the theory, like the gauge symmetry, the brane symmetry can have different realizations. In particular, it can be “spontaneously broken”, which means that its realization can be hidden into brane invariants in the so-called “broken regime”. As it will be discussed in the coming sections, the condensation of defects may induce a phase of the system displaying “brane symmetry breaking”. This will be identified with the main signature of confinement in all models exhibiting this phenomenon discussed in this work. The main property of this “breaking” is the fact that the unphysical brane becomes part of a brane invariant observable which develops energy content. The observability of the brane in a confining regime is not new in the literature [6, 13, 62, 64]. In this work we offer a unifying and precise description that allows for a more systematic treatment of this phenomenon. In particular, the careful treatment of the brane symmetry given here, with the use of the concept of “brane invariant” maintaining the symmetry in any regime we consider (being its realization explicit or hidden), is the point that makes the JTA fully compatible with Elitzur’s theorem [11].

We may thus summarize the two main contributions presented in this work:
The realization that the spontaneous breaking of the brane symmetry is a signature of confinement in theories involving condensation of topological defects;

The development of a ensemble formulation of Abelian theories in the presence of topological defects, which provides an effective parametrization of the condensation-dilution process through the order-disorder map (or flux-current map) resulting in a consistent and precise implementation of the original Julia-Toulouse prescription.

After reviewing in section 2 the concepts of duality, p-currents, Poincaré’s Duality and brane symmetry and its connection with charge quantization and the Poisson identity (generalized to deal with p-currents [10]) , we develop the two main points summarized above by carefully working out a variety of applications:

- In section 3 we present the Julia-Toulouse approach in its generalized form using the relativistic superconductor, as described by the Abelian Higgs model. This is a well known example of a confining theory and, via the ensemble formulation, we can construct the concept of spontaneous breaking of the brane symmetry by calculating in a detailed way the confining potential. The topological defects represented by p-currents in the effective theory can be traced back to the vortex solutions of their ultraviolet completion, the Abelian Higgs model, by its nontrivial fluxes;

- In section 4 we study another well known example of a confining theory: compact QED in 3D as introduced by Polyakov [47, 48]. We show that this system can be naturally described within the Julia-Toulouse formalism. In this example, the sum over brane configurations in the ensemble formulation can be explicitly computed yielding the well known Sine-Gordon model as an effective theory for the instanton gas. These branes are naturally identified with the infrared manifestation of the topological solutions of the SO(3) Georgi-Glashow model. As a confining theory, it displays the spontaneous breaking of the brane symmetry and mass generation, characterized by the rank jump phenomenon (the rank jump phenomenon is a signature of the JTA and will be discussed in section III, but we can briefly say that a (p+1)-form replaces the original p-form when condensation occurs);

- In section 5 we review a previous result derived by some of us [8], this time within the ensemble formulation at the level of the partition function, which shows that quantum fermionic fluctuations can be conveniently interpreted as a condensate. The JTA provides a dual picture for the radiative corrections responsible for the induction of the Chern-Simons term in the low energy effective action of quantum electrodynamics in 3D (QED$_3$). The Maxwell-Chern-Simons (MCS) theory in (2 + 1)$D$ is then interpreted as an electric condensate that breaks the $P$ and $T$ symmetries;

- In section 6 we take a detour to illustrate the generality of the formalism by studying a system which exhibits no confinement: the fractional quantum Hall system. The hierarchy structure [17, 58] obeyed by the states of this system is based on a sequence of condensations which are shown to be very well captured by the Julia-Toulouse
approach. Since there is no confinement, we show that there is no brane symmetry breaking in this case;

- In section 7 we study the Maxwell-Chern-Simons theory in \((2+1)D\) in the presence of external instantons \([9]\). This is a controversial issue and we use the effective representation of the system as a condensate and the ensemble formulation that parametrizes the condensation of defects to offer a proper interpretation of this system. The confinement of external instantons in this system \([62, 64]\) is obtained as a consequence of the spontaneous breaking of the brane symmetry and the mass quantization is also discussed;

- In section 8, the JTA is used to discuss the inclusion of monopoles in the Carroll-Field-Jackiw model \([65]\), which constitutes an emblematic theory that violates Lorentz symmetry and is expected to play a role as an effective description of the chiral magnetic effect in hot QCD matter \([77]\).

We close the paper in section 9 with an overview of the main points discussed throughout this work.

For the most part of this paper we shall work with differential forms. For a detailed presentation of the subject suitable for physicists, see for example \([52, 53]\).

In this paper we shall use \(\hbar = c = 1\).

2 Duality, \(p\)-currents, brane symmetry and charge quantization

We begin this section reviewing the formulation of electromagnetism in vacuum. We consider it as defined on a four dimensional manifold \(\mathcal{M}_4\). We shall work with Minkowski spacetime \(\mathbb{R}^{1,3}\) with metric signature \((-+,+,+),\) but the results here discussed hold in more general backgrounds if the spacetime under consideration does not have a boundary or if the fields vanish on the boundary. The extension of the considerations made here to an arbitrary number of dimensions is straightforward and will be given later in this section.

The Maxwell equations defining the spacetime evolution of the electromagnetic fields in the vacuum are:

\[
\begin{align*}
  dF &= 0, \\
  d^* F &= 0,
\end{align*}
\]

where \(^*\) denotes the dual Hodge star operator and \(F\) is the 2-form electromagnetic field strength tensor,

\[
F = \frac{1}{2} F_{\mu\nu} dx^\mu \wedge dx^\nu.
\]

Due to the Poincaré’s Lemma, the equation \(dF = 0\) allows us to locally define a 1-form electromagnetic potential \(A\) such that,

\[
F = dA,
\]
which leads us to recognize the equation (2.1) as the **Bianchi’s identity**. The definition of the 1-form $A$ introduces an ambiguity into the theory since the equations of motion are invariant under the transformation:

$$A \rightarrow A + d\lambda,$$  

(2.5)

where $\lambda$ is a 0-form. The invariance of the theory under the transformation (2.5) is called **gauge symmetry**, although this invariance does not constitute a physical symmetry, being actually a redundancy in the variables describing the system.

Equation (2.2) describes the dynamics of the electromagnetic fields in vacuum and is obtained as the stationary point of the Maxwell action with respect to the variations of the gauge potential $A$:

$$S_{EM} = \int_{\mathcal{M}_4} -\frac{1}{2e^2} dA \wedge *dA \equiv -\frac{1}{2e^2}(dA, dA).$$  

(2.6)

At the level of the action we can obtain a dual formulation to (2.6) as follows: notice that an action physically equivalent to (2.6) is given by:

$$S_M = \int_{\mathcal{M}_4} G \wedge *dA + \frac{e^2}{2} G \wedge *G,$$  

(2.7)

where $G$ is an auxiliary non-dynamical 2-form. Hence, the so-called **master action** $S_M$ constitutes a trivial enlargement of the configuration space of the original theory. The auxiliary character of $G$ means that its equation of motion suffices to specify it as a function only of $A$:

$$\delta_G S_M = (\delta G, dA + e^2 G) = 0 \Rightarrow G = -\frac{1}{e^2} dA,$$  

(2.8)

where $\delta_G$ denotes the variation of the action $S_M$ with respect to the variation $\delta G$ of $G$. This equation means that all the information about the dynamics is contained in $A$ and thus we can simply substitute this value of $G$ into the action, which leads us back to $S_{EM}$, given by eq. (2.6).

On the other hand, we can integrate by parts the first term of the master action:

$$S_M = (G, dA) + \frac{e^2}{2} (G, G) = (d^\dagger G, A) + \frac{e^2}{2} (G, G),$$  

(2.9)

where $d^\dagger$ is the exterior coderivative, the adjoint of the exterior derivative ($d^\dagger = *d^*$ in $\mathbb{R}^{1,3}$). The gauge potential $A$ becomes a Lagrange multiplier imposing the constraint:

$$d^\dagger G = 0 \Rightarrow d^* G = 0,$$  

(2.10)

which is solved noticing that locally, using Poincaré’s Lemma,

$$*G = dB,$$  

(2.11)
where $B$ is a 1-form. In $\mathbb{R}^{1,3}$ we have then,

$$S_M \to \frac{e^2}{2} (G, G) = -\frac{e^2}{2} (\ast G, \ast G) = -\frac{e^2}{2} (dB, dB) = \tilde{S}_{EM}, \quad (2.12)$$

which is the well known result revealing the self-duality of Maxwell’s theory in vacuum. Notice that the coupling constant is inverted due to the duality. This is a remarkable property of duality. Although trivially realized here, this property becomes highly non-trivial in an interacting theory. One example is the 2-dimensional Ising model where, as showed by Kramers and Wannier [18], there is a dual map connecting the physics at high temperatures with the physics at low temperatures. The fixed point of this map corresponds to the critical temperature of the phase transition. Montonen and Olive [19] proposed that this electromagnetic self-duality could be extended to non-Abelian theories. This conjecture, however, is only feasible in supersymmetric theories: $\mathcal{N} = 4$ [20, 21] and also $\mathcal{N} = 2$ [22] super Yang-Mills. In this context, this duality is called $S$-duality, inverting the regimes of weak and strong coupling (see [23–25] for reviews on the subject). More recently, these concepts were incorporated in the study of the so-called Langlands program in number theory [26]. There are also many similarities with $T$-duality in string theories, which relates theories with compactification radius $R$ with theories with compactification radius $\ell_s/R$, where $\ell_s$ is the string length scale (see [27] for a review). In general, the inversion of parameters is a defining characteristic of the duality process we are interested in.

The very same reasoning used above can be applied to show, for example, the duality between the Proca theory and the massive Kalb-Ramond model in $\mathbb{R}^{1,3}$ or the duality between the self-dual action and the Maxwell-Chern-Simons theory in $\mathbb{R}^3$.

These considerations about duality are naturally extended to general $p$-forms in arbitrary dimensions $D$. In fact, it is easy to show that for massless $p$-forms described by Maxwell-like theories, the dual pair $A_p$ and $\tilde{A}_q$ obeys the relation $p + q + 2 = D$, where $p$ and $q$ are the ranks of the forms. For massive $p$-forms the relation is $p + q + 1 = D$. Detailed investigations about duality transformations and the corresponding structure of the duality groups were worked out in [28–30].

In order to have a non-trivial electromagnetic theory the presence of sources is required. We now recall how localized sources (also called classical currents) can be introduced into the theory.

Electric sources are naturally incorporated into equation (2.2):

$$d^* F = e^* J_e, \quad (2.13)$$

where $J_e = J_{e \mu} dx^\mu$ is the electric current 1-form. This implies the following modification in the action (2.6):

$$S_{EM} = \int_{\mathcal{M}_4} -\frac{1}{2} dA \wedge \ast dA + e A \wedge \ast J_e. \quad (2.14)$$

The introduction of magnetic charges, however, is a non-trivial task since the presence of magnetic monopoles in the electromagnetic theory violates Bianchi’s identity and this affects the definition of the gauge potential $A$, which is a fundamental quantity in a quantum
formulation of the theory. There are at least two equivalent ways of introducing magnetic charges. One possibility, related to the ideas of Wu and Yang [31], consists in recognizing that the space where the theory is defined is non-trivial in the presence of monopoles. The insertion of monopoles is characterized by the presence of “holes” in the space as seen by the electromagnetic field. The manifold is no longer topologically equivalent to $\mathbb{R}^{1,3}$ (or $\mathbb{R}^4$ in the Euclidean case) and there are surfaces that do not contract to a point, introducing non-trivial homology and homotopy groups associated with the manifold. Specifically, in the vicinity of a monopole the magnetic flux through the 2-sphere $S^2$ is non-trivial and this, together with the fact that $dF = 0$, results in a non-trivial cohomology class defined by $F$ which is recognized as the first Chern class of the $U(1)$ complex vector bundle. This means that it is not possible to write $F = dA$ with $A$ globally defined. The procedure is then to define different potential $A$ in different regions of the manifold. Since $F$ is well defined in the whole spacetime, the potentials are related by a gauge transformation in the intersections of the regions where they are defined. A very rich topological structure emerges from these observations although we also see that we end with an operational asymmetry between the definition of electric and magnetic charges.

Another equivalent possibility was originally introduced by Dirac [1] and it is this approach that we shall adopt in this paper. It consists in studying the consequences of an explicit violation of Bianchi’s identity,

$$\tag{2.15} dF = g^*J_g,$$

where $J_g = J_{g\mu}dx^\mu$ is the magnetic current 1-form. It is still possible to introduce a gauge potential $A$ if we use the concept of $p$-currents, which we discuss in the sequel.

A localized particle in a spatial manifold $\mathcal{M}_3$ is a geometric point in this space and it is called a 0-brane. Its world-line in a spacetime manifold $\mathcal{M}_4$ is a 1-brane. Similarly, a string is a 1-brane in $\mathcal{M}_3$ which traces out a surface, a 2-brane, in its evolution in spacetime $\mathcal{M}_4$. These concepts are naturally generalized to other objects of higher dimensionality called $p$-branes. A $p$-brane in a spatial manifold $\mathcal{M}_D$, creates a $(p+1)$-brane through its evolution in a spacetime manifold $\mathcal{M}_{D+1}$, which is its world (hyper)surface. This geometric view can be formalized introducing the concept of Poincaré’s Duality (discussions about these concepts can be seen in [32]).

If $\mathcal{N}_p$ is a $p$-surface ($\dim \mathcal{N}_p = p$) contained in $\mathcal{M}_D$ ($\dim \mathcal{M}_D = D$) and defined by the equations $X^\mu = X^\mu(y^a)$, where $y^a$, $a = 0, 1, \ldots, p-1$, parametrize the surface $\mathcal{N}_p$, then the $p$-form:

$$\tag{2.16} J_p = J_p^\mu_1,\ldots,\mu_p dx^{\mu_1} \wedge \ldots \wedge dx^{\mu_p},$$

with:

$$\tag{2.17} J_p^{\mu_1,\ldots,\mu_p}(x) = \int_{\mathcal{N}_p} \delta^D(x - X(y^a)) \frac{\partial X^{\mu_1}}{\partial y^{a_1}} \ldots \frac{\partial X^{\mu_p}}{\partial y^{a_p}} dy^{a_1} \wedge \ldots \wedge dy^{a_p},$$

defines the $p$-current Poincaré-dual to the surface $\mathcal{N}_p$, a fact we denote as:

$$\tag{2.18} \mathbf{P}(\mathcal{N}_p) = *J_p.$$
Notice that a $p$-current is a $p$-form whose components are distributions. This definition constitutes an isomorphism between the $p$-branes and the corresponding $p$-currents. Thus, in this work we sometimes refer to the $p$-currents as $p$-branes and vice-versa. Some properties follow:

1. For any $p$-form $A_p$:

$$\int_{M_D} A_p \wedge J_p = \int_{N_p} A_p. \quad (2.19)$$

This property is often taken as the definition of $p$-currents.

2. If $\partial$ is the boundary operator such that $\partial A_p = B_{p-1}$ denotes the $(p-1)$-surface which is the boundary of $A_p$, then for any $p$-surface $N_p$:

$$P(\partial N_p) = (-1)^p d(P(N_p)). \quad (2.20)$$

This property is easily verified. For an arbitrary $(p-1)$-form $A_{p-1}$ we have:

$$\int_{M_D} A_{p-1} \wedge P(\partial N_p) = \int_{\partial N_p} A_{p-1} = \int_{N_p} dA_{p-1}$$

$$= \int_{M_D} dA_{p-1} \wedge P(N_p)$$

$$= (-1)^p \int_{M_D} A_{p-1} \wedge dP(N_p), \quad (2.21)$$

where we have used Stokes theorem in the first line.

3. **Generalized Poisson’s Identity (GPI).** If $A_p$ is an arbitrary $p$-form then:

$$\sum_{\{N_p\}} \delta(\ast A_p - P(N_p)) = \sum_{\{Q_{(D-p)}\}} e^{2\pi i} \int_{M_D} P(Q_{(D-p)}) \wedge \ast A_p, \quad (2.22)$$

where the formal sum is taken over all configurations of the indicated branes. The GPI (2.22) is a generalization of the Poisson’s identity \cite{5, 6} for an arbitrary number of dimensions and for general $p$-forms. It is discussed in details in Appendix A of \cite{10}. We say that the surfaces $N_p$ and $Q_{(D-p)}$ (or their respective Poincarè-dual currents) are Poisson-dual to each other.

4. If two surfaces contained in $M_D$ have complementary dimensions (i.e., if the sum of their dimensions is equal to $\dim M_D = D$) then, in general, they will intercept in a determined number of points and it is possible to assign an integer to these intersections which is called intersection number, defined by:

$$I(A_p, B_{D-p}) = \int_{M_D} P(A_p) \wedge P(B_{D-p}) = n \in \mathbb{Z}. \quad (2.23)$$

The associated sign to the number is a consequence of the orientation defined by the spacetime $M_D$. 
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Related to this last property there is the definition of linking number: if \( A_p \) and \( B_{D-p-1} \) are surfaces contained in \( M_D \) such that \( \dim A_p + \dim B_{D-p-1} + 1 = \dim M_D \) and if \( \partial C_{p+1} = A_p \), then the linking number between \( A_p \) and \( B_{D-p-1} \) is defined by:

\[
L(A_p, B_{D-p-1}) = I(C_{p+1}, B_{D-p-1}).
\] (2.24)

After this brief intermezzo we can look back at the equations (2.18) and (2.20) and notice that they consolidate the geometric idea we have about current conservation: we say that a current is conserved when its world surface does not have a boundary, that is,

\[
d(\mathbf{P}(N_p)) = d^\ast J_p = 0.
\] (2.25)

In the electromagnetic case, the electric (2.13) and the magnetic (2.15) currents are conserved since \( d^2 = 0 \). These observations allow us to introduce again the potential \( A \), since generalizing the Poincaré’s Lemma for \( p \)-currents we can write:

\[
d^\ast J_p = 0 \Rightarrow ^\ast J_p = d^\ast \Sigma_{p+1},
\] (2.26)

where \( \Sigma_{p+1} \) is a \( (p + 1) \)-current. The \( (p + 1) \)-brane Poincaré -dual to \( \Sigma_{p+1} \) has as its boundary the brane Poincaré -dual to \( J_p \). Hence, (2.15) leads us to:

\[
dF = g^\ast J_g = gd^\ast \Sigma_g \Rightarrow d(F - g^\ast \Sigma_g) = 0 \Rightarrow F = dA + g^\ast \Sigma_g.
\] (2.27)

The surface Poincaré -dual to \( \Sigma_g \) has as its boundary the surface Poincaré -dual to the magnetic current and, thus, it is recognized as the surface traced by the Dirac string in spacetime [1]. We shall call these branes or their corresponding Poincaré -dual currents as Dirac branes.

Notice that \( F \), being an observable field, must be well defined. Hence, \( A \) must be singular where \( \Sigma_g \) is nonzero in order to keep \( F \) regular.

The definition of the Dirac brane introduces another ambiguity into the theory beyond the gauge ambiguity. We see that the observable \( J_g \) remains invariant under the transformation:

\[
^\ast \Sigma_g \to ^\ast \Sigma_g + d^\ast \Lambda_g,
\] (2.28)

where \( \Lambda_g \) is a 3-current. In order to keep the consistency of the theory with \( F \) being an observable, we see that under (2.28), \( A \) transforms as:

\[
A \to A - g^\ast \Lambda_g.
\] (2.29)

We call this kind of transformation as brane transformation. The importance of this symmetry and its independence regarding the gauge symmetry was emphasized by Kleinert in [6, 12].

The action (2.14) must be generalized in order to obtain a brane invariant action. We define:

\[
S_{EM} = \int_{M_4} \frac{1}{2} (dA + g^\ast \Sigma_g) \wedge ^\ast (dA + g^\ast \Sigma_g) + eA \wedge ^\ast J_e,
\] (2.30)
where $\Sigma_g$ is the 2-current such that $^*J_g = d^*\Sigma_g$ is the magnetic current. Indeed, extremizing the action with respect to variations of $A$ we obtain the equation of motion:

$$d^*F = e^*J_e$$

(2.31)

where now $F = dA + g^*\Sigma_g$ is the physical electromagnetic field. From this definition of $F$ it also follows the identity:

$$dF = g^*J_g.$$

(2.32)

The action does not seem to be invariant under brane transformations due to the last term. Indeed, the variation $\delta B$ of the action due to the transformation (2.28) and (2.29) is:

$$\delta B S_{EM} = -eg \int_{\mathcal{M}_4} ^*\Lambda_g \wedge ^*J_e = -eg \int_{\mathcal{M}_4} \mathcal{P}(\mathcal{B}_g^3) \wedge \mathcal{P}(\mathcal{A}_e^1)$$

$$= -eg I(\mathcal{B}_g^3, \mathcal{A}_e^1) = -eg n,$$

(2.33)

where $n \in \mathbb{Z}$ and we used (2.23). Here $\mathcal{A}_e^1$ is the world line traced by the electric charge and $\mathcal{B}_g^3$ is the surface Poincaré-dual to the 3-current $\Lambda_g$ representing the volume spanned by the deformation of the world surface of the Dirac string. The variation of the action is a constant and it is innocuous from the point of view of classical mechanics. However, from the point of view of quantum mechanics the variation (2.33) could be observed in interferometry experiments and the theory would be inconsistent, since these transformations only represent a redundancy in the definition of the variables describing the system. In a path integral formulation of the quantum theory, the action appears as a phase and thus, the theory will be invariant under brane transformations and hence consistent, if:

$$eg = 2\pi m; \quad m \in \mathbb{Z},$$

(2.34)

which is the well known Dirac quantization condition [1]. Thus, we conclude that the brane symmetry implies electric charge quantization as integer multiples of the inverse of the magnetic charge.

Notice also that the magnetic brane symmetry is realized in (2.30) in a Stuckelberg-like structure [33] (for a recent discussion see [34]). In the next section we shall see that this structure is at the origin of the rank jump phenomenon associated to the mass generation in the system as a consequence of the monopole condensation. A consequence of this process is the spontaneous breaking of the brane symmetry and the consequent confinement of electric charges in a new condensed phase.

Electromagnetism in the presence of sources also admits a reformulation in terms of dual variables. We follow the same steps as before and define a master action physically equivalent to (2.30) introducing an auxiliary field $G$,

$$S_M = \int_{\mathcal{M}_4} G \wedge ^*(dA + g^*\Sigma_g) + \frac{1}{2} G \wedge ^*G + eA \wedge ^*J_e.$$

(2.35)
The equations of motion of $G$ constrain it to be equal to $F = dA + g^*\Sigma_g$ and substituting it into (2.35) we reobtain (2.30). On the other hand, integrating by parts the first term we see that $A$ becomes a Lagrange multiplier producing the constraint:

$$d^!G = eJ_e \Rightarrow d^*G = -e^*J_e.$$  \hspace{1cm} (2.36)

It follows that:

$$d(*G + e^*\Sigma_e) = 0 \Rightarrow *G = -dB - e^*\Sigma_e,$$  \hspace{1cm} (2.37)

where $B$ is a 1-form introduced due to the Poincaré’s Lemma. The dual action is:

$$S_M \rightarrow \frac{1}{2}(G, G) + g(G, *\Sigma_g) = -\frac{1}{2}(\ast G, *G) + g(\ast G, \Sigma_g)$$

$$= -\frac{1}{2}(\ast G, *G) - g(dB, \Sigma_g) - eg(\ast \Sigma_e, \Sigma_g)$$

$$= \int_{\mathcal{M}_4} -\frac{1}{2}(dB + e^*\Sigma_e) \wedge (dB + e^*\Sigma_e) + gB \wedge \ast J_g,$$  \hspace{1cm} (2.38)

where we have discarded the last term in the penultimate line since, due to the Dirac quantization condition, this term is an integer multiple of $2\pi n$. Note that in the dual formulation the couplings have their roles exchanged: the magnetic charges appear minimally coupled to the dual gauge potential $B$ while the electric charges appear non-minimally coupled.

The quantum formulation of the theory is formally defined through the partition function, which has the following general form:

$$Z = \sum_{\{B_e\}} \sum_{\{B_g\}} \int \mathcal{D}A e^{i[S_{EM}(A, \Sigma_e, \Sigma_g) + S_e(J_e) + S_g(J_g)]},$$  \hspace{1cm} (2.39)

where $S_{EM}(A, \Sigma_e, \Sigma_g)$ is given by (2.30) or its dual (2.38) and $S_e(J_e)$ and $S_g(J_g)$ are effective actions for the electric and magnetic branes, which must depend only on the brane invariant quantities $J_e$ and $J_g$. The formal sums include all the the surfaces Poincaré -dual to the currents $\Sigma_e$ and $\Sigma_g$ ($\mathcal{P}(B_e) = \ast \Sigma_e$ and $\mathcal{P}(B_g) = \ast \Sigma_g$) and thus, just like the functional integral over $A$, they need some fixing to eliminate redundancies: the physically relevant configurations correspond to the gauge and brane invariants.

An important gauge invariant nonlocal operator is the Wilson loop \cite{35}:

$$W(C) = e^{i\lambda \int_C A},$$  \hspace{1cm} (2.40)

where $\lambda$ is a parameter and $C$ is a loop (topologically equivalent to the circle $S^1$). The surface $C$ is Poincaré -dual to a conserved 1-current and thus,

$$W(C) = W(J) = e^{i\int_{\mathcal{M}_4} A \wedge \ast J}.$$  \hspace{1cm} (2.41)

Hence, the insertion of this operator corresponds to the introduction of a minimal coupling in the action and we know that this kind of coupling manifests itself as a non-minimal coupling in the dual formulation. The non-minimal coupling is a manifestation of the
presence of defects in spacetime as seem by the dual field to the gauge potential $A$. Thus, we have the curious result that the VEV of a Wilson loop is represented in the dual picture by the insertion of defects (with associated Dirac branes) into the theory (for a discussion on this subject see Witten’s notes in [36] and also [26, 37]). We shall see an example of this result in the next section.

3 Application I - Abelian Higgs Mechanism as a condensation phenomenon

We begin this section with a brief review of some characteristic features of superconductivity, a phenomenon that plays a fundamental role in the phenomenological understanding of confinement [7].

As it happens with any thermodynamical system, the superconductivity phenomenon can be effectively characterized by a certain number of macroscopical variables. Beyond the most common variables like temperature, the superconductor is also characterized by a complex scalar field. Just like temperature has its origin in the microscopical properties of matter, the scalar field has also a microscopical origin in the well established BCS theory proposed by Bardeen, Cooper and Schrieffer [38] and corresponds to an effective representation of the Cooper pairs.

The superconducting state is established when the following conditions become energetically favorable:

$$|\phi| = v,$$

$$d_A \phi \equiv d\phi - ieA\phi = 0,$$

where $\phi$ is the complex scalar field describing the Cooper pair condensate, $v$ is a positive real constant determined by the properties of the superconducting material and its temperature, $e$ is the Cooper pair charge (twice the electron charge) and $A$ is the electromagnetic gauge potential. Equation (3.1) means that the superconducting state is a coherent state of Cooper pairs, an electric condensate.

The most characteristic phenomenon associated with a superconductivity is the Meissner effect. This effect follows as an immediate consequence of the fact that in a superconductor, $\phi \neq 0$ and $d_A\phi = 0$ and, hence,

$$d^2_A\phi = -ie\phi dA - ied\phi \wedge A - ieA \wedge d\phi = -ie\phi F = 0,$$

where $F = dA$. Thus, $F$ is zero since $\phi \neq 0$. In a perfect conductor only the electric field is zero while in a superconductor the total electromagnetic field vanishes. This effect is a consequence of an energy balance and, if the electromagnetic field is intense enough, it can be violated in regions where vortices are formed [40] (for a review, see chapter 5 of [6]) endowing the theory with non-trivial fluxes.

$$\int_{S^1} A = \frac{2\pi}{e} n; \quad n \in \mathbb{Z}. $$
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In the infrared (IR) limit these classical vortex solutions appear as objects without structure corresponding to singularities in spacetime and are represented by the $p$-currents we discussed in the previous section.

We are going to write down now an effective theory for the IR limit of the relativistic generalization of the phenomenological model of superconductivity proposed by Ginzburg and Landau [39]. This relativistic generalization corresponds to the Abelian Higgs Model, whose action defined in $\mathbb{R}^{1,3}$ is given by:

$$S_{Higgs} = \int_{M_4} \left( -\frac{1}{2} dA \wedge \ast dA - \frac{1}{2} dA \Phi \wedge \ast dA - \frac{\lambda}{4} (\Phi \bar{\Phi} - v^2) \wedge \ast (\Phi \bar{\Phi} - v^2) \right).$$

(3.5)

We want to analyze the low energy limit of this model. This limit corresponds to consider an energy scale where the fluctuations of the modulus of the scalar field $\phi$ are frozen, i.e., there are only fluctuations in the phase of the field. This corresponds to study the system in the so-called London limit defined by the condition $\lambda \to \infty$. Hence, $|\phi| = v$ is a constant and the covariant derivative reads:

$$d_A \Phi = i v e^{i \theta} (d\eta - eA + 2\pi n^* \Lambda),$$

(3.6)

where $n \in \mathbb{Z}$, $\eta$ is the regular part of the angle $\theta$, while the 3-current $\Lambda$ codifies the fact that $\theta$, being the inverse of a periodic function, is multivalued [6]. $\ast \Lambda$ represents the vortex contribution in the system and the non-trivial fluxes are given by

$$\int_{S^1} \ast \Lambda = 1.$$

(3.7)

It is important to notice that $\ast \Lambda$ is only associated to closed flux lines; indeed, the magnetic flux described by $\ast \Lambda$ is proportional to $d^* \Lambda$ and hence the flux lines are closed, since $d^2 = 0$.

The IR effective action has the form:

$$S_{eff} = \int_{M_4} \left( -\frac{1}{2} dA \wedge \ast dA - \frac{v^2}{2} (d\eta - eA + 2\pi n^* \Lambda) \wedge \ast (d\eta - eA + 2\pi n^* \Lambda) \right).$$

(3.8)

If there are many vortices in the system we must consider a sum over them. The partition function consists of a sum over all configurations of the system and hence it is given by:

$$Z = \sum_{\{C_3\}} \int D\Phi \int D\eta e^{iS_{eff}},$$

(3.9)

where $P(C_3) = \ast \Lambda$. The sum over $C_3$ is a way of parameterizing the electric condensation: if the number of vortices vanish we have a perfect superconducting state while if the vortices proliferate the superconducting state is destroyed. This information about the vortex configurations is left open and will be codified in the definition of such a sum. This point will become clearer as we proceed (see the discussion after (3.18)).

Notice that the gauge dependent fields $A$ and $\eta$ can be combined in the definition of a new massive gauge invariant field $B = A - \frac{1}{2} d\eta$. In this case, the gauge symmetry is hidden into the gauge invariant $B$ and it is this hidden realization of the gauge symmetry
that is called the spontaneous breaking of the gauge symmetry. This is a standard but unfortunately misleading nomenclature since the gauge symmetry is not really broken but only hidden. In fact, since the gauge symmetry is a local symmetry, it can not be broken according to Elitzur’s theorem \[2\] (for a recent discussion on the subject, see [41]), what happens here is that the original gauge dependent variables \(A\) and \(\eta\) are no longer convenient to describe the system in this energy scale, and it is more convenient to introduce the gauge invariant combination of \(A\) and \(\eta\) given by \(B\): under the gauge transformation \(A \rightarrow A + \frac{1}{\epsilon} d\chi\) and \(\eta \rightarrow \eta + \chi\) we have \(B \rightarrow B\). Hence, we write:

\[
Z = \sum \int DB e^{i \mathcal{F}_{\text{M}_A}\left(-\frac{1}{4} dB \wedge dB - \frac{e^2}{2} (B - \frac{2\pi n}{v}\Lambda)^\wedge (B - \frac{2\pi n}{v}\Lambda)\right)},
\]

which describes an ensemble of magnetic flux loops in a superconductor. The misleading nomenclature of “spontaneous breaking of the gauge symmetry” can be loosely related to the fact that (3.10) does not possess gauge invariance in terms of the field \(B\). But as we have seen in the above construction, the original gauge invariance in terms of the fields \(A\) and \(\eta\) is present although hidden in \(B\). Since this is a standard nomenclature we will also use it throughout this work but keeping its right meaning in mind. Notice from (3.5) and (3.10) that the superconductor features two characteristic mass scales: the mass \(M_\rho = \sqrt{2\lambda v}\) of the excitations associated with the fluctuations \(\rho = |\phi| - v\) of the modulus of the scalar field around the vacuum \(|\phi| = v\) and the mass \(M_B = ev\) of the excitations of the gauge invariant field \(B\), so that the London limit amounts to \(M_\rho \gg M_B\).

We are going to insert now an external monopole-antimonopole pair (prescribed magnetic charges) in the system and evaluate the static energy associated with this configuration. The presence of monopoles disturbs the system and to evaluate the energy variation associated with this perturbation we can use the following reasoning: the transition amplitude from the vacuum state before the monopole insertion, which happens at the instant \(-T/2\), to the vacuum state after the annihilation of the monopoles, at the instant \(T/2\), can be expressed as a coherent sum of the probabilities of the monopole pair state to be found with energy \(E_n\) relatively to the state without monopoles. Explicitly, if \(\Phi^\dagger\) denotes the creation operator of the monopole-antimonopole pair, we have:

\[
\langle 0 | \Phi \left(\frac{T}{2}\right) \Phi^\dagger \left(-\frac{T}{2}\right) | 0 \rangle = \langle 0 | \Phi(0)e^{-i\hat{H}T} \Phi^\dagger(0) | 0 \rangle = \sum_n |\langle 0 | \Phi | n \rangle|^2 e^{-iE_n T},
\]

where \(\hat{H}\) is the Hamiltonian operator of the system in the presence of the monopole-antimonopole pair. In the second line we have used the completeness relation of the Hamiltonian eigenstates \(|n\rangle\). \(E_n\) represents the difference between the energy of the \(n\)-th excited state of the system in the presence of monopoles and the vacuum energy without monopoles which is included in a normalization factor omitted in the above expression. For the state of the system with monopoles to be considered a stationary state (the new vacuum of the system) we must take the limit \(T \rightarrow \infty\). In this limit all the excited states can be ignored.
in the above expression and the only relevant contribution is given by the ground state $|0\rangle$. $E_0$ is then the difference between the vacuum energy of the system with monopoles and the vacuum energy of the system without monopoles (to be more precise, this reasoning involves formulating the theory in the Euclidean spacetime, taking the indicated limit and then to Wick rotating back Minkowski spacetime):

$$\langle 0| \Phi \left( \frac{T}{2} \right) \Phi^\dagger \left( -\frac{T}{2} \right) |0\rangle \sim e^{-iE_0 T}; \quad T \to \infty.$$  \hfill (3.12)

The energy $E_0$ contains the information about the interaction energy between the static monopole-antimonopole pair and it is our aim to determine this energy in the sequel.

The left hand side of (3.12) represents the partition function with monopole insertions. As discussed in the previous section, monopoles are seen as defects by the electromagnetic potential and thus, they are inserted in this representation via their associated Dirac strings through a non-minimal coupling as in (2.30). So, in the limit $T \to \infty$, we have:

$$e^{-iE_0 T} = \sum_{\{c_i\}} \int D B e^{i \int_{\mathcal{M}_4} \left( -\frac{1}{2} (dB + g^* \Sigma_g)^\wedge (dB + g^* \Sigma_g) - \frac{r^2}{2} (B - \frac{2\pi n}{e} \cdot \Lambda)^\wedge (B - \frac{2\pi n}{e} \cdot \Lambda) \right)},$$ \hfill (3.13)

$$\mathcal{Z}(J_g),$$ \hfill (3.14)

where $^*J_g = ^*\Sigma_g$ is the monopole current. Notice that due to Elitzur’s theorem [2] the brane symmetry,

$$^*\Sigma_g \rightarrow ^*\Sigma_g + d^* \Lambda_g;$$ \hfill (3.15)

$$B \rightarrow B - g^* \Lambda_g,$$ \hfill (3.16)

must be maintained, since it is a local symmetry. This constitutes a physical constraint in our system. The sum defining the ensemble of flux loops must be such that all configurations of the Dirac string $^*\Sigma_g$ that can be reached by the transformations (3.15), (3.16) are contained in the ensemble. This is a consequence of the external perturbation introduced by the monopoles. The brane symmetry is preserved due to the ensemble of magnetic flux loops if $g = \frac{2\pi n}{e}$. This is why we used the notation $\mathcal{Z}(J_g)$ calling attention to the fact that the partition function depends only on $J_g$ and not on $\Sigma_g$. As before, we see that the Dirac quantization condition (2.34) is a consequence of the brane symmetry.

In order to reveal the spontaneous breaking of the brane symmetry, we shift the field $B$ by:

$$B \rightarrow B + \frac{2\pi n}{e} \Lambda,$$ \hfill (3.17)

resulting in:

$$\mathcal{Z}(J_g) = \sum_{\{c_i\}} \int D B e^{i \int_{\mathcal{M}_4} \left( -\frac{1}{2} (dB + g^* (\Sigma_g + d^* \Lambda))^\wedge (dB + g^* (\Sigma_g + d^* \Lambda)) - \frac{r^2}{2} B^\wedge (B - \frac{2\pi n}{e} \cdot \Lambda) \right)},$$ \hfill (3.18)

with $g = \frac{2\pi n}{e}$. In the presence of external monopoles the electric condensation is at most capable of expelling, through the Meissner effect, the vortex configurations corresponding
to closed flux loops disconnected from the Dirac string. Since the remained vortex configurations in the electric condensate correspond to loops connected to the Dirac string, the sum over the 3-branes $C_3$, which are Poincaré- dual to the 3-currents $\Lambda$, plays the role of summing over all the surfaces Poincaré-dual to the currents $\Sigma_g$ constrained by $* J_g = d^* \Sigma_g$ and hence, we can make the following substitution (except for a possible normalization constant):

$$\sum_{\{C_3\}} \rightarrow \sum_{\{B_2\}}^{\prime},$$

(3.19)

where $P(B_2) = * \tilde{\Sigma}_g \equiv * \Sigma_g + d^* \Lambda$ and the notation $\prime$ indicates that the sum is constrained over open surfaces which have as boundary the world lines of the monopole and the antimonopole. This is illustrated in FIG. 1. Hence, we have the equivalent form:

$$Z(J_g) = \sum_{\{B_2\}}^{\prime} \int D B e^{i \int_{M_4} \left( - \frac{1}{2} (dB, dB) - g (dB, * \tilde{\Sigma}_g) - \frac{g^2}{2} (\Sigma_g, * \Sigma_g) - \frac{e^2 v^2}{2} (B, B) \right)},$$

(3.20)

$$\text{Figure 1}. \text{Full black lines represent closed vortex lines, dashed brown lines represent Dirac strings connecting monopoles and antimonopoles and full green lines represent the brane invariants.}

The physical scenario is clear [11]: it is impossible to have a complete electric condensation when we include external monopoles in the system since the magnetic fields generated by them, although expelled from almost all the space by the Meissner effect, can not simply vanish: as we are going to see in a moment, they are confined into magnetic flux tubes connecting monopoles of opposite sign immersed in the electric condensate. In (3.20) $\tilde{\Sigma}_g$ is a brane invariant (notice that this is a brane invariant at the level of the partition function and not at the level of the action, the same happening to $B$ after the shift (3.17)). In this way, the brane symmetry is preserved but its realization is hidden, just like it happens to the gauge symmetry. Thus, we say that the brane symmetry was spontaneously broken.

In order to integrate out the quadratic gauge invariant field $B$ in the partition function (3.20), we write:

$$S = - \frac{1}{2} (dB, dB) - g (dB, * \tilde{\Sigma}_g) - \frac{g^2}{2} (\Sigma_g, * \Sigma_g) - \frac{e^2 v^2}{2} (B, B)$$
$$= - \left( B, \frac{\Delta + e^2 v^2}{2} B + g d^* \tilde{\Sigma}_g \right) - \frac{g^2}{2} (\Sigma_g, * \Sigma_g),$$

(3.21)

where we made use of the Proca’s constraint, $d^\dagger B = 0$, writing: $(dB, dB) = (B, \Delta B)$, where $\Delta = d^\dagger d + dd^\dagger = -\Box = -g^{\mu\nu} \partial_\mu \partial_\nu$ is the Laplacian operator.
The integration of a Gaussian structure can be achieved by substituting the extremum path,

\[ \delta_B S = 0 \Rightarrow (\Delta + e^2 v^2) B = -g d^i \bar{\Sigma}_g \Rightarrow B = \left( -\frac{g}{\Delta + e^2 v^2} \right) d^i \bar{\Sigma}_g, \quad (3.22) \]

into the action \( S \), from which we obtain the following effective action:

\[
S_{\text{eff}} = -\left( -\frac{g}{\Delta + e^2 v^2} d^i \bar{\Sigma}_g, \Delta + e^2 v^2 \right) \left( -\frac{g}{\Delta + e^2 v^2} \right) d^i \bar{\Sigma}_g + g d^i \bar{\Sigma}_g \right) - \frac{g^2}{2} (\bar{\Sigma}_g, * \bar{\Sigma}_g) \\
\]

\[ = \frac{g^2}{2} \left( d^i \bar{\Sigma}_g, \frac{1}{\Delta + e^2 v^2} d^i \bar{\Sigma}_g \right) - \frac{g^2}{2} (\bar{\Sigma}_g, * \bar{\Sigma}_g) \\
\]

\[ = \frac{g^2}{2} \left( \bar{\Sigma}_g, \frac{d^i d^i}{\Delta + e^2 v^2} \bar{\Sigma}_g \right) - \frac{g^2}{2} (\bar{\Sigma}_g, * \bar{\Sigma}_g) \\
\]

\[ = \frac{g^2}{2} \left( d^i \bar{\Sigma}_g, \frac{g^2 e^2 v^2}{\Delta + e^2 v^2} \bar{\Sigma}_g \right) + \frac{1}{2} \left( \bar{\Sigma}_g, \frac{g^2 e^2 v^2}{\Delta + e^2 v^2} \bar{\Sigma}_g \right) \\
\]

\[ = \int_{\mathcal{M}_4} \left[ -\frac{1}{2} J_g \wedge \left( \frac{g^2 e^2 v^2}{\Delta + e^2 v^2} \right) J_g + \frac{1}{2} \bar{\Sigma}_g \wedge \left( \frac{g^2 e^2 v^2}{\Delta + e^2 v^2} \right) \bar{\Sigma}_g \right], \quad (3.23) \]

where \( J_g = d^i \bar{\Sigma}_g \). Hence, the integration of the field \( B \) in the partition function (3.20) gives (except for a normalization constant):

\[ Z(J_g) = e^{-\frac{i}{2} \int_{\mathcal{M}_4} * J_g \wedge \left( \frac{g^2 e^2 v^2}{\Delta + e^2 v^2} \right) J_g} \sum_{\{E\}} e^{\frac{i}{2} \int_{\mathcal{M}_4} * \bar{\Sigma}_g \wedge \left( \frac{g^2 e^2 v^2}{\Delta + e^2 v^2} \right) \bar{\Sigma}_g}. \quad (3.24) \]

The first term corresponds to an Yukawa-like interaction between the monopoles. The second term corresponds to an Yukawa-like interaction between the brane invariants \( \bar{\Sigma}_g \) containing the Dirac strings: this is the term responsible for the monopole confinement in the electric condensate. We consider that this is a signature of the confinement phenomenon in Abelian theories involving condensates. Notice that the sum in the second term shows that the energy of the system in the presence of monopoles involves the contributions of all configurations of the brane invariant \( \bar{\Sigma}_g \) for a given external configuration of the monopole-antimonopole pair. In fact, the brane invariant \( \bar{\Sigma}_g \) corresponds to the magnetic flux tube between the monopole-antimonopole pair [11]. Notice also that in the limit \( v \to 0 \) the electric condensate is destroyed and the interaction reduces to the Coulomb interaction between the monopoles with no confinement, as expected.

We now consider a stationary monopole configuration where the monopole-antimonopole pair is separated by a fixed distance \( R \):

\[ J^\mu_g = \delta^{\mu \nu} [\delta(\bar{x} - \bar{x}_1) - \delta(\bar{x} - \bar{x}_2)]; \quad R = |\bar{x}_1 - \bar{x}_2|. \quad (3.25) \]
The Yukawa interaction between the monopole currents in the first term is easily evaluated:

\[-\frac{i}{2} (\ast J_g, \left(\frac{g^2}{(\Delta + e^2 v^2)}\right) \ast J_g) = -\frac{i}{2} \int d^4 x J_g \mu \left(\frac{g^2}{(\Delta - e^2 v^2)}\right) J_g^\mu\]

\[= \frac{i}{2} T \int d^3 x J_g^0 \left(\frac{g^2}{\sqrt{\nabla^2 - e^2 v^2}}\right) J_g^0\]

\[= (\text{self-energy}) + ig^2 T \int \frac{d^3 k}{(2\pi)^3} k^2 + e^2 v^2\]

\[= (\text{self-energy}) + iT \frac{g^2}{4\pi R} e^{-ivR}, \quad (3.26)\]

where the self-energy does not depend on \(R\) and contributes only to the energy renormalization. On the other hand, the terms in the sum in (3.24), which represent the brane-brane Yukawa interaction, are very complicated to be calculated in general. Notice, however, that this sum simply reflects the sum over energy states according to (3.11). We are looking for the term in this sum that gives the main contribution in the limit \(T \to \infty\). This term corresponds to the flux tube configuration that minimizes the interaction energy between the brane invariants. It is expected that this configuration minimizes the brane invariant surface area. Such a configuration, at a fixed time, corresponds to a straight flux tube connecting the monopole-antimonopole pair. Since the calculation involving arbitrary surface configurations is very difficult, a rigorous proof that the minimal surface is the configuration that minimizes the energy is unknown. However, this is a reasonable hypothesis adopted in the literature [14, 42] and we shall adopt it here as well. The straight flux tube which has as its boundary the monopole configuration (3.25) can be constructed inverting the formula \(\ast J_g = d^i \tilde{\Sigma}_g\), which for a static configuration has the form:

\[J_g^0 = -\partial_i \tilde{\Sigma}_g^i. \quad (3.27)\]

The vector \(\vec{R} = \vec{x}_1 - \vec{x}_2\) that connects the monopoles can be used to invert this formula:

\[\tilde{\Sigma}_g^i = -\frac{R^i}{R \cdot \nabla} J_g^0. \quad (3.28)\]

Notice that this procedure introduces a singularity related to the Fourier modes of the monopole density that are orthogonal to \(\vec{R}\). To avoid this singularity, a possibility would be to smooth out the monopole density (3.25). However, this will not be necessary here since we are only interested in the energy and we can simply absorb these singular contributions in the energy renormalization. Substituting this expression in the brane-brane interaction we get:

\[-\frac{i}{2} \left(\ast \tilde{\Sigma}_g, \left(\frac{g^2 e^2 v^2}{(\Delta + e^2 v^2)}\right) \ast \tilde{\Sigma}_g\right) = -\frac{i}{4} \int d^4 x \tilde{\Sigma}_g \mu \nu g^2 e^2 v^2 \left(\square - e^2 v^2\right) \tilde{\Sigma}_g^\mu \nu\]

\[= \frac{i}{2} \int d^4 x \tilde{\Sigma}_g^0 g^2 e^2 v^2 \tilde{\Sigma}_g^0\]

\[= (\text{self-energy}) + iT \int \frac{d^3 k}{(2\pi)^3} \frac{(gev)^2 e^{-ik \cdot \vec{R}}}{(k^2 + e^2 v^2) (\vec{R} \cdot \vec{k})^2}. \quad (3.29)\]
The self-energy term is absorbed in the energy renormalization. The integral in the last line can be rewritten as:

\[
\int \frac{d^3k}{(2\pi)^3} \frac{e^{-ik \cdot R}}{(k^2 + e^2v^2)(\vec{R} \cdot \vec{k})^2} = 4\pi \int_0^\infty \frac{dk}{(2\pi)^3 (k^2 + e^2v^2)} \int_0^1 \frac{1}{x^2} dx \cos(kRx) = 4\pi \int_0^\infty \frac{dk}{(2\pi)^3 (k^2 + e^2v^2)} \int_0^1 \frac{1}{x^2} dx \cos(kRx) \]

(3.30)

Noticing that \(x\) is the cosine of the angle between \(k\) and \(R\), the singularity in \(x = 0\) in the integral over \(x\) corresponds to the singularity discussed above; explicitly:

\[
\int_\epsilon^1 dx \frac{\cos(kRx)}{x^2} = -\cos(kR) + \frac{\cos(kR\epsilon)}{\epsilon} - kRSi(kR).
\]

(3.31)

The second term above is absorbed in the energy renormalization as anticipated. In the last term we have the Integral Sine function defined by:

\[
Si(t) \equiv \int_0^t dx \frac{\sin(x)}{x}.
\]

(3.32)

At this point we have to pay attention to the scales involved in the problem. Remember we are working in the London limit in which \(M_\rho \to \infty\). This means that \(M_\rho\) defines the ultraviolet (UV) scale of our problem and hence the integral over \(k\) in (3.30) has an UV cutoff given by \(M_\rho\). The integral (3.30) reads:

\[
-4\pi \int_0^{M_\rho} dk \frac{1}{(2\pi)^3 (k^2 + e^2v^2)} (\cos(kR) + kRSi(kR))
\]

\[
= -4\pi R \int_0^{RM_\rho} dy \frac{1}{(2\pi)^3 (y^2 + R^2 M^2_B)} (\cos(y) + ySi(y)),
\]

(3.33)

where we have made explicit the other relevant mass scale in our problem: \(M_B = ev\). The confining potential is dominant in the infrared (IR) limit of large distances where the Yukawa potential (3.26) effectively vanishes. Thus, the relevant distance scale to identify the confining potential is such that \(R \gg \frac{1}{M_B}\). This together with the London limit condition \(M_\rho \gg M_B\) gives us an idea of the the behavior of the integrand in (3.33). Exemplifying these scale conditions by \(RM_B = 1000\) and \(RM_\rho = 10000\), we see that the integrand behaves as depicted in FIG. 2.

**Figure 2.** Behavior of the integrand in (3.33) as a function of \(y\) with the exact form \(\cos(y) + ySi(y)\).
On the other hand, notice that substituting the expression \( \cos(y) + y \text{Si}(y) \) by its asymptotic value \( y \frac{\pi}{2} \), the integrand behaves as depicted in FIG. 3.

Hence, we conclude that the behavior of the integrands is approximately the same in both cases within the region of integration considered. Thus, we substitute this asymptotic value into the integral and solve it easily:

\[
-\frac{4\pi R}{3} \int_0^{RM_p} dy \left( y^2 + R^2 M_p^2 \right)^\frac{\pi}{2} \to -R \frac{1}{8\pi} \ln \left( \frac{M_p^2 + M_B^2}{M_B^2} \right).
\]

In this way we have obtained the expression of the linear confining potential. Gathering the results obtained above we write the final expression for the energy \( E_0 \):

\[
E_0 = -\frac{g^2}{4\pi R} e^{-M_B R} + \sigma R,
\]

where \( \sigma = \frac{g^2 M_p^2}{8\pi} \ln \left( \frac{M_p^2 + M_B^2}{M_B^2} \right) \) is the so-called string tension of the linear confining flux tube. The asymptotic character of this energy is what defines the confining regime of the theory.

Remember that the above procedure used to identify the energy \( E_0 \) evaluating the value of \( e^{-iE_0 T} \) corresponds to the calculation of the VEV of the operator that creates an open magnetic flux tube connecting a monopole-antimonopole pair at the time \( t \to -\infty \) and destroy it at \( t \to \infty \) (3.12). We have seen in section 2 that this corresponds to the insertion of defects in the partition function and that this procedure is the dual of the calculation of the VEV of the Wilson loop. In this sense what we have obtained here is simply the area law for the Wilson loop which defines the confining regime for the monopoles, \( e^{-iE_0 T} \to e^{-i\sigma R T} \) in the IR limit. The Wilson loop we have calculated corresponds to the holonomy associated to the dual vector potential \( \tilde{A} \) (which couples minimally to monopoles) whose expression in terms of the original vector potential \( A \) (which couples minimally to electric charges) would be non-local. In this context, the Wilson loop receives another name, to differentiate it from the original Wilson loop, and is called ‘t Hooft loop. Hence, we see that while the Wilson loop is associated to electric current lines, the ‘t Hooft loop is associated to magnetic flux lines.
The interpretation of the system in the low energy limit as a gas of magnetic flux loops was essential in to obtain the results above. We are going to reinterpret this result now under the perspective of the relation between electric currents and magnetic fluxes discussed above. The partition function of the magnetic flux loops gas was defined in (3.10). As we have discussed, \( ^*\Lambda \) in (3.10) represents the closed lines of magnetic flux.

Introducing an auxiliary 1-form \( H \) we can rewrite (3.10) in the equivalent form:

\[
Z = \sum_{\{C_3\}} \int \mathcal{D}B \mathcal{D}H e^{i \int_{M_4} \left( \frac{1}{2} dB \wedge ^*dB - eB - \frac{2\pi n}{e} \Lambda^\wedge H + \frac{1}{2\pi} H \wedge ^*H \right)}
\]

\[
= \int \mathcal{D}B \mathcal{D}H e^{i \int_{M_4} \left( \frac{1}{2} dB \wedge ^*dB - eB - \frac{1}{2} H \wedge ^*H \right)} \sum_{\{C_3\}} e^{2\pi in \int_{M_4} \Lambda^\wedge H}. \quad (3.36)
\]

Notice that the term containing the sum over surfaces can be rewritten using the GPI (2.22) and we get:

\[
Z = \int \mathcal{D}B \mathcal{D}H e^{i \int_{M_4} \left( \frac{1}{2} dB \wedge ^*dB - eB - \frac{1}{2} H \wedge ^*H \right)} \sum_{\{A_1\}} \delta(^*J - ^*H), \quad (3.37)
\]

where \(^*J = P(A_1)\). Integrating over \( H \) we obtain:

\[
Z = \sum_{\{A_1\}} \int \mathcal{D}B e^{i \int_{M_4} \left( \frac{1}{2} dB \wedge ^*dB - eB - J - \frac{1}{2\pi} J \wedge ^*J \right)}, \quad (3.38)
\]

This theory represents an ensemble of electric currents and is an alternative representation to the ensemble of magnetic flux loops [10]. Apparently this theory does not have a gauge ambiguity, since the sum over the surfaces \( A_1 \) is unrestricted and includes configurations of open currents. However, remember that \( B \) is a gauge invariant combination of the gauge dependent fields \( A \) and \( \eta \) and hence, the gauge symmetry is present, although hidden also in the above formulation. We can reveal it by noticing that the sum over open surfaces constitutes a redundancy in the theory. Indeed, since \( B \) appears in a gaussian structure, all the physical information of the theory is contained in the stationary point of the action with respect to variations of \( B \) and it is trivially integrated out in (3.38). Its equation of motion,

\[
d^1 dB = -eJ, \quad (3.39)
\]

implies the current conservation,

\[
d^* J = 0, \quad (3.40)
\]

and thus, only the sum over closed surfaces contributes physically: the current conservation is a consequence of the gauge symmetry.

The connection between flux loops and currents becomes manifest by noticing that the flux loops dilution, which establishes the complete transition to the condensed phase, is represented in the formulation (3.38) by the electric condensation. Indeed, the dilution of
the flux loops in (3.10) is represented by the decoupling of the sum over surfaces, which is then absorbed in the normalization of the partition function, resulting in the establishment of the Proca theory as the effective theory, that is, the magnetic fluctuations represented by the vortices are frozen. On the other hand, in the formulation (3.38), this effect manifests itself through the condensation of the current lines: formally, the sum over the 1-branes $A_1$ is substituted by an integral measure over $J$, which in this context becomes a field describing the electric condensate. The result of the integration over $J$ is again the Proca theory. This procedure corresponds to one of the faces of the JTA, which we shall discuss soon in subsection 3.1. We have in this way a kind of order-disorder connection between fluxes and currents [10]. A particular version of this order-disorder map was used by Banks, Kogut and Myerson in [5] to study phase transitions in relativistic lattice Abelian gauge theories and also by Kleinert in [43, 44] to investigate the phase structure of the superconductor and its critical exponents (see also chapter 5 of [6] for a review).

The electric condensed state realizes the monopole confinement as we have discussed previously. If monopoles, taken as external magnetic charges, are immersed in the superconductor, the dilution of the magnetic flux loops has as consequence the selection of a fixed configuration for the magnetic flux tube connecting them. The effective theory describing this scenario is the Proca theory non-minimally coupled to the brane invariant as in equation (3.20), where the brane symmetry is hidden, a fact we called the spontaneous breaking of the brane symmetry. This means that the monopoles are no longer the adequate degrees of freedom for the description of the system in the confining phase: the magnetic flux tube connecting them acquires the status of relevant degree of freedom. On the other hand, if we introduce external electric charges in the system they will minimally couple to the Proca field and consequently interact through a Yukawa-like potential. At asymptotically large distances the potential vanishes except for a possible constant: this is the screening phenomenon defining the Higgs phase of the system. Physically, the electric condensate can be seen as a reservoir of electric charges and the introduction of external charges disturbs the system inducing the creation of pairs which screen the charge of the external sources at large distances.

We conclude that while the electric charges see the superconducting state as a Higgs phase, the monopoles see it as a confining phase. This is the Higgs-confinement connection which generalizes for the condensed phase the Coulomb-Coulomb connection discussed in section 2 in the context of the diluted phase. We have then, the following phase structure defined by the asymptotic behavior of external charges [45]:

| monopoles       | electric charges |
|-----------------|------------------|
| Coulomb $V(R) \sim \frac{1}{R}$ | Coulomb $V(R) \sim \frac{1}{R}$ |
| Confinement $V(R) \sim \sigma R$ | Higgs $V(R) \sim \text{const.}$ |

As we have seen in section 2 the electromagnetic duality maps minimal coupling into non-minimal coupling and vice-versa. This means that charges are mapped into defects and vice-versa, but in the context of that section both were in the Coulomb phase. However,
in the superconductor there is a qualitative difference between the behavior of external charges: electric charges are condensed and monopoles are confined. On the other hand, we could have studied the dual superconductor and everything would be mathematically identical except for the fact that we would be talking about a monopole condensate and electric charge confinement. The phase structure of the dual superconductor is then:

\[
\begin{array}{|l|l|}
\hline
\text{monopoles} & \text{electric charges} \\
\text{Coulomb } V(R) \sim \frac{1}{R} & \text{Coulomb } V(R) \sim \frac{1}{R} \\
\text{Higgs } V(R) \sim \text{const.} & \text{Confinement } V(R) \sim \sigma R \\
\hline
\end{array}
\]

3.1 The Julia-Toulouse Approach

The Proca theory, which describes the electric condensate, has its origin in the Higgs Mechanism. This mechanism connects the Maxwell theory to the Proca theory through an electric condensation process. The mechanism is implemented through the introduction of a scalar field with a \( \phi^4 \) potential that introduces an energy scale \( v \), which must be experimentally determined, and a dimensionless parameter \( \lambda \) that is the relative weight of the energy contributions of the terms present in the energy functional. If we are not interested in the details of the condensation process we can ask ourselves if, having the knowledge of the model that describes the system before the condensation, we are able to determine the effective model describing the system in the condensed phase. This is the idea of the Julia-Toulouse prescription [3]. The condensation of topological defects establishes a new medium in which the defects constitute a continuous distribution in space. The low energy excitations of this medium represent the new degrees of freedom of the condensed phase. Julia and Toulouse specified a prescription to identify these new degrees of freedom, knowing the model that describes the diluted phase. This prescription does not deal with the dynamical reasons responsible for the condensation process: this is considered a separate issue, beyond the scope of the prescription. This prescription concerns only the properties of the new degrees of freedom once the condensation of topological defects has taken place. In the example discussed above, this means that we do not look for the value of the parameter \( \lambda \): it will not be present in the effective theory. Only the scale \( v \) shall be present since it determines the characteristic scale of the condensate. In fact, as we have seen previously, \( \lambda \) defines the mass scale \( M_\rho = \sqrt{2 \lambda v} \) which is seen as an UV cutoff for the effective theory signaling the scale where the low energy excitations of the condensate ceases to be a good description of the system.

The work of Julia and Toulouse has taken place in the context of ordered systems in condensed matter and due to the possible non-linearity of the topological currents, the absence of relativistic symmetry and the need for the introduction of dissipative external defects in this scenario, the construction of effective actions can be very complicated. However, Quevedo and Trugenberger [4] showed that in theories involving \( p \)-forms, which are very common in effective descriptions of string theories (for a recent review see [46]), these difficulties do not show up. They showed that in this context the prescription can be
defined into a more precise form, which leads to the determination of the effective action describing the system in the condensed phase. They have also showed that this leads naturally to a dual interpretation of the Higgs Mechanism.

Here we shall present a new and more complete form of this prescription which will allow us to consistently approach the condensation process and its consequences in a great variety of physical systems. Our generalized formulation of the JTA makes it possible to:

1. deal with general sorts of condensates, including condensates which may break spacetime symmetries;
2. consistently define the effective action for the condensed phase, preserving the brane symmetry (being its realization explicit or hidden), in consonance with Elitzur’s theorem [2] (see [11] for a discussion about the explicit breaking of the brane symmetry present in the original formulation and its consequent inconsistencies);
3. deal with the condensation of sources minimally coupled to gauge fields and not only with condensation of defects.

The key concept for this generalization is the recognition of the importance of the brane symmetry. This is the main guiding principle in the construction of the effective action describing the condensed phase. The brane symmetry is a local symmetry and hence it constitutes an ambiguity in the definition of the variables describing the system. Similarly to what happens to the gauge symmetry, there is no physical process capable of eliminating such ambiguity. However, the brane symmetry can be realized in a hidden fashion, akin to the gauge symmetry in the so-called spontaneous breaking of the gauge symmetry. We have seen an example of such hidden realization in (3.20). In the same way that the spontaneous breaking of the gauge symmetry gives us an observable massive gauge invariant field, the spontaneous breaking of the brane symmetry gives us an observable brane invariant carrying energy content, which constitutes a signature of the confinement phenomenon.

To illustrate the JTA in a first example, we are going to write the dual formulation of the system described by (3.20). The action defining the partition function is the Proca-like action, given by:

$$S_{Proca} = \int_{\mathcal{M}_4} \left( -\frac{1}{2} (dB + g^* \tilde{\Sigma}_g)^\wedge \ast (dB + g^* \tilde{\Sigma}_g) - \frac{e^2 v^2}{2} B \wedge B \right).$$  \hspace{1cm} (3.43)

Following the procedure given in section 2, we introduce an auxiliary 2-form $G$:

$$Z(J_g) = \sum_{\{B_g\}} \tilde{\int} DDB \int DGE^{-i\left( (G, dB + g^* \tilde{\Sigma}_g) + \frac{1}{2} (G, G) - \frac{e^2 v^2}{2} (B, B) \right)}.$$  \hspace{1cm} (3.44)

We can turn $B$ into an auxiliary field integrating by parts in the first term, and then $B$ is trivially integrated out:

$$Z(J_g) = \sum_{\{B_g\}} \tilde{\int} DGE^{-i\left( \frac{1}{2} (G, dB + g^* \tilde{\Sigma}_g) + \frac{1}{2} (G, G) + g (G, \ast \tilde{\Sigma}_g) \right)},$$  \hspace{1cm} (3.45)
or renaming $*G = H$,

$$
Z(J_g) = \sum_{\{B_g\}} \int \mathcal{D}H e^{i\int_{M^4} \left( -\frac{i}{2\pi^2} dH \wedge dH - \frac{1}{2} H \wedge *H + gH \wedge *\Sigma_g \right)}.
$$

This formulation is the dual of (3.20). The action defining this partition function is the dual of the Proca action non-minimally coupled to the brane invariant in $(3 + 1)D$ (3.43), that is, it is the massive Kalb-Ramond action minimally coupled to the brane invariant [11].

We are going to show now that it is possible to directly obtain the massive Kalb-Ramond theory (3.46) from the Dual Maxwell theory through the JTA. The Dual Maxwell theory in the presence of electric defects and external magnetic currents has the general form:

$$
Z_{\text{DualMax}}(J_g) = \sum_{\{B_e\}} \int \mathcal{D}\tilde{A} e^{i\int_{M^4} \left( -\frac{1}{2}(d\tilde{A} + e^*\Sigma_e) \wedge (d\tilde{A} + e^*\Sigma_e) + g\tilde{A} \wedge *J_g \right) + iS(J_e)},
$$

where $B_e$ are 2-branes Poincaré-dual to the 2-currents $*\Sigma_e$. The action $S(J_e)$ is a function only of the brane invariants $*J_e = d^*\Sigma_e$. The 2-currents $*\Sigma_e$ behave as defects as seen by the dual electromagnetic gauge potential $\tilde{A}$, meaning that the field $\tilde{A}$ is singular where $*\Sigma_e$ is nonzero, such that the combination $H = d\tilde{A} + e^*\Sigma_e$ is regular in the whole spacetime (indeed, this is the observable electromagnetic field). The field $H$ is an electric brane invariant. Consider now the case in which the electric defects condense. This means that the field $\tilde{A}$ becomes more and more singular until it is not defined anywhere. The JTA consists in considering that the new excitations of the electric condensate shall be described by the regular field $H$, the only one that remains physically well defined after the condensation process has taken place, and we must therefore construct an effective action for the system in terms of this new fundamental field. Notice that the minimal coupling with the monopole current $J_g$ must be rewritten in terms of brane invariant fields. This can be done as follows:

$$
g(\tilde{A}, J_g) = g(\tilde{A}, d^*\Sigma_g) = g(\tilde{A}, d^\dagger\Lambda_g) = g(d\tilde{A} + e^*\Sigma_e, \Sigma_g + d^\dagger\Lambda_g),
$$

where in the passage to the second line we have taken care of evidencing the ambiguity in the definition of the magnetic brane $\Sigma_g$ through the 3-current $\Lambda_g$. In order to obtain the third line in the equation above, we added the electric brane term which does not contribute due to the Dirac quantization condition. Indeed, to obtain the dual formulation of the Maxwell action in the form (3.47) we discarded exactly this term for the same reason (see (2.38)), and here we reintroduced it. Due to the ambiguity in the definition of the brane $\Sigma_g$ we have in fact a family of physically equivalent actions parameterized by the different configurations of $\Lambda_g$. Hence, we sum over the 3-branes $C_g$ Poincaré-dual to $\Lambda_g$ in
the partition function:

\[ Z_{\text{DualMax}}(J_g) = \sum_{\{C_g\}} \sum_{\{B_e\}} \int D\tilde{A} e^{i \int_M (-\frac{1}{2}(d\tilde{A} + e^*\Sigma_e)^\wedge (d\tilde{A} + e^*\Sigma_e) + g(d\tilde{A} + e^*\Sigma_e)^\wedge (\Sigma_g + d^!\Lambda_g)) + iS(J_e)}. \tag{3.49} \]

The JTA in this context consists in promoting the electric 2-current \( e^*\Sigma_e \) to the field category representing the establishment of the electric condensate. Formally, we have:

\[ \sum_{\{B_e\}} \to \int D\Sigma_e. \tag{3.50} \]

In this way the electric brane symmetry is realized in a Stuckelberg-like structure. The integrals over \( \Sigma_e \) and \( \tilde{A} \) are substituted by an integral over the electric brane invariant field \( H = d\tilde{A} + e^*\Sigma_e \) which realizes the electric brane symmetry in a hidden fashion. This is a characteristic of the JTA when there is mass generation in the system which we call the rank jump: the field describing the condensed phase is the 2-form \( H \), while the one describing the diluted phase is the 1-form \( A \). The partition function acquires the following form after the electric condensation:

\[ Z(J_g) = \sum_{\{C_g\}} \int DHe^{i \int_M (-\frac{1}{2}H^\wedge H + gH^\wedge (\Sigma_g + d^!\Lambda_g)) + iS(dH)}. \tag{3.51} \]

This mass generation mechanism shown here has as one of its consequences the spontaneous breaking of the magnetic brane symmetry: the sum over \( C_g \) is equivalent to span all the surfaces \( \Sigma_g \) which have as boundary the monopole current \( J_g \), thus, as we have done previously, we can rewrite it as a sum over the 2-branes \( B_g \) Poincaré-dual to the magnetic brane invariants \( \tilde{\Sigma}_g \equiv \Sigma_g + d^!\Lambda_g \) constrained by the condition \( *J_g = d^*\tilde{\Sigma}_g \):

\[ Z(J_g) = \sum_{\{B_g\}} \int DHe^{i \int_M (-\frac{1}{2}H^\wedge H + gH^\wedge \tilde{\Sigma}_g) + iS(dH)}. \tag{3.52} \]

The last step in the prescription consists in noticing that we are looking for an effective description of the low energy modes of the condensate. Therefore, it is a good approximation to consider the action \( S(dH) \) as a power series in the derivatives of the condensate field \( H \) and keep only the first non-trivial term consistent with the expected symmetries of the condensed phase. In this case, we have:

\[ S(dH) = -\frac{1}{2M^2}dH \wedge dH, \tag{3.53} \]

where \( M \) is a phenomenological characteristic scale of the condensate. We can identify it with the phenomenological parameter appearing in (3.46), \( M \equiv ev \), reobtaining in this way the theory (3.46).

This procedure reveals that the condensation process described by the JTA is the dual of the Higgs Mechanism in the present situation, in the sense that it acts in the dual picture. This is the conclusion achieved by Quevedo and Trugenberger [4].
The approach we followed here can also be used to deal with the condensation of \( p \)-currents minimally coupled. We can obtain the theory (3.20) starting from the Maxwell system minimally coupled to electric charges and non-minimally coupled to external monopoles:

\[
Z_{\text{Max}}(J_g) = \sum_{\{A_e\}} \int \mathcal{D}A e^{i \int_M \left( -\frac{1}{2} (dA + g^* \Sigma_g) \wedge^* (dA + g^* \Sigma_g) + eA \wedge^* J_e \right) + iS(J_e)},
\]

(3.54)

where \( A_e \) are 1-branes Poincaré-dual to the electric currents \( J_e \) and the primed sum indicates that it is constrained to be taken only over closed (conserved) currents (and hence \( A \) has a gauge ambiguity). In the action present in (3.54) the magnetic brane symmetry is realized in the form:

\[
* \Sigma_g \rightarrow * \Sigma_g + d^* \Lambda_g;
\]

(3.55)

\[
A \rightarrow A - g^* \Lambda_g.
\]

(3.56)

The term featuring the minimal coupling with the electric current is a brane invariant due to the Dirac quantization condition. We use this fact and the electric current conservation to rewrite the minimal coupling term as:

\[
eA \wedge * J_e \rightarrow e \left( A + d\phi + g^* \Omega_g \right) \wedge * J_e,
\]

(3.57)

including in the partition function a sum over all the branes \( E_g \) Poincaré-dual to the currents \( \Omega_g \) and connected to the Dirac strings \( \Sigma_g \), as well as a functional integral over the auxiliary field \( \phi \). In introducing the sum and integral in the partition function we are essentially fixing the gauge and brane symmetries in the Stuckelberg form. Physically, this sum represents the embedding of the system in a “virtual gas” of closed magnetic fluxes \( d^* \Omega_g \) (the expression “virtual” here accounts for the fact that these objects are unphysical and can be reabsorbed in a redefinition of the fields, just like it happens with the pure gauge \( \phi \)). The reason for the introduction of these objects is to reveal the physical variables (gauge and brane invariants) that shall define the system after the condensation process has taken place. The partition function acquires now the following form:

\[
Z_{\text{Max}}(J_g) = \sum_{\{A_e\}} \sum_{\{E_g\}} \int \mathcal{D}A \int \mathcal{D}\phi e^{i \int_M \left( -\frac{1}{2} (dA + g^* \Sigma_g) \wedge^* (dA + g^* \Sigma_g) + e(A + d\phi + g^* \Omega_g) \wedge^* J_e \right) + iS(J_e)}.
\]

(3.58)

We can reveal the physical variables defining them as follows:

\[
B \equiv A + d\phi + g^* \Omega_g,
\]

(3.59)

\[
* \Sigma_g \equiv * \Sigma_g - d^* \Omega_g,
\]

(3.60)

such that \( B \) and \( \bar{\Sigma}_g \) are gauge and brane invariants. As we know, the sum over \( E_g \) can be rewritten as a sum over the 2-branes \( B_g \) Poincaré-dual to the magnetic brane invariants \( \bar{\Sigma}_g \) constrained by \( * J_g = d^* \bar{\Sigma}_g \), while the integrals over \( A \) and \( \phi \) are translated into an integral over \( B \). The partition function reads:

\[
Z_{\text{Max}}(J_g) = \sum_{\{A_e\}} \sum_{\{B_g\}} \int \mathcal{D}B e^{i \int_M \left( -\frac{1}{2} (dB + g^* \bar{\Sigma}_g) \wedge^* (dB + g^* \bar{\Sigma}_g) + eB \wedge^* J_e \right) + iS(J_e)}.
\]

(3.61)
The sum over $A_e$ is no longer constrained, since the gauge symmetry was fixed and the fixing of the brane symmetry had the effect of introducing the sum over all the surfaces which have as boundary $J_g$. To proceed with the JTA we must specify a form for the action $S(J_e)$. As before, our aim is to describe an electric condensate at low energies. A term of the form $(J_e, J_e)$ in the action effectively represents the activation energy of electric excitations. This is a kind of “chemical potential” term such that the expression (3.61) can be regarded as a grand canonical partition function. Due to dimensional reasons, this term requires the introduction of a mass scale $M$, which at this stage is related to the activation energy of the electric excitations. Higher powers in $J_e$ represent corrections to this energy and shall be suppressed by higher powers of $M$. For the establishment of the electric condensate and its description at the lowest energies it suffices to consider only the quadratic term $[10, 11]$. We have then:

$$Z_{Max}(J_g) = \sum_{\{A_e\}} \sum_{\{B_g\}} \int D^{M/2} \left( -\frac{1}{2} (dB + g^* \tilde{\Sigma}_g)^\wedge (dB + g^* \tilde{\Sigma}_g) + eB \wedge J_e + \frac{1}{2M^2} J_e \wedge J_e \right).$$

(3.62)

We can formally condense $J_e$ imposing:

$$\sum_{\{A_e\}} \rightarrow \int D J_e.$$ 

(3.63)

Integrating over $J_e$ we get (3.20). We call this new procedure dealing with the condensation of currents minimally coupled as the Dual Julia-Toulouse Approach (DJTA).

The JTA can be seen as a “generator of effective theories”. This prescription suggests the answer to the question about which theory describes the system after the condensation of $p$-currents. This is a phenomenological approach whose validity depends on a posteriori verification. Still, due to the fact that it is a systematic procedure, it can be very useful in guiding us to obtain non-trivial results. This situation is not different than the process of quantization of a classical theory. There is also in this case a large arbitrariness involved in the process: in promoting classical dynamical variables to the operator category, ambiguities can emerge in the ordering of these operators which can only be fixed through comparison with experimental results.

We summarize our results in this section in the following schematic picture:

$$\begin{array}{c}
\text{Maxwell} \quad \text{Dual JTA} \quad \text{Proca} \\
\text{Dual Maxwell} \quad \text{JTA} \quad \text{Massive Kalb–Ramond}
\end{array}$$

(3.64)

As a final remark for this section, we mention that recently [11] we have applied the (dual of the) above picture to study the monopole condensation in the so-called $SU(2)$ restricted gauge theory defined by means of the Cho decomposition [16] of the non-Abelian connection, confirming it as the subsector of the complete gauge theory responsible for the confinement physics at large distances.
4 Application II - The Polyakov Model

In this section we shall discuss a very important result obtained by Polyakov \[47\]. The Polyakov Model describes a system that exhibits confinement as a result of the collective behavior of defects, which in this case are instantons. An important fact not emphasized in the literature is that this model features the rank jump phenomenon which, as we have seen in the previous section, is a signature of the mass generation within the JTA. We are going to see that the JTA can also be applied in this case and represents another interpretation of a more recent result obtained by Polyakov \[48\].

In this and the next three sections we shall work in the Euclidean spacetime $\mathcal{M}_3 = \mathbb{R}^3$. The Polyakov Model is proposed to describe the IR limit of the $SO(3)$ Georgi-Glashow theory defined by the action:

$$S = \int_{\mathcal{M}_3} \frac{1}{2e^2} Tr G \wedge^* G + \frac{1}{2} d_W \phi^a \wedge^* d_W \phi^a + \frac{\lambda}{4} \left( |\bar{\phi}|^2 - v^2 \right) \wedge^* \left( |\bar{\phi}|^2 - v^2 \right), \quad (4.1)$$

where the trace is taken over the components of $G^a = dW^a + \frac{1}{2} \epsilon^{abc} W^b \wedge W^c$, $a, b, c = 1, 2, 3$; the real field $\bar{\phi}$ transforms in the $3$ of $SO(3)$; and the coupling between $\phi^a$ and $W^a$ is given by the covariant derivative $d_W \phi^a = d\phi^a + \epsilon^{abc} W^b \phi^c$.

We want to study the effective theory describing the system in the low energy limit, which means that we are considering an energy scale much lower than energies of the order of $\sqrt{\lambda} v$, which are associated with fluctuations of the field $\bar{\phi}$. In this low energy scale the field $\bar{\phi}$ is in a configuration such that $|\bar{\phi}| = v$. Hence, we are going to work in a region where the $SO(3)$ gauge symmetry is broken to $SO(2) \cong U(1)$ (which corresponds to the rotation symmetry in the plane orthogonal to the arbitrary internal axis defined by the nonzero VEV of $|\bar{\phi}|$) and thus, we are looking for an $U(1)$ effective gauge theory.

Notice that there are defects in the system: in 3D the asymptotic space is homeomorphic to $S^2$ and hence we have, as a consequence of the gauge symmetry breaking in the IR, the non-trivial maps $\Pi_2(SO(3)/SO(2)) = \mathbb{Z}$, which labels the non-trivial fluxes of the theory. This means that the usual Maxwell theory is not a good candidate for the effective theory in this case, since it is not capable of describing these fluxes. In the original complete theory these defects are classical solutions of the non-linear differential equations of motion. These topological solutions correspond to the ’t Hooft-Polyakov monopoles \[49\] in a stationary configuration in 4D; in this context, they appear as localized objects in the 3D spacetime and are called instantons. In the IR limit they appear as point singularities in the fields of the effective theory.

The instanton contribution to the partition function is of the form $e^{-\frac{I}{V \mu^2}}$, where $I$ is a constant independent of the coupling constant $e$. This structure is obtained substituting the classical solution in the action (4.1). $e^{-\frac{I}{V \mu^2}}$ is proportional to the probability density for the creation of an instanton. More precisely, the average instanton number in a volume $V$ is of the order of $V \mu e^{-\frac{I}{V \mu^2}}$, where $\mu$ is a scale of inverse volume determined by the normalization of the probability density. If the coupling is weak the instanton number is only relevant for large volumes, i.e., the instanton contribution is fundamental in the IR limit. However, the instanton contribution is not given by the addition of local functionals.
of the Maxwell field to the Maxwell theory. The terms related to the instanton contribution should be relevant in the renormalization group sense, since the relevant terms have their contribution amplified in the IR limit. Also, the $U(1)$ gauge symmetry must be maintained. The only term with these characteristics is the Chern-Simons term, but it breaks the $P$ and $T$ symmetries and there is no physical reason to expect this to happen in this case. These observations indicate that a 1-form does not constitute a good effective description of the system in the low energy limit, although it is present in the original $SO(3)$ action. In fact, these considerations show that the instanton contribution is of a non-perturbative nature.

More precisely, these arguments mean that it is natural to define the effective theory as formally described by the following partition function:

$$Z_A = \sum_{\{B_g\}} \int \mathcal{D}A e^{-\int_{M^3} \left( \frac{1}{2} (dA + g^* \Sigma_g)^\wedge (dA + g^* \Sigma_g) \right) - S_g(J_g)},$$

(4.2)

where $g \sim \frac{1}{e}$ and the sum is taken over the surfaces Poincaré-dual to $\Sigma_g$. Notice that this sum is unrestricted reflecting the fact that these are objects internal to the system (we have not introduced external charges in the system at this stage). The closed surfaces, $d^* \Sigma_g = 0$, do not contribute and can be decoupled being absorbed in $A$. In this way, this sum is equivalent to a restricted sum over the configurations of $\Sigma_g$ with the constraint $*J_g = d^* \Sigma_g$ followed by a sum over all configurations of $J_g$. The reasoning we followed in the previous paragraph imply that an effective theory, written in terms of $A$ only, which would result from the sum over instanton configurations in (4.2), does not exist.

Since the formulation in terms of $A$ has a non-perturbative character regarding the instanton contribution, it is a good idea to look for a dual formulation. This was the path followed by Polyakov. The dual of the theory (4.2) is easily obtained with the methods of section 2:

$$Z_\eta = \sum_{\{A_g\}} \int \mathcal{D}\eta e^{-\int_{M^3} \left( \frac{1}{2} d\eta \wedge d\eta - ig\eta \wedge *J_g \right) - S_g(J_g)},$$

(4.3)

where $\eta$ is a 0-form and since the dual action appearing in the partition function depends only on $J_g$, the sum over surfaces in (4.2) can be rewritten here as a sum over the surfaces $A_g$ Poincaré-dual to $J_g$. This sum has a formal character and it is only properly defined on a lattice [5, 6, 10]. However, in the present case, notice that $J_g$ is a 0-current. More precisely, by the definition (2.17), an instanton localized in the event $x_0$ in spacetime is simply represented by:

$$J_g(x) = \delta(x - x_0).$$

(4.4)

It follows that we can construct an explicit realization of the sum describing an arbitrary number of instantons in spacetime, which constitutes an adequate description of the system in the IR limit. For only one instanton, the contribution to the partition function (4.3) would be:

$$1 : \sum_{\{A_g\}} e^{ig(\eta, J_g) - S_g(J_g)} \to \int d^3 x_0 \mu e^{-\frac{1}{\mu^2} e^{ig(\eta, x_0)}},$$

(4.5)
that is, a sum over all the possible configurations with weight given by the probability density of existence of an instanton in spacetime, \( \mu e^{-\frac{I}{2\epsilon}} \). This information should be formally codified in \( S_g(J_g) \). For two instantons, we would have:

\[
2 : \sum_{\{A_\eta\}} e^{ig_\eta(J_\eta) - S_g(J_\eta)} \rightarrow \int d^3x_0 \int d^3x_0' \frac{\mu^2 e^{-\frac{2I}{\epsilon}}}{2!} e^{ig_\eta(x_0) - ig_\eta(x_0')}, \tag{4.6}
\]

where the factor 2! designates the fact that the two instantons are indistinguishable. We could have also antinstantons with charge \(-g\). Therefore, in a situation in which the system has \( n_+ \) instantons and \( n_- \) antinstantons, the contribution shall be of the form:

\[
\left( \mu e^{-\frac{I}{2\epsilon}} \right)^{n_+ + n_-} \frac{1}{n_+!n_-!} \prod_{i=1}^{n_+} \prod_{j=1}^{n_-} \int d^3x_i \int d^3x_j e^{ig_\eta(x_i) - ig_\eta(x_j)}. \tag{4.7}
\]

Hence, for an arbitrary number of instantons the sum over all configurations can be explicitly written:

\[
\sum_{n_+, n_- = 0}^{\infty} \left( \mu e^{-\frac{I}{2\epsilon}} \right)^{n_+ + n_-} \frac{1}{n_+!n_-!} \prod_{i=1}^{n_+} \prod_{j=1}^{n_-} \int d^3x_i \int d^3x_j e^{ig_\eta(x_i) - ig_\eta(x_j)}. \tag{4.8}
\]

Notice that we are only considering instantons (antinstantons) with charge \( g \) \((-g)\), and to really take into account all the configurations, the sum would span all the charges with integer multiples of \( g \). However, for a weak coupling \( \epsilon \), the contributions of higher orders in the charge will be exponentially suppressed. This means that it is energetically favorable to create \( n \) instantons with charge \( g \) spread over a large volume than to create only one instanton with charge \( ng \).

The most interesting fact here is that, in this case, the sum can be explicitly evaluated. Using that the instantons and antinstantons contributions are independent. Noticing that,

\[
\sum_{n=0}^{\infty} \left( \mu e^{-\frac{I}{2\epsilon}} \right)^n \frac{1}{n!} \prod_{i=1}^{n} \int d^3x_i e^{ig\phi(x_i)} = e^{\mu e^{-\frac{I}{2\epsilon}}} \int d^3x e^{ig\phi(x)}, \tag{4.9}
\]

we get the total contribution of instantons and antinstantons:

\[
\sum_{n_+, n_- = 0}^{\infty} \left( \mu e^{-\frac{I}{2\epsilon}} \right)^{n_+ + n_-} \frac{1}{n_+!n_-!} \prod_{i=1}^{n_+} \prod_{j=1}^{n_-} \int d^3x_i \int d^3x_j e^{ig\eta(x_i) - ig\eta(x_j)} = e^{2\mu e^{-\frac{I}{2\epsilon}}} \int d^3x \cos g\eta(x). \tag{4.10}
\]

The effective IR theory is, therefore:

\[
Z_\eta = \int D\eta e^{-\int M_3 \left( \frac{1}{2} d\eta \wedge d\eta \right) + 2\mu e^{-\frac{I}{2\epsilon}}} \int d^3x \cos g\eta(x). \tag{4.11}
\]

A very natural question regards the fate of the field \( A \). The instanton gas discussed above gives a mass to the scalar field with the value \( 2g^2 \mu e^{-\frac{I}{2\epsilon}} \), and also produces self-interaction terms. We know that in 3D a massive scalar field is dual to a massive 2-form.
(remember from section 2 that for massive theories the duality relation is \( p + q + 1 = D \), where \( p \) and \( q \) are the ranks of the dual forms and \( D \) is the spacetime dimension). Hence, we have here the rank jump phenomenon.

We are going to show now that this system can also be analyzed via the JTA. This is a new result that supports the generality of the JTA. It is possible to represent the collective behavior of the instantons as a condensate (described by a continuous field) even in the dual picture. This would correspond to the DJTA discussed in the previous section. Indeed, let us go back to (4.3). The DJTA consists in taking \( J_g \) as a field and to formally consider the sum over surfaces as an integral over \( J_g \). The question at this point is: what is the form of the functional \( S_g(J_g) \) such that the integration over \( J_g \) gives us the effective theory (4.11)? \( J_g \) is an auxiliar field since it does not have derivatives in the action and, hence, an integration over \( J_g \) means solving the equation:

\[
\frac{\delta S_2}{\delta J_g} = ig \eta. \tag{4.12}
\]

We want to determine \( J_g \) as a function of \( \eta \) such that substituting it into the action we get the cosine term. Hence, we must solve (4.12) in such a way that:

\[
-i g \int d^3x J_g(x) \eta(x) + S_g(J_g) = - \epsilon \int d^3x \cos g \eta(x), \tag{4.13}
\]

where we have defined \( \epsilon \equiv 2 \mu e^{-\frac{\lambda}{2}} \). Differentiating (4.13) with respect to \( \eta \) and using (4.12) we obtain:

\[
J_g(x) = i \epsilon \sin g \eta(x). \tag{4.14}
\]

Substituting in (4.13) we get the complete form of the action \( S_g(J_g) \):

\[
S(J_g) = \int d^3x \left( J_g \arcsinh \left( \frac{J_g}{\epsilon} \right) - \epsilon \sqrt{1 + \left( \frac{J_g}{\epsilon} \right)^2} \right). \tag{4.15}
\]

Now it is easy to understand what happened in the original model (4.2) in terms of \( A \). The JTA is implemented in its original form, i.e., \( \Sigma_g \) becomes a field and the new fundamental field describing the condensed phase is the brane and gauge invariant combination \( B \equiv dA + g^* \Sigma_g \) such that \( g^* J_g \equiv H = dB \): in this way, the brane and gauge symmetries are realized in a hidden fashion in \( B \). The sum over branes becomes an integral over \( \Sigma_g \), which together with the integral over \( A \) becomes effectively an integration over the brane and gauge invariant 2-form \( B \). The effective theory is then:

\[
Z_B = \int DBe^{-\int_{M_3} \left( \frac{1}{2} B^\wedge B - \frac{\epsilon}{2} \arcsinh \left( \frac{\epsilon H}{\sigma} \right) - \epsilon \sqrt{1 + \left( \frac{\epsilon H}{\sigma} \right)^2} \right)}. \tag{4.16}
\]

This is the result recently obtained by Polyakov [48]. It describes the dynamics of the relevant degrees of freedom in the IR limit of the theory (4.1). This theory describes a massive Kalb-Ramond field with mass \( g^2 \epsilon \), the same mass of the scalar field, since they are dual.
Notice that the action (4.15) involves a multivalued function (the inverse of a periodic function). To go to the corresponding single-valued representation [6], we must reveal the different branches of this function. For any complex number $z$:

$$\text{arcsinh}(z) = \ln \left( z + \sqrt{z^2 + 1} \right) + 2i\pi n; \quad n \in \mathbb{Z},$$

where $n$ parametrizes the different branches. We can promote this function to the functional category and in this case $n$ becomes a distribution such that its integral in a region involving the singularity defined by the distribution is an integer (imagine a lattice where $z$ assumes complex values on the sites while $n$ assumes integer values and then extrapolate to the continuum). This is the definition of a 0-current. Hence, we have:

$$\frac{\ast H}{g} \text{arcsinh} \left( \frac{\ast H}{g\epsilon} \right) = \frac{\ast H}{g} \ln \left( \frac{\ast H}{g\epsilon} + \sqrt{\left( \frac{\ast H}{g\epsilon} \right)^2 + 1} \right) + \frac{2i\pi n}{g} \ast H A; \quad n \in \mathbb{Z}. \quad (4.18)$$

A sum over the branches must be included in the definition of the partition function when we write it in its single-valued representation. This sum becomes a sum over the 0-surfaces Poincaré -dual to the 0-currents $A$ which define the branches. These are internal defects of the system and have their origin in the periodicity of the field $\eta$ (which is an angle, since it is the argument of a cosine); they are analogous to the flux loops we have encountered in the superconductor in section 3. Remember that in that context, in the calculation of the confining potential, the loops were incorporated into a sum over branes whose boundary were the monopole world-lines. The same phenomenon will happen here in a dual version: when evaluating the Wilson loop associated to an electric charge, we shall need to express this charge in terms of its electric Dirac brane $\Sigma_e (\ast J_e = d^\ast \Sigma_e)$. In this case, the sum over the different branches will be translated into a sum over surfaces whose boundary are the electric currents $J_e$. This observation was originally made by Polyakov in [48]. Notice that also here the consistency of the formulation of the theory requires the quantization of the external electric charges as can be seen from the last term of (4.18): $e = \frac{2i\pi n}{g}$.

Explicitly, inserting the Wilson loop $W(C) = e^{i\epsilon(A_1 J_1)}$ in (4.2) and summing over the instanton gas we can obtain the VEV of the Wilson loop in this system. It will be expressed in terms of the brane $\Sigma_e$ due to the rank jump (the same procedure used in (3.48)). The expression for the VEV of the Wilson loop in terms of $B$ is:

$$\langle W(C) \rangle = \sum_{\{B_e\}} \int D B e^{-\frac{1}{2} \langle B, B \rangle - \int d^3x \left( \frac{\ast H}{g} \ln \left( \frac{\ast H}{g\epsilon} + \sqrt{\left( \frac{\ast H}{g\epsilon} \right)^2 + 1} \right) - \epsilon \sqrt{1 + \frac{\eta^2}{g^2}} \right) + i \epsilon (B, \Sigma_e)} \quad (4.19)$$

where the sum is taken over the surfaces $B_e$ Poincaré -dual to $\Sigma_e$ constrained by $\ast J_e = d^\ast \Sigma_e$, which is an external charge here, and we have defined the Stuckelberg-like electric brane invariant $\Sigma_e = \Sigma_e + d^\ast \Lambda$. This brane invariant is constructed with the help of the branches and the sum over the branches has become the sum over $\Sigma_e$. Notice that, due to the minimal coupling with the massive Kalb-Ramond field $B$, the electric brane invariant carries energy, being an observable. As in the superconductor, there is also here a spontaneous breaking of
the brane symmetry. This model, as it is well known, exhibits confinement in the sense that the VEV of the Wilson loop obeys an area law [47]. The important point we emphasize here is that, like in the superconductor, a signature of the confinement phenomenon is the spontaneous breaking of the brane symmetry. Indeed, we can consider (4.18) as an expansion in derivatives of $B$. It is a good approximation for the IR region to consider only the first order in this expansion if $B$ varies slowly. We assume that this is the case. Hence,

$$\int d^3x \left( \frac{eH}{g} \ln \left( \frac{eH}{g^2} + \sqrt{\left( \frac{eH}{g^2} \right)^2 + 1} \right) - e \sqrt{1 + \frac{eH^2}{g^2}} \right) \approx \int d^3x \frac{eH^2}{2g^2},$$

and, except for an overall constant, we get the massive Kalb-Ramond model with minimal coupling:

$$\langle W(C) \rangle \approx \sum_{\{B_c\}} \int DB_c e^{- \int_{\mathbb{M}^3} \frac{1}{2} (B \wedge \star B + \frac{1}{2} \epsilon^2 H \wedge \star H) + i(B, \Sigma_c)}. \quad (4.21)$$

As discussed by Polyakov [48] this approximation suffices to identify the confinement phenomenon. This shows that the determining factor for the confinement of external electric charges embedded in the instanton gas is the mass term for the Kalb-Ramond field $B$ and this, in turn, is responsible for the spontaneous breaking of the electric brane symmetry.

5 Application III - Radiative corrections in QED$_3$ as a condensation phenomenon

The effective theory describing QED$_3$ at low energies is the Maxwell-Chern-Simons theory (MCS) [50], which includes the lowest order terms from an expansion in the inverse fermion mass. This is a good approximation provided the fermions are very massive (notice, however, that even for massless fermions the Chern-Simons (CS) term [54] is induced due to the parity anomaly, in this case, by the Pauli-Villars regulator fermions [55] - see also the earlier discussion in [56]). In saying that some excitations are very massive relative to other possible excitations of the system, we are effectively considering that they are dynamically inert. However, their presence affects the states of the system through quantum fluctuations and this disturbs the propagation of lighter particles. In the case of QED$_3$ the quantum fermionic fluctuations induce the CS term which, in turn, introduces inertia in the electromagnetic propagations and the photons acquire mass. This is similar to the Higgs Mechanism in the superconductor and hence it is natural to suppose that an effective description of the system can be made in terms of a condensate.

The duality between the MCS theory and the self-dual model (SD) [51] has as a particular case the duality between the Maxwell theory and the massless scalar field theory, which we have encountered in the previous section in the analysis of the Polyakov Model. In that case, we saw that a system described by a massless scalar field minimally coupled to the instanton gas is effectively described by a condensate whose excitations are spinless massive bosons and we say that the scalar field acquired mass due to the instanton gas. Here we have
something similar: the Maxwell theory minimally coupled to massive fermions is effectively described by a condensate whose excitations are massive vector particles described by the MCS theory. In the previous section, we also saw that the dual theory is expressed in terms of a massive Kalb-Ramond field, realizing the rank jump phenomenon that characterizes the JTA when there is mass generation. It is therefore natural to conjecture that the same happens here, that is, there must be a dual formulation of the radiative corrections and, by duality, this formulation should connect the massless scalar theory to the SD theory realizing the rank jump phenomenon as depicted in the following schematic picture:

\[
\begin{align*}
\text{Maxwell} & \quad \text{Quantum fluctuations} & \quad \text{MCS} \\
\text{Duality} & \quad \downarrow & \quad \text{Duality} \\
\text{Scalar} & \quad \text{JTA} & \quad \text{SD} \\
\end{align*}
\]

We are going to study now the Scalar-SD connection indicated in the bottom of the above diagram. Since fermions are minimally coupled to the Maxwell gauge potential, the expected structure of the dual scalar theory features a non-minimal coupling:

\[
Z_\phi = \sum_{\{B_e\}} \int D\phi e^{-\int_{M_3} \left( \frac{1}{2} (d\phi + e^* \Sigma_e)^\wedge (d\phi + e^* \Sigma_e) - S_e(J_e) \right)}.
\]  

(5.2)

We can use the flux-current relation to rewrite this expression in terms of other variables. Inserting an identity in the form of an integral of a delta, we can write the partition function as:

\[
Z_\phi = \sum_{\{B_e\}} \int D\phi \int D\delta (\ast H - \ast \Sigma_e) e^{-\int_{M_3} \left( \frac{1}{2} (d\phi + e^* H)^\wedge (d\phi + e^* H) \right) - S_e(d^* H)},
\]

(5.3)

and using now the GPI (2.22),

\[
\sum_{\{B_e\}} \delta (\ast H - \ast \Sigma_e) = \sum_{\{F_e\}} e^{-2\pi i \int_{M_3} \ast \omega \wedge \ast H},
\]

(5.4)

where \(F_e\) are 1-branes Poincaré-dual to the 1-current \(\omega\), the resulting action reads:

\[
S = \frac{1}{2} (d\phi + e^* H, d\phi + e^* H) + 2\pi i (\ast \omega, H) + S_e(d^* H).
\]

(5.5)

Redefining:

\[
\ast H \to f - \frac{1}{e} d\phi,
\]

(5.6)

we get:

\[
S = \frac{e^2}{2} (f, f) + 2\pi i (\omega, f) - \frac{2\pi i}{e} (d^\dagger \omega, \phi) + S_e(d^* f).
\]

(5.7)
Notice that now $\phi$ is a Lagrange multiplier imposing the constraint:

$$d^* \omega = 0,$$  \hspace{1cm} (5.8)

that is, the fluxes are closed. This constrains the sum over $\mathcal{F}_e$ to be taken only over closed surfaces. Hence, we can introduce surfaces $\mathcal{G}_e$ which have the surfaces $\mathcal{F}_e$ as boundaries, through the introduction of a 2-current $\Lambda$ Poincarè-dual to $\mathcal{G}_e$ such that $^*\omega = d^* \Lambda$. The partition function now reads:

$$Z_f = \sum_{\{\mathcal{G}_e\}} \int Df e^{-\int_{\mathcal{M}_3} \left( \frac{2}{3} f \wedge f + 2\pi i f \wedge d^* \Lambda - S_e(d^* f) \right)},$$

(5.9)

The condensate described by the MCS theory breaks $P$ and $T$ and hence, if we want to represent the same effect in the dual formulation, this information must be present. Being a property of the condensate, the breaking of these symmetries should be contained in the action $S_e(d^* f)$, which is seen as a derivative expansion since we are looking for an effective description of the low energy excitations of the system. Each term must be a brane invariant which, in the present representation, means that the terms in $S_e$ are invariant under $f \rightarrow f + d\chi$ where $\chi$ is a 0-form. The first term in the derivative expansion satisfying all these requirements is the CS term. Therefore, $S_e$ has the form:

$$S_e = i\theta \int_{\mathcal{M}_3} f \wedge df,$$

(5.10)

where $\theta$ is a phenomenological parameter (notice also that the CS term does not involve the dual Hodge star operator in its definition and hence it does not depend on the metric, since it is naturally a 3-form, being therefore classified as a topological term). We have then:

$$Z_f = \sum_{\{\mathcal{G}_e\}} \int Df e^{-\int_{\mathcal{M}_3} \left( \frac{2}{3} f \wedge f + i\theta f \wedge df + 2\pi i f \wedge d^* \Lambda \right)},$$

(5.11)

Notice that again the non-minimally coupled field has experienced a rank jump. Notice also that the flux-like defects are present in the form of a minimal coupling. These objects parametrize the phases of the system: if they proliferate and become a continuous distribution, the sum over $\mathcal{G}_e$ becomes an integral over $\Lambda$ and the last term imposes the constraint $df = 0$, which implies that $f = d\phi$ and we recover the scalar field theory. On the other hand, if we formally set to zero the contributions of the internal defects $\omega$ we obtain the SD theory:

$$Z_{SD} = \int Df e^{-\int_{\mathcal{M}_3} \left( \frac{2}{3} f \wedge f + i\theta f \wedge df \right)},$$

(5.12)

As we know, a similar reasoning can be applied to the original theory written in terms of current variables instead of the Poisson-dual flux ones. There the parameter controlling the condensation is the electric brane $\Sigma_e$ (Poisson-dual to $\omega$). As we have discussed before, the Poisson-dual currents $\Sigma_e$ and $\omega$ have a kind of order-disorder relation. Indeed, we see
from (5.2) that if we dilute $\Sigma_e$ (or, equivalently, if we proliferate $\omega$), we obtain the scalar field theory. On the other hand, if $\Sigma_e$ proliferates becoming a continuous distribution, then the sum over $B_e$ becomes an integral over $\Sigma_e$ and this, together with the integral over $\phi$, becomes effectively an integral over the invariant $e f \equiv d\phi + e^* \Sigma_e$ and we reobtain the SD theory (5.12). This is the dual of the MCS theory as one can easily verify using the methods of section 2. The field $f$ has mass $\frac{e^2}{2\theta}$ ($e^2$ has dimension of mass). The MCS theory is obtained in lowest order in the inverse fermion mass integrating the fermions in the partition function of QED$_3$. What we have seen here is that the vacuum with the quantum fluctuations can be expressed in terms of a condensate that breaks $P$ and $T$. This condensate has the effect of generating a mass to the photon through the CS term. The similarity with the Higgs Mechanism is clear. Notice also that the complete transition to the SD theory (or to its dual, MCS theory) is only established in the limit where a complete condensation of the electric defects (or a complete dilution of the fluxes, depending on which picture we are working) occurs.

We are going to analyze now the Maxwell-MCS connection indicated in the top of the diagram (5.1). In the analysis of the Polyakov Model in the previous section, we have seen that it was possible to interpret the modification in the scalar theory due to the instanton contribution through a condensate, represented by a minimal coupling, and an action for the currents that was nothing more than the Legendre transform of the potential (see (4.13)). In the present case, we have the Maxwell theory minimally coupled:

$$Z_A = \sum_{\{B_e\}} \int D A e^{- \int_{\cal M}_3 \left( \frac{i}{2} dA \wedge dA - ie_A^e \right) - S_e(J_e) - S(J_e)},$$

(5.13)

that is the dual formulation of (5.2). If we want the coupling with the current $J_e$, after its condensation, to represent the effect of the fermions, then the form of $S_e$ must be:

$$-ie \int_{\cal M}_3 A \wedge J_e + S_e(J_e) = \ln \det(\not{D} + M),$$

(5.14)

such that determining $J_e$ as a function of $A$ and inverting, it is possible, in principle, to determine the form of the action $S_e$. In (5.14), $M$ is the mass of the fermions and $\not{D} = \not{\gamma} \partial + ieA^e$ is Dirac’s covariant derivative. We are only interested in low energy excitations and hence we are only going to consider the first order term in the derivative expansion of the right hand side of the above equation. This is the CS term:

$$\ln \det(\not{D} + M) \approx i \frac{e^2}{8\pi} \frac{M}{|M|} \int_{\cal M}_3 A \wedge dA.$$  

(5.15)

In this approximation, we immediately determine $J_e$:

$$*J_e = d^* \Sigma_e = -\frac{e}{4\pi} \frac{M}{|M|} dA.$$  

(5.16)

Substituting in (5.14) we determine $S_e$:

$$S_e(J_e) = i2\pi \frac{M}{|M|} \int_{\cal M}_3 *\Sigma_e \wedge d^* \Sigma_e.$$  

(5.17)
Notice that this is a formal analysis and it only makes sense if $J_e$ and $\Sigma_e$ are (continuous) fields. $S_e$ is a brane invariant that depends only on $J_e$. If we compare the result above with (5.10), it seems that we can make the following identification, $\theta = 2\pi \frac{M}{|M|}$. However, since there is a large arbitrariness in the passage to the continuum via the JTA, nothing guarantees that this identification is exact. It turns out that with the introduction of magnetic defects in the system, brane symmetry consistency seems to fix the value of the $\theta$ parameter (see 7). Note, however, that this is a different system than the one considered here since the presence of instantons will affect the evaluation of the fermionic determinant, whose expression is not known in this case. The important result at this point is the identification of the CS structure of $S_e$, adequate to simulate the fermionic lowest energy effective contribution as seen as a condensate breaking the $P$ and $T$ symmetries. This is essentially the result that some of us reported in [8]. In section 7, we shall see how these concepts allow us to approach the issue of defining the MCS theory in the presence of magnetic defects.

6 Application IV - Condensation of the condensate: the hierarchy structure in the Fractional Quantum Hall Effect

The analysis presented in the previous section finds perfect consonance in the theory of the Fractional Quantum Hall Effect (FQHE). Indeed, we are going to show now that it is possible to obtain the hierarchy structure proposed by Haldane [58] from effective theories derived via the JTA. While what we are going to discuss is essentially contained in the review paper written by Wen [17], it is important to notice that here this procedure is seen as a particular application of the formalism we have developed.

The Quantum Hall Effect occurs in electronic systems at low temperatures with effective planar dynamics subjected to an intense magnetic field orthogonal to the plane. The characteristic feature of the Quantum Hall Effect is the quantization of the Hall conductivity, which represents the electronic response of the system to the applied electromagnetic field. Explicitly, for an electric current $J_e$ in the plane in the presence of an electromagnetic field $F = dA$, we have:

$$e^*J_e = \sigma F,$$  \hspace{1cm} (6.1)

where:

$$\sigma = \frac{\nu e^2}{2\pi},$$  \hspace{1cm} (6.2)

is the Hall conductivity (in units of $\hbar = 1$), $\nu$ is the so-called filling fraction parameter and the energetically favorable states of the system correspond to incompressible states where this parameter assumes integer or fractional values. The integer case, called Integer Quantum Hall Effect, can be understood with a model of independent electrons subjected to an external magnetic field, the Landau theory. However, to explain the FQHE the interactions between the electrons cannot be neglected. Indeed, this is a system of strongly correlated electrons and it is not productive to insist in regarding the electrons as the relevant degrees of freedom in this case. The system constitutes a topological fluid and its excitations...
(quasiparticles) are the new degrees of freedom. These excitations are characterized by fractional quantum numbers with respect to the electrons and this is directly related to the fractional values of the conductivity. Laughlin [59] proposed wave functions to define these states. For the ground state with filling fraction \( \nu = \frac{1}{m}; \ m \in \mathbb{Z} \), for example, the wave function has the form:

\[
\Psi = \prod_{i<j} (z_i - z_j)^m e^{-\frac{1}{4} \sum_i |z_i|^2}, \tag{6.3}
\]

where \( z_i = x_i + i y_i \) denotes the position of the \( i \)-th electron in the plane and \( m \) should be an odd number in order for the wave function to be antisymmetric under particle exchange (see [60] for a brief didactic exposition). We can construct an effective action for this state. Notice that the equation (6.1) has exactly the same structure of (5.16) and hence, a way of describing the electronic linear response to an external electromagnetic field is given by the action:

\[
S = -ie \int_{\mathcal{M}_3} A \wedge *J_e + im \pi \int_{\mathcal{M}_3} *\Sigma_e \wedge d^* \Sigma_e, \tag{6.4}
\]

where \( *J_e = d^* \Sigma_e \). In this action we must interpret \( \Sigma_e \) as a field representing the electronic condensate that constitutes the Hall fluid. Extremizing this action with respect to \( \Sigma_e \) we obtain (6.1) with \( \nu = \frac{1}{m} \). The dynamical field in (6.4) is \( \Sigma_e \), being \( A \) an external field, therefore the partition function of the system has the form:

\[
Z = \int \mathcal{D} \Sigma_e e^{-S(\Sigma_e; A)}. \tag{6.5}
\]

We want to understand how the quasiparticles emerge in this system. The quasiparticles represent small excitations around the fluid ground state represented by (6.3). The introduction of quasiparticles disturbs the fluid and can be represented by the insertion of 1-currents coupled to the fluid field \( \Sigma_e \). Hence, the action is modified to:

\[
S \rightarrow S' = S - i 2 \pi q_1 \int_{\mathcal{M}_3} *\Sigma_e \wedge *J_1, \tag{6.6}
\]

where \( q_1 \) is the charge of the current \( J_1 \) with respect to the condensate field \( \Sigma_e \). It can be shown that \( q_1 \) must be quantized in integer values, but for simplicity we shall take \( q_1 = 1 \) from now on. The proposal of Haldane [58] is that the very presence of these excitations is the prelude of the transition to other Hall states characterized by another filling fractions. The excitations disturb the energetic balance and due to the emergence of more and more excitations, the system eventually becomes incompressible again, reaching a new energetically favorable configuration which establishes a new condensed state for the system. This can be easily understood via the DJTA. We introduce into the action a term characterizing the quasiparticles:

\[
S' \rightarrow S^{(1)} = S - i 2 \pi \int_{\mathcal{M}_3} *\Sigma_e \wedge *J_1 + im_1 \pi \int_{\mathcal{M}_3} *\Sigma_1 \wedge d^* \Sigma_1. \tag{6.7}
\]
The partition function acquires now the form:

\[ Z^{(1)} = \sum_{\{B_1\}} \int D\Sigma e^{-S^{(1)}(\Sigma_e, \Sigma_1, A)}, \]  

(6.8)

where \( B_1 \) are the surfaces Poincaré-dual to \( \Sigma_1 \). The last term in (6.7), being a term of self-intersection between \( p \)-currents at this stage of the construction, is directly related to the statistics of the quasiparticles which results to be fractional [57]. Following the DJTA we consider that these excitations proliferate forming a condensate. This is a “condensate over another condensate”. In this case the sum over \( B_1 \) becomes an integral over \( \Sigma_1 \) such that we have now two dynamical fields in the theory, \( \Sigma_e \) and \( \Sigma_1 \). Extremizing the action with respect to these fields we get the following equations of motion:

\[ e^* J_e = \sigma dA + \frac{e}{m} J_1, \]  

(6.9)

\[ *J_1 = \frac{1}{m_1} *J_e. \]  

(6.10)

Substituting (6.10) in (6.9), we obtain:

\[ e^* J_e = \sigma^{(1)} dA, \]  

(6.11)

where:

\[ \sigma^{(1)} = \frac{e^2}{2\pi} \left( \frac{1}{m - \frac{1}{m}} \right), \]  

(6.12)

is the new Hall conductivity. This is the first level in the Hall hierarchy. It is evident that the procedure can be continued. We can introduce excitations \( J_2 \) in the condensate minimally coupled to the field \( \Sigma_1 \). These excitations eventually condense producing the next level in the Hall hierarchy with:

\[ \sigma^{(2)} = \frac{e^2}{2\pi} \left( \frac{1}{m - \frac{1}{m_1} - \frac{1}{m_2}} \right). \]  

(6.13)

Generalizations of this model can be made in order to consider more complicated situations. The example discussed above regards the FQHE in only one material layer. For a more general case of multiple layers the action of the system has the form:

\[ S = -ict_I \int_{\mathcal{M}_3} A \wedge *J^I + i\pi K_{IJ} \int_{\mathcal{M}_3} *\Sigma^I \wedge d^*\Sigma^J, \]  

(6.14)

where the vector \( t_I \) codifies the information about the current carriers in the other layers of the sampling (for only one layer we have \( t_I = \delta t_1 \)) and is called charge vector. The matrix \( K_{IJ} \) gives information about the filling fraction through the matrix expression \( \nu = t^T K^{-1} t \). The Hall fluid is a system featuring topological order. This kind of system does not have a description in terms of order parameters in the usual sense. Indeed, the states of this topological quantum fluid are characterized by the topological action (6.14) defined by the
quantities $t_I$ and $K_{IJ}$. This is an almost complete description of the Hall fluid (for systems defined over curved surfaces it may be necessary the introduction of a new topological quantity called spin vector, see [17] for details).

Notice the crucial role of the JTA in this construction. Although the “condensate over another condensate” idea was already present in the literature, it is important to notice that the JTA allows the embedding of this concept into a more general formalism. Notice also that the system does not exhibit brane symmetry breaking nor confinement.

7 Application V - Instantons in the Maxwell-Chern-Simons theory

The formalism we have developed here also allows us to approach a controversial issue in the literature: the definition of the MCS theory in the presence of magnetic defects. It seems that there is no consensus regarding the definition of the MCS theory with non-minimal coupling: the problem is to try to directly incorporate an external instanton non-minimally coupled into the theory. In doing so we explicitly break the magnetic brane symmetry due to the presence of the CS term. Furthermore, a non-conserved electric current seems to emerge in the system. This current is localized in the magnetic Dirac brane and hence, the latter would become observable. Therefore, by naively formulating the MCS theory with non-minimal coupling we get an inconsistent result.

In the literature this problem was firstly approached in [61], where the conservation of the electric current (and the gauge invariance) was reobtained by the ad hoc introduction of an external current. The problem was also approached in [62], where it was first recognized that the Dirac brane would become observable in the presence of the CS term and that the resulting action of the system would be proportional to the distance between the instantons connected by this brane. In [63] another important effect was observed: the CS term destroys the electric charge confinement. We have seen in section 4 that the Maxwell theory in 3D in the presence of magnetic defects confines electric charges minimally coupled. What was noticed in [63] is that by adding a CS term in this theory (obtaining therefore the MCS theory), electric confinement is destroyed. We have seen that the origin of electric confinement lies in the magnetic condensate, hence a CS term suppresses the condensation of magnetic defects. The formulation of this problem on the lattice, using duality and working with the SD representation, was worked out in [64] and the confining behavior for the instantons, suggested by Pisarski [62], was found in this context. This explains why these objects do not condense: they are confined. However, the same consistency problems persist: in the SD representation the SD field couples minimally to the Dirac brane and thus, the latter would be observable. Furthermore, the questions regarding the gauge symmetry are not answered since the SD theory does not have gauge invariance.

The approach we have developed here allows us to clarify these questions as some of us reported in [9]. We want to formulate the MCS theory in the presence of magnetic defects and the MCS theory, in turn, as we have seen in section 5, can be regarded as describing an electric condensate. Starting from a phase where both the magnetic defects and the electric charges are discretely distributed, we shall be able to construct an adequate formulation of the system.
Thus, we want to study the Maxwell theory (5.13) in the presence of external magnetic defects. Consider then the following partition function:

$$Z^g_A(J_g) = \sum_{\{B_e\}} \int DA e^{-\int_{M_3} \left( \frac{1}{2} (dA + g^* \Sigma_g) \wedge (dA + g^* \Sigma_g) - ieA \wedge J_e + i\theta^* \Sigma_e \wedge d^* \Sigma_e \right)}. \tag{7.1}$$

where $\Sigma_e$ and $J_e$ are $p$-currents and $\theta$ is seen as a phenomenological parameter. The magnetic defects $\Sigma_g$ define the instantons which are simply the boundary of the surface Poincaré-dual to the 1-current $\Sigma_g$, that is, the instanton density is given by the 0-current $J_g$ such that $*J_g = d^* \Sigma_g$. We are going to use the GPI to rewrite this theory. Inserting an identity in the form of a delta we have:

$$Z^g_A(J_g) = \sum_{\{B_e\}} \int DA \int DH \delta(*H - *\Sigma_e) e^{-\int_{M_3} \left( \frac{1}{2} (dA + g^* \Sigma_g) \wedge (dA + g^* \Sigma_g) - ieA \wedge d^* H + i\theta^* H \wedge d^* H - 2\pi i^* \omega \wedge *H \right)}, \tag{7.2}$$

and using (5.4), we obtain:

$$Z^g_A(J_g) = \sum_{\{B_e\}} \int DA \int DH e^{-\int_{M_3} \left( \frac{1}{2} (dA + g^* \Sigma_g) \wedge (dA + g^* \Sigma_g) - ieA \wedge d^* H + i\theta^* H \wedge d^* H - 2\pi i^* \omega \wedge *H \right)}, \tag{7.3}$$

Now, we are going to integrate out $H$. The action that appears in (7.3) is:

$$S = \int_{M_3} \left( \frac{1}{2} (dA + g^* \Sigma_g) \wedge (dA + g^* \Sigma_g) - ieA \wedge d^* H + i\theta^* H \wedge d^* H - 2\pi i^* \omega \wedge *H \right). \tag{7.4}$$

The equation of motion of $H$ is:

$$-iedA + 2i\theta d^* H - 2\pi i^* \omega = 0, \tag{7.5}$$

which tells us that $d^* \omega = 0$ and hence we can write $*\omega = d^* \Lambda$ where $\Lambda$ is a 2-form. The solution for $H$ is therefore:

$$*H = \frac{e}{2\theta} A + \frac{\pi}{\theta} *\Lambda, \tag{7.6}$$

except for an exact differential form that does not contribute to the action. Hence, the action reads:

$$S = \int_{M_3} \left( \frac{1}{2} (dA + g^* \Sigma_g) \wedge (dA + g^* \Sigma_g) - \frac{e^2}{4\theta} \left( A + \frac{2\pi}{e} *\Lambda \right) \wedge \left( A + \frac{2\pi}{e} d^* \Lambda \right) \right), \tag{7.7}$$

and we get:

$$Z^g_A(J_g) = \sum_{\{B_e\}} \int DA e^{-\int_{M_3} \left( \frac{1}{2} (dA + g^* \Sigma_g) \wedge (dA + g^* \Sigma_g) - \frac{e^2}{4\theta} \left( A + \frac{2\pi}{e} *\Lambda \right) \wedge \left( A + \frac{2\pi}{e} d^* \Lambda \right) \right)}; \tag{7.8}$$
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where the sum is taken over the surface configurations \( G \) Poincarè-dual to \( \Lambda \). Defining now the brane invariant field \( B \):

\[
B \equiv A + \frac{2\pi}{e}^* \Lambda,
\]

we have the equivalent form:

\[
Z^g_A(J_g) = \sum_{\{G_e\}} \int \mathcal{D}B e^{- \int_{M_3} \left( \frac{1}{2} (dB + g^* \Sigma_g - 2\pi \Lambda) \wedge^* (dB + g^* \Sigma_g - 2\pi \Lambda) - \frac{i}{4\pi} \bar{B} \wedge dB \right)}.
\]

(7.10)

In this representation all the information about the electric condensate is contained in the magnetic fluxes \( d^* \Lambda \). These can be seen as the parameters controlling the condensation, exactly in the same way as we have seen in the case of the superconductor: diluting \( d^* \Lambda \) we get deeply into the electric condensed phase. As in the case of the superconductor, we see that in the presence of external magnetic defects it is impossible to realize a complete electric condensation: this is forbidden by the brane symmetry [11]. The best we can do is to dilute all the magnetic flux loops disconnected from the Dirac brane \( * \Sigma_g \). In this way, as long as the Dirac quantization condition is satisfied, the sum over the surfaces \( G_e \) (now involving only the ones connected to the Dirac brane) are translated into a sum over the different configurations of the surfaces \( \Sigma_g \), exactly in the same way as we have seen before. Hence, we have:

\[
Z^g_A(J_g) = \sum_{\{B_g\}}' \int \mathcal{D}B e^{- \int_{M_3} \left( \frac{1}{2} (dB + 2\pi \bar{\Sigma}_g) \wedge^* (dB + 2\pi \bar{\Sigma}_g) - \frac{i}{4\pi} \bar{B} \wedge dB \right)},
\]

(7.11)

where \( B_g \) is the surface Poincarè-dual to the brane invariant \( \bar{\Sigma}_g \equiv * \Sigma_g - d^* \Lambda \) and the sum is constrained such that \( *J_g = d^* \bar{\Sigma}_g \). These are by construction brane invariant surfaces. The field \( B \) is also a brane invariant. The theory is hence written only in terms of brane invariants but it has explicit or manifest gauge symmetry. We have then a spontaneous breaking of the brane symmetry in the same way we have seen in the superconductor and in the Polyakov Model: the internal defects \( \Lambda \) of the system constitute together with the Dirac branes \( \Sigma_g \) a brane invariant \( \bar{\Sigma}_g \) which hides the realization of the brane symmetry in the condensed regime and carries energy, being therefore an observable. Notice, however, that in this case the gauge symmetry was not spontaneously broken.

Notice that, thanks to the GPI, we have been able to map a discrete distribution (a gas) of electric currents \( J_e \) into a distribution of closed magnetic fluxes \( d^* \Lambda \). This is an order-disorder map. In starting with the diluted system we got a better control over what is happening in the system: we have started with the instantons \( J_g \) as the only physical information regarding the magnetic content of the system (the magnetic Dirac brane \( \Sigma_g \) is unphysical, only its boundary \( J_g \) is physical). Through the GPI, the electric sector was mapped into a gas of magnetic loops. The components of this gas combine themselves with the Dirac brane \( \Sigma_g \) and with the original gauge field \( A \) revealing the physically relevant variables of this system, the brane invariants \( \bar{\Sigma}_g \) and \( B \). Hence, we propose the theory (7.11) as the adequate model to describe the MCS system in the presence of magnetic defects.
To have a better understanding of the relation between this result and the one obtained by Henneaux and Teitelboim [61], we go back to the action before the redefinition of $A$ in (7.9). Henneaux and Teitelboim worked at the level of the action and analyzed subsequently the Hamiltonian structure. The action postulated by them is related to the action (7.7). This action is written in terms of brane dependent variables. Making explicit the terms, we have:

$$S = \int_{\mathcal{M}_3} \left( \frac{1}{2}(dA + g^* \Sigma_g) \wedge (dA + g^* \Sigma_g) - \frac{e^2}{4\theta} A \wedge dA - i \frac{e\pi}{\theta} A \wedge d^* \Lambda - \frac{\pi^2}{\theta} \Lambda \wedge d^* \Lambda \right).$$

(7.12)

Only the first three terms correspond to the action postulated by Henneaux and Teitelboim. Notice, however, that the last term is necessary to maintain the brane symmetry, satisfying Elitzur’s theorem. The third term corresponds to an interaction between the gauge field $A$ and the conserved current $d^* \Lambda$. Notice that this current is geometrically the boundary between $\Sigma_g$ and $\tilde{\Sigma}_g$, since it is defined by $^* \tilde{\Sigma}_g = ^* \Sigma_g - d^* \Lambda$. In the formulation proposed by Henneaux and Teitelboim, $\Sigma_g$ represents an electric current induced in the Dirac brane. This current is not conserved since it has as boundary the instantons $J_g$. They introduced in an *ad hoc* manner an external non-conserved current $\tilde{\Sigma}_g$, such that the total current taken as the difference between $\Sigma_g$ and $\tilde{\Sigma}_g$ is conserved. Within the interpretation we are presenting here $\Sigma_g$ is an unphysical object, the only physical object being $\tilde{\Sigma}_g$, which indeed represents a non-conserved current emanating from the instantons which constitute its boundary. And this is consistent with the gauge symmetry since it is not broken (explicitly or spontaneously). In the present formulation there is a natural interpretation for these currents as illustrated in FIG. 4.
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**Figure 4.** Two instantons $\rho_1$ and $\rho_2$ connected by a confining physical string $\tilde{B}_g$ Poincaré-dual to $\tilde{\Sigma}_g$. Total current conservation is achieved by taking into account the induced electric current $\Sigma_g$, Poincaré-dual to the surface $B_g$. These currents are boundaries of the surface $G_e$, Poincaré-dual to $\Lambda$.

It is important to mention that one of the main results obtained by Henneaux and Teitelboim was the quantization of the topological mass, considered by them as an independent parameter. They obtained the relation:

$$m = \frac{2\pi n}{g^2}; \quad n \in \mathbb{Z},$$

(7.13)

where $m$ is the topological mass and $g$ is the instanton charge. This result was obtained assuming that the Dirac brane carries an electric charge $mg$ and this must be subjected
to the same quantization condition as any other electric charge. It must be pointed out that Pisarski [62] obtained a more restrictive quantization, viz. $m = \frac{4\pi n}{g^2}$ for $n \in \mathbb{Z}$, but he considered the system at finite temperature, that is, with a compact time direction.

In the analysis presented here the mass is defined in terms of the charge $e$, which has the minimum value allowed by the Dirac charge quantization: $e = \frac{2\pi}{g}$. This is the charge of the $P$ and $T$ symmetry breaking condensate. Thus, if we introduce an external electric charge $q$ in the system, brane symmetry demands this charge to be quantized in multiples $e$, that is, $q = ne$, with $n \in \mathbb{Z}$. Now, notice that the system has an external electric current already which is carried by the magnetic brane as discussed after (7.12). The electric charge associated with this current is given by the coefficient of the third term of (7.12) and reads $q = \frac{e\theta}{g}$. The mass can be read from the CS coefficient to be given by $m = \frac{e^2}{2g}$. Combining these expressions and taking into account the quantization of $q$, we deduce that

$$m = \frac{qe}{2\pi} = \frac{2\pi n}{g^2}; \quad n \in \mathbb{Z},$$

(7.14)

which reproduces the mass quantization (7.13); note that this quantization is a consequence of the brane symmetry.

A few observations are in order at this point. Notice that this mass quantization fixes the value of the $\theta$ parameter to be given by $\theta = \frac{\pi n}{m}$. This suggests that the charges comprising the condensate have an anyonic character in the presence of instantons. Notice also that, with this value of $\theta$, the last term of (7.12) has a coefficient of $\pi n$. Since this it is a self-linking number, it informs us that the statistical nature of the instantons can be fermionic or bosonic for $n$ odd or even, respectively. It is interesting to observe that for bosonic instantons the last term of (7.12) turns out to be innocuous, thus justifying its omission in the Henneaux and Teitelboim formulation in this case. Also in this case, the mass quantization becomes equivalent to the Pisarski quantization (since $n = 2m$ with $m \in \mathbb{Z}$). Due to the phenomenological approach we have followed here, these conclusions are to be taken with caution and deserve a further investigation. Nevertheless we feel that these are important conclusions that follow from the brane symmetry of the theory.

We are going to discuss now the confining character of the theory (7.11) as interpreted by Pisarski. We already know that the spontaneous breaking of the brane symmetry is a defining factor of the confinement of the charges that define the boundary of this brane; in this case, the instantons. Let us reveal the observability of the brane invariant $\tilde{\Sigma}_g$ formulating the theory in the dual picture. The action defining (7.11) can be rewritten introducing an auxiliary field:

$$S = \int_{M_3} \left( i \left( dB + \frac{2\pi}{e} \tilde{\Sigma}_g \right) \wedge * \Pi + \frac{1}{2} \Pi \wedge * \Pi - \frac{i e^2}{4\theta} B \wedge dB \right).$$

(7.15)

We can redefine $B$:

$$* B \equiv \frac{2\theta}{e^2} (\Pi - C),$$

(7.16)

and the action in terms of $C$ and $f \equiv * \Pi$ reads:

$$S = \int_{M_3} \left( -i \frac{\theta}{e^2} C \wedge dC + i \frac{\theta}{e^2} f \wedge df + \frac{1}{2} f \wedge * f + \frac{2\pi i}{e} f \wedge * \tilde{\Sigma}_g \right).$$

(7.17)
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Hence, $C$ decouples from the theory carrying the gauge symmetry with it. This is simply the MCS-SD duality. The brane invariant $\tilde{\Sigma}_g$ couples minimally to the SD field $f$ revealing its physical character. This form of the action reveals the fact that there is a direct interaction between the brane invariants $\tilde{\Sigma}_g$ mediated by the massive SD field $f$. Indeed, integrating $f$ in the partition function:

$$Z_g^f(J_g) = \sum' \{B_g\} \int Df e^{-\int M_3 \left( \frac{2e^2}{\pi} \right)^2 J_g \wedge \left( \frac{1}{\Delta + \left( \frac{e^2}{\pi} \right)^2} \right) d\tilde{\Sigma}_g + \frac{2e^2}{\pi} \tilde{\Sigma}_g \wedge \left( \frac{1}{\Delta + \left( \frac{e^2}{\pi} \right)^2} \right) \wedge \tilde{\Sigma}_g},$$

(7.18)

we get the following effective theory for the brane invariants:

$$Z^g(J_g) = \sum' \{B_g\} e^{-\int M_3 \left( \frac{2e^2}{\pi} \right)^2 J_g \wedge \left( \frac{1}{\Delta + \left( \frac{e^2}{\pi} \right)^2} \right) \wedge \tilde{\Sigma}_g + \frac{2e^2}{\pi} \tilde{\Sigma}_g \wedge \left( \frac{1}{\Delta + \left( \frac{e^2}{\pi} \right)^2} \right) \wedge \tilde{\Sigma}_g},$$

(7.19)

The effective action in the exponential is the same obtained in [64], where the authors worked with the system defined on the lattice. The last term of the effective action, as we already know, is responsible for the spontaneous breaking of the brane symmetry and hence by the confining potential. Suppose that $J_g$ describes an instanton-antinstanton pair separated by a spacetime interval $L$. These instantons are points (events) in spacetime. Each term in the sum over branes in (7.19) represents the probabilistic weight attributed to the configurations of the brane invariant $\tilde{\Sigma}_g$ connecting these instantons. To explicitly evaluate this contribution we notice that this is exactly the same situation we have found in the calculation of the confining potential in the Abelian Higgs Model. In that case we considered a configuration of static monopoles, that led us to an effective 3D calculation. This is exactly the same calculation we need to do here. As in the case of the superconductor, we expect that the term in the sum (7.19) that contributes most is associated to the brane invariant with the shortest length connecting the instanton-antinstanton pair. This configuration corresponds to a straight line with length $L$. Hence, for this configuration of the brane invariant we have asymptotically:

$$-\int M_3 \left( \frac{2e^2}{\pi} \right)^2 J_g \wedge \left( \frac{1}{\Delta + \left( \frac{e^2}{\pi} \right)^2} \right) \wedge \tilde{\Sigma}_g \rightarrow e^{-\sigma L},$$

(7.20)

where $\sigma = \frac{g^2 m^2}{8\pi} \ln \left( \frac{M^2 + m^2}{m^2} \right)$ is the string tension of the confining potential, with $m = \frac{e^2}{2\pi}$ being the topological mass and $g$ the instanton charge. Here $M$ is an UV cutoff. Following Pisarki’s interpretation [62], this result tells us that the probability of creation of a instanton-antinstanton pair is strongly suppressed if the separation $L$ between them is large. In particular, the probability of creation of an isolated instanton is zero. Hence, we say that they are confined. We see here that this is a direct consequence of the spontaneous breaking of the brane symmetry.
In this section we are going to approach an emblematic model that violates Lorentz and discrete spacetime symmetries in \((3 + 1)D\): the Carroll-Field-Jackiw model (CFJ) \([65]\), defined by the gauge invariant action,

\[
S_{\text{CFJ}} = \int d^4x \left( -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} + p_\mu \varepsilon^{\mu\nu\rho\sigma} A_\nu \partial_\rho A_\sigma \right). \quad (8.1)
\]

The CS-like term is responsible for the breaking of Lorentz symmetry due to the presence of the constant vector \(p_\mu\), which selects a preferred direction in each Lorentz reference frame. If \(p_\mu\) is a vector it also breaks \(CPT\) invariance, if it is a pseudo-vector it breaks \(P\) and \(CP\) invariance (but \(CPT\) holds). Due to the asymmetry introduced by the Lorentz invariance violation (LIV), we are going to work in this section with the explicit tensorial index notation.

The majority of the studies about this model focus on considering it as a modification of the usual electromagnetism. An immediate consequence that emerges from the analysis of the dispersion relations of this model is the birefringence phenomenon: the propagation of an electromagnetic wave has different speeds for the two polarizations, even in the vacuum. This effect is parameterized by the Lorentz violating vector \(p^\mu\) and hence, this effect can be used to define limits on the magnitude of this vector. In \([65]\) only a time-like \(p^\mu\) was considered and it was argued that astronomical observations of polarized light and also geomagnetic data seem to exclude the possibility of a nonzero magnitude for \(p^\mu\). However, more recently, the authors of \([67]\) have claimed that they have found signs in the data of WMAP and BOOMERANG favoring a nonzero value. For the space-like case, astronomical observations seemed to support the idea that the universe is not isotropic \([68]\), favoring a nonzero value for \(p^\mu\), however, this result was contested in \([69]\). For a recent discussion involving the different aspects of the Lorentz violation in the electromagnetic theory regarding the possibility of its detection through astronomical phenomena, see \([70]\).

Other studies focus on the formal aspects related to the consistency of the model as a quantum field theory in function of the Lorentz character of \(p^\mu\) \((see \([71, 72]\))\). It was observed that a time-like \(p^\mu\) defines a model where microcausality and unitarity cannot be simultaneously satisfied. On the other hand, the field theory seems to be well defined for a space-like \(p^\mu\).

We could simply postulate this model as being the true electromagnetism as done in \([65]\). Since nowadays we understand the electromagnetism as a low energy effective theory, whose complete theory is the Standard Model (SM), it is more natural to think that the LIV in the electromagnetism is part of a more complete structure that violates the Lorentz symmetry. This is the idea of the Extended Standard Model (ESM) introduced by Colladay and Kostelecky \([66]\). The ESM is a kind of catalogue with all the possible terms we can add to the usual SM such that the resulting action is a Lorentz scalar and hence the Lorentz symmetry is not broken at the level of the observer. Thus, observers related by Lorentz transformations perceive the same physics. One requires also that the gauge symmetry is maintained and that the theory is renormalizable by power counting. This
latter requirement is not fundamental since the usual SM is itself an effective theory and hence there is nothing wrong in including non-renormalizable terms (indeed, the neutrino oscillations are probably described by non-renormalizable terms [84]). The point is that these terms are suppressed at low energies. The ESM is hence seen as an effective theory where the terms that violates the Lorentz symmetry have the general form:

$$T^{\mu\nu\rho\ldots}(\text{fields and derivatives})_{\mu\nu\rho\ldots}, \quad (8.2)$$

where $T^{\mu\nu\rho\ldots}$ is a constant term and consequently it determines preferred directions in each inertial reference frame breaking the Lorentz symmetry. Notice that, being a Lorentz scalar, this term has the same value in all reference frames, then one says that the observer-like Lorentz symmetry is maintained while the particle-like Lorentz symmetry is broken (see [66] for details). If we expect this model to be indeed a generalization of the SM, the magnitude of $T^{\mu\nu\rho\ldots}$ has to be very small since we do not observe its effects. There are already many observational limits of the magnitudes of the different tensors that appear in the ESM. For a recent discussion, see [70, 85]. In this context, the CFJ model is identified as the electromagnetic sector of the ESM that violate the Lorentz symmetry and CPT (since $p_\mu$ is taken as a vector in ESM framework).

More recently, this model has found its way as an effective description of the physics of the chiral magnetic effect (CME) in hot QCD matter. This is a remarkable effect associated with the interplay of topological properties and axial anomaly in QCD, leading to possible violations of local $P$ and $CP$ in this setting [73–77]. The CME takes place when a sufficiently strong magnetic field (of order $\sim \Lambda_{QCD}^2$) is applied in a QCD environment with a chiral imbalance (an asymmetry between the numbers of left-handed and right-handed fermions) leading to an observable separation of electric charges. This imbalance is provided by topological fluctuations of the QCD vacuum. A possible source of these fluctuations is the axion field, whose configuration might define regions in spacetime (domain walls) where $P$, $CP$ and Lorentz symmetries are broken. The effective theoretical description of the system stems from the QCD + QED Lagrangian with an axion coupling in the QCD sector [77], that is:

$$\mathcal{L}_{QCD+QED} = -\frac{1}{4} \sum_a F_{\mu\nu}^a F^{a\mu\nu} - \frac{g^2}{32\pi^2} \theta(x) \sum_a F_{\mu\nu}^a \star F^{a\mu\nu} - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}$$
$$+ \sum_f \bar{\psi}_f \left[ i \gamma^\mu \left( \partial_\mu - ig \sum_a A_\mu^a t^a - iq_f A_\mu - m_f \right) \right] \psi_f, \quad (8.3)$$

where $A_\mu^a$ are the non-Abelian gluon fields defining the field strength $F_{\mu\nu}^a$ with $a = 1...8$ for the $SU(3)$ group and $t^a$ the generators in the fundamental representation. $A_\mu$ is the electromagnetic potential defining the electromagnetic field $F_{\mu\nu}$. The fermion field $\psi_f$, with flavor $f$, has mass $m_f$ and interacts with the gluon fields with strength $g$ and has charge $q_f$ under the electromagnetic field. The axion field $\theta(x)$ is a pseudo-scalar with an external prescribed configuration, that is why it appears without a kinetic term. The fermions provide the bridge connecting the gluonic sector with the photonic sector. The effective
photonic theory has thus the general form at lowest order in a derivative expansion

\[ \mathcal{L}_{\text{AxionQED}} = -\frac{1}{4} F_{\mu \nu} F^{\mu \nu} - \frac{c}{4} \theta(x) F_{\mu \nu}^* F^{\mu \nu} \]  

(8.4)

where \( c \) is a constant. By considering the axion configuration such that \( \partial_\mu \theta = p_\mu \) is a constant in some region, we see that (after integrating by parts in the last term) (8.4) is the CFJ model (8.1). Note however that since \( \theta \) is a pseudo-scalar it follows that \( p_\mu \) is a pseudo-vector and \( P \) and \( CP \) are broken but not \( CPT \). The existence of regions with \( \partial_\mu \theta \neq 0 \) provides the conditions for the chiral imbalance, which in the presence of a magnetic field produce the separation of charges along the direction of the magnetic field, characterizing the chiral magnetic effect. Charge asymmetries have been observed in the STAR and PHENIX collaboration at the RHIC [79–81] but the interpretation of the results is still a matter of debate. If the CME turns out to be the correct explanation for this observed charge asymmetry it will represent the first direct observation of the non-trivial topological properties of QCD. For a further discussion on the development of these matters, both theoretically and experimentally, we point the reader to [77, 78], on which this discussion was based.

Our interest in the CFJ model regards its non-trivial topological character. We want to investigate the possibility and the consequences of defining magnetic charges in the presence of the CS-like term. This problem was already approached in [82] where its similarity with the analogous problem in \((2+1)D\) was exploited via dimensional reduction. Here we are going to obtain new results that suggest that this system features confining properties using the procedures developed in the previous sections.

The dual formulation of the CFJ model was obtained by some of us in [83]. For the sake of a self-contained presentation, let us review the result here. Following the usual procedures of duality we have studied until now, consider the theory in first order in the derivatives, equivalent to (8.1):

\[ \mathcal{L}_{\text{CFJ}} = \frac{1}{2} \Pi_{\mu \nu} \varepsilon^{\mu \nu \rho \sigma} \partial_\rho A_\sigma - \frac{1}{4} \Pi_{\mu \nu} \Pi^{\mu \nu} + p_\mu \varepsilon^{\mu \nu \rho \sigma} A_\nu \partial_\rho A_\sigma. \]  

(8.5)

This is the master Lagrangian of the model. \( \Pi_{\mu \nu} \) is an auxiliary field that can be integrated out giving us again (8.1). On the other hand, we can eliminate \( A_\mu \) completely as a function of \( \Pi_{\mu \nu} \). The Euler-Lagrange equations for \( A_\mu \) furnish:

\[ \Lambda^\mu \equiv \varepsilon^{\mu \nu \rho \sigma} \partial_\rho \Pi_{\sigma \nu} = 4 \varepsilon^{\mu \nu \rho \sigma} p_\nu \partial_\rho A_\sigma. \]  

(8.6)

Notice that \( \Lambda^\mu \), by definition, satisfies:

\[ \partial_\mu \Lambda^\mu = 0, \]

(8.7)

and due to the equations of motion for \( A^\mu \), it also obeys:

\[ p_\mu \Lambda^\mu = 0. \]  

(8.8)

Formally, we can substitute (8.6) in (8.5) and we get:

\[ \mathcal{L}_{\text{CFJ}} \to \frac{1}{4} \Lambda^\mu A_\mu - \frac{1}{4} \Pi_{\mu \nu} \Pi^{\mu \nu}, \]  

(8.9)
where $A^\mu \equiv A^\mu(\Pi)$ is defined by (8.6). To complete the procedure we must rewrite $\Lambda^\mu A_\mu$ as a function of $\Pi^{\mu\nu}$. It follows from (8.6) that the solution of the constraint:

$$
\varepsilon^{\mu\nu\rho\sigma} \partial_\nu (\Pi_{\rho\sigma} + 2p_{[\mu} A_{\nu]}) = 0
\Rightarrow \Pi_{\mu\nu} = -2p_{[\mu} A_{\nu]} + \partial_{[\mu} B_{\nu]},
$$

where (8.7) was used. The first term in the right hand side of the above equation contains the structure of the first term in (8.9). Substituting it in (8.9) we can integrate by parts and the last term of (8.11) vanishes due to (8.7), and we get:

$$
L_{dualCFJ} = -\frac{1}{8p^2} (p^\alpha \Pi_{\alpha\mu}) \varepsilon^{\mu\nu\rho\sigma} \partial_\rho (\Pi_{\nu\sigma} - 4(p^\beta \Pi_{\beta\mu})(p_\gamma \Pi_{\gamma\mu}))
$$

$$
+ \frac{1}{8p^2} [(p^\alpha \partial_\alpha) B_\mu] \varepsilon^{\mu\nu\rho\sigma} \partial_\nu (\Pi_{\rho\sigma}).
$$

Notice that the relation (8.10) does not contain the component of the field $A_\mu$ in the direction of $p^\mu$. In fact, this component is a Lagrange multiplier in (8.5). However, the constraint imposed by this component establishes a relation between $\Pi_{\mu\nu}$ and $B_\mu$ that can be read from (8.10) as being:

$$
\varepsilon^{\mu\nu\rho\sigma} p_\nu \Pi_{\rho\sigma} = 2\varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho B_\sigma.
$$

\(\Pi_{\mu\nu}\) is indeed the dual of $A_\mu$, but its components must satisfy certain constraints that are more easily addressed with the introduction of the field $B_\mu$. Notice that:

$$
\varepsilon^{\mu\nu\rho\sigma} p_\nu \Pi_{\rho\sigma} = 2\varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho B_\sigma
\Rightarrow \Pi_{\mu\nu} p^{\mu\nu} = \frac{2}{p^2} (\varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho B_\sigma)^2 + \frac{2}{p^2} (p^\alpha \Pi_{\alpha\mu})(p_\beta \Pi_{\beta\mu}),
$$

where we used (8.13). We can rewrite the first term of (8.12) as:

$$
-\frac{1}{8p^2} (p^\alpha \Pi_{\alpha\mu}) \varepsilon^{\mu\nu\rho\sigma} \partial_\rho (\Pi_{\nu\sigma}) = -\frac{1}{4p^4} (p^\alpha \Pi_{\alpha\mu}) \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho [(p^\beta \partial_\beta) B_\sigma]
$$

$$
+ \frac{1}{4p^4} (p^\alpha \Pi_{\alpha\mu}) \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho (p^\beta \Pi_{\beta\sigma}).
$$

In an analogous manner, the last term is rewritten as:

$$
\frac{1}{8p^2} [(p^\alpha \partial_\alpha) B_\mu] \varepsilon^{\mu\nu\rho\sigma} \partial_\nu (\Pi_{\rho\sigma}) = \frac{1}{4p^4} [(p^\alpha \partial_\alpha) B_\mu] \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho [(p^\beta \partial_\beta) B_\sigma]
$$

$$
- \frac{1}{4p^4} [(p^\alpha \partial_\alpha) B_\mu] \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho (p^\beta \Pi_{\beta\sigma}).
$$
Combining these results, we can rewrite (8.12) as:

\[ L_{\text{dualCFJ}} = \frac{1}{4p^4} (\rho^\alpha \Pi_{\alpha\mu}) \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\sigma (p^\beta \Pi_{\beta\sigma}) - \frac{1}{2p^2} (\rho^\alpha \Pi_{\alpha\mu})(p^\beta \Pi_{\beta\mu}) \\
- \frac{1}{2p^2} (\varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho B_\sigma)^2 + \frac{1}{2p^2} (\rho^\alpha \Pi_{\alpha\mu}) \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho [(p^\beta \partial_\beta) B_\sigma] \\
+ \frac{1}{4p^4} [(\rho^\alpha \partial_\alpha) B_\mu] \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho [(p^\beta \partial_\beta) B_\sigma]. \]  

(8.17)

Redefining \( p^\alpha \Pi_{\alpha\mu} \equiv f_\mu \), we get the form:

\[ L_{\text{dualCFJ}} = \frac{1}{4p^4} f_\mu \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho f_\sigma - \frac{1}{2p^2} f_\mu f^\mu - \frac{1}{2p^2} (\varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho B_\sigma)^2 \\
+ \frac{1}{4p^4} f_\mu \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho [(p^\alpha \partial_\alpha) B_\mu] + \frac{1}{4p^4} [(p^\alpha \partial_\alpha) B_\mu] \varepsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho [(p^\beta \partial_\beta) B_\sigma]. \]  

(8.18)

Notice that the components in the direction defined by \( p^\mu \) are effectively zero due to the contraction with the tensor \( \varepsilon^{\mu\nu\rho\sigma} p_\nu \).

The terms involving \( \frac{1}{p^2} \) do not allow a direct extension of this result for the case where \( p^\mu \) is light-like. But this is trivially accomplished working with light-cone coordinates \([83]\).

To study this system it is important that we are capable of including external sources. This allows us to study the VEV of operators, like the Wilson loop. The coupling of an electric source to the CFJ system can be defined and its dual representation can also be obtained \([83]\). A much more complicated problem that we are going to approach in the sequel regards the definition of the CFJ model in the presence of magnetic monopoles.

The CFJ model is often regarded as an effective field theory originating from quantum fermionic fluctuations. We have already seen an example of this in the discussion of the CME, with \( p_\mu = \partial_\mu \theta \) a pseudo-vector. Also, in the context of the Extended Standard Model, with \( p_\mu \) a vector, it can be regarded as the effective photonic theory of a Lorentz and \( CPT \) violating QED. In section \( 5 \) we introduced the idea that fermionic fluctuations could be effectively described via JTA. We saw that this prescription led us to a more precise definition of the MCS theory in the presence of magnetic defects. We want to follow an analogous path here and argue that the CFJ model can be interpreted as the Maxwell theory in \( 4D \) embedded in an electric condensate that breaks the Lorentz and discrete spacetime symmetries.

The problem we find in trying to define the CFJ model in the presence of magnetic defects is the same we found in the case of the MCS theory: due to the CS-like term, if we try to include a non-minimal coupling directly into the theory, the brane symmetry is explicitly broken and the unphysical magnetic Dirac string would become inconsistently observable. We have seen in the case of the MCS theory that the spontaneous breaking of the brane symmetry is induced by internal defects of the electric condensate represented by closed fluxes. The strategy adopted to obtain this conclusion consists in finding a representation of the system in terms of \( p \)-currents such that, through the condensation process of these currents implemented via JTA, the desired theory can be reached. This theory, by construction, will be consistent with the brane symmetry. In what follows, we shall firstly discuss the formulation in terms of \( p \)-currents without introducing monopoles.
with the aim of understanding the effects of the LIV. Once this is done, the introduction of monopoles is immediate and shall be discussed later in this section.

The first step in the implementation of the JTA in the present case consists in finding a representation of the theory in terms of $p$-currents that is capable of giving us the phenomenology that maps the Maxwell theory into the CFJ model, simulating in this way the role played by the fermions. The very presence of $p$-currents must contain the information about the breaking of Lorentz and discrete spacetime symmetries. Following the same steps of previous sections, we want to find an $1$-current $J_e$ and an action $S_e(J_e)$ such that:

$$\int d^4x \left( -\frac{1}{4} F_{\mu\nu} F_{\mu\nu} + e A_\mu J^\mu_e \right) + S_e(J_e) \to S_{CFJ},$$

(8.19)

where $S_{CFJ}$ is defined by (8.1) and the arrow indicates the condensation process described via DJTA. Following the discussions of sections 4 and 5, if we interpret $J_e$ as a (continuous) field, we must have:

$$\int d^4x \ e A_\mu J^\mu_e + S_e(J_e) = \int d^4x \ p_\mu \epsilon^{\mu\nu\rho\sigma} A_\nu \partial_\rho A_\sigma. $$

(8.20)

Considering $J_e$ as a function of $A$ and differentiating (8.20) with respect to $A$, we get:

$$e J^\mu_e = -2 \epsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho A_\sigma. $$

(8.21)

Notice that the current satisfies:

$$\partial_\mu J^\mu_e = 0, \quad (8.22)$$

$$p_\mu J^\mu_e = 0. \quad (8.23)$$

The first equation denotes the current conservation and tells us that $J_e$ is Poincarè-dual to the boundary of a 2-surface $\Sigma_e$:

$$^\ast J_e = d^4 \Sigma_e \Rightarrow J^\mu_e = -\partial_\nu \Sigma_\nu^{\mu}. $$

(8.24)

The second equation fixes the 2-surface Poincarè-dual to $\Sigma_e$ as being orthogonal to the direction defined by $p_\mu$. This constraint effectively reduces the space where the surface is defined from 4D to 3D. Consequently, we can represent this surface by an 1-current $\Lambda_e$ in the form:

$$\Sigma^{\mu\nu}_e = -\epsilon^{\mu\nu\rho\sigma} p_\rho \Lambda_e^{\sigma}. $$

(8.25)

This is the manifestation of the breaking of Lorentz and discrete spacetime symmetries. The current $J_e$ reads:

$$J^\mu_e = \epsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho \Lambda_e^{\sigma}. $$

(8.26)

Substituting in (8.20), the action $S_e(J_e)$ reads:

$$S(J_e) = \int d^4x \ \frac{e^2}{4} \Lambda_e \epsilon^{\mu\nu\rho\sigma} p_\nu \partial_\rho \Lambda_e^{\sigma}. $$

(8.27)
With this information we can formally define the partition function of the system:

$$Z = \sum_{\{A_e\}} \int D A e^{i \int d^4 x \left( -\frac{1}{4} F^\mu_\nu F_{\mu \nu} + e A_\mu j^\mu_e + i S_e (J_e) \right)}, \quad (8.28)$$

where the sum is taken over the configurations of the 1-surfaces $A_e$ Poincaré-dual to $\Lambda_e$.

Let us study now the system defined by $(8.28)$ with respect to its different representations. By construction, the effect of the fermionic fluctuations is simulated here by the condensation of the current $\Lambda_e$, that is, if we consider this current as a field and formally substitute the sum over $A_e$ by a functional integral over $\Lambda_e$, we reobtain the CFJ model described by the action $(8.1)$. On the other hand, the dilution of this current gives us the Maxwell theory in $(3 + 1)D$. We can go to an alternative representation where we exchange the currents $\Lambda_e$ by magnetic fluxes through the GPI, which in the present case has the form:

$$\sum_{\{C_e\}} \delta (H_\mu - \Lambda_\mu) = \sum_{\{C_e\}} e^{2 \pi i \int d^4 x H_\mu \varepsilon^{\mu \nu \rho \sigma} \Omega_{\nu \rho \sigma}}, \quad (8.29)$$

where $H$ is an 1-form and in the right hand side the sum is taken over the configurations of the 3-surfaces $C_e$ Poincaré-dual to $\Omega$. Inserting the identity $1 = \int D H \delta (H_\mu - \Lambda_\mu)$ in $(8.28)$ and using $(8.29)$, we get the equivalent representation:

$$Z = \sum_{\{C_e\}} \int D A \int D H e^{i \int d^4 x \left( -\frac{1}{4} F^\mu_\nu F_{\mu \nu} + e A_\mu j^\mu_e (H) + 2 \pi H e^{\mu \nu \rho \sigma} \Omega_{\nu \rho \sigma} \right) + i S_e (J_e (H))}, \quad (8.30)$$

where the expressions involving the 1-current $\Lambda$ are written now in terms of the 1-form $H$,

$$J^\mu_e = \varepsilon^{\mu \nu \rho \sigma} p_\nu \partial_\rho A_\sigma, \quad (8.31)$$

$$S(J_e) = \int d^4 x \frac{e^2}{4} H_\mu \varepsilon^{\mu \nu \rho \sigma} p_\nu \partial_\rho H_\sigma. \quad (8.32)$$

Now we are going to integrate out the field $H$. Since it has a gaussian structure, the integration process is equivalent to solving its equation of motion:

$$e \varepsilon^{\mu \nu \rho \sigma} p_\nu \partial_\mu A_\sigma + 2 \pi e^{\mu \nu \rho \sigma} \Omega_{\nu \rho \sigma} + \frac{e^2}{2} \varepsilon^{\mu \nu \rho \sigma} p_\nu \partial_\rho H_\sigma = 0. \quad (8.33)$$

Notice that this equation tells us that $\Omega$ has a structure such that:

$$\varepsilon^{\mu \nu \rho \sigma} \Omega_{\nu \rho \sigma} = \varepsilon^{\mu \nu \rho \sigma} p_\nu \partial_\mu \omega_\sigma, \quad (8.34)$$

where $\omega$ is an 1-current. Hence, except for terms that vanish in the action, $H$ is given by:

$$H_\mu = -\frac{2}{e} A_\mu - \frac{4 \pi}{e^2} \omega_\mu, \quad (8.35)$$

and the system is defined in an equivalent form by the partition function:

$$Z = \sum_{\{D_e\}} \int D A e^{i \int d^4 x \left[ -\frac{1}{4} F^\mu_\nu F_{\mu \nu} - (A_\mu + \frac{2 \pi}{e^2} \omega_\mu) \varepsilon^{\mu \nu \rho \sigma} p_\nu \partial_\rho (A_\sigma + \frac{2 \pi}{e^2} \omega_\sigma) \right]}, \quad (8.36)$$
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where $\mathcal{D}_e$ are surfaces Poincaré-dual to $\omega$. This is the formulation in terms of closed magnetic fluxes defined by $\omega$ (more precisely, the closed fluxes are related to $\varepsilon^{\mu\nu\rho\sigma}\partial^\rho\omega_\sigma$ which has a vanishing derivative). As we have already mentioned in the previous sections, these two representations of the system, in terms of $\Lambda$ in (8.28) and in terms of $\omega$ in (8.36), correspond to a order-disorder mapping. Indeed, if the fluxes defined by $\omega$ disappear, then the system is described by the CFJ model. On the other hand, if these fluxes condense, $\omega$ becomes a (continuous) field and the sum over $\mathcal{D}_e$ becomes an integral over $\omega$ and the last term decouples giving us the Maxwell theory. In this sense, these fluxes represent defects over the electric condensate since when they proliferate the condensed phase is destroyed.

This freedom provided by the order parameters is what allows us to adequately define the system in the presence of magnetic monopoles (which correspond to the introduction of open magnetic fluxes). One defines the presence of monopoles with the introduction of a magnetic Dirac brane $\Sigma_g$,

$$F_{\mu\nu} \rightarrow G_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu + g^*\Sigma_{g\mu\nu}, \quad (8.37)$$

such that Bianchi's identity is violated:

$$\partial_\mu G^{\mu\nu} = -g^\rho \Sigma_{g\mu\rho} = gj_\nu^\rho, \quad (8.38)$$

The magnetic brane symmetry is realized here according to:

$$^*\Sigma_{g\mu\nu} \rightarrow ^*\Sigma_{g\mu\nu} + \partial_\rho \sigma_\mu - \partial_\mu \sigma_\rho$$

$$A_\mu \rightarrow A_\mu - g\sigma_\mu, \quad (8.39)$$

such that the field $G_{\mu\nu}$, being an observable, remains invariant. The system in the presence of magnetic charges is then described by:

$$Z(J_g) = \sum_{\{A_e\}} \int \mathcal{D}A_e \int d^4x \left[ -\frac{1}{4} G_{\mu\nu} G_{\mu\nu} - (A_\mu + \frac{2\pi}{e} \omega_\mu) \varepsilon^{\mu\nu\rho\sigma} p_\nu (A_\sigma + \frac{2\pi}{e} \omega_\sigma) \right], \quad (8.40)$$

The brane symmetry is preserved at the level of the partition function due to the presence of the internal fluxes $\omega$ as long as the Dirac quantization condition, $eg = 2\pi$, is satisfied. To obtain the CFJ model we must dilute the fluxes $\omega$. As we know, the brane symmetry prohibits the system to undergo a complete dilution of these defects and the internal fluxes connected to the external Dirac brane remain in the system. Note that the CS-like term does not have components of fields in the direction of $p_\nu$. Since this term is responsible for the spontaneous breaking of the brane symmetry, we see that it does not occur in the direction of $p_\nu$. This asymmetry introduced by the LIV makes the analysis of the results more complicated.

To have a better understanding of this result it is interesting to look at the dual formulation, where the monopoles appear minimally coupled. We follow here the same ideas discussed around (3.54). Consider again (8.28), but now in the presence of external monopoles:

$$Z(J_g) = \sum_{\{A_e\}} \int \mathcal{D}A_e \int d^4x \left[ -\frac{1}{4} G_{\mu\nu} G_{\mu\nu} + eA_\mu J_\nu + iS_e(J_e) \right], \quad (8.41)$$
We shall first express the system in terms of brane invariants. For this, note that since \( eg = 2\pi \), we can rewrite the electric coupling as:

\[
e A_\mu J^\mu_e \rightarrow e (A_\mu + g \Xi_{g\mu}) J^\mu_e ,
\]
which should be compared with (3.57). \( \Xi_g \) is such that, under the brane transformation (8.39):

\[
\Xi_{g\mu} \rightarrow \Xi_{g\mu} + \sigma_\mu .
\]

Hence, we can construct the following brane invariants:

\[
\tilde{A}_\mu \equiv A_\mu + g \Xi_{\mu} ,
\]

\[
^*\tilde{\Sigma}_{g\mu\nu} \equiv ^*\Sigma_{g\mu\nu} - \partial_\mu \Xi_\nu + \partial_\nu \Xi_\mu .
\]

We introduce in the partition function a sum over the different configurations of the surfaces connected to the Dirac brane \(^*\Sigma_{g\mu\nu} \) and Poincaré-dual to \( \Xi_g \) as we did in (3.58). This sum is redundant at this point and constitutes a normalization in the partition function. Thus, the system is described by:

\[
Z(J_g) = \sum_{\{E_g\}} \sum_{\{A_e\}} \int D\tilde{A} e^{i \int d^4x \left( -\frac{1}{4} G_{\mu\nu}(\tilde{A}) G_{\mu\nu}(\tilde{A}) + e A_\mu J_\mu^e \right) + i S_e(J_e) ,}
\]

where:

\[
G_{\mu\nu}(\tilde{A}) \equiv \partial_\mu \tilde{A}_\nu - \partial_\nu \tilde{A}_\mu + g ^*\Xi_{g\mu\nu} .
\]

We can rewrite the sum over \( E_g \) as a sum over the surfaces \( B_g \) Poincaré-dual to the brane invariant \(^*\tilde{\Sigma}_{g\mu\nu} \) constrained by \( \partial_\mu ^*\Sigma_{g\mu\nu} = -J^e_\nu \):

\[
Z(J_g) = \sum_{\{B_g\}} ' \sum_{\{A_e\}} \int D\tilde{A} e^{i \int d^4x \left( -\frac{1}{4} G_{\mu\nu}(\tilde{A}) G_{\mu\nu}(\tilde{A}) + e A_\mu J_\mu^e \right) + i S_e(J_e) .}
\]

We are going to obtain now the dual formulation of this theory with respect to \( \tilde{A} \). The sector of the theory containing \( \tilde{A} \) is described by the Lagrangian density:

\[
\mathcal{L} = -\frac{1}{4} G^{\mu\nu}(\tilde{A}) G_{\mu\nu}(\tilde{A}) + e \tilde{A}_\mu J_\mu^e \\
\rightarrow -\frac{1}{2} \Pi^{\mu\nu} G_{\mu\nu}(\tilde{A}) + \frac{1}{4} \Pi^{\mu\nu} \Pi_{\mu\nu} + e \tilde{A}_\mu J_\mu^e ,
\]

where we have introduced the auxiliary field \( \Pi \). Integrating \( \tilde{A} \) we get the following constraint over \( \Pi \):

\[
\partial_\mu \Pi^{\mu\nu} + e \varepsilon^{\mu\nu\rho\sigma} p_\rho \partial_\sigma \Lambda e_{\sigma} = 0,
\]

which can be solved with the introduction of a gauge field \( B \), dual to the field \( \tilde{A} \),

\[
\Pi^{\mu\nu} = \varepsilon^{\mu\nu\rho\sigma} \partial_\rho B_{\sigma} - \varepsilon^{\mu\nu\rho\sigma} p_\rho \Lambda e_{\sigma} .
\]
The theory in the dual representation reads then:

$$Z(J_g) = \sum_{\{B_g\}} \sum_{\{A_e\}} \int DB e^{i \int d^4x (\frac{-1}{4} H^{\mu\nu} H_{\mu\nu} + \frac{g}{2} H^{\mu\nu} \tilde{\Sigma}_{g, \mu\nu}) + i S_e(J_e)},$$  \hspace{1cm} (8.51)$$

where:

$$H_{\mu\nu} \equiv \partial_\mu B_\nu - \partial_\nu B_\mu - e (p_\mu \Lambda_\epsilon_\nu - p_\nu \Lambda_\epsilon_\mu).$$  \hspace{1cm} (8.52)$$

Notice that the non-minimal coupling exhibits the consequences of the LIV. The electric brane symmetry follows from the usual definition of the brane transformation for the electric brane \(\Sigma_e\) taking into account the definition (8.25):

$$p_\mu \Lambda_\epsilon_\nu - p_\nu \Lambda_\epsilon_\mu \to p_\mu \Lambda_\epsilon_\nu - p_\nu \Lambda_\epsilon_\mu + \partial_\mu \lambda_\nu,$$

\hspace{1cm} (8.53)$$

which clearly leaves \(H_{\mu\nu}\) invariant.

The CFJ model must be obtained condensing the electric brane \(\Lambda_e\). With the purpose of simplifying the discussion, let us choose \(p^\mu = (0, 0, 0, m)\). The action defining the system has then the following form:

$$S = \int d^4x \left[ -\frac{1}{2} (\partial_\alpha B_\beta - \partial_\beta B_\alpha + em \Lambda_\epsilon_\alpha) \right]^2 - \frac{1}{4} (\partial_\alpha B_\beta - \partial_\beta B_\alpha)^2$$

$$+ g H^{\alpha 3} \tilde{\Sigma}_g \alpha - \frac{g}{2} H^{ab} \tilde{\Sigma}_g ab - \frac{me^2}{4} \Lambda_\epsilon_\alpha \varepsilon^{abc} \partial_\beta \Lambda_\epsilon_c;$$

\hspace{1cm} (8.54)$$

where the Latin indices denote the components in the hyperplane orthogonal to the direction defined by \(p^\mu\). Following the JTA, the electric brane \(\Lambda_e\) is promoted to the field category and we formally consider the sum over \(A_e\) as a functional integral over \(\Lambda_e\):

$$Z(J_g) \to \sum_{\{B_g\}} \int D\Lambda_e \int DB e^{i S(\Lambda_e, B, \tilde{\Sigma}_g)}.$$

\hspace{1cm} (8.55)$$

Notice that all the information about the brane is contained in \(H^{\alpha 3}\), which is a brane invariant. This means that the integral over \(\Lambda_e\) is in fact an integral over \(H^{\alpha 3}\) once we fix the brane redundancy. The next natural step would be to combine the integrals over \(B\) and \(\Lambda_e\) into an integral over \(H\). However, the LIV does not allow a trivial complete elimination of \(B\) and the best we can do is to absorb the component \(B_3\). More precisely, renaming \(H^{\alpha 3} \equiv f^a \Rightarrow H^{\alpha 3} = -f^a\) the action reads:

$$S(f^a, B_a, \tilde{\Sigma}_g) = \int d^4x \left[ \frac{1}{2} f^a f^a - \frac{1}{4} (\partial_\alpha B_\beta - \partial_\beta B_\alpha)^2$$

$$+ g f^a \tilde{\Sigma}_g \alpha - g B_\beta \partial_\alpha \tilde{\Sigma}_g \alpha + \frac{1}{4m} (f_\alpha - \partial_\alpha B_\alpha) \varepsilon^{abc} \partial_\beta (f_c - \partial_\beta B_c) \right],$$

\hspace{1cm} (8.56)$$

and the partition function of the system is given by:

$$Z(J_g) = \sum_{\{B_g\}} \int D f^a \int DB e^{i S(f^a, B_a, \tilde{\Sigma}_g)}.$$

\hspace{1cm} (8.57)$$

\hspace{1cm} (8.57)$$
We believe that this is the adequate formulation of the CFJ model in the presence of monopoles. Notice that the action (8.56) with $g = 0$ reduces to the action (8.18) with $p^\mu = (0, 0, 0, m)$. It is interesting to notice how the rank jump characterizing the mass generation in the JTA is realized here. The initial system defined by (8.51) has, besides the currents represented by the sums, a massless 1-form gauge field $B$. After the condensation of $\Lambda_a$ a new 1-form is added to the system, although this form is not independent. According to what we have discussed above, the only non-vanishing components of $\Lambda_a$ are orthogonal to $p^\mu$ and through the condensation process they absorb the third component of the field $B$. This is the rank jump: $B_3$ is effectively substituted by $f_a$. We also know that $f_a$ and $B_a$ must be understood as components of the 2-form $H$, which have certain constraints that are better expressed through the introduction of the field $B_a$.

Notice that only the components $\tilde{\Sigma}_{g a 3}$ of the magnetic brane invariant are minimally coupled to $f_a$, which indicates spontaneous breaking of the brane symmetry only in the hyperplane orthogonal to the direction defined by the Lorentz violating vector $p^\mu$. Although a more detailed analysis is necessary, this “partial spontaneous breaking of the brane symmetry” constitutes a strong evidence that this system exhibits confining properties in the hyperplane orthogonal to $p^\mu$.

9 Conclusion

Throughout this paper we have studied the manifestation of the confinement phenomenon in Abelian theories in diverse examples. In all of them we have identified an universal criterium characterizing the confining regime in formulations involving condensates, namely the spontaneous breaking of the brane symmetry. The concept of brane symmetry is most commonly understood from the Dirac string ambiguity in the description of monopoles in interaction with the electromagnetic field [1]. Its breaking is properly understood as a particular realization in which the symmetry is hidden into observable brane invariants composed of Dirac branes and internal defects of the condensate describing regions of the space where the condensate has not been established. These brane invariants carry energy content and are the physical flux tubes present in the condensate connecting the confined charges of opposite sign in their boundaries.

The formalism we developed in the present work generalizes the ideas of Julia and Toulouse [3] and Quevedo and Trugenberger [4] to deal with the outcome of condensation of defects taking into proper account Elitzur’s theorem [2]. This generalization also provides a more precise implementation of the Julia-Toulouse condensation process by working with ensembles of defects at the level of the partition function. This is built on important contributions made by Banks, Kogut and Myerson [5] and Kleinert [6, 44] on the ensemble formulation and in the use of the order-disorder map codified in the Poisson’s Identity and the contribution of Kleinert in the interpretation of brane symmetry [6, 12]. With the generalization of Poisson’s Identity [10] to deal with arbitrary $p$-currents, we were able to construct a parametrization of the condensation-dilution process defining in a very precise way the Julia-Toulouse Approach.
The Abelian Higgs model, which describes a relativistic superconductor, was studied and it was shown that its confining property can be understood as a natural manifestation of the brane symmetry breaking. We provided a careful computation of the confining potential to illustrate this symmetry breaking. This phenomenon seems to display an universal character and it appears in other systems exhibiting confining properties as well. The Polyakov model, the Maxwell-Chern-Simons theory with external instantons and the Carroll-Field-Jackiw Model with external monopoles, all seem to display confining properties related to the brane symmetry breaking and the rank jump. The maintenance of brane symmetry (in its hidden or explicit realization) is what ensures the charge quantization of external charges in any phase we consider in each one of these systems. The proper treatment of the brane symmetry also led us to obtain a new formulation of the Maxwell-Chern-Simons theory in the presence of magnetic defects and also to recover the topological mass quantization. Also, the presence of instantons seems to endow the condensate with anyonic properties. Another interesting aspect of the last application is that it constitutes an example where the brane symmetry is realized in a hidden fashion while the gauge symmetry is explicitly realized, reinforcing the independence between these two local symmetries.

Another novel result we have presented here using the JTA was the definition of the Carroll-Field-Jackiw Model in the presence of monopoles, where we have also pointed out that a “partial spontaneous breaking of the brane symmetry” occurs only in the hyperplane orthogonal to the direction defined by the Lorentz violating vector, constituting in this way a strong theoretical evidence that this system exhibits asymmetric confining properties. It is interesting to speculate if this may be relevant to QCD, since the Carroll-Field-Jackiw Model seems to play an important role as the effective description of the chiral magnetic effect in QCD.

Due to the wide scope of this generalized Julia-Toulouse Approach, we believe that many other applications, beyond those we have exploited in this work, can be developed. We also notice that this formalism unifies under common principles diverse results found in the literature, giving us at least a better intuition regarding the nature of the studied phenomena. The use we have made of the JTA to describe the known hierarchy structure of the Fractional Quantum Hall states is just an example of this.
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