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Abstract
While telepresence robots have increasingly become accepted in diverse settings, the research on their acceptance in educational contexts has been underdeveloped. This study analyzed how the use intention of telepresence robots can be influenced by perceived usefulness, perceived ease of use, subjective norm, and perceived risk for students, faculty, and staff in higher education. Survey data were collected from 60 participants with direct operator experience with a variety of telepresence robots deployed in a large research university in the Midwest region of the United States. Path analysis results indicated that perceived usefulness was the only significant direct predictor of use intention of telepresence robots. Both perceived ease of use and subjective norm had a significant positive effect on perceived usefulness. Subjective norm also had a significant positive indirect effect on use intention, mediated by perceived usefulness. Perceived risk had a negative effect on perceived ease of use. These findings indicated that the usefulness of robots was central to operators’ decisions to use telepresence robots. Therefore, design choice for telepresence robots should prioritize usefulness. Secondly, the design of telepresence robots should minimize complexity for the end user and minimize cognitive demand. Having nominal difficulty of use would also facilitate multiple embodiments by combining telepresence robots with other technologies to support more rich social interactions.
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1 Introduction
Telepresence robot technology enables individuals to be present and active in a remote physical space with a surrogate robot body [1–3]. Telepresence robots are typically characterized by their support of videoconferencing and locomotion, which allows operators, the people who are controlling the robots, to see, hear, and move throughout their environment [1, 3]. These capabilities support flexible applications, such as roving librarians moving throughout the stacks in a library [4]. Telepresence robots can also support telemanipulation, where operators interact with the environment with their surrogate robot bodies, such as with magnetic hands [5].

Despite telepresence robots’ growing application in both K-12 and higher education [6–10], the theory on their acceptance has not been thoroughly developed. Although there exists a sizeable amount of scholarship describing the applications of telepresence robots, the specific research about the acceptance of telepresence robots has been concentrated within the healthcare field, and populations of robot operators who are often professionals or clients within the healthcare industry. This body of work includes research on the acceptance of telepresence robots by Macedonian caregivers and elderly people [11], nurses and care workers from Finland [12, 13], and teachers and students in the medical field in Sweden [14].

The prior scholarship on the acceptance telepresence robots has focused on what telepresence robots can or cannot do, and the challenges associated with their use, such as how well a telepresence robot can be used to navigate remote environments [15], the time it takes for operators to learn to use the robots [16], and users’ ability to focus on task completion...
rather than robot operation [17]. Because of this emphasis on operators’ views about the usefulness and ease of use of telepresence robots, the Technology Acceptance Model (TAM) has been applied to understand decision-making regarding their use [18]. Other predictors of use intention, such as subjective norm and perceived risk, have not been thoroughly described in the prior research.

The present study used the Technology Acceptance Model as a foundational framework to investigate the factors that predicted intention to use telepresence robots in higher education settings with a sample of telepresence robot operators with diverse backgrounds, quantities of experience, and platforms of telepresence robots.

1.1 Telepresence Robots

1.1.1 Telepresence Robots and Design Thinking

The design thinking perspective is useful for recognizing the dual nature of telepresence robots as being both the result of thoughtful design and instruments to inform future iterations.

This design thinking-based creative process of developing and prototyping robots in educational settings has been illustrated in many prior studies [19]. One recent example was the Stevie robot that has been tested in an independent living facility for adults and a summer camp for high school students [20]. After many cycles of design and evaluation, Stevie was not a terminus, but a significant development along the path toward designing robots that support greater independence and quality of life for people.

Similarly, the Pi Robot was developed over eight months through a collaboration between a research fellow and a robot enthusiast, who co-created a telepresence robot to meet the needs of a mobility-impaired user [21]. This process involved the augmentation of the robot’s base features, the results of which Herring compared to commercially available alternatives.

As with the present study, the prior research that utilizes commercially available robots often includes discussions of design implications. One example includes the Romo robot, a mobile chassis compatible with several Apple mobile phones, including the iPhone 5, iPhone 5S, and iPhone 6S [22]. The Romo robot has been used to support language learning by giving operators the ability to practice interpersonal social skills in real-life settings [23]. In this study, the authors commented about design issues, namely that the small size of the robot relative to humans made human–robot interactions physically awkward. As a result, the intended benefit of the portability of the design also generated limitations (e.g., awkward human–robot interaction) under real world conditions.

In acknowledging the potential of current robots to inform future design, the authors of the present study believe that an increased understanding of how operators perceive contemporary robots can inform future iterations of commercial and noncommercial platforms that are more readily accepted.

1.1.2 Caught Between Mainstream and Marginal

Telepresence robots have existed in limbo between mainstream adoption and marginal use. On the one hand, telepresence robots have been in the mainstream cultural spotlight on many occasions. For example, in July 2015, President Obama greeted Alice Wong, the Disability Visibility Project Founder and Project Coordinator, with a telepresence robot [24], albeit for an event was primarily covered in technology-oriented media outlets, such as Wired and Popular Science [25, 26]. In an episode of the fantasy comedy Community titled “Laws of Robotics and Party Rights” [27], telepresence robots were used to offer distance education opportunities to incarcerated individuals enrolled in the titular community college. More recently, in an episode of the fantasy comedy The Good Place titled “The snowplow” [28], telepresence robots were used in a scene to reflect a futuristic, voice activated super classroom for the main characters.

In comparison to other technologies like videoconferencing, the use of robots has not yet reached a level of adoption in the mainstream for educational or professional settings where their use has become a verb. At the time of this study, there has not been a widely adopted colloquial verb counterpart for robots like “to skype” or “zooming” [29, 30]. In the case of zooming, the adoption of Zoom software’s name as a verb has been attributed to the forced exodus of learners, educators, employees, and employers to the online space during the COVID-19 pandemic which began in 2019 [31], but similar trends have not yet been reported for the use of robots.

One potential reason for the disparity in adoption of these technologies could be the technological frames possessed by individuals that shape their perception of telepresence robots, which we discuss in greater depth in the following section. On one side, videoconferencing has been frequently characterized as a cost-efficient educational tool that facilitates teaching and learning across geographical boundaries [32, 33]. On the other side, commercial telepresence robots are significantly more costly [34]. From the authors’ perspectives, the direct comparison of costs does not account for the added value of telepresence robots, such as locomotion [3] and the bodily autonomy afforded by having a surrogate body [8].

1.1.3 Applications in Educational Contexts

The use of telepresence robots in educational settings has focused on increasing equity and accessibility. Telepresence robots have been used to help young students who suffer
from chronic illness to attend school to gain a sense of normalcy, especially in instructor and peer relations [35–37]. The use of telepresence robots for hospitalized children has also helped facilitate students’ academic progress [38]. The surrogate technological bodies can also facilitate human–human interaction. In one example, a physically present student affectionately touched their robot classmate as though they were interacting with another person [37].

Numerous exploratory studies have examined the experiences of novice operators of telepresence robots in novel settings. In the United States, there was a study of the first-time experiences of elementary and middle school children (ages 9–13) with operating telepresence robots as part of navigating obstacle courses and interacting with experimenters during simulated learning activities [39]. This study revealed how novices may need help troubleshooting technology issues, and the importance of infrastructure, such as a reliable connection to facilitate uninterrupted engagement with telepresence robots. In another exploratory study, a sample of 11–12 year old students from the United Kingdom were asked about what they thought about the Rovio and Spykee robots while they were practicing how to pilot the robots [10]. These students used the time to remotely navigate the school with their robot bodies, interact with the students in the school, and complete a scavenger hunt for cardboard stars.

Other research has reported on telepresence robot operation as a treatment condition, where researchers observed the impact of robot use. Elementary students in Australia interacted with their Japanese counterparts with robots as part of a study to examine the quality and quantity of computer-mediated communication between robot operators and users of videoconferencing, which revealed better engagement in the human–robot interaction condition than the human–videoconferencing condition [40]. In another study, Japanese students (4–8 years old) used telepresence robots to interact with an English-speaking teacher as part of a storytelling exercise, and the students who operated the robots received more frequent feedback from their teacher than their counterparts who used videoconferencing [41]. Undergraduate students at a university in the Midwest region of the United States described instructors who used telepresence robots as more credible than automated robot instructors [42]. Similarly, telepresence robots have been tested as a resource for distance education, allowing remote teachers to interact with students separated by geography, such as an English teacher who used a telepresence robot to teach Korean students in small groups for two months [7]. Telepresence robots have also been tested in library contexts as a possible means to provide mobile support to students throughout the library stacks [43].

However, there are some contexts where robots have been studied under in vivo conditions, where robot implementation existed prior to the research itself and thus were not introduced as part of a manipulated treatment condition. One example of this was the study by Lei et al. [8], which observed graduate students who used telepresence robots to remotely attend a synchronous-hybrid course and interact with their on-campus instructor and classmates, as well as other robotic classmates [8]. The institution where this research was conducted had already adopted telepresence robots for several years, and they were widely used by members of the institution. Similarly, prelicensure nursing students also used telepresence robots for clinical simulations [44, 45]. Zhang et al. reported the use of telepresence robots for remotely located teachers to give lectures in K-12 settings that integrate facial recognition and directional sound and distance features [46].

1.1.4 The COVID-19 Pandemic and Technology Innovation

External factors may drive greater demand for telepresence robots. This has already been observed with videoconferencing and the aforementioned Zoom platform. With the COVID-19 pandemic, teaching and learning online (e.g., with use of Skype or Zoom) became the new norm. According to data reported by the United Nations Educational, Scientific and Cultural Organization, the total number of children displaced by partial or full school closures peaked at approximately 1.32 billion in June of 2020 [47]. As the number of global vaccine doses administered has reached an estimated 5.88 billion and continues to rise [48, 49], an optimistic perspective would suggest that the world as a whole can prepare for a sense of “normality.” But with the prediction of future pandemics expected by experts [50], a return to more of the same challenges of delivering high-quality and engaging learning experiences to students in remote settings is widely anticipated.

Consequently, the authors believe it is important to examine how emergent technologies, like telepresence robots, can be integrated into mainstream culture. Existing technologies, like videoconferencing, are limited in their usefulness when tasks require a physical presence, which can create a critical dimension of teleenablement [51]. By making progress towards integration of telepresence robots and improving the academic understanding of how operators use robots, it is possible to improve design philosophies in ways that can lead to more advanced iterations that appeal to both experienced operators and new adopters, and future proof our societies for any large-scale disruptions of day-to-day activities.

1.2 Technological Frames

When users approach a new technology such as telepresence robots, their actions and understanding are shaped by their technological frames. These frames are cognitive models that encompass an individual’s perceptions of a technology, such
as their assumptions, expectations, and values [52]. Consequently, these frames will shape how an individual user may conceptualize how a given technology could be used for their purposes, the conditions for its success, and the impact of its use. Technological frames have been useful for understanding the receptiveness of individuals toward care robots (also known as carebots), autonomous robots that are designed to replicate or supplement the services offered by caregivers in health and human services [53]. With data collected from focus groups consisting of 94 professional care staff, older adults, and preservice care workers, Frennert et al. reported several technological frames that contextualized the way people viewed care robots [54]. One example frame was the problematic perception of care robots as a substitute for human caregivers, which included a contrast of views associated with a quality of care that is more efficient but indifferent. While the authors did not fully delineate these frames on an individual basis, expectations of proper functioning and efficiency generally emerged from health care professionals, while concerns about dispassionate care were reported by the potential recipients of said services—further highlighting how context may shape receptiveness toward robots and other emergent technologies.

On a similar note, a stakeholder’s background can be a technological frame. For example, Nielsen et al., who described the use of robot vacuums as part of elder care services, found that the actual use of the robots in assisted living facilities contrasted with home-based care [55]. In the assisted living facilities, staff viewed the robots as replacements for traditional methods of care, while home-based clients felt the robots were supplemental at best and did not perform as well as expected. In turn, when describing the perceptions of the nature and usage of robots that exist, Nielsen et al. collected a wide range of perspectives from participants, such as enthusiasm, cost-savings, concerns about quality of function, and innovation [55]. Put together, research on technological frames shows how a variety of factors can influence the perception of technology by individuals. In the present study, the authors focused on a small subset of technological frames, specifically individuals’ perceptions about the usefulness, ease of use, social norms, and risks of using telepresence robots, as well as patterns across multiple stakeholder frames (e.g., students, faculty, staff).

1.3 The Technology Acceptance Model

One useful framework that takes into account the technological frames that influence understanding and actions toward technology is Davis et al.’s Technology Acceptance Model [18]. It is a robust framework that has been used to predict the acceptance of telepresence robots as well as other technologies, such as the use of content management and learning Management systems by faculty in higher education [56, 57], the use of computers by preservice teachers [58], and the acceptance of an online virtual game, Second Life, for the purpose of health education [59].

While Davis et al. focused on perceived usefulness and perceived ease of use for predicting use intention [18], other models, such as the TAM2 [60] and TAM 3 [61], include additional predictors like subjective norm and perceived risk, which have not been thoroughly examined in predictive models for the acceptance of telepresence robots. The primary outcome in TAM is use intention, which Davis et al. called behavioral intention to use and defined as a person’s intention to use a specific technology [18]. Building upon this framework, we explored the potential of four variables to predict the use intention of telepresence robots: perceived usefulness, perceived ease of use, subjective norm, and perceived risk.

1.4 Predictors of Telepresence Robot Acceptance

1.4.1 Perceived Usefulness

In this study, we used Davis et al. (p. 985) definition of perceived usefulness as a user’s perception of the “subjective probability that using a specific application system will increase his or her job performance within an organizational context” to account for all user types, such as students and staff, and all use contexts that may be part of one’s job responsibilities [18]. Operators’ perceptions about the usefulness of telepresence robots are a central part of the acceptance of telepresence robots.

Telepresence robots have been evaluated as useful for facilitating interaction without colocation. For student operators, this means being able to attend school remotely even when managing issues like chronic medical conditions [9, 62, 63], short-term challenges like minor illness or suspensions [6], or a disability that may require individual modifications to traverse around school [21]. Other examples include the use of telepresence robots for assisting elderly with daily activities, which was perceived as useful by caregivers for many tasks, such as measuring vital signs and telemanipulation [11]. Mobility and tele-manipulation are also key components of making robots useful for social interactions, such as when grandparents seek to engage in long-distance interactions with (and supervision of) young grandchildren [64].

Low perceptions of usefulness are also problematic for acceptance of telepresence robots, as noted by teachers about their ability to see all of their students because of the narrow field of view offered by their robot’s camera [7]. Telepresence robots are less accepted by caregivers, such as practical or registered nurses, when the robots did not serve the task intended, such as demonstrating light exercise and helping their patients with daily activities [38]. Perceived usefulness
was found to be positively correlated with intention to use for Finnish medical care workers, a majority of whom were practical or registered nurses [13].

Perceived usefulness has been a commonly used measure for the acceptance of telepresence robots, such as by nursing students and faculty mentors participating in clinical simulations [65]. Perceived usefulness has also been measured with older adults, aged 65 and older, who operated Kubi robots in a laboratory setting [21, 65]. These capabilities have been identified as an asset for supporting language education [7] due to their ability to support operators’ autonomy, their ability to control what they see, and their sense of immersion within the learning environment [23]. Perceived usefulness is generally a positive predictor of use intention [66].

Perceived usefulness also appears to have a persistent positive relationship with intention, as shown by its use in other frameworks related to TAM, such as Theory of Reasoned Action (TRA), in which perceived usefulness is positively related to use intention of online websites related to health and medicine during initial usage and after five weeks [67]. Perceived usefulness also appears to be a relatively consistent construct. In a study using TAM, measurements of expected perceived usefulness of interactive quizzes and screensharing at the start of the study were not statistically different from repeated measurements taken one semester and one year later [68].

1.4.2 Perceived Ease of Use

Perceived ease of use was defined by Davis et al. (p. 985) as “the degree to which the prospective user expects the target system to be free of effort” [18]. Perceived ease of use has been an important factor in previous research on the acceptance of robots. In Herring’s review of multiple robot systems, they compiled a list of critical domains of features needed to ensure ease of use, which included control interface, movement abilities, audiovisual quality, and durability [21]. In particular, the importance of control interface, as highlighted by Kristoffersson et al.’s review of the literature on telepresence robots, denotes how design choices, such as touch screens, can make the operation of such robots easier [3].

The acceptance of telepresence may be low due to poor ease of use associated with the technical restrictions of the robot [69]. Telepresence robots that require too much concentration may result in low ease of use [43]. Insufficient mobility and the need for human intervention has been associated with poor perceived ease of use [21, 65]. Fitter et al. revealed that the ease of use of telepresence robots for elementary age students was impacted by the initial setup of the software needed to operate the robots as well as difficulty with troubleshooting problems [39]. Accordingly, the responsiveness of the robot system to operator input also positively affects ease of use [70, 71]. The ease of use of robots also depends on its applications, as caregivers reported lower levels of ease of use for tasks such as taking vital signs for patients but higher levels for using the robot to communicate with patients [11]. Although the TAM framework shows that perceived ease of use is a positive predictor of use intention, the empirical results vary. In a sample of employees at companies with experience with telepresence systems, Park found perceived ease of use as a significant positive predictor of use intention [66]. However, perceived ease of use was not found to be a significant predictor of use intention with intention to use for Finnish medical care workers, a majority of whom were practical or registered nurses [13].

1.4.3 Subjective Norm

Subjective norm has been defined by Ajzen (p. 302) as a “person’s perception that most people who are important to him think he should or should not perform the behavior in question” [72]. The inherently social nature of telepresence robots suggests that the social approval received by their operators from their peers may affect their future use intentions [3]. The social acceptance of a telepresence robot through perceptions of their humanness may provide operators explicit and implicit feedback about how much their use of robots is supported (i.e., social support), based on their treatment in their robotic forms. Telepresence robots in public places are treated differently based on the architecture of their bodies [73]. For instance, operators of robots with more mobility (i.e., had wheels and could move around) were afforded higher scores of deserving equal treatment, equal protection, voting rights and eligibility of election than their nonmobile counterparts (i.e., had a platform and were stationary). The anthropomorphizing of telepresence robots by the inclusion of a display of an operator’s face produced longer interaction times with people than robots without such a display [74].

The TAM framework indicates that subjective norm is positively related to use intention, which is generally supported by empirical research. For Finnish care givers in the medical field, they found that subjective norm, which they referred to as social influence, was a significant positive predictor for the use intention of telepresence robots [13]. Similarly, a survey of employees from companies in 14 countries showed that subjective norm was positively predictive of use intention for telepresence systems [66]. The broad impact of subjective norm has been demonstrated in a meta-analysis, where subjective norm moderated both perceived usefulness and attitude toward use; and this effect was stronger for students than non-students, which the authors attributed to students’ tendency toward compliance [75]. But the relationship between use intention and subjective norm may depend on the technology itself as the previous empirical results have varied across technologies. In a study of
an organizational workflow program, subjective norm only positively affected use intention when technology use was mandatory but not when use was voluntary [60]. In other cases, subjective norm had a positive effect on voluntary technology use intention of social networking sites [76].

1.4.4 Perceived Risk

Perceived risk has been defined as the uncertainties about outcomes associated with technology use [77]. This includes the degree to which a target object will function in the way expected (performance risk), the judgement of others on their use of a target object [78], and the consistency of the use of a target object with one’s self-image (psychological risk) [79]. For operators of telepresence robots, there are several specific risks associated with the social context for their use, which include the risk of being bullied [80], being a distraction for others [81–84], and social costs (e.g., embarrassment) that are related to the degree of perceived robot acceptance in the context within which a user may be operating [85]. Case studies of operators have frequently documented their concerns about their operation and technological glitches, which may reflect poorly on themselves in a manner that fosters psychological risk [86], as well as their worries about the risk of diminished autonomy due to their robot bodies being able to be shut down by others [87]. There are also risks of being socially excluded or unaccepted [88], as well as being ignored or being relegated behind physically present peers [69]. Operators have reported concerns about being a distraction, as well as elation when their robot use was not disruptive [83, 89, 90].

Prior research for self-service banking technologies demonstrated that perceived risk negatively affected perceived ease of use and perceived usefulness [91]; neither perceived ease of use nor usefulness were significant predictors of use intention in that setting. In contrast, another study found that perceived performance risk involving the use of social networking sites was positively associated with perceived ease of use, which they attributed to users’ level of understanding [92]. Specifically, those who demonstrate greater understanding of the technologies’ potentials, as manifested by perceived ease of use, are also more aware of the risks—in a manner that could positively impact use intention for social networking sites. However, these relationships have not been explored with telepresence robots.

1.5 Research Question and Hypotheses

In this study, we sought to answer the question: how do perceived usefulness, perceived ease of use, perceived risk, and subjective norm affect the use intention of telepresence robots of operators in ecologically valid educational settings? Based on the prior research and the Technology Acceptance Model, we constructed the hypothesized Acceptance of Telepresence Robots (ACTRS) model shown in Fig. 1, in order to test the following hypotheses:

- Hypothesis 1: Perceived usefulness will have a significant positive effect on use intention.
- Hypothesis 2: Perceived ease of use will have a significant positive effect on use intention.
- Hypothesis 3: Subjective norm will have a significant positive effect on perceived usefulness and a significant positive effect on use intention.
- Hypothesis 4: Perceived risk will have a significant negative effect on perceived ease of use.
2 Materials and Methods

2.1 Data Collection Procedure

Data for this study was collected using an online survey with the platform Qualtrics. A link to the survey was distributed to an initial pool of 284 registered users of the telepresence robots at our study site, a large research university in the Midwest region of the United States of America. To all non-respondents, except for people who opted out of receiving email notifications, we sent two additional reminders to participate in the survey.

2.2 Instrument

For this study, we designed a scale for telepresence robots to measure use intention, perceived usefulness, perceived ease of use, subjective norm, and perceived risk based on existing scales (for the full scale and reliability analysis, see Appendix A). The items for perceived usefulness and perceived usefulness were adapted from Davis et al.’s initial work [18], using another study that cited Davis et al. as a model [70]. The items for use intention were adapted from Teo’s study [93]. The items for subjective norm items were adapted from TAM2 [60]. The items for perceived risk were adapted from prior studies [76, 94]. All responses were recorded on a 7-point Likert scale.

The factor loadings for our indicators were generally between good (>0.55) and excellent (>0.71), with the exception of the third indicator for subjective norm, which had a weak loading, and the third indicator for perceived risk, which had a poor loading [95]. The Cronbach’s alpha for perceived usefulness, perceived ease of use, and use intention exceeded the general reference value of 0.80 [96]. The subscales for subjective norm and perceived risk were near to the >0.60 and 0.70 range used as reference points for minimum acceptable reliability for exploratory studies [97–100]. Consequently, the factor loadings and reliability data suggest the instrument in this study was adequate but could be improved.

2.3 Sample

Through purposive sampling at a study site where telepresence robots were regularly used by students, faculty, and staff, we obtained an initial sample of 72 responses, but 12 cases were excluded from the final analysis. Out of these cases, nine were omitted because the participants started the survey but did not input any data. The other three cases were omitted because the data was too incomplete for item-level substitution. Specifically, if nonresponse was observed for more than a majority of the measurement items for any construct, then responses were marked as incomplete and invalid at the case level. For example, the measure of perceived usefulness included four indicators, and if nonresponse was observed for more than two indicators, then mean substitution was not applied.

Mean substitution was used to manage missing data in this sample due to its emergence as an appropriate method for estimating values likely to represent the individual based on their response to other indicators [101]. This resulted in a sample of 60 respondents, which produced an effective response rate of 21.1%; and within the sample, mean item-level substitution was used for three of the respondents.

This sample of 60 respondents included faculty, students, and professionals (e.g., staff, visiting professionals) (see Table 1). These respondents represented experience with a variety of telepresence robots, including Double, Kubi, Beam, and Beam Pro. Examples of individuals from the category of "other professionals" included users who self-identified as alumni, academic staff, and visiting professionals. Our sample used the robots for diverse classroom needs, which included teaching and learning in the classroom, as well as for collaborative purposes, such as research meetings, interviews, and study sessions. A majority of the sample was experienced, having used telepresence robots for at least a couple months. For our path analysis, the sample size was adequate based on the 5:1 reference ratio of sample to parameter [102, 103].

Although the sample includes a mix of experienced and inexperienced users, about 75% had at least a couple months of experience using the robot (N=45). This predominance of experienced users afforded multiple benefits to the data collection. To begin, building off prior research, recognition of long-term consequences is a significant predictor of personal computer use for experienced users but not for inexperienced users, and users with more experience are not influenced by feelings toward personal computers in the same manner that inexperienced users are [104]. Second, the recruitment of experienced operators also gives a more accurate measurement of acceptance of technology, since perceptions of ease of use vary over time between experienced and inexperienced users. For instance, inexperienced users show an initial learning curve, where their perceptions of the ease of use starts low before increasing with training, nearing the perceived levels of ease of use of experienced users [105].

Overall, because prior research demonstrates that inexperienced users have differing initial experiences in terms of technology acceptance, the use of a sample of experienced users eliminates this “novice effect,” which gives a more accurate picture of long-term technology acceptance. Conversely, acceptance data with novice operators changes over time, so cross-sectional data would be limited in its generalizability across time. The authors do acknowledge that part of the design process is optimizing the learning curve of
Table 1  This table shows the sample demographics, which includes the age brackets of users, their roles at the sample site, their length of use, and the contexts for their use

| Age       | N   | Role      | N   | Length of use | N   | Use context | N   |
|-----------|-----|-----------|-----|---------------|-----|-------------|-----|
| 18–24     | 1   | Students  | 33  | A couple days | 12  | Classroom use | 44  |
| 25–44     | 40  | Faculty   | 16  | A couple weeks | 2   | Collaborative use | 38  |
| 45–64     | 18  | Both      | 1   | A couple months | 10  | Other       | 8   |
| No response | 1   | Other     | 9   | Around a year | 9   |             |     |
| No response | 1   |           |     | More than a year | 26  |             |     |

Participants were allowed to identify more than one “use context”, which explains why that category totals more than the sample size (N = 60).

adoption of a new technology; however, the issue of onboarding for new users is beyond the scope of the present study.

2.4 Preliminary Data Analysis Procedure

We tested for normality by using the Shapiro-Wilk test, which is appropriate for modest sample sizes [106], calculating and comparing the observed kurtosis and observed skewness with the reference values for kurtosis (-1.5 < ks < 1.5) and skewness (-1 < sk < 1) [107], and evaluating the histograms of the data distributions. We calculated standardized z-scores to identify outlying data, using the cut-off of values of izi< 3. Traditionally, for nonnormal data, transformations have been recommended to approximate a normal distribution in prior research [108–110], since transformations can bring about normality in the data, minimize the influence of extreme values on the dataset, and potentially improve the power of parametric analyses [111, 112]. However, a drawback of transformations is the increased difficulty of interpretation of the relationships between the independent and dependent variables [113]. Even further, in the present study, data transformations did not improve the normality of the distribution. Because of these factors, the analyses were conducted with nontransformed data. For our instrument reliability, we conducted confirmatory factor analysis using maximum likelihood estimation, and calculated the Cronbach alpha for each of the five subscales.

2.5 Model Testing Procedure

An important preliminary step in path analysis and structural equation modeling is the assessment of model fit, which is the determination of whether or not the theorized relationships between variables accurately reflects the data collected and phenomenon being studied [114]. To test the model fit, we calculated several commonly used indices, which included CMIN/df and associated significance, Tucker Lewis Index (TLI), Comparative Fit Index (CFI), Normed Fit Index (NFI), and root mean square error of approximation (RMSEA) [114].

Table 2  This table shows the observed values for the goodness-of-fit indices used to evaluate the hypothesized ACTRS Model shown in Fig. 1

| Model   | CMIN | df | Sig    | NFI   | TLI   | CFI   | RMSEA |
|---------|------|----|--------|-------|-------|-------|-------|
| ACTRS   | 3.770| 3  | p < .287 | .940  | .951  | .985  | .066  |

We used path analysis to test the direct and indirect effects of the four predictors relevant for our study (perceived usefulness, perceived ease of use, subjective norm, perceived risk) on use intention. Path estimates were generated using the maximum likelihood estimation method, with bias-corrected bootstrapping with 1000 samples and confidence intervals at the CI = 95% level [115]. All structural equation modeling was completed with SPSS 25 Amos 6 software.

3 Results

3.1 Outliers

No outliers were identified in our dataset.

3.2 Normality of the Data

However, the data for several of our variables (i.e., perceived ease of use, use intention, and perceived risk) violated assumptions of normality based on the observed significance of test statistics for the Shapiro-Wilk test for these variables. Further inspection of the skewness and kurtosis values for our variables suggested the data were normal except for perceived ease of use, which had a kurtosis value of 6.661 and a skewness of -2.117, which were beyond the cut-off values for kurtosis and skewness to indicate normality. However, high values of kurtosis appear to be manageable, as prior social science research has been able to proceed with structural equation modeling even when isolated high kurtosis values were present [116]. Nonnormality was also suggested by visual examination of the histograms.
As a result, we attempted several data transformations, including square root, log10, and inverse transformations as described in our methods. However, as mentioned before, these transformations exacerbated the nonnormality and failed to generate approximations that were closer to that of a normal distribution. This finding was in line with prior research noting that data transformations of nonnormal distributions is not always successful [117]. Fortunately, the maximum likelihood estimation method in structural equation modeling is robust even in situations involving nonnormality in data [118].

### 3.3 Goodness of Model Fit

An analysis of the fit indices indicated that the hypothesized relationships between the variables in the ACTRS model accurately described the data collected from our sample. This goodness of fit was determined with several indices as described in the procedure (see Table 2). For good model fit, we sought a nonsignificant $p$ value for CMIN/df, $TLI > 0.95$ [119, 120]; $CFI > 0.95$ [120]; $NFI > 0.90$ [121]; and $RMSEA \leq 0.08$ [122, 123]. There were no significant covariances between subjective norm and perceived risk ($B = -0.238, \text{S.E.} = 0.189, p < 0.229$). Overall, the results of our fit analyses suggested that the ACTRS Model was a good fit for our data. Descriptive statistics for the ACTRS Model are presented in Table 3. Path estimates for the ACTRS Model are presented in Table 4.

### 3.4 Hypothesized Model Paths

- **Hypothesis 1** was supported. Perceived usefulness had a significant positive effect on use intention.
- **Hypothesis 2** was not supported. Perceived ease of use did not have a significant positive effect on use intention.
- **Hypothesis 3** was partially supported. Subjective norm had a significant positive effect on perceived usefulness but did not have a significant effect on use intention.
- **Hypothesis 4** was supported. Perceived risk had a significant negative effect on perceived ease of use.

Hypothesis 1 was supported by our findings, such that perceived usefulness was found to have a significant, direct positive effect on use intention, where the unstandardized path coefficients indicated that a one unit change in perceived

---

### Table 3

This table shows the descriptive statistics and correlations of perceived usefulness, perceived ease of use, subjective norm, perceived risk, and use intention from the ACTRS Model.

| Variables          | 1      | 2      | 3      | 4      | 5      |
|--------------------|--------|--------|--------|--------|--------|
| Perceived usefulness| –      |        |        |        |        |
| Perceived ease of use| 0.357**| –      |        |        |        |
| Subjective norm    | 0.552**| 0.142  | –      |        |        |
| Perceived risk     | – 0.319*| – 0.272*| – 0.158| –      |        |
| Use intention      | 0.520**| 0.354**| 0.429**| – 0.137| –      |
| $M$                | 5.071  | 6.144  | 4.894  | 4.167  | 5.689  |
| $SD$               | 1.022  | 0.927  | 1.119  | 1.365  | 1.206  |
| Minimum            | 2.250  | 2.000  | 2.000  | 1.000  | 2.333  |
| Maximum            | 6.750  | 7.000  | 7.000  | 7.000  | 7.000  |
| Skew               | – 0.276| – 2.117| – 0.302| – 0.654| – 0.901|
| Skew S.E.          | 0.309  | 0.309  | 0.309  | 0.309  | 0.309  |
| Kurtosis           | – 0.162| 6.661  | 0.100  | 0.301  | 0.203  |
| Kurtosis S.E.      | 0.608  | 0.608  | 0.608  | 0.608  | 0.608  |
| Valid N            | 60     | 60     | 60     | 60     | 60     |

*p < .05, **p < .01 (two-tailed)*

### Table 4

This table shows the unstandardized and standardized path coefficients for the paths tested in the ACTRS Model shown in Fig. 1.

| Path                                | Unstandardized coefficient | Standardized coefficient | SE  | Sig. (two-tailed) |
|-------------------------------------|----------------------------|--------------------------|-----|------------------|
| Perceived Ease of Use $\rightarrow$ Use Intention | .269                       | .209                      | .147| $p < .067$       |
| Perceived Usefulness $\rightarrow$ Use Intention  | .383                       | .324                      | .159| $p < .016$       |
| Subjective Norm $\rightarrow$ Use Intention    | .237                       | .223                      | .136| $p < .082$       |
| Perceived Ease of Use $\rightarrow$ Perceived Usefulness | .313                       | .289                      | .113| $p < .005$       |
| Subjective Norm $\rightarrow$ Perceived Usefulness | .468                       | .520                      | .093| $p < .001$       |
| Perceived Risk $\rightarrow$ Perceived Ease of Use | – .185                     | – .272                    | .085| $p < .030$       |

As a result, we attempted several data transformations, including square root, log10, and inverse transformations as described in our methods. However, as mentioned before, these transformations exacerbated the nonnormality and failed to generate approximations that were closer to that of a normal distribution. This finding was in line with prior research noting that data transformations of nonnormal distributions is not always successful [117]. Fortunately, the maximum likelihood estimation method in structural equation modeling is robust even in situations involving nonnormality in data [118].
ease of use was related to a 0.383 unit change in use intention on the seven-point scale (p<0.016).

Hypothesis 2 was not supported as the path coefficient for Perceived Ease of Use → Use Intention was not statistically significant (p<0.067). This finding indicated that the ease of use of telepresence robots did not directly affect operators’ intentions to use the robots.

Hypothesis 3 was partially supported, such that subjective norm was found to have a significant, direct positive effect on perceived usefulness, where the unstandardized path coefficients indicated that a one unit change in subjective norm was related to a 0.468 unit change in perceived usefulness (p < 0.005). However, the path coefficient for Subjective Norm → Use Intention was not statistically significant (p<0.082), which indicated that subjective norm did not directly influence use intention of telepresence robots. Subjective norm did have a significant indirect positive effect ($B = 0.179$, $p < 0.003$) on use intention, mediated by perceived usefulness. In the traditional structural equation modeling approach described by Baron and Kenny [90], this indirect effect may only be considered if the Subjective Norm → Use Intention path was significant; however, the work of MacKinnon et al. [124] has shown that this approach exhibits low power and high Type I error rates. As such, following MacKinnon et al. [115], we may interpret the results of our study to show that perceived usefulness is a partial mediator for subjective norm’s indirect effect on use intention, and for perceived ease of use’s indirect effect on use intention.

Hypothesis 4 was supported by our findings, such that perceived risk was found to have a significant, negative effect on perceived ease of use, where the unstandardized path coefficients indicated that a one unit change in perceived risk was related to a $-0.185$ unit change in perceived ease of use.

4 Discussion

4.1 Overview of Findings

- Operators are more likely to continue using telepresence robots if they think telepresence robots are useful.
- How easy or difficult it is to use telepresence robots affects operators’ perceptions about the usefulness of telepresence robots.
- Social pressure to use telepresence robots affects operators’ perceptions about the usefulness of telepresence robots.
- The perceived risk of using telepresence robots affects operators’ sense of their ease of use.

4.2 It is Important that Telepresence Robots are Seen as Useful

The results of this study demonstrated that the primary direct influence on use intention of telepresence robots in educational contexts is how much an operator perceives the robots to be useful for their purposes. This finding is consistent with general research that has shown perceived usefulness to be a strong, long-term predictor of use intention of technology [125], and prior research that has shown this same relationship in telepresence contexts [13].

The authors posit that the central influence of perceived usefulness may be explained by Achievement Goal Theory, a theory that explains the motivation for behavior as a result of the desire to demonstrate or improve one’s skills within a specific situation [126, 127]. Consequently, when an individual views telepresence robots a potentially useful in helping them to advance these goals, then they will be motivated to use the platform.

4.3 The Ease of Use of Telepresence Only Matters if It Affects Usefulness

One explanation for the influence of perceived ease of use on the usefulness of telepresence robots may be attributed to their complexity and the cognitive load demands for their operation. Telepresence robots are a complex aggregate of multiple technological and human components, and the relationships of these components are central to defining the system [128]. As described in the introduction, telepresence robots include a videoconferencing component, which allows an operator to see and hear, as well as to be seen and heard by others in a remote location. This relies on several infrastructure components, such as a team who delivers and configures the robots to the remote location, which includes charging the robot battery and setting up the internet connection. The successful operation of the telepresence robot also depends on the responsiveness of the human other, such as if they respect the bodily autonomy of the robot, or instead try to mute or move the robot when they are viewed as a disturbance (something a person would likely not do to another physically embodied person). Moreover, the operation of the telepresence robot usually involves a control software that must be installed on some hardware for the operators, both of which will need to be maintained. This includes configuring the device, such as setting up internet connections and appropriate permissions, as well as the installation and continuous updating of control software for the robot, which may have to be completed by the operator themselves or by an information technology team.

The complexity of telepresence robots also presents cognitive load challenges, which is the result of the finite amount of working memory available for a person to process stim-
The operation of telepresence robots places a high demand for cognitive resources. For example, moving from a space that is quiet to one that is noisy will require the operator to modify their microphone configuration so they can be heard in the new space. While operators are on the move with their robots, they may use multiple cameras, such as on the Beam Pro, in order to see their surroundings. Operators must account for environmental conditions, such as being conscious of areas that may have an internet dead zone and the locations of accessible ramps. Operators must also be skilled with their input devices, whether they are using a computer keyboard and/or mouse, a touch screen, or a video game controller. They may also have to juggle manipulating their robot and observing social etiquette, such as appropriate social distance and maintaining eye contact during social interactions.

Ultimately, the difficulty of operating telepresence robots may not affect decisions for their use so long as it does not cross a threshold where the difficulty of operation begins to impact the robots’ usefulness. Therefore, it is important that the user interface is designed for minimal barrier of entry for operators, and there should be unburdensome infrastructure needs (e.g., set-up, maintenance) to ensure that the ease of use stays below this critical threshold.

### 4.4 Social Pressure Does Affect Perceptions About the Usefulness of Telepresence Robots

The results for the subjective norm paths indicate that positive social support can increase operators’ perceptions of the usefulness of telepresence robots. These results contrast with prior work that has demonstrated a direct effect of subjective norm on use intention for telepresence systems [66], use intention for telepresence robots [130], and intention to work with social robots [131]. In one example, the pooled data from four studies has shown significant relationships between subjective norm and use intention, and subjective norm and perceived usefulness [60]. Although we only observed the positive direct effect of subjective norm on perceived usefulness, our results were also consistent with a prior study that used the TAM framework to measure students’ perceived usefulness of e-portfolios [132].

This relationship may also be explained by the environment of the study site, where the use of telepresence robots had been normalized and generally encouraged by members of the university. It is likely this social background has shaped the statistically significant relationship between subjective norm and perceived usefulness in this particular study.

### 4.5 Perceived Risk Can Affect Perceptions About the Ease or Difficulty of Using Telepresence Robots

The findings of this study suggest that perceived risk has a significant negative effect on the perceived ease of use of telepresence robots, which differs from prior studies. For example, Lu et al.’s [133] study on the acceptance of antivirus software reported that perceived risk had a significant effect on perceived usefulness but not perceived ease of use, and perceived usefulness was a significant predictor of use intention but not perceived ease of use. While we did not test moderation, the significant direct effect of perceived risk on perceived ease of use was consistent with prior work on the acceptance of other technologies, like websites, which posit that when perceived risk is high, the usability of technology becomes more important [134]. As described in the introduction, operators are often concerned about the social risks associated with the use of telepresence robots, which would be consistent with these findings.

### 5 Conclusion

#### 5.1 Usefulness as a Core Factor in Telepresence Robot Design

The ACTRS Model indicates that usefulness needs to be prioritized in the design of telepresence robots. At the institution level, the deployment of commercially available platforms will depend on identifying congruity between the features available in their design and the functional demands of the robots in the settings where they will be used. For example, if a lot of human–robot interaction will be a part of their implementation, then the aspect of robot anatomy may be important. As described in Sect. 1.1.1., the portability of small telepresence robots may produce awkwardness for individuals as they may have to assume uncomfortable positions to interact with the operators using the robots. Therefore, it would be important to involve all stakeholders, such as students, educators, and administrators, to identify the expected functions and to evaluate how well commercial offerings can meet the conditions needed to ensure high acceptance after deployment.

In the case of noncommercial telepresence robots, the process should begin with the identification of the expected functions needed of the telepresence robots, followed by a determination of how to best make those functions a possibility in the prototype or final robot design.
5.2 Simplify Designs and Minimize Cognitive Load Demands

The influence of perceived ease of use on perceived usefulness indicates that telepresence robot designs need to minimize complexity and cognitive load demands as much as possible. Future designs of telepresence robots must optimize the end user experience so that the operator can dedicate their cognitive resources to completing tasks with their telepresence robots, rather than controlling the robot itself.

In order to achieve this kind of optimized design, the authors believe telepresence robots should emphasize specialization rather than universality. The recognition of diverse needs is an important philosophical position across all dimensions of creating a more welcoming and inclusive society, but more especially when examining our teaching and learning practices. And just as no one instructional strategy would be effective for all learners, it is also unlikely that a single telepresence robot platform would be able to satisfy the intended use(s) for all operators. In this sense, a modular approach to telepresence robot design (resulting from the convergence of multiple design ideas) could allow for the development of robots configured for specific teaching and learning goals, in a manner that is more compatible with the varied frames that shape people’s perceptions of the robots.

Such specialization also reflects the goal of culturally responsive technology design, an extension proposed by the authors, that is based on prior concepts such as culturally responsive teaching and culturally responsive design. Culturally responsive teaching emphasizes the use of instructional practices that recognize and support the cultural diversity of learners [135], while culturally responsive design promotes the development of broader learning environments that focus on the same goals [136]. In this sense, a deeper consideration of cultural differences would likely provide further insights into what might make telepresence robots easy to use for users. For example, East–West differences in the acceptance of human-like robots (e.g., greater acceptance in Japan) has been attributed to the presence of an Eastern value system that focuses on making robots that are “harmonious” with humanity rather than fixating on human–robot differences in a manner that is typically observed in Western countries (Kaplan, p. 470) [137]. Similarly, regional differences in perceptions of humanoid robots have been observed between individuals from African countries (e.g., Egypt, Sudan) and countries from The Gulf (e.g., Iran, Saudi Arabia), with the latter reported as holding more favorable views toward robots [138].

Telepresence robots with modular designs that allow specialization of function can also support usefulness by facilitating identity presentation. In fact, users have already begun to personalize their robots to reflect their identities, such as donning them with hats and shirts [139]. However, social challenges lie ahead for the reception of robots. For instance, prior research has shown that robots with Asian or Black racial identities are perceived more negatively than their White counterparts [140]. And in another study, a female robot (cued by researchers as a robot with long hair) was given more stereotypical feminine traits (e.g., delicate, friendly) and feminine tasks (e.g., childcare, preparing meals) than the male robot (cued as a robot with short hair) [141].

Thus, acknowledgement of diverse technological frames necessitates design decisions that are responsive to the diverse backgrounds of users, while also being equitable and respectful of the multidimensionality and intersectionality of identity without reducing groups to monoliths.

5.3 Integrating Multiple Forms of Embodiment

The design of telepresence robots that will garner rapid, widespread acceptance in the future may also depend on the ability of those robots’ platforms to integrate with other forms of embodiment. Other formats include digital self-representations, such as avatars and virtual self-representations, which has been linked to student behavior, such as students who use an avatar to represent their “ideal self” being more active in online discussions [142, 143]. Users may also have three dimensional self-representations in virtual world games, which is linked to cognition [144]. These different platforms also present their own challenges to technology acceptance. In prior research, bullying has been reported when observing operators of telepresence robots [80]. Similarly, bullying has been identified in online games with virtual embodiment, such as World of Warcraft [145] and Call of Duty [146, 147].

The concept of dual embodiment in virtual and physical spaces has been described by Mavridis et al. [148], who studied the use of an “ultra-social robotic being” that could interact with humans online through Facebook chat and face-to-face with a robot body. This kind of dual embodiment can also be seen in the study by Lei et al. [8], where the students and instructors interacted on their course website and in the physical classroom with telepresence robots.

Telepresence robots may be useful as part of multiple forms embodiment by addressing prior issues in online education by giving students a more tangible sense of self. This can help offset the problem of the “faceless student” phenomenon used to describe interactions in online course discussions [149]. Additional layers of embodiment may present a multidimensional version of oneself, which may improve the quality of interactions; however, this may also present additional burdens for the ease of use due to increased cognitive load of managing multiple embodiments.

The transition between telepresence and other forms of embodiment may present a challenge to what the authors...
consider bodily continuity, which can be defined as their perception of a single, unbroken sense of self across different forms of embodiment. Therefore, the acceptance of technology, such as telepresence robots and other platforms, may also depend on the total usefulness and ease of use of each individual platform, as well as the usefulness and ease of using those platforms in combination. In line with these considerations of usefulness and ease of use, there are also concerns related to social support, given that prior research has indicated that multitasking has emerged as a result of conformity to social expectations of being constantly connected [150]. Altogether, this suggests that an important part of telepresence design in the future may be its ability to integrate with other platforms to support bodily continuity.

6 Limitations and Future Research

As described in our literature review, perceived risk has been operationalized with many subfactors. Consequently, one potential limitation of this study is its emphasis on performance and psychological risk. Therefore, it is unclear how other types of perceived risk may impact the perceptions of the usefulness and ease of use of telepresence robots, as well as use intention. The next step in this work would be to expand the model to include other types of risk to increase the representativeness of the construct of perceived risk, such as risk of time loss, personal harm, and financial loss [151]. Second, there may be alternative pathways that predict the use intention of telepresence robots based on prior research on technology acceptance. Some work has shown a significant negative effect of perceived risk on use intention [152]. Other studies have observed a negative effect of perceived risk on perceived usefulness [153]. In contrast, Faqih found that perceived risk had no effect on either perceived usefulness or perceived ease of use [154]. However, the comparison of multiple models was beyond the scope of the exploratory nature of the present study but may be explored in future work.

Technological frames encompass a broad range of cognitive, affective, and behavioral components, as well as personal background characteristics. The use of the Technology Acceptance Model framework in the present study provided a foundation about the general views of educators, students, and professionals toward telepresence robots in educational contexts. Specifically, the findings indicate that general views about their usefulness is the central predictor of operators’ intention to use telepresence robots. Additional work is needed to examine how other aspects of technological frames are related to the acceptance of telepresence robots.

There are several aspects of the technological frames espoused by operators that should be examined in the future but were beyond the scope of the present study. First, there are the factors described in extensions of Davis et al.’s [16] Technology Acceptance Model, such as job relevance and self-efficacy beliefs from TAM 2 [31] and TAM 3 [32]. Second, future research should examine participants’ unique perceptions toward each of the individual robot platforms themselves, which varied in physical structure and capabilities in the present study. For instance, the Kubi was smaller and less mobile than the Beam Pro. Third, there should be an examination of the potential influence of the stakeholder background and use context as part of technological frames toward telepresence robots (e.g., students vs faculty; interviews vs. attending class).

The authors were not able to manipulate telepresence robot use as an independent variable, so it was not possible to conduct a longitudinal examination of how views of telepresence robots changed over time as novice operators acquired more expertise. The use of pre-post study design in future research would provide a better understanding of the learning curve for the transition from novice to experienced operator, as well as the factors that predict the acceptance of telepresence robots by novice users. These kinds of results would also be valuable to inform the design of telepresence robots that can meet the expectations of usefulness for experienced users and provide a short learning curve that maximizes adoption by inexperienced users.

As an exploratory research study, this work aimed to test the validity and utility of the Technology Acceptance Model, namely by utilizing quantitative data to determine if the Hypothesized relationships would be observed in a sample of diverse telepresence robot operators. Follow-up research that utilizes a qualitative-dominant or a mixed methods approach would be useful to advance understanding regarding the acceptance of telepresence robots in any of the aforementioned areas within this section.

Data Availability Statement The datasets generated and/or analyzed during the current study are available from the corresponding author on reasonable request.
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