Spectra of heavy polarons and molecules coupled to a Fermi sea
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We study the spectrum of an impurity coupled to a Fermi sea (e.g., minority atom in an ultracold gas, exciton in a solid) by attraction strong enough to form a molecule/trion. We introduce a diagrammatic scheme which allows treating a finite mass impurity while reproducing the Fermi edge singularity in the immobile limit. For large binding energies the spectrum is characterized by a semi-coherent repulsive polaron and an incoherent molecule-hole continuum, which is the lowest-energy feature in the single-particle spectrum. The previously predicted attractive polaron seems not to exist for strong binding.

Introduction.— The interaction of a single impurity with a surrounding fermionic bath is a problem at the very heart of quantum many-body physics, which is easily formulated, and yet difficult to solve. It is characterized by a rich interplay of kinetic and interaction effects, which can strongly modify the quasiparticle (polaronic) nature of the impurity. Controlled experimental realization and analysis of impurity physics has recently been achieved in ultracold gas setups [1–5], where the impurity is usually an excited hyperfine state of an atom, and the interaction strength is tunable via Feshbach resonances [6]. An alternative are semiconductor or transition metal dichalcogenide experiments [7, 8], where the impurity is a valence band hole or exciton, in the presence of a finite conduction band population controlled by gate voltage.

On the theory side, a major part of the literature is devoted to the computation of ground state energies following Chevy’s [9] pioneering work, which proposed an ansatz for the ground state wave function consisting of the impurity dressed by a single electron-hole pair. This ansatz works well in the polaronic regime where the impurity-bath interaction is weak, but breaks down if the formation of a molecule, or trion in the semiconductor language, becomes favorable. This regime can be described by a complementary ansatz [10–12] involving a dressed molecule. In 2D, a similar picture applies [13–15].

The variational energy has recently been verified using diagrammatic quantum Monte Carlo [16–21]. The situation is quite different for the impurity spectrum, which is the actual quantity measured in experiments: in Monte Carlo, extracting the spectrum is difficult due to the infamous analytical continuation problem, and only few definite statements can be made [22]. Analytically, it has been realized that the Chevy ansatz is equivalent to the non-self-consistent T-matrix approach [23], from which spectra can easily be extracted [1, 5, 8, 24–26]. However, this ansatz is a priori reliable for weak coupling only. In the molecule limit, extracting the spectrum from a variational ansatz is difficult since the coefficients are not analytically known. As for the functional renormalization group [27], its accuracy is hard to assess [28].

Besides the interaction strength and Fermi energy, a third control parameter in the impurity problem is the impurity mass M. Infinitely heavy impurities are subject to Anderson orthogonality [29], and the universal properties of the impurity spectrum in the presence of a bound state can be computed exactly from a functional determinant [30–33]. The goal of this work is to characterize the spectrum for arbitrary impurity mass, while maintaining consistency with all known limits. Building on the framework developed in our recent work [34], we find that a rigorous expansion in the number of fermion-hole pairs reproduces the infinite mass spectrum, and obtain controlled estimates of the impurity spectrum deep in the molecular limit; in particular, we present a controlled computation of the incoherent molecular feature in the single-particle spectrum. We mostly focus on 2D for clarity, listing the modifications in 3D along the way.

Model.— Consider a single impurity (annihilation operator d) immersed in a bath of fermions (c). In a cold atom system, the impurity can be a fermion with a quantum number different from the bath particles; in semiconducting systems, the impurity is either a valence hole plus spin degenerate conduction band bath or an exciton containing a conduction electron with a given spin, together with a bath of the opposite spin conduction electrons [35]. The usual model Hamiltonian reads:

$$H = \sum_k \left( \epsilon_k c_k^\dagger c_k + E_k d_k^\dagger d_k \right) - \frac{V_0}{\mathcal{S}} \sum_{k,p,q} c_k^\dagger c_{k-q} d_p^\dagger d_{p+q},$$

(1)

with $\epsilon_k = k^2/2m$, $E_k = k^2/2M$. $V_0 > 0$ is the attractive contact interaction [36], $\mathcal{S}$ the system area, and $h = 1$.

Our goal is to find the single particle spectrum $\mathcal{A}(\omega)$ at zero momentum, which is proportional to the Fourier transform of the imaginary part of the retarded impurity Green function. $D(t) = -i\theta(t) \langle 0 | d_0(t) d_0^\dagger(0) | 0 \rangle$, where $|0\rangle$ is the Fermi sea without impurity. We work in the real frequency formalism at zero temperature.

Chevy’s ansatz vs. the Fermi edge singularity.— Chevy’s ansatz corresponds to summation of all impurity self-energy diagrams $\Sigma_1$ with a single hole (the $T$-matrix
\[ A(\omega) \approx \theta(\nu_1)\nu_1^{-2\gamma} + \theta(\nu_2)\nu_2^{-2}, \quad \nu_i = \omega - \omega_{th,i}. \]
two holes are represented in Fig. 3(a). Here, the interaction lines can be drawn arbitrarily in any order, as long as the structure of the diagrams is preserved: e.g., in diagram $H_2^3$ the first and last interaction lines should connect to the lower part of the “horseshoe”, and to the upper loop in diagram $H_2^5$. These diagrams can also be redrawn with $T$-matrix blocks, as exemplary shown in Fig. 3(b). Let us point out that we never expand in the number of $T$-matrices, but always resum diagrams with an infinite number of $T$-matrices at two-hole level. We note that the contribution of the two-hole diagrams to the ground state energy is much less significant [12, 43].

**Results:** The molecule/attractive polaron spectrum.— For infinite mass, since the impurity is dispersionless, the evaluation of all two-hole diagrams is possible. Following Ref. [34], one can either work in the time or frequency domain, employing different approximations [37]. In particular, for small $\omega + E_B$, close to the molecular threshold, we find [44]

$$H_1(\omega) + H_2(\omega) \simeq \frac{1}{E_b} \left( \ln \left( \frac{\omega + E_b + i0^+}{-\mu} \right) - \gamma \ln^2 \left( \frac{\omega + E_b + i0^+}{-\mu} \right) \right),$$

where $H_2 = \sum_i H_2^i$. The term $\propto \ln^2$ in Eq. (5) arises solely from diagram $H_2^5$. Curiously, the contribution of $H_2^5$ is subleading, while the contribution from diagrams $H_2^1, H_2^2$ effectively shifts the bound state energy as $E_b \to E_b + \mu(1 - \gamma)$ in 2D, or $E_b + \mu(1 - 2\gamma/3)$ in 3D, in agreement with Fumi’s theorem [39] to leading order in $\gamma$. Redefining $\nu_1$ to include these shifts, we find a contribution to the spectrum

$$A_1(\nu_1) \simeq \frac{\theta(\nu_1)}{E_b} (1 - 2\gamma \ln|\nu_1/\mu|),$$

in agreement with Eq. (4) when expanded in $\gamma$. Note that this expansion has the same form as the perturbative expansion of the polarization in the standard Fermi-edge singularity case [45–47]. This was to be expected, as in the limit $E_b \to \infty$ we can formally regard the diagrams $H_{1,2}$ as polarization diagrams containing a molecule and a bath fermion, with an effective molecule-bath interaction $\gamma$. We expect higher order leading logarithmic (parquet) contributions to arise in a similar fashion from diagrams containing a larger number of holes.

Let us now address the modification of the molecule-hole feature for large but finite impurity mass $M$. The general strategy is to reevaluate the frequency-domain diagrams of Fig. 3(b) for finite mass [37], and trace the modification of the logarithmic singularities [34, 48–52]. Our results hold to leading order in the mass ratio $\beta = m/M$ only, but we expect them to be qualitatively correct all the way up to $\beta \simeq 1$. First, introducing a finite mass shifts the binding energy, $E_b \to \bar{E}_b$, but we will not compute these shifts in detail, limiting ourselves to the form of the spectrum. In terms of $\nu_1 = \omega + \bar{E}_b$, the real part of the logarithmic singularities is modified as $\ln \left( \max(\nu_1 - \beta\mu, \gamma^2\beta\mu/\mu) \right)$, again reminiscent of the Fermi edge singularity case [48]. In contrast to $M = \infty$, the logarithmic singularities for finite mass are peaked at $\nu_1 = \beta\mu$ (“direct threshold” [48]). This is simply understood: when an incoming zero momentum impurity binds an electron and leaves a low-energy hole behind (as described by diagram $H_1$, yielding the first order logarithm), the resulting molecule must have a momentum $\sim k_F$ by momentum conservation. Since the molecule is now mobile, with mass $M_+ = M + m$, one must pay its recoil energy $E_{\text{recoil}} \simeq \beta\mu$, which shifts the maximum of the logarithms to $\nu_1 = \beta\mu$. Subsequently, the so created molecule can decay into a zero-momentum state, by exciting an electron-hole pair. The rate of this indirect process is $\Gamma_1 = \gamma^2\beta\mu$, leading to a cutoff of the logarithmic singularities. Mathematically, this cutoff arises from diagram $H_2^3$, which can be interpreted as a molecule self-energy diagram with imaginary part $\Gamma_1$. For high frequencies, $\nu_1 \gg E_{\text{recoil}}$, one recovers the infinite mass behavior $\propto \nu_1^{5/2}$.

Apart from cutting off the singularity, the decay of the molecule leads to a shift of the threshold from the direct to the “indirect” one at $\nu_1 = 0$, which corresponds to creation of zero momentum molecules. Near the indirect threshold, the spectrum starts continuously, with a power law $\propto \nu_1^3$ in 2D and $\propto \nu_1^{7/2}$ in 3D. This behavior is obtained by computing the imaginary parts of diagrams $H_2^{0,c}$, which yield the leading contributions in $\gamma$ via standard phase space estimation [34, 37]. For a spinless Fermi sea, the two contributions cancel; however, even in this case we expect that the power law behavior is robust, since it is (a) determined from a generic phase space estimate and (b) there may well be processes involving 3 holes that yield the same behavior. Exponentiating the logarithms [34], one finds the spectrum near...
both thresholds to be
\[ A_1(\nu_1) \simeq \frac{1}{E_b} \left( \frac{(\nu_1 - \beta \mu)^2 + (\gamma^2 \beta \mu)^2}{\mu} \right)^{-2\gamma} \theta(\nu_1) f_1(\nu_1), \]
where \( f_1(\nu_1) \) smoothly interpolates between \( f_1(\nu_1) \simeq \gamma^2(\nu_1/\beta \mu)^3 \) in 2D and \( f_1(\nu_1) \simeq \gamma^2(\nu_1/\beta \mu)^{7/2} \) in 3D, for \( \nu_1 \ll \beta \mu \), and \( f_1(\nu_1) \simeq \pi \) for \( \nu_1 \gtrsim \beta \mu \). A typical plot of the resulting spectrum is shown in Fig. 2 (blue feature in lower panel). Let us reiterate the main point: the ground state signal in the spectrum is purely incoherent, with maximum \( \propto (\beta)^{-2\gamma} \) [53]; there is no polaronic delta peak.

**Results:** The repulsive polaron spectrum.— We now discuss the repulsive polaron, which is already predicted by the Chevy ansatz [5, 14, 27, 54–56]. In fact, for \( E_b \gg \mu \), the repulsive polaron contains most of the spectral weight, \( \sim 1 - \mu/E_b \), as seen in Fig. 1(b): As \( E_b/\mu \rightarrow \infty \), the repulsive polaron is essentially a spectral probe of the impurity without Fermi sea, with unit weight. For infinite mass, the asymptotic form of the repulsive polaron is given by the second term in Eq. (4), with \( \omega_{b1,2} \simeq \gamma \mu \) in 2D and \( \omega_{b1,2} \simeq \frac{2}{3} \gamma \mu \) in 3D. To leading order in \( \gamma \), \( A_2(\nu_2) \simeq \gamma^2 \theta(\nu_2)/\nu_2 \), which reduces to a delta-function as \( \gamma \rightarrow 0 \). This leading order term can already be obtained from the first order diagram \( H_1 \) for small positive frequencies. One can also reproduce the full power law singularity in a linked cluster approach, formally exponentiating \( H_1 \). Extending the latter approach to finite mass, one finds a delta peak with weight \( \beta^2 \), on top of an incoherent background \( \propto 1/\sqrt{\nu_2} \) for \( \nu_2 \ll \beta \mu \), similar to the results of Roesch and Kopp [51]. In 3D, the incoherent part is approximately constant. For much larger frequencies \( \nu_2 \gtrsim \beta \mu \), one recovers the infinite mass behavior \( \propto \nu_2^{\gamma - 1} \) [37].

Thus, in a first approximation, the repulsive polaron is a delta-peak plus incoherent background. However, for finite mass, the delta-peak may be broadened due to decay into the low-lying molecule-hole continuum, resulting in a finite width \( \Gamma_2 \). This width can be estimated by computing the self-energy part of the diagrams \( H_2 \) (called \( \Sigma_2 \)) at the repulsive polaron threshold \( \nu_2 = 0 \). Note that, for infinite mass the problem becomes single-particle [33], forbidding such a transition; this behavior is reproduced by our calculations. Unfortunately, for finite mass a complete evaluation of \( \text{Im}[\Sigma_2(\nu = 0)] \) is out of reach. A simple estimate can be obtained from a Golden-Rule type expansion of \( \Sigma_2 \) in \( T \)-matrices [37], similar to Ref. [57]; we find, in 2D, \( \Gamma_2 \sim \gamma^2 \beta \mu \nu_2 \); in 3D, \( \Gamma_2 \) should still be small in \( \mu/E_b \), but the scaling could be different. Putting everything together, an approximate expression for the repulsive polaron spectrum is given by
\[ A_2(\nu_2) \simeq (\beta)^{\gamma^2} \frac{\Gamma_2}{\nu_2^{2 \gamma} + (\frac{1}{2} \Gamma_2)^2} + f_2(\nu_2), \]
where \( f_2(\nu_2) \) interpolates between the limits \( f_2(\nu_2) \simeq \gamma^2/\sqrt{\beta \mu \nu_2} \) in 2D and \( f_2(\nu_2) \simeq \gamma^2/(\beta \mu) \) in 3D, for \( \nu_2 \ll \beta \mu \), and \( f_2 \simeq 1/\mu(\nu_2/\mu)^{\gamma^2 - 1} \) for \( \nu_2 \gg \beta \mu \). A sketch is shown in Fig. 2 (yellow feature in the lower panel).

**Discussion.**— So far, we only discussed the spectrum in the molecular limit \( E_b \gg \mu \). In the opposite limit, the influence of the bound state should be negligible. The spectrum of a heavy impurity without a bound state was computed in [51], and we expect the same result here: a single feature of a form similar to the repulsive polaron described above, but with a delta-peak that is not broadened, and with singularity exponents controlled by \( \delta \ll 1 \) for \( \mu \gg E_b \). Both known limits (in 2D) are sketched in Fig. 4, along with the thresholds as determined from Fumi’s theorem, which should be appropriately correct for large masses. Note that if we follow the lower spectral feature, we see a “molecule-to-polaron transition”, in the sense that, for \( \mu \ll E_b \), the single particle spectrum is fully incoherent, but fully coherent in the opposite limit. However, the details of this transition/crossover [58] remain to be explored. In particular, it would be interesting to analyze this in 3D, where a bound state only forms at a certain strength of the interparticle attraction.

Let us also comment on the connection to quantum Monte-Carlo and experiments. A major difference is that the Monte-Carlo works extract the molecule solely from a pole in the two-particle propagator. The latter can be obtained from our recent work [34], and we found essentially opposite behavior to the one presented here: e.g., for \( E_b \gg \mu \), there is a sharp feature related to the molecule, and a broad continuum at larger energies. However, in the present work we have argued that the molecule emerges as an incoherent ground-state feature in the single-particle propagator as well. This seems to be in agreement with the ultracold gas experiments in both 3D [1, 2, 4, 5] and 2D [3], while the results of the 2D TMD experiment are somewhat less clear [8]. The incoherent molecule feature was not seen in the “polaron-spectra” of the recent Monte-Carlo work [22], which could be attributed to problems with analytical continuation. Finally, let us note that most Monte-Carlo works, in 3D [16–18, 21, 22] and 2D [19, 20], deal with the (almost) equal mass case, while in the experiment also heavily mass-imbalanced \(^{6}\text{Li} - ^{40}\text{K} \) mixtures are used. Anyway,
we do not expect significant changes in the spectra for equal masses, except for the disappearance of the orthogonality power laws beyond $E_{\text{recoil}}$.

**Conclusion.**— We presented a controlled computation of polaron spectra, providing the connection to the infinite mass limit. We found that, for large binding, the attractive polaron and molecule-hole continuum merge into a single incoherent feature, and also gave a detailed description of the repulsive polaron spectrum. Our work paves the way towards the study of many impurity physics, including the effective interaction between impurities, molecular condensate vs. polaron Fermi gas, etc. [59, 60].

Acknowledgment.— The authors acknowledge very helpful discussions with J. von Delft, L. I. Glazman, O. Goulko, S. Huber, A. Imamoglu, L. Pollet, N. Prokof’ev, M. Punk, and R. Schmidt. D. P. and M. G. were supported by the German Israeli Foundation (Grant No. I-1259-303.10). In addition, D. P. was supported by the German Excellence Initiative via the Nanosystems Initiative Munich (NIM), and M. G. was supported by the Israel Science Foundation (Grant No. 227/15), the US-Israel Binational Science Foundation (Grant No. 2014262), and the Israel Ministry of Science and Technology (Contract No. 3-12419).

[1] A. Schirotzek, C.-H. Wu, A. Sommer, and M. W. Zwierlein, Phys. Rev. Lett. 102, 230402 (2009).
[2] C. Kohstall, M. Zaccanti, M. Jag, A. Trenkwalder, P. Massignan, G. M. Bruun, F. Schreck, and R. Grimm, Nature 485, 615 (2012).
[3] M. Koschorreck, D. Pertot, E. Vogt, B. Fröhlich, M. Feld, and M. Köhl, Nature 485, 619 (2012).
[4] M. Cetina, M. Jag, R. S. Lous, I. Fritsche, J. T. Walraven, R. Grimm, J. Levinsen, M. M. Parish, R. Schmidt, M. Knap, et al., Science 354, 96 (2014).
[5] F. Scazza, G. Valtolina, P. Massignan, A. Recati, A. Burchianti, C. Fort, M. Inguscio, M. Zaccanti, and G. Roati, Phys. Rev. Lett. 118, 083602 (2017).
[6] W. Ketterle and M. W. Zwierlein, arXiv preprint arXiv:0801.2500 (2008).
[7] S. Smolka, W. Wuester, H. Fauth, S. Faelt, W. Wegscheider, and A. Imamoglu, Science 346, 332 (2014).
[8] M. Sidler, P. Baek, O. Cotlet, A. Srivastava, T. Fink, M. Kroner, E. Demler, and A. Imamoglu, Nature Physics 13, 255 (2017).
[9] F. Chevy, Phys. Rev. A 74, 063628 (2006).
[10] M. Punk, P. Dumitrescu, and W. Zwerger, Phys. Rev. A 80, 053605 (2009).
[11] C. Mora and F. Chevy, Phys. Rev. A 80, 033607 (2009).
[12] R. Combescot, S. Giraud, and X. Leyronas, Europhys. Lett. 88, 60007 (2010).
[13] M. M. Parish, Phys. Rev. A 83, 051603 (2011).
[14] M. M. Parish and J. Levinsen, Phys. Rev. A 87, 033616 (2013).
[15] J. Levinsen and M. M. Parish, Annu. Rev. Cold At. Mol. Phys. 3, 1 (2015).
[16] N. Prokof’ev and B. Svistunov, Phys. Rev. B 77, 020408 (2008).
[17] N. Prokof’ev and B. Svistunov, Phys. Rev. B 77, 125101 (2008).
[18] J. Vlietinck, J. Ryckebusch, and K. Van Houcke, Phys. Rev. B 87, 115133 (2013).
[19] J. Vlietinck, J. Ryckebusch, and K. Van Houcke, Phys. Rev. B 89, 085119 (2014).
[20] P. Kroiss and L. Pollet, Phys. Rev. B 90, 104510 (2014).
[21] P. Kroiss and L. Pollet, Phys. Rev. B 91, 144507 (2015).
[22] O. Goulko, A. S. Mishchenko, N. Prokof’ev, and B. Svistunov, Phys. Rev. A 94, 051605 (2016).
[23] R. Combescot, A. Recati, C. Lobo, and F. Chevy, Phys. Rev. Lett. 98, 180402 (2007).
[24] M. Punk and W. Zwerger, Phys. Rev. Lett. 99, 170404 (2007).
[25] R. Schmidt, T. Enss, V. Pietilä, and E. Demler, Phys. Rev. A 85, 021602 (2012).
[26] D. K. Efimkin and A. H. MacDonald, Phys. Rev. B 95, 035417 (2017).
[27] R. Schmidt and T. Enss, Phys. Rev. A 83, 063620 (2011).
[28] One-loop FRG certainly cannot capture the correct physics for heavy impurities in general [61].
[29] P. Anderson, Phys. Rev. Lett. 18, 1049 (1967).
[30] M. Combescot and P. Nozières, J. Phys. 32, 913 (1971).
[31] M. Baeten and M. Wouters, Phys. Rev. B 91, 115313 (2015).
[32] R. Schmidt, M. Knap, D. A. Ivanov, J.-S. You, M. Cetina, and E. Demler, Rep. Prog. Phys. 81, 024401 (2018).
[33] P. Nozières and C. T. De Dominicis, Phys. Rev. 178, 1097 (1969).
[34] D. Pimenov, J. von Delft, L. Glazman, and M. Goldstein, Phys. Rev. B 96, 155310 (2017); D. Pimenov, Fermi-Edge polaritons with finite hole-mass, Master’s thesis, Ludwig Maximilians University Munich (2015).
[35] For an exciton to bind two same-spin electrons, the “trion” angular momentum must be odd by Pauli exclusion, and this is energetically unfavourable for heavy excitons [14, 62].
[36] Contact interactions provide a reasonable description of ultracold atomic systems with broad Feshbach resonances, as well as electronic systems with screened Coulomb interaction [34].
[37] See the Supplemental Material, which includes Refs. [63–65], for further technical details.
[38] We neglect band bottom features discussed in Ref. [32].
[39] G. Mahan, *Many-particle-physics*, 3rd ed. (Kluwer Academic/Plenum Publishers, New York and London, 2000).
[40] S. K. Adhikari, Am. J. Phys. 83, 083607 (2017).
[41] D. Pimenov, Fermi-Edge polaritons with finite hole-mass, Master’s thesis, Ludwig Maximilians University Munich (2015).
[42] For an exciton to bind two same-spin electrons, the “trion” angular momentum must be odd by Pauli exclusion, and this is energetically unfavourable for heavy excitons [14, 62].
[43] Contact interactions provide a reasonable description of ultracold atomic systems with broad Feshbach resonances, as well as electronic systems with screened Coulomb interaction [34].
[44] See the Supplemental Material, which includes Refs. [63–65], for further technical details.
[45] We neglect band bottom features discussed in Ref. [32].
[46] G. Mahan, *Many-particle-physics*, 3rd ed. (Kluwer Academic/Plenum Publishers, New York and London, 2000).
[47] S. K. Adhikari, Am. J. Phys. 54, 362 (1986).
[48] M. Randeria, J.-M. Duan, and L.-Y. Shieh, Phys. Rev. B 41, 327 (1990).
[49] P. Bloom, Phys. Rev. B 12, 125 (1975).
[50] R. Combescot and S. Giraud, Phys. Rev. Lett. 101, 050404 (2008).
[51] The computation is restricted to a parametrically large window of not too small frequencies, $\mu^2/E_0 \ll \omega + E_0 \ll \mu$ [37].
[52] G. D. Mahan, Phys. Rev. 153, 882 (1967).
[53] B. Roulet, J. Gavoret, and P. Nozières, Phys. Rev. 178, 1072 (1969).
[54] P. Nozières, J. Gavoret, and B. Roulet, Phys. Rev. 178,
1084 (1969).
[48] J. Gavoret, P. Nozieres, B. Roulet, and M. Combescot, J. Phys. 30, 987 (1969).
[49] A. E. Ruckenstein and S. Schmitt-Rink, Phys. Rev. B 35, 7551 (1987).
[50] P. Nozières, J. Phys. 4 (9), 1275 (1994).
[51] A. Rosch and T. Kopp, Phys. Rev. Lett. 75, 1988 (1995).
[52] A. Rosch, Advances in Physics 48, 295 (1999).
[53] The coefficient in front of $\beta$ cannot be determined exactly with logarithmic accuracy, but is between $\gamma^2$ and 1 [34, 48].
[54] X. Cui and H. Zhai, Phys. Rev. A 81, 041602 (2010).
[55] P. Massignan and G. Bruun, Eur. Phys. J. D 65, 83 (2011).
[56] V. Ngampruetikorn, J. Levinsen, and M. M. Parish, Europhys. Lett. 98, 30005 (2012).
[57] G. Bruun and P. Massignan, Phys. Rev. Lett. 105, 020403 (2010).
[58] D. Edwards, J. Phys. Cond. Mat. 25, 425602 (2013).
[59] L. Radzihovsky and D. E. Sheehy, Rep. Prog. Phys. 73, 076501 (2010).
[60] H. Hu, B. C. Mulkerin, J. Wang, and X.-J. Liu, Phys. Rev. A 98, 013626 (2018).
[61] F. B. Kugler and J. von Delft, J. Phys. Cond. Mat. 30, 195501 (2018).
[62] C. J. Mathy, M. M. Parish, and D. A. Huse, Phys. Rev. Lett. 106, 166404 (2011).
[63] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products (Academic press, 2014).
[64] M. Punk, Many-particle-physics with ultracold gases, Ph.D. thesis, Technical University of Munich (2010).
[65] T. Kopp, A. E. Ruckenstein, and S. Schmitt-Rink, Phys. Rev. B 42, 6850 (1990)
SUPPLEMENTARY MATERIAL FOR “SPECTRA OF HEAVY POLARONS AND MOLECULES COUPLED TO A FERMI SEA”

In this supplement, we present the detailed derivation of our results. In Sec. S.A we recapitulate Fumi’s theorem and the determination of the phase shift $\delta$. The evaluation of the one-hole diagram $H_1$ in the infinite mass limit is presented in Sec. S.B for 2D, and in Sec. S.C for 3D. Focusing on 2D, the two-hole diagrams $H_2$ are computed in the time domain in Sec. S.D and in the frequency domain in Sec. S.E. Then, in Sec. S.F, the molecule-hole continuum is determined for finite mass. Finally, the linked cluster approach is used to compute the repulsive polaron for infinite mass in Sec. S.G, and for finite mass in Sec. S.H.

S.A. DETERMINATION OF THE PHASE SHIFTS AND FUMI’S THEOREM

The universal properties of immobile impurities are characterized by the energy dependent scattering phase shift of the two-particle problem, $\delta(\epsilon)$. In particular, the power law exponents discussed in the main text are determined by the phase shift at the Fermi energy, $\delta(\mu)$. For a zero-range interaction potential in 2D, $\delta$ is given by [40, 41]

$$\delta_{2D}(\epsilon) = \cot^{-1} \left( \sqrt{\frac{\epsilon}{E_b}} \right),$$

(S1)

where $E_b$ is the 2D binding energy (chosen as positive, i.e., the bound state occurs at $-E_b$). In 3D, provided the potential is strong enough to form a bound state, the phase shift is usually presented as [41]

$$\delta_{3D}(k) = \pi + \arctan(-ka), \quad k = \sqrt{2m\epsilon},$$

(S2)

with the 3D scattering length $a$. Note that the reduced mass $m_r$ equals $m$ for immobile impurities. $\delta_{2D}$ and $\delta_{3D}$ are plotted in Fig. S1. In terms of $\delta$, the lower threshold of the spectrum $\omega_{th,1}$ is obtained from Fumi’s theorem (see, e.g., [39]):

$$\omega_{th,1} = -E_b - \int_0^\mu \frac{d\epsilon}{\pi} \delta(\epsilon),$$

(S3)

with $E_b = 1/(2ma^2)$ for $M = \infty$ in $d = 3$. The second threshold is reached by removing the Fermi sea electron from the bound state and putting it on top of the Fermi sea, thus $\omega_{th,2} = \omega_{th,1} + E_b + \mu$. The two thresholds are plotted in Fig. 4 of the main text.

S.B. $M = \infty$: EVALUATION OF $H_1$ IN 2D

The $T$-matrix corresponds to the sum of all “ladder”-diagrams for the two-particle vertex and is pictorially defined in Fig. 1(a) of the main text. It is solely a function of total energy-momentum $(\omega + \epsilon, k)$. In the evaluation of the $T$-matrix and all further diagrams, the summation over internal frequencies is trivial: the bare propagator of the single impurity is purely retarded (since there is no “impurity Fermi sea”), which effectively sets all internal frequencies on-shell and restricts the momenta of electrons propagating forward (backward) in time to be above (below) $k_F$. With finite impurity masses, in 2D the $T$-matrix is therefore given by:

$$T(\omega + \epsilon, k) = \left((-1/V_0 - \int dp\frac{1}{\omega + \epsilon - \epsilon_p - E_{k-p} + i0^+})^{-1}ight).$$

(S4)

Here and henceforth, we use the convention

$$\int dk = \int_{k<k_F} \frac{d^2p}{(2\pi)^2}, \quad \int dp dq = \int_{k_F<q<p_F} \frac{d^2p}{(2\pi)^2} \frac{d^2q}{(2\pi)^2},$$

(S5)

where $p_F = \sqrt{2m\xi}$ and $\xi$ is a UV cutoff. The pole of Eq. (S4) for $k, k_F \rightarrow 0$ defines the vacuum binding energy $-E_b$ [13]. One can also define a 2D scattering length $a_{2D} = \sqrt{2m_r E_b}$, with reduced mass $m_r$, but we will not use this quantity further.

For $M = \infty$, the impurity is dispersionless, $E = 0$, and Eq. (S4) reduces to

$$T(\omega + \epsilon) = -\frac{1}{\rho \ln \left(\frac{\omega + \epsilon - \mu + i0^+}{-E_b}\right)},$$

(S6)

with the density of states $\rho = m/2\pi$. $E_b$ is given by $\xi e^{-1/(\rho V_0)}$. From Eq. (S6), the one-hole self-energy is obtained by closing the electron loop. This yields Eq. (2) of the main text:

$$\Sigma_1(\omega) = -\int_0^\mu d\epsilon_k \frac{1}{\ln \left(\frac{\omega + \epsilon_k - \mu + i0^+}{-E_b}\right)}.$$

(S7)

The one-hole diagrams $H_1$ are obtained by reattaching the impurity lines, $H_1(\omega) = \Sigma_1(\omega)D_0(\omega)^2$. 

Figure S1. Scattering phase shifts (a) 2D phase shift (b) 3D phase shift.
Molecule-hole feature

To find the contribution of $H_1$ to the molecule feature, we expand Eq. (S17) around $\omega = -E_b$. Thus

$$H_1(\omega) \simeq \frac{1}{E_b} \ln \left( \frac{\omega + E_b + i0^+}{\omega + E_b - \mu} \right)$$

(S8)

$$\simeq \frac{1}{E_b} \ln \left( \frac{\omega + E_b + i0^+}{-\mu} \right) \quad \text{for } |\omega + E_b| \ll \mu,$$

yielding the first logarithm in Eq. (5).

Repulsive polaron

For the repulsive polaron, we need to evaluate Eq. (S17) for $\omega \gtrsim 0$. A useful formula is

$$\int dx^n x^n \ln(x) = \left\{ \begin{array}{ll} \frac{1}{n+1} x^{n+1} & \text{if } n \neq -1, \\ \ln(|x|) & \text{if } n = -1. \end{array} \right.$$  

(S9)

Schematically, this formula implies that the $1/\ln$ terms can be pulled out from integrals with “logarithmic accuracy” (l.a.). As a result, we find

$$\Sigma_1(\omega) \simeq -\frac{\mu}{\ln(\frac{|\omega|}{E_b})} + \frac{\omega \cdot \ln\left(\frac{|\omega|}{E_b}\right)}{\ln^{2}\left(\frac{|\omega|}{E_b}\right)} - i \pi \omega \theta(\omega).$$

(S10)

Upon resummation, the first term in Eq. (S10) shifts the repulsive polaron threshold to $\omega = \gamma \mu \simeq \omega_{h,2}$, with $\gamma$ as defined in Eq. (3) of the main text. To interpret the other terms, we restrict ourselves to a parametrically large window of frequencies $\mu^2/E_b \ll \omega \ll \mu$, which allows the simplification $\ln(\omega/E_b) = \ln(\omega/\mu \cdot \mu/E_b) \simeq \ln(\mu/E_b)$ with l.a. This restriction is specific to our diagrammatic approach, and is not required in the infinite mass treatment [30]. Thus, we believe that our results hold down all the way to $\omega \rightarrow 0$. Taking into account the threshold shift, i.e. shifting to $\nu_2 = \omega - \omega_{h,2}$, and reattaching the impurity lines yields:

$$H_1(\nu_2) \simeq \frac{\gamma^2}{\nu_2} \ln \left( \frac{\nu_2 + i0^+}{-\mu} \right).$$

(S11)

Taking the imaginary part leads to a spectrum $A_2(\nu_2) \simeq \gamma^2 \theta(\nu_2)/\nu_2$ given in the main text.

S.C. $M = \infty$: EVALUATION OF $H_1$ IN 3D

To substantiate our claim that our results apply to 3D in analogous fashion, here we present the evaluation of $H_1$ in 3D. We start from the infinite mass $T$-matrix analogous to Eq. (S4):

$$T(\Omega) = \left( -\frac{1}{V_0} - \int d^3p \frac{1}{\Omega - \epsilon_p + i0^+} \right)^{-1}, \quad \Omega = \omega + \epsilon.$$  

(S12)

The 3D integrals follow the convention of Eq. (S5) adapted to 3D (in this section only). To regularize the $T$-matrix, we apply the Lippmann-Schwinger equation [6, 23]

$$\frac{1}{-V_0} = \frac{m}{2\pi a} - \int_{0}^{d^3p} \frac{1}{\Omega - \epsilon_p + i0^+}.$$  

(S13)

where the integral ranges over all momenta $0 < p < p_{\xi}$. As a result, we find

$$T(\Omega) = \left( \frac{m}{2\pi a} - c_1 R(\Omega) \right)^{-1}, \quad c_1 = \frac{m^{3/2}}{\sqrt{2\pi}}.$$  

(S14)

$$R(\Omega) = \theta(\Omega) \left( 2\sqrt{\mu} + \sqrt{\Omega} \ln \sqrt{\mu} - \sqrt{\Omega} \right) + \theta(-\Omega) \left( \pi \sqrt{-\Omega} + 2\sqrt{\mu} - 2\sqrt{-\Omega} \arctan \left( \frac{\mu}{\sqrt{-\Omega}} \right) \right) - i\pi \sqrt{\Omega} \cdot \theta(\Omega - \mu).$$

(S15)

After some straightforward algebra (see, e.g., [63, 64]), $T$ can be rewritten as

$$T(\Omega) = \left( \frac{m}{2\pi a} - c_1 R(\Omega) \right)^{-1}, \quad c_1 = \frac{m^{3/2}}{\sqrt{2\pi}}.$$  

(S16)

$$\theta(-\Omega) \left( \pi \sqrt{-\Omega} + 2\sqrt{\mu} - 2\sqrt{-\Omega} \arctan \left( \frac{\mu}{\sqrt{-\Omega}} \right) \right) - i\pi \sqrt{\Omega} \cdot \theta(\Omega - \mu).$$

(S17)

In the vacuum limit $\mu \rightarrow 0$, $T$ has a pole at $\Omega = -E_b = -1/(2m a^2)$ as in 2D. From $T$, the one-hole self-energy is obtained by closing the loop

$$\Sigma_1(\omega) = \int d^3k T(\omega + \epsilon_k + i0^+).$$

(S18)

Molecule-hole feature

We focus on large binding energies, $E_b \gg \mu \gg k_F a$, and expand around $\omega = -E_b$. Keeping terms up to order $O(\mu^{3/2}/E_b)$, we find (compare also [23]):

$$\Sigma_1(\omega) = \frac{2\sqrt{E_b}}{\pi} \int_0^{\mu} d\epsilon \frac{\sqrt{\epsilon}}{\omega + E_b + \epsilon - \frac{2}{3}\gamma \mu + i0^+},$$

(S19)

with $\gamma = k_F a/\pi$ as defined in Eq. (3) of the main text. From Eq. (S18) one can deduce, reattaching the hole lines

$$H_1(\omega) \simeq \frac{2\sqrt{E_b}}{\pi E_b^{3/2}} \ln \left( \frac{\omega + E_b - \omega_0 + i0^+}{-\mu} \right), \quad \omega_0 = -\mu + \frac{2}{3}\gamma \mu,$$
which holds for \( |\omega + E_b - \omega_0| \ll \mu \). This result is very similar to 2D, Eq. (S8), apart from a different non-universal prefactor, and a shift of the molecule feature by \( \omega_0 \). Thereby, already at one-hole level the molecule is placed at the right energy \( \omega \approx -E_b + \omega_0 \simeq \omega_{h,1} \) up to order \( \mathcal{O}(a) \), as can be checked by inserting Eq. (S2) into (S3). The energy shift might cause some technical modifications at the two-hole level, that is, for diagrams \( H_3 \) in Fig. 3 of the main text (whose 3D evaluation is beyond the scope of this work), but the overall 2D strategy should remain valid. Let us note that resumming the self-energy of Eq. (S18) with Dyson’s equation (which is incorrect for large masses as explained in the main text) yields a spurious attractive polaron, determined from
\[
\omega - \Sigma_1(\omega) = 0. \tag{S20}
\]
For \( E_b \gg \mu \) this equation is readily solved, and yields \( \omega = \omega_{h,1} - \mathcal{O}(\mu \exp(-1/\gamma)) \), i.e., the gap between the continuum and the polaron is only exponentially small. Correct evaluation of \( H_3 \) and higher diagrams should eliminate the polaron as in 2D.

### Repulsive polaron

For \( \omega \gtrsim 0 \), \( \Sigma_1(\omega) \) reads
\[
\Sigma_1(\omega) = \int_0^{\mu} dt \frac{\sqrt{\epsilon}}{\sqrt{\mu} + \sqrt{\omega + \epsilon} - \left( 2\sqrt{\mu} + \sqrt{\omega + \epsilon} + i\ln \left( \frac{\sqrt{\mu} + \sqrt{\omega + \epsilon}}{\sqrt{\mu} + \sqrt{\omega + \epsilon}} \right) \right)}. \tag{S21}
\]
We restrict ourselves to frequencies \( \mu \exp(-1/\gamma) \ll \omega \ll \mu \) similar to 2D (except that the small parameter \( \gamma \) is not logarithmic anymore). Then we find, with l.a.:
\[
\Sigma_1(\omega) = \frac{2}{3} \gamma \mu + \gamma^2 \omega \ln \left( \frac{\omega}{\mu} \right) - i\pi \gamma^2 \omega \theta(\omega), \tag{S22}
\]
which is in full agreement with the 2D result of Eq. (S10) except for the factor 2/3 dictated by Fumi’s theorem.

### S.D. \( M = \infty \): Evaluation of \( H_2 \) in the Time Domain in 2D

The evaluation of the diagrams \( H_2 \) drawn in Fig. 3 is similar to Ref. [34]. Let us first focus on the diagrammatic series \( H^2_2 \), and evaluate the corresponding contribution to the self-energy part \( \Sigma^2_2 \), i.e., amputate the external impurity lines first. The relevant diagram is redrawn in Fig. S2. We specialize on energies \( \omega \simeq -E_b \). When the energy is measured from the impurity level, the time-domain impurity Green function for infinite mass reduces to a step-function: \( D_0(t) = -i\theta(t) \). Thus, the impurity lines impose the time-ordering of the interactions only. We parenthetically note that for finite mass, the impurity propagator acquires a non-trivial momentum-dependence, which obstructs the time-domain evaluation, and is the reason for going into the more complicated frequency domain calculation in the next Section. The general expression for all diagrams which preserve the structure of \( \Sigma^2_2 \), with the interaction lines at initial and final times connecting to the lower part of the “horse-shoe”, reads
\[
\Sigma^2_n(t) = -iV_0^2 \sum_{n=1}^{\infty} (-V_0)^n \sum_{m=0}^{\infty} (-V_0)^m \theta(t) \int dk_x dk_y \int_{0<T_1<\cdots<T_n<t} dT_1 \ldots dT_n \int dq_1 \ldots dq_{n-1} G(k_x, T_1 - t) G(q_2, T_2 - T_1) \ldots G(q_{n-1}, T_n - T_{n-1}) G(k_y, -T_n) \\
\int_{0<t_1<\cdots<t_m<t} dt_1 \ldots dt_m \int dp_1 \ldots dp_{m+1} G(p_1, t_1) \ldots G(p_{m+1}, m - t_m - 1) G(p_{m+1}, t - m),
\]
where \( G(k, t) = -i\theta(t - n_k) \exp(-i\epsilon_k t) \), and \( n_k = \theta(k_F - k) \) is the zero temperature Fermi function. Introducing retarded Green functions as \( G_R(t) = G(t)\theta(t) \), Eq. (S23) can be rewritten as:
\[
\Sigma^2_n(t) = -iV_0^2 \int_{<k_F} dk_x dk_y \exp(i(\epsilon_{k_x} + \epsilon_{k_y}) t) A(t) B(t) \tag{S24}
\]
\[
A(t) = \sum_{n=1}^{\infty} (-V_0)^n \int dq_1 \ldots dq_{n-1} [G_R(k_x, \cdot) \ast G_R(q_1, \cdot) \ast \cdots \ast G_R(q_{n-1}, \cdot) \ast G_R(k_y, \cdot)](t) \tag{S25}
\]
\[
B(t) = \sum_{m=0}^{\infty} (-V_0)^m \int dp_1 \ldots dp_{m+1} [G_R(p_1, \cdot) \ast \cdots \ast G_R(p_{m+1}, \cdot)](t), \tag{S26}
\]
where \( \ast \) denotes convolutions, \( [f \ast g](t) = \int df(t - \ell)g(\ell) \).
Fourier-transformation using the convolution theorem turns the convolutions into a geometric series, which are resummed in the same way as the $T$-matrix, Eq. (S4). Changing to energy integrations for the remaining two momentum integrals over $k_x$ and $k_y$ results in

$$\Sigma^a(\omega) = -i \int_0^\mu \int_0\int_0^\infty d\omega_1 \frac{1}{2\pi} \frac{1}{\omega_1 - x + i0^+} \frac{1}{\omega_1 - y + i0^+} \ln \left( \frac{\omega_1 - \mu + i0^+}{-E_b} \right) \ln \left( \frac{\Omega_1 - \mu + i0^+}{-E_b} \right), \quad \Omega_1 = \omega + y - \omega_1. \quad (S27)$$

For the remaining $\omega_1$-integration we use the following approach: we split the $1/\ln$-terms into a part containing a pole and a part containing a branch cut:

$$\frac{1}{\ln \left( \frac{\omega_1 - \mu + i0^+}{-E_b} \right)} = \frac{E_b}{\omega_1 - E_b - \mu + i0^+} + \left( \frac{1}{\ln \left( \frac{\omega_1 - \mu + i0^+}{-E_b} \right)} + \frac{E_b}{\omega_1 - E_b - \mu + i0^+} \right). \quad (S28)$$

The first part, containing the pole, can be interpreted as bound state propagator, while the second part, containing the branch cut, corresponds to the continuum contribution; this is also in agreement with the evaluation of $H_1$ in Sec. S.B. Employing the spectral representation, it is easily shown that the combination of the branch cut contributions for both $1/\ln$-functions yields a result with vanishing imaginary part for $\omega \approx -E_b$. Since the spectrum is determined by the latter, we omit this part. The remainder is evaluated using Cauchy’s theorem:

$$\Sigma^a(\omega) = \int_0^\mu \int_0\int_0^\infty d\omega_1 \frac{E_b}{\omega + E_b + x - \mu + i0^+} \ln \left( \frac{\omega + E_b + x + y - 2\mu + i0^+}{-E_b} \right). \quad (S29)$$

Restricting to $\mu^2/E_b \ll \omega + E_b \ll \mu$ as explained below Eq. (S10), we find, in agreement with Eq. (5).

$$H^a_2(\omega) \simeq -\frac{\gamma}{E_b} \ln^2 \left( \frac{\omega + E_b + i0^+}{-\mu} \right). \quad (S30)$$

The diagrams $H^a_2$ can be evaluated along the same lines; the evaluation of $H^a_2$ requires a “generalized convolution theorem”:

$$\mathcal{F} \left( \int_{-\infty}^\infty dt_1 f(t - t_1)g(t, t_1) \right)(\Omega) = \int_{-\infty}^\infty \frac{dw_1}{2\pi} f(w_1)g(\Omega - w_1, w_1), \quad (S31)$$

where $\mathcal{F}$ denotes the Fourier transform, $\mathcal{F}(f)(\Omega) = \int dt f(t) \exp(i\Omega t)$, and $f$ and $g$ are any two well-behaved functions; for more details, see Appendix B.2 of Ref. [34]. There is, however, a quicker way to arrive at the results: one can combine the impurity interacting with a forward propagating electron into a “bold” propagator of the form

$$D_b(t) \propto \int_{-\infty}^\infty \frac{d\omega_1}{2\pi} \exp(-it\omega_1) \frac{\theta(t)}{\ln \left( \frac{-\omega_1 - \mu + i0^+}{-E_b} \right)}, \quad (S32)$$

The self-energy parts of the series $H_2$ of Fig. 3 can be redrawn in this bold-line representation as shown in Fig. S3. The thin lines correspond to the two holes, with Green function $G(x, t) = i\theta(-t)n_F(x) \exp(-ixt)$, where $x$ is an energy variable as in Eq. (S27). With these ingredients, $\Sigma^a_2(t)$ can immediately be written down in a closed form up to an overall phase factor:

$$\Sigma^a_2(t) \propto \int_0^\mu \int_0^\mu \int_0^t \int_0^t d\omega dy dt_1 dt_2 \int_0^{t_2} d\omega_1 \int_0^{t_1} \int_0^{t_1} \int_0^{t_1} dt_1 dt_2 dt_3 D_b(t_2 - t_1)D_b(t_1)G(x, -t_2)G(y, t_1 - t) \quad (S33)$$

By Fourier transformation one easily reproduces Eq. (S27); the overall phase is fixed referring to the ordinary diagrams. The time domain representations of the remaining diagram read

$$\Sigma^b_2(t) \propto \int_0^\mu \int_0^\mu \int_0^t \int_0^t d\omega dy dt_1 dt_2 \int_0^{t_2} d\omega_1 \int_0^{t_1} \int_0^{t_1} \int_0^{t_1} dt_1 dt_2 dt_3 D_b(t_2 - t_1)D_b(t_1)G(x, -t_2)G(y, t_1 - t_2), \quad (S34)$$

$$\Sigma^c_2(t) \propto \int_0^\mu \int_0^\mu \int_0^t \int_0^t d\omega dy dt_1 dt_2 \int_0^{t_2} d\omega_1 \int_0^{t_1} \int_0^{t_1} \int_0^{t_1} dt_1 dt_2 dt_3 D_b(t)G(x, -t_2)D_b(t_1)G(y, t_1 - t_2), \quad (S35)$$

$$\Sigma^d_2(t) \propto \int_0^\mu \int_0^\mu \int_0^t \int_0^t d\omega dy dt_1 dt_2 \int_0^{t_2} d\omega_1 \int_0^{t_1} \int_0^{t_1} \int_0^{t_1} dt_1 dt_2 dt_3 D_b(t_2 - t_1)D_b(t_1)G(x, -t_2)G(y, t_2 - t). \quad (S36)$$

Fourier transforming with help of Eq. (S31), and splitting into pole and branch cut contributions as described in Eq.
(S28), we find for $H^{b,c}_{2}$:

$$H^{b}_{2} (\omega) + H^{c}_{2} (\omega) \simeq \frac{1}{E_{b}} \int_{0}^{\mu} \frac{dx}{ \omega + E_{b} + x - \mu + i0^{+}} \cdot \left( -\mu - \int_{0}^{\mu} \frac{dy}{\ln \left( \frac{\omega + E_{b} + x + y - 2\mu + i0^{+}}{-E_{b}} \right)} \right). \quad (S37)$$

Comparison with Eqs. (S17), (S10) shows that these contributions shift the molecule threshold, $E_{b} \rightarrow E_{b} + \mu (1 - \gamma)$, as claimed in the main text. This shift is the only relevant self-energy effect: the non-trivial frequency-dependence of the molecule self-energy involves a factor $\gamma^{2} \ln[(\omega + E_{b})/(-\mu)]$, which is subleading compared to Eq. (S30).

In addition, we find that $H^{c}_{2}$ is subleading with an extra factor $\mu/E_{b}$ compared to the other diagrams, and we may therefore safely neglect it.

**S.E. $M = \infty$: Evaluation of $H_2$ in the Frequency Domain in 2D**

The evaluation of $H_{2}$ in the time-domain is instructive, but crucially depends on the fact that the impurity is dispersionless. Thus, it does not simply generalize to finite mass impurities. To circumvent this problem, we first recover the results of the previous section in the frequency domain, which allows for extension to the finite mass case. In this approach, the diagrams are organized by the number of $T$-matrices. For $H^{c}_{2}$, the first two diagrams are shown in Fig. 3(b). The lowest order diagram (3 $T$-matrices) reads

$$H^{c}_{2,1} (\omega) \simeq \frac{1}{E_{b}} \int_{0}^{\mu} dx dy \int_{\mu}^{\xi} d\epsilon \ln \left( \frac{\omega + x - \mu + i0^{+}}{-E_{b}} \right) \ln \left( \frac{\omega + x - \mu + i0^{+}}{-E_{b}} \right) \frac{1}{\ln \left( \frac{\omega + x - \mu + i0^{+}}{-E_{b}} \right)} \omega - \epsilon + x + i0^{+} \omega - \epsilon + y + i0^{+}.$$  

For $\omega \simeq -E_{b}$, the $\epsilon$-integral is dominated by the pole of the third logarithm, around which we can expand. The resulting Green functions effectively cut off the integration at $\epsilon \simeq E_{b}$. Since this scale only appears in the argument of a logarithm (see below), an exact determination is not required within l.a. Thus, we can approximate

$$H^{c}_{2,1} (\omega) \simeq -\frac{1}{E_{b}} \int_{0}^{\mu} dx dy \ln \left( \frac{\omega + E_{b} + x - \mu + i0^{+}}{-E_{b}} \right) \ln \left( \frac{\omega + E_{b} + x - \mu + i0^{+}}{-E_{b}} \right) \frac{1}{(\omega + E_{b} + x + y - 2\mu + i0^{+})}, \quad \omega \simeq -E_{b}. \quad (S39)$$

A similar evaluation of the second diagram of the series $H^{c}_{2}$ reproduces Eq. (S39) with $I$ replaced by $I^{3}$. Extrapolating this behavior, the higher order diagrams yield a series $I + I^{3} + I^{5} + \ldots = I/(1 - I^{2}) \simeq 1/(1 - I)$. In total:

$$H^{c}_{2} (\omega) = \frac{1}{E_{b}} \int_{0}^{\mu} dx dy \frac{1}{\omega + E_{b} + x - \mu + i0^{+}} \frac{1}{\omega + E_{b} + y - \mu + i0^{+}} \ln \left( \frac{\omega + E_{b} + x + y - 2\mu + i0^{+}}{-E_{b}} \right), \quad \omega \simeq -E_{b}. \quad (S41)$$

In agreement with Eq. (S29). The remaining expressions $H^{b,c,d}_{2}$ can be evaluated along the same lines. For $H^{b,c}_{2}$, the result is in perfect agreement with Eq. (S37). For $H^{d}_{2}$, one arrives at

$$H^{d}_{2} (\omega) = \frac{1}{E_{b}} \int_{0}^{\mu} dx dy \frac{1}{\omega + E_{b} + x - \mu + i0^{+}} \frac{1}{\omega + E_{b} + y - \mu + i0^{+}} \frac{1}{1 - I^{2}}. \quad (S42)$$

Since $I$ is a large logarithm of order $1/\gamma$, this result is subleading, although only by a factor $\gamma$ and not $\mu/E_{b}$ as in the time domain; this slight discrepancy can be attributed to the evaluation with l.a.

**S.F. The Molecule Continuum for Finite Mass**

With the infinite mass results for $H_{1}, H_{2}$ at hand, we move to the finite mass case, focusing on $\omega \simeq -E_{b}$. We start from re-evaluation of Eq. (S4) to leading order in $\beta = m/M$:

$$T(\omega + \epsilon, k) = \frac{1 + \beta}{\rho} \frac{1}{\ln \left( \frac{\omega + \epsilon - \beta \mu - k^{2} / 2M_{\nu} + i0^{+}}{-E_{b}} \right)}, \quad (S43)$$

where $M_{\nu} = m + M$, and the vacuum binding energy $E_{b}$ now reads $(1 + \beta) \epsilon e^{-(1+\beta)/\nu \beta}$. In the following, we will only resolve the factors $(1 + \beta)$ in the numerator of the logarithms, since the other factors just rescale the energies. Closing the contour to obtain $H_{1}(\omega)$, we find

$$H_{1}(\omega) \simeq \frac{1}{E_{b}} \int_{0}^{\mu} dx \frac{1}{\omega + E_{b} - \beta \mu + x - \mu - \beta x + i0^{+}} \simeq \ln \left( \frac{\omega + E_{b} - 2\beta \mu + i0^{+}}{-\mu} \right). \quad (S44)$$

The resulting contribution to the spectrum is given by

$$- \Im [H_{1}(\omega)] \simeq \frac{1}{E_{b}} \int_{0}^{\mu} dx \delta \left[ \omega - (-E_{b} + \beta \mu + \beta x + (\mu - x)) \right]. \quad (S45)$$

The energy-conservation imposed by the delta-function describes the following process: an impurity with energy $\omega$ decays into a bound state, with “potential energy”
−E_b + βµ and kinetic energy βx, and a hole with energy (µ − x). At the threshold, the hole peels off right at the Fermi surface, and the bound state has a kinetic energy βµ. The modification of the binding energy in the presence of a Fermi sea −E_b → −E_b + βµ is only of secondary importance, since there are further molecule self-energy diagrams with renormalize the binding energy anyway (see Eq. (S37)). We will not evaluate these in detail for finite mass, and just write ν₁ = ω + E_b − βµ henceforth. Thus, we see that the logarithm in Eq. (S44) is peaked at the “direct threshold” ν₁ = βµ, involving the creation of a molecule with momentum k_F.

Next, we evaluate the lowest order contribution (3 T-matrices) to diagram H₂. Resumming the logarithms, the finite mass generalization of Eq. (S38) reads

\[
H_{2,1}^a(ω) = \frac{1}{E_b ρ^2} \int \frac{dκ_x dκ_y}{ω - \epsilon_p + x - E_{κ_+} - p + i0^+} \frac{1}{ω - \epsilon_p + y - E_{κ_−} - p + i0^+} \frac{1}{ω + x - μ + i0^+}
\]

To compute the p-integral, we expand the last 1/ln-function around its pole. The resulting non-trivial logarithmic integral reads

\[
\tilde{I} = \frac{1}{ρ} \int_{κ_p < p < √2mE_b} dp \left( \frac{1}{ν_1 + x + y - μ - \epsilon_p - E_{κ_+} + κ_− - p} \right)
\]

c.f. Eq. (S40). Integration with logarithmic accuracy (which only gives access to Re[\tilde{I}]) yields

\[
\text{Re}[\tilde{I}] \approx \ln \left( \frac{\max(ν_1 + x + y - 2μ, βµ)}{E_b} \right).
\]

Postponing evaluation of Im[\tilde{I}], one can extrapolate to the full series H_{2,1}^a as in Sec. S.E. Repeating this procedure for H_{2,2,3}^{a,c,d}, we find

\[
H_{2,2}^a(ν₁) ≈ \frac{1}{E_b ρ^2} \int dκ_x dκ_y \frac{1}{ν_1 + x - μ - E_{κ_+} + i0^+} \frac{1}{ν_1 + y - μ - E_{κ_−} + i0^+} \frac{1}{I}
\]

\[
H_{2,3}^a(ν₁) ≈ \frac{1}{E_b ρ^2} \int dκ_x dκ_y \left( \frac{1}{(ν_1 + x - μ - E_{κ_+} + i0^+)^2} \right) \frac{1}{I}
\]

\[
H_{2,4}^a(ν₁) ≈ \frac{1}{E_b ρ^2} \int dκ_x dκ_y \left( \frac{1}{(ν_1 + x - μ - E_{κ_+} + i0^+)^2} \right) \frac{1}{I}
\]

Since \tilde{I} is still a large logarithm of order 1/γ, H_{2}^d is sub-leading as for infinite mass. The other contributions have as follows: with l.a., H_{2}^a reads

\[
H_{2}^a(ν₁) ≈ -\frac{γ}{E_b} \ln \left( \frac{ν_1 - βµ + i0^+}{(-µ)} \right)
\]

i.e., essentially the same result as in the infinite mass case, Eq. (S30), except that the peak of the logarithm is at the direct threshold, as discussed below Eq. (S45). H_{2}^{b,c} again act as molecular self-energy terms. First, their real parts lead to a shift of E_b, which we do not compute. More importantly, the imaginary part of H_{2}^b cuts off the logarithmic singularity at the direct threshold. This can be seen extracting the molecule self-energy part from Eq. (S51):

\[
Σ_{mol}(ν₁, k_x) = -\frac{1}{ρ} \int dκ_y \frac{1}{I}.
\]

Using Eq. (S47), we find

\[
\text{Im}[Σ_{mol}] (ν₁, k_x) = \frac{1}{ρ} \int dκ_y \frac{\text{Im}[\tilde{I}]}{\text{Re}[\tilde{I}^2 + \text{Im}[\tilde{I}]^2} ≈ -\frac{γ}{E_b} \frac{ν_1^2}{βµ}
\]

Evaluation of this standard phase space integral (see e.g. Appendix E of Ref. [34] for examples) for k_x = k_F yields

\[
\text{Im}[Σ_{mol}(ν₁, k_F)] \propto -\frac{γ}{βµ}
\]

Near the direct threshold, ν₁ ≈ βµ, this leads to a molecule decay rate Γ ∝ γ²βµ. Appropriately resummed, this rate cuts all logarithms; e.g., the one-hole result of Eq. (S44) is modified as

\[
H_{1}(ν₁) ≈ \frac{1}{E_b} \ln \left( \frac{ν_1 - βµ + iΓ}{-µ} \right)
\]

\[
≈ \frac{1}{E_b} \ln \left( \max(ν_1 - βµ, γ²βµ/µ) \right)
\]
and likewise for the term $H^2_\text{spinful}$. The physical reason for this cut-off is the decay of the molecule at the direct threshold with $k = k_F$ into a zero momentum molecule, two holes and an electron. This process shifts the threshold to the “indirect” one at $\nu_1 = 0$. For $0 < \nu_1 \ll \beta \mu$, the spectrum is perturbative (i.e., no large logarithms need to be resummed), and can be obtained from $\text{Im}[H^2_\text{spinful}]$, Eqs. (S49), (S51). For spinless electrons, these contributions cancel to leading order. For spinful electrons, $H^2_\text{spinful}$ incurs an extra factor of two, and the perturbative spectrum reads

$$A_{\text{pert}}(\nu_1) \simeq \frac{\gamma^2}{E_\nu(\beta \mu)^2} \frac{\pi}{\rho^2} \int dk_x dk_y dp \delta(\nu_1 + x + y - \epsilon_p - \mu - E_{k_x+k_y+p}) \propto \frac{\gamma^2}{E_b} \left( \frac{\nu_1}{\beta \mu} \right)^3 \theta(\nu_1)$$

in 2D, while in 3D the extra phase space restriction should lead to $A_{\text{pert}} \propto \nu_1^{\gamma/2}$ [49]. Exponentiating the cut-off logarithms (S57) with a correct imaginary part to capture the perturbative spectrum yields Eq. (7) of the main text; the square root is yet another, continuous reformulation of the logarithm cutoff.

**S.G. $M = \infty$: Repulsive Polaron from the Linked-Cluster Approach**

The leading contribution to the repulsive polaron for $M = \infty$ was already obtained in Eq. (S11). The full power law singularity can be reproduced in a linked cluster approach (see also Refs. [39], [65]). One starts from the following set of identities for the impurity propagator

$$D(t) = -i\theta(t) \langle 0|S(t)|0 \rangle$$

$$\langle 0|S(t)|0 \rangle = \exp \left( \sum_n F_n(t) \right)$$

$$F_n(t) = \left( \frac{-i}{n} \right)^n \int_0^t dt_1 \cdots \int_0^t dt_n \langle 0|\hat{T}\{V(t_1) \cdots V(t_n)\}|0 \rangle$$

$$\hat{V}(t_i) = -V_0 \sum_{k,p} c_{k\uparrow} c_{p\downarrow} \theta(t_i) \theta(t-t_i),$$

where $S(t)$ is the $S$-matrix, and $\hat{T}$ the time-ordering operator. Note that the impurity has effectively been eliminated from the problem, which results in Feynman diagrams such as those shown in Fig. S4. The expressions above imply an expansion in the bare interaction $V_0$. Our goal is to substitute this by an expansion in number of holes, getting rid of the $V_0$-dependence. Let us collect all one-hole diagrams: one is drawn in Fig. S4(a). It is more convenient to reexpress it imposing a time-ordering $0 < t_1 < t_2 < t$. This results in a factor of two which cancels the factor $1/2$ in Eq. (S61) for $n = 2$. Generalizing this approach, the one-hole diagrams can be extracted by drawing “loop diagrams” containing $n$ interaction insertions at times $t_1, \ldots, t_n$, and reordering them in such a fashion that only one electron propagates backwards in time; this cancels the factor $1/n$ in Eq. (S61). An example for $n = 3$ is shown in Fig. S4(b). Performing this reorganization, at one-hole level we can write

$$D(t) \simeq \exp(C(t)),$$

$$C(t) = - \int \frac{d\omega}{\pi} \left( \frac{-it}{\omega} - \frac{1}{\omega^2} \exp(-it\omega) - 1 \right) N(\omega)$$

$$N(\omega) = \text{Im} \left\{ \int_0^\mu dx \frac{1}{\ln \left( \frac{\omega + x - \mu + 0^+}{E_b} \right)} \right\}$$

where we resummed the one-hole diagrams similar to Sec. S.B and employed the spectral representation of the retarded $1/\ln$-function. In Eq. (S64), the part linear in $t$ just shifts the polaron threshold, and we may omit it. $N(\omega)$ measures the phase space for scattering of polarons with Fermi electrons. Eqs. (S17) and (S10) show that in the most important spectral window $\mu^2/E_b \ll \omega \ll \mu$ we can approximate $N(\omega) \simeq \gamma^2 \pi \omega$. Therefore, evaluation of Eqs. (S63) and (S64) similar to Sec. 8.3.C of Ref. [39] and Fourier transformation directly results in a repulsive polaron spectrum

$$A_2(\nu_2) \propto \frac{\theta(\nu_2)}{\mu} \left( \frac{\nu_2}{\mu} \right)^{\gamma^2 - 1}$$

with frequencies measured from the polaron threshold.

**S.H. The Repulsive Polaron for Finite Mass**

**Modified linked-cluster approach**

The procedure above can also be adapted for finite mass (see, e.g., Sec. 3.6.B of [39] or [34]). In effect, we
need to reevaluate the phase-space factor $N(\omega)$ at one-hole level, and find, in 2D

$$N(\omega) \simeq \frac{2}{\pi} \int d\mathbf{k} d\mathbf{p} \, \delta (\omega + \epsilon_\mathbf{k} - \epsilon_\mathbf{p} - E_{\mathbf{p} - \mathbf{k}})$$

$$\simeq \begin{cases} 
\frac{2}{\pi} \frac{\omega^{3/2}}{\sqrt{\beta \mu} \theta(\omega)} & \omega \ll \beta \mu \\
\frac{2}{\pi} \omega & \beta \mu \ll \omega \ll \mu,
\end{cases} \quad (S67)$$

and $N(\omega) \propto \omega^2$ for $\omega \ll \beta \mu$ in 3D. Thus, for energies beyond the recoil energy $\beta \mu$, the phase space factor assumes the infinite mass form. For smaller energies, the scattering phase space is suppressed, since processes where the polaron is scattered to large momenta of order $k_F$ involve a minimal energy cost of order $\beta \mu$ [51].

We insert Eq. (S67) into (S64) and first study the limit $t \to \infty$. Again ignoring the term linear in $t$, in the infinite mass case one can show that $C(t)$ diverges as $-\gamma^2 \ln(t/\mu)$. In contrast, for finite mass we find $\lim_{t \to \infty} C(t) \simeq \gamma^2 \ln(\beta)$. Inserted into the Green function of Eq. (S63), this limit gives rise to a finite quasiparticle-weight of the polaron, $Z \propto \beta^3$. Again, the emergence of this quasi-particle weight is a consequence of the restricted low-energy scattering phase space, which partially reduces the repulsive polaron to its non-interacting form. Moreover, we can extract the incoherent polaron spectrum for small detuning from the threshold $0 < \nu_2 < \beta \mu$ simply by expanding the exponential in Eq. (S64), since there is no large logarithmic quantity to prevent it. This yields, in 2D

$$\mathcal{A}(\nu_2) \propto \gamma^2 \frac{1}{\sqrt{\beta \mu \nu_2}}, \quad (S68)$$

while in 3D the incoherent part is approximately constant $\propto \gamma^2 / (\beta \mu)$. For $\nu_2 \gg \beta \mu$ one recovers the infinite mass behavior. Interpolating between these two limits yields formula (8), apart from the finite width of the repulsive polaron quasiparticle to be discussed below.

**Width of the repulsive polaron**

In the previous section, we only considered the decay of the single impurity into particle-hole excitations, but neglected the decay into the molecular state. To incorporate this process, we need to go to two-hole level. The decay rate vanishes for infinite mass, since the problem becomes single-particle, hence the molecule and repulsive polaron sectors decouple. Indeed, starting from the exact expressions for the impurity self-energy $\Sigma_2$ in the time domain, of a form similar to Eq. (S27), one can show that the infinite mass case one can show that

$$\lim_{t \to \infty} \left[\Sigma_2^a(\omega = 0^-) = 0, \right.$$

where the frequency argument $0^-$ is chosen to exclude the UV-tail arising from electron-hole excitations. This cancellation implies that the repulsive polaron does not acquire a Lorentzian IR-tail for infinite mass. This is not necessarily true for finite mass. An evaluation of all two-hole diagrams for $\omega = 0^-$ similar to Sec. S.E appears too involved. A simpler estimate can be given by restriction to the “first-order” diagrams $\Sigma_{2,1}$ with the minimal number of $T$-matrices. The diagrams with a minimal number of $3$ $T$-matrices and nonvanishing imaginary parts for $\omega = 0^-$ are $\Sigma_{a,c}^{2,1}$, shown in Fig. S5.

The rate resulting from these diagrams has been evaluated effectively for $E_b \to 0$ in Ref. [57] for 3D, but here we focus on $E_b \gg \mu$. We approximate the central $T$-matrix by a pole to incorporate the molecule, and the remaining two $T$-matrices by $\gamma$. Taking the imaginary part, we find

$$\tilde{\Gamma}_2 \simeq \gamma^2 \frac{E_b}{\rho} \int d\mathbf{k}_x d\mathbf{k}_y d\mathbf{p} \, \delta(x + y - \epsilon_\mathbf{p} - E_{\mathbf{k}_x + \mathbf{k}_y - \mathbf{p}} + E_b)$$

$$\frac{1}{\epsilon_\mathbf{p} - x + E_{\mathbf{k}_x - \mathbf{p}}} \frac{1}{\epsilon_\mathbf{p} - y + E_{\mathbf{k}_y - \mathbf{p}}} \frac{1}{\epsilon_\mathbf{p} - y + E_{\mathbf{k}_y - \mathbf{p}}}$$

$$\propto \gamma^2 \frac{\mu^4}{E_b} (1 - 3\beta), \quad (S69)$$

where the last estimate holds to leading order in $\mu/E_b, \beta$. In (S69) we may omit the $\beta$-independent part, since the infinite mass cancels upon complete evaluation as discussed above. The remainder can be used to estimate $\Gamma_2 \sim \beta^2 \frac{E_b}{E_c}$. For 3D, we expect a similar behavior, although details of the scaling could be different.