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Abstract—The virtualization of Radio Access Networks (RANs) has been proposed as one of the important use cases of Network Function Virtualization (NFV). In VRANs (VRANs), some functions from a Base Station (BS), such as those which make up the Base Band Unit (BBU), may be implemented in a shared infrastructure located at either a data center or distributed in network nodes. For the latter option, one challenge is in deciding which subset of the available network nodes can be used to host the physical BBU servers (the placement problem), and then to which of the available physical BBUs each Remote Radio Head (RRH) should be assigned (the assignment problem). These two problems constitute what we refer to as the VRAN-PAP! (VRAN-PAP!). In this paper, we start by formally defining the VRAN-PAP! before formulating it as a Binary Integer Linear Program (BILP) whose objective is to minimize the server and front haul link setup costs as well as the latency between each RRH and its assigned BBU. Since the BILP could become computationally intractable, we also propose a greedy approximation for larger instances of the VRAN-PAP!. We perform simulations to compare both algorithms in terms of solution quality as well as computation time under varying network sizes and setup budgets.
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I. INTRODUCTION

Telecommunication Service Providers (TSPs) currently depend on having proprietary physical devices and equipment for each function making up a given service. As the requirements of users for more diverse and new (short-lived) services increase, TSPs must correspondingly and continuously purchase, store and operate new physical equipment, which leads to increased Capital ExPenses (CAPEX) and Operating ExPenses (OPEX). Moreover, due to the competition both among themselves and from services provided over-the-top (OTT), TSPs cannot respond to this increase in expenses with increased subscriber prices. This has led to dwindling average revenue per user, and forced them to find ways of building more dynamic and agile networks which are cheaper and easier to install and manage so as to remain profitable.

NFV [1], [2] has been proposed as a way to help TSPs to achieve these goals. The main idea of NFV is to decouple Network Functions (NFs) from the physical network equipment on which they run. This can be achieved by taking advantage of recent advances in virtualization technology to pool various NFs onto high volume servers, switches and storage, which could be located in datacentres, network nodes or user premises. These Virtualized Network Functions (VNFs) may then be composed and chained to form a service, and could be relocated and instantiated in different network locations without necessarily requiring purchase and installation of new hardware. It is expected that NFV will lead to fast, scalable, on-demand and dynamic composition of NFs to services, and that with these, TSPs will lower both their CAPEX and OPEX, have more agile networks and enhanced time-to-market.

However, since a given service requires a number of VNFs, NFV raises two questions; (1) how to define and implement network functions and services, and (2) how to efficiently map and schedule the functions that make up a given service onto a physical network. The European Telecommunications Standards Institute (ETSI) through its NFV industry standards group (ISG) is partnering with network operators and equipment vendors to promote the NFV approach and are currently progressing with regard to the first question above. Specifically, they have already defined the NFV problem, some use cases, a reference architecture and a management and orchestration framework among others [3].

Nonetheless, the second question i.e. mapping and scheduling has received little attention, with TSPs and vendors performing this manually in their NFV proofs of concept (PoCs). While this may be practical for a PoC involving a single function on a single Virtual Machine (VM), deployments of NFV on a large scale will likely present challenges. As networks become bigger and more dynamic, and user service requirements change more often, it will not be possible for TSPs to manually map and schedule particular VNFs of a given service onto specific physical machines. As noted in [4], automation is paramount to the success of NFV. This calls for, among other things, algorithms that are able to perform the mapping of VNFs onto the possible physical nodes. These algorithms should be able to deal with the online and dynamic nature of services, and must ensure that physical resources are used efficiently. The success of NFV will depend, in part, on the existence and performance of algorithms that determine where, when and how the VNFs are instantiated [5].

In this paper, we start by formulating the problem of online mapping and scheduling of VNFs, and then propose algorithms for its solution. In particular, we propose three algorithms that perform the mapping and scheduling of VNFs based on a greedy criterion such as available buffer capacity for the node or the processing time of a given VNF on the possible nodes. The algorithms perform both mapping and scheduling at the same time (one-shot), i.e. at the mapping of each VNF, it is also scheduled for processing. In addition, we propose a local search algorithm based on tabu search (TS) [6]. The TS algorithm starts by creating an initial solution randomly, which is iteratively improved by searching for better solutions in its neighborhood. Finally, to have a benchmark for comparing performance, we formulate the mapping and scheduling as a Mixed Integer Linear Program (MILP) whose objective is to minimize the time required for packets to be processed by the

1This paper uses the terms node and machine synonymously.
chain of functions that make up a service. Since a MILP could become computationally intractable for practical sizes of the problem, we also propose a heuristic based on hard variable fixing (HVF) [7].

This paper is a significant extension of our previous work [8]. In particular, we extend [8] in three major ways: (1) the design and evaluation of the MILP and its corresponding HVF heuristic both of which are important in providing a benchmark for evaluations, (2) more evaluations including statistical confidence and computation time, and (3) discussion of the time complexity of the proposed algorithms.

The rest of this paper is organized as follows: Section II presents a formal description of the mapping and scheduling problem. In Sections III and IV, we describe the proposed greedy and tabu search algorithms respectively. Section V formulates the MILP for which a HVF heuristic is proposed in Section VI. The algorithms are evaluated in Section VII, related work discussed in Section VIII, and the paper concluded in Section IX.

II. PROBLEM DESCRIPTION

The problem of allocating physical resources in NFV can be split into two parts: (1) embedding/mapping virtual machines (VMs) onto physical machines which is known as Virtual Data Center Embedding (VDCE) [9]. It is also related to Virtual Network Embedding (VNE) [10], [11], [12]. Both VNE and VDCE are well studied and are therefore out of the scope of this paper. The rest of this paper considers that we have VMs already mapped onto physical machines. (2) mapping and scheduling of VNFs onto the created VMs. We refer to this problem as network function mapping and scheduling (NFMS), and is the focus of this paper. The NFMS problem results from consideration of the many possibilities for resource sharing in NFV. One of them—which has been used in most NFV PoCs—is that for each VNF, a dedicated VM is used. However, considering a service made up of multiple functions (e.g. a customer premises equipment (CPE) may have about 8 functions [8]) means that each customer (or CPE) would require 8 dedicated VMs. This would clearly not be scalable as physical resources would easily be depleted, and would be wasteful of resources since most functions are “light” and can therefore be processed by a single VM, say, by utilizing software containers and dockers. What we consider in this paper is the resource sharing approach that allows for a given VM to process multiple VNFs, one after another (possibly) from a queue.

Therefore, NFMS consists of a need to process network services online (each service is created and embedded as its need arises) using a set \( N = \{1, ..., n\} \) of \( n \) virtual network nodes. \( N \) represents all the virtual nodes created/mapped on all the physical nodes. Any given network service \( S \) is made up of a sequence \( F = \{1, ..., m\} \) of \( m \) VNFs, where the function \( 1 \leq i \leq m \) must be processed on a set \( N(i) \subseteq N \) of nodes. The functions \( \{1, ..., m\} \) must be processed one after the other in the specified sequence, and each virtual node can process at most one function at a time. The processing time for function \( i \) on node \( j \in N(i) \) is \( \rho_{ij} \), where \( 1 \leq i \leq n, \) and while being processed or in the queue for processing, a function \( i \) utilizes a buffer \( \delta_i \) from the node onto which it is mapped. The different function processing times on each node may also capture function setup times, a given function may require different setup times on different nodes. At any point, a given node \( j \) has available buffer size \( B_j \). For each node-function combination, we define a binary variable \( \beta_{ij} \) which takes a value of 1 if node \( j \) is able to process function \( i \) and 0 otherwise. We also define a deadline \( t_j \) for processing a given service. The processing of the last function in the service must be completed by this time, or the service request is rejected. The deadline can be used to define processing priority for services, e.g. those service that require real time processing may have a deadline that only takes into consideration their processing and precedence requirements on the different virtual nodes, and zero waiting. Finally, for each virtual node \( j \), we define the expected completion time \( \pi_j \) of the last function queued for processing on the node, and for each service, we define an arrival time \( t_a \), which is the time when the request for mapping and scheduling the service is received by the physical network.

The problem then involves choosing for each VNF \( i \) a virtual node \( j \in N(i) \) and determining a completion time \( t_i \) when its processing will be completed\(^2\). It can be considered to consist of two parts: deciding onto which virtual nodes each VNF should be mapped (the mapping problem), and for each node, deciding the order in which the mapped VNFs should be processed (the scheduling problem.). It is in general possible to solve these two problem in two separate steps, such that VNFs are first mapped to nodes and then scheduled. For ease of reference, Table I summarizes all the variables that define the problem. We will refer to them throughout this paper.

A. Mapping and Scheduling Example

1) Function Mapping: As an example, in Figs. 1 - 4, we show two services \( S_1 \) and \( S_2 \), being mapped and scheduled on a virtual network. In Fig. 1, the network is represented showing the different VNF processing capabilities of each node. Consider that at a time \( T_1 \) a service \( S_1 \) arrives with the request for mapping with functions \( \{f_8 \rightarrow f_2 \rightarrow f_3 \rightarrow f_4 \rightarrow f_5\} \). At this point, it is possible that \( S_1 \) would be mapped as shown in Fig. 2. It can be observed that in such a mapping the node \( n_1 \) is hosting the functions \( f_8 \) and \( f_3 \). Similarly, assuming that after some time another service request \( S_2 \) with functions \( \{f_6 \rightarrow f_8 \rightarrow f_4\} \) arrives, the mapping shown in Fig. 3 may be achieved. At this point, two services are simultaneously being processed by the virtual nodes. It can be noted that while the function \( f_8 \) could be processed at node \( n_1 \) as well, it may be better to use node \( n_7 \) for \( S_2 \) to avoid a long queue at \( n_1 \).

2) Function Scheduling: Finally, using hypothetical processing times, in Fig. 4, we represent the possible scheduling of the function processing at each node. The processing of \( S_1 \) begins immediately on its arrival at \( T_1 \) at node \( n_1 \). Thereafter, each of the successive functions has to wait until its preceding function has been processed before its processing can commence. The processing of \( S_1 \) ends when its last function has been processed at \( T_8 \). Therefore, the total processing time (flow time) of \( S_1 \) would be given by \( (T_8 - T_1) \), and is equivalent to the summation of the processing times of the functions at the various nodes.

However, for illustration purposes, consider that \( S_2 \) arrives

\(^2\)The time \( t_a \) at which the processing of the function \( i \) on node \( j \) starts can then be derived from \( t_a = t_i - \rho_{ij} \).
TABLE I: Variables Associated with the Mapping and Scheduling of Network Functions

| Parameter | Description |
|-----------|-------------|
| $1 \leq i \leq m$ | subscript for functions of the service |
| $1 \leq j \leq n$ | subscript for nodes |
| $\rho_{i,j}$ | processing time of function $i$ on node $j$ |
| $\pi_j$ | the time of completing the last queued function for processing on node $j$ |
| $t_a$ | arrival time of a given service |
| $t_l$ | deadline for completing the processing of a service |
| $t_s$ | completion time of processing function $i$ |
| $\delta_i$ | buffer requirements for a given function while being processed or queued |
| $B_j$ | available buffer resources for a node $j$ |
| $\beta_{i,j}$ | eligibility parameter that takes value of 1 if node $j$ is able to process function $i$ and 0 otherwise |

at $T_1$. As can be observed, since its first service is mapped onto node $n_5$ which already has a scheduled function from the first service, the commencement of the processing of $S_2$ has to wait until the completion of function $f_6$ from $S_1$ at time $T_6$. This delay ($T_6 - T_4$) in commencing the processing of $S_2$ increases its total processing time, and may ultimately lead to inefficient resource utilization since $S_2$ will occupy the virtual nodes for a longer time than it would have without this kind of delay. We should note that this is a direct consequence of the mapping step, since for example, if we had mapped the function $f_6$ of $S_2$ onto $n_3$ (which also has the capacity to process it), then we would have avoided this extra delay on scheduling. Therefore for efficient resource utilization, the mapping and scheduling steps should have some form of coordination.

B. Function Timing Restrictions

As illustrated in Section II-A2, while the processing of a service transits from one function to the next, there may be some delay. There are three mutually exclusive possibilities: (1) immediately after processing a function, the proceeding function is started (for example, in Fig. 4 for $S_1$, the processing of function $f_2$ commences immediately after that of $f_6$), (2) a function (either initial or proceeding) has to wait for the start of its schedule (In Fig. 4, for $S_2$, assuming that $f_8$ had been mapped onto $n_4$ instead of $n_5$, then after the processing of $f_6$ at time $T_7$, $f_8$ would have had to wait until the node is available.), and (3) the node to which a proceeding function is scheduled has to starve while waiting for the preceding function to be completed (for example, in Fig. 4, node $n_2$ starves for the time $T_9 - T_4$ waiting to start processing $f_4$. An efficient NFMS algorithm needs to be able to use such timing gaps and delays to ensure both efficient resource utilization and short service processing times.

C. Mapping and Scheduling Objectives

In NFMS, there may be many objectives such as minimizing flow time, cost and revenue.

1) Flowtime: We define the flow time of a service as the difference between when the processing of the last function of a service is completed and when the service arrived. The flow time is a measure of two parameters. On one hand it is a measure of how efficiently resources are being utilized (since a high flow time would mean that a given service occupies the network for extended periods leading to among other things high network loading and hence high power consumption.) while on the other hand it could be used a measure of quality of service if it is associated to the delay of processing a given service. Minimizing flow time means that an average service is processed quickly, at the expense of the largest service taking a long time.

2) Revenue: The revenue $R$ can be defined as the income from the total amount of physical network resources that are utilized by a given mapping and scheduling. It includes the buffer requirements for each function of the service on the node where it is mapped, as well as their processing times. We represent it mathematically in (1).

$$R = \sum_{i=1}^{m} \delta_i + \sum_{i=1}^{m} \sum_{j=1}^{n} \Upsilon_{ij} \times \rho_{ij}$$

where $\Upsilon_{ij}$ is a binary variable which is 1 if a function $i$ is mapped on node $j$ and zero otherwise.
3) Cost: In addition, we can define the cost $C$ as the total amount of physical network resources (both time and buffer) that are utilized by a given mapping and scheduling. In particular, the cost is defined as in equation (2).

$$C = \theta \sum_{i=1}^{m} \delta_i + \varrho (t_i - t_a)$$ (2)

where $\theta$ and $\varrho$ are constants aimed at scaling the costs of buffer and time resources in relation to the revenue. These constants are set as $\theta = \varrho = 0.2$ in this paper. The difference between revenue and cost is in the fact that the revenue only consists of the actual processing times of the functions, while the cost also involves those time gaps that are left unused due to functions waiting for their assigned nodes to become available.

III. GREEDY FUNCTION MAPPING AND SCHEDULING

In this Section, we propose three greedy function mapping and scheduling algorithms. The first algorithm, Greedy Fast Processing (GFP), is based on functions being mapped to those nodes that offer the best processing times. The second, Greedy Best Availability (GBA) is based on functions being mapped to those nodes whose current function queue has the earliest completion time. Finally, the Greedy Least Loaded (GLL) algorithm is based on functions being mapped to the node with the highest available buffer capacity. While all these three variations have the potential to minimize the flow time of the mapped service, anyone of them may be used with a specific objective. For example, if services are billed based on the time they spend while being processed, then it may be cheaper to map functions to nodes that process them faster. On the other hand, if the billing is directly proportional the total time the function or service will spend queued for processing or if it is required to perform the processing as early as possible or to balance the actual loading of the network, then it might be better to use GLL. Balancing the load of the substrate network could lead to a better acceptance ratio for service as it was proved for the embedding of virtual networks in network virtualization environments [13], [14]. A combination of these two parameters e.g linear may also be used. Finally, the GBA may be used in case it is required that the service spends the least amount of time in a queue.

The algorithms perform as follows: On arrival of a service request, the functions of the service are mapped and scheduled sequentially i.e. the first is mapped and scheduled, then the next one etc. For each function $i$, all the nodes $N(i) \subseteq N$ that have the capacity to process it are determined. These nodes are then ranked based on the greedy criterion, i.e. least loading for GLL, lowest processing times for GFP and shortest virtual node queues for GBA. Then the node with the best rank is chosen for the mapping, and the function is scheduled for processing at the end of the node queue. The actual processing start time is based on both the node being available (completing the processing of previously queued functions), and the the processing of the preceding function (if applicable) being complete. It should also follow all the other constraints as stated in Section II. For example, assuming that the node with the best processing time does not have enough buffer resources for the function being considered, then the second best node is chosen as the one with the best rank. In addition, at each scheduling step, the completion of the processing is determined to ensure that it is within the deadline for the service. The failure of a mapping or scheduling can happen anytime during algorithm run time. For example, it is possible that while mapping the last function of a service, the completion time exceeds the deadline, or that the function has no candidate node (due to all candidate nodes being fully loaded). In this case, the service request is rejected, and all resources allocated to other functions in the service are rolled back. In algorithm 1, we show the pseudocode for these algorithms.

A. Time Complexity

We can now formally analyze the complexity of the greedy algorithms represented by the code in 1. Line 1 involves backing up parameters for each physical network node, and can therefore be done in time linearly proportional to $O(n)$. The for loop from line 7 to 12 includes five operations for each
of finding an improved solution 

Z

Local search [17] takes a potential solution for all the functions. This gives an overall polynomial time computation of \(O\) for each function. We observe that the dominating factor in the sorting of a vector of size \(n\), which has an average computation \(O(\log n)\) using the quicksort algorithm [15]. Combining these items, we observe that the for loop from line 2 to 22 can be realized by performing all the above operations for each function. We observe that the dominating factor in the greedy algorithms is the sorting in line 17, which is performed for all the functions. This gives an overall polynomial time computation of \(O(mn \log n)\) for our greedy algorithms.

Algorithm 1 Greedy Function Mapping(S, N, T)

1: Backup Substrate Network State
2: for Function \(i \in S\) do
3:     Initialise: Capable Node Set \(N' = \emptyset\)
4:     if \((i = 1)\) then
5:         \(t_{i-1} = t_n\)
6:     end if
7:     for Node \(j \in N\) do
8:         \(t_e = p_j + \max(\pi_j, t_{i-1})\)
9:         if \(\left((\beta_j = 1) \land (B_j \geq \delta_t) \land (t_e \leq t_1)\right)\) then
10:            \(N' = N' \cup n\)
11:     end if
12:     end for
13:     if \(N' = \emptyset\) then
14:         NFMS Failed. Reset Resource Status
15:         return
16:     end if
17:     Sort \(N'\) according to \(T\)
18:     Select the top node \(j^*\) from \(N'\)
19:     Map the function \(i\) onto \(j^*\)
20:     Set \(t_i = \max(\pi_j, t_{i-1})\)
21:     Update \(B_j, \pi_j, \text{and } t_{i-1}\)
22:     end for
23: Mapping and Scheduling Completed

IV. TABU SEARCH-BASED NFMS

A. Tabu Search (TS)

TS is a metaheuristic search method based on local (neighborhood) search methods used for mathematical optimization [16]. Local search [17] takes a potential solution \(Z\) to a problem and checks its immediate neighbors \(N(Z)\) in the hope of finding an improved solution \(Z'\). The solutions in \(N(Z)\) are expected to be similar to \(Z\) except for one or two minor details. However, local search methods have a tendency to become stuck in sub-optimal regions or on plateaus where many solutions are equally fit. TS enhances the performance of local search by relaxing its basic rule. First, at each step, worsening moves can be accepted if no improving move is available (like when the search is stuck at a strict local minimum). In addition, TS uses memory structures that describe the visited solutions or user-provided sets of rules. If a potential solution has been previously visited within a certain short-term period or if it has violated a rule, it is marked as “tabu” (forbidden) so that the algorithm does not consider moving to that solution repeatedly. A move like this is called a tabu move. However, when a tabu move has a sufficiently attractive evaluation where it would result in a solution better than any visited so far, then its tabu classification may be overridden. A condition that allows such an override to occur is called an aspiration criterion [6].

B. Proposed TS Algorithm

In order to design a TS algorithm, five major components must be determined: the initial solution, the neighborhood solutions, tabu list, aspiration criterion and stopping condition. In what follows, we discuss these aspects with respect the proposed algorithm.

1) Initial solution: We start by determining an initial solution \(Z_0\). This is determined randomly. It is achieved in two steps: First, for each function \(i\) in the service to be mapped, a candidate virtual machine \(j\) which meets the requirements described in Section II is randomly chosen from the set \(N(i) \subseteq N\). Then, starting with the first one, the functions are scheduled onto the virtual machines where they have been mapped, taking into consideration all the function and machine timing restrictions as described in Section II-B. The current solution \(Z\) is then set as \(Z_0\).

2) Neighborhood Solutions: In order to find another solution \(Z'\) which is better than the current solution \(Z\), we need to evaluate solutions \(N(Z)\) in the neighborhood of \(Z\). To this end, we should first define \(N(Z)\). Ideally, all solutions that involve moving each function from one virtual machine to another could produce a different solution. However, this would lead to a big search space. Therefore, we restrict the neighborhood to be based on changes in the mapping of the function with the biggest preceeding time gap. In other words, we evaluate the time gaps between each function. This is the time between the completion of a preceeding function and the start of processing of the current function. The function \(f'\) with the biggest time gap is chosen as a candidate for migrating. This way, \(N(Z)\) involves all possible solutions which would result from migrating \(f'\) from its current virtual node to another virtual node which has the required capabilities to process it. If there is no candidate virtual machine for \(f'\), the function with the next biggest time gap is chosen for migration. After the migration, then the scheduling of all the proceeding functions is evaluated to ensure that the flow time is minimum and its according to the restrictions in Section II-B.

3) Tabu List: If a function \(i\) has been moved from virtual machine \(j_1\) to virtual machine \(j_2\), we declare it as tabu to move this function back to \(j_1\) during the next \(m - 1\) iterations. The reason for using \(m - 1\) is to give a chance for the remaining \(m - 1\) functions in a service to be moved before the function under consideration can be returned back to its original virtual machine. It is also tabu to choose a solution with a higher flow time than the best known solution. Therefore, the tabu in this paper is recorded in short-term memory as a 2-tuple \(T(i, j_1)\).

4) Aspiration criterion: We allow for aspiration in which the criterion is to allow a tabu move if it results in a solution with a lower flow time than that of the best known solution \(Z^*\), since this would imply that the solution that results from moving \(f\) back to \(j_1\) has not been previously visited. In addition, if all available moves are classified as tabu due to having a higher flow time than the best known solution, then we determine and select a “least tabu” move, which is the move with lowest flow time of all the tabu moves.
Algorithm 2 Tabu Search-based NFMS($S$, $N$)

1: Determine Initial Solution $Z_0$
2: if $Z_0$ notPossible then
3:   Mapping and Scheduling Failed
4: return
5: end if
6: Initialize: $Z = Z_0$, $Z^* = Z_0$, $T_i = \emptyset$
7: Determine function $f$ to move and neighborhood $N(Z)$
8: while StopConditionNotMet() do
9:   solutionSet = $\emptyset$
10:   for $sCandidate \in N(Z)$ do
11:     if $sCandidate$ doesNotViolate $T_i$ then
12:       solutionSet = solutionSet $\oplus$ $sCandidate$
13:     end if
14:   end for
15: $sCandidate = $ BestFlowTime(solutionSet)
16: $Z = sCandidate$
17: updateTabuList($T_i$)
18: if FlowTime($sCandidate$) $<$ FlowTime($S^*$) then
19:   addNewTabu($T_i$, $f$, getNode($f$), getSize($S$))
20: $Z^* = sCandidate$
21: end if
22: end while
23: return $Z^*$

5) Stopping condition: Finally, we have defined two criteria which determine when the algorithm stops: (1) if after $m$ consecutive iterations without an improvement in the flow time, (2) no feasible solution in the neighborhood of solution $Z$ for all functions. Above these, the computation will also be stopped after a maximum number $\kappa$ of total iterations is reached.

The psuedocode for the proposed solution is shown in algorithm 2. An initial solution is determined in line 1, and if we are successful in getting an initial solution, the initialization step in line 6 sets this as the current solution $Z$, and as the best known solution $Z^*$. We also initialize the tabu list $T_i$ as empty. The while loop starting at line 8 will continue searching for a solution until the stopping condition is met. In lines 10 to 14, the neighborhood solutions are checked to eliminate those which are tabu. The solution with the lowest flow time is then chosen in Line 15, and the counters in the tabu list are updated in line 17. If the candidate solution has a lower flow time than the current best (line 18), and its features are added to the tabu list (line 19) and it is set as the new best (line 20).

6) Time Complexity: The time complexity of the proposed TS approach can be analyzed using the code in algorithm 2. The initial solution in Line 1 requires the same steps as the greedy algorithms except the sorting. Therefore, using the analysis given in Section III-A, we determine the complexity of Line 1 as $O(5mn)$. Line 7 involves determining the time gaps for each function, which requires time linearly proportional to $O(m)$. The same line also involves sorting the functions to determine the function with the biggest time gap. This requires $O(m \log m)$. To determine a new scheduling of all the mapped functions, we require—at most—a time of $O(mn)$. Therefore, the total time required for Line 7 is $O(m(1+n+\log m))$. Lines 10 to 14, involve 2 operations on a maximum neighborhood set whose maximum size is the number of nodes, giving a complexity of $O(2n)$. Line 15 sorts all possible solutions which can be done in a maximum time of $O(n \log n)$. Therefore, Lines 9 to 21 can be computed in a total time $O(6+2n+n \log n)$. Since the algorithm is capped by the maximum allowed number of iterations $\kappa$, the while loop in Lines 8 to 22 can be computed in time $O(\kappa(6 + 2n+n \log n))$. Therefore, the significant computation terms for TS are either Line 7 or Lines 7 - 22. Since both these terms are polynomial, the computation time of the TS algorithm is polynomial time.

V. MIXED INTEGER LINEAR PROGRAM (MILP)

A. Variable Definition

The mapping and scheduling of a function onto a node involves assigning the function to one of the available positions in one of the possible processors. In Table II, we define the decision variables as well as parameters used in the formulation. This is in addition to the parameters defined in Table I.

B. Objective function

The objective of the mathematical program proposed in this article is to find feasible function mapping solutions. The formulation may be aimed at different objectives such makespan, tardiness, earliness, flowtime, etc. While makespan is the most commonly used objective for related flexible job shop scheduling problems [18], the fact that we consider only a single service request at a time makes makespan equivalent to flowtime. Therefore, our objective is to minimize the flowtime. Minimizing flowtime ensures that there is an efficient utilization of node resources by reducing the idle times, and to some extent ensures that there is an even distribution of node workloads. This in turn means that the availability of each node is maximized by ensuring that the already mapped functions are completed in the shortest possible time. This avoids delays in completion time of newly arriving functions. If the completion time for the last function $m$ is $t_m$ and the service arrived at a time $t_a$, then the flow time is defined as $(t_m - t_a)$. The objective of the mathematical formulation is shown in (3).

Minimize $(t_m - t_a)$ (3)

C. Constraints

1) Node capacity constraints:

\[ \sum_{k=1}^{m} \sum_{i=1}^{k} \delta_{i,j,k} \leq B_j \quad \forall j \] (4)

\[ \sum_{k=1}^{m} \xi_{i,j,k} \leq \beta_{i,j} \quad \forall i, j \] (5)

Constraint set (4) ensures that the node buffer capacity is not exceeded, while (5) ensures that a given function is only processed by a given node if the machine has capabilities to process the function, and that for an eligible node, a function may only be processed in utmost one position. This is aimed at ensuring that node resources are not misused, i.e. not all existing node processing capabilities should be used for mapping a given function(s) only because they are available.
Therefore, constraint (5) enforces the difference between a totally flexible mapping (in which all nodes have capabilities to process all possible functions i.e. $\beta_{i,j} = 1 \quad \forall i,j$), and a partially flexible mapping (in which a given function may only be processed by a given set of nodes which could be less than the set of all available nodes.)

2) Assignment and sequencing constraints:

$$\sum_{i=1}^{m} \xi_{i,j,k} \leq 1 \quad \forall j, k$$  \hspace{1cm} (6)

$$\sum_{j=1}^{n} k_{j} \sum_{k=1}^{m} \xi_{i,j,k} = 1 \quad \forall i$$  \hspace{1cm} (7)

The constraint set in (6) states that a given processing position of a given node only processes at most one function at a time. This is reasonable since a given function may only be processed after processing of its preceding function. It also ensures that a given node processes a single function at a time. Similarly, the constraints in (7) ensure that both the assignment and sequencing of functions in a given service are performed in a single step (based on the subscripts $j$ and $k$). The fact that the constraint is an equality ($=$) ensures that each function is assigned to a physical node, and because it is equal to 1, then this in turn ensures that each function of the service is mapped to at most one node.

Combined, the constraints in (4), (5), (6) and (7) ensure that objective function in (3) satisfies the mapping constraints as stated in Section II, i.e. they produce feasible mapping solutions.

3) Function precedence constraints:

$$t_{i} - t_{i-1} - \sum_{j=1}^{n} \sum_{k=1}^{k_{j}} \left( \xi_{i,j,k} \times \rho_{i,j} \right) \geq 0 \quad \forall i > 1$$  \hspace{1cm} (8)

$$\tau_{j,k} - \tau_{j,k-1} - \sum_{i=1}^{m} \left( \xi_{i,j,k} \times \rho_{i,j} \right) \geq 0 \quad \forall j \geq 1, k > 1$$  \hspace{1cm} (9)

Constraint set (8) enforces the precedence constraints between functions of the same service. It is aimed at ensuring that a given function $i$ may only start its processing after its preceding function $i-1$ has been processed. In the same way, (9), is aimed at enforcing precedence requirements for the processing positions of a given node. In particular, it states that a processing position of a given function may only become available (so as to start function processing) at least after the processing of a function in its preceding position.

4) Timing constraints:

$$t_{i} - \sum_{j=1}^{n} \sum_{k=1}^{k_{j}} \left( \xi_{i,j,k} \times \left( \rho_{i,j} + t_{a} \right) \right) \geq 0 \quad \forall i = 1$$  \hspace{1cm} (10)

$$\tau_{j,k} - \sum_{i=1}^{m} \left( \xi_{i,j,k} \times \left( \rho_{i,j} + t_{a} \right) \right) \geq 0 \quad \forall j \geq 1, k = 1$$  \hspace{1cm} (11)

$$t_{i} - \sum_{j=1}^{n} \sum_{k=1}^{k_{j}} \left( \xi_{i,j,k} \times \left( \rho_{i,j} + \tau_{j} \right) \right) \geq 0 \quad \forall i$$  \hspace{1cm} (12)

$$\tau_{j,k} - \tau_{i} - M \xi_{i,j,k} \leq M \quad \forall i, j, k$$  \hspace{1cm} (14)

$$t_{i} - \tau_{j,k} + M \xi_{i,j,k} \leq M \quad \forall i, j, k$$  \hspace{1cm} (15)

$$t_{m} \leq t_{i}$$  \hspace{1cm} (16)

Where $M$ is a large positive number. Combined together, the constraints in (10), (11), (12), (13), (14) and (15) ensure that the processing of a given function of a given service only starts after its arrival. They ensure that the processing of any function on any node only commences when both the service and node are ready. In particular, constraints (10) and (11) ensure that the sequencing of the first function of each service is consistent with the arrival times of services as well as the completion of already queued services on each node. In the same way, the constraints (12) and (13) that a given node may only start processing a given function after completing the processing of the functions that have already been mapped. These are important constraint sets for the online mapping and scheduling problem as they ensure a continuous time axis, and they represent an important difference between the offline and online mapping problems.

| Variable | Description |
|----------|-------------|

$\xi_{i,j,k} \in \{0, 1\}$ binary decision variable taking value 1 if function $i$ of the service is processed on the $k^{th}$ position of node $j$

$t_{i} \geq 0$ continuous decision variable for processing completion time of function $i$

$\tau_{j,k} \geq 0$ continuous decision variable for finishing time of each processing position $k$ on node $j$

$1 \leq k \leq k_{j}$ subscript for processing positions of node $j$

$1 \leq p \leq p_{j}$ subscript for processors of node $j$
In addition, constraints (14) and (15) ensure the mutual exclusive nature of the three timing possibilities as described in Section II-B. The constraint sets in (12) and (13) ensures that the processing of function on any given node can be initiated at the end of the processing of the already queued functions.

Finally, (16) ensures that the last function in the service is fully processing before its processing deadline.

5) Variable domains:

\[ t_i \geq 0 \quad \forall i, j, k \]  (17)

\[ \tau_{j,k} \geq 0 \quad \forall i, j, k \]  (18)

\[ \xi_{i,j,k} \in \{0,1\} \quad \forall i, j, k \]  (19)

Finally, (17) and (18) ensure that the variables \( t_i \) and \( \tau_{j,k} \) are positive continuous while using (19) ensures that \( \xi_{i,j,k} \) is binary.

D. Multi-Objective MILP

It is worth noting that we can transform the objective in (3) into a multi-objective optimization problem, say, by using a linear combination of two objectives such as minimizing flowtime and ensuring load balancing for node buffer resources. This is shown in (20), where the second term represents the second objective of balancing the load. The constants \( \alpha \) and \( \lambda \) could then be used to bias the formulation to any one of the objectives, while \( \delta \) is a small value aimed at avoiding division by zero.

\[ \text{Minimize} \quad (\alpha (t_m - t_a) + \lambda \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{k_j} (\delta_i \times \xi_{i,j,k}) + \delta B_j) \]  (20)

VI. HARD VARIABLE FIXING-BASED HEURISTIC

Since solving a mixed integer linear program is known to be computationally intractable [19], the mathematical formulation proposed in Section V could become intractable for big instances of the problem. In this Section, we propose a heuristic approach, HVF, that is based on relaxing the MILP and a hard variable fixing [20] of the problem variables. The idea behind such an approach is that we can set the mathematical program to quickly abort execution and return a (possibly infeasible) solution. Such kind of a solution is the linear programming relaxation of the original MILP. Then the obtained solution can be be analyzed and rounding techniques are applied to selected non-zero variables to the nearest integer value. If some variables remain undetermined, the process is repeated, but in this case, the variables that were set in previous rounds are fixed. This means that the linear program solved in future iterations is a restricted linear program. Therefore, at each successive iteration, only a smaller problem size is solved until a final solution is obtained.

For the relaxed linear program (LP), all the equations in the MILP still hold, except for the domain constraint (19). This constraint is changed to (21).

\[ 0 \leq \xi_{i,j,k} \leq 1 \quad \forall i, j, k \]  (21)

Therefore, the proposed heuristic is as follows: On arrival of a service request, LP is solved. This gives (possibly) multiple values of \( \xi_{i,j,k} \) for each function. It can be observed that by virtue of the assignment constraint (7), each function of a given service will have a non-zero value for at least one processing position in all the available nodes. Starting with the first function of the service, the nodes with non-zero \( \xi_{i,j,k} \) values are evaluated on two fronts: (1) the value of \( \xi_{i,j,k} \), and (2) the completion time \( \pi_j \). These two values are combined based on (22) to determine a ranking for each node.

\[ \text{ranking} = \frac{\xi_{i,j,k}}{\pi_j} \]  (22)

The reasoning behind the ranking criterion in (22) is that since LP is formulated to minimize the flowtime, it would normally assign very low values to values \( \xi_{i,j,k} \) which could easily be removed from the solution, or those that have the potential to give a worse solution. Therefore, our ranking ensures that we are preferring those nodes with higher values of \( \xi_{i,j,k} \). In addition, we already have some evaluation on how soon a given node can start the processing of any function in the value \( \pi_j \). By using this value in the denominator, we prefer nodes with lower values of \( \pi_j \). The function is mapped and scheduled to the node with the highest ranking. This is then repeated for all the other functions, taking into considerations the constraints defined in Section II. In algorithm 3 we show the pseudo code for the proposed algorithm.

Algorithm 3 HVF (S, N)

1: Backup Substrate Network State
2: Reduced Service \( S^* = S \)
3: for Function \( i \in S \) do
4: Solve LP-HF \( (S^*, N) \)
5: if \( (i = 1) \) then
6: \( t_{i-1} = t_a \)
7: end if
8: Initialise Node \( j^* = \text{null}, v = 0 \)
9: for Node \( j \in N \) do
10: \( t_e = \rho_{ij} + \max(\pi_j, t_{i-1}) \)
11: for Position \( k \in k_j \) do
12: if \( ((B_j \geq \delta) \land (\chi_{i,j,k} > v) \land (t_e \leq t_l)) \) then
13: \( j^* = j \)
14: end if
15: end for
16: end for
17: if \( (j^* = \text{null}) \) then
18: Mapping Failed. Reset Resources Status
19: return
20: end if
21: Map the function \( i \) onto \( j^* \)
22: Set \( t_i = \max(\pi_j, t_{i-1}) \)
23: Update \( B_j, \pi_j, \) and \( t_{i-1} \)
24: Delete \( i \) from \( S^* \)
25: end for
A. Time Complexity

Line 1 of algorithm 3 can be performed in time proportional to $O(n)$, while line 2 can be performed in $O(m)$. Line 4 is a linear program which can be solved in polynomial time given by $O(N^{3.5}L^2)$ using an algorithm proposed by [21], where $N$ is the dimension of the problem (number of variables) and $L$ is the number of bits in the input. For our mathematical formulation, the number of variables $N = (m + nm^2)$, implying that line 4 can be solved in $O((m+nm^2)^{3.5}L^2)$. The for loop in lines 9 – 16 can be performed in time $O(n(4m + 4))$, while lines 17 – 24 can be performed in time $O(2 + 3m)$. Therefore, the dominating computation requirements are on the solution for the linear program, which is solved for each function. This implies that the hard variable fixing heuristic can be performed in polynomial time given by $O(n^{3.5}m^{6.5}L^2)$.

VII. Evaluations

A. Simulation Environment

To evaluate the proposed algorithms, we have implemented a discrete event simulator in Java. In these evaluations, the services to be mapped and scheduled arrive one at a time following a poisson distribution. The mathematical programs are solved using CPLEX 12.6 [22]. Simulations were run on a Windows 8.1 64-bit operating system machine with 16.00GB RAM and an Intel dual core each with 2.40GHz CPU.

1) Simulation Parameters: We defined 10 different network functions with unique labels 1 – 10. Any given service is created as an ordered combination of a given number of these functions. The service arrival rate is 1 service in every 3 time units, and any service utilizes a given node resources until it has been processed by the corresponding node. Unless stated otherwise, the main parameters used in these simulations for creating the physical network and services are chosen randomly following a uniform distribution with minimum and maximum values shown in Table III. The choice of uniform distribution and random nature of these parameters is motivated by evaluations normally performed for the related problem of VNE [23], [24], [25]. Each simulation involves services arriving to the physical network, being mapped and scheduled (or rejected in case the constraints cannot be met), and departing from each node after being processed. Simulations are carried out for 1,500 service arrivals. The maximum number of iterations $\kappa$ for the TS algorithm is 500.

B. Compared Algorithms

Since we are not aware of any online mapping and scheduling proposals for network functions, we have only compared the performance of our proposed algorithms. The codes in Table IV are used to represent each of the algorithms.

C. Simulation Results

The results of the simulations are shown in Figures 5 - 14. In what follows we discuss these results.

1) Acceptance ratio: Fig. 5 shows the variation of service acceptance ratio with service arrivals. The acceptance ratio is defined as the proportion of the total service requests that are accepted by the network. It is a measure of how efficiently the algorithm uses network resources for accepting service requests\(^3\). As can be noted from the figure, the two algorithms MILP and HVF which are based on mathematical programming perform better than the others. The reason for this is that in the mathematical formulations any given solution (mapping and scheduling) is based on the global knowledge of all the possible solutions. In particular, since the functions to be mapped have restrictions in terms of nodes where they can be mapped, performing sequential mapping as is done in greedy algorithms may lead to situations where a function with many mapping options uses up resources of a given node which could possibly be the only option for another function in the same service. It can also be noted that MILP performs better than HVF. This expected, since MILP always finds the optimal mapping and scheduling solution while HVF is a heuristic.

In addition, GBA performs significantly better than the other greedy algorithms GFP and GLL, while TS performs better than GBA. The reason why GBA performs well could be attributed to ensuring that services are mapped to nodes which have earlier availability. This ensures that the total time that the service (or any of its functions) takes waiting in a queue for processing is minimized, which does not only avoid holding up resources which could be used by other services, but also ensures that the flow time is within the service requirements. The fact that TS performs better than GBA could be due to the fact that unlike GBA, TS has a chance to iteratively improve the solution. But since the evaluation of new solutions for TS is based on shortest flow time (just like the greedy criterion in GBA), we can observe that the difference in performance for these two algorithms is no so big. Finally, we observe that the greedy approach, which is biased towards favoring using nodes that are least loaded (GLL), performs better than GFP, which is based on favoring nodes with the best processing capacities. This can be attributed to the fact that least loaded nodes are likely to have shorter queues, which implies that

\(^3\)Once more, this evaluation parameter is motivated by evaluations in VNE.
services mapped onto such nodes get processed earlier, and hence they do not occupy the node resources for longer periods which could possibly lead to rejecting service requests.

2) Effect of Processing Deadline: As defined in the proposed algorithms, each service arrives with a constraint on the latest time that its processing may be completed. In Fig. 6, we evaluate the effect of this deadline on the acceptance ratio. We vary the service deadline from 0 to 20000 in steps of 1000 and at each step we perform a simulation for 1500 service arrivals. The value of acceptance ratio shown is that after 1500 service arrivals. As can be observed from the figure 6, the acceptance ratio sharply increases from zero when the deadline is zero before becoming almost constant with increasing deadlines. When service deadlines are very low, they do not even allow for processing of packets at the nodes. As the deadlines increase, nodes are not only able to process some functions, but may also keep some in their queues in cases its required. This accounts for the increasing acceptance ratio early on. At high values of acceptable delays, the acceptance ratio is comparable to the values obtained in Fig. 5, and is not dependent of the delay. This may be attributed to the fact that the networks are allowed to queue up as many services for processing for as long as they have the resources to process them. However, this would be at the expense of completing service processing on time.

3) Average Time Gaps and Flow Time: Figs 7 and 8 show average time gaps and flow time respectively. The time gaps for a given service are determined by summing all those times from when the service arrives when none of its constituent functions is being processed. The average time gaps are determined by averaging the cumulative time gaps of all successfully mapped and scheduled services. Similarly, the flow time is determined as the total time that a given service spends in the network while any of its function is being processed or waiting to be processed. In the same way, values shown in 8 are average values taking into consideration the total successfully mapped and scheduled services. It can be observed that GFP has a considerably higher value of time gaps compared to the other algorithms. This could be attributed to always trying to map a given function to the node that processes it faster. This means that a node that has the least processing time for a given function is likely to always be over loaded, causing a longer queue at such a node, which implies that other functions for the same service should wait for such a function. This is contrary to GLL, for example, which specifically ensures that functions are mapped to those nodes with the lowest loading, which ultimately reduces the waiting times of their executions and hence the time gaps. The reason that TS and GBA perform better than GLL can be attributed to the fact the former algorithms are specifically formulated with the objective of minimizing the flow time. This gives these algorithms an edge in reducing the time gaps, since we could have a scenario where a given node is lightly loaded in terms of buffer/storage utilization, but only because the mapped functions do not require a lot of buffer resources, but take a long time to process. In this way, a function may actually be mapped onto a node where it may have to wait longer, even though this node is not highly loaded. The fact that MILP and HVF have the best performance can be attributed to the mathematical programs being formulated with the objective of minimizing the flowtime. In addition to their global problem and solution space knowledge advantages, both MILP and HVF may have even more capabilities to further reduce the time gaps, since we could have a scenario where a given node is lightly loaded in terms of buffer utilization, but only because the mapped functions do not require a lot of buffer resources, but take a long time to process. In this way, a function may actually be mapped onto a node where it may have to wait longer, even though this node is not highly loaded. For these reasons, we observe that the actual flow times shown in Fig. 8 have a similar profile as the time gaps in Fig. 7.

4) Node Queue Length: Figure 9 shows the cumulative queue length for all the nodes in the network. We define the queue length of a given network as the total completion time of processing all the functions queued at all its nodes. Subsequent values involve accumulating these values for each accepted service. As expected, we observe that the queue sizes increase as the network accepts more services. In addition, at the beginning, we have a profile similar to that in Fig. 8 where GBA and TS perform better than GFP and GLL, and MILP and HVF better than all other four. Once more this can be explained by the differences in the time gaps from all the algorithms. However, we also observe that as the number of arriving requests increases, the queue of GFP starts increasing at a lower rate, and so does that of GLL. Towards the end of the simulation (1500 service requests), the all the queues are
almost comparable, and increase at the same rate. The reason for this could be that at that point, the queues have grown to the maximum sizes that could be permitted by the processing deadlines of each arriving service, hence all services that would make the queues grow higher than these levels are rejected.

5) Computation time: In Fig. 10 we show the computation times (log scale\(^4\)) for all the algorithms. We define computation time as the time taken to complete the computation of the mapping and scheduling solution using a given algorithm. We observe that the computation times of GFP, GBA and GLL are significantly lower than those of TS, HVF and MILP. This is expected since finding a solution using a mathematical program involves exploring all possible solutions to find the optimal one, as compared to a greedy approach, which only finds a solution on a defined greedy criterion. It can also be observed that the computation time of TS and HVF are much lower than that of MILP. This can be explained by the fact that MILP solves a binary mathematical program while HVF only solves a linear program, which requires less computation resources. In the same way, the computation time of TS is based on multiple individual computations that are polynomial in the size of the physical network and the number of functions.

\(^4\)We use log scale since the highest computation times are several magnitudes higher than the lowest ones, which would have made the latter invisible on a linear scale.

6) Cost and Revenue: Figures 11 and 12 show the mapping and scheduling costs as defined in Section II-C. The values shown are cumulative, implying that after every successful mapping and scheduling, both the cost and revenues are determined using equations (2) and (1) respectively, and then added to values from the previous accepted service. It can be observed from 11 that MILP has the lowest cost while GFP the highest, and that these costs increase at almost the same rate for all algorithms. These costs are representative of both the amount of time packets belonging to a given service would require to be processed, as well as the total amount of network resources that would be utilized during that time. It can be observed that, as expected, algorithms that result in higher queues have higher mapping costs. It should however be noted that these costs are not representative of the number of actual functions that are processed by a network at any time. This can be confirmed by the fact that even with the lowest cumulative cost, MILP has the highest acceptance ratio, implying that its average cost per accepted service is much lower. Looking at the cumulative revenue profiles in Fig. 12 shows a profile similar to that of the acceptance ratio in Fig. 5, where the more services that are accepted, the higher the revenue. An algorithm that has a higher acceptance ratio is likely to have a high revenue in the long run, which would lead to better profitability for infrastructure providers.
There have already been a number of frameworks and architectures proposed for NFV. These include [4] which is a

addition to mapping virtual nodes and links onto a physical network. Moreover, in the mapping of VNFs, a given virtual node may map more than one function from the same service if it is able to process them (possibility of many-to-one mapping). Therefore, the problem involves not only the mapping of virtual machines onto physical machines, but also VNFs onto the virtual machines. It also involves the scheduling of these functions so as to ensure that their timing and precedence requirements are met. VNE does not have this requirement. Finally, as noted by the ETSI ISG on NFV [3], "resource allocation requirements in NFV add new complexity compared to known resource allocation strategies for computing resources in virtualized environments since different VNFs have different latency requirements".

### B. Real-time Scheduling

The function scheduling part of our proposal is related to real-time scheduling [27]. Real-time scheduling algorithms may be classified as either offline [28], [29] or online [27], [30]. Static algorithms allocate jobs to processors assuming that all jobs are available to start processing at the same time, while online scheduling is intended for applications in which the jobs or tasks which may unexpectedly arrive [27]. In this context, we can compare the mapping and scheduling of VNFs to the classical flexible job shop scheduling problem (FJSP) [31]. The FJSP deals with need to determine a schedule of jobs that have pre-specified operation sequences in a multi-machine environment. While the FJSP is well studied with approaches ranging from meta-heuristics, and artificial intelligence-based approaches [18] almost all approaches in this regard concentrate on the offline problem, in which it is assumed that all the jobs to be scheduled are available at the same time [32]. However, to benefit from the full potential of NFV, it is necessary to allow for an environment where the need to create services appears when there is need. The online scheduling problem is more difficult since we need to consider the arrival times of the requests and there are more possibilities of inefficient resource utilization due to time gaps created by earlier mappings and schedules.

### C. NFV Frameworks and Architectures

There have already been a number of frameworks and architectures proposed for NFV. These include [4] which is a
non-proprietary white paper authored by network operators to outline the benefits, enablers and challenges for NFV, [33] an Internet draft that discusses the problem space of NFV and [34] a reference architecture and a framework to enforce service function chaining with minimum requirements on the physical topology of the network. In addition, Clayman et al. [35] describe an architecture that uses an orchestrator to monitor the utilization of infrastructure resources so as to place virtual routers according to policies set by the infrastructure provider, while DROP [36] proposes a distributed paradigm for NFV through the integration of software-defined network [37] and information technology (IT) platforms. T-NOVA [38] outlines an architecture, which allows operators to deploy VNFs and offer them to their customers, as value-added services. All these approaches do not address the mapping and scheduling aspects of NFV.

D. Network Function Mapping and Scheduling

The authors in [39] present and evaluate a formal model for resource allocation of VNFs within NFV environments, called VNF placement. However, they do not consider the fact that network functions have precedence constraints, hence they consider the problem as a mapping one, similar to VNE. Similarly, [40] formulates the problem assuming that nodes have unlimited buffer/storage space to store network functions as they wait for forwarding it to the next node in the sequence. The authors only formulate the problem without solving it. Finally, [41] proposes an algorithm for finding the placement of the VNFs and chaining them together considering the limited network resources and requirements of the functions. All these proposals consider the offline problem in which all the service requirements are known at the same time.

IX. Conclusion

In this paper, we have formally defined the problem of mapping and scheduling virtualized network functions onto virtual machines. We have proposed a set of greedy algorithms, a tabu search-based heuristic, a mixed integer linear program and a linear program-based hard variable fixing heuristic. We have extensively evaluated different aspects of these algorithms including acceptance ratio, cost, revenue and computation time and discussed the advantages and disadvantages of each of them. We have also performed a statistical analysis to evaluate the error margins on the presented results. It is our opinion that these algorithms can be used as a starting point for future algorithms and evaluation bench marks.

However, the algorithms proposed in this paper do not consider the links between physical nodes, and consequently, the link delays for transferring a given function from one node to another (for processing of the proceeding function) are considered to be negligible. It would be interesting to evaluate the effect of link delays. The algorithms considered in this paper are also static in that after the initial mapping and scheduling, the functions are not migrated with changing network conditions.
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