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Abstract

We study the homogenization of a stochastic Schrödinger equation with a large periodic potential in solid state physics. Denoting by $\varepsilon$ the period, the potential is scaled as $\varepsilon^{-2}$. Under a generic assumption on the spectral properties of the associated cell problem, we prove that the solution can be approximately factorized as the product of a fast oscillating cell eigenfunction and of a slowly varying solution of an effective equation. Our method is based on two-scale convergence and Bloch waves theory.
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1. Introduction

There is a vast literature on periodic and quasi-periodic homogenization of partial differential equations. For nonlinear Schrödinger-type equations with semi-classical scaling and an additional highly oscillatory periodic potential, recently the rigorous study of the corresponding asymptotic regime $\varepsilon \to 0$, known as the semi-classical approximation, attracted lots of interest (see e.g. \cite{6,19,21,22}). The scaling of deterministic Schrödinger equation, which is different from the semi-classical scaling, is studied by Allaire and Piatnitski in \cite{2,3}. Contrasted with deterministic homogenization, very few results are available as regards the homogenization of stochastic partial differential equations (SPDEs) (see \cite{22,23}). In some circumstances, randomness has to be taken into account and it often occurs through a random potential. So we consider the macroscopic potential under random perturbation, and study the homogenized problem of stochastic Schrödinger equation. To stochastic Schrödinger equation, Bouard and Debussche studied the properties of the solutions in the case of additive noise in \cite{10}, multiplicative noise in \cite{12} and white noise dispersion in \cite{13}. Variational solutions of stochastic Schrödinger equations were studied in \cite{15,16,17}.

To prove the convergence to the homogenized problem of the stochastic Schrödinger equation, the main idea is to use Bloch wave theory to build adequate oscillating test functions and to pass to the limit using two-scale convergence. The method of Bloch waves \cite{8}, or the Bloch transform, is a generalization of Fourier transform that leaves invariant periodic functions, for a modern treatment of this topic see \cite{2,3}. The method
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of two-scale convergence is a powerful tool for studying homogenization problems for partial differential equations with periodically oscillating coefficients. Two-scale convergence has been introduced by Nguetseng \[14\] and Allaire \[1\]. And the theory of the two-scale convergence from the periodic to the stochastic setting has been extended by Bourgeat, Mikelić and Wright in \[7\], using techniques from ergodic theory. A striking advantage of the two-scale convergence method is that the homogenized and local problems appear directly as convergence results and do not have to be derived by tedious and somewhat dubious calculations. In practice, multiplying the global equation by an adequate test function and applying theorems yields both the local and the homogenized equations, and the proof of the convergence.

We study the homogenization of the following Schrödinger equation with white noise

\[
\begin{cases}
    i \frac{\partial u_\varepsilon}{\partial t} - \frac{\partial}{\partial x} (\sigma(x_\varepsilon) \frac{\partial u_\varepsilon}{\partial x}) + (\varepsilon^{-2} c(x_\varepsilon) + d(x_\varepsilon, x_\varepsilon)) u_\varepsilon + g(t, x_\varepsilon) \frac{dW(t)}{dt} = 0 & \text{in } D \times [0, T], \\
    u_\varepsilon = 0 & \text{on } \partial D \times [0, T], \\
    u_\varepsilon(0, x) = u_0^\varepsilon(x) & \text{in } D, 
\end{cases}
\]

(1.1)

where \( D \subset \mathbb{R} \) is an open set, \( 0 < T < \infty \), and the unknown function \( u_\varepsilon \) is complex-valued. The coefficients \( \sigma(y), c(y) \) and \( d(x, y) \) are real and bounded functions defined for \( x \in D \) and \( y \in \mathbb{T} \) (the unit torus). The function \( g \) is given different assumptions to get different results. Furthermore, the real-valued Wiener processes \( W(t) \) is defined on the complete probability space \( (\Omega, \mathcal{F}, P) \) endowed with the canonical filtration \( (\mathcal{F}_t)_{t \in [0, T]} \).

We are interested in the behavior of the solution \( u_\varepsilon(t, x, \omega) \) as \( \varepsilon \to 0 \). And we first introduce the Bloch or shifted cell problem,

\[-(\frac{\partial}{\partial y} + 2i\pi \theta) \left( \sigma(y)(\frac{\partial}{\partial y} + 2i\pi \theta) \psi_n \right) + c(y) \psi_n = \lambda_n(\theta) \psi_n \text{ in } \mathbb{T},\]

where \( \theta \in \mathbb{T} \) is a parameter and \( (\lambda_n(\theta), \psi_n(y, \theta)) \) is the \( n^{th} \) eigenpair. In physical terms, the range of \( \lambda_n(\theta) \), as \( \theta \) run in \( \mathbb{T} \), is a Bloch or conduction band (also called Fermi surface). Under some assumptions, we focus on higher energy initial data (or excited states) and consider well-prepared initial data of the type

\[ u_0^\varepsilon(x) = \psi_n(\frac{x}{\varepsilon}, \theta^n) e^{2i\pi \frac{\theta^n}{\varepsilon} . x}, \]

we shall prove in Theorem 1 and Theorem 2 that the solution of (1.1) with different type of noise satisfies

\[ u_\varepsilon(t, x, \omega) \approx e^{i \frac{\lambda_n(\theta) t}{\varepsilon^2}} e^{2i\pi \frac{\theta^n}{\varepsilon} . x} \psi_n(\frac{x}{\varepsilon}, \theta^n) v(t, x, \omega), \]

(1.3)

where \( v(t, x, \omega) \) is the unique solution of the corresponding homogenized stochastic Schrödinger equation.

The paper is organized as follows. In Section 2 we define the functional spaces, make some assumptions, and introduce some results on Bloch theory and two-scale convergence. In Section 3 we derive all the two-
scale limits and pass to the limit in the variational formulation using particular test functions. We obtain the homogenized stochastic Schrödinger equation with additive noise. Section 4 is devoted to the derivation of the homogenized stochastic Schrödinger equation with multiplicative noise.

2. Preliminaries

The inner product in $L^2(D)$ is given by

$$ (u, v) := \int_D u(x)\overline{v(x)}dx, \text{ for all } u, v \in L^2(D), $$

where $\overline{v}$ is the complex conjugate of $v$, while the inner product in $H^1(D)$ is constituted by

$$ (u, v)_{H^1} := \int_D [u(x)\overline{v(x)} + \frac{d}{dx}u(x)\frac{d}{dx}\overline{v(x)}]dx, \text{ for all } u, v \in H^1(D). $$

We make the following assumptions on this stochastic Schrödinger equation.

**Hypothesis H.1.** The coefficients $\sigma(y)$ and $c(y)$ are real measurable bounded periodic functions, i.e. their entries belong to $L^\infty(\mathbb{T})$, while $d(x, y)$ is real measurable and bounded with respect to $x$, and periodic continuous with respect to $y$, i.e. its entries belong to $L^\infty(D; C(\mathbb{T}))$.

**Hypothesis H.2.** The function $\sigma$ is uniformly positive definite, i.e. there exists $\nu > 0$ such that: $\sigma(y) \geq \nu$, for a.e. $y \in \mathbb{T}$.

2.1. Bloch Spectrum

We recall the so-called Bloch (or shifted) spectral cell equation

$$ -\left(\frac{\partial}{\partial y} + 2i\pi\theta\right)\left(\sigma(y)\left(\frac{\partial}{\partial y} + 2i\pi\theta\right)\psi_n\right) + c(y)\psi_n = \lambda_n(\theta)\psi_n \text{ in } \mathbb{T}. \quad (2.1) $$

which, as a compact self-adjoint complex-valued operator on $L^2(\mathbb{T})$, admits a countable sequence of real increasing eigenvalues $(\lambda_n)_{n \geq 1}$ (repeated with their multiplicity) and normalized eigenfunctions $(\psi_n)_{n \geq 1}$ with $||\psi_n||_{L^2(\mathbb{T})} = 1$. The dual parameter $\theta$ is called the Bloch frequency and it runs in the dual cell of $\mathbb{T}$, i.e. by periodicity it is enough to consider $\theta \in \mathbb{T}$.

In the sequel, we shall consider an energy level $n \geq 1$ and a Bloch parameter $\theta^n \in \mathbb{T}$ such that the eigenvalue $\lambda_n(\theta^n)$ satisfies some assumptions. Depending on these precise assumptions we obtain different homogenized limits for the Schrödinger equation (1.1).

**Hypothesis H.3.** $\lambda_n(\theta^n)$ is a simple eigenvalue; $\theta^n$ is a critical point of $\lambda_n(\theta)$, i.e. $\frac{d\lambda_n}{d\theta}(\theta^n) = 0$.

**Remark 1.** This assumption of simplicity has two important consequences. First, if $\lambda_n(\theta^n)$ is simple, then it is infinitely differentiable in a vicinity of $\theta^n$. Second, if $\lambda_n(\theta^n)$ is simple, then the limit problem is going to be a single Schrödinger equation.
Under Hypothesis H.3., it is a classical matter to prove that the \( n \)th eigenpair of (2.1) is smooth in a neighborhood of \( \theta^n \). Introducing the operator \( \mathcal{A}_n(\theta) \) defined on \( L^2(\mathbb{T}) \) by
\[
\mathcal{A}_n(\theta) \psi = -\left( \frac{\partial}{\partial y} + 2i\pi \theta \right) \left( \sigma(y) \left( \frac{\partial}{\partial y} + 2i\pi \theta \right) \psi \right) + c(y)\psi - \lambda_n(\theta)\psi,
\] (2.2)
it is easy to differentiate (2.1). The first derivative satisfies
\[
\frac{\partial \psi_n}{\partial \theta} = 2i\pi(\frac{\partial}{\partial y} + 2i\pi \theta)\psi_n + (\frac{\partial}{\partial y} + 2i\pi \theta)(\sigma(y)2i\pi\psi_n) + \frac{\partial \lambda_n}{\partial \theta}(\theta)\psi_n,
\] (2.3)
and the second derivative is
\[
\frac{\partial^2 \psi_n}{\partial \theta^2} = 4i\pi(\frac{\partial}{\partial y} + 2i\pi \theta)\frac{\partial \psi_n}{\partial \theta} + 2(\frac{\partial}{\partial y} + 2i\pi \theta)(\sigma(y)2i\pi\psi_n) + \frac{\partial^2 \lambda_n}{\partial \theta^2}(\theta)\psi_n.
\] (2.4)
Under Hypothesis H.3., we have \( \frac{\partial \lambda_n}{\partial \theta}(\theta^n) = 0 \), thus equation (2.3) and (2.4) simplify for \( \theta = \theta^n \) and we find
\[
\frac{\partial \psi_n}{\partial \theta} = 2i\pi \zeta, \quad \frac{\partial^2 \psi_n}{\partial \theta^2} = -4\pi^2 \chi,
\] (2.5)
where \( \zeta \) is the solution of
\[
\mathcal{A}_n(\theta^n)\zeta = \sigma(y)(\frac{\partial}{\partial y} + 2i\pi \theta^n)\psi_n + (\frac{\partial}{\partial y} + 2i\pi \theta^n)(\sigma(y)\psi_n) \quad \text{in } \mathbb{T},
\] (2.6)
and \( \chi \) is the solution of
\[
\mathcal{A}_n(\theta^n)\chi = 2\sigma(y)(\frac{\partial}{\partial y} + 2i\pi \theta^n)\zeta + 2(\frac{\partial}{\partial y} + 2i\pi \theta^n)(\sigma(y)\zeta) + 2\sigma(y)\psi_n - \frac{1}{4\pi^2} \frac{\partial^2 \lambda_n}{\partial \theta^2}(\theta^n)\psi_n \quad \text{in } \mathbb{T}.
\] (2.7)
There exists a unique solution of (2.6), up to the addition of a multiple of \( \psi_n \). Indeed, the right hand side of (2.6) satisfies the required compatibility condition or Fredholm alternative (i.e. it is orthogonal to \( \psi_n \)) because \( \zeta \) is just a multiple of the partial derivative of \( \psi_n \) with respect to \( \theta \) which necessarily exists. By the same token, there exists a unique solution of (2.7), up to the addition of a multiple of \( \psi_n \). The compatibility condition of (2.7) yields a formula for the value \( \frac{\partial^2 \lambda_n}{\partial \theta^2}(\theta^n) \), see [2, 3].

2.2. Two-Scale Convergence

We will summarize in this section several results about the two-scale convergence that we will use throughout the paper. For the results stated without proofs, see [1, 7, 26]. We denote by \( C_\#(\mathbb{T}) \) the space of functions from \( C(\mathbb{T}) \) that have \( \mathbb{T} \)-periodic boundary values.

**Definition 1.** We say that a sequence \( u_\varepsilon \in L^2(\Omega \times [0, T] \times D) \) two scale converges to \( u \in L^2(\Omega \times [0, T] \times D \times \mathbb{T}) \),
and denote this convergence by
\[ u_\varepsilon \xrightarrow{2-s} u \quad \text{in} \quad \Omega \times [0,T] \times D, \]
if for every \( \Psi \in L^2(\Omega \times [0,T] \times D; C_\#(T)) \) we have
\[
\lim_{\varepsilon \to 0} \int_\Omega \int_0^T \int_D u_\varepsilon(\omega, t, x) \Psi(\omega, t, x, \frac{x}{\varepsilon}) \, dx \, dt \, d\mathbb{P} = \int_\Omega \int_0^T \int_D u(\omega, t, x, y) \Psi(\omega, t, x, y) \, dy \, dx \, dt \, d\mathbb{P}.
\]

The following propositions are of great importance in obtaining the homogenization result.

**Proposition 1.** Assume that the sequence \( u_\varepsilon \) is uniformly bounded in \( L^2(\Omega \times [0,T] \times D) \). Then exists a subsequence, still denoted by \( u_\varepsilon \), and a limit \( u_0(\omega, t, x, y) \in L^2(\Omega \times [0,T] \times D \times \mathbb{T}) \) such that
\[
u_\varepsilon(\omega, t, x) \xrightarrow{2-s} u_0(\omega, t, x, y) \quad \text{in} \quad \Omega \times [0,T] \times D.
\]

**Proposition 2.** Assume that the sequence \( u_\varepsilon \) is uniformly bounded in \( L^2(\Omega \times [0,T] \times D) \), and the sequence \( \varepsilon \nabla u_\varepsilon \) is also uniformly bounded in \( L^2(\Omega \times [0,T] \times D) \). Then there exists a subsequence, still denoted by \( u_\varepsilon \), and a limit \( u_0(\omega, t, x, y) \in L^2(\Omega \times [0,T] \times D; H^1(\mathbb{T})) \) such that
\[
\varepsilon \partial u_\varepsilon(\omega, t, x) \xrightarrow{2-s} \partial u_0(\omega, t, x, y) \quad \text{in} \quad \Omega \times [0,T] \times D.
\]

Notation. for any function \( \phi(x,y) \) defined on \( D \times \mathbb{T} \), we denote by \( \phi^\varepsilon \) the function \( \phi(x, x_\varepsilon) \).

3. Homogenization with Additive Noise

We now study the homogenization of the following Schrödinger equation with additive white noise
\[
\begin{cases}
i \frac{\partial u_\varepsilon}{\partial t} - \Delta u_\varepsilon + (\varepsilon^{-2} c(\frac{x}{\varepsilon}) + d(\frac{x}{\varepsilon}))u_\varepsilon + g(t, \frac{x}{\varepsilon}) \frac{dW(t)}{dt} = 0 & \text{in} \quad D \times [0,T], \\
u_\varepsilon = 0 & \text{on} \quad \partial D \times [0,T], \\
u_\varepsilon(0, x) = u_0(x) & \text{in} \quad D.
\end{cases}
\tag{3.1}
\]

**Hypothesis H.4.** We assume that the function \( g(t, \frac{x}{\varepsilon}) \) has the following type,
\[
g(t, \frac{x}{\varepsilon}) = e^{i \frac{\Lambda_\varepsilon}{\varepsilon} \cdot x} e^{2i \pi \frac{\Lambda_\varepsilon}{\varepsilon}} \tilde{g}(\frac{x}{\varepsilon}),
\]
where \( \tilde{g} \) is real measurable bounded periodic function.

We obtain the a priori estimates, existence and uniqueness of the variational solution of Schrödinger equation (3.1). For the following results, see [10].
Lemma 1. Assume (H.1., H.2., H.4.). For every $\varepsilon > 0$, $u_0^\varepsilon \in H^1(D)$, and $T > 0$, there exists a unique variational solution $u_\varepsilon \in L^2(\Omega; C([0, T]); L^2(D)) \cap L^2(\Omega \times [0, T]; H^1(D))$ of stochastic Schrödinger equation (3.1) in the following sense:

$$
(u_\varepsilon, v) = (u_0^\varepsilon, v) - i \int_0^t (\sigma(\varepsilon x) \frac{\partial u_\varepsilon}{\partial x}, \frac{\partial v}{\partial x}) ds + i \int_0^t \left( (\varepsilon^{-2} e^{\frac{x_0}{\varepsilon}} + d(x, \varepsilon)) u_\varepsilon, v \right) ds
$$

for a.e. $\omega \in \Omega$, all $t \in [0, T]$ and for all $v \in H^1(D)$. Moreover, there exists a constant $C_T$ that depends on $T$ such that

$$
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|u_\varepsilon\|^2 + \varepsilon^2 \int_0^T \|u_\varepsilon\|^2_{H^1} dt \right) < C_T.
$$

Theorem 1. Assume (H.1.-H.4.) and that the initial data $u_0^\varepsilon \in H^1(D)$ is of the form

$$
u_0^\varepsilon(x) = \psi_n(\frac{x}{\varepsilon}, \theta_n) e^{2i\pi \frac{n_\varepsilon}{\varepsilon^2}} v^0(x),
$$

with $v^0 \in H^1(D)$. The solution of (3.1) can be written as

$$u_\varepsilon(t, x) = e^{i \frac{\lambda_n(\theta_n^y)}{\varepsilon^2} t} e^{2i\pi \frac{n_\varepsilon}{\varepsilon^2}} u_\varepsilon(t, x),
$$

where $v_\varepsilon$ two-scale converges to $\psi_n(y, \theta_n)v(t, x)$, uniformly on compact time intervals in $\mathbb{R}^+$, and $v$ is the unique solution of the homogenized Schrödinger equation

$$
\begin{cases}
\frac{\partial v}{\partial t} - \frac{\partial}{\partial x} \left( \sigma_n \frac{\partial v}{\partial x} \right) + d_n^* (x) v + g^* \frac{dW(t)}{dt} = 0 \quad \text{in } D \times [0, T], \\
v = 0 \quad \text{on } \partial D \times [0, T], \\
v(0, x) = v^0(x) \quad \text{in } D.
\end{cases}
$$

with $\sigma_n^* = \frac{1}{8\pi^2} \frac{\partial^2 \lambda_n(\theta_n^y)}{\partial \theta_n^y}$, $d_n^*(x) = \int_\Omega d(x, y) |\psi_n(y)|^2 dy$, and $g_n^* = \int_\Omega g(y) |\psi_n(y)|^2 dy$.

Proof. Define a sequence $v_\varepsilon$ by

$$v_\varepsilon(t, x) = u_\varepsilon(t, x) e^{-i \frac{\lambda_n(\theta_n^y)}{\varepsilon^2} t} e^{-2i\pi \frac{n_\varepsilon}{\varepsilon^2}}.
$$

Since $|v_\varepsilon| = |u_\varepsilon|$, by Lemma 1, we have

$$
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|v_\varepsilon\|^2 + \varepsilon^2 \int_0^T \|v_\varepsilon\|^2_{H^1} dt \right) < C_T,
$$

and applying Proposition 2, up to a subsequence, there exists a limit $v^*(\omega, t, x, y) \in L^2(\Omega \times [0, T] \times D; H^1(T))$.
such that
\[ v_\varepsilon(\omega, t, x) \xrightarrow{2-s} v^*(\omega, t, x, y) \quad \text{in} \quad \Omega \times [0, T] \times D, \]  
\[ \varepsilon \frac{\partial v_\varepsilon(\omega, t, x)}{\partial x} \xrightarrow{2-s} \frac{\partial v^*(\omega, t, x, y)}{\partial y} \quad \text{in} \quad \Omega \times [0, T] \times D. \] (3.8)

Similarly, by definition of the initial data and Proposition 1,
\[ v_\varepsilon(0, x) \xrightarrow{2-s} \psi_n(y, \theta^n)v^0(x) \quad \text{in} \quad \Omega \times [0, T] \times D. \] (3.9)

First step. We multiply (3.1) by the complex conjugate of
\[ \varepsilon^2 \phi(\omega, t, x, \frac{x}{\varepsilon}) e^{i \lambda_n(\theta^n) \mu} e^{2i\pi \frac{\theta_n}{\varepsilon}}, \] (3.10)
where \( \phi(\omega, t, x, \frac{x}{\varepsilon}) \) is a smooth test function defined on \( \Omega \times [0, T] \times D \times T \), with compact support in \( [0, T] \times D \).

Integrating with respect to \( \omega \in \Omega \) and \( t \in [0, T] \), we obtain
\[
\begin{align*}
&i\varepsilon^2 \int_\Omega \int_D v_\varepsilon^0 \phi^* e^{-2\pi \frac{\theta_n}{\varepsilon}} \, dx \, d\mathbb{P} - i\varepsilon^2 \int_\Omega \int_0^T \int_D v_\varepsilon \frac{\partial \phi^*}{\partial t} \, dx \, dt \, d\mathbb{P} \\
&+ \int_\Omega \int_0^T \int_D \sigma^* (\varepsilon \frac{\partial}{\partial x} + 2i\pi \theta^n)v_\varepsilon \cdot (\varepsilon \frac{\partial}{\partial x} - 2i\pi \theta^n)\phi^* \, dx \, dt \, d\mathbb{P} \\
&+ \int_\Omega \int_0^T \int_D (\varepsilon^2 - \lambda_n(\theta^n) + \varepsilon^2 d^* )v_\varepsilon \phi^* \, dx \, dt \, d\mathbb{P} \\
&+ \int_\Omega \int_0^T \int_D \varepsilon^2 \tilde{g}^* \phi^* \, dx \, dW(t) \, dt \, d\mathbb{P} = 0.
\end{align*}
\] (3.11)

Passing to the two-scale limit term by term and applying (3.8) and (3.9), we obtain
\[ -\left( \frac{\partial}{\partial y} + 2i\pi \theta^n \right) \left( \sigma(y) \left( \frac{\partial}{\partial y} + 2i\pi \theta^n \right) v^* \right) + c(y)v^* = \lambda_n(\theta^n)v^* \quad \text{in} \quad \mathbb{T}, \] (3.12)
for a.e. \( \omega \in \Omega \). By the simplicity of \( \lambda_n(\theta^n) \) of Hypothesis H.3., we know that there exists a scalar function \( v(\omega, t, x) \in L^2(\Omega \times [0, T] \times D) \) such that
\[ v^*(\omega, t, x, y) = v(\omega, t, x)\psi_n(y, \theta^n). \] (3.13)

Second step. We multiply (3.1) by the complex conjugate of
\[ \Psi_\varepsilon = e^{i \lambda_n(\theta^n) \mu} e^{2i\pi \frac{\theta_n}{\varepsilon}} \left( \psi_n(\frac{x}{\varepsilon}, \theta^n)\phi(\omega, t, x) + \varepsilon \frac{\partial \phi(\omega, t, x)}{\partial x} \zeta(\frac{x}{\varepsilon}) \right), \] (3.14)
where \( \phi(\omega, t, x) \) is a smooth test function with compact support in \( [0, T] \times D \), and \( \zeta(y) \) is the solution of
Then we obtain
\[ i \int_{\Omega} \int_{D} u_{\varepsilon}^{0} \hat{\Psi}_{\varepsilon}(t = 0)dxdtP - i \int_{\Omega} \int_{0}^{T} u_{\varepsilon} \frac{\partial \hat{\Psi}_{\varepsilon}}{\partial t} dxdtP + \int_{\Omega} \int_{0}^{T} \int_{D} \sigma' \frac{\partial u_{\varepsilon}}{\partial x} \cdot \frac{\partial \hat{\Psi}_{\varepsilon}}{\partial x} dxdtdP \]
\[ + \frac{1}{\varepsilon^{2}} \int_{\Omega} \int_{0}^{T} \int_{D} \varepsilon^{2} u_{\varepsilon} \hat{\Psi}_{\varepsilon} dxdtP \]
\[ + \int_{\Omega} \int_{0}^{T} \int_{D} dx' u_{\varepsilon} \hat{\Psi}_{\varepsilon} dxdtP \]
\[ + \int_{\Omega} \int_{0}^{T} \int_{D} \tilde{g}^{\varepsilon} \hat{\Psi}_{\varepsilon} dx dW(t)dtP = 0. \] (3.15)

According to (3.14), we get
\[ i \int_{\Omega} \int_{D} u_{\varepsilon}^{0} \hat{\Psi}_{\varepsilon}(t = 0)dxdtP - i \int_{\Omega} \int_{0}^{T} v_{\varepsilon} (\psi_{\varepsilon}^{n} \frac{\partial \phi}{\partial t} + \varepsilon \frac{\partial^{2} \phi}{\partial x^{2}} \bar{\zeta}^{\varepsilon}) dxdtP \]
\[ + \int_{\Omega} \int_{0}^{T} \int_{D} \sigma' \frac{\partial u_{\varepsilon}}{\partial x} \cdot \frac{\partial \hat{\Psi}_{\varepsilon}}{\partial x} dxdtdP \]
\[ + \frac{1}{\varepsilon^{2}} \int_{\Omega} \int_{0}^{T} \int_{D} (c^{\varepsilon} - \lambda_{n}(\theta^{n})) v_{\varepsilon} \bar{\psi}_{\varepsilon} \phi dxdtP \]
\[ + \frac{1}{\varepsilon} \int_{\Omega} \int_{0}^{T} \int_{D} (c^{\varepsilon} - \lambda_{n}(\theta^{n})) v_{\varepsilon} \frac{\partial \phi}{\partial x} \bar{\zeta}^{\varepsilon} dxdtP \]
\[ + \int_{\Omega} \int_{0}^{T} \int_{D} dx' v_{\varepsilon} (\tilde{\psi}_{\varepsilon}^{n} \phi + \varepsilon \frac{\partial \phi}{\partial x} \bar{\zeta}^{\varepsilon}) dxdtP \]
\[ + \int_{\Omega} \int_{0}^{T} \int_{D} \tilde{g}^{\varepsilon} \hat{\Psi}_{\varepsilon} dx dW(t)dtP = 0. \] (3.16)

After some algebra we find that
\[ \int_{D} \sigma' \frac{\partial u_{\varepsilon}}{\partial x} \cdot \frac{\partial \hat{\Psi}_{\varepsilon}}{\partial x} dx = \int_{D} \sigma' \left( \frac{\partial}{\partial x} + 2i \pi \frac{\theta^{n}}{\varepsilon} \right) (\hat{\phi}_{\varepsilon} v_{\varepsilon}) \cdot (\frac{\partial}{\partial x} - 2i \pi \frac{\theta^{n}}{\varepsilon}) \bar{\psi}_{\varepsilon}^{n} dx \]
\[ + \varepsilon \int_{D} \sigma' \left( \frac{\partial}{\partial x} + 2i \pi \frac{\theta^{n}}{\varepsilon} \right) (\frac{\partial \hat{\phi}_{\varepsilon}}{\partial x} v_{\varepsilon}) \cdot (\frac{\partial}{\partial x} - 2i \pi \frac{\theta^{n}}{\varepsilon}) \bar{\zeta}^{\varepsilon} dx \]
\[ - \int_{D} \sigma' \frac{\partial \phi}{\partial x} v_{\varepsilon} \cdot (\frac{\partial}{\partial x} - 2i \pi \frac{\theta^{n}}{\varepsilon}) \bar{\psi}_{\varepsilon}^{n} dx \]
\[ + \int_{D} \sigma' \left( \frac{\partial}{\partial x} + 2i \pi \frac{\theta^{n}}{\varepsilon} \right) (\frac{\partial \phi}{\partial x} v_{\varepsilon}) \cdot \bar{\psi}_{\varepsilon}^{n} dx \]
\[ - \int_{D} \sigma' \frac{\partial \phi}{\partial x} v_{\varepsilon} \frac{\partial^{2} \phi}{\partial x^{2}} \cdot \bar{\psi}_{\varepsilon}^{n} dx \]
\[ - \int_{D} \sigma' \frac{\partial \phi}{\partial x} \cdot (\frac{\partial}{\partial x} - 2i \pi \theta^{n}) \bar{\zeta}^{\varepsilon} dx \]
\[ + \int_{D} \sigma' \bar{\zeta}^{\varepsilon} \left( \frac{\partial}{\partial x} + 2i \pi \theta^{n} \right) v_{\varepsilon} \cdot \frac{\partial \phi}{\partial x} dx. \] (3.17)
Now, for any smooth compactly supported test function $\Phi$, we deduce from the definition of $\psi_n$ that

$$\int_D \sigma^\varepsilon \left( \frac{\partial}{\partial x} + 2i\pi \frac{\theta^n}{\varepsilon} \right) \psi_n^\varepsilon \cdot \left( \frac{\partial}{\partial x} - 2i\pi \frac{\theta^n}{\varepsilon} \right) \Phi dx + \frac{1}{\varepsilon^2} \int_D \left( c^\varepsilon - \lambda_n(\theta^n) \right) \psi_n^\varepsilon \Phi dx = 0, \quad (3.18)$$

and from the definition of $\zeta$,

$$\int_D \sigma^\varepsilon \left( \frac{\partial}{\partial x} + 2i\pi \frac{\theta^n}{\varepsilon} \right) \zeta^\varepsilon \cdot \left( \frac{\partial}{\partial x} - 2i\pi \frac{\theta^n}{\varepsilon} \right) \Phi dx + \frac{1}{\varepsilon^2} \int_D \left( c^\varepsilon - \lambda_n(\theta^n) \right) \zeta^\varepsilon \Phi dx =
$$

$$\varepsilon^{-1} \int_D \sigma^\varepsilon \left( \frac{\partial}{\partial x} + 2i\pi \frac{\theta^n}{\varepsilon} \right) \psi_n^\varepsilon \Phi dx - \varepsilon^{-1} \int_D \sigma^\varepsilon \psi_n^\varepsilon \cdot \left( \frac{\partial}{\partial x} - 2i\pi \frac{\theta^n}{\varepsilon} \right) \Phi dx. \quad (3.19)$$

Combining (3.17) with the other terms of the variational formulation of (3.16), we see that the first line of its right-hand side cancels out because of (3.18) with $\Phi = \bar{\psi}^\varepsilon$, and the next three lines cancel out because of (3.19) with $\Phi = \frac{\partial}{\partial x} \bar{v}_n$. On the other hand, we can pass to the limit in three last terms of (3.17).

Finally, (3.17) multiplied by $\bar{\psi}^\varepsilon$ yields after simplification

$$i \int_D \int_D u_n^\varepsilon \Phi_n(t = 0) dx dt d\mathbb{P} - i \int_D \int_D \int_D v_n \frac{\partial}{\partial t} \bar{\psi}^\varepsilon \Phi dx dt d\mathbb{P} - \int_D \int_D \int_D \sigma^\varepsilon v_n \bar{\psi}^\varepsilon \cdot \bar{\psi}^\varepsilon dx dt d\mathbb{P} - \int_D \int_D \int_D \sigma^\varepsilon v_n \bar{\psi}^\varepsilon \cdot \left( \varepsilon \frac{\partial}{\partial x} - 2i\pi \theta^n \right) \zeta^\varepsilon dx dt d\mathbb{P} + \int_D \int_D \int_D \sigma^\varepsilon \bar{\zeta}^\varepsilon \left( \varepsilon \frac{\partial}{\partial x} + 2i\pi \theta^n \right) v_n \cdot \frac{\partial^2 \bar{\phi}}{\partial x^2} dx dt d\mathbb{P} + \int_D \int_D \int_D d^\varepsilon v_n \left( \bar{\psi}_n^\varepsilon \Phi_n + \varepsilon \frac{\partial}{\partial x} \bar{\phi}^\varepsilon \right) dx dt d\mathbb{P} + \int_D \int_D \int_D \tilde{g}^\varepsilon \tilde{\psi}_n dx W(t) d\mathbb{P} = 0. \quad (3.20)$$

Passing to the two-scale limit in each term of (3.20) gives

$$i \int_D \int_D \int_D \psi_n \psi_n^\varepsilon \bar{\psi}^\varepsilon \bar{\phi}(t = 0) dy dx dt d\mathbb{P} - i \int_D \int_D \int_D \int_D \psi_n \psi_n^\varepsilon \cdot \frac{\partial}{\partial t} \bar{\psi}^\varepsilon \bar{\phi} dy dx dt d\mathbb{P} - \int_D \int_D \int_D \sigma^\varepsilon \psi_n \bar{\psi}^\varepsilon \cdot \bar{\psi}^\varepsilon dy dx dt d\mathbb{P} - \int_D \int_D \int_D \sigma^\varepsilon \psi_n \bar{\psi}^\varepsilon \cdot \left( \frac{\partial}{\partial x} - 2i\pi \theta^n \right) \zeta^\varepsilon dy dx dt d\mathbb{P} + \int_D \int_D \int_D \sigma^\varepsilon \bar{\zeta}^\varepsilon \left( \frac{\partial}{\partial x} + 2i\pi \theta^n \right) \psi_n \cdot \frac{\partial^2 \bar{\phi}}{\partial x^2} dy dx dt d\mathbb{P} + \int_D \int_D \int_D d(x, y) \psi_n \psi_n^\varepsilon \bar{\phi} dy dx dt d\mathbb{P} + \int_D \int_D \int_D \tilde{g}(y) \psi_n \psi_n^\varepsilon \bar{\phi} dy dx dt W(t) d\mathbb{P} = 0. \quad (3.21)$$
Recalling the normalization $\int_D |\psi_n|^2dy = 1$, and introducing

$$\sigma_n^* = \int_D (\sigma \psi_n \bar{\psi}_n + \sigma \psi_n (\frac{\partial}{\partial y} - 2i\pi \theta^n) \bar{\psi} - \sigma \bar{\psi} (\frac{\partial}{\partial y} + 2i\pi \theta^n) \psi_n)dy,$$

and $d_n^*(x) = \int_D d(x,y)|\psi_n(y)|^2dy$, $g_n^* = \int_D \tilde{g}(y)|\psi_n(y)|^2dy$, equation (3.21) is equivalent to

$$i \int_D \int_D v^0 \phi dxP - i \int_0^T \int_D \frac{\partial \phi}{\partial t} dx dt P - \int_0^T \int_D \sigma_n^* v \cdot \frac{\partial \phi}{\partial x^2} dx dt P$$
$$+ \int_0^T \int_D d^*(x) \psi \phi dx dt P + \int_0^T \int_D g_n^* \psi \phi dx dt P = 0,$$

which is a very weak form of the homogenized equation (3.10). The compatibility condition of (2.7) for the second derivative of $\psi_n$ shows that the $\sigma_n^*$, defined by (3.22), is indeed equal to $\frac{1}{8\pi} \frac{\partial^2 \lambda_n(\theta^n)}{\partial \theta^n}$.

This completes the proof. \hfill \Box

**Remark 2.** In the context of quantum mechanics or solid state physics Theorem 1 is called an effective mass theorem [25]. More precisely, the $(\sigma_n^*)^{-1}$ is the effective mass of an electron in the $n^{th}$ band of a periodic crystal (characterized by the periodic metric $\sigma(y)$ and the periodic potential $c(y)$).

### 4. Homogenization with Multiplicative Noise

We now study the homogenization of the following Schrödinger equation with multiplicative white noise

$$\begin{cases}
    i \frac{\partial u_\varepsilon}{\partial t} - \frac{\partial}{\partial x} (\sigma(x) \frac{\partial u_\varepsilon}{\partial x}) + (\varepsilon^{-2} c(x) + d(x, \frac{x}{\varepsilon})) u_\varepsilon + g(x \frac{\varepsilon}{\varepsilon}) u_\varepsilon \frac{dW(t)}{dt} = 0 \quad \text{in } D \times [0, T], \\
    u_\varepsilon = 0 \quad \text{on } \partial D \times [0, T], \\
    u_\varepsilon(0, x) = u_0^\varepsilon(x) \quad \text{in } D.
\end{cases}$$

**Hypothesis H.5.** We assume that the function $g$ is real measurable bounded periodic function.

Transforming into a pathwise problem, exploiting the absence of noise and using Galerkin approximations and compact embedding results, we can obtain a priori estimates, existence and uniqueness of the variational solution of stochastic linear Schrödinger equation with multiplicative white noise. For the following lemma, see [15].

**Lemma 2.** Assume (H.1., H.2., H.5.). For every $\varepsilon > 0$, $u_0^\varepsilon \in H^1(D)$, and $T > 0$, there exists a unique variational solution $u_\varepsilon \in L^2(\Omega; C([0, T]; L^2(D))) \cap L^2(\Omega \times [0, T]; H^1(D))$ of stochastic Schrödinger equation (4.1) in the following sense:

$$\begin{align*}
(u_\varepsilon, v) = \langle u_0^\varepsilon, v \rangle - i \int_0^t (\sigma(x) \frac{\partial u_\varepsilon}{\partial t} + \frac{\partial}{\partial x} \frac{\partial v}{\partial x}) ds + i \int_0^t \left( (\varepsilon^{-2} c(x) + d(x, \frac{x}{\varepsilon})) u_\varepsilon, v \right) ds \\
+ i \int_0^t (g(x \frac{\varepsilon}{\varepsilon}) u_\varepsilon, v) dW(s),
\end{align*}$$

(4.2)
for a.e. \( \omega \in \Omega \), all \( t \in [0,T] \) and for all \( v \in H^1(D) \). Moreover, there exists a constant \( C_T \) that depends on \( T \) such that

\[
E( \sup_{0 \leq t \leq T} \| u_\varepsilon \|^2 + \varepsilon^2 \int_0^T \| u_\varepsilon \|_{H^1}^2 dt ) < C_T. \tag{4.3}
\]

**Theorem 2.** Assume (H.1.-H.3., H.5.) and that the initial data \( u_\varepsilon^0 \in H^1(D) \) is of the form

\[
u_\varepsilon^0(x) = \psi_n(\frac{\varepsilon}{\varepsilon}, \theta^n) e^{\frac{2 \varepsilon}{\varepsilon} \theta^n \cdot v_0(x)}, \tag{4.4}
\]

with \( v^0 \in H^1(\mathbb{R}) \). The solution of (1) can be written as

\[
u_\varepsilon(t,x) = e^{\frac{\lambda_n(\varepsilon)}{\varepsilon} \cdot \theta^n} e^{\frac{2 \varepsilon}{\varepsilon} \theta^n \cdot v_\varepsilon(t,x)}, \tag{4.5}
\]

where \( v_\varepsilon \) two-scale converges to \( \psi_n(y, \theta^n)v(t,x) \), uniformly on compact time intervals in \( \mathbb{R}^+ \), and \( v \) is the unique solution of the homogenized Schrödinger equation

\[
\begin{aligned}
&i \frac{\partial v}{\partial t} - \nabla (\sigma_n^* \nabla v) + d_n^* v + g_n^* \frac{dW(t)}{dt} = 0 \quad \text{in } D \times [0,T], \\
v = 0 \quad \text{on } \partial D \times [0,T], \\
v(0,x) = v^0(x) \quad \text{in } D.
\end{aligned} \tag{4.6}
\]

with \( \sigma_n^* = \frac{1}{8\pi} \partial^2 \lambda_n(\theta^n) \), \( d_n^*(x) = \int_D d(x,y) \psi_n(y)^2 dy \), and \( g_n^* = \int_D g(y)|\psi_n(y)|^2 dy \).

**Proof.** The proof is similar to that of Theorem 1. First of all, by Lemma 2, the same convergence of (3.8) and (3.9) hold. As in the first step of the proof of Theorem 1, we obtain

\[
i \varepsilon^2 \int_\Omega \int_D u_\varepsilon^0 \partial_\varepsilon \cdot \sigma_n^* \varepsilon x - r dx dP - i \varepsilon^2 \int_\Omega \int_0^T \int_D \sigma_n^* \partial_\varepsilon \varepsilon x - r dx dt dP
\]

\[
+ \int_\Omega \int_0^T \int_D \sigma_n^* (\frac{\partial \varepsilon}{\partial x} + 2i\pi \theta^n) v_\varepsilon \cdot (\varepsilon \frac{\partial \varepsilon}{\partial x} - 2i\pi \theta^n) \partial_\varepsilon \varepsilon x - r dx dt dP
\]

\[
+ \int_\Omega \int_0^T \int_D (\varepsilon^2 - \lambda_n(\theta^n) + \varepsilon^2 d^2) v_\varepsilon \partial_\varepsilon \varepsilon x - r dx dt dP = 0. \tag{4.7}
\]

Similarly, we obtain that the sequence

\[
u_\varepsilon(\omega, t, x) = u_\varepsilon(\omega, t, x) e^{-\frac{\lambda_n(\theta^n)t}{\varepsilon} - 2\varepsilon \theta^n \cdot \varepsilon^{-2} v(\omega, t, x) \psi_n(y, \theta^n) \in \Omega \times [0,T] \times D, \tag{4.8}
\]

then, in a second step we multiply (4.4) by the complex conjugate of (4.14). After integration by parts and
some algebra similar to that in the proof of Theorem 1, we obtain

\[
\begin{align*}
&i \int_\Omega \int_D u_\varepsilon \Phi_\varepsilon(t = 0) dx dt d\mathbb{P} 
- i \int_\Omega \int_0^T \int_D v_\varepsilon (\psi_\varepsilon \frac{\partial \Phi}{\partial t} + \varepsilon \frac{\partial^2 \Phi}{\partial x \partial t} \zeta_\varepsilon) dx dt d\mathbb{P} \\
&\quad - \int_\Omega \int_0^T \int_D \sigma^\varepsilon v_\varepsilon \frac{\partial \Phi}{\partial x^2} \cdot \vec{\psi}_n dx dt d\mathbb{P} \\
&\quad - \int_\Omega \int_0^T \int_D \sigma^\varepsilon v_\varepsilon \frac{\partial^2 \Phi}{\partial x^2} \cdot (\varepsilon \frac{\partial}{\partial x} - 2i \pi \theta n) \zeta_\varepsilon dx dt d\mathbb{P} \\
&\quad + \int_\Omega \int_0^T \int_D \sigma^\varepsilon \zeta_\varepsilon (\varepsilon \frac{\partial}{\partial x} + 2i \pi \theta n) v_\varepsilon \cdot \frac{\partial \Phi}{\partial x} \zeta_\varepsilon dx dt d\mathbb{P} \\
&\quad + \int_\Omega \int_0^T \int_D d^\varepsilon v_\varepsilon (\psi_\varepsilon \frac{\partial \Phi}{\partial x} + \varepsilon \frac{\partial \Phi}{\partial x} \zeta_\varepsilon) dx dt d\mathbb{P} \\
&\quad + \int_\Omega \int_0^T \int_D g^\varepsilon v_\varepsilon (\psi_\varepsilon \frac{\partial \Phi}{\partial x} + \varepsilon \frac{\partial \Phi}{\partial x} \zeta_\varepsilon) dx dW(t) d\mathbb{P} = 0.
\end{align*}
\]

(4.9)

Passing to the two-scale limit in each term of (4.9) gives a variational formulation of (4.6). □

This completes the proof.

5. Outlook

There are many possibilities to deepen these deliberations. One research perspective is to regard the problem over an unbounded domain or even a multi-dimensional one. Furthermore, an encouraging outlook is the discussion of more general nonlinear power-terms.

6. References

References

[1] Allaire, G., Homogenization and two-scale convergence. *SIAM J. Math. Anal.* 23(6), 1482-1518 (1992)

[2] Allaire, G., Capdeboscq,Y., Piatnitski, A., Siess, V., Vanninathan, M., Homogenization of periodic systems with large potentials. *Arch. Rat. Mech. Anal.* 174, 179-220 (2004)

[3] Allaire, G., Piatnitski, A., Homogenization of the Schrödinger equation and effective mass theorems. *Commun. Math. Phys.* 258, 1-22 (2005)

[4] Allaire, G., Periodic homogenization and effective mass theorems for the Schrödinger equation. In: Abdallah N.B., Frosali G. (eds) Quantum Transport. Lecture Notes in Mathematics, vol 1946. Springer, Berlin, Heidelberg (2008)

[5] Da Prato, G., Zabczyk, J., *Stochastic equations in infinite dimensions*. Cambridge: Cambridge University Press (1992)
[6] Dimassi, M., Guillot, J.-C., Ralston, J., Semiclassical asymptotics in magnetic Bloch bands. *J. Phys. A.* 35(35), 7597-7605 (2002)

[7] Bourgeat, A., Mikelić, A., and Wright, S., Stochastic two-scale convergence in the mean and applications. *Reine Angew. Math.* 456(1), 19-51 (1994)

[8] Bloch, F., *Uber die Quantenmechanik der Electronen in Kristallgittern.* *Z. Phys.* 52, 555-600 (1928)

[9] Conca, C., Vanninathan, M., Homogenization of periodic structures via Bloch decomposition. *SIAM J. Appl. Math.* 57, 1639-1659 (1997)

[10] de Bouard, A., and Debussche, A., The stochastic nonlinear Schrödinger equation in $H^1$. *Stoch. Anal. Appl.* 21(1), 97-126 (2003)

[11] Jardak, M., Navon, IM., Spectral stochastic two-scale convergence method for parabolic PDEs, *Int. J. Numer. Meth. Engng* 85, 847-873 (2011)

[12] de Bouard, A., and Debussche, A., A stochastic nonlinear Schrödinger equation with multiplicative noise. *Comm. Math. Phys.* 205(1), 161-181 (1999)

[13] de Bouard, A., and Debussche, A., The nonlinear Schrödinger equation with white noise dispersion. *J. Funct. Anal.* 259(5):1300-1321 (2010)

[14] Nguetseng, G., A general convergence result for a functional related to the theory of homogenization. *SIAM J. Math. Anal.* 20(3), 608-623 (1989)

[15] Keller, D., Lisei, H., Variational solution of stochastic Schrödinger equations with power-type nonlinearity. *Stoch. Anal. Appl.* 33(4), 653-672 (2015)

[16] Keller, D., Lisei, H., A stochastic nonlinear Schrödinger problem in variational formulation. *Nonlinear Differ. Equ. Appl.* 23(2), 1-27 (2016)

[17] Keller, D., Optimal control of a nonlinear stochastic Schrödinger equation. *J Optim Theory Appl.* 167(3): 862-873 (2015)

[18] Kato, T., *Perturbation theory for linear operators.* Berlin: Springer-Verlag (1966)

[19] Poupaud, F., Ringhofer, C., Semi-classical limits in a crystal with exterior potentials and effective mass theorems. *Commun. Partial Differ. Eqs.* 21(11-12), 1897-1918 (1996)

[20] Sparber, Ch., Effective mass theorems for nonlinear Schrödinger equations, *SIAM J. Appl. Math.* 66(3), 820-842 (2006)

[21] Buslaev, V., Semiclassical approximation for equations with periodic coefficients. *Russ. Math. Surv.* 42, 97-125 (1987)
[22] Guillot, J.-C., Ralston, J., Trubowitz, E.: Semi-classical methods in solid state physics. *Comm. Math. Phys.* 116, 401-415 (1988)

[23] W. Wang, D. Cao, J. Duan, Effective macroscopic dynamics of stochastic partial differential equations in perforated domains. *SIAM J. Math. Anal.* 38, 1508-1527 (2007)

[24] W. Wang, J. Duan, Homogenized dynamics of stochastic partial differential equations with dynamical boundary conditions. *Commun. Math. Phys.* 275, 163-186 (2007)

[25] Myers, H.P., *Introductory solid state physics*. London: Taylor & Francis (1990)

[26] Bessaih, H., Maris, F., Homogenization of the stochastic Navier-Stokes equation with a stochastic slip boundary condition. *Applicable Analysis*. 95:12, 2703-2735 (2016)