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1. Introduction

In this paper we present an existence result, proved in [7], for an evolution problem in fracture  
mechanics, and study some very weak regularity properties of the solutions. The mathematical  
formulation of the problem is based on a variational model for quasistatic crack growth developed  
by Francfort and Marigo [11]. The model is based on Griffith’s idea [12] that the equilibrium of a  
crack is determined by the competition between the elastic energy released if the crack grows and  
the energy dissipated to produce a new portion of crack. This model not only predicts the crack  
growth along its path, but also determines the crack path on the basis of an energy criterion, and  
can also be used to study the process of crack initiation (see [5]).

The first mathematical results on this model were obtained in [8] for linear elasticity in the  
antiplane case in dimension two, assuming an a priori bound on the number of connected components  
of the crack set. This simplifies the mathematical treatment of the problem, but has  
no mechanical justification. These results were extended by Chambolle [4] to the case of plane  
elasticity. A remarkable improvement was obtained by Francfort and Larsen [10], who developed  
a weak formulation in the space $SBV(\Omega)$ of special functions with bounded variation, introduced  
by De Giorgi and Ambrosio [9] to study a wide class of free discontinuity problems. This new  
formulation allows to study the problem in any space dimension, and without any restriction on  
the number of connected components of the crack sets. The results of [10] deal only with a scalar  
displacement field, since the compactness theorem in $SBV(\Omega)$ requires a bound in $L^\infty(\Omega)$ that is  
obtained through a truncation argument. Moreover, the techniques used in all papers considered  
so far cannot be extended to the case where exterior volume or surface forces act on the body.
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The result we present here allows to deal with the case of a vector valued deformation field defined in $\Omega \subset \mathbb{R}^n$ with values in $\mathbb{R}^m$, including both the case of antiplane shear ($n = 2$ and $m = 1$) and $n$ dimensional elasticity ($n = m \geq 2$). The bulk energy is not necessarily quadratic, although the polynomial growth (2.6) excludes, for the moment, the case of genuine finite elasticity. Moreover body and surface forces can be considered, under some natural assumptions which imply that the deformed body remains in a bounded region even if the cracks split it into several connected components.

The variational formulation of the problem presented in this paper is based on the space $\text{GSBV}(\Omega; \mathbb{R}^m)$ introduced by De Giorgi and Ambrosio [9], and fits the general framework of rate independent evolution problems developed by Mielke [14].

The second part of the paper is devoted to the proof of some qualitative properties of the solutions, that are not studied in [7]. We show that, given any quasistatic evolution, we can construct another quasistatic evolution, whose crack sets are left continuous in time. We also prove that the crack set is minimal, in the sense that, at each time $t$, it is the smallest set containing all discontinuity sets of the deformation at times $s \leq t$. Moreover, we prove that, given any quasistatic evolution, we can construct another quasistatic evolution, with the same crack set, whose deformation is measurable in time. Finally, under some convexity assumptions, we prove that, if the crack set is left continuous, so are the deformation, the deformation gradient, and the stress.

2. The quasistatic crack growth

In this section we describe in detail the hypotheses of the quasistatic evolution problem studied in [7] and state, without proof, the main existence result of [7].

The reference configuration. The reference configuration is a bounded open subset $\Omega$ of $\mathbb{R}^n$ with Lipschitz boundary. Let $\partial \Omega \subset \Omega$ be closed and let $\partial D := \partial \Omega \setminus \partial N\Omega$. We fix an open subset $\Omega_B$ of $\Omega$ with Lipschitz boundary and a closed set $\partial S \subset \partial \Omega$ such that $\overline{\Omega_B} \cap \partial S = \emptyset$. The set $\overline{\Omega_B}$ represents the brittle part of the body, $\partial D\Omega$ is the part of the boundary where the deformation is prescribed, while the surface forces are applied to $\partial S\Omega$.

Admissible cracks. The set of admissible cracks is given by

$$\mathcal{R}(\overline{\Omega_B}) := \{ \Gamma : \Gamma \text{ is rectifiable, } \Gamma \subset \overline{\Omega_B}, \mathcal{H}^{n-1}(\Gamma) < +\infty \}. $$

Here and henceforth $\mathcal{H}^{n-1}$ is the $(n-1)$-dimensional Hausdorff measure, $\subset$ means inclusion up to a set of $\mathcal{H}^{n-1}$-measure zero, while rectifiable means that there exists a sequence $(M_j)$ of $C^1$ manifolds of dimension $(n-1)$ such that $\Gamma \subset \bigcup_j M_j$. If $\Gamma$ is rectifiable, we can define $\mathcal{H}^{n-1}$-almost everywhere on $\Gamma$ a Borel measurable unit normal vector field $\nu$ (see, e.g., [1, Definition 2.86]), which is unique up to a pointwise choice of the orientation.

Admissible deformations. Given a crack $\Gamma$, an admissible deformation is given by any function $u \in GSBV(\Omega; \mathbb{R}^m)$ such that $S(u) \subset \Gamma$. We refer to [1, Chapter 4] for the definitions and properties of the spaces $SBV(\Omega; \mathbb{R}^m)$ and $GSBV(\Omega; \mathbb{R}^m)$, as well as for the definition of the jump set $S(u)$, of the approximate gradient $\nabla u$, and of the trace on $\partial \Omega$ of a function $u \in GSBV(\Omega; \mathbb{R}^m)$. Let us fix $p > 1$ and $q > 1$. We define

$$GSBV^p(\Omega; \mathbb{R}^m) := \{ u \in GSBV(\Omega; \mathbb{R}^m) : \nabla u \in L^p(\Omega; \mathbb{R}^{m \times n}), \mathcal{H}^{n-1}(S(u)) < +\infty \},$$

$$GSBV^q_q(\Omega; \mathbb{R}^m) := GSBV^p(\Omega; \mathbb{R}^m) \cap L^q(\Omega; \mathbb{R}^m).$$

We say that $u_k \rightharpoonup u$ weakly in $GSBV^q(\Omega; \mathbb{R}^m)$ if

$$\begin{align*}
\nabla u_k &\rightharpoonup \nabla u \quad \text{weakly in } L^p(\Omega; \mathbb{R}^{m \times n}), \\
u &\rightharpoonup u \quad \text{weakly in } L^q(\Omega; \mathbb{R}^m).
\end{align*}$$

The surface energy. The energy spent to produce a crack $\Gamma$ is given by

$$\mathcal{E}^s(\Gamma) := \int_{\Gamma \setminus \partial N\Omega} \kappa(x, \nu(x)) d\mathcal{H}^{n-1}(x),$$
where \( \nu \) is a unit normal vector field on \( \Gamma \). Here \( \kappa(x, \nu(x)) \) represents the toughness of the material, which depends on the position \( x \) and on the tangent space to the crack, determined by \( \nu(x) \). Since we are dealing only with brittle cracks, the toughness does not depend on the size of the jump of \( u \).

We assume that \( \kappa: \overline{\Omega}_B \times \mathbb{R}^n \rightarrow \mathbb{R} \) is continuous, that \( \kappa(x, \cdot) \) is a norm in \( \mathbb{R}^n \) for all \( x \in \overline{\Omega}_B \), and that

\[
K_1|\nu| \leq \kappa(x, \nu) \leq K_2|\nu| \quad \text{for all } x \in \overline{\Omega}_B \text{ and } \nu \in \mathbb{R}^n,
\]

with \( K_1, K_2 > 0 \). Notice that, since \( \kappa \) is even in the second variable, the integral (2.2) depends only on the geometry of \( \Gamma \), and is independent of the choice of the orientation of \( \nu(x) \).

**The bulk energy.** Let \( p > 1 \) be fixed. Given a deformation \( u \in GSBV^p(\Omega; \mathbb{R}^m) \) the associated bulk energy is given by

\[
\mathcal{W}(\nabla u) := \int_{\Omega} W(x, \nabla u(x)) \, dx,
\]

where \( W: \Omega \times \mathbb{R}^{m \times n} \rightarrow [0, +\infty) \) is a Carathéodory function satisfying the following conditions:

\[
W(x, \cdot) \quad \text{is quasiconvex and } C^1 \quad \text{on } \mathbb{R}^{m \times n} \quad \text{for every } x \in \Omega,
\]

\[
a_0^W |\xi|^p - b_0^W \leq W(x, \xi) \leq a_1^W |\xi|^p + b_1^W \quad \text{for every } (x, \xi) \in \Omega \times \mathbb{R}^{m \times n}.
\]

Here \( a_0^W > 0 \) and \( a_1^W > 0 \) are constants, while \( b_0^W \) and \( b_1^W \) are nonnegative functions in \( L^1(\Omega) \). The quasiconvexity assumption means that

\[
W(x, \xi) \leq \int_\Omega W(x, \xi + \nabla \varphi(y)) \, dy
\]

for all \( x \in \Omega, \xi \in \mathbb{R}^{m \times n} \) and \( \varphi \in C^\infty(\Omega; \mathbb{R}^m) \). The rank one convexity of \( \xi \mapsto W(x, \xi) \) on \( \mathbb{R}^{m \times n} \) and the growth assumption (2.6) imply (see, e.g., [6]) that there exist a positive constant \( a_2^W > 0 \) and a nonnegative function \( b_2^W \in L^{p'}(\Omega) \), with \( p' := p/(p - 1) \), such that

\[
|\partial_\xi W(x, \xi)| \leq a_2^W |\xi|^{p - 1} + b_2^W \quad \text{for all } (x, \xi) \in \Omega \times \mathbb{R}^{m \times n},
\]

where \( \partial_\xi W: \Omega \times \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n} \) denotes the partial gradient of \( W \) with respect to \( \xi \). By (2.6) and (2.7) the functional \( \mathcal{W} \), defined for all \( \Phi \in L^p(\Omega; \mathbb{R}^{m \times n}) \) by

\[
\mathcal{W}(\Phi) := \int_{\Omega} W(x, \Phi(x)) \, dx,
\]

is of class \( C^1 \) on \( L^p(\Omega; \mathbb{R}^{m \times n}) \), and its differential \( \partial \mathcal{W}: L^p(\Omega; \mathbb{R}^{m \times n}) \rightarrow L^{p'}(\Omega; \mathbb{R}^{m \times n}) \) is given by

\[
\langle \partial \mathcal{W}(\Phi), \Psi \rangle = \int_{\Omega} \partial_\xi W(x, \Phi(x)) \Psi(x) \, dx \quad \text{for every } \Phi, \Psi \in L^p(\Omega; \mathbb{R}^{m \times n}),
\]

where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between the spaces \( L^{p'}(\Omega; \mathbb{R}^{m \times n}) \) and \( L^p(\Omega; \mathbb{R}^{m \times n}) \).

**The body forces.** Since we consider only conservative body and surface forces, it is convenient to describe them by means of their potentials, that will be denoted by \( F \) and \( G \), respectively. Let \( q > 1 \) be fixed. The density of the applied body forces per unit volume in the reference configuration relative to the deformation \( u \) at time \( t \in [0, T] \) is then given by \( \partial_t F(t, x, u(x)) \). We assume that \( F: [0, T] \times \Omega \times \mathbb{R}^m \rightarrow \mathbb{R} \) satisfies the following conditions:

\[
x \mapsto F(t, x, z) \text{ is } C^1 \text{ measurable on } \Omega \text{ for every } (t, z) \in [0, T] \times \mathbb{R}^m,
\]

\[
z \mapsto F(t, x, z) \text{ belongs to } C^1(\mathbb{R}^m) \text{ for every } (t, x) \in [0, T] \times \Omega.
\]

We assume that for every \( t \in [0, T] \) the functional

\[
\mathcal{F}(t) := \int_{\Omega} F(t, x, u(x)) \, dx
\]

is of class \( C^1 \) on \( L^q(\Omega; \mathbb{R}^m) \), with differential \( \partial \mathcal{F}(t): L^q(\Omega; \mathbb{R}^m) \rightarrow L^{q'}(\Omega; \mathbb{R}^m) \), \( q' := \frac{q}{q - 1} \), given by

\[
\langle \partial \mathcal{F}(t)(u), v \rangle = \int_{\Omega} \partial_t F(t, x, u(x)) v(x) \, dx \quad \text{for every } u, v \in L^q(\Omega; \mathbb{R}^m),
\]
where \(\langle \cdot, \cdot \rangle\) denotes now the duality pairing between \(L^q(\Omega; \mathbb{R}^m)\) and \(L^{q'}(\Omega; \mathbb{R}^m)\). We assume also the following semicontinuity condition:

\[
\mathcal{F}(t)(u) \geq \limsup_{k \to \infty} \mathcal{F}(t)(u_k)
\]

for every \(u_k, u \in L^q(\Omega; \mathbb{R}^m)\) such that \(u_k \to u\) a.e. on \(\Omega\).

As for the regularity with respect to time, we assume that there exist a constant \(\hat{q} < q\) and, for a.e. \(t \in [0, T]\), a functional \(\hat{\mathcal{F}}(t) : L^{\hat{q}}(\Omega; \mathbb{R}^m) \to \mathbb{R}\) of class \(C^1\), with differential \(\partial \hat{\mathcal{F}}(t) : L^{\hat{q}}(\Omega; \mathbb{R}^m) \to L^{\hat{q}'}(\Omega; \mathbb{R}^m)\), \(\hat{q}' := \frac{q'}{\hat{q}}\), such that for every \(u, v \in L^q(\Omega; \mathbb{R}^m)\) the functions \(t \mapsto \hat{\mathcal{F}}(t)(u)\) and \(t \mapsto \langle \partial \hat{\mathcal{F}}(t)(u), v \rangle\) are integrable on \([0, T]\), and

\[
\mathcal{F}(t)(u) = \hat{\mathcal{F}}(0)(u) + \int_0^t \hat{\mathcal{F}}(s)(u) \, ds,
\]

\[
\langle \partial \mathcal{F}(t)(u), v \rangle = \langle \partial \hat{\mathcal{F}}(0)(u), v \rangle + \int_0^t \langle \partial \hat{\mathcal{F}}(s)(u), v \rangle \, ds
\]

for every \(t \in [0, T]\).

We assume that \(\mathcal{F}(t), \partial \mathcal{F}(t), \hat{\mathcal{F}}(t), \partial \hat{\mathcal{F}}(t)\) satisfy the following growth conditions for every \(u, v \in L^q(\Omega; \mathbb{R}^m)\) and a.e. \(t \in [0, T]\):

\[
a_0^\mathcal{F} \|u\|_q^2 - b_0^\mathcal{F} \leq -\mathcal{F}(t)(u) \leq a_0^\mathcal{F} \|u\|_q^2 + b_0^\mathcal{F} ,
\]

\[
|\langle \partial \mathcal{F}(t)(u), v \rangle| \leq (a_0^\mathcal{F} \|u\|_q^{q-1} + b_0^\mathcal{F}) \|v\|_q ,
\]

\[
|\hat{\mathcal{F}}(t)(u)| \leq a_0^\hat{\mathcal{F}}(t) \|u\|_q^2 + b_0^\hat{\mathcal{F}}(t) ,
\]

\[
|\langle \partial \hat{\mathcal{F}}(t)(u), v \rangle| \leq (a_0^\hat{\mathcal{F}}(t) \|u\|_q^{q-1} + b_0^\hat{\mathcal{F}}(t)) \|v\|_q ,
\]

where \(a_0^\mathcal{F} > 0, a_0^\mathcal{F} > 0, a_0^\hat{\mathcal{F}} > 0, b_0^\mathcal{F} \geq 0, b_0^\mathcal{F} \geq 0, b_0^\hat{\mathcal{F}} \geq 0, 0\) are constants, \(a_0^\mathcal{F}, a_0^\hat{\mathcal{F}}, b_0^\mathcal{F}\), and \(b_0^\hat{\mathcal{F}}\) are nonnegative functions in \(L^1([0, T])\), and \(\| \cdot \|_q\) denotes the norm in \(L^q\).

The positivity of \(a_0^\mathcal{F}\) is a crucial assumption for the coerciveness of the elastic energy defined in (2.11) below. Since it implies that \(\mathcal{F}(t)(u)\) is large for large values of \(\|u\|_q\), the forces cannot send portions of the body to infinity, even if the cracks happen to split it into several pieces. This allows to obtain an existence result of the quasistatic evolution for arbitrarily large times.

The surface forces. The density of the surface forces on \(\partial \Omega\) at time \(t\) under the deformation \(u\) is given by \(\partial_s G(t, x, u(x))\), where \(G : [0, T] \times \partial \Omega \times \mathbb{R}^m \to \mathbb{R}\) is such that

\[
x \mapsto G(t, x, z) \text{ is } \mathcal{H}^{n-1}\text{-measurable on } \partial \Omega \text{ for every } (t, z) \in [0, T] \times \mathbb{R}^m ,
\]

\[
z \mapsto G(t, x, z) \text{ belongs to } C^1(\mathbb{R}^m) \text{ for every } (t, x) \in [0, T] \times \partial \Omega .
\]

Let us fix an exponent \(r\), whose value is related to the trace operators on Sobolev spaces: if \(p < n\) we suppose that \(p \leq r \leq \frac{n}{n-p}\), while if \(p \geq n\) we suppose only \(p \leq r\). We assume that for every \(t \in [0, T]\) the functional

\[
G(t)(u) := \int_{\partial \Omega} G(t, x, u(x)) \, d\mathcal{H}^{n-1}(x)
\]

is of class \(C^1\) on \(L^r(\partial \Omega; \mathbb{R}^m)\), with differential \(\partial G(t) : L^r(\partial \Omega; \mathbb{R}^m) \to L^{r'}(\partial \Omega; \mathbb{R}^m)\), \(r' := \frac{r}{r-1}\), given by

\[
\langle \partial G(t)(u), v \rangle = \int_{\partial \Omega} \partial_s G(t, x, u(x)) v(x) \, d\mathcal{H}^{n-1}(x), \quad \text{for every } u, v \in L^r(\partial \Omega; \mathbb{R}^m),
\]

where \(\langle \cdot, \cdot \rangle\) denotes now the duality pairing between \(L^{r'}(\Omega; \mathbb{R}^m)\) and \(L^r(\Omega; \mathbb{R}^m)\).

As for the regularity with respect to time, we assume that for a.e. \(t \in [0, T]\) there exists a functional \(\hat{G}(t) : L^r(\partial \Omega; \mathbb{R}^m) \to \mathbb{R}\) of class \(C^1\), with differential \(\partial \hat{G}(t) : L^r(\partial \Omega; \mathbb{R}^m) \to L^{r'}(\partial \Omega; \mathbb{R}^m)\), such that for every \(u, v \in L^r(\partial \Omega; \mathbb{R}^m)\) the functions \(t \mapsto \hat{G}(t)(u)\) and \(t \mapsto \langle \partial \hat{G}(t)(u), v \rangle\) are
integrable on $[0,T]$, and

$$\mathcal{G}(t)(u) = \mathcal{G}(0)(u) + \int_0^t \dot{\mathcal{G}}(s)(u) \, ds,$$

$$\langle \partial \mathcal{G}(t)(u), v \rangle = \langle \partial \mathcal{G}(0)(u), v \rangle + \int_0^t \langle \partial \dot{\mathcal{G}}(s)(u), v \rangle \, ds$$

for every $t \in [0,T]$.

We assume that $\mathcal{G}(t), \partial \mathcal{G}(t), \dot{\mathcal{G}}(t)$, and $\partial \dot{\mathcal{G}}(t)$ satisfy the following growth conditions for every $u, v \in L^1(\partial_S \Omega; \mathbb{R}^m)$ and a.e. $t \in [0,T]$:

$$-a_0^G \|u\|_{r,\partial_S \Omega} - b_0^G \leq -\mathcal{G}(t)(u) \leq a_1^G \|u\|_{r,\partial_S \Omega} + b_1^G,$$

$$|\langle \partial \mathcal{G}(t)(u), v \rangle| \leq (a_2^G \|u\|_{r,\partial_S \Omega} + b_2^G) \|v\|_r,$$

$$|\langle \dot{\mathcal{G}}(t)(u), v \rangle| \leq (a_3^G \|\dot{u}\|_{r,\partial_S \Omega} + b_3^G(t)) \|v\|_{r,\partial_S \Omega},$$

where $a_0^G, a_1^G, a_2^G, a_3^G, b_0^G, b_1^G$, and $b_2^G$ are nonnegative constants, $a_3^G$, $b_3^G$, and $b_2^G$ are nonnegative functions in $L^1([0,T])$, and $\|\cdot\|_{r,\partial_S \Omega}$ denotes the norm in $L^r(\partial_S \Omega; \mathbb{R}^m)$.

**Configurations with finite energy.** The deformations on the boundary $\partial_B \Omega$ are given by (the traces of) functions $\psi \in W^{1,p}(\Omega; \mathbb{R}^n) \cap L^q(\Omega; \mathbb{R}^m)$. Given a crack $\Gamma \in \mathcal{R}(\overline{\Omega}_B)$ and a boundary deformation $\psi$, the set of admissible deformations with finite energy relative to $(\psi, \Gamma)$ is defined by

$$AD(\psi, \Gamma) := \{ u \in GSBV^p_q(\Omega; \mathbb{R}^m) : S(u) \subset \Gamma, \ u = \psi \text{ } H^{n-1}\text{-a.e. on } \partial_D \Omega \setminus \Gamma \}.$$

Note that, if $u \in GSBV^p_q(\Omega; \mathbb{R}^m)$, then $\mathcal{W}(\nabla u) < +\infty$ and $|\mathcal{F}(t)(u)| < +\infty$ for all $t \in [0,T]$. Moreover, since $\Gamma \in \mathcal{R}(\overline{\Omega}_B)$, $S(u) \subset \Gamma \subset \overline{\Omega}_B$, and $\partial_S \Omega \cap \overline{\Omega}_B = \emptyset$, we have that $\mathcal{G}(t)(u)$ is well defined and $|\mathcal{G}(t)(u)| < +\infty$ for all $t \in [0,T]$ (see [7, Section 3] for the details). Notice that there always exists a deformation without crack which satisfies the boundary condition, namely the function $\psi$ itself. This means that, if some cracks appear, this is because they are energetically convenient with respect to the elastic solution, and not because the presence of a crack is the only way to match the boundary condition.

**The total energy.** For every $t \in [0,T]$ the total energy of the configuration $(u, \Gamma)$, with $u \in AD(\psi, \Gamma)$, is given by

$$\mathcal{E}(t)(u, \Gamma) := \mathcal{E}^{el}(t)(u) + \mathcal{E}^s(\Gamma),$$

where the surface energy $\mathcal{E}^s$ is defined in (2.2), while the elastic energy $\mathcal{E}^{el}(t)$ is given by

$$\mathcal{E}^{el}(t)(u) := \mathcal{W}(\nabla u) - \mathcal{F}(t)(u) - \mathcal{G}(t)(u),$$

with $\mathcal{W}$, $\mathcal{F}(t)$, and $\mathcal{G}(t)$ defined in (2.4), (2.8), and (2.9), respectively.

**The time dependent boundary deformations.** We will consider boundary deformations $\psi(t)$ such that

$$t \mapsto \psi(t) \in AC([0,T]; W^{1,p}(\Omega; \mathbb{R}^m) \cap L^q(\Omega; \mathbb{R}^m)),$$

so that

$$t \mapsto \nabla \psi(t) \in L^1([0,T]; W^{1,p}(\Omega; \mathbb{R}^m) \cap L^q(\Omega; \mathbb{R}^m)),$$

$$t \mapsto \nabla \psi(t) \in L^1([0,T]; L^p(\Omega; \mathbb{R}^{m \times n})).$$

**Quasistatic evolution.** The notion of quasistatic evolution of a cracked configuration is made precise by the following definition.

**Definition 2.1.** A quasistatic evolution with boundary deformation $t \mapsto \psi(t)$ is a function $t \mapsto (u(t), \Gamma(t))$ from $[0,T]$ to $GSBV^p_q(\Omega; \mathbb{R}^m) \times \mathcal{R}(\overline{\Omega}_B)$ with the following properties:

(a) **global stability:** for all $t \in [0,T]$ we have $u(t) \in AD(\psi(t), \Gamma(t))$ and

$$\mathcal{E}(t)(u(t), \Gamma(t)) = \min\{ \mathcal{E}(t)(v, \Gamma) : \Gamma \in \mathcal{R}(\overline{\Omega}_B), \Gamma(t) \subset \Gamma, \, v \in AD(\psi(t), \Gamma) \};$$
Proposition 3.1. For all \( u \) the existence result. \( \psi \) is a quasistatic evolution with boundary deformation \( \psi(t) \) and of the cracks \( \Gamma(t) \) for every \( t \in [0, T] \) whenever \( 0 \leq s < t \leq T \);
(c) energy balance: the function \( t \mapsto E(t) := E(t)(u(t), \Gamma(t)) \) is absolutely continuous on \([0, T]\) and

\[
\dot{E}(t) = \langle \partial W(\nabla u(t)), \nabla \psi(t) \rangle - \langle \partial F(t)(u(t)), \dot{\psi}(t) \rangle - \dot{F}(t)(u(t))
\]

for a.e. \( t \in [0, T] \).

If the solution is sufficiently regular, an integration by parts shows that the right-hand side of (2.12) represents the power of all external forces acting on the body, including the unknown forces on \( \partial_D \Omega \setminus \Gamma(t) \) that produce the imposed boundary deformation \( \psi(t) \) (see [7, Section 3.9] for details).

The existence result. We are interested in quasistatic evolutions with a prescribed initial condition \((u_0, \Gamma_0)\) with \( \Gamma_0 \in \mathcal{R}(\Omega_B) \) and \( u_0 \in AD(\psi(0), \Gamma_0) \). Since in the definition we require that the global stability condition is satisfied for every time, a necessary condition for the solvability of the initial value problem is that

\[
E(0)(u_0) = E(0)(u, \Gamma)
\]

for every \( \Gamma \in \mathcal{R}(\Omega_B) \), with \( \Gamma_0 \subseteq \Gamma \), and every \( u \in AD(\psi(0), \Gamma) \).

The next Theorem, proved in [7], establishes the existence of a quasistatic evolution with prescribed initial and boundary conditions.

Theorem 2.2. Let \( \Gamma_0 \in \mathcal{R}(\Omega_B) \) and \( u_0 \in AD(\psi(0), \Gamma_0) \). Assume that (2.13) is satisfied. Then there exists a quasistatic evolution with boundary deformation \( \psi(t) \) such that \((u(0), \Gamma(0)) = (u_0, \Gamma_0)\).

3. Qualitative properties of the quasistatic crack growth

In this section we consider a quasistatic crack growth \( t \mapsto (u(t), \Gamma(t)) \) with boundary deformation \( t \mapsto \psi(t) \) according to Definition 2.1. In the sequel we will derive some qualitative properties of the cracks \( \Gamma(t) \) and of the deformations \( u(t) \).

3.1. Left continuous envelope of the crack. For every \( t \in [0, T] \) we define \( \Gamma^-(t) \) as the rectifiable set

\[
\Gamma^-(t) := \bigcup_k \Gamma(s_k),
\]

where \((s_k)\) is a sequence converging to \( t \) with \( s_k < t \) for every \( k \). We define \( \Gamma^-(0) := \Gamma(0) \). Since \( \Gamma(\cdot) \) is increasing in time, it turns out that \( \Gamma^-(t) \) is independent of the choice of the sequence \((s_k)\).

Proposition 3.1. For all \( t \in [0, T] \) we can find \( v(t) \in AD(\psi(t), \Gamma^-(t)) \) such that \( t \mapsto (v(t), \Gamma^-(t)) \) is a quasistatic evolution with boundary deformation \( \psi(t) \).

Proof. If follows from the definition that \( \Gamma^-(t) \) is increasing with respect to \( t \). Since \( t \mapsto \Gamma(t) \) is increasing, it turns out that \( \Gamma^-(t) = \Gamma(t) \) for all \( t \in [0, T] \) except for a countable set \( C \subseteq [0, T] \).

For every \( t \in [0, T] \setminus C \) we set \( v(t) := u(t) \), while for \( t \in C \) we take as \( v(t) \) any minimizer of

\[
\min \{ E^d(t)(u) : u \in AD(\psi(t), \Gamma^-(t)) \}.
\]

Let us check that the three conditions for quasistatic evolutions hold for the function \( t \mapsto (v(t), \Gamma^-(t)) \). Irreversibility has already been proved. As for global stability, let \( \Gamma \) be such that \( \Gamma^-(t) \subseteq \Gamma \), and let \( v \in AD(\psi(t), \Gamma) \). We notice that \( \Gamma(s) \subseteq \Gamma \) for every \( s < t \), so that by the global stability of \((u(s), \Gamma(s))\) we get

\[
E^d(s)(u(s)) + E^s(\Gamma(s)) = E(s)(u(s), \Gamma(s)) \leq E(s)(v - \psi(t) + \psi(s), \Gamma).
\]

Let \((s_k)\) with \( s_k \rightarrow t \) and \( s_k < t \) for every \( k \): up to a subsequence we have that \( u(s_k) \rightharpoonup \tilde{u} \) weakly in \( GSBV^p(\Omega; \mathbb{R}^m) \) for some \( \tilde{u} \in AD(\psi(t), \Gamma^-(t)) \). By lower semicontinuity the previous inequality gives

\[
E^d(t)(\tilde{u}) + E^s(\Gamma^-(t)) \leq E(t)(v, \Gamma),
\]
so that by the minimality of $v(t)$
\[
\mathcal{E}(t)(v(t), \Gamma^{-}(t)) = \mathcal{E}^d(t)(v(t)) + \mathcal{E}^s(\Gamma^{-}(t)) \leq \mathcal{E}(t)(v, \Gamma).
\]

Let us come to the energy balance. Since $(v(t), \Gamma^{-}(t)) = (u(t), \Gamma(t))$ for all $t$ up to a countable set, it is sufficient to prove that $\mathcal{E}(t)(v(t), \Gamma^{-}(t)) = \mathcal{E}(t)(u(t), \Gamma(t))$ for all $t \in [0, T]$. By global minimality for every $s < t$ we have
\[
\mathcal{E}(s)(u(s), \Gamma(s)) \leq \mathcal{E}(s)(v(t) - \psi(t) + \psi(s), \Gamma^{-}(t))
\]
and so, since $t \mapsto \mathcal{E}(t)(u(t), \Gamma(t))$ is continuous by definition, we get for $s \to t$
\[
\mathcal{E}(t)(u(t), \Gamma(t)) \leq \mathcal{E}(t)(v(t), \Gamma^{-}(t)).
\]
The opposite inequality comes from the global stability of $(v(t), \Gamma^{-}(t))$, so that the proposition is proved.

We can also consider the right continuous envelope of the crack. For every $t \in [0, T]$ we define $\Gamma^+(t)$ as the rectifiable set
\[
\Gamma^+(t) := \bigcap_k \Gamma(s_k),
\]
where $(s_k)$ is a sequence converging to $t$ with $s_k > t$ for every $k$. We define $\Gamma^+(T) := \Gamma(T)$. Since $\Gamma(\cdot)$ is increasing in time, it turns out that $\Gamma^+(t)$ is independent of the choice of the sequence $(s_k)$.

**Proposition 3.2.** For all $t \in [0, T]$ we can find $v(t) \in AD(\psi(t), \Gamma^+(t))$ such that $t \mapsto (v(t), \Gamma^+(t))$ is a quasistatic evolution with boundary deformation $\psi(t)$.

**Proof.** As in the proof of Proposition 3.1 we find that $\Gamma^+(t) = \Gamma(t)$ for all $t \in [0, T]$ except for a countable set $C \subset [0, T]$, and for every $t \in C$ we take as $v(t)$ any minimizer of
\[
\min\{\mathcal{E}^d(t)(u) : u \in AD(\psi(t), \Gamma^+(t))\}.
\]

Let us check global stability and energy balance for the function $t \mapsto (v(t), \Gamma^+(t))$. As for global stability, let $\Gamma$ be such that $\Gamma^+(t) \subset \Gamma$, and let $v \in AD(\psi(t), \Gamma)$. For every $s > t$ the global stability of $(u(s), \Gamma(s))$ gives
\[
\mathcal{E}(s)(u(s), \Gamma(s)) \leq \mathcal{E}(s)(v - \psi(t) + \psi(s), \Gamma \cup \Gamma(s)).
\]
Let $(s_k)$ with $s_k \to t$ and $s_k > t$ for every $k$: up to a subsequence we have that $u(s_k) \rightharpoonup \bar{u}$ weakly in $GSBV_d^p(\Omega; \mathbb{R}^m)$ for some $\bar{u} \in AD(\psi(t), \Gamma^+(t))$. By lower semicontinuity the previous inequality gives
\[
\mathcal{E}^d(t)(\bar{u}) + \mathcal{E}^s(\Gamma^+(t)) \leq \mathcal{E}(t)(v, \Gamma),
\]
so that by the minimality of $v(t)$
\[
\mathcal{E}(t)(v(t), \Gamma^+(t)) = \mathcal{E}^d(t)(v(t)) + \mathcal{E}^s(\Gamma^+(t)) \leq \mathcal{E}(t)(v, \Gamma).
\]

Let us come to the energy balance. As in Proposition 3.1 it is sufficient to prove that $\mathcal{E}(t)(v(t), \Gamma(t)) = \mathcal{E}(t)(v(t), \Gamma^+(t))$ for all $t \in [0, T]$. The global stability of $(v(t), \Gamma^+(t))$ gives, for every $s > t$,
\[
\mathcal{E}(t)(v(t), \Gamma^+(t)) \leq \mathcal{E}(s)(u(s) - \psi(s) + \psi(t), \Gamma(s)) \leq \mathcal{E}(s)(u(s), \Gamma(s)) + \omega(s),
\]
where $\omega(s) \to 0$ as $s \to t$ (see the estimates of [7, Section 5]). By the continuity of $t \mapsto \mathcal{E}(t)(u(t), \Gamma(t))$ we obtain for $s \to t$
\[
\mathcal{E}(t)(v(t), \Gamma^+(t)) \leq \mathcal{E}(t)(u(t), \Gamma(t)).
\]
The opposite inequality comes from the global stability of $(u(t), \Gamma(t))$, so that the proposition is proved.
3.2. Structure of the crack set. Francfort and Larsen, in their approach to quasistatic crack growth [10], define the crack set at time $t$ as the union of the jump sets of the displacements at previous times. In the next proposition we prove a similar structure result for any quasistatic evolution according to Definition 2.1.

**Proposition 3.3.** There exists a countable and dense set $D \subseteq [0,T]$ such that for all $t \in [0,T]$ 
\begin{equation}
\Gamma(t) \equiv \Gamma(0) \cup \bigcup_{s \in D, s \leq t} S^\psi(s)(u(s)),
\end{equation}
where $\equiv$ means equality up to a set of $\mathcal{H}^{n-1}$-measure zero and
\begin{equation}
S^\psi(u) := S(u) \cup \{ x \in \partial D : u(x) \neq \psi(x) \}
\end{equation}
for every $\psi \in W^{1,p}(\Omega; \mathbb{R}^m)$ and $u \in GSBV^p(\Omega; \mathbb{R}^m)$.

**Proof.** By [7, Lemma 4.12] there exists a sequence of subdivisions $(t^i_k)_{0 \leq i \leq i_k}$ of $[0,T]$, with
\begin{equation}
0 = t^i_k < t^i_{k+1} - 1 < t^i_k = T \quad \text{and} \quad \lim_{k \to \infty} \max_{1 \leq i \leq i_k} (t^i_k - t^{i-1}_k) = 0,
\end{equation}
such that
\begin{equation}
\lim_{k \to \infty} \sum_{i=1}^{i_k} \left| (t^i_k - t^{i-1}_k) \dot{E}(t^i_k) - \int_{t^i_k - 1}^{t^i_k} \dot{E}(t) \, dt \right| = 0.
\end{equation}
Moreover, we can assume that \{$(t^i_k : 0 \leq i \leq i_k) \subset (t^i_{k+1} : 0 \leq i \leq i_{k+1})$\} for all $k$. Let us define
\begin{equation}
I_\infty := \{ t^i_k : k \in \mathbb{N}, \ 0 \leq i \leq i_k \}.
\end{equation}
For all $t \in [0,T]$ we set
\begin{equation}
\tilde{\Gamma}(t) := \Gamma(0) \cup \bigcup_{s \in I_\infty, s \leq t} S^\psi(s)(u(s)),
\end{equation}
and
\begin{equation}
\tilde{E}(t) := E^{cl}(t)(u(t)) + E^s(\tilde{\Gamma}(t)).
\end{equation}
Notice that $\tilde{\Gamma}(0) = \Gamma(0)$ and $\tilde{\Gamma}(t) \subset \Gamma(t)$ for all $t \in [0,T]$. As a consequence $\tilde{E}(0) = E(0)$ and $\tilde{E}(t) \leq E(t)$ for all $t \in [0,T]$.

Let us fix $t \in I_\infty$. For every $k$ sufficiently large there exists $j_k \in \{ 0, \ldots, i_k \}$ such that $t = t^i_{j_k}$. For every $i = 1, \ldots, j_k - 1$, by the global stability of $(u(t^i_k), \Gamma(t^i_k))$ we get
\begin{align*}
E^{cl}(t^i_k)(u(t^i_k)) &\leq E^{cl}(t^i_{j_k})(u(t^i_{j_k} + 1) - \psi(t^i_{j_k} + 1) + \psi(t^i_{j_k})) + E^s(S^\psi(t^i_{j_k} + 1)(u(t^i_{j_k} + 1)) \setminus \Gamma(t^i_k)) \\
&\leq E^{cl}(t^i_k)(u(t^i_{j_k} + 1) - \psi(t^i_{j_k} + 1) + \psi(t^i_{j_k})) + E^s(S^\psi(t^i_{j_k} + 1)(u(t^i_{j_k} + 1)) \setminus \tilde{\Gamma}(t^i_k)),
\end{align*}
so that
\begin{equation}
E^{cl}(t^i_k)(u(t^i_k)) + E^s(\tilde{\Gamma}(t^i_k)) \leq E^{cl}(t^i_{j_k})(u(t^i_{j_k} + 1) - \psi(t^i_{j_k} + 1) + \psi(t^i_{j_k})) + E^s(\tilde{\Gamma}(t^i_{j_k})))
\end{equation}
Using the error estimates contained in formula (7.46) in the proof of [7, Theorem 3.15], we deduce that there exists a sequence $e_k(t) \to 0$ such that
\begin{equation}
\tilde{E}(t) \geq E(0) + \sum_{j=1}^{j_k} (t^i_{j_k} - t^i_{j_k - 1}) \dot{E}(t^i_{j_k}) - e_k(t).
\end{equation}
By (3.4) we deduce that for all $t \in I_\infty$
\begin{equation}
\tilde{E}(t) \geq E(0) + \int_0^t \dot{E}(s) \, ds = E(t).
\end{equation}
Since we have already proved the opposite inequality, we obtain $\tilde{E}(t) = E(t)$ for all $t \in I_\infty$. As a consequence for all $t \in I_\infty$ we have $\Gamma(t) \equiv \tilde{\Gamma}(t)$, hence
\begin{equation}
\Gamma(t) \equiv \Gamma(0) \cup \bigcup_{s \in I_\infty, s \leq t} S^\psi(s)(u(s)).
\end{equation}
Equality (3.5) extends to all continuity points of $t \mapsto \mathcal{H}^{n-1}(\Gamma(t))$. 

Let us set $D := J \cup I_\infty$, where $J$ is the (at most countable) set of jumps of point of $t \mapsto \mathcal{H}^{n-1}(\Gamma(t))$. Notice that
\begin{equation}
(3.6) \quad \Gamma(t) := \Gamma(0) \cup \bigcup_{s \in D, s \leq t} S^{\psi(s)}(u(s))
\end{equation}
for every $t \in [0,T] \setminus J$. To conclude the proof it is thus sufficient to show that (3.6) holds also for $t \in J$. Let $\tilde{\Gamma}(t)$ be the right-hand side of (3.6), and let us prove that $\Gamma(t) \subseteq \tilde{\Gamma}(t)$. Let $t \in J$ and let $t_k \in I_\infty$ with $t_k \to t$ and $t_k \leq t$ for every $k$. Since $v_k := u(t) - \psi(t) + \psi(t_k)$ satisfies $S^{\psi(t_k)}(v_k) = S^{\psi(t)}(u(t)) \subset \tilde{\Gamma}(t)$ and $\Gamma(t_k) \subset \tilde{\Gamma}(t)$, by the global stability of $(u(t_k), \Gamma(t_k))$ we get
\[ E(t_k) = \mathcal{E}^l(t_k)(u(t_k)) + \mathcal{E}^s(\Gamma(t_k)) \leq \mathcal{E}^l(t_k)(v_k) + \mathcal{E}^s(\tilde{\Gamma}(t)). \]
Letting $k \to \infty$, by the continuity of $t \mapsto E(t)$ we obtain
\[ E(t) \leq \mathcal{E}^l(t)(u(t)) + \mathcal{E}^s(\tilde{\Gamma}(t)), \]
which implies $\mathcal{E}^s(\Gamma(t)) \leq \mathcal{E}^s(\tilde{\Gamma}(t))$. Since $\tilde{\Gamma}(t) \subset \Gamma(t)$, we conclude that $\Gamma(t) \subseteq \tilde{\Gamma}(t)$. \hfill \blacksquare

The structure result can be improved under suitable convexity assumptions for the bulk energy and for the potentials of the applied forces.

**Lemma 3.4.** For every $t \in [0,T]$ assume that $\mathcal{W}$ and $-\mathcal{G}(t)$ are convex and that $-\mathcal{F}(t)$ is strictly convex. Then for every countable dense set $D \subset [0,T]$ containing the jump points of $t \mapsto \mathcal{H}^{n-1}(\Gamma(t))$ we have
\begin{equation}
(3.7) \quad \Gamma(t) \equiv \Gamma(0) \cup \bigcup_{s \in D, s \leq t} S^{\psi(s)}(u(s)).
\end{equation}

**Proof.** By Proposition 3.3 we know that there exists a countable and dense set $D' \subset [0,T]$, containing the set of jumps of $t \mapsto \mathcal{H}^{n-1}(\Gamma(t))$, such that
\begin{equation}
(3.8) \quad \Gamma(t) \equiv \Gamma(0) \cup \bigcup_{s \in D', s \leq t} S^{\psi(s)}(u(s)).
\end{equation}
Let $D$ be a countable and dense subset of $[0,T]$, containing the set of jumps of $t \mapsto \mathcal{H}^{n-1}(\Gamma(t))$, and let
\[ \hat{\Gamma}(t) := \Gamma(0) \cup \bigcup_{s \in D, s \leq t} S^{\psi(s)}(u(s)). \]
Recall that $\hat{\Gamma}(t) \subset \Gamma(t)$ for all $t \in [0,T]$ because $u(t) \in AD(\psi(t), \Gamma(t))$ for all $t \in [0,T]$. Let us show that the opposite inclusion holds. By (3.8), it is sufficient to prove that for all $s \in D'$ with $0 < s \leq t$ we have $S^{\psi(s)}(u(s)) \subset \hat{\Gamma}(t)$. If $s$ is a jump point of $t \mapsto \mathcal{H}^{n-1}(\Gamma(t))$, we have $s \in D$ and the inclusion follows. If $s$ is not a jump point of $t \mapsto \mathcal{H}^{n-1}(\Gamma(t))$, let us consider $s_k \in D$ with $s_k \to s$ and $s_k \leq s$. We have that (up to subsequences)
\[ u(s_k) \rightharpoonup \bar{u} \quad \text{weakly in } GSBV^p_q(\Omega; \mathbb{R}^m), \]
and $S^{\psi(s)}(\bar{u}) \subset \hat{\Gamma}(s)$, since $S^{\psi(s_k)}(u(s_k)) \subset \hat{\Gamma}(s)$ for all $k$ (see [7, Remark 2.9]). Moreover $\bar{u}$ is a minimizer of
\begin{equation}
(3.9) \quad \min\{\mathcal{E}^l(s)(v) : v \in GSBV^p_q(\Omega; \mathbb{R}^m), S^{\psi(s)}(v) \subset \Gamma(s)\}.
\end{equation}
Indeed for all $v \in GSBV^p_q(\Omega; \mathbb{R}^m)$ with $S^{\psi(s)}(v) \subset \Gamma(s)$ we have that $S^{\psi(s_k)}(v - \psi(s) + \psi(s_k)) = S^{\psi(s_k)}(v) \subset \Gamma(s)$, so that
\[ \mathcal{E}^l(s_k)(u(s_k)) \leq \mathcal{E}^l(s_k)(v - \psi(s) + \psi(s_k)) + \mathcal{E}^s(\Gamma(s) \setminus \Gamma(s_k)). \]
Taking the limit for $k \to \infty$ we obtain
\[ \mathcal{E}^l(s)(\bar{u}) \leq \mathcal{E}^l(s)(v), \]
hence $\bar{u}$ is a solution of problem (3.9). By the convexity assumption on the bulk energy, the solution of problem (3.9) is unique. By the global stability condition for $(u(s), \Gamma(s))$ the function
u(s) is a minimizer of (3.9). This implies \( \dot{u} = u(s) \), which gives \( S^{\psi(s)}(u(s)) \subset \hat{\Gamma}(s) \subset \tilde{\Gamma}(t) \) and concludes the proof. \( \blacksquare \)

3.3. Measurability properties of the deformation. In the quasistatic evolution \( t \mapsto (u(t), \Gamma(t)) \), the deformation \( u(t) \) is, in general, not uniquely determined by \( \Gamma(t) \). Indeed, if \( v(t) \) is another minimizer of \( E^e(t) \) in \( AD(\psi(t), \Gamma(t)) \), then the global stability condition still holds and the value of \( E(t) \) does not change. Therefore \( t \mapsto (v(t), \Gamma(t)) \) is a quasistatic evolution provided (2.12) is satisfied by \( v(t) \). The following result shows that we can select \( t \mapsto v(t) \) so that certain measurability properties hold. Similar results for a different evolution problem have been obtained independently in [13].

**Theorem 3.5.** We can choose \( t \mapsto v(t) \) in such a way that \( t \mapsto (v(t), \Gamma(t)) \) is a quasistatic evolution with boundary condition \( t \mapsto \psi(t) \) and \( t \mapsto (\nabla v(t), v(t)) \) is measurable from \([0, T] \) to \( L^p(\Omega; \mathbb{R}^{m \times n}) \times L^2(\Omega; \mathbb{R}^m) \).

**Proof.** Let \( t_k^0 \) and \( I_{\infty} \) be as in Proposition 3.3. For all \( k \) we set

\[
(3.10) \quad u_k(t) := u(t_k^{-1}), \quad \Gamma_k(t) := \Gamma(t_k^{-1}), \quad \vartheta_k(t) := \dot{E}(t_k^{-1}) \quad \text{for} \quad t \in [t_k^{-1}, t_k].
\]

Arguing as in the proof of [7, Lemma 6.1], we deduce from (3.4) that for all \( t \in [0, T] \) there exists \( \epsilon_k(t) \to 0 \) as \( k \to \infty \) such that

\[
\mathcal{E}(t)(u_k(t), \Gamma_k(t)) = \mathcal{E}(0)(u_k(0), \Gamma_k(0)) + \int_0^t \vartheta_k(s) \, ds + \epsilon_k(t).
\]

Let us define

\[
\tilde{\Gamma}(t) := \bigcup_{s \in I_{\infty}, s \leq t} \Gamma(s).
\]

Using the definition of \( \sigma^p \)-convergence, introduced in [7, Section 4.1], and Proposition 3.3 it is easy to prove that for every \( t \in [0, T] \) there exists \( \hat{\Gamma}(t) \) such that

\[
\Gamma_k(t) \xrightarrow{\sigma} \hat{\Gamma}(t) \quad \text{and} \quad \hat{\Gamma}(t) = \Gamma(0) \cup \tilde{\Gamma}(t).
\]

It is clear that \( \Gamma(t) = \hat{\Gamma}(t) \) for all \( t \in I_{\infty} \). As a consequence of the monotonicity with respect to \( t \) we obtain that \( \Gamma(t) = \hat{\Gamma}(t) \) for all \( t \in [0, T] \) except for a countable set \( C \).

Setting

\[
\vartheta(t) := \limsup_{k \to \infty} \vartheta_k(t),
\]

let us consider the sets

\[
(3.11) \quad \mathcal{A}(t) := \{(\nabla v, v) : v \in GSBV^p_q(\Omega; \mathbb{R}^m), \ u_k(\cdot) \to v \ \text{weakly in} \ GSBV^p_q(\Omega; \mathbb{R}^m), \ \vartheta_{k_j}(t) \to \vartheta(t) \ \text{for some sequence} \ k_j \to \infty\},
\]

where \( u_k(t) \) is defined in (3.10). Arguing as in [7, Section 7] we can prove that for every selection \( t \mapsto (\nabla \tilde{v}(t), \tilde{v}(t)) \in \mathcal{A}(t) \) the function \( t \mapsto (\tilde{v}(t), \hat{\Gamma}(t)) \) is a quasistatic evolution. Since \( \hat{\Gamma}(t) = \Gamma(t) \) for \( t \notin C \), the global stability condition gives \( \mathcal{E}(\tilde{v}(t), \hat{\Gamma}(t)) = \mathcal{E}(u(t), \Gamma(t)) \) for \( t \notin C \), and the continuity condition in the energy balance ensures that \( \mathcal{E}(\tilde{v}(t), \hat{\Gamma}(t)) = \mathcal{E}(u(t), \Gamma(t)) \) for every \( t \in [0, T] \). Therefore, if we define \( v(t) = \tilde{v}(t) \) for \( t \notin C \), and \( v(t) = u(t) \) for \( t \in C \), the function \( t \mapsto (v(t), \Gamma(t)) \) is still a quasistatic evolution, and \( t \mapsto (\nabla v(t), v(t)) \) has the same measurability properties as \( t \mapsto (\nabla \tilde{v}(t), \tilde{v}(t)) \).

In order to conclude the proof, it is enough to show that we can choose \( \tilde{v}(t) \) so that \( t \mapsto (\nabla \tilde{v}(t), \tilde{v}(t)) \) is measurable from \([0, T] \) to \( L^p(\Omega; \mathbb{R}^{m \times n}) \times L^2(\Omega; \mathbb{R}^m) \).

To this aim, we notice that \( (\nabla v, v) \in \mathcal{A}(t) \) if and only if there exists a sequence \( k_j \to \infty \) such that \( \vartheta_{k_j}(t) \to \vartheta(t), \nabla u_{k_j}(t) \to \nabla v \) weakly in \( L^p(\Omega; \mathbb{R}^{m \times n}) \), and \( u_{k_j}(t) \to v \) weakly in \( L^q(\Omega; \mathbb{R}^m) \). Indeed the convergence in measure of \( u_{k_j}(t) \) required in (2.1) can be obtained from the GSBV compactness theorem (see [1, Theorem 4.36]), since \( H^{n-1}(\mathcal{S}(u_{k_j}(t))) \) is uniformly bounded.
Moreover, in view of the coercivity estimates proved in [7], there exists a bounded closed convex set \( K \subset L^p(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \) such that
\[
(\nabla u_k(t), u_k(t)) \in K
\]
for all \( t \in [0, T] \) and for all \( k \). On \( K \) we consider the weak topology on \( L^p(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \), so that \( K \) is a compact metrizable space. In Lemma 3.6 below we will prove that

(a) \( \mathcal{A}(t) \) is closed in the weak topology for every \( t \in [0, T] \);

(b) the set \( \{ t \in [0, T] : \mathcal{A}(t) \cap U \neq \emptyset \} \) is measurable for every open set \( U \) in the weak topology of \( L^p(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \).

Then we can apply the Aumann-von Neumann selection theorem (see, e.g., [3, Theorem III.6]) and we obtain that we can select \( (\nabla \tilde{v}(t), \tilde{v}(t)) \in \mathcal{A}(t) \) in such a way that \( t \mapsto (\nabla \tilde{v}(t), \tilde{v}(t)) \) is measurable from \([0, T] \) to \( L^p(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \) endowed with the weak topology. The measurability with respect to the strong topology follows from the Pettis theorem (see, e.g., [16, Chapter V, Section 4]).

In the rest of this subsection we prove the lemma concerning the measurability of the set valued map \( t \mapsto \mathcal{A}(t) \) used in the proof of Theorem 3.5. We settle the problem in the context of compact metric spaces.

Conditions (a) and (b) in the proof of Theorem 3.5 follow from the next lemma, applied to \( X = K \) and \( f_k(t) = (\nabla u_k(t), u_k(t)) \), with a metric \( d \) inducing on \( K \) the weak topology of \( L^p(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \).

**Lemma 3.6.** Let \((X, d)\) be a compact metric space, let \( f_k : [0, T] \to X \) be a sequence of measurable functions, and let \( \vartheta_k \) and \( \vartheta \) be measurable functions from \([0, T] \) to \( \mathbb{R} \). For all \( t \in [0, T] \) let
\[
(3.12) \quad \mathcal{A}(t) := \{ x \in X : there \ exists \ k_j \to \infty \ such \ that \ f_{k_j}(t) \to x \ and \ \vartheta_{k_j}(t) \to \vartheta(t) \}.
\]

Then

(a) \( \mathcal{A}(t) \) is closed for all \( t \in [0, T] \);

(b) the set \( \{ t \in [0, T] : \mathcal{A}(t) \cap U \neq \emptyset \} \) is measurable for every open set \( U \subset X \).

**Proof.** Let us fix \( t \in [0, T] \) and let us prove that \( \mathcal{A}(t) \) is closed in \( X \). Let \( x_j \in \mathcal{A}(t) \) with \( x_j \to x \) in \( X \). Since \( x_j \in \mathcal{A}(t) \), we can find \( k_j \geq j \) such that
\[
d(x_j, f_{k_j}(t)) \leq \frac{1}{j} \quad \text{and} \quad |\vartheta_{k_j}(t) - \vartheta(t)| \leq \frac{1}{j}.
\]
Clearly \( f_{k_j}(t) \to x \) and \( \vartheta_{k_j}(t) \to \vartheta(t) \), hence \( x \in \mathcal{A}(t) \) by the very definition of \( \mathcal{A}(t) \). This proves that \( \mathcal{A}(t) \) is closed in \( X \).

In view of [3, Theorem III.9], in order to prove (b) it is sufficient to show that for all \( x \in X \) the function \( t \mapsto d(x, \mathcal{A}(t)) \) is measurable. For every \( j \) we define
\[
\mathcal{A}_j(t) := \{ x \in X : there \ exists \ k \geq j \ such \ that \ d(f_k(t), x) \leq \frac{1}{j} \ and \ |\vartheta_k(t) - \vartheta(t)| \leq \frac{1}{j} \},
\]
and we observe that \( \mathcal{A}(t) = \bigcap_j \mathcal{A}_j(t) \). We claim that
\[
(3.13) \quad d(x, \mathcal{A}(t)) = \sup_j d(x, \mathcal{A}_j(t)).
\]
Since \( \mathcal{A}(t) \subset \mathcal{A}_j(t) \), we have \( d(x, \mathcal{A}(t)) \geq d(x, \mathcal{A}_j(t)) \) for every \( j \), and hence \( d(x, \mathcal{A}(t)) \geq \sup_j d(x, \mathcal{A}_j(t)) \). To prove the opposite inequality, we may assume that the right-hand side of (3.13) is finite. For every \( j \) we fix \( y_j \in \mathcal{A}_j(t) \) such that \( d(x, y_j) \leq d(x, \mathcal{A}_j(t)) + \frac{1}{j} \). As \( X \) is compact, there exists a subsequence \((y_{j_m})\) of \((y_j)\) which converges to a point \( y \). Since \( y_{j_m} \in \mathcal{A}_{j_m}(t) \), there exists \( k_m \geq j_m \) such that \( d(f_{k_m}(t), y_{j_m}) \leq \frac{1}{j_m} \ and \ |\vartheta_{k_m}(t) - \vartheta(t)| \leq \frac{1}{j_m} \). It follows that \( f_{k_m}(t) \to y \) and \( \vartheta_{k_m}(t) \to \vartheta(t) \) as \( m \to \infty \), hence \( y \in \mathcal{A}(t) \) by the very definition of \( \mathcal{A}(t) \). Therefore
\[
d(x, \mathcal{A}(t)) \leq d(x, y) = \lim_{m \to \infty} d(x, y_{j_m}) \leq \sup_j d(x, \mathcal{A}_j(t)),
\]
which concludes the proof of (3.13).
On the other hand we have $\mathcal{A}_j(t) = \bigcup_{k \geq j} \mathcal{A}^k_j(t)$, where
\[
\mathcal{A}^k_j(t) := \{ x \in X : d(f_k(t), x) \leq \frac{1}{j} \text{ and } |\vartheta_k(t) - \vartheta(t)| \leq \frac{1}{j} \},
\]
so that
\[
d(x, \mathcal{A}_j(t)) = \inf_{k \geq j} d(x, \mathcal{A}^k_j(t)).
\]
Therefore (3.13) gives
\[
d(x, \mathcal{A}(t)) = \sup_{j} \inf_{k \geq j} d(x, \mathcal{A}^k_j(t)).
\]
Since $t \mapsto f_k(t)$, $t \mapsto \vartheta_k(t)$, and $t \mapsto \vartheta(t)$ are measurable, the functions $t \mapsto d(x, \mathcal{A}^k_j(t))$ are measurable for every $x \in X$, and this concludes the proof of (b). \hfill \blacksquare

3.4. Continuity properties for stress and deformation. The following proposition shows that, under suitable convexity assumptions, the stress is left continuous when the crack is left continuous. The same property holds for the deformation and the deformation gradient, if some energy terms are strictly convex.

**Proposition 3.7.** Let $t \in [0, T]$ be such that $\Gamma(t) = \Gamma^-(t)$ and $\mathcal{W}$, $-\mathcal{F}(t)$, and $-\mathcal{G}(t)$ are convex. Then
\begin{equation}
(3.14) \quad \partial \mathcal{W}(\nabla u(s)) \rightarrow \partial \mathcal{W}(\nabla u(t)) \quad \text{weakly in } L^p(\Omega; \mathbb{R}^{m \times n}) \text{ as } s \to t^-.
\end{equation}
If, in addition, $\mathcal{W}$ and $-\mathcal{F}(t)$ are strictly convex, then
\begin{align}
(3.15) & \quad \nabla u(s) \rightarrow \nabla u(t) \quad \text{strongly in } L^p(\Omega; \mathbb{R}^{m \times n}) \text{ as } s \to t^-; \\
(3.16) & \quad u(s) \rightarrow u(t) \quad \text{strongly in } L^q(\Omega; \mathbb{R}^m) \text{ as } s \to t^-; \\
(3.17) & \quad u(s) \rightarrow u(t) \quad \text{strongly in } L^r(\partial \Omega; \mathbb{R}^m) \text{ as } s \to t^-.
\end{align}

**Proof.** Since $\Gamma(t) = \Gamma^-(t)$, using Proposition 3.3 it is easy to prove (see [7, Section 4.1]) that for every sequence $s_j \to t^-$ there exists $\tilde{\Gamma}$ such that
\[
\Gamma(s_k) \overset{\sigma_k}{\rightarrow} \tilde{\Gamma} \quad \text{and} \quad \Gamma(t) = \Gamma(0) \cup \tilde{\Gamma}.
\]
Arguing as in [7, Sections 4 and 5] we deduce that there exist a subsequence, not relabelled, and a minimizer $\tilde{u}$ of $\mathcal{E}^{cl}(t)$ on $AD(\psi(t), \Gamma(t))$ such that
\begin{align}
(3.18) & \quad u(s_j) \rightharpoonup \tilde{u} \quad \text{weakly in } GSBV^p_q(\Omega; \mathbb{R}^m), \\
(3.19) & \quad \partial \mathcal{W}(\nabla u(s_j)) \rightharpoonup \partial \mathcal{W}(\nabla \tilde{u}) \quad \text{weakly in } L^p(\Omega; \mathbb{R}^{m \times n}).
\end{align}
Since $u(t)$ is a minimizer of $\mathcal{E}^{cl}(t)$ on $AD(\psi(t), \Gamma(t))$, by (3.19) the first part of the theorem is proved if we show that the triple
\begin{equation}
(3.20) \quad (\partial \mathcal{W}(\nabla \tilde{u}), -\partial \mathcal{F}(t)(\tilde{u}), -\partial \mathcal{G}(t)(\tilde{u}))
\end{equation}
is the same for all minimizers.

To prove this property, we show that for every minimizer $\tilde{u}$ of $\mathcal{E}^{cl}(t)$ on $AD(\psi(t), \Gamma(t))$ the triple (3.20) is a solution of a dual problem which, in our assumptions, admits a unique solution. Let us consider the linear space
\begin{equation}
(3.21) \quad \mathcal{V}(\Gamma(t)) := \{ v \in GSBV^p_q(\Omega; \mathbb{R}^m) : S^0(v) \subset \Gamma(t) \},
\end{equation}
where $S^0(v)$ is defined as in (3.2) with $\psi = 0$. Note that $AD(\psi(t), \Gamma(t)) = \psi(t) + \mathcal{V}(\Gamma(t)) = \tilde{u} + \mathcal{V}(\Gamma(t))$. For every
\[
\eta := (\eta_1, \eta_2, \eta_3) \in L^p(\Omega; \mathbb{R}^{m \times n}) \times L^q(\Omega; \mathbb{R}^m) \times L^r(\partial \Omega; \mathbb{R}^m),
\]
we set
\[
\Psi(\eta) := \mathcal{W}(\eta_1) - \mathcal{F}(t)(\eta_2) - \mathcal{G}(t)(\eta_3).
\]
Let us consider
\begin{equation}
(3.22) \quad \Phi(\eta) := \inf_{u \in \tilde{u} + \mathcal{V}(\Gamma(t))} \Psi((\nabla u, u, u) - \eta).
\end{equation}
Notice that $\Phi$ is convex, lower semicontinuous, and proper, since
\[
\Phi(0) = \Psi(\nabla \tilde{u}, \tilde{u}) = \mathcal{E}^{el}(\tilde{u}) < +\infty.
\]
As a consequence (see [15]), we have that
\[
\Phi(0) = \Phi^{**}(0) = -\inf \Phi^*,
\]
where $\Phi^*$ denotes the convex conjugate of $\Phi$, and $\Phi^{**}$ denotes the convex conjugate of $\Phi^*$. For $\sigma := (\sigma_1, \sigma_2, \sigma_3) \in L^p(\Omega; \mathbb{R}^{m \times n}) \times L^p(\Omega; \mathbb{R}^m) \times L^p(\partial S \Omega; \mathbb{R}^m)$ we get
\[
\Phi^*(\sigma) = \sup_{u,\eta} \{\langle \sigma, (\nabla u, u, u) \rangle + \langle -\sigma, (\nabla u, u, u) - \eta \rangle - \Psi((\nabla u, u, u) - \eta)\}
\]
\[
= \langle \sigma, (\nabla \tilde{u}, \tilde{u}, \tilde{u}) \rangle + \Psi^*(-\sigma) + \sup_{v \in \mathcal{V}(\Gamma(t))} \langle \sigma, (\nabla v, v, v) \rangle.
\]
Since $\mathcal{V}(\Gamma(t))$ is a linear space, the last term is either zero or $+\infty$, so that we get
\[
\Phi^*(\sigma) = \begin{cases} 
(\sigma, (\nabla \tilde{u}, \tilde{u}, \tilde{u})) + \Psi^*(-\sigma) & \text{if } \langle \sigma, (\nabla v, v, v) \rangle = 0 \text{ for all } v \in \mathcal{V}(\Gamma(t)), \\
+\infty & \text{otherwise.}
\end{cases}
\]
By (3.23) we get that
\[
-\Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u}) = \inf_{\sigma} \{\langle -\sigma, (\nabla \tilde{u}, \tilde{u}, \tilde{u}) \rangle + \Psi^*(\sigma) : \langle \sigma, (\nabla v, v, v) \rangle = 0 \text{ for all } v \in \mathcal{V}(\Gamma(t))\}.
\]
We claim that the triple (3.20) is a solution to the problem on the right-hand side of (3.26). To prove this fact we observe that the Euler’s equation associated to the minimum problem satisfied by $\tilde{u}$ yields
\[
\langle \partial \Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u}), (\nabla v, v, v) \rangle = 0 \text{ for all } v \in \mathcal{V}(\Gamma(t)).
\]
Moreover by duality we have that
\[
\Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u}) + \Psi^*(\partial \Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u})) = \langle \partial \Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u}), (\nabla \tilde{u}, \tilde{u}, \tilde{u}) \rangle,
\]
so that we conclude
\[
-\Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u}) = -\langle \partial \Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u}), (\nabla \tilde{u}, \tilde{u}, \tilde{u}) \rangle + \Psi^*(\partial \Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u})).
\]
Since
\[
\partial \Psi(\nabla \tilde{u}, \tilde{u}, \tilde{u}) = (\partial W(\nabla \tilde{u}), -\partial F(t)(\tilde{u}), -\partial G(t)(\tilde{u}))
\]
this proves our claim. By the assumption that $W$, $-F(t)$, and $-G(t)$ are convex and $C^1$, we obtain that
\[
\Psi^*(\sigma) = W^*(\sigma_1) + (-F(t))^*(\sigma_2) + (-G(t))^*(\sigma_3)
\]
is strictly convex, so that the problem in the right hand side of (3.26) admits a unique solution. This proves that (3.20) is uniquely determined, concluding the proof of the first part of the proposition.

Let us assume now the strict convexity of $W$ and $-F(t)$. As a consequence $\mathcal{E}^{el}(t)$ is strictly convex, hence $\tilde{u} = u(t)$. By (3.18) this proves (3.15)-(3.17) with the weak convergence.

Since $\Gamma(t) = \Gamma^-(t)$, we have that $\mathcal{E}^s(\Gamma(s)) \to \mathcal{E}^s(\Gamma(t))$ as $s \to t^-$. By continuity of the total energy we have that
\[
\lim_{s \to t^-} \mathcal{E}^{el}(s)(u(s)) = \mathcal{E}^{el}(t)(u(t)),
\]
Using the lower semicontinuity of all terms in (2.11) we get
\[
\lim_{s \to t^-} W(\nabla u(s)) = W(\nabla u(t)) \quad \text{and} \quad \lim_{s \to t^-} F(s)(u(s)) = F(t)(u(t)).
\]
Then the strong convergence in (3.15) and (3.16) can be derived from (3.27), using a general argument which allows to deduce strong convergence from weak convergence and convergence of strictly convex energies (see [2]). The strong convergence in (3.17) follows from (3.27) in [7].
REFERENCES

[1] Ambrosio L., Fusco N., Pallara D.: Functions of bounded variations and free discontinuity problems. Clarendon Press, Oxford, 2000.
[2] Brezis H.: Convergence in $D'$ and in $L^1$ under strict convexity. Boundary value problems for partial differential equations and applications, 43-52, RMA Res. Notes Appl. Math., 29, Masson, Paris, 1993.
[3] Castaing, C.; Valadier, M.: Convex analysis and measurable multifunctions. Lecture Notes in Mathematics, Vol. 580, Springer-Verlag, Berlin-New York, 1977.
[4] Chambolle A.: A density result in two-dimensional linearized elasticity, and applications. Arch. Ration. Mech. Anal. 167 (2003), 211-233.
[5] Chambolle A., Giacomini A., Ponsiglione M.: Crack initiation in brittle materials. Arch. Ration. Mech. Anal. 188 (2008), 399-349.
[6] Dal Maso G., Toader R.: A model for the quasistatic growth of brittle fractures: existence and approximation results. Arch. Ration. Mech. Anal. 162 (2002), 101-155.
[7] De Giorgi E., Ambrosio L.: Un nuovo tipo di funzionale del calcolo delle variazioni. Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 82 (1988), 199-210.
[8] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[9] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[10] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[11] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[12] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[13] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[14] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[15] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.
[16] De Giorgi E., Ambrosio L., Dal Maso G., Toader R.: Quasi-static crack growth in nonlinear elasticity. Arch. Ration. Mech. Anal. 176 (2005), 165-225.

Gianni Dal Maso S.I.S.S.A., Via Beirut 2-4, 34014, Trieste, Italy
E-mail address, G. Dal Maso: dalmaso@sissa.it

Alessandro Giacomini Dipartimento di Matematica, Università degli Studi di Brescia, via Valotti 9, 25133 Brescia, Italy
E-mail address, A. Giacomini: alessandro.giacomini@ing.unibs.it

Marcello Ponsiglione Dipartimento di Matematica, Università di Roma “La Sapienza”, Piazzale A. Moro 2, 00185 Roma, Italy
E-mail address, M. Ponsiglione: ponsigli@mat.uniroma1.it