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Abstract

In this work we aim to develop a unified mathematical framework and a reliable computational approach to model the brittle fracture in heterogeneous materials with variability in material microstructures, and to provide statistic metrics for quantities of interest, such as the fracture toughness. To depict the material responses and naturally describe the nucleation and growth of fractures, we consider the peridynamics model. In particular, a stochastic state-based peridynamic model is developed, where the micromechanical parameters are modeled by a finite-dimensional random vector, or a combination of random variables truncating the Karhunen-Loève decomposition or the principle component analysis (PCA). To solve this stochastic peridynamic model, probabilistic collocation method (PCM) is employed to sample the random field representing the micromechanical parameters. For each sample, the deterministic peridynamic problem is discretized with an optimization-based meshfree quadrature rule. We present rigorous analysis for the proposed scheme and demonstrate its convergence for a number of benchmark problems, showing that it sustains the asymptotic compatibility spatially and achieves an algebraic or sub-exponential convergence rate in the random space as the number of collocation points grows. Finally, to validate the applicability of this approach on real-world fracture problems, we consider the problem of crystallization toughening in glass-ceramic materials, in which the material at the microstructural scale contains both amorphous glass and crystalline phases. The proposed stochastic peridynamic solver is employed to capture the crack initiation and growth for glass-ceramics with different crystal volume fractions, and the averaged fracture toughness are calculated. The numerical estimates of fracture toughness show good consistency with experimental measurements.
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1 Introduction

Prediction and monitoring heterogeneous material damage are ubiquitous in applications of interest to the broad scientific and engineering community [1–10]. In disciplines ranging from material design to non-destructive evaluation, heterogeneities in materials and media need to be accurately captured to guarantee reliable and trustworthy damage predictions that inform decision making. In the past decades, important discoveries and advancements have been made toward understanding material microstructures and its relationship with damage observed in the macroscale. New experimental technologies and test procedures have been designed to observe much smaller microstructure patterns and find defects in less time [11–18]. On the other hand, novel mathematical models and numerical tools have been developed to describe failure initiation and progression, which provide relatively inexpensive alternatives to extensive experimental testing [19–23]. However, fundamental challenges are still present in utilizing multiscale material models, and numerical simulations to provide a comprehensive physical and functional description of material damage, mainly due to the following difficulties [24]:
1. The high degrees of complexity and heterogeneity in material damage problems generally require numerical simulations at fine scales that are often computationally prohibitive. For instance, bottom-up approaches such as the fine-grained atomistic models have provided important insights into the fracture process, but they generally do not scale up to finite-size samples. This limitation raises the need for new mathematical models that act at coarser scales and capture complex nonlinear modes of failure from the fine scale.

2. Different material microstructure, property, interfacial conditions, and operating environments all cause variability within material, which is tremendously difficult to be fully quantified. Therefore, without complete detailed measurements for each individual material sample, it is often non-practical, if not impossible, to provide full quantitative damage characterization for each sample. This fact calls for stochastic modeling of the variability and characterization of material failure for uncertainty quantification.

These two challenges both call for mathematical models that not only capture the material fracture initiation and progression, but also account for heterogeneity and variability. To describe crack initiation and evolution simultaneously from the microscale-up, we employ the peridynamic theory, a spatially nonlocal continuum theory which provides a description of continuum mechanics in terms of integral operators rather than classical differential operators \([25–40]\). These nonlocal models are defined in terms of a lengthscale \(\delta\), referred to as a horizon, which denotes the range of nonlocal interaction between particles. The integral operator allows a natural description of processes requiring reduced regularity in the relevant solution, such as fracture mechanics \([41, 42]\). Therefore in peridynamics the material damage can be captured autonomously as a natural component of the material deformation. To account for heterogeneity and variability, we propose to develop a stochastic peridynamics formulation where the heterogeneous material property is modeled by a random field. Most of the current state-of-the-art works on peridynamics consider a homogenized and/or deterministic model, which may not work well when the material is heterogeneous and its microstructure plays a critical role. In a recent study on reinforced concrete modeling, Zhao et al. found that a fully homogenized peridynamic model fails to capture certain correct fracture modes/patterns \([43]\). Therefore, they have proposed a stochastic bond-based peridynamic model where the material property is described as random fields. The type of each bond connecting two material points \(\mathbf{x}\) and \(\mathbf{y}\) was modeled by a random variable, and the discrete probability distribution of this random variable depends on the volume fraction of aggregate and cement. With this model, fracture patterns match experimental observations. Their findings indicate the importance of considering the spatial variability of material properties in peridynamics. However, in \([43]\) the authors focused on the crack pattern in individual realizations rather than the solution statistics. Their numerical study only provides a qualitative validation on the fracture patterns and the order in which various cracks develop. To provide any quantitative verification and validation of the model, it calls for an effective stochastic method to provide the statistic metric on the impact of microstructure variability.
To this end, in this current work we propose a stochastic state-based peridynamics model where the heterogeneous material property is varying spatially and described by a random field. The solution of this stochastic problem describes the statistics of the material responses, such as the displacement and damage fields. In particular, we employ the linear peridynamic solid (LPS) model [44] as a prototypical state-based model appropriate for brittle fracture, and propose a heterogeneous LPS formulation where two-point function formulations are used to describe the heterogeneous material properties. Although such an averaged two-point function formulation were developed for nonlocal diffusion [45, 46] and peridynamics [47–51] models, we have for the first time provided rigorous mathematical analysis for the well-posedness of this formulation in a heterogeneous LPS model. Furthermore, an important feature of peridynamics is that when classical continuum models still apply, peridynamics revert back to classical continuum models as its horizon size $\delta \to 0$. Numerical discretizations which preserve this limit under the grid refinement $h \to 0$ are termed asymptotically compatible (AC) [52], and there has been significant works in recent years toward establishing such discretizations [33, 45, 52–61]. In this work, we have also theoretically shown that our stochastic heterogeneous LPS model guarantees consistency to the corresponding local limit, which provides a critical ingredient in achieving a convergent simulation.

To enable numerical simulations to investigate the impact of microstructure variability, our second aim is to numerically discretize the proposed stochastic peridynamics model and provide the first two statistical moments, i.e., the mean and (co)variance. The mean provides an unbiased estimate of the variables and the variance quantifies the uncertainty associated with this estimate. Such a development calls for a comprehensive treatment of an AC spatial discretization method together with an effective stochastic method, which is able to perform convergent and efficient heterogeneous peridynamic fracture simulations while providing stochastic modeling of the variability and characterization of material failure for uncertainty quantification. Broadly, AC spatial discretization strategies for peridynamics can be classified into two categories. The first class involves traditional finite element formulations and carefully performing geometric calculations to integrate over relevant horizon/element subdomains, while the second type adopts a strong-form meshfree discretization where particles are associated with an abstract measure, and provides a sharp representation of the fracture surface by breaking bonds. The former is based on a variational setting and therefore is more amenable to mathematical analysis, while the latter is simple to implement and generally faster [62, 63]. In this paper we pursue the meshfree viewpoint. In particular, a meshfree method is developed based on the optimization-based quadrature rule [33, 34, 45, 65]. For the stochastic numerical method, several approaches were developed for stochastic local (classical) PDE models, including probabilistic Galerkin methods (PGMs) [66–72], probabilistic collocation methods (PCMs) [73, 77], reduced basis methods [46, 78–82], etc. Among these methods, PCM with sparse grids inherits the ease of implementation in the Monte Carlo methods.

---

1For peridynamics one often refines both $\delta$ and $h$ at the same rate under so-called $\delta$-convergence [64]. In this setting, banded stiffness matrices is obtained which allows scalable implementations. Although in the literature a scheme is termed AC if it recovers the solution whenever $\delta, h \to 0$, in this work we adopt a practical setting and only require the $\delta$-convergence case for AC.
since only solutions at sample points are needed. At the same time, it also reduces the required number of sample points to achieve a given numerical accuracy for problems with relatively high dimension in the random space. Therefore, in this work we will employ PCM with full tensor products for random dimensions $N \leq 4$, and PCM with sparse grids when the dimension in the random dimension is larger than 4, following the suggestion by [77]. To verify and validate the proposed model and the numerical approach, we numerically investigate the convergence to the analytical local limit for a number of benchmark problems, including manufactured smooth solutions, composite material with discontinuous material properties, and material fracture problems. Last but not least, we validate estimates of fracture toughness on randomly heterogeneous materials against an experiment of glass-ceramics [83], providing evidence that the scheme yields accurate predictions for statistic damage metrics in practical engineering problems.

The paper is organized as follows. We describe first the deterministic and stochastic heterogeneous LPS problems in Section 2 and provide mathematical analysis to establish their compatibility with the corresponding local problem. Next, we pursue a consistent discretization, and our numerical approach for stochastic LPS problems is proposed in Section 3 and numerically verified in Section 4. When no fracture occurs and the material properties are sufficiently smooth, the classical continuum theory applies and the formulation preserves the AC limit under $\delta$-convergence, with an optimal $O(\delta^2)$ convergence rate. When fracture occurs and/or the material properties present discontinuity, the spatial discretization formulation is able to capture the material heterogeneity and the resultant damage field, with an $O(\delta)$ convergence rate to the local limit. When the nonlocal solution is analytic with respect to the input random variables, this method guarantees an at least algebraic convergence (for PCM with sparse grids) or exponential convergence (for PCM with full tensor products) with increasing sample numbers. Therefore, we have establish a unified mathematical framework, which is able to incorporate all of the necessary ingredients to perform non-trivial simulations of fracture mechanics in heterogeneous materials while maintaining a scalable implementation and guaranteeing convergence. In Section 5 we further extend the proposed formulation to handle a more engineering-oriented problem, where a glassy matrix contains randomly distributed crystal grains. A quasi-static brittle fracture model is considered, to provide preliminary quantitative validation results by comparing our numerical results with available experimental measurements on material fracture toughness. Section 6 summarizes our findings and discusses future research. Additional discussions and proofs for the truncation estimates between the local and nonlocal operators are provided in Appendix A.

2. Peridynamics for Randomly Heterogeneous Materials

In this section, we introduce the state-based peridynamics formulation, together with the major notations and definitions. In particular, we will consider the linear peridynamic solid (LPS) model [44], which is a prototypical state-based model appropriate for brittle fracture. The LPS model may be interpreted as a nonlocal generalization of the mixed form of linear elasticity, evolving both displacements and a dilatation. We begin with a review of the deterministic LPS model for heterogeneous materials [31] in Section 2.1 and then
extend the formulation to the stochastic LPS problem with random parameters in Section 2.2. Finally, we
discuss the treatment of material fracture, including the damage criteria and the handling of free surfaces
created by evolving fracture, in Section 2.3.

2.1. Deterministic Peridynamics Problem with Heterogeneous Material Properties

We begin by reviewing the governing equations of deterministic LPS models which provide the foundation
for the stochastic problems of interest. In this section, we consider the material without damage, with fully
prescribed Dirichlet type boundary conditions, and will further extend the discussions to more general
boundary conditions and brittle fractures in Section 2.3.

Consider a body occupying a bounded Lipschitz and convex domain \( \Omega \subset \mathbb{R}^d \), \( d = 2 \) or 3, with Dirichlet-
type boundary conditions. Let \( u : \Omega \to \mathbb{R}^d \) be the displacement field, \( \theta : \Omega \to \mathbb{R} \) be the nonlocal dilatation,
generalizing the local divergence of displacement, and \( K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^+ \cup \{0\} \) is a nonnegative kernel
function. In this paper we further assume that the interacting kernel function \( K \) is radially symmetric
(which can therefore be denoted as \( K(r) \) for \( r \in \mathbb{R}^+ \cup \{0\} \), with a slight abuse of notation), with compactly
support on \( B_\delta(0) \), the \( \delta \)-ball centered at 0, and satisfies the following conditions:

\[
\begin{align*}
K(x, y) &= K(|x - y|) = K_\delta(|x - y|) = \frac{1}{\delta^{d/2}} K_1 \left( \frac{|x - y|}{\delta} \right), \\
\text{where } K_1 \text{ is nonnegative and there exists a positive constant } \zeta < 1 \text{ satisfying }
\text{B}_\zeta(0) \subset \text{supp}(K_1) \subset B_1(0) \text{ and } \int_{B_1(0)} K_1(|z|)|z|^2 dz = d.
\end{align*}
\] (2.1)

The above kernel assumptions have implications on the boundary conditions that are prescribed on a collar
of thickness \( \delta \) near the boundary \( \partial \Omega \), that we denote as

\[
I\Omega := \{ x \in \Omega \mid \text{dist}(x, \partial\Omega) < \delta \}, \quad B\Omega := \{ x \notin \Omega \mid \text{dist}(x, \partial\Omega) < \delta \}, \quad BB\Omega := \{ x \notin \Omega \mid \text{dist}(x, \partial\Omega) < 2\delta \}.
\]

To apply the nonlocal Dirichlet-type boundary condition, we assume that \( u(x) = u_D(x) \) are provided in
\( BB\Omega \). Without loss of generality, for the analysis, we consider homogeneous Dirichlet boundary conditions
\( u_D(x) = 0 \).

In the original LPS model for materials with homogeneous material properties [44], the momentum
balance is given by the following

\[
L_\delta u := -\frac{C_\alpha}{d} \int_{B_\delta(x)} (\lambda - \mu) K(|y - x|) (y - x) (\theta(x) + \theta(y)) dy \\
- \frac{C_\beta}{d} \int_{B_\delta(x)} \mu K(|y - x|) \frac{(y - x) \otimes (y - x)}{|y - x|^2} (u(y) - u(x)) dy = f(x), \quad \text{for } x \in \Omega,
\] (2.2)

where the nonlocal dilatation \( \theta(x) \) is defined as

\[
\theta(x) := \int_{B_\delta(x)} K(|y - x|) (y - x) \cdot (u(y) - u(x)) dy, \quad \text{for } x \in \Omega \cup B\Omega.
\] (2.3)
where the strain tensor \( \mathbf{E} \) of linear elasticity:

\[
L_0 \mathbf{u} := - \nabla \cdot (\lambda \text{tr}(\mathbf{E}) \mathbf{I} + 2\mu \mathbf{E}) = -(\lambda - \mu) \nabla \text{tr}(\mathbf{E}) - \mu \nabla \cdot (2\mathbf{E} + \text{tr}(\mathbf{E}) \mathbf{I}) = \mathbf{f},
\]

where the strain tensor \( \mathbf{E} := \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \) and \( \text{tr}(\mathbf{E}) \) denotes its trace. To recover parameters for 3D linear elasticity, one should take \( C_\alpha = 3 \), \( C_\beta = 30 \); whereas for 2D problems, \( C_\alpha = 2 \), \( C_\beta = 16 \). In this paper we consider 2D problems \( (d = 2) \), although the algorithm may be generalized to more general kernels and 3D cases.

In [34], the authors extended the above original LPS model to composite materials constituted of multiple phases, where the domain was partitioned into disjoint subdomains with piecewise constant material properties such that \( \lambda(x) \) and \( \mu(x) \) may vary for each material point \( x \). In this work, we propose to further extend the original LPS model [2.2] and [2.3] to the general heterogeneous materials, with either continuous or discontinuous material parameters \( \lambda(x) \) and \( \mu(x) \). Specifically, for the deterministic problem where the Lamé moduli \( \lambda(x) \) and \( \mu(x) \) may vary for each material point \( x \), satisfying

\[
0 < \lambda_0 = \inf_{x \in \Omega \cup \partial \Omega} \lambda(x) \leq \sup_{x \in \Omega \cup \partial \Omega} \lambda(x) = \lambda_\infty < \infty,
\]

\[
0 < \mu_0 = \inf_{x \in \Omega \cup \partial \Omega} \mu(x) \leq \sup_{x \in \Omega \cup \partial \Omega} \mu(x) = \mu_\infty < \infty,
\]

we employ the following momentum balance and nonlocal dilatation formulations:

\[
L_{H\delta} \mathbf{u} := - \int_{B_\delta(x)} (\lambda(x,y) - \mu(x,y)) K(|y-x|)(y-x)(\theta(x) + \theta(y)) \, dy
\]

\[
-8 \int_{B_\delta(x)} \mu(x,y) K(|y-x|) \frac{(y-x) \otimes (y-x)}{|y-x|^2} (\mathbf{u}(y) - \mathbf{u}(x)) \, dy = \mathbf{f}(x),
\]

where \( \theta \) is defined in [2.3], and the two-point functions \( \mu(\cdot, \cdot), \lambda(\cdot, \cdot) \) denote averaged material properties. Specifically, we consider the interaction between \( x \) and \( y \) as a series of two springs connecting the two points, and then the equivalent total spring constant will be the harmonic mean of the two spring constants [47, 51, 87]:

\[
\frac{2}{\mu(x,y)} = \frac{1}{\mu(x)} + \frac{1}{\mu(y)}, \quad \frac{2}{\lambda(x,y)} = \frac{1}{\lambda(x)} + \frac{1}{\lambda(y)}.
\]

We notice that \( \mu(\cdot, \cdot) \) and \( \lambda(\cdot, \cdot) \) will also satisfy

\[
0 < \lambda_0 = \inf_{x,y \in \Omega \cup \partial \Omega} \lambda(x,y) \leq \sup_{x,y \in \Omega \cup \partial \Omega} \lambda(x,y) = \lambda_\infty < \infty,
\]

\[
0 < \mu_0 = \inf_{x,y \in \Omega \cup \partial \Omega} \mu(x,y) \leq \sup_{x,y \in \Omega \cup \partial \Omega} \mu(x,y) = \mu_\infty < \infty.
\]
For the proof of the algorithm’s wellposedness, we will also need the following assumptions on \( \lambda_0, \mu_0, \lambda_\infty \) and \( \mu_\infty \):

**Assumption 1.** There exist two constants \( A_0, A_1 > 0 \) such that

\[
(4 - A_1)\mu_0 - A_0(\lambda_\infty - \lambda_0) > 0, \\
\lambda_\infty - \frac{\lambda_\infty - \lambda_0}{2A_0} - \frac{\mu_\infty}{2A_1} \geq 0.
\]

**Remark 1.** We note that the above assumption generally requires a upper bound of \( \mu_\infty \) and relatively small fluctuation of \( \lambda(x) \) and \( \mu(x) \). When considering homogeneous materials where the Lamé and shear modulus \( \lambda(x) \) and \( \mu(x) \) are both constants, we have \( \lambda_\infty - \lambda_0 = 0 \) and the two conditions yield \( 8\lambda_\infty > \mu_\infty \).

This condition is suboptimal, since the homogeneous LPS model can be proved to be well-posed given any \( \lambda, \mu > 0 \) (see, e.g., [86]).

In Sections 4-5, empirical experiments are performed on cases not satisfying Assumption 1. Stable and converging numerical results are still observed. We will investigate more general and optimal conditions of \( \lambda \) and \( \mu \) in future work.

Consider a (quasi) static state-based peridynamic problem with Dirichlet-type boundary conditions:

\[
\begin{align*}
\mathcal{L}_{H,\delta} u(x) &= f(x), & \text{in } \Omega \\
\theta(x) &= \int_{B_\delta(x)} K(|y-x|)(y-x) \cdot (u(y) - u(x)) \, dy, & \text{in } \Omega \cup \partial \Omega \\
u(x) &= u_x(x), & \text{in } \partial \Omega
\end{align*}
\]

multiply a test function \( v(x) \) satisfying \( v(x) = 0 \) in \( \Omega \cup \partial \Omega \), and integrate it with respect to \( x \in \Omega \), we then obtain the weak formulation

\[
(f, v)_{L^2(\Omega)}
\]

\[
= -\int_{\Omega \cup \partial \Omega} \int_{\Omega \cup \partial \Omega} (\lambda(x, y) - \mu(x, y)) K(|y-x|)(y-x) \cdot v(x)(\theta(x) + \theta(y)) \, dy \, dx
\]

\[
- 8 \int_{\Omega \cup \partial \Omega} \int_{\Omega \cup \partial \Omega} \mu(x, y) K(|y-x|) \frac{(y-x) \otimes (y-x)}{|y-x|^2} (u(y) - u(x)) \, dy \, v(x) \, dx
\]

\[
= \int_{\Omega \cup \partial \Omega} \int_{\Omega \cup \partial \Omega} (\lambda(x, y) - \mu(x, y)) K(|y-x|)(y-x) \cdot (v(y) - v(x)) \, dy \, \theta(x) \, dx
\]

\[
+ 4 \int_{\Omega \cup \partial \Omega} \int_{\Omega \cup \partial \Omega} \mu(x, y) K(|y-x|) \frac{(y-x) \cdot (u(y) - u(x))}{|y-x|^2} ((y-x) \cdot (v(y) - v(x))) \, dy \, dx
\]

\[
:= T_{H,\delta}[u, v; \lambda, \mu],
\]

where \( \theta \) is defined by (2.3) and \( \lambda, \mu \) are the two point material property functions defined in (2.6). And we
denote the strain energy density function at material point \( x \) as

\[
W_u(x) := \int_{\Omega \cup BB} \left( \lambda(x, y) - \mu(x, y) \right) K(|y - x|) (y - x) \cdot (v(y) - v(x)) \, dy \, \theta(x) \\
+ 4 \int_{\Omega \cup BB} \mu(x, y) \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy.
\]

With the boundedness properties of \( \lambda(\cdot, \cdot) \) and \( \mu(\cdot, \cdot) \), we have the following characterization of the space

**Lemma 1.** The nonlocal energy semi-norm is

\[
|u|_{SH_\delta(\Omega)} = \left[ \int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy \, dx \right]^{1/2},
\]

and the nonlocal energy space is

\[
S_{H_\delta}(\Omega) = \left\{ u \in L^2(\Omega; \mathbb{R}^d) : \int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy \, dx < \infty, \ u|_{\partial \Omega} = 0 \right\}.
\]

**Proof.** With the Cauchy-Schwartz inequality we have

\[
|\theta(x)| = \left| \int_{\Omega \cup BB} K(|y - x|)(y - x) \cdot (u(y) - u(x)) \, dy \right| \\
\leq \sqrt{2} \left( \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy \right)^{1/2},
\]

and

\[
\int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))] \, dy \, \theta(x) \, dx \\
\leq \sqrt{2} \int_{\Omega \cup BB} \left( \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy \right)^{1/2} |\theta(x)| \, dx \\
\leq \frac{1}{2A} \int_{\Omega \cup BB} (\theta(x))^2 \, dx + \tilde{A} \int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy \, dx,
\]

(2.11)

where the second inequality comes from the Young’s inequality with any positive constant \( \tilde{A} \). We then insert (2.10) into (2.11) to get

\[
\int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))] \, dy \, |\theta(x)| \, dx \\
\leq \frac{1}{2A} \int_{\Omega \cup BB} (\theta(x))^2 \, dx + \tilde{A} \int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy \, dx \\
\leq \left( \frac{1}{A} + \tilde{A} \right) \int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} [(y - x) \cdot (u(y) - u(x))]^2 \, dy \, dx.
\]

We then prove that any \( u \in S_{H_\delta}(\Omega) \) has a bounded total strain energy. Taking \( \tilde{A} = 1 \), for any \( u \in S_{H_\delta}(\Omega) \)
its total strain energy satisfies

$$\int_{\Omega \cup BB} W_u(x) dx \leq \int_{\Omega \cup BB} \int_{\Omega \cup BB} (\lambda(x, y) + \mu(x, y)) K(|y - x|) |(y - x) \cdot (u(y) - u(x))| dy |\theta(x)| dx$$

$$+ 4 \int_{\Omega \cup BB} \int_{\Omega \cup BB} \mu(x, y) \frac{K(|y - x|)}{|y - x|^2} |(y - x) \cdot (u(y) - u(x))|^2 dy dx$$

$$\leq (2 \lambda_{\infty} + 6 \mu_{\infty}) \int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} |(y - x) \cdot (u(y) - u(x))|^2 dy dx < \infty.$$  

On the other hand, for any $u$ satisfying $\int_{\Omega \cup BB} W_u(x) dx \leq \infty$, we aim to show that $u \in S_{H^1}(\Omega)$. In particular,

$$\int_{\Omega \cup BB} W_u(x) dx = \int_{\Omega \cup BB} \int_{\Omega \cup BB} (\lambda(x, y) - \mu(x, y)) K(|y - x|)(y - x) \cdot (u(y) - u(x)) dy \theta(x) dx$$

$$+ 4 \int_{\Omega \cup BB} \int_{\Omega \cup BB} \mu(x, y) \frac{K(|y - x|)}{|y - x|^2} |(y - x) \cdot (u(y) - u(x))|^2 dy dx$$

$$\geq \int_{\Omega \cup BB} \int_{\Omega \cup BB} \lambda(x, y) K(|y - x|)(y - x) \cdot (u(y) - u(x)) dy \theta(x) dx$$

$$+ A_1 \int_{\Omega \cup BB} \int_{\Omega \cup BB} \mu(x, y) K(|y - x|) \left[ \frac{(y - x) \cdot (u(y) - u(x))}{|y - x|} - \frac{1}{2A_1} |y - x| \theta(x) \right]^2 dy dx$$

$$+ (4 - A_1) \int_{\Omega \cup BB} \int_{\Omega \cup BB} \mu(x, y) K(|y - x|) \frac{(y - x) \cdot (u(y) - u(x))}{|y - x|^2} |(y - x) \cdot (u(y) - u(x))|^2 dy dx - \frac{1}{4A_1} \int_{\Omega \cup BB} \int_{\Omega \cup BB} \mu(x, y) K(|y - x|) |y - x|^2 dy(\theta(x))^2 dx$$

Since for $d = 2$ and (2.1) we have

$$- \int_{\Omega \cup BB} \int_{\Omega \cup BB} \mu(x, y) K(|y - x|) |y - x|^2 dy(\theta(x))^2 dx$$

$$\geq -\mu_{\infty} \int_{\Omega \cup BB} \int_{\Omega \cup BB} K(|y - x|) |y - x|^2 dy(\theta(x))^2 dx = -2\mu_{\infty} \int_{\Omega \cup BB} (\theta(x))^2 dx,$$

and by taking $A = A_0(\lambda_{\infty} - \lambda_0)$ in (2.1),

$$\int_{\Omega \cup BB} \int_{\Omega \cup BB} \lambda(x, y) K(|y - x|)(y - x) \cdot (u(y) - u(x)) dy \theta(x) dx$$

$$= \int_{\Omega \cup BB} \int_{\Omega \cup BB} (\lambda(x, y) - \lambda_{\infty}) K(|y - x|)(y - x) \cdot (u(y) - u(x)) dy \theta(x) dx + \lambda_{\infty} \int_{\Omega \cup BB} (\theta(x))^2 dx$$

$$\geq \lambda_{\infty} \int_{\Omega \cup BB} (\theta(x))^2 dx - (\lambda_{\infty} - \lambda_0) \int_{\Omega \cup BB} \int_{\Omega \cup BB} K(|y - x|)(y - x) \cdot (u(y) - u(x)) dy |\theta(x)| dx$$

$$\geq \left( \lambda_{\infty} - \frac{(\lambda_{\infty} - \lambda_0)}{2A_0} \right) \int_{\Omega \cup BB} (\theta(x))^2 dx - A_0(\lambda_{\infty} - \lambda_0) \int_{\Omega \cup BB} \int_{\Omega \cup BB} \frac{K(|y - x|)}{|y - x|^2} |(y - x) \cdot (u(y) - u(x))|^2 dy dx,$$
substituting the above two inequalities yields:

\[ \int_{\Omega \cup BB\Omega} W_u(x) dx \geq A_1 \int_{\Omega \cup BB\Omega} \int_{\Omega \cup BB\Omega} \mu(x, y) K(|y - x|) \left( \frac{(y - x) \cdot (u(y) - u(x))}{|y - x|} - \frac{1}{2A_1} |y - x| \theta(x) \right)^2 dy dx \\
+ ((4 - A_1)\mu_0 - A_0(\lambda_\infty - \lambda_0)) \int_{\Omega \cup BB\Omega} \int_{\Omega \cup BB\Omega} K(|y - x|) \left( |(y - x) \cdot (u(y) - u(x))| \right)^2 dy dx \\
+ \left( \frac{\lambda_\infty - \lambda_\infty - \lambda_0}{2A_0} - \frac{\mu_\infty(x)}{2A_1} \right) \int_{\Omega \cup BB\Omega} (\theta(x))^2 dx \\
\geq ((4 - A_1)\mu_0 - A_0(\lambda_\infty - \lambda_0)) \int_{\Omega \cup BB\Omega} \int_{\Omega \cup BB\Omega} K(|y - x|) \left( |(y - x) \cdot (u(y) - u(x))| \right)^2 dy dx. \]

Therefore, \( \int_{\Omega \cup BB\Omega} \int_{\Omega \cup BB\Omega} K(|y - x|) \left( |(y - x) \cdot (u(y) - u(x))| \right)^2 dy dx < \infty \) and \( u \in S_{H\delta}(\Omega). \)

\[ \square \]

**Remark 2.** Note that the above derivation also holds for the local extremes of \( \lambda(\cdot, \cdot) \) and \( \mu(\cdot, \cdot) \). Therefore an alternative (local) form of Assumption \([2.1]\) writes:

\begin{align}
(4 - A_1)\mu_0(x) - A_0(\lambda_\infty(x) - \lambda_0(x)) &> 0, \\
\lambda_\infty(x) - \frac{\lambda_\infty(x) - \lambda_0(x)}{2A_0} - \frac{\mu_\infty(x)}{2A_1} &\geq 0,
\end{align}

for any \( x \in \Omega \cup BB\Omega \), where

\[ \lambda_\infty(x) := \sup_{y \in B_\delta(x) \cap (\Omega \cup BB\Omega)} \lambda(x, y), \quad \lambda_0(x) := \inf_{y \in B_\delta(x) \cap (\Omega \cup BB\Omega)} \lambda(x, y), \]

\[ \mu_\infty(x) := \sup_{y \in B_\delta(x) \cap (\Omega \cup BB\Omega)} \mu(x, y), \quad \mu_0(x) := \inf_{y \in B_\delta(x) \cap (\Omega \cup BB\Omega)} \mu(x, y). \]

If further assuming that \( \lambda(\cdot, \cdot), \mu(\cdot, \cdot) \in C(\Omega \cup BB\Omega) \), we will have

\[ \sup_{x \in \Omega \cup BB\Omega} \sup_{y, z \in B_\delta(x) \cap (\Omega \cup BB\Omega)} |\lambda(x, y) - \lambda(x, z)| \leq C_1\delta, \]

\[ \sup_{x \in \Omega \cup BB\Omega} \sup_{y, z \in B_\delta(x) \cap (\Omega \cup BB\Omega)} |\mu(x, y) - \mu(x, z)| \leq C_2\delta, \]

for generic constant \( C_1 \) and \( C_2 \) which are independent of \( \delta \). Then Assumption \([2.1]\) can be relaxed to:

\begin{align}
(4 - A_1)\mu_0(x) - A_0C_1\delta, \quad \lambda_\infty(x) - \frac{\mu_\infty(x)}{2A_1} &\geq \frac{C_2\delta}{2A_0},
\end{align}

In the rest of this paper, we will use \( ||u||_{L^2} \) to denote the \( L^2(\Omega; \mathbb{R}^d) \) norm of \( u \), and \( ||u||_{S_{H\delta}} \) to denote the norm on \( S_{H\delta}(\Omega) \):

\[ ||u||_{S_{H\delta}}^2 = ||u||_{L^2}^2 + ||u||_{S_{H\delta}}^2. \]

With the equivalence of the total strain energy with the \( ||\cdot||_{S_{H\delta}} \) seminorm proved in Lemma \([2.1]\) similar as in \([80]\) we have the following characterization of the zero energy solution:
Lemma 2. For all \( u \in S_{H\delta}(\Omega) \), \( \int_{\Omega \cup BB\Omega} W_u(x)dx \geq 0 \), and

\[
\text{if } u = 0 \text{ in } \Omega \cup BB\Omega \iff |u|_{S_{H\delta}} = 0 \iff \int_{\Omega \cup BB\Omega} W_u(x)dx = 0.
\]

Following the proof of [86, Proposition 2], we also have the nonlocal Poincare inequality:

Lemma 3. Suppose that \( V \) is a closed subspace of \( L^2(\Omega; \mathbb{R}^d) \), then there exists \( C \) such that

\[
\|u\|_{L^2} \leq C \int_{\Omega \cup BB\Omega} \int_{\Omega \cup BB\Omega} \frac{K(|y-x|)}{|y-x|^2} |(y-x) \cdot (u(y) - u(x))|^2 dy dx, \forall u \in V.
\]

Here \( C \) is a generic constant depending on \( K, V \) and \( \Omega \). Consequently, there exists a generic constant \( \tilde{C} \) such that

\[
\|u\|_{L^2} \leq \tilde{C}|u|_{S_{H\delta}}, \forall u \in S_{H\delta}(\Omega).
\]

With the above lemmas, we obtain the coercivity and continuity of the bilinear form \( T_{H\delta}[u,v;\lambda,\mu] \):

Lemma 4. There exist two constants \( r, C > 0 \) such that

\[
\begin{align*}
&\text{Coercivity: } T_{H\delta}[u,u;\lambda,\mu] \geq r|u|_{S_{H\delta}}^2, \quad (2.16) \\
&\text{Continuity: } T_{H\delta}[u,v;\lambda,\mu] \leq C|u|_{S_{H\delta}}|v|_{S_{H\delta}}, \quad (2.17)
\end{align*}
\]

for any \( u, v \in S_{H\delta}(\Omega) \).

Proof. The coercivity of \( T_{H\delta} \) is an immediate result of Lemma 1. The continuity is obtained by applying (2.10) and (2.11).

Finally, denoting the dual space of \( S_{H\delta}(\Omega) \) as \( S_{H\delta}(\Omega)^* \), the well-posedness result is obtained as an application of the Lax-Milgram theorem:

Theorem 1. For a given body load \( f \in S_{H\delta}(\Omega)^* \), there exists a unique \( u \in S_{H\delta}(\Omega) \) such that

\[
T_{H\delta}[u,v;\lambda,\mu] = \langle f, v \rangle, \forall v \in S_{H\delta}(\Omega).
\]

With the well-posedness proved, we now investigate the consistency of the proposed nonlocal formulation with the classical linear elastic model as \( \delta \to 0 \). Specifically, the classical linear elastic model with
heterogeneous material parameters writes

\[
\begin{aligned}
\mathcal{L}_{H0} u(x) := - (\lambda(x) - \mu(x)) \nabla [\text{tr} (E(x))] - \mu(x) \nabla \cdot (2E(x) + \text{tr} (E(x))) &= f(x), & \text{ in } \Omega, \\
u(x) &= u_D(x), & \text{on } \partial \Omega,
\end{aligned}
\]

(2.18)

where \(E(x) := \frac{1}{2} (\nabla u(x) + (\nabla u(x))^T)\). We denote \(u_\delta\) as the solution of the peridynamics problem (2.9) and \(u_0\) as the solution of (2.18), and aim to show that \(u_\delta \to u_0\) as \(\delta \to 0\).

We first study the consistency of operators with the following lemma. Detailed proofs are elaborated in Appendix A.

**Lemma 5.** Assume that \(u \in C^4(\Omega \cup \overline{BB\Omega})\) and \(\lambda(\cdot), \mu(\cdot) \in C^2(\Omega \cup \overline{BB\Omega})\), then there exists \(\delta > 0\) such that for any \(0 < \delta \leq \delta_0\), \(|\mathcal{L}_{H0} u(x) - \mathcal{L}_{H\delta} u(x)| \leq C \delta^2\) for \(x \in \Omega\). Here the generic constant \(C\) is independent of \(\delta\) but may depend on the \(C^4\) norm of \(u\).

With above regularity assumptions on \(u_0\) and \(\lambda(\cdot), \mu(\cdot)\), we now further investigate the convergence of \(||u_\delta - u_0||_{L^2}\):

**Theorem 2.** Let \(u_\delta\) be the weak solution to the nonlocal problem and \(u_0\) the weak solution to the local problem. Assume that \(\lambda(\cdot), \mu(\cdot) \in C(\overline{\Omega \cup \overline{BB\Omega}})\). Then for any \(f \in (S_{H\delta}(\Omega))^*\), the dual space of \(S_{H\delta}(\Omega)\), we have

\[
||u_\delta||_{S_{H\delta}(\Omega)} \leq \frac{||f||_{(S_{H\delta}(\Omega))^*}}{r}.
\]

(2.19)

In addition, if \(||f||_{(S_{H\delta}(\Omega))^*}\) is uniformly bounded for all \(\delta \in (0, \delta_0)\) for some positive constant \(\delta_0 > 0\), then the nonlocal and local diffusion problems are compatible as \(\delta \to 0\):

\[
\lim_{\delta \to 0} ||u_\delta - u_0||_{L^2(\Omega; \mathbb{R}^d)} = 0.
\]

**Proof.** We first show the proof of (2.19). Since \(u_\delta\) is a solution to the nonlocal problem, we have

\[
T_{H\delta}[u_\delta, v; \lambda, \mu] = (f, v) \leq ||f||_{(S_{H\delta}(\Omega))^*} ||v||_{S_{H\delta}(\Omega)}
\]

for any test function \(v \in S_{H\delta}(\Omega)\). Now let \(v = u_\delta\), we get \(r ||u_\delta||_{S_{H\delta}(\Omega)}^2 \leq T_{H\delta}[u_\delta, u_\delta] \leq ||f||_{(S_{H\delta}(\Omega))^*} ||u_\delta||_{S_{H\delta}(\Omega)} ||u_\delta||_{S_{H\delta}(\Omega)}\). Therefore, we have (2.19).

The proof of the second part involves two steps. In the first step, we assume \(\lambda(\cdot), \mu(\cdot) \in C^2(\overline{\Omega \cup \overline{BB\Omega}})\), then from Lemma 5, we know that \(\mathcal{L}_{H\delta} v\) converges to \(\mathcal{L}_0 v\) uniformly on \(\Omega\) for \(v \in C_0^\infty(\Omega)\) as \(\delta \to 0\). Notice that from the assumption on \(||f||_{(S_{H\delta}(\Omega))^*}\), we have \(||u_\delta||_{S_{H\delta}(\Omega)}\) being uniformly bounded for all \(\delta \in (0, \delta_0)\).

---

\[\text{We note that it is generally not necessary to have the local solution } u \text{ defined in } BB\Omega. \text{ When } \Omega \text{ is a Lipschitz domain, the above bounds can also be obtained for the general } u \in C^4(\overline{\Omega}), \text{ since one can extend } u \text{ to a } C^4 \text{ function } \tilde{u} \text{ in } \mathbb{R}^d \text{ (see, e.g., [88 Section 2.5]). For further discussions on applying Dirichlet-type boundary conditions as an extended local solution, we refer interested readers to [83].}\]
Then using similar arguments in [52] together with the compactness result [86, Lemma 7], we can show 
\[ \|u_\delta - u_0\|_{L^2(\Omega;\mathbb{R}^4)} \to 0 \] as \( \delta \to 0 \).

For the general case that \( \lambda, \mu \in C(\Omega \cup BB\Omega) \), we will use the mollification technique. First notice that we can extend \( \lambda \) and \( \mu \) continuously to a larger domain that contains \( \Omega \cup BB\Omega \). Then we can take standard mollifiers \( \phi^\epsilon \in C(\mathbb{R}^d) \), and define \( \lambda^\epsilon = \phi^\epsilon \ast \lambda \) and \( \mu^\epsilon = \phi^\epsilon \ast \mu \) on \( \Omega \cup BB\Omega \) for small enough \( \epsilon > 0 \). We denote the solution to (2.9) associated with coefficient \( \lambda^\epsilon(x, y) := 2((\lambda^\epsilon(x))^{-1} + (\lambda^\epsilon(y))^{-1})^{-1} \) and \( \mu^\epsilon(x, y) := 2((\mu^\epsilon(x))^{-1} + (\mu^\epsilon(y))^{-1})^{-1} \) to be \( u_{\delta, \epsilon} \). Then we can use the first step to conclude that 
\[ \|u_{\delta, \epsilon} - u_{0, \epsilon}\|_{L^2(\Omega;\mathbb{R}^4)} \xrightarrow{\delta \to 0} 0, \] where \( u_{0, \epsilon} \) is the solution to (2.18) associated with coefficient \( \lambda^\epsilon \) and \( \mu^\epsilon \). Now in order to show \( \|u_\delta - u_0\|_{L^2(\Omega;\mathbb{R}^4)} \to 0 \), we notice that

\[
\lim_{\delta \to 0} \|u_\delta - u_0\|_{L^2(\Omega;\mathbb{R}^4)} \leq \sup_{\delta \in (0, \delta_0)} \|u_{\delta, \epsilon} - u_\delta\|_{L^2(\Omega;\mathbb{R}^4)} + \lim_{\delta \to 0} \|u_{\delta, \epsilon} - u_{0, \epsilon}\|_{L^2(\Omega;\mathbb{R}^4)} + \|u_{0, \epsilon} - u_0\|_{L^2(\Omega;\mathbb{R}^4)},
\]

for any \( \epsilon > 0 \). Therefore, we only need to show

\[
\begin{align*}
\lim_{\delta \to 0} \sup_{\delta \in (0, \delta_0)} \|u_{\delta, \epsilon} - u_\delta\|_{L^2(\Omega;\mathbb{R}^4)} &= 0, \quad \text{and} \\
\lim_{\epsilon \to 0} \|u_{0, \epsilon} - u_0\|_{L^2(\Omega;\mathbb{R}^4)} &= 0.
\end{align*}
\]

Notice that \( \|\lambda^\epsilon - \lambda\|_{C([\Omega \cup BB\Omega]^2)} \to 0 \) and \( \|\mu^\epsilon - \mu\|_{C([\Omega \cup BB\Omega]^2)} \to 0 \) as \( \epsilon \to 0 \) since \( \lambda \) and \( \mu \) are continuous. Then \( \lambda^\epsilon(x, y) \to \lambda(x, y) \) and \( \mu^\epsilon(x, y) \to \mu(x, y) \) uniformly on \( (\Omega \cup BB\Omega)^2 \) as \( \epsilon \to 0 \). For this, we simply write \( \|\lambda^\epsilon - \lambda\|_{C([\Omega \cup BB\Omega]^2)} \to 0 \) and \( \|\mu^\epsilon - \mu\|_{C([\Omega \cup BB\Omega]^2)} \to 0 \) where the functions \( \lambda^\epsilon \), \( \lambda \), \( \mu^\epsilon \) and \( \mu \) are continuous functions of the two variables \( x, y \in \Omega \cup BB\Omega \) and \( y \in \Omega \cup BB\Omega \). Now for the first equation in (2.20), notice that since \( u_{\delta, \epsilon} \) and \( u_\delta \) are solutions to (2.9) with different coefficients and the same right-hand side, we have

\[
T_{H^\delta}[u_{\delta, \epsilon} - u_\delta, v; \lambda^\epsilon, \mu^\epsilon] = T_{H^\delta}[u_\delta, v; \lambda - \lambda^\epsilon, \mu - \mu^\epsilon] := \langle g_{\delta, \epsilon}, v \rangle,
\]

for any \( v \in S_{H^\delta}(\Omega) \). We can show \( \langle g_{\delta, \epsilon}, v \rangle \to 0 \) as \( \epsilon \to 0 \) uniformly independent of \( \delta \) since

\[
\langle g_{\delta, \epsilon}, v \rangle \leq \left( \|\lambda^\epsilon - \lambda\|_{C([\Omega \cup BB\Omega]^2)} + \|\mu^\epsilon - \mu\|_{C([\Omega \cup BB\Omega]^2)} \right) \int_{(\Omega \cup BB\Omega)^2} K(|y - x|) (y - x) \cdot (v(y) - v(x)) |dy| \theta_{\delta}(x) dx \\
+ 4\|\mu^\epsilon - \mu\|_{C([\Omega \cup BB\Omega]^2)} \int_{(\Omega \cup BB\Omega)^2} \frac{K(|y - x|)}{|y - x|^2} |(y - x) \cdot (u_\delta(y) - u_\delta(x))| (y - x) \cdot (v(y) - v(x)) |dy dx \\
\leq 5 \left( \|\lambda^\epsilon - \lambda\|_{C([\Omega \cup BB\Omega]^2)} + \|\mu^\epsilon - \mu\|_{C([\Omega \cup BB\Omega]^2)} \right) \|u_\delta\|_{S_{H^\delta}(\Omega)} \|v\|_{S_{H^\delta}(\Omega)}.
\]
Now use the coercivity of $T_{H\delta}$ and $\|u_\delta\|_{S_{H\delta}(\Omega)} \leq C$ from (2.19), we have

$$\sup_{\delta \in (0, \delta_0)} \|u_{\delta, \epsilon} - u_\delta\|_{S_{H\delta}(\Omega)} \leq C \sup_{\delta \in (0, \delta_0)} \|g_{\delta, \epsilon}\|_{(S_{H\delta}(\Omega))^*} \leq C \left( \|\lambda^\epsilon - \lambda\|_{C((\Omega \cup BB\Omega))} + \|\mu^\epsilon - \mu\|_{C((\Omega \cup BB\Omega))} \right) \rightarrow 0 \text{ as } \epsilon \rightarrow 0$$

and the convergence in $L^2$ is then implied from the Poincaré inequality in Lemma 3. The proof for the second equation in (2.20) can be similarly done.

The next theorem characterizes the rate of convergence of $u_\delta$ to $u_0$ as $\delta \rightarrow 0$ when additional regularity is assumed for $u_0$.

**Theorem 3.** Let $u_\delta$ be the weak solution to the nonlocal problem and $u_0$ the weak solution to the local problem. In addition, we assume that $u_0 \in C^4(\Omega \cup BB\Omega)$ and $\lambda(\cdot), \mu(\cdot) \in C^2(\Omega \cup BB\Omega)$. Then there exists $\delta > 0$ such that for any $0 < \delta \leq \delta_0$, we have

$$\|u_0 - u_\delta\|_{S_{H\delta}(\Omega)} \leq C\delta^2,$$

where the generic constant $C$ is independent of $\delta$ but may depend on the $C^4$ norm of $u_0$.

**Proof.** Since $u_0$ is defined on $\Omega \cup BB\Omega$, then we can compute $-L_{H\delta}u_0(x)$ for any $x \in \Omega$. Let $f_\delta(x) = -L_{H\delta}u_0(x)$, then we have $e_\delta(x) = -L_{H\delta}(u_\delta - u_0)(x) = L_{H\delta}(u_0)(x) - L_{H\delta}(u_0)(x) = f(x) - f_\delta(x)$ for $x \in \Omega$. From the truncation error analysis in Lemma 5 we get $\|f - f_\delta\|_{L^\infty(\Omega, \mathbb{R}^d)} = O(\delta^2)$. Since $u_\delta - u_0$ is the weak solution to the nonlocal problem with load vector $f - f_\delta$, we can use (2.19) to get

$$\|u_0 - u_\delta\|_{S_{H\delta}(\Omega)} \leq C\|f - f_\delta\|_{L^2(\Omega, \mathbb{R}^d)} \leq C\|f - f_\delta\|_{L^\infty(\Omega, \mathbb{R}^d)} = O(\delta^2).$$

\[\square\]

### 2.2. Parametric Peridynamics Problem

In this section, we will consider the case where the material properties $\lambda$ and $\mu$ are provided by random fields $\lambda(x, \omega)$ and $\mu(x, \omega)$, where $\omega \in \Omega_p$ and $\Omega_p$ is the sample space of a probability space $(\Omega_p, \mathcal{F}, \mathcal{P})$. Here, $\mathcal{F}$ is the $\sigma$-algebra of subsets of $\Omega_p$ and $\mathcal{P}$ is the probability measure. Following the practice in [15], we represent this random field in a “truncated” form using a limited number of random variables, either because they have been approximated by a truncated expansion such as the Karhunen-Loève expansion or through PCA (see Section 5), or because the input itself is defined in terms of a finite number of random variables. Thus, the material parameters can be rewritten as $\lambda(x, \xi)$ and $\mu(x, \xi)$, where $\xi = (\xi(1), \xi(2), \ldots, \xi(N))$, $N$ is a positive integer which denotes the dimension of the parametric space, and $\xi(i)$ are random variables, and we assume they are independent and identically distributed (i.i.d.) random variables. Under this setting, we
Then we have the corresponding family of local linear elastic problem for each $\xi$, 

$$\lambda(x,\xi) : (\Omega \cup BB\Omega) \times \Gamma \to \mathbb{R}, \quad \mu(x,\xi) : (\Omega \cup BB\Omega) \times \Gamma \to \mathbb{R},$$

where $\Gamma$ is the space of $\xi$ and it is typically called random space or parametric space. Without loss of generality, here we assume that $\Gamma = \prod_{i=1}^{N} \Gamma_i \subset \mathbb{R}^N$ where $\Gamma_i = [-1,1]$, and the random variable $\xi \in \Gamma$ has a probability density $\rho : \Gamma \to \mathbb{R}^+$. Similar as in the deterministic problem, for each $\xi \in \Gamma$, we use harmonic means of $\lambda$ and $\mu$ to model averaged material properties:

$$\frac{2}{\mu(x,y,\xi)} = \frac{1}{\mu(x,\xi)} + \frac{1}{\mu(y,\xi)}, \quad \frac{2}{\lambda(x,y,\xi)} = \frac{1}{\lambda(x,\xi)} + \frac{1}{\lambda(y,\xi)} \quad (2.21)$$

We are then interested in solving the family of heterogeneous peridynamic problems given by

$$\begin{align*}
L_{HB} u := -\int_{B_\delta(x)} (\lambda(x,y,\xi) - \mu(x,y,\xi)) K(|y-x|) (y-x) \left( \theta(x,\xi) + \theta(y,\xi) \right) dy \\
- 8 \int_{B_\delta(x)} \mu(x,y,\xi) K(|y-x|) \frac{(y-x) \otimes (y-x) \cdot (u(y,\xi) - u(x,\xi))}{|y-x|^2} dy = f(x), & \quad \text{for } x \in \Omega, \\
\theta(x,\xi) = \int_{B_\delta(x)} K(|y-x|)(y-x) \cdot (u(y,\xi) - u(x,\xi)) dy, & \quad \text{for } x \in \Omega \cup B\Omega, \\
u(x,\xi) = u_D(x,\xi), & \quad \text{for } x \in B\Omega.
\end{align*} \quad (2.22)$$

For each $\xi \in \Gamma$, we assume the uniform boundedness of the material properties, i.e.,

$$0 < \lambda_0 = \inf_{x \in \Omega \cup B\Omega} \lambda(x,\xi) \leq \sup_{x \in \Omega \cup B\Omega} \lambda(x,\xi) = \lambda_\infty < \infty,$$

$$0 < \mu_0 = \inf_{x \in \Omega \cup B\Omega} \mu(x,\xi) \leq \sup_{x \in \Omega \cup B\Omega} \mu(x,\xi) = \mu_\infty < \infty,$$

for $\xi \in \Gamma$, and $\lambda_0$, $\lambda_\infty$, $\mu_0$, $\mu_\infty$ satisfy Assumption [1]. Therefore, for each $\xi \in \Gamma$, the conditions for Theorem [1] still hold and therefore the Lax-Milgram theorem ensures the well-posedness of the corresponding peridynamic problem. In addition, in order to consider the limit $\delta \to 0$, we need to assume that for each $\xi \in \Gamma$ and $x \in \Omega \cup B\Omega$,

$$\lambda(\cdot,\xi), \mu(\cdot,\xi) \in C(\bar{\Omega} \cup B\bar{\Omega}). \quad (2.23)$$

Then we have the corresponding family of local linear elastic problem for each $\xi \in \Gamma$:

$$\begin{align*}
L_{H0} u(x,\xi) := -\lambda(x,\xi) \nabla \left[ \text{tr}(E(x,\xi)) \right] - \mu(x,\xi) \nabla \cdot (2E(x,\xi) + \text{tr}(E(x,\xi)) I) = f(x), & \quad \text{in } \Omega, \\
u(x,\xi) = u_D(x,\xi), & \quad \text{in } B\Omega.
\end{align*} \quad (2.24)$$

For each given parameter $\xi \in \Gamma$, we denote the solution to the peridynamic problem (2.22) by $u_\delta(x,\xi)$ and the solution to the corresponding local equation (2.24) by $u_0(x,\xi)$. A corollary of Theorem [2] is that $u_\delta(x,\xi)$ converges to $u_0(x,\xi)$ in the space $L^2(\Omega) \otimes L^2(B\Omega)$ as $\delta \to 0$.

**Corollary 1.** Let $u_\delta(x,\xi)$ be the weak solution to (2.22) and $u_0(x,\xi)$ the weak solution to (2.24). Assume
that \( \lambda(\cdot, \xi), \mu(\cdot, \xi) \in C(\overline{\Omega} \cup \overline{BB\Omega}) \), then there exists \( \delta > 0 \) such that for any \( 0 < \delta \leq \delta \), we have
\[
\lim_{\delta \to 0} \| \mathbf{u}_\delta - \mathbf{u}_0 \|_{L^2(\Omega; \mathbb{R}^d) \otimes L^2_2(\Gamma)} = 0.
\]

In addition, if we have \( \mathbf{u}_0(\cdot, \xi) \in C^4(\overline{\Omega} \cup \overline{BB\Omega}) \) with uniform \( C^4 \) norm for \( \xi \in \Gamma \) and \( \lambda(\cdot, \xi), \mu(\cdot, \xi) \in C^2(\overline{\Omega} \cup \overline{BB\Omega}) \), then
\[
\| \mathbf{u}_\delta - \mathbf{u}_0 \|_{S_{H\delta}(\Omega) \otimes L^2_2(\Gamma)} \leq C\delta^2,
\]
where the generic constant \( C \) is independent of \( \delta \) but may depend on the \( C^4 \) norm of \( \mathbf{u}_0 \).

**Proof.** For any \( \xi \in \Gamma \), and, we know from Theorem 2 that \( \| \mathbf{u}_\delta(\cdot, \xi) \|_{S_{H\delta}(\Omega)} \leq C \) for all \( \delta \in (0, \delta_0) \) and \( \| \mathbf{u}_\delta(\cdot, \xi) - \mathbf{u}_0(\cdot, \xi) \|_{L^2(\Omega; \mathbb{R}^d)} \to 0 \) as \( \delta \to 0 \). Therefore, it is easy to see that \( \| \mathbf{u}_\delta(\cdot, \xi) - \mathbf{u}_0(\cdot, \xi) \|_{L^2(\Omega; \mathbb{R}^d)} \leq C \) for all \( \xi \in \Gamma \) and \( \delta \in (0, \delta_0) \). Using the dominated convergence theorem, we have
\[
\| \mathbf{u}_\delta - \mathbf{u}_0 \|_{L^2(\Omega; \mathbb{R}^d) \otimes L^2_2(\Gamma)} = \int_H \| \mathbf{u}_\delta(\cdot, \xi) - \mathbf{u}_0(\cdot, \xi) \|^2_{L^2(\Omega; \mathbb{R}^d)} \rho(\xi) d\xi \xrightarrow{\delta \to 0} 0.
\]
The second statement comes from Theorem 3 by noticing that \( \| \mathbf{u}_0(\cdot, \xi) \|_{C^4(\overline{\Omega} \cup \overline{BB\Omega})} \leq C \) for all \( \xi \in \Gamma \). 

### 2.3. Peridynamics Formulation for Brittle Fractures

One of the main appeals of peridynamics is to handle fracture problems, where free surfaces are associated with the evolution of a fracture surface. In this section, we first consider the deterministic LPS model and propose the handling of free surfaces in heterogeneous materials, then apply it to the treatment of material fracture. Lastly, we will conclude this section with a stochastic LPS formulation for evolving fracture.

We now consider general mixed boundary conditions: \( \partial \Omega = \partial \Omega_D \cup \partial \Omega_N \) and \( (\partial \Omega_D)^c \cap (\partial \Omega_N)^c = \emptyset \). Here \( \partial \Omega_D \) and \( \partial \Omega_N \) are both curves. To apply the nonlocal Dirichlet-type boundary condition, we assume that \( \mathbf{u}(\mathbf{x}) = \mathbf{u}_D(\mathbf{x}) \) are provided in a layer with non-zero volume outside \( \Omega \), while the free surface boundary condition is applied on the sharp interface \( \partial \Omega_N \). To define a Dirichlet-type constraint, we denote
\[
\mathcal{I}_{\Omega_D} := \{ \mathbf{x} \in \Omega | \text{dist}(\mathbf{x}, \partial \Omega_D) < \delta \}, \mathcal{B}_{\Omega_D} := \{ \mathbf{x} \notin \Omega | \text{dist}(\mathbf{x}, \partial \Omega_D) < \delta \}, \mathcal{B}_{\Omega_D} := \{ \mathbf{x} \notin \Omega | \text{dist}(\mathbf{x}, \partial \Omega_D) < 2\delta \},
\]
and assume that the value of \( \mathbf{u} \) is given on \( \mathcal{B}_{\Omega_D} \). For notation simplicity, we denote \( \Omega_D := \Omega \cup \mathcal{B}_{\Omega_D} \).

Similarly, to apply the free surface boundary condition, we denote
\[
\mathcal{I}_{\Omega_N} := \{ \mathbf{x} \in \Omega | \text{dist}(\mathbf{x}, \partial \Omega_N) < \delta \}, \mathcal{B}_{\Omega_N} := \{ \mathbf{x} \notin \Omega | \text{dist}(\mathbf{x}, \partial \Omega_N) < \delta \}, \mathcal{B}_{\Omega_N} := \{ \mathbf{x} \notin \Omega | \text{dist}(\mathbf{x}, \partial \Omega_N) < 2\delta \}.
\]

Unless stated otherwise, in this paper we further assume sufficient regularity in the boundary that we may take \( \delta \) sufficiently small so that for any \( \mathbf{x} \in \mathcal{I}_{\Omega} \), there exists a unique orthogonal projection\(^3\) of \( \mathbf{x} \) onto \( \partial \Omega \).
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\(^3\)Here we notice that it is possible \( \mathcal{I}_{\Omega_D} \cap \mathcal{I}_{\Omega_N} \neq \emptyset \). In our numerical solver, we treat \( \mathbf{x} \) with the Dirichlet-type boundary condition if the projection of \( \mathbf{x} \) is in \( \partial \Omega_D \). Otherwise, we use the Neumann-type boundary condition at \( \mathbf{x} \).
which is the closest point on \( \partial \Omega \) to \( x \). We denote this projection as \( x' \). Therefore, one has \( x' = s_x \mathbf{n}(x) \) for \( x \in \mathcal{I} \Omega_N \), where \( 0 < s_x \leq \delta \). Here \( \mathbf{n} \) denotes the normal direction pointing out of the domain for each \( x \in \mathcal{I} \Omega_N \), and let \( \mathbf{p} \) denote the tangential direction. Here, we propose the following formulation for the (partially) free surface problem:

\[
\mathcal{L}_{N,t} \mathbf{u}(x) := - \int_{B_x(\mathcal{I} \Omega_d \cap \Omega_D)} (\lambda(x,y) - \mu(x,y)) K(|y-x|) (y-x) \left( \theta^{corr}(x) + \theta^{corr}(y) \right) dy - 8 \int_{B_x(\mathcal{I} \Omega_d \cap \Omega_D)} \mu(x,y) K(|y-x|) \frac{(y-x) \otimes (y-x)}{|y-x|^2} \left( \mathbf{u}(y) - \mathbf{u}(x) \right) dy - 2 \theta^{corr}(x) \int_{B_x(\mathcal{I} \Omega_d \cap \Omega_D)} (\lambda(x,y) - \mu(x,y)) K(|y-x|) (y-x) dy - 4 \theta^{corr}(x) \int_{B_x(\mathcal{I} \Omega_d \cap \Omega_D)} (\lambda(x,y) + 2\mu(x,y)) K(|y-x|) \frac{[(y-x) \cdot \mathbf{n}] [(y-x) \cdot \mathbf{p}]^2 n dy}{|y-x|^2} + 4 \theta^{corr}(x) \int_{B_x(\mathcal{I} \Omega_d \cap \Omega_D)} \lambda(x,y) K(|y-x|) \frac{[(y-x) \cdot \mathbf{n}]^3}{|y-x|^2} n dy = f(x), \tag{2.25}
\]

and

\[
\theta^{corr}(x) = \int_{B_x(\mathcal{I} \Omega_d \cap \Omega_D)} K(|y-x|) (y-x) \cdot \mathbf{M}(x) \cdot (\mathbf{u}(y) - \mathbf{u}(x)) dy, \tag{2.26}
\]

\[
\mathbf{M}(x) = \left[ \int_{B_x(\mathcal{I} \Omega_d \cap \Omega_D)} K(|y-x|) (y-x) \otimes (y-x) \right]^{-1}. \tag{2.27}
\]

Here we notice that for \( x \notin \mathcal{I} \Omega_N \), \( \mathbf{M}(x) \) coincides with the identity matrix and hence \( \theta^{corr} = \theta \). Therefore, the nonlocal operator \( \mathcal{L}_{N,t} \) in (2.25) is the same as \( \mathcal{L}_{H,t} \) for \( x \in \Omega \setminus \mathcal{I} \Omega_N \). That means, for material points which are sufficiently far away from the free surface, we obtain the momentum balance and nonlocal dilatation formulation (2.5). On the other hand, when considering homogeneous materials, i.e., when \( \lambda(x) = \lambda \) and \( \mu(x) = \mu \) are constants, we obtain the Neumann-type LPS formulation developed in [34], which as shown to provide an approximation for the corresponding linear elastic model with free surfaces in the case of linear displacement fields.

With the free surface formulation, we now employ the composite LPS model (2.5) and extend it to model brittle fracture in the general heterogeneous materials. In peridynamics, material damage is incorporated into the constitutive model by allowing the bonds of material points to break irreversibly. To model brittle fracture in the LPS model, we employ the critical stretch criterion where breakage occurs when a bond is extended beyond some predetermined critical bond deformed length [34] [89]. Although a similar idea can be applied for dynamic fracture problems [44], in this work we consider quasi-static fracture problems, and use the time instant \( t \) to denote the indexes for (incrementally increasing) loading in quasi-static problems. For example, the displacement solution at time instant \( t \) will be denoted as \( \mathbf{u}(x,t) \). Consider the case where the material properties \( \lambda, \mu \) and the fracture energy \( G \) are provided by random fields \( \lambda(x,\xi), \mu(x,\xi) \) and \( G(x,\xi) \), where we recall that \( \xi = (\xi_1, \xi_2, \ldots, \xi_N) \), with \( N \in \mathbb{N} \) being the dimension of the parametric
space, and $\xi_{(i)}$ are i.i.d. random variables. We propose the following formulation for $x \in \Omega$

$$L_{\beta}u(x, t, \xi) := - \int_{B_\delta(x)} \gamma(x, y, t, \xi) (\lambda(x, y, \xi) - \mu(x, y, \xi)) K(|y - x|) (y - x) (\theta^\text{corr}(x, t, \xi) + \theta^\text{corr}(y, t, \xi)) dy$$

$$- 8 \int_{B_\delta(x)} \gamma(x, y, t, \xi) \mu(x, y, \xi) K(|y - x|) \frac{(y - x) \otimes (y - x)}{|y - x|^2} (u(y, t, \xi) - u(x, t, \xi)) dy$$

$$- 2 \lambda^\text{corr}(x, t, \xi) \int_{B_\delta(x)} (1 - \gamma(x, y, t, \xi)) (\lambda(x, y, \xi) - \mu(x, y, \xi)) K(|y - x|) (y - x) dy$$

$$- 4 \lambda^\text{corr}(x, t, \xi) \int_{B_\delta(x)} (1 - \gamma(x, y, t, \xi)) (\lambda(x, y, \xi) + 2 \mu(x, y, \xi)) K(|y - x|) \frac{(y - x) \cdot n}{|y - x|^2} n dy$$

$$+ 4 \lambda^\text{corr}(x, t, \xi) \int_{B_\delta(x)} (1 - \gamma(x, y, t, \xi)) \lambda(x, y, \xi) K(|y - x|) \frac{(y - x) \cdot n}{|y - x|^2} n dy = f(x, t), \quad (2.28)$$

and for $x \in \Omega \cup B\Omega_D$

$$\lambda^\text{corr}(x, t, \xi) = \int_{B_\delta(x)} \gamma(x, y, t, \xi) K(|y - x|) (y - x) \cdot M(x, t, \xi) \cdot (u(y, t, \xi) - u(x, t, \xi)) dy. \quad (2.29)$$

$$M(x, t, \xi) = \left[ \int_{B_\delta(x)} \gamma(x, y, t, \xi) K(|y - x|) (y - x) \otimes (y - x) dy \right]^{-1}, \quad (2.30)$$

where the averaged two-point functions $\mu(\cdot, \cdot, \xi)$, $\lambda(\cdot, \cdot, \xi)$ are defined using the harmonic mean, following (2.21). The boolean state function $\gamma(x, y, t, \xi)$ is defined and updated following

$$\gamma(x, y, t, \xi) = \begin{cases} 1, & \text{if } s(x, y, \tau, \xi) \leq s_0(x, y, \xi), \ \forall \tau \leq t, \ \text{and } y \in B_\delta(x) \cap \Omega_D, \\ 0, & \text{otherwise}, \end{cases} \quad (2.31)$$

with the associated strain $s$ and the critical bond stretch $s_0$ related to material parameters:

$$s(x, y, t, \xi) := \frac{|u(y, t, \xi) - u(x, t, \xi) + y - x|}{|y - x|} - |y - x|, \quad (2.32)$$

$$s_0(x, y, \xi) := \sqrt{\frac{G(x, y)}{4(\lambda(x, y, \xi) - \mu(x, y, \xi))^{\beta'} + 8\mu(x, y, \xi)^{\beta'}}, \quad \text{where } \beta := \frac{3 \delta}{4 \pi}, \ \beta' := 0.23873\delta. \quad (2.32)$$

Here $G(x, y, \xi)$ is the averaged fracture energy defined via the arithmetic mean:

$$G(x, y, \xi) = \frac{1}{2} (G(x, \xi) + G(y, \xi)). \quad (2.33)$$

To summarize, for each $\xi \in \Gamma$, we obtain a unified mathematical formulation for a (quasi)-static state-based
peridynamic problem with general mixed boundary conditions for brittle fractures:

\[
\begin{align*}
L_F \delta u(x, t, \xi) &= f(x, t), & \text{in } \Omega \\
\theta_{corr}(x, t, \xi) &= \int_{B_b(x)} \gamma(x, y, t, \xi) K(|y - x|)(y - x)^T M(x, t, \xi) (u(y, t, \xi) - u(x, t, \xi)) \, dy, & \text{in } \Omega \cup \partial \Omega_D \\
u(x, t, \xi) &= u(y, t, \xi), & \text{in } \partial B \Omega_D
\end{align*}
\]

(2.34)

**Remark 3.** To see the intuition for the averaged material properties definition in (2.21) and the averaged fracture energy definition in (2.33), we take the interaction between \(x\) and \(y\) as an analog of a series of two springs connecting the two points. Assuming that the two springs are with elongation lengths \(l_1\) and \(l_2\), respectively, and their spring constants are \(k_1\) and \(k_2\), respectively. We notice that \(l_1\) and \(l_2\) can be seen as the analog of the bond elongation in peridynamics, i.e., \(u(y) - u((x + y)/2)\) and \(u((x + y)/2) - u(x)\), respectively, and \(k_1, k_2\) can be seen as the analog of material properties. Then the force balance between \(x, y\) yields \(k_1 l_1 = k_2 l_2\) and therefore the equivalent strength of this bond would be \(k = \frac{k_1 l_1 + k_2 l_2}{l_1 + l_2} = \frac{2}{k_1^{-1} + k_2^{-1}}\), which can be viewed as a simplified version of the harmonic mean formulation for the averaged material properties definition in (2.21). On the other hand, the total energy of the spring series writes \(\frac{1}{2}(k_1 l_1^2 + k_2 l_2^2)\), hence we define the averaged fracture energy via the arithmetic mean, as shown in (2.33).

3. Spatial and Stochastic Numerical Methods

In this section, we firstly introduce a strong form of meshfree discretization for the stochastic LPS model. Specifically, the optimization-based quadrature rule \[33, 34, 45\] will be employed for spatial discretization, which is simple to implement and generally faster \[62, 63\], and was shown to be asymptotically compatible with corresponding local solutions in the absence of fracture \[34\]. To sample the random field, the probabilistic collocation method (PCM) is employed, for its high accuracy and ease of implementation by sampling at discrete points in a random space \[73, 91, 92\]. Of course, the main appeal of peridynamic discretizations is to handle fracture problems. Therefore, we will also demonstrate how the meshfree scheme adapts to the brittle fracture formulation described in Section 2.3 where free surfaces are associated with the time evolution of a fracture surface. Finally, the fully-discretized formulation for heterogeneous LPS model with random microstructure will be considered. In absence of fracture and assuming that the solution possesses sufficient continuity, we show that the proposed formulation sustains the asymptotic compatibility spatially and achieves an algebraic or sub-exponential convergence rate in the random coefficients space as the number of collocation points grows. When fracture occurs, our formulation automatically provides a sharp representation of the fracture surface by breaking bonds for each microstructure, and then estimates of quantities of
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We note that in some studies the harmonic mean formulation is employed for the averaged fracture energy (see \[47\] and references therein), which would make the interfacial bonds relatively weaker than what we proposed here. However, as studied in \[90\], in bimaterial problems the interfacial bond strength depends on the interfacial adhesion strength, which should be provided by experiments. Therefore, without further measurements from experiments, we employ the arithmetic mean definition here since it provides a better agreement of fracture toughness with experimental measurements in Section 5.
interest in heterogeneous material damage problems, such as the fracture toughness, can be obtained.

3.1. Spatial: Optimization-Based Meshfree Quadrature Rules

Discretizing the whole interaction region \( \Omega \cup BB\Omega \) by a collection of points \( \chi_h = \{ x_i \}_{i=1,\ldots,M} \subset \Omega \cup BB\Omega \), we aim to solve for the displacement \( u_i \approx u(x_i) \) and nonlocal dilation \( \theta_i \approx \theta(x_i) \) on each \( x_i \in \chi_h \). Recall the definitions \([33]\) of fill distance \( h_{\chi_h,\Omega} = \sup_{x_i \in \Omega \cup BB\Omega} \min_{x_j \in \chi_h} \| x_i - x_j \|_2 \) and separation distance \( q_{\chi_h} = \frac{1}{2} \min_{i \neq j} \| x_i - x_j \|_2 \). For simplicity we drop subscripts and simply write \( h \) and \( q \). In this paper we assume that \( \chi_h \) is quasi-uniform, namely that there exists \( c_{qu} > 0 \) such that \( q_{\chi_h} \leq h_{\chi_h,\Omega} \leq c_{qu} q_{\chi_h} \).

To maintain an easily scalable implementation, we further assume \( \delta \) to be chosen such that the ratio \( \frac{\delta}{h} \) is bounded as \( \delta \to 0 \), restricting ourselves to the “\( \delta \)-convergence” scenario \([64]\).

Following \([34]\), for materials without fracture we then pursue a discretization in 2D space of the system \((2.2)\) and \((2.3)\) through the following one point quadrature rule at \( \chi_h \):\([\ref{eq:quad_rule}]\):

\[
(\mathcal{L}^0_{h,\beta} u)_i := \sum_{x_j \in \chi_h \cap B_\delta(x_i)} (\lambda_{ij} - \mu_{ij}) K_{ij}(x_j - x_i) (\theta_i + \theta_j) \omega_{j,i} + 8 \sum_{x_j \in \chi_h \cap B_\delta(x_i)} \mu_{ij} K_{ij} \left( \frac{x_j - x_i}{|x_j - x_i|} \right) (u_i - u_j) \omega_{j,i} = f_i, \tag{3.1}
\]

\[
\theta_i := \sum_{x_j \in \chi_h \cap B_\delta(x_i)} K_{ij}(x_j - x_i) \cdot (u_j - u_i) \omega_{j,i}, \tag{3.2}
\]

where we adopt notations \( q_i = q(x_i), q_{ij} = q(x_i,x_j) \) for generic functions \( q \). \( \{\omega_{j,i}\}_{x_j \in B_\delta(x_i)} \) is a collection of to-be-determined quadrature weights corresponding to a neighborhood of collocation point \( x_i \), which will be constructed through an optimization-based approach in \([45]\) to ensure consistency guarantees. Specifically, we seek quadrature weights for integrals supported on balls of the form

\[
I[q] := \int_{B_\delta(x_i)} q(x,y)dy \approx I_h[q] := \sum_{x_j \in \chi_h \cap B_\delta(x_i) \setminus \{x_i\}} q(x_i,x_j) \omega_{j,i}, \tag{3.3}
\]

where the subscript \( i \) in \( \{\omega_{j,i}\} \) denote that we seek a different family of quadrature weights for different subdomains \( B_\delta(x_i) \). These weights are then generated from the following optimization problem

\[
\arg\min_{\{\omega_{j,i}\}} \sum_{x_j \in \chi_h \cap B_\delta(x_i) \setminus \{x_i\}} \omega_{j,i}^2 \text{ such that, } I_h[q] = I[q] \forall q \in V_{h,x_i}. \tag{3.4}
\]

where \( V_{h,x_i} = \{ q(y - x_i) = \frac{p(y - x_i)}{|y - x_i|^m} | p \in P_m(\mathbb{R}^d) \text{ such that } \int_{B_\delta(x_i)} q(y - x_i)dy < \infty \} \) denotes the space of functions which should be integrated exactly. \( P_m(\mathbb{R}^d) \) is the space of \( m \)-th order polynomials. As shown in \([34]\), for \( u_0 \in C^4(\Omega \cup BB\Omega) \) this particular choice of reproducing space guarantees that the truncation error for all nonlocal operators in \((2.2)\) converge to its local limit with an \( O(\delta^2) \) rate in the limit \( \delta \to 0 \). For further discussions and error estimates of this optimization-based quadrature rule, we refer interested readers to \([45]\).
3.2. Stochastic: Probabilistic Collocation Method with Sparse Grids

In this work, we use the probabilistic collocation method (PCM) in the parametric space to solve the parametric peridynamics problem \[73, 91, 92\]. Consider the stochastic LPS Problem (2.22), PCM can be seen as a Lagrange interpolation in the random space. In particular, let \(\Theta_N = \{\xi_k\}_{k=1}^Q \subset \Gamma\) be a set of prescribed nodes such that the Lagrange interpolation in the random space \(\Gamma\) is poised in an interpolation space \(\Gamma_I\), where \(N\) is the dimension of the parametric space. Then any function \(v : \Gamma \rightarrow \mathbb{R}\) can be approximated using the Lagrange interpolation polynomial \(J[v](\xi) = \sum_{k=1}^Q v(\xi_k)J_k(\xi)\), where \(J_k(\xi)\) is the Lagrange polynomial satisfying \(J_k(\xi) \in \Gamma_I\) and \(J_k(\xi_j) = \delta_{kj}\). Denoting \(\mathbf{u}(x, \xi) := \sum_{k=1}^Q \mathbf{u}(x, \xi_k)J_k(\xi)\), the collocation procedure to solve the stochastic nonlocal equation is \(R(\mathbf{u}(x, \xi))|_{\xi_k} = 0, \forall k = 1, \cdots, Q\), where \(R\) is the residual of (2.22). With the property of Lagrange interpolation, we obtain

\[
\begin{align*}
    \mathcal{L}_{\text{int}} \mathbf{u}(x, \xi_k) &= f(x), & \text{in } \Omega \\
    \partial^s(x, \xi_k) &= \int_{\Omega(x)} K((y-x))(y-x)^T (\mathbf{u}(y, \xi_k) - \mathbf{u}(x, \xi_k)) \, dy, & \text{in } \Omega \cup B\Omega \\
    \mathbf{u}(x, \xi_k) &= \mathbf{u}_D(x, \xi_k), & \text{in } B\Omega
\end{align*}
\]

for \(k = 1, \cdots, Q\). Note that (3.5) is equivalent to solving \(Q\) deterministic nonlocal peridynamics problems, where the deterministic meshfree solver discussed in Section 3.1 can be readily applied. Therefore, the PCM approach can be implemented in an embarrassingly parallel way and the total computational cost is the product of the number of collocation points and the cost of solving a deterministic problem.

To choose the set of prescribed collocation nodes \(\Theta_N\), in this work we consider two different strategies: the tensor products of 1D collocation point sets and a sparse grid strategy for high dimensionality. In the tensor product strategy, one first construct a 1D interpolation for each dimension in the random space. For the tensor product of the number of collocation points and the cost of solving a deterministic problem. Therefore, the PCM approach can be implemented in an embarrassingly parallel way and the total computational cost is the product of the number of collocation points and the cost of solving a deterministic problem.

To choose the set of prescribed collocation nodes \(\Theta_N\), in this work we consider two different strategies: the tensor products of 1D collocation point sets and a sparse grid strategy for high dimensionality. In the tensor product strategy, one first construct a 1D interpolation for each dimension in the random space. For the \(i\)-th dimension, we take \(\varpi(i)\) numbers of nodal points \(\Theta_1^{\varpi(i)} = \{\xi_1^i, \cdots, \xi_{\varpi(i)}^i\} \subset [-1, 1]\), a 1D interpolation for a smooth function \(v\) on the \(i\)-th dimension then writes:

\[
U^{\varpi(i)}[v](\xi(i)) = \sum_{k=1}^{\varpi(i)} v(\xi_k^i) J_k^i(\xi(i))
\]

where \(J_k^i(\xi(i))\) is the 1D Lagrange polynomial. Then for the case with high dimensionality in parametric space \(v : \mathbb{R}^N \rightarrow \mathbb{R}\), the tensor product formula is:

\[
J[v] = \left(U^{\varpi(1)} \otimes \cdots \otimes U^{\varpi(N)}\right)[v] = \sum_{k_1=1}^{\varpi(1)} \cdots \sum_{k_N=1}^{\varpi(N)} v(\xi_1^i, \cdots, \xi_N^i) \left(J_{k_1}^1 \otimes \cdots \otimes J_{k_N}^N\right).
\]

Notice here (3.7) requires \(Q = \Pi_{i=1}^N \varpi(i)\) numbers of collocation points in total, which grows exponentially as \(N\) increases and makes the simulation non-feasible (see, e.g., [77]). Therefore, the tensor product strategy may be employed for problems with a small number of random dimension. For problems with a relatively large random dimension, we employ the sparse grids strategy. In particular, we employ the sparse grids
constructed by the Smolyak algorithm \cite{95}, which is a linear combination of tensor product formulas:

$$
\mathcal{J} [v] = \sum_{\zeta \leq N + 1 \leq |\varpi| \leq \zeta} (-1)^{\zeta - |\varpi|} t_{\zeta} \left( N - 1 \right) \left( U^{(1)} \otimes \cdots \otimes U^{(N)} \right).
$$

(3.8)

Here $\zeta$ is the sparseness parameter, $\varpi = (\varpi^{(1)}, \ldots, \varpi^{(N)}) \in \mathbb{N}^N$, $|\varpi|_{t_i} = \sum_{i=1}^{N} \varpi(i)$, and $\varpi(i)$ represents the number of collocation points in random dimension $i$. To compute (3.8), only evaluations on the sparse grids are needed:

$$
\Theta_N = \bigcup_{\zeta \leq N + 1 \leq |\varpi| \leq \zeta} \left( \Theta^{(1)}_{\varpi} \times \cdots \times \Theta^{(N)}_{\varpi} \right).
$$

(3.9)

As shown in \cite{96,97}, (3.8) is exact for $p(\xi) \in P_{\zeta - N} (\mathbb{R}^N)$ (all polynomials of degree less than $\zeta - N$) and the total number of nodes $Q \sim 2^{N^N}$.

Therefore, we may see that the sparse grids formulation typically requires a much smaller number of collocation points $Q$ than the full tensor product set and we will refer $\eta = \zeta - N$ as the “level” of the Smolyak formulation. As suggested in \cite{77}, generally the tensor product strategy is employed when the dimension of parametric space $N \leq 4$, and the Smolyak sparse grid is preferred when $N > 4$.

With a proper choice of $\Theta_N$, the statistical moments of each component of the random solution can then be evaluated with the numerical solution of (3.5) on all probabilistic collocation points $\xi_k \in \Theta_N$. To numerically compute the mean and the standard deviation of any function $q(x, \xi)$ of interest, we employ the quadrature rule approximation by choosing the set $\Theta_N$ as quadrature point set:

$$
\mathbb{E}[q(x)] \approx \sum_{k=1}^{Q} q(x, \xi_k) \mu_k,
$$

(3.10)

$$
\sigma[q(x)] \approx \sqrt{\sum_{k=1}^{Q} (q(x, \xi_k))^2 \mu_k - \left[ \sum_{l=1}^{Q} q(x, \xi_l) \right]^2},
$$

(3.11)

where $\{\mu_k\}_{k=1}^{Q}$ is the set of corresponding quadrature weights.

We now investigate the approximation error of PCM in the parametric space. First, by our assumptions, $\lambda(x, y, \xi)$ and $\mu(x, y, \xi)$ are continuous in $\xi \in \Gamma$. Therefore, using similar arguments presented in the last part of Theorem 2, one can easily see that the map $u_\delta(\cdot, \xi) : \Gamma \mapsto \mathcal{S}_{H^\delta}(\Omega)$ is continuous, i.e., $u_\delta \in C(\Gamma; \mathcal{S}_{H^\delta}(\Omega))$.

Next, we follow the error analysis in \cite{98}, which depends on higher regularity of the solution with respect to the parameter $\xi \in \Gamma$. We make the following regularity assumption for the rest of this subsection.

**Assumption 2** (regularity). For each $\delta$, we assume that the map $u_\delta(\cdot, \xi) : \Gamma \mapsto \mathcal{S}_{H^\delta}(\Omega)$ admits an analytic extension to the region $\mathcal{A}(\Gamma, \tau) := \{ \xi \in \mathbb{C}^N : \text{dist}(\xi, \Gamma) \leq \tau \}$. Moreover,

$$
\max_{\xi \in \mathcal{A}(\Gamma, \tau)} \|u_\delta(\cdot, \xi)\|_{\mathcal{S}_{H^\delta}(\Omega; \mathbb{C}^N)} \leq C
$$

23
for some $C > 0$. Note that the space $S_{Hδ}(Ω; ℂ^d)$ is defined by

$$S_{Hδ}(Ω; ℂ^d) := \{ u \in L^2(Ω; ℂ^d) : |u|^2_{S_{Hδ}(Ω; ℂ^d)} := \iint_{(Ω∪BBΩ)^2} K(|y−x|) |(y−x) \cdot (u(y)−u(x))|^2 dydx < ∞ \}$$

where $|v|^2$ is understood as $\overline{v}v$ for $v : Ω → ℂ^d$.

In [98, Theorems 3.10-3.11], error analysis of the Smolyak sparse grids is presented for the classical linear elliptic PDEs, which is based on a fundamental result on the polynomial approximation of analytic functions. Here we present a similar result of [98, Lemma 3.2] (see also [99, Lemma 4.4]) which is the key lemma for the convergence theorem.

**Lemma 6.** Let $Γ^1 = [−1, 1]$ and $P_p$ denote the polynomial space of degree $p$. Given a function $v(x,t) \in C(Γ^1; S_{Hδ}(Ω))$ which admits an analytic extension to the region $A(Γ^1, τ) = \{ z ∈ ℂ : dist(z, Γ^1) ≤ τ \}$ for some $τ > 0$, then

$$\min_{w ∈ P_p ⊗ S_{Hδ}(Ω; ℂ^d)} \| v − w \|_{C(Γ^1; S_{Hδ}(Ω))} ≤ \frac{2}{q − 1} e^{p \log(q)} \max_{z ∈ A(Γ^1, τ)} \| v(., z) \|_{S_{Hδ}(Ω; ℂ^d)}$$

where $q = 2τ + \sqrt{1 + 4τ^2}$.

**Proof.** The inequality is shown by taking $w$ to be the truncated Chebyshev expansion of $v$ up to degree $p$ which follows the proof of [99, Lemma 4.4]. Since our functions are vector valued, we show the proof of the inequality for completeness. Let $\{ T_k(t) \}_{k=1}^∞$ be the Chebyshev polynomials on $[−1, 1]$, then the expansion of $v(x,t) = v(x,\cos(t))$ in $t$ is given by

$$v(x,t) = \frac{a_0(x)}{2} + \sum_{k=1}^{∞} a_k(x) T_k(t)$$

where $a_k ∈ S_{Hδ}(Ω), k = 0, 1, \cdots$, are given by

$$a_k(x) = \frac{1}{π} \int_{−π}^{π} v(x, \cos(s)) \cos(ks)ds.$$ 

The Chebyshev series has an analytic extension which converges in any open elliptic disc delimited by the ellipse $E_\varepsilon$ with foci $±1$ and the sum of the half-axes $\varepsilon$ (see e.g. [100]). Let $w = a_0(x)/2 + \sum_{k=1}^{p} a_k(x)T_k(t)$, then

$$\| v − w \|_{C(Γ^1; S_{Hδ}(Ω))} ≤ \sum_{k=q+1}^{∞} \| a_k \|_{S_{Hδ}(Ω)} = \sum_{k=q+1}^{∞} \| a_k \|_{S_{Hδ}(Ω; ℂ^d)}.$$ 

Now for any $δ$ with $1 < δ < q$, following the arguments of [100, Chapter 7, Theorem 8.1], one can rewrite $a_k$ as

$$a_k(x) = \frac{1}{2πi} \int_{C_1} v \left( x, \frac{z + z^{-1}}{2} \right) z^{k−1} dz + \frac{1}{2πi} \int_{C_2} v \left( x, \frac{z + z^{-1}}{2} \right) z^{−k−1} dz \quad (3.12)$$

where $C_1 := \{ z ∈ ℂ : |z| = δ^{-1} \}$ and $C_2 := \{ z ∈ ℂ : |z| = δ \}$. Now we do change of variables with $z = δ^{-1} e^{is}$
for the first integral in (3.12) and \( z = \hat{\varphi} e^{i \varphi} \) for the second integral in (3.12), we get

\[
a_k(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \mathbf{v}(x, \hat{\varphi}^{-1} \cos(s)) \hat{\varphi}^{-k} e^{i ks} ds + \frac{1}{2\pi} \int_{-\pi}^{\pi} \mathbf{v}(x, \hat{\varphi} \cos(s)) \hat{\varphi}^{-k} e^{-i ks} ds.
\]  

(3.13)

Using (3.13), it is then easy to see that

\[
\| a_k \|_{S^{H_\delta}((\varphi;C^d))} \leq 2 \hat{\varphi}^{-k} \max_{z \in \mathcal{A}(\varphi, \tau)} \| \mathbf{v}(\cdot, z) \|_{S^{H_\delta}((\varphi;C^d))}.
\]

So

\[
\| \mathbf{v} - \mathbf{w} \|_{C(\varphi^2;S^{H_\delta}(\varphi))} \leq \sum_{k=q+1}^{\infty} \| a_k \|_{S^{H_\delta}((\varphi;C^d))} \leq 2 \hat{\varphi}^{-p} \max_{z \in \mathcal{A}(\varphi, \tau)} \| \mathbf{v}(\cdot, z) \|_{S^{H_\delta}((\varphi;C^d))}.
\]

Taking \( \hat{\varphi} \to \varphi \), we get the desired result. \( \square \)

Once we have Lemma 6, which is an analogue of [95, Lemma 3.2], we can conclude with the following convergence theorem. The proof is omitted since it follows the arguments in [95, Theorems 3.10-3.11].

**Theorem 4.** Assume that \( u_\delta \) satisfies Assumption 2. Let \( u_\delta^Q(x, \xi) = \sum_{k=1}^{Q} u_\delta(x, \xi_k) J_k(\xi) \). There exists \( C_1 > 0 \) and \( \beta_1 > 0 \) depending on \( N \) and the analytic region \( A(\varphi, \tau) \) such that

\[
\max_{\xi \in \varphi} \| u_\delta(\cdot, \xi) - u_\delta^Q(\cdot, \xi) \|_{S^{H_\delta}(\varphi)} \leq C_1 Q^{-\beta_1}.
\]  

(3.14)

Moreover, when \( \eta > \frac{N}{\log(2)} \), there exists \( C_2 > 0, C_3 > 0 \) and \( \beta_2 > 0 \) depending on \( N \) and the analytic region \( A(\varphi, \tau) \), and \( \beta_3 > 0 \) depending only on \( N \) such that

\[
\max_{\xi \in \varphi} \| u_\delta(\cdot, \xi) - u_\delta^Q(\cdot, \xi) \|_{S^{H_\delta}(\varphi)} \leq C_2 Q^{\beta_2} e^{-C_3 Q^{\beta_3}}.
\]  

(3.15)

**Remark 4.** The convergence of the sparse grid approximation in the parameter space is presented in Theorem 4 as the number of \( Q \) increases. If we instead use the tensor product formula (3.7) with 1D Chebyshev points for each dimension in the parameter space (then \( \omega(i) = \omega(i) - 1 \) for the \( i \)-th dimension, and the total number of samples \( Q = \prod_{i=1}^{N} \omega(i) \), then one can use the one dimensional result presented in Lemma 6 to get a convergence order. In particular, if we assume \( \omega = \omega(i) \) for \( i = 1, 2, \cdots, N \), then we have a convergence order \( O(e^{-\omega \log(\varphi)}) = O(e^{-Q^{1/N} \log(\varphi)}) \) where \( \varphi \) depends on the analytic region \( A(\varphi, \tau) \).

We now present a result on the estimate of the difference between \( u_\delta^Q \) and \( u_\delta \).

**Theorem 5.** Assume that \( u_0 \) satisfies Assumption 2 with \( \delta = 0 \). Then there exists \( C_1 > 0 \) and \( \beta_1 > 0 \) depending on \( N \) and the analytic region \( A(\varphi, \tau) \) such that

\[
\max_{\xi \in \varphi} \| u_0(\cdot, \xi) - u_\delta^Q(\cdot, \xi) \|_{S^{H_\delta}(\varphi)} \leq A(\eta, N) \max_{\xi \in \varphi} \| u_0(\cdot, \xi) - u_\delta(\cdot, \xi) \|_{S^{H_\delta}(\varphi)} + C_1 Q^{-\beta_1}.
\]  

(3.16)

Moreover, when \( \eta > \frac{N}{\log(2)} \), there exists \( C_2 > 0, C_3 > 0 \) and \( \beta_2 > 0 \) depending on \( N \) and the analytic region.
\( A(\Gamma, \tau), \) and \( \beta_3 > 0 \) depending only on \( N \) such that

\[
\max_{\xi \in \Gamma} \| u_0(\cdot, \xi) - u_\delta^Q(\cdot, \xi) \|_{S_{H^s}(\Omega)} \leq A(\eta, N) \max_{\xi \in \Gamma} \| u_0(\cdot, \xi) - u_\delta(\cdot, \xi) \|_{S_{H^s}(\Omega)} + C_2 Q^{2\beta_2} e^{-C_3 Q^{\beta_3}}. \tag{3.17}
\]

\( A(\eta, N) \) is the Lebesgue constant associated with the sparse grid interpolation, satisfying

\[
A(\eta, N) \leq \sum_{|\xi|_1 \leq \xi} \left( N - 1 \right) \prod_{j=1}^{N} \left( \frac{2}{\pi} \log(\varpi_1(j) + 1) + 1 \right). \tag{3.18}
\]

**Proof.** Let \( u_0 - u_\delta^Q = u_0 - u_\delta + u_\delta^Q - u_\delta^Q \). The term \( \max_{\xi \in \Gamma} \| u_0(\cdot, \xi) - u_0^Q(\cdot, \xi) \|_{S_{H^s}(\Omega)} \) can then be estimated by Theorem 4. Notice that \( A(\eta, N) \) be the Lebesgue constant associated with the sparse grid interpolation, i.e.,

\[
A(\eta, N) := \sup_{v \in C(\Gamma)} \frac{\| J[v] \|_{L^\infty}}{\| v \|_{L^\infty}},
\]

where \( J[v] \) is given by (3.8), then we have

\[
\max_{\xi \in \Gamma} \| u_0^Q(\cdot, \xi) - u_\delta^Q(\cdot, \xi) \|_{S_{H^s}(\Omega)} \leq A(\eta, N) \max_{\xi \in \Gamma} \| u_0(\cdot, \xi) - u_\delta(\cdot, \xi) \|_{S_{H^s}(\Omega)},
\]

which leads to the desired results. \( \square \)

### 3.3. Stochastic Peridynamics Formulation with Fracture

We now extend the optimization-based quadrature rule introduced in Section 3.1 to the stochastic LPS model with fracture.

For a given point \( x_i \) and the horizon \( \delta \), a bond is associated with each neighbor \( x_j \in B_\delta(x_i) \), and the weight \( \omega_{j,i} \) is associated with this bond. In the meshfree formulation, the fracture surface and the corresponding Neumann-type boundary \( \partial \Omega_N \) is represented by breaking bonds between \( x_i \) and \( x_j \in B_\delta(x_i) \setminus \Omega_D \). For \( x_j \in B_\delta(x_i) \cap \Omega_D \) and when their bond stretch has not exceeded the critical bond stretch described in (2.32), we denote the bond between \( x_i \) and \( x_j \) as “intact” and the change of displacement on material point \( x_j \) may have an impact on the displacement at \( x_i \). On the other hand, when \( x_j \notin \Omega_D \) and/or when \( s(x, y, \tau, \xi) > s_0(x, y, \xi) \) for some time \( \tau < t \), we consider the bonds between \( x_i \) and \( x_j \) as “broken”. To discretize the LPS formulation (2.28)-(2.29), the quadrature weights associated with intact bonds will be employed in the calculation of integrals inside \( B_\delta(x_i) \cap \Omega_D \) and the weights associated with broken bonds will be employed for integrals inside \( B_\delta(x_i) \setminus \Omega_D \). Particularly, we express the quadrature weights associated with intact bonds as \( \tilde{\omega}_{j,i} \) and the quadrature weights associated with broken bonds as \( \hat{\omega}_{j,i} \) through the scalar
where \( \lambda \) is a boolean state function. In particular, for each sample \( \xi_k \in \Theta_N \), at the \( n \)-th step we set:

\[
\gamma_{j,i,k}^n = \begin{cases} 
1, & \text{if } x_j \in B_\delta(x_i) \cap \Omega_D \text{ and } s(x_i, x_j, t^l, \xi_k) \leq s_0(x_i, x_j, \xi_k), \forall l = 1, \ldots, n, \\
0, & \text{otherwise},
\end{cases}
\]

\[
\tilde{\omega}_{j,i,k}^n := \omega_{j,i} \gamma_{j,i,k}^n, \quad \hat{\omega}_{j,i,k}^n := \omega_{j,i}(1 - \gamma_{j,i,k}^n).
\]

Notice that the new crack forms new free surfaces, which will be included in \( \partial \Omega_N \). Therefore, the computational domain \( \Omega \) will be updated with the evolution of cracks, we therefore denote the updated domain \( \Omega^1, \Omega^2, \ldots, \Omega^n \) and all subdomains such as \( \Omega_D \) will also be denoted with a similar fashion. Numerical quadrature of a given function \( a(x) \) over \( B_\delta(x_i) \cap \Omega_D^n \) and \( B_\delta(x_i) \setminus \Omega_D^n \) may thus be calculated via

\[
\int_{B_\delta(x_i) \cap \Omega_D^n} a(y)dy \approx \sum_{x_j \in \chi_h \cap B_\delta(x_i)} \tilde{\omega}_{j,i,k}^n a(x_j), \quad \int_{B_\delta(x_i) \setminus \Omega_D^n} a(y)dy \approx \sum_{x_j \in \chi_h \cap B_\delta(x_i)} \hat{\omega}_{j,i,k}^n a(x_j).
\]

This process is consistent with how damage is typically induced in bond-based peridynamics, such as the prototype microelastic brittle model [101].

Applying the above formulation in (2.28)–(2.29), at the \( n \)-th quasi-static step, we aim to solve for the displacement \( u^n_{i,k} \approx u(x_i, t^n, \xi_k) \) and nonlocal dilatation \( \theta^n_{i,k} \approx \theta(x_i, t^n, \xi_k) \) through the following meshfree scheme:

\[
(\mathcal{L}^n_{F\delta} u^n_{i,k})_{i,k} = \sum_{x_j \in \chi_h \cap B_\delta(x_i)} K_{ij} \left[ (-\lambda_{ij,k} - \mu_{ij,k}) (x_j - x_i) (\theta^n_{i,k} + \hat{\omega}_{j,i,k}^n) \right.
\]

\[
-8\mu_{ij,k} \left( x_j - x_i \right) \cdot \left( x_j - x_i \right) \cdot \left( u^n_{j,k} - u^n_{i,k} \right) \tilde{\omega}_{j,i,k}^{n-1}\n
+ \left( -2 \left( \lambda_{ij,k} - \mu_{ij,k} \right) (x_j - x_i) - 4 \left( \lambda_{ij,k} + 2 \mu_{ij,k} \right) n^{n-1}_{i,k} \left( x_j - x_i \right) \cdot n^{n-1}_{i,k} \right) \tilde{\omega}_{j,i,k}^{n-1}\n
+ 4 \lambda_{ij,k} n^{n}_{i,k} \left( (x_j - x_i) \cdot n^{n}_{i,k} \right) \tilde{\omega}_{j,i,k}^{n-1} = \mathbf{f}(x_i),
\]

\[
\theta^n_{i,k} = \sum_{x_j \in \chi_h \cap B_\delta(x_i)} K_{ij} (x_j - x_i) \cdot M^n_{i,k} \cdot (u^n_{j,k} - u^n_{i,k}) \tilde{\omega}_{j,i,k}^{n-1},
\]

where \( \lambda_{ij,k} := \lambda(x_i, x_j, \xi_k), \mu_{ij,k} := \mu(x_i, x_j, \xi_k), \)

\[
M^n_{i,k} := \left[ \sum_{x_j \in \chi_h \cap B_\delta(x_i)} K_{ij} (x_j - x_i) \cdot (x_j - x_i) \tilde{\omega}_{j,i,k}^{n-1} \right]^{-1},
\]

27
the normal vector \( n(x) \) on free surfaces is numerically approximated and updated as

\[
n_{i,k}^n = -\frac{\sum_{x_j \in \chi_h \cap B_k(x_i)} (x_j - x_i) \omega_{j,i,k}^{n-1}}{\left| \sum_{x_j \in \chi_h \cap B_k(x_i)} (x_j - x_i) \omega_{j,i,k}^{n-1} \right|},
\]

(3.24)

and the tangential vector \( p_{i,k}^n \) is calculated as the orthogonal direction to \( n_{i,k}^n \). The correction tensor should be invertible to ensure that the correction dilatation can be computed. This holds as long as the bonds in the horizon are non-collinear. For fracture case resulting in bond break, leaving an isolated particle, the matrix inverse may be replaced with the pseudo-inverse to improve the robustness. To postprocess fracture evolution and identify cracks, the damage field \( \phi_{i,k}^n \approx \phi(x_i, t^n, \xi_k) \) can then be defined as

\[
\phi_{i,k}^n = \frac{\sum_{x_j \in \chi_h \cap B_k(x_i) \setminus x_i} (1 - \gamma_{j,i,k}^n)}{\sum_{x_j \in \chi_h \cap B_k(x_i) \setminus x_i} 1},
\]

(3.25)

which indicates the weakening of material through the percentage of broken bonds in the neighborhood of \( x_i \).

4. Numerical Verification of Convergences

In this section, we will investigate the asymptotic compatibility of the proposed method by testing the convergence of the numerical solution to the local limit. Three test problems are considered: a material deformation problem featuring smooth local limit for its displacement, a composite material deformation problem featuring discontinuous material properties, and an interfacial crack problem with in-plane extension of two dissimilar materials. In each test we study the \( L^2 \) errors for the mean and standard deviation of the solution. Let \( u_{h,Q}^{h} \) represent the numerical solution with spatial grid size \( h \) in meshfree methods and \( Q \) samples in PCM, \( u_0 \) stands for the analytical local limit. We investigate the convergence of numerical solutions to the local limit as \( Q \) increases and \( \delta, h \to 0 \) simultaneously with fixed ratio under the \( \delta \)-convergence limit. In particular we calculate the expectation \( \mathbb{E} \) and standard derivation \( \sigma \)

\[
\| \mathbb{E}(u_{h,Q}^h) - \mathbb{E}(u_0) \|_{L^2(\Omega)} \quad \text{and} \quad \| \sigma(u_{h,Q}^h) - \sigma(u_0) \|_{L^2(\Omega)}.
\]

(4.1)

In the stochastic problem, the Young’s modulus \( E(x, \xi) \) is set as a random field to represent the uncertainty in material microstructure, while Poisson ratio \( \nu \) is taken as a constant in the whole domain. Moreover, we assume that the material model satisfies the plane strain assumption:

\[
\lambda(x, \xi) = E(x, \xi) \nu / (1 + \nu)(1 - 2\nu), \quad \mu(x, \xi) = E(x, \xi) / (2(1 + \nu)).
\]
Following the conventions in [34], we adopt the nonlocal Lamé moduli as the harmonic mean of the local ones. Similarly, for problems with fracture, the local fracture energy $G(x, \xi)$ is also a random field, with the nonlocal fracture energy $G(x, y, \xi)$ defined via the arithmetic mean of the local ones. For all the tests in this section, the dimension $N$ of the parametric spaces is less than 4. Therefore, in PCM the tensor product strategy is employed to generate the collocation point set $\Theta_N$. Moreover, in all numerical examples, we adopt the following popular scaled kernel for $K$:

$$K(r) = \begin{cases} 
\frac{3}{\pi \delta^3 r}, & \text{for } r \leq \delta; \\
0, & \text{for } r > \delta.
\end{cases} \quad (4.2)$$

4.1. Test 1: a LPS problem with smooth local limit

4.1. Test 1: a LPS problem with smooth local limit

Figure 1: Convergence study of Test 1: a LPS problem with smooth local limit on 2D physical domain and 1D parametric space. Both compressible ($\nu = 0.3$, as denoted by “compressible” cases) and nearly incompressible ($\nu = 0.495$, as denoted by “near-inc” case) are investigated. Results in (a) are generated with 15 samples. The data points in (b) and (c) are correspond to 1, 2, ..., 5 samples, respectively.

We first demonstrate the convergence rates on a Dirichlet-type LPS problem without fracture. In particular, we consider a case with 2D physical domain $\Omega = [-0.5, 0.5] \times [-0.5, 0.5]$ depending on a random
variable $\xi$ following a Gaussian distribution $\xi \sim \mathcal{N}(0, 0.1^2)$. The analytical local solution of displacement is given by

$$u_0(x, \xi) = u_0(x, y, \xi) = \left[\sin(x) \sin(y)/(2 + \sin(5\xi)), -\cos(x) \cos(y)/(2 + \sin(5\xi))\right],$$

with Young’s modulus

$$E(x, \xi) = E(x, y, \xi) = (2 + \sin(x) \sin(y))(2 + \sin(5\xi)),$$

and fixed loading

$$f(x) = f(x, y) = \begin{pmatrix}
(C_1 + C_2)(-4 \sin(x) \sin(y) + 2 \cos(2x) \sin^2(y)) + C_2(-4 \sin(x) \sin(y) + 2 \cos(2y) \sin^2(x)) \\
(C_1 + 2C_2)(4 \cos(x) \cos(y) + \sin(2x) \sin(2y))
\end{pmatrix}^T,$$

where $C_1 := \nu/((1 + \nu)(1 - 2\nu)), C_2 := 1/(2(1 + \nu))$. In this problem we consider full Dirichlet-type boundary condition on $\partial \Omega$, and Dirichlet-type boundary conditions are applied on $\partial \Omega$ as $u_D(x, y, \xi) = u_0(x, y, \xi)$. Two values of Poisson ratio, $\nu = 0.3$ and $0.495$, are investigated which correspond to compressible (as denoted by “compressible”) and nearly-incompressible (as denoted by “near-inc”) materials, respectively. Here we notice that when $\nu = 0.3$, Assumption 1 is satisfied and we therefore have the $O(\delta^2)$ convergence to the local limit guaranteed by Theorem 3. However, when the material is nearly-incompressible, Assumption 1 is not satisfied.

Numerical results are provided in Figure 1. With fixed ratio $\delta/h = 3.0$ and $Q = 15$ samples, in Figure 1(a) we show the error of numerical solution with respect to the analytical local limit for grid sizes $h = \{1/8, 1/16, 1/32, 1/64, 1/128, 1/256\}$. The optimal second-order convergence $O(\delta^2)$ is observed, which is consistent with Corollary 1 and the results in [34]. In Figures 1(b) and 1(c) we fix $h = 1/256$ and $\delta = 3.0h$, and show the convergence of solution error with increasing number of samples $Q \in \{1, \ldots, 5\}$ in the parametric space. In Figure 1(b), the horizontal axis is taken as $\varpi$ (notice that we have $\varpi = Q$, the number of samples, in this 1D case) in the logarithm scale to investigate if the solution error has algebraic convergence or not, while in Figure 1(c), the horizontal axis is taken as the polynomial order $\varpi$ in the linear scale to investigate the exponential convergence. Almost exponential convergence is observed empirically, verifying the analysis of Remark 4. Similar convergence rates are observed in the compressible and nearly incompressible cases, which indicates that the conditions in Assumption 1 is a sufficient condition for the compatibility property but not a necessity.

4.2. Test 2: composite material with discontinuous material properties

We now investigate composite materials with discontinuous material properties. A 2D physical domain $\Omega = [-\pi/2, \pi/2] \times [-\pi/2, \pi/2]$ and 2D parametric space $\xi = (\xi_{(1)}, \xi_{(2)})$ are considered, where $\xi_{(1)}, \xi_{(2)}$ are i.i.d. standard Gaussian random variables, i.e. $\xi_{(k)} \sim \mathcal{N}(0, 1), k = 1, 2$. Denoting the left half of the physical domain as $\Omega_1 := [-\pi/2, 0] \times [-\pi/2, \pi/2]$ and the right half as $\Omega_2 := [0, \pi/2] \times [-\pi/2, \pi/2]$, the analytical local solution
(a) Convergence with $\delta, h \to 0$ in the physical space.

(b) Convergence with sample numbers in the log scale. (c) Convergence with sample numbers in the linear scale.

Figure 2: Convergence study of Test 2: composite material with discontinuous material properties on 2D physical domain and 2D parametric space. Both compressible ($\nu = 0.3$, as denoted by “compressible” cases) and nearly incompressible ($\nu = 0.495$, as denoted by “near-inc” cases) are investigated. Results in (a) are generated with $15^2 = 225$ samples. The data points in (b) and (c) correspond to $1^2, 2^2, \ldots, 6^2$ samples, respectively.

The displacement is given by

$$u_0(x, \xi) = \begin{cases} 
3x/(3 + \sin(\xi_1) + \sin(\xi_2)), -x/(3 + \sin(\xi_1) + \sin(\xi_2)) & \text{for } (x, y) \in \Omega_1 \\
1.5x/(3 + \sin(\xi_1) + \sin(\xi_2)), -0.5x/(3 + \sin(\xi_1) + \sin(\xi_2)) & \text{for } (x, y) \in \Omega_2
\end{cases}$$

with Young’s modulus

$$E(x, \xi) = \begin{cases} 
3 + \sin(\xi_1) + \sin(\xi_2), & \text{for } (x, y) \in \Omega_1 \\
2(3 + \sin(\xi_1) + \sin(\xi_2)) & \text{for } (x, y) \in \Omega_2
\end{cases}$$

and zero loading forces $f$. In this example we also consider the LPS formulation with full Dirichlet-type boundary condition and without fracture. For $x \in BB\Omega$, Dirichlet-type boundary conditions are applied as the analytical local solution. Similar as in Test 1, two values of Poisson ratio, $\nu = 0.3$ and $0.495$, are
investigated. Assumption 1 is satisfied when \( \nu = 0.3 \), but not for \( \nu = 0.495 \). Here we notice that with discontinuous material properties, the conditions in our compatibility Theorem 2 is no longer satisfied. Therefore, with this example we aim to investigate the numerical stability and AC convergence rates that the theoretical analysis in Section 2.1 does not cover. On the other hand, with the smoothness of \( u_0 \) in the parametric space, it satisfies Assumption 2. Therefore, as we increase \( \varpi \) in PCM, an exponential convergence is expected from Remark 4.

Numerical results are provided in Figure 2. With fixed ratio \( \delta/h = 3.0 \) and \( Q = 225 \) samples, in Figure 2(a) we show the error of numerical solution with respect to the analytical local limit for grid sizes \( h = \{\pi/8, \pi/16, \pi/32, \pi/64, \pi/128\} \). First-order convergence \( O(\delta) \) is observed, which is consistent with the numerical observations in [34]. In Figures 2(b) and 2(c) we fix \( h = \pi/256 \) and \( \delta = 3.0 h \), and show the convergence of solution error with increasing number of samples \( Q \in \{2^2, \cdots, 6^2\} \) in the parametric space. Similar as in test 1, in Figure 2(b), the horizontal axis is taken as \( \varpi \) (notice that we have \( Q = \varpi^2 \) in this case, since the tensor product formula is employed in PCM) in the logarithm scale while in Figure 2(c), the horizontal axis is taken as \( \varpi \) in the linear scale to investigate the exponential convergence. An exponential convergence is observed empirically, verified the analysis in Remark 4.

4.3. Test 3: material fracture on a bimaterial interface

In this example we proceed to consider the fracture problem. As shown in Figure 3, we consider the in-plane extension of two dissimilar materials with cracks along their interface. A physical domain \( \Omega = [-\pi/2, \pi/2] \times [-\pi/2, \pi/2] \) is employed. The material property depends on a two i.i.d. random variables \( \xi_1 \) and \( \xi_2 \), where \( \xi_1 \sim N(0,1) \) satisfies a Gaussian distribution and \( \xi_2 \sim U[-1,1] \) satisfies a uniform distribution. The Young’s modulus of the two materials, on the upper half plane and the lower half plane respectively, are denoted as \( E_1(\xi) \) and \( E_2(\xi) \). In particular, we take \( E_1(\xi) = 2 + \sin(\xi_1) \) and \( E_2(\xi) = 2 + \sin(\xi_2) \). Both compressible (\( \nu = 0.3 \)) and nearly incompressible (\( \nu = 0.495 \)) will be investigated. Again, Assumption 1 is satisfied when \( \nu = 0.3 \), but not for \( \nu = 0.495 \). For this problem the Cartesian component of the analytical local displacement field \( u \) is given by [102]:

\[
\begin{align*}
\mathbf{u}_0(x, \xi) = \begin{bmatrix} u(x, \xi) \\ v(x, \xi) \end{bmatrix}^T = \sqrt{\frac{1}{2\pi}} \begin{bmatrix} u^I(\psi(x), \xi) \\ u^I(\psi(x), \xi) \end{bmatrix} + \begin{bmatrix} u^{II}(\psi(x), \xi) \\ v^{II}(\psi(x), \xi) \end{bmatrix}^T
\end{align*}
\]

where \( (r(x), \psi(x)) \) correspond to the local polar coordinate system of \( x \) with origin at the crack tip, \( \text{Re}(\cdot) \) and \( \text{Im}(\cdot) \) denote the real and imaginary parts of a complex number, respectively. Notice that in this example we follow [102] and take the complex stress intensity factor (SIF) as 1.0. The bimaterial constant \( \epsilon(\xi) \) depends on the material properties of both materials and leads to oscillation of near-tip displacements and stresses:

\[
\epsilon(\xi) = \frac{1}{2\pi} \log \frac{\mu_2(\xi)\kappa_1 + \mu_1(\xi)}{\mu_1(\xi)\kappa_2 + \mu_2(\xi)}, \quad \mu_m(\xi) = \frac{E_m(\xi)}{2(1+\nu)}, \quad \kappa_m = 3 - 4\nu, \quad \text{for} \quad m = 1, 2.
\]
We set the material properties $\mu(x, \xi) = \mu_1(\xi), \kappa(x) = \kappa_1$ when $x$ is in the upper half-plan, and $\mu(x, \xi) = \mu_2(\xi), \kappa(x) = \kappa_2$ when $x$ is in the lower half-plan. $(u^I, v^I)$ and $(u^{II}, v^{II})$ are then functions of the angular
\[ u^I(\psi(\mathbf{x}), \xi) := -\frac{1}{2\mu(\mathbf{x}, \xi)(1 + 4\varepsilon(\xi)^2)} \cosh(\pi\varepsilon(\xi)) \begin{cases} e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} - \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \cos(\psi(\mathbf{x}))/2 \\ - (1 + 4\varepsilon(\xi)^2)e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \sin(\psi(\mathbf{x}))/2 \\ + 2\varepsilon(\xi)[e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} + \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))}] \sin(\psi(\mathbf{x}))/2 \end{cases} \]

\[ v^I(\psi(\mathbf{x}), \xi) := \frac{1}{2\mu(\mathbf{x}, \xi)(1 + 4\varepsilon(\xi)^2)} \cosh(\pi\varepsilon(\xi)) \begin{cases} e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} + \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \sin(\psi(\mathbf{x}))/2 \\ - (1 + 4\varepsilon(\xi)^2)e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \sin(\psi(\mathbf{x}))/2 \\ - 2\varepsilon(\xi)[e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} - \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))}] \cos(\psi(\mathbf{x}))/2 \end{cases} \]

\[ u^{II}(\psi(\mathbf{x}), \xi) := \frac{1}{2\mu(\mathbf{x}, \xi)(1 + 4\varepsilon(\xi)^2)} \cosh(\pi\varepsilon(\xi)) \begin{cases} e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} + \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \sin(\psi(\mathbf{x}))/2 \\ + (1 + 4\varepsilon(\xi)^2)e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \sin(\psi(\mathbf{x}))/2 \\ - 2\varepsilon(\xi)[e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} - \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))}] \cos(\psi(\mathbf{x}))/2 \end{cases} \]

\[ v^{II}(\psi(\mathbf{x}), \xi) := \frac{1}{2\mu(\mathbf{x}, \xi)(1 + 4\varepsilon(\xi)^2)} \cosh(\pi\varepsilon(\xi)) \begin{cases} e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} - \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \cos(\psi(\mathbf{x}))/2 \\ + (1 + 4\varepsilon(\xi)^2)e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} \sin(\psi(\mathbf{x}))/2 \\ + 2\varepsilon(\xi)[e^{\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))} + \kappa(\mathbf{x})e^{-\varepsilon(\xi)(\Pi(\mathbf{x})-\psi(\mathbf{x}))}] \sin(\psi(\mathbf{x}))/2 \end{cases} \]

Here the value of \( \Pi(\mathbf{x}) \) also depends on the location of \( \mathbf{x} \): \( \Pi(\mathbf{x}) = \pi \) for \( \mathbf{x} \) on the upper half-plane, whereas \( \Pi(\mathbf{x}) = -\pi \) for the lower half-plane. In Figure 3 we plot the analytical local solution for the damage field and the displacement fields for illustration. In particular, the crack is represented by breaking the bonds across the segment between \( (-\frac{\pi}{2}, 0) \) and \( (0, 0) \). On the crack surface, free surface conditions are imposed, while full Dirichlet-type boundary conditions are applied on all four sides of the plate. Similar as in Test 2, in this example the Young's modulus \( E(\mathbf{x}, \xi) \) is (spatially) discontinuous across the interface, and therefore the conditions in our compatibility Theorem 2 is no longer satisfied.

Numerical results for compressible and nearly incompressible cases are provided in Figure 4 and Figure 5, respectively. With fixed ratio \( \delta/h = 3.0 \) and \( Q = 400 \) samples, in Figure 4(a) and Figure 5(a) we show the error of numerical solution with respect to the analytical local limit for grid sizes \( h = \{\pi/8, \pi/16, \pi/32, \pi/64, \pi/128, \pi/256\} \). First-order convergence \( O(\delta) \) is observed. In Figures 4(b), 4(c), 5(b) and 5(c), using fixed grid size \( h = \pi/256 \) and \( \delta = 3.0h \), we demonstrate the convergence of solution errors with increasing number of samples \( Q = \{1^2, \cdots, 9^2\} \) in the parametric space. Similar as in tests 1 and 2, in Figures 4(b) and 5(b), the error is plotted versus \( \varpi \) in the logarithm scale while in Figures 4(c) and 5(c) the horizontal axis is taken as \( \varpi \) in the linear scale. A roughly algebraic convergence rate is observed. We notice that the convergence curve seems more oscillatory comparing with the previous two tests, possibly due to the solution nonlinearity induced by the spatial discontinuity and the reduced regularity in the parametric.
space. In fact, in [103–105], a similar phenomenon of oscillatory convergence curve was observed, when the solution has discontinuity or reduced regularity in the parametric space (see, e.g., Figure 6 of [106]). To further demonstrate the sample efficiency of the proposed approach, we also plot the convergence of numerical solutions obtained from Monte Carlo (MC) simulations. The results indicate that to achieve a similar level of accuracy, our proposed approach requires a much smaller number of samples compared to MC.

5. Application: Brittle Fracture of Glass-Ceramics

Having illustrated the AC convergence convergence to the analytical local limits and verified the theoretical analysis in Sections 2–3, we now consider a problem of brittle fracture in a glass-ceramic material as a prototypical exemplar, and provide validation against experiment results. The main objective of this section is to provide a proof-of-principle demonstration that the framework introduced thus far applies to realistic settings, however overall the provided preliminary validation provides good agreement. A glass-ceramic
Convergence study of Test 3: material fracture on a bimaterial interface, for nearly incompressible materials ($\nu=0.495$). Here we use “PCM” to denote the cases using our proposed probabilistic collocation method approach, and “MC” to denote the cases using the Monte Carlo method. Results in (a) are generated with $20^2 = 400$ samples. The data points in (b) and (c) are corresponding to $1^2, \cdots, 9^2$ samples.

Figure 5: Convergence study of Test 3: material fracture on a bimaterial interface, for nearly incompressible materials ($\nu=0.495$). Here we use “PCM” to denote the cases using our proposed probabilistic collocation method approach, and “MC” to denote the cases using the Monte Carlo method. Results in (a) are generated with $20^2 = 400$ samples. The data points in (b) and (c) are corresponding to $1^2, \cdots, 9^2$ samples.

Material is the product of controlled crystallization of a specialized glass composition, which results in the creation of a microstructure composing of one of more crystalline phases within the residual amorphous glass. Glass-ceramics have received significant attention due to their enhanced strength and toughness compared to pure glass [87, 107–110]. A wide range of flexural strength (100 to $\geq 500$ MPa) and fracture toughness (1.0 to 5.0 MPa.m$^{0.5}$) are reported in literature [110], with the authors noting that the microstructure and phase assemblage play a vital role in determining strength and toughness. Therefore, it is important to investigate the microstructure of these materials and their relation to damage metrics of interests to get fundamental insight [83]. In particular, we employ the proposed approach to study the fracture toughness of a model glass-ceramic material (lithium disilicate) as a function of crystal volume fraction [83].

In this example, we consider a pre-notched idealized microstructural realization which is subject to displacement boundary conditions on its top and bottom boundaries, as demonstrated in Figure 6. A plate of dimensions 800$\mu$m by 400$\mu$m is considered, with an initial crack of length 100$\mu$m, and a gradually
Figure 6: Problem setup of pre-cracked glass-ceramics experiment with randomly distributed material property fields, following [83]. Here light blue represents the crystalline and dark blue represents the glassy matrix.

|                | Young’s modulus $E$ | Poisson ratio $\nu$ | Fracture energy $G_1$ | Fracture Toughness $K$ |
|----------------|---------------------|---------------------|------------------------|------------------------|
| Glass          | $E_1 = 80$ GPa      | 0.25                | $G_1 = 6.59$ J/m$^2$   | $0.75$ MPa · m$^{0.5}$ |
| Crystal        | $E_2 = 133$ GPa     | 0.25                | $G_2 = 86.35$ J/m$^2$  | $3.5$ MPa · m$^{0.5}$  |

Table 1: Material properties used in pre-cracked glass-ceramics experiment [83].

increasing displacement loading $U_D$ applied on the top and bottom of the sample. All other boundaries, including the new boundaries created by cracks, are treated as free surfaces. Each realization is composed of randomly distributed crystals embedded in a glassy matrix, with the mechanical properties of glass and crystalline phases listed in Table 1. In particular, we follow [83, 87] and generate the center location $(C_x, C_y)$ and rotation angle $C_\psi$ of each crystal as random variables satisfying $C_x \sim U[0, 800]$, $C_y \sim U[0, 400]$, and $C_\psi \sim U[0, 2\pi]$. All crystals are identical ellipses with semi-major and semi-minor axes being $12\mu m$ and $7.5\mu m$, respectively, with an aspect ratio of 1.6. This material was studied experimentally in [83] for different crystallized volume fractions, $f$. Although the crack pattern varies drastically with different microstructure realizations, for each crystallized volume fraction $f$ the averaged fracture toughness presents a consistent pattern. In particular, a total of three samples were tested experimentally for each crystallized volume fraction and the average of these tests were reported in [83]. It was observed that the averaged fracture toughness grows linearly with $f$. Therefore, in this example we aim to reproduce the experimental fracture toughness in [83] rather than the individual crack pattern with numerical simulations, since the former is more reproducible and also provides a more direct measure of the material resistance.

To numerically simulate the crack growth in this problem, we consider the plane strain model and employ the quasi-static LPS model setting as described in Section 3.3. In numerical experiments, we gradually increase $U_D$ from $0\mu m$ to $1\mu m$, and simulate the propagation of the crack starting from the pre-crack tip till it reaches the right boundary of the domain. At each quasi-static step, we increase $U_D$ by $4e^{-3}\mu m$,
perform subiterations until no new broken bonds are detected, then proceed to the next step. For spatial discretization, we employ uniform grids with grid size $h = 2\mu m$, and the horizon size $\delta = 3h = 6\mu m$. Therefore, the whole computational domain $\Omega \cup BB\Omega$ has $M = 87969$ grid points in total. Four different crystallized volume fraction values are considered: 20%, 40%, 60% and 80%.
To demonstrate the performance of our deterministic LPS solver, in Figure 7 we show the crack pattern of two samples with volume fraction 20% and 80%, respectively. In Figure 7(a), one can observe that the crack mostly propagates either inside the glassy matrix or along interfaces after crack deflection and avoids entering the ceramic particles, on account of the fracture toughness of the ceramic phase being much higher. On the other hand, once we increase the crystallinity, as shown in Figure 7(b)(c) where the crystals occupy 80% of the volume, the crack pattern gets dominated by crystal fracture. In certain cases, where a crack gets penetrated and gets trapped within a large agglomeration, it results in crack bridging wherein it is favourable for the crack to re-initiate in a nearby interface rather than fracturing the crystal agglomeration. Such patterns were also observed and reported in [83], where the authors considered crack deflection, trapping and bridging as the three main toughening mechanisms in glass-ceramics.

We now proceed to solve the stochastic LPS problem and provide a quantitative validation by comparing the numerical results on fracture toughness with the experimental measurements in [83]. In this study, the material microstructure is treated as a random field, and the quantities of interest would be the averaged fracture toughness of different realizations for each volume fraction \( f \in \{20\%, 40\%, 60\%, 80\% \} \). For each realization, we use \( R(\mathbf{x}, \omega) \) to denote the microstructure, such that for each \( \omega \in \Omega_p \),

\[
R(\mathbf{x}, \omega) = \begin{cases} 
0 & \text{if the material point } \mathbf{x} \text{ is glass,} \\
1 & \text{if the material point } \mathbf{x} \text{ is crystal.}
\end{cases}
\]

(5.1)

We then notice that the random fields of Young’s modulus \( E(\mathbf{x}, \omega) \) and fracture energy \( G(\mathbf{x}, \omega) \) can be represented as linear transformations of \( R \):

\[
E(\mathbf{x}, \omega) = R(\mathbf{x}, \omega)(E_2 - E_1) + E_1, \quad G(\mathbf{x}, \omega) = R(\mathbf{x}, \omega)(G_2 - G_1) + G_1,
\]

where \( E_1, E_2 \) are the Young’s modulus of glass and crystal, respectively, and \( G_1, G_2 \) are their fracture energy. The material responses and crack propagation in this sample can then be calculated using the LPS solver (3.21)-(3.22), and the fracture toughness is determined by the mechanisms through which cracks interact with constituents in microstructures [111]. Based on the final crack pattern, we first calculate the average energy release rate through

\[
G_{IC} = \frac{G_1 L_1 + G_2 L_2 + G_i L_i}{W},
\]

(5.2)

where \( W \) is the total projected crack length along the \( x \)-direction and \( G_i := (G_1 + G_2)/2 \) denotes the the fracture energy for interface debonding. \( L_1, L_2 \) and \( L_i \) are the crack length within the glass, within the ceramic and along their interface, calculated through the number of broken bonds per particle. For brittle materials, one can then obtain the fracture toughness \( K_{IC} \) from the critical energy release rate:

\[
K_{IC} = \sqrt{G_{IC} \frac{E_{eff}}{1 - \nu^2}},
\]

(5.3)
where $E_{\text{eff}} = (1-f)E_1 + fE_2$ is approximately the effective Young’s modulus of the heterogeneous material for the volume fraction $f$. For further details and discussions on the calculation of fracture toughness for ceramic composites, we refer interested readers to [111].

Figure 8: Averaged fracture toughness for brittle fracture of glass-ceramics with different crystal volume fractions. Error bars represent standard derivations. Here we use “PCM” to denote the results using our proposed probabilistic collocation method approach with 41 samples from the truncated sampling space, “MC” to denote the results using the Monte Carlo method with 100 samples from the original space $\Omega_p$, and “Exp” denotes the experimental results reported in [53].

Although one can calculate the averaged fracture toughness by sampling $R(x, \omega)$ using the Monte Carlo method, we notice that the sampling space $\Omega_p$ is of high dimension and therefore would possibly require a large number of samples. This fact calls for dimensionality reduction for $\Omega_p$ so as to represent the random fields of $E$ and $G$ using a limited number of random variables. In this work the principle component analysis (PCA) approach is employed. In particular, for each crystallized volume fraction value we generate $20,000$ discretized microstructure realizations $R(x_i, \omega_j), i = 1, \cdots, M, j = 1, \cdots, 20000$. Equivalently, we represent each realization by a vector, $R_j \in \mathbb{R}^M$, such that $R_j[i] = R(x_i, \omega_j)$. We then perform PCA to the data matrix formed by $R_j, j = 1, \cdots, 20000$, and keep the first 20 principle components for dimensionality reduction. To this end, each realization $R_j$ can then be approximated by

$$R_j \approx \overline{R} + \sum_{k=1}^{20} a_{j,k} V_k,$$

where $\overline{R}$ is the mean of all $R_j$, $V_k$ denote the $k$–th eigenvector in PCA, and $a_{j,k}$ is the $k$-th component of the $j$–th realization. Thus, we obtain a truncated representation for the Young’s modulus and fracture energy fields in glass-ceramics:

$$E(x_i, \xi) = (\overline{R} + \sum_{k=1}^{20} \xi(k) V_k)(E_2 - E_1) + E_1, \quad G(x_i, \xi) = (\overline{R} + \sum_{k=1}^{20} \xi(k) V_k)(G_2 - G_1) + G_1.$$
where $\xi_{(k)}$ is the $k$-th component of $\xi$. We further take $\xi_{(k)}$ as i.i.d. random variables satisfying $\xi_{(k)} \sim N(0, \lambda_k^2)$, where $\lambda_k$ is the $k$th eigenvalue in PCA. Noticing that $E$ and $G$ are both affine with respect to $\xi$, and therefore PCM can be applied and the parametric space dimension is 20. For this example we employ the Smolyak formulation with level 2, which consists of 41 samples for each volume fraction value. The results are demonstrated in Figure 8, together with the experimental measurements from [83]. We also report the results using Monte Carlo method as a baseline method, where the fracture toughness for each volume fraction is generated from 100 realizations from the original sampling space $\Omega_p$. From the results, we can observe that the results from both PCA and MC are in good agreement with the experiment data. Comparing between these two methods, although PCA uses less samples, its predictions are more aligned with the linear fitted line from experimental measurements, and are with a low error interval estimation. This validates the applicability of our stochastic LPS solver on providing averaged damage metrics in randomly heterogeneous material fracture problems.

6. Summary and Discussion

For heterogeneous material modeling problems, different material microstructure, property, interfacial conditions, and operating environments all cause variability within material, which is tremendously difficult to be fully quantified. Therefore, without complete detailed measurements for each individual material sample, it is often non-practical, if not impossible, to provide comprehensive quantitative damage characterization for each sample. This fact calls for stochastic modeling of the variability and characterization of material failure for uncertainty quantification.

In this work, we propose a state-based peridynamics formulation with spatial variability of material properties, to capture the high degrees of complexity and heterogeneity in material damage problems. The well-posedness and convergence to the local problems are studied for the proposed stochastic peridynamics model, which provide a theoretical foundation for numerical developments. An asymptotically compatible meshfree discretization formulation is then developed for the peridynamics model. It provides an efficient representation of interfaces and fracture surfaces. A probabilistic collocation method (PCM) is employed to sample the stochastic process, which guarantees at least algebraic convergence rate for smooth problems in the parametric space, and therefore ensures the sampling efficiency. Therefore, this work has presented a complete workflow demonstrating how quadrature, heterogeneity and fracture can be handled for linearly elastic materials. In this way, we captures the variability in microstructures and preserves a limit to the relevant local problem as resolution and number of samples are increased. This is a major contribution to the field of peridynamics - while numerous works have demonstrated the flexibility of peridynamics in modeling a diverse set of physical phenomena in a deterministic setting, very few studies have considered the impact of uncertainty in material properties and microstructures. Last but not least, we demonstrate an application of the proposed formulation to estimating the fracture toughness of glass-ceramics, quantitatively validating its applicability in practical engineering problems.
While the current work has been mainly focusing on the physical processes of material damage with uncertainty from material heterogeneity, an important next step is to incorporate other types of uncertainties, such as the variability from interfacial conditions and operating environments. We will additionally consider the generalization of this approach to other types of damage modes, such as the nonlinear elastoplasticity governing ductile failure. As the proposed formulations can be easily extended to 3D problems, we notice that we were unable to perform 3D simulations mainly due to memory limitations of our serial LPS solver. The numerical framework itself is parallelizable and hence highly scalable, as the meshfree quadrature rule involves only the local construction and inversion of small matrices. In an upcoming work we will investigate how the proposed approach extends to 3D and demonstrate its application in 3D realistic problems.
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Appendix A. Truncation Estimates of the Heterogeneous LPS Formulation

In this section we provide detailed truncation estimates for the proposed LPS formulations. We first consider the heterogeneous LPS formulation with full Dirichlet-type boundary conditions, proposed in (2.5) and (2.3). In particular, before showing the proof of Lemma 5, we first show that the nonlocal dilatation \( \theta \) is consistent with the local dilatation with the following lemma.

**Lemma 7.** Assume that \( u \in C^4(\Omega \cup B\Omega) \), then there exists \( \delta > 0 \) such that for any \( 0 < \delta \leq \delta \),

\[
\theta(x) - \nabla \cdot u(x) = D_1 \left( \frac{\partial^3 u_1}{\partial x_1^3}(x) + \frac{\partial^3 u_2}{\partial x_2^3}(x) \right) + 3D_2 \left( \frac{\partial^3 u_1}{\partial x_1 \partial x_2^2}(x) + \frac{\partial^3 u_2}{\partial x_1^2 \partial x_2}(x) \right) + O(\delta^3) = O(\delta^2),
\]

for all \( x \in \Omega \cup B\Omega \). Here

\[
D_1 := \int_{B_{\delta}(x)} K(|y-x|)(y_1 - x_1)^4 dy = O(\delta^4), \quad D_2 := \int_{B_{\delta}(x)} K(|y-x|)(y_1 - x_1)^2(y_2 - x_2)^2 dy = O(\delta^2).
\]

**Proof.** Denote \( x = (x_1, x_2) \) where \( x_1 \) and \( x_2 \) are the coordinate components along the horizontal and vertical axis, respectively, and \( u_1, u_2 \) as the displacement components along the \( x_1 \) and \( x_2 \) directions, respectively.
For simplicity, in the following we use $K$ to represent $K(|y - x|)$ when there is no confusion. For $u \in C^4$ and $x \in \Omega \cup B\Omega$, with the symmetry of $B_\delta(x)$ we have

$$\theta(x) - \nabla \cdot u(x)$$

$$= O(\delta^3) + \int_{B_\delta(x)} K(y_1 - x_1)^2 \left( \frac{\partial u_1}{\partial x_1}(x) + (y_1 - x_1)^2 \frac{\partial^3 u_1}{\partial x_1^3}(x) + 3(y_2 - x_2)^2 \frac{\partial^3 u_1}{\partial x_1 \partial x_2^2}(x) \right) dy$$

$$+ \int_{B_\delta(x)} K(y_2 - x_2)^2 \left( \frac{\partial u_2}{\partial x_2}(x) + (y_2 - x_2)^2 \frac{\partial^3 u_2}{\partial x_2^3}(x) + 3(y_1 - x_1)^2 \frac{\partial^3 u_2}{\partial x_1^2 \partial x_2}(x) \right) dy$$

$$= O(\delta^3) + D_1 \left( \frac{\partial^3 u_1}{\partial x_1^3}(x) + \frac{\partial^3 u_2}{\partial x_2^3}(x) \right) + D_2 \left( \frac{\partial^3 u_1}{\partial x_1 \partial x_2^2}(x) + \frac{\partial^3 u_2}{\partial x_1^2 \partial x_2}(x) \right).$$

We now proceed to the proof of Lemma 5.

**Proof.** We again adopt the coordinate system as in the proof of Lemma 4 and denote the two components of $u$ as $u_1$ and $u_2$. We notice that

$$\lambda(x, y) - \lambda(x) = \frac{\lambda(y) - \lambda(x)}{\lambda(x) + \lambda(y)} \left( 1 + \frac{\lambda(y) - \lambda(x)}{2\lambda(x)} + O \left( \frac{(\lambda(y) - \lambda(x))^2}{2\lambda(x)} \right) \right)$$

$$= \left( \frac{\lambda(y) - \lambda(x)}{2} \right) + O \left( (\lambda(y) - \lambda(x))^2 \right) = \frac{1}{2} \nabla \lambda(x) \cdot (y - x) + O(\delta^2)$$

and similarly

$$\mu(x, y) - \mu(x) = \frac{1}{2} \nabla \mu(x) \cdot (y - x) + O(\delta^2).$$

The bound of $\mathcal{L}_{H0} u - \mathcal{L}_{H\delta} u$ can then be obtained via Lemma 4, Taylor expansion of $u$ and the symmetry of $B_\delta(x)$:

$$\mathcal{L}_{H0}(u)(x) - \mathcal{L}_{H\delta}(u)(x)$$

$$= -\frac{1}{2} \nabla \cdot [\lambda(x) \nabla u(x) + (\nabla u(x))^T] \mathbf{1} + 2\mu(x)(\nabla u(x) + (\nabla u(x))^T]$$

$$+ \int_{B_\delta(x)} (\lambda(x, y) - \mu(x, y)) K(y - x) \left( \nabla \cdot u(x) + \nabla \cdot u(y) + D_1 \left( \frac{\partial^3 u_1}{\partial x_1^3}(x) + \frac{\partial^3 u_2}{\partial x_2^3}(x) \right) \right)$$

$$+ \int_{B_\delta(x)} (\lambda(x, y) - \mu(x, y)) K(y - x) \left( \nabla \cdot u(x) + \nabla \cdot u(y) + D_2 \left( \frac{\partial^3 u_1}{\partial x_1 \partial x_2^2}(x) + \frac{\partial^3 u_2}{\partial x_1^2 \partial x_2}(x) \right) \right)$$

$$+ 8 \int_{B_\delta(x)} \mu(x, y) K \frac{1}{|y - x|^2} (u(y) - u(x)) dy + O(\delta^2)$$

$$= -\frac{1}{2} \nabla \cdot [\lambda(x) \nabla u(x) + (\nabla u(x))^T] \mathbf{1} + 2\mu(x)(\nabla u(x) + (\nabla u(x))^T]$$

$$+ \int_{B_\delta(x)} (\lambda(x, y) - \mu(x, y)) K(y - x) (\nabla \cdot u(x) + \nabla \cdot u(y))$$

$$+ 8 \int_{B_\delta(x)} \mu(x, y) K \frac{1}{|y - x|^2} (u(y) - u(x)) dy + O(\delta^2)$$
Hence, by using (A.1) and (A.2) and their asymptotic orders in terms of $\delta$, and the symmetry of $B_\delta(x)$, we have

$$
\mathcal{L}_{H_0}(u)(x) - \mathcal{L}_{H_\delta}(u)(x)
= -\frac{1}{2} \lambda(x) \nabla \cdot (tr(\nabla u(x) + (\nabla u(x))^T) - \mu(x) \nabla \cdot (\nabla u(x) + (\nabla u(x))^T))
$$

$$
- \nabla \cdot (\lambda(x)I) \nabla \cdot u(x) - \nabla \mu(x) \cdot (\nabla u(x) + (\nabla u(x))^T)
$$

$$
+ (\lambda(x) - \mu(x)) \int_{B_\delta(x)} K(y - x) (\nabla \cdot u(x) + \nabla \cdot u(y)) \, dy
$$

$$
+ \frac{1}{2} \int_{B_\delta(x)} (\nabla \lambda(x) - \nabla \mu(x)) \cdot (y - x) K(y - x) (\nabla \cdot u(x) + \nabla \cdot u(y)) \, dy
$$

$$
+ 8\mu(x) \int_{B_\delta(x)} \frac{K(y - x) \otimes (y - x)}{|y - x|^2} (u(y) - u(x)) \, dy
$$

$$
+ 4 \int_{B_\delta(x)} \left(\nabla \mu(x) \cdot (y - x) \right) K\left(\frac{y - x}{2}\right) (u(y) - u(x)) \, dy + O(\delta^2) = O(\delta^2).
$$
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