Modelling Recharge from Irrigation Developments with a Perched Water Table and Deep Unsaturated Zone
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Abstract: Modelling of recharge under irrigation zones for input to groundwater modelling is important for assessment and management of environmental risks. Deep vadose zones, when coupled with perched water tables, affect the timing and magnitude of recharge. Despite the temporal and spatial complexities of irrigation areas; recharge in response to new developments can be modelled semi-analytically, with most outputs comparing well with numerical models. For parameter ranges relevant to the western Murray Basin in southern Australia, perching can reduce the magnitude of recharge relative to irrigation accessions and will cause significant time lags for changes to move through vadose zone. Recharge in the vicinity of existing developments was found to be similar to that far from existing developments. This allows superposition to be implemented spatially for new developments, thus simplifying estimation of recharge. Simplification is further aided by the use of exponential approximants for recharge responses from individual developments.
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1. Introduction

Irrigated agriculture leads to greater infiltration of water than non-irrigated agriculture, especially in semi-arid and arid regions [1]. This, in turn, leads to greater recharge to underlying groundwater systems, where it can cause salinization and waterlogging of agricultural land and salinization of water resources [2] and associated riparian zones. Where groundwater is fresh, irrigation recharge may have environmental benefits in returning fresh groundwater to streams and groundwater-dependent ecosystems and providing recharge for groundwater users [3].

The assessment and management of irrigation environmental risks requires an understanding of the processes that link actions, such as irrigation development and subsequent water use measures, and the environmental impacts. This linkage is not just characterized by changes in water fluxes, but in time delays for pressure changes to move from the site of the action (irrigation fields) to the site of the impact (streams, affected land, groundwater-dependent ecosystems). Where water tables are deep, the unsaturated zone under irrigation areas is an important pathway between actions and groundwater systems, that link to impacts [4]. Yet, this zone is often poorly understood, falling between the disciplines of the agronomic engineering and hydrogeology, meaning that links between actions and impacts may be poorly understood.

Previous models of the unsaturated zone have mostly assumed that water moves under gravity towards the water tables [5,6]. This means that below the agricultural zone, fluxes do not change in magnitude from the agricultural soil zone to the groundwater. However, the larger soil water...
fluxes under irrigation may not be able to be transmitted by gravity [7], where soil vertical hydraulic conductivity is low. This leads to conditions of perched water tables, with increased hydraulic gradients, saturated conditions and lateral movement of water above these low-conductivity zones [8–10]. Sub-surface drainage may be required to avoid waterlogging and land salinity and water may be lost to the land surface from the perched layer by drainage and evapotranspiration. Perched water tables may, therefore, both change the magnitude of vertical fluxes and ‘smear’ the movement of pressure changes over time. Modelling perched water tables is important for recharge in karstic geology [11], managed aquifer recharge [12], contaminant sites [8–10] and ecology of ephemeral streams [13,14].

Irrigation districts can be complex, with different zones being developed over time over a range of soils and water table depths. Any unsaturated zone model needs to be used in conjunction with groundwater models, which are often implemented to assess irrigation risks and support the design of mitigation measures. Unsaturated zone models, therefore, need to represent the main processes in these complex irrigation districts that are important for the assessment and management of risks; yet be simple enough to be practically implemented. The unsaturated zone models are required to link management actions, such as water use measures to recharge across the irrigation district as a function of time, and space.

While numerical hydrological models are able to model these processes, the implementation of such models under complex irrigation districts with perched water tables is often impractical. Simplicity of process representation may be addressed by keeping the number of parameters small, seeking data sources that may be used for the parameterization and calibration of parameters, and using algorithms that can be run relatively quickly in conjunction with the groundwater model. The models and algorithms should be capable of representing the lifetime of irrigation districts, including new developments, water-use efficiency measures and decommissioning.

This paper describes the semi-analytical PerTy3 model, which has been developed to address issues in the western Murray Basin in southern Australia. Basin-wide strategies have been responsible for reducing river salinity in the lower reaches of the River Murray [15]. This has been possible through the combination of groundwater pumping and incentives for improving water use efficiency of irrigation districts. Groundwater models have been implemented across the western Murray Basin to assess salt load to the river. The highest-risk irrigation areas in the western Murray Basin overlie a saline regional groundwater system, which discharges into the River Murray. The paper tests and documents the PerTy3 model, as it relates to new developments.

However, even the application of semi-analytical models can be complex and resource-intensive, so this paper also explores the application of conceptual transfer functions [16–18] for individual actions, that can be superimposed. If such functions are shown to work, it would allow a transfer function model to be used for each development and action and then added, thus simplifying the estimation of recharge. Such models have previously been used for regions in which there are frequent fluctuations of the water table in response to recharge events.

Finally, since perched water tables lead to lateral movement of water, there is a need to consider both ‘greenfield’ and ‘brownfield’ developments. A greenfield development is one for which there is no hydraulic interference from nearby irrigation areas, while the opposite is true for brownfield developments. The antecedent moisture caused by prior nearby developments is thought to reduce time lags for wetting fronts to reach the water table. If so, there would be a need to consider the configuration of irrigation developments, which would add considerable complexity to the estimation of recharge under irrigation areas. This paper will consider the effect of interference between irrigation fields.

The aims of this study are to:

1. develop and test a semi-analytical unsaturated zone model to predict recharge under new irrigation developments with perched water tables. The main attributes being sought are:
   a. a conceptual model representing the main physical processes at the scale of the irrigation district and periods of seasons and years;
(b) continuity of modelling between conditions of perching and non-perching;
(c) a limited number of additional parameters;
(d) availability of field data that could be used to calibrate parameters;
(e) benchmarking against appropriate numerical models;
(f) use of agronomic modelling outputs as input and generates recharge as output to be used in groundwater models; and
(g) a process for estimating recharge under brownfield developments.

2. explore the use of even simpler modelling approaches based upon:

(a) superposition of actions; and
(b) conceptual approximants for transfer functions.

A further paper [19] describes the development of models for change in recharge due to water-use efficiency measures and for the whole-of-lifetime irrigation, including new development, water-use measures and decommissioning. A pilot study for the Loxton-Bookpurnong district in the western Murray Basin is described in [20]. The soil properties and other characteristics of that area will be used within this paper.

2. Theory

This section describes the processes and theory that underlies the semi-analytical model, PerTy3 and perched water tables, more generally. More specifically, this section supports objectives 1(a–c); namely, the description of a conceptual model representing the main physical processes at the scale of the irrigation district and periods of seasons and years; provides continuity of modelling between conditions of perching and non-perching; and includes a limited number of additional parameters. Non-dimensionalisation is used to group related parameters and, therefore, simplify the model.

The motivation for this study is illustrated in Figure 1, which shows the hydrogeological model of the Loxton-Bookpurnong irrigation district in southern Australia. Irrigation development has led to a perched water table above a low-conductivity clay layer and a groundwater mound in the underlying regional groundwater system. The increased groundwater gradients lead to greater volumes of saline groundwater entering the River Murray.

Figure 2 shows the conceptual model for the fluxes in the vadose zone. There are three semi-infinite layers of homogeneous soils, in which the second layer is of lower permeability. The left boundary condition is a no flow boundary, which means this is a line of symmetry. The upper boundary is the base of the agronomic zone, the left side of which underlies irrigated agriculture, and to the right side underlies non-irrigated agriculture. The upper boundary condition is a downward water flux, irrigation accession, as determined by agricultural practices, including channel leakage and spillage. For the one-dimensional systems discussed below, the whole upper surface is irrigated. The lower boundary condition is the water table, which is assumed to be constant. The profile is assumed to be initially at steady-state, with the root zone drainage at the boundary condition being relevant to either native vegetation or non-irrigated agriculture. At time zero, irrigation is implemented leading to an increase in root zone drainage. As the vertical flux may also consist of leakage or spillage from channels, it will be referred to as irrigation accession. In the western Murray Basin context, the new irrigation accession rate is ~100–400 mm/year), while the pre-irrigation flux (~0.1 mm/year for native vegetation or 2–30 mm/year for dryland agriculture).
where it infiltrates into the impeding layer.

2020 saturated vertical conductivity $s_u$ under the irrigation area. This means that the irrigation accession should be sufficiently high or the pre-irrigation flux will be used within this paper.

Figure 1. Conceptualizations of the Loxton-Bookpurnong Irrigation District, showing perched water table under the irrigation district, and groundwater flow to the River Murray. model used to simulate recharge under perched water tables.

Figure 2. Used to simulate recharge under perched water tables. The left-hand boundary is a no flow boundary, representing a line of symmetry. The variables are non-dimensionalised, with $x = 1$ being the outer limit of irrigation and $x = x_1$ being the outer limit of perched water. Below layer 3 is the saturated zone of the aquifer.

This paper considers situations, where there is a reasonable probability of perched water tables under the irrigation area. This means that the irrigation accession should be sufficiently high or the saturated vertical conductivity sufficiently low for perched water tables to occur. Where it does occur, the ponded head builds up on the impeding layer and water moves laterally over the impeding layer, where it infiltrates into the impeding layer.

The layers of the unsaturated zone have been parameterised using the modified Mualem–Brooks–Corey model [21,22] for each layer. The water retention curve is given by:

$$\theta = (\psi h_b)^{-3}, \psi > h_b$$

(1)
where \( \psi \) is the soil suction, \( h_b \) is the air-entry point, \( \lambda \) is a fitting parameter, and the relative saturation, \( \Theta \), is given by

\[
\Theta = \frac{\theta - \theta_r}{\theta_s - \theta_r}
\]  

(3)

where \( \theta \) is the volumetric water content, \( \theta_r \) is the residual volumetric water content and \( \theta_s \) is the saturation volumetric water content. The relative permeability, \( K_r \), is given by:

\[
K_r = \Theta^m.
\]  

(4)

where \( m \) is a fitting parameter related to the connectivity of soil pores.

The hydraulic conductivity, \( K \), is obtained by multiplying \( K_r \) by the saturated hydraulic conductivity. These parameters will be different for the different layers and a subscript \( i \) will be subsequently used to distinguish layer \( i \). The parameters are assumed to be the same for both vertical and horizontal properties, except for the saturated conductivity. A superscript \( h \) and \( v \) will be used with the saturated hydraulic conductivity to characterise anisotropy. The values given to the parameters is given in the Methods section.

2.1. Unsaturated Zone Conditions

The PerTy3 model, as it relates to new developments, is adapted from the wetting front model [5]. In that model, the movement of water through the vadose zone occurs via gravity, causing a pressure (or wetting) front. Behind the wetting front, the flux of water is equal to the new flux, while below it, the flux equals the old flux. The wetting front moves with the speed (non-dimensional):

\[
dz_{wf}/dt = (A_n - A_o)/(\theta_n - \theta_o)
\]  

(5)

where \( z_{wf} \) is the depth of the wetting front below the land surface; \( A_n \) and \( A_o \) are the non-dimensional irrigation accessions for the irrigated and pre-existing agriculture respectively; and \( \theta_n \) and \( \theta_o \) are the volumetric water contents above and below the wetting front. Their values are such that the relative vertical hydraulic conductivity equals \( A_n \) and \( A_o \), respectively. When the pressure front reaches the water table, the recharge (dimensioned) increases from \( IA_o \) to \( IA_n \). Equation (5) can be used to estimate the time delay between the change in land use and the change in groundwater recharge. The above theory, or variants of it, has been used to estimate time delays for changes in non-irrigated agriculture to affect the underlying groundwater. In this paper, we look to adapt this model to the situation, where the soil conductivity of parts of the vadose zone is sufficiently low to not allow the new water flux to move vertically by gravity alone. The simplicity of the model is appropriate for our knowledge of soil properties and input fluxes over representative scales. The parameters in Equations (1)–(4) will change for each layer. A subscript ‘i’ will be used to denote these parameters for layer \( i \).

2.2. Situations Where Perched Water Tables Occur

The conceptual model in PerTy3 considers five stages for the pressure front to move through to the water table and for the new recharge rate to be attained. These are:

Stage 1: the pressure front moves through first layer according to Equation (5).
Stage 2: the interface between layers 1 and 2 needs to become saturated for the perched situation to occur. A wetting front continues to move through layer 2 while the moisture content about the interface is increasing. However, the dimensionless vertical flux across a broad zone from above the interface to below the pressure front is reducing from $A_n$ to $A_o$.

Stage 3: saturated conditions develop at the interfaces of the first and second layers. This causes a saturation front to move downward behind the wetting front into layer 2, while the perched layer begins to build up in layer 1. The zone between wetting and saturation fronts is near-saturated and can be broad. The perched layer causes the hydraulic gradient in the saturated zone to be greater than that of gravity alone. As the ponded head rises, the hydraulic gradient continues to increase and the flux behind the wetting front increases. Water begins to move laterally above the interface between layers one and two and begins to infiltrate into the impeding layer.

Stage 4: the wetting front has reached the base of layer 2 and begins to move through layer three. The surface of the perched water table continues to rise towards an equilibrium, as does the flux behind the wetting front. As the flux increases, the saturation zone moves slowly towards the base of layer 2.

Stage 5: the wetting front has reached the water table. The recharge rises from the old irrigation accession rate. The recharge continues to rise until the perched water table reaches a new equilibrium. This occurs when the increased gradient through the second layer and the increased area of infiltration means that the recharge is equal to the irrigation accession. Where layer one is sufficiently thin, water from the perched water table is intercepted either by evapotranspiration or sub-surface drainage. This prevents the recharge from reaching the irrigation accession flux.

In adapting the wetting front model to perched situations, the following changes are incurred:

- Darcy’s Law is applied to the saturated zone in the upper clay layer. We assume that all of the hydraulic resistance is due to the clay and hence proportional to the thickness of the saturated layer, while the ponded head means a hydraulic gradient greater than one, purely due to gravity.
- The ponded head increases to the stage where the irrigation accession flux can pass through layer 2, or it fills all of layer 1.
- The perching results in a distribution of transit times for a change in irrigation accession rate to reach the water table.
- There may be a difference in magnitude between the irrigation accession and recharge, but only where some of the irrigation accession is returned to the land surface. If not, at equilibrium the recharge rate equals the irrigation accession rate.
- We have found it necessary to no longer consider the wetting front as a sharp transition from pre-development conditions to saturation. The existence of air-entry suction, below which hydraulic conditions the same as saturation occur and the near saturated zone means that the transition can be significant.
- As the wetting front moves through layer 3, the increasing vertical water flux at the base of layer 2 can lead to the wetting front moving more quickly as it moves to the water table.

The sections below describe these stages in more mathematical detail. Table 1 lists all the parameters used, their symbols and units and the equation number, where first used.
Table 1. Glossary of parameters, symbols and units used in equations and the equation number, where first used.

| Parameter | Unit         | Symbol | Equation First Used |
|-----------|--------------|--------|---------------------|
| **Dimensioned parameters** | | | |
| Thickness of layer $i$ | cm | $l_i$ | (6), (10) |
| Time scale associated with equilibration process of perched water table | year | $t_e$ | (34) |
| Soil conductivity for layer $i$—dimensioned (current, saturated horizontal, saturated vertical) | cm/day | $K$, $K_{s\|}$, $K_{s\perp}$ | (10) |
| Irrigation accession flux (current, new, old, for step $j$) | mm/year | $IA$, $IA_n$, $IA_o$, $IA_j$ | (11) |
| Half-width of the irrigated area | m | $x_0$ | (10) |
| Air-entry potential | cm | $h_b$ | (1) |
| Soil water suction (negative potential) | cm | $\psi$ | (1) |
| Recharge to the water table (current, change) | mm/year | $R$, $\Delta R$ | (41) |
| Sub-surface drainage | mm/year | $D$ | (40) |
| **Dimensionless parameters** | | | |
| Depth of the wetting front (wf) or saturation front (sat) below the base of layer 1 | | $z_{wf}$, $z_{sat}$ | (5) |
| Lateral distance from centre of irrigation field | | $x$ | (8) |
| Time (current, initial, for wetting front to reach base of layer 1, time for saturation to occur, time for wetting front to reach base of layer 2, time for which flux changes at base of layer 2) | | $t, t_0, t_1, t_2, t_3, t_4$ | (5), (6), (7), (45) |
| Soil volumetric water content for layer $i$ (current, residual, saturated, new, old) | | $\theta_i$, $\theta_{ri}$, $\theta_{si}$, $\theta_n$, $\theta_o$ | (3), (5) |
| Relative permeability for layer $i$ | | $K_{r\|}$ | (3) |
| Ratio of specific yields for layers 1 and 2 | | $\beta$ | (8) |
| Relative saturation | | $\Theta$ | (1) |
| Specific yield for the $i$th layer for the initial dry conditions | | $S_i$ | (6) |
| Mualem exponent | | $m_i$ | (4) |
| Coefficient for soil water retention curve | | $\lambda$ | (1) |
| Head of perched water table (current, initial, equilibrium, at edge of irrigation field) | | $h, h_0$, $h_{eq}$, $h_1$ | (13), (7), (32) |
| Dimensionless irrigation accession (current, new old) | | $A, A_n, A_o$ | (5) |
| **Dimensionless parameters related to thickness of near-saturated zone** | | | |
| Thickness of transitional zone between saturation front and wetting front | | $\phi$ | (26) |
| **Dimensionless parameter related to the significance of lateral movement** | | | |
| Vertical water flux through impeding layer (current, equilibrium, old) | | $q, q_{eq}, q_0$ | (8) |
| Specific yield of layer 1, relative to soil following passage of wetting front | | $s_1$ | (35) |
| Width of wetted zone outside irrigation field (current, equilibrium, old) | | $x_1$, $x_{1eq}$, $x_{10}$ | (8), (18) |
| Transfer function for the recharge | | $TF$ | (41) |
| Proportionality constant between perched head and depth of saturation front during stage 3 | | $\alpha$ | (21) |
| Velocity through layer 3 (group velocity for pressure changes, wetting front velocity) | | $v_g$, $v_{w\|}$ | (36), (37) |
| Dimensionless parameter depicting lateral movement | | $B$ | (8) |
| Fitted parameter for approximants | | $a$ | (45) |

2.3. Stage 1

During stage 1, the rate of movement of the wetting front is given by Equation (5). The dimensionless time for the wetting front to reach the top of the clay layer is given by:

$$t_1 = l_1(\theta_{n1} - \Theta_1)/(A_n - A_o)l_2$$ (6)
The variable $t_1$ is sensitive to $\theta_{n1}$, this needs to be calculated for the new flux.

2.4. Stage 2

Once the wetting front reaches the interface between layers 1 and 2, the low permeability of layer 2 means that moisture begins to accumulate about the interface. The additional moisture creates a moisture gradient both below and above the interface in different directions. These gradients allow more or less moisture than would occur by gravity alone at that moisture content and allows the flux and soil suction to be continuous at the interface. A mass balance argument means that the difference in flux at the upper and lower ends of the segment is equal to the rate of accumulation in that segment. The time for saturation to occur is given by:

$$t_2 = \int (\theta - \theta_b)dz/(A_n - A_v),$$  \hspace{1cm} (7)

where $\theta_b$ is the background water content. For layer 1, this background value is the new moisture content and for layer 2, this is the old moisture content. We will return to the calculation of integral (7) later.

2.5. Stage 3

The dimensionless equations describing the mass balance of the perched layer are:

$$\beta \frac{\partial h}{\partial t} = B(\frac{\partial}{\partial x}(h\frac{\partial h}{\partial x})) + A - q \hspace{1cm} 0 < x < 1$$  \hspace{1cm} (8)

$$\beta \frac{\partial h}{\partial t} = B(\frac{\partial}{\partial x}(h\frac{\partial h}{\partial x})) - q \hspace{1cm} 1 < x < x_1$$  \hspace{1cm} (9)

where

$$B = K_{s1}l_{12}^2/(K_{s2}v_{02}^2)$$  \hspace{1cm} (10)

$$A = IA/v_{02}$$  \hspace{1cm} (11)

$$\beta = (\theta_{s1} - \theta_{n1})/(\theta_{s2}^2 - \theta_{o2}^2)$$  \hspace{1cm} (12)

$h$ is the head of the perched water table, $x = 1$ represents the edge of the irrigation field; $x = x_1$ is the edge of the wetted zone outside of the irrigation field; $x_0$ is the half-width of the irrigated field; and $q$ is the vertical flux into layer 2. Continuity in $h$ and the flux of water (and therefore gradient in $h$) is assumed to occur at $x = 1$. At $x = x_1$, $h$ is zero.

For the above equations, $A$ is a dimensionless parameter that reflects the degree of perching, with perching not occurring for smaller $A$ and interception of the perched head with the upper boundary condition for larger $A$. The dimensionless parameter, $B$, reflects the degree to which lateral movement occurs. As $B$ approaches zero, there is no lateral movement and the system behaves as a 1D system. For very large $B$, the perched layer spreads thinly across the impeding layer. We also shall assume for this stage, that the head of the perched layer is lower than the upper boundary, i.e.,

$$h \leq h_1/l_2$$  \hspace{1cm} (13)

Darcy’s Law across the saturated zone implies that:

$$q = 1 + h/z_{sat}$$  \hspace{1cm} (14)

where $z_{sat}$ is the depth of the saturation front. This assumes that the main hydraulic impedance is in the second layer. Under the wetting front model,

$$dz_{sat}/dt = q$$  \hspace{1cm} (15)
This assumes that the new flux is much greater than the old flux. During Stage 3, the wetting front has not reached the base of layer 2.

In addition to the equations above, some further assumptions are added in order to estimate recharge:

1. We shall ignore the effect of the ponded head outside the irrigated field on the infiltration into the impeding layer, i.e.,

\[ q = dz_{wf}dt = 1, \quad 1 < x < x_1 \]  

(16)

2. We shall assume quasi-steady-state Deprit–Forchheimer equations for this area, which leads to the following equations:

\[ h = (1 + \sqrt{B})h_1 - x)/\sqrt{B}, \quad 1 < x < x_1 \]

(17)

\[ x_1 = h_1\sqrt{B} + 1, \text{ and} \]

(18)

\[ Q = -Bh \frac{\partial h}{\partial x} = h_1\sqrt{B} \]

(19)

where \( Q \) is the non-dimensional lateral flux at \( x = 1 \) and \( h_1 \) is the head of the perched layer at \( x = 1 \).

3. We shall assume that the head is constant across the irrigated field. Combining Equations (8), (9), (18) and (19) gives:

\[ \beta \frac{dh}{dt} = A - q - h_1\sqrt{B}. \quad 0 < x < x_1 \]

(20)

4. We shall assume in early times of ponding that the lateral movement is small, and processes are vertical. We shall also assume that the separation between saturation fronts and wetting fronts is constant. By defining the dimensionless parameter:

\[ \alpha = h/z_{sat}, \]

(21)

we find that \( z_{sat} \) and \( h \) increase linearly:

\[ z_{sat} = (1 + \alpha)t \]

(22)

\[ h = \alpha(1 + \alpha)t \]

(23)

\[ \alpha = -1 + \beta + \sqrt{(1 + \beta)^2 + 4(A - 1)\beta}/(2\beta), \text{ and} \]

(24)

\[ q = 1 + \alpha \]

(25)

Equation (25) indicates a flux greater than the free drainage flux through a saturated clay layer \( (q = 1) \).

Stage 3 finishes when the wetting front reaches the bottom of layer 2. To estimate when this occurs, it is necessary to estimate the thickness of the zone, \( \Phi \), between the wetting front and the saturated zone (Figure 3a). If we assume that this zone is in a quasi-steady state, this can be estimated from Darcy equation to give:

\[ \Phi = q/((q/K_r(\psi) - 1))l_2 \]

(26)

\[ \Phi = q/((q/K_r(\psi) - 1))l_2 + \int d\psi/((q/K_r(\psi) - 1))l_2 \]

(27)

where \( \psi \) is a soil hydraulic property and the integral in Equation (26) goes from 0 (saturated) to \( \psi_3 \), and in Equation (27) from \( h_{l2} \) to \( \psi_3 \), where \( \psi_3 \) is either (a) the matric potential relating to the
pre-development drainage, where the transition zone is entirely within the clay layer or (b) the soil matric suction at the interface with layer 3. We shall assume that \( \psi \) is constant with respect to \( q \).

Once the wetting front reaches the base of layer 2, the flux at top of layer 3 increases to \( q = 1 + \alpha \) and the wetting front begins to move through this layer. This occurs at non-dimensional time after perching begins:

\[
t_3 = (1 - \psi/\alpha)/(1 + \alpha),
\]

and the ponded head will be:

\[
h_0 = \alpha - \psi
\]

By knowing the flux during this third stage, it is possible to use the steady-state Darcy’s Law to calculate \( t_2 \) in Equation (7).

2.6. Stage 4

After the wetting front reaches the base of layer 2, Equations (14) and (26) can be combined to estimate the vertical flux:

\[
q = h + 1 + \psi
\]

Incorporating Equation (30) into (20), the mass balance for the perched layer becomes:

\[
\beta \frac{\partial h}{\partial t} = A - 1 - \psi - h (1 + sqrt(B))
\]

where \( \psi \) is calculated using Equation (27). This has the solution:

\[
h = h_{eq} + \exp(-(t - t_0)(1 + sqrt(B))/\beta)(h_0 - h_{eq})
\]

where \( h_0 \) and \( t_0 \) are, respectively, the head and time at which the wetting front breaks through the clay layer Equation (29). The equilibrium head, \( h_{eq} \), is given by:

\[
h_{eq} = (A - 1 - \psi)/(1 + sqrt(B))
\]

The effect of \( B \) is to not only reduce the steady-state ponded head, but it also quickens the rate at which it is attained. To understand this better, we consider the dimensioned time scale:

\[
t_s = l_2^2 S_2 /((1 + sqrt(B))K_{s2}^h)
\]

As \( B \) becomes very large, \( t_s \) becomes:

\[
t_s \sim x_0 s_1/sqrt(K_{s1}^h K_{s2}^v)
\]

Hence, the time scale involves a mixture of the horizontal conductivity of the sand layer and the vertical conductivity of the clay layer. This is not surprising given that both soil parameters influence both the magnitude of the ponded head and the ability of the water to move laterally.

Equation (30) implies that the vertical flux through the clay layer would also approach exponentially the equilibrium value \( q_{eq} \) from \( q_0 \). Equation (30) and Equation (32). The extent of the wetting outside the irrigation field also increases exponentially to the equilibrium value \( x_{1eq} \) from \( x_{10} \) in parallel with the ponded head (Equation (18) and Equation (32)). Equation (16) implies that the aggregated vertical flux through the clay external to the irrigation field is proportional to the extent of wetting.

As the flux at the base of layer 2 increases, the velocity of the wetting front can increase. The speed of the wetting front is given by Equation (5), but with \( A \) replaced by \( q \). Unlike the situation where there is no perching, the water content at the wetting front, \( \theta_{wf} \), is likely to change as the flux at the bottom of layer 2 changes gradually. The change in flux (and associated water content) will move at a speed determined by the group velocity, \( dK/d\theta \). This will continue until the change reaches either the wetting...
front or the capillary fringe (in the case, where the wetting front has already reached the capillary fringe). In the former situation, the time at which the change reaches the wetting front is given by:

\[ t - t_4 = \frac{z_{w\phi}}{v_g} dK/\Delta \theta(t_4) = \frac{z_{w\phi}}{v_g} \Delta \theta; \]

where \( t_4 \) is the time at which the change occurs at the bottom of layer 2 and \( dK/\Delta \theta(t_4) = v_g \) is the group velocity as determined there.

\begin{align*}
\Delta z_{w\phi} & = v_{w\phi} \Delta t_4 / (1 + v_{w\phi} v_g) \\
& = \int v_{w\phi} dt_4
\end{align*}

Figure 3. Figures showing two aspects of the modelling: (a) near-saturated zone between wetting front and saturation front, as described in Equation (26); and (b) changing speed of wetting front, as flux behind increases.

Equation (38) implies that changes in flux and water content at the base of layer 2 are transmitted quickly to the wetting front. This causes the wetting front to move more quickly. Once the wetting front reaches the water table, the changes in flux should transmit quickly to the water table. Under the assumption that \( dK/\Delta \theta \gg \Delta K/\Delta \theta \), the gap in time between the flux at the base of layer 2 disappears. The effect of the higher fluxes at the base of layer 2 during the propagation of the wetting front through layer 3 is to quicken the pace of the wetting front but also to increase the flux at the time the wetting front reaches the water table. The speed at which the wetting front moves through layer 3 is less than that for the unperched situation as the flux at the base of layer 2 is less than for the unperched situation.

Computationally, the inclusion of the assumption simplifies and quickens the algorithms but not including the assumption is still computationally viable. The simpler assumption is made in PerTy3.
2.7. Stage 5

Once the wetting front reaches the water table, recharge rises from the pre-development flux to a new higher flux, less than the irrigation flux. The recharge rate continues to increase, exponentially asymptoting to the irrigation accession flux. The program ignores the effect of capillary fringe on timing. For example, for native vegetation or dryland agriculture the corresponding soil suction could be up to 10 m, while for irrigated agriculture, the corresponding suction is more likely 10′s of cm. We shall assume that the bottom of layer 3 is the capillary fringe corresponding to irrigation.

If the perched head rises to the stage where it intercepts the upper boundary condition, there is no capacity for further infiltration to occur. We refer to this as recharge rejection. This occurs when:

$$h_{eq} = (A - 1 - \varphi)/(1 + sqrt(B)), h \geq l_1/l_2$$

Any excess water is returned to the surface as evapotranspiration. This process can lead to waterlogging and salinity and generally sub-surface drainage is required. The volume of rejected recharge can be estimated using Equations (19) and (30):

$$D/IA = (A - 1 - \varphi - h(1 + sqrt(B)))h/A$$

In portraying outputs, a normalised transfer function is often used:

$$TF(t) = (R(t) - Ro)/(IA_{n} - IA_{o})$$

A transfer function is a mathematical model of a system that maps its input to its output (or response). An analogous transfer function can be defined for drainage (or rejected recharge). Where there is no rejected recharge, $TF(t) = 0$ for $t = 0$; and approaches 1 after long periods. Hence it represents a cumulative probability distribution for time delays for pressure to travel through the vadose zone. Where there is rejected recharge, $TF(t)$ is less than one after long periods but the sum of transfer functions for recharge and drainage approaches one. Transfer functions take on greater significance where they can be superimposed for a combination of actions. A modified transfer function will be defined below for application to superposition.

2.8. Theory: Summary

1. Irrigation development leads to the formation of a wetting front that moves through layer 1.
2. Once the wetting front reaches the interface between layers 1 and 2, the low permeability of layer 2 means that moisture begins to accumulate about the interface.
3. The ponded head is zero until the end of Stage 2, increases linearly until end of stage 3 and then exponentially asymptotes to an equilibrium head during stages 4 and 5.
4. The flux at the base of layer 2 is zero until the end of stage 3 and then increases exponentially to the irrigation accession rate.
5. The recharge rate is zero until the end of stage 4 and then increases exponentially to the irrigation accession flux.
6. While the ponded head increases to the stage where the irrigation accession flux passes through layer 2, the value of this may be so high that it intercepts the upper surface.

3. Methods

This section describes the modelling methodology used to meet objectives 1 and 2(a–b) of the study; namely to benchmark the PerTy3 model against an appropriate numerical model; develop a process for estimating recharge under brownfield developments; and explore the use of even simpler modelling approaches based upon superposition of actions, and conceptual approximants for transfer functions.
3.1. Model Implementation

To achieve these objectives, a series of implementations of the PerTy3 and the numerical model, FEFLOW (finite-element subsurface flow simulation system), are used. The default parameters used for both the one- and two-dimensional (2D) modelling are shown in Table 2. One-dimensional (1D) situations represent those, where lateral movement of water is minimal, and hence where \( B \) approximates zero. The default parameters have been derived using published estimates of soil hydraulic parameters for the Mallee region [23] and defining equivalent parameters for the Brooks–Corey–Mualem model. The irrigation flux pre-development, \( IA_o \), has been assumed to be 10 mm/year for all experiments. For the two-dimensional experiments, the half-width of the irrigation area is assumed to be 500 m. Pertinent information on the irrigation water balance is from [24].

The numerical modelling is undertaken using FEFLOWTM [25]. FEFLOW solves the governing flow equations in porous media for variable saturation. Richards’ equation is solved for a single dominant fluid phase (in this case water) with an assumed stagnant air phase that is at atmospheric pressure everywhere. FEFLOW implements a number of empirical and spline models for variable saturation. Fine mesh refinement is used to achieve stable numerical solutions for the adopted choices of the Mualem–Brooks–Corey model parameters. The vertical mesh size for both the 1D and 2D modelling is 10 cm (250 (1D) or 150 (2D) elements), while for the 2D modelling, the horizontal mesh size is 10 m (200 elements).

Table 2. Default soil parameters used in the modelling.

| Parameter                              | Symbol | Layer 1 | Layer 2 | Layer 3 |
|----------------------------------------|--------|---------|---------|---------|
| Saturated volumetric water content     | \( \theta_{si} \) | 0.35    | 0.4     | 0.38    |
| Residual water content \( \text{cm}^3/\text{cm}^3 \) | \( \theta_{ri} \) | 0.03    | 0.1     | 0.04    |
| Air-entry potential \( \text{cm} \)     | \( h_{bi} \) | 12.0    | 40.0    | 8.0     |
| Mualem exponent \( \text{cm} \)         | \( m_i \) | 8.24    | 7       | 6.94    |
| Vertical saturated hydraulic conductivity \( \text{cm/day} \) | \( K_{sv} \) | 300     | various | 500     |
| Anisotropy for saturated conductivity \( \text{Horizontal/Vertical} \) | ~0 (1D) | ~0 (1D) | ~0(1D) |
|                                           | various (2D) | 1(2D)   | 1 (2D)  |
| Thickness \( \text{cm} \) | \( l_i \) | 500     | 500     | 1500 (1D) |
|                                        |         |         |         | 500 (2D) |

Table 3 details the various modelling experiments and the associated parameters. The modelling has been designed to achieve the various objectives:

1. 1–6 (1D), 1–4 (2D) are a series of simulations for new developments that cover a range of non-perched and perched situations and illustrate varying degrees of lateral movement. These simulations demonstrate the main processes and the outputs allow benchmarking of the models. For each experiment, the PerTy3 and FEFLOW models are used.
2. The experiments 5–10 (2D) are designed, in conjunction with Experiments 1–4 (2D), to explore the effect of a brownfield developments in the vicinity of a development, already at equilibrium. More specifically, the recharge under a greenfield development (1–4(2D)) is compared to brownfield developments either directly adjacent to or 250 m away from a development at equilibrium. The FEFLOW outputs will be compared to the superposition of the two developments.
3. Experiments 10–13 (2D) are designed to compare recharge brownfield sites in the vicinity of greenfield sites, that are 5 years old. The FEFLOW outputs will be compared to the superposition of the two developments.
### Table 3. Benchmarking experiments.

| Model Expt Number | Vertical Saturated Hydraulic Conductivity (cm/day) | Anisotropy for Saturated Conductivity (Horizontal/Vertical) | New Irrigation Accession (mm/year) | Parameter | Parameter | Separation from Existing Development (m) |
|-------------------|---------------------------------------------------|-------------------------------------------------------------|-----------------------------------|-----------|-----------|-----------------------------------------|
|                   | $K_{vi}^*$                                        | $IA_n$                                                       | $A$                               | $B$       |           |                                         |
| 1 (1D)            | 0.0913                                            | $-0$                                                        | 100                               | 0.3       | $-0$      |                                         |
| 2 (1D)            | 0.0365                                            | $-0$                                                        | 100                               | 0.75      | $-0$      |                                         |
| 3 (1D)            | 0.0183                                            | $-0$                                                        | 100                               | 1.5       | $-0$      |                                         |
| 4 (1D)            | 0.006685                                          | $-0$                                                        | 100                               | 4.0       | $-0$      |                                         |
| 5 (1D)            | 0.146                                             | $-0$                                                        | 400                               | 0.75      | $-0$      |                                         |
| 6 (1D)            | 0.067                                             | $-0$                                                        | 400                               | 1.5       | $-0$      |                                         |
| 1 (2D)            | 0.03                                              | 1000                                                        | 200                               | 1.83      | 0.1       |                                         |
| 2 (2D)            | 0.03                                              | 10,000                                                      | 200                               | 1.83      | 1         |                                         |
| 3 (2D)            | 0.03                                              | 100,000                                                     | 400                               | 3.65      | 10        |                                         |
| 3a (2D)           | 0.03                                              | 100,000                                                     | 200                               | 1.83      | 10        |                                         |
| 4 (2D)            | 0.03                                              | 10,000                                                      | 100                               | 0.91      | 1         |                                         |
| 5 (2D) *          | 0.03                                              | 1000                                                        | 200                               | 1.83      | 0.1       | 0                                       |
| 6(2D) *           | 0.03                                              | 1000                                                        | 200                               | 1.83      | 0         | 0                                       |
| 7(2D) *           | 0.03                                              | 100,000                                                     | 200                               | 1.83      | 0         | 0                                       |
| 8(2D) *           | 0.03                                              | 1000                                                        | 200                               | 1.83      | 0.1       | 250 m from equilibrium development      |
| 9(2D) *           | 0.03                                              | 10,000                                                      | 200                               | 1.83      | 1         | "                                       |
| 10(2D) *          | 0.03                                              | 100,000                                                     | 200                               | 1.83      | 10        | "                                       |
| 11(2D) *          | 0.03                                              | 1000                                                        | 200                               | 1.83      | 0.1       | 250 m from 5-year-old development      |
| 12(2D) *          | 0.03                                              | 10,000                                                      | 200                               | 1.83      | 1.0       | "                                       |
| 13(2D) *          | 0.03                                              | 100,000                                                     | 200                               | 1.83      | 10.0      | "                                       |

* experiments where no PerTy3 modelling was performed, but FEFLOW (finite-element subsurface flow simulation system) modelling and superposition experiments were performed.

### 3.2. Transfer Functions and Superposition

In this section, we describe the concept of a transfer function for application to superposition, to support objective 2(a). For this purpose, a modified transfer function for the recharge is defined:

$$TF'(t) = \frac{(R(t) - Ro)/(IA_n^* - IA_o^*)}{(IA_n^* - IA_o^*)}$$

where the superscript * indicates the minimum of $IA$ and the maximum irrigation accession without rejected recharge. We can define a similar transfer function for drainage, $TF''$, where:

$$TF''(t) = \frac{(D(t) - Do)/(IA_n^{**} - IA_o^{**})}{(IA_n^{**} - IA_o^{**})}$$

where $D_o$ is the original drainage rate, $IA^{**}$ is the maximum of $IA$ and the maximum irrigation accession that occurs without rejected recharge.

The general aim is to generate outputs, with appropriate accuracy, for a range of inputs. In line with information theory, we would look to see whether simplifications are possible, by using, for example, processes, such as superposition. As the system is not necessarily linear, there is no reason to believe that superposition would necessarily apply to a range of situations. Some situations are not expected to follow superposition including those where thresholds are involved, such as the initiation of perching or rejected recharge. The addition of two actions, that do not individually exceed the threshold but in aggregation do so, is not linear.
If superposition does apply, the aggregate transfer function for a sequence of actions that affect irrigation accession:

\[ TF'(t) = \frac{\sum_{j} (IA*_{j+1} - IA*_{j}) TF'_{j+1})/(IA*_{p+1} - IA*_{0})}{IA*_{p+1} - IA*_{0}} \] (44)

where \( IA_{j} \) is a sequence of modified irrigation accessions that occur from \( j = 0 \) to \( j = p + 1 \) and \( TF'_{j+1} \) is the modified transfer function that applies for a change of irrigation accession from \( IA*_{j} \) to \( IA*_{j+1} \).

The pattern of the aggregate \( TF' \) with time would broadly follow that of \( IA, \) perhaps with time delays and some ‘smearing’ and capping at the maximum irrigation accession for which there is no rejected recharge. Where superposition applies, this could simplify the numerical process. The transfer function could be generated for individual actions alone and this allows the overall aggregated transfer function to be generated. While the theory above describes physical processes, the analytical model is simplified, with assumptions such as spatial homogeneity, flat surface elevations etc. It is possible to consider transfer functions as conceptual models, using enough complexity to broadly replicate the recharge response. Such models have previously been used for recharge [16,18].

For this paper, we will compare the recharge under a brownfield development and the original greenfield development with the superposition of the two individual recharge outputs. Brownfield sites were thought previously to have shorter time delays, as they have already been wetted. Should the superposition be a good approximation, this may simplify the estimation of recharge under a complex irrigation district by allowing each development to be considered individually and then aggregated.

3.3. Approximants

In this section, we explore the application of approximants for the transfer function. In general, an approximant is a function, series, or other expression which is an approximation to the solution of a problem. Here, we trial the application of a conceptual model, specifically a linear reservoir model with a time delay, to approximate transfer functions, namely:

\[ TF(t) \sim 1 - \exp(-a(t - t_{6})), t > t_{5} \] (45)

where \( a, t_{5} \) and \( t_{6} \) are fitted parameters. Such models have previously been used [18] for recharge through a deep vadose zone. Such conceptual models have been used widely in surface hydrology to calibrate surface flow models. The linear reservoir model forms a good approximation where the output (recharge) is a linear function of the storage (the mass of water in the unsaturated zone) [18].

4. Results

4.1. One-Dimensional Modelling

Figure 4a compares the outputs for FEFLOW and PerTy3 for transfer functions for modelling Experiments 1(1D)–6(1D). There was no perching for Experiments 1, 2 and 5. These resemble step-functions, with consistency of results between the two forms of modelling. The values of \( A \) for these experiments were 0.3, 0.75 and 0.75, respectively. The model outputs were again consistent, with Experiments 3 and 6 showing perching. The transfer function showed a step increase, followed by an apparent exponential approach to one. The model outputs for the ponded head for these experiments are also consistent (Figure 4b) and both show an exponential approach to equilibrium after a delay and an initial linear rise. The values of \( A \) for these experiments were both 1.5. The modelling outputs for Experiment 4 show the least consistency with the numerical rise in the transfer function being slower; and the ponded rise occurring slightly later but both intercepting the upper surface (500 cm). Drainage or rejected recharge occurs with the increase for the analytical function occurring nearly 5 years later than the numerical output for drainage. Overall, the modelling outputs show that the processes are correct and the outputs are adequate for use in groundwater modelling.
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Figure 4. Of outputs from one-dimensional outputs from PerTy3 (semi-analytical) (dashed) and FEFLOW (numerical) (solid) models (a) transfer functions; (b) ponded head and (c) normalized drainage volume.

4.2. Two-Dimensional Modelling

The outputs for both the FEFLOW and PerTy3 models are consistent across a range of values of B from 0.1 to 10 (Figure 5a). The PerTy3 outputs are flatter and lower than those from FEFLOW. This is due to the representation of recharge external to the irrigated field (Figure 5b). The partitioning between recharge occurring outside and inside the irrigated field is consistent across the models, but PerTy3 shows initial delays in recharge occurring outside the field. Another modelling experiment (not shown here) shows even greater inconsistency, suggesting that assumptions were not adequate. The most likely cause is the lack of consideration of ponding external to the irrigated field. This would have the effect of delaying recharge increases.

The FEFLOW output for the perched head (Figure 5c) if for x = 0, while that for PerTy3 is an average across the irrigation field. While the FEFLOW output is higher than the PerTy3, the temporal distributions are approximately parallel. There is a large change in head for $B = 0.1$ (340 cm) to $B = 10$ (120 cm). The wetted width PerTy3 outputs (Figure 5d) shows a large variation from 90 m ($B = 0.1$) to 250 m ($B = 10$).
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The FEFLOW output for the perched head (Figure 5c) if for $x = 0$, while that for PerTy3 is an average across the irrigation field. While the FEFLOW output is higher than the PerTy3, the temporal distributions are approximately parallel. There is a large change in head for $B = 0.1$ (340 cm) to $B = 10$ (120 cm). The wetted width PerTy3 outputs (Figure 5d) shows a large variation from 90 m ($B = 0.1$) to 250 m ($B = 10$).

Figure 5. Comparison of outputs from two-dimensional semi-analytical and numerical modelling for new accession rate of 200 mm/year: (a) Transfer functions (Total) for $B = 0.1, 1, 10$; (b) Transfer functions (total, under irrigation field, external to irrigation field) for $B = 10$. (c) Perched heads for $B = 0.1, 1.0, 10$ for an increase in $IA$ to 200 mm/year. The head for the FEFLOW model is for $x = 0$, while that for PerTy3 is an average across the irrigated field. (d) the width of the wetted zone outside the irrigation field for $B = 0.1, 1.0, 10$, and an increase in $IA$ to 200 mm/year.

4.3. Modelling of Brownfield Developments

The effect of brownfield developments at a range of distances is shown in Figure 6. For low values of $B$ (Figure 6a), there is almost no difference whether the new development is placed next to an existing field or at infinite distance (greenfield development). Even for $B$ of 10, there is not much difference. For brownfield developments next to an existing development at equilibrium (Figure 6b), there is some earlier recharge and then later some delayed recharge. The earlier recharge is presumably due to pre-wetting by the existing development and the later delays due to the expansion on one side being constrained by the existing development.
there is some earlier recharge and then later some delayed recharge. The earlier recharge is presumably due to pre-wetting by the existing development and the later delays due to the expansion on one side being constrained by the existing development.

Figure 6. Functions for brownfield developments: (a) numerical outputs at varying distances from a pre-existing steady-state development and $B = 0.1$; (b) numerical outputs at varying distances from a pre-existing steady-state development and $B = 10$; (c) numerical outputs for the total development of a new development followed by another development, 250 m away for $B = 1, 10$ compared to superposition of numerical outputs for two independent developments, one 5 years after the other.

For brownfield developments occurring 5 years after a new development (Figure 6c) there is, minimal effect of separation.

4.4. Approximants

The trial of approximants was mostly successful with good matching with an exponential function (Figure 7). The worst fit was for Experiment 4 (1D) (Figure 7a). For this experiment, the ponded head reached the upper boundary condition by about year 17. This appears to change the temporal pattern of recharge, which is not captured by the approximant.
Figure 7. Approximants against numerical solutions for which perching occurs. Solid lines represent numerical solutions and dashed lines approximants. (a) 1D modelling experiments 3, 4 and 6. The approximants are respectively: $1 - \exp(-0.07 \times (t + 10))$, $t < 12$; $4: \min(0.486, 1 - \exp(-0.18 \times (t - 14)))$, $t > 15$; and $6: 1 - \exp(-0.22 \times (t + 4.4))$, $t > 5$. (b) 2D Modelling Experiments 2, 3 and 3a. The approximants are respectively: $2: 1 - \exp(-0.12 \times (t + 2.5))$, $t > 6$; $3: 1 - \exp(-0.13 \times (t - 0.8))$, $t > 4$; and $3a: 1 - \exp(-0.15 \times (t + 1))$, $t > 5$.

The coefficient in the exponential is similar for all the 2D modelling experiments. The theory is predicting change in the exponential for experiment 3a. On the other hand, the 1D modelling is showing considerable variation, which was not expected. However, Figure 4a shows that the analytical expressions, which have similar coefficients for all the experiments, adequately fit the numerical simulation. The 1D modelling is trying to fit over small variations of the transfer function and then becomes sensitive to issues such as numerical dispersion.

Perhaps the largest difficulties are 1) the estimation of the time delay until recharge occurs and 2) the reference time in the exponential. However, the analytical model appears to be adequately estimating time delays and becomes an issue of finding the simplest form of estimation.

Overall, the collection of results shows promise for using approximants, in addition to using a PerTy3 or numerical models.

5. Discussion

5.1. Accuracy of Modelling

Modelling will necessarily involve simplifications of reality. For example, (1) all surfaces are assumed to be topographically flat; and (2) layers are considered to be physically homogeneous with known properties. The values of hydraulic properties need to be considered to be conceptual in nature, rather than being true values. The study here has tried to incorporate the key processes. The comparison between models tests mathematical errors.

The comparison of model outputs show that the outputs were consistent in most aspects for the 1D modelling. Two exceptions were (1) the transfer function for Experiment 4; the situation involving interception of the ponded head with the upper boundary condition; and (2) the drainage volumes for Experiment 4. These discrepancies were related in that the PerTy3 output showed that the perched head reached the upper boundary condition about five years later than the FEFLOW output. This has led to drainage volumes occurring five years later, although volumes were similar. It also meant that recharge has equilibrated at about the same time as this interception for PerTy3; while recharge has equilibrated some years after the perched head has intercepted the upper surface, causing a distortion.
of the transfer function. Despite these discrepancies, the consistency of the model shows that the representation of the processes are accurate.

The comparison of model outputs for 2D modelling does not show the same level of consistency. In particular, PerTy3, compared to FEFLOW, overpredicts (1) the delay in recharge occurring external to the irrigated field; and (2) the exponential decay in transfer function. Both may be due to ignoring the additional ponded head on recharge external to the irrigated field. The mound extends beyond the irrigated field [24] and this reduces delays for recharge to occur, causing recharge to increase continuously rather than be delayed. The mounding also changes the shape of the moisture storage in the unsaturated zone, which will affect the exponential decay [19].

The outputs for FEFLOW and PerTy3 2D models are consistent in the partitioning of recharge between under the irrigated field and external to the irrigated field; the reduction of the perched head with B, and the exponential decay of perched head and wetted width. Thus, while some 2-dimensional aspects are not adequately modelled, most other aspects appear to be adequate for the objectives of the transfer function.

The comparison of model outputs with field observations will be discussed in [20].

5.2. Brownfield Developments

There has been some discussion in the Australian context, that brownfield developments should respond more quickly due to antecedent moisture. The results here show that while this partially occurs for high values for B, there are no lateral impacts (i) for B = 0.1 or 1, or (ii) for separations of 250 m or more; and that (iii) for no separation, there are delays in recharge that outweigh the early breakthroughs. The lack of lateral impacts, especially for B = 0.1, 1, appears to be due to limited wetted extent outside irrigated fields. The later time delays for B = 10 are probably due to the inability of water to move laterally on one side. The effect would be similar to a larger irrigation field, with higher perched water table and relatively smaller wetted extent.

The small interaction between irrigated fields means that a complex irrigation area with new developments occurring at different times could be modelled as a superposition of impacts for individual fields. This would greatly simplify the calculation of recharge under the irrigation district. Should the circumstances be such that there are interactions (high B, small gaps between irrigation fields, the results here indicate that there may be simple approximations, but this would require more work.

5.3. Approximants

The study showed that the transfer functions for both 1D and 2D were able to be approximated by an exponential function with a reference time. The best-fit coefficient for the exponential was consistent across the 2D modelling, but variable for the 1D modelling. However, the analytical value was reasonable for five of the six 1D outputs, suggesting that one value may be a reasonable approximation for most situations. If so, this requires only for the reference time and the time delay (the time at which recharge, and the exponential approximation begins). This was not investigated in this study. However, PerTy3 appears to be able to estimate the time delay and the change in recharge at that time, so it may become a matter of finding how this could be simplified or how these parameters change in response to different model parameters. The exponential function can be derived from a linear reservoir model in which the total recharge is linear with respect to the mass of water in the perched water table.

The use of approximants and superposition may lead to simplification of the estimation of recharge. The approximants form a step towards considering transfer functions as conceptual models that are fitted by the groundwater response. This has been done previously [16,18] for situations where response times are quicker and individual events are independent. These are then used for calibration. For the situations considered here, the response from different actions gradually accumulate into one single evolving groundwater response. This can be used to calibrate the transfer function, where there
is no rejected recharge and provided transfer functions do not vary greatly for different actions. Where there is rejected recharge, drainage can be used for calibration.

5.4. Data Requirements

Superficially, the model appears to require many parameters and hence should be considered as complex. For example, the model, in principle, requires several soil parameters for each layer. However, many of these parameters are based on texture and can be approximated based on lithology information and data [23]. The saturated vertical hydraulic conductivity for layer 2 and horizontal conductivity for layer 1 appear to be critical parameters and are reflected in the dimensionless variables $A$ and $B$, which portray the range of behavior expected in the field [19]. A critical input to the model is the irrigation accession, $IA$. This also is incorporated in the dimensionless variable $A$. Where district-scale flux data is used e.g., surface water diversions, length of channels, this can only be converted to $IA$ through a good knowledge of the irrigation area and how it has changed over the history of the irrigation district. In some cases, agronomic experiments have been conducted to estimate the field water balance and hence water-use efficiency factors. Information of this type may be able to highlight how irrigation accessions have changed over time in response to changed technology, rainfall and availability of surface water. While PerTy3 has not represented this component of the water balance, its accuracy is dependent on good information on surface water balance. The need for drainage is a sign that there is rejected recharge and is useful for the calibration of soil hydraulic parameters [19].

5.5. Further Work

The work above has shown that the processes are well understood; that the 1D modelling of these processes appears to be adequate, but the 2D modelling is only adequate for some aspects. In particular, the assumption that the ponded head is effectively zero external to the irrigated field is clearly inadequate. Some improvement to the model are, therefore, required, perhaps by considering the quasi-steady state analytical models [26], in which a non-zero perched head is incorporated. The 2D transfer function does not vary significantly from the 1D modelling, suggesting that the one transfer function may be adequate for a wide range of situations, and that an exponential model appears to be an adequate approximation. This suggests that such approximants may be useful for estimating recharge, but this requires more work. Brownfield irrigation developments appear to only differ from greenfield developments for large $B$ parameters and for separations of less than 250 m. This suggests that treating developments as independent may be a reasonable approximation of a range of situations. However, more work would be required for the other situations to find the best estimation method.

6. Conclusions

This paper has described the modelling of recharge from new irrigation developments, where there is the potential for perching over a deep vadose zone. The model relies on a surface water balance of the irrigation area and is intended to provide input to regional groundwater models. The model adapts algorithms for which there is no perching to those with perching, allowing a smooth transition through the parameter $A$.

The work shows that hydrological equilibrium between irrigation accession inputs and recharge to the water table can occur by increased hydraulic gradient through the clay and a greater area of ponded infiltration through the clay. Where the head of the perched water table is sufficiently close to the land surface, some water is returned to the land surface either through sub-surface drainage or by evapotranspiration. There is good agreement between estimates of recharge, ponded head and return to the surface from the semi-analytical PerTy3 model and those from the numerical FEFLOW model for one-dimensional situations, where recharge occurs beneath the irrigated fields. The perching leads to some proportion of the recharge occurring after a long time delay from the timing of the new development.
The model shows that for the parameter range chosen here the effect of two-dimensionality on the total recharge appears to be minor, whereas more detailed processes, such as the proportion of recharge that occurs external to the irrigation field and the ponded head, are sensitive. These latter lateral effects scale in a predictable fashion to a parameter $B$. Since recharge models usually only require the total recharge, the lack of sensitivity should simplify the modelling.

The modelling also shows that the recharge under brownfield developments, which are developed near pre-existing developments do not appear to be significantly different to that from greenfield developments. This allows the recharge under realistic and complex scenarios of irrigation development to be treated through superposition of recharge from individual fields.

The main input to PerTy3 is the irrigation accession under irrigation. The accuracy of the recharge outputs from PerTy3 is dependent on good information for irrigation accessions over the history of the irrigation development. This, in turn, is dependent on knowing how the irrigation area, and water-use efficiency has changed over time.
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