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Abstract

We propose a scheme for constructing a phase plate for use in an ultrafast Zernike-type phase contrast electron microscope, based on the interaction of the electron beam with a strongly focused, high-power femtosecond laser pulse and a pulsed electron beam. Analytical expressions for the phase shift using the time-averaged ponderomotive potential and a paraxial approximation for the focused laser beam are presented, as well as more rigorous quasiclassical simulations based on the quantum phase integral along classical, relativistic electron trajectories in an accurate, non-paraxial description of the laser beam. The results are shown to agree well unless the laser beam is focused to a waist size below a wavelength. For realistic (off-the-shelf) laser parameters the optimum phase shift of $-\pi/2$ is shown to be achievable. When combined with RF-cavity based electron chopping and compression techniques to produce electron pulses, a femtosecond regime pulsed phase contrast microscope can be constructed. The feasibility and robustness of the scheme are further investigated using the simulations, leading to motivated choices for design parameters such as wavelength, focus size and polarization.

1. Introduction

Just like optical microscopes, standard transmission electron microscopes (TEMs) have a problem with transparent samples that induce mainly phase and little amplitude variations in the transmitted beam. Especially biological samples fall into this category. With ideal imaging, the result is a zero to low contrast image on the detector in the image plane. For optical microscopes, the standard solution is to use a phase contrast microscope. In such a microscope an optical phase plate is used in the back focal plane of the microscope objective in such a way that it selectively shifts the phase of either the scattered or unscattered part of the light transmitted through the sample. The result is that the phase variations across the sample translate into intensity variations across the detector, thus strongly enhancing the contrast of the image. This technique has been developed by Zernike [1–3], for which he was awarded the Nobel prize in 1953. The optimal shift of the phase plate in a Zernike-type phase contrast microscope is $\pm \pi/2$, the sign determining positive or negative contrast for a given phase imprint.

For a TEM, the same principle can be applied. However, making a well-controlled, durable and reliable phase plate for electrons is far more difficult for electrons than for light. A number of schemes have been proposed and tested. The earliest successful experiments, based on the interaction of the electrons with matter in the form of a thin carbon foil with a small hole, were performed by Nagayama and Danev [4–8]. One of the designs most often used in experiments uses a thin film without a hole, where the strong, highly localized unscattered beam induces itself a local phase shift by structurally altering the thin film material (hole-free or Volta phase plate [9]).
The Volta phase plate has the advantage of self-alignment and shares the advantage of simplicity with the holed thin film plate. However, there are problems with the reliability and stability of the holed thin films and as yet unexplained losses in the Volta phase plates [10]. Eliminating the thin films through which the electrons have to pass would remedy many of the disadvantages. Alternative methods are thus based on the fact that the phase of an electron can also be manipulated by DC electric or magnetic fields, as well as by AC electromagnetic fields.

Börsch [11] proposed in 1947 to use the electric field of a miniaturized Einzel lens as a non-material phase plate (known as the electrostatic or Boersch phase plate). This phase plate was realized first in 2006 by Schultheiß [12] and developed further by others [13, 14]. Magnetic fields can be used as well, either from ferromagnetic rings [15, 16] or from current carrying wires [17].

One disadvantage of phase plates based on static fields is that they still require the insertion of physical objects in the path of the electron beam that may cause scattering. Alternatively, the electromagnetic field of a strongly focused intense laser beam can be used as a fully non-material phase plate. In the field, the electrons are subject to the ponderomotive (quasi)potential, proportional to the intensity of the light. This induces a localized phase shift in the focus. The ponderomotive phase plate has been proposed by Müller et al [18] and realized by the same group [19–21]. The authors used a continuous laser and a near-concentric optical buildup cavity inside the vacuum in order to obtain the light intensity needed to produce sufficient phase shift for the electrons passing through the laser focus. They succeeded in achieving the optimal phase shift of $\pi/2$ rad for electrons passing through an antinode of the standing wave near the focus. In contrast to film-based phase plates (but shared with a number of static field designs), the ponderomotive phase plate acts as a variable phase plate, with the magnitude of the phase shift determined by the laser intensity. This can be used to reconstruct the complete electron wavefront after passing through the sample, even for thick samples [22].

A number of review articles by Nagayama [23], Glaeser [24, 25], Wang and Fan [26] and Malac et al [27] presents a much more extensive overview of existing approaches to electron phase plates (including alternative configurations such as Hilbert-type plates) and their use in TEMs, with a focus on biological applications.

As a general remark, electron phase manipulation and application thereof to electron beams forms a very active research field. It extends far beyond the use as phase plates in phase contrast microscopy. Arbitrary two-dimensional shaping of the phase of an electron beam by phase masks essentially provides a universal electron-optical element. This allows applications like aberration correction [28], vortex beam generation [29, 30], beamsplitting [30], and many more. A programmable phase mask, analogous to a spatial light modulator (SLM) in light optics, would represent a very powerful new tool for electron beams. One way to achieve this is an array of individually addressable electrostatic phase plates such as developed by Verbeeck et al [31, 32] and Thakkar et al [33]. Of most interest in the framework of this paper, the use of a light beam shaped by an SLM in a ponderomotive phase plate configuration can be used to achieve a programmable electron phase mask [34, 35].

As an alternative approach to the ponderomotive setup realized by Müller, we propose to use a high-power femtosecond pulsed laser in combination with a pulsed electron beam instead of a continuous wave laser with a buildup cavity. Although this restricts the phase contrast microscope to pulsed operation, limiting the scope of applicability, it can be achieved in a much simpler setup. Pulsed lasers of sufficient intensity are easily available commercially and modifications to existing microscopes are less intrusive. Furthermore, a pulsed phase plate can find many applications in the fast expanding area of ultrafast TEM.

In order to evaluate the feasibility of this scheme and to provide data for making informed design choices, we first outline a simple model based on the time-averaged ponderomotive (quasi)potential and a focused Gaussian beam in the paraxial approximation. Using this model, the phase shift as well as the changes in the axial and transverse velocity components of the electrons can be evaluated analytically.

As a very tight laser focus and short laser pulses are needed to achieve the required phase shift, both the validity of using the paraxial approximation for the laser beam and of using only the time-averaged ponderomotive potential can be questioned. Therefore we next outline a much more rigorous approach in which the induced electron phase shifts are evaluated numerically on the basis of relativistic classical trajectory calculations using a quasiclassical path integral approach. For the trajectory calculations, the electromagnetic field of the strongly focused laser beam is modeled in full non-paraxial form using the angular spectrum representation method. This allows us not only to evaluate the phase shift and velocity changes in a more rigorous way, but also to look at the influence of the laser polarization (absent when using the ponderomotive potential).
2. Analytical estimates

In order to obtain analytical estimates we start with the time-averaged ponderomotive (quasi)potential for a charged particle in a linearly polarized electromagnetic field ([36], p 339):

\[ U_p = \frac{q^2 E_0^2}{4 m r_0^2} \]

with \( q \) the charge of the particle, \( m_r = m \gamma \) (\( \gamma = 1 / \sqrt{1 - |v|^2 / c^2} \) the Lorentz factor) its relativistic mass, \( E_0 \) the electric field amplitude and \( \omega_0 \) the frequency of the field.

We assume a Gaussian laser beam in the paraxial approximation propagating along the \( z \)-axis, with a waist \( w_0 \) at \( z = 0 \) and local width \( w(z) \). The laser is pulsed with a Gaussian time envelope, duration (root-mean-square-width of the time envelope of the power) \( \tau \), pulse energy \( W \) and angular frequency \( \omega_0 \).

The maximum of the laser pulse envelope arrives at time \( t = 0 \) at \( z = 0 \). The electron is traveling in the positive \( x \)-direction with initial velocity \( v = (v_x, 0, 0) \) and is at the position \((0, y, z)\) at time \( t = t_0 \).

Furthermore, we assume that the velocity of the electron remains approximately unchanged during the interaction. With these assumptions, the ponderomotive potential can be written

\[ U_p(x, y, z, t) = \frac{e^2}{\varepsilon_0 m_r \omega_0^2} \frac{W}{\pi w(z)^2} e^{-\frac{|v|^2 v^2}{w(z)^2}} e^{-\frac{1}{4} \frac{(v^2 - y^2)^2}{2 v_x^2 w(z)^2}}. \]

2.1. Phase shift

Integrating the ponderomotive quasipotential over time results in an analytical expression for the phase shift experienced by the electron:

\[ \Delta \phi_p = -\frac{1}{\hbar} \int_{-\infty}^{+\infty} dt U_p(v_x(t - t_0), y, z, t) \]

\[ = -\frac{e^2}{\hbar \varepsilon_0 m_r \omega_0^2} \frac{W}{\pi w(z)^2} \frac{1}{\sqrt{1 + \frac{2 v_x^2 \tau^2}{w(z)^2}}} e^{-\frac{(v^2 - y^2)^2}{2 v_x^2 w(z)^2}}. \]

Optimal alignment in time and space between laser pulse and electron \( (t_0 = 0, y = 0, z = 0) \) results in the maximum absolute value for the (negative) ponderomotive phase shift:

\[ \Delta \phi_{p \text{max}} = \frac{e^2}{\hbar \varepsilon_0 m_r \omega_0^2} \frac{W \tau_t}{\pi w_0^2 \tau_t}. \]

In this expression we have defined the effective transit time of the electron through the laser waist as \( \tau_t = w_0 / \sqrt{2} v_x \). \( \tau_t = \sqrt{\tau^2 + \tau_r^2} \) is the quadratic sum of laser pulse duration and transit time.

For these expressions to be valid, the time averaging implicit in the definition of the ponderomotive quasipotential has to be justified. This requires both the pulse duration and the transit time to be much larger than the optical cycle time \( (\tau \gg 1/\omega_0, \tau_t \gg 1/\omega_0) \).

Equation (4) indicates that both a large waist, large wavelength and large transit time increase the maximum achievable phase shift. However, these parameters are not independent: the transit time is proportional to the waist size, and the waist size can be expressed in terms of the wavelength and the numerical aperture or focusing parameter of the Gaussian beam, \( \varepsilon = \lambda / \pi w_0 \). The latter parameter is, in a practical setup, limited by the numerical aperture of the focusing optics used. It is therefore useful to rewrite equation (4) as:

\[ \Delta \phi_{p \text{max}} = \frac{e^2 \lambda W \varepsilon}{4 \sqrt{2} \pi^2 \varepsilon_0 m_r v_x \tau_t}. \]

If we further assume that the laser pulse duration is much larger than the transit time \( (\tau \gg \tau_t) \), we can replace \( \tau_t \) in this expression by \( \tau \).

\( v_x \) is generally fixed by the operating energy of the electron microscope: at 200 keV, \( v_x \approx 2 \times 10^8 \text{ m s}^{-1} \).

Thus, within the long pulse limit and at fixed laser pulse energy, the maximum phase shift is inversely proportional to the pulse duration, and proportional to the laser wavelength and the numerical aperture of the optics used. Thus, large phase shifts can more easily be obtained using a large wavelength laser. However,
The relativistic Lagrangian of a charged particle in an electromagnetic field is given by the action integral (integral of the Lagrangian change:)

\[ L = \int \left( -\frac{1}{2} \dot{q}^2 - q\Phi \right) dt \]

where \( q \) is the charge of the particle, \( \Phi \) is the electrostatic potential, and \( \dot{q} \) is the time derivative of the particle's position.

In the derivation the assumption is made that relativistic effects are fully accounted for by the replacement of the rest mass of the electron by the relativistic mass in equation (1), which may constitute a simplification as well.

### 2.2. Velocity changes

Imperfect alignment in time and space (unavoidable with a finite sized electron beam with pulses of finite duration) will only decrease the phase shift according to equation (3), but can also affect the axial and transverse velocity components of the electron. These can affect the image formation in the electron microscope and therefore have to be considered when evaluating the feasibility of the scheme.

In the same approximation as used in the previous section to derive an estimate of the phase shift (i.e. using a paraxial Gaussian beam and the time-averaged ponderomotive potential of equation (2)), these velocity changes can be analytically evaluated. Assuming that the electron remains very close to the focus plane, we replace \( w_0 \) with \( w_0 \). The force on the electron from the gradient of the ponderomotive potential can then be written:

\[ F = -\nabla U_p = -\frac{e^2}{\epsilon_0 m c^2} \frac{W}{\pi w_0^2} e^{-\frac{(w_0^2 + u^2)}{2\sigma^2}} e^{-\frac{2z^2 u^2}{\sigma^2}} \left[ \frac{4x}{w_0^2} \hat{x} + \frac{4y}{w_0^2} \hat{y} - \frac{2(t - t_0 + z/c)}{c^2} \hat{z} \right]. \]  

(6)

Writing the initial axial velocity \( v_{x,\text{initial}} \equiv u \), and assuming the change in axial velocity to be small (\( \Delta v_x \ll u \)), we can put \( x = u(t - t_0) \). Furthermore, we neglect the lateral shifts in the electron trajectory and replace \( y \) and \( z \) by their initial values \( y_0 \) and \( z_0 \). Integrating the force over time then gives the momentum change:

\[ \Delta p = \int_{-\infty}^{\infty} F dt = \frac{2e^2}{\epsilon_0 m c^2} \frac{W}{\pi w_0^2} \tau \gamma e^{-\frac{(\Delta \tau^2)}{\tau^2}} \left[ \frac{1}{u \tau^2} (t_0 - z_0/c) \hat{x} + \frac{1}{u \tau^2} y_0 \hat{y} + \frac{1}{c \tau^2} (t_0 - z_0/c) \hat{z} \right]. \]  

(7)

The momentum changes in the \( x \)- and \( z \)-direction show a dispersive dependence on the arrival time of the maximum of the laser pulse at \( z = z_0 \). This results in a ‘chirp’ of the axial velocity and an angular sweep of the beam in the \( z \)-axis over the duration of the electron pulse. In the \( y \)-direction the laser focus acts like a focusing lens.

### 3. Rigorous approach

In this section we outline a more general and rigorous procedure to calculate the ponderomotive phase shift on the basis of relativistic, classical electron trajectories calculated with and without the presence of a strongly focused laser beam without assuming the paraxial approximation.

#### 3.1. Quasiclassical phase shift

The velocity changes follow directly from the trajectory calculations. In order to evaluate the phase shift, we use the quasiclassical approximation. In this approximation, valid as long as the electronic de Broglie wavelength is much smaller than the optical wavelength, the quantum mechanical phase \( \phi \) is given by the action integral (integral of the Lagrangian \( L \) over time) along the classical path \( P \) divided by \( \hbar \):

\[ \phi = \frac{1}{\hbar} \int_P L dt. \]  

(8)

The relativistic Lagrangian of a charged particle in an electromagnetic field is given by

\[ L = -\frac{mc^2}{\gamma} + qv \cdot A - q\Phi \]  

(9)

with \( q \) the charge, \( \gamma = 1/\sqrt{1 - |v|^2/c^2} \) the Lorentz factor, \( A \) the vector potential and \( \Phi \) the scalar potential.

Using the classical-quantum correspondences

\[ \hbar k \leftrightarrow p \]  

(10)

\[ \hbar \omega \leftrightarrow H = \frac{(p - qA)^2}{2m} + q\Phi \]  

(11)
with \( H \) the Hamiltonian and \( \mathbf{p} = \gamma m \mathbf{v} + q \mathbf{A} \) the canonical momentum of the particle, equation (8) can be rewritten as

\[
\phi = \frac{\hbar}{\gamma m} \int_{\mathbf{v}} (\mathbf{k} \cdot d\mathbf{r} - \omega dt) = \frac{\hbar}{\gamma m} \int_{\mathbf{v}} (\mathbf{k} \cdot \mathbf{v} - \omega dt).
\] (12)

This form is easily interpreted in the quasiclassical approximation as the sum of the spatial and temporal contributions to the accumulated phase of the quantum mechanical wave along the classical path.

Equation (8) can be used to evaluate the phase shift. However, we have to be careful: the phase shift that we wish to calculate is defined as the difference between the phase with and without the field present. The two trajectories have to merge asymptotically in order to be able to assign a unique, meaningful value to the induced phase shift.

In the specific case we are considering here, i.e. an electron beam intersecting a Gaussian or near-Gaussian laser beam, considering paths that begin and end outside the range of the laser beam (thus, \( A \) and \( \Phi \) are zero at the beginning and end of the classical paths), and in the relevant parameter range considered in this paper, the final values for the momentum and hence for \( \mathbf{k} \) (or \( \mathbf{k} \)) in both trajectories (with and without laser beam) are equal to a very good approximation. The impact of small deviations will be discussed in section 4.2. Depending on the polarization of the light, there may be a translation of the final electron trajectory. This translation is much smaller than the transverse coherence length and hence negligible.

For both situations we can then evaluate the phase integral over a given time interval and determine the difference. However, we have to realize that even when the conditions mentioned above are fulfilled, and using the same initial position and velocity for the particle in both situations, the final positions at the end of the time interval will generally not be the same. The phase shift that we seek has to be defined at the same position and time. This implies that an extra contribution to the phase shift is needed to correct for this.

Expressed in terms of canonical momentum instead of velocity, the phase integral evaluates to:

\[
\phi = \frac{1}{\hbar} \int_{\mathbf{v}} \left( -\frac{mc^2}{\gamma} + \frac{q A \cdot v}{\gamma m} - \frac{q^2 A \cdot A}{\gamma m} - q \Phi \right).
\] (13)

With \( P_A \) and \( P_N \) representing the classical paths of the particle with the electromagnetic field present and absent respectively, the phase shift can be written:

\[
\Delta \phi = \frac{1}{\hbar} \left[ \int_{P_A} \left( -\frac{mc^2}{\gamma} + \frac{q A \cdot v}{\gamma m} - \frac{q^2 A \cdot A}{\gamma m} - q \Phi \right) - \int_{P_N} \left( -\frac{mc^2}{\gamma} \right) \right] - \frac{P_f}{\hbar} \cdot \Delta \mathbf{r}.
\] (14)

The last term in equation (14) represents the contribution to the final phase shift associated with the possible delay (or advance) of the particle as discussed above. In this term, \( P_f \) is the final value of the particle momentum (assumed to be equal for both trajectories) and \( \Delta \mathbf{r} = r_f^A - r_f^N \) is the difference in final positions.

Inserting \( q = -e \) for electrons, and regrouping the terms, we finally arrive at:

\[
\Delta \phi = -\frac{mc^2}{\hbar} \left[ \int_{P_A} \frac{1}{\gamma} \left( \int_{P_v} \frac{dt}{\gamma} \right) - \frac{e}{\hbar} \left[ \int_{P_A} \left( \frac{p \cdot A}{\gamma m} + e A \cdot A \right) - \Phi \right] - \frac{P_f}{\hbar} \cdot \Delta \mathbf{r} \right].
\] (15)

In the non-relativistic limit, equation (15) simplifies to:

\[
\Delta \phi'' = \frac{1}{2m \hbar} \left[ \int_{P_A} \left( \int_{P_v} dt (p \cdot p - e^2 A \cdot A - me \Phi) - \int_{P_N} dt (p \cdot p) \right) - \frac{P_f}{\hbar} \cdot \Delta \mathbf{r} \right].
\] (16)

In the non-relativistic expression we recognize in the \( A \cdot A \) term the time integral of the effective ponderomotive potential \( e^2 E_0^2 / 4m c^2 \text{laser} \) and expect this to be the dominant term. In the relativistic expression, this is less obvious.

### 3.2. Laser beam description beyond the paraxial approximation

The basic geometry of the phase plate, with an electron crossing a linearly polarized focused laser beam, is shown in figure 1. The laser beam propagates along the \( z \)-axis and is polarized either along the \( x \)- or the \( y \)-axis, while the electrons travel along the \( x \)-axis.

Optimally, the size of the phase plate in a Zernike type electron microscope matches the size of the central spot in the back focal plane that is produced by electrons that are not diffracted by the sample. As this size (typically from a few tens to a few hundreds nanometer) remains below optical wavelengths in the visible...
regime, the laser beam should be focused to as small a spot as possible. Furthermore, equation (4) indicates that, at fixed pulse energy, the achievable phase shift increases inversely proportional to the waist size when the transit time $\tau_f$ is smaller than the laser pulse duration (e.g. for an electron energy of 200 keV and a 30 fs laser pulse duration, $w_0$ should be below 4 $\mu$m). This also favors tight focusing.

With a waist size at the focus comparable to the wavelength of the light, the paraxial approximation of a Gaussian laser beam is no longer valid. Fields and potentials in the waist plane cannot all have a Gaussian transverse profile, and field components along the propagation axis of the laser beam are non-zero. This affects the electron trajectories in the interaction region and hence may change the phase shift (equation (15)). Thus, a more accurate description of the focused laser beam is required.

For this, we model the laser beam using the well-known method of angular spectrum representation of plane waves ([37, 38]). This method provides an accurate description of a laser beam with an arbitrary focus size. To apply the method, a choice has to be made for the profile of fields and potentials in the waist plane ($z = 0$). Different choices have been treated in the works presented by, e.g. Quesnel and Mora [39] and Sepke and Umstadter [40]. In our approach, we cover four possible choices:

- A Gaussian distribution of the $x$-component of the electric field $E_x$ with zero $E_y$. This leads to a not-quite-Gaussian distribution of $B_y$ with non-zero $B_z$, as well as to non-zero $E_z$ and $B_z$.
- A Gaussian distribution of $B_y$ with zero $B_z$. This leads to a not-quite-Gaussian distribution of the $E_x$ with non-zero $E_y$-component, as well as to non-zero $E_z$ and $B_z$.
- The symmetrized choice, consisting of the average of the previous two choices.
- A linearly polarized Gaussian vector potential along the $x$-axis with no axial component. This leads to a not-quite-Gaussian $E_x$ and $B_y$, zero $B_z$, and non-zero $E_z$ and $B_z$.

All other components of the fields and potentials at $z = 0$, as well as all components for $z \neq 0$, then follow from Maxwell’s equations. As in [39, 40], the circular symmetry of the chosen Gaussian field or potential component in the waist plane allows all final fields and potentials to be expressed in terms of a restricted number of one-dimensional integrals over (essentially) the diffraction angle.

We directly evaluate these integrals numerically instead of using a series expansion in powers of the focusing parameter [39] or a Fourier–Gegenbauer expansion [40]. This approach is simple and flexible. Moreover, it avoids convergence problems at either very small or large focus sizes, and includes the evanescent wave components of the fields. It is sufficiently fast for our purposes.

The time dependence of the laser pulse is modeled as a simple Gaussian envelope traveling along the $z$-axis. Thus the effects of the wavefront curvature on the off-axis time dependence of the pulse and the wavelength dependence of the diffraction within the bandwidth of the pulse are not taken into account. This is justified because we consider electrons crossing the laser beam very close to the focus (i.e. within a small fraction of the Rayleigh length), and laser pulses with a duration, albeit short, still much longer than a single optical period.

The laser pulse is thus represented according to one of the field configuration options by specifying a Gaussian field or potential component in the $z = 0$ plane, e.g. for the first option (Gaussian $E_x$, in complex notation):

$$E_x(x, y, 0, t) = E_0 e^{-\frac{x^2+y^2}{w_0^2}} e^{i\left(-\frac{x^2+y^2}{2w_0^2}\right) + \omega_0 t + \phi_x}$$

$$E_y(x, y, 0, t) = 0,$$

after which the other components are evaluated numerically.
In the paraxial limit, the full expressions for the fields and potentials simplify to:

\[
E(x, y, z, t) = E_0 \frac{w_0}{w(z)} e^{-\frac{x^2+y^2}{w(z)^2}} e^{i \left( \omega t - k_0 z - \phi_G(z) - \frac{1}{2} \left( \frac{w(z)}{w_0}\right)^2 + \phi_0 \right)} \hat{x} \\
B(x, y, z, t) = \frac{E_0}{\epsilon} \frac{w_0}{w(z)} e^{-\frac{x^2+y^2}{w(z)^2}} e^{i \left( \omega t - k_0 z - \phi_G(z) - \frac{1}{2} \left( \frac{w(z)}{w_0}\right)^2 + \phi_0 \right)} \hat{y} \\
A(x, y, z, t) = -\frac{1}{\omega_0} \frac{E_0}{w(z)} e^{-\frac{x^2+y^2}{w(z)^2}} e^{i \left( \omega t - k_0 z - \phi_G(z) - \frac{1}{2} \left( \frac{w(z)}{w_0}\right)^2 + \phi_0 \right)} \hat{z} \\
\Phi(x, y, z, t) = 0
\]  

(18)

with \(w_0\) the minimum waist size, \(\omega_0\) the angular frequency of the light, \(k_0\) the wavenumber, \(L = k_0 w_0^2/2\) the Rayleigh length, \(w(z) = w_0 \sqrt{1 + (z/L)^2}\) the local waist size, \(R(z) = (L^2 + z^2)/z\) the wavefront curvature, and \(\phi_G(z) = -\arctan(z/L)\) the Gouy phase. The phase of the field at \(t = 0, z = 0\) is \(\phi_0\).

An option is present in the simulation code allowing the field to be calculated according to each of the four 'non-paraxial' choices for the field configuration, as well as for the paraxial approximation.

Evanescent wave contributions that become relevant at sub-wavelength waist size are included in this approach. For \(w_0 \gg \lambda\), they can be neglected. We assume that no static fields are present in the interaction region. However, the potentials are chosen to satisfy the Lorenz gauge, resulting in a time-dependent scalar potential related to the vector potential by \(\Phi(t) = -c^2 \nabla \cdot A\).

Theory and detailed results of the field calculations will be presented in a forthcoming article.

3.3. Trajectory calculations

Using the approach outlined above to evaluate the fields for the chosen configuration option, polarization, waist size and pulse duration, the electron trajectories are calculated by numerical integration of the relativistic equations of motion:

\[
\frac{dp_{\text{kin}}}{dt} = -e \left( \frac{E + p_{\text{kin}}}{\gamma m} \times B \right)
\]

(19)

\[
\frac{dr}{dt} = \frac{p_{\text{kin}}}{\gamma m}
\]

(20)

where the kinetic momentum is related to the canonical momentum by \(p_{\text{kin}} = p + eA\).

The field calculation always assumes polarization along the \(x\)-axis. Polarization along the \(y\)- or \(z\)-axis is included by a coordinate transformation of the initial electron trajectory, such that the field becomes \(x\)-polarized, followed by a back transformation after the trajectory calculation.

The maximum intensity of the laser pulse arrives at the \(z = 0\) plane at \(t = 0\). As discussed before, off-axis corrections to the propagation of the pulse envelope due to the wavefront curvature and the wavelength dependence of the diffraction within the bandwidth of the pulse have not been considered. Neglecting the off-axis pulse envelope corrections is justified because only electrons entering the light field close to the focus are considered, and the motion in the \(z\)-direction of the electron induced by the interaction is, even in very strong light fields, always much smaller than an optical wavelength. Neglecting the wavelength dependence of the diffraction is justified because pulse durations >50fs and wavelengths in the optical/near infrared regime are considered, such that \(\tau > 75/\omega_0\).

Using the calculated trajectories and the vector and scalar potential along these trajectories, the phase shift contributions of equation (15) are evaluated. The velocity changes of the electron follow directly from the trajectory calculations.

4. Feasibility, analytical

4.1. Required pulse energy

We will use the analytical expressions for the maximum phase shift (equations (4) and (5)) to get an idea about the required parameters to achieve the targeted \(-\pi/2\) phase shift. From these equations, we see that choosing a small beam waist, short laser pulse, low electron beam energy and long wavelength decrease the required laser pulse energy. For now, we will reduce the parameter space by assuming a typical 200keV
electron beam energy and either 100fs or 300fs laser pulse duration. Although shorter laser pulses are feasible, we have to realize that, in order to achieve approximately the same phase shift for all (unscattered) electrons in the pulsed electron beam, the electron pulse has to be significantly shorter than the laser pulse (as well as perfectly synchronized with it). Using RF-cavity based electron beam chopping and compression techniques ([41–45]), 30fs pulses seem feasible, which would enable the use of a laser pulse with a width of 100fs or more. The 300fs pulse allows for longer electron pulses and puts less extreme demands on the synchronization.

At 200keV energy, the transit time exceeds the 100fs pulse duration for \(w_0 > 29.5 \mu\text{m}\). Thus, for a tight focus and visible or near infrared wavelengths, we are well in the long pulse limit and can replace \(\tau_s\) by \(\tau\). The phase shift according to equation (5) is therefore proportional to the pulse energy, the wavelength and the focusing parameter, and inversely proportional to the pulse duration.

Table 1 shows the required pulse energy to achieve \(-\pi/2\) phase shift for two wavelengths and three focusing parameters. The pulse energies shown in the table are achievable with a variety of fs pulsed laser systems. However, with the average power of the system limited to a specific value, this determines a maximum pulse repetition rate. For an average power limited to 1 W, the associated repetition rates \(R_{1W}\) are shown in the table as well.

### Table 1. Pulse energy \(W_0\) needed to achieve \(\Delta \varphi_{\text{max}} = -\pi/2\) phase shift laser pulse durations \(\tau = 100\text{fs}\) and \(\tau = 300\text{fs}\) for different wavelengths and focusing parameters. Pulse repetition rates leading to a fixed average power of 1 W, \(R_{1W}\), are shown as well.

| \(\lambda\) (nm) | \(w_0/\lambda\) | \(\varepsilon\) | \(W_0\) (nJ) | \(R_{1W}\) (MHz) | \(W_0\) (nJ) | \(R_{1W}\) (MHz) |
|----------------|---------------|----------------|-----------|--------------|-----------|--------------|
| 800            | 0.5           | 0.637          | 4.46      | 224          | 13.4      | 75           |
| 800            | 1             | 0.318          | 8.92      | 112          | 26.8      | 37           |
| 800            | 2             | 0.159          | 17.86     | 56           | 53.5      | 19           |
| 1500           | 0.5           | 0.637          | 2.38      | 420          | 7.13      | 140          |
| 1500           | 1             | 0.318          | 4.76      | 210          | 14.3      | 70           |
| 1500           | 2             | 0.159          | 9.56      | 105          | 28.6      | 35           |

With the parameters from table 1, we are well within the long pulse limit and we can replace \(\tau_s\) by \(\tau\) in these expressions. As a consequence, the expression for the change in the axial velocity \(\Delta v_x\) and in the velocity along the laser beam direction \(\Delta v_z\) become independent of the laser wavelength and the waist size, provided that the pulse energy is chosen to produce a maximum phase shift of \(-\pi/2\). With \(\tau_s\) proportional to the waist size, deflections in the \(y\)-direction increase with decreasing waist size, but are independent of \(\tau\). Table 2 shows, for the same parameters as in table 1, the slopes \(\partial v_x/\partial t_0\), \(\partial v_y/\partial t_0\) and \(\partial v_z/\partial t_0\) (at \(t_0 = 0, y_0 = 0\)) as well as absolute values of the extrema \(|\Delta v_x^\text{max}|\), \(|\Delta v_y^\text{max}|\) (at \(|t_0| = \tau/\sqrt{2}\), \(|y_0| = 0\)) and \(\Delta v_z^\text{max}\) (at \(t_0 = 0, |y_0| = w_0/2\)).

Table 1 shows that a tight focus and a long wavelength decrease the power requirements for the laser. Furthermore, the focus size determines the cutoff value for the correctly imaged spatial frequencies (the smaller the focus, the better the contrast for low spatial frequency). According to the data from table 2, the only reason not to go for the tightest possible focus (except for the experimental difficulties) could be the quadratic increase in \(\partial v_x/\partial y_0\) with decreasing waist size.

4.2. Velocity changes

From the analytical expression for the momentum change (equation (7)) we can derive the changes in the final velocity \(x\), \(y\) - and \(z\)-components induced by the interaction. We will assume \(z = 0\), and rewrite the expression to show the connection between the velocity changes and the ponderomotive phase shift:

\[
\begin{align*}
\Delta v_x &= \frac{\Delta p_x}{\gamma^2 m_r} = \frac{2h}{m} \Delta \varphi_p \frac{1}{\gamma \mu \tau_s^2} t_0 \\
\Delta v_y &= \frac{\Delta p_y}{m_r} = \frac{2h}{m} \Delta \varphi_p \frac{1}{\gamma \mu \tau_s^2} y_0 \\
\Delta v_z &= \frac{\Delta p_z}{m_r} = \frac{2h}{m} \Delta \varphi_p \frac{1}{\gamma \mu \tau_s^2} t_0.
\end{align*}
\] (21)

With the parameters from table 1, we are well within the long pulse limit and we can replace \(\tau_s\) by \(\tau\) in these expressions. As a consequence, the expression for the change in the axial velocity \(\Delta v_x\) and in the velocity along the laser beam direction \(\Delta v_z\) become independent of the laser wavelength and the waist size, provided that the pulse energy is chosen to produce a maximum phase shift of \(-\pi/2\). With \(\tau_s\) proportional to the waist size, deflections in the \(y\)-direction increase with decreasing waist size, but are independent of \(\tau\). Table 2 shows, for the same parameters as in table 1, the slopes \(\partial v_x/\partial t_0\), \(\partial v_y/\partial t_0\) and \(\partial v_z/\partial t_0\) (at \(t_0 = 0, y_0 = 0\)) as well as absolute values of the extrema \(|\Delta v_x^\text{max}|\), \(|\Delta v_y^\text{max}|\) (at \(|t_0| = \tau/\sqrt{2}, y_0 = 0\)) and \(\Delta v_z^\text{max}\) (at \(t_0 = 0, |y_0| = w_0/2\)).

Table 1 shows that a tight focus and a long wavelength decrease the power requirements for the laser. Furthermore, the focus size determines the cutoff value for the correctly imaged spatial frequencies (the smaller the focus, the better the contrast for low spatial frequency). According to the data from table 2, the only reason not to go for the tightest possible focus (except for the experimental difficulties) could be the quadratic increase in \(\partial v_x/\partial y_0\) with decreasing waist size.
Table 2. Velocity changes induced by laser pulses for different wavelengths, focusing parameters and pulse duration. The electron beam energy is 200 keV. For each entry, the pulse energy is set to the value needed to achieve $\Delta \varphi_{\text{max}} = -\pi/2$ phase shift (see table 1). $\tau$ is replaced by $\tau$ in equation (21).

| $\lambda$ (nm) | $w_0/\lambda$ | $\frac{\partial v_x}{\partial \varphi_0}$ ($10^{12}$ m s$^{-2}$) | $|\Delta v_x^{\text{max}}|$ (m s$^{-1}$) | $\frac{\partial v_y}{\partial \varphi_0}$ ($10^9$ s$^{-1}$) | $|\Delta v_y^{\text{max}}|$ (m s$^{-1}$) | $\frac{\partial v_z}{\partial \varphi_0}$ ($10^{12}$ m s$^{-2}$) | $|\Delta v_z^{\text{max}}|$ (m s$^{-1}$) |
|---------------|---------------|-----------------------------|------------------|------------------|------------------|------------------|------------------|
| 800           | 0.5           | 64.8                        | 2.78             | 3.27             | 87.2             | 3.74             | 7.20             | 0.93             | 3.27             | 396              | 0.93             | 9.7              | 1.25             |
|               | 1             | 0.82                        | 198              | 0.20             | 99               | 0.20             | 0.20             | 99               | 0.93             | 211              | 0.93             | 211              | 0.93             |
|               | 2             | 0.20                        | 99               | 0.20             | 99               | 0.20             | 0.20             | 99               | 0.93             | 211              | 0.93             | 211              | 0.93             |
| 1500          | 0.5           | 0.93                        | 211              | 0.23             | 106              | 0.23             | 0.23             | 106              | 0.06             | 53               | 0.06             | 53               | 0.06             |
|               | 1             | 0.23                        | 106              | 0.23             | 106              | 0.23             | 0.23             | 106              | 0.06             | 53               | 0.06             | 53               | 0.06             |
|               | 2             | 0.06                        | 53               | 0.06             | 53               | 0.06             | 0.06             | 53               | 0.06             | 53               | 0.06             | 53               | 0.06             |
A large value of $\partial v_z/\partial y_0$ corresponds to a strong focusing action for the electrons passing through the interaction region with the laser in the $y$-direction. However, this ‘lens action’ for the electrons near the laser focus is intrinsic to any spatially inhomogeneous phase plate (as required in a Zernike microscope).

In terms of Fourier optics, it is fully taken into account by the two-dimensional electron wave transfer function, of which the phase factor is equal to the phase shift distribution derived for the ponderomotive phase plate (together with contributions from aberrations). The time dependent velocity changes in the $x$- and $z$-direction have to be considered carefully. Even with perfect synchronization between the electron pulse and the laser pulse, the finite duration of the electron pulse translates into an angular sweep of the electrons passing through the focus and a similar chirp in the axial velocity. This effect does not occur, e.g. for the interaction with a focused CW laser.

The angular sweep in the $z$-direction and the finite electron pulse duration can be translated in a spatial sweep of the position on the object that is imaged. It is not a large effect: for a 100 fs laser pulse, the maximum deflection angle at 200 keV electron energy is 18 nrad. With a typical effective focal length of 3 mm, this translates into an shift of 0.05 nm on the object plane. When placing the wave plate in a secondary, magnified back focal plane, which may be necessary in a practical setup, the displacement is increased by the magnification factor. In the next section, we will see that sub-wavelength focusing can lead to much larger deflections due to deviations from the paraxial field description and breakdown of the ponderomotive potential model.

However, we should remember that principally only the undiffracted part of the electron wave is affected by the laser focus. This part of the wave is, by definition, a plane wave without any information on the structure of the object. The deflection in the back focal plane, or translation in the object and image planes of the undiffracted wave does not lead to a loss of resolution in any way. Only the fact that, due to the finite size of the laser focus, also a part of the diffracted wave very close to the axis is affected, can lead to image degradation. As this part of the wave corresponds to small-angle scattering, the effect is an extra loss of phase contrast in the image at low spatial frequencies.

The change in axial velocity has no analog in light optics. It corresponds to a spatially localized frequency shift induced by the wave plate. However, in the quasiclassical theory it can be shown that this does not affect the phase difference between the diffracted and undiffracted paths of the particles at the detector position. For this, we start with equation (15) and apply it to the trajectories from the end of the interaction region to the detector, where no laser field is present. Thus, the expression for the phase difference accumulated after the interaction region becomes (in the limit of small changes in axial velocity and small transverse velocities):

$$\Delta \phi = \frac{-mc^2}{\hbar} \left[ \int_{P_a} \frac{dt}{\gamma} - \int_{P_e} \frac{dt}{\gamma} \right] - \frac{P_f}{\hbar} \cdot \Delta r = \frac{-mc^2}{\hbar} \left[ \frac{1}{\gamma} \right] t_{ID} - \frac{m\gamma v_z}{\hbar} \cdot \Delta v_z t_{ID} \quad (22)$$

where $t_{ID}$ is the travel time from the interaction region to the detector. With $\Delta[1/\gamma] = \Delta[\sqrt{1 - v^2/c^2}] = -\gamma v_z \Delta v_z/c^2$, the first term in this expression cancels the second term, indicating that no phase shift accumulates after the interaction region even if the velocity (and hence the carrier frequency of the particle wave) is different in the two trajectories.

This result is confirmed by (non-relativistic) wave packet calculations, in which a wave packet that is slightly accelerated or decelerated by the interaction with a time-dependent ponderomotive potential representing the laser pulse interferes with a wave packet propagating at the original velocity. The net interference of the two packets (destructive or constructive) is only determined by the phase acquired during the interaction itself, and does not change any more when freely copropagating afterwards.

This holds as long as the packets keep overlapping; as the group velocity of the two packets differs, eventually they do not overlap anymore. In practice, this does not constitute a problem. The energy spread of the electron beam sets a lower limit on the width in time of electron wave packets that we can use in any meaningful simulation of the electron microscope. With a spread of 1 eV on 200 keV beam energy, this limit is 0.7 fs. Any wave packet shorter in width needs a larger energy spread to construct. Assuming a distance of 0.25 m from the back focal plane to the detector, shifted and unshifted wave packets with this minimal width start to separate at the detector if the group velocities are different by $>100$ m s$^{-1}$. Inspecting Table 2, the predicted maximum change in axial velocity is below 3 m s$^{-1}$ for a 100 fs laser pulse and below 1 m s$^{-1}$ for a 300 fs pulse.

Summarizing, the required phase shift can be achieved with pulsed laser parameters well within the range of (relatively) standard femtosecond laser systems. A tight focus is required for this. To minimize the laser
power requirement and to maximize the spatial frequency range of the phase contrast image, the focus should be chosen as tight as possible. A longer wavelength reduces the power requirement as well. However, this comes at the cost of increasing the minimum achievable waist size, which negatively affects the imaged spatial frequency range. The required laser pulse energy scales linearly with the pulse duration. This favors short pulses. However, ideally the electron beam should be pulsed to a width of not more than a third of the laser pulse duration (and synchronized with an even smaller tolerance) in order to have an approximately constant phase shift of all electrons in the pulse. This is easier to achieve with longer laser pulses. Table 1 covers a range of ‘reasonable compromises’ for an effective phase plate. Although the pulsed laser phase plate unavoidably causes a ‘chirp’ in the axial velocity and a deflection sweep in the propagating direction of the laser, these do not seriously affect the operation of a phase contrast TEM, at least not for 30 fs electron pulses in combination with 100 fs laser pulses.

5. Feasibility, simulations

From the previous section it is obvious that we aim for a very small focus size. However, the smaller the waist size, the more important deviations from the paraxial approximation may become. To investigate this, we have performed a number of simulations using the approach outlined in section 3.

5.1. Phase shift

Figure 2 shows the results for the calculated quasiclassical phase shift (in units of $-\pi/2$) based on calculated electron trajectories for a wide range of electron beam energy (20 eV–20 MeV), with a 100 fs laser pulse and 800 nm wavelength. The results are shown for three different waist sizes ($0.75\lambda$ in the top frames, $\lambda$ in the middle frames and $1.25\lambda$ in the bottom frames) and for polarization along the electron beam axis (frames on the left) and perpendicular to the electron beam axis (frames on the right). In each frame, results for three different field models (the simple paraxial model, as well as the first and third of the models discussed in 3.2), and three values of the phase ($0$, $\pi/2$ and $\pi$) are shown. The pulse energy is adjusted for each simulation to give a phase shift of $-\pi/2$ in the analytical paraxial model (equation (4)). Thus, the results of the analytical model correspond to a straight horizontal line at a value of 1 in each frame.

With the laser focused down to $0.75\lambda$, the differences between the analytical model and the calculated quasiclassical phase shifts are large and depend strongly on the chosen field configuration and the polarization. At low energy the calculations with the simple paraxial field are independent of the polarization and in agreement with the analytical model, while the phase shifts calculated with the two physically correct (‘Maxwell-compliant’) field models are polarization dependent and, for axial polarization, considerably larger. This is largely explained by the distribution of the electric and magnetic energy densities in the focus, which for non-paraxial models are not rotationally symmetric and not equal. This deviation can still be incorporated in a ponderomotive potential model, using equation (1) with the correct local electric field amplitude in the non-paraxial model.

For higher energy, the calculated phase shift depends on the phase $\phi_0$ of the field as well. This indicates a breakdown of the ponderomotive potential model at higher velocity, i.e. short interaction time. For axial polarization, where the electric field directly affects the kinetic energy of the electron, this effect is (for the symmetrized field model) already noticeable at 10 keV electron energy. At higher energy, fluctuations with the energy and eventually a reversal of the sign of the phase shift are visible. Above 200 keV, all models indicate that a usable phase plate cannot be achieved for axial polarization. For transverse polarization, no drastic effect is seen at any energy.

With less extreme focusing (focus size $\lambda$), no problems are seen in either polarization for energies below $\approx 800$ keV. For $w_0 = 1.25\lambda$, the difference between the simulations and the analytical model is below 3% for the whole energy range and only a very small dependence on $\phi_0$ is observed.

The values for the waist size in figure 2 are chosen to illustrate the relatively sharp onset of large deviations for higher electron energy around $w_0 \approx \lambda$. For an even smaller waist size ($w_0 = 0.5\lambda$) these deviations become more extreme and start at lower electron energy, making a viable phase plate impossible for energies above 50 keV.

5.2. Velocity changes

In the previous section, we have shown that the quasiclassical phase shift as derived from classical trajectories in a paraxial field generally agrees well with the values derived from the trajectories in more correct field approximations, as well as with the analytic result based on the ponderomotive potential in a paraxial field. However, we do not expect the same to be true for the calculated velocity changes of the electron. To
Figure 2. Simulated phase shift in units of $-\pi/2$ as a function of the electron energy. In the simulation, Gaussian laser pulses with wavelength $\lambda = 800$ nm, pulse duration $\tau = 100$ fs and perfect synchronization ($t_0 = 0$) are assumed. The laser pulse energy is chosen for each simulation to give a phase shift of $-\pi/2$ according to the analytical model. In each frame, the results for three different field configurations and three different values for $\phi_0$ are shown: blue symbols and lines represent the paraxial field model, red the angular spectrum model for a Gaussian distribution of $E_x$ (for axial polarization) or $E_y$ (for transverse polarization), and green the angular spectrum model for the symmetrized Gaussian $E_x$—Gaussian $B_y$ distribution. Circles represent $\phi_0 = 0$, + symbols $\phi_0 = \pi/2$ and $\times$ symbols $\phi_0 = \pi$. For the phase shift, $\phi_0 = 0$ and $\phi_0 = \pi$ results coincide.
Figure 3. Change in axial velocity $v_y$ as a function of electron energy from simulations. Four different field configurations are shown: the paraxial approximation (blue circles and line), a Gaussian waist for $E_x$ (red), the symmetrized option (green, average of Gaussian $E_x$ and Gaussian $B_y$) and Gaussian $A_x$ (magenta). The prediction of the analytical model with the effective ponderomotive potential of a paraxial Gaussian light field are represented by the cyan-colored curve. Waist size $w_0 = \lambda$, light field phase $\phi_0 = 0$. The other parameters are the same as in figure 2.

illustrate this, figure 3 shows the calculated change in velocity along the $y$-direction for an electron that does not pass through the center of the laser beam (with axial polarization), but passes at an offset $y_0 = w_0/2$ in the $y$-direction. The ponderomotive potential model (the cyan-colored line in the figure) results in a velocity change in the $y$-direction, which is essentially a result of the repulsion by the central maximum of the potential.

For this waist size, all trajectory calculations using physically correct field models agree well with the ponderomotive potential model (for which the potential is derived using the paraxial approximation of the field). However, using the same paraxial approximation for the field in trajectory calculations leaves the velocity in the $y$-direction unchanged.

This is immediately clear even without actually calculating the trajectories: with the electric field along the $x$-axis, the magnetic field along the $y$-axis and the electron initially traveling in the $x$-direction, the total Lorentz force on the electron always remains in the $xz$-plane.

The calculated velocity changes using the $E_x$ and symmetrized models, under the same conditions as the phase shift results in figure 2, are shown and discussed in appendix. The overall conclusion that can be drawn from these results coincides with the one from the previous section: no problem should arise unless focusing down to a sub-wavelength waist size. If pushing the limit in focus size is pursued, choosing transverse polarization of the light field is preferable in order to minimize velocity changes.

6. Conclusions

The focused beam of a femtosecond laser can be realistically used as an effective, simple, and variable pulsed phase plate for a TEM. The required pulse energy for the optimal phase retardation of $\pi/2$ for a Zernike-type phase microscope is well within the range offered by off-the-shelf, high repetition rate laser systems. Extending the phase retardation to a maximum of $2\pi$, allowing a complete reconstruction of the transmitted electron wavefront, seems feasible as well.

The simple picture of an effective ponderomotive potential with a paraxial Gaussian laser pulse predicts that the laser focus should be as tight as possible to minimize power requirements and to improve the image contrast at low spatial frequencies. However, the tighter the focus is, the less valid the paraxial approximation. A more accurate description of the light field is necessary. We have developed a model for a pulsed laser phase plate in which relativistic electron trajectories are calculated in the field of a light beam with an arbitrarily small focus in a choice of exact, non-paraxial descriptions. A quasiclassical path integral approach is used to derive the electron phase shift from these trajectories. Changes in the final velocity of the electron can be translated into imaging errors.

The results indicate that, for 800 nm wavelength, 100 fs laser pulse duration, and 200 keV electrons, a focus size down to around one wavelength is acceptable. Below this value, deviations from the paraxial ponderomotive potential model may cause image degradation. At higher electron energy, polarization of the light along the electron beam axis leads to a strong dependence of the calculated final phase shift on the...
phase of the light field at the time the electron passes the center of the interaction region. As this time is different for each electron, this leads to a large spread in the phase shift. This problem does not occur for a light field polarized perpendicular to the electron beam axis, or with a slightly larger focus size of $1.25\lambda$.

A secondary advantage of choosing a focus as tight as possible is that the aspect ratio of the central (active) area of the phase plate is as small as possible. Defining the central area as the region where the phase shift exceeds half the maximum value, equation (3) indicates that (in the long pulse limit) the area has a size of $2\sqrt{\ln 2} w_0$ in the $y$-direction perpendicular to the laser beam (with a Gaussian profile for the phase shift), and a size of $2\sqrt{3\pi w_0^2}/\lambda$ in the $z$-direction along the laser beam (with a square-root Lorentzian profile). For any achievable focus, the size in the $z$-direction exceeds that in the $y$-direction. With $w_0 = \lambda$, the aspect ratio is 7.85, and with $w_0 = 2\lambda$, the aspect ratio is 15.70.

Both dimensions of the effective size of the phase plate are larger than the optimal size of the undiffracted part of the electron beam in the back focal plane. The consequence of this is a loss of phase contrast for low spatial frequencies in the specimen, especially in the $z$-direction, while edge contrast is preserved. The final effect on the image quality therefore depends strongly on the specimen studied, as well as on the exact configuration of the electron optics in the microscope. We have performed a number of simulations of the final image for some example objects using the full phase profile, showing the influence of the size and asymmetry of the phase plate on the image quality. These will be presented in a forthcoming paper.

In combination with RF electron bunch chopping and compression techniques, the phase plate can be used to construct a pulsed, high repetition rate phase contrast microscope with an acceptable duty cycle. First chopping the electron beam in bunches and subsequently compressing these bunches in the time domain enables short electron pulses with an overall duty cycle of up to 30% [44]. However, time domain compression unavoidably introduces an energy spread in the electron beam.

As an example, chopping a 200 keV beam with a 3 GHz RF cavity to 100 ps width pulses (i.e. a duty cycle of 30%) and compressing these pulses to the sub-picossecond regime with a single compression cavity with 1 m focal length introduces an electron energy spread of $\approx 7\%$, fully unrealistic for an electron microscope because of the resulting chromatic aberration. However, with a more elaborate multi-stage compression scheme, this spread can be significantly reduced. The ultimate limit is set by phase space area conservation, with the energy spread increasing inversely proportional to the pulse duration. For a microscope with 0.5 eV energy spread, compressing a 100 ps pulse to 300 fs will then lead to 167 eV or 0.084% final energy spread.

Without compression, chopping to 100 fs directly would lead to a duty cycle of $3 \times 10^{-4}$ at 3 GHz without increasing the energy spread. Between these extremes, a compromise can be sought between duty cycle and energy spread.

Ultrafast pulsed electron microscopy, pioneered by Zewail and coworkers [46–49] is a fast developing field in itself, enabling the study of dynamical phenomena with high temporal as well as spatial resolution. The impact of this on applications in biology is discussed, e.g. in [50]. The fast pulsed phase plate that we propose here opens a whole new range of possibilities in ultrafast microscopy, adding an extra (phase) analysis tool to time-resolved studies.

The calculational approach developed for the ponderomotive phase plate will be used to further optimize the design of the phase plate. Furthermore, it also forms a flexible and powerful modeling tool for the electron-light interaction with a tightly focused beam in a variety of configurations.
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Appendix. Velocity changes from simulations

In figures 4–6, the changes in $v_x$, $v_y$, and $v_z$ are shown for the same parameters as in figure 2. As $t_0 = 0$ and $y_0 = 0$, the analytical model predicts no velocity changes in any direction. The depicted velocity changes are purely the result of the detailed microscopic motion of the electron in the laser field.
Inspecting these figures, we again see a very strong dependence on the focusing parameter of the laser beam. For a waist $w_0 = 1.25 \lambda$, no significant changes in the velocity are seen at any electron energy. For $w_0 = \lambda$, velocity changes in the $y$- and $z$-direction (depending on the polarization, phase, and the field model chosen) are observed for energies above 10 keV. With transverse polarization, the absolute value of the velocity changes only exceeds 2 m s$^{-1}$ in any direction for a beam energy $> 200$ keV. At $w_0 = 0.75 \lambda$, velocity changes of up to 600 m s$^{-1}$ in the axial direction ($x$), up to 2500 m s$^{-1}$ in the direction of the laser beam.
Figure 5. Change in transverse velocity $v_y$ as a function of electron energy from simulations. Laser parameters and identification of curves the same as in figure 2.

propagation ($z$), and up to 600 m s$^{-1}$ in the direction perpendicular to both ($y$). Although the largest changes are seen for energies in the MeV range, at 200 keV they are still sizable.

The trajectory calculations demonstrate the influence on the final electron velocity components of the deviations from the analytical paraxial model. Based on these results, using a sub-wavelength waist size is not advisable. Using $w_0 = \lambda$ (or slightly larger, just to be on the safe side) does not lead to significant imaging errors and is therefore acceptable.
Figure 6. Change in transverse velocity $v_z$ as a function of electron energy from simulations. Laser parameters and identification of curves the same as in figure 2.
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