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ABSTRACT

Multi-speaker singing voice synthesis is to generate the singing voice sung by different speakers. To generalize to new speakers, previous zero-shot singing adaptation methods obtain the timbre of the target speaker with a fixed-size embedding from single reference audio. However, they face several challenges: 1) the fixed-size speaker embedding is not powerful enough to capture full details of the target timbre; 2) single reference audio does not contain sufficient timbre information of the target speaker; 3) the pitch inconsistency between different speakers also leads to a degradation in the generated voice. In this paper, we propose a new model called MR-SVS to tackle these problems. Specifically, we employ both a multi-reference encoder and a fixed-size encoder to encode the timbre of the target speaker from multiple reference audios. The Multi-reference encoder can capture more details and variations of the target timbre. Besides, we propose a well-designed pitch shift method to address the pitch inconsistency problem. Experiments indicate that our method outperforms the baseline method both in naturalness and similarity.

Index Terms—singing conversion, singing voice synthesis

1. INTRODUCTION

Singing is one of the predominant components of music production. Generating the singing voice of a target speaker by machine can highly reduce the cost of music production, while potentially creating new forms of music art. Training a separate singing model [1][2][3], a voice conversion system [4][5][6][7], or fine-tuning an existing model [8] can all reach the goal with good performance, but they either require a fair amount of well-labeled high-quality singing data of target speaker, additional training steps or occupy a large amount of storage for songs to synthesize. These properties limit their practical usage.

Zero-shot style singing adaptation methods [9] which originate from [10] are proposed to alleviate the problems introduced before. The main idea of zero-shot methods is to train a speaker encoder based on speaker verification methods, such as [11][12]. The pre-trained speaker encoder produces a speaker embedding with respect to the given reference audio. The speaker embedding is used to represent the target speaker timbre. Zero-shot style methods are fast and convenient because they do not need additional training steps or well-labeled high-quality data. These methods are suitable for usage in data-limited real-world conditions, but their effect is not as good as that of the fine-tuning methods [13]. Because 1) zero-shot methods can only use single reference audio which may not contain sufficient information of target timbre in different circumstances; 2) a single fixed-size embedding contains limited information and does not suffice to capture how the target speaker performs various singing techniques.

Inspired by recent speech adaptation methods [14][15] at different granularities, in this paper, we introduce the multi-head attention-based multi-reference encoder to the zero-shot multi-speaker singing voice synthesis system. Namely, the multi-reference encoder based singing voice synthesis (MR-SVS) system. Besides, we also propose a pitch shift method. Specifically, 1) our multi-reference encoder computes an exclusive embedding for every generated singing frame and complements the details missed by the overall fixed-size embedding. 2) Our multi-reference encoder can exploit multiple reference audios together to generate more accurate and precise embeddings. 3) The multi-head attention mechanism helps our multi-reference encoder to attend to different properties of singing voice production from all the reference audios. 4) Our pitch shift method shifts the pitch to conform to the average pitch of the target speaker to address the pitch inconsistency problem which is especially severe with different genders.

We conduct experiments on our proprietary singing corpus with different out-of-set reference speech audios. We measure and compare the performance of models using Mean Opinion Scores (MOS) from a crowd of testers. The evaluation results by comparing the naturalness and similarity show that our proposed model outperforms the baseline model[9]. The ablation studies address the effectiveness of our proposed model components and methods. Besides keeping the convenience and efficiency of zero-shot methods, our method is also highly controllable, which may lead to new ways of music production.

Audio samples are posted at https://mr-svs.github.io
Fig. 1. Overall synthesis process. Pitch shift is only performed during inference. Model inputs are colored in red.

2. MR-SVS

2.1. Overall Acoustic Model

Singing synthesis differs from speech synthesis since singing synthesis is constrained by the music score while the prosody of speech synthesis requires no particular constraints. As a substitution to the music score, we provide phoneme, phoneme duration, and pitch contour as input to our singing synthesis system.

We modify the FastSpeech 2 [16] model to meet the requirements for singing synthesis. Our modified model includes (1) an encoder that encodes phoneme information, (2) a length regulator that expands encoder outputs according to the phoneme duration to generate the frame-level hidden states, (3) a pitch encoder to encode frame-level pitch information to the hidden states, and (4) a decoder to generate target mel-spectrogram frames from the hidden states. It takes phoneme, phoneme duration, and pitch as input, along with the embeddings from fixed-size speaker encoder and multi-reference encoder, generates mel-spectrogram as input to the subsequent vocoder. Compared with [16], we omit the variance adaptor since its functionality is completely replaced by the input information. Our model is trained to minimize the reconstruction loss of the mel-spectrogram. The overall synthesis process is illustrated in Figure 1.

2.2. Speaker Encoders

2.2.1. Multi-Head Multi-Reference Embedding Encoder

As shown in Figure 1, the inputs to multi-head multi-reference embedding encoder are several random reference audio files from the target speaker. We first convert them to the mel-spectrograms. Converted reference spectrograms are passed through two convolutional layers followed by two bidirectional LSTM layers to accompany context information. We flatten the outputs of every reference audio to get a long sequence \( S \). Given the expanded hidden state \( h_i \), we compute the attention query \( Q_i = h_iW_q \in \mathbb{R}^{d_m} \), key \( K = SW_k \in \mathbb{R}^{L_r \times d_m} \), and value \( V = SW_v \in \mathbb{R}^{L_r \times d_m} \). \( L_r \) is the total length of flattened LSTM outputs, \( d_m \) is the length of embedding, and \( W \)'s are trainable mapping matrices. The hidden states contain phoneme, context, and pitch information. We calculate the high-fidelity embedding \( e_i \) for each hidden state \( h_i \) as:

\[
e_i = \text{softmax} \left( \frac{Q_iK^T}{\sqrt{d_m}} \right)V.
\]

To take different aspects of singing voice production into consideration, it is natural for us to adopt the multi-head attention [17] mechanism. Ideally, it can attend to different properties on different attention heads, which will help to generate better auxiliary embeddings.

This multi-reference encoder (MR-Encoder) is trained along with the singing synthesis system. For each target singing audio sample, we randomly choose several audios from the same speaker and regard them as the reference audio to produce the high fidelity embeddings for each singing frame.

2.2.2. Fixed-Size Speaker Encoder

The fixed-size speaker encoder is used to generate a fixed-size speaker representation from the target reference audio. We follow [12], whose original purpose is for speaker verification. The network proposed in [12] is trained to optimize a generalized end-to-end speaker verification loss, so that embeddings of utterances from the same speaker have high cosine similarity, while those utterances from different speakers are far apart in embedding space. We adopt the pretrained model in package Resemblyzer [2]. The parameters will be frozen all the time. During training, the target audio is fed into this encoder. During inference, reference audios are fed into the encoder and the results are averaged to represent the target speaker.

2.3. Pitch Shift

It’s very common to see a large gap between the source and target speaker’s pitch range, especially when performing singing conversion with source pitch and target speaker from different genders. During training, the ground truth pitch is provided to generate the mel-spectrogram of the training utterances. During inference, the ground truth pitch may not work well since the pitch gap will lead to significant deviation. To alleviate this problem, we compute the average \( f_0 \)
of reference audios over all voiced frames, regarding it as the scalar reference \(f_0\) of the target speaker. We shift the source \(f_0\) so that the average \(f_0\) consumed by the pitch encoder is the same as the scalar reference \(f_0\).

\[
f_{0_{\text{input}}} = f_{0_s} + \text{mean}(f_{0_t}) - \text{mean}(f_{0_s})
\]  

(2)

\(f_{0_t}\) is the pitch sequence of target reference audios. \(f_{0_s}\) is the pitch sequence of the source audio. The calculation result sequence \(f_{0_{\text{input}}}\) will be the pitch fed into the pitch encoder during inference. We have also set a lower bound of \(f_{0_{\text{input}}}\) in the case when the pitch is too low to be modeled by our pitch encoder.

2.4. Modified Vocoder

Originally proposed Parallel WaveGAN [18] vocoder takes mel-spectrogram as conditional to produce speech waveforms. To model the pitch variations better, we take both pitch contours and mel-spectrogram as vocoder input. We discretize and represent each frame-level pitch with an 80-dimensional pitch embedding. We concatenate pitch embedding and mel-spectrogram together and pass them through a Fully-Connected layer before the upsampling procedure.

3. EXPERIMENTS

3.1. Experimental Settings

3.1.1. Dataset

Our proprietary singing corpus contains 1810 Mandarin pop songs split into 69845 singing segments. The corpus is recorded without any accompaniment and contains only human singing voice. There are 93 singers in total among whom 56 are female singers and 37 are male singers. The total length of all songs is about 82.4 hours. From the singing dataset 4 songs (120 clips) are chosen for testing. The test songs are sung by 2 female and 2 male singers have no overlap with training and validation set. Among singing segments left, 400 clips are used for validation and else for training. We transform the raw waveform into 80-dimensional mel-spectrograms and set frame size and hop size to 512 and 128 with respect to the sample rate 22050Hz.

3.1.2. Data Preprocess

We extract the phoneme duration with MFA [19], an open-source system for speech-text alignment with good performance, which can be trained on paired text-audio corpus without any manual alignment annotations. We convert the alignment results generated by MFA [19] to phoneme durations. We also extract \(f_0\) from the raw waveform by World vocoder [20] with the same hop size of target mel-spectrograms to obtain the pitch of each frame.

3.1.3. Model Parameters

The acoustic model consists of 4 feed-forward Transformer [21] blocks both for the phoneme encoder and mel-spectrogram decoder. The hidden dimension of the phoneme embedding, speaker embedding, pitch embedding, the hidden in self-attention and others is 256. The number of attention heads, the feed-forward filter size and kernel size are set to 2, 1024 and 9 respectively.

The multi-reference encoder consists of 2 convolutional layers with filter size and kernel size of 512 and 3 respectively, and followed by a 2-layer bidirectional LSTM layer with 256 cells. The hidden dimension (dimension of Q, K, V and high-fidelity embedding) in multi-head attention and the number of attention heads are 256 and 8. The fixed-size speaker encoder follows the architecture in Resemblyzer.

We train our model on an NVIDIA RTX 2080Ti with dynamic batch size. We use the AdamW optimizer [22] with \(\beta_1 = 0.9, \beta_2 = 0.98, \epsilon = 10^{-9}\) and follow the same learning rate schedule in [17]. It takes 2M steps for training to complete. We train our vocoder on our singing corpus for 1M steps.

3.1.4. Evaluation Methods

For evaluation, Mean Opinion Scores (MOS) on naturalness and similarity to the target speaker are evaluated. The scale of MOS is set between 1 to 5 with 5 representing the best performance and 1 the worst. 11 evaluators participate in our listening test. In tables we present MOS with a 95% confidence interval. 2 male and 2 female speakers in AISHELL 3 [23] dataset are chosen as target speakers. We use 8 reference audio clips for each speaker. Our 4 test songs (120 clips) are sung by 2 female and male singers respectively. We can evaluate inter-gender and intra-gender singing voice conversion with this setting.

3.2. Results

Table 1. Evaluation results. The naturalness scores are evaluated by comparing with the vocoder-generated GTs.

| Model     | Naturalness | Similarity |
|-----------|-------------|------------|
| Baseline  | 4.23 ± 0.02 | 3.91 ± 0.02 |
| Multi-ref-only | 4.27 ± 0.01 | 3.73 ± 0.02 |
| Single-head | 4.30 ± 0.01 | 3.97 ± 0.02 |
| MR-SVS    | 4.42 ± 0.01 | 4.05 ± 0.01 |

3.2.1. Performance Evaluation

Our baseline model uses the same conversion method as [9]. This model is trained with only the fixed-size speaker encoder, while our MR-SVS model has an additional 8-head
multi-reference encoder. The fixed-size embedding is the average embedding of reference audios for both of them. The MOS of naturalness and similarity listed in Table 1 denote the MR-SVS model improves over the baseline model both in similarity and naturalness. Constructing each singing frame by exploiting reference audios at a high granularity shows its advantage over the conventional single fixed-size embedding model.

3.2.2. Ablation Studies

To illustrate the effectiveness of components in our model, besides the baseline and MR-SVS, we train two additional models: 1) multi-ref-only model is trained with only the multi-reference encoder; 2) single-head model is trained with both a fixed-size speaker encoder and a single-head multi-reference encoder.

The MOS of additional models are also listed in Table 1. Our MR-SVS model outperforms all other models both in similarity and naturalness.

The baseline model and the multi-ref-only model achieve better scores in similarity and naturalness respectively, addressing the importance of fixed-size speaker encoder for the overall target timbre and multi-reference encoder for the subtle singing details. The Multi-reference-encoder-only method does not suffice to capture the target timbre well. Though not intended originally, the contrastive learning method in [12] can learn a good representation for the target timbre.

While the single-head model already achieves a better score in similarity and naturalness over the baseline model and the multi-ref-only model, showing the power of using both encoders together, the multi-head attention mechanism can still lead to an uplift in both measures over the single-head model. The flexibility of multi-head attention can help with singing synthesis as expected.

3.2.3. Inter-Gender and Intra-Gender Conversion

Table 2. Inter and intra-gender evaluation results, M and F represents male and female respectively.

| Source | Target | Naturalness | Similarity |
|--------|--------|-------------|------------|
|        |        | With Pitch Shift |          |
| M      | M      | 4.42 ± 0.03   | 4.18 ± 0.03 |
| M      | F      | 4.40 ± 0.03   | 3.70 ± 0.05 |
| F      | M      | 4.36 ± 0.02   | 4.08 ± 0.03 |
| F      | F      | 4.51 ± 0.02   | 4.24 ± 0.03 |

|        |        | Without Pitch Shift |          |
|--------|--------|---------------------|------------|
| M      | M      | 4.25 ± 0.04         | 4.02 ± 0.04 |
| M      | F      | 4.19 ± 0.04         | 3.51 ± 0.07 |
| F      | M      | 4.20 ± 0.03         | 3.93 ± 0.04 |
| F      | F      | 4.27 ± 0.04         | 4.06 ± 0.03 |

We address the importance of the pitch shift method here. The MOS of inter-gender and intra-gender conversion are listed in Table 2. These samples are all generated by our MR-SVS model. The scores show that with pitch shift, our model can generate high-quality singing voices for the target speaker with a great uplift in naturalness and similarity, even for intra-gender conversion. The results imply that though not as severe as inter-gender conversion, the pitch inconsistency problem also exists and leads to conversion degradation for speakers of the same gender.

Among our music-score-like inputs, apparently, the phoneme and phoneme duration do not contain timbre-related information. Since the conversion performance between different genders is still unable to match intra-gender ones, we can conclude from this phenomenon that even the shifted pitch contours may contain subtle singing techniques specific to different genders and these techniques cannot be well performed by the target timbre.

3.2.4. Controllable Singing Voice Synthesis

We can change the melody or content of our synthesized singing segments by perturbing the corresponding inputs. The mel-spectrograms with overall modification on pitch input are shown in Figure 2. In addition to the overall control, we can also change the phoneme, phoneme duration, and pitch input at desired proportion. This feature may lead to new forms of music production.

4. CONCLUSIONS

In this paper, we proposed a zero-shot style multi-speaker singing voice synthesis system called MR-SVS which is suitable for usage in low-resource circumstances. Besides the conventional fixed-size speaker encoder, we introduced a new multi-head attention-based multi-reference encoder to generate high-fidelity embedding for each singing frame. We also highly alleviated the pitch inconsistency problem by adopting the pitch shift method. Experiments show that our proposed model can generate high-quality singing voices for the target speaker with a great uplift in naturalness and similarity while retaining the convenience and speed of conventional zero-shot methods. The generation process can also be manually controlled.
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