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Abstract- With enormous development of digital technology, data is being generated at rapid rate with various application domains. Data has to be extracted or filtered to find useful information. A basic concept for these tasks and applications are the distance measures to effectively determine how similar two objects are. In this paper, a novel similarity measure for clustering text documents is proposed using the cardinality of the terms in the documents. The benchmark algorithm k-medoids is used for clustering task. The results obtained from the proposed distance measure are compared with other standard distance measures like Manhattan, Euclidean distance measure. Dunn Index is used to analyze the cluster validation of the results obtained from the distance measure.
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1. Introduction

In past few years there has been a sudden increase in the volume of text documents used on internet. Thus, there is a need for efficient methods for understanding the documents by the machine itself. To address this problem, document similarity plays a vital role for machines to process natural language. A few applications of documents similarity are document clustering, document summarization, document categorization and query-based search [1].

Text documents can be represented as vector space model. In this model, each document is represented as a vector, in which the components are each term of the document. Usually, raw text documents are not preferred for clustering text. Hence, the document has to be pre-processed before clustering task. This preprocessed text document is called a corpus and is used as an input document for clustering. The steps involved in pre-processing are tokenization, stop-word removal, converting to upper case to lower case and stemming [2]. The corpus is now transformed to term document matrix by using the raw count of the terms present in the document. This term document matrix forms the base of the document clustering task. This matrix can be used with several known weighting scheme. The most popular weighting scheme is the term frequency and inverse document frequency (tf-idf) [3]. The flowchart of proposed approach of this paper is shown in figure 1.
2. Distance Measures

Distance measure is a numerical value which describes how dissimilar two objects are. The similarity measure is another notion of distance measure i.e., how similar two objects are. The similarity value ranges from 0 (no similarity) to 1 (most similarity) [4]. The distance is given as 1 minus the similarity value. The most similar objects have the least distance implying that the similarity measure is high and vice-versa.

2.1. Definition

A metric on a set X is a function called the distance function or simply distance, if there exist a map \( d: X \times X \rightarrow \mathbb{R} \) (where \( \mathbb{R} \) is the set of real numbers) such that for all \( x, y, z \) in X, the function satisfy the following axioms:

1. \( d(x, y) \geq 0 \) (non-negativity, or separation axiom)
2. \( d(x, y) = 0 \) if and only if \( x = y \) (coincidence axiom)
3. \( d(x, y) = d(y, x) \) (symmetry axiom)
4. \( d(x, z) \leq d(x, y) + d(y, z) \) (Triangle inequality)

2.2. Euclidean Distance

The Euclidean distance between two data points is defined by the square root of the sum of the squared differences of the all co-ordinates of the data points. For \( x, y \) in \( n \)-dimensional space, the Euclidean distance \( d \) is defined as:

\[
d(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]

It is the most common metric for numerical data [5].

2.3. Manhattan Distance

The Manhattan distance between two data points is defined by the absolute value of sum of the differences of the all co-ordinates of the data points. For \( x, y \) in \( n \)-dimensional space, the Manhattan distance, \( d \) is defined as:
This is also called taxicab distance \[6\].

3. k-Medoids

Clustering is an unsupervised learning, where the objects of similar patterns are grouped together to form clusters. The clusters obtained can be used to interpret and group similar objects. k-Medoids is a partition approach, in which the objects are partitioned into k clusters. The initial medoid is chosen randomly. The clusters are based on minimum distance. The centroid in k-means is the mean of the objects within the cluster whereas in k-medoids the centroid is taken as an object itself. In general, k-Medoids is used to cluster the types of data in which the mean of objects is not defined or unavailable \[7\]. The flowchart of k-medoids algorithm is shown below in figure 2.
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4. Dunn Index

The Dunn Index (DI) is a validation index used to analyze the compactness of the cluster obtained from the clustering task. For any cluster partition V of the dataset X with k number of partition (namely \(C_1 \ldots C_k\)), the Dunn index is given by,

\[
D(V) = \min_{1 \leq i \neq j \leq k} \frac{\delta(C_i, C_j)}{\max_{l \in [1,k]} \Delta_l}
\]

where \(\delta(C_i, C_j)\) is the distance between the two different cluster \(C_i, C_j\) (inter-cluster distance) and \(\Delta_l\) is the maximum intra-cluster distance of the k-th cluster \[8\]. In general, a higher value of Dunn index suggests a better cluster quality.

5. Proposed Method

Clustering of text document is a challenging task. Distance measure plays a major role in clustering algorithm. Though, geometric distance measure like Euclidean, Manhattan are handy, the clusters obtained are based on the structure produced by the compactness of the cluster. In this paper, we have proposed a similarity measure based on term cardinality of the document. After pre-processing the documents, the terms of each document is represented as a set and the proposed similarity measure makes use of the cardinality of the document. The cardinality of the document is the number of terms involved in the document.

The similarity measure between each pair of documents A and B is given by,

\[
\text{Sim}(A, B) = \frac{C_A \cdot C_B}{C_{A \cup B}^2}
\]

where \(C_A\) is the cardinality of terms in document A and \(C_{A \cup B}\) is the cardinality of the union of terms in document A and document B.

Using the above similarity measure the distance between two documents A and B is given by
\[ \text{dist}(A, B) = 1 - \text{Sim}(A, B) = 1 - \frac{C_A \cdot C_B}{C_{A \cup B}^2} \]

The proposed distance measure satisfies the three conditions of metric.

1. As \( C_{A \cup B}^2 \geq C_A \cdot C_B \) and \( C_{A \cup B} > 0 \), for all \( A, B \) it follows that \( \text{dist}(A, B) \geq 0 \). Hence axiom 1 is satisfied.

2. Notice that, \( \text{Sim}(A, A) = 1 \), as the cardinality of union of same documents equals to \( A \). Thus, \( \text{dist}(A, B) = 0 \) whenever \( A = B \). Hence axiom 2 is satisfied.

3. It is clear that \( \text{Sim}(A, B) = \text{Sim}(B, A) \). It follows that \( \text{dist}(A, B) = \text{dist}(B, A) \). Hence axiom 3 is satisfied.

4. Let \( A, B, C \) be any three documents. We shall consider the following cases.

\text{Case (i)}

Let, \( A \subseteq C \) and \( B \subseteq C \) then,

\[ \text{dist}(A, C) + \text{dist}(C, B) = \left(1 - \frac{C_A \cdot C_C}{C_{A \cup C}^2}\right) + \left(1 - \frac{C_C \cdot C_B}{C_{C \cup B}^2}\right) \]

\[ \geq 2 - \left(\frac{C_A \cdot C_{A \cup B} + C_{A \cup B} \cdot C_B}{C_{A \cup B}^2}\right) \quad \text{(Since} \ C_{A \cup B} \leq C_C \text{)} \]

\[ \geq 2 - 2 \left(\frac{C_A \cdot C_B}{C_{A \cup B}^2}\right) \]

\[ = 2 \left(1 - \frac{C_A \cdot C_B}{C_{A \cup B}^2}\right) = 2 \cdot \text{dist}(A, B) \geq \text{dist}(A, B) \]

\text{Case (ii)}

Suppose, \( C \subseteq A \) and \( C \subseteq B \) then for any elements in \( A \) or \( B \) but not in \( C \) will only increase \( \text{dist}(A, C) + \text{dist}(C, B) \), but not \( \text{dist}(A, B) \). If \( A = B = C \), then \( 0 + 0 \geq 0 \). Thus, the triangular inequality holds for all cases.

Hence, our proposed measure is a metric.

Thus, the similarity measure between two documents is given by the ratio of product of cardinalities of terms to the square of cardinality of the union of terms.

6. Dataset

The documents used for clustering task are downloaded from the BBC sport website [9]. The number of documents in the BBC sports dataset is 737 which come under five classes namely athletics, cricket, football, rugby, tennis. This document was preprocessed and reduced to a document term matrix which consists of 2042 terms.

7. Results and Discussion

In this paper, we have illustrated the proposed measure with a toy dataset which consist of 6 documents and 8 terms [10]. The raw count is tabulated below in Table 1.

| cluster | cluto | Distance document | evaluate | high measure | use |
|---------|-------|-------------------|----------|--------------|-----|
| D1      | 1     | 0                 | 0        | 0            | 0   |
| D2      | 1     | 0                 | 0        | 0            | 0   |
| D3      | 1     | 0                 | 1        | 0            | 0   |
| D4      | 1     | 0                 | 2        | 0            | 0   |
| D5      | 1     | 0                 | 1        | 0            | 0   |
| D6      | 0     | 0                 | 1        | 0            | 1   |
As an example, \( D_1 = \{ \text{cluster, cluto, high} \} \) and \( D_2 = \{ \text{cluster, cluto} \} \).

Thus \( D_1 \cup D_2 = \{ \text{cluster, cluto, high} \} \).

Here, \( C_{D_1} = 3 \), \( C_{D_2} = 2 \) and \( C_{D_1 \cup D_2} = 3 \)

Thus, \( \text{Sim}(D_1, D_2) = \frac{3 \times 2}{3^2} = \frac{2}{3} = 0.667 \).

The similarity matrix obtained for the above dataset is given in Table 2.

|     | D1    | D2    | D3    | D4    | D5    | D6    |
|-----|-------|-------|-------|-------|-------|-------|
| D1  | 1     | 0.667 | 0.562 | 0.36  | 0.306 | 0.234 |
| D2  | 0.667 | 1     | 0.375 | 0.5   | 0.278 | 0.204 |
| D3  | 0.562 | 0.375 | 1     | 0.5625| 0.4167| 0.306 |
| D4  | 0.36  | 0.5   | 0.5625| 1     | 0.4167| 0.4167|
| D5  | 0.306 | 0.278 | 0.4167| 0.4167| 1     | 0.694 |
| D6  | 0.234 | 0.2041| 0.306 | 0.4167| 0.694 | 1     |

The k-medoids algorithm (for \( k=2, 3, 4 \)) employed with Euclidean, Manhattan and our proposed measure are used for clustering task. The clusters obtained are validated using Dunn Index. The Dunn Index obtained for Euclidean, Manhattan and our proposed measure is evaluated and it is shown in Table 3.

| Number of Cluster | Euclidean | Manhattan | Proposed Metric |
|------------------|-----------|-----------|-----------------|
| \( k=2 \)        | 0.6123    | 0.7       | 1               |
| \( k=3 \)        | 0.7071    | 0.8       | 1.0011          |

Further, the proposed measure is analyzed using documents downloaded from the BBC sport website. As the original document consist of 5 class labels, we have analyzed the results for \( k = 5 \) using k-Medoids algorithm. The clustering results are validated using Dunn Index. The value obtained using Dunn Index is given in Table 4.

| Number of Cluster | Euclidean | Manhattan | Proposed Metric |
|------------------|-----------|-----------|-----------------|
| \( k=5 \)        | 0.07952198| 0.04494382| \textbf{0.207456} |

From the above table, we can see that the cluster obtained from the proposed measure is of good quality when compared to both Euclidean and Manhattan.

8. Conclusion

In this paper, a novel distance measure for text document clustering is proposed. The BBC Sports dataset used is pre-processed and a document term matrix is obtained. This matrix is employed with benchmark algorithm k-medoids for clustering task. The results obtained from the proposed distance measure are compared with other standard distance measures like Manhattan, Euclidean distance measure. Dunn Index is used to analyze the cluster validation of the results obtained from the distance measure. We find the proposed measure perform well for sparse matrix. Our future work is
to extend this work for weighted terms and also to employ other clustering algorithm with the proposed measure.
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