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Abstract. The key to shadow removal is recovering the contents of the shadow regions with the guidance of the non-shadow regions. Due to the inadequate long-range modeling, the CNN-based approaches cannot thoroughly investigate the information from the non-shadow regions. To solve this problem, we propose a novel cleanness-navigated-shadow network (CNSNet), with a shadow-oriented adaptive normalization (SOAN) module and a shadow-aware aggregation with transformer (SAAT) module based on the shadow mask. Under the guidance of the shadow mask, the SOAN module formulates the statistics from the non-shadow region and adaptively applies them to the shadow region for region-wise restoration. The SAAT module utilizes the shadow mask to precisely guide the restoration of each shadowed pixel by considering the highly relevant pixels from the shadow-free regions for global pixel-wise restoration. Extensive experiments on three benchmark datasets (ISTD, ISTD+, and SRD) show that our method achieves superior de-shadowing performance.
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1 Introduction

“Where there is light, there is shadow.” The shadows, which are prevalent in nature images, often appear when objects partially or completely hinder the light sources. However, undesirable shadows not only fail to satisfy the human perception requirements, but also degrade the performance of the subsequent computer vision tasks [4,20,27,31,51], such as object detection, segmentation, and tracking. To improve the human perception and machine perception, it is essential to apply the shadow removal to recover the contents of the shadow regions with the guidance of the shadow-free regions.

As a long-standing computer vision problem, shadow removal has drawn much attention. Existing approaches can be roughly classified into 2 categories: model-based and learning-based techniques. The traditional model-based methods largely depend on the handcrafted priors, e.g., image gradients [9,13], illumination [32,44,50], and regions [15,37]. Due to the limitations of such priors, these algorithms exhibit poor performance when applied to diverse shadow scenes.
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Benefiting from the large-scale datasets and the strong learning ability of deep convolutional neural networks (CNNs) [6,29], the learning-based methods have provided superior results over the conventional approaches. For instance, Le et al. [21,22] proposed a two-stage network to formulate a linear shadow illumination model to acquire shadow-free images via shadow mattes. DHAN [5] applies the dilated convolution to aggregate the multi-context features and attentions hierarchically for artifact-free images. Fu et al. [10] reformulated the shadow removal as multi-exposure fusion on the multiple estimated overexposed images. However, the convolution operation hinders the CNN-based methods from establishing the long-range pixel dependencies between non-shadow and shadow regions. Hence, these methods cannot fully investigate the information from the shadow-free regions to restore each pixel of the shadow regions. Recently, Chen et al. [3] explored the potential context relationships between shadow and non-shadow regions, transferring the contextual information from shadow-free patches to shadow patches. Nonetheless, the patch-wise transferring manner is hampered by inaccurate information transformation and complex matching.

Due to the effectiveness of the long-range modeling [36,41], the transformer has recently achieved widespread dominance in many computer vision tasks [1,7,25,42,48]. Intuitively, the property of transformer can be utilized to recover the shadow region by establishing the relationship from all the pixels in the non-shadow region to the shadow region. However, the transformer constructs the interaction between all the pixels for recovering the shadow region. Since the features of the shadow region are corrupted while the shadow-free region in the same image has reasonable visibility, only the connection from the pixels with high relevance in the non-shadow region to the shadow region should be formed.

To address the aforementioned issues, we propose a cleanliness-navigated-shadow network for shadow removal, namely CNSNet. With the guidance of the shadow mask, the proposed CNSNet investigates the characteristics between the shadow region and the non-shadow region, and establishes the connection from the highly relevant pixels in the non-shadow regions to the shadow region. It comprises three distinct components: a shadow-oriented adaptive normalization (SOAN) module, a shadow-aware aggregation with transformer (SAAT) module, and a soft-region mask predictor. Specifically, for the statistical shift between the shadow-free and shadow regions, the SOAN module performs region-wise restoration by extracting the mean and variance from the shadow-free region and adaptively applying them to the shadow region under the guidance of the shadow mask. This guarantees the statistical consistency between the two regions in a region-wise manner. Furthermore, to build the connection from the non-shadow region to the shadow region, we design the SAAT module with the guidance of the shadow mask. However, the hard shadow mask separates the two regions absolutely, causing the loss of information transmission in the transformer. The soft-region mask predictor is introduced to measure the correlation between the two regions. Therefore, under the guidance of the soft mask, the SAAT module constructs the connection from the pixels with a high correlation in the non-shadow region to the shadow region for pixel-wise restoration.
In summary, our contributions in this work are as follows:

– We propose a cleanness-navigated-shadow network (CNSNet) for shadow removal, which investigates the relationship from the shadow-free region to the shadow region under the guidance of the shadow mask.

– We design a SOAN module to extract the statistics (e.g., mean and variance) from the shadow-free region and adaptively apply them to the shadow region for region-wise restoration. Besides, a SAAT module is introduced to take the pixels with high correlation in the non-shadow region into account to recover the shadow region for pixel-wise restoration.

– Extensive experiments on the public ISTD, ISTD+, and SRD datasets demonstrate that our CNSNet not only achieves competitive results over existing state-of-the-art methods, but also maintains the balance of network parameters, efficiency, and performance.

2 Related Work

2.1 Shadow Removal

Early studies on shadow removal typically make use of various hand-crafted prior information, such as image gradients \( [9,13] \), illumination properties \( [32,44,50] \), region characteristics \( [15,37] \), and user interactions \( [12,13,43] \). For example, Finlayson et al. \( [8,9] \) applied the gradient consistency-based manipulation to recover the shadow images. Shor et al. \( [32] \) utilized the areas around the shadow edges to estimate the parameters of affine transformations from the shadow to non-shadow regions.

Recently, due to the appearance of large-scale datasets, CNNs have greatly improved the shadow removal performance and gradually become the mainstream of this task \( [3,5,10,11,16,21,22,29,38,53] \). For instance, DSC \( [16] \) creates a direction-aware spatial attention module and aggregates both global and context information. Zhu et al. \( [53] \) implemented shadow removal from the perspective of invertible neural networks, and proposed the BMNet with much fewer network parameters and less computational cost. Moreover, generative adversarial networks (GANs) have been widely used in de-shadowing \( [6,17,19,26,39,35,49] \), building on the bidirectional guidance of shadow generation, detection, and removal. ST-CGAN \( [39] \) collaboratively detects and removes shadows with the architecture of stacked conditional GANs. G2R \( [26] \) employs the shadow generators to synthesize numerous pseudo shadow pairs for joint training. RIS-GAN \( [49] \) utilizes the explored relationship among the negative residual images, the inverse illumination maps, and the shadows. Besides, DC-ShadowGAN \( [19] \) and Mask-ShadowGAN \( [17] \) exploit adversarial learning and mask-guided cycle consistency constraints and apply unsupervised learning with unpaired datasets.

2.2 Region-Wise Information

In recent years, regional information has drawn much attention from researchers in low-level computer vision tasks \( [3,10,47,46,52] \), especially in works related
to segmentation or fusion. For example, Ling et al. [24] introduced a region-aware module to develop the visual style from the background and apply it in the foreground, reinterpreting the image harmonization as a style transfer problem. Yu et al. [47] proposed a region normalization, which standardizes the features in different regions during the inpainting network training. DSNet [40] further combines the deformable convolution with the regional mechanism and dynamically uses region-wise normalization methods for better image inpainting.

In the shadow removal task, previous works have primarily focused on pairing features from the shadow and non-shadow regions. Guo et al. [14, 15] computed the illumination ratios by randomly sampling pair patches from both sides of the shadow boundary. In [46], shadow detection is treated as a shadow region labeling problem to train a region classifier, and then applies pairs of shadow regions and neighboring shadow-free regions to achieve regional relighting. On the other hand, CANet [3] removes shadows by transferring the contextual information of non-shadow regions to shadow regions in a patch-level way.

### 2.3 Vision Transformer

Recently, due to the success of transformer-based models in the field of NLP [36], transformer and its variants have widely exhibited outstanding performance in low-level computer vision tasks (e.g., image restoration, enhancement, super-resolution, and dehazing) [1, 7, 25, 38, 42, 33, 45, 48]. Unlike CNNs, transformer-based network structures are naturally adept at capturing long-range dependencies through the global self-attention. Vision transformer (ViT) [7] is the pioneer in implementing a pure transformer architecture by treating images as token sequences via path-wise linear embedding. For example, IPT [1] utilizes typical transformer blocks to train on images with multi-heads and multi-tails for various tasks. Uformer [42] is a hybrid structure consisting of UNet [30] and transformer for image restoration, with inserted depth-wise convolution in the feed-forward network. Similar to Uformer, Restormer [48] changes self-attention from spatial dimension to channels, aiming to reduce the computational complexity. Swin transformer [25] separates tokens into windows and performs self-attention within a window to maintain the linear computational cost.

### 3 Method

Intuitively, objects from shadow regions and non-shadow regions exist in similar contexts except for illumination, to some extent, making it possible to allow the non-shadow regions to guide the shadow regions. On the basis of this, we elaborate in Sec. 3.1 on the overview of our proposed cleanliness-navigated-shadow network (CNSNet), which is a composite CNN-transformer framework. With the input shadow image and the corresponding shadow mask, CNSNet consists of three key parts: soft-region mask predictor, shadow-oriented adaptive normalization (SOAN) module, and shadow-aware aggregation with transformer (SAAT) module (see Secs. 3.2 - 3.4 for more details).
Fig. 1. Illustration of our proposed cleanness-navigated-shadow network (CNSNet) for shadow removal. It involves three key elements: soft-region mask predictor (green box), shadow-oriented adaptive normalization (SOAN) module (orange box), and shadow-aware aggregation with transformer (SAAT) module (purple box). First, the predictor takes in a shadow image and its corresponding shadow mask to obtain a soft-region mask. Then, both hard and soft masks are concatenated with the input image, entering the UNet-like network to produce the shadow-free results. Note that the guidance (dotted arrows) of both hard and soft masks is applied in the region-wise SOAN and pixel-wise SAAT modules, respectively.

3.1 Cleanness-Navigated-Shadow Network

Traditional networks for image enhancement adopt convolutional operations in the hidden layer. However, most simple convolutional operations focus more on the surrounding pixels and only have a small receptive field to extract local information, which may be inadequate to recover the entire images. Specifically, in the shadow removal task, this local information mainly comes from the regions of the same nature (shadow or non-shadow), while ignoring the association and mutual influence of the shadow and non-shadow regions to a considerable extent.

To address this critical issue, we propose the CNSNet with complementary short-range and long-range communications, fully leveraging the regional information. As illustrated in Fig. 1, our CNSNet is an end-to-end designed framework, including both encoder and decoder procedures during the training process. Besides, the soft-region masks are intermediately produced as supplementary auxiliary information for the network training.

The short-range branch is implemented based on the convolutional and sampling operations during the encoding and decoding procedures, whereas the long-range branch uses a transformer structure to capture the non-local information from the deepest features. In the short-range branch, a novel normalization method SOAN is designed to utilize the non-shadow regional statistics as affine function parameters for the shadow regions after regional instance nor-
malization, thereby roughly ensuring the region-wise statistical consistency. In the long-range branch, the corresponding soft-region mask acquired from the predictor is used to direct the transformer to restore each pixel by taking all the pixels with high relevance into account for the global pixel-wise restoration.

Finally, we employ the pixel-wise $L_1$ distance between our shadow removal outputs $\hat{I}_{out}$ and the ground-truth shadow-free images $I_{sf}$ as a loss function $L_{rem}$ for shadow removal:

$$L_{rem} = ||\hat{I}_{out} - I_{sf}||_1.$$  

(1)

### 3.2 Soft-Region Mask Predictor

Referring to [19], we first compute the difference between the input shadow image $I_s$ and the corresponding shadow-free image $I_{sf}$ to obtain the expected soft-region mask $M_{soft}$, and apply the function $F(I_s, I_{sf})$ on the difference:

$$M_{soft} = F(I_s, I_{sf}) = \frac{1}{3} \sum_{c \in \{R,G,B\}} |N(I_{sc} - I_{sf})|,$$

(2)

where $N(\cdot)$ is a normalization function on the channel dimension defined as $N(I) = (I - I_{\text{min}}) / (I_{\text{max}} - I_{\text{min}})$. Here, $I_{\text{min}}$ and $I_{\text{max}}$ are the minimum and maximum values of $I$, respectively. Note that the values of $M_{soft}$ are in the range of $[0, 1]$. Fig. 2 shows some examples of generated soft-region masks.

The network architecture of $G_{\text{softmask}}(\cdot)$ employs a traditional UNet [30] structure, combining the shadow image $I_s$ and the hard shadow mask $I_m$ as inputs to generate a soft-region mask $\hat{M}_{soft}$. As we can see, utilizing $G_{\text{softmask}}(\cdot)$ can produce a high-quality soft-region mask close to the reference. In other words, the soft-region mask predictor seeks to learn the regional correlation of the shadow and the non-shadow in a fuzzy number-based manner. We explicitly integrate the learned soft-region mask information into the transformer to guide it for better restoration of every shadowed pixel.

During the training phase, we set the predictor to obtain the soft-region mask $\hat{M}_{soft}$ through the $L_1$ distance loss by:

$$L_{\text{soft}} = ||M_{soft} - \hat{M}_{soft}||_1 = ||G_{\text{softmask}}(I_s, I_m) - F(I_s, I_{sf})||_1.$$  

(3)
Fig. 3. Illustration of our proposed shadow-oriented adaptive normalization (SOAN) module. Taking the input features $F_{in}$ and the corresponding resized shadow mask $M_{in}$ as the priors, the features are then split across the channel dimensions, and half of them ($F_{in1}$) performs regional instance normalization, while the other half ($F_{in2}$) keeps the context information at the same time. Finally, the output is obtained by concatenating the processed features $F_{out}$ with the residual features $R_{out}$.

3.3 Shadow-Oriented Adaptive Normalization (SOAN)

Here, we suppose a $n_{total}$-pixel image with shadows, containing $n_{shadow}$ shadow pixels and $n_{non}$ non-shadow pixels. The mean and variance of the two regions are recorded as $\mu_{shadow}$, $\mu_{non}$, $\sigma_{shadow}$, and $\sigma_{non}$, while $\mu_{total}$ and $\sigma_{total}$ represent the statistics of the entire image. Their detailed relationships are as follows:

\[ n_{total} = n_{shadow} + n_{non}, \]  
(4)

\[ \mu_{total} = \frac{n_{shadow}}{n_{total}} \cdot \mu_{shadow} + \frac{n_{non}}{n_{total}} \cdot \mu_{non}, \]  
(5)

\[ \sigma_{total}^2 = \frac{n_{shadow}}{n_{total}} \cdot \left( \sigma_{shadow}^2 + \mu_{shadow}^2 \right) + \frac{n_{non}}{n_{total}} \cdot \left( \sigma_{non}^2 + \mu_{non}^2 \right) - \mu_{total}^2. \]  
(6)

Due to the common sense that the values of RGB channels in the shadow region are generally much lower than those in the shadow-free regions, we can observe through the above formulas that both $\mu_{total}$ and $\sigma_{total}$ have a large shift compared to $\mu_{shadow}$, $\mu_{non}$, $\sigma_{shadow}$, and $\sigma_{non}$. Thus, the conventional normalization technique (e.g., BN [18] or IN [2,34]) on the entire image is not competent to overcome this difficulty. In addition, although RN [47] separately standardizes features based on different regions, where the partition processing is so absolute to ignore any semantic relationship between regions.

Therefore, we design the shadow-oriented adaptive normalization (SOAN) module. While maintaining the original features, our SOAN utilizes the mean and variance of the non-shadow areas to adaptively assist the recovery of the shadow areas, roughly ensuring the consistency of statistics in the two regions.

As shown in Fig. 3, the SOAN block takes the features $F_{in} \in \mathbb{R}^{H \times W \times C}$ as inputs and the rescaled shadow masks $M_{in} \in \mathbb{R}^{H \times W}$ as prior guidance. $H$, $W$, and $C$ individually denote the height, width, and channels of the current feature maps. Firstly, we divide the convolutional features into two parts on the channel dimension, i.e., $F_{in1}, F_{in2} \in \mathbb{R}^{H \times W \times C/2}$. As for $F_{in1}$, we further split it
into two regions: \( R^{\text{shadow}} \) (shadow regions) and \( R^{\text{non}} \) (non-shadow regions) in a spatial-wise manner according to \( M_{\text{in}} \) as below:

\[
F_{\text{in}} = F^\text{Shadow}_{\text{in}} \cup F^\text{Non-S\text{-Shadow}}_{\text{in}}.
\]  

(7)

The two regions are separately standardized by IN \([2,34]\) and then re-merge together. Unlike RN \([47]\), the IN is used in this case without the learnable affine parameters and the normalized features of shadow regions are affiliated with the learned scale and bias from non-shadow regions. Specifically, the normalized value of the shadow pixel \( p \) located in \((h, w, c)\) can be computed by:

\[
\hat{p}_{h,w,c} = \frac{p_{h,w,c} - \mu_c}{\sigma_c} \cdot \sigma_n + \mu_n,
\]  

(8)

where \( p_{h,w,c} \) and \( \hat{p}_{h,w,c} \) are the initiation and standardization of the pixel value, \( \mu_c \) and \( \sigma_c \) are the channel-wise mean and variance of the shadow features, while \( \mu_n \) and \( \sigma_n \) represent the statistics of the non-shadow regions, calculated by:

\[
\mu_c = \frac{1}{\text{Num}_\text{Region}} \sum_{p_{h,w,c} \in R_{\text{Region}}} p_{h,w,c},
\]  

(9)

\[
\sigma_c = \sqrt{\frac{1}{\text{Num}_\text{Region}} \sum_{p_{h,w,c} \in R_{\text{Region}}} \left(p_{h,w,c} - \mu_c\right)^2 + \epsilon}.
\]  

(10)

Then, \( F_{\text{in2}} \) re-concatenates with the normalized \( \tilde{F}_{\text{in1}} \) on the channel dimension, which keeps the context information at the meantime. After that, the SOAN module output \( F_{\text{out}} \in \mathbb{R}^{H \times W \times C} \) is integrated through the convolution layers and finally adds with the residual features \( R_{\text{out}} \in \mathbb{R}^{H \times W \times C} \).

In comparison to other normalization methods shown in Table 4, our SOAN is significantly better than single BN \([18]\) and IN \([2,34]\), further proving the rationality of our aforementioned analysis.

3.4 Shadow-Aware Aggregation with Transformer (SAAT)

In a variety of image enhancement tasks, traditional transformers \([7,36]\) can extract non-local information via image patches. However, in general architectures, the attention mechanisms focus on all the patches, which may bring in worthless information. Taking our shadow removal task as an example, to restore a pixel in the shadow regions, the long-range attention may be captured from pixels of both shadow regions and non-shadow regions, while the shadow patches are frequently ineffective. Hence, the inaccurate information brought by the traditional transformer will interfere with the subsequent shadow removal.

To this end, we propose a shadow-aware aggregation with transformer (SAAT) module, which improves the performance of this special task by utilizing soft shadow mask-guided attention. The SAAT module consists of two cascading transformer layers, including the multi-head self-attention (MSA) modules and the feed-forward networks (FFNs). Fig. 4 shows the transformer layer with a single head. Given the input feature maps \( X_{\text{in}} \in \mathbb{R}^{H \times W \times C} \) and associated soft-region mask \( M_{\text{soft}} = 1 - \hat{M}_{\text{soft}} \in \mathbb{R}^{H \times W} \) acquired from the soft-region mask predictor, we partition \( X_{\text{in}} \) and \( M_{\text{soft}} \) in a pixel-wise manner, where each
Fig. 4. Illustration of our shadow-aware aggregation with transformer (SAAT) module with a single head of the transformer layer. The difference from the traditional transformer structure is that we introduce the guidance of a soft-region mask, which multiplies with the input features when calculating the key vectors to acquire the soft relevance map. Based on this map, SAAT produces the outputs in a pixel-wise manner.

Pixel is an input token and its channels are token embeddings. Totally, there are $n = h \times w$ feature patches. Every token executes positional encoding by $\tilde{x} = x + pe, \tilde{m}_{soft} = m_{soft} + pe$, where $pe$ is the positional embedding. Then, we flatten $\tilde{X}, \tilde{M}_{soft} \in \mathbb{R}^{n \times c}$ into 1D vectors and perform the following computation:

$$\tilde{X} = [\tilde{x}_1, \tilde{x}_2, ..., \tilde{x}_n], \tilde{M}_{soft} = [\tilde{m}_{soft1}, \tilde{m}_{soft2}, ..., \tilde{m}_{soft n}],$$

$$Q = \tilde{X}W_q, K = \left(\tilde{X} \cdot \tilde{M}_{soft}\right)W_k, V = \tilde{X}W_v,$$

where $W_q, W_k, W_v \in \mathbb{R}^{c \times d}$ represent the linear learnable matrices, and $Q, K, V \in \mathbb{R}^{n \times d}$ are the query, key, and value features, respectively. Here, the soft-region masks affect the values of key features to build better connections between different regions. Following that, we obtain the attention score map $A \in \mathbb{R}^{n \times n}$ and the final output features $\tilde{Y} \in \mathbb{R}^{(h \times w) \times d}$ as follows:

$$Attention \ (Q, K, V) = softmax \left(\frac{QK^T}{\sqrt{c}}\right) V = AV = [\tilde{y}_1, \tilde{y}_2, ..., \tilde{y}_n],$$

$$\tilde{Y} = FFN ([\tilde{y}_1, \tilde{y}_2, ..., \tilde{y}_n]),$$

where $d$ denotes the number of channels in self-attention computation, which is equal to $c$ in our design to simplify and keep the same input and output channels. In this case, our design of the transformer layer characterizes the correlation between two regions more accurately with the help of soft-region masks, avoiding the distraction of irrelevant attention. Thus, we ensure that the long-range attentions are from the pixels with sufficient relevance and help to produce global high-quality shadow recovery, as further proved in Table 4 of Sec. 4.4.

### 3.5 Loss Functions

Following the previous works [3, 5, 10, 21, 22, 26, 53], except for the $L_{rem}$ and $L_{soft}$ mentioned above in Sec. 3.4 and Sec. 3.2, we also use a perceptual loss $L_{per}$ and a gradient loss $L_{grad}$ based on Poison image editing [28].
Here, $\mathcal{L}_{\text{per}}$ is the perceptual-consistency loss that aims to preserve the image structure with semantic measures and low-level details in multiple contexts. We estimate the feature differences in pre-trained VGG19 networks between the ground-truth shadow-free image $I_{\text{gt}}$ and our shadow-removed image $\hat{I}_{\text{out}}$ as follows:

$$\mathcal{L}_{\text{per}} = \sum_{k=1}^{5} w_k \| VGG_k (\hat{I}_{\text{out}}) - VGG_k (I_{\text{gt}}) \|_2,$$

where $VGG_k (\cdot)$ outputs the multi-scale features of the $k$-th intermediate layers, and $w_1, w_2, w_3, w_4, w_5$ are set to $1/32, 1/16, 1/8, 1/4$, and 1 in this work.

In addition, $\mathcal{L}_{\text{grad}}$ is proposed by Fu et al. in $[10]$, purposing to reduce the gradient domain along the shadow boundary:

$$\mathcal{L}_{\text{grad}} = (1 - \tilde{M}_\text{in}) \cdot MSE \left( \nabla \hat{I}_{\text{out}}, \nabla I_{\text{in}} \right) + \tilde{M}_\text{in} \cdot MSE \left( \nabla \hat{I}_{\text{out}}, \nabla I_{\text{gt}} \right),$$

where $I_{\text{in}}, I_{\text{gt}}, \hat{I}_{\text{out}},$ and $\tilde{M}_\text{in}$ respectively represent the initial shadow images, the ground-truth shadow-free images, our shadow-removed results, and the shadow masks dilated with 7 pixels, and $\nabla$ denotes the Laplacian gradient operator. It minimizes the gradient domain differences between $\hat{I}_{\text{out}}$ and $I_{\text{gt}}$, while maintaining the gradient domain of non-shadow regions between $\hat{I}_{\text{out}}$ and $I_{\text{in}}$.

In summary, the total loss function of our CNSNet is a weighted sum of the four components described above, which is calculated by:

$$\mathcal{L}_{\text{total}} = \lambda_1 \mathcal{L}_{\text{rem}} + \lambda_2 \mathcal{L}_{\text{soft}} + \lambda_3 \mathcal{L}_{\text{per}} + \lambda_4 \mathcal{L}_{\text{grad}},$$

where $\lambda_1, \lambda_2, \lambda_3,$ and $\lambda_4$ are hyperparameters to balance different loss terms and are respectively set to 10.0, 5.0, 1.0, and 1.0 in our experiments.

4 Experiments

4.1 Datasets and Evaluation Measurements

**Benchmark Datasets.** We utilize three representative public datasets: ISTD, adjusted ISTD (ISTD+), and SRD, to train and evaluate our proposed model. Both the ISTD and ISTD+ datasets contain 1870 image triplets of shadow images, shadow-free images, and shadow masks, which have 1330 training triplets and 540 testing triplets. Moreover, due to the color mismatch in ISTD, the ISTD+ has reduced the color inconsistency using an image augmentation method. On the other hand, the SRD dataset consists of 2680 training and 408 testing pairs of shadow and shadow-free images without shadow masks. We additionally use the detection results of DHAN $[5]$ for SRD shadow masks.

**Implementation Details.** Our proposed method is implemented in PyTorch with a single GPU (NVIDIA GeForce GTX 3090). In the experiments, we employ the Adam optimizer to train our network for over 200 epochs with a batch size of 8 and the input patch size of $256 \times 256$. The initial learning rate is set to $1e^{-3}$ and gradually decreases with a dynamic decay strategy. As for the data augmentation, we randomly adopt the cropping, rotating, and flipping operations during the training, to circumvent the overfitting problem.
Evaluation Metrics. Following the previous works, we use the root mean square error (RMSE) in the LAB color space between the shadow-removed result and its ground truth to evaluate the performance. Note that the RMSE value is actually calculated by the mean absolute error (MAE) in this task. The values of RMSE are calculated at each pixel of the shadow region, non-shadow region, as well as the whole image, and a lower value indicates better performance. Furthermore, to verify the effectiveness of our algorithm more comprehensively, we additionally assess the experimental results with the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM). The higher, the better.

4.2 Shadow Removal Evaluation on ISTD Dataset

As shown in Tables 1 and 2, we report the quantitative shadow removal results of our CNSNet on the ISTD and ISTD+ datasets, and compare it with recent state-of-the-art (SOTA) algorithms, including ST-CGAN [39], DSC [16], DHAN [5], RIS-GAN [49], DC-ShadowNet [19], G2R [26], CANet [3], Fu et al. [10], and BMNet [53]. In addition, we compare the network parameters (Param.) and floating point operations (FLOPs) in Table 2, where the values of Param. and FLOPs are directly referred from [53]. For the sake of fairness of comparison, these statistics are calculated from the de-shadowing results with a resolution of 256 × 256, presented by the authors or directly acquired from the original papers. In the following tables, S, NS, and ALL indicate the shadow region, non-shadow region, and entire image, respectively. Note that RMSE is calculated by averaging the RMSE over all the pixels in certain regions of the whole testing set, not per image. The first row (input image) shows the metrics of the original corresponding pair images of shadow and shadow-free, as a blank-control group.

Table 1. Quantitative shadow removal results of our network compared to state-of-the-art shadow removal methods on the ISTD dataset. The outcomes of the methods marked with an asterisk “*” are referenced from their original papers.

| Method          | RMSE   | PSNR (dB)  | SSIM    |
|-----------------|--------|------------|---------|
|                 | S      | NS         | ALL     | S      | NS         | ALL     | S      | NS         | ALL     |
| Input Image     | 32.11  | 6.83       | 10.97   | 22.40  | 27.30      | 20.56   | 0.936  | 0.975      | 0.892   |
| ST-CGAN [39]    | 9.55   | 6.13       | 6.69    | 33.73  | 29.50      | 27.43   | 0.981  | 0.957      | 0.928   |
| DSC [16]        | 8.50   | 5.13       | 5.68    | 34.64  | 31.22      | 28.97   | 0.983  | 0.968      | 0.943   |
| DHAN [5]        | 7.55   | 5.39       | 5.74    | 35.52  | 31.01      | 29.08   | 0.988  | 0.969      | 0.953   |
| RIS-GAN* [49]   | 8.99   | 6.33       | 6.95    | —      | —          | —       | —      | —          | —       |
| DC-ShadowNet [19]| 10.57 | 5.83       | 6.60    | 31.68  | 28.98      | 26.37   | 0.976  | 0.957      | 0.921   |
| CANet* [8]      | 8.86   | 6.07       | 6.15    | —      | —          | —       | —      | —          | —       |
| Fu et al. [10]  | 7.77   | 5.57       | 5.93    | 34.71  | 28.60      | 27.19   | 0.975  | 0.880      | 0.845   |
| BMNet [53]      | 7.89   | 5.30       | 5.73    | 34.58  | 30.85      | 28.70   | 0.988  | 0.970      | 0.950   |
| CNSNet (Ours)   | **6.56** | **4.23**  | **4.61** | **36.67** | **32.15** | **30.29** | **0.991** | **0.979** | **0.965** |
Fig. 5. Visual comparison results of shadow removal on the ISTD dataset. (a) Input shadow images, (b) corresponding ground-truth shadow-free images, and (c)-(g) results from SP+M-Net [21][23], DHAN [5], Fu et al. [10], BMNet [53], and our CNSNet.

The best and the second-place values for each metric are respectively highlighted in **bold** and *underlined*.

From Tables 1 and 2, we can observe that our CNSNet achieves the best shadow removal performance than other SOTA methods by a large margin. The visualization results of the shadow removal comparison are displayed in Fig. 5 which further justifies the effectiveness of our method. We produce a better visual restoration effect with fewer artifacts and boundary traces between the shadow and non-shadow regions. Specifically, although BMNet [53] has slightly fewer network parameters and FLOPs, the values of RMSE, PSNR, SSIM in our algorithm are significantly improved by 1.12, 1.59 dB, 0.015 in entire images, 1.33, 2.09 dB, 0.003 in shadow regions and 1.07, 1.30 dB, 0.009 in non-shadow regions. Besides, on the ISTD+ dataset, our method also has a great improvement, outperforming the BMNet [53] by 0.10, 0.11, 0.11 lower RMSE values and

**Table 2. Quantitative shadow removal results of our network compared to state-of-the-art shadow removal methods on the ISTD+ dataset.**

| Method       | RMSE      | PSNR (dB) | Param. (M:10^6) | FLOPs (G:10^6) |
|--------------|-----------|-----------|-----------------|----------------|
| Input Image  |           |           |                 |                |
| DSC [16]     | 7.54      | 3.16      | 3.88            | 35.97          |
| DHAN [5]     | 11.30     | 7.17      | 7.85            | 32.91          |
| DC-SNet [19] | 10.43     | 3.68      | 4.78            | 32.00          |
| G2R [26]     | 7.41      | 3.03      | 3.74            | 35.76          |
| Fu et al. [10]| 6.58      | 3.83      | 4.28            | 36.04          |
| BMNet [53]   | 5.70      | 2.58      | 3.09            | 37.85          |
| CNSNet (Ours)| **5.60**  | **2.47**  | **2.98**        | **38.10**      |

|                   | S  | NS | ALL | S  | NS | ALL |                  |                |
|                   | 39.04 | 2.52 | 8.50 | 20.83 | 37.34 | 20.45 |                  |                |
| DSC [16]          |    |    |     |    |    |     | 22.30 | 123.47             |
| DHAN [5]          | 7.54 | 3.16 | 3.88 | 35.97 | 35.76 | 32.65 | 21.75 | 126.87             |
| DC-SNet [19]      | 11.30 | 7.17 | 7.85 | 32.91 | 32.14 | 25.65 | 21.16 | 105.00             |
| G2R [26]          | 10.43 | 3.68 | 4.78 | 32.00 | 33.53 | 28.76 | 22.76 | 113.87             |
| Fu et al. [10]    | 7.41 | 3.03 | 3.74 | 35.76 | 35.54 | 31.88 | 143.01 | 160.32            |
| BMNet [53]        | 6.58 | 3.83 | 4.28 | 36.04 | 31.15 | 29.44 | 1.37 | 10.99              |
| CNSNet (Ours)     | **5.70** | **2.58** | **3.09** | **37.85** | **37.39** | **33.91** | **0.37** | **17.67**        |
0.25 dB, 0.35 dB, 0.29 dB higher PSNR values in shadow regions, non-shadow regions, and whole images, respectively. From the overall view, we effectively ensure the good balance of network parameters, efficiency, and performance.

### 4.3 Shadow Removal Evaluation on SRD Dataset

In Table 3, we further report the shadow removal results on the SRD dataset. The compared baseline methods include DSC [16], DHAN [5], RIS-GAN [49], DC-ShadowNet [19], CANet [3], Fu et al. [10], and BMNet [53]. Our CNSNet still presents a competitive de-shadowing performance by decreasing the total RMSE value from 4.46 to 4.29, and increasing the PSNR value of the shadow regions from 35.05 dB to 35.10 dB.

**Table 3.** Quantitative shadow removal results of our network compared to state-of-the-art shadow removal methods on the SRD dataset.

| Method          | RMSE (dB) | PSNR (dB) | SSIM   |
|-----------------|-----------|-----------|--------|
|                | S NS ALL | S NS ALL  | S NS ALL |
| Input Image     | 39.31 4.54 14.11 | 18.96 31.44 18.19 | 0.871 0.975 0.829 |
| DSC [16]        | 9.31 3.46 5.07 | 32.20 34.90 29.87 | 0.969 0.984 0.943 |
| DHAN [5]        | 7.77 3.49 4.67 | 33.83 35.02 30.72 | 0.980 0.984 0.957 |
| RIS-GAN* [49]   | 8.22 6.05 6.78 | —          | —      |
| DC-SNet         | 8.28 3.71 4.97 | 33.40 34.93 30.55 | 0.974 0.983 0.947 |
| CANet* [3]      | 7.82 5.88 5.98 | —          | —      |
| Fu et al. [10]  | 8.93 5.26 6.27 | 32.43 30.83 27.96 | 0.968 0.950 0.901 |
| BMNet* [53]     | **6.61** 3.61 4.46 | **35.05** **36.02** **31.69** | 0.981 0.982 0.956 |
| CNSNet (Ours)   | **6.92** **3.29** **4.29** | **35.10** **35.69** **31.69** | **0.982** **0.986** **0.959** |

### 4.4 Ablation Studies

In this subsection, we conduct several ablation studies on the ISTD dataset to demonstrate the contribution of each essential component in our framework. The notations used are listed as follows:

- "Ours (default)": Taking the final results as the default control group;
- "Ours w/o $\mathcal{L}$": Removing the certain loss term;
- "Ours w/o SOAN/SAAT": Removing the SOAN/SAAT module;
- "SOAN$_{BN}$": Utilizing BN in SOAN instead of regional IN;
- "SOAN$_{IN}$": Utilizing direct IN in SOAN instead of regional IN; and
- "SAAT$_{hardmask}$": Utilizing the guidance of hard masks in SAAT instead of soft masks.

In Table 4, we first justify the effects of the loss functions. It can be seen that $\mathcal{L}_{soft}$ enables the network to acquire more accurate soft-region masks for better
Table 4. Ablation studies on choosing the loss functions and variants of the two key
modules in our proposed CNSNet on the ISTD dataset.

| Method          | RMSE   | PSNR (dB)   |
|-----------------|--------|-------------|
|                 | S      | NS          | ALL | S      | NS          | ALL |
| Ours (default)  | 6.56   | 4.23 4.61   | 36.67 | 32.15 | 30.29             |
| Ours w/o $L_{soft}$ | 7.54 | 4.66 5.13   | 35.38 | 31.51 | 29.48             |
| Ours w/o $L_{grad}$ | 6.91 | 3.97 4.45   | 36.56 | 33.15 | 30.91             |
| Ours w/o $L_{per}$ | 7.05 | 4.26 4.71   | 36.35 | 32.54 | 30.27             |
| Ours w/o SOAN   | 7.54   | 4.43 4.94   | 35.39 | 31.80 | 29.75             |
| $SOAN_{BN}$     | 7.23   | 4.24 4.73   | 36.43 | 32.30 | 30.18             |
| $SOAN_{IN}$     | 7.17   | 4.07 4.58   | 35.85 | 33.12 | 30.53             |
| Ours w/o SAAT   | 7.49   | 5.04 5.44   | 36.09 | 30.08 | 28.70             |
| $SAAT_{HardMask}$ | 6.95 | 4.01 4.49   | 36.32 | 33.31 | 30.91             |

pixel-to-pixel connection, while $L_{grad}$ helps to balance the difference between the shadow and non-shadow regions for smooth recovery on the shadow boundaries, due to the dilated masks. Then, we investigate the performance gain brought by our SOAN module compared to other normalization methods (i.e., BN [18] and IN [2,34]). Obviously, applying the SOAN block can maintain the statistical consistency of deep features between the two regions, thereby improving the de-shadowing quality of shadow regions by a large margin. Finally, in the SAAT module, we verify the superior performance of the generated soft-region masks over the hard masks, solving the problem of lost information transmission caused by absolute regional separation.

5 Conclusions

In this paper, we develop a cleanness-navigated-shadow network (CNSNet) to achieve shadow removal via the short-range and long-range modeling. Our CNSNet exploits the auxiliary guidance of shadow masks to thoroughly investigate the regional information in both region-wise and pixel-wise ways through two novel modules, i.e., shadow-oriented adaptive normalization (SOAN) and shadow-aware aggregation with transformer (SAAT). The SOAN module keeps the statistical consistency by applying the information from the shadow-free region to the shadow region, while the SAAT module builds up the pixel-to-pixel connection between the two regions. Comprehensive experimental results have demonstrated the efficacy and superiority of our method, maintaining the balance of network complexity and performance at the meanwhile.
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