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I. INTRODUCTION

Modern multi-beam echo-sounders (MBESs) have the option to use frequency modulated (FM) signals, in addition to the more standard continuous wave (CW) signals. FM signals enable emitting long pulse lengths, while keeping a high ranging resolution. The latter is obtained by matched filtering the received echo signals. The long pulse length allows for measurements at larger ranges, resulting in an increase in the attainable swath. Despite the advantages gained by using FM signals, it has been observed that switching from CW to FM can result in noisier bathymetric measurements. A number of potential sources for the degradation in the performance of bathymetric measurements due to the use of FM signals have been identified in Refs. 5–7.

The first cause is related to the Doppler effect. Since the MBES is in a constant movement, the received signals will be affected by a Doppler frequency shift. When this received Dopplerized signal is matched filtered, using as replica the emitted signal, the matched filtered output will be affected by this difference in frequency, resulting in a bias in the estimate of the arrival time. In general, this bias is correct for in the MBES processing, using the speeds of the transducers at transmission and reception. Still, the imperfect knowledge on the speeds, and thus the imperfect correction, gives rise to uncertainties in the MBES derived depths.

In addition, the frequency shift as introduced by the Doppler effect also has an impact on the beamsteering, resulting in uncertainties in the steering angle. This second effect, however, also holds for CW pulses and is in general not compensated for. An uncertainty in the steering angle gives rise to uncertainties in the estimated depths which is important for the prediction of the total error budget carried out prior to a MBES bathymetric survey; an underestimate of the contribution of the Doppler effect potentially leads to an optimistic expectation of the depth uncertainties.

The second origin of potential effects on bathymetric uncertainties, stemming from the use of FM signals, is the baseline decorrelation. The phenomenon of baseline decorrelation is encountered in the MBES interferometry step, applied when using phase detection. For the interferometry step, the full MBES receiving array is divided into two sub-arrays and the phase difference of the signals arriving at the two sub-arrays is determined. The time at which the two signals are in phase is taken as the arrival time and the angle corresponding to this zero phase difference is referred to as the angle of arrival (AOA). For other systems, e.g., full interferometric systems, other effects such as footprint shift can also be important. Expressions for uncertainties in these cases, based on the Cramer-Rao lower bound, can be found, for example, in Refs. 11–14.

The backscattered signals received by these two sub-arrays are slightly different due to the different angular directions, and consequently the coherence between the two received signals is reduced. This degradation in coherence,
negatively affecting the quality of the phase estimates, is a purely random process\textsuperscript{15} which cannot be compensated for. This effect has been addressed in a number of studies, for example, in Refs. 15–18, for different environments; based on the different measurement configurations and signals considered, different outcomes were found regarding the importance of the baseline decorrelation. In Ref. 5 the effect was studied nicely and thoroughly specifically for the MBES using FM pulses, and expressions were derived for quantifying the uncertainty in MBES bathymetric measurements due to baseline decorrelation for both FM and CW pulses. For the situation considered in Ref. 5, consisting of a water depth of around 200 m and a 73 kHz MBES, it was found that the phase difference uncertainty (which results in bathymetry uncertainty) due to baseline correlation is higher for FM pulses than for CW pulses. This indicates that indeed the baseline decorrelation is a factor potentially contributing to a degradation in the bathymetric measurements when switching from CW to FM pulses.

In this contribution the analysis of Ref. 5 is extended to a shallow water configuration (\(\sim 60 \text{ m}\)), of relevance to marine environments typically encountered on the continental shelf, and a high frequency MBES system (center frequency of 300 kHz). Both abovementioned contributions, i.e., the effects of Doppler and decorrelation, will be quantified for this environment. This will provide insight into their relative importance. Another important step in this paper, in addition to the analysis of Ref. 5, is to investigate if a degradation in bathymetric measurements due to the use of FM pulses is indeed expected for these types of environments. To this end, the contribution of the Doppler effect will be compared to all other uncertainties inherent to MBES bathymetric measurements, i.e., range measurement, roll and steering angle, pitch angle, beam opening angle, and sound speed profile. For this, use is made of predictions of the total propagated uncertainty based on Refs. 19 and 20. To assess the agreement of the modeled uncertainties with those encountered in measurements, depth measurements in both FM and CW modes acquired during a survey in the Westerschelde Estuary using EM2040c dual head are analyzed.

A preliminary study on the effect of using FM pulses on the uncertainty of the MBES derived depth was presented in Ref. 21, mainly investigating the sensitivity to various pulse shapes. In the present contribution, focus is on a realistic MBES so that the results can be compared with measurements. In addition, the considered uncertainties are compared to other sources of uncertainty in MBES bathymetric measurements.

This paper is organized as follows. Section II focuses on the expected effects of the use of FM signals. In Sec. III the contributions of Sec. II will be quantified for a realistic situation followed by a discussion on their relative contribution to the total bathymetric uncertainties in Sec. IV. The results from real measurements will be presented in Sec. V and the conclusions will be drawn in Sec. VI.

II. MODELING THE EFFECTS OF USING FM SIGNALS ON MBES BATHYMETRIC UNCERTAINTIES

Considering the use of either CW or FM pulse shapes, the only difference in the processing is the fact that for the FM signal, matched filtering, i.e., pulse compression, is applied at reception. This is illustrated in the diagram of Fig. 1.

The potential causes for the degradation in MBES bathymetric measurement performance due to the use of FM signals, as indicated by the ellipses in Fig. 1, are:

1. The MBES is in constant movement. Consequently, the received signal shape will be affected by Doppler effects. When applying matched filtering to the received signal using as the replica the emitted signal without Doppler, an error will be introduced.
2. The Doppler effect will also affect the beamsteering since the delays applied assume the frequency of the signal without the presence of Doppler. However, this effect also exists for CW signals.
3. In the interferometry step the full array is divided into two subarrays and the phase shifts as a function of time between the beamformed signals at these two subarrays are determined. The time at which this phase shift is zero corresponds to the return from the seafloor exactly at the beam angle. The estimates of the phase shifts, and therefore the zero-crossing, are deteriorated by noise (intrinsic and additive). Whereas the improved signal-to-noise (SNR) (reduction of relative contribution of additive noise), for FM signals will reduce this noise, Refs. 5 and 6 suggested that the sidelobes of the matched filtered FM signal will increase the noise (intrinsic noise increase).

A. Effect of Doppler frequency shift on MBES bathymetric measurements

In this subsection, the effect of the Doppler frequency shift on the MBES measurements is addressed, thereby quantifying the effects indicated by numbers 1 and 2 in Fig. 1.

The Doppler frequency shift stems from the movement of the MBES transducer when emitting and receiving the signal. Consider a location on the seafloor at the angular position \(\theta\), see Fig. 2 (for the moment, assume that the across track angle under which the MBES is mounted on the ship and the roll angle are zero). The distance between the two sub-array centers (hereafter denoted \(a\) and \(b\)) is denoted by \(L\). The speeds of the array center at emission and reception projected on the beam direction are \(v_e\) and \(v_r\), respectively. It is assumed that there is no rotation around the array center.

The time difference between emitting and receiving the first sample of the emitted pulse for a receiver located at the center of the array is denoted by \(\tau\). Since the signal samples span the pulse length and the receiver and transmitter are in

![FIG. 1. (Color online) Flow diagram of the MBES processing chain. Indicated with ellipses are the three processing steps that are considered in this paper with respect to potential influence of the use of an FM pulse on the quality of the MBES derived estimates of water depths.](image-url)
movement over the pulse length, the time needed for the signal to travel from source to receiver changes over the pulse length.

Consider now the signal sample received at the instant \( t_r \), which corresponds to the signal sample transmitted at the instant \( t_e \) where both times are defined as the elapsed time since the start of the transmission. The following equations relate these two instances for the two subarrays \( a \) and \( b \), respectively:

\[
c(t_r - t_e) = c(t_r - t_e) = c t - v_r t_e - v_r(t_r - \tau) - \frac{L}{2} \sin \theta,
\]

(1)

\[
c(t_r - t_e) = c(t_r - t_e) = c t - v_r t_e - v_r(t_r - \tau) + \frac{L}{2} \sin \theta,
\]

(2)

with \( c \) being the speed of sound in the water and assuming a sufficiently large water depth to allow for neglecting the curvature of the wave front. For the array center and \( t_e = 0 \), one finds \( t_r = \tau \), i.e., the two-way travel time of the first sample from and to the array center. For all subsequent times, the above expressions model the change in the received signal due to the movement of the transducer at emission and reception. Using the above equations, the received signals can be expressed as:

\[
s_a(t) = s \left( \frac{k_{1}}{k_e} (t - \tau) + \frac{L}{2} \sin \theta \right) \text{ with } k_e = 1 - \frac{v_r}{c} \text{ and } k_{1} = 1 + \frac{v_r}{c},
\]

(3)

\[
s_b(t) = s \left( \frac{k_{2}}{k_e} (t - \tau) - \frac{L}{2} \sin \theta \right) \text{ with } k_{2} = 1 + \frac{v_r}{c},
\]

(4)

with \( s \) the emitted signal shape. It is seen that the received signals are delayed and distorted, i.e., affected by Doppler, versions of the transmitted signal.

1. Doppler effect on matched filtered signals

The resulting Doppler frequency shift will affect the matched filtering output. Small Doppler mismatches, where the matched filtered signal is Doppler shifted but the replica is not, do not change the general matched filter output shape and reduce the amplitude very little for FM pulses. However, the maximum of the matched filter output is shifted in time. Thus, uncompensated Doppler frequency shifts change the estimate of the two-way travel time; this is the so-called range-Doppler coupling:

\[
\tau_{\text{shift}} = -f_{d} \frac{T}{B},
\]

(5)

where \( \tau_{\text{shift}} \) indicates the shift in the location of the maximum of the matched filter output with respect to the undopplerized matched filter output. \( f_d \) is the difference between the frequency of the received and emitted signals (reflecting the Doppler effect) equaling \( f_d = f_c (1 + v_r/c) (1 - v_r/c) - f_c \approx f_c (v_r + v_e)/c \), where \( f_c \) is the center frequency of the signal, \( B \) and \( T \) are the signal bandwidth and pulse duration, respectively. It is assumed that the MBES transducer speeds are much smaller than \( c \). In case the exact value for \( f_d \) is considered instead of the approximation, the resulting \( \tau_{\text{shift}} \) will be in agreement with Ref. 24.

The maxima of signals \( y_a \) and \( y_b \) are thus shifted with shifts \( \tau_{\text{shift}}^{y_a} \) and \( \tau_{\text{shift}}^{y_b} \) of

\[
\delta t = \tau_{\text{shift}}^{y_a} = \tau_{\text{shift}}^{y_b} = - \frac{v_r + v_e}{c} f_c \frac{T}{B},
\]

(6)

where \( \delta t \) corresponds to the expected shift in the estimate for the two-way travel time. Thus, the first impact of the Doppler effect is a time shift in the estimated arrival time, and thus the estimated range-Doppler coupling can be compensated in the post-processing mode if the speeds are known. However, an uncertainty in these speeds results in an uncertainty in the correction applied, leading to an uncertainty in the estimated bathymetry.

2. Doppler effect on beamforming

When beamforming, the signals as received on the different receiving elements are delayed and then summed. The delay is such that it reflects the expected differences in the arrival times for the different receiving elements. The delay can be either applied on the signals in the time or frequency domain. The latter corresponds to applying a phase shift. Movement of the transducer affects the received pulse. Not accounting for this in the time delay or phase shift will, in turn, have an influence on the beamforming output. This effect exists both for FM and for CW pulses.

The derivations below consider the array to consist of two elements (\( a \) and \( b \)). For the times at which the signals are received at subarrays \( a \) and \( b \), we can write

\[
\text{Subarray } a: \quad t_r(c + v_r) = t_e(c - v_e) + \tau c + \tau v_r - \frac{L}{2} \sin \theta \quad \iff \tau_r = \tau + t_e \frac{c - v_e}{c + v_r} \frac{L}{2} \sin \theta.
\]

(7)

\[
\text{Subarray } b: \quad t_r(c + v_r) = t_e(c - v_e) + \tau c + \tau v_r + \frac{L}{2} \sin \theta \quad \iff \tau_r = \tau + t_e \frac{c - v_e}{c + v_r} \frac{L}{2} \sin \theta.
\]

(8)
The first term in the expression for $t_r$ is the time between the emission of the first signal sample and its arrival at the full array center. The term in the middle indicates the compression or expansion of the signal corresponding to the Doppler shift in frequency. The last term of these two equations indicates the time shifts that need to be applied when steering in direction $\theta$. However, the time delays applied in the MBES are different and do not account for the speed of the transducer, i.e., they account only for the speed of sound $c$ and not for the full $(c + v_r)$ terms, resulting in a difference between the steering angle aimed for and that obtained ($\theta_s$). The following holds:

$$L \sin \theta_s = L \sin \theta = \frac{L \sin \theta}{2c + v_r}$$

The term $1 - v_r/c$ is derived using the Taylor series expansion of $1/(1 + v_r/c)$ with $|v_r/c| \ll 1$ around the point zero, truncated after the first-order term. Using the Taylor series expansion of $\sin^{-1}[\sin(1 - v_r/c)]$ around the point $\sin \theta_s$ again truncated after the first order term, results in the following expression for the error in the steering angle

$$\delta \theta_s = \theta_s - \theta \approx -\frac{1}{\sqrt{1 - \sin^2 \theta}} \frac{v_r}{c} \sin \theta = -\frac{v_r}{c} \tan \theta. \quad (10)$$

This bias is equal for CW and FM signals. In contrast to the effect of Doppler on the matched filtered signals which is often taken into account in the post processing, the angular bias in the beamsteering is not corrected for. This bias in the angle estimate varies from ping to ping and is as such in this research considered as a contribution to the depth uncertainty considering $v_r$ as the random variable.

3. Doppler effect on MBES bathymetric measurements

Finally, the uncertainty in the bathymetric measurements as introduced by the Doppler frequency shift can be determined from the following expression:

$$d = r \cos P \cos(\theta_s + R + \theta_{mount}) = r \cos P \cos \theta, \quad (11)$$

where $d$ and $\theta_s$ are the depth below the transducer at the instant of the measurements and steering angle relative to the transducer normal, $P$ is the pitch angle, $R$ is the roll, and $\theta_{mount}$ is the across track angle under which the MBES is mounted on the ship. The angle $\theta$ is defined as $\theta_s + R + \theta_{mount}$ and is the beam angle with respect to the depth-axis. $r$ is the oblique distance between the transducer and seafloor.

In case there is an error in the steering angle due to the Doppler effect, $\sigma_{\theta_s,\text{Doppler}}$, an uncertainty in the bathymetry, $\sigma_{d,\theta_s,\text{Doppler}}$, is introduced. The expression for the contribution of this error is

$$\sigma_{d,\theta_s,\text{Doppler}}^2 = (r \cos P \sin \theta)^2 \sigma_{\theta_s,\text{Doppler}}^2$$

$$= (r \cos P \sin \theta)^2 \frac{\text{var}(v_r)}{c^2} \tan^2 \theta, \quad (12)$$

where $\sigma_{\theta_s,\text{Doppler}}^2$ is determined by applying error propagation to Eq. (10) and $\text{var}(v_r)$ denotes the variations in the speed at the reception which in this case corresponds to the variance of $v_r$.

Similarly, an error in the estimate of the range shift due to the Doppler effect (stems from the errors in the estimate of the transducer speeds), $\sigma_{d,\text{Doppler}}^2$, results in a bathymetric uncertainty ($\sigma_{d,\theta_s,\text{Doppler}}^2$). For the bathymetry uncertainty we have

$$\sigma_{d,\theta_s,\text{Doppler}}^2 = (\cos P \cos \theta)^2 \sigma_{\text{Doppler}}^2$$

$$= (\cos P \cos \theta)^2 \left(\frac{\sigma}{\sqrt{2B}}\right)^2 \sigma_{v_r}^2. \quad (13)$$

Here, it is assumed that the uncertainty in the speed at transmission and reception are equal and $\sigma_{v_r}^2$ denotes the uncertainty in the speed at the reception. This is a valid assumption for the situations where the two-way-travel-time is short compared to the typical period of change in the wave motion [the ocean wave period spectra is larger than 4 s (Refs.26, 27)] and thus the speeds at transmission and reception are almost equal. However, in the deeper water when the two-way-travel-time can be several seconds, these speeds are different and the error propagation should be applied separately to them. $\sigma_{d,\text{Doppler}}^2$ only occurs when using FM pulses. However, the bathymetric uncertainty induced by the error in the beamsteering angle, Eq. (12), holds for both CW and FM pulses.

B. Effect of baseline decorrelation on MBES bathymetric measurements

Signals arriving from scatterers located in the signal footprint (instantly ensonified area) overlap in time, i.e., the signals received at one instant of time result from contributions of all scatterers within the signal footprint. Hence, the footprint can be considered as a source dimension with its own directivity pattern. This fluctuation and the fact that the two sub-arrays observe the bottom along slightly different angular directions result in a decorrelation between the two received signals. This decorrelation is referred to as baseline decorrelation which is an intrinsic noise origin (inherent component of the acoustical signal), and increases as the size of the footprint gets larger (due to the more fluctuating directivity pattern). It has been suggested that due to the presence of sidelobes in the matched filtered FM pulse, its footprint gets larger compared to that of CW, and hence the baseline decorrelation increases.

Reference 20 accounts for the depth uncertainty induced by the interferometry step (phase detection) through an uncertainty in the angle estimate as the following:

$$\sigma_{d,\theta_\text{mean}}^2 = (r \cos P \sin \theta)^2 \sigma_{\theta_\text{mean}}^2, \quad (14)$$

where the depth uncertainty due to the baseline decorrelation ($\sigma_{d,\theta_\text{mean}}$) is taken into account through $\sigma_{\theta_\text{mean}}^2$, i.e., a random error in the measurement of the impact angle which in case of phase detection reads as
where $\psi_y$ is the beam opening angle in the across-track direction in case no steering is applied. $N$ is the number of phase samples defined as

$$N = \frac{\psi_y \tan \theta}{\Delta r_p \cos \theta},$$

(16)

with $\Delta r_p$ being the phase sampling resolution in meters.

An alternative approach is to account for the baseline decorrelation through an uncertainty in the estimate of the phase difference zero-crossing (in the interferometry step). In the present contribution, use is made of the coherence coefficient $\mu$ (see Refs. 5, 6, and 16) for the MBES interferometry step

$$\mu = \frac{\text{FT}|s(t)|^2 (f_c L \cos^2 \theta)}{\text{FT}|s(t)|^2 (0)},$$

(17)

where FT denotes the Fourier transform of the signal $s$. $s$ may be the actual envelope of the narrow-band signal (CW) or the envelope obtained after pulse compression of the modulated signal (FM). As the coherence coefficient is dependent on the signal parameters (shape and $f_c$), it is not known beforehand how this decorrelation affects CW signals compared to FM signals.

From Ref. 29, the following expression for the variance of the phase difference is obtained:

$$\sigma_{\Delta \phi}^2 = \frac{1 - |\mu|^2}{1 - (|\mu| \cos \psi)^2} \left( \pi^2 - \pi \sin^{-1}(|\mu| \cos \psi) \right. + \left. \left( \sin^{-1}(|\mu| \cos \psi) \right)^2 \right) + \frac{1}{2} \sum_{i=1}^{\infty} \frac{1 - |\mu|^{2i}}{i^2},$$

(18)

where $|\mu|$ is calculated from Eq. (17) and $\psi$ is the phase of the expected value of $s_d s_\phi^*$ (zero at the instant of detection) with * being the complex conjugate.

The expression for the bathymetric uncertainty induced by the errors in the time estimate due to the baseline decorrelation ($\sigma_{d,\text{Decorr}}^2$) is

$$\sigma_{d,\text{Decorr}}^2 = \frac{(d \sigma_{\Delta \phi})^2}{2 \pi f_c L \cos \theta / c \tan \theta} \frac{L}{N}.$$

(19)

Typically Eq. (14) or Eq. (19) can be used to account for the bathymetric uncertainty induced by interferometry. We now investigate to what extend they agree. Substituting Eq. (15) in Eq. (14) with the across-track beam opening angle (with zero steering) equaling $\psi_y = \lambda / L_{\text{array}} = c / (f_c L_{\text{array}})$, where $L_{\text{array}}$ denotes the total length of the acoustic array which is different from the baseline length ($L$). The latter is chosen to be $1/3$ of the total array length. This substitution leads to the following expression:

$$\sigma_{d,\text{Decorr}}^2 = \frac{(0.2 \lambda)^2}{\sqrt{N}}.$$

(20)

It is clear that Eqs. (19) and (20) are in agreement [the part $d^2 / (f_c L \sqrt{N} / c \tan \theta)$ is similar in both expressions], except for a coefficient $Q$. In the case where Eqs. (19) and (20) are used, the factor $Q$ equals $\sigma_{\Delta \phi} / (2 \pi \cos \theta)$ and $0.2 / 3$, respectively. $\sigma_{\Delta \phi}$ is dependent on the pulse shape. In Sec. IV the agreement between both expressions is quantified.

An additional point to highlight is the effect of additive noise. The above considerations have not taken into account the deteriorating effect of additive noise affecting the outer beams. The nature of the additive noise makes its prediction complicated (see Ref. 30), requiring information on the acoustic backscatter returned to the MBES. The backscatter strength returned to the sonar is the result of a complex interaction of the acoustic pulse transmitted and the often inhomogeneous seafloor (see as an example Refs. 31 and 32). The nature of the energy returned carries important information about the seafloor characteristics and physical properties and can be used for seafloor classification. However, the backscatter strength might not be known before the data acquisition and no closed form expressions can be derived. Still, in Secs. III and IV, the total coherence coefficient due to both noise origins is assessed to obtain insight into the impact of additive noise. Additionally, this uncertainty source is also discussed in Sec. V, where real measurements acquired in the FM and CW modes are analyzed.

III. QUANTIFYING THE CONTRIBUTION OF THE EFFECTS OF DOPPLER AND BASELINE DECORRELATION TO MBES BATHYMETRIC UNCERTAINTY

This section aims at the quantification of the potential effects of the Doppler frequency shift and baseline decorrelation on the bathymetric uncertainty. The situation considered is that of 60 m water depth, and a high-frequency MBES (300 kHz). The MBES considered reflects the EM2040c dual head. Currently, this system is in widespread use for monitoring continental shelf waters. CW and FM specifications and the characteristics of the Kongsberg EM2040c MBES are presented in Tables I and II, respectively. The modelling is carried out for the medium and very long CW pulse lengths available in EM2040c, i.e., 0.145 and 0.6 ms. The former is often used for shallow waters and the latter is employed here to assess the impact of lengthening the pulse (and consequently the footprint). For the FM, a pulse of 3 ms is considered.

For the CW pulse, a Hanning function is applied. With regards to the tapering value of the FM signal, Kongsberg considers a varying tapering value between 10% and 50%. In this contribution, the modelling has been carried out using the smallest (nearly rectangular shape) and largest tapering values to assess the effect of signal smoothing.

With regards to the bandwidth used, the EM2040c transmits FM pulses with the effective bandwidth of a few kHz. Here, we focus on an effective bandwidth of 2.615 kHz (see Table I). The length of the baseline is assumed to be 0.12 m.
which is one-third of the theoretical array length (based on the beam opening angle), corrected for the shading (20%).

### A. Effect of the Doppler frequency shift on bathymetric uncertainty

For modeling the effects of the Doppler frequency shift, the uncertainty and variance in the speeds of the MBES transducer at transmission and reception are needed. To this end, positioning and attitude data acquired during two measurement campaigns were used. One data set was acquired at the North Sea (Cleaver Bank area) on 5th of November 2013 in rough weather conditions. To assess the impact of the weather condition on the Doppler effect, we also analyzed the data set from the Plymouth Sound area, United Kingdom, acquired on the 14th of October 2004 in a calmer weather condition compared to the Cleaver Bank data. The water depth assumed for the predictions of the Doppler induced depth uncertainty was 60 m, i.e., relatively shallow water.

Shown in Fig. 3(a) is the variation of the speeds at transmission projected on the beam direction for different beam angles over a sailing track with relatively constant heading for the rough (dark color) and calm (light color) sea states. The reason for considering one track line with constant heading and not the full surveyed area is that for the projection of the speeds on the beam direction, the rotation from the navigation frame to vessel frame is required, which can significantly vary when making turns and changing sailing direction. The impact of the weather condition is clearly visible. Rough weather conditions result in larger variations of the projected speeds over the varying beam angles compared to calm conditions. Larger values for calm sea state for the beams close to the nadir are due to the higher vessel speed during the data acquisition (4.63 m/s for calm and 3.06 m/s for the rough sea state). It is also seen that the variations of the speeds projected are not perfectly symmetric with respect to the nadir (this behavior was also observed in Ref. 25) for either data sets due to the vessel rolling during data acquisition (this has been confirmed by obtaining symmetric variations over the beam angles from a simulation with zero roll).

As mentioned, for the bathymetric errors due to imperfect corrections of the Doppler effect in the matched filtering process, the uncertainty in the estimate of the speeds is required. To obtain an estimate for this value, a Monte Carlo simulation has been run where the projected speeds are calculated assuming the motion and positioning sensors and alignment measurements are normally distributed with the standard deviation specified by Kongsberg to meet the accuracy requirement of the EM2040c system. The uncertainties of roll, pitch, heading, and heave are considered equal to 0.02°, 0.05°, 0.2°, and 0.05 m or 5% of the depth, whichever is highest, respectively. Moreover, the accuracy of transducer and motion sensors alignment are assumed to be 0.02, 0.02, 0.005 m and 0.05, 0.05, 0.05 m in the vessel coordinate system with positive $x$ to the bow, positive $y$ to the starboard, positive $z$ to downward, respectively. Shown in Fig. 3(b) are the uncertainties in the estimate of the speeds for both sea states. It is seen that for the rough conditions, the uncertainties are in general higher than those of the calm.

Using these variations and uncertainties of the speeds, the MBES bathymetric uncertainty induced by the uncertainty in the Doppler effect is calculated using Eqs. (12) and (13). It should be noted that theoretically the calculation of the depth uncertainty induced by the imperfect Doppler correction requires both the uncertainties in the estimate of the speeds at transmission and reception, see Eq. (6). However, with water depth of around 60 m, the maximum TWTT for the most outer beam (65°) is approximately 0.2 s which is considerably shorter than the typical period of the waves (around 4 s) and the speeds at the reception and transmission are thus almost equal. This has also been verified from the two data sets. Figure 4 shows the resulting bathymetric uncertainty, referred to as the random vertical uncertainty (RVU), for CW and FM pulses. Although when using a CW pulse, matched filtering is not applied, the variations of the speeds still induce an error in the measurements. In this case, there is an error in the beam steering angle which is currently not corrected for in the MBES processing. It is seen that for the calm sea state, the depth uncertainty for the CW pulse is nearly 85% of that of the rough sea state for the outer most beams.

For the FM pulse there is, in addition to the error in the beam angle, also an uncertainty in the travel time estimation. The error due to beam steering (dashed curves) is independent of the pulse shape and is equal for both CW and FM pulses. However, the vertical uncertainty due to the imperfectness of Doppler range correction occurs only for FM pulses [dotted curves in Fig. 4(b)] and depends both on the bandwidth and pulse length of the signal. Widening the bandwidth (or increasing the tapering value) of the FM pulse decreases the contribution of this error source. Compared to the depth uncertainty due to the beamsteering which is a first-order effect, the contribution of the error due to the imperfectness of the Doppler range bias estimation, a

---

### TABLE I. CW and FM specification for EM2040c.

| Parameter                        | CW     | FM     |
|----------------------------------|--------|--------|
| Tapering value (%)               | 100    | 10 , 50|
| Center frequency (kHz)           | 300    | 300    |
| Pulse length (ms)                | 0.145  | 0.600  |
| Effective bandwidth (kHz)        | 2.615  |        |

### TABLE II. Characteristics of a EM2040c dual head used as input for the predictions of MBES inherent depth uncertainties.

| Parameter                        | Value  |
|----------------------------------|--------|
| Number of beams                  | 400    |
| Beam spacing mode                | equi-angular |
| Swath width (deg.)               | 130    |
| Mounting angle of transducer (deg.) | 34.73 for starboard, 35.29 for port |
| Beam steering reference angle (deg.) | 0      |
| Along-track opening angle (deg.)  | 1      |
| Across-track opening angle (deg.) | 1      |
| Range sampling resolution (m)    | 0.018  |
| Phase sampling resolution (m)    | 0.018  |
second-order effect, is much smaller. Both effects and their sum are shown for FM, see Fig. 4(b). As expected, the rough sea state worsens the situation, i.e., for the outer most beams the uncertainty is increased by a factor of 1.2 and the dominant contributor is the error due to the beamsteering. It should be noted that not accounting for the Doppler effect in the matched filtering would increase this contribution typically by a factor of 10.

B. Effect of the baseline decorrelation on bathymetric uncertainty

Equations (17) and (18) are used to calculate the coherence coefficient, Fig. 5(a), and the standard deviation of the phase difference between the subarrays $a$ and $b$ over the phase ramp, Fig. 5(b), as a function of the beam angle, respectively.

As can be seen for the CW pulse with the duration of 0.145 ms, the coherence coefficient is the highest leading to the lowest noise over the phase ramp (dashed curves in both frames of Fig. 5). However, an increase in the pulse length leads to a decrease in the coherence coefficient and increase in the standard deviation of the phase estimate, as seen for the two CW pulses with different durations. This can be explained by the increasing signal footprint and the resulting decreasing coherence level.

With regards to the FM pulse, the coherence coefficient (and the noise over the phase ramp) is more controlled by the bandwidth and the tapering values instead of the pulse length. Increasing the tapering value results in an increase in the coherence coefficient (decrease in the noise over the phase ramp) as the sidelobe’s level is reduced. Moreover, widening the effective bandwidth of the FM signal, again leads to an improvement in the coherence coefficient which is expected as the effective pulse length decreases (compare the three FM pulses in both frames of Fig. 5). An increase in the pulse length of the FM signal while the effective bandwidth and the tapering coefficient remain unchanged does
not affect the coherence coefficient. This is due to the equal pulse lengths of the two pulse-compressed signals and, consequently, equal footprints and coherence coefficient.

The comparison between the coherence level of CW and FM pulses due to the baseline decorrelation reveals that, for an effective bandwidth of 2.615 kHz and both tapering values, the coherence coefficient of the CW pulse is higher than that of FM. However, the coherence level and consequently noise over the phase ramp do fully depend on the pulse specifications and are not solely a matter of using CW or FM pulses. As an example, if we consider the FM pulse with a tapering value and effective bandwidth of 50% and 3.615 kHz (dotted curves), respectively, the coherence level due to the baseline decorrelation becomes very close to that of the CW pulse with a pulse length of 0.6 ms.

Although smoothing the FM signal and shortening the CW pulse improve the coherence coefficient, it also reduces the transmitted energy level and hence SNR is deteriorated. As mentioned in Sec. II, modelling the SNR (additive noise contribution) prior to the survey is a complicated task requiring information on bottom characteristics. However, to obtain insight into the impact of the SNR on the standard deviation of the phase difference, a simulation has been performed. The SNR modelling is carried out using the well-known active sonar equation\(^{30}\) assuming a maximum transmitted energy level of EM2040c available (equaling 204.5 \(\mu\)Pa@1 m\(^{-3}\)) and a sandy mud bottom. The total backscatter strength is modelled as the result of a contribution from volume backscattering and rough interface backscattering.\(^{38}\) It can be shown that the total coherence coefficient is the product of baseline decorrelation coherence coefficient and additive noise coherence coefficient.\(^{5,39}\) The standard deviation of the phase estimate is now derived substituting this total coherence coefficient in Eq. (18).

Shown in Fig. 6 is the standard deviation of the phase estimate resulting from both additive noise and baseline decorrelation. It is seen that for the CW pulse with the longer pulse length, the standard deviation of the phase difference is affected by the additive noise for a smaller range of outer beams. This is due to the higher target strength (increased by an increase in the ensonified area) and lower noise level (inversely proportional to the signal duration). For the two

![Baseline decorrelation and additive noise](image)

**FIG. 6.** (Color online) Predictions of \(\sigma_{D0}\) due to the baseline decorrelation and additive noise for CW and FM pulses with different specifics. For the echo sounder a baseline \(L\) of 0.12 m was used (\(\psi = 0\)).
FM pulses with the same tapering coefficients, the additive noise deteriorates the uncertainty in the phase estimate for the outer beams in a similar manner. With regards to the FM pulse with 10% tapering value (nearly rectangular) an increase in the uncertainty of the phase estimate due to the additive noise occurs for a negligible range of outer beams compared to the two other FM pulses considered, which is due to a less smooth signal. Thus, it is seen that although using a smoother FM pulse shape increases the uncertainty on the phase estimate for the outer beam due to the reduced SNR, it decreases the uncertainty due to the baseline decorrelation, and hence a trade-off has to be found between the sidelobes’ reduction achieved at the cost of an increase in the additive noise.

The final bathymetric uncertainty due to the baseline decorrelation is determined using Eq. (19) and is shown in Fig. 7(a). From this figure, but also from those shown previously, it is clear that the effect of baseline decorrelation on the bathymetric uncertainty is based on the pulse shape and is not solely a matter of using a FM or CW pulse; compare the FM pulse with the largest effective bandwidth and CW pulse with the longest duration. Moreover, the bathymetric uncertainty due to the baseline decorrelation increases up to a certain beam angle and then decreases. Depending on the pulse specifications, the standard deviation of the phase difference is nearly constant for the range of beam angles. The denominator Eq. (19) thus plays an important role for the beam angles within this range and controls the shape of the bathymetry uncertainty curve (the denominator decreases with the beam angle and consequently the depth uncertainty increases). However, for the beam angles out of this range, the standard deviation decreases rapidly and the rate of its decrease is more dominant than the decreasing rate of the denominator.

To obtain the total depth uncertainty induced by the errors in the detection instant for the different pulses, the signal pulse length has to be also taken into account. This is due to the inability to separately distinguish instantaneous contributors located within the resolution cell (delimited by the pulse duration) as they are all received at the same time. This means that at a given instant of reception relative to the transmission (t), the target echo contains simultaneous contributions from all scatterers included inside a resolution cell, which is determined by the pulse length. Inside this resolution cell, the instantaneous contributors cannot be distinguished separately. Under the assumption of uniformly distributed contributors within the resolution cell (which is a valid assumption if geometrically equidistributed scatterers are considered), the uncertainty in the estimation of the arrival time is $T/\sqrt{12}$ (classical result for a uniform distribution). Considering $r$ in Eq. (11) as the multiplication of the sound speed and the TWTT divided by 2 and application of the error propagation gives the estimate of the induced uncertainty due to this contributor as $cT \cos P \cos \theta / (4\sqrt{3})$, and its square is added to Eq. (19). The combined depth uncertainty due to the baseline decorrelation and signal duration is shown in Fig. 7(b). It is seen that for the CW pulse with the shortest and longest durations, the vertical uncertainty due to the error on the detection instant is the lowest and highest, respectively. For the two FM pulses with different tapering values, the depth uncertainty is nearly the same. However, as the effective bandwidth increases, the uncertainty decreases. Although the depth uncertainty due to the baseline decorrelation for the FM pulses with the smaller effective bandwidth is higher than that of the CW pulse with the duration of 0.6 ms, the depth uncertainty due to the error in the detection instant of the former is lower than that of the latter. This is due to the fact that for the FM signal, the pulse length after the matched filtering is used to determine the contribution of the signal duration in the detection instant which is much smaller than the original pulse length of the FM (3 ms) and CW with the pulse length of 0.6 ms.

Shown in Fig. 7(c) is the depth uncertainty induced by the combined effect of baseline decorrelation (intrinsic), additive noise, and the signal duration, and hence is a more comprehensive representation of the depth uncertainty due to the errors in the detection instant for the different pulse types. It is seen that for the CW pulse with the shortest duration, the additive noise deteriorates the bathymetric uncertainty for the outer beams (this deterioration was also observed in the estimate of the phase difference, see Fig. 6). Regarding the CW pulse with the longest duration and the
three FM pulse shapes, no noticeable difference was observed compared to Fig. 7(b) (where only the uncertainty induced by the baseline decorrelation and signal duration were considered).

As mentioned, the backscatter strength is related to seafloor characteristics such as sediment bulk density, seafloor roughness, volume heterogeneity, and discrete scatterers and the SNR (and consequently the additive noise) is thus different for varying sediment types. To obtain a better understanding of this effect on the additive noise, two sediment types, i.e., clay and sandy gravel, representative of fine and coarse sediments are considered. The depth uncertainty induced by the combined effect of the baseline decorrelation, signal duration and additive noise for the CW pulse with the duration of 0.145 ms (light color) and the FM pulse with the effective bandwidth of 2.615 kHz and 10% tapering value (dark color) considering these two sediments are shown in Fig. 8. To highlight the effect of additive noise, the level of transmitted power is assumed to be 20 dB lower than the maximum power available at the transmission. It is seen that for the fine sediment (clay) shown with solid curve, the additive noise deteriorates the RVU to a larger extent than that of the coarse sediment (sandy gravel) shown with dashed curve which is due to the higher SNR of the former resulting from the higher backscatter values.

IV. AN ASSESSMENT OF THE RELATIVE CONTRIBUTION OF THE EFFECTS OF DOPPLER AND BASELINE DECORRELATION

In this section the bathymetric uncertainties induced by the baseline decorrelation and uncertainties in the Doppler effect are compared to the total depth uncertainty predicted. For the prediction of the total bathymetric uncertainty, use is made of Refs. 19 and 20 considering only the contributors relative to the MBES transducer (see the Appendix for the description of the equations used). The uncertainty prediction model was developed under the assumption of independent contributors and flat seafloor. Modelling the uncertainties for a non-flat seafloor requires information regarding the bottom prior to the data acquisition, which is not always feasible. Therefore, we have used model of in Refs. 19 and 20. Using Eqs. (A1)–(A6) (see the Appendix), the errors due to range measurement, roll and steering angles, pitch angle, along track opening angle, sound speed profile, and the resulting total RVU (TRVU) are calculated. It should be noted that for the calculation of TRVU, the contribution of the Doppler effect has not been considered. This enables us to investigate the magnitude of the underestimated contribution of the depth uncertainty that occurs in case of not accounting for the Doppler induced error.

Presented in Fig. 9 is the predicted bathymetry uncertainty due to the total and individual error sources (68% confidence level) for the CW pulse with the duration of 0.145 ms and FM pulse with the effective bandwidth of 2.615 kHz. For the errors related to the range measurements, the sum of the contribution of the baseline decorrelation, signal duration and uncertainty in the measurements of the average sound speed, Eq. (A1), is considered.

The characteristics of the EM2040c (Table II) were used as the input parameters to predict the uncertainty in the bathymetry measurement for a given depth (60 m) as shown in Fig. 9. In addition to the characteristics of the MBES, the characteristics of the sound speed measurements and the motion sensor are also of great importance. Phins was used as the inertial navigation sensor for providing position, true heading, attitude, speed, and heave. The roll and pitch accuracies of the system are 0.01° (the misalignment accuracies are assumed to be 0.02°). The sound velocity profiler is a miniSVP manufactured by Valeport. The accuracy of the system indicated by the manufacturer is 0.02 m/s. However, from measurements in different locations (inland waterways and the North Sea), the uncertainty was found to be 0.2 m/s, and hence this value is chosen as a more realistic description of the system’s accuracy. A constant sound speed of 1500 m/s in the water column and 1505 m/s at the transducer are assumed. It should be highlighted that the uncertainty predictions presented in Fig. 9 are based on the specifications discussed above and illustrated in Table II and are not to be viewed as the uncertainty predictions applicable to a different scenario.

For the FM pulse, the contribution of the errors in the range measurements (grey cross markers), i.e., baseline decorrelation and the signal duration, is higher than that of CW which is due to its longer effective pulse length. The additive noise consideration does not affect the depth uncertainty for the FM pulses with the specific considered here; the error due to the range measurements with and without additive noise coincide. However, for the CW pulse with the duration of 0.145 ms, if the contribution of the additive noise is considered, the range measurements errors (solid grey curve with cross markers) increase for +/−55° beam angles onward, see Fig. 9(a), exceeding that of the considered FM for the outer most beams. As mentioned, regarding the contribution of other sources of uncertainty as derived by
Refs. 19 and 20, no distinction is made between CW and FM pulses.

As can be seen from Fig. 9, the maximum TRVU without considering the additive noise (solid cyan curve) is nearly 0.08 m for both pulse types. While the TRVU for the outermost beams is nearly equal for CW and FM pulses, for the inner beam it is larger for the FM pulse due to the larger uncertainty in the range measurements making it a dominant contributor to the TRVU. Again, if the additive noise is considered for the CW pulse, the maximum TRVU (solid cyan curve with downward pointing triangle markers) will increase for the outer beams (the central sector is not affected by additive noise as the baseline decorrelation is the dominant source of uncertainty for these beams) and for the outermost beams the TRVU would be slightly larger than that of FM.

With regards to the errors induced by the Doppler in case of using FM (with an effective bandwidth of 2.615 kHz) and CW pulses (with the duration of 0.145 ms) in a rough weather condition [dashed (for CW) and solid (for FM) curves in Figs. 4(a) and 4(b), respectively], one can expect uncertainties of around 0.065 m at $\pm 65^\circ$, respectively. Comparing the TRVU to those induced by Doppler when using FM and CW, the maximum Doppler impact is nearly 82% of the total error budget. Hence, it is important to consider the uncertainty induced by the former to obtain a realistic description of the bathymetry uncertainty. With regards to the calm sea state, the contributions are 68% of the total TRVU.

As mentioned, for the calculation of the errors due to the range measurements we have used the uncertainties induced by the baseline decorrelation in the interferometry step, see Eq. (19), where $\sigma_{\Delta \phi}^2$ is due to the baseline decorrelation. However, in Ref. 20 a different approach was taken which was discussed in Sec. II, see Eq. (14). It has been shown that these two approaches are in agreement, see Eqs. (19) and (20) except for a coefficient $Q$ equaling $\sigma_{\Delta \phi}^2/(2\pi \cos \theta)$ and 0.2/3, respectively. Shown in Fig. 10 is the value $Q$ for both expressions. For the CW pulse with the shortest duration, the

![FIG. 9. Predicted uncertainties in the bathymetric measurements. Here, the contribution of heave, dynamic draft, and tidal corrections are not considered, (a) CW with the pulse length of 0.145 ms and (b) FM with the effective pulse length of 0.382 ms.](image1)

![FIG. 10. (Color online) Estimated factor $Q$ used for predicting the baseline decorrelation for FM and CW pulses with different specifics and the factor $Q$ as in Ref. 20.](image2)
factor based on the baseline decorrelation is larger than that of Ref. 20 for beam angles up to $+/-15^\circ$, and hence using the latter leads to an underestimation of the uncertainties. However, as the duration of CW pulse increases, the baseline decorrelation increases and the underestimation occurs for a broader range of inner beams in case of using Eq. (20). With regards to the FM pulse shapes with nearly a rectangular shape (lowest smoothing), the factor $Q$ based on baseline decorrelation is larger than the one based on Ref. 20 for almost the complete swath. However, transmitting a smoother signal and widening the effective bandwidth, decreases the range where the underestimation of the uncertainties occur.

V. ANALYSIS OF MBES EXPERIMENTAL DATA IN CW AND FM MODES

To assess the agreement between the modelled and measured uncertainties, a survey was carried out on 17th of August 2017 in the Westerschelde Estuary connecting the Scheldt River to the North Sea.

The data were acquired using the EM2040c dual head in both CW and FM modes with a center frequency of 300 kHz and pulse lengths of 0.145 and 3 ms (effective bandwidth of 2.615 kHz), respectively. The sea state during the measurement was rough. The bathymetry within the area varies between 46 and 71 m and is shown in Fig. 11. The equiangular beam spacing with the normal detector mode was used. Filters and gains available in EM2040c were turned off. For a detailed description of the filters available and Kongsberg recommendations, one can refer to Refs. 45 and 46.

From Secs. II–IV we do expect equal depth uncertainty for both CW and FM induced by the Doppler effect due to the beamsteering. However, when the FM pulse is used an additional error due to the imperfectness of the Doppler-range correction occurs. With regards to the uncertainties induced by the baseline decorrelation and signal duration [see Figs. 7(a) and 7(b)], it can be concluded that for the CW pulse used during the survey, the uncertainties due to the abovementioned sources are smaller than those of the FM with either of the tapering values (as the exact tapering value is not known) and bandwidths. Regarding the uncertainties induced by the baseline decorrelation, additive noise and signal duration, see Fig. 7(c), it can be concluded that for the CW pulse used during the survey the uncertainties due to this source can get larger than those of FM for the outer beams. In addition to the abovementioned uncertainty sources, one might suspect that another contributor to the deterioration of the quality of the bathymetric measurements in the FM mode is the loss of dual swath capability due to the duty-cycle limitations.47 However, the pulse length was not so long that the duty-cycle of the transmitter is exceeded and hence this is not a contributing issue.

Shown in Fig. 12 is the standard deviation of the depth measurements for four different areas indicated by the black rectangles in Fig. 11 as A [(a) and (b)], B [(c) and (d)], C [(e) and (f)], and D [(g) and (h)]. These results are derived based on a grid with a cell size of 0.5 m x 0.5 m and each

![FIG. 11. Bathymetry map of the survey area in the Westerschelde Estuary. The black dashed and solid rectangles indicate the areas used for later plots. The red arrow shows the sailing direction.](image)
pixel value is the standard deviation obtained from the depth measurements located in a cell. As the pixel gets darker, the standard deviation increases. While Figs. 12(a), 12(c), 12(e), and 12(g) represent the situation for FM, Figs. 12(b), 12(d), 12(f), and 12(h), illustrate the surfaces derived from the measurements using CW. These figures are composed from separate sets of measurements, i.e., one track uses one pulse type only and the sailing direction was the same for both pulse types. It is seen that the measurements in the FM mode are in general noisier than their CW counterparts. It is also seen from all frames of Fig. 12 that the standard deviation in each cell strongly correlates with the seabed morphology, see the larger standard deviation for non-flat bottoms.

It has been mentioned earlier that in this contribution the seafloor is assumed to be flat. Thus, to have a fair comparison between the predicted (from the model) and real (from the depth measurements) bathymetric uncertainties, flat parts of the surveyed area are chosen. Within the surveyed area, the region satisfying this condition to some extent is the starboard of the black rectangle indicated as $B$ in Fig. 11 corresponding to Figs. 12(c) and 12(d). As the port side exhibits significantly larger standard deviation compared to the starboard due to the presence of the morphological features, it has been excluded from the comparison. Still, also for the starboard, the bottom is not completely flat. Another area considered for the comparison of the predicted and measured uncertainties is the solid rectangle indicated by $E$ in Fig. 11 (corresponding to the port sides) which is relatively flat. Areas $B$ and $E$ contain 110 and 50 pings, respectively, which is sufficient to provide a reliable estimate of the standard deviation.

As the first step, the variation of the measured speeds at transmission is considered. The speeds in the easting, northing, and down direction are stored in the Network Attitude datagram and they are projected on the beam direction using the motion and position sensor outputs. Shown in Fig. 13 is the variation of the speeds over the surveyed area for different beam angles. Also indicated, for illustration purposes, is the speed used for the model predictions in the Secs. III–IV. The difference for FM and CW is due to slightly different sea state conditions and ship attitudes over the two tracks. As for the uncertainties of the speed estimates, the maximum allowable uncertainties indicated by Kongsberg for this value is 0.03 m/s in all directions, i.e., easting, northing, and downward. However, this is seen to be lower than the uncertainties from Fig. 3(b). Still Fig. 3(b) was derived using the uncertainties of the equipment that was used for the August 2017 survey and thus are considered to represent the real uncertainties.

To calculate the Doppler effect on beamsteering (existing for both CW and FM pulses) and matched filtering (only for FM pulses), a bin size of $2^\circ$ is considered and the average beam angle and depth of the soundings per bin, along with the measured variation and uncertainties of the speeds are used in Eqs. (12) and (13). Shown in Figs. 14(a) and 14(b) are the predicted depth uncertainties induced due to the use of CW and FM pulses for the starboard of the area indicated by $B$ in Fig. 11, respectively.

Comparing Fig. 14(a) with Fig. 4(a), slightly higher uncertainties are found now as expected from Fig. 13. Shown with the light dashed gray in Fig. 14(b) are the uncertainties due to the matched filtering step in case the Kongsberg specifications are used, indicating that in practice uncertainties due to the Doppler in matched filtering are twice as high. A similar situation also holds for the area $E$ in Fig. 11.
The other source of uncertainty affecting the quality of MBES bathymetric measurements differently when using CW and FM pulses, is the baseline decorrelation, see the developed model and its quantification for the operational environment in Secs. III and IV, respectively. It should be noted that, as discussed, except for the errors due to the baseline decorrelation, the second-order Doppler effect (imperfection of Doppler correction), and signal duration, the contribution of the other error sources to the depth measurements uncertainties are assumed to be equal for both pulse shapes. Therefore, to eliminate the effect of these types of contributors, from this point onward, the difference between the CW and FM pulses are considered, i.e., the effect of switching from CW to FM pulse is analyzed. Ideally, for the analysis of the effect of switching from CW to FM pulse, the data in both modes have to be acquired simultaneously. If the time interval between the data acquisition in the two modes amounts to several days, the difference between the depth measurements (or other indicators) using CW and FM pulses is not solely affected by the pulse type as the bottom features can vary due to sediment transport. However, for the data set analyzed here, the time interval between measuring the two track lines with varying pulse type was around 45 min. The features such as ripples and sand waves are thus not expected to vary significantly within this period, i.e., sediment transport does not occur to a significant extent. Still, a small effect might be observed due to this phenomenon.

To assess the performance of the model developed for quantifying the effect of baseline decorrelation, use is made of the quality factor stored in the datagrams during the data acquisition. The quality factor, stored in the raw range and angle datagram (datagram 78), is defined in Ref. 8 as the standard deviation of the range divided by the detected range. The parameters affecting this standard deviation are thus the signal noise at the detection instant and the uncertainty in the estimate of the zero-crossing using the linear fit to the measurements of the phase difference. Shown in Figs. 15(a) and 15(b) with circles is the measured difference between the standard deviation of the detected range projected on the depth axis for the FM and CW pulses derived from the quality factor for the phase detection for areas E and B in Fig. 11. Shown with the solid curve is the modeled difference between the standard deviation of the detected range induced by the baseline decorrelation for FM and CW pulses, see Eq. (19) and Fig. 7(a). For beam angles larger than ±15°, the behavior of the modelled differences follows those measured. For beam angles close to the nadir, the interferometry, ill-adapted to too short time signals is replaced by the amplitude detection, which is the detection of the echo arrival time based on the analysis of signal envelope. 28 The effect of different pulse shapes on the amplitude detection is not considered here.

As a final step, the comparison between the modelled and measured differences between the standard deviation of the final depth measurements using FM and CW pulses is carried out. Again, a bin size of 2° is considered and the

---

**FIG. 13.** (Color online) square root of the speeds variations.

**FIG. 14.** (a) Bathymetric uncertainty due to the Doppler effect for the CW pulse and (b) bathymetric uncertainty due to the Doppler frequency shift for the FM pulse (with circles) and bathymetric uncertainty due to Dopplerized matched filter for the FM pulse according to the Kongsberg requirements (dotted light) for the starboard of the area B in Fig. 11.
variations of the depth measurements for different bins are considered. Shown with the solid curve with circles in Figs. 16(a) and 16(b) is the difference between the standard deviation of the depth measurements using FM and CW, where the positive values indicate a higher standard deviation for the FM than that of CW, for areas E and B, respectively. Shown with the solid curve with crosses is the predicted difference accounting for all aspects addressed in Secs. II–IV. For illustration purposes, the curves without accounting for signal duration and/or additive noise are also shown.

This indicates that including the contribution of the signal duration affects the beams close to the nadir the most. The comparison between the full model and measured curves indicates a relatively good agreement for areas E and B in Fig. 11. The agreement between the modeled and measured differences indicates that accounting for the depth uncertainty due to the errors in the Doppler range correction and the combined effect of the baseline decorrelation and the signal duration can capture the difference observed in the vertical uncertainty when switching from CW to FM for a flat seafloor. The discrepancies between the model and the measured differences are associated to the bottom morphology. It can also be seen that the effect of additive noise on the differences is almost negligible for the beam angles considered here.

FIG. 15. (Color online) Modeled (solid curve) and measured (circles) difference between the uncertainty of the detected range projected on the depth axis using FM and CW pulses for (a) area E and (b) area B in Fig. 11.

FIG. 16. (Color online) difference between the standard deviation of depth measurements using FM and CW pulses as measured (solid curve with circle markers) and modelled using baseline decorrelation (dotted) plus the signal duration (solid curve) plus the additive noise (dashed curve with cross markers), i.e., $\sigma_{FM}/\sigma_{CW}$, for (a) area E and (b) area B in Fig. 11.
VI. CONCLUSIONS

New generation MBES systems are able to transmit both FM and CW pulse shapes, whereas in the past the only pulse used was CW. FM pulses allow for measurements at larger ranges resulting in an increase in the attainable swath. However, in contrast to the expectations, in some cases the performance of the bathymetry measurements was reported to deteriorate when switching from CW to FM. Two origins have been identified for the increase in the depth variations when using FM: the Doppler frequency shift due to the motion of the MBES sensor and baseline decorrelation. In this contribution, depth uncertainties induced by both effects were quantified for the EM2040c dual head in a shallow water environment (water depth of around 60 m) and rough and calm sea states. The contribution of the Doppler effect was compared to the depth uncertainty induced by the combination of the errors in the range measurements (due to the baseline decorrelation and the signal duration (and additive noise)), roll and steering angle, pitch angle, along track opening angle, and sound speed profile, which are the contributors relevant to the depths relative to the MBES transducer. Measurements acquired in the FM and CW modes using EM2040c dual head were analyzed to validate the uncertainty prediction model.

Based on the results of the modelling and real measurements, the following conclusions can be drawn:

- The bathymetric uncertainty induced by the Doppler effect in the beamsteering process is equal for both pulse types and as it is not corrected for by the manufacturer, its contribution is a first-order effect. For the rough sea state, the vertical uncertainty induced by this source can be up to 82% of the total TRVU (for the calm condition the contribution is 80% of the rough sea state). To take the contribution of this error source into account in the bathymetry uncertainty model, an additional term should be added to the equation describing the random depth error due to the uncertainty in the roll and steering angle.

- The bathymetric uncertainty resulting from the imperfectness of the correction applied to counteract the Doppler frequency shift occurs only for the FM signal and thus its associated uncertainty is a second-order effect. Its contribution to the TRVU is much smaller than the contribution of the Doppler effect on the steering angle. In order to consider its contribution, the term defining the random depth error due to the error in the measured distance should be modified.

- Taking these error sources into account in the uncertainty prediction model allows one to have a more realistic description of the bathymetry uncertainty. These terms do, however, require knowledge on the transducer motion and are sea state dependent.

- The baseline decorrelation induces an uncertainty in the estimation of the phase difference leading to an uncertainty in the derived depth. For the FM and CW pulse specifications considered in this contribution, the depth uncertainty for the former is larger than that of the latter (except for the FM pulse with effective bandwidth and tapering values of 3.615 kHz and 50%, respectively). However, this does not mean that the depth uncertainty is higher for FM than that of CW irrespective of the pulse shape. For the CW pulse, the bathymetric uncertainty due to the baseline decorrelation decreases with shortening pulse length. Widening the bandwidth and increasing the tapering coefficient of the FM pulse (reduction of the sidelobes) also lead to a decrease in the depth uncertainty induced by this error source.

- Although using a shorter CW pulse improves the coherence between the two received signals leading to a decrease in the uncertainty induced by the baseline decorrelation, it also reduces the received acoustic energy. Hence, the SNR deteriorates. The SNR has been simulated for a flat sandy bottom assuming a maximum transmitted energy level of the MBES. It was found that for the CW pulse with the shortest duration, the worsening of the SNR dominates the depth uncertainty for the outer beam sector (larger than $\pm 55^\circ$) and the final bathymetric uncertainty for this pulse type can be larger than those of FM for these beams. The exact behavior is dependent on the sediment type and source level.

- Finally, measurements indicate that indeed the use of FM pulses can result in a noisier bathymetry. To assess the agreement between the measured and modelled uncertainty, two relatively flat areas consisting of a number of pings have been chosen. Good agreement is found between the measured and predicted effect of switching from CW to FM pulses.

ACKNOWLEDGMENTS

We would like to thank Simon Bicknese and Ben Dierikx from the Dutch Ministry of Infrastructure and the Environment for their support in this research and their very valuable input.

APPENDIX: MODELLING THE BATHYMETRIC UNCERTAINTY DUE TO THE SOURCES INHERENT TO THE MBES

In Sec. II, the uncertainty in the MBES bathymetric measurements due to Doppler and baseline decorrelation was assessed. However, there are more sources of uncertainty. For investigating the importance of the Sec. II sources of uncertainty, they need to be compared to the total uncertainty.

MBES surveys are carried out for, for example, identifying seabed typologies, monitoring the marine environment to guarantee safe navigation, and habitat mapping. Bathymetric features, such as depth residuals, have also found their way to sediment classification. All these applications require knowledge about the uncertainties of the bathymetric measurements. Consequently, predicting the uncertainty in MBES bathymetric measurements is nowadays an important and almost standard step in the planning of MBES surveys and models for predicting this uncertainty have been developed. The reason for this is that they enable one to assess whether the required survey standards can be met in a specific measurement campaign. In recent years,
predicting bathymetric uncertainty has become a common practice. Reference 53 looked at the uncertainty estimation in legacy data sets and errors induced by different gridding methods. In Ref. 54 the archival data are compared to the modern MBES data in shallow water (35–110 m depth) from the uncertainty point of view. Reference 55 developed a model for the error budget by comparing single beam echo sounder (SBES) and MBES data in deep water. Reference 56 developed a bathymetric uncertainty model for L-3 Klein 5410 phase differencing sonar based on the approach presented by Refs. 19 and 20. In this contribution the focus is also on the depth uncertainty model derived in these references in which the total propagated uncertainty is determined using the assumption of independent uncertainty contributors. In this Appendix, a brief overview of the model is given.

Assuming non-zero roll (R) and pitch angles (P), see Fig. 17, the depth (d) is determined from Eq. (11), i.e.,

\[ d = r \cos P \cos(\theta_s + R + \theta_{mount}) = r \cos P \cos \theta. \]

Based on this expression, the following contributions to the total uncertainty in the calculated depths are identified in Ref. 19.

1. Range measurement \( (\sigma_{d1}^2) \)

Since the travel time of the signal and the speed of sound are used to determine the range under a certain beam angle \( (r) \), see Fig. 17) the uncertainty in the measurement of these parameters introduces uncertainties in the range measurement and consequently the depth. The expression for the uncertainty of the travel time in case of phase detection was already discussed in Sec. II. It should be noted that there the uncertainty in the detection instant \( (\sigma_t^2) \) was considered as a combination of uncertainty due to the baseline decorrelation and the signal duration. Thus, the resulting expression for the depth uncertainty due to the range measurements becomes

\[ \sigma_{d1}^2 = \left( \frac{c}{2} \cos P \cos \theta \right)^2 \left( \sigma_t^2 + \left( \frac{r_{\text{meas}}}{c} \right)^2 \sigma_c^2 \right). \]  

(A1)

where \( r_{\text{meas}} \) is the measured distance and \( \sigma_c^2 \) is the uncertainty in the sound speed (average over water column).

2. Roll and steering angle \( (\sigma_{d2}^2) \)

Uncertainty in the beam steering angle due to fluctuations in the sound speed at the transducer \( (\sigma_{r,s}^2) \), roll measurements \( (\sigma_{r,\text{meas}}^2) \), and roll alignment \( (\sigma_{r,\text{align}}^2) \) of the MBES transducer results in the uncertainty in the angle of impact of the sound on the MBES and consequently the depth measurements which is of the following form:

\[ \sigma_{d2}^2 = (r \cos \theta \sin P)^2 (\sigma_{r,s}^2 + \sigma_{r,\text{meas}}^2 + \sigma_{r,\text{align}}^2). \]  

(A2)

where \( \sigma_{r,s}^2 \) follows from Ref. 19. If roll correction is applied during beamforming, additional uncertainties emerge due to imperfection of this correction and conform a second pair of roll errors, \( \sigma_{r,\text{meas}}^2 + \sigma_{r,\text{align}}^2 \), is added.

3. Pitch angle \( (\sigma_{d3}^2) \)

Errors in the pitch measurements \( (\sigma_{p,\text{meas}}^2) \) and pitch alignment \( (\sigma_{p,\text{align}}^2) \) affect the angle in the along-track direction and thus contribute to the depth error. The expression for this uncertainty is

\[ \sigma_{d3}^2 = (r \cos \theta \sin P)^2 (\sigma_{p,\text{meas}}^2 + \sigma_{p,\text{align}}^2). \]  

(A3)

Similarly, if a pitch correction is applied during beamforming, a second pair of errors, \( \sigma_{p,\text{meas}}^2 + \sigma_{p,\text{align}}^2 \), is added.

4. Along-track opening angle \( (\sigma_{d4}^2) \)

The non-zero beam along-track beam opening angle, \( \psi_s \), limits the depth resolution, resulting in an error in the depth calculation in case of a non-flat seafloor. The contribution of this error source to the random depth error is modeled as

\[ \sigma_{d4}^2 = d^2 \left( 1 - \cos \frac{\psi_s}{2} \right)^2. \]  

(A4)

5. Sound speed profile \( (\sigma_{d5}^2) \)

The non-uniform sound speed profile (SSP) through the water column results in the deviation of the sound rays from straight lines. The calculated position and depth thus differ from the true position and depth. If the sound speed in the water column differs from the measured one, then the
bathymetry shows “smiley” or “droopy” effects.\textsuperscript{57} The SSP correction carried out in the post-processing mode is particularly important in highly dynamic environments, such as the Rotterdam Waterway where the Meuse River meets the North Sea and the varying presence of salt and fresh water results in a large variation in SSP. For the data sets considered in this contribution, this was not the case. With regards to the sound speed error consideration in the error budget prediction for the survey planning, different approaches are available. Reference \textsuperscript{58} developed a simulation tool which enables the assessment of the impact of water column variability on depth uncertainty. The method is based on mimicking the ray tracing portion of the depth reduction procedure and gives an estimation of the depth bias in case an erroneous sound speed profile is used. Another approach, presented by Ref. \textsuperscript{19}, is based on the two layer sound speed profile. Assuming an equal thickness for both layers, an approximation for the error in the beam angle induced by the error in the sound speed profile is obtained. This method does not require ray tracing, and hence is faster compared to the simulation tool. It might, however, lead to an underestimation of the uncertainty and is known to be limited by the assumption of the two-layer SSP. Still, in the present contribution we adopted this approach. The contribution of this error term, assuming the two-layer representation of the sound speed profile, is

\[
\sigma_d^2 = \left( r \cos P \sin \theta \right)^2 \left( \frac{\tan \theta}{2c} \right)^2 \sigma_c^2. \tag{A5}
\]

Furthermore, an uncertainty with regards to the vessel heave (combination of the measurement error of heave and the induced heave) and variation in the water level induce an error in the depth estimation. The uncertainty due to the former depends on the relative location of the MBES transducer and the vertical reference unit and does not solely depend on the MBES in contrast to those discussed above, see Eqs. (A1)–(A5). The uncertainty due to the variations in the water level and that of the GPS also do not depend on the MBES. As the focus here is on the contributors relevant to the depths relative to the MBES transducer, these sources have been excluded from the calculation of the TRVU. For a detailed description of all error sources and derivation of the above equations, one may refer to Refs. \textsuperscript{19} and \textsuperscript{20}.

The TRVU is determined as the sum of above error sources as

\[
\sigma_d^2 = \sigma_{d_i}^2 + \sigma_{d_h}^2 + \sigma_{d_s}^2 + \sigma_{d_a}^2 + \sigma_{d_r}^2. \tag{A6}
\]

Here, it is assumed that these error sources are independent from each other. An interested reader might refer to Ref. \textsuperscript{56} for the expressions related to the covariance considerations. Environmental aspects such as a non-flat seafloor and variation in sediment characteristics will add to the uncertainty of the bathymetric measurements.
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