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ABSTRACT
Extracting topics from large collections of unstructured text-documents has become a central task in current NLP applications and algorithms like NMF, LDA as well as their generalizations are the well-established current state of the art. However, especially when it comes to short text documents like Tweets, these approaches often lead to unsatisfying results due to the sparsity of the document-feature matrices. Even though, several approaches have been proposed to overcome this sparsity by taking additional information into account, these are merely focused on the aggregation of similar documents and the estimation of word-co-occurrences. This ultimately completely neglects the fact that a lot of topical-information can be actually retrieved from so-called hashtag-graphs by applying common community detection algorithms. Therefore, this paper outlines a novel approach on how to integrate topic structures of hashtag graphs into the estimation of topic models by connecting graph-based community detection and semi-supervised NMF. By applying this approach on recently streamed Twitter data it will be seen that this procedure actually leads to more intuitive and humanly interpretable topics.
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1 INTRODUCTION
Topic modelling describes the extraction of hidden semantic structures that occur in large sets of text documents, where these structures represent human-understandable topics. Two algorithms suitable and commonly used for this task are Latent Dirichlet Allocation (LDA) [2] and non-negative matrix factorization (NMF) [3, 10]. However, especially for short text documents, LDA can lead to unsatisfactory results [7] due to the sparsity of the data and the inherent assumption, that documents are merely a mixture of latent topics. [4] conducted a comprehensive exploratory study between various LDA and NMF based schemes, which concluded that NMF indeed outperforms LDA for extracting latent topics in short texts. This results from the fact that short documents lead to extremely sparse document-feature matrices and therefore word-word co-occurrences are harder to estimate. There are approaches better suited for short text clustering than LDA like the Gibbs Sampler Dirichlet Multinomial Model (GSDMM) and the Gamma Poisson Mixture Model (GPM) [8, 18]. These approaches are trying to fix the LDA inherent assumption of having multiple topics per document by using Dirichlet-Mixture-Models instead. Other approaches try to improve the estimation of word-word co-occurrences by e.g. using word embeddings. Many of these can be found in [4], where their performance on short documents is investigated.

None of these approaches, however, include possibly available additional information in their modelling as for example the structural or the author-topic model [11, 13]. Although, in what is probably the world’s largest collection of short-text documents, namely Twitter data, additional valuable information about the latent topics covered in the Tweets is included in the form of hashtags. In the literature a wide range of approaches have been proposed to overcome the tweet-specific sparsity. The most simplistic one is to aggregate several Tweets into longer pseudo-documents based on common attributes such as hashtags (tweet pooling) [9]. While the available additional information is used in this approach, it is not included in the actual modelling and only a means of creating longer documents that are better suited for the LDA algorithms. Additionally, even though [9] showed that this method can indeed improve the estimations for LDA it raises another problem for large collections of Tweets: Especially for general purpose hashtags which are heavily and constantly used across time, this aggregation can lead to a few extraordinarily large documents, while rare hashtags are still producing short documents. An introduction of more advanced methods to use the information carried by hashtags is for example done in [16] or [17]. [16] use hashtag graphs for sentiment analysis, by taking the sentiment of neighbouring hashtags into account. [17] is integrating hashtag co-occurrences into a probabilistic model to improve topic estimates, but besides that they are not actually making use of the actual structure of the graph or of any properties of graphs in general. In contrast, we are applying graph algorithms explicitly suited for capturing the structure in graphs, i.e. community detection in the hashtag graph. We find that the detection of topics works very well with hashtag graphs and provides valuable information about the topics that are actually ”hidden” in the data. Hence, we use the topics obtained from the community detection in the hashtag graph as prior information for semi-supervised NMF to improve estimates. Thereby, we propose a novel method of utilizing the stored information carried in the hashtags into document topic extraction by connecting graph-based community detection and semi-supervised NMF. The remainder of the paper is structured as follows: In chapter 2 a brief introduction to NMF is given. The construction and analysis of the
created hashtag graphs is explained in chapter 3. Following, the integration of both methods into the described approach is derived. In chapter 5, the method is applied to real-world twitter data. Lastly, a short evaluation of the results and conclusion is given.

2 TOPIC MODELLING WITH NON-NEGATIVE MATRIX FACTORIZATION

Let $V = \{v_1, ..., v_w\}$ be the vocabulary of tokens and $D = \{d_1, ..., d_n\}$ be the collection of documents. Each document is then assumed to be a sequence of words $d_i = \{a_{i1}, ..., a_{iw}\}$ where $a_{ij} \in V$ hold and where $w_i$ denotes the length of document $d_i$. Based on that the data matrix (sometimes called document-feature-matrix) $X \in \mathbb{R}^{n \times w}$ is constructed, by applying word-count-factorization.

NMF is often used with a TF-IDF (term frequency/inverse document frequency) reweighting scheme $f(X)$ such that $X = f(X)$ is used for the topic modelling. This can help to retrieve the meaningful words for each document since it lowers the coefficients for tokens that are either used across too many documents or barely used at all. Based on that, the algorithms then try to identify hidden topics.

Generally, NMF is an algorithm where an input matrix is factorized into multiple (most commonly two) matrices that do not contain any negative elements. More specifically, for the case of two factorized matrices, it tries to approximate a data matrix, $X$, with a coefficient matrix and a component matrix as $X = WH$ for a given number of components $k$. For document clustering, the input matrix $X \in \mathbb{R}^{n \times w}$ is hence a word-document matrix with the words stored in the rows and the documents stored in the columns. The matrices $W \in \mathbb{R}^{n \times k}$ and $H \in \mathbb{R}^{k \times w}$ are derived by minimizing the reconstruction error in respect to e.g. the Frobenius norm with the additional side constraint, that all coefficients have to be non-negative, i.e.

$$(W, H) = \arg \min \| X - WH \|_F \text{ with } W, H \geq 0.$$ 

In the end, the documents are then expected to be linear combinations of the components and due to the non-negativity of the coefficients, the rows of $H$ become interpretable as topics.

3 CONSTRUCTION AND ANALYSIS OF HASHTAG GRAPHS

In the following, the construction of a hashtag graph is defined, based on which topic information is derived by the use of community detection algorithms. Tweets have the convenient property that in many cases they already come with some kind of topical information, since the user can actively soft-label them with hashtags. Since users are not restricted in the choice and number of hashtags per Tweet, the hashtags can not be used as labels directly. Still, those tags already reveal valuable information about the topic a certain Tweet tries to address and it will be seen that community detection in hashtag graphs are surprisingly effective to gather this structure.

### 3.1 Notation and Definition

**Figure 1: Visualization of the hashtag graph. It can be seen that the graph appears to be structured in well connected areas, which are rather loosely connected to the rest of the graph. Those dense areas are referred to as communities.**

Let $V = \{v_1, ..., v_w\}$ be the vocabulary of tokens over all Tweets and $T = \{t_1, ..., t_k\} \subset V$ the set of hashtags. Furthermore, the set of documents is denoted as $D = \{d_1, ..., d_n\}$ such that $d_i \subset V$, where each Tweet makes up a document. The weighted undirected hashtag-graph can then be defined as a set of edges:

$$E = \{(ti, tj) \mid \exists d_k \in D : ti, tj \in d_k \text{ for } ti, tj \in T\},$$

with a weighting scheme such that for $e_{ij} = (ti, tj) \in E$ the corresponding weight is defined by

$$\phi_{ij} = \|\{d_k \mid ti, tj \in d_k, d_k \in D\}\|.$$

Informally speaking, this leads to a graph where each node represents a hashtag and a connection is drawn between two nodes if at least one Tweet exists where those tags co-occur. The weighting represents the number of Tweets where those tags co-occur.

To increase the robustness, a threshold $\tau \in \mathbb{N}$ is introduced such that all edges are excluded whose corresponding weight fall short of this threshold, i.e.

$$E_{\text{trunc}} = \{e_{ij} \in E \mid \phi_{ij} \geq \tau\}.$$

This is justified by the assumption that meaningful connections between hashtags will occur more or equal then $\tau$ times and helps to reduce the computational complexity of graph operations.

### 3.2 Network Analysis and Community Detection

In the next step, the hashtag graph is analysed and community detection is performed to extract clusters of hashtags, that often are
used in the same context. The clusters are then later used to label the data for the topic modelling. For the analysis and visualization of the graph the open source platform Gephi [6] and the python library networks [1] are used. Without going into depth it shall be mentioned here that the hashtag graph actually shares a lot of properties with so called small-world networks[14]. The main three shared properties that are relevant for our analysis are:

- Small-world networks are structured by an unusually high number of community-like sub-graphs. Within those sub-graphs, the nodes are highly connected with each other, but connections to nodes from other sub-graphs are be observed less often.
- Furthermore, the networks contain an unusually high amount of hubs. Those hubs are nodes which are directly connected to an unusually high number of other nodes.
- The shortest path between any two nodes is surprisingly short, even for huge networks.

In the context of hashtag graphs this means that the network could be factored into sub-groups of tags which are more likely to occur together in a Tweet and less likely to be used with tags of other groups.

And indeed those properties seem to be pretty accurate by looking at figure 1. By inspecting some of those sub-groups and their labels, it becomes clear that those groups are representing topic-like structures, which is actually not very surprising since hashtags are specifically used to label Tweets. For example, a tweet about the U.S. election would be much more likely to include hashtags about Trump and Biden than about Biden and Halloween.

The next step is to retrieve and extract those structures and due to the properties of small-world networks this can easily be done by the Louvain algorithm [15]. Louvain works by maximizing the modularity score \( Q \), i.e.

\[
Q = \frac{1}{2m} \sum_{i,j=1}^{\lvert T \rvert} \left( \phi_{ij} - \frac{k_i k_j}{2m} \right) \cdot \mathbb{1}(c_i = c_j)
\]

\[
m = \sum_{i,j=1}^{\lvert T \rvert} \phi_{ij}, \quad k_i = \sum_{j=1}^{\lvert T \rvert} \phi_{ij}, \quad k_j = \sum_{i=1}^{\lvert T \rvert} \phi_{ij}
\]

where \( c_i, c_j \) are the communities of \( t_i \) and \( t_j \). \( k_i \) and \( k_j \) are the weights of the nodes \( t_i, t_j \) determined by summing up the weights of all related edges. Informally speaking, \( Q \) compares the degree of connection within the communities, with the degree of connection between communities. \( m \) is somewhat of a normalizing constant as it represents the sum over all edge-weights within the network.

The outcome of the Louvain algorithm is controlled by a resolution parameter, which ultimately affects the number and size of the communities. Larger values lead to fewer but bigger communities and small values produce more sub-graphs of smaller size. The optimal choice depends on the specific use case, but in context of the Tweet-Data a value of 0.3 was chosen to enhance smaller partitions.

In figure 3 some communities are sketched and undoubtedly the detection worked seemingly well. Conclusively, community detection in hashtag graphs are a straight forward methodology to identify topics in Twitter data. However, so far those topics are only existing in the hashtag-graph and still have to be reassigned to the original Tweets. In the upcoming section an approach will be proposed on how to do this reassignments and integrate it into semi-supervised NMF.

4 TOPIC MODELLING AND SEMI-SUPERVISED NMF

To transfer the identified communities back to the original Tweet data a simple multi-labeling approach is followed, where the community belonging for each hashtag is stored in a look-up table. One can then simply scan through all Tweets and assign the community for each contained hashtag. Hence, each document can end up with zero, one or several labels.

For semi-supervised NMF various models have been developed. We use the topic supervised NMF (TSNMF) implementation of MacMillan et al. [5] due to its easy-to-use API and the intuitive understanding. Within its core the constraint matrix \( L \in \mathbb{R}^{n \times k} \) takes care of the labels

\[
L_{ij} = \begin{cases} 
1 & \text{document } d_i \text{ contains a hashtag of community } j \\
0 & \text{or is unlabeled} \\
\text{otherwise}
\end{cases}
\]

Hence the minimization problem changes to

\[
(W,H) = \arg \min \left\| X - (W \odot L)H \right\|_F \text{ with } W,H \geq 0,
\]

where \( \odot \) represents the Hadamard product.

Loosely speaking, this imposes the factorization not to strive towards the pure reconstruction error anymore, but tries to keep tweets that are assigned to the same community together. For labeled Tweets this is done by eliminating all coefficients of \( W \) except the ones for the respective communities during the minimization and thus those components are encouraged to split up the information of the Tweets among them.
Figure 3: Close up of the hashtag-graph with some nodes assigned with their names and colored based on their determined community. This figure shows that community detection can be used to capture topic structures in hashtag graphs. Hashtags that are showing up in the same community are targeting the same topic in the vast majority of the cases.

5 APPLICATION ON TWEET DATA

5.1 Setup

The data was collected in the time period between 25th October 2020 to 14th January 2021 with the help of the python package Tweepy [12] and with a geo-location filter, that covers the United Kingdom. Tweepy connects to the Twitter sample stream, which gives access to a random 1-percent sub-sample of all Tweets published in the given area in real time. To ensure that the Tweets actually contain user generated information that is suitable for topic modelling additional filtering were applied to exclude all Tweets which were either Retweets, written in response to another Tweet or shorter than 160 characters.

For the estimations we initialize the topic model with $k = 80$ components and we select the 70 biggest communities for the labeling. The parameter for $k$ was chosen heuristically by trying out different values and k’s in the magnitude of 80 in respect to the number of available documents proved to work quite well for both NMF as well as TSNMF. The number of communities was chosen based on $k$, such that the vast majority of topics are pre-initialized through the labeling, but also such that 10 communities are left uninitialized and can evolve freely. This especially takes into account that not all topics might be detected through the communities and that some documents can be considered as noise since they are not related to conceptual topics at all. However, it is worth noticing that the labels are merely suggestions to the algorithms, which can and will be overthrown anyways if this leads to a sufficiently lower reconstruction error.

By using the 70 biggest communities, round about 20 % of all Tweets could be assigned with at least one label. In the original paper MacMillan et al. [5] suggested that a weighting scheme could be introduced to control the influence of the labeling onto the topic estimates. However, for the sake of simplicity and due to the large number of documents a random down-sampling strategy on unlabeled Tweets was performed to increase the respective ratio of labeled documents up to 50%. After all still a fairly large collection of round about 310.000 Tweets remained for the further analysis.

5.2 Evaluation

The evaluation of topic models is by definition non-trivial since topics are abstract human concepts where no such thing as a ground truth exists. Therefore, we believe that the best method to evaluate topics is actually by manual inspection with common sense and by investigating each topic one by one. Furthermore, many of the events that took place in the considered time period are well-known through media, which also yields a good indicator about the topics that are expected to be found.

To determine the effect of the community-based labeling on the outcome, the modelling procedure was done twice with the exact same data and under the exact same setting, but once without any labeling. The comparison reveals, that many topics are indeed being discovered in both cases, but especially the completely unsupervised procedures have some difficulties to find a clear separation between similar topics. The semi-supervised approach on the other hand can make use of the topic information derived by the community detection and leads to more consistent and intuitive results. This finding is demonstrated in the example in table 1 where the topics about the US-election and Brexit are characterized by their top 20 words.
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