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Abstract—In this letter, the authors propose a two-step approach to evaluate and verify a true system’s capacity to satisfy its operational objective. Specifically, whenever the system objective has a quantifiable measure of satisfaction, i.e., a signal temporal logic specification, a barrier function, etc., the authors develop two separate optimization problems solvable via a Bayesian Optimization procedure detailed within. This dual approach has the added benefit of quantifying the Sim2Real Gap between a system simulator and its hardware counterpart. Our contributions are twofold. First, we show repeatability with respect to our outlined optimization procedure in solving these optimization problems. Second, we show that the same procedure can discriminate between different environments by identifying the Sim2Real Gap between a simulator and its hardware counterpart operating in different environments.

I. INTRODUCTION

It is a well-known problem that simulators are an imperfect representation of their real counterparts. As a result, both the study of identifying simulator accuracy and of developing a controller in simulation such that it translates well to reality have been of increasing importance in the recent past [2]–[7]. This discrepancy is termed the Sim2Real gap, and the process of developing controllers and/or policies in simulation such that they transfer well to reality is termed Sim2Real transfer. There has also been a wealth of work aimed at building better simulators to facilitate such transfer, as system evaluation and development within a simulator is significantly less expensive, time-intensive, and dangerous, especially for safety-critical systems [8]–[11].

This sequence of evaluation and development of a system’s controller within a simulator underscores the current theoretical push for verifiable Test and Evaluation techniques. More aptly, these techniques would determine whether these (and perhaps other) controllers adequately produce desired system behavior in reality [12]. For context, the desired system behavior is oftentimes expressed as a temporal logic specification [13], [14]. The pursuit of such verification techniques has been studied from both a model-based perspective [15]–[18] and from a purely data-driven perspective as well [19]–[21]. Additionally, the authors note that the verification problem is oftentimes phrased as an optimization problem, and that a specific solution technique, Bayesian Optimization, has also been employed to solve the dual problem of verification, control-development [14], [22]–[24].

However, as expressed in [14], direct application of the data-driven techniques proposed in [19]–[21] to verify real systems might require a prohibitively large number of samples to make any evaluation or verification claim. Additionally, even though there exist techniques to offset this sample cost in high dimensions when using a Bayesian Optimization specific approach, e.g., through random embeddings [25]–[27], these techniques would make no use of the high-fidelity simulators in development [8]–[11]. As such, the authors had asked the question in prior work: could one use a system simulator to offset the required number of rollouts of a true system required for verification of its controller [28]? Could we also determine simulator accuracy through this procedure? Motivated by these questions, this letter aims to develop a simulator-based evaluation procedure that also bounds the Sim2Real gap.

Our Contribution: Our contribution is threefold.

• First, we develop a Bayesian Optimization algorithm based on prior controls works. We prove that this algorithm produces an upper bound to a maximization problem that is close to the true maximum, and that this bound holds with a minimum probability.

• Second, we develop an optimization procedure designed to lower bound the robustness with which the true system satisfies its objective while minimizing two simulator-based optimization problems. We prove that this procedure identifies a lower bound that is close to the real system’s minimum robustness in expectation.

• Third, we lower bound the walking robustness of a Quadruped by identifying its minimum simulator robustness and determining its Sim2Real gap in a variety of environments. We show that our algorithm can repeatably identify these parameters as well.
The Upper Confidence Bound (UCB) acquisition function is shown above and is one example of an acquisition function - specifically for Gaussian Process Regression. To facilitate its description, we will start with some notation.

**Bayesian Optimization:** The brief description of Bayesian Optimization (BO) in this subsection stems primarily from [29], [30]. Bayesian Optimization attempts to solve optimization problems of the following form:

$$J^* = \max_{z \in \mathbb{Z}} J(z), \quad \mathbb{Z} \subset \mathbb{R}^l, \quad l < \infty.$$ 

The optimization procedure follows a series of steps. First, either a Gaussian Process is provided or fit to an initial data-set $D_n = \{ (z_i, y_i) \}_{i=1}^{n}$ with (potentially) noisy samples $y_i$ of the following form:

$$y_i = J(z_i) + \xi_i \sim \mathcal{N}(0, \lambda \nu^2), \quad \lambda, \nu \in \mathbb{R}^+.$$  

Here, $\lambda, \nu$ are parameters for the Bayesian Optimization procedure - specifically for Gaussian Process Regression. To this data-set $D_n$, the procedure then fits a Gaussian Process $\pi$ to $J$ based on choice of a kernel function $k : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}_+$:

$$\mu_n(z) = k_n(z)^T (K_n + \lambda I)^{-1} y_{1:n},$$

$$k_n(z, z') = k(z, z') - k_n(z)^T (K_n + \lambda I)^{-1} k_n(z'),$$

$$\sigma_n(z) = k_n(z, z).$$

Here, $k_n(z) = [k(z, z_1), \ldots, k(z, z_n)]^T$ is the covariance of $z$ with respect to the sampled data $z_i \in D_n$, $y_{1:n} = [y_1, y_2, \ldots, y_n]^T$ are the noisy samples, and $(K_n)_{i,j} = k(z_i, z_j)$, $z_i, z_j \in D_n$ is the positive-definite Kernel Matrix. Third, the next sample point $z_{i+1}$ is defined as the maximizer of an acquisition function over the fitted Gaussian Process $\pi$ to the function $J$:

$$z_{i+1} = \arg\max_{z \in \mathbb{Z}} \mu_i(z) + \beta_i+1 \sigma_i(x).$$

The Upper Confidence Bound (UCB) acquisition function is shown above and is one example of an acquisition function - specifically for Gaussian Process Regression. Finally, the procedure samples $z_{i+1}$, generates a new measurement $y_{i+1}$, adds it to the data-set, fits another Gaussian Process, and repeats the procedure.

Bayesian Optimization procedures guarantee eventual convergence by proving sub-linear growth in the sum-total regret $R_t = \sum_{t=1}^{t} r_t$, where $r_t = J^* - J(z_i)$. As we assume we have noisy samples $y_i$ of our function $J$, these regret growth bounds are written with respect to the maximum information gain at iteration $i$:

$$\gamma_i = \max_{A \subset \mathbb{Z}} \text{s.t. } |A| = i \quad I(y_A; J_A). \quad (4)$$

Here, $I(y_A; J_A)$ is the mutual information gain between $J_A = \{ J(z) \}_{z \in A}$ and $y_A = J_A + \xi_A \sim \mathcal{N}(0, \lambda \nu^2 I)$. $I(y_A; J_A)$ quantifies the reduction in uncertainty about the objective $J$ after sampling points $z \in A$. With this brief description of Bayesian Optimization, we will move to formally stating the problem under study in this paper.

**III. PROBLEM FORMULATION**

We will split this section into two parts. First, we will provide some definitions and assumptions that will be used throughout the paper. Then we will state our problem.

**A. Definitions and Assumptions**

As mentioned, the goal of Test and Evaluation is to determine whether a system’s controller can realize desired system behavior despite a set of (perhaps) adversarial phenomena in the working environment [12]. To formalize this notion, we will first define the environment state $x_E$.

**Definition 1.** The environment $E$ is the state of the world in which the system operates including the state of the system itself, e.g. the cage in which a robot is traversing coupled with any motor failures the robot may have suffered, the airspace in which a jet flies along with any engine failures, etc. The state of the environment will be represented through the environment state vector $x_E$.

As defined, the environment state $x_E$ may be incomprehensibly large, indeed even infinite. Additionally, the goal of Test and Evaluation is to verify whether the system under test can operate satisfactorily despite a set of allowable perturbations in its environment. As such, we will assume we can partition the environment state into a set of knowable, i.e. testable, and unknowable phenomena.

**Definition 2.** The state $x_E$ of the environment $E$ can be segmented into a set of known disturbances $d \in D$ and unknown disturbances $w \in \mathcal{W}$, i.e. $x_E = [d_T, w_T]^T$. The space of known disturbances $D$ is the feasible test space and each $d \in D$ is a test parameter vector.

Now that we have formally defined our environment, it remains to classify the types of systems under study. For the sequel, we will consider a general, (perhaps) nonlinear control system coupled with a controller.

$$\dot{x} = f(x, u, d, w), \quad x \in \mathcal{X}, \quad u = U(x, d) \in \mathcal{U}, \quad d \in D, \quad w \in \mathcal{W} \text{ and } w \sim \pi(d). \quad (5)$$

For the true system (5), $\mathcal{U} : \mathcal{X} \times \mathcal{D} \rightarrow \mathcal{U}$ and is our true-system controller, $d \in D$ is a specific test as in Definition 2, and $w \in \mathcal{W}$ is our unknown disturbance as per Definition 2.
We also assume \( w \) to be a random variable distributed via the unknown, (perhaps) \( d \)-dependent distribution \( \pi(d) \). Furthermore, we note that \( \mathcal{X} \subset \mathbb{R}^n \) and \( \mathcal{U} \subset \mathbb{R}^m \). We will likewise assume we have a simulator for this true system.

\[
\dot{x} = f(\hat{x}, \hat{u}, d, \hat{w}), \quad \hat{x} \in \mathcal{X}, \quad \hat{u} = \hat{U}(\hat{x}, d) \in \mathcal{U}, \quad d \in \mathcal{D}, \quad \hat{w} \in \mathcal{W} \quad \text{and} \quad \hat{w} \sim \hat{\pi}(d).
\] (6)

As before, \( \hat{U} : \mathcal{X} \times \mathcal{D} \to \mathcal{U} \) and is our simulator controller, \( d \in \mathcal{D} \) is a test as per Definition 2, and \( \hat{w} \in \mathcal{W} \) is our unknown simulator disturbances as per Definition 2. We likewise assume \( \hat{w} \) is distributed via the unknown, (perhaps) \( d \)-dependent distribution \( \hat{\pi}(d) \). Here we note that we have also implicitly defined a simulator environment that also satisfies Definition 1 as we have unknown simulator disturbances that are different from those that exist in the real world. For context, this setup models most systems with a Gazebo simulator, as Gazebo is non-deterministic.

In order to determine whether either system satisfies its specification, we require the system’s signal trace, i.e. its state trajectory \( \phi \). In defining \( \phi \) we will abbreviate \( U(x(t), d) = U(t) \) and \( \hat{U}(\hat{x}(t), d) = \hat{U}(t) \).

\[
\phi_t^U(x_0) = x_0 + \int_0^t f(\phi_s^U(x_0), U(s), d, w(s)) \, ds,
\]
\[
\hat{\phi}_t^U(\hat{x}_0) = \hat{x}_0 + \int_0^t f\left(\hat{\phi}_s^U(\hat{x}_0), \hat{U}(s), d, \hat{w}(s)\right) \, ds.
\]

Here, \( w(t) = w \in \mathcal{W} \) such that \( w \sim \pi(d) \) as per equation (5), and the same holds for \( \hat{w}(t) \) with respect to equation (6) as well. Furthermore, we note that while \( \phi_t^U(x_0) \in \mathcal{X} \) and represents the state after some elapsed time, when we drop the time suffix, \( \phi_0^U(x_0) \in \mathcal{S}^X \) and represents the state trajectory signal as a whole. Owing to the noise sequences \( w(t), \hat{w}(t) \) then, the resulting closed loop signals \( \phi_t^U(x_0), \hat{\phi}_t^U(\hat{x}_0) \) are random variables. To formalize this notion we will state that the trajectories are distributed via unknown, (perhaps) \( d \)-dependent distributions \( \Pi(d), \hat{\Pi}(d) \).

\[
\phi_t^U(x_0), \hat{\phi}_t^U(\hat{x}_0) \in \mathcal{S}^X,
\]
\[
\phi^U(x_0) \sim \Pi(d) \quad \text{and} \quad \hat{\phi}^U(\hat{x}_0) \sim \hat{\Pi}(d).
\]

Then, we will end with one assumption on our capacity to measure the satisfaction of a system’s objective. To formalize this notion, we will define a robustness measure.

**Definition 3.** A system specification and/or objective \( \psi : \mathcal{S}^X \to \{\text{True}, \text{False}\} \) has an associated robustness measure \( \rho : \mathcal{S}^X \to \mathbb{R}_+ \) such that a signal \( s \) satisfies \( \psi \), i.e. \( \psi(s) = \text{True} \) if and only if \( \rho(s) \geq 0 \), i.e.

\[
\psi(s) = \text{True} \iff \rho(s) \geq 0.
\]

Here, the authors note that such a robustness measure could be that which exists for every Signal Temporal Logic specification [13], [32], it could be the minimum value of a control barrier function over some bounded time interval [33], or it could be some other function mapping signals to a quantifiable satisfaction metric, i.e. distance to a leading vehicle [14], [34]. The specific type of robustness measure does not matter, and to help clarify this setting, we will provide an example.

**Example 1.** Consider a simple autonomous agent, say a turtlebot, navigating within a predefined space \( \mathcal{X} = [-1,1]^2 \). Further assume the agent’s goal is to avoid an obstacle \( O = \{x \in [-1,1]^2 \mid \|x - o\|_2 < \delta_o\} \) while navigating to a specific goal region \( G = \{x \in [-1,1]^2 \mid \|x - g\|_2 \leq \delta_g\} \) within \( T \) seconds. Also assume the obstacle’s center location \( o \) can vary over \( \mathcal{D} = [-1,1]^2 \). Then the test parameter vector \( d \in \mathcal{D} \) as per Definition 2 is the obstacle’s center location. The robustness measure \( \rho(s) = \min_{e \in [0,\pi]} \{\delta_o - \|s(t) - g\|, \|s(t) - o\| - \delta_o\} \) which satisfies Definition 3.

Our formal problem statement will follow.

**B. Problem Statement**

As motivated prior, our goal is to determine whether the true system satisfies its specification and/or objective \( \psi \) as defined in Definition 3. As we expect our true system to be noisy however, we cannot directly optimize over closed loop trajectories, i.e. \( \rho(\phi^U(x_0)) \). As a result, we will choose to optimize for the minimum expected value instead, i.e.,

\[
\rho^* = \min_{d \in \mathcal{D}} \mathbb{E}_{\Pi(d)} \left[ \rho(\phi^U(x_0)) \right].
\] (7)

This leads to our formal problem statement.

**Problem Statement.** For a robustness measure \( \rho \) satisfying Definition 3 determine an appropriate lower bound \( \rho^* \) to \( \rho^* \) as defined in equation (7) and error constant \( \epsilon \) such that:

\[
\rho^* \geq \rho^*, \quad |\rho^* - \rho^*| \leq \epsilon, \quad 0 \leq \epsilon < \infty.
\]

**Overarching Approach:** In what will follow, we will provide a brief overview of our procedure. First, the authors note that one could directly apply the Bayesian Optimization approach we will detail to solve for a lower bound for \( \rho^* \) as in equation (7). This procedure requires some assumptions on optimization problem (7) though we will neglect to mention those at the moment. However, direct application of this Bayesian technique might result in a prohibitively large number of required true-system runs to realize an effective lower bound [14]. As a result, we will opt instead to solve two simulator-specific optimization problems as follows:

\[
\rho^* = \min_{d \in \mathcal{D}} \mathbb{E}_{\hat{\Pi}(d)} \left[ \rho(\hat{\phi}^U(\hat{x}_0)) \right],
\]
\[
e^* = \max_{d \in \mathcal{D}} \mathbb{E}_{\hat{\Pi}(d)} \left[ \rho(\hat{\phi}^U(\hat{x}_0)) - \rho(\hat{\phi}^U(\hat{x}_0)) \right].
\] (8)

Making some assumptions on the optimization problems in equation (8), we will show we can identify \( \hat{\rho}^*, e^* \) that satisfy the following sets of inequalities:

\[
\rho^* \geq \hat{\rho}^* \quad \text{and} \quad |\hat{\rho}^* - \rho^*| \leq \epsilon_0 \quad \text{with prob} \geq 1 - \delta_0,
\]
\[
e^* \leq e^* \quad \text{and} \quad |e^* - e^*| \leq \epsilon_1 \quad \text{with prob} \geq 1 - \delta_1,
\] (9)

with \( \delta_0, \delta_1 \in (0,1] \) and \( \epsilon_0, \epsilon_1 \in \mathbb{R}_+ \). Then our final result stems by defining \( \rho^* = \hat{\rho}^* - e^* = 2\epsilon e^* + \epsilon_0 + \epsilon_1 \), and noting that this satisfies the required conditions in our problem statement, i.e.

\[
\rho^* \geq \rho^*, \quad \text{and} \quad |\rho^* - \rho^*| \leq \epsilon \quad \text{with prob} \geq (1-\delta_0)(1-\delta_1).
\]
IV. MAIN CONTRIBUTIONS

In this section, we will detail our proposed Bayesian Optimization Algorithm and state and prove a theorem regarding its use. Then, we will state and prove another theorem regarding its application to lower bounding \( \rho^* \) in equation (7) while identifying the maximum Sim2Real gap \( e^* \) in equation (8). We will split this section into two sections. The former will detail the optimization algorithm and the latter will detail its use in lower bounding true-system robustness.

A. OPTIMIZATION ALGORITHM

In this section, we will detail our proposed GP-UCB Bayesian Optimization algorithm building off the work done in [29], [30] and algorithms utilized in prior controls works [19], [23], [24]. More aptly, this algorithm will identify upper bounds \( J^e \) to the data-set \( D \). Here, \( B, R, \epsilon \in \mathbb{R}^+ \) and an initial dataset \( D_0 = \{(z, y)\in\mathbb{R}^+, y \text{ as per (1)}\} \), and tolerance \( \epsilon \in \mathbb{R}^+ \).

Algorithm 1 Modified GP-UCB Bayesian Optimization

Require: \( \delta \in (0, 1] \), \( B, R \in \mathbb{R}^+ \), an initial data-set \( D_0 = \{(z, y)\in\mathbb{R}^+, y \in \mathbb{R} \} \) as per (1), and tolerance \( \epsilon \in \mathbb{R}^+ \).

Returns: A Gaussian Process \( \pi \), and an upper bound \( J^e \) such that \( P_{\pi}[J^s \leq J^e] \geq 1 - \delta \).

Initialize: \( i = 1 \), \( \eta_i = \frac{2}{i} \) Gaussian Process with mean \( \mu_0 \) and covariance \( \sigma_0 \) from the data-set, \( D_0 \) as per equations (2) and (3).

1: \textbf{while} True \textbf{do}
2: \hspace{1em} \( \beta_i \leftarrow \sqrt{2 \ln \left( \frac{2 \ln \left( \frac{1}{\delta} \right) + K_i}{\delta} \right)} \)
3: \hspace{1em} \( z_i \leftarrow \arg \max_{z \in \mathbb{R}^+} \mu_{i-1}(z) + \beta_i \sigma_{i-1}(z) \)
4: \hspace{1em} \( D_i \leftarrow D_{i-1} \cup \{(z_i, y_i)\} \) as per equation (1)
5: \hspace{1em} \( F_i \leftarrow \beta_i \sigma_{i-1}(z_i) \)
6: \hspace{1em} \textbf{if} \( F_i \leq \epsilon \) \textbf{then}
7: \hspace{2em} \( J^e = \mu_{i-1}(z_i) + \beta_i \sigma_{i-1}(z_i) \)
8: \hspace{2em} \textbf{return} \( \epsilon \)
9: \hspace{1em} \textbf{end if}
10: \hspace{1em} \textbf{Update the Gaussian Process} \( \pi \) with mean \( \mu_i \) and variance \( \sigma_i \) as per (2) and (3) with respect to \( D_i \)
11: \hspace{1em} \( i \leftarrow i + 1 \)
12: \hspace{1em} \textbf{end while}

Theorem 1. Let Assumption 1 hold. Let \( \delta \in (0, 1] \), and let \( \epsilon \in \mathbb{R}^+ \). At termination \( \epsilon \), Algorithm 1 outputs \( J^e \) such that \( P_{\pi}[J^s \leq J^e] \geq 1 - \delta \) and \( P_{\pi}[J^s \leq J^e] \geq 1 - \delta \) with \( J^e \).

Theorem 1 requires two Propositions. The first bounds the variance of the objective function \( J \) with respect to the fitted Gaussian Process \( \pi \) (Line 10) and the scale factor \( \beta \) defined in equation (11).

Proposition 1 (Theorem 2 in [30]). Let \( \beta_i \) be as in (11), \( \gamma_j \) as in equation (4), \( \delta \in (0, 1] \), and let Assumption 1 hold. With probability \( \geq 1 - \delta \), \( |\mu_{i-1}(z) - J(z)| \leq \beta_i \sigma_{i-1}(z) \) \forall i, and \( \forall z \in \mathbb{R} \).

Proposition 2 (Theorem 5 in [29]). Let Assumption 1 hold. There exists a kernel \( k \) such that the growth in the maximum information gain \( \gamma_j \) satisfies the following inequality:

\[
\gamma_j \leq O(j^p \log(j)), \quad p < 0.5
\]

As before, Proposition 2 stems directly from Theorem 5 in [29] which provides the growth bound for the information gain \( \gamma_j \) for common kernels. With these propositions, we can now state and prove two Lemmas required for proving Theorem 1. The first Lemma will bound the simple regret \( r \) by our simple regret bound \( F_i \) defined in equation (12).
**Lemma 1.** Let Assumption 1 hold, and let $F_i$ be as in (12). The simple regret $r_i$ satisfies the following inequality with respect to the Gaussian Process $\pi$ (Line 10):

$$\Pr[|r_i| \leq F_i] \geq 1 - \delta.$$ 

**Proof:** By definition of the simple regret $r_i$, the optimal sample $z_i$ (Line 3), the simple regret bound $F_i$, and the first inequality in Proposition 1, we have the following:

$$r_i = J^* - J(z_i),$$

$$\leq \beta_i \sigma_{i-1}(z_i) + \mu_i(z_i) - J(z_i), \text{ with prob } \geq 1 - \delta,$$

$$\leq 2 \beta_i \sigma_{i-1}(z_i) = F_i, \text{ with prob } \geq 1 - \delta.$$ 

We can also bound the growth of $F_i$.

**Lemma 2.** Let Assumption 1 hold and let $\delta \in (0, 1]$. Then,

$$\sum_{i=1}^{j} F_i \leq \mathcal{O}\left(\sqrt{\gamma_j B} + R \gamma_j \left(\gamma_j + \ln \frac{1}{\delta}\right)\right),$$

with probability $\geq 1 - \delta$ with respect to the Gaussian Process $\pi$ (Line 10), and with $F_i$ as in (12).

**Proof:** From the definition of the simple regret bound $F_i$ and the second inequality in Proposition 1, we have that

$$\sum_{i=1}^{j} F_i \leq \mathcal{O}\left(\sum_{i=1}^{j} \beta_i \sigma_{i-1}(z_i), \right)$$

with probability $\geq 1 - \delta$. The result then stems via Lemma 4 in [35], which states that $\sum_{i=1}^{j} \sigma_{i-1}(z_i) \leq \mathcal{O}\left(\gamma_j B\right)$. Now we can prove Theorem 1.

**Proof:** The proof for this theorem requires two parts. First, we need to prove that the Algorithm terminates, and second, we need to prove that the Algorithm outputs a $J^*$ satisfying the stated inequalities. The first part of this proof follows a contradiction. Specifically, assume $\frac{1}{\delta} i^* < \infty$ such that $F_{i^*} \leq \epsilon$ where $\epsilon > 0$ as per the assumptions in Theorem 1. In other words, this implies that $F_i > \epsilon > 0 \forall i = 1, 2, \ldots$. Then consider the running average of $F_1$ and Lemma 2:

$$\epsilon < \lim_{j \to \infty} \frac{1}{j} \sum_{i=1}^{j} F_i,$$

$$\leq \lim_{j \to \infty} \mathcal{O}\left(\frac{\sqrt{\gamma_j} \left(\gamma_j + \ln \frac{1}{\delta}\right)}{j}\right).$$

Now, pick a kernel that satisfies the inequality in Proposition 2, which is guaranteed to exist. Then,

$$\epsilon < \lim_{j \to \infty} \mathcal{O}\left(\frac{\log(j)}{j}\right) = 0, \text{ as } z < 1,$$

which is a contradiction, as $\epsilon \in \mathbb{R}_{++}$. This proves termination at some $i^* < \infty$. It remains to identify an upper bound $J^*$ that satisfies the required inequality in Theorem 1.

For the second part of the proof, due to the first inequality in Proposition 1 and Line 7 in Algorithm 1, we have the following inequality at termination $i^*$ and with probability $\geq 1 - \delta$:

$$J^* \leq \mu_{i^*}(z_i) + \beta_i \sigma_{i-1}(z_i) = J^\epsilon.$$ 

This resolves one of the inequalities in Theorem 1. For the second inequality, by Proposition 1 we know that at the sample point at termination $z_{i^*}$,

$$|\mu_{i^*}(z_i) - J(z_i)| \leq \beta_i \sigma_{i-1}(z_i) \text{ with prob } \geq 1 - \delta.$$ 

Taking one of the inequalities from above and adding $\beta_i \sigma_{i-1}(z_i)$ yields the following, as $J(z_{i^*}) \leq J^*$:

$$J^\epsilon - J^* \leq \epsilon \text{ with prob } \geq 1 - \delta.$$ 

Now, by definition of simple regret and Proposition 1,

$$\epsilon \geq r_{i^*} = J^* - J(z_{i^*}),$$

$$\geq J^* - J^\epsilon \text{ with prob } \geq 1 - \delta.$$ 

As a result,

$$|J^* - J^\epsilon| \leq \epsilon \text{ with prob } \geq 1 - \delta,$$

completing the proof. Also to note, the probabilities throughout the proof are taken with respect to the Gaussian Process $\pi$ estimating the objective $J$ based on the dataset $D_{i^*}$ at termination $i^*$.

**B. EVALUATING SYSTEM PERFORMANCE**

Simply put, the approach we will take in this subsection will amount to two uses of Algorithm 1 where we identify a lower bound $\hat{J}^\epsilon$ to $J^*$ and an upper bound $\tilde{J}^\epsilon$ to $J^*$. Both $\hat{J}^\epsilon$ and $\tilde{J}^\epsilon$ are defined in equation (8). In order to use Theorem 1 however, we need to state or prove that our optimization problems in equation (8) satisfy Assumption 1.

**Assumption 2.** Both optimization problems in equation (8) have a $B, R \in \mathbb{R}_{++}$ and a sampling scheme generating (noisy) measurements $y_i$ for each chosen sample $d_i$ such that they satisfy Assumption 1.

While this assumption seems restrictive, it has two separate rationalizations. First, any universal kernel’s Reproducing Kernel Hilbert Space is equivalent to the space of all continuous functions over the kernel’s domain, i.e., for a kernel $k : \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}_+$, $R(k) = C(\mathbb{Z})$ [36]. Effectively then, if we assume our objective functions for optimization problems (8) are continuous in $d \in \mathcal{D}$, and we use a universal kernel $k$, then we know that our objective functions $J \in R(k)$ and that $\exists B \text{ s.t. } ||J||_{RKHS} \leq B$. Furthermore, the assumption that our objective functions are continuous in $d$ is not too restrictive. Consider Example 1 for instance where this holds. The second rationalization stems from the fact that we are optimizing for the expected value of a random variable whose variance is bounded - $\rho$ cannot take infinite values as per Definition 3. As a result, Hoeffding’s Lemma guarantees that any single realization of this random variable corresponds to a sub-gaussian random variable after
mean-shifting [37]. Therefore, there exists a variance proxy $R \in \mathbb{R}_{++}$ to satisfy the second half of Assumption 2. For context, this is the reason that we do not optimize for an arbitrary risk measure, as samples of this measure need not be sub-gaussian. This would frustrate application of our developed approach. Optimizing for such a measure, however, is the subject of future work.

With this assumption, we can state two Lemmas that will be used to prove our second contribution.

**Lemma 3.** Let Assumption 2 hold, let $\delta_0 \in (0, 1]$, and let $\epsilon_0 \in \mathbb{R}_{++}$. Applying Algorithm 1 to solve the first optimization problem in equation (8) yields $\hat{\rho}^*$ such that

$$
P_{\pi_0}[\hat{\rho}^* \geq \hat{\rho}'] \quad \text{and} \quad P_{\pi_0}[|\hat{\rho}^* - \hat{\rho}'| \leq \epsilon_0] \quad \text{are} \quad \geq 1 - \delta_0.
$$

where $\pi_0$ is the Gaussian Process generated by Algorithm 1.

**Proof:** Use Theorem 1 with $\delta = \delta_0$ and $\epsilon = \epsilon_0$.

**Lemma 4.** Let Assumption 2 hold, let $\delta_1 \in (0, 1]$, and let $\epsilon_1 \in \mathbb{R}_{++}$. Applying Algorithm 1 to solve the second optimization problem in equation (8) yields $\epsilon^*$ such that

$$
P_{\pi_1}[\epsilon^* \leq \epsilon^*] \quad \text{and} \quad P_{\pi_1}[|\epsilon^* - \epsilon| \leq \epsilon_1] \quad \text{are} \quad \geq 1 - \delta_1,
$$

where $\pi_1$ is the Gaussian Process generated by Algorithm 1.

**Proof:** Use Theorem 1 with $\delta = \delta_1$ and $\epsilon = \epsilon_1$.

Now we state and prove our main result.

**Theorem 2.** Let $\rho^*, \epsilon_0, \delta_0, \pi_0$ be as defined in Lemma 3 and let $\epsilon^*, \epsilon_1, \delta_1, \pi_1$ be as defined in Lemma 4. Define $\rho^* = \hat{\rho}^* - \epsilon^*$ and $\epsilon = 2\epsilon^* + \epsilon_0 + \epsilon_1$, then

$$
P_{\pi_0, \pi_1}[\rho^* \geq \rho] \geq (1 - \delta_0)(1 - \delta_1),
$$

$$
P_{\pi_0, \pi_1}[|\rho^* - \rho| \leq \epsilon] \geq (1 - \delta_0)(1 - \delta_1).
$$

with $\rho^*$ as in equation (7).

**Proof:** To start this proof, we note we can modify optimization problem (7) using the following result:

$$
\min_{z \in Z} J(z) \geq \min_{z \in Z} J_2(z) - \max_{z \in Z} |J(z) - J_2(z)|.
$$

Specifically, replace $z \in Z$ with $d \in D$, $J(z)$ with the objective function for optimization problem (7), and $J_2(z)$ as the objective function for the first optimization problem in equation (8). Then, via linearity of the expectation operator and independence of $\Pi(d)$, $\hat{\Pi}(d)$, we get the following:

$$
\rho^* \geq \hat{\rho}^* - \epsilon^*,
$$

with $\hat{\rho}^*, \epsilon^*$ as defined in equation (8). Then by Lemmas 3 and 4 we get our first inequality:

$$
P_{\pi_0, \pi_1}[\rho^* \geq \rho] \geq (1 - \delta_0)(1 - \delta_1).
$$

For the second inequality, we know that,

$$
|\rho^* - \hat{\rho}^*| \leq \epsilon^*,
$$

where $\rho^*$ is defined in equation (7) and $\hat{\rho}^*, \epsilon^*$ are defined in equation (8). For context, the inequality in (13) can be proven through a contradiction, though it offers little insight so it will not be produced here. However, if you assume that $\rho^* - \hat{\rho}^* > \epsilon^*$, then evaluating each objective function at one of their minimizers results in a contradiction by definition of $\epsilon^*$. Doing the same for the reverse inequality proves the statement. Then by Lemma 3,

$$
|\rho^* - \hat{\rho}^*| \leq \epsilon^* + \epsilon_1 \quad \text{with prob} \quad \geq 1 - \delta_1.
$$

Furthermore,

$$
\epsilon^* + \epsilon_1 \geq |\rho^* - \hat{\rho}^* + \epsilon^* - \epsilon| \quad \text{with prob} \quad \geq 1 - \delta_1
$$

$$
|\rho^* - \epsilon^*| \leq \epsilon^*.
$$

The proof concludes by defining $\epsilon = 2\epsilon^* + \epsilon_0 + \epsilon_1$. This concludes the statement of our main result. We will now illustrate Theorems 1 and 2 through an example involving the Unitree A1 Quadruped depicted in Figure 1.

V. EXPERIMENTAL RESULTS

For our experiment, we aim to test whether the Unitree Quadruped’s forward velocity signal meets overshoot, settling time, and steady-state error criteria when driven by an IDQP-based trotting controller built off [38] within the motion primitive framework in [39]. Mathematically, we will assume the ability to measure the state trajectory of our quadruped. We will call the true-system trajectory $\phi^U(x_0)$ and simulated state trajectory $\hat{\phi}^U(x_0)$. For any state signal $s$, we denote its forward-velocity component as $s_v$. As such, our robustness measure per Definition 3 is as follows, with $v^d$ indicating the desired velocity, $\delta_v$ the maximum overshoot, and $\delta_s$ the allowable tolerance upon settling:

$$
\rho(s) = \min \left\{ \min_{t \in [0, 0.5]} \delta_v - \delta_v + s_v(t), \min_{t \in [0, 1, 1.5]} \delta_s - |v^d - s_v(t)| \right\}.
$$

Effectively, our robustness measure $\rho$ is positive for signals $s$ when the associated velocity does not exceed the desired velocity $v^d$ by more than $\delta_v$ in the first 0.5 seconds of commanding the desired velocity and stays within a norm bound $\delta_s$ of the desired velocity $v^d$ for the next 1 second. In the event the desired velocity is negative, overshoot is calculated in the opposite direction (not shown). Then, our optimization problems akin to (7)-(8) are as follows, where we abbreviate $\Delta \rho(\phi, \phi) = \rho(\phi^U(x_0)) - \rho(\hat{\phi}^U(x_0))$:

$$
\rho^* = \min_{v^d \in [-0.2, 0.3]} \rho(\phi^U(x_0)),
$$

$$
\hat{\rho}^* = \min_{v^d \in [-0.2, 0.3]} \rho(\hat{\phi}^U(x_0))
$$

$$
e^* = \max_{v^d \in [-0.2, 0.3]} \rho(\hat{\phi}^U(x_0)),
$$

We aim to determine this lower bound in four different environments - (1) the AMBER lab at Caltech, (2) grass outside our building, (3) a stone ramp up to our building, and (4) a patch of sand nearby.
Repeatability of Results: Figure 3 shows the results of running the optimization algorithm detailed in Section IV-A 120 times to lower bound the minimum simulator robustness $\hat{\rho}^*$ (14). Specifically, Figure 3 shows the bounds generated for 20 runs each for 6 different Reproducing Kernel Hilbert space norm upper bound $B$, the procedure identifies an estimated, minimum simulator-robustness $\hat{\rho}^*$ that are all within tolerance $\epsilon_0 = 0.02$ of each other. This is to be expected as per Theorem 1.

Sim2Real Gap: We identified the Sim2Real Gap for the quadruped and its simulator in four environments. Figure 2 shows the results of upper bounding the Sim2Real gap, $\epsilon^*$ as per equation (14), for (Top Left) the AMBER lab, (Top Right) the grass outside our building, (Bottom Left) a sandy patch outside our building, (Bottom Right) a ramp outside our building. For each run, we initialized Algorithm 1 with $B = 1.5, R = 0.1, \delta = 1e^{-6}, \epsilon = 0.003$. As expected, our Algorithm determined that the minimum Sim2Real gap occurs in the idealized lab setting - smallest $\epsilon^* = 0.105$ - and the largest error occurs when the robot walks backwards down a steep ramp - largest $\epsilon^* = 0.127$. In all environments however, as per Theorem 2, we expect the true system to fail its specification. The worst-case lab hardware trajectory depicted in Figure 4 confirms this notion as it yielded a robustness measure $\rho^w = -0.0454$ which we expect, as the minimum, hardware robustness in expectation $\rho^k \geq \hat{\rho}^* - \epsilon^* = 0.014 - 0.105 = -0.091$ as per Theorem 2. The authors note that the likely reason for this failure is battery voltage degradation as it loses charge. This causes the motors to lose power over time and slowly become unable to achieve the maximum desired forward walking speed. In the other environments the failures were all slipping related. The algorithm chose the direction and speed which had the highest chance of making the quadruped slip or topple.
This is what led to the two catastrophic failures you see in the video [1].

VI. CONCLUSION

In this letter, the authors proposed a two-step approach to verification of arbitrary systems subject to an operational specification which has a quantifiable measure of satisfaction. We show that we can leverage system simulators to accurately lower bound the true-system’s capacity to satisfy its specification and also identify the Sim2Real gap between our system simulator and its hardware counterpart. We demonstrate both repeatability of our results and the ability of our approach to discriminate between different environments in determination of the Sim2Real Gap. Future work aims to utilize this evaluation approach to iteratively develop better controllers and also minimize risk measures as well.
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