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Abstract

Thompson sampling has been shown to be an effective policy across a variety of online learning tasks. Many works have analyzed the finite time performance of Thompson sampling, and proved that it achieves a sub-linear regret under a broad range of probabilistic settings. However its asymptotic behavior remains mostly underexplored. In this paper, we prove an asymptotic convergence result for Thompson sampling under the assumption of a sub-linear Bayesian regret, and show that the actions of a Thompson sampling agent provide a strongly consistent estimator of the optimal action. Our results rely on the martingale structure inherent in Thompson sampling.

1 Introduction

In the multi-armed bandit problem, the agent repeatedly selects an action, a.k.a an arm, from an action set, and as a result observes a random outcome, e.g. a reward. The agent aims to maximize the total expected reward. Since the observations are noisy and the underlying system is unknown to the agent, she has to balance between the two factors: the amount of information gathering for a possible high future reward (exploration), and the maximization of the immediate reward according to the current knowledge about the system (exploitation).
In one of the earliest versions of this multi-armed bandit problem, Thompson \cite{1} proposed an algorithm known as Thompson sampling where at each turn the agent randomly selects an action according to its likelihood of being optimal. Recently Chapelle and Li \cite{2} showed that Thompson sampling is an effective heuristic, in some cases performing better than the known Upper Confidence Bound (UCB) algorithms, when it comes to the areas such as the display advertising, and the news article recommendation. Its state-of-the-art empirical performance \cite{2,3}, and its ease of implementation, which does not require any tuning unlike a UCB algorithm, sparked an interest in Thompson sampling, and many works provided theoretical performance guarantees for the Thompson sampling policy. Russo and Van Roy \cite{4,5} established a bound of $\tilde{O}(\sqrt{T})$\footnote{\(\tilde{O}\) hides poly-logarithmic factors.}, where \(T\) stands for the duration of the experiment, on the Bayesian regret of the Thompson sampling policy for almost all known multi-armed bandit problems, while Kaufmann et al. \cite{6}, Agrawal and Goyal \cite{7} analyzed the expected number of times the Thompson sampling agent played a sub-optimal arm, and found it to be no more than \(O(\log(T))\) for the multi-armed bandit problems with independent arms, and Beta priors.

In this paper, we focus on a different aspect of Thompson sampling. We aim to understand if Thompson sampling is an effective strategy for asymptotic exploration. We ask the following question: can Thompson sampling be used to obtain a strongly consistent estimator for the optimal action? In other words, if run for sufficiently large number of steps can the Thompson sampling algorithm be used to discover the optimal action? Even when there is a strict separation between the reward achieved by the optimal action and that achieved by any of the other actions, it is not guaranteed that the actions selected by a general algorithm, which achieves a sub-linear regret, will converge to the optimal one even in probability. Additionally, in many settings, e.g. the canonical case of the Gaussian linear bandit, such strict separation does not exist. In this work, we show that a sub-linear Bayesian regret for Thompson sampling leads to a strongly consistent estimator for the optimal action if the
action set is countable. Our proofs rely on the martingale property regarding the action selection process of Thompson sampling. To the best of our knowledge, the strongly consistent estimators has not been considered for Thompson sampling in the previous literature.

2 Problem Setup

2.1 The Multi-Armed Bandit Problem

We consider a multi-armed bandit problem in which an agent chooses an action $A_t$ from a countable action set $\mathcal{A} = \{a_1, a_2, \ldots\}$, which admits an ordering, at each time step $t \in \mathbb{Z}^+$, and observes a reward $Y_{A_t,t}$:

$$Y_{A_t,t} = g(\theta^*, A_t, W_t)$$

where $\theta^*$ is the random system variable that takes the values in the parameter set $\Theta$, $W_t \in \mathbb{R}$ for $t \in \mathbb{Z}^+$ is the noise variable, and $g$ is a function from $\Theta \times \mathcal{A} \times \mathbb{R}$ to $\mathbb{R}$. The random variables $\theta^*$, and $W_t$’s are mutually independent, and unknown to the agent.

We assume that

$$\mathbb{E}[\sup_{a \in \mathcal{A}} |Y_{a,t}|] < \infty, \quad \text{and}$$

$$\mathbb{E}[Y_{a,t}|\theta^*] = f(\theta^*, a) \text{ almost surely (a.s.)}$$ (1)

for any $t \in \mathbb{Z}^+$, and $a \in \mathcal{A}$ where $f$ is a function from $\Theta \times \mathcal{A}$ to $\mathbb{R}$. Note that (1), and (2) implies

$$\mathbb{E}[\sup_{a \in \mathcal{A}} |f(\theta^*, a)|] < \infty.$$ (3)

Since $f(\theta, a)$ is the average reward the agent receives when she chooses the action $a \in \mathcal{A}$ under the true parameter $\theta \in \Theta$, we define the optimal action $A^* : \Theta \to \mathcal{A}$ as the function such that

$$A^*(\theta) = \arg \max_{a \in \mathcal{A}} f(\theta, a).$$ (4)
Note that there might be more than one candidate for the optimal action $A^*$. To resolve this dispute over uniqueness of the optimal action, we use the natural ordering of the actions in $\mathcal{A}$ such that

$$A^*(\theta) = a_{i_{\text{min}}}$$  \hspace{1cm} (5)

where

$$i_{\text{min}} = \min\{i | a_i \in \mathcal{A}, \text{ and } f(\theta, a_i) \geq f(\theta, a) \ \ \forall a \in \mathcal{A}\}$$  \hspace{1cm} (6)

for any $\theta \in \Theta$. Under the preceding construction, we denote $\Theta_i$ as

$$\Theta_i = \{\theta \in \Theta | A^*(\theta) = a_i\}$$  \hspace{1cm} (7)

for any $a_i \in \mathcal{A}$. It is clear that $A^*$ defined in (5), and (6) satisfies (4).

We define the corresponding reward $Y_{A^*,t}$ when the optimal action $A^*(\theta^*)$ is played for any $t \in \mathbb{Z}^+$ as

$$Y_{A^*,t} = g(\theta^*, A^*(\theta^*), W_t).$$

Since the agent can only act causally at any given time $t \in \mathbb{Z}^+$, she can only use the information present in $\mathcal{H}_{t-1}$ where

$$\mathcal{H}_{t-1} = \{A_1, Y_{A_1,1}, ..., A_{t-1}, Y_{A_{t-1},t-1}\}$$

such that $\mathcal{H}_0 = \emptyset$, and $\mathcal{H}_\infty = \cup_{t=1}^\infty \mathcal{H}_t$. Thus, the agent follows a policy $\pi = (\pi_1, \pi_2, ...)$, which describes the rules to choose an action at each time step, such that for any $t \in \mathbb{Z}^+$ $\pi_t$ is a map from $\mathcal{H}_{t-1}$ to a probability distribution on $\mathcal{A}$:

$$\mathbb{P}(A_t \in B | \mathcal{H}_{t-1}) = \pi_t(\mathcal{H}_{t-1})(B) \ \ \text{a.s.}$$

for any $B \subseteq \mathcal{A}$.

Finally, we define $N_{B,T}$ as the number of times the agent visits the set $B \subseteq \mathcal{A}$ in the first
$T$ time steps such that
\[ N_{B,T} = \sum_{t=1}^{T} I_B(A_t), \]
where $I_B(\cdot)$ denotes the indicator function whose domain is $B$.

### 2.2 Thompson Sampling

In this paper, we consider the Thompson sampling policy where the agent who follows it selects the action $A_t$ according its likelihood of being optimal given the earlier observations $\mathcal{H}_{t-1}$. This relation leads to the following for any $B \subseteq A$:

\[
P(A^*(\theta^*) \in B | \mathcal{H}_{t-1}) = P(A_t \in B | \mathcal{H}_{t-1}) \quad \text{a.s.} \quad (8)
\]

Here, (8) summarizes the operation of Thompson sampling. The left-hand side of (8) captures the posterior distribution of $A^*(\theta^*)$, which is a random variable since it is the optimal action corresponding to the random system variable $\theta^*$, given past observations $\mathcal{H}_{t-1}$. This equation simply states that at each time step $t$, the Thompson sampling agent draws an action $A_t$ randomly from this posterior distribution, i.e. the probability with which the Thompson sampling agent chooses an action is equal to the probability that this action is optimal given the past observations. This operation is naturally equivalent to first drawing from the posterior distribution of $\theta^*$ given $\mathcal{H}_{t-1}$ and then playing the optimal action corresponding to this sample.

As a result, the relationship given in (8) leads to the $\mathcal{H}_t$-adapted random variables $\{P(A_{t+1} \in B | \mathcal{H}_t)\}_{t=0}^{\infty}$ becoming a martingale sequence, since for any $s \geq t \geq 0$:

\[
\mathbb{E}[P(A_{s+1} \in B | \mathcal{H}_s) | \mathcal{H}_t] = \mathbb{E}[P(A^*(\theta^*) \in B | \mathcal{H}_s) | \mathcal{H}_t] = P(A^*(\theta^*) \in B | \mathcal{H}_t) = P(A_{t+1} \in B | \mathcal{H}_t) \quad \text{a.s.} \quad (11)
\]
where (9) follows from (8). Also \( H_t \) being a subset of \( H_s \) leads to (10). Similarly, (11) follows from (8). Consequently, this martingale structure provides the following convergence result:

\[
\lim_{t \to \infty} \mathbb{P}(A_t \in B \mid H_{t-1}) = \lim_{t \to \infty} \mathbb{P}(A^*(\theta^*) \in B \mid H_{t-1}) = \mathbb{P}(A^*(\theta^*) \in B \mid H_\infty) \quad \text{a.s.}
\]  

(12)  

(13)

where (12) directly follows from (8). To prove (13), we use the next theorem which is related to the martingales:

**Theorem 4.6.8 of [8].** Suppose \( \mathbb{E}[|X|] < \infty \) for some random variable \( X \). As \( t \to \infty \),

\[
\mathbb{E}[X \mid H_t] \to \mathbb{E}[X \mid H_\infty] \quad \text{a.s. and in } L^1.
\]

If we let \( I_B(A^*(\theta^*)) \) be \( X \) in this theorem, and note that \( \mathbb{E}[I_B(A^*(\theta^*)) \mid H_{t-1}] = \mathbb{P}(A^*(\theta^*) \in B \mid H_{t-1}) \) a.s., we achieve (13).

### 2.3 Consistent Estimator for \( A^*(\theta^*) \)

Let \( B \) be any subset of \( A \). We define any \( H_t \)-adapted sequence \( \{E_t(B)\}_{t=1}^\infty \) as a consistent estimator for \( I_B(A^*(\theta^*)) \) if

\[
\lim_{t \to \infty} \mathbb{P}(|E_t(B) - I_B(A^*(\theta^*))| > \epsilon) = 0
\]

for any \( \epsilon > 0 \). In the case that this convergence happens almost surely such that

\[
\lim_{t \to \infty} E_t(B) = I_B(A^*(\theta^*)) \quad \text{a.s.}
\]

then we call the estimator \( \{E_t(B)\}_{t=1}^\infty \) strongly consistent.

In the following section, we will construct an estimator for the optimal action \( A^*(\theta^*) \) which is strongly consistent if Thompson sampling achieves a sub-linear Bayesian regret.
3 Main Results

In this section, we state our main results. Note that all results assume that the agent follows the Thompson sampling policy.

**Theorem 1.** Let \( B \subseteq A \). Then we have

\[
\lim_{T \to \infty} \frac{1}{T} N_{B,T} = \mathbb{P}(A^*(\theta^*) \in B \mid \mathcal{H}_\infty) \quad a.s.
\]

We provide the proof of this theorem in Section 5.1.

Note that Theorem 1 applies to any bandit setting described in Section 2.1 and only relies on the martingale property of Thompson sampling, in its proof. Therefore it holds in general for Thompson sampling applied to any multi-armed bandit setting. In the next theorem, we show that when Thompson sampling achieves a sublinear Bayesian regret, the term \( \mathbb{P}(A^*(\theta^*) \in B \mid \mathcal{H}_\infty) \) in Theorem 1 can be replaced by the indicator random variable \( I_B(A^*(\theta^*)) \).

**Theorem 2.** Suppose the Thompson sampling policy achieves a sub-linear Bayesian regret, meaning that

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[Y_{A^*,t} - Y_{A_t,t}] = 0,
\]

then for any \( B \subseteq A \) we have

\[
\mathbb{P}(A^*(\theta^*) \in B \mid \mathcal{H}_\infty) = I_B(A^*(\theta^*)) \quad a.s.,
\]

and

\[
\lim_{t \to \infty} \mathbb{P}(A_t \in B \mid \mathcal{H}_{t-1}) = I_B(A^*(\theta^*)) \quad a.s.
\]

The proof of this theorem is given in Section 5.2.

As we have mentioned earlier in Section 1, the condition stated in (14) is satisfied for a wide range of multi-armed bandit problems including canonical models such as the linear...
bandit and the logistic bandit. See for example [4, 5], which prove Bayesian regret bounds of order $\tilde{O}(\sqrt{T})$ on the expected cumulative regret of Thompson sampling for a wide range of multi-armed bandit problems.

Equation (16) of Theorem 2 shows that if Thompson sampling achieves a sub-linear Bayesian regret, then the probability of sampling an action converges to 0 or 1 depending on this action being optimal. In other words, if the Bayesian regret achieved by Thompson sampling is sub-linear, the theorem ensures that as $t$ gets large the probability of sampling the optimal action will converge to 1 and the probability of sampling a suboptimal action will converge to 0. This result may seem intuitive at first as one may be inclined to think that a sublinear regret should implicitly imply convergence to the optimal action. However, it is not true in general, and the result in Theorem 2 critically relies on the martingale structure of Thompson sampling. We next provide an example to illustrate this point. Consider a policy $\pi^1$ that achieves a regret of $O(\sqrt{T})$. Using $\pi^1$, we construct a new policy $\pi^2$ as follows. Let $\pi^2$ play a fixed predetermined action $a \in A$ on time steps $t = i^2$ for $i \in \mathbb{Z}^+$ and play actions according to $\pi^1$ in the remaining times steps, i.e. $\pi^2$ is a combination of a constant policy and $\pi^1$ where both constituent policies ignore the observations of the other. With this construction, it is easy to see that the regret of $\pi^2$ is $O(\sqrt{T})$. This is because over a horizon of $T$, the constant policy is played in less than $\sqrt{T}$ steps; therefore, its contribution to the regret is bounded by $O(\sqrt{T})$. As for $\pi^1$, it is played less than $T$ times, and therefore given our initial assumption its contribution to the regret is bounded by $O(\sqrt{T})$. However, even though this analysis shows that $\pi^2$ achieves a sub-linear regret, $O(\sqrt{T})$ to be precise, $\pi^2$ plays a fixed sub-optimal action infinitely often. As a result, we cannot ensure that the actions of $\pi^2$ will be in a small neighborhood of the optimal action even as $T$ gets large. Here, the probability that the action taken by $\pi^2$ is in a certain neighborhood of the optimal action does not converge, which shows that such convergence is not guaranteed for any policy that achieves sub-linear regret.

**Corollary 3.** Assume that the Thompson sampling policy satisfies (14), then for any $B \subseteq A$
we have

\[
\lim\limits_{T \to \infty} \frac{1}{T} N_{B,T} = I_B(A^*(\theta^*)) \quad a.s.
\]  

(17)

Proof. Combining Theorem 1 with (15) of Theorem 2 gives the desired result.

This corollary provides a strongly consistent estimator \( \{ \frac{1}{T} N_{B,T} \}_{T=1}^{\infty} \), which is adapted to \( \mathcal{H}_T \), for the optimal action. Note that we can construct the estimator by simply observing the actions taken by the Thompson sampling agent, and do not require any knowledge about the inner workings of the multi-armed bandit setup. Thus, this corollary allows an external observer to estimate the optimal action by simply observing the actions of the agent over a large horizon.

On the other hand, Kaufmann et al. [6], Agrawal and Goyal [7] proved that

\[
\limsup\limits_{T \to \infty} \frac{\mathbb{E}[N_{a,T} \mid \theta^*]}{\log(T)} < \infty \quad a.s.
\]

(18)

if \( f(\theta^*, a) < f(\theta^*, A^*(\theta^*)) \) in the case that the setup is the Beta-Bernoulli bandit with independent arms. Although (18) provides a sharper convergence rate when \( A^*(\theta^*) \notin B \) compared with (17), it is still defined in terms of a conditional expectation unlike the result in (17), which is true for almost surely all sample paths. Also (18) differs from Corollary 3 in terms of applicability since the former applies only to a specific bandit problem while the latter remains true for wide range of multi-armed bandit problems with known sub-linear Bayesian regrets bounds [4, 5].

4 Conclusion

By using the martingale structure present in Thompson sampling and the Bayesian regret bounds available in [4, 5], we proved that the Thompson sampling agent can accurately predict the optimal action if the experiment is run for sufficiently long time. Building on top of this convergence result, we also constructed a strongly consistent estimator for the optimal
action which only depends on the actions taken by the agent. As far as we know, this type estimator is the first of its kind in the literature with regards to Thompson sampling.

5 Proofs

In this section, we provide the proofs of Theorem 1 and 2.

5.1 Proof of Theorem 1

We start by stating a crucial theorem:

Theorem 4.5.5 of [8]. Suppose $B_t$ is adapted to $H_t$, and let $p_t = \mathbb{P}(B_t|H_{t-1})$. Then as $T \to \infty$

$$\frac{1}{T} \sum_{t=1}^{T} I_{B_t} \to 1 \quad \text{a.s. on } \{\sum_{t=1}^{\infty} p_t = \infty\}.$$

If we let $B_t = \{A_t \in B\}$, and note that $p_t = \mathbb{P}(A_t \in B|H_{t-1})$, then Theorem 4.5.5 of [8] implies

$$\frac{1}{T} \sum_{t=1}^{T} I_{B_t} \to 1 \quad \text{a.s. on } \{\mathbb{P}(A^*(\theta^*) \in B|H_{\infty}) > 0\},$$

(19)

since $\lim_{t \to \infty} p_t = \mathbb{P}(A^*(\theta^*) \in B|H_{\infty})$ a.s. by (13) which leads to

$$\sum_{t=1}^{\infty} p_t = \infty \quad \text{a.s. on } \{\mathbb{P}(A^*(\theta^*) \in B|H_{\infty}) > 0\}.$$

We also point out that (13) implies

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} p_t = \mathbb{P}(A^*(\theta^*) \in B|H_{\infty}) \quad \text{a.s.}$$

(20)

by Cesàro mean, which states that for any real convergent sequence $\{a_t\}_{t=1}^{\infty}$:

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} a_t = \lim_{t \to \infty} a_t.$$  

(21)
By combining (19), and (20), we arrive at:

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} I_B(A_t) = \mathbb{P}(A^*(\theta^*) \in B|\mathcal{H}_\infty) \quad \text{a.s. on} \quad \{\mathbb{P}(A^*(\theta^*) \in B|\mathcal{H}_\infty) > 0\}. \tag{22}
\]

Equation (22) also implies the following almost surely on \(\{\mathbb{P}(A^*(\theta^*) \in B^c|\mathcal{H}_\infty) > 0\}\)

\[
\mathbb{P}(A^*(\theta^*) \in B|\mathcal{H}_\infty) = 1 - \mathbb{P}(A^*(\theta^*) \in B^c|\mathcal{H}_\infty)
\]

\[= 1 - \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} I_{B^c}(A_t) \tag{23}\]

\[= \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} I_B(A_t) \tag{24}\]

where (23) follows from (22). By noting \(1 - I_{B^c}(A_t) = I_B(A_t)\), we conclude (24). Since almost surely either \(\mathbb{P}(A^*(\theta^*) \in B|\mathcal{F}_\infty)\), or \(\mathbb{P}(A^*(\theta^*) \in B^c|\mathcal{F}_\infty)\) is positive, we finish the proof by combining (22), and (24).

### 5.2 Proof of Theorem 2

We first note that for any \(t \in \mathbb{Z}^+\), \(\mathbb{E}[Y_{A^*,t} - Y_{A_t,t}]\) satisfies the following set of equalities:

\[
\mathbb{E}[Y_{A^*,t} - Y_{A_t,t}]
\]

\[= \mathbb{E}[\mathbb{E}[Y_{A^*,t}|\theta^*, A^*(\theta^*)] - \mathbb{E}[Y_{A_t,t}|\theta^*, A_t]] \tag{25}\]

\[= \mathbb{E}[f(\theta^*, A^*(\theta^*)) - f(\theta^*, A_t)], \tag{26}\]

where (25) follows from the law of total expectation. Finally (2) leads to (26). By (1) we know

\[f(\theta^*, A^*(\theta^*)) - f(\theta^*, A_t) \geq 0 \tag{27}\]

which leads to \(\mathbb{E}[Y_{A^*,t} - Y_{A_t,t}] \geq 0\) with help of (26).
Now let $\Theta^i$ be

$$\Theta^i = \bigcup_{j=1}^i \Theta_j$$

where $\Theta_j$ is given in (7). We first prove a useful lemma:

**Lemma 4.** If for any $i, j \in \mathbb{Z}^+$, $a_i, a_j \in \mathcal{A}$ and $j \geq i$, then

$$I_{(\Theta^i)^c}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty) = 0 \text{ a.s.}$$

where $(\Theta^i)^c = \Theta \setminus \Theta^i$.

**Proof.** We have that

$$f(\theta^*, A^*(\theta^*)) - f(\theta^*, A_t) \geq (f(\theta^*, A^*(\theta^*)) - f(\theta^*, A_t))I_{(\Theta^i)^c}(\theta^*)I_{\{a_i\}}(A_t) \quad (28)$$

$$= (f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\Theta^i)^c}(\theta^*)I_{\{a_i\}}(A_t) \quad (29)$$

where (28) follows from (27). We achieve (29) by pointing out the domain of $I_{\{a_i\}}(A_t)$. The first thing to note is that

$$\mathbb{E}[f(\theta^*, A^*(\theta^*))I_{(\Theta^i)^c}(\theta^*)I_{\{a_i\}}(A_t)] = \mathbb{E}[\mathbb{E}[f(\theta^*, A^*(\theta^*))I_{(\Theta^i)^c}(\theta^*)I_{\{a_i\}}(A_t)| \mathcal{H}_{t-1}]] \quad (30)$$

$$= \mathbb{E}[\mathbb{E}[f(\theta^*, A^*(\theta^*))I_{(\Theta^i)^c}(\theta^*)| \mathcal{H}_{t-1}] \mathbb{E}[I_{\{a_i\}}(A_t)| \mathcal{H}_{t-1}]] \quad (31)$$

$$= \mathbb{E}[f(\theta^*, A^*(\theta^*))I_{(\Theta^i)^c}(\theta^*)\mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_{t-1})] \quad (32)$$

where (30) follows from the law of total expectation. Conditioned on the past observations $\mathcal{H}_{t-1}$, $\theta^*$ and $A_t$ are independent, which proves (31). Further conditioning the term inside the expectation in (32) with respect to $\mathcal{H}_{t-1}$ and using (8) shows (32). Applying a similar analysis, we can also prove that

$$\mathbb{E}[f(\theta^*, a_i)I_{(\Theta^i)^c}(\theta^*)I_{\{a_i\}}(A_t)] = \mathbb{E}[f(\theta^*, a_i)I_{(\Theta^i)^c}(\theta^*)\mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_{t-1})]. \quad (33)$$
Ultimately we conclude that

\[ \mathbb{E}[Y_{A^t,t} - Y_{A_t,t}] = \mathbb{E}[f(\theta^*, A^*(\theta^*)) - f(\theta^*, A_t)] \]

\[ \geq \mathbb{E}[(f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\theta^*)}(\theta^*)] I_{(a_i)}(A_i) \]

\[ = \mathbb{E}[(f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\theta^*)}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i| \mathcal{H}_{t-1})] \]

\[ \geq 0. \] 

Equation (34) is the restatement of (26). Equation (29) leads to (35). Using (32) and (33) proves (36). Since the term

\[ (f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\theta^*)}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i| \mathcal{H}_{t-1}) \geq 0 \quad \text{a.s.} \]

by (4), we arrive at (37). Consequently (36) and (37) combined with the assumption in (14) leads to

\[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} (\mathbb{E}[(f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\theta^*)}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i| \mathcal{H}_{t-1})]) = 0. \] 

We note that by (13), we have

\[ \lim_{t \to \infty} (f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\theta^*)}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i| \mathcal{H}_{t-1}) \]

\[ = (f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\theta^*)}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i| \mathcal{H}_{\infty}) \quad \text{a.s.} \]

and since

\[ |(f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\theta^*)}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i| \mathcal{H}_{t-1})| \leq 2 \sup_{a \in \mathcal{A}} |f(\theta^*, a)| \]

almost surely for any \( t \) with \( \sup_{a \in \mathcal{A}} |f(\theta^*, a)| \) being integrable by (3), dominated convergence
theorem dictates that

\[
\lim_{t \to \infty} \mathbb{E}[(f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\Theta^*)c}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_{t-1})]
= \mathbb{E}[(f(\theta^*, A^*(\theta^*))) - f(\theta^*, a_i))I_{(\Theta^*)c}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty)]
\]

(39)

Coupling (39) with Cesàro mean, (21) means that

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} (\mathbb{E}[(f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i))I_{(\Theta^*)c}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_{t-1})]
= \mathbb{E}[(f(\theta^*, A^*(\theta^*))) - f(\theta^*, a_i))I_{(\Theta^*)c}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty)]
\]

and consequently with the help of (38), we arrive at

\[
\mathbb{E}[(f(\theta^*, A^*(\theta^*))) - f(\theta^*, a_i))I_{(\Theta^*)c}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty)] = 0.
\]

(40)

We know the term inside the expectation in (40) is almost surely non-negative by (4) which in turn shows that

\[
(f(\theta^*, A^*(\theta^*))) - f(\theta^*, a_i))I_{(\Theta^*)c}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty) = 0 \quad \text{a.s.}
\]

(41)

However the way we constructed \( A^* \) in (5) and (6) coupled with the fact that \( j \geq i \) means that

\[
\{\theta \in \Theta | f(\theta, a_i) \geq f(\theta, a) \quad \forall a \in A \} \cap (\Theta^j)c = \emptyset,
\]

and consequently

\[
f(\theta^*, A^*(\theta^*)) - f(\theta^*, a_i) > 0 \quad \text{on} \quad \{\theta^* \in (\Theta^j)c\}.
\]

(42)

Finally combining (41), and (42) leads to

\[
I_{(\Theta^*)c}(A^*(\theta^*)) \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty) = 0 \quad \text{a.s.}
\]

(43)
which is the desired result.

We now return to the proof of Theorem 2. To deduce (15) we apply induction to show

\[ \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty) = I_{\{a_i\}}(A^*(\theta^*)) \quad \text{a.s.} \]

for any \( i \in \mathbb{Z}^+ \) such that \( a_i \in A \). Let \( i = j = 1 \), then Lemma 4 implies that

\[ I_{\{a_1\}}(\Theta_1) \mathbb{P}(A^*(\theta^*) = a_1 | \mathcal{H}_\infty) = 0 \quad \text{a.s.} \quad (44) \]

and by (5) with (6) we know \( A^*(\theta^*) = a_1 \) if and only if \( \theta^* \in \Theta^1 \) which in turn helps us reformulate (44) as

\[ I_{\{a_1\}}(A^*(\theta^*)) \mathbb{P}(A^*(\theta^*) = a_1 | \mathcal{H}_\infty) = 0 \quad \text{a.s.} \quad (45) \]

However \( 0 \leq \mathbb{P}(A^*(\theta^*) = a_1 | \mathcal{H}_\infty) \leq 1 \) almost surely, and \( \mathbb{P}(A^*(\theta^*) = a_1 | \mathcal{H}_\infty) \) has to integrate to \( \mathbb{P}(A^*(\theta^*) = a_1) \). Then (45) implies \( \mathbb{P}(A^*(\theta^*) = a_1 | \mathcal{H}_\infty) = 1 \) almost surely on \( \{A^*(\theta^*) = a_1\} \), and as a result

\[ \mathbb{P}(A^*(\theta^*) = a_1 | \mathcal{H}_\infty) = I_{\{a_1\}}(A^*(\theta^*)) \quad \text{a.s.} \]

We just proved the first step of the induction process. Now suppose for any \( j < i \) where \( i \geq 2 \), we know that

\[ \mathbb{P}(A^*(\theta^*) = a_j | \mathcal{H}_\infty) = I_{\{a_j\}}(A^*(\theta^*)) \quad \text{a.s.} \quad (46) \]

By Lemma 4 we have for \( j \leq i \):

\[ I_{\{a_j\}}(\theta^*) \mathbb{P}(A^*(\theta^*) = a_j | \mathcal{H}_\infty) = 0 \quad \text{a.s.} \]

which in turn by simple addition leads to

\[ I_{\{a_j\}}(\theta^*) \mathbb{P}(A^*(\theta^*) \in \bigcup_{j=1}^{i} \{a_j\} | \mathcal{H}_\infty) = 0 \quad \text{a.s.} \quad (47) \]
By (5), and (6), we again note that $A^*(\theta^*) \in \bigcup_{j=1}^{i} \{a_j\}$ if and only if $\theta^* \in \Theta^i$. Then we have that

$$I_{\{\bigcup_{j=1}^{i} \{a_i\}\}}(A^*(\theta^*)) \mathbb{P}(A^*(\theta^*) \in \bigcup_{j=1}^{i} \{a_j\} | \mathcal{H}_\infty) = 0$$

(48) almost surely, and the argument used after (15) naturally carries over here to show that

$$\mathbb{P}(A^*(\theta^*) \in \bigcup_{j=1}^{i} \{a_j\} | \mathcal{H}_\infty) = I_{\bigcup_{j=1}^{i} \{a_i\}}(A^*(\theta^*))$$

(49) almost surely. Consequently

$$I_{\{a_i\}}(A^*(\theta^*)) = I_{\bigcup_{j=1}^{i} \{a_i\}}(A^*(\theta^*)) - I_{\bigcup_{j=1}^{i-1} \{a_i\}}(A^*(\theta^*))$$

$$= \mathbb{P}(A^*(\theta^*) \in \bigcup_{j=1}^{i} \{a_j\} | \mathcal{H}_\infty) - \mathbb{P}(A^*(\theta^*) \in \bigcup_{j=1}^{i-1} \{a_j\} | \mathcal{H}_\infty)$$

(50) $$= \mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty) \text{ a.s.}$$

(51) where (50) directly follows from the induction step (46) and (49). This result finishes the proof by induction since (51) is the desired result.

Now that we proved

$$\mathbb{P}(A^*(\theta^*) = a_i | \mathcal{H}_\infty) = I_{\{a_i\}}(A^*(\theta^*)) \text{ a.s.}$$

(52) for any $i$, we see that (52) leads to (15) since $B$ is countable due to $\mathcal{A}$ being countable.

We finish the proof by noting that (13) combined with (15) leads to (16).
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