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ABSTRACT

Graph neural networks (GNNs) have been widely adopted for semi-supervised learning on graphs. A recent study shows that the graph random neural network (GRAND) model can generate state-of-the-art performance for this problem. However, it is difficult for GRAND to handle large-scale graphs since its effectiveness relies on computationally expensive data augmentation procedures. In this work, we present a scalable and high-performance GNN framework GRAND+ for semi-supervised graph learning. To address the above issue, we develop a generalized forward push (GFPush) algorithm in GRAND+ to pre-compute a general propagation matrix and employ it to perform graph data augmentation in a mini-batch manner. We show that both the low time and space complexities of GFPush enable GRAND+ to efficiently scale to large graphs. Furthermore, we introduce efficient approximation techniques to perform random feature propagation. Such matrix allows GRAND+ to efficiently scale to large graphs. In this way, we develop a generalized forward push (GFPush) algorithm in GRAND+ to pre-compute a general propagation matrix and employ it to perform graph data augmentation in a mini-batch manner. We show that both the low time and space complexities of GFPush enable GRAND+ to efficiently scale to large graphs. Furthermore, we introduce efficient approximation techniques to perform random feature propagation. Such matrix allows GRAND+ to efficiently scale to large graphs.

1 INTRODUCTION

Graph structure is a commonplace of both our physical and virtual worlds, such as social relationships, chemical bonds, and information diffusion. The inherit incompleteness of the real-world graph data sparks enormous interests in the problem of semi-supervised learning on graphs [19, 33]. To date, graph neural networks (GNNs) have been considered by many as the de facto way to address this problem [1, 11, 19, 28, 29]. Briefly, GNNs leverage the graph structure among data samples to facilitate model predictions, enabling them to produce prominent performance improvements over traditional semi-supervised learning methods [32].

However, there are remaining challenges for GNN-based semi-supervised learning solutions. Notably, the generalization of GNNs usually does not form their strengths, as most of them only use a supervised loss to learn parameters [9, 19, 28, 29]. This setup makes the model prone to overfit the limited labeled samples, thereby degrading the prediction performance over unseen samples. To overcome this issue, the graph random neural network (GRAND) [12] designs graph data augmentation and consistency regularization strategies for GNNs. These designs enable it to bring significant performance gains over existing GNNs for semi-supervised learning on Cora, Citeseer and Pubmed.

Specifically, GRAND develops the random propagation operation to generate effective structural data augmentations. It is then trained with both the supervised loss on labeled nodes and the consistency regularization loss on different augmentations of unlabeled nodes. To achieve a good graph augmentation, random propagation in GRAND proposes to use a mixed-order adjacency matrix to propagate the feature matrix. The propagation essentially requires the power iteration of the adjacency matrix at every training step, making it computationally challenging to scale GRAND to large-scale graphs.

To address this issue, we present the GRAND+ framework for large-scale semi-supervised learning on graphs. GRAND+ is a scalable GNN consistency regularization method. In GRAND+, we introduce efficient approximation techniques to perform random propagation in a mini-batch manner, addressing the scalability limitation of GRAND. Furthermore, we improve GRAND by adopting a confidence-aware loss for regulating the consistency between different graph data augmentations. This design stabilizes the training process and provides GRAND+ with good generalization. Specifically, GRAND+ comprises the following techniques:

• Generalized feature propagation: We propose a generalized mixed-order matrix to perform random feature propagation. Such matrix
offers a set of tunable weights to control the importance of different orders of neighborhoods and thus offers a flexible mechanism for dealing with complex real-world graphs.

- **Efficient approximation:** Inspired by recent matrix approximation based GNNs [5, 8], GRAND+ adopts an approximation method—Generalized Forward Push (GFPush)—to efficiently calculate the generalized propagation matrix. This enables GRAND+ to perform random propagation and model learning in a mini-batch manner, offering the model with significant scalability.

- **Confidence-aware loss:** We design a confidence-aware loss for the GRAND+ regularization framework. This helps filter out potential noises during the consistency training by ignoring highly uncertain unlabeled samples, thus improving the generalization performance of GRAND+. We conduct comprehensive experiments on seven public graph datasets with different genres and scales to demonstrate the performance of GRAND+. Overall, GRAND+ yields the best classification results compared to ten GNN baselines on three benchmark datasets and surpasses five representative scalable GNNs on the other four relatively large datasets with efficiency benefits. For example, GRAND+ achieves a state-of-the-art accuracy of 85.0% on PubMed. On MAG-Scholar-C with 12.4 million nodes, GRAND+ is about 10 fold faster than FastGCN and GraphSAINT, and offers a 4.9% accuracy gain over PPRGo—previously the fastest method on this dataset—with a comparable running time.

## 2 SEMI-SUPERVISED GRAPH LEARNING

### 2.1 Problem

In graph-based semi-supervised learning, the data samples are organized as a graph $G = (V, E)$, where each node $v \in V$ represents a data sample and $E \in V \times V$ is a set of edges that denote the relationships between each pair of nodes. We use $A \in \{0, 1\}^{V \times V}$ to represent $G$’s adjacency matrix, with each element $A(s, v) = 1$ indicating that there exists an edge between $s$ and $v$, otherwise $A(s, v) = 0$. $D$ is the diagonal degree matrix where $D(s, s) = \sum_v A(s, v)$. $\bar{G}$ is used to denote the graph $G$ with added self-loop connections. The corresponding adjacency matrix is $\bar{A} = A + I$ and the degree matrix is $\bar{D} = D + I$.

In this work, we focus on the classification problem, in which each sample $s$ is associated with 1) a feature vector $X_s \in \mathbb{R}^{V \times d_f}$ and 2) a label vector $Y_s \in \{0, 1\}^{V \times |C|}$ with $C$ representing the number of classes. In the semi-supervised setting, only limited nodes $L \in V$ have observed labels ($0 < |L| \ll |V|$), and the labels of remaining nodes $U = V - L$ are unseen. The objective of semi-supervised graph learning is to infer the missing labels $Y_U$ for unlabeled nodes $U$ based on graph structure $G$, node features $X$, and the observed labels $Y_L$.

### 2.2 Related Work

Graph neural networks (GNNs) have been widely adopted for addressing the semi-supervised graph learning problem. In this part, we review the progress of GNNs with an emphasis on their large-scale solutions to semi-supervised graph learning.

#### 3.1 The Graph Random Neural Network

Recently, Feng et al. [12] introduce the graph neural network (GRAND) for semi-supervised node classification. GRAND is a GNN for dealing with complex real-world graphs.
consistency regularization framework that optimizes the prediction consistency of unlabeled nodes in different augmentations.

Specifically, it designs random propagation—a mixed-order propagation strategy—to achieve graph data augmentations. First, the node features X are randomly dropped with DropNode—a variant of dropout. Then the resultant corrupted feature matrix is propagated over the graph with a mixed-order matrix. Instead of the PPR matrix, GRAND uses an average pooling matrix \( \Pi_{\text{avg}} = \sum_{n=0}^{N} \tilde{A}^{n} / (N + 1) \) for propagation. Formally, the random propagation strategy is formulated as:

\[
\mathbf{X} = \Pi_{\text{avg}} \cdot \text{diag}(\mathbf{z}) \cdot \mathbf{X}, \quad \mathbf{z} \sim \text{Bernoulli}(1 - \delta),
\]

where \( \mathbf{z} \in \{0, 1\}^{|V|} \) denotes the random DropNode masks drawn from \( \text{Bernoulli}(1 - \delta) \), and \( \delta \) represents DropNode probability. In doing so, the dropped information of each node is compensated by its neighborhoods. Under the homophily assumption of graph data, the resulting matrix \( \mathbf{X} \) can be seen as an effective data augmentation of the original feature matrix X. Owing to the randomness of DropNode, this method can in theory generate exponentially many augmentations for each node.

In each training step of GRAND, the random propagation procedure is performed for \( M \) times, leading to \( M \) augmented feature matrices \( \{\mathbf{X}^{(m)}\}_{1 \leq m \leq M} \). Then all the augmented feature matrices are fed into an MLP to get \( M \) predictions. During optimization, GRAND is trained with both the standard classification loss on labeled data and an additional consistency regularization loss [4] on the unlabeled node set \( \mathcal{U} \), that is,

\[
\frac{1}{M |\mathcal{U}|} \sum_{i \in \mathcal{U}} \sum_{m=1}^{M} \left\| \tilde{Y}_{s}^{(m)} - \mathbf{Y}_{i} \right\|^{2}, \quad \mathbf{Y}_{s} = \sum_{m=1}^{M} \frac{1}{M} \tilde{Y}_{s}^{(m)},
\]

where \( \tilde{Y}_{s}^{(m)} \) is MLP’s prediction probability for node \( s \) when using \( \mathbf{X}^{(m)} \) as input. The consistency loss provides an additional regularization effect by enforcing the neural network to give similar predictions for different augmentations of unlabeled data. With random propagation and consistency regularization, GRAND achieves better generalization capability over conventional GNNs [12].

**Scalability of GRAND.** In practice, the \( n \)-th power of the adjacency matrix \( \tilde{A}^{n} \) is computationally infeasible when \( n \) is large [25]. To avoid this issue, GRAND adopts the power iteration to directly calculate the entire augmented feature matrix \( \mathbf{X} \) (in Equation 3), i.e., iteratively calculating and summing up the product of \( \tilde{A}^{n} \cdot \text{diag}(\mathbf{z}) \cdot \mathbf{X} \) for \( 0 \leq n < N \). This procedure is implemented with the sparse-dense matrix multiplication and has a linear time complexity of \( O(|V| + |E|) \). However, it needs to be performed for \( M \) times at every training step to generate different feature augmentations. Thus the total complexity of \( T \) training steps becomes \( O(T \cdot M \cdot (|V| + |E|)) \), which is prohibitively expensive when dealing with large graphs.

### 3.2 Overview of GRAND+

We present GRAND+ to achieve both scalability and accuracy for graph based semi-supervised learning. It follows the general consistency regularization principle of GRAND and comprises techniques to make it scalable to large graphs while maintaining GRAND’s flexibility and generalization capability.

Briefly, instead of propagating features with power iteration, we develop an efficient approximation algorithm—generalized forward push (GFPush)—in GRAND+ to pre-compute the required row vectors of propagation matrix and perform random propagation in a mini-batch manner. The time complexity of this procedure is controlled by a predefined hyperparameter, avoiding the scalability limitation faced by GRAND. Furthermore, GRAND+ adopts a new confidence-aware loss for consistency regularization, which makes the training process more stable and leads to better generalization performance than GRAND.

**Propagation Matrix.** In GRAND+, we propose the following generalized mixed-order matrix for feature propagation:

\[
\Pi = \sum_{n=0}^{N} w_{n} \cdot \tilde{A}^{n}, \quad \tilde{P} = \tilde{D}^{-1} \tilde{A},
\]

where \( \sum_{n=0}^{N} w_{n} = 1 \) and \( w_{n} \geq 0 \). \( \tilde{P} \) is the row-normalized adjacency matrix. Different from the propagation matrices used in GRAND
and other GNNs, the form of $\Pi$ adopts a set of tunable weights \(\{w_n|0 \leq n \leq N\}\) to fuse different orders of adjacency matrices. By adjusting $w_n$, GRAND+ can flexibly manipulate the importance of different orders of neighborhoods to suit the diverse graphs of distinct structural properties in the real world.

**Training Pipeline.** To achieve fast training, GRAND+ abandons the power iteration method which directly calculates the entire augmented feature matrix $\tilde{X}$, and instead computes each augmented feature vector separately for each node. Ideally, the augmented feature vector $\tilde{X}_s$ of node $s$ is calculated by:

$$\tilde{X}_s = \sum_{v \in N^k_s} x_0 \cdot \Pi(s, v) \cdot X_v, \quad x_0 \sim \text{Bernoulli}(1 - \delta).$$ \hspace{1cm} (6)

Here we use $\Pi_s$ to denote the row vector of $\Pi$ corresponding to node $s$, $N^k_s$ is used to represent the indices of non-zero elements of $\Pi_s$, $\Pi(s, v)$ denotes the $v$-th element of $\Pi_s$. This paradigm allows us to generate augmented features for only a batch of nodes in each training step, and thus enables us to use efficient mini-batch gradient descent for optimization.

However, it is difficult to calculate the exact form of $\Pi_s$ in practice. To address this problem, we develop several efficient methods to approximate $\Pi_s$ in GRAND+. The approximation procedure consists of two stages. In the first stage, we propose an efficient method **Generalized Forward Push (GFPush)** to compute an error-bounded approximation $\tilde{\Pi}_s$ for the row vector $\Pi_s$. In the second stage, we adopt a top-$k$ sparsification strategy to truncate $\tilde{\Pi}_s$ to only contain the top $k$ largest elements. The obtained sparsiﬁed row approximation $\tilde{\Pi}_s^{(k)}$ is used to calculate $\tilde{X}_s$ as a substitute of $\Pi_s$ (Eq. 6). For efficiency, it is required to pre-compute the corresponding row approximations for all nodes used in training. In addition to labeled nodes, GRAND+ also requires unlabeled nodes to perform consistency regularization during training. To further improve efficiency, instead of using the full set of $U$, GRAND+ samples a smaller subset of unlabeled nodes $U' \subseteq U$ for consistency regularization. As illustrated in Figure 1, the training pipeline of GRAND+ consists of three steps:

- **Sub-matrix approximation.** We obtain a sparsiﬁed row approximation $\tilde{\Pi}_s^{(k)}$ for each node $s \in L \cup U'$ through GFPush and top-$k$ sparsiﬁcation. The resultant sparsiﬁed sub-matrix is used to support random propagation.

- **Mini-batch random propagation.** At each training step, we sample a batch of nodes from $L \cup U'$ and generate multiple augmentations for each node in the batch with the approximated row vector.

- **Confidence-aware consistency training.** We feed the augmented features into an MLP to get corresponding predictions and optimize the model with both supervised loss and confidence-aware consistency loss.

### 3.3 Sub-Matrix Approximation

**Generalized Forward Push (GFPush).** It can be observed that the row-normalized adjacency matrix $P = \tilde{D}^{-1}\tilde{A}$ is also the reverse random walk transition probability matrix \([8]\) on $\tilde{G}$, where row vector $P_s$, denotes random walk transition probabilities starting from node $s$. Based on this fact, we propose an efficient algorithm called **Generalized Forward Push (GFPush)** to approximate row vector $\Pi_s = \sum_{q=0}^{N} w_n \Pi_s^{(n)}$ with a bounded error. GFPush is inspired by the **Forward Push** \([2]\) algorithm for approximating personalized PageRank vector, while has much higher flexibility with the ability to approximate the generalized mixed-order matrix $\Pi$. The core idea of GFPush is to simulate an $N$-step random walk probability diffusion process from $s$ with a series of pruning operations for acceleration. To achieve that, we should maintain a pair of vectors at each step $n (0 \leq n \leq N)$: 1) Reserve vector $q^{(n)} \in \mathbb{R}^{|V|}$, denoting the probability masses reserved at step $n$; 2) Residue vector $r^{(n)} \in \mathbb{R}^{|V|}$, representing the probability masses to be diffused beyond step $n$.

Algorithm 1 shows the pseudo-code of GFPush. At beginning, $r^{(0)}$ and $q^{(0)}$ are both initialized as the indicator vector $e^{(s)}$ where $e^{(s)} = 1$ and $e^{(v)} = 0$ for $v \neq s$, meaning the random walk starts from $s$ with the probability mass of 1. Other reserve and residue vectors (i.e., $r^{(n)}$ and $q^{(n)}$, $1 \leq n \leq N$) are set to 0. Then the algorithm iteratively updates reserve and residue vectors with $N$ steps. In the $n$-th iteration, the algorithm conducts a push operation (Line 5–9 of algorithm 1) for node $v$ which satisfies $r^{(n-1)}_v > d_v \cdot r_{\max}$. Here $d_v = D(v,v)$ represents the degree of $v$, $r_{\max}$ is a predefined threshold. In the push operation, the residue $r^{(n-1)}_v$ of $v$ is evenly distributed to its neighbors, and the results are stored into the $n$-th residue vector $r^{(n)}$. Meanwhile, the reserve vector $q^{(n)}$ is also updated to be identical with $r^{(n)}$. After finishing the push operation on $v$, we reset $r^{(n-1)}_v$ to 0 to avoid duplicate updates.

To gain more intuition of this procedure, we could observe that $r^{(n-1)}_v / d_v$ is the conditional probability that a random walk moves from $v$ to a neighboring node $u$, conditioned on it reaching $v$ with probability $r^{(n-1)}_v$ at the previous step. Thus each push operation on $v$ can be seen as a one-step random walk probability diffusion process from $v$ to its neighborhoods. To ensure efficiency, GFPush only conducts push operations for node $v$ whose residue value is greater than $d_v \cdot r_{\max}$. Thus when the $n$-th iteration is finished, $q^{(n)}$ can be seen as an approximation of the $n$-step random walk transition vector $\Pi_s^{(n)}$. And $\Pi_s = \sum_{n=0}^{N} w_n \Pi_s^{(n)}$ is accordingly considered as the approximation of $\Pi_s$ as returned by the algorithm.

**Theoretical Analysis.** We have the following theorem about the bounds of time complexity, memory complexity, and approximation error of GFPush.

**Theorem 1.** Algorithm 1 has $O(N/r_{\max})$ time complexity and $O(N/r_{\max})$ memory complexity, and returns $\hat{\Pi}_s$ as an approximation of $\Pi_s$ with the $L_1$ error bound $\| \Pi_s - \hat{\Pi}_s \|_1 \leq N \cdot (2|E| + |V|) \cdot r_{\max}$. \hspace{1cm} □

**Proof.** See Appendix A.2.

Theorem 1 suggests that the approximation precision and running cost of GFPush are negatively correlated with $r_{\max}$. In practice, we could use $r_{\max}$ to control the trade-off between efficiency and approximation precision.

**Top-$k$ Sparsiﬁcation.** To further reduce training cost, we perform top-$k$ sparsiﬁcation for $\Pi_s$. In this procedure, only the top-$k$ largest elements of $\Pi_s$ are preserved and other entries are set to 0. Hence the resultant sparsiﬁed transition vector $\tilde{\Pi}_s^{(k)}$ has at most $k$ non-zero elements. In this way, the model only considers the $k$ most
We will empirically examine the effects of where multi-thread programming in our implementation. which is still expected to be effective based on the clustering assumption [6]. Similar technique was also adopted by PPRGo [5].

**Algorithm 1: GFPush**

| Input | Self-loop augmented graph \(\hat{G}\), propagation step \(N\), node \(s\), threshold \(\tau_{\text{max}}\), weight coefficients \(w_0, 0 \leq n \leq N\). |
|-------|------------------------------------------------------------------------------------------------------------------|
| Output| An approximation \(\hat{\Pi}\) of transition vector \(\Pi\) of node \(s\). |

1. \(r^{(n)} \leftarrow 0\) for \(n = 1, \ldots, N\); \(e^{(0)} \leftarrow e^{(s)}(\text{every} e^{(s)} = 1, e^{(s)} = 0 \text{for} \neq s)\).
2. \(q^{(n)} \leftarrow 0\) for \(n = 1, \ldots, N\); \(q^{(0)} \leftarrow e^{(s)}\).
3. For \(n = 1 : N\) do
   4. While there exists node \(v\) with \(r_{v}^{(n-1)} > d_{v} \cdot \tau_{\text{max}}\) do
      5. For each \(u \in N_v\) do
         6. \(t_u^{(n)} \leftarrow t_u^{(n)} + t_v^{(n-1)} / d_v\).
         7. \(q_u^{(n)} \leftarrow t_u^{(n)}\).
      8. End
      9. \(r_v^{(n-1)} \leftarrow 0\).
   10. End
11. End
12. \(\hat{\Pi} \leftarrow \Pi = \sum_{i=0}^{N} w_0 \cdot q_i\).
13. Return \(\hat{\Pi}\).

**Confidence-Aware Consistency Loss.** Inspired by recent advances in semi-supervised learning [4], GRAND adopts an additional consistency loss to optimize the prediction consistency of multiple augmentations of unlabeled data, which is shown to be effective in improving generalization capability. GRAND also follows this idea, while adopts a new confidence-aware consistency loss to further improve effectiveness.

Specifically, for node \(s \in U_t\), we first calculate the distribution center by taking the average of its \(M\) prediction probabilities, i.e., \(\hat{Y}_s = \frac{\sum_{m=1}^{M} \hat{Y}_s^{(m)}}{M}\). Then we apply sharpening [17] trick over \(\hat{Y}_s\) to “guess” a pseudo label \(\hat{Y}_s\) for node \(s\). Formally, the guessed probability on the \(j\)-th class of node \(s\) is obtained via:

\[
\hat{Y}(s, j) = \frac{\hat{Y}(s, j)}{\sum_{c=0}^{C} \hat{Y}(s, c)}
\]

where \(0 < r \leq 1\) is a hyperparameter to control the sharpness of the guessed pseudo label. As \(r\) decreases, \(\hat{Y}_s\) is enforced to become sharper and converges to a one-hot distribution eventually. Then the confidence-aware consistency loss on unlabeled node batch \(U_t\) is defined as:

\[
L_{\text{con}} = \frac{1}{|U_t| \cdot M} \sum_{s \in U_t} I(\max(\hat{Y}_s) \geq \gamma) \sum_{m=1}^{M} D(\hat{Y}_s, \hat{Y}_s^{(m)}),
\]

where \(I(\max(\hat{Y}_s) \geq \gamma)\) is an indicator function which outputs 1 if \(\max(\hat{Y}_s) \geq \gamma\) holds, and outputs 0 otherwise. 0 \leq \gamma < 1 is a predefined threshold. \(D(p, q)\) is a distance function which measures the distribution discrepancy between \(p\) and \(q\). Here we mainly consider two options for \(D\): L2 distance and KL divergence.

Compared with the contrast loss used in GRAND (Cf. Equation 4), the biggest advantage of \(L_{\text{con}}\) is that it only considers “highly confident” unlabeled nodes determined by threshold \(r\) in optimization. This mechanism could reduce the potential training noise by filtering out uncertain pseudo-labels, further improving model’s performance in practice. Combining \(L_{\text{con}}\) and \(L_{\text{sup}}\), the final loss for model optimization is defined as:

\[
L = L_{\text{sup}} + \lambda(t) L_{\text{con}}.
\]
which is linear with the sum of node and edge counts. where we rescale \( \lambda(t) \) is a linear warmup function [13] which increases linearly from 0 to the maximum value \( \lambda_{\text{max}} \) as training step \( t \) increases.

**Model Inference.** After training, we need to infer the predictions for unlabeled nodes. GRAND+ adopts power iteration to calculate the exact prediction results for unlabeled nodes during inference:

\[
\hat{Y}^{(\text{inf})} = \text{MLP}(\Pi \cdot (1 - \delta) \cdot X, \Theta),
\]

where we rescale \( X \) with \( (1 - \delta) \) to make it identical with the expectation of the DropNode perturbed features used in training. Note that unlike GRAND, the above power iteration process only needs to be performed once in GRAND+, and the computational cost is acceptable in practice. Compared with obtaining predictions with GFPush as done in training, this inference strategy could avoid the exact prediction results for unlabeled nodes during inference:
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Table 3: Accuracy (%) and Running Time (s) on Large Graphs.

| Method         | AMiner-CS Acc | Reddit Acc | Amazon2M Acc | MAG. Acc | Time (s) |
|----------------|---------------|------------|--------------|----------|----------|
| GRAND          | 53.1±1.7      | 58.8±0.9   | 50.6±0.8     | 75.0±0.7 | 13.8     |
| FastGCN        | 48.9±1.6      | 51.8±1.0   | 50.2±1.0     | 57.4±1.0 | 23.9     |
| GraphSAINT     | 51.8±1.3      | 92.1±0.5   | 92.5±0.2     | 74.9±0.5 | 60.0     |
| SGC            | 50.2±1.2      | 92.5±0.2   | 92.5±0.2     | 74.9±0.5 | 60.0     |
| GBP            | 52.7±1.7      | 88.7±1.1   | 87.0±0.9     | 70.6±0.9 | 23.9     |
| PPRGo          | 51.2±1.4      | 91.3±0.2   | 76.2±0.6     | 77.8±0.9 | 48.3     |
| GRAND+ (P)     | 53.9±1.8      | 93.3±0.2   | 75.6±0.7     | 77.6±0.9 | 136.0    |
| GRAND+ (A)     | 54.2±1.7      | 93.3±0.2   | 75.6±0.7     | 77.6±0.9 | 136.0    |
| GRAND+ (S)     | 54.2±1.6      | 92.8±0.2   | 76.2±0.6     | 77.8±0.9 | 48.3     |

On Cora and Citeseer, GRAND+ (P) achieves better results than GRAND+ (A) and GRAND+ (S); On Pubmed, Reddit and MAG-Scholar-C, GRAND+ (A) surpasses the other two variants; On AMiner-CS and Amazon2M, GRAND+ (S) gets the best classification results. This indicates that the propagation matrix plays a critical role in this task, and further suggests that GRAND+ could flexibly deal with different graphs by adjusting the generalized mixed-order matrix II.

Second, we observe GRAND+ consistently surpasses all baseline methods in accuracy and gets efficient running time on the four datasets. Importantly, on the largest graph MAG-Scholar-C, GRAND+ could succeed in training and making predictions in around 10 minutes, while SGC and GBP require more than 24 hours to finish, because the two methods are designed to directly propagate the high-dimensional raw features in pre-processing step. Compared with FastGCN and GraphSAINT, GRAND+ (S) achieves 8× and 12× acceleration respectively. When compared with PPRGo, the fastest model on this dataset in the past, GRAND+ (S) gets 4.9% improvement in accuracy while with a comparable running time. These results indicate GRAND+ scales well on large graphs and further emphasize its excellent performance.

We also report the accuracy and running time of GRAND+ on AMiner-CS. Note that it can not be executed on the other three large datasets due to the out-of-memory error. As we can see, GRAND+ achieves over 40× acceleration in terms of running time over GRAND on AMiner-CS, demonstrating the effectiveness of the proposed approximation techniques in improving efficiency.

4.4 Generalization Improvements

In this section, we quantitatively investigate the benefits of the proposed confidence-aware consistency loss $L_{con}$ to model’s generalization capability. In GRAND+, $L_{con}$ is mainly dominated by two hyperparameters: confidence threshold $\gamma$ (Eq. 12) and maximum consistency loss weight $\lambda_{max}$ (Eq. 13).

We first analyze the effects of $\gamma$ and $\lambda_{max}$ on GRAND’s classification performance. Specifically, we adjust the values of $\gamma$ and $\lambda_{max}$ separately with other hyperparameters fixed, and observe how GRAND’s accuracy changes on test set. Figure 2 illustrates the results on Pubmed dataset. From Figure 2 (a), it can be seen that the accuracy is significantly improved as $\lambda_{max}$ increases from 0 to 0.8. When $\lambda_{max}$ is greater than 0.8, the accuracy tends to be stable. This indicates that the consistency loss could really contribute to GRAND’s performance. From Figure 2 (b), we observe model’s performance benefits from the enlargement of $\gamma$ when $\gamma$ is
Figure 3: Training and Validation Losses on Pubmed.

Figure 4: GRAND+ w.r.t. $k$ and $r_{max}$ on MAG-Scholar-C.

Figure 5: Effects of propagation order $N$ on MAG-Scholar-C.

4.5 Parameter Analysis

Threshold $r_{max}$ and Neighborhood Size $k$. GRAND+ uses GFF-Push and top-$k$ sparsification to approximate multiple row vectors of $\mathbf{H}$ to perform mini-batch random propagation (Cf. Section 3.4). The approximation error of this process is mainly influenced by two hyperparameters—threshold $r_{max}$ of GFFpush and maximum neighborhood size $k$ for sparsification. We conduct detailed experiments to better understand the effects of $k$ and $r_{max}$ on model’s accuracy and running time. Figure 4 illustrates the corresponding results of GRAND+ (S) w.r.t. different values of $k$ and $r_{max}$ on MAG-Scholar-C. As we can see, both the accuracy and running time increase when $r_{max}$ becomes smaller, which is coincident with the conclusion of Theorem 1. While $k$ has an opposite effect—the accuracy and running time are enlarged with the increase of $k$. Interestingly, as $k$ decreases from 128 to 32, the running time is cut in half with only ~2% performance drop in accuracy. This demonstrates the effectiveness of the top-$k$ sparsification strategy, which could achieve significant acceleration at little cost of accuracy.

Propagation Order $N$. We study the influence of propagation order $N$ on GRAND+ when using different propagation matrices. Figure 5 presents the classification performance and running time of three GRAND+ variants on MAG-Scholar-C w.r.t. different values of $N$. As we can see, when $N = 2$, GRAND+ (S) achieves better accuracy and faster running time than GRAND+ (P) and GRAND+ (A). However, as $N$ increases, the accuracy of GRAND+ (S) drops dramatically because of the over-smoothing issue, while GRAND+ (P) and GRAND+ (A) do not suffer from this problem and benefit from a larger propagation order. On the other hand, increasing $N$ will enlarge models’ running time. In real applications, we can flexibly adjust the propagation matrix and the value of $N$ to make desired efficiency and effectiveness.

5 CONCLUSION

We propose GRAND+, a scalable and high-performance GNN framework for graph-based semi-supervised learning. The advantages of GRAND+ include both the scalability and generalization capability while the existing state-of-the-art solutions typically feature only one of the two. To this effect, we follow the consistency regularization principle of GRAND in achieving the generalization performance, while significantly extend it to achieve scalability and retain and even exceed the flexibility and generalization capability of GRAND. To achieve these, GRAND+ utilizes a generalized mixed-order matrix for feature propagation, and uses our approximation method generalized forward push (GFFPush) to calculate it efficiently. In addition, GRAND+ adopts a new confidence-aware consistency loss to achieve better consistency training. Extensive experiments show that GRAND+ not only gets the best performance on benchmark datasets, but also achieves performance and efficiency superiority over existing scalable GNNs on datasets with millions of nodes. In the future, we would like to explore more accurate approximation methods to accelerate GNNs.

ACKNOWLEDGMENTS

The work is supported by the NSFC for Distinguished Young Scholar (61825602) and Tsinghua-Bosch Joint ML Center.
REFERENCES

[1] Sami Abu-El-Haija, Bryan Perozzi, Amol Kapoor, Hravy Harutyunyan, Naznin Alipourfarid, Kristina Lerman, Greg Ver Steeg, and Aram Galstyan. 2019. Mix-hop: Higher-order graph convolution architectures via sparsified neighborhood mixing. ICML '19 (2019).

[2] Reid Andersen, Fan Chung, and Kevin Lang. 2006. Local graph partitioning using pagerank vectors. In FOCS'06. IEEE, 475–486.

[3] Siddhartha Banerjee and Peter Lofgren. 2015. Fast Bidirectional Probability Estimation in Markov Models. NeurIPS (2015).

[4] David Berthelot, Nicholas Carlini, J. Ian Goodfellow, Nicolas Papernot, Avital Oliver, and Colin Raffel. 2019. MixMatch: A Holistic Approach to Semi-Supervised Learning. NeurIPS (2019), 5050–5060.

[5] Aleksandar Bojchevski, Johannes Klicpera, Bryan Perozzi, Amol Kapoor, Martin Blais, Benedek Rózemberczki, Michal Lukasik, and Stephan Günnemann. 2020. Scaling graph neural networks with approximate pagerank. In KDD '20. 2464–2473.

[6] Oliver Chapelle, Bernhard Schölkopf, and Alexander Zien. 2006. Semi-supervised learning. The MIT Press. https://doi.org/10.7551/mitpress/9780262033589.001.0001

[7] Jie Chen, Tengfei Ma, and Cao Xiao. 2018. FastGCN: Fast Learning with Graph Convolutional Networks via Importance Sampling. ICLR (2018).

[8] Ming Chen, Zhewei Wei, Bolin Ding, Yaliang Li, Ye Yuan, Xiaoyong Du, and Jirong Wen. 2020. Scalable Graph Neural Networks via Bidirectional Propagation. NeurIPS (2020).

[9] Ming Chen, Zhewei Wei, Zengfeng Huang, Bolin Ding, and Yaliang Li. 2020. Simple and deep graph convolutional networks. In ICML, PMLR, 1725–1735.

[10] Wei-Lin Chiang, Xuanqing Liu, Si Si, Yang Li, Samy Bengio, and Cho-Jui Hsieh. 2019. Cluster-GCN: An Efficient Algorithm for Training Deep and Large Graph Convolutional Networks. In KDD '19.

[11] Ming Ding, Jie Tang, and Jie Zhang. 2018. Semi-supervised learning on graphs with generative adversarial nets. CIKM '18 (2018).

[12] Wenzheng Feng, Jie Zhang, Yuxiao Dong, Yu Han, Huazuo Luan, Qian Xu, Qiang Yang, Evgeny Khramtsov, and Jie Tang. 2020. Graph Random Neural Network for Semi-Supervised Learning on Graphs. NeurIPS (2020).

[13] Priya Goyal, Piotr Dollár, Ross Girshick, Pieter Noordhuis, Lukasz Wessolowski, Aapo Kyrola, Andrew Tulloch, Yangqing Jia, and Kaiming He. 2017. Accurate, large minibatch sgd: Training imagenet in 1 hour. arXiv preprint arXiv:1706.02677 (2017).

[14] Will Hamilton, Zhitao Ying, and Jure Leskovec. 2017. Inductive representation learning on large graphs. NeurIPS (2017), 1025–1035.

[15] Sergey Ioffe and Christian Szegedy. 2015. Batch normalization: Accelerating deep network training by reducing internal covariate shift. ICML (2015).

[16] Shirini Nitish Keskar, Dhruvatsa Mudigere, Jorge Nocedal, Mikhail Smelyanskiy, and Tak Peter Lofgren. 2017. On Large-Batch Training for Deep Learning: Generalization Gap and Sharp Minima. KDD '17.

[17] Reid Andersen, Fan Chung, and Kevin Lang. 2006. Local graph partitioning using pagerank vectors. In FOCS'06. IEEE, 475–486.

[18] Pan Li, Eli Chien, and Olgica Milenkovic. 2019. Optimizing generalized pagerank methods for seed-expansion community detection. arXiv preprint arXiv:1905.10881 (2019).

[19] Qimai Li, Zhichao Han, and Xiao-Ming Wu. 2018. Deeper insights into graph convolutional networks for semi-supervised learning. In AAAI'18.

[20] Rong Wen. 2020. Scalable Graph Neural Networks via Bidirectional Propagation. ICLR (2020).

[21] Wenzheng Feng, Jie Zhang, Yuxiao Dong, Yu Han, Huazuo Luan, Qian Xu, Qiang Yang, Evgeny Khramtsov, and Jie Tang. 2020. Graph Random Neural Network for Semi-Supervised Learning on Graphs. NeurIPS (2020).

[22] P. Diederik Kingma and Lei Jimmy Ba. 2015. Adam: A Method for Stochastic Optimization. ICLR (2015).

[23] N. Thomas Kipf and Max Welling. 2017. Semi-Supervised Classification with Graph Convolutional Networks. ICLR (2017).

[24] Johannes Klicpera, Aleksandar Bojchevski, and Stephan Günnemann. 2019. Predict then Propagate: Graph Neural Networks meet Personalized PageRank. ICLR (2019).

[25] Jie Tang, Jing Zhang, Limin Yao, Jiannan Li, Li Zhang, and Zhong Su. 2008. Arnetminer: extraction and mining of academic social networks. In KDD '08.

[26] Felix Wu, Amauri Souza, Tianyi Zhang, Christopher Fifty, Tao Yu, and Kilian Weinberger. 2019. Simplifying graph convolutional networks. ICML (2019), 6861–6871.

[27] Zhilin Yang, William W Cohen, and Ruslan Salakhutdinov. 2016. Revisiting semi-supervised learning with graph embeddings. ICML (2016).

[28] Hanqing Zeng, Hongxuan Zhou, Ajitesh Srivastava, Rajapel Kannan, and Viktor Prasanna. 2020. GraphSANIT: Graph Sampling Based Inductive Learning Method. ICLR (2020).

[29] Dengyong Zhou, Olivier Bousquet, Thomas N Lal, Jason Weston, and Bernhard Schölkopf. 2004. Learning with local and global consistency. NeurIPS (2004), 321–328.

[30] Xiaoqin Zhu, Zoubin Ghahramani, and John D Lafferty. 2003. Semi-supervised learning using gaussian fields and harmonic functions. ICML (2003).

[31] Difan Zou, Ziniu Hu, Yewen Wang, Song Jiang, Yizhou Sun, and Quanquan Gu. 2019. Layer-dependent importance sampling for training deep and large graph convolutional networks. NeurIPS (2019).

[32] Difan Zou, Ziniu Hu, Yewen Wang, Song Jiang, Yizhou Sun, and Quanquan Gu. 2019. Layer-dependent importance sampling for training deep and large graph convolutional networks. NeurIPS (2019).
A APPENDIX

A.1 Implementation Note

A.1.1 Running environment. The experiments are conducted on a single Linux server with Intel(R) Xeon(R) CPU Gold 6420 @ 2.60GHz, 376G RAM and 10 NVIDIA GeForce RTX 3090TI-24GB. The Python version is 3.8.5.

A.1.2 Implementation details. We implement GFPush with C++, and use OpenMP to perform parallelization. We use Pytorch to implement the training process of GRAND+, and use pybind\(^1\) to create Python binding for approximation module. In GRAND+ and other baselines, we use BatchNorm \(^1\) and gradient clipping \(^2\) to stabilize the model training, and adopt Adam \(^18\) for optimization.

A.1.3 Dataset details. There are totally 7 datasets used in this paper, and that is, Cora, Citeseer, Pubmed, AMiner-CS, Reddit, Amazon2M and MAG-Scholar-C. Our preprocessing scripts for Cora, Citeseer and Pubmed are implemented with reference to the codes of Planetoid\(^6\). Following the experimental setup used in [19, 28, 30], we run 100 trials with random seeds for the results on Cora, Citeseer and Pubmed reported in Section 4.2. AMiner-CS is constructed by Feng et al. [12] based on the AMiner citation network \([27]\). In AMiner-CS, each node represents a paper, the edges are citation relations, labels are research topics of papers, and research citations relations among papers are bag-of-words of paper abstracts.

For AMiner-CS, Reddit, Amazon2M and MAG-Scholar-C, we use 20x#classes for training, 30x#classes nodes for validation and the remaining nodes for test. For Aminer, Reddit and MAG-Scholar-C, we randomly sample the same number of nodes for each class—20 nodes per class for training and 30 nodes per class for validation. For Amazon2M, we uniformly sample all the training and validation nodes from the whole datasets, as the node counts of some classes are less than 20. For these datasets, we report the average results of 10 trails with random splits.

A.1.4 Hyperparameter Selection. For results in Table 2, we adjust hyperparameters of GRAND+ on validation set, and use the best configuration for prediction, and the results of other baseline methods are taken from previous works \([9, 12, 28]\). For results in Table 3-5, we conduct detailed hyperparameter search for both GRAND+ and other GNN baselines (i.e., FastGCN, GraphSAINT, SGC, GBP and PPRGo). For each search, we run 3 experiments with random seeds, and select the hyperparameter configuration which gets the best average accuracy on validation set. Then we train model with the selected configuration.

\(^1\)https://github.com/pybind/pybind1
\(^2\)https://github.com/kimiyoung/planetoid

### Table 4: Hyperparameter configuration of GRAND+

|        | lr   | wr | \(L_m\) | \(d_h\) | \(r_{max}\) | \(k\) | \(N\) | \(\lambda_{max}\) |
|--------|------|----|---------|---------|------------|------|------|-----------------|
| Cora   | \(10^{-5}\) | \(10^{-2}\) | 2      | 64      | \(10^{-7}\) | 32   | 20   | 1.5             |
| Citeseer | \(10^{-5}\) | \(10^{-2}\) | 2      | 256     | \(10^{-7}\) | 32   | 10   | 0.8             |
| Pubmed | \(10^{-2}\) | \(10^{-2}\) | 1      | -       | \(10^{-3}\) | 16   | 6    | 1.0             |
| AMiner-CS | \(10^{-2}\) | \(10^{-2}\) | 1      | -       | \(10^{-3}\) | 16   | 4    | 1.0             |
| Reddit | \(10^{-4}\) | 2    | 512     | \(10^{-3}\) | 64    | 6    | 1.5             |
| Amazon2M | \(10^{-3}\) | \(10^{-5}\) | 2      | 1024    | \(10^{-6}\) | 64   | 6    | 0.8             |
| MAG-Scholar-C | \(10^{-2}\) | \(10^{-5}\) | 2      | 32      | \(10^{-3}\) | 32   | 10   | 1.0             |

The hyperparameter selection for GRAND+ consists of two stages: We first conduct search for basic hyperparameters of neural network. Specifically, we search learning rate \(lr\) from \(\{10^{-5}, 10^{-3}, 10^{-4}\}\), weight decay rate \(wr\) from \([0, 10^{-3}, 10^{-5}, 10^{-2}]\), number of hidden layer \(L_m\) from \([1, 2]\) and dimension of hidden layer \(d_h\) from \([32, 64, 128, 256, 512, 1024]\).

In the second stage, we fix these basic hyperparameters as best configurations and search the following specific hyperparameters: DropNode rate \(\delta\), augmentation times per batch \(M\), threshold \(r_{max}\) in GFPush, maximum neighborhood size \(k\), propagation order \(N\), confidence threshold \(\gamma\), maximum consistency loss weight \(\lambda_{max}\), size of unlabeled subset \([U']\) and consistency loss function \(D\). To reduce searching cost, we keep some hyperparameters fixed. Specifically, we fix \(\delta = 0.5\), \(M = 2\) and \(\gamma = \frac{2}{\text{class}}\) across all datasets. We set \([U'] = [U]\) for Cora, Pubmed and Citeseer, and set \([U'] = 10000\) for other datasets. We also provide an analysis for the effect of \([U']\) in Appendix A.3. We adopt KL divergence as the consistency loss function for AMiner-CS, Reddit and Amazon2M, and use \(L_2\) distance for other datasets. This is because \(L_2\) distance is easily to suffer from gradient vanishing problem when dealing with datasets with a large number of classes. We then conduct hyperparameter selection for \(r_{max}\), \(k\), \(N\) and \(\lambda_{max}\). Specifically, we search \(r_{max}\) from \([10^{-5}, 10^{-6}, 10^{-7}]\), \(k\) from \([16, 32, 64, 128]\), \(N\) from \([2, 4, 6, 8, 10, 20]\) and \(\lambda_{max}\) from \([0.5, 0.8, 1.0, 1.2, 1.5]\). The selected best hyperparameter configurations of GRAND+ are reported in Table 4.

A.2 Theorem Proofs

To prove Theorem 1, we first introduce the following lemma:
Lemma 1. For any reserve vector \( q^{(n)} \) and random walk transition vector \( P^n = (D^{-1} \Lambda)^n \) (0 ≤ \( n \leq N \)), we have:

\[
P^n = q^{(n)} + \sum_{i=1}^{n} (P^i)^T \cdot i^{(n-i)}
\]

(15)

Proof. We prove the Lemma by induction. For brevity, we use \( R^S(n) \) to denote the right hand side of Equation 15. In Algorithm 1, \( q^{(n)} \) and \( r^{(n)} \) are initialized as 0 for \( 1 \leq n \leq N \), \( q^{(0)} \) and \( q^{(0)} \) are initialized as \( \epsilon^{(s)} \). Thus, Equation 15 holds at the algorithm beginning based on the following facts:

\[
R^S(n) = e^{(s)} = P^n_s,
\]

\[
R^S(n) = (P^n)^T \cdot e^{(s)} = P^n_s, \quad 1 \leq n \leq N.
\]

Then we assume Equation 15 holds at Algorithm beginning of the \( n’ \)-th iteration, we will show that the equation is still correct after a push operation on node \( u \). We have three cases with different values of \( n’ \):

1) When \( n < n’ \), the push operation does not change \( q^{(n)} \) and \( r^{(n-1)} \), \( 1 \leq i \leq n \). Thus Equaion 15 holds for \( n < n’ \).

2) When \( n = n’ \), the push operation decrements \( r^{(n-1)} \) by \( r^{(n-1)} \cdot i^{(0)} \) and increments \( q^{(n)} \) by \( \sum_{v \in V_u} r^{(n-1)} \cdot d_{uv} \cdot i^{(0)} \). Consequently, we have

\[
R^S(n) = P^n + \sum_{v \in V_u} r^{(n-1)} \cdot d_{uv} \cdot e^{(0)} - r^{(n-1)} \cdot P_0 = P^n_s + 0 = P^n_s.
\]

Thus Equation 15 holds for \( n = n’ + 1 \).

3) When \( n > n’ \), the push operation will decrease \( r^{(n’)} \) by \( r^{(n’)} \cdot i^{(0)} \) and increase \( r^{(n+1)} \) by \( \sum_{v \in V_u} r^{(n’)} \cdot d_{uv} \cdot i^{(0)} \). Thus we have

\[
R^S(n) = P^n + (P^{n-n’-1})^T \sum_{v \in V_u} r^{(n’)} \cdot d_{uv} \cdot e^{(0)} - (P^{n-n’}) \cdot (r^{(n’)} \cdot i^{(0)}) = P^n + (P^{n-n’-1})^T \cdot 0 = P^n_s.
\]

Thus Equation 15 holds for \( n > n’ + 1 \).

Hence the induction holds, and the lemma is proved. \( \square \)

Then, we could prove Theorem 1 as following.

Theorem 1. Algorithm 1 has \( O(N/r_{\text{max}}) \) time complexity and \( O(N/r_{\text{max}}) \) memory complexity, and returns \( \Pi_u \) as an approximation of \( \Pi_u \) with the \( L_1 \) error bound \( \| \Pi_u - \Pi_u \|_1 \leq N \cdot (2|E| + |V|) \cdot r_{\text{max}} \).

Proof. Let \( V_u \) be the set of nodes to be pushed in step \( n \). When the push operation is performed on \( u \) ∈ \( V_u \), the value of \( \| r^{(n-1)} \|_1 \) will be decreased by at least \( r_{\text{max}} \cdot d_u \). Since \( \| r^{(n-1)} \|_1 \leq 1 \), we must have \( \sum_{v \in V_u} d_{uv} \cdot r_{\text{max}} \leq 1 \), thus:

\[
\sum_{v \in V_u} d_{uv} \cdot r_{\text{max}} \leq 1/r_{\text{max}}.
\]

(16)

Time Complexity. For the push operation on \( v \) in step \( n \), we need to perform \( d_u \) times of updates for \( r^{(n)} \). So the total time of push operations in step \( n \) is bounded by \( \sum_{v \in V_u} d_{uv} \). Therefore, based on Equation 16, the time complexity of each step is bounded by \( O(1/r_{\text{max}}) \) and the total time complexity of Algorithm 1 has a \( O(N/r_{\text{max}}) \) bound.

Memory Complexity. When the \( n \)-th step iteration finishes, the count of non-zero elements of \( r^{(n)} \) is no more than \( \sum_{v \in V_u} d_{uv} \), as the push operation on \( v \) only performs \( d_u \) times of updates for \( r^{(n)} \). Thus the count of non-zero elements of \( q^{(n)} \) is also less than \( \sum_{v \in V_u} d_{uv} \). According to Equation 16, we can conclude that \( \Pi_u \) has at most \( N/r_{\text{max}} \) non-zero elements. In implementation, all the vectors are stored as sparse structures. Thus Algorithm 1 has a memory complexity of \( O(N/r_{\text{max}}) \).

Error Bound. According to Lemma 1, we can conclude the following equations:

\[
\left\| q^{(n)} - q^{(n)} \right\|_1 = \sum_{i=1}^{n} \left\| (P^i)^T \cdot i^{(n-i)} \right\|_1 = \sum_{i=1}^{n} \left\| i^{(n-i)} \right\|_1 \leq \sum_{i=1}^{n} \left\| i^{(n-i)} \right\|_1.
\]

(17)

After algorithm termination, we have 0 ≤ \( r^{(n)} \) ≤ \( d_u \cdot r_{\text{max}} \) for all \( v \) in \( V \). Hence

\[
\left\| q^{(n)} \right\|_1 = \sum_{v \in V} \left\| r^{(n)} \right\| \leq \sum_{v \in V} d_u \cdot r_{\text{max}} = (2|E| + |V|) \cdot r_{\text{max}}.
\]

(18)

According to Equation 17, we can conclude that \( \left\| q^{(n)} - q^{(n)} \right\|_1 \leq n \cdot (2|E| + |V|) \cdot r_{\text{max}} \). Further more, we have:

\[
\left\| \Pi_u - \Pi_u \right\|_1 \leq \sum_{n=0}^{N} w_n \left\| q^{(n)} - q^{(n)} \right\|_1 \leq \sum_{n=0}^{N} w_n \cdot n \cdot (2|E| + |V|) \cdot r_{\text{max}}
\]

(19)

As for 0 ≤ \( w_n \) and \( \sum_{n=0}^{N} w_n = 1 \), hence:

\[
\sum_{n=0}^{N} w_n \cdot n \cdot (2|E| + |V|) \cdot r_{\text{max}} \leq N \cdot (2|E| + |V|) \cdot r_{\text{max}}.
\]

(20)

which indicates \( \left\| \Pi_u - \Pi_u \right\|_1 \leq N \cdot (2|E| + |V|) \cdot r_{\text{max}} \). \( \square \)

A.3 Additional Experiments

Table 5: Effects of unlabeled subset size (|U’|).

| | Amazon | Animer | Reddit | Amazon2M |
|---|---|---|---|---|
| Acc (%) | RT (s) | AT (ms) | Acc (%) | RT (s) | AT (ms) | Acc (%) | RT (s) | AT (ms) |
| 0 | 51.1 ± 0.7 | 10 | 149 | 92.3 ± 0.2 | 53 | 717 | 75.0 ± 0.7 | 63 | 2356 |
| 10³ | 53.6 ± 1.6 | 9 | 153 | 92.6 ± 1.2 | 58 | 882 | 75.2 ± 0.5 | 65 | 2630 |
| 10⁴ | 54.2 ± 1.6 | 10 | 250 | 93.5 ± 0.2 | 62 | 2407 | 76.1 ± 0.6 | 49 | 5649 |
| 10⁵ | 54.4 ± 1.2 | 13 | 1121 | 92.9 ± 0.2 | 78 | 17670 | 76.3 ± 0.7 | 86 | 14250 |

Analysis for the size of |U’|. In GRAND+, a subset of unlabeled nodes |U’| is sampled from |U| for consistency regularization. To this end, we need to pre-compute the sparsified approximation \( \Pi_u \) of row vector \( \Pi_u \) for each node \( v \in |U’| \). Here we empirically analyze how the size of |U’| affects the classification accuracy (Acc), running time (RT) and approximation time (AT) of GRAND+. Table 5 presents the results of GRAND+ (S) when we vary |U’| from 0 to 10³ on AMiner-CS, Reddit and Amazon2M. We have the two observations: First, as |U’| changes from 0 (meaning the consistency loss degenerates to 0) to 10³, the classification performances are improved significantly with little changes on running time, which indicates the consistency regularization serves as an economic way for improving GRAND+’s generalization performance under semi-supervised setting. Second, when |U’| exceeds 10⁴, the increase rate of the accuracy will slow down, while the running time and approximation time increase more faster. This observation indicates the sampling procedure on unlabeled nodes is important for ensuring model’s efficiency, which also enables us to explicitly control the trade-off between effectiveness and efficiency of GRAND+ through the sampling size |U’|. 