Lifting graph automorphisms along solvable regular covers
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Abstract

A solvable cover of a graph is a regular cover whose covering transformation group is solvable. In this paper, we show that a solvable cover of a graph can be decomposed into layers of abelian covers, and also, a lift of a given automorphism of the base graph of a solvable cover can be decomposed into layers of lifts of the automorphism in the layers of the abelian covers. This procedure is applied to classify metacyclic covers of the tetrahedron branched at face-centers.
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1 Introduction

In this paper all graphs are finite and connected. For a graph $\Gamma$, let $V(\Gamma)$, $E(\Gamma)$ and $D(\Gamma)$ denote the set of vertices, edges and arcs of $\Gamma$, respectively. For a vertex $v \in V(\Gamma)$, let $N(v)$ be the set of arcs emanating from $v$, called the neighborhood of $v$. For convenience, we consider each vertex $v$ as a trivial arc.
at $v$, which means an arc of length 0 from $v$ to itself. Let $\tilde{D}(\Gamma) = V(\Gamma) \sqcup D(\Gamma)$, and let $\iota : V(\Gamma) \rightarrow \tilde{D}(\Gamma)$ denote the inclusion. For each $x \in \tilde{D}(\Gamma)$, let $s(x)$ and $t(x)$ denote its starting vertex and terminal vertex, respectively; this defines two functions $s, t : \tilde{D}(\Gamma) \rightarrow V(\Gamma)$. Call the triple $(\iota, s, t)$ the incidence relation of $\Gamma$. Each edge $e \in E(\Gamma)$ gives rise to two arcs $x, x'$ which are opposite to each other; we say that $e$ is the underlying edge of $x$ and $x'$. A walk $W = (x_1, \ldots, x_n)$ is a sequence of arcs such that $t(x_i) = s(x_{i+1})$ for $1 \leq i < n$; in addition, if $s(x_1) = t(x_n) = v$, we call $W$ a closed walk at $v$. Let $T$ be a spanning tree of a graph $\Gamma$ and let $u_0 \in V(\Gamma)$ be a fixed base vertex. For each $u \in V(\Gamma)$, let $W(u)$ denote the unique reduced walk from $u_0$ to $u$ in the tree $T$. Choose an arc for each cotree edge, and let $x_i, i = 1, \ldots, \beta$ denote these cotree arcs, where $\beta = |E(\Gamma)| - |V(\Gamma)| + 1$ is the Betti number of $\Gamma$. For each $i$, let $L_i$ be the closed walk $W(s(x_i)) \cdot x_i \cdot W(t(x_i))^{-1}$, called a fundamental closed walk. Then the fundamental group $\pi_1(\Gamma, u_0)$ is the free group generated by $L_1, \ldots, L_\beta$.

A graph morphism $f : \Gamma \rightarrow \Gamma'$ is a function $f : \tilde{D}(\Gamma) \rightarrow \tilde{D}(\Gamma')$ preserving the incidence relation. A cover $\pi : \tilde{\Gamma} \rightarrow \Gamma$ is a graph morphism such that $\pi : \tilde{D}(\tilde{\Gamma}) \rightarrow \tilde{D}(\Gamma)$ is surjective and $\pi|_{N(\tilde{v})} : N(\tilde{v}) \rightarrow N(v)$ is bijective for any $v \in V(\Gamma)$ and $\tilde{v} \in \pi^{-1}(v)$. Call the graph $\tilde{\Gamma}$ the covering graph, call $\Gamma$ the base graph, and call $\pi^{-1}(v)$ the fiber over $v$. The group of automorphisms of the covering graph $\tilde{\Gamma}$ which fix each fiber setwise is called the covering transformation group of $\pi$ and denoted by $\text{CTG}(\pi)$. The cover $\pi$ is called regular if $\text{CTG}(\pi)$ acts transitively on each fiber, and usually called an $A$-cover when $\text{CTG}(\pi)$ is isomorphic to a finite group $A$.

For two covers $\pi : \tilde{\Gamma} \rightarrow \Gamma$ and $\pi' : \tilde{\Gamma}' \rightarrow \Gamma'$, an isomorphism $\pi \rightarrow \pi'$ is a pair of isomorphisms $(\alpha, \tilde{\alpha})$ consisting of $\alpha : \Gamma \rightarrow \Gamma'$ and $\tilde{\alpha} : \tilde{\Gamma} \rightarrow \tilde{\Gamma}'$ satisfying $\alpha \circ \pi = \pi' \circ \tilde{\alpha}$. Call $\tilde{\alpha}$ a lift of $\alpha$ along $(\pi, \pi')$, and say that $\alpha$ is lifted to $\tilde{\alpha} : \tilde{\Gamma} \rightarrow \tilde{\Gamma}'$. When $\Gamma = \Gamma'$ and $\alpha$ is the identity morphism, call $\tilde{\alpha}$ an equivalence between covers and say that $\pi$ is equivalent to $\pi'$. When $\pi = \pi'$, simply call $\tilde{\alpha}$ a lift of $\alpha$ along $\pi$, and say that $\alpha$ is lifted to $\tilde{\alpha}$.

Given a finite group $A$, a voltage assignment of $\Gamma$ in $A$ is a function $\phi : D(\Gamma) \rightarrow A$ such that $\phi(x^{-1}) = \phi(x)^{-1}$ for all $x \in D(\Gamma)$. Each voltage assignment $\phi$ determines an $A$–cover $\pi_\phi : \Gamma \times_\phi A \rightarrow \Gamma$, called the derived cover of $\phi$, as follows. The covering graph $\Gamma \times_\phi A$ has vertex set $V(\Gamma \times_\phi A) = V(\Gamma) \times A$ and arc set $D(\Gamma \times_\phi A) = D(\Gamma) \times A$ with $s(x, g) = (s(x), g), t(x, g) = (t(x), g\phi(x))$; here we adopt the notational convention that vertices (trivial arcs) of $\Gamma \times_\phi A$ are denoted by pairs $(u, g)$ while arcs are denoted by $(x, g)$.
In fact, $\pi_{\phi} : \Gamma \times_{\phi} A \to \Gamma$ is the canonical morphism given by the projection onto the first coordinate, and the action of $\text{CTG}(\pi)$ is given by the canonical left $A$-action $(h, \langle x, g \rangle) \mapsto \langle x, hg \rangle =: h\langle x, g \rangle$.

Let $T$ be a spanning tree. A voltage assignment $\phi : D(\Gamma) \to A$ is said to be $T$-reduced if $\phi(x) = 1$ for all $x \in D(T)$. It is a classical result (see [6]) that each $A$-cover of $\Gamma$ is equivalent to the derived cover of some voltage assignment; furthermore, this voltage assignment can be chosen to be $T$-reduced for any previously given spanning tree $T$.

For any walk $W = (x_1, \ldots, x_n)$, the voltage of $W$ is naturally defined by $\phi(W) = \phi(x_1) \cdots \phi(x_n)$.

Lifting problems are traditionally studied within the context of regular covers, specially by voltage assignments; see [13,14,16]. Here we recall some key ingredients.

Let $\tilde{\Gamma}_i = \Gamma_i \times_{\phi_i} A$, $i = 1, 2$ be two covers and let an isomorphism $\alpha : \Gamma_1 \to \Gamma_2$ be lifted to $\tilde{\alpha} : \tilde{\Gamma}_1 \to \tilde{\Gamma}_2$ which is a function $\tilde{\alpha} : \tilde{D}(\Gamma_1) \times A \to \tilde{D}(\Gamma_2) \times A$. Let $\xi : \tilde{D}(\Gamma_1) \times A \to A$ denote the composition of $\tilde{\alpha}$ with the projection $\tilde{D}(\Gamma_2) \times A \to A$ so that

$$\tilde{\alpha}(x, g) = (\alpha(x), \xi(x, g)), \quad x \in \tilde{D}(\Gamma_1), g \in A. \quad (1)$$

Considering its starting and terminal vertices, we get

$$\tilde{\alpha}(s(x), g) = \tilde{\alpha}(s(x, g)) = s(\alpha(x), \xi(x, g)) = (s(\alpha(x)), \xi(x, g)),
\tilde{\alpha}(t(x), g\phi_1(x)) = t(\alpha(x), \xi(x, g)) = (t(\alpha(x)), \xi(x, g)\phi_2(\alpha(x))).$$

The first equation shows that $\xi(x, g)$ depends only on $s(x)$ and $g$, but not on the terminal vertex $t(x)$; in particular,

$$\xi(x, g) = \xi(s(x), g). \quad (2)$$

Now, by using the second equation and the definition of $\xi$, one can see that

$$\xi(t(x), g\phi_1(x)) = \xi(s(x), g)\phi_2(\alpha(x)),$$

which implies

$$\xi(v, g\phi_1(W)) = \xi(u, g)\phi_2(\alpha(W)) \quad (3)$$

for any walk $W$ from $u$ to $v$ and for any $g \in A$.3
Choose a vertex \( u_0 \) as a base in the graph \( \Gamma_1 \). For any \((u, g)\), take a walk \( W \) from \( u_0 \) to \( u \) with \( \phi_1(W) = g \), (this is always possible because for any value \( g' \in A \), the connectedness assumption assures the existence of a closed walk \( W' \) at \( u_0 \) with \( \phi_1(W') = g' \)). Then, by Eq. (3)

\[
\xi(u, g) = \xi(u, 1 \phi_1(W)) = \xi(u_0, 1 \phi_2(\alpha(W))),
\]

where 1 is the identity in the voltage group \( A \). In particular, \( \xi \) is completely determined by \( \alpha \) and \( \xi(u_0, 1) \).

Conversely, if a function \( \xi : \tilde{D}(\Gamma_1) \times A \to A \) is defined by Eqs. (4) and (2) with a given value \( \xi(u_0, 1) \) in \( A \), then it gives rise to a lift \( \tilde{\alpha} \) of \( \alpha \) by Eq. (1). A sufficient and necessary condition for such \( \xi \) (so also \( \tilde{\alpha} \)) to be well-defined is that, for any closed walk \( W \) at \( u_0 \), whenever \( \phi_1(W) = 1 \), we have \( \phi_2(\alpha(W)) = 1 \). This can be rephrased as the following proposition which is a generalization of [8] Theorem 3:

**Proposition 1.1.** An isomorphism \( \alpha : \Gamma_1 \to \Gamma_2 \) can be lifted to \( \Gamma_1 \times \phi_1, A \to \Gamma_2 \times \phi_2, A \) if and only if there exists an automorphism \( \sigma : A \to A \) such that the following diagram commutes:

\[
\begin{array}{ccc}
\pi_1(\Gamma_1, u_0) & \xrightarrow{\alpha} & \pi_1(\Gamma_2, \alpha(u_0)) \\
\phi_1 \downarrow & & \phi_2 \downarrow \\
A & \xrightarrow{\sigma} & A
\end{array}
\]

Furthermore, for any two lifts \( \tilde{\alpha} \) and \( \tilde{\alpha}' \), there exists a unique (covering transformation) \( h \in A \) such that

\[
\tilde{\alpha}'(x, g) = h\tilde{\alpha}(x, g) \text{ for all } x \in \tilde{D}(\Gamma_1), \ g \in A.
\]

The lifting problem for graph covers is of fundamental importance and has attracted much attention recently; see [8][13][16][19]. Two regular covers of a graph \( \Gamma \) are equivalent if and only if the identity morphism of \( \Gamma \) can be lifted, and they are isomorphic if and only if at least one automorphism of \( \Gamma \) can be lifted. Usually, to construct large graphs with high symmetries, people like to construct admissible covers, which mean regular covers that admit lifts of certain given automorphisms of the base graph. Moreover, some problems in map theory are closely related to admissible covers of graphs.
Du et al. [5] gave a linear criterion for lifting automorphisms along elementary abelian covers, and applied it to classify arc-transitive elementary abelian covers of the Petersen graph. In the work of Malnič and Potočnik [18], a method of “invariant subspace” was developed to deal with elementary abelian covers. For general abelian covers, the first author [1] proposed a useful criterion, as summarized in the next section.

Besides the above, till now, there is no much work on the lifting problem for nonabelian covers. Malnič et al. [15], which dealt with cubic graphs admitting a solvable edge transitive group, proved that such graphs can be obtained by successive elementary abelian covers of the 3-dipole $D_3$ or the complete graph $K_4$. Recently Xu et al. [20] classified 2-arc-transitive metacyclic covers of complete graphs. In this paper we discuss the nonabelian case when the voltage group $A$ is presented as an extension of a characteristic subgroup $N$ by a group $Q$, then each $A$-cover $\Gamma \times \phi A \rightarrow \Gamma$ can be decomposed into a composition of a $Q$-cover $\Gamma \times \overline{\phi} Q \rightarrow \Gamma$ and an $N$-cover $\Gamma \times \phi A \rightarrow \Gamma \times \overline{\phi} Q$ with an induced voltage assignment $\overline{\phi}$ from $\phi$. Moreover, an automorphism $\alpha \in \text{Aut}(\Gamma)$ can be lifted to $\Gamma \times \phi A$ if and only if it can be lifted to $\Gamma \times \overline{\phi} Q$ and all of its lifts are further lifted to $\Gamma \times \phi A$. Consequently all (connected) covers with solvable covering transformation groups can be decomposed into layers of abelian covers, and an automorphism can be lifted if and only if it can be lifted step by step through the layers upwards.

This paper is organized as follows. In Section 2 we quickly review the criterion given by [1], for lifting automorphisms along abelian covers. In Section 3 we propose a criterion for lifting automorphisms along a kind of nonabelian covers, and then give a criterion for solvable covers. In Section 4, as an application, we classify metacyclic covers of the tetrahedron.

As a notational convention, we use $\mathbb{Z}_n$ to denote the cyclic group $\mathbb{Z}/n\mathbb{Z}$, and also consider it as a quotient ring of $\mathbb{Z}$ whenever it is necessary.

## 2 Review of the theory of lifts along abelian covers

Let $\Gamma$ be a graph with a spanning tree and a base vertex $u_0 \in V(\Gamma)$ chosen, and let $L_1, \ldots, L_\beta$ be the fundamental closed walks in $\Gamma$. The homology group $H_1(\Gamma; \mathbb{Z})$ of $\Gamma$ is defined as the abelianized group of the fundamental group $\pi_1(\Gamma, u_0)$, and hence it is the free abelian group generated by the fundamental
closed walks $L_1, \ldots, L_\beta$, implying $H_1(\Gamma; \mathbb{Z}) \cong \mathbb{Z}^\beta$.

Let $A = \prod_{\gamma=1}^g A_\gamma$ be any finite abelian group, with distinct prime divisors $p_\gamma$, $\gamma = 1, \ldots, g$ and the $p_\gamma$ subgroups

$$A_\gamma = \prod_{\eta=1}^{n_\gamma} \mathbb{Z}_{p_\gamma^{k(\gamma,\eta)}}, \quad k(\gamma, 1) \leq \cdots \leq k(\gamma, n_\gamma).$$  \hfill (5)

Suppose $\phi : D(\Gamma) \to A$ is a voltage assignment. It extends to a group homomorphism which we will also denote by

$$\phi : H_1(\Gamma; \mathbb{Z}) \to A,$$ \hfill (6)

because $A$ is assumed to be abelian. In order to restrict ourselves to the case of connected $A$-covers, we will always assume that it is surjective.

For $\gamma \in \{1, \ldots, g\}$, let $\sigma_\gamma : A \to A_\gamma$ and $\tau_\gamma : A_\gamma \to A$ denote the canonical projection and injection in groups, respectively, and let $R_\gamma = \mathbb{Z}_{p_\gamma^{k(\gamma, n_\gamma)}}$. For each $\eta \in \{1, \ldots, n_\gamma\}$, there is an injection (as a ring homomorphism)

$$\mathbb{Z}_{p_\gamma^{k(\gamma, \eta)}} \hookrightarrow R_\gamma, \quad \lambda \mapsto p_\gamma^{k(\gamma, n_\gamma) - k(\gamma, \eta)} \cdot \lambda.$$ \hfill (7)

The $p_\gamma$ parts $\sigma_\gamma(\phi(L_i))$ of $\phi(L_i)$ shall be interpreted as row vectors of a module $R_\gamma^{n_\gamma}$ over the ring $R_\gamma$, no longer in the group $A_\gamma$, and placed in rows in order to form a nonzero $\beta \times n_\gamma$ matrix $[\phi]_\gamma$ with entries in $R_\gamma$.

A graph automorphism $\alpha \in \text{Aut}(\Gamma)$ induces a group automorphism

$$\alpha_* : H_1(\Gamma; \mathbb{Z}) \to H_1(\Gamma; \mathbb{Z}),$$ \hfill (8)

represented by a matrix $[\alpha] = [\alpha_{i,j}] \in \text{GL}(\beta, \mathbb{Z})$ with respect to a basis $\{L_1, \ldots, L_\beta\}$; it is given by

$$\alpha_*(L_i) = \sum_{j=1}^{\beta} \alpha_{i,j} L_j.$$ \hfill (9)

It is known (see \[1,5\] for example) that the automorphism $\alpha$ can be lifted if and only if the null space $\mathcal{N}([\phi]_\gamma)$ of the matrix $[\phi]_\gamma$ is invariant under the automorphism $\alpha_*$ for each $\gamma$. Moreover, the veracity of the sufficiency condition can be easily determined with basis vectors if a basis for the null space $\mathcal{N}([\phi]_\gamma)$ is given. To find a basis for the null space $\mathcal{N}([\phi]_\gamma)$, we choose
change of basis matrices $B_\gamma \in \text{GL}(\beta, R_\gamma)$ and $C_\gamma \in \text{GL}(n_\gamma, R_\gamma)$ so that $B_\gamma[\phi]_\gamma C_\gamma$ is in normal form, i.e., $(B_\gamma[\phi]_\gamma C_\gamma)_{i,j} = \delta_{i,j} \cdot p_{s,\gamma}^{s,\gamma}$ for all $i,j$. Note that the matrix $B_\gamma[\alpha]B_\gamma^{-1}$ is a representation of $\alpha_*$ with respect to a new basis by the change of basis matrix $B_\gamma$, where $[\alpha]$ should be understood as a matrix in $\text{GL}(\beta, R_\gamma)$ through the quotient homomorphism $\mathbb{Z} \twoheadrightarrow R_\gamma$.

The next theorem was shown by the first author [1]:

**Theorem 2.1.** Under the notation presented above, $\alpha$ can be lifted if and only if $\deg_{p_\gamma}((B_\gamma[\alpha]B_\gamma^{-1})_{i,j}) \geq s_{\gamma,i} - s_{\gamma,j}$ for all $\gamma$ and all $(i,j)$ with $1 \leq j < i \leq \beta$. Here, for an element $\mu \in R_\gamma$, $\deg_{p_\gamma}(\mu)$ is defined to be the largest integer $r$ such that $p_r^{\gamma}$ divides $\mu$.

## 3 Lifting along nonabelian covers

### 3.1 Decomposing a regular $A$-cover

Let $A$ be an extension of a subgroup $N$ by a group $Q$, so there is a (split or not) short exact sequence of finite groups

$$1 \rightarrow N \xrightarrow{\iota} A \xrightarrow{j} Q \rightarrow 1.$$  

Let $\phi : D(\Gamma) \rightarrow A$ be a voltage assignment. Then the composite

$$\overline{\phi} := j \circ \phi : D(\Gamma) \rightarrow Q$$  

is a voltage assignment in $Q$, and the function

$$\Gamma \times_{\phi} A \rightarrow \Gamma \times_{\overline{\phi}} Q, \quad \langle x, g \rangle \mapsto \langle x, j(g) \rangle$$  

defines an $N$-cover of $\Gamma \times_{\overline{\phi}} Q$.

Fix a function $\kappa : Q \rightarrow A$ such that $j \circ \kappa$ is the identity on $Q$ and $\kappa(1) = 1$. (Such a function $\kappa$ is called a section; it is not necessarily a group homomorphism.) By noting that the images of $\kappa(q)\phi(x)$ and $\kappa(q\overline{\phi}(x)) = \kappa_{j}[\kappa(q)\phi(x)]$ under $j$ are the same in $Q$, one can define a voltage assignment

$$\overline{\phi} : D(\Gamma \times_{\overline{\phi}} Q) \rightarrow N, \quad \langle x, q \rangle \mapsto [\kappa(q)\phi(x)][\kappa(q\overline{\phi}(x))]^{-1},$$  

so as to get a new cover of $\Gamma \times_{\overline{\phi}} Q$

$$(\Gamma \times_{\overline{\phi}} Q) \times_{\overline{\phi}} N \rightarrow \Gamma \times_{\overline{\phi}} Q.$$  

Now the two $N$-covers (11) and (13) of $\Gamma \times_{\phi} Q$ are equivalent. In fact, an equivalence between them can be given by
\[ \Xi_{\phi}: \Gamma \times_{\phi} A \rightarrow (\Gamma \times_{\phi} Q) \times_{\phi} N, \quad \langle x, g \rangle \mapsto \langle \langle x, j(g) \rangle, g[\kappa(j(g))]^{-1} \rangle; \] (14)
this function indeed preserves the incidence relation because
\[ g[\kappa(j(g))]^{-1} \phi\langle x, j(g) \rangle = g\phi(x)[\kappa(j(g\phi(x)))^{-1}. \]

By taking compositions of $N$-cover projections (11) and (13) with the projection $\Gamma \times_{\phi} Q \rightarrow \Gamma$, one can have two equivalent $A$-covers of $\Gamma$. Actually, the $A$-action on $(\Gamma \times_{\phi} Q) \times_{\phi} N$ can be given by “pushing forward” the action of $A$ on $\Gamma \times_{\phi} A$ via the equivalence $\Xi_{\phi}$, which explicitly means
\[ (g, \langle \langle x, q \rangle, h \rangle) \mapsto \langle \langle x, j(g)q \rangle, gh\kappa(q)[\kappa(j(gq))]^{-1} \rangle \]
for any $g \in A, \langle x, q \rangle \in D(\Gamma \times_{\phi} Q)$ and $h \in N$.

In this sense, we have decomposed the original cover $\Gamma \times_{\phi} A \rightarrow \Gamma$ into the $N$-cover $(\Gamma \times_{\phi} Q) \times_{\phi} N \rightarrow \Gamma \times_{\phi} Q$ and the $Q$-cover $\Gamma \times_{\phi} Q \rightarrow \Gamma$.

Conversely, given two voltage assignments $\varphi: D(\Gamma) \rightarrow Q$ and $\psi: D(\Gamma \times_{\phi} Q) \rightarrow N$, does there exist a voltage assignment $\phi: D(\Gamma) \rightarrow A$ such that $\phi = \varphi$ and $\phi = \psi$? If these two conditions hold, then by (12), the three voltage assignments $\varphi, \psi$ and $\phi$ satisfy
\[ \psi\langle x, q \rangle = \kappa(q)\phi(x)[\kappa(q\varphi(x))]^{-1}, \quad \text{for all } x \in D(\Gamma), q \in Q. \] (15)

In particular,
\[ \psi\langle x, 1 \rangle = \kappa(1)\phi(x)[\kappa(1\varphi(x))]^{-1} = \phi(x)[\kappa(\varphi(x))]^{-1}, \]

hence $\phi$ should be defined by
\[ \phi(x) = \psi\langle x, 1 \rangle \kappa(\varphi(x)). \] (16)

Then (15) is equivalent to
\[ \psi\langle x, q \rangle = \kappa(q)\psi\langle x, 1 \rangle \kappa(\varphi(x))\kappa(q\varphi(x))]^{-1}. \] (17)

Certainly, there exist some pairs of $\varphi$ and $\psi$ which do not satisfy (17) and hence, to serve our purpose, we need to impose additional restrictions. For a given section $\kappa$ and for each $\varphi: D(\Gamma) \rightarrow Q$, let $C_{\kappa}(\varphi; N)$ denote the set of voltage assignments $\psi: D(\Gamma \times_{\phi} Q) \rightarrow N$ which satisfy (17).

We thus have established the following two theorems.
Theorem 3.1. Let \( \phi : D(\Gamma) \to A \) be a voltage assignment, and let \( A \) be an extension of a subgroup \( N \) by a group \( Q \). Then \( \phi \) induces two voltage assignments \( \bar{\phi} : D(\Gamma) \to Q \) and \( \underline{\phi} : D(\Gamma \times \bar{\phi} Q) \to N \) such that the two covers

\[
\begin{array}{c}
\Gamma \times \underline{\phi} A \\
\xrightarrow{\bar{\phi}} \ (\Gamma \times \bar{\phi} Q) \times \underline{\phi} N \\
\xrightarrow{\Xi} \Gamma
\end{array}
\]

are equivalent as \( A \)-covers.

Theorem 3.2. Given a fixed section \( \kappa : Q \to A \) with \( \kappa(1) = 1 \), there is a one-to-one correspondence between the set of voltage assignments \( \phi : D(\Gamma) \to A \) and the set of pairs of voltage assignments \( (\varphi : D(\Gamma) \to Q, \psi \in C_\kappa(\varphi; N)) \).

Remark 3.3. From (10), (12) and (16) we see that for each \( x \in D(\Gamma) \), \( \phi(x) = 1 \) if and only if \( \varphi(x) = 1 \) and \( \psi(x,1) = 1 \). Thus, given a spanning tree \( T \), to obtain a \( T \)-reduced voltage assignment \( \phi : D(\Gamma) \to A \), it is equivalent to find a \( T \)-reduced \( \varphi : D(\Gamma) \to Q \) and \( \psi \in C_\kappa(\varphi; N) \) with \( \psi(x,1) = 1 \) for all \( x \in D(T) \).

The next theorem shows that a lifting problem on an \( A \)-cover can be decomposed into two lifting problems by using Theorem 3.1.

Theorem 3.4. Let \( A \) be an extension of a characteristic subgroup \( N \) by a group \( Q \) and let \( \phi_i : D(\Gamma_i) \to A, i = 1,2 \) be voltage assignments. Then an isomorphism \( \alpha : \Gamma_1 \to \Gamma_2 \) can be lifted to \( \Gamma_1 \times \underline{\phi}_1 A \to \Gamma_2 \times \underline{\phi}_2 A \) if and only if

(i) \( \alpha \) can be lifted to \( \Gamma_1 \times \underline{\phi}_1 Q \to \Gamma_2 \times \underline{\phi}_2 Q \), and

(ii) any such lift can be lifted again to \( (\Gamma_1 \times \underline{\phi}_1 Q) \times \underline{\phi}_1 N \to (\Gamma_2 \times \underline{\phi}_2 Q) \times \underline{\phi}_2 N \).

Furthermore, in the condition (ii), if one of such lifts can be lifted to \( \Gamma_1 \times \underline{\phi}_1 Q \times \underline{\phi}_1 N \to (\Gamma_1 \times \underline{\phi}_2 Q) \times \underline{\phi}_2 N \), then all other lifts can also be lifted.

Proof. (\( \Rightarrow \)) Let \( \alpha \) be lifted to \( \widetilde{\alpha} : \Gamma_1 \times \underline{\phi}_1 A \to \Gamma_2 \times \underline{\phi}_2 A \). Then by Proposition 1.1 there exists an automorphism \( \sigma : A \to A \) such that \( \sigma \circ \phi_1 = \phi_2 \circ \alpha \). Since \( N \) is assumed to be characteristic, \( \sigma \) induces an automorphism \( \overline{\sigma} : Q \to Q \) such that \( \overline{\sigma} \circ \varphi = \varphi \circ \sigma \). Thus \( \sigma \circ \phi_1 = \phi_2 \circ \alpha \), and by Proposition 1.1 again, \( \alpha \) can be lifted to \( \Gamma_1 \times \underline{\phi}_1 Q \to \Gamma_2 \times \underline{\phi}_2 Q \).
To show (ii), let $\overline{\alpha} : \Gamma_1 \times_{\phi_1} Q \rightarrow \Gamma_2 \times_{\phi_2} Q$ be any lift of $\alpha$ and let $\overline{W}$ be any closed walk in $\Gamma_1 \times_{\phi_1} Q$ with $\phi_1(\overline{W}) = 1$. One can write
$$\overline{W} = (\langle x_1, q \rangle, \langle x_2, q \phi_1(x_1) \rangle, \ldots, \langle x_n, q \phi_1(x_1) \cdots \phi_1(x_{n-1}) \rangle),$$
with $t(x_n) = s(x_1)$, which projects to a closed walk $W = (x_1, \ldots, x_n)$ in $\Gamma_1$ with $\phi_1(W) = 1$. Since
$$\phi_1(W) = \kappa(q)\phi_1(W)\kappa(q)^{-1} \in N,$$
we have $\phi_1(W) = 1$ and hence $\phi_2(\alpha(W)) = 1$. If we write $\overline{\alpha}(u, q) = (\alpha(u), q')$, then
$$\phi_2(\overline{\alpha}(W)) = \kappa(q')\phi_2(\alpha(W))\kappa(q')^{-1} = 1,$$
and hence $\overline{\alpha}$ can be lifted to $(\Gamma_1 \times_{\phi_1} Q) \times_{\phi_1} N \rightarrow (\Gamma_2 \times_{\phi_2} Q) \times_{\phi_2} N$.

(\leq) If $\alpha$ lifts to $\Gamma_1 \times_{\phi_1} Q \rightarrow \Gamma_2 \times_{\phi_2} Q$, and any such lift lifts again to $(\Gamma_1 \times_{\phi_1} Q) \times_{\phi_1} N \rightarrow (\Gamma_2 \times_{\phi_2} Q) \times_{\phi_2} N$, say $\tilde{\alpha}$, then it can be checked that $\Xi_{\phi_2}^{-1} \circ \tilde{\alpha} \circ \Xi_{\phi_1}$ is a lift of $\alpha$ to $\Gamma \times_{\phi_1} A \rightarrow \Gamma \times_{\phi_2} A$.

To prove the last assertion, use Proposition 1.1 again to see that any two lifts of $\alpha$ to $\Gamma_1 \times_{\phi_1} Q \rightarrow \Gamma_2 \times_{\phi_2} Q$, say $\overline{\alpha}$ and $\overline{\alpha}'$, differ by a left action of $q$ on $\Gamma_2 \times_{\phi_2} Q$ for some $q \in Q$. But obviously this action of $q$ as an automorphism can be lifted to the left action of $\kappa(q)$ (actually any $g \in A$ with $j(g) = q$) on $(\Gamma_2 \times_{\phi_2} Q) \times_{\phi_2} N$. Thus whenever $\overline{\alpha}$ lifts again, so does $\overline{\alpha}'$.

\section{Lifting along solvable covers}

Let $\phi : D(\Gamma) \rightarrow A$ be a voltage assignment and let $A$ be a solvable group. Choose a finite series
$$1 = A^{(d+1)} \lhd A^{(d)} \lhd \cdots \lhd A^{(0)} = A,$$
(18)
such that, for each $i \in \{0, 1, \ldots, d\}$, $A^{(i)}$ is a characteristic subgroup of $A$ and $A^{(i)}/A^{(i+1)}$ is abelian. Every solvable group $A$ always has such a series, namely, the derived series, in which $A^{(i+1)} = [A^{(i)}, A^{(i)}]$ is the commutator subgroup of $A^{(i)}$ for each $i$.

For each $i \in \{0, 1, \ldots, d\}$, choose a section $\kappa^{(i)} : A^{(i)}/A^{(i+1)} \rightarrow A^{(i)}$ with $\kappa^{(i)}(1) = 1$. For the given voltage assignment $\phi : D(\Gamma) \rightarrow A$, we simply use $\Gamma(\phi)$ to denote $\Gamma \times_{\phi} A$ when the voltage group $A$ is clear from the context.
Set $\Gamma(0) = \Gamma, \phi(0) = \phi$. Define an abelian cover $\Gamma(i) \to \Gamma(i-1)$ and a voltage assignment $\phi(i) : D(\Gamma(i)) \to A(i)$ recursively by setting

\[
\begin{align*}
\Gamma(i+1) &= \Gamma(i)(\overline{\phi}(i)), \\
\phi(i+1)(x, q) &= \kappa(i)(q)\phi(i)(x)[\kappa(i)(q\overline{\phi}(i)(x))]^{-1},
\end{align*}
\]  

where $\overline{\phi}(i) : D(\Gamma(i)) \to A(i)/A(i+1)$ is the composite of $\phi(i)$ with the quotient homomorphism $A(i) \to A(i)/A(i+1)$.

For each $i$ there is an isomorphism

\[
\Xi_i := \Xi_{\phi(i)} : \Gamma(i)(\phi(i)) \cong \Gamma(i+1)(\phi(i+1)),
\]

which is an equivalence of $A(i)$-covers of $\Gamma(i)$.

Now we have a commutative diagram

\[
\begin{array}{ccccccc}
\Gamma(d)(\phi(d)) & \longrightarrow & \Gamma(d-1)(\phi(d-1)) & \longrightarrow & \cdots & \longrightarrow & \Gamma(1)(\phi(1)) & \longrightarrow & \Gamma(0)(\phi(0)) \\
\downarrow & & \downarrow & & \cdots & & \downarrow & & \downarrow \\
\Gamma(d) & \longrightarrow & \Gamma(d-1) & \longrightarrow & \cdots & \longrightarrow & \Gamma(1) & \longrightarrow & \Gamma(0)
\end{array}
\]  

(22)

where each small square

\[
\begin{array}{ccc}
\Gamma(i)(\phi(i)) & \xrightarrow{\Xi_i} & \Gamma(i-1)(\phi(i-1)) \\
\downarrow & & \downarrow \\
\Gamma(i) & \xrightarrow{A(i)} & \Gamma(i-1) \\
& \xrightarrow{A(i)/A(i)} & \Gamma(i-1)
\end{array}
\]

shows that the $A(i-1)$-cover $\Gamma(i-1)(\phi(i-1)) \to \Gamma(i-1)$ is decomposed into the $A(i)$-cover $\Gamma(i)(\phi(i)) \to \Gamma(i)$ and the abelian $(A(i-1)/A(i))$-cover $\Gamma(i) \to \Gamma(i-1)$, and hence the bottom row in the diagram (22) is a layer of abelian covers. Furthermore, in the leftmost square

\[
\begin{array}{ccc}
\Gamma(d)(\phi(d)) & \xrightarrow{\Xi_d} & \Gamma(d-1)(\phi(d-1)) \\
\downarrow & & \downarrow \\
\Gamma(d) & \xrightarrow{A(d)} & \Gamma(d-1) \\
& \xrightarrow{A(d)/A(d)} & \Gamma(d-1)
\end{array}
\]

the left vertical projection is also an abelian $A(d)$-cover. By repeatedly applying Theorem 3.4, one can have
Theorem 3.5. An automorphism $\alpha^{(0)} \in \text{Aut}(\Gamma)$ can be lifted to a solvable cover $\Gamma \times_{\phi} A$ if and only if there exist automorphisms $\alpha^{(i)} \in \text{Aut}(\Gamma^{(i)})$, $i = 1, \ldots, d + 1$, such that, for each $i$, $\alpha^{(i)}$ is a lift of $\alpha^{(i-1)}$ along the abelian cover $\Gamma^{(i)} \to \Gamma^{(i-1)}$.

Remark 3.6. Let $G \leq \text{Aut}(\Gamma)$ be an automorphism group of a graph $\Gamma$. A cover $\hat{\Gamma} \to \Gamma$ is said to be $G$-admissible if each $\alpha \in G$ can be lifted to $\hat{\Gamma}$. Chen and Shen [2] proposed a practical method for finding all $G$-admissible abelian covers and applied it to classify all arc-transitive abelian covers of the Petersen graph. Also, for cubic graphs, Conder and Ma [3] develop a method for determining $G$-admissible abelian covers.

Now based on Theorem 3.4 and Theorem 3.5, we are in principle able to find all $G$-admissible $A$-covers for a solvable group $A$ via the technique of step-by-step lifting. This will be illustrated in the next section.

4 Application to metacyclic covers of the tetrahedron branched at face-centers

4.1 Preparation

In this paper, by a map $\mathcal{M} = (\Gamma, \Sigma)$, we mean a cellular embedding of a graph $\Gamma$ in a closed surface $\Sigma$, where “cellular” means that, when the graph is deleted, each connected component is homeomorphic to a disk. Call $\Gamma$ and $\Sigma$ the underlying graph and underlying surface of $\mathcal{M}$, respectively. There are various other equivalent definitions of maps; see [11]. Given two maps $\mathcal{M} = (\Gamma, \Sigma)$, $\mathcal{M}' = (\Gamma', \Sigma')$, an isomorphism $\alpha : \mathcal{M} \to \mathcal{M}'$ is a graph isomorphism $\alpha : \Gamma \to \Gamma'$ which can be extended to an orientation-preserving homeomorphism $\Sigma \to \Sigma'$. The map $\mathcal{M}$ is called regular if its automorphism group $\text{Aut}(\mathcal{M})$, which can be identified with a subgroup of $\text{Aut}(\Gamma)$, acts transitively on $D(\Gamma)$.

In this section, we only consider regular maps. Given maps $\tilde{\mathcal{M}} = (\tilde{\Gamma}, \tilde{\Sigma})$, $\mathcal{M} = (\Gamma, \Sigma)$, a regular cover smooth at vertices $\Pi : \tilde{\mathcal{M}} \to \mathcal{M}$ is a regular cover $\pi : \tilde{\Gamma} \to \Gamma$ which can be extended to a branched cover $\tilde{\Sigma} \to \Sigma$, and $\Pi$ is called an $A$-cover if $\text{CTG}(\pi) \cong A$. In below, we abbreviate “regular cover smooth at vertices” to “regular cover”. It is known that regular covers of a map $\mathcal{M}$ are the same as $\text{Aut}(\mathcal{M})$-admissible regular covers of the underlying graph of $\mathcal{M}$; see Theorem 4.3.3 and Theorem 4.3.5 in [7], and also [17].
From now on, let $\Gamma = K_4$, as shown in Figure 1. The tetrahedron $M(3, 3)$ is the standard embedding of $\Gamma$ in the 2-sphere. It is one of the five Platonic maps (one may refer to [4]). For Platonic maps, cyclic covers were classified by Jones and Surowski [12], and elementary abelian covers have been partially classified by Jones [10]. Now we are going to classify metacyclic covers of $M(3, 3)$. As a related result, 2-arc-transitive metacyclic covers of $K_4$ has been classified in Xu et al. [20].

![Figure 1: The graph $\Gamma$](image)

It is well-known (see [17] Example 4.5) that $\text{Aut}(M(3, 3))$ is isomorphic to the alternating group $A_4$, and can be generated by two automorphisms $\alpha$ and $\beta$ whose actions on arcs are determined as follows:

$$
\alpha : x_1 \mapsto x_2, \ x_2 \mapsto x_3, \ x_3 \mapsto x_1, \ x_4 \mapsto x_5, \ x_5 \mapsto x_6, \ x_6 \mapsto x_4,
$$

$$
\beta : x_1 \mapsto x_1^{-1}, \ x_2 \mapsto x_2^{-1}, \ x_3 \mapsto x_6, \ x_4 \mapsto x_4^{-1}, \ x_5 \mapsto x_2^{-1}, \ x_6 \mapsto x_3,
$$

where it is understood that $\alpha(x_i^{-1}) = (\alpha(x_i))^{-1}$, $\beta(x_i^{-1}) = (\beta(x_i))^{-1}$.

A metacyclic group is an extension of a cyclic group by another cyclic group. As a well-known fact (see Section 3.7 of Zassenhaus [21]), each metacyclic group can be presented as

$$
H = H(n, m; r, t) = \langle a, b | a^n = 1, b^m = a^r, bab^{-1} = a^t \rangle.
$$

(23)

for some positive integers $n, m, r, t$ satisfying

$$
r^m - 1 \equiv t(r - 1) \equiv 0 \pmod{n}.
$$

(24)
It is easy to see that each element of $H$ can be written as $a^u b^v$ for some integers $u,v$, and a direct computation shows

$[a^{u_1} b^{v_1}, a^{u_2} b^{v_2}] = a^{(r v_1 - 1) u_2 - (r v_2 - 1) u_1}$. \hspace{1cm} (25)

Thus the commutator subgroup $[H, H]$ is generated by $a^d$, with $d = (r - 1, n)$, and the abelianization $H^{ab} := H/[H, H]$ is isomorphic to $\mathbb{Z}_d \times \mathbb{Z}_m$.

For convenience, for any group $A$, we simply call $\langle \alpha, \beta \rangle$-admissible $A$-covers admissible $A$-covers, and say a voltage assignment is admissible if its derived cover is admissible.

The task is, for each metacyclic group $H$, to classify admissible $H$-covers of $\Gamma$. Let $T$ be the spanning tree of $\Gamma$ consisting of the underlying edges of $x_4, x_5, x_6$. By Theorem 3.2, Theorem 3.4 and Remark 3.3, the procedure can be divided into two steps: first determine all $T$-reduced admissible voltage assignments $\varphi : D(\Gamma) \rightarrow H^{ab}$, next for each such $\varphi$ we determine all voltage assignments $\psi \in C_\kappa(\varphi; [H, H])$, (where $\kappa : H^{ab} \rightarrow H$ is a section), such that its derived cover admits lifts for certain automorphisms and $\psi(x, 0) = 0$ for all $x \in D(T)$.

### 4.2 $H^{ab}$-covers

Clearly $H_1(\Gamma; \mathbb{Z}) \cong \mathbb{Z}^3$ is freely generated by $L_1, L_2, L_3$, with

$L_1 = (x_5, x_1, x_6^{-1}), \quad L_2 = (x_6, x_2, x_4^{-1}), \quad L_3 = (x_4, x_3, x_5^{-1})$.

The actions induced by $\alpha, \beta$ on $H_1(\Gamma; \mathbb{Z})$ are given by

$\alpha_* : L_1 \mapsto L_2, \quad L_2 \mapsto L_3, \quad L_3 \mapsto L_1,
\beta_* : L_1 \mapsto -L_1 - L_2 - L_3, \quad L_2 \mapsto L_3, \quad L_3 \mapsto L_2$,

hence the matrices representing them, determined via (9), are given by

$[\alpha] = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad [\beta] = \begin{pmatrix} -1 & -1 & -1 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}$. \hspace{1cm} (26)

**Lemma 4.1.** Let $p$ be a prime number.

(i) If $\varphi : D(\Gamma) \rightarrow \mathbb{Z}_{p^k}$ is a $T$-reduced admissible voltage assignment, then $p^k \in \{2, 4\}$ and $\varphi(x_1) = \varphi(x_2) = \varphi(x_3)$.

(ii) For any $k, k' \geq 1$, there does not exist an admissible voltage assignment $\varphi : D(\Gamma) \rightarrow \mathbb{Z}_{p^k} \times \mathbb{Z}_{p^{k'}}$. 
Proof. (i) Let \( \varphi : D(\Gamma) \to \mathbb{Z}_{p^k} \) be a \( T \)-reduced admissible voltage assignment. Since \( \varphi(x_1), \varphi(x_2), \varphi(x_3) \) generate \( \mathbb{Z}_{p^k} \), at least one of them is invertible; this implies that all of them are invertible, as \( \alpha \) cyclically permutes \( \varphi(x_1), \varphi(x_2), \varphi(x_3) \). Let \( u = \varphi(x_2)\varphi(x_1)^{-1}, v = \varphi(x_3)\varphi(x_1)^{-1} \). To convert \( [\varphi] \) into normal form, we take \( B = \begin{pmatrix} 1 & 0 & 0 \\ -u & 1 & 0 \\ -v & 0 & 1 \end{pmatrix} \) and \( C = \begin{pmatrix} \varphi(x_1)^{-1} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \), so that \( B[\varphi]C = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \), \( s_1 = 0, s_2 = s_3 = k \), in the notation of Section 2.

Computing directly, (obscuring the elements we are not interested in)
\[
B[\alpha]B^{-1} = \begin{pmatrix} * & * & * \\ v - u^2 & * & * \\ 1 - uv & * & * \end{pmatrix}, \quad B[\beta]B^{-1} = \begin{pmatrix} * & * & * \\ (1 + u)(u + v) & * & * \\ (1 + v)(u + v) & * & * \end{pmatrix}.
\]

Applying Theorem 2.1, we obtain the following equations in \( \mathbb{Z}_{p^k} \):
\[
v - u^2 = 1 - uv = 0, \quad (1 + u)(u + v) = (1 + v)(u + v) = 0.
\]

They have a solution only when \( p^k \in \{2, 4\} \), and then \( u = v = 1 \).

(ii) First consider the special case \( k = k' = 1 \). Let \( \varphi : D(\Gamma) \to \mathbb{Z}_{p^2}^2 \) be a \( T \)-reduced admissible voltage assignment, with \( \varphi(x_i) = (u_i, v_i), 1 \leq i \leq 3 \). Since \( \varphi(x_1), \varphi(x_2), \varphi(x_3) \) generate \( \mathbb{Z}_{p^2}^2 \), at least one of
\[
\begin{vmatrix} u_1 & v_1 \\ u_2 & v_2 \end{vmatrix}, \begin{vmatrix} u_2 & v_2 \\ u_3 & v_3 \end{vmatrix}, \begin{vmatrix} u_3 & v_3 \\ u_1 & v_1 \end{vmatrix}
\]
is invertible. Then all of them are invertible, as \( \alpha \) cyclically permutes \( \varphi(x_1), \varphi(x_2), \varphi(x_3) \). We may find \( B = \begin{pmatrix} 1 & 0 & 0 \\ u & 1 & 0 \\ v & w & 1 \end{pmatrix} \) for some \( u, v, w \) and another invertible matrix \( C \) such that \( B[\varphi]C = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix} \), and \( s_1 = s_2 = 0, s_3 = 1 \).
Computing directly,
\[
B[\alpha]B^{-1} = \begin{pmatrix}
* & * & * \\
* & * & * \\
1 - vw + u(w^2 - v) & v - w^2 & *
\end{pmatrix},
\]
\[
B[\beta]B^{-1} = \begin{pmatrix}
* & * & * \\
* & * & * \\
u(v - w - 1) & 1 + w - v & *
\end{pmatrix}.
\]
By Theorem 2.1 the following hold in \(\mathbb{Z}_p\):
\[
1 - vw + u(w^2 - v) = v - w^2 = 0,
\]
\[
u(v - w - 1) = 1 + w - v = 0.
\]
But these equations have no solution, as can be checked.
Thus \(\varphi : D(\Gamma) \rightarrow \mathbb{Z}_p^2\) cannot be admissible.

Now for general case, let \(\varphi : D(\Gamma) \rightarrow \mathbb{Z}_{p^k} \times \mathbb{Z}_{p^{k'}}\) be a voltage assignment, with \(k, k' \geq 1\). The kernel of the quotient homomorphism \(\varpi : \mathbb{Z}_{p^k} \times \mathbb{Z}_{p^{k'}} \rightarrow \mathbb{Z}_p^2\) is the subgroup generated by \((p, 0)\) and \((0, p)\), hence it is characteristic. If \(\varphi\) is admissible, then by Theorem 3.4, the composite \(\varpi \circ \varphi : D(\Gamma) \rightarrow \mathbb{Z}_p^2\) would also be admissible, contradicting to the above result. Thus there does not exist an admissible voltage assignment \(\varphi : D(\Gamma) \rightarrow \mathbb{Z}_{p^k} \times \mathbb{Z}_{p^{k'}}\).

**Remark 4.2.** The result (i) recovers part of Proposition 4 of [12], and (ii) generalizes the result obtained in [10] Section 3 that there does not exist an admissible \(\mathbb{Z}_p^2\)-cover when \(p > 2\).

As a consequence, if \(\varphi : D(\Gamma) \rightarrow A\) is admissible with \(A\) an abelian group, then \(A \cong \mathbb{Z}_2\) or \(A \cong \mathbb{Z}_4\). This is because, for any Sylow \(p\)-subgroup \(A_p\) of \(A\), the kernel of the projection \(A \twoheadrightarrow A_p\) is characteristic.

If there exists an admissible \(H\)-cover with \(H\) a metacyclic group, then \(H^{ab} \cong \mathbb{Z}_{2^k}\) with \(k \in \{1, 2\}\), hence \(2 \not| n\), \((r - 1, n) = 1\) and
\[
H \cong H(n, 2^k; r) := \langle a, b | a^n = b^{2^k} = 1, b^{-1}ab = a^r \rangle.
\]
(27)

For \(\eta = \pm 1 \in \mathbb{Z}_{2^k}\), we may construct an admissible voltage assignment
\[
\varphi_\eta : D(\Gamma) \rightarrow \mathbb{Z}_{2^k}, \quad x_i \mapsto \eta, \quad x_{i+3} \mapsto 0, \quad (1 \leq i \leq 3).
\]
Lift \(\alpha, \beta\) to \(\tilde{\alpha}, \tilde{\beta} \in \text{Aut}(\Gamma \times_{\varphi_\eta} \mathbb{Z}_{2^k})\), respectively, with
\[
\tilde{\alpha}(x_i, g) = (\alpha(x_i), g), \quad \tilde{\beta}(x_i, g) = (\beta(x_i), g), \quad (1 \leq i \leq 6).
\]
(28)
4.3 \([H, H]\)-covers of \(\Gamma \times_{\varphi} H^{ab}\)

Denote \(m = 2^k, k \in \{1, 2\}\), and for \(\eta \in \{\pm 1\}\) abbreviate \(\Gamma \times_{\varphi_\eta} \mathbb{Z}_m\) to \(\Gamma(\varphi_\eta)\).

Choose a section
\[
\kappa : \mathbb{Z}_m \to H(n, m; r), \quad g \mapsto b^g
\]
as a right inverse to the quotient homomorphism \(H(n, m; r) \twoheadrightarrow \mathbb{Z}_m\).

With a characteristic subgroup \(\mathbb{Z}_n\), we shall find voltage assignments \(\psi \in C_\kappa(\varphi_\eta; \mathbb{Z}_n)\) such that \(\tilde{\alpha}\) and \(\tilde{\beta}\) can be lifted to \(\Gamma(\varphi_\eta)\times_\psi \mathbb{Z}_n\), and

\[
\langle \psi_1, \psi_2, \psi_3 \rangle = \mathbb{Z}_n, \quad \psi_4 = \psi_5 = \psi_6 = 0,
\]
where \(\psi_i = \psi(x_i, 0)\). The condition (17) turns out to be

\[
\psi(x_i, g) = \kappa(g)\psi_4\kappa(g)^{-1} = r^g\psi_i, \quad (1 \leq i \leq 6),
\]
hence \(\psi(x_i, g) = 0\) for \(i = 4, 5, 6\).

**Lemma 4.3.** The automorphisms \(\tilde{\alpha}\) and \(\tilde{\beta}\) can be lifted if and only if

\[
\begin{align*}
u(\psi_3 - \psi_2) - v(\psi_2 - \psi_1) &= 0, \\
u(\psi_1 + \psi_2 + (1 + r^\eta)\psi_3) + v((\psi_1 + \psi_2) + r^g(\psi_2 + \psi_3)) &= 0,
\end{align*}
\]
for any integers \(u, v\) satisfying

\[
u(\psi_2 - \psi_1) + v(\psi_3 - \psi_1) = 0.
\]

**Proof.** Let

\[
\bar{L}_0 = (\langle x_1, 0 \rangle, \langle x_6, 0 \rangle^{-1}, \langle x_5, 0 \rangle, \ldots, \langle x_1, m - 1 \rangle, \langle x_6, m - 1 \rangle^{-1}, \langle x_5, m - 1 \rangle),
\]

and for each \(g \in \mathbb{Z}_m\), let

\[
\begin{align*}
\bar{L}_{2,g} &= (\langle x_2, g \rangle, \langle x_4, g + \eta \rangle^{-1}, \langle x_6, g + \eta \rangle, \langle x_1, g \rangle^{-1}, \langle x_5, g \rangle^{-1}, \langle x_6, g \rangle), \\
\bar{L}_{3,g} &= (\langle x_3, g \rangle, \langle x_5, g + \eta \rangle^{-1}, \langle x_6, g + \eta \rangle, \langle x_1, g \rangle^{-1}, \langle x_5, g \rangle^{-1}, \langle x_4, g \rangle).
\end{align*}
\]

The closed walks \(\bar{L}_0, \bar{L}_{2,g}, \bar{L}_{3,g}, g \in \mathbb{Z}_m\) form a basis of \(H_1(\Gamma(\varphi_\eta); \mathbb{Z}) \cong \mathbb{Z}_{2^m+1}\).

To see this, let \(\bar{T}\) denote the spanning tree of \(\Gamma(\varphi_\eta)\) consisting of the underlying edges of \(\langle x_i, 0 \rangle, 4 \leq i \leq 6, g \in \mathbb{Z}_m\) and \(\langle x_1, g \rangle, g \in \mathbb{Z}_m - \{0\}\); then
regarded as elements of \( H_1(\Gamma(\varphi_\eta); \mathbb{Z}) \), each fundamental closed walk can be written as a linear combination of \( \tilde{L}_0, \tilde{L}_{2,g}, \tilde{L}_{3,g}, g \in \mathbb{Z}_m \).

Computing directly, we get

\[
\psi(\tilde{L}_0) = 0, \quad \psi(\tilde{L}_{2,g}) = r^g(\psi_2 - \psi_1), \quad \psi(\tilde{L}_{3,g}) = r^g(\psi_3 - \psi_1).
\]

\[
\psi(\tilde{\alpha}(\tilde{L}_0)) = 0, \quad \psi(\tilde{\alpha}(\tilde{L}_{2,g})) = r^g(\psi_3 - \psi_2), \quad \psi(\tilde{\alpha}(\tilde{L}_{3,g})) = -r^g(\psi_2 - \psi_1),
\]

\[
\psi(\tilde{\beta}(\tilde{L}_0)) = 0, \quad \psi(\tilde{\beta}(\tilde{L}_{2,g})) = r^g(\psi_3 + \psi_2 + \psi_1 + r^g \eta \psi_3), \quad \psi(\tilde{\beta}(\tilde{L}_{3,g})) = r^g(\psi_2 + \psi_1) + r^g + r^g \eta (\psi_2 + \psi_3).
\]

For a general element \( \tilde{L} = c\tilde{L}_0 + \sum_{g=1}^{m} (u_g \tilde{L}_{2,g} + v_g \tilde{L}_{3,g}) \in H_1(\Gamma(\varphi_\eta); \mathbb{Z}) \),

\[
\psi(\tilde{L}) = \left( \sum_{g=1}^{m} u_g r^g \right) (\psi_2 - \psi_1) + \left( \sum_{g=1}^{m} v_g r^g \right) (\psi_3 - \psi_1),
\]

\[
\psi(\tilde{\alpha}(\tilde{L})) = \left( \sum_{g=1}^{m} u_g r^g \right) (\psi_3 - \psi_2) - \left( \sum_{g=1}^{m} v_g r^g \right) (\psi_2 - \psi_1),
\]

\[
\psi(\tilde{\beta}(\tilde{L})) = \left( \sum_{g=1}^{m} u_g r^g \right) (\psi_1 + \psi_2 + (1 + r^g) \psi_3) + \left( \sum_{g=1}^{m} v_g r^g \right) ((\psi_1 + \psi_2) + r^n (\psi_2 + \psi_3)).
\]

A sufficient and necessary condition for \( \tilde{\alpha} \) to be lifted to \( \Gamma(\varphi_\eta) \times \mathbb{Z} \) is that \( \psi(\tilde{\alpha}(\tilde{L})) = 0 \) whenever \( \psi(\tilde{L}) = 0 \), and similarly for \( \tilde{\beta} \). Noting that \( \sum_{g=1}^{m} u_g r^g \) and \( \sum_{g=1}^{m} v_g r^g \) may take arbitrary values, we establish the lemma. \( \square \)

Taking integers \( u, v \) with \( u \equiv \psi_3 - \psi_1, v \equiv \psi_1 - \psi_2 \pmod{n} \) so that \( (32) \) holds, we deduce from \( (30) \) and \( (31) \) the following identities in the ring \( \mathbb{Z}_n \):

\[
(\psi_2 - \psi_1)^2 = (\psi_1 - \psi_3)(\psi_3 - \psi_2), \quad (33)
\]

\[
(r^n - 1)\psi_2(\psi_3 - \psi_1) = (r^n + 1)(\psi_3^2 - \psi_2^2). \quad (34)
\]

Suppose \( n = \prod_{p \in \Lambda} p^{k_p} \) with \( 2 \notin \Lambda \). Fix \( p \in \Lambda \).
If \( \psi_1 \equiv \psi_2 \equiv \psi_3 \pmod{p} \), then taking \( u = 2n/p \) and \( v = -n/p \) which satisfy (32), one would deduce from (31) that \( 4\psi_1 \equiv 0 \pmod{p} \), but this contradicts to (29). Hence

\[
\psi_2 \not\equiv \psi_1 \quad \text{or} \quad \psi_3 \not\equiv \psi_2 \pmod{p}.
\]

In the following discussions, by writing \( z = z' \), we mean \( z \equiv z' \pmod{p^k} \).

The conditions \( r_m = 1 \) and \( r \not\equiv 1 \pmod{p} \) imply either \( r = -1 \) or \( r^2 = -1 \).

(i) If \( r = -1 \), then (34) implies \( \psi_2(\psi_3 - \psi_1) = 0 \). By (33) and (35), it is impossible that \( \psi_3 - \psi_1 \equiv 0 \pmod{p} \), so \( \psi_2 = 0 \). By (33),

\[
(\psi_3 - 2\psi_1)^2 + 3\psi_3^2 = 0.
\]

If \( p = 3 \), then \( k_3 = 1 \), because if \( k_3 > 1 \), then \( \psi_3 - 2\psi_1 \equiv 0 \pmod{3} \), which would imply \( \psi_1 \equiv 0 \pmod{3} \) and also \( \psi_3 \equiv 0 \pmod{3} \), contradicting to (29). Hence \( \psi_3 = 2\psi_1 \).

If \( p > 3 \), then the Legendre symbol \( (-3/p) \) is equal to 1. By Law of Quadratic Reciprocity (see [9] P.53, Theorem 1),

\[
\left( \frac{p}{3} \right) = (-1)^{\frac{p-1}{2}} \cdot \left( \frac{3}{p} \right) = \left( -1 \right)^{\frac{p-1}{2}} \left( \frac{3}{p} \right) = \left( -3 \right)^{\frac{p-1}{2}} = 1,
\]

which is equivalent to \( p \equiv 1 \pmod{3} \). On the other hand, by [9] Proposition 4.2.3, this is also sufficient for the existence of a square root of \(-3\) in \( \mathbb{Z}_{p^k} \). Thus \( 2\psi_3 = (1 + \theta_p)\psi_1 \), with \( \theta_p \) a square root of \(-3\).

(ii) If \( r^2 = -1 \), then \( m = 4 \) and \( r^n = r\eta \). By (34),

\[
\psi_1\psi_2 = \psi_3\psi_2 + r\eta(\psi_3^2 - \psi_2^2),
\]

and consequently,

\[
\psi_2^2(\psi_2 - \psi_1)^2 = (\psi_1\psi_2 - \psi_2^2)^2 = (\psi_3 - \psi_2)^2(\psi_2 + r\eta(\psi_3 + \psi_2))^2,
\]

\[
\psi_2^2(\psi_3 - \psi_2)(\psi_1 - \psi_3) = r\eta(\psi_3 - \psi_2)^2\psi_2(\psi_3 + \psi_2).
\]

By (33), the right-hand-sides of these two equations coincide, and by (33), (35), \( \psi_3 - \psi_2 \not\equiv 0 \pmod{p} \), hence

\[
z^2 + \psi_2z + \psi_2^2 = 0, \quad \text{with} \quad z = r\eta(\psi_3 + \psi_2).
\]


By (29), at least one of $\psi_1, \psi_2, \psi_3$ is invertible, this together with (33) and (37) implies that $\psi_2$ is invertible. Thus (37) has a solution if and only if $p = 3$ or $p \equiv 1 \pmod{3}$, but $p = 3$ is impossible since $r^2 = -1$.

Now $2z = (\theta_p - 1)\psi_2$, with $\theta_p$ a square root of $-3$ in $\mathbb{Z}_{p^{k_p}}$, hence by (37), $2\psi_3 = (r\eta(1 - \theta_p) - 2)\psi_2$, and then by (36), $\psi_1 = (r\eta - \theta_p)\psi_2$.

Rewrite $\psi_2, \psi_3$ in terms of $\psi_1$:

$$
\psi_2 = (r\eta - \theta_p)^{-1}\psi_1, \quad \psi_3 = (1 - \theta_p)^{-1}(r\eta - 1)\psi_1.
$$

We have found all voltage assignments $\psi : D(\Gamma(\varphi_\eta)) \to \mathbb{Z}_n$ satisfying (29) and the conditions in Lemma 4.3. By (16), the corresponding voltage assignment $\phi : D(\Gamma) \to H$ is given by

$$
\phi(x_i) = a^{\psi_i}b^n, \quad (1 \leq i \leq 3), \quad \phi(x_4) = \phi(x_5) = \phi(x_6) = 1.
$$

Note that $\psi_1$ is invertible in $\mathbb{Z}_n$, and there exists an automorphism of $H$ taking $a$ to $a^{\psi_1^{-1}}$ and fixing $b$, so we may assume $\psi_1 = 1$.

4.4 The result

Given $\eta \in \{\pm 1\}$, and $\theta = \{\theta_p\}_{p \in \Lambda}$ with $\theta_p$ a square root of $-3$ in $\mathbb{Z}_{p^{k_p}}$, $(\theta_p = 0$ if $p = 3)$. For each $p \in \Lambda$, put

$$
\mu(\eta, \theta_p) = \begin{cases} 
0, & r \equiv -1 \pmod{p^{k_p}}, \\
(\eta - \theta_p)^{-1}, & r^2 \equiv -1 \pmod{p^{k_p}},
\end{cases} \quad (38)
$$

$$
\nu(\eta, \theta_p) = \begin{cases} 
(1 + \theta_p)/2, & r \equiv -1 \pmod{p^{k_p}}, \\
(1 - \theta_p)^{-1}(\eta - 1), & r^2 \equiv -1 \pmod{p^{k_p}}.
\end{cases} \quad (39)
$$

Let $\mu(\eta, \theta)$ and $\nu(\eta, \theta)$ denote the image of $\{\mu(\eta, \theta_p)\}_{p \in \Lambda}$ and $\{\nu(\eta, \theta_p)\}_{p \in \Lambda}$, respectively, under the canonical isomorphism $\prod_{p \in \Lambda} \mathbb{Z}_{p^{k_p}} \cong \mathbb{Z}_n$, and define the voltage assignment $\phi^{\eta, \theta} : D(\Gamma) \to H$ by

$$
x_1 \mapsto ab^n, \quad x_2 \mapsto a^{\mu(\eta, \theta)}b^n, \quad x_3 \mapsto a^{\nu(\eta, \theta)}b^n, \quad x_i \mapsto 1, \quad (4 \leq i \leq 6). \quad (40)
$$

**Lemma 4.4.** There exists an automorphism of $H$ taking $ab$ to $ab^{-1}$ if and only if $r \equiv -1 \pmod{n}$.

**Proof.** If $r \equiv -1 \pmod{n}$, then it is easy to verify that $\sigma : H \to H, a^n b^i \mapsto a^n b^{-i}$ is a well-defined automorphism with $\sigma(ab) = ab^{-1}$.
Conversely, suppose $\sigma$ is an automorphism of $H$ with $\sigma(ab) = ab^{-1}$. Since $\langle a \rangle$ is characteristic, we have $\sigma(a) = a^u$ for some $u$ coprime to $n$, hence $\sigma(b) = a^{1-u}b^{-1}$. It follows from

$$(a^{1-u}b^{-1})a^u(ba^{u-1}) = \sigma(b)\sigma(a)\sigma(b)^{-1} = \sigma(bab^{-1}) = \sigma(a^r) = a^{ru}$$

that $a^u = ba^r u^{-1} = (bab^{-1})^r u = a^{ru}$. Thus $r \equiv -1 \pmod{n}$, (recalling that $(r - 1, n) = 1$).

Therefore, by Proposition 1.1, when $r \equiv -1 \pmod{n}$, $\Gamma \times \phi_{1,\theta} H$ is equivalent to $\Gamma \times \phi_{1,\theta} H$, but when $r \not\equiv -1 \pmod{n}$, $\Gamma \times \phi_{n,\theta} H$ is inequivalent to each other for different pairs $(\eta, \theta)$.

**Notation 4.5.** Let $\Omega$ denote the set of odd natural numbers $n$ such that $9 \nmid n$ and $p \equiv 1 \pmod{3}$ for each prime divisor $p$ of $n$ with $p > 3$.

For $n \in \Omega$, let $o(n)$ denote the number of its prime divisors larger than 3.

**Theorem 4.6.** (i) A metacyclic group $H$ is the covering transformation group of some regular cover of $\mathcal{M}(3, 3)$ if and only if

- $H \cong H(n, 2^k; -1)$ with $k \in \{1, 2\}$ and $n \in \Omega$; or
- $H \cong H(n, 4; r)$ with $n \in \Omega$, $(r - 1, n) = 1$, $n \not\mid r + 1$ and $n \mid r^4 - 1$.

(ii) Each $H(n, 2^k; -1)$-cover of $\mathcal{M}(3, 3)$ is equivalent to $\Gamma \times \phi_{1,\theta} H(n, 2^k; -1)$ for a unique $\theta$. There are $2^{o(n)} H(n, 2^k; -1)$-covers in total.

Each $H(n, 4; r)$-cover of $\mathcal{M}(3, 3)$ is equivalent to $\Gamma \times \phi_{n,\theta} H(n, 2^k; r)$ for a unique pair $(\eta, \theta)$. There are $2^{o(n)+1} H(n, 4; r)$-covers in total.
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