Predicting Mechanical Properties and Corrosion Resistance of Heat-Treated 7N01 Aluminum Alloy by Machine Learning Methods
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Abstract. In this paper, mechanical properties and corrosion resistance of different heat-treated 7N01 aluminum alloys are measured. A novel approach is proposed to establish the relationship between heat-treated processing parameters and the properties using machine learning methods. With a set of trustable data, generalized regression neural network (GRNN), support vector machine (SVM) and multiple linear regression (MLR) are applied in the prediction of mechanical properties, while GRNN and SVM, two prevalent machine learning methods, are also employed to predict the corrosion resistance. By comparing coefficient of determination ($R^2$) and mean absolute percentage error (MAPE), we demonstrate, GRNN and SVM are indeed useful machine learning methods for both modeling and predicting. In virtue of the new approach, we can also establish other goal-oriented models for design and prediction as long as the training data set is available. Finally, it’s found that both single-stage aging and retrogression re-aging can make the alloy reach higher strength values than double-stage aging, however the corrosion resistance of double-stage aging alloy is better than that of single-stage aging.
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1. Introduction

7N01 aluminum alloy (Al-Zn-Mg series alloys) has been widely applied in high-speed train body structures [1-3] due to its excellent mechanical properties and low density. As is well known, Al-Zn-Mg alloys can be strengthened by aging treatment. Meanwhile, a few specific heat treatments can also enhance the corrosion resistance [4-6]. Up to now, heat treatments are developed to promote Al-Zn-Mg alloys by changing the dimension and volume fraction of precipitates in matrix as well as on grain boundaries [7-10]. At present, the majority of researchers adopt the route of process-organization-property for heat-treatment study, which is indeed an effective research idea. An approach called “trial and error method” is frequent to be taken to design heat treatment system, which means the technique is determined by experience, then the properties and organization structures are analyzed, if the results are not satisfactory, heat treatment system shall be redesigned. It is a time-consuming and laborious method. However, if the properties of Al alloys under different process parameters could be predicted, researchers would have certain design guiding direction. As a result, the efficiency could be greatly improved. Therefore, establishing accurate mathematical models to characterize quantificationally the relationship between heat-treated parameters and properties is of vital
significance to design and predict Al alloys.

The appearance of machine learning (ML) methods which growing out of the quest for artificial intelligence provides different ideas for varies disciplines. Generally, the ML is applied to establish the functional relationship or dependence rule between inputs and outputs based on the known observation data (training samples), and then on this basis to identify, classify and predict the unobservable data [11, 12]. At present, many scholars have applied this tool to material field. The two authors [13, 14] use machine learning methods like artificial neural network (ANN) and Gaussian process regression (GPR) to help predict material properties and acquire an excellence effect compared with traditional methods. Among the machine learning methods, the support vector regression (SVR) and the artificial neural network (ANN) are simple, accurate and reliable models for non-linear regression analysis [15].

Based on these above, in this paper, the mechanical properties and corrosion resistance of 7N01 alloys with different aging systems including single-stage and double-stage aging are studied. And then a framework to use machine learning methods to predict the properties is proposed. Multiple linear regression (MLR), support vector regression (SVR) and generalized regression neural network (GRNN) are applied in prediction of mechanical properties, while generalized regression neural network (GRNN) and support vector regression (SVR) are also in corrosion resistance. To demonstrate the capacity of machine learning methods for heat treatment, the coefficient of determination ($R^2$) and mean absolute percentage error (MAPE) are employed to evaluate the models. Last, the influence of different heat-treated parameters on mechanical properties of 7N01 alloys is analyzed.

2. Experimental Procedure

2.1. Materials and Heat Treatments

7N01 alloys are employed in this experiment, whose compositions (mass fraction) are 4.23% Zn, 1.049% Mg, 0.032% Cu, 0.377% Mn, 0.083% Zr, 0.029% Ti, 0.087% Fe, balance Al. The specimens are treated by solid-solution first at 480°C for 1h, and then aged with different parameters, such as single-stage aging, double-stage aging and retrogression re-aging, as shown in table 1 in Appendix.

2.2. Experimental Methods

The tensile properties of different heat-treated 7N01 alloys (three parallel samples are tested for each parameter, the average values are calculated and used) are tested with WDW-3100 microcomputer control electronic universal testing machine. The ultimate tensile strength values are computed directly from the tensile curve.

The electrochemical impedance spectroscopy (EIS) is tested at CS310 electrochemical station by a three-electrode testing system, in which the reference electrode is saturated calomel electrode (SCE) and the counter electrode is platinum. The test is conducted at room temperature, and the corrosive medium is 3.5% NaCl solution. The frequency range of electrochemical impedance spectrum is $10^{-1}$-$10^6$ HZ.

3. Tradition Regression Method and Machine Learning Methods

3.1. MLR Model

In regression analysis, multiple linear regression (MLR) is a common method to establish the relationship between inputs and outputs. In the regression model, multiple explanatory variables (independent variables) are employed, and the dependent variable is the linear superposition of explanatory variables. The general equation can be expressed as follow:

$$Y = k_0 + k_1 x_1 + k_2 x_2 + \cdots + k_n x_n$$

where $n$ is the number of independent variables, $k_i (i=1, 2...n)$ represents the regression coefficient, $x_i (i=1, 2...n)$ and $Y$ are independent variables and dependent variable, respectively.
3.2. GRNN Model

Generalized regression neural network (GRNN) was first put forward in 1991 by Specht [16]. GRNN had great performance in approximation of function, and compared with other neural network, the training process was more convenient and quicker, because its structure and connection weight were uniquely identified by training samples.

GRNN structures contain four layers, they are input layer, pattern layer, summation layer and output layer, respectively. The pattern layer is also called the hidden regression layer, the Gaussian function is taken as the activation kernel function:

\[ p_i = \exp \left( - \frac{(X - X_i)^T(X - X_i)}{2\sigma^2} \right) \quad i = 1, 2, \ldots, n \]  

(2)

There are two elements in the summation layer. One calculates the weighted sum of the output of each element in the pattern layer called the molecular unit, another called the denominator unit calculates the sum of the output of each unit in the pattern layer. Last, the output layer is responsible for calculating the ratio of the numerator unit to the denominator unit to get an estimate value.

3.3. SVR Model

Support Vector Machine (SVM) was a novel and universal machine learning method proposed by Vapnik et al. in the 1990s. Based on the statistical learning theory, SVM embodied the idea of structural risk minimization [17]. It is especially intractable to deal with non-linear regression problems when facing regression. The non-linear mapping to the high dimensional feature space can change the non-separable mode of the low dimensional space into linear separable mode. Hence in order to solve non-linear regression problems, kernel functions are introduced in SVM which played an extremely important role. In this paper, the radial basis function is chosen as the kernel:

\[ K(x, x_i) = \exp \left( - \frac{\|x - x_i\|^2}{2\sigma^2} \right) = \exp(-\gamma \|x - x_i\|^2) \]  

(3)

The final regression function is:

\[ f(x) = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) k(x, x_i) + b \]  

(4)

where \( \alpha, \alpha^* \) are Lagrange multipliers and b is the bias. After these coefficients are obtained, the corresponding predictive value \( f(x) \) can be predicted using equation (4), with the descriptors \( x \) which is unseen the training data set.

4. Results and Discussions

4.1. Mechanical Properties Models

After obtaining 72 set of input-output pairs, including 45 single-stage aging pairs, 9 double-stage aging pairs and 18 retrogression re-aging pairs, the relationship between heat-treated parameters and mechanical properties are established by GRNN, SVR and MLR models. First aging time and temperature, second aging time and temperature, third aging time and temperature are regarded as the six inputs, while ultimate tensile strength is deemed as the output. First of all, 72 sets of data are divided into training set and testing set. 62 sets of training set are used to build model, and 10 sets of testing set are employed to test the extrapolation ability of the model to prevent over fitting.

The final MLR model developed by 62 sets of training set is given as equation (5), Where \( x_1-x_6 \) is expressed as the aging time and temperature of I, II and III respectively, and \( x_5 \) is excluded as the interference term in the fitting:

\[ Y(\sigma_b) = 558.795 + 1.140x_1 - 1.409x_2 - 97.194x_3 + 0.459x_4 - 0.199x_6 \]  

(5)
Before the establishment of the GRNN and SVR model, the normalization of 62 sets of training is carried out first to avoid the accuracy reduction of the model due to the gap between independent variables. The normalization formula is shown below:

$$x' = 2 \times \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} - 1$$  \hspace{1cm} (6)

The independent variables are normalized to the interval of [-1, 1], where x is the original data, x' is the normalized data, $x_{\text{min}}$ and $x_{\text{max}}$ are the minimum value and maximum value in the original data, respectively.

After the normalization, the three different models are established precisely. Experimental values, training and testing data developed by GRNN, SVR and MLR models for mechanical properties are shown in figure 1. Solid lines include red line in figure 1a, blue line in figure 1b and green line in figure 1c represent the training data fitting line, while dotted line is the ideal 45° line. The closer solid lines and dotted line are, the more accurate the models established by training set will be. Compared the three solid lines, it can be observed that red line and blue line are closer to the ideal 45° line, indicating that GRNN and SVR process a high accuracy for modeling.

To further compare the three models, the coefficient of determination ($R^2$) and mean absolute percentage error (MAPE) are introduced here to evaluate the three models, which the formulas are shown below as equations (7) and (8):

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$  \hspace{1cm} (7)

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%$$  \hspace{1cm} (8)

where $\hat{y}$ is the predicted value, while y represents the experimental measured value, and n is the number of samples. $R^2$, which is always employed to determine the fitting effect of the regression modes, has a range between 0 to 1. The closer to 1 the value is, the better the fitting effect performs. From figure 1, the $R^2$ values can be intuitively caught that $R^2_{\text{train}}$ of GRNN and SVR model approximate to 1, which are 0.9967 and 0.9828, respectively, while $R^2_{\text{train}}$ of MLR is only 0.6823. Therefore, the GRNN and SVR models have high modeling accuracy compared with the MLR model. Besides, the relative error percentage of GRNN, SVR and MLR model are shown in figure 2. As shown in figure 2, the GRNN and SVR models have smaller amplitude fluctuations above and below the dotted line, and relative errors are almost always within 6%, but the MLR model fluctuates greatly with the maximum of 35%, indicating a larger error than GRNN and SVR.

The prediction abilities of GRNN, SVR and MLR models are exhibited in table 2 by calculating the relative errors between experimental values and predicted values of testing set. The relative errors of GRNN model and SVR model is much smaller with the maximum errors of 5.81% and 6.29% respectively. However, the maximal relative errors of MLR model is 23.99%. Table 3 shows the MAPEs for evaluating GRNN, SVR and MLR models. Obviously, GRNN model has small MAPEs, which is 0.570% in training set and 2.028% in testing set. So does the SVR model, which has the MAPEs of 1.362% in the training set and 2.291% in the testing set. However, in MLR model, it is 6.646% in training set, 7.075% in testing set. The lower MAPEs are, the better the modeling and prediction are. The MAPEs manifest that the errors between measured and predicted are lower in GRNN and SVR models than in MLR model. It is of valid testification that the modeling and predicting performance of GRNN and SVR is much better than that of MLR.

Through the comparison of the above series of indicators, it can be concluded that the tradition MLR model has numerous limitations and poor fitting performance. However, the GRNN and SVR model used to fit are more accurate and also have an excellent effect in the prediction of unknown data (testing sample).
Table 2. The comparison between experimental values and predicted values of testing set.

| No. | I time (h) | I temp (°C) | II time (h) | II temp (°C) | III time (h) | III temp (°C) | Tensile strength (MPa) | EXP | GRNN | SVR | MLR |
|-----|------------|-------------|-------------|-------------|-------------|-------------|------------------------|-----|------|-----|-----|
| 1   | 7          | 110         | 0           | 0           | 0           | 0           | 396                    | 389 | 390  | 412 |
|     | RE(%)      | -1.56       | 1.33        | 4.11        |             |             |                        |     |      |     |
| 2   | 24         | 120         | 0           | 0           | 0           | 0           | 453                    | 444 | 424  | 417 |
|     | RE(%)      | -2.08       | 6.29        | 7.93        |             |             |                        |     |      |     |
| 3   | 3          | 130         | 0           | 0           | 0           | 0           | 367                    | 363 | 351  | 379 |
|     | RE(%)      | -0.89       | 4.13        | 3.40        |             |             |                        |     |      |     |
| 4   | 60         | 160         | 0           | 0           | 0           | 0           | 366                    | 377 | 362  | 402 |
|     | RE(%)      | 2.89        | 1.13        | 9.65        |             |             |                        |     |      |     |
| 5   | 48         | 180         | 0           | 0           | 0           | 0           | 290                    | 291 | 292  | 360 |
|     | RE(%)      | 0.18        | -0.70       | 23.99       |             |             |                        |     |      |     |
| 6   | 15         | 110         | 0           | 0           | 10          | 160         | 402                    | 379 | 388  | 389 |
|     | RE(%)      | -5.81       | 3.52        | 3.22        |             |             |                        |     |      |     |
| 7   | 15         | 130         | 0           | 0           | 16          | 180         | 375                    | 380 | 379  | 357 |
|     | RE(%)      | 1.21        | -1.14       | 4.83        |             |             |                        |     |      |     |
| 8   | 24         | 120         | 1/2         | 210         | 24          | 120         | 483                    | 472 | 486  | 441 |
|     | RE(%)      | -2.28       | -0.53       | 8.80        |             |             |                        |     |      |     |
| 9   | 24         | 120         | 5/6         | 230         | 24          | 120         | 436                    | 447 | 419  | 418 |
|     | RE(%)      | 2.58        | 3.82        | 4.22        |             |             |                        |     |      |     |
| 10  | 24         | 120         | 1/2         | 250         | 24          | 120         | 462                    | 466 | 461  | 459 |
|     | RE(%)      | 0.80        | 0.32        | 0.61        |             |             |                        |     |      |     |

Table 3. The MAPEs of proposed GRNN, SVR and MLR models.

| Types of Models | MAPEs (%) |
|----------------|-----------|
|                | Training  | Testing  |
| GRNN           | 0.570     | 2.028    |
| SVR            | 1.362     | 2.291    |
| MLR            | 6.646     | 7.075    |

Figure 1. Experimental and predicted results from GRNN, SVR, MLR model: (a) Tensile strength of GRNN; (b) Tensile strength of SVR; (c) Tensile strength of MLR.

The influence of single aging parameter on the strength of 7N01 alloys is shown in figure 3a. It can be observed that the tensile strength increases monotonically with time enhancing at 110 °C; At 120 °C,
the strength change is gentle before 10 min, then the strength gradually increases with the extension of time, peaks at 50 min, and then slightly decreases. The tensile strength at 130 °C firstly decreases and then increases with time, reaching the peak value at 50 min, and then slightly decreases. At 160 °C, firstly the tensile strength decreases, then increases and then decreases with time, reaching the peak value at 15 min. There exists a peak aging time in single-stage aging, and the higher the aging temperature is, the shorter the peak time will be.

![Figure 2. Relative error percentage of the training set.](image)

![Figure 3. Tensile strength curve of different heat-treated 7N01 alloy: (a) Single-stage aging (b) Retrogression re-aging.](image)

Then, we have studied the effect of different retrogression parameters including time and temperature on the tensile strength of 7N01 alloys. As shown in figure 3b, while at the retrogression temperature of 210 °C, the strength of the alloy increases first and then decreases, reaching a peak value of 484 MPa at 30 min. Then when the retrogression temperature is 230 °C, the strength of the alloy also increases first and then decreases, reaching a peak value of 477 MPa at 20 min. At last, with the retrogression temperature of 250 °C, the strength reaches the peak value of 479 MPa at the 10 min. In other words, the higher the regression temperature of the alloy, the shorter the time to reach the peak is, also the strength decline rate of the alloys increases with the increased temperature.

The precipitation phase sequence of 7N01 aluminum alloy during aging process is: \(\alpha\) (supersaturated solid solution) \(\rightarrow\) GP zone (I and II) \(\rightarrow\) Metastable phase \(\eta'\) (MgZn2) \(\rightarrow\) \(\eta\) (MgZn2). The higher the retrogression temperature is, the stronger the diffusion ability of solute atoms is, then the quicker GP zone and \(\eta'\) dissolve back. As a result, the undisolved GP zone which can be used as \(\eta'\) nucleation area
during re-aging stage decrease, and the formation rate of $\eta$ phase is faster. Therefore, with the increase of the retrogression temperature, the time to reach the peaking strength is shorter, and the larger the decline rate is. In other words, the increase of regression temperature would shorten the time for aluminum alloy to maintain high strength, and the alloy is prone to over-aging, which means more difficult to control with parameters. Appropriately reducing the retrogression temperature makes part of GP zones and tiny $\eta'$ phase to dissolve, and the original $\eta'$ phase in the matrix continuing grow up, then the new GP zone can produce. Therefore, the peak strength of the alloy could increase, so does the time to maintain a higher strength.

4.2. Corrosion Resistance Models

Figure 4 shows the Electrochemical Impedance Spectroscopy (EIS) of 7N01 alloy samples in 3.5% NaCl solution. Figure 4a is the Nyquist and figure 4b is the Bode, indicating the relationship between the impedance $Z'$ and the impedance $Z''$, the relationship between the frequency and the impedance modulus $Z$ and the phase Angle, respectively. It can be found that there is only a capacitive reactance arc in all three different kinds of ageing state alloys in figure 4a. The amplitude of capacitive reactance arc, that is, the curvature radius, can be used to judge the corrosion resistance of Al alloys. When the arc curvature radius of the capacitive reactance is larger, the degree of ion exchange is smaller, the polarization resistance is larger, and the corrosion resistance is better. In figure 4b, there is only one peak and one trough in the phase angle diagram, therefore only a time constant exists in the EIS. The equivalent circuit diagram in figure 5 is employed to conduct circuit fitting for impedance spectra with the software. The constant phase angle element is used to replace the capacitor element in the circuit for better fitting effect, and it is expressed as $C_p$ in figure 5, which is defined as:

$$CPE = Y_0^{-1}(j\omega)^{-n}$$

(9)

$Y_0$ is a constant, $j$ is an imaginary unit, and $\omega$ is the angular frequency, while $n$ is the capacitor diffusion coefficient. When $n=1$, the constant phase angle element is the pure capacitor element. When $n=0$, the constant phase angle element is the pure resistance element [18]. $R_s$ is the solution resistance, $R_t$ corresponds to charge transfer resistance. The higher the $R_t$ value is, the better the protective effect of the oxide film on the original surface to the sample will be and the better the corrosion resistance is. So, the fitting $R_t$ values are employed for evaluating the corrosion resistance.

![Figure 4](image1.png)

(a) Nyquist, (b) Bode.

![Figure 5](image2.png)

Figure 5. Equivalent circuit diagram.
By fitting the 29 groups of EIS, the circuit parameters of impedance spectra under different aging systems are obtained in table 4 in Appendix. Since $R_t$ can be used to represent the corrosion resistance of the alloys, heat treatment parameters are taken as inputs and $R_t$ values as output to establish GRNN and SVR models. Similar to the mechanical properties model, 29 set of input-output pairs are divided into 23 training sets and 6 testing sets, and are normalized first.

Figure 6 shows the $R_t$ values and predicted values of GRNN and SVR models. It can be observed that whether GRNN model of data fitting line (red line), or the SVR model fitting line (blue line) is approximate to the ideal 45° dotted line, manifest that the two models for training set fitting are much accurate. Black dots are testing sets whose role are to examine model’s ability for prediction of external data. Compared GRNN with SVR, the distance from the black dots to the ideal 45° line is not significant, indicating both GRNN and SVR model has similar and high fitting precision. Coefficient of determination ($R^2$) are also given in figure 6. In GRNN model, $R^2_{\text{train}}$ and $R^2_{\text{test}}$ are equal to 0.9981 and 0.9837 respectively, while $R^2_{\text{train}}$ and $R^2_{\text{test}}$ of SVR model are 0.9889 and 0.9815. $R^2_{\text{train}}$ in GRNN is bigger than in SVR, but express a slight gap between them. The $R^2$s which close to 1 signify the two current models both have excellent performance fitting and the prediction.

The relative errors as shown in figure 7 indicate that both two models have small training errors and testing errors. And the MAPEs in table 5 are able to intuitively compare the performance of the two models. The GRNN training set is 2.369%, and the SVR training set is 2.153%, which are both similar and small. However, the GRNN testing of 4.940% is larger than the SVR testing of 3.596%, indicating that the GRNN model may have a little over fitting. It can be seen from the above comparison that they are two excellent methods to the fitting of training set and the prediction of test set.

**Figure 6.** Experimental and predicted results from GRNN and SVR model (a) $R_t$ of GRNN model, (b) $R_t$ of SVR model.

**Figure 7.** Relative error percentage of the experimental and predicted values.
Table 5. The MAPEs of proposed GRNN and SVR models.

| Types of Models | MAPEs (%) |
|-----------------|-----------|
|                 | Training  | Testing   |
| GRNN            | 2.396     | 4.940     |
| SVR             | 2.153     | 3.596     |

Machine learning method is an effective tool for predicting material properties. With the method, materials’ design and predict would be convenient and efficient. Similarly, ML method can also be used in other physical and chemical properties, as long as the data is available and effective.

By comparing such heat treatment process, it’s found that although 7N01 alloys after single-stage aging have much higher tensile strength than that with double-stage aging, the corrosion resistance also reduces much seriously.

5. Conclusions
(1) 7N01 alloys with single-stage aging treatment have much higher tensile strength but poor corrosion resistance than that with double-stage aging treatment.

(2) In mechanical property models, by comparing the $R^2$ and MAPEs, it can be concluded GRNN and SVR model both have higher $R^2$ and lower MAPEs whether in training or testing set than MLR, which indicates the tradition MLR model has numerous limitations and poor fitting performance and the GRNN and SVR model used to fit are more accurate and also have excellent effects in the prediction.

(3) For corrosion resistance models, the $R^2_{\text{train}}$ and $R^2_{\text{test}}$ of GRNN model are equal to 0.9981 and 0.9837 respectively, while $R^2_{\text{train}}$ and $R^2_{\text{test}}$ of SVR model are 0.9889 and 0.9815. The $R^2$ which approximate to 1 indicates that both GRNN and SVR are two excellent methods to the fitting of training set and the prediction of test set.

Acknowledgements
The present study was supported by the National Key Research and Development Program of China (Grant No. 2016YFB0700505).

Appendix

Table 1. The heat treatment process parameters and comparison between experimental values and predicted values of training set.

| No. | Itime (h) | ITemp (ºC) | IItime (h) | IItemp (ºC) | IIItime (h) | IIItemp (ºC) | Tensile strength (MPa) |
|-----|-----------|------------|------------|-------------|-------------|-------------|-----------------------|
|     | EXP       | GRNN       | SVR        | MLR         |
| 1   | 3         | 110        | 0          | 0           | 0           | 0           | 372                   | 375 | 373 | 407 |
| 2   | 5         | 110        | 0          | 0           | 0           | 0           | 383                   | 379 | 382 | 410 |
| 3   | 10        | 110        | 0          | 0           | 0           | 0           | 411                   | 411 | 402 | 415 |
| 4   | 15        | 110        | 0          | 0           | 0           | 0           | 432                   | 429 | 420 | 421 |
| 5   | 24        | 110        | 0          | 0           | 0           | 0           | 447                   | 446 | 446 | 431 |
| 6   | 36        | 110        | 0          | 0           | 0           | 0           | 466                   | 466 | 468 | 445 |
| 7   | 48        | 110        | 0          | 0           | 0           | 0           | 478                   | 478 | 479 | 459 |
| 8   | 60        | 110        | 0          | 0           | 0           | 0           | 484                   | 482 | 483 | 472 |
| 9   | 3         | 120        | 0          | 0           | 0           | 0           | 355                   | 365 | 356 | 393 |
| 10  | 5         | 120        | 0          | 0           | 0           | 0           | 372                   | 369 | 364 | 395 |
| 11  | 7         | 120        | 0          | 0           | 0           | 0           | 371                   | 369 | 372 | 398 |
| 12  | 10        | 120        | 0          | 0           | 0           | 0           | 373                   | 371 | 383 | 401 |
| 13  | 15        | 120        | 0          | 0           | 0           | 0           | 426                   | 425 | 420 | 407 |
| 14  | 36        | 120        | 0          | 0           | 0           | 0           | 464                   | 464 | 455 | 431 |
| 15  | 48        | 120        | 0          | 0           | 0           | 0           | 478                   | 477 | 475 | 444 |
| 16  | 60        | 120        | 0          | 0           | 0           | 0           | 476                   | 477 | 458 | 458 |
| 17  | 5         | 130        | 0          | 0           | 0           | 0           | 367                   | 363 | 359 | 381 |
| 18 | 0 | 130 | 0 | 0 | 0 | 0 | 357 | 361 | 366 | 384 |
|---|---|---|---|---|---|---|-----|-----|-----|-----|
| 19 | 0 | 130 | 0 | 0 | 0 | 0 | 354 | 360 | 376 | 387 |
| 20 | 0 | 130 | 0 | 0 | 0 | 0 | 389 | 385 | 392 | 393 |
| 21 | 0 | 130 | 0 | 0 | 0 | 0 | 412 | 411 | 413 | 403 |
| 22 | 0 | 130 | 0 | 0 | 0 | 0 | 427 | 428 | 429 | 417 |
| 23 | 0 | 130 | 0 | 0 | 0 | 0 | 432 | 432 | 435 | 430 |
| 24 | 0 | 130 | 0 | 0 | 0 | 0 | 423 | 423 | 435 | 444 |
| 25 | 0 | 160 | 0 | 0 | 0 | 0 | 365 | 366 | 364 | 337 |
| 26 | 0 | 160 | 0 | 0 | 0 | 0 | 349 | 358 | 368 | 339 |
| 27 | 0 | 160 | 0 | 0 | 0 | 0 | 382 | 380 | 372 | 341 |
| 28 | 0 | 160 | 0 | 0 | 0 | 0 | 390 | 387 | 377 | 345 |
| 29 | 0 | 160 | 0 | 0 | 0 | 0 | 396 | 392 | 384 | 350 |
| 30 | 0 | 160 | 0 | 0 | 0 | 0 | 391 | 392 | 390 | 361 |
| 31 | 0 | 160 | 0 | 0 | 0 | 0 | 390 | 390 | 387 | 374 |
| 32 | 0 | 160 | 0 | 0 | 0 | 0 | 377 | 377 | 376 | 388 |
| 33 | 0 | 180 | 0 | 0 | 0 | 0 | 325 | 325 | 326 | 309 |
| 34 | 0 | 180 | 0 | 0 | 0 | 0 | 295 | 304 | 307 | 311 |
| 35 | 0 | 180 | 0 | 0 | 0 | 0 | 332 | 328 | 328 | 313 |
| 36 | 0 | 180 | 0 | 0 | 0 | 0 | 331 | 328 | 328 | 317 |
| 37 | 0 | 180 | 0 | 0 | 0 | 0 | 298 | 303 | 307 | 322 |
| 38 | 0 | 180 | 0 | 0 | 0 | 0 | 316 | 314 | 322 | 333 |
| 39 | 0 | 180 | 0 | 0 | 0 | 0 | 307 | 307 | 308 | 346 |
| 40 | 0 | 180 | 0 | 0 | 0 | 0 | 278 | 278 | 279 | 374 |
| 41 | 0 | 110 | 0 | 0 | 24 | 180 | 337 | 337 | 338 | 409 |
| 42 | 0 | 110 | 0 | 0 | 16 | 170 | 393 | 393 | 394 | 397 |
| 43 | 0 | 120 | 0 | 0 | 24 | 170 | 352 | 352 | 353 | 373 |
| 44 | 0 | 120 | 0 | 0 | 10 | 180 | 374 | 374 | 373 | 381 |
| 45 | 0 | 120 | 0 | 0 | 16 | 160 | 444 | 444 | 439 | 399 |
| 46 | 0 | 130 | 0 | 0 | 24 | 160 | 404 | 404 | 403 | 371 |
| 47 | 0 | 130 | 0 | 0 | 10 | 170 | 403 | 403 | 404 | 383 |
| 48 | 0 | 120 | 1/6 | 210 | 24 | 120 | 448 | 454 | 459 | 473 |
| 49 | 0 | 120 | 1/3 | 210 | 24 | 120 | 484 | 480 | 483 | 457 |
| 50 | 0 | 120 | 2/3 | 210 | 24 | 120 | 474 | 470 | 475 | 425 |
| 51 | 0 | 120 | 5/6 | 210 | 24 | 120 | 477 | 476 | 469 | 409 |
| 52 | 0 | 120 | 1 | 210 | 24 | 120 | 412 | 411 | 411 | 392 |
| 53 | 0 | 120 | 1/6 | 230 | 24 | 120 | 473 | 473 | 472 | 483 |
| 54 | 0 | 120 | 1/3 | 230 | 24 | 120 | 477 | 477 | 479 | 466 |
| 55 | 0 | 120 | 1/2 | 230 | 24 | 120 | 466 | 467 | 473 | 450 |
| 56 | 0 | 120 | 2/3 | 230 | 24 | 120 | 462 | 462 | 453 | 434 |
| 57 | 0 | 120 | 1 | 230 | 24 | 120 | 369 | 368 | 375 | 402 |
| 58 | 0 | 120 | 1/6 | 250 | 24 | 120 | 479 | 476 | 476 | 492 |
| 59 | 0 | 120 | 1/3 | 250 | 24 | 120 | 476 | 476 | 475 | 476 |
| 60 | 0 | 120 | 2/3 | 250 | 24 | 120 | 444 | 450 | 432 | 443 |
| 61 | 0 | 120 | 5/6 | 250 | 24 | 120 | 385 | 384 | 390 | 427 |
| 62 | 0 | 120 | 1 | 250 | 24 | 120 | 338 | 342 | 339 | 411 |
### Table 4. Comparison of experimental data with predicted (corrosion).

| No. | I time (h) | I temp (ºC) | II time (h) | II temp (ºC) | $R_t$    |
|-----|------------|-------------|-------------|-------------|---------|
|     | EXP        | GRNN        | SVR         |             |         |
| 1   | 3          | 110         | 0           | 0           | 303.5   |
| 2   | 15         | 110         | 0           | 0           | 362.9   |
| 3   | 60         | 110         | 0           | 0           | 449.2   |
| 4   | 15         | 120         | 0           | 0           | 392.3   |
| 5   | 24         | 120         | 0           | 0           | 451.0   |
| 6   | 60         | 120         | 0           | 0           | 489.2   |
| 7   | 3          | 130         | 0           | 0           | 387.0   |
| 8   | 15         | 130         | 0           | 0           | 454.6   |
| 9   | 24         | 130         | 0           | 0           | 477.2   |
| 10  | 60         | 130         | 0           | 0           | 534.0   |
| 11  | 3          | 160         | 0           | 0           | 447.1   |
| 12  | 15         | 160         | 0           | 0           | 506.7   |
| 13  | 24         | 160         | 0           | 0           | 540.5   |
| 14  | 3          | 180         | 0           | 0           | 405.0   |
| 15  | 15         | 180         | 0           | 0           | 464.1   |
| 16  | 60         | 180         | 0           | 0           | 549.5   |
| 17  | 15         | 110         | 10          | 160         | 786.2   |
| 18  | 24         | 110         | 16          | 170         | 990.2   |
| 19  | 36         | 110         | 24          | 180         | 1508.0  |
| 20  | 24         | 120         | 10          | 180         | 899.7   |
| 21  | 36         | 120         | 16          | 160         | 1249.0  |
| 22  | 15         | 130         | 16          | 180         | 1121.0  |
| 23  | 24         | 130         | 24          | 160         | 1300.0  |
| 24  | 24         | 110         | 0           | 0           | 411.0   |
| 25  | 3          | 120         | 0           | 0           | 335.0   |
| 26  | 60         | 160         | 0           | 0           | 579.4   |
| 27  | 24         | 180         | 0           | 0           | 505.0   |
| 28  | 15         | 120         | 24          | 170         | 1204.0  |
| 29  | 36         | 130         | 10          | 170         | 1052.0  |

Note: # test samples.
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