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In the past few decades, artificial intelligence technology has experienced rapid development, and its application in modern industrial systems has grown rapidly. This research mainly discusses the construction of a database of electronic pipe organ tone recognition based on artificial intelligence. The timbre synthesis module realizes the timbre synthesis of the electronic pipe organ according to the current timbre parameters. The audio time domain information (that is, the audio data obtained by file analysis) is framed and windowed, and fast Fourier transform (FFT) is performed on each frame to obtain the frequency domain information of each frame. The harmonic peak method based on improved confidence is used to identify the pitch, obtain the fundamental tone of the tone, and calculate its multiplier. Based on the timbre parameters obtained in the timbre parameter editing interface, calculate the frequency domain information of the synthesized timbre of each frame, and then perform the inverse Fourier transform to obtain the time domain waveform of each frame; connect the time domain waveforms of different frames by the cross-average method to obtain the time-domain waveform of the synthesized tone (that is, the audio data of the synthesized tone). After collecting the sound of the electronic pipe organ, the audio needs to be denoised, and the imported audio file needs to be parsed to obtain the audio data information. Then, the audio data are frequency-converted and the timbre characteristic information is analyzed; the timbre parameters are obtained through the human-computer interaction interface based on artificial intelligence, and the timbre of the electronic pipe organ is generated. If the timbre effect is not satisfactory, you can re-edit the timbre parameters through the human-computer interaction interface to generate timbre. During the experiment, the overall recognition rate of 3762 notes and 286 beats was 88.6%. The model designed in this study can flexibly generate electronic pipe organ sound libraries of different qualities to meet the requirements of sound authenticity.

1. Introduction

With the rapid popularization of the Internet in today’s society, the accelerated merger of computers, communications and consumer electronics, the development trend of electronic product specialization and miniaturization [1], with the technological development of software and hardware equipment, the capabilities and superiority of artificial intelligence have quickly penetrated into life. Of course, various fields in the music technology field have become the hottest words in the field of music technology.

We know that the promotion of music is actually based on technological changes. Without the invention of tools, there would be no musical instruments; without the emergence of electronic technology, there would be no electronic music. Therefore, how much change the major technology of artificial intelligence can bring to music is also one of the motivations for me to write this article. The generation of artificial intelligence arrangement is an interdisciplinary field. It requires researchers to master a lot of interdisciplinary knowledge, including music production, music technology, artificial intelligence, and automatic accompaniment. Because it is an emerging field, domestic research is still relatively poor.

Artificial intelligence (AI) has brought the frontier of development to the fields of power electronics and power engineering. Bose believes that these technologies provide powerful tools for modern smart grid (SG) control. His applications include the automation design of modern wind power generation systems and their operating status monitoring under operating conditions, the failure mode recognition of SG subsystems, and the SG control based on real-time simulators. Although the concept of these application examples he
proposed can be extended to develop many other applications, there is still a lack of specific data [2]. Raedt et al. studied uncertainty in probability theory and graphical models and studied relations logically. He focused on two detailed representations: Markov logic network (an expansion of the relationship between undirected graphical models and weighted first-order predicate calculus formulas) and Problog (probability expansion of logic programs), which can also be regarded as Turing complete expansion of the relational Bayesian network. His research discusses Markov logic networks but still lacks theory [3, 4]. Din et al. believes that due to the existence of various pollutants produced by human, agricultural, and industrial activities, the quality of surface water has decreased. Traditionally, the concentration of SWQP is measured through intensive field work. His research attempts to develop an artificial intelligence modeling method to plot the concentration of optical and nonoptical SWQP. Although his research can retrieve different SWQP concentrations from Landsat8 images, it still lacks logic [5]. Hashemi et al. believes that process-based models have been widely used for storm surge prediction. He used the high-resolution wave and surge modeling system on the East Coast of the United States to numerically simulate 1,050 tropical storms. His research provides an unprecedented data set. Although his research can be used to train artificial intelligence models for surge prediction in those areas, the accuracy is not high [6].

The timbre synthesis module realizes the timbre synthesis of the electronic pipe organ according to the current timbre parameters. The audio time domain information (that is, the audio data obtained by file analysis) is framed and windowed, and fast Fourier transform (FFT) is performed on each frame to obtain the frequency domain information of each frame. The harmonic peak method based on improved confidence is used to identify the pitch, obtain the fundamental tone of the tone, and calculate its multiplier. Based on the timbre parameters obtained in the timbre parameter editing interface, calculate the frequency domain information of the synthesized timbre of each frame, and then perform the inverse Fourier transform to obtain the time domain waveform of each frame; connect the time domain waveforms of different frames by the cross-average method to obtain the time-domain waveform of the synthesized tone (that is, the audio data of the synthesized tone). After collecting the sound of the electronic pipe organ, the audio needs to be denoised, and the imported audio file needs to be parsed to obtain the audio data information [7]. Then, the audio data are frequency-converted and the timbre characteristic information is analyzed; the timbre parameters are obtained through the human-computer interaction interface based on artificial intelligence, and the timbre of the electronic pipe organ is generated.

2. Analysis of Experimental Results of Construction of Electronic Tube Wind and Sound Recognition Database

2.1. Artificial Intelligence. Artificial intelligence replaces human physical and mental power [8], to a certain extent, reduces the number of repetitive jobs required for the development of cultural industries, in the planning, creation, and production of cultural products. At the same time, higher requirements are put forward for the talent structure, and the input of creative jobs and high-end scientific and technological talents has increased, so that the cultural industry has great development potential and vitality [9, 10]. Artificial intelligence is the most powerful new engine to promote the efficiency of cultural industry production and operation and will help the cultural industry enter a new height [11]. It can be seen that various voice technologies of artificial intelligence make it possible to customize sound and improve the level of audio production. It has broad application prospects in the field of cultural industry and is expected to become indispensable in the production of video and song dubbing and soundtrack production technology [12, 13].

2.2. Electronic Pipe Organ Playing Game Music. Like game design and other popular cultures, video game music has also had its place in the mainstream industry [14]. Nowadays, an internationally renowned symphony orchestra will perform a soundtrack for a game [15, 16]. With the continuous improvement of game development technology, the field of game music is also gradually growing. The electronic pipe organ is also gradually designing the field of game music, its timbre is rich and changeable, it can simulate the performance of a variety of musical instruments, and it can also be played by overlapping multiple timbres [17]. Now is the age of electronic music, the performance of popular music in the electronic organ is very important, and the simulation requirements for various popular emerging electronic musical instruments are also quite high [18, 19]. For example, the electronic pipe organ has the timbre of the jazz organ, and through the setting of the timbre parameters, it can create the ever-changing jazz organ timbre and play colorful jazz music [20]. Therefore, performers must have high performance skills and master the performance characteristics of modern electronic musical instruments [21, 22]. The electronic pipe organ has the function of simulating other musical instruments. To find how to simulate the timbre of other musical instruments more vividly, we must first master the playing skills of the electronic pipe organ [23]. The diversification of musical instruments and the variability of music have created diversified requirements for the touch method of the electronic pipe organ [24, 25].

2.3. Tone. From the perspective of the filter bank, the STFT of the signal is

\[
X_{STFT}^{(k,n)} = \sum_{j=n}^{n+N-1} x(jw) (j-k) \exp\left(-i2\pi \frac{j}{N}\right)
\]

Among them, jw is a continuous window function [26]. The kth component of the CQT spectrum of the nth frame signal is
Among them, \( k \) represents the frequency subscript of CQT [27, 28]:

\[
X_{CQT}^{(k_0)} = \sum_{n=\left[-N_k/2\right]}^{n\left[N_k/2\right]} x(j) a_k\left(j - n \frac{N_k}{2} \right). \tag{2}
\]

where \( B \) represents the number of subscripts per octave [29]:

\[
a_k^w = \frac{1}{N_k} w(n \frac{N_k}{N_k}) \exp\left(-i2\pi n \frac{f_k}{f_s}\right), \tag{4}
\]

where \( f_s \) represents the sampling frequency. The center frequency \( f_k \) corresponding to the subscript \( k \) is:

\[
f_k = f_{\min} 2^{(k-1)/B}, \tag{5}
\]

\[
Q = \left(2^{1/B} - 1\right)^{-1}. \tag{6}
\]

Among them, \( Q \) represents the quality factor. The window length \( N_k \) corresponding to the frequency subscript \( k \) is:

\[
N_k = \left\lfloor \frac{f_s}{f_k} \right\rfloor, \tag{7}
\]

\[
0 < H_k \leq \frac{1}{2} N_k, \tag{8}
\]

where \( H_k \) represents the frame jump range that can be selected.

2.4. Tone Synthesis. The sound library generation software needs to complete audio file reading and writing, audio collection, audio file analysis, tone analysis, tone parameter acquisition, tone synthesis, and other functions. Considering the applicability of the software and the convenience of operation, the C# language is used to develop Windows in Visual Studio Express 2013. Use the Form application to facilitate user interface design and software system development.

The audio information analysis module is used to analyze audio information, complete audio denoising preprocessing, note extraction, FFT/IFFT pitch recognition, octave extraction, audio information display, and other functions; the timbre parameter acquisition module edits and acquires timbre parameters through the human-computer interaction interface. The timbre synthesis module is used to synthesize timbre files, supports the batch synthesis of multiple timbres, and displays the synthesis progress in real time; the analog performance module is used to simulate the timbre or music [30, 31]. The timbre synthesis model is shown in Figure 1.

The additive synthesis method emphasizes the role of the fundamental and overtone series in the sound. Based on the Fourier principle, the signals of different frequencies are superimposed to form a new sound, as follows [32, 33]:

\[
x_{f_1}(t) = \sum_{f} A_f \sin(2\pi ft + \phi_f). \tag{9}
\]

According to the principle of additive synthesis, this paper synthesizes electronic pipe organ timbre, adopts Fourier transform algorithm, and uses the directly measured original signal to calculate the frequency, amplitude, and phase of different sine wave signals in the signal by accumulation. After a lot of analysis and experiments, the immutable features in the model are determined. The specific model is expressed as follows:

\[
x_{f_1}(t) = \sum_{f} A_f \sin(2\pi ft + \phi_f) + \sum_{f} A_f \sin(2\pi ft + \phi_f). \tag{10}
\]

In the formula, \( x_{f_1}(t) \) represents the sound of the electronic pipe organ when the pitch frequency is \( f_1 \). Variable frequency range \( D \) meets:

\[
D = \bigcup_{k} D_k = D_1 \cup D_2 \cup \ldots \cup D_k \cup \ldots \cup D_K, \quad k = 1, 2, \ldots, K, \frac{X - \mu}{\sigma} \tag{11}
\]

Variable frequency range of section \( k \) is:

\[
f_k - \partial f_1 \leq D_k \leq f_k + \partial f_1. \tag{12}
\]

Among them, \( f_1 \) is the pitch frequency. The multiplier of the sound is:

\[
f_k = k f_1 \quad (k = 1, 2, 3, \ldots, K). \tag{13}
\]

The timbre synthesis uses the timbre synthesis model proposed in this article to synthesize timbre to verify the effect of synthetic timbre. The steps for synthesizing tones are as follows:

1. Framing and windowing the actual electronic pipe organ timbre, and fast Fourier transform (FFT) for each frame to obtain the frequency domain information of each frame.
2. Use the harmonic peak method based on improved confidence to recognize the pitch, obtain the fundamental tone \( f \), and calculate the multiplier \( f = k \).
3. According to the audio synthesis model of the editable tone, select the appropriate tone parameters (maximum multiplier \( K \), amplitude modification coefficient \( D_k \), synthesis parameter 2, linear s) to form the frequency domain information of each frame of synthesized tone.
4. Perform inverse Fourier transform of the frequency domain information of each frame of the synthesized tone to obtain the time domain waveform of each frame and then use the cross-average method to connect the time domain waveforms of different frames to obtain the time domain waveform diagram of the synthesized tone.
3. Experiment of Constructing Electronic Pipe Organ Tone Recognition Database

3.1. Overall Architecture of Sound Library Generation Software.

Ikhe electronic pipe organ sound library first needs to input the first frequency, and the software supports 2 first input methods: electronic pipe organ sound collection and the import of existing audio files. After collecting the electronic pipe organ sound, the audio needs to be denoised, and the imported audio file needs to be audio. File analysis was done to obtain audio data information. Then, the audio data are frequency-converted and the timbre characteristic information is analyzed; the timbre parameters are obtained through the human-computer interaction interface based on artificial intelligence, and the timbre of the electronic pipe organ is generated. The timbre generated by analog playback can be saved as an audio file if the timbre effect is satisfactory or directly generate and save the electronic pipe organ sound library in batches; if the timbre effect is not satisfactory, the timbre parameters can be re-edited through the human-computer interaction interface to generate timbre. The overall structure of the sound library generation software is shown in Figure 2.

3.2. Tone Library Generation Process

3.2.1. Audio File Reading and Writing Module. The audio file reading and writing module of the software is used to complete audio file input, audio file analysis, audio file writing, and other functions.

(1) Audio File Import. Click the audio import in the menu file, the open file window will pop up, select an audio file in the ".wav" format to open, and the system will analyze the audio file. After the analysis is completed, the audio information will be analyzed and displayed.

The structure of a WAV file includes a “RIFF” block, a “fmt” sub-block and a “data” sub-block. The “fmt” sub-block contains the number of channels, sampling rate, number of bits, etc. Perform audio file analysis according to the data format of WAV file, define class WavReader, and complete the analysis and writing function of WAV file. Class WavReader defines read function ReadWAVFile() and write function buildwav() and various variable packaging functions getNumChannels(), getdsize0, getwavdata(), and getwavdata20, variable type conversion, and other auxiliary functions.

(2) Sound Signal Collection. The collection of sound signals is completed through an interactive interface. The upper part of the interface is the audio waveform display.

![Figure 1: Tone synthesis model.](image1)

![Figure 2: Overall architecture of sound library generation software.](image2)
area. When the acquisition is completed, the system analyzes the buffered recording and automatically displays the time-domain waveform of the recording; there are five buttons at the bottom of the interface, and the "collection start" and "collection end" buttons are used to control the sound collection. The module starts or stops sound collection; the "Play" button realizes the playback of the buffered recording; the "Clear" button is used to clear the buffered recording and at the same time clear the audio waveform in the upper area of the interface; click the “Save” button to pop up the save file dialog box to realize the buffer recording preservation.

Under the file menu list, there are three items of “audio import,” “audio capture,” and “save as.” Audio import realizes the audio file import function and supports commonly used WAV format audio files; audio capture through the microphone and sound card of the sound capture module realizes the collection and preservation of sound; save as it is used to realize the writing of audio files.

3.2.2. Audio Information Analysis Module. Audio information analysis module is used for audio information processing and analysis, including denoising preprocessing module, note extraction module, FFTIFFT module, pitch recognition module, octave extraction module, and audio information display module. The pitch extraction module uses the harmonic analysis method with improved confidence proposed in this paper to extract the pitch.

3.3. Tone Parameter Acquisition Module. The timbre parameter module is used to obtain timbre parameters through the interactive page of timbre parameter editing. The top of the tone parameter editing interface is the menu bar, the upper left is the currently open file list, the upper right is the audio waveform display area, the lower part is the tone parameter editing area, and the bottom is the six control buttons. The tone color parameter editing area displays the pitch frequency of the audio. It supports the modification of generation parameters, three types of correction line types, and fourteen spectral coefficients. The generation parameters default to 0.3, the correction line type defaults to linear, and the fourteen spectral coefficients default to 1. The "Reset" button is used to reset the parameters with one key. The "Play" and "Stop" buttons control the playback and stop of the audio. The "Generate Tone Source" button synthesizes the tone based on the current tone parameters and refreshes the audio waveform display. In the area, the "Save" button is used to save the current sound. Click the "Generate Sound Library" button to enter the sound library generation interface and perform batch synthesis of sounds.

3.4. Tone Synthesis Module. The timbre synthesis module realizes the timbre synthesis of the electronic pipe organ according to the current timbre parameters. In order to facilitate the generation of electronic pipe organ sound library, the software supports batch synthesis of multiple tones. The specific steps are as follows:

1. Obtain the file number n and file name in the audio source path.
2. Open the first electronic organ tone file under the source sound path, and perform file analysis to obtain audio data.
3. The audio time domain information (that is, the audio data obtained by file analysis) is divided into frames and windows, and fast Fourier transform (FFT) is performed on each frame to obtain the frequency domain information of each frame.
4. Use the harmonic peak method based on improved confidence to recognize the pitch, obtain the fundamental tone of the tone, and calculate its multiplier.
5. Based on the timbre parameters obtained in the timbre parameter editing interface, calculate the frequency domain information of the synthesized timbre of each frame, and then perform inverse Fourier transform to obtain the time domain waveform of each frame; the time domain waveforms of different frames are processed by the cross-average method. Connect to obtain the time-domain waveform of the synthesized tone (i.e., the audio data of the synthesized tone).
6. Write the audio data of the synthesized tone into an audio file with the same name and save it in the save path. The current progress displays +1.
7. Open the next tube organ tone file in the sound source path for analysis, and repeat steps 3–7 until all n files are completed.

3.5. Simulation Performance Module. The simulation performance module is used to perform electronic pipe organ performance. It can perform real-time timbre synthesis and switching according to performance needs. It supports mixed performance of multiple timbres, which is equivalent to an upgraded version of intelligent electronic pipe organ. The simulation performance module includes a tone storage module, a performance interaction module, a tone selection module, a hybrid synthesis module, and an audio playback module.

The tone storage module is used to store the tone library of different levels for each instrument and is provided to the tone selection module and the hybrid synthesis module; the performance interaction module is used for performance interaction, including setting the tone performance mode, performing the simulation performance of the instrument, and according to the automatic performance. The score takes the score information; the timbre selection module judges according to the feedback information and the score information provided by the performance interaction module, determines whether timbre synthesis is needed, and gives synthesis instructions; the hybrid synthesis module uses the timbre storage module after receiving the synthesis instructions. The feedback information and score information provided by the timbre library and interactive module synthesize mixed timbre; the audio playback module performs audio playback.

The simulation method includes the following steps:
(1) Use the interactive unit to perform performance interaction and obtain feedback information, and obtain score information according to the score.

(2) The timbre generation unit judges based on the feedback information and score information provided by the interactive unit and selects the timbre in the timbre storage unit for playback or gives synthesis instructions.

(3) After receiving the synthesis instruction from the tone generating unit, the mixing synthesis unit uses the tone library in the tone storage unit and the feedback information and score information provided by the interactive unit to synthesize and play the mixed tone.

3.6. Audio Pitch Shift and Real-Time Harmony. In sound recording and playback, real-time recording of performance music segments can be stored in the cache, and subsequent changes can be played. However, if the “pf∼” technology of the “gizmo” object can be used to realize real-time audio processing, it will be possible to form a harmony group with the audio real-time pitch shift and the original sound. FFT is an efficient DFT algorithm, namely, fast Fourier transform (FastFourierTransform), and the “pfft∼” object can perform fast Fourier transform on the input waveform to obtain each harmonic component and perform various analysis and processing before performing inverse fast Fourier transform (IFFT), thus getting the output result. The “gizmo∼” object that works with the “pfft∼” technology can be adjusted in the frequency domain. Based on the FFT algorithm, the speed can meet the real-time requirements.

4. Electronic Pipe Organ Tone Recognition Database

4.1. Tone Effect Analysis. The timbre test effect is shown in Table 1. From the auditory timbre effect, judge whether it is a tube organ audio. In Table 1, the electronic pipe organ timbre discrimination refers to the number of five actual electronic pipe organs judged by the testee as the number of electronic pipe organs, and the synthetic timbre discrimination refers to the number of five synthetic timbres judged by the testee as the number of electronic pipe organs. The data "10 × 5" mean that each of 10 people judged 5 tones as a tube organ, and the data 9 × 5 + 1 × 4 mean that 9 of 10 people judged 5 tones as a tube organ, and one judged 4 tones as a tube organ. In the results of the auditory discrimination test, among the 30 testees’ judgments on the 5 synthesized tones, 10 testees who did not receive formal music education (hereinafter referred to as Type A test subjects) judged that all 5 synthesized tones were electronic pipe organ tone, 10 testees who have learned instrument performance for more than 2 years (hereinafter referred to as Type B test subjects) judged that all 5 synthesized tones are electronic pipe organ sounds, and 10 test subjects who have learned electronic pipe organ performance for more than 2 years (hereinafter referred to as among the category C test subjects), 9 people judged that all 5 synthesized tones are electronic pipe organ sounds, one person thinks that 4 are electronic pipe organ sounds, and one is not electronic pipe organ sounds. In the A and B test subjects, the matching degree of the synthetic tone is 100%, and in the C test subjects, the synthetic matching degree is 98%. In summary, the test match is close to 100%, and it can be concluded that the synthetic tone and the actual electronic pipe organ tone cannot be distinguished by human hearing. From the theoretical comparison experiments and auditory discrimination experiments, the following conclusions can be drawn: the synthetic timbre belongs to the electronic pipe organ timbre, which meets the authenticity and high quality requirements of the electronic pipe organ sound library generation.

The time-domain waveform of the synthesized timbre is shown in Figure 3. In the figure, the abscissa represents the sampling point, and the abscissa divided by the sampling frequency 44100 is the time (in seconds); the ordinate represents the amplitude of each sampling point. The specific tone synthesis model and experimental size are shown in Figure 4. The frequency domain waveform of the synthesized tone is shown in Figure 4. In Figure 4, the abscissa represents the frequency, the unit is 1 Hz, and the range is from 1 Hz to 22050 Hz; the ordinate represents the amplitude of each frequency.

Comparing the synthesized timbre with the actual electronic pipe organ timbre, the time-domain waveform comparison of the two is shown in Figure 5. In Figure 5, the top is the synthetic tone, and the bottom is the actual tone. The abscissa represents the sampling point. The abscissa divided by the sampling frequency 44100 is the time (in seconds); the ordinate represents the amplitude of each sampling point. The frequency domain waveform comparison between the two is shown in Figure 6. In Figure 6, the upper is the synthetic tone, and the lower is the actual tone. The abscissa represents the frequency, the interval is 1 Hz, and the range is from 1 Hz to 22050 Hz; the ordinate represents the amplitude of each frequency. From the comparison of the time-domain waveforms of the synthesized timbre and the actual electronic pipe organ timbre in Figure 5, it can be seen that the time-domain waveforms of the two are roughly the same, with only very subtle details different. Therefore, it can be judged that the two are very different from the volume and waveform changes. Similarly, the real-time domain envelope is approximately the same; from the frequency domain waveform comparison of the synthetic tone and the actual electronic pipe organ tone, it can be seen that the frequency domain waveform characteristics of the two are roughly the same, the frequency distribution is clean and clear, and both are at the frequency of the multiplier. The amplitude is larger, and there are more frequency components with smaller amplitude in the low frequency range. This part of the frequency forms the tap sound of the electronic pipe organ at the moment of pressing; that is, the frequency domain distribution of the two is approximately the same. Therefore, according to the timbre is jointly determined by the frequency domain (frequency composition and amount) and time domain, it can be basically judged that the timbre of the two is similar, and both belong to the timbre of the electronic pipe organ. The frequency of the electronic pipe organ is shown in Table 2. The beat of the electronic pipe organ is shown in Table 3.
4.2. Recognition Effect of Chords. Choose three different styles of songs. The chord recognition results are shown in Table 4. Through the analysis of the recognition results, it is found that most of the errors occur in empty chords, especially in some fast-paced time periods. Since the analysis window is definite, if the input is a fast-paced segment, it means that the window will span more notes, and a frame of data is likely to contain more than one type of chords, which confuses the system. The beat synchronization analysis algorithm will effectively avoid this problem, because not only is usually the speed of chord changes slower than the speed of beat changes, but also empty chords rarely appear in a beat. In addition to some sporadic errors, some errors are concentrated on the minor a seventh chord and the major C triad. The minor A seventh chord is composed of four pure tones A, C, E, and G, of which C, E, and G are major C triads. The three pure tones included. As mentioned earlier, because this article regards the minor A triad and minor A seventh chord as the same type, in the presence of pure tone G, the system is likely to mistake the minor A seventh chord as a major C triad. Therefore, we hope that the system can effectively avoid such confusion when increasing the type set of chords to include seventh chords in the system chord classification.

The relative frequencies used when extracting the base collar are shown in Table 5. There are 86 wav files used to test the recognition rate of the system, including typical music of foreign nationalities, classical music, and popular classics. Under this definition, the overall recognition rate of 3762 notes and 286 beats is 88.6%. The accuracy of recognition is still quite high. It must be noted that, in order to facilitate the following comparison, in the abovementioned method of extracting the pitch time value, the difference between two
consecutively repeated sounds and a continuous sound of
equal duration is not distinguished, that is, in the ex-
traction and normalization. In the process of trans-
formation, for example, two types of sounds are considered
equal. It can be seen that the experimental results and
theoretical values have a good approximation. Here, the
normalized way is to use the smallest time unit in the
music (such as quarter beat, etc.) as the metric for the
duration of each note played and take its proportional
value.

The research result of the dual-tone pitch time value
extraction module is shown in Figure 7. The experimental
data are still derived from the performance of learners of
electronic pipe organ performance. However, the data used
in the module test are the basic two-tone chords in music
and will not change after triggering the vibration; that is, it is
stable on two notes. To test the performance of this module,
100 two-tone chords with different ranges, different spans,
and different degrees of harmony were selected. The dual-
tone pitch time value extraction module accurately reflects
the chord time value and pitch information. The data input to the module in.wav format is also output as a time-event graph. In the figure, two straight horizontal lines distinguish the time distribution of the central c and central g. Through this module, the corresponding height and vibration time of the dual-tone chord can be analyzed. We tested on 100 experimental samples, 82 samples with recognition rate above 95%, 1 sample with recognition rate lower than 50%, and 6 samples lower than 70%. Observing the experimental results, it is found that such experimental samples are samples of absolute concord chords in music, and the two-tone interval is more than 13 degrees apart; that is to say, this module has a low resolution of the absolute consonant interval of the polytone, which is due to its frequency spectrum caused by aliasing. This module has a low resolution effect on dual-tone experimental data with frequent changes in pitch and a relatively high computational complexity. This is a place that can be further improved in future work.

4.3. Basic Function Analysis. The basic function test result is shown in Figure 8. The electronic keyboard product will enter the main interface of the auxiliary system about 30 seconds after powering on. The main interface defaults to the first big button in the upper left corner. Clicking the big button will switch the bottom panel between tone selection and tone attribute compilation. When the bottom panel has multiple pages, you can turn pages, and you can also turn pages. Each control can be adjusted normally. The default value of the slide bar is generally 63, which can be adjusted between 0 and 127 with the button or the scroll wheel, and there is no border crossing. Press any one of a group of rhythm keys on the keyboard, the bottom panel of the main interface will become the rhythm selection panel, and press it again to become the rhythm attribute editing panel of the corresponding group. Pressing the exit key when any interface is in an idle state will return to the main interface. If you do not change the main interface parameters through the keyboard physical keys, the main interface will remain the same as when you left it the last time. The pop-up edit box shows the selected file, and the suffix name is hidden in the edit box. In the state of renaming, the cursor in the edit box can be moved and characters can be deleted or inserted in the corresponding position, which can realize the input of English and number punctuation. And the system has a sound processing method for a variety of naming accidents. The overall function test is shown in Table 6. The test data of the file management module are shown in Table 7. The electronic pipe organ is shown in Figure 9.

| Musical alphabet | Calculated frequency (Hz) | Normalized starting frequency (Hz) | Normalized stop frequency (Hz) | Program use pitch (Hz) |
|------------------|---------------------------|----------------------------------|-------------------------------|------------------------|
| #a               | 220                       | 213                              | 235                           | 220                    |
| cl               | 233.08                    | 226                              | 239                           | 233                    |
| #c1              | 246.94                    | 240                              | 253                           | 217                    |
| t1               | 261.63                    | 254                              | 268                           | 262                    |
| #d1              | 277.18                    | 269                              | 281                           | 277                    |
| c1               | 293.66                    | 285                              | 301                           | 294                    |
| fl               | 311.13                    | 302                              | 319                           | 311                    |
| #f1              | 329.63                    | 320                              | 338                           | 330                    |
| g1               | 349.23                    | 339                              | 358                           | 349                    |

Table 5: Relevant frequencies used when extracting base collar.

| Test data                | Length       | Recognition rate (%) |
|--------------------------|--------------|----------------------|
| Fragments of piano music | 8.26 seconds/44 frames | 81.1 8               |
| Song please, please me   | 125 seconds/662 frames    | 78.70               |
| Song yesterday           | 121 seconds/644 frames    | 74.53               |
IK heelectronicpipeorgansoundlibraryfirstneedstoinput the first frequency, and the software supports 2 first input methods: electronic pipe organ sound collection and the import of existing audio files. After collecting the electronic pipe organ sound, the audio needs to be denoised, and the imported audio file needs to be audio. File analysis was done to obtain audio data information. Then, the audio data are frequency-converted and the timbre characteristic information is analyzed; the timbre parameters are obtained through the human-computer interaction interface based on artificial intelligence, and the timbre of the electronic pipe organ is generated. The timbre generated by analog playback can be saved as an audio file if the timbre effect is satisfactory or directly generate and save the electronic pipe organ sound library in batches; if the timbre effect is not satisfactory, the timbre parameters can be re-edited through the human-computer interaction interface to generate timbre.

The simulation performance module includes a tone storage module, a performance interaction module, a tone selection module, a hybrid synthesis module, and an audio playback module. The tone storage module is used to store the tone library of different levels for each instrument and is provided to the tone selection module and the hybrid synthesis module; the performance interaction module is used for performance interaction, including setting the tone performance mode, performing the simulation performance of the instrument, and according to the automatic performance. The score takes the score information; the timbre selection module judges according to the feedback information and the score information provided by the performance interaction module, determines whether timbre synthesis is needed, and gives synthesis instructions; the hybrid synthesis module uses the timbre storage module

5. Conclusion

The electronic pipe organ sound library first needs to input the first frequency, and the software supports 2 first input methods: electronic pipe organ sound collection and the import of existing audio files. After collecting the electronic pipe organ sound, the audio needs to be denoised, and the imported audio file needs to be audio. File analysis was done to obtain audio data information. Then, the audio data are frequency-converted and the timbre characteristic

![Image of an electronic pipe organ](http://alturl.com/qsobx)

**Figure 9:** The electronic pipe organ (from http://alturl.com/qsobx).
after receiving the synthesis instructions, synthesizing mixed sounds from feedback information and score information provided by the sound library and interactive module.

The audio playback module performs audio playback. Use the interactive unit to perform performance interaction and obtain feedback information, and obtain score information according to the score; the timbre generation unit judges according to the feedback information and score information provided by the interaction unit, selects the timbre in the timbre storage unit for playback, or gives synthesis instructions; mix after the synthesis unit receives the synthesis instruction from the timbre generation unit, and it uses the timbre library in the timbre storage unit and the feedback information and score information provided by the interaction unit to synthesize and play the mixed timbre.

Data Availability
The data that support the findings of this study are available from the corresponding author upon reasonable request.

Conflicts of Interest
The authors declare that they have no conflicts of interest.

Acknowledgments
The study was supported by the general project of the Liaoning Education Department, project title: Research on the Construction of “One Key” Extraction Database of Electronic Organ Timbre (WJC202040).

References
[1] Z. Lv, A. Halawani, S. Feng, H. Li, and S. U. Rehman, “Multimodal hand and foot gesture interaction for handheld devices,” ACM Transactions on Multimedia Computing, Communications, and Applications, vol. 11, no. 1, pp. 1–19, 2014.
[2] B. K. Bose, “Artificial intelligence techniques in smart grid and renewable energy systems—some example applications,” in Proceedings of the IEEE, vol. 105, no. 11, pp. 2262–2273, 2017.
[3] L. D. Raedt, K. Kersting, S. Natarajan, and D. Poole, “Statistical relational artificial intelligence: logic, probability, and computation,” Synthesis Lectures on Artificial Intelligence and Machine Learning, vol. 10, no. 2, pp. 1–189, 2016.
[4] B. Wang, J. Cheng, and X. Zhou, “A multiple hierarchical structure strategy to quantized control of Markovian switching systems,” Applied Mathematics and Computation, vol. 373, Article ID 125037, 2020.
[5] E. S. E. Din, Y. Zhang, and A. Suliman, “Mapping concentrations of surface water quality parameters using a novel remote sensing and artificial intelligence framework,” International Journal of Remote Sensing, vol. 38, no. 4, pp. 1023–1042, 2017.
[6] M. R. Hashemi, M. L. Spaulding, A. Shaw, H. Farhadi, and M. Lewis, “An efficient artificial intelligence model for prediction of tropical storm surge,” Natural Hazards, vol. 82, no. 1, pp. 471–491, 2016.
[7] H. Song and M. Brandt-Pearce, “A 2-D discrete-time model of physical impairments in wavelength-division multiplexing systems,” Journal of Lightwave Technology, vol. 30, no. 5, pp. 713–726, 2012.
[8] Q. Wang and P. Lu, “Research on application of artificial intelligence in computer network technology,” International Journal of Pattern Recognition and Artificial Intelligence, vol. 33, no. 5, Article ID 1959015, 2019.
[9] H. Lu, Y. Li, and M. Chen, “Brain intelligence: go beyond artificial intelligence,” Mobile Networks and Applications, vol. 23, no. 7, pp. 368–375, 2017.
[10] S. Jha and E. J. Topol, “Adapting to artificial intelligence,” JAMA, vol. 316, no. 22, pp. 2353–2354, 2016.
[11] D. Hassabis, “Artificial intelligence: chess match of the century,” Nature, vol. 544, no. 7651, pp. 413–414, 2017.
[12] D. Yan, Q. Zhou, and J. Wang, “Bayesian regularisation neural network based on artificial intelligence optimisation,” International Journal of Production Research, vol. 55, no. 7-8, pp. 2266–2287, 2016.
[13] A. Ema, N. Akiya, H. Osawa et al., “Future relations between humans and artificial intelligence: a stakeholder opinion survey in Japan,” IEEE Technology and Society Magazine, vol. 35, no. 4, pp. 68–75, 2016.
[14] T. R. Besold, “On cognitive aspects of human-level artificial intelligence,” Ki Künstliche Intelligenz, vol. 30, no. 3–4, pp. 334–346, 2016.
[15] Y. Feng, N. Cui, Q. Zhang, L. Zhao, and D. Gong, “Comparison of artificial intelligence and empirical models for estimation of daily diffuse solar radiation in North China Plain,” International Journal of Hydrogen Energy, vol. 42, no. 21, pp. 14418–14428, 2017.
[16] R. H. Kulkarni and P. Padmanabham, “Integration of artificial intelligence activities in software development processes and measuring effectiveness of integration,” Iet Software, vol. 11, no. 1, pp. 18–26, 2017.
[17] D. Norman, “Design, business models, and human-technology teamwork,” Research-Technology Management, vol. 60, no. 1, pp. 26–30, 2017.
[18] F. Liu, Y. Shi, and Y. Liu, “Intelligence quotient and intelligence grade of artificial intelligence,” Annals of Data Science, vol. 4, no. 2, pp. 179–191, 2017.
[19] S. Abid, S. Jytsoa, A. Mehbob, and S. Vinod, “Novel benchmark database of digitized and calibrated cervical cells for artificial intelligence based screening of cervical cancer,” Journal of Ambient Intelligence & Humanized Computing, vol. 12652, no. 16, pp. 353–358, 2016.
[20] N. Dudhwala, K. Jadhav, and P. Gabda, “Prediction of stock market using data mining and artificial intelligence,” International Journal of Computer Applications, vol. 134, no. 12, pp. 9–11, 2016.
[21] A. H. Mazinan and A. R. Khalaji, “A comparative study on applications of artificial intelligence-based multiple models predictive control schemes to a class of industrial complicated systems,” Energy Systems, vol. 7, no. 2, pp. 237–269, 2016.
[22] J. Davies, “Program good ethics into artificial intelligence,” Nature, vol. 538, no. 7625, p. 291, 2016.
[23] M. O’Neill, R. F. E. Sutcliffe, and C. Ryan, “Artificial intelligence and cognitive science,” Applied Artificial Intelligence, vol. 5, no. 2, pp. 153–162, 2016.
[24] J. Luther, “Discovery in an age of artificial intelligence,” Learned Publishing, vol. 29, no. 2, pp. 75–76, 2016.
[25] T. M. Massaro, H. L. Norton, and M. E. Kaminski, “SIRI-OUSSLY 2.0: what artificial intelligence reveals about the first amendment,” Social Science Electronic Publishing, vol. 101, no. 6, pp. 2481–2525, 2017.
[26] D. S. Manu and A. K. Thalla, “Artificial intelligence models for predicting the performance of biological wastewater treatment plant in the removal of Kjeldahl Nitrogen from wastewater,” *Applied Water Science*, vol. 7, no. 7, pp. 1–9, 2017.

[27] R. J. Spiro, B. C. Bruce, and W. F. Brewer, “Theoretical issues in reading comprehension: perspectives from cognitive psychology, linguistics, artificial intelligence, and education,” *Reading Teacher*, vol. 3, pp. 368–373, 2017.

[28] M. A. Ali, “Artificial intelligence and natural language processing: the Arabic corpora in online translation software,” *International Journal of Advanced and Applied Sciences*, vol. 3, no. 9, pp. 59–66, 2016.

[29] M. Taheri, M. R. A. Moghaddam, and M. Arami. “Improvement of the Taguchi/design optimization using artificial intelligence in three acid azo dyes removal by electro-coagulation,” *Environmental Progress & Sustainable Energy*, vol. 34, no. 6, pp. 1568–1575, 2016.

[30] E. Sinagra, M. Badalamenti, M. Maida et al., “Use of artificial intelligence in improving adenoma detection rate during colonoscopy: might both endoscopists and pathologists be further helped,” *World Journal of Gastroenterology*, vol. 26, no. 39, pp. 5911–5918, 2020.

[31] M. Y. Zub, “Transformation of labor market infrastructure under the influence of artificial intelligence,” *Business Inform*, vol. 8, no. 511, pp. 146–153, 2020.

[32] M. Ehteram, A. Ferdowsi, M. Faramarzpour et al., “Hybridization of artificial intelligence models with nature inspired optimization algorithms for lake water level prediction and uncertainty analysis,” *Alexandria Engineering Journal*, vol. 60, no. 2, pp. 2193–2208, 2021.

[33] T. K. Ng, “New interpretation of extracurricular activities via social networking sites: a case study of artificial intelligence learning at a secondary school in Hong Kong,” *Journal of Education and Training Studies*, vol. 9, no. 1, pp. 49–60, 2021.