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Abstract—In complex visual recognition tasks it is typical to adopt multiple descriptors, that describe different aspects of the images, for obtaining an improved recognition performance. Descriptors that have diverse forms can be fused into a unified feature space in a principled manner using kernel methods. Sparse models that generalize well to the test data can be learned in the unified kernel space, and appropriate constraints can be incorporated for application in supervised and unsupervised learning. In this paper, we propose to perform sparse coding and dictionary learning in the multiple kernel space, where the weights of the ensemble kernel are tuned based on graph-embedding principles such that class discrimination is maximized. In our proposed algorithm, dictionaries are inferred using multiple levels of 1−D subspace clustering in the kernel space, and the sparse codes are obtained using a simple levelwise pursuit scheme. Empirical results for object recognition and image clustering show that our algorithm outperforms existing sparse coding based approaches, and compares favorably to other state-of-the-art methods.
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I. INTRODUCTION

A. Combining Features for Visual Recognition

Designing effective object recognition systems requires features that can describe salient aspects in an image, while being robust to variations within a class. Furthermore, adapting to variations in the visual appearance of images beyond the training set is crucial. As a result, recognition systems often employ feature extraction methods that provide high discrimination between the classes. However, it is observed that no feature descriptor can provide good discrimination for all classes of images. Hence, it is common to adaptively combine multiple feature descriptors that describe diverse aspects of the images such as color, shape, semantics, texture etc. The advantage of using multiple features in object recognition has been demonstrated in a number of research efforts[1]−[7]. Another inherent challenge in visual recognition is the need to understand the intrinsic structure of high-dimensional data. Sparse methods form an important class of models, where the data samples are approximated in a union of subspaces. Sparsity has been exploited in a variety of data processing and computer vision tasks such as compression[13], denoising[14], compressed sensing[15], face classification[16], blind source separation[17] and object recognition[18]. The generative model for representing a data sample $y \in \mathbb{R}^M$ using the sparse code $a \in \mathbb{R}^K$ can be written as

$$y = \Psi a + n,$$

where $\Psi$ is the dictionary matrix of size $M \times K$ and $n$ is the noise component not represented using the sparse code. Given the dictionary $\Psi$, a variety of methods can be found in the literature to obtain sparse representations efficiently[19]. When a sufficient amount of training data is available, the dictionary $\Psi$ can be adapted to the data itself. The joint optimization problem of dictionary learning and sparse coding can be expressed as

$$\min_{\Psi, A} \| Y - \Psi A \|^2_F + \lambda \sum_{i=1}^N \| a_i \|_p \text{ subj. to } \forall k, \| \psi_k \|_2 \leq 1,$$

where the training data matrix $Y = [y_1, \ldots, y_N]$, the coefficient matrix $A = [a_1, \ldots, a_N]$, and $\| . \|_p$ is the $\ell_p$ norm product or in any other order, as long as the resulting kernel is positive semi-definite and thereby a valid kernel according to the Mercer theorem[9]. An extensive review of the various approaches used to combine individual kernels can be found in[8]. Graph-embedding principles[10] can be integrated with multiple kernel learning to perform discriminative embedding in the unified space and the applications of this approach in supervised and unsupervised learning have been explored[11].

Since any symmetric positive definite kernel defines a unique reproducing kernel Hilbert space (RKHS)[12], any data vector in the space can be represented as a weighted combination of the training samples used to construct the kernel matrix. Since operations in the RKHS can be performed using just the kernel similarities without the knowledge of the actual form of the kernel, several pattern analysis and machine learning methods can be tractably solved using kernel methods. Since the kernel similarities can be measured using any suitable non-linear function, linear models learned in its RKHS can provide the power of non-linear models.

B. Sparse Coding in Classification and Clustering

In the recent years, a variety of linear and non-linear modeling frameworks have been developed in the machine learning literature, aimed at exploiting the intrinsic structure of high-dimensional data. Sparse methods form an important class of models, where the data samples are approximated in a union of subspaces. Sparsity has been exploited in a variety of data processing and computer vision tasks such as compression[13], denoising[14], compressed sensing[15], face classification[16], blind source separation[17] and object recognition[18]. The generative model for representing a data sample $y \in \mathbb{R}^M$ using the sparse code $a \in \mathbb{R}^K$ can be written as

$$y = \Psi a + n,$$
Fig. 1. The proposed multiple kernel sparse learning framework for multiclass object classification. Each image descriptor \( \{y_{i,r}\}_{r=1}^{N} \) defines an RKHS using the kernel \( K_{r} \), which are linearly combined using the non-negative weights, \( \{\beta_{r}\}_{r=1}^{R} \). In the ensemble RKHS, multilevel dictionaries are optimized to provide sparse codes that can result in high discrimination between the classes.

\[(0 \geq p \leq 1)\) which measures the sparsity of the vector. Since (2) is not jointly convex, it is solved as an alternating optimization, where the dictionary and the sparse codes are optimized iteratively [13], [20]. A wide range of dictionary learning algorithms have been proposed in the literature [21], [22], some of which are tailored for specific tasks. The primary utility of sparse models with learned dictionaries in data processing stems from the fact that the dictionary atoms serve as predictive features, capable of providing a good representation for some aspects of novel test data. From the viewpoint of statistical learning theory [23], a good predictive model is one that is generalizable, and dictionaries that satisfy this requirement have been proposed [24], [25].

Sparse models have been used extensively in recognition and clustering frameworks. One of the first sparse coding based object recognition frameworks used codes obtained from raw image patches [26]. However, since then methods that use sparse codes of local descriptors aggregated to preserve partial spatial ordering have been proposed [27]–[29] and they have achieved much better performance. In order to improve the performance further, algorithms that incorporate class-specific discriminatory information when learning the dictionary have been developed, and successfully applied for digit recognition and image classification [28], [30]–[32]. Improved discrimination can also be achieved by performing simultaneous sparse coding to enforce similar non-zero coefficient support [33], [34], and ensuring that the sparse codes obey the constraints induced by the neighborhood graphs of the training data [35], [36]. By incorporating constraints that describe the underlying data geometry into dictionary learning, sparse models have been effectively used in non-linear manifold learning [37] and activity recognition [38]. Sparsity has also been shown to be useful in unsupervised clustering applications. In [39], the authors show that graph-regularized sparse codes cluster better when compared to using the data directly. Sparse coding graphs can be obtained by selecting the best representing subspace for each training sample, from the remaining samples [40] or from a dictionary [41] and subsequently used with spectral clustering.

Similar to other machine learning methods, adapting sparse representations to the RKHS has resulted in improved classifiers for computer vision tasks. Sparse models learned in the unified feature space often lead to discriminatory codes. Since the similarity function between the features in the RKHS is linear, samples that belong to the same class are typically grouped together in subspaces. Several approaches to perform kernel sparse coding have been proposed in [42]–[44]. In [44], the authors propose to learn dictionaries in the RKHS using a fixed point method. The well-known K-SVD [13] and MOD learning algorithms have also been adapted to the RKHS, and an efficient object recognition system that combines multiple classifiers based on the kernel sparse codes is presented in [45]. Sparse codes learned in the RKHS obtained by fusing intensity and location kernels have been successfully used for automated tumor segmentation [46].

C. Proposed Multiple Kernel Sparse Learning

In this paper, we propose to perform dictionary learning and sparse coding in the multiple kernel space optimized for discriminating between various classes of images. Since the optimization of kernel weights is performed using graph-embedding principles, we also extend this approach to perform unsupervised clustering. Figure 1 illustrates our proposed approach for obtaining multiple kernel sparse representations (MKS). As described earlier, generalization is a desired characteristic in learned dictionaries. Since the multilevel dictionary (MLD) learning [25] has been shown to be generalizable to novel test data and stable with respect to perturbations of the training set, we choose to adapt this to the RKHS for creating kernel multilevel dictionaries. We learn the dictionaries by performing multiple levels of \( 1−D \) subspace clustering in the RKHS obtained using the combination of multiple features. For novel test data, multiple kernel sparse codes can be obtained with a levelwise pursuit scheme that computes \( 1−\)sparse representations in each level. In our setup, we construct the ensemble kernel as a non-negative linear
combination of the individual kernels, and optimize the kernel weights using graph-embedding principles such that maximum discrimination between the classes is achieved. Since the graph affinity matrix for computing the embedding is based on the kernel sparse codes, this encourages the sparse codes to be discriminative across classes. The proposed algorithm iterates through the computation of embedding directions, updating of the weights, adaptation of the dictionary and calculation of new graph affinity matrices. Note that, the ensemble RKHS is modified in each iteration of the algorithm and a new dictionary is inferred for that kernel space. We empirically evaluate the use of the proposed framework in object recognition by using the proposed MKSR features with benchmark datasets (Oxford Flowers \cite{47}, Caltech-101 \cite{48}, and Caltech-256 \cite{49}). Results show that our proposed method outperforms existing sparse-coding based approaches, and compares very well with other state-of-the-art methods. Furthermore, we extend the proposed algorithm to unsupervised learning and demonstrate performance improvements in image clustering.

D. Paper Organization and Notation

In Section II we provide a brief overview on sparse coding in the RKHS. Section III presents a review of dictionary design principles, and summarizes MLD learning and kernel K-hyperline clustering. The kernel MLD algorithm and the pursuit scheme for obtain kernel sparse codes are also proposed in this Section. Section IV describes the proposed discriminative multiple kernel dictionary learning approach, which uses the KMLD and graph embedding to obtain discriminative dictionaries in the multiple kernel space. The effectiveness of the proposed algorithm is evaluated in object recognition (Section V) and unsupervised clustering (Section VI) applications.

A note on the notation used in this paper. We use uppercase bold letters for matrices, lowercase bold for vectors and non-bold letters for scalars and elements of matrices or vectors. The argument of the kernel \( \phi(\cdot) \), specifies whether it is a matrix or a vector.

II. SPARSE REPRESENTATIONS IN RKHS

Despite their great applicability, linear models in Euclidean spaces can be limited by their inability to exploit the non-linear relation between the image descriptors in visual recognition tasks. This limitation can be overcome using kernel functions that map the non-linearly separable descriptors into a high dimensional feature space, in which similar features are grouped together hence improving their linear separability \cite{9}. By choosing appropriate kernel functions that can extract task-specific information from the data, the learning problem can be effectively regularized. Since linear operations within the RKHS can be interpreted as non-linear operations in the input space, the linear models learned in the RKHS provide the power of a non-linear model. Furthermore, multiple kernel functions can be combined to create an ensemble RKHS thereby fusing the information from multiple descriptors.

Let us define the kernel function \( \phi: \mathbb{R}^M \to \mathcal{F} \), that maps the data samples from the input space to a RKHS \( \mathcal{F} \). The data sample in the input space \( y \) transforms to \( \phi(y) \) in the kernel space and therefore the \( N \) training examples given by \( Y = [y_1 \ldots y_N] \) transform to \( \phi(Y) = [\phi(y_1) \ldots \phi(y_N)] \). The kernel similarity between the training examples \( y_i \) and \( y_j \) is defined using the pre-defined kernel function as \( K(y_i, y_j) := \phi(y_i)^T \phi(y_j) \). The dictionary in the RKHS is denoted by the matrix, \( \phi(\Psi) = [\phi(\psi_1), \phi(\psi_2), \ldots, \phi(\psi_K)] \), where each column indicates a dictionary element. The similarities between dictionary elements and the training examples can also be computed using the kernel function as \( \phi(\psi_k)^T \phi(y_j) = K(\psi_k, y_j) \) and \( \phi(\psi_k)^T \phi(y_i) = K(\psi_k, y_i) \). Since all similarities can be computed exclusively using the kernel function, it is not necessary to know the transformation \( \phi \). This greatly simplifies the computations in the feature space when the similarities are pre-computed, and this is known as the kernel trick. We use the notation \( K_{YY} \in \mathbb{R}^{N \times N} \) to represent the matrix \( \phi(Y)^T \phi(Y) \) and it contains the kernel similarities between all training examples. The similarity between two training examples, \( K(y_i, y_j) \), is the \((i,j)\)th element of \( K_{YY} \).

Sparse coding for a data sample \( y \) can be performed in the feature space as

\[
\min_{\mathbf{a}} \| \phi(y) - \phi(\Psi) \mathbf{a} \|^2 + \lambda \| \mathbf{a} \|_0, \tag{3}
\]

where \( \| \cdot \|_0 \) denotes the \( \ell_0 \) sparsity measure that counts the number of non-zero entries in a vector. The objective in (3) can be expanded as

\[
\phi(y)^T \phi(y) - 2 \mathbf{a}^T \phi(\Psi)^T \phi(y) + \mathbf{a}^T \phi(\Psi)^T \phi(\Psi) \mathbf{a} + \lambda \| \mathbf{a} \|_0, \\
= K(y, y) - 2 \mathbf{a}^T \mathbf{K}_{yy} \mathbf{a} + \mathbf{a}^T \mathbf{K}_{yy} \mathbf{a} + \lambda \| \mathbf{a} \|_0. \tag{4}
\]

Note that we have used the kernel trick here to simplify the computations. \( \mathbf{K}_{yy} \) is a \( K \times 1 \) vector containing the elements \( K(\psi_k, y) \), for \( k = \{1, \ldots, K\} \) and \( \mathbf{K}_{yy} \) is a \( K \times K \) matrix containing the kernel similarities between all the dictionary atoms. Clearly, the objective function in (4) is similar to the sparse coding problem, except for the use of kernel similarities. As a result, existing algorithms can be easily extended to obtain kernel sparse codes. However, the computation of kernel matrices incurs additional complexity. Since any element in the RKHS lies in the span of the transformed training samples \( \phi(Y) \), we can represent the dictionary \( \phi(\Psi) = \phi(Y) \mathbf{C} \), where \( \mathbf{C} \in \mathbb{R}^{N \times K} \). Hence, an alternate formulation for kernel sparse coding can be obtained.

\[
\min_{\mathbf{a}} \| \phi(y) - \phi(Y) \mathbf{C} \mathbf{a} \|^2 + \lambda \| \mathbf{a} \|_0. \tag{5}
\]

III. DICTIONARY DESIGN IN RKHS

Dictionaries designed in the Euclidean space have been useful in many image analysis and computer vision tasks. For example, the K-SVD algorithm \cite{13} trains a dictionary \( \mathbf{\Psi} \) with \( K \) columns such that the sparse codes \( \mathbf{A} \) obtained minimize the reconstruction error for the \( N \) training examples \( Y \). Clearly, other task specific constraints can also be posed in dictionary learning. For example, in \cite{50} the authors include the Fisher’s discriminant penalty on the sparse codes, so that the sparse codes can discriminate well between the classes. A summary of the recent advances in dictionary learning can be found in \cite{51}.
In data processing and machine learning applications, the atoms in learned dictionaries serve as predictive features, capable of representing different aspects of novel test data. As a result, some of the important questions to be considered when adapting sparse models to data include: (a) is the dictionary learning procedure stable? i.e., how sensitive is the learning algorithm to perturbations in the training set? and (b) does the learned dictionary generalize to novel test data? In [24], the authors proposed to improve the generalization of learned dictionaries by performing effective model selection. Furthermore, the multilevel dictionary (MLD) learning algorithm developed in [25] provides an affirmative answer to the aforementioned questions using tools from statistical learning theory [23]. In MLD learning, the representation of data $Y$ is organized in multiple levels using a 1-sparse representation for the sub-dictionary in each level. The sub-dictionaries are inferred using the K-hyperline (KHYPL) clustering algorithm [52], which is a 1-D subspace clustering procedure. In summary, for each level a sub-dictionary is created and a residual matrix is obtained, which is used as the training data for the next level, and this process stops when a pre-defined number of levels or an error goal is reached.

Dictionary learning in the Euclidean space can be extended to any RKHS to identify predictive features in that space. The joint optimization of sparse coding and dictionary learning in the RKHS can be expressed as

$$
\arg\min_{A,\phi(\Psi)} \sum_{i=1}^{N} \| \phi(y_i) - \phi(\Psi)a_i \|^2 + \lambda \sum_{i=1}^{N} \| a_i \|_0.
$$

This can be solved as an alternating optimization, solving for sparse codes and the dictionary iteratively while fixing the other. As denoted in [4], the reconstruction error term can be expanded using the kernel trick, so that we only work with similarities in the RKHS and not the actual vectors themselves which may be very high dimensional. For some kernel functions, it is possible to learn the dictionary $\Psi$ directly in the ambient space using the fixed point iteration method described in [44]. Clearly, this is very restrictive since this method is limited to only some kernels and there are many useful kernels for which the even the kernel function cannot be expressed mathematically. The kernel K-SVD and kernel MOD methods proposed in [45] express each dictionary element in the RKHS as the linear combination of the training data and uses an objective similar to [5] [9]. The object recognition framework in [45] use these dictionary learning schemes to optimize $C$ separately for different classes of training data. For a test data sample, the sparse code is computed using kernel OMP (Orthogonal Matching Pursuit), and the sample is assigned to a class based on the dictionary which results in the minimum reconstruction error. Note that these procedures do not require that the mathematical form of any kernel function be known, rather they work directly on the kernel matrices.

In contrast, our method aims to infer a single dictionary for all classes, using an ensemble kernel and optimize the weights for linearly combining the kernels, such that maximal class discrimination is achieved. Since the MLD algorithm in the Euclidean space has been shown to be to good sparse predictive model [25], we propose to learn MLD in the kernel space using multiple levels of kernel K-hyperline (K2HYPL) clustering [53]. We briefly describe the MLD algorithm below, and proceed to describe the main ingredients of our multiple kernel sparse representation (MKSR) method: the K2HYPL and the kernel MLD (KMLD) algorithms.

### A. Multilevel Dictionary Learning

The multilevel dictionary is denoted as $\Psi = [\Psi_1, \Psi_2, \ldots, \Psi_S]$, and the coefficient matrix is given as

$$
A = [A_1^T A_2^T \ldots A_S^T]^T,
$$

where $\Psi_s$ is the sub-dictionary in level $s$ and $A_s$ corresponds to the coefficient matrix in level $s$. The approximation in level $s$ of MLD learning is given as

$$
R_{s-1} = \Psi_s A_s + R_s,
$$

where $R_{s-1}, R_s$ are the residuals for the levels $s-1$ and $s$ respectively and $R_0 = Y$. This implies that the residuals in level $s-1$ serve as the training data for level $s$. Note that the sparsity of the representation in each level is fixed at 1. The optimization problem for each level of MLD learning is

$$
\arg\min \| R_{s-1} - \Psi_s A_s \|_F^2 \quad \text{subject to} \quad \| a_i \|_0 \leq 1,
\Psi_s A_s \psi_{s,k}^2 = 1 \quad \text{for} \quad i = \{1, ..., N\}, \quad k = \{1, ..., K\},
$$

(8)

where $a_{si}$ is the $i^{th}$ column in the coefficient matrix $A_s$, and $\psi_{s,k}$ is the $k^{th}$ column of the dictionary $\Psi_s$. The solution for (8) can be obtained using the KHYPL algorithm [52], a 1-D subspace clustering procedure. This algorithm iteratively assigns the data samples to the closest 1-D linear subspace, and updates the cluster centers to the best rank-1 approximation for all samples in a cluster. In order to simplify the notation, we will describe the procedure for the first level of MLD learning, and hence the training data will be $Y = R_0$. We will also denote the dictionary and coefficient matrices as $\Psi$ and $A$ respectively, dropping the subscript $s$. Note that the cluster centroids are the 1-D subspaces represented by the dictionary atoms of $\Psi$. In the cluster assignment stage, the $i^{th}$ training vector $y_i$ is assigned to the 1-D subspace $\psi_k$ with which it has the least projection error. The cluster membership set $C_k$ contains the indices of the training vectors assigned to the centroid $k$. In the centroid update stage, $\psi_k$ is computed as the singular vector corresponding to the largest singular value of the set of training vectors assigned to the $k^{th}$ cluster centroid, $\{y_i | i \in C_k\}$. Computing the principal singular vector can be linearized using a simple iterative scheme, which makes it straightforward to adapt this clustering method to the RKHS.

To express this clustering algorithm using matrix operations, we define the membership matrix $Z \in \mathbb{R}^{N \times K}$, where $z_{ik} = 1$ if and only if $i \in C_k$. Cluster assignment is performed by computing

$$
H = Y^T \Psi,
$$

and then setting $Z = g(H)$, where $g(.)$ is a function that operates on a matrix and returns 1 at the location of absolute maximum of each row and zero elsewhere. This is equivalent to locating the cluster centroid that has the minimum projection error or the maximum correlation for each training
sample. Let us also define the coefficient matrix $A = Z \odot H$, where $\odot$ indicates the Hadamard product. The centroid update can be then performed as

$$\Psi = Y A \Gamma(YA)^{-1}. \quad (10)$$

Here, $\Gamma(.)$ is a function that operates on a matrix and returns a diagonal matrix with the $\ell_2$ norm of each column in the matrix as its diagonal element. Therefore, $\Gamma(YA)^{-1}$ ensures that the columns of $\Psi$ are normalized. Eqn. (10) obtains each cluster centroid as a normalized linear combination of the training samples associated with it. This is a linear approximation of the Power method for SVD computation which can be used to obtain the principal singular vector for each cluster. K-hyperline clustering is hence performed by iterating over membership update and centroid computation in (10).

### B. Kernel K-hyperline Clustering Algorithm

The KHYPL clustering can be performed in the RKHS with any valid kernel matrix, and we will refer to this as kernel K-hyperline (K2HYPL) clustering. Transformation of data to an appropriate feature space leads to tighter clusters and hence hyperline (K2HYPL) clustering. Transformation of data to an any valid kernel matrix, and we will refer to this as kernel K-

$$H = \phi(Y)^T \phi(\Psi), \quad (11)$$

and the membership matrix is given by $Z = g(H)$. Hence, the cluster centers in the RKHS can be obtained as

$$\phi(\Psi) = \phi(Y)A \Gamma(\phi(Y)A)^{-1}, \quad (12)$$

where $A = Z \odot H$. The normalization term is computed as

$$\Gamma(\phi(Y)A) = diag((\phi(Y)A)^T \phi(Y)A)^{1/2} = diag(A^T K_{YY} A)^{1/2}, \quad (13)$$

where $diag(.)$ is an operator that returns a diagonal matrix with the diagonal elements same as that of the argument matrix. Combining (11), (12) and (13), we obtain

$$H = \phi(Y)^T \phi(Y)A \Gamma(\phi(Y)A)^{-1} = K_{YY} A \Gamma(\phi(Y)A)^{-1}. \quad (14)$$

The steps of this algorithm are presented in Table I. Note that initialization of the cluster centers is performed in the input space and not in the RKHS. The number of iterations in the inner loop, $L$, is fixed such that the coefficient estimate $H$ converges.

### C. Proposed Kernel Multilevel Dictionary Learning Algorithm

Given a set of training samples, our goal is to design multilevel dictionaries in the kernel space obtained using multiple kernels. The K2HYPL clustering procedure developed in the previous section can be used to learn the atoms in every level of the dictionary. In level $s$, we denote the sub-dictionary by $\phi(\Psi_s)$, the membership matrix by $Z_s$, the coefficient matrix by $A_s$, the input and the residual matrices by $\phi(Y_s)$ and $\phi(R_s)$ respectively. The training set for the first level is $Y_1 = Y$.

We begin by performing K2HYPL clustering in level 1, which will yield the correlation matrix $H_1 = K_{YY} A_1 D_1$, where $D_1 = \Gamma(\phi(Y_1) A_1)^{-1} = diag(A_1^T K_{YY} A_1)^{-1/2}$ indicates the diagonal matrix that normalizes the dictionary atoms of level 1 in the kernel space. In KMLD learning, the residual vectors in a level are used as the training set to the next level. Hence, we compute the residuals as

$$\phi(R_1) = \phi(Y_1) - \phi(\Psi_1) A_1^T = \phi(Y_1) - \phi(Y_1) A_1 D_1 A_1^T,
= \phi(Y_1) [I - A_1 D_1 A_1^T] = \phi(Y_2). \quad (14)$$

Given the residuals from level 1, the dictionary atoms in level 2 can be computed as $\phi(\Psi_2) = \phi(Y_2) A_2 D_2$, where $D_2 = diag ((\phi(Y_2) A_2)^T (\phi(Y_2) A_2))^{-1/2}$. This is simplified as

$$D_2 = diag(A_2^T (I - A_1 D_1 A_1^T)^T K_{YY} (I - A_1 D_1 A_1^T) A_2^{-1/2}. \quad (15)$$

Similar to the previous level, the correlation matrix $H_2$ is evaluated as

$$H_2 = \phi(Y_2)^T \phi(\Psi_2),
= (I - A_1 D_1 A_1^T)^T K_{YY} (I - A_1 D_1 A_1^T) A_2 D_2. \quad (16)$$

Table II shows the detailed algorithm to learn a KMLD by generalizing the procedure for $S$ levels. Note that the innermost loop in the algorithm computes the cluster centroids using the linearized SVD procedure. The middle loop performs the K2HYPL clustering for a particular level.

### D. Computing Sparse Codes for Test Data

In this section, we describe a procedure to evaluate the sparse code for a novel test sample using the KMLD. The kernel matrix between the test sample $x$ and the training data $Y$ is given as $K_{xy}$. In order to obtain sparse codes for the test sample using the kernel MLD, we compute a sparse coefficient for each level using the dictionary atoms from that level. Similar to the training procedure, we first compute the correlations between the test sample and all dictionary elements in level 1 as

$$\alpha_1 = \phi(x)^T \phi(\Psi_1) = \phi(x)^T \phi(Y_1) A_1 D_1 = K_{xy} A_1 D_1.$$

| Table I | The Kernel K-hyperline Clustering Algorithm. |
|---------|--------------------------------------------|
| **Input** | $Y = [y_i]_{i=1}^N$, $M \times N$ matrix of data samples. $K_{YY}$, $N \times N$ kernel matrix. $K$, desired number of clusters. |
| **Initialization** | - Randomly group data samples to initialize the membership matrix $Z$. - Based on $Z$, obtain the rank-1 SVD for each cluster to initialize $\Psi$. - Compute the initial correlation matrix, $H = Y^T \Psi$. |
| **Algorithm** | Loop until convergence - Compute $A = Z \odot H$. - Compute $H = K_{YY} A \Gamma(\phi(Y)A)^{-1}$. end - Update $Z$ by identifying the index of absolute maximum in each row of $H$. |
As needs to be correlated with the dictionary atoms \( \phi \) between the residual \( \phi \) residual vector of the test sample can be computed as

\[
z = \{a_i^T a_2 \ldots a_S^T\}^T.
\]

Following this, we determine the \( 1 \times K \) membership vector \( z_1 = g(\alpha_1) \) and the coefficient vector \( a_1 = z_1 \odot \alpha_1 \). The residual vector of the test sample can be computed as

\[
\phi(r_1) = \phi(x) - \phi(\Psi_1) a_1^T = \phi(x) - \phi(Y_1) A_1 D_1 a_1^T.
\]

To determine a 1-sparse code in level 2, the residual vector \( r_1 \) needs to be correlated with the dictionary atoms \( \phi(\Psi_2) \). Generalizing this to any level \( s \), we can evaluate the correlations between the residual \( \phi(r_{s-1}) \) and the dictionary atoms \( \phi(\Psi_s) \) as \( \alpha_s = M_s A_s D_s \), where \( M_s \) is given by

\[
K_{XY} - \sum_{t=1}^{s-1} a_t D_t A_t^T \left( \prod_{p=1}^{s-1} (I - A_p D_p A_p^T) \right) K_{YY} \times \left( \prod_{t=1}^{s-1} (I - A_t D_t A_t^T) \right) A_s D_s.
\]

The procedure for computing the sparse code for any test sample is given in Table III.

**IV. PROPOSED DISCRIMINATIVE MULTIPLE KERNEL DICTIONARY LEARNING**

Given a set of training samples, our goal is to design multilevel dictionaries and obtain MKSR in the unified space obtained using multiple kernels, such that the data from the different classes are discriminated well. After initializing the graphs, and the kernel weights, the iterative optimization proceeds in four steps: (a) computing the discriminative low-dimensional subspaces for the unified kernel space using graph embedding, (b) optimizing for the kernel weights, (c) learning the dictionary using the modified ensemble kernel obtained with the updated weights, and (d) updating the inter-class and inter-class graphs using the multiple kernel sparse codes.

Given the \( N \) training samples and \( R \) kernels, the ensemble kernel matrix \( K \) is computed as,

\[
K = \sum_{r=1}^{R} \beta_r K_r.
\]

where \( K_r \) is the kernel matrix corresponding to the \( r \)th descriptor. Note that we simplify the notation from the previous sections by dropping the data-dependent subscript for the kernel matrix. The vector \( \beta = [\beta_r]_{r=1}^{R} \) is initialized to have equal weights for all kernels. In order to learn the KMLD for obtaining kernel sparse codes, we need to construct an ensemble kernel by updating \( \beta \) that optimizes for maximal discrimination between the classes. To achieve this, we perform supervised graph embedding in the RKHS induced by the ensemble kernel and iteratively optimize \( \beta \) for discrimination (Section [V-A]). The inter-class and intra-class affinity matrices are initialized based on the local neighborhood of each sample in the first iteration. However, in the subsequent iterations, they are computed using the multiple kernel sparse codes.

The initial affinity matrices denoted by \( W \in \mathbb{R}^{N \times N} \) and \( W' \in \mathbb{R}^{N \times N} \) are constructed by averaging the kernel-wise affinity matrices \( \{W^{(r)}\}_{r=1}^{R} \) and \( \{W'^{(r)}\}_{r=1}^{R} \). For the \( r \)th kernel, the elements of the kernel-wise affinity matrix are defined as

\[
w_{ij}^{(r)}(\pi_i = \pi_j \text{ AND } j \in N_{r,\tau}(i)), \quad w_{ij}^{(r)}(\pi_i \neq \pi_j \text{ AND } j \in N'_{r,\tau}(i)).
\]

Here \( \pi_i \) is the class label for the \( i \)th sample, \( N_{r,\tau}(i) \) is the intra-class neighborhood of \( r \)th kernel similarity measure. Similar definition applies to \( N'_{r,\tau}(i) \) for the inter-class neighbors.

**A. Discriminative Embedding and Weight Update**

Given the inter- and intra-class affinity matrices, we formulate a problem similar to the multiple kernel dimensionality
projection directions and updating the kernel weights.

Let us denote the $d$ embedding directions as the $d$ columns of the matrix $V$. Since each column in $V$ lies in the span of $\phi(Y)$, it can be expressed as $v = \sum_{i=1}^{N} \phi(y_i)u_i$. Therefore the low-dimensional projection can be expressed as

$$V^T \phi(y_i) = \sum_{n=1}^{N} \sum_{r=1}^{R} u_n \beta_r K_r(y_n, y_i) = U^T K(i) \beta$$  \hspace{1cm} (21)

where $u = [u_1 \cdots u_N]^T \in \mathbb{R}^N$, $K_r(y_n, y_i)$ is the $(n,i)$th element of the kernel $K_r$, and

$$K(i) = \begin{bmatrix} K_1(y_1, y_i) & \cdots & K_R(y_1, y_i) \\ \vdots & \ddots & \vdots \\ K_1(y_N, y_i) & \cdots & K_R(y_N, y_i) \end{bmatrix} \in \mathbb{R}^{N \times N}.$$  \hspace{1cm} (22)

Now using graph embedding principles [10], the discriminative projection directions $V$, or equivalently $U = [u_1 \cdots u_d] \in \mathbb{R}^{d \times N}$, and the kernel weights can be jointly optimized as

$$\min_{U, \beta} \sum_{i,j=1}^{N} \| U^T K(i) \beta - U^T K(j) \beta \|^2_2 w_{ij}$$  \hspace{1cm} (23)

subject to

$$\sum_{i,j=1}^{N} \| U^T K(i) \beta - U^T K(j) \beta \|^2_2 w_{ij}^r = 1, \quad \beta_r \geq 0 \text{ for } r = \{1, \ldots, R\}.$$  \hspace{1cm} (24)

Since direct optimization of (23) is hard, we perform an alternating optimization procedure to solve for $U$ and $\beta$ respectively. Here $w_{ij}$ and $w_{ij}^r$ indicate the elements of the matrices $W$ and $W^r$ respectively.

**Optimizing $U$:** In order to optimize $U$, we fix $\beta$ and rewrite (23) as the trace ratio minimization

$$\min_U \frac{\text{trace}(U^T S_W^U U)}{\text{trace}(U^T S_W' U)},$$  \hspace{1cm} (24)

where

$$S_W^U = \sum_{i,j=1}^{N} (K(i) - K(j)) \beta \beta^T (K(i) - K(j))^T w_{ij},$$  \hspace{1cm} (25)

$$S_W'^r = \sum_{i,j=1}^{N} (K(i) - K(j)) \beta \beta^T (K(i) - K(j))^T w_{ij}^r.$$  \hspace{1cm} (26)

The global optimal solution for (24) can be obtained using the decomposed Newton’s method provided in [54].

**Optimizing $\beta$:** The optimal value for $\beta$ for a given $U$ can be obtained by rewriting (23) as

$$\min_{\beta} \beta^T S_W^U \beta$$  \hspace{1cm} (27)

subject to $\beta^T S_W^U \beta = 1$, $\beta \geq 0$.

The presence of $\beta \geq 0$ in (27) prevents solving it as a trace-ratio problem. However, the non-convex problem can be relaxed to a convex program using the auxiliary matrix $B = \beta \beta^T \in \mathbb{R}^{R \times R}$ and introducing the relaxed constraint $B \geq \beta \beta^T$. The problem (27) can then be posed as

$$\min_{B} \text{trace}(S_W^U B) \text{ subj. to } \text{trace}(S_W^U B) = 1,$$  \hspace{1cm} (28)

$$\beta \geq 0, \quad \left[ \begin{array}{c} \frac{1}{\beta} \\beta^T \\ B \end{array} \right] \succeq 0.$$  \hspace{1cm} (29)

This can be solved efficiently using semi-definite programming. Using these optimization schemes $U$ and $\beta$ are iteratively optimized, and after this procedure has converged, the ensemble kernel $K$ in (18) is recomputed using the updated $\beta$. Given the updated ensemble kernel, we learn a new KMLD for multiple kernel sparse coding, using the procedure described in Table IV. We note that, in the subsequent iterations we will construct affinity matrices based on the MKSRS and use the procedure described above to update $\beta$.

**B. Updating the Intra- and Inter-Class Graphs**

Using the multiple kernel sparse codes $A$ obtained from the KMLD algorithm, inter- and intra-class graphs are updated. The affinity matrices $W$ and $W'$ are given as

$$w_{ij} = \begin{cases} |a_i^T a_j| & \text{if } \pi_i = \pi_j \text{ AND } j \in N_{r,\pi, i}, \\ 0 & \text{otherwise}, \end{cases}$$  \hspace{1cm} (31)

$$w_{ij}' = \begin{cases} |a_i^T a_j| & \text{if } \pi_i \neq \pi_j \text{ AND } j \in N_{r,\pi', i}, \\ 0 & \text{otherwise}. \end{cases}$$  \hspace{1cm} (32)

In other words, we use the correlations between the resulting MKSRS to identify graph edges instead of the kernel-wise neighborhood. Since sparse models use a union of subspaces to represent data samples, this graph is non-local and hence less sensitive to perturbations in the data samples. The steps involved in the algorithm for obtaining discriminative multiple kernel dictionaries are detailed in Table IV.
TABLE V
COMPARISON OF THE CLASSIFICATION ACCURACIES ON THE OXFORD FLOWERS DATASET.

| Method          | % Accuracy |
|-----------------|------------|
| Nilsson et al.  | 81.3       |
| Bi et al.       | 84.8       |
| Sonnenberg et al.| 85.2      |
| Gehler et al.   | 85.5       |
| Proposed        | 86.3       |

V. OBJECT RECOGNITION EVALUATION

In this section, we describe the set of image descriptors and the kernel functions considered for our simulations and present discussions on the recognition performance using the Oxford Flowers, Caltech-101, and Caltech-256 benchmark datasets. Given an appropriate distance function for each descriptor, we constructed kernel matrices as follows

\[ K(y_i, y_j) = \exp(-\gamma \rho(y_i, y_j)) \]  

where \( \rho(., .) \) is the distance function and the parameter \( \gamma \) is fixed as the inverse of mean of the pairwise distances.

**Oxford Flowers Dataset**: This dataset consists of flower images belonging to 17 different classes with 80 images per class. For our experiment, we used 20 images per class for training and the rest for testing. Following the procedure in [4], we used seven different descriptors and constructed kernels with them. Each kernel matrix is computed using a different descriptor, namely clustered HSV values, SIFT features on the foreground region, SIFT features on the foreground boundary and three matrices derived from color, shape and texture vocabularies. Details on this feature extraction process can be found in [47]. For learning the kernel MLD, we fixed the number of levels \( S = 8 \) and the number of atoms in each level at 16. Note that, the number of levels in KMLD learning corresponds to the desired sparsity in the representation of each sample in the unified feature space. In order to construct the affinity matrices \( W \) and \( W' \), we fixed the neighborhood size within the class to 8 samples and between classes to 20 samples. The number of embedding dimensions \( d \) was fixed at 100. We optimized \( \beta \) and the dictionary using the algorithm in Table [V]. The resulting sparse codes were used to train a linear SVM. We repeated this experiment for 5 different random splits of train and test sets, and report the average results in Table [V]. We observed that the proposed algorithm achieves an improved classification accuracy in comparison to the other approaches that combines features based on multiple kernel learning and boosting.

**Caltech Datasets**: For our next set of experiments, we used the Caltech datasets which are important benchmark datasets for object recognition. The Caltech-101 dataset [48] consists of 9144 images belonging to 101 object categories and an additional class of background images. The number of images in each category varies roughly between 40 and 800. We resized all images to be no larger than \( 300 \times 300 \) with the aspect ratio preserved. The Caltech-256 dataset [49] contains 30,607 images in 256 categories and its variability makes it extremely challenging in comparison to the Caltech-101 dataset. Following the common evaluation procedure for the Caltech-101 dataset, we trained the classifiers using 5, 10, 15, 20, 25 and 30 training images per class and evaluated the performance using upto 50 images per class for testing. Performance is measured as the average classification accuracy per class, thus balancing the influence of classes with a large number of test samples. Similarly for Caltech-256, following the standard procedure we evaluated the recognition performance with the number of training images fixed at 15, 30, and 45 images per class and tested for 25 images per class. In both datasets, the reported performance was obtained by averaging over 10 different random splits of train and test sets.

For both the Caltech datasets, we combined 39 features used in [4] and 9 additional features from [5]. These features include the spatial pyramid, the PHOG shape, the region of covariance, the local binary pattern, the Vis+ geometric blur, PHOW gray/color, and self-similarity. We used appropriate distance functions to construct the kernel matrices. For example, \( \chi^2 \) distance was used for the PHOG descriptor, and the geodesic distance for the region of covariance descriptor. For the kernel MLD learning, the number of levels was fixed at 32, and the number of atoms in each level was chosen to be \{8, 8, 16, 16, 32, 32\} for each training case. In each iteration of our algorithm, we fixed the number of embedding dimensions \( d = 150 \) and optimized \( \beta \) for the best discrimination. For the case of Caltech-101, we compared the performance of our proposed method with state-of-the-art results obtained with several sparse coding based approaches and other methods that combine multiple features. Table [VI] shows the results on the Caltech-101 dataset for the different training conditions. We observed that the proposed algorithm outperformed other sparse coding based approaches proposed in the literature.

TABLE VI
COMPARISON OF THE CLASSIFICATION ACCURACIES ON THE CALTECH-101 DATASET.

| Method       | # Training samples per class |
|--------------|------------------------------|
|              | 5   | 10  | 15  | 20  | 25  | 30  |
| Zhang et al. | 46.6| 55.8| 59.1| 62  | -   | 66.2|
| Lazebnik et al. | -   | -   | 56.4| -   | -   | 64.6|
| Griffin et al. | 44.2| 54.5| 59  | 63.3| 65.8| 67.6|
| Boiman et al. | -   | -   | 61  | -   | -   | 69.1|
| Gemert et al. | -   | -   | -   | -   | -   | 64.16|
| Yang et al.   | -   | 67  | -   | -   | -   | 73.2|
| Wang et al.   | 51.15| 59.77| 65.43| 67.74| 70.16| 73.44|
| Aharon et al. | 49.8| 59.8| 65.2| 68.7| 71  | 73.2|
| Zhang et al. | 49.6| 59.5| 65.1| 68.6| 71.1| 73  |
| Jiang et al. | 54  | 63.1| 67.7| 70.5| 72.3| 73.6|
| Bourou et al. | -   | -   | -   | -   | -   | 77.3|
| Liu et al.    | -   | -   | -   | -   | -   | 74.2|
| Sohn et al.   | -   | -   | 71.3| -   | -   | 77.8|
| Goh et al.    | -   | -   | 71.1| -   | -   | 78.9|
| Nguyen et al. | 56.5| 67.2| 72.5| 75.8| 77.6| 80.1|
| Duchenne et al.| -   | -   | 75.3| -   | -   | 80.1|
| Gehler et al. | 59.5| 69.2| 74.63| 77.6| 79.6| 82.1|
| Feng et al.   | -   | -   | 70.3| -   | -   | 82.6|
| Lin et al.    | 59.2| 68.9| 74.9| 77.2| 79.2| -   |
| Todovoric et al.| -   | -   | 72  | -   | -   | 83  |
| Yang et al.   | -   | 66.2| 75.1| 81.5| 83.7| 84.6|
| Proposed      | 59.9| 69.5| 75.7| 79.7| 80.8| 82.9|
We compute the affinity matrix $W$ when compared to other non-sparse-coding approaches, our state-of-the-art approaches in other cases.

Todovoric et al. [59] to learn an embedding and subsequently optimize $\beta$ and retaining only the largest similarities for $\tau$ by $\Delta$ as follows. An undirected graph is defined, with the training samples as vertices, and the similarity between the neighboring training samples are coded in the affinity matrix $W \in \mathbb{R}^{N \times N}$. We compute the affinity matrix $W = |A^T A|$, where $A$ is the matrix of multiple kernel sparse coefficients. Following this, we sparsify $W$ by retaining only the $\tau$ largest similarities for each sample. We construct the degree matrix $\Delta$ with each diagonal element containing the sum of the corresponding row or column of $W$. The algorithm in Table IV can be readily extended to this case by replacing $W$ and $W'$ by $W$ and $\Delta$ respectively. Finally, the set of MKSR obtained with our algorithm are used to construct the graph for spectral clustering, by setting $W = |A^T A|$ and retaining only $\tau$ largest entries for each sample.

We evaluated the clustering performance of the kernel sparse coding-based graphs using a benchmark subset of the Caltech-101 dataset (20 classes) [11]. Similar to the object recognition simulations, we constructed kernel matrices with different image descriptors. The set of features used in this experiment include SIFT-ScSPM [27], self similarity, PHOG, Gist, C2-SWP, C2-ML and geometric blur. Table VIII compares the results of our method against using each feature separately with kernel LPP and K-Means clustering. Clearly, our method provides superior clustering performance in comparison to the MKL-LPP approach used in [11] in terms of both clustering accuracy ($\%$ Acc) and normalized mutual information (NMI) measures.

| Method       | # Training samples per class | 15  | 30  | 45  |
|--------------|------------------------------|-----|-----|-----|
| Gemert et al. [59] | -                           | 27.17 | -   | -   |
| Griffin et al. [1] | 28.3                       | 34.1    | -   | -   |
| Yang et al. [29]       | 27.73                      | 34.02   | 37.46 | -   |
| Guo et al. [21]        | 29.77                      | 35.67   | 38.61 | -   |
| Wang et al. [29]       | 34.46                      | 41.19   | 45.31 | -   |
| Feng et al. [68]       | 35.18                      | 43.17   | 47.32 | -   |
| Gehler et al. [6]      | 34.2                       | 45.8    | -    | -   |
| Todovoric et al. [66]  | -                          | 49.5    | -    | -   |
| Proposed             | 38.6                       | 46.9    | 49.9 | -   |

| Feature            | Method         | % Acc | NMI  |
|--------------------|----------------|-------|------|
| SIFT-ScSPM         |                | 58.6  | 0.63 |
| SS-ScSPM           |                | 57.4  | 0.61 |
| PHOG               |                | 47.2  | 0.48 |
| Gist               | Kernel-LPP [11]| 42.8  | 0.48 |
| C2-SWP             |                | 31.8  | 0.38 |
| C2-ML              |                | 44.7  | 0.51 |
| GB                 |                | 54.7  | 0.61 |
| All                | MKL-LPP [11]   | 72.6  | 0.74 |
| All                | Proposed       | 75.1  | 0.77 |

VI. USING THE PROPOSED FRAMEWORK FOR UNSUPERVISED LEARNING

An important feature of the proposed approach is that the graph embedding step in our algorithm can be replaced by several unsupervised, supervised and semi-supervised learning strategies. In this section, we report the performance of our method in clustering, that incorporates unsupervised graph embedding based on multiple kernel sparse codes. We employ an approach similar to kernel LPP (locality preserving projections) [11] to learn an embedding and subsequently optimize $\beta$ for obtaining MKSR. For the unsupervised graph embedding, we construct a single affinity matrix $W$ and a degree matrix $\Delta$ as follows. The dictionaries were obtained using multiple level of 1-D subspaces, and the sparse codes were computed using a simple pursuit scheme. The weights of the individual kernels were tuned using graph embedding principles such that the discrimination across multiple classes is maximized. The proposed approach was used in object recognition and unsupervised clustering, and results showed that the performance compares favorably to other state-of-the-art methods. Since the framework is based on graph-embedding, it can be easily extended to other machine learning frameworks such as semi-supervised learning.
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