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ABSTRACT
Fine-tuning self-supervised pre-trained models using pseudo-labels can effectively improve speech recognition performance. But, low-quality pseudo-labels can misguide decision boundaries and degrade performance. We propose a simple yet effective strategy to filter low-quality pseudo-labels to alleviate this problem. Specifically, pseudo-labels are produced over the entire training set and filtered via average probability scores calculated from the model’s output. Subsequently, an optimal percentage of utterances with high probability scores are considered reliable training data with trustworthy labels. The model is iteratively updated to correct the unreliable pseudo-labels to minimize the effect of noisy labels. The process above is repeated until unreliable pseudo-labels have been adequately corrected. Extensive experiments on LibriSpeech show that these filtered samples enable the refined model to yield more correct predictions, leading to better ASR performances under various experimental settings.

Index Terms—self-supervised models, semi-supervised learning, ASR, pseudo-labeling

1. INTRODUCTION

Benefiting from the availability of large-scale annotated data and the evolution of optimization algorithms, more capable and more complex deep-learning models have been developed for automatic speech recognition (ASR) \cite{1,2}. Nonetheless, curating large-scale transcribed speech data is time-consuming, especially for low-resource languages.

Recently, numerous research efforts have been dedicated towards reducing the over-dependency on annotated speech data. These efforts including data augmentation \cite{3,4}, local prior matching \cite{5}, representation learning \cite{6,8}, pseudo-labeling (PL) \cite{9,11}, and consistency regularization \cite{12,13}. PL, as an important method in semi-supervised learning, trains the teacher model with labeled data and uses the prior knowledge of the teacher model to generate pseudo-labels, followed by utilizing pseudo-labels and few labeled data to train a student model. PL-based method can achieve good performance with few labeled data, this will greatly save the consumption of manual labeling. The author in \cite{10,11} show that PL can achieve extraordinary results on ASR tasks.

Despite the good performance, current PL-based methods still face great challenges. Firstly, many of pseudo-labels are incorrect due to the poor calibration of teacher models. For poorly calibrated networks, an incorrect prediction might have high confidence, which can misguide the decision boundaries and degrade performance. However, a good teacher model does not necessarily make PL-based methods effective. The distracting pseudo-labels are another obstacle. Many recent studies have involved learning from noisy data. Under such a scenario, PL-based methods tend to underperform due to the generation of noisy pseudo-labels. Choosing high-confidence pseudo-labels while reducing noise is a challenge that needs to be solved. Additionally, many pseudo-labels are wasted due to mediocre filtering strategies and incorrect selection criteria. We require an ideal filtering threshold that can strike a good balance between the quality and quantity of pseudo-labels to make the best use of pseudo-labels.

In this paper, we focus on the PL-based methods and aim at tackling these three challenges. (1) We propose a framework that generates a teacher model by fine-tuning self-supervised pre-trained model. Result show that this approach can significantly reduce the chance of poor network calibration. (2) To reduce noisy pseudo-labels, we choose pseudo-labels based on the average probability score of the model’s output. With numerous trials using various label data amounts, we demonstrate the efficacy of this approach. (3) Based on the distribution of the filtered samples, we determine the best filtering threshold for sample selection.
2. PROPOSED METHOD

This section describes how we fine-tune the pre-trained Wav2vec2.0 model \[8\], followed by explaining our strategy (namely iterative pseudo-labeling) for selecting high quality pseudo-labels. Finally, a general strategy to obtain the filtering threshold for selecting pseudo labels is described.

2.1. Pre-training and Fine-tuning

Wav2vec 2.0 \[6\] is the unsupervised pre-trained model published by Facebook in 2020. Its core idea is to construct a self supervised training target through Vector Quantization (VQ), make a lot of masks on the encoder output, and use the contrast learning loss function to train.

During fine-tuning, models are optimized by minimizing a connectionist temporal classification (CTC) loss. Let \[\mathcal{X} = \{x_t \in \mathbb{R}^D; i = 1, \ldots, T\}\], where \(x_i\) denotes a \(D\)-dimensional vector at the \(i\)-th frame. Let \(\mathcal{Y} = \{y_l \in \mathcal{V}; l = 1, \ldots, L\}\), where \(y_i\) is a target token at position \(i\) and \(\mathcal{V}\) comprises 29 character tokens and 3 special symbols (start, end, and a word boundary token). CTC \[14\] is an objective function for end-to-end (E2E) sequence learning, which performs a frame-level alignment between the input sequence \(\mathcal{X}\) and the output sequence \(\mathcal{Y}\) by introducing a special \(<\text{blank}>\) token. With the alignments \(\mathcal{Z} = \{z_l \in \mathcal{V} \cup \{<\text{blank}>\}; t = 1, \ldots, T\}\), CTC models the conditional probability of \(\mathcal{Y}\) given \(\mathcal{X}\) by searching over all paths:

\[
P_{ctc}(\mathcal{Y}|\mathcal{X}) = \sum_{\mathcal{Z} \in \beta(\mathcal{Y})} \prod_{t=1}^{T} P_{ctc}(z_t|\mathcal{X}), \quad (1)
\]

where \(\beta(\mathcal{Y})\) is the set of all paths (frame alignments) compatible with \(\mathcal{Y}\). The Loss function of CTC is defined as:

\[
L_{ctc} = - \sum_{(\mathcal{X}, \mathcal{Y}) \in \mathcal{S}} \ln P_{ctc}(\mathcal{Y}|\mathcal{X}), \quad (2)
\]

where \(\mathcal{S}\) contains all training data.

2.2. Purifying pseudo-labels

The method we used for fine-tuning is described in Algorithm 1.

During the prediction, after input the audio to the model, the model use N-dimensional vector to represent the probability score for each frame, where \(N\) is the number of target token. With \(T\) frames, we can get a \(C_{N \times F}\) matrix. Since this project does not involve a language model, we can calculate the average probability score for each utterance as follows:

\[
\text{score} = \frac{1}{T} \sum_{i=1}^{T} \text{argmax}(C_{\text{frame}}), \quad (3)
\]

Predicted results with high score is considered as high confidence pseudo labels.

**Algorithm 1 Iteration filtering and selection of pseudo-labels**

**Require:** \(D_{\text{lab}}, D_{\text{unlab}}\) labeled and unlabeled data

\(A\): an ASR model architecture

\(\theta\): model weight

\(\text{iter}_{\text{max}}\): Maximum number of iterations

\(\text{epoch}_{\text{max}}\): Maximum number of epochs

1: Train a teacher model \(\theta_{\text{lab}}\) with architecture \(A\) on \(D_{\text{lab}}\) using Eq. 1 and Eq. 2

2: for \(t = 1, \ldots, \text{iter}_{\text{max}}\) do

3: Predict pseudo-labels for \(D_{\text{unlab}}\) using \(\theta_{\text{lab}}\)

4: Filter the pseudo-labels to get \(D_{\text{pseudo}}\) using Eq. 3 and Eq. 4

5: Fusing \(D_{\text{pseudo}}\) with \(D_{\text{lab}}\)

6: for \(\text{epoch} = 1, \ldots, \text{epoch}_{\text{max}}\) do

7: \hspace{1em} for \(S \in D_{\text{pseudo}} \cup D_{\text{lab}}\) do

8: \hspace{2em} Obtain \(X \sim S\);

9: \hspace{2em} Obtain \(P_{\text{lab}}^{\theta}(Y|X)\) using Eq. 1

10: \hspace{2em} Obtain \(Y \sim P_{\text{ctc}}^{\theta}(Y|X)\);

11: \hspace{2em} Compute CTC loss using groundtruth labels and pseudo-labels

12: \hspace{1em} Update \(\theta\) based on the CTC loss using backpropagation.

13: \hspace{1em} end for

14: end for

15: end for

16: return \(\theta_{\text{lab}}(t = \text{iter}_{\text{max}})\)

Let \(\widetilde{\mathcal{D}} = \{\{\tilde{y}_i, \tilde{s}_i\}\}_{i=1}^{N_{\text{lab}}}\) be a pseudo-label dataset with \(N_{\text{lab}}\) samples, where \(\tilde{y}_i\) is a pseudo label generated by model prediction and \(\tilde{s}_i\) is the corresponding score to \(\tilde{y}_i\). Let \(\mathcal{E}\) denotes the decision boundary. We can filter the pseudo-labels as follows:

\[
\mathcal{D}' = \begin{cases} 
\tilde{y}_i, & \text{if } \tilde{s}_i > \mathcal{E} \\
0, & \text{else}
\end{cases} \quad (4)
\]

where \(\mathcal{D}'\) denotes the filtered pseudo-labeled set. We select pseudo-labels with a score above the decision boundary. Section 2.3 illustrates the strategy for optimizing the decision boundary.

2.3. Strategy for optimize the filtering threshold

In order to make the most of pseudo-labels, we want to find an optimal decision boundary to get the ideal balance between quality and quantity of pseudo-labels. After conducting experiments to filter the pseudo-labels based on ground-truth label and score, we find an extensive overlap between samples filtered by these two protocol. Based on the score distribution of filtered samples, we can choose a score value that makes the number of filtered samples approximately equal to the overlapping samples. Inspired by this, we make an assumption that the optimal filtering threshold is nearly equal to the score value we select.

We suggested a plan of action to support this presumption. Let decision boundary \(\mathcal{E}_u = u \times c\), where \(u\) means the number of updates, after three iterations, we update the threshold.
$E_u$ denotes the value of boundary at $u$-th update and $c$ is a hyperparameter which indicates the step size of the threshold change for each update. As the number of update increases, when the model performance begins to decline, with $c$ determined, the optimal threshold is $E_{u-1}$. Under $E_{u-1}$, if the number of filtered data is approximately equal to the overlapped samples and $E_{u-1}$ is roughly equal to the value we select, the assumption will be approved.

3. EXPERIMENTS SETTING

3.1. Datasets

The experiments are carried out using the LibriSpeech (LS) [15] datasets. LS is a corpus of English which consist of 960 hours training data (split into train-clean-100, train-clean-360 and train-other-500). Each audio file has a sample frequency of 16 kHz and takes for roughly 10 seconds.

LS is divided into two parts, labeled and unlabeled. For instance, LS-100/LS-860 is a combination of 860 hours of unlabeled data and 100 hours of labeled data. LS-100/LS-860, LS-10/LS-90, LS-10/LS-860, and LS-1/LS-90 are the various semi-supervised settings that we have set up.

3.2. Training Configuration

We choose the base Wav2vec2.0 pre-trained model from open source projects Fairseq [16]. In the fine-tuning stage, We optimize with Adam and a tri-state [17] rate schedule where the learning rate is warmed up for the first 10% of updates, held constant for the next 40% and then linearly decayed for the remainder. We set layer drop to 0.05 in LS-10 experiment and 0.1 in other experiments. Similarly, we also set initial learning rate = 0.0005 for LS-10 and LS-1, and 0.0003 for other experiments. The best model is obtained according to the best validation performance during training stage.

3.3. Evaluation

Following the protocols in [6], we evaluate the prediction results by WER metric on LS clean and other test datasets. The formula is defined as:

$$WER = \frac{S + D + I}{N} = \frac{S + D + I}{S + D + H} \quad (5)$$

where $S$ is the number of words deleted, $D$ is the number of words inserted, $I$ is the number of words correct words.

4. RESULTS AND DISCUSSION

The experiment results of our method are compared to other existing methods in this section. Baseline indicates the model trained on the LS-labelled dataset in [6], the results are shown in Table 1. To make a fair comparison with other methods without the interference of language models, all of our experiments do not include language models. In this case, we save training time and reduce the time needed for the model to predict pseudo-labels.

4.1. Tuning the Pseudo-label datasets with WER:

Table 2 reports the comparison results on Test (clean) and Test (other), where, "Filter" indicates the method trained with different filter strategies. No filter and WER (5% or 10%) respectively mean that no filtering of predicted pseudo-labels and filtering using a ground-truth label to calculate WER for each sentence. 5% and 10% mean that only pseudo-labels with WER less than these two thresholds are selected. LS-100 (Baseline) is the model fine-tuned with 100 hours of labeled data conducted by Facebook. LS-100/LS-860 means that training the model with 100 hours of labeled data and 860 hours of unlabeled data using the IPL semi-supervised learning method.

From the Table 2, we can see, 1) In LS-100 and LS-10 settings, the model trained with pseudo-label data has better performance than the baseline. This verifies the effectiveness of pseudo-label data. 2) The model trained with WER filtering strategy has better performance than it trained with no filtering strategy. This indicates that using high quality pseudo-labels can effectively improve the performance of ASR systems.

4.2. Tuning the Pseudo-label datasets with Score:

To demonstrate the robustness of our method, we compare the results with some existing methods on pseudo-labels, as shown in Table 3. First of all, our method (either WER filter and Score filter) surpasses other PL methods. This verifies the effectiveness of our method. Both the WER filter method and the Score filter method are better than Wav2vec2.0-based method. And the number of labeled data does not affect the performance of Score filter and WER filter. Finally, the results of Score filter and WER filter are close to each other. Since WER filter is filtered by comparing with the ground-truth label, the pseudo-labels filtered by WER filter has higher confidence, so its result is better than score filter, but the difference is not big, and score filter does not depend on the real label, so it can be put into the real scene easily.

| Pre-train Model | Fine-tune | Test(clean) | Test(other) |
|-----------------|-----------|-------------|-------------|
| Wav2Vec2.0 base | 1 hours   | 24.50       | 29.70       |
|                 | 10 hours  | 11.10       | 17.60       |
|                 | 100 hours | 6.10        | 13.30       |

Table 1. Word error rate (WER) [%] on LibriSpeech (LS) settings conducted by Facebook
### Table 2. Word error rate [%] without filter and within WER filter in IPL on LS test set. Experiments have been done with labeled data at two different scales (LS-100, LS-10)

| Setting          | Model       | Filter      | Test(clean) | Test(other) |
|------------------|-------------|-------------|-------------|-------------|
| LS-100 (Baseline)| –           | 6.10        | 13.30       |
| LS-100/LS-860    | Wav2vec2.0  | No Filter   | 5.15        | 10.86       |
| LS-100/LS-860    | Wav2vec2.0  | WER (5%)    | 5.08        | 10.62       |
| LS-100/LS-860    | Wav2vec2.0  | WER (10%)   | 4.98        | 10.25       |
| LS-10 (Baseline) | –           | 11.10       | 17.60       |
| LS-10/LS-90      | Wav2vec2.0  | No Filter   | 7.92        | 14.10       |
| LS-10/LS-90      | Wav2vec2.0  | WER (5%)    | 7.60        | 14.7        |
| LS-10/LS-90      | Wav2vec2.0  | WER (10%)   | 7.55        | 13.54       |

### Table 3. Word error rate [%] on LS test set. Our approach surpass other PL-based method

| Setting         | Method       | Test(clean) | Test(other) |
|-----------------|--------------|-------------|-------------|
| LS-100          | Wav2vec2.0   | 6.10        | 13.30       |
| LS-100/LS-860   | PL [8]       | 7.2         | 18.4        |
| LS-100/LS-860   | MPL [11]     | 8.3         | 16.8        |
| LS-100/LS-860   | PL+CTC [10]  | 6.0         | 10.3        |
| LS-100/LS-860   | Score Filter | 5.10        | 10.84       |
| LS-100/LS-860   | WER Filter(10%) | 4.98    | 10.25       |
| LS-10           | Wav2vec2.0   | 11.10       | 17.60       |
| LS-10/LS-90     | Score Filter | 7.67        | 13.86       |
| LS-10/LS-90     | WER Filter   | 7.55        | 13.54       |

### 4.3. Proof of hypothesis filtering threshold:

The pseudo-labels predicted by the model trained on the LS-10/LS-90 setting are the data used in figure 1. As you can see, there is significant overlap between the red and orange dots; the overlap is estimated to be 72%. The blue dots are regarded as low-quality pseudo-labels and they are far away from other dots. It means that the pseudo-labels selected by both score filter and WER filter have a high degree of confidence.

According to the score distribution, we set -0.03 as the initial filtering threshold and let the step size equal to 0.01. A filtering threshold value is changed from large to small in fixed steps every three iterations. In Table 4, due to the increasing number of training samples, the final performance of the model improves as the threshold decreases. However, since the quality of the training samples decreases, the model performance deteriorates as the threshold decreases from -0.05 to -0.06. Model achieves the best performance when the filtering threshold setting -0.05.

For the score filter, -0.05 is the optimal filtering threshold. Under this filtering threshold, we count the number of filtered samples which is nearly equal to the number of overlapped samples in figure 1, and we figure out that the filtering threshold we assumed is pretty close to -0.05. This shows that the threshold we assumed can balance the quantity and quality of the filtered samples. Therefore the hypothesis we mentioned in Section 2.3 is approved. In practice, this strategy can be followed as: (1) Predict a small part of labeled data with the teacher model. (2) Filter the pseudo-labels with score filter and WER filter, calculate the overlap rate of their filtered samples, and plot the distribution of score. (3) According to the score distribution, identify a score value that enables the amount of overlapping samples to be almost equal to the number of filtered samples and this is the filtering threshold.

### 5. CONCLUSION

In this paper, we proposed a framework that obtained a better teacher model using self-supervised pre-trained model. By selecting pseudo-labels depend on average probability score, filtered samples have high confidence. To get a balance between quality and quantity of pseudo-labels, we present a strategy to find an optimal filtering threshold. The outcomes of the experiment on the LS evaluation set show that the proposed method outperforms other PL-based approaches. This method can be applied in practice to solve the problem of insufficient annotation data. In the future, we will explore using score filtering method to optimize other ASR systems.
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