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Abstract

Vocal detection is one of the fundamental steps in musical information retrieval. Typically, the detection process consists of feature extraction and classification steps. Recently, neural networks are shown to outperform traditional classifiers. In this paper, we report our study on how to improve detection accuracy further by carefully choosing the parameters of the deep network model. Through experiments, we conclude that a feature-classifier model is still better than an end-to-end model. The recommended model uses a spectrogram as the input plane and the classifier is an 18-layer convolutional neural network (CNN). With this arrangement, when compared with existing literature, the proposed model improves the accuracy from 91.8% to 94.1% in Jamendo dataset. As the dataset has an accuracy of more than 90%, the improvement of 2.3% is difficult and valuable. If even higher accuracy is required, the ensemble learning may be used. The recommend setting is a majority vote with seven proposed models. Doing so, the accuracy increases by about 1.1% in Jamendo dataset.
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1. Introduction

Vocal detection technique is to detect the presence of vocal sound (singing voice) in a piece of audio. It is one of the fundamental steps toward advanced applications [1]. For example, in the karaoke application, the vocal sound in the album soundtrack is intentionally removed so that the causal singers can sing only with instrumental accompaniment [2]. To accomplish this work, certainly, we need to determine the locations of singing segments in the soundtrack. Another application is the music summarization [3], where a short audio segment is used to “summarize” the entire soundtrack. For a popular song, the audio segment for summarization almost always contains vocal sound. Other applications of vocal detection techniques include melody extraction [4] and singer recognition [5], to name a few.

According to [6], there are two types of vocal detection problems. The first type is to locate the starting and ending points of vocal segments in a soundtrack. As typically there are multiple vocal segments to detect, therefore, the performance of an approach is measured based on the detection (or miss) of the points. The second type is to detect the presence of vocal sound in a short piece of audio clip. As pointed out in [6], it is not easy to say which type of problems is more difficult. In this paper, we only study the second problem, but still use the name of vocal detection.

A conventional vocal detection approach contains two steps, namely, the feature extraction step and the pattern classification step. The extracted features are usually time-frequency representations, such as MFCC (Mel-scale Frequency Cepstral Coefficients) [7], and a widely used classifier is the HMM (hidden Markov model) [8]. Recently, neural networks become the preferable classifier because they have higher detection accuracy for various audio-related applications [9-11]. Previously, we have also studied this problem and reported our results [6].

Although our previous work shows that CNN (convolutional neural network) has good detection accuracy, there are still several problems that need to be addressed. The problems include the followings:

- Preferable type of network structure. In terms of network structure, we may use a CNN, a ResNet [12], a modified capsule net [13], or even an end-to-end network without using the feature extraction step [14, 15]. It is important to know which one is better.
- Suitable number of convolutional layers in CNN structure. It is known that performance degradation may occur if the CNN is very deep [12]. Therefore, it is useful to find a reasonable number of convolutional layers with good performance.
- Preferable time-frequency representation used in conjunction with CNN. Although MFCC is widely used, other types of spectral-temporal features are also used in audio applications, such as spectrogram [16], constant-Q [17], cepstrum [18], and filter bank [19]. Thus, it is important to know, among the available representations, which one is better than others.
- Effectively conducting ensemble learning. The ensemble learning for the present problem can be achieved by using fusion or voting [6]. We need to know which one is better. In addition, it is unclear whether using heterogeneous classifiers is better than using homogeneous ones, and how many classifiers used in the ensemble learning is more cost-effective.

In this paper, we report our recent findings and show that we can further improve the detection accuracy by answering the above questions.

This paper is arranged as follows. Section 2 describes the related work. Section 3 discusses the features and classifiers used in the experiments. Section 4 presents the experiments and
results, and finally section 5 is the conclusion.

2. Related Work

Traditionally, detecting vocal segments includes a feature extraction step and a classification step. The feature extraction step mainly is a time-to-frequency conversion to obtain spectral-temporal features. One of the well-known features is the spectrogram (detailed in section 3.1). However, the spectrogram usually contains many coefficients, and thus it is not efficient for traditional classifiers, such as HMM.

To reduce the dimensionality of the spectrogram, alternative features such as MFCC and MPEG-7 ASP (Audio Spectrum Projection) have been studied in the literature. It is shown that the MFCC features are better [7, 20], but the accuracy is only around 78% for vocal detection problems. Another alternative to spectral-temporal features is to use statistical features. However, according to Berenzweig and Ellis [8], the accuracy of this type of features only reaches 80%. Therefore, it seems that statistical features do not outperform the MFCC features. When augmenting MFCC features with vocal variation and Flutogram variation, Dittmar et al. obtain the F-measure of 87% [21].

If the entire soundtrack is available, it is possible to perform a post-processing step to improve accuracy. There are two types of post-processing approaches reported in the literature. The first one uses an ARMA (autoregressive moving average) smoothing filter to “correct” mis-labeled segments based on neighboring segments [22]. For example, a very short vocal segment between two long non-vocal segments is likely mis-labeled, and thus can be corrected. When a smoothing filter is in use, the accuracy can reach to 84% [22]. The second post-processing approach is the bootstrapping technique [23]. This technique augments the original training set with a portion of classified test set to form a new training set. When trained with the new training set, the new classifier is, in a sense, adapted to the distribution of the test data set. The accuracy increases to around 87% with the bootstrapping technique [23].

When considering the relative accuracy due to classifiers, Leglaive et al. [9] compare the BLSTM (Bidirectional Long Short-Term Memory) classifier with traditional classifiers. With MFCC-like features, BLSTM outperforms traditional classifiers. Their F-measure is up to 91%. Other than BLSTM, Schluter and Grill use a CNN model as the classifier [10]. The chosen features are similar to MFCC. With the data augmentation technique, their model reaches 91% accuracy.

When CNN is used in object detection, it is possible to use a unified, end-to-end neural-network approach [24]. In this approach, the input to the network is a raw image (pixels) without pre-processing steps, such as segmentation. Therefore, Humphrey et al. argue that it is preferred to use an end-to-end network for music informatics [25], because the learning algorithm can learn how to extract audio features (sub-)optimally. Unfortunately, according to Dieleman and Schrauwen [14], such an end-to-end network does not outperform conventional feature-CNN models in music auto-tagging. Actually, based on our previous study [6], the end-to-end network is unable to compete with a feature-CNN model.

Recently, Lee et al. propose a new end-to-end model for music auto-tagging with many layers of small filters [15]. The authors claim that their model is better than the end-to-end model proposed by Dieleman and Schrauwen [14]. As their experiments are mainly for music auto-tagging, it is uncertain whether this model is better in the vocal detection problems. Therefore, we will compare this model with other feature-CNN models to find out the answer.

Although a deeper network typically performs better, unfortunately degradation problem may occur if the network is ultra-deep. Therefore, He et al. show that by using a bypass path,
extremely deep network actually performs better [12]. Therefore, it is important to know a suitable depth of network, including the consideration of the ResNet [12] architecture.

3. Features and Classifiers in the Experiments

3.1 Selection of Features

Among the various spectral-temporal features, we compare the following types: spectrogram [16], MFCC [7], cepstrum [17], constant Q [18], and filter bank (IIRT) [19]. The features are computed with the aid of the Librosa [26] except the spectrogram, which is implemented in a network structure [6]. In the experiments, the input audio clip has duration of 2 seconds, consisting of 32,000 PCM samples. We now briefly explain the computational steps of these features.

The spectrogram is computed using the following steps:
- Audio sequence $x[n]$ is multiplied with a series of Hamming windows. The window has 2048 coefficients. The hop length of the window is 512.
- The spectral coefficients of each segment of windowed samples are computed by FFT (fast Fourier transformation).
- The modulus of each spectral coefficient is one feature value. Totally, there are 63 sets of coefficients, with each set having 1024 real-valued coefficients. Therefore, the feature plane has a size of $63 \times 1024$.

The computational steps of the MFCC are as follows:
- The audio clip is converted to spectral coefficients using the steps similar to those of computing the spectrogram.
- The default window in the Librosa is a 2048-coefficient Hann window with hop length of 512. Therefore, there are, again, 63 windowed segments.
- The power of frequency coefficients is multiplying with a series of triangular overlapping windows. The window widths are constructed based on Mel-scale. Summing all coefficients within each triangular-window forms the per-band power coefficients.
- Compute the logarithm of the per-band power coefficients, denoted as log power coefficients.
- The log power coefficients are converted to MFCC by using the discrete cosine transform (DCT). The first 80 coefficients are used in the experiments. By using the Librosa library, we have a feature plane of $80 \times 63$.

The constant-Q transform (CQT) is defined as

$$ X[k] = \frac{1}{N[k]} \sum_{n=0}^{N[k]-1} W[k, n] x[n] e^{-j \frac{2\pi Q n}{N[k]}} $$

(1)

where $N[k]$ is the window length for $k$-th bin, $W[k, n]$ is a window function, such as Hamming window, and $Q$ is a quality factor related to filter width. In terms of implementation, there is a fast CQT algorithm based on FFT. In our experiments, we use Librosa to save coding time. After the CQT conversion, we have a feature plane of $84 \times 63$.

Cepstrum is also widely used in speech processing, especially for removing noise or for source separation. For a segment of samples $x[n]$, the cepstrum is computed as
\[ x_p[n] = |IFFT\{log(|FFT(x[n])|^2)\}|^2 \]  

(2)

In our experiments, as the sample is very long, one set of cepstrum coefficients is computed from one Hamming-windowed segment. Overall, we have an input plane of 62 × 1024.

According to Librosa, the IIRT function returns “a time-frequency representation using a multi-rate filter bank consisting of IIR filters.” The filters are designed to have a bandwidth of one semitone, i.e., (1/12)-th octave, and there are 85 filters corresponding to MIDI pitches from 24 to 108 [19]. One banded output value is computed by summing mean-square power of 2,048 samples in a band. Thus, the filter outputs could be an indication of MIDI notes. For this feature, we have a feature plane of 85 × 61.

### 3.2 Network Models Used in Experiments

In the experiments, we plan to compare the relative accuracy between the end-to-end network and a traditional feature-classifier network. The comparison counterpart is a CNN-based network. In this category, we use three types of network models, to be discussed later.

The end-to-end network is a modified version of SampleCNN [15], as shown in Fig. 1. The input to the network is a segment of raw PCM with 31,104 samples. The first convolutional layer has 128 filters with kernel size of 3 and stride of 3. From layer 2 to layer 9, a layer actually is a combination of convolutional layer and max pooling layer (given on the right of the figure). In these layers, the numbers of filters are 128, 256, or 512, the kernel and max pooling sizes are 3, 3, 3, 2, 4, 4, 2, 2, and stride is 1. The next layer is 1×1 layer, and the output layer is a fully connected layer. The activation function for all nodes is relu (rectified linear unit), except the output nodes, which use the softmax function. Also note that the batch normalization [27] is included in the training process.

![Fig. 1. End-to-end (SampleCNN) model](image-url)
The feature-classifier network compared in this paper consists of three types. The first type is a feature-CNN model. The feature plane can be a spectrogram, an MFCC plane, or others (see section 3.1 for details). The second type is a modified Capsule net. The third type is a 50-layer ResNet [28], called ResNet50.

To illustrate the first type of network, we use the spectrogram plus CNN (called SCNN in the following) as an example. Fig. 2 shows an 11-layer SCNN, denoted as SCNN-11. The incoming PCM, through the STSA (short-time spectral analysis) conversion, becomes a spectrogram with 63 time steps and 1024 bins. Although the spectrogram described in section 3.1 is computed with FFT, STSA is actually implemented in network architecture [6]. The spectrogram is the first layer (63 × 1024 × 1) in Fig. 2. The numbers of filters in subsequent layers are 64, 128, or 256, given in the figure. The kernel sizes and max pooling sizes are 3×2 in the first layer, 1×2 in the next seven layers, and then 2×3 in the ninth layer. The final two layers are 1×1 layer and the fully connected output layer with softmax activation function. Note that both network models in Fig. 1 and Fig. 2 have the same number of processing layers.

![Fig. 2. The SCNN-11 structure](image)
In the experiments, the number of layers is a variable from 11 to 36. To be complete, we also provide the structure of an 18-layer network model, as shown in Fig. 3. In the figure, a thick-line box indicates the use of max pooling layer, whereas a thin line box does not have the max pooling layer. Because this network has a similar notation as that in Fig. 2, a detailed explanation is omitted here for brevity.

As described in [6], a conventional Capsule net does not have good performance in vocal detection problems. After some literature search, we think that the unsatisfactory performance is likely because the network is not deep enough. Since it is not obvious how to concatenate many primary or digital capsule layers, therefore the only reasonable choice is to use multiple convolutional layers. Consequently, we use 17 convolutional layers in conjunction with capsule layers, as shown in Fig. 4. In the network, the box of “CapsNet SCNN” is the multi-layer convolutional sub-network, as shown in Fig. 5. Please note that Fig. 5 is identical to Fig. 3 except the last two layers. In the following, this network is called CCaNN.
To understand if an ultra-deep network has its advantage, we also adopt the ResNet50 to replace the SCNN for classification. The ResNet50 is a built-in software module in Keras [29], therefore we use it without modification. The structure of the used ResNet50 is shown in Fig. 6.
Fig. 6. ResNet50 structure
3.3 Network Models Used in Ensemble Learning

It is known that ensemble learning can effectively improve the accuracy over a single classifier. In the present case, there are three possible ensemble learning strategies: voting, post classifier, and fusion [6]. Previously we have shown that voting is better than fusion [6]. However, in our previous study we had some difficulties to train the network after fusion. Therefore, we plan to compare the performance between voting and fusion strategies again.

Voting is a simple but powerful approach. If we have multiple classifiers available, we may use a majority vote to obtain the final decision. For example, as shown in Fig. 7, there are three classifiers used in the detection problem. Because two out of three classifiers have a decision of “vocal,” the voted result is “vocal.”

![Fig. 7. Voting with multiple classifiers](image)

Another type of ensemble learning is fusion. In this strategy, convolutional layers of multiple models are concatenated with a decision sub-network. Fig. 8 shows an example of such a strategy. In the figure, Models 1 to 3 contain only the convolutional sub-network, such as the one in Fig. 5. The outputs of all three sub-networks, through the concatenation layer and fully-connected (dense) layers, together determine the final decision. Conceptually, this strategy should be better because there is higher flexibility in the fully-connected layers. However, the downside of this strategy is the huge amount of weights to be trained.

![Fig. 8. Fusion of multiple classifiers](image)

4. Experiments and Results

4.1 Experimental Settings and Conducted Experiments

In the experiments, we use two datasets to assess the accuracy. Each audio clip in either dataset has duration of 2 seconds. The first dataset is from Jamendo [30] that contains 93 soundtracks.
We then partition the soundtracks into audio clips. Overall, there are 8,480 vocal and 7,868 non-vocal clips in the training set, and 1,487 vocal and 1,499 non-vocal clips in the test set. The second dataset contains audio clips from the FMA (free music archive) website [31], with hand-made exception and labeling. During the construction of the FMA dataset, we intentionally excerpt only one audio clip from one soundtrack. The FMA dataset contains 4,783 vocal and 7,451 non-vocal clips in the training set, and 1,660 vocal and 2,485 non-vocal clips in the test set [32].

The simulation programs are developed under the Keras library [29] and the Tensorflow [33] framework. To speed up the computation, GPUs (graphic processing unit) are used during training. To ensure good training results, we use ADADELTA [34] as the optimizer and dropout regularization [35]. The probability for dropout is set to 0.5. The training epoch for each trial is 200. Unless otherwise specified, the reported accuracy is an average of 10 trials.

When conducting the experiments, we use one training set (either Jamendo or FMA) to test both test sets. To save space, unless otherwise specified, we only report the accuracy of both test sets with the Jamendo training set. Note that in a typical situation, we divide the entire dataset into training, validation, and test sets. In our case, because we do not use a validation set, we use both test sets to validate the claim. If both agree, the claim is valid. For example, if SCNN is better than SampleCNN in both test sets, we claim that SCNN is better. In a sense, it is similar to that we use the first test set as the validation set and the second one as the true test set. However, our test approach is more difficult because the second test set is from a different data source. Therefore, our test approach can better assess the generalization capability.

The conducted experiments include the followings. Experiment one compares the performance between a conventional feature-classifier model and an end-to-end model (section 4.2). The second experiment studies the accuracy against the number of convolutional layers (section 4.3). The next experiment determines which time-frequency representation is better (section 4.4). It is followed by experiment four to compare the performance between SCNN, CCaNN, and ResNet50 (section 4.5). The final two experiments are related to ensemble learning. Experiment five is used to determine a cost-effective way to perform ensemble learning (section 4.6), and experiment six compares the relative accuracy between using homogeneous and heterogeneous classifiers (section 4.7). Finally, we compare the achieved performance with that of previous models (section 4.8).

4.2 Comparison between End-to-end and Feature-classifier Approaches

The first experiment is to compare the relative accuracy between an end-to-end model and a traditional feature-classifier model. In this experiment, the end-to-end network is the SampleCNN given in Fig. 1 and the feature-classifier is the SCNN-11, given in Fig. 2. The experimental results are listed in Table 1. In the table, SCNN-4 is the network model we used in [6]. It is also an SCNN model, but with only four convolutional layers. It is clear that the feature-classifier model still outperforms the end-to-end model for the same depth. In addition, this experiment also shows that a deeper network SCNN-11 has higher accuracy than a less-deep one, SCNN-4.

| Test set | SampleCNN | SCNN-11 | SCNN-4 [6] |
|----------|-----------|---------|------------|
| Jamendo  | 86.46%    | 92.22%  | 91.80%     |
| FMA      | 77.83%    | 82.32%  | 81.69%     |
4.3 Accuracy with Different Layer Depth

The second experiment is to determine a suitable number of convolutional layers. Although a deeper network may perform better, unfortunately degradation problem may occur if the network is overly deep [12]. Therefore, we need to experimentally determine a suitable number of layers. In this experiment, the number of convolutional layers is varied from 11 to 36. The experimental results are given in Fig. 9 and Fig. 10 for both test sets. The results show that an 18-layer network is better.

Fig. 9. Jamendo test accuracy against number of layers

Fig. 10. FMA test accuracy against number of layers
4.4 Accuracy with Different Features

Given that a CNN with 18 layers is better, the next question to ask is which particular time-frequency representation is better than others. Other than spectrogram, the examined features include MFCC, constant-Q, cepstrum, or IIRT. We call these models as MCNN, QCNN, CCNN, and ICNN, respectively. This experiment is based on the network model of Fig. 3 with necessary adjustment of kernel and pooling sizes to fit different sizes of feature planes. To save space, the detailed network parameters are omitted here. The experimental results are given in Fig. 11. The results show that a spectrogram is indeed a better choice. Also note that the MFCC feature is the second best, better than the CQT and IIRT features. This experiment, in a sense, also explains the reason that MFCC is widely used in speech applications. It is also noted that the cepstrum features have relative poor accuracy. When carefully examining the cepstrum features, we found that the logarithm operation produces some extremely large coefficients when a short pulse (silence) is present in the audio clip. This situation partially leads to low accuracy.

![Accuracy with different features](image)

**Fig. 11.** Accuracy with different features

4.5 Accuracy with Different Classifier Structure

We compare the performance of various network structures in this section. The network structures under comparison are SCNN-18, CCaNN, and RestNet50. The SCNN-18 model is in Fig. 3, the CCaNN is in Fig. 4, and the ResNet50 is in Fig. 6. Fig. 12 shows the experimental results, which indicate that a conventional CNN is still better than a modified capsule net. In addition, the performance of ResNet50 is not as good as expected. It is partly because the ResNet50 is optimized for a square-like input plane. Unfortunately, the incoming spectrogram is a thin and long rectangle. Judging from this point, we conclude that the design of network structure strongly affects the performance, even more important than the depth of the network.
Previously we reported that using ensemble learning can effectively improve the accuracy [6]. Conceptually, as the number of classifiers increases, the accuracy should increase. However, with the increase of classifiers, the computational burden to train and test multiple classifiers becomes a serious problem. Therefore, we intend to find a good trade-off between accuracy and required computation. To this end, we use the SCNN-18 structure with different initial weights for voting or fusion. The experimental results are given in Fig. 13 and Fig. 14. From the figures, we have the following observations.

- Fusion is not as good as voting. It is likely due to the large amount of weights to be trained. Therefore, it is more difficult to train the fusion network.
- Although the accuracy improves along with the number of classifiers, the improvement from 7 to 9 is marginal in Jamendo test set, and the accuracy actually decreases in the FMA test set.

Therefore, it seems safe to conclude that using fusion is not an effective ensemble learning method. For voting, using 7 classifiers are sufficient for both test sets.
4.7 Homogeneous vs Heterogeneous Classifiers in Ensemble Learning

In this experiment, we compare the accuracy improvement with voting between using homogeneous and heterogeneous classifiers. Homogeneous classifiers are voting from five SCNN-18 classifiers with different initial weights, as given in section 4.6. Heterogeneous classifiers include SCNN, MCNN, QCNN, CCNN, ICNN, and CCaNN. In this experiment, the heterogeneous classifiers are divided into three groups.

- Group one: SCNN, MCNN, and QCNN.
- Group two: SCNN, MCNN, QCNN, ICNN, and CCNN.
- Group three: SCNN, MCNN, QCNN, ICNN, and CCaNN.
Note that CCNN(cepstrum-CNN) in group two is replaced with CCaNN in group three because CCNN has lower detection accuracy.

The experimental results are given in Fig. 15. Then, we have the following observations.

- Voting with five heterogeneous classifiers (group 3) is better than with three classifiers (group 1) if no voting member has much lower accuracy.
- Voting with heterogeneous classifiers may not outperform voting with homogeneous classifiers. Homogeneous classifiers perform better if the test samples are from the same source as the training samples, although heterogeneous classifiers seem to have better generalization capability.

With the above observations and results in section 4.6, we recommend using seven homogeneous classifiers with voting. With this arrangement, programmers can reuse their programs without additional coding efforts. Thus, it becomes an easy task to trade a longer training time for higher accuracy.

Fig. 15. Accuracy with heterogeneous voting

4.8 Comparison with Existing Results

As we mentioned in the introduction, our vocal detection problem is slightly different from the conventional one. Therefore, it is not so easy to have a fair comparison with other researcher’s results. We previously followed the structure of [10] with some adjustments and published our results in [6]. Though not precise, we still use the results, denoted as MCNN-4, in our comparison here. Another target, SCNN-4, is the network model which we also used in [6]. The accuracy of the proposed model versus previous models is given in Table 2. In the table, SCNN trained with the Jamendo training set is used to test Jamendo and FMA test sets, and the same procedure for the FMA training set. The results show that the proposed approach improves the detection accuracy by about 2.3% in Jamendo dataset when compared with SCNN-4. This amount of improvement is significant because the accuracy of SCNN-4 is almost 92%. Thus, even 1% of improvement is difficult.
Table 2. Accuracy comparison between the current version and previous version

| Training | Test   | SCNN-18 | SCNN-4 [6] | MCNN-4 [6] |
|----------|--------|---------|------------|------------|
| Jamendo  | Jamendo| 94.07%  | 91.80%     | 88.20%     |
| FMA      |        | 82.66%  | 81.69%     | 76.48%     |
| FMA      | Jamendo| 92.54%  | 89.62%     | 85.72%     |
|          | FMA    | 89.82%  | 88.20%     | 83.70%     |

When ensemble learning is used, we compare the accuracy of voting with SCNN-18 and that of the previous results [6]. Previously, we used five heterogeneous classifiers to vote, denoted as H-5. To have a fair comparison, we also choose to use 5 SCNN-18 to vote. Table 3 shows the results. In the table, models trained with Jamendo training set is used to test only Jamendo test set, and the same for the FMA dataset. The results show that the performance improvement is between 0.8% and 2.3%. Again, the results show that it is not easy to have large improvement for a dataset with high accuracy.

Table 3. Comparison of accuracy with voting for various methods

| Dataset       | 5 SCNN-18 | H-5 [6] |
|---------------|-----------|---------|
| Jamendo train/test | 94.98%    | 94.2%   |
| FMA train/test   | 90.96%    | 88.6%   |

4.9 Limitations of the Proposed Approach

- The input audio must have sufficient duration, say 1.6 s. For some applications, we prefer to detect the presence of vocal signal with very short duration, such as 100 ms. In that case, the proposed approach is not able to deal with.
- When ensemble learning is used, we suggest using multiple identical network models with different initial weights. This approach can achieve good performance if the training and test datasets have similar distributions. If the distributions of the training and test datasets are somewhat different, the proposed approach may not provide sufficient generalization. This situation is also shown in Fig. 15. Thus, the proposed ensemble approach works best if the training samples are uniformly drawn from the entire data set to be examined.

5. Conclusion

In this paper, we present our experimental results toward higher accuracy for vocal detection problem. The experimental results show that using a spectrogram as features to an 18-layer CNN still has higher accuracy than other models, including a state-of-the-art, end-to-end model. When compared with our previous work, we have an improvement of almost 2.3%. In terms of ensemble learning, surprisingly a simple majority vote is better than fusion. Furthermore, in contrast to common belief, our simulation results show that it is inconclusive whether using heterogeneous classifiers could outperform the homogeneous ones in voting.

Thus, we suggest using seven homogeneous classifiers in voting if computational burden is affordable. Doing so, we can further boost the accuracy by 1.1%. As the Jamendo dataset already has accuracy of more than 90%, an improvement of 1% or 2% is difficult and valuable.
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