THE ELECTROSTATIC BORN–INFELD EQUATIONS WITH INTEGRABLE CHARGE DENSITIES
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ABSTRACT. We study the minimizer of the electrostatic Born–Infeld energy
\[ \int_{\mathbb{R}^n} 1 - \sqrt{1 - |Du|^2} \, dx - \int_{\mathbb{R}^n} \rho u \, dx, \]
which vanishes at infinity. We show that the minimizer \( u \) is strictly spacelike and it is a weak solution to
\[ -\text{div}\left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = \rho, \]
provided that \( \rho \) is in the dual space of the solution space and \( \rho \in L^p(\mathbb{R}^n) \), for some \( p > n \geq 3 \). Moreover, we have \( u \in C^{1,\alpha}(\mathbb{R}^n) \) for some \( \alpha \in (0, 1) \).
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1. INTRODUCTION

The Lorentz–Minkowski space \( \mathbb{L}^{n+1} \), \( n \geq 2 \), studied in the theory of special relativity, is the space \( \mathbb{R}^{n+1} \) equipped with the non-degenerate bilinear form \( \langle \cdot, \cdot \rangle_{\mathbb{L}^{n+1}} \) defined by
\[ \langle (x, t), (y, s) \rangle_{\mathbb{L}^{n+1}} := \langle x, y \rangle_{\mathbb{R}^n} - ts, \quad \text{for all } t, s \in \mathbb{R} \text{ and } x, y \in \mathbb{R}^n, \]
where \( \langle \cdot, \cdot \rangle_{\mathbb{R}^n} \) is the usual Euclidean inner product in \( \mathbb{R}^n \). Let \( \Omega \subset \mathbb{R}^n \) be a domain and let \( u : \Omega \to \mathbb{R} \) be a continuously differentiable function. The graph \( M := \{(x, u(x)) \in \mathbb{L}^{n+1} : x \in \Omega\} \) of \( u \) is a hypersurface in \( \mathbb{L}^{n+1} \). The tangent space of \( M \) at \( p \in M \) is denoted by \( T_pM \) and can be identified with the subspace
\[ T_pM = \{ (x, \langle Du(p), x \rangle) : (x, y) \in \mathbb{L}^{n+1}, x \in \mathbb{R}^n \}. \]
The bilinear form \( \langle \cdot, \cdot \rangle_{\mathbb{L}^{n+1}} \) induces a bilinear form \( \langle \cdot, \cdot \rangle_M \) on the tangent space \( T_pM \) through the inclusion \( T_pM \subset \mathbb{L}^{n+1} \), namely
\[ \langle X, Y \rangle_M := \langle X, Y \rangle_{\mathbb{L}^{n+1}}, \quad \text{for all } X, Y \in T_pM. \]

The induced bilinear form defines a Riemannian metric on \( M \) if and only if \( |Du| < 1 \) in \( \Omega \). We use the following terminology introduced in [1].

i) A function \( u \in C^1(\Omega) \) is strictly spacelike if \( |Du| < 1 \) in \( \mathbb{R}^n \);

ii) A function \( u : \Omega \to \mathbb{R} \) is spacelike if \( |u(x) - u(y)| < |x - y| \), for all points \( x, y \in \Omega \) such that \( x \neq y \) and that the line segment \( [x, y] \) connecting \( x \) and \( y \) is contained in \( \Omega \);

iii) A function \( u \in W^{1,\infty}_{loc}(\Omega) \) is weakly spacelike if \( |Du| \leq 1 \) a.e. in \( \Omega \).
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Since the graph of any strictly spacelike function equipped with the induced metric is a Riemannian hypersurface, its area with respect to the Riemannian metric is well-defined and is given by

\[
\int_{\Omega} \sqrt{1 - |Du|^2} \, dx.
\]  

(1.1)

Suppose \( \Omega \subset \mathbb{R}^n \) is a bounded domain. One is immediately led to the natural problem of finding the area maximizing strictly spacelike hypersurface with given boundary data \( \varphi : \partial \Omega \to \mathbb{R} \). This problem is analogous to the classical Plateau problem in the Euclidean space. Note that the area functional (1.1) is well-defined even for weakly spacelike hypersurfaces. When considering variational problems involving the area functional (1.1), it is convenient to work with the family of weakly spacelike functions due to its obvious compactness properties. Indeed, it is not difficult to prove that there exists a unique function \( u : \Omega \to \mathbb{R} \) maximizing the area functional (1.1) amongst the admissible class

\[
A := \{ v \in W^{1,\infty}_{\text{loc}}(\Omega) : v \text{ weakly spacelike and } v = \varphi \text{ on } \partial \Omega \},
\]  

(1.2)

if it is non-empty. The boundary values should be understood in the following sense: we say that \( v = \varphi \) on \( \partial \Omega \) if

\[
\lim_{{x \to x_0}} v(x) = \varphi(x_0),
\]

for any \( x_0 \in \partial \Omega \) and any open line segment \( L \subset \Omega \) with endpoint \( x_0 \). The maximizer \( u \) is a priori only weakly spacelike but it was proved in [1] that \( u \) is strictly spacelike provided that there exists at least one spacelike function \( v \) such that \( v = \varphi \) on \( \partial \Omega \). Moreover, the maximizer \( u \) is a weak solution of the maximal surface equation

\[
\text{div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = 0.
\]  

(1.3)

The left hand side of (1.3) is the Lorentz mean curvature of the graph of \( u \). Hypersurfaces with zero Lorentz mean curvature are called maximal surfaces. It was proved in [8] \((n \leq 4)\) and [9] \((n > 4)\) that maximal surfaces have the Bernstein property, that is, entire maximal surfaces are affine.

Let us consider the problem of prescribed Lorentz mean curvature. Let \( H : \Omega \to \mathbb{R} \) be a bounded and measurable function. Define the variational integral

\[
I_H(u) := \int_{\Omega} \sqrt{1 - |Du|^2} \, dx - \int_{\Omega} Hu \, dx.
\]  

(1.4)

By the direct method in calculus of variations, there exists a unique function \( u \in A \) that maximizes (1.4) amongst the family \( A \) (see [1] Section 1 for details). It is not clear that the maximizer should be strictly spacelike or satisfy any differential equation. In [1] Bartnik and Simon studied the Lorentz mean curvature equation and proved in particular the following result which gives a somewhat complete picture of the regularity problem in the case of bounded mean curvature.

**Theorem 1.1.** ([1] Corollary 4.2.) Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain and let \( H : \Omega \to \mathbb{R} \) be a bounded and measurable function. Suppose that \( \varphi : \partial \Omega \to \mathbb{R} \) has a weakly spacelike extension to \( \Omega \). The unique maximizer \( u \) of (1.4) amongst the class (1.2) is strictly spacelike in \( \Omega \setminus K \), where

\[
K := \bigcup \{ [x, y] : x, y \in \partial \Omega, (x, y) \subset \Omega, |\varphi(x) - \varphi(y)| = |x - y| \}.
\]
Moreover, the maximizer $u$ satisfies the prescribed Lorentz mean curvature equation

$$\text{div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = H, \quad \text{in } \Omega \setminus K,$$  \hspace{1cm} (1.5)

in the weak sense.

We will briefly describe the proof of Theorem 1.1. Let us start by explaining the structure of the singular set $E$. One essential tool in proving the regularity of the maximizer is the "anti-peeling" lemma, see [1, Theorem 3.2]. Suppose there exists a line segment $[x, y] \subset \Omega$ such that the maximizer $u$ is lightlike on $[x, y]$, that is

$$u(x + t(y - x)) = u(x) + t|y - x|,$$

for all $t \in (0, 1)$. Then $[x, y]$ can be extended into a line segment $[\bar{x}, \bar{y}]$ between two boundary points $\bar{x}, \bar{y} \in \partial\Omega$ such that $u$ is lightlike on $[\bar{x}, \bar{y}]$. It follows immediately from the "anti-peeling" lemma that the maximizer is spacelike in $\Omega \setminus E$. The proof of the "anti-peeling" lemma is based on a barrier construction using the comparison principle ([1, Lemma 1.2]) and the barrier functions given by

$$w_{a,\Lambda}(x) = \int_0^{[x]} \frac{a - \frac{\Lambda}{n} t^n}{2(n-1) + (a - \frac{\Lambda}{n})^2} \, dt,$$  \hspace{1cm} (1.6)

for $a \geq 0$ and $\Lambda \geq 0$. The radially symmetric function $w_{a,\Lambda}$ is strictly spacelike in $\mathbb{R}^n \setminus \{0\}$ and has a conelike singularity at the origin. It satisfies

$$\text{div} \left( \frac{Dw_{a,\Lambda}}{\sqrt{1 - | Dw_{a,\Lambda}|^2}} \right) = -\Lambda + n \omega_n a \delta_0,$$

where $\omega_n$ is the volume of the unit ball in $\mathbb{R}^n$ and $\delta_0$ is the Dirac mass at the origin. Moreover, for fixed $\Lambda \geq 0$ the functions $w_{a,\Lambda}$ converge uniformly on compact sets to the cone $x \mapsto [x]$ as $a \to \infty$.

One proves that for smooth mean curvature data $H$ and smooth, strictly spacelike boundary data $\phi$ there exists a smooth strictly spacelike solution $u$ of the Dirichlet problem

$$\begin{cases}
\text{div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = H & \text{in } \Omega; \\
u = \phi & \text{on } \partial\Omega.
\end{cases}$$  \hspace{1cm} (1.7)

The proof is based on a priori gradient estimate and Leray–Schauder fixed point theorem. For the proof of the a priori gradient estimate, consider the quantity

$$\nu = \frac{1}{\sqrt{1 - |Du|^2}}.$$  \hspace{1cm} (1.8)

Using the barrier functions defined in (1.6) it is possible to prove a boundary estimate for the quantity $\nu$ (see [1, Corollary 3.4]). Note that the construction depends on the boundary data $\phi$.

The boundary estimate can then be extended to a global estimate. Indeed, by linearizing the equation (1.7) it can be proven that $\nu$ satisfies

$$\text{div} \left( A D\nu \right) \geq \langle DH, Du \rangle,$$  \hspace{1cm} (1.9)

for a certain coefficient matrix function $A$. The ratio of the biggest and the smallest eigenvalue of $A$ is controlled by $\nu^2$. Using the equation (1.9), it is possible to derive a Caccioppoli type inequality for
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The classical Maxwell’s equations lead to the unsatisfying conclusion that the energy of the electro-magnetic field generated by a point charge is infinite. To remedy this problem Born ([4],[5]) and Born and Infeld ([6],[7]) proposed a new non-linear electrodynamical model. In the classical Maxwell’s theory the electromagnetic Lagrangian

\[ v. \]

\[ \text{The Cacciapollity inequality is combined with Sobolev inequality to prove self-improvement} \]

\[ \text{estimate which can be iterated and combined with an} \ L^2 \text{-estimate to derive a global bound for} \ v \] (see [1] Theorem 3.5)).

Once the a priori estimate on the gradient of the solution is established, the equation (1.7) essentially reduces to a uniformly elliptic equation. The regularity theory of uniformly elliptic equations is well-known. A fixed point argument using Leray-Schauder fixed point theorem proves the existence of a strictly spacelike smooth solution $u$ of the Dirichlet problem (1.7) with smooth data (see [1] Theorem 3.6)).

The smooth and strictly spacelike solutions of (1.7) also satisfy the following a priori derivative estimate (see [1] Lemma 2.1]). Let $x_0 \in \Omega$. Then there exists $\gamma = \gamma(n) \in (0, \frac{1}{n})$ and $C = C(n) > 0$ such that we have

\[ R^{-n} \int_{B(x_0, R)} v^{-(\gamma+1)} \, dx + R^{2-n} \int_{B(x_0, R)} |D^2 u|^2 \, dx \leq C \exp \left( 1 + R^2 \|H\|_\infty \right) v(x_0)^{-\gamma}, \quad (1.10) \]

for all $R < \frac{1}{4} R_0$, where

\[ R_0 = \sup \{ R > 0 : B(x_0, R) \subset \Omega, (|x - x_0|^2 - |u(x) - u(x_0)|^2)^\frac{1}{2} \leq R \ \forall x \in B(x_0, R) \} \]

Another important consequence of the "anti-peeling" lemma is that the uniformly converging sequence $(u_k)^\infty_{k=1}$ of spacelike functions, with uniformly bounded Lorentz mean curvature, whose limit is spacelike, is "uniformly coarsely spacelike". Namely, for any $r > 0$ there exists $\theta > 0$ such that

\[ \sup_{x,y \in \Omega, |x-y| > r} \frac{|u_k(x) - u_k(y)|}{|x-y|} \leq 1 - \theta, \]

for all $k \in \mathbb{N}$ (see [1] Theorem 3.3)).

By a standard approximation argument the maximizer $u$ can be approximated locally in $\Omega \setminus K$ by smooth strictly spacelike functions $u_k$, $k \in \mathbb{N}$, with uniformly bounded Lorentz mean curvature. Since the maximizer is spacelike the approximating functions are "uniformly coarsely spacelike". Thus the estimate (1.10) holds for all approximating functions $u_k$, $k \in \mathbb{N}$, with the same $R_0 > 0$. It follows from (1.10) that if $|Du_k|$ is close to 1 at a point then the same holds in a small neighbourhood of the point. The proof proceeds to show that the $|Du_k|$ is locally uniformly bounded away from 1. Indeed, if that is not the case, then the derivative estimate (1.10) shows that the maximizer $u$ must

be affine with slope 1 in some small ball. This is not possible, since it was already concluded that $u$ is spacelike in $\Omega \setminus K$. This provides a derivative bound for the minimizer $u$. The regularity of $u$ follows immediately by standard methods for uniformly elliptic quasilinear equations.

\[ \text{The prescribed mean curvature equation discussed above appears also in a different context in} \] physics. In the rest of the paper we assume $n \geq 3$. The classical Maxwell’s equations lead to the unsatisfying conclusion that the energy of the electro-magnetic field generated by a point charge is infinite. To remedy this problem Born ([4],[5]) and Born and Infeld ([6],[7]) proposed a new non-linear electrodynamical model. In the classical Maxwell’s theory the electromagnetic Lagrangian
is given by

\[ L_M := \frac{1}{2}(|E|^2 - |B|^2), \]

where \( B : \mathbb{L}^{3+1} \to \mathbb{R}^3 \) is the magnetic field and \( E : \mathbb{L}^{3+1} \to \mathbb{R}^3 \) is the electric field. Born and Infeld proposed that \( L_M \) be replaced by the Lagrangian

\[ L_{BI} := b^2 \left( 1 - \sqrt{1 + \frac{1}{b^2}(|B|^2 - |E|^2)} - \frac{1}{b^4} \langle B, E \rangle^2 \right), \]

where \( b > 0 \) is the absolute field constant. Let us consider the electrostatic case, that is, assume \( B \equiv 0 \) and \( E \) independent of the time variable. By Faraday’s law, there exists an electrostatic potential \( \phi \) such that \( E = \nabla \phi \), and the Lagrangian \( L_{BI} \) reduces to \( b^2(1 - \sqrt{1 - |\nabla \phi|^2 / b^2}) \). Given a charge distribution \( \rho \) the electrostatic potential \( \phi \) therefore minimizes the energy

\[ \int_{\mathbb{R}^n} b^2 \left( 1 - \sqrt{1 - \frac{|\nabla \phi|^2}{b^2}} \right) dx - \int_{\mathbb{R}^n} \rho \phi, \]

which is essentially the same as the variational integral (1.4) introduced in the prescribed Lorentz mean curvature problem. We refer to [7] and the introduction of [2] for more thorough discussion on the physics of the problem.

We follow the mathematical formulation of the problem given in [2]. Define the family

\[ \mathcal{X} := \{ \varphi \in D_{0,2}^{1,2}(\mathbb{R}^n) : |D\varphi| \leq 1 \text{ a.e. in } \mathbb{R}^n \}, \]

where \( D_{0,2}^{1,2}(\mathbb{R}^n) \) is the completion of \( C_0^\infty(\Omega) \) with respect to the norm

\[ \|u\|_{D_{0,2}^{1,2}(\Omega)} := \left( \int_{\mathbb{R}^n} |Du|^2 \, dx \right)^\frac{1}{2}. \]

Let \( \rho \in \mathcal{X}^* \) be a given charge distribution in the dual of \( \mathcal{X} \). There exists a unique \( u \in \mathcal{X} \) that minimizes

\[ I_\rho(u) := \int_{\mathbb{R}^n} 1 - \sqrt{1 - |Du|^2} \, dx - \langle \rho, u \rangle \tag{1.11} \]

amongst \( \mathcal{X} \) (see [2] Proposition 2.3)). If the minimizer \( u \) is strictly spacelike, it is easy to prove that \( u \) satisfies the equation

\[ -\text{div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = \rho \quad \text{in } \mathbb{R}^n, \tag{1.12} \]

in the weak sense. However, it is not \textit{a priori} clear that \( u \) should be strictly spacelike or satisfy (1.12). Any weak solution \( u \in \mathcal{X} \) of (1.12) is also a minimizer of (1.11).

Actually, little is known about the regularity of the minimizer in general. By Theorem 1.4 the minimizer \( u \) is strictly spacelike if \( \rho \in \mathcal{X}^* \cap L_\text{loc}^{\infty}(\mathbb{R}^n) \) (see [2] Theorem 1.5) for details). It is also known that the minimizer is a weak solution of (1.12) if \( \rho \) is radially distributed (see [2] Theorem 1.4]). A natural question, given the physical origin of the problem, is what happens when \( \rho \) is a finite linear combination of Dirac masses, i.e. \( \rho = \sum_{k=1}^N a_k \delta_{x_k} \) for some \( N \in \mathbb{N}, a_k \in \mathbb{R}, x_k \in \mathbb{R}^n \), \( k = 1, \ldots, N \). This corresponds to the electrostatic potential generated by finitely many point charges. It has been proven (see [2] Theorem 1.6)) that the minimizer is strictly spacelike in \( \mathbb{R}^n \setminus \{x_1, \ldots, x_N\} \) and satisfies (1.12), if the charges \( a_k \) are small enough or the points \( x_k \) are far enough from each other. See [2] for further discussion. In the case of a single (positive) point charge the solution is given by the function \( w_{a,0} \), defined in (1.6), where \( a \) corresponds to the
magnitude of the charge. Hence, the electrostatic potential generated by a single point charge at origin is strictly spacelike in $\mathbb{R}^n \setminus \{0\}$ and has a singularity at the origin. The regularity of the minimizer in the general case of finitely many point charges is an interesting open problem.

The following result was proven in [3], see ([3, Theorem 1.5]) and ([3, Theorem 1.6]).

**Theorem 1.2.** Let $\rho \in L^q(\mathbb{R}^n) \cap L^m(\mathbb{R}^n)$, for some $q > 2n$ and $m \in [1, 2n/(n+2)]$. Let $u \in \mathcal{X}$ be the unique minimizer of (1.11) in $\mathcal{X}$. Then $u \in W^{2,2}_{\text{loc}}(\mathbb{R}^n)$.

Moreover, there exists $c = c(n,q,m) > 0$ such that if $\|\rho\|_q + \|\rho\|_m < c$ then $u$ is strictly spacelike, $u$ is a weak solution of the equation (1.12) and $u \in C^{1,\alpha}_{\text{loc}}(\mathbb{R}^n)$ for some $\alpha = \alpha(n,m,q) \in (0,1)$.

In [3] the authors conjectured that the minimizer $u \in C^{1,\alpha}_{\text{loc}}(\mathbb{R}^n)$ for some $\alpha \in (0,1)$ if $\rho \in \mathcal{X}^s \cap L^p_{\text{loc}}(\mathbb{R}^n)$ for some $p > n$. Our main result proves the conjecture in the case $\rho \in \mathcal{X}^s \cap L^p(\mathbb{R}^n)$, $p > n$.

**Theorem 1.3.** Let $\rho \in \mathcal{X}^s \cap L^p(\mathbb{R}^n)$ for some $p > n$. Let $u \in \mathcal{X}$ be the unique minimizer of (1.11) in $\mathcal{X}$. Then there exists $\theta = \theta(n,p,\|\rho\|_{\mathcal{X}^s},\|\rho\|_p) > 0$ such that

$$\|Du\|_{\infty} \leq 1 - \theta.$$ 

Also, there exists $\alpha = \alpha(n,p,\theta) > 0$ such that $u \in C^{1,\alpha}(\mathbb{R}^n)$ and

$$\|u\|_{C^{1,\alpha}(\mathbb{R}^n)} \leq C.$$

where $C = C(n,p,\theta,\|\mu\|_{\mathcal{X}^s},\|\mu\|_p) > 0$.

The main derivative estimate in [3] (see [3, Proposition 3.1]) is based on the proof of the derivative estimate (1.10). The essential difference between the derivative estimate in [3] and (1.10) is an error term depending on the $L^q$ norm of $\rho$. To prove that the minimizer is strictly spacelike the error term is required to be small. The assumption on the smallness of the $L^m$ and $L^q$ norms of $\rho$ in Theorem 1.2 comes from this requirement.

The proof of Theorem 1.3 is based on a priori derivative bound and Leray–Schauder fixed point theorem. In Section 3 we prove a priori bound for the derivatives of smooth solutions of (1.12) in terms of the $L^p$ norm of $\rho$ (see Theorem 3.1). The proof of our a priori derivative bound is based on the ideas of [1, Theorem 3.5] and can be divided into two parts. First, we prove that the supremum of the quantity $\nu$, defined in (1.8), can be controlled locally by the $L^p$ norms of $\nu$ and $\rho$ (see Theorem 3.5). The proof is based on a Cacciappoli type inequality derived from the linearized equation. Second, we prove that the $L^p$ norm of $\nu$ can be controlled globally by the $L^p$ norm of $\rho$ (see Theorem 3.6).

In Section 4 we use Schauder fixed point theorem to prove the existence of a solution. The use of Schauder fixed point theorem is a standard method in the theory of quasilinear equations (see [10, Chapter 11]) and has been applied in the study of the Lorentz mean curvature operator in [1, Theorem 3.6]. We will make use of the classical Schauder estimates, the Calderon–Zygmund estimates for the second derivatives of uniformly elliptic non-divergence form equations and some simple decay estimates for the solutions. The use of the Calderon–Zygmund estimates and decay estimates is required to deal with the unbounded domain. See Section 2 for precise form of these classical results we are using.
2. Preliminaries and notation

**Notation.** It is convenient to introduce the following notation for the electrostatic Lagrangian. We define
\[ F(\xi) := 1 - \sqrt{1 - |\xi|^2}, \]
for all \( \xi \in \mathbb{R}^n \) such that \( |\xi| \leq 1 \). The function \( F \) is smooth and strictly convex in the open unit ball \( B(0,1) \).

Let \( 1 \leq p \leq \infty \) and let \( \Omega \subset \mathbb{R}^n \) be measurable. The space \( L^p(\Omega) \) is defined as usual and we use the following notation for the standard norm
\[ \| \cdot \|_{p,\Omega} := \| \cdot \|_{L^p(\Omega)}. \]
Furthermore, if \( \Omega = \mathbb{R}^n \) we drop it from the notation and write \( \| \cdot \|_{p,\mathbb{R}^n} = \| \cdot \|_p \).

**Uniformly elliptic divergence form equations.** We recall the standard Hölder estimates for the weak solutions of uniformly elliptic divergence form equations with measurable coefficients.

**Theorem 2.1.** ([10] Theorem 8.24.) Let \( x \in \mathbb{R}^n \) and \( R > 0 \). Denote \( B_R := B(x,R) \) and \( B_{R/2} := B(x,R/2) \). Let \( A : B_R \to \mathbb{R}^{n\times n} \) be measurable and satisfy \( A^T = A \) and \( \lambda I \leq A \leq \Lambda I \), for some \( \lambda, \Lambda > 0 \). Let \( g \in L^{p/2}(B_R) \) and let \( f \in L^p(B_R;\mathbb{R}^n) \) for some \( p > n \). Suppose \( u \in W^{1,2}(B_R) \) is a weak solution of the equation
\[ \text{div}(ADu) = g + \text{div}(f), \quad \text{in} \ B_R, \]
then
\[ [u]_{a,B_{R/2}} \leq C\left( \|u\|_{\infty,B_R} + \|g\|_{p/2,B_R} + \|f\|_{p,B_R} \right), \]
where \( C = C(n,\Lambda/\lambda, p, R) > 0 \) and \( \alpha = \alpha(n, p, \Lambda/\lambda) \in (0,1] \).

**Uniformly elliptic non-divergence form equations.** We recall some classical results for uniformly elliptic non-divergence form equations. We start with the Calderon–Zygmund estimates followed by Schauder estimates and decay estimates.

We follow [10] Chapter 9] where Calderon–Zygmund estimates are proven for uniformly elliptic non-divergence form equations with uniformly continuous coefficients on bounded domains. For the sake of completeness we present the trivial modifications that allow us to deal with the unbounded domain \( \mathbb{R}^n \). See Theorem [2.4] for the result we will use later. Consider the non-divergence form equation
\[ \langle A, D^2u \rangle = \mu \quad \text{a.e. in} \ \mathbb{R}^n, \quad (2.1) \]
where \( A : \mathbb{R}^n \to \mathbb{R}^{n\times n} \) and \( \mu : \mathbb{R}^n \to \mathbb{R} \) are measurable and \( u \in W^{2,1}_{loc}(\mathbb{R}^n) \). The coefficients \( A : \mathbb{R}^n \to \mathbb{R}^{n\times n} \) are matrix valued functions satisfying the following two assumptions
\[ \begin{cases} (A(x))^T = A(x), & \text{for a.e. } x \in \mathbb{R}^n, \\ \lambda I \leq A(x) \leq \Lambda I, & \text{for a.e. } x \in \mathbb{R}^n. \end{cases} \quad (2.2) \]
Let \( 1 < q < \infty \). We say that \( u \in D^{2,q}_0(\mathbb{R}^n) \) if there exists a sequence \( (\varphi_k)_{k=1}^{\infty} \subset C^\infty_c(\mathbb{R}^n) \) such that
\[ \|D^2u - D^2\varphi_k\|_{q} \xrightarrow{k \to \infty} 0. \quad (2.3) \]
Note in particular that \( W^{2,q}(\mathbb{R}^n) \subset D^{2,q}_0(\mathbb{R}^n) \).

For small perturbations of constant coefficients we have the following Calderon–Zygmund estimate. See the proof of [10] Theorem 9.11.
Theorem 2.2. Let $1 < q < \infty$. Suppose $u \in D_0^{2,q}(\mathbb{R}^n)$ is a solution of (2.7), where $\mu \in L^q(\mathbb{R}^n)$. There exists $\epsilon = \epsilon(n, q, \lambda) > 0$ such that if $|A - A_0| < \epsilon$ for some constant matrix $A_0$ satisfying the same assumptions as $A$, then
\[
\|D^2u\|_q \leq C\|\mu\|_q,
\]
where $C = C(n, q, \lambda) > 0$.

Proof. Suppose $|A - A_0| < \epsilon$, where $\epsilon > 0$ is chosen later. We have
\[
|\langle A_0, D^2u \rangle| = |\langle A_0 - A, D^2u \rangle + \mu| \leq \epsilon|D^2u| + |\mu|
\]
(2.4)
Hence $\langle A_0, D^2u \rangle \in L^q(\mathbb{R}^n)$. The Calderon-Zygmund estimates for equations with uniformly elliptic constant coefficients are well-known and follow from the Calderon-Zygmund estimates in [10, Theorem 9.9]. Hence by (2.4), we have
\[
\|D^2u\|_q \leq C\|\langle A_0, D^2u \rangle\|_q \leq C(\epsilon\|D^2u\|_q + |\mu|),
\]
(2.5)
where $C = C(n, q, \lambda) > 0$. The claim follows by choosing $\epsilon = (2C)^{-1}$ in (2.5).

We consider uniformly continuous coefficients that are close to constant coefficients at infinity. That is, assume that
\[
|A(x) - A(y)| \leq \omega(|x - y|), \quad \text{for every } x, y \in \mathbb{R}^n,
\]
where $\omega : [0, \infty) \to [0, \infty)$ is a continuous increasing function such that $\omega(0) = 0$. Moreover, we assume that there exists $R > 0$ and a symmetric matrix $A_0 \in \mathbb{R}^{n \times n}$, satisfying the same bounds on the eigenvalues as $A$, such that
\[
\|A - A_0\|_{\infty, \mathbb{R}^n \setminus B(0, R)} \leq \epsilon,
\]
(2.6)
where $\epsilon = \epsilon(n, q, \lambda) > 0$ is given by Theorem 2.2.

The next estimate follows from Theorem 2.2 via a cut-off argument exactly the same way as the interior estimates of [10, Theorem 9.11] since the coefficients can be treated locally and in $\mathbb{R}^n \setminus B(0, R)$ as small perturbations of constant coefficients.

Lemma 2.3. Let $1 < q < \infty$. Suppose $A$ satisfies the assumptions. Let $u \in D_0^{2,q}(\mathbb{R}^n)$ be a solution of (2.7), where $\mu \in L^q(\mathbb{R}^n)$. Then there exists $C = C(n, q, \lambda, \mu, R) > 0$ such that
\[
\|D^2u\|_q \leq C(\|u\|_{q, B(0, 2R)} + |\mu|)
\]

Next we assume $\mu \in L^q(\mathbb{R}^n) \cap L^p(\mathbb{R}^n)$ for some $1 < q < \frac{n}{2}$ and $p > n$. We have the following existence result and Calderon–Zygmund estimates. Estimate (2.7) can be derived from the interior estimates via a compactness argument similarly as in the proof of [10, Lemma 9.16]. The existence of a solution can be proven by method of continuity.

Theorem 2.4. Let $1 < q < \frac{n}{2}$ and $p > n$. Suppose $A$ satisfies the assumptions given above. If $\mu \in L^q(\mathbb{R}^n) \cap L^p(\mathbb{R}^n)$, there exists a unique solution $u \in D_0^{2,q}(\mathbb{R}^n) \cap D_0^{2,p}(\mathbb{R}^n)$ of (2.7) that satisfies
\[
\|D^2u\|_{L^q(\mathbb{R}^n)} + \|D^2u\|_{L^p(\mathbb{R}^n)} \leq C(\|\mu\|_{L^q(\mathbb{R}^n)} + |\mu|)_{L^p(\mathbb{R}^n)}),
\]
(2.7)
where $C = C(n, q, p, \lambda, \mu, R) > 0$. 
Proof. It is enough to prove (2.7). Then the existence of a solution follows by method of continuity (see [10, Theorem 5.2]) and the fact that the Newtonian potential of \( \mu \) gives the unique solution of the corresponding Poisson equation.

Assume, for the purpose of contradiction, that (2.7) does not hold. That is, there exists a sequence of coefficient matrices \((A_k)_{k=1}^\infty\) satisfying the assumptions and a sequence functions \((u_k)_{k=1}^\infty \subset D^{2,q}_0(\mathbb{R}^n) \cap D^{2,p}_0(\mathbb{R}^n)\) such that
\[
\|D^2u_k\|_{L^q(\mathbb{R}^n)} + \|D^2u_k\|_{L^p(\mathbb{R}^n)} = 1,
\]
and
\[
\|\mu_k\|_{L^q(\mathbb{R}^n)} + \|\mu_k\|_{L^p(\mathbb{R}^n)} \xrightarrow{k \to \infty} 0
\]
for all \(k \in \mathbb{N}\), where \(\mu_k := \langle A_k, D^2u_k \rangle\). By Arzela–Ascoli theorem, we may assume that \((A_k)_{k=1}^\infty\) converges locally uniformly to a coefficient matrix function \(A\) satisfying the ellipticity condition.

Note that by interpolation and Sobolev inequality it is easy to prove that \(D^{2,q}_0(\mathbb{R}^n) \cap D^{2,p}_0(\mathbb{R}^n) \subset W^{2,p}(\mathbb{R}^n)\) and
\[
\|v\|_{W^{2,p}(\mathbb{R}^n)} \leq C(\|D^2v\|_{L^q(\mathbb{R}^n)} + \|D^2v\|_{L^p(\mathbb{R}^n)}),
\]
for all \(v \in D^{2,q}_0(\mathbb{R}^n) \cap D^{2,p}_0(\mathbb{R}^n)\), where \(C = C(n, q, p) > 0\). By weak compactness of bounded sets in \(W^{2,p}(\mathbb{R}^n)\) and Rellich–Kondrachov compactness theorem (see [10, Theorem 7.26]), by moving to a subsequence, we may assume that \((u_k)_{k=1}^\infty\) converges to \(u \in W^{2,p}(\mathbb{R}^n)\) weakly in \(W^{2,p}(\mathbb{R}^n)\) and strongly in \(L^p(B(0, 2R))\). By (2.9), we have
\[
\langle A, D^2u \rangle = 0 \quad \text{a.e. in } \mathbb{R}^n.
\]

By Morrey’s theorem \(u\) is continuous and \(u(x) \to 0\), as \(|x| \to 0\). Since \(p > n\), Alexandrov maximum principle (see [10, Theorem 9.1]) implies that \(u \equiv 0\). Since \((u_k)_{k=1}^\infty\) converges strongly in \(L^p(B(0, 2R))\), we have
\[
\|u_k\|_{p, B(0, 2R)} \xrightarrow{k \to \infty} 0.
\]
By Lemma 2.3, (2.9) and (2.10), we have
\[
\|D^2u_k\|_{L^q(\mathbb{R}^n)} + \|D^2u_k\|_{L^p(\mathbb{R}^n)} \xrightarrow{k \to \infty} 0.
\]
This is a contradiction with (2.8) and the claim follows.

Next we recall the Schauder estimates. We study non-divergence form equation (2.1) with uniformly elliptic coefficients \(A\) satisfying (2.2). We have the following theorem.

**Theorem 2.5.** Let \(x \in \mathbb{R}^n\) and \(R > 0\). Denote \(B_R := B(x, R)\) and \(B_{R/2} := B(x, R/2)\). Let \(\varphi \in C(\partial B_R)\). If \(A \in C^{0,\alpha}(B_R)\) and \(\mu \in C^{0,\alpha}(B_R)\) then the equation
\[
\begin{cases}
\langle A, D^2u \rangle = \mu, & \text{in } B_R, \\
u = \varphi & \text{on } \partial B_R
\end{cases}
\]
has a unique solution \(u \in C^{2,\alpha}_{\text{loc}}(B_R) \cap C(\bar{B}_R)\). Moreover, the solution \(u\) satisfies the estimate
\[
\|u\|_{C^{2,\alpha}(B_{R/2})} \leq C(\|u\|_{\infty, B_R} + \|\mu\|_{C^{0,\alpha}(B_R)}),
\]
where \(C = C(n, \alpha, \lambda, \Lambda, \|A\|_{C^{0,\alpha}(B_R)}), R > 0\).
Theorem 2.5 as stated here, is a combination of the existence theorem [10, Lemma 6.10] for the Dirichlet problem with continuous boundary data and the interior Schauder estimates [10, Theorem 6.2].

Finally, since we are dealing with the unbounded domain \( \mathbb{R}^n \) we will need some control over the decay of solutions at infinity. For this purpose we have the following elementary lemma.

**Lemma 2.6.** Let \( u \in C^2(\mathbb{R}^n \setminus B(0, R)) \) for some \( R > 0 \) and suppose that \( u \) is bounded and \( u(x) \to 0 \) as \( |x| \to \infty \). Suppose that

\[
\langle A, D^2u \rangle = 0, \quad \text{in } \mathbb{R}^n \setminus B(0, R)
\]

where \( A \) is a symmetric matrix-valued function such that \( \lambda I \leq A \leq \Lambda I \) for some \( \lambda, \Lambda > 0 \). If \( \alpha := \frac{1}{\Lambda}(n-1) - 1 > 0 \) then there exists \( C > 0 \) depending only on \( \alpha, R \) and \( \sup_{\partial B_R} |u| \) such that

\[
|u(x)| \leq C|x|^{-\alpha}.
\]

**Proof.** Define

\[
\varphi(x) = C|x|^{-\alpha},
\]

where \( C > 0 \) is chosen large enough so that

\[
|u(x)| \leq \varphi(x),
\]

for all \( x \in \partial B(0, R) \). We note that \( D^2 \varphi(x) \) has eigenvalues

\[
-C\alpha|x|^{-\alpha-2} \quad \text{and} \quad \alpha(\alpha+1)|x|^{-\alpha-2}
\]

with multiplicities \( n-1 \) and 1, respectively. Thus we have

\[
\langle A, D^2 \varphi \rangle \leq C\alpha(\alpha+1) - \lambda(n-1))|x|^{-\alpha-2} \leq 0.
\]

By (2.13) we have

\[
u - \varphi \leq 0
\]

on \( \partial B(0, R) \) and by assumption we have \( (u - \varphi)(x) \to 0 \) as \( |x| \to \infty \). By (2.11), (2.14) and the maximum principle \( u - \varphi \) cannot have interior maximum. Hence we have

\[
u - \varphi \leq 0,
\]

in \( \mathbb{R}^n \setminus B(0, R) \). Similarly, applying maximum principle to \(-u - \varphi\) gives

\[
-u - \varphi \leq 0,
\]

in \( \mathbb{R}^n \setminus B(0, R) \). Combining (2.15) and (2.16) gives the claimed estimate (2.12).

**Schauder fixed point theorem.** One of our main tools is the classical Schauder fixed point theorem.

**Theorem 2.7.** ([10, Corollary 11.2]) Let \( D \) be a closed convex set in a Banach space \( X \). Let \( T : D \to D \) be a continuous mapping such that \( T(D) \) is precompact. Then \( T \) has a fixed point.
3. A priori DERIVATIVE ESTIMATE

In this section we derive a priori estimates for classical solutions of the equation \((1.12)\). Our main result is the following new derivative estimate. Although our notation is different, the proof is based on the proof of the derivative estimate \([1, \text{ Theorem 3.5}]\) for bounded data. We show that the method extends to data in \(L^p(\mathbb{R}^n), p > n\).

**Theorem 3.1.** Let \(p > n\) and let \(\rho \in \mathcal{X}^a \cap L^p(\mathbb{R}^n)\) be continuously differentiable. Suppose \(u \in D_0^{1,2}(\mathbb{R}^n) \cap C^2(\mathbb{R}^n), |Du| < 1 \text{ in } \mathbb{R}^n\), and \(u\) is a classical solution of \((1.12)\). Then we have

\[
\|Du\|_\infty \leq 1 - \theta,
\]

where \(\theta = \theta(n, p, \|\rho\|_{\mathcal{X}^a}, \|\rho\|_p) > 0\).

Throughout this section we assume that \(u \in D_0^{1,2}(\mathbb{R}^n) \cap C^2(\mathbb{R}^n)\) satisfies \(|Du| < 1 \text{ in } \mathbb{R}^n\) and \(u\) satisfies equation \((1.12)\) pointwise in \(\mathbb{R}^n\). We study the function \(v \in C^1(\mathbb{R}^n)\) defined by

\[
v := \frac{1}{\sqrt{1 - |Du|^2}}.
\]

We note that \(v \geq 1\) by definition. By assumption, we have \(Du \in L^2(\mathbb{R}^n) \cap C^{0,1}(\mathbb{R}^n)\) and it follows that \(Du(x) \to 0\), as \(|x| \to \infty\). Thus \(v\) satisfies the boundary condition \(v(x) \to 1\), as \(|x| \to \infty\). In particular, the continuous function \(v\) is bounded.

The Hölder continuity of the derivative of the solution follows from classical theory once the derivative estimate of Theorem 3.1 is established.

**Corollary 3.2.** Under the assumptions of Theorem 3.1, there exists \(\alpha = \alpha(n, p, \theta) > 0\) and \(K = K(n, p, \theta, \|\rho\|_p)\) such that

\[
\sup_{x,y \in \mathbb{R}^n} \frac{|Du(x) - Du(y)|}{|x - y|^{\alpha}} \leq K.
\]

**Proof.** As is well-known, the equation \((1.12)\) can be differentiated to obtain an equation for the partial derivatives of \(u\). Let \(\varphi \in C_c^2(\mathbb{R}^n)\) and let \(i = 1, \ldots, n\). Testing \((1.12)\) with the function \(\partial_i \varphi \in C_c^1(\mathbb{R}^n)\) and integrating by parts, we have

\[
- \int_{\mathbb{R}^n} \varphi \partial_i \rho \, dx = \int_{\mathbb{R}^n} \rho \partial_i \varphi \, dx
= \int_{\mathbb{R}^n} \langle DF(Du), D\partial_i \varphi \rangle \, dx
= \int_{\mathbb{R}^n} \langle D^2 F(Du) D\partial_i u, D\varphi \rangle \, dx.
\]

By approximation, the equation

\[
\int_{\mathbb{R}^n} \langle D^2 F(Du) D\partial_i u, D\varphi \rangle \, dx = - \int_{\mathbb{R}^n} \varphi \partial_i \rho \, dx \quad (3.1)
\]

holds for all \(\varphi \in C_c^1(\mathbb{R}^n)\). That is, the partial derivative \(\partial_i u\) is a weak solution of the equation

\[
- \text{div} \left( D^2 F(Du) D\partial_i u \right) = \partial_i \rho. \quad (3.2)
\]

Since \(D^2 F(Du) = vI + v^3 Du \otimes Du\), the ellipticity bounds

\[
v |\xi|^2 \leq \langle D^2 F(Du) \xi, \xi \rangle \leq v^3 |\xi|^2 \quad (3.3)
\]
hold for all $\xi \in \mathbb{R}^n$. By Theorem 3.1 we have $1 \leq \nu \leq \frac{1}{\sqrt{1-(1-\theta)^2}}$, where $\theta = \theta(n, p, \|\rho\|_{X^*}, \|\rho\|_{p}) > 0$. Therefore (3.3) implies that the coefficient matrix $D^2 F(D\nu)$ is uniformly elliptic in $\mathbb{R}^n$ with an ellipticity ratio depending only on $\theta$. Thus $\partial_\nu$ is a weak solution of a uniformly elliptic divergence form equation (3.2). By Theorem 2.1 we have

$$[\partial_\nu u]_{\alpha, B_1} \leq C(\|\partial_\nu u\|_{\infty} + \|\rho\|_{p}) \leq C(1 + \|\rho\|_{p}),$$

where $\alpha = \alpha(n, p, \theta) > 0$, $C = C(n, p, \theta) > 0$, and $B_1 = B(x, 1)$ for any $x \in \mathbb{R}^n$. □

Before going into the proof of Theorem 3.1 we point out two straightforward estimates. Testing equation (1.12) by the solution itself, we have an $L^2$ estimate for the derivative of the solution. See [2, Proposition 2.7] for a proof that applies to a minimizer $u \in \mathcal{X}$.

**Lemma 3.3.** Let $\rho \in \mathcal{X}^*$. Suppose $u \in D^{1,2}_0(\mathbb{R}^n) \cap C^2(\mathbb{R}^n)$, $|Du| < 1$ in $\mathbb{R}^n$, and $u$ is a classical solution of (1.12). Then we have

$$\|u\|_{D^{1,2}_0(\mathbb{R}^n)} \leq \|\rho\|_{X^*}.$$

By Morrey’s inequality, the family $\mathcal{X}$ is continuously embedded in $L^\infty(\mathbb{R}^n)$ (see [2, Lemma 2.1]) and by Lemma 3.3 we have a quantitative bound for the supremum of $|u|$ in terms of the given data $\rho$.

**Lemma 3.4.** Let $\rho \in \mathcal{X}^*$. Suppose $u \in D^{1,2}_0(\mathbb{R}^n) \cap C^2(\mathbb{R}^n)$ is a strictly spacelike classical solution of (1.12). Then we have

$$\sup_{\mathbb{R}^n} |u| \leq M,$$

where $M = M(n, \|\rho\|_{X^*}) > 0$.

Next we prove Theorem 3.1. The proof is divided into two main estimates given in Theorem 3.5 and Theorem 3.6. The first estimate gives a local supremum bound for the quantity $\nu$ in terms of the $L^p$-norms of $\nu$ and $\rho$.

**Theorem 3.5.** Let $p > n$, $x_0 \in \mathbb{R}^n$ and $R > 0$. Then

$$\sup_{B(x_0, R/2)} \nu \leq C \left[ \left( \int_{B(x_0, R)} \nu^p \, dx \right)^{\frac{n}{p(n-p)}} + R^{n-p} \left( \int_{B(x_0, R)} |\rho|^p \, dx \right)^{\frac{n}{p(n-p)}} \right] \left( \int_{B(x_0, R)} \nu^p \, dx \right)^{\frac{1}{p}},$$

where $C = C(n, p) > 0$.

**Proof.** Let $\varphi \in C^1_c(\mathbb{R}^n)$ and suppose $\varphi \geq 0$. Using (3.1), we compute that

$$\sum_{i=1}^n \int_{\mathbb{R}^n} \langle D^2 F(Du) D\partial_i u, D\varphi \rangle \, dx = \sum_{i=1}^n \int_{\mathbb{R}^n} \varphi \partial_i u \partial_i \rho \, dx$$

$$- \sum_{i=1}^n \int_{\mathbb{R}^n} \langle D^2 F(Du) D\partial_i u, D\partial_i u \rangle \varphi \, dx. \tag{3.4}$$

Since $F$ is convex, we have the estimate

$$\sum_{i=1}^n \int_{\mathbb{R}^n} \langle D^2 F(Du) D\partial_i u, D\partial_i u \rangle \varphi \, dx \geq 0. \tag{3.5}$$
Denote \( A := v^{-3} D^2 F(Du) = v^{-2} I + Du \otimes Du \) and note that \( Dv = v^{-3} \sum_{i=1}^n \partial_i Du \partial_i u \). We use (3.5) to estimate the right hand side of the equation (3.4) and derive the estimate
\[
\int_{\mathbb{R}^n} \langle ADv, D\varphi \rangle \, dx \leq \int_{\mathbb{R}^n} \langle Du, D\varphi \rangle \varphi \, dx. \tag{3.6}
\]
It is easily verified that
\[
v^{-2} |\xi|^2 \leq \langle A\xi, \xi \rangle \leq |\xi|^2. \tag{3.7}
\]
for all \( \xi \in \mathbb{R}^n \), and
\[
ADu = Du. \tag{3.8}
\]
By (3.6) and (1.12), we have
\[
\int_{\mathbb{R}^n} \langle ADv, D\varphi \rangle \, dx \leq \int_{\mathbb{R}^n} \langle Du, D\varphi \rangle \varphi \, dx
\]
\[= \int_{\mathbb{R}^n} v^{-1} \varphi^2 \, dx + \int_{\mathbb{R}^n} v^{-1} \langle Du, Dv \rangle \varphi \, dx
\]
\[= \int_{\mathbb{R}^n} v^{-1} \langle Du, D\varphi \rangle \varphi \, dx - \int_{\mathbb{R}^n} \langle Du, D\varphi \rangle \rho \, dx,
\]
for any \( \varphi \in C^1_c(\mathbb{R}^n) \) such that \( \varphi \geq 0 \). Let \( q > n \) and \( \eta \in C^2_c(\mathbb{R}^n) \). Choosing \( \varphi := \eta^2 v^{q-1} \in C^1_c(\mathbb{R}^n) \) in (3.9), we have
\[
(q - 1) \int_{\mathbb{R}^n} \eta^2 v^{q-2} \langle ADv, Dv \rangle \, dx \leq \int_{\mathbb{R}^n} \eta^2 v^{q-2} \rho^2 \, dx
\]
\[- (q - 2) \int_{\mathbb{R}^n} \eta^2 v^{q-2} \langle Du, Dv \rangle \rho \, dx
\]
\[-2 \int_{\mathbb{R}^n} \eta v^{q-1} \langle Du, D\eta \rangle \rho \, dx
\]
\[-2 \int_{\mathbb{R}^n} \eta v^{q-1} \langle ADv, D\eta \rangle \, dx. \tag{3.10}
\]
We use (3.8) and the Cauchy–Schwarz inequality with respect to the inner product \( \langle A\cdot, \cdot \rangle \) to estimate the right hand side of (3.10). We have
\[
(q - 1) \int_{\mathbb{R}^n} \eta^2 v^{q-2} \langle ADv, Dv \rangle \, dx \leq \int_{\mathbb{R}^n} \eta^2 v^{q-2} \rho^2 \, dx
\]
\[+ (q - 2) \int_{\mathbb{R}^n} \eta^2 v^{q-2} |Du| \sqrt{\langle ADv, Dv \rangle} |\rho| \, dx
\]
\[+ 2 \int_{\mathbb{R}^n} \eta |v^{q-1}| |Du| \sqrt{\langle AD\eta, D\eta \rangle} |\rho| \, dx
\]
\[+ 2 \int_{\mathbb{R}^n} \eta |v^{q-1}| \sqrt{\langle ADv, Dv \rangle} \sqrt{\langle AD\eta, D\eta \rangle} \, dx. \tag{3.11}
\]
By (3.11) and Cauchy’s inequality, we have
\[
\frac{q - 1}{2} \int_{\mathbb{R}^n} \eta^2 v^{q-2} \langle ADv, Dv \rangle \, dx \leq \frac{5}{q - 1} \int_{\mathbb{R}^n} v^{q} \langle AD\eta, D\eta \rangle \, dx
\]
\[+ \left( \frac{(q - 2)^2 + (q - 1)^2}{q - 1} + 1 \right) \int_{\mathbb{R}^n} \eta^2 v^{q-2} \rho^2 \, dx. \tag{3.12}
\]
Since \( q > n \geq 3 \), we may divide both sides of (3.12) by \( (q - 1)/2 \) and estimate to get
\[
\int_{\mathbb{R}^n} \eta^2 v^{q-2} \langle ADv, Dv \rangle \, dx \leq \frac{5}{(q - 1)^2} \int_{\mathbb{R}^n} v^{q} \langle AD\eta, D\eta \rangle \, dx + 5 \int_{\mathbb{R}^n} \eta^2 v^{q-2} \rho^2 \, dx. \tag{3.13}
\]
Define \( \phi := \eta v^{\frac{\alpha}{2}} \in C_c^\infty(\mathbb{R}^n) \). We note that
\[
|D\phi|^2 \leq \frac{1}{2} (q - 2)^2 \eta^2 |Dv|^2 + 2v^{q-2} |D\eta|^2. \tag{3.14}
\]
We denote \( \chi := \frac{n}{n-2} \). By Sobolev inequality, we have
\[
\left( \int_{\mathbb{R}^n} \phi^{2\chi} dx \right)^{\frac{1}{\chi}} \leq c_0^2 \int_{\mathbb{R}^n} |D\phi|^2 dx,
\]
where \( c_0 = c_0(n) > 0 \). By (3.15), (3.14), (3.13) and (3.7) it follows that
\[
\left( \int_{\mathbb{R}^n} \eta^2 v^{(q-2)\chi} dx \right)^{\frac{1}{2}} \leq \frac{c_0^2(q-2)^2}{2} \int_{\mathbb{R}^n} \eta^2 v^{q-4} |Dv|^2 dx + 2c_0^2 \int_{\mathbb{R}^n} v^{q-2} |D\eta|^2 dx \leq 5c_0^2 \int_{\mathbb{R}^n} v^q |D\eta|^2 dx + 3c_0^2(q-2)^2 \int_{\mathbb{R}^n} \eta^2 v^{q-2} \rho^2 dx.
\]
Let \( m = 0, 1, \ldots \). We define
\[
R_m := \left( 2^{-1} + 2^{-(m+1)} \right) R \quad \text{and} \quad B_m := B(x_0, R_m).
\]
Let \( \eta_m \in C_c^\infty(B_m) \) be such that \( 0 \leq \eta_m \leq 1, \eta_m \equiv 1 \) in \( B_{m+1} \), and \( |D\eta_m| \leq \frac{2}{R_m - R_{m+1}} \leq 2^{m+3} R^{-1} \).
Choosing the cut-off function \( \eta_m \) in (3.16), we have
\[
\left( \int_{B_{m+1}} v^{(q-2)\chi} dx \right)^{\frac{1}{2}} \leq 4^{m+3} c_0^2 \int_{B_m} v^q dx + 4^n c_0^2(q-2)^2 R^2 \int_{B_m} v^{q-2} \rho^2 dx. \tag{3.17}
\]
We estimate the terms on the right hand side of (3.17) separately. Define \( \alpha := \frac{p}{p-2} \). Since \( p > n \), we have \( \alpha < \chi \). In what follows we assume \( q \geq p \). Hence we may apply Hölder’s inequality to conclude
\[
\int_{B_m} v^q dx \leq \left( \int_{B_m} v^p dx \right)^{\frac{1}{p}} \left( \int_{B_m} v^{\alpha(q-2)} dx \right)^{\frac{1}{\alpha}}, \tag{3.18}
\]
and similarly we have
\[
\int_{B_m} v^{q-2} \rho^2 dx \leq \left( \int_{B_m} |\rho|^p dx \right)^{\frac{1}{p}} \left( \int_{B_m} v^{\alpha(q-2)} dx \right)^{\frac{1}{\alpha}}. \tag{3.19}
\]
By (3.17), (3.18) and (3.19), we have
\[
\left( \int_{B_{m+1}} v^{(q-2)\chi} dx \right)^{\frac{1}{2}} \leq 4^n \tau^2 \left( \int_{B_m} v^{\alpha(q-2)} dx \right)^{\frac{1}{\alpha}}, \tag{3.20}
\]
where
\[
\tau^2 := 4^{2n+3} c_0^2 \left( \int_{B(x_0, R)} v^p dx \right)^{\frac{1}{p}} + 4^n c_0^2 \tau^2 R^2 \int_{B(x_0, R)} |\rho|^p dx \tag{3.21}
\]
We define \( \beta := \frac{q}{a} > 1 \) and
\[
q_0 := p, \quad q_m := \beta^m p \quad \text{and} \quad M_m := \left( \int_{B_m} v^{q_m} dx \right)^{\frac{1}{q_m}}.
\]
By (3.20), we have

\[ M_{m+1} \leq (2\beta)^{\frac{2}{p-2}m} (p-2) \tau^\frac{2}{p-2} M_m \]  \hspace{1cm} (3.22)

Iterating (3.22) and taking the limit as \( m \to \infty \), we have

\[ \lim_{m \to \infty} M_m \leq (2\beta)^{\frac{2}{p-2}m} (p-2) \tau^\frac{2}{p-2} M_0 \]  \hspace{1cm} (3.23)

As \( \beta > 1 \) we have

\[ \frac{2}{p-2} \sum_{j=0}^{\infty} \beta^{-j} = \frac{n}{p-n} \quad \text{and} \quad \frac{2}{p-2} \sum_{j=1}^{\infty} j \beta^{-j} = \frac{pn(n-2)}{2(p-n)^2}. \]  \hspace{1cm} (3.24)

By (3.23), (3.24) and (3.21), we have

\[ \sup_{B(x,R/2)} \nu \leq C \left[ \left( \int_{B(x,R)} \nu^p \, dx \right)^{\frac{1}{p}} + R^{\frac{n}{p-n}} \left( \int_{B(x,R)} |\rho|^p \, dx \right)^{\frac{1}{p}} \right], \]

where \( C = C(n, p) > 0 \). This completes the proof. \( \square \)

Since \( \nu(x) \to 1 \), as \( |x| \to \infty \), the function \((\nu - k)_+ := \max(\nu - k, 0)\) is compactly supported for any \( k > 1 \). The \( L^p\)-norm of \((\nu - k)_+\) can be controlled globally in terms of the \( L^p\)-norm of \( \rho \) and the \( L^\infty\)-norm of \( u \).

**Theorem 3.6.** Let \( p > n \) and \( k > 1 \). Suppose \( u \in D^{1,2}_0(\mathbb{R}^n) \cap C^2(\mathbb{R}^n) \) is a classical solution of (1.12). Then

\[ \left( \int_{\mathbb{R}^n} (\nu - k)^p_+ \, dx \right)^{\frac{1}{p}} \leq CM \left( \int_{\mathbb{R}^n} |\rho|^p \, dx \right)^{\frac{1}{p}}, \]  \hspace{1cm} (3.25)

where \( C = C(p, k) > 0 \) and \( M = M(n, \|\rho\|_{L^\infty}) > 0 \) is the supremum bound for \( u \) given in Lemma 3.4.

**Proof.** Using \( \varphi = (\nu - k)^{p-1}_+ \in C^1_c(\mathbb{R}^n) \) as a testing function in (3.6) and arguing similarly as in the proof of (3.13), it is possible to derive the estimate

\[ \int_{\mathbb{R}^n} (\nu - k)^{p-2}_+ \langle AD\nu, D\nu \rangle \, dx \leq 2 \int_{\mathbb{R}^n} (\nu - k)^{p-2}_+ |\rho|^2 \, dx. \]  \hspace{1cm} (3.26)

By (1.12), we have

\[ \int_{\mathbb{R}^n} \nu \langle D\nu, D\varphi \rangle \, dx = \int_{\mathbb{R}^n} \varphi \rho \, dx, \]  \hspace{1cm} (3.27)

for any \( \varphi \in C^1_c(\mathbb{R}^n) \). Choosing \( \varphi = \nu^{1/(p-1)}(\nu - k)^{p-1}_+ \in C^1_c(\mathbb{R}^n) \) in (3.27), we have

\[ \int_{\mathbb{R}^n} (\nu - k)^p_+ |D\nu|^2 \, dx = \int_{\mathbb{R}^n} \nu^{1/(p-1)}(\nu - k)^{p-1}_+ \langle D\nu, D\nu \rangle \, dx \]

\[ - p \int_{\mathbb{R}^n} u(\nu - k)^{p-1}_+ \langle D\nu, D\nu \rangle \, dx \]

\[ + \int_{\mathbb{R}^n} \nu^{1/(p-1)}(\nu - k)^p_+ \rho \, dx \]  \hspace{1cm} (3.28)
By (3.28), (3.38) and the Cauchy–Schwarz inequality with respect to the inner product $\langle A\cdot, \cdot \rangle$, we have
\begin{equation}
\int_{\mathbb{R}^n} (\nu - k)^p_+ |Du|^2 \, dx \leq p \int_{\mathbb{R}^n} |u| (\nu - k)^{p-1}_+ |Du| \sqrt{\langle ADv, Dv \rangle} \, dx \\
+ \int_{\mathbb{R}^n} |u| (\nu - k)^{p-1}_+ |\rho| \, dx
\end{equation}
(3.29)
By Hölder's inequality, we have
\begin{equation}
\int_{\mathbb{R}^n} (\nu - k)^p_+ \, dx \leq \frac{2p^2 M^2}{\epsilon_k^2} \int_{\mathbb{R}^n} (\nu - k)^{p-2}_+ \langle ADv, Dv \rangle \, dx \\
+ \frac{2M^2}{\epsilon_k^2} \int_{\mathbb{R}^n} (\nu - k)^{p-2}_+ \rho^2 \, dx.
\end{equation}
(3.31)
By (3.31), (3.26) and (3.7), we have
\begin{equation}
\int_{\mathbb{R}^n} (\nu - k)^p_+ \, dx \leq \frac{6p^2 M^2}{\epsilon_k^2} \int_{\mathbb{R}^n} \eta^2 (\nu - k)^{p-2}_+ \rho^2 \, dx.
\end{equation}
(3.32)
By Hölder's inequality, we have
\begin{equation}
\int_{\mathbb{R}^n} (\nu - k)^{p-2}_+ \rho^2 \, dx \leq \left( \int_{\mathbb{R}^n} |\rho|^p \, dx \right)^{\frac{2}{p}} \left( \int_{\mathbb{R}^n} (\nu - k)^p_+ \, dx \right)^{\frac{p-2}{p}}.
\end{equation}
(3.33)
By (3.32) and (3.33), we have
\begin{equation}
\int_{\mathbb{R}^n} (\nu - k)^p_+ \, dx \leq \frac{6p^2 M^2}{\epsilon_k^2} \left( \int_{\mathbb{R}^n} |\rho|^p \, dx \right)^{\frac{2}{p}} \left( \int_{\mathbb{R}^n} (\nu - k)^p_+ \, dx \right)^{\frac{p-2}{p}}.
\end{equation}
(3.34)
The claimed inequality (3.25) follows immediately.

We combine the estimates of Theorem 3.5 and Theorem 3.6 to prove Theorem 3.1.

\textbf{Proof of Theorem 3.1} By Theorem 3.6 we have
\begin{equation}
\left( \int_{\mathbb{R}^n} (\nu - 2)^p_+ \, dx \right)^{\frac{1}{p}} \leq C M \left( \int_{\mathbb{R}^n} |\rho|^p \, dx \right)^{\frac{1}{p}},
\end{equation}
where $C = C(n, p) > 0$ and $M = M(n, \|\rho\|_{\overline{X}^s 2^\infty}) > 0$. Let $x_0 \in \mathbb{R}^n$. By triangle inequality, it follows that
\begin{equation}
\left( \int_{B(x_0, 1)} \nu^p \, dx \right)^{\frac{1}{p}} \leq \left( \int_{B(x_0, 1)} ((\nu - 2) + 2)^p \, dx \right)^{\frac{1}{p}} \leq C M \left( \int_{\mathbb{R}^n} |\rho|^p \, dx \right)^{\frac{1}{p}} + 2
\end{equation}
(3.35)
By Theorem 3.5 and (3.35) we have
\begin{equation}
\sup_{\mathbb{R}^n} \nu \leq C,
\end{equation}
where $C = C(n, p, \|\rho\|_{\overline{X}^s}, \|\rho\|_p) > 0$. \qed
4. Proof of Theorem 1.3

In this section we prove Theorem 1.3 using Leray–Schauder fixed point theorem and the a priori derivative estimate of Theorem 3.1. The method is standard in the theory of quasilinear equations on bounded domains, see for example [10, Chapter 11]. We follow the main ideas of [1, Theorem 3.6] where the method was applied to Lorentz mean curvature equation on bounded domains. Our treatment of the problem in the unbounded domain $\mathbb{R}^n$ is an adaptation of the standard method. We replace boundary conditions with suitable decay estimates which allows us to recover compactness of the fixed point mapping despite the unboundedness of the domain. In addition, we use Calderon-Zygmund estimates and Sobolev embedding theorem to obtain global control over the oscillations of the solutions. Schauder estimates can be used locally as in the case of bounded domains once the oscillations of solutions are bounded globally.

The following lemma is a restatement of basic results for non-divergence form equations in our setting.

Lemma 4.1. Let $\alpha \in (0, 1]$, $p > n$, $R > 0$, and $\theta > 0$. Let $v \in C^{1,\alpha}(\mathbb{R}^n)$ satisfy $\|Dv\|_\infty \leq 1 - \theta$. Furthermore, suppose $\|Dv\|_{\infty, \mathbb{R}^n \setminus B(0, R)} \leq \epsilon$, where $\epsilon = \epsilon(n, p) > 0$ is such that

$$\sup_{\xi \in B(0, \epsilon)} |D^2 F(\xi) - I| \leq \epsilon_0, \quad (4.1)$$

where $\epsilon_0 = \epsilon_0(n, p) > 0$ is given by Theorem 2.2. Suppose $\mu \in L^{\frac{2n}{n+2}}(\mathbb{R}^n) \cap L^p(\mathbb{R}^n) \cap C^{0,\beta}(\mathbb{R}^n)$, for some $\beta \in (0, 1)$. Then there exists a unique solution $u \in C^{2,\alpha\beta}(\mathbb{R}^n)$ of the linear equation

$$Q_{\alpha, \beta} := -(D^2 F(Dv), D^2 u) = \mu, \quad (4.2)$$

satisfying $u(x) \to 0$, as $|x| \to 0$. Furthermore, we have

$$\|u\|_{C^{2,\alpha\beta}(\mathbb{R}^n)} \leq C, \quad (4.3)$$

where $C = C(n, p, \theta, \alpha, \beta, R, \|v\|_{C^{1,\alpha}(\mathbb{R}^n)}, \|\mu\|_{L^{\frac{2n}{n+2}}(\mathbb{R}^n)}, \|\mu\|_p, \|\mu\|_{C^{0,\beta}(\mathbb{R}^n)}) > 0$.

Proof. Since $|Dv| \leq 1 - \theta$ in $\mathbb{R}^n$, we have

$$\left(1 - (1 - \theta)^2\right)^{\frac{\alpha}{2}} I \leq D^2 F(Dv) \leq \left(1 - (1 - \theta)^2\right)^{\frac{\alpha}{2}} I \quad \text{in } \mathbb{R}^n, \quad (4.4)$$

The mapping $D^2 F$ is Lipschitz continuous and bounded on $B(0, 1 - \theta)$. Since $Dv \in C^{0,\alpha}(\mathbb{R}^n)$ and $Dv$ takes values in $B(0, 1 - \theta)$, it follows that $D^2 F(Dv) \in C^{0,\alpha}(\mathbb{R}^n)$ and

$$\|D^2 F(Dv)\|_{C^{0,\alpha}(\mathbb{R}^n)} \leq C, \quad (4.5)$$

where $C = C(\theta, \|v\|_{C^{1,\alpha}(\mathbb{R}^n)}) > 0$.

By (4.4), (4.5) and (4.1) the assumptions of Theorem 2.2 and Theorem 2.3 are satisfied. Hence there exists a unique solution to (4.2) that satisfies

$$\|D^2 u\|_{L^{\frac{2n}{n+2}}} + \|D^2 u\|_p \leq C(\|\mu\|_{L^{\frac{2n}{n+2}}} + \|\mu\|_p), \quad (4.6)$$

where $C = C(n, p, \theta, \|v\|_{C^{1,\alpha}(\mathbb{R}^n)}, \omega_\infty) > 0$. Note that Morrey’s inequality and (4.6) give an $L^\infty$ estimate for $u$. Then, by Theorem 2.3 we have $u \in C^{2,\alpha\beta}(\mathbb{R}^n)$ and $u$ satisfies

$$\|u\|_{C^{2,\alpha\beta}(\mathbb{R}^n)} \leq C, \quad (4.7)$$

where $C = C(n, \alpha, \beta, \theta, \omega_\infty, \|v\|_{C^{1,\beta}(\mathbb{R}^n)}, \|\mu\|_{L^{\frac{2n}{n+2}}} + \|\mu\|_p, \|\mu\|_{C^{0,\beta}(\mathbb{R}^n)}) > 0$. □
Now we are ready to apply Schauder fixed point theorem to find solutions for smooth and compactly supported data.

**Theorem 4.2.** Let \( p > n \) and suppose \( \rho \in \mathcal{X}^* \cap L^p(\mathbb{R}^n) \cap C^\infty_c(\mathbb{R}^n) \). Then there exist \( \alpha = \alpha(n, p, \|\rho\|_{\mathcal{X}^*}, \|\rho\|_p) \in (0, 1) \) and \( u \in C^{1,\alpha}(\mathbb{R}^n) \) that solves (1.12) and satisfies
\[
\|u\|_{C^{1,\alpha}(\mathbb{R}^n)} \leq K,
\]
where \( K = K(n, p, \|\rho\|_{\mathcal{X}^*}, \|\rho\|_p) \geq 0 \). Moreover, we have
\[
\|Du\|_\infty \leq 1 - \theta,
\]
where \( \theta = \theta(n, p, \|\rho\|_{\mathcal{X}^*}, \|\rho\|_p) > 0 \).

**Proof.** Let \( S \) be the set of parameters \( \tau \in [0, 1] \) such that there exists \( u_\tau \in D^{1,2}_0(\mathbb{R}^n) \cap C^2(\mathbb{R}^n) \) satisfying \( |Du| < 1 \) in \( \mathbb{R}^n \), and
\[
- \text{div} \left( \frac{Du_\tau}{\sqrt{1 - |Du_\tau|^2}} \right) = \tau \rho \quad \text{in} \quad \mathbb{R}^n.
\]
(4.8)

Note that \( 0 \in S \) so \( S \neq \emptyset \). By Theorem 3.1 there exists \( \theta = \theta(n, p, \|\rho\|_p, \|\rho\|_{\mathcal{X}^*}) > 0 \) such that
\[
\|Du_\tau\|_\infty \leq 1 - \theta,
\]
(4.9)

for each \( \tau \in S \). By Corollary 3.2, Lemma 3.3, and Lemma 3.4, there exists \( \alpha = \alpha(n, p, \theta) \) and \( K = K(n, p, \theta, \|\rho\|_{\mathcal{X}^*}, \|\rho\|_p) > 0 \), such that
\[
\|u_\tau\|_{C^{1,\alpha}(\mathbb{R}^n)} + \|u_\tau\|_{D^{1,2}_0(\mathbb{R}^n)} \leq K,
\]
(4.10)

for each \( \tau \in S \).

Define \( \omega_\infty : [0, \infty) \rightarrow [0, \infty) \) by
\[
\omega_\infty(R) : = \sup\{|Du_\tau(x)| : \tau \in S, x \in \mathbb{R}^n \setminus B(0, R)\},
\]
(4.11)

for all \( R \geq 0 \). By definition, it is clear that \( \omega_\infty \) is a bounded decreasing function such that
\[
\sup_{x \in \mathbb{R}^n \setminus B(0, R)} |Du_\tau(x)| \leq \omega_\infty(R),
\]
(4.12)

for all \( R \geq 0 \) and all \( \tau \in S \). Next we prove that \( \lim_{R \rightarrow \infty} \omega_\infty(R) = 0 \). Suppose \( \tau_1, \tau_2 \in S \). Testing the equation (4.8) with \( u_{\tau_2} - u_{\tau_1} \), we have
\[
\int_{\mathbb{R}^n} \langle DF(Du_{\tau_2}) - DF(Du_{\tau_1}), Du_{\tau_2} - Du_{\tau_1} \rangle \, dx = (\tau_2 - \tau_1) \int_{\mathbb{R}^n} \rho(u_{\tau_2} - u_{\tau_1}) \, dx.
\]
(4.13)

The vector field \( DF \) satisfies the monotonicity estimate
\[
\int_{\mathbb{R}^n} \langle DF(Du_{\tau_2}) - DF(Du_{\tau_1}), Du_{\tau_2} - Du_{\tau_1} \rangle \, dx \geq \int_{\mathbb{R}^n} |Du_{\tau_2} - Du_{\tau_1}|^2 \, dx.
\]
(4.14)

We have
\[
\int_{\mathbb{R}^n} \rho(u_{\tau_2} - u_{\tau_1}) \, dx \leq \|\rho\|_{\mathcal{X}^*} \|Du_{\tau_1} - Du_{\tau_2}\|_2
\]
(4.15)

By (4.13), (4.14) and (4.15) we have
\[
\|Du_{\tau_2} - Du_{\tau_1}\|_2 \leq |\tau_1 - \tau_2| \|\rho\|_{\mathcal{X}^*}.
\]
(4.16)
Let $\varepsilon > 0$ and $\tau_0 \in S$. By \((\ref{EQ10})\) and \((\ref{EQ16})\) there exists $\delta_\varepsilon > 0$ independent of $\tau_0$ such that

$$
\| Du_\varepsilon - Du_{\tau_0} \|_\infty < \frac{\varepsilon}{2},
$$

(4.17)

if $|\tau - \tau_0| < \delta_\varepsilon$. Since $u_{\tau_0} \in D^{1,2}_0(\mathbb{R}^n) \cap C^{1,\alpha} (\mathbb{R}^n)$, we have $\lim_{|x| \to \infty} Du_{\tau_0} = 0$. Hence, there exists $R_{\varepsilon, \tau_0} > 0$ such that

$$
\sup_{x \in \mathbb{R}^n \setminus B(0, R_{\varepsilon, \tau_0})} | Du_{\tau_0}(x) | < \frac{\varepsilon}{2}.
$$

(4.18)

Since the closure of $S$ is compact and $\tilde{S} \subset \bigcup_{\tau \in S} (\tau - \delta_\varepsilon, \tau + \delta_\varepsilon)$, there exists $N_\varepsilon \in \mathbb{N}$ and a finite sequence $(\tau_i)_{i=1}^{N_\varepsilon} \subset S$ such that the open intervals $(\tau_i - \delta_\varepsilon, \tau_i + \delta_\varepsilon)$, $i = 1, \ldots, N_\varepsilon$, cover $S$. Define $R_\varepsilon = \max_{1 \leq i \leq N_\varepsilon} R_{\varepsilon, \tau_i}$. By \((\ref{EQ17})\) and \((\ref{EQ18})\), we have

$$
\sup_{x \in \mathbb{R}^n \setminus B(0, R_\varepsilon)} | Du_{\tau}(x) | < \varepsilon,
$$

for all $\tau \in S$. Thus $\lim_{\varepsilon \to 0} R_\varepsilon = 0$.

Now let $R > 0$ be such that $\lim_{\varepsilon \to 0} (R - \varepsilon) < \varepsilon$ where $\varepsilon = \varepsilon(n, p) > 0$ is given in Lemma \(\ref{LEMMA3.1}\). Define

$$
D(T) = \{ v \in C^{1,\alpha}(\mathbb{R}^n) : |Dv| \leq 1 - \frac{1}{2} \theta \text{ in } \mathbb{R}^n, \|Dv\|_{\infty, \mathbb{R}^n} < \varepsilon, \forall R \geq 0 \},
$$

(4.19)

where $\theta > 0$ is given in \((\ref{EQ9})\). For each $v \in D(T)$ we define $T(v)$ to be the unique solution $u \in C^{2,\alpha}(\mathbb{R}^n)$ to the equation

$$
Q_v u = \rho,
$$

(4.20)

given by Lemma \(\ref{LEMMA3.1}\).

We show that the mapping $T : D(T) \to C^{1,\alpha}(\mathbb{R}^n)$ is compact, that is it maps bounded sets to precompact sets. Let $(v_k)_{k=1}^\infty \subset D(T)$ be a bounded sequence. By Lemma \(\ref{LEMMA3.1}\) the mapping $T : D(T) \to C^{2,\alpha}(\mathbb{R}^n)$ maps bounded sets to bounded sets. Hence, the sequence $(T(v_k))_{k=1}^\infty$ is bounded in $C^{2,\alpha}(\mathbb{R}^n)$. Moreover, by Lemma \(\ref{LEMMA2.6}\) and the fact that $T$ maps bounded sets to bounded sets in $C^2(\mathbb{R}^n)$ there exists a decreasing function $\gamma : [0, \infty) \to [0, \infty)$, independent of $k$, such that

$$
\| T(v_k) \|_{\infty, \mathbb{R}^n} \leq R_{\varepsilon, \tau_0} < R = \lim_{R \to \infty} \gamma(R),
$$

(4.21)

for all $R > 0$ and all $k \in \mathbb{N}$. By Arzela-Ascoli theorem there exists $u \in C^{1,\alpha}(\mathbb{R}^n)$ such that, up to a subsequence, $T(v_k) \to u$ uniformly on compact subsets as $k \to \infty$. By \((\ref{EQ21})\), it holds that $T(v_k) \to u$ uniformly in $\mathbb{R}^n$ as $k \to \infty$. Since the sequence $(T(v_k))_{k=1}^\infty$ is bounded in $C^{2,\alpha}(\mathbb{R}^n)$ and converges in $C^1(\mathbb{R}^n)$, we conclude that $T(v_k) \to u$ in $C^{1,\alpha}(\mathbb{R}^n)$ as $k \to \infty$. We have proven that the mapping $T : D(T) \to C^{1,\alpha}(\mathbb{R}^n)$ is compact.

Next we show that the mapping $T : D(T) \to C^{1,\alpha}(\mathbb{R}^n)$ is continuous. Let $(v_k)_{k=1}^\infty \subset D(T)$ be a sequence such that $v_k \to v \in D(T)$ in norm as $k \to \infty$. We have

$$
Q_v(T(v) - T(v_k)) = Q_v(T(v) - Q_{v_k}T(v_k)) + (Q_{v_k} - Q_v)T(v_k)
$$

(4.22)

By Lemma \(\ref{LEMMA4.1}\) the sequence $(D^2T(v_k))_{k=1}^\infty$ is bounded in $L^{2n}(\mathbb{R}^n) \cap L^p(\mathbb{R}^n)$. Since $D^2F$ is Lipschitz continuous in $B(0, 1-\theta)$ and $Dv_k \to Du$ uniformly in $\mathbb{R}^n$ as $k \to \infty$, we have $D^2F(Dv_k) \to D^2F(Du)$ uniformly in $\mathbb{R}^n$ as $k \to \infty$. It follows that

$$
f_k := -\langle D^2F(Dv_k) - D^2F(Dv), D^2T(v_k) \rangle \xrightarrow{k \to \infty} 0, \quad \text{in } L^{2n}(\mathbb{R}^n) \cap L^p(\mathbb{R}^n).
$$

(4.23)
By (4.22), (4.23), and the Calderon-Zygmund estimate (4.6), we have
\[ D^2T(u_k) \xrightarrow{k \to \infty} D^2T(v) \quad \text{in} \quad L^{\frac{2n}{n+2}}(\mathbb{R}^n) \cap L^p(\mathbb{R}^n). \] (4.24)

By (4.24) and the fact that \( (T(v_k))^\infty_{k=1} \) is bounded in \( C^{2,\alpha}(\mathbb{R}^n) \), we have
\[ T(v_k) \xrightarrow{k \to \infty} T(v) \quad \text{in} \quad C^2(\mathbb{R}^n). \] (4.25)

By (4.25), we have
\[ T(v_k) \xrightarrow{k \to \infty} T(v) \quad \text{in} \quad C^{1,\alpha}(\mathbb{R}^n). \]
Hence, the mapping \( T : D(T) \to C^{1,\alpha}(\mathbb{R}^n) \) is continuous.

We define
\[ D(\tilde{T}) = D(T) \cap \{v \in C^{1,\alpha}(\mathbb{R}^n) : \|v\|_{C^{1,\alpha}(\mathbb{R}^n)} \leq 2K\}, \] (4.26)
where \( K > 0 \) is given in (4.10). We define the mapping \( \tilde{T} : D(\tilde{T}) \mapsto D(\tilde{T}) \) by
\[ \tilde{T}(v) = \tau(v)T(v), \] (4.27)
where
\[ \tau(v) := \min\left\{ 1, \frac{1 - \frac{1}{2} \theta}{\| DT(v) \|_{\infty}}, \frac{2K}{\| T(v) \|_{C^{1,\alpha}(\mathbb{R}^n)}}, \frac{2\epsilon}{\| DT(v) \|_{\infty, \mathbb{R}^n \setminus B(0, R)}} \right\} \] (4.28)
We note that \( \tau : D(T) \to [0, 1] \) is continuous. Since \( T \) is compact and continuous and \( \tau \) is continuous and bounded, the mapping \( \tilde{T} \) is also compact and continuous. We also note that \( D(\tilde{T}) \) is a bounded, closed and convex subset of the Banach space \( C^{1,\alpha}(\mathbb{R}^n) \).

We apply Schauder fixed point theorem [10, Corollary 11.2.] to \( \tilde{T} \) to find a fixed point \( u \) of \( \tilde{T} \).

Then \( u = \tau(u)T(u) \in C^{2,\alpha}(\mathbb{R}^n) \) and \( u \) solves (4.8) with \( \tau = \tau(u) \). We also have \( |Du| \leq 1 - \theta/2 < 1 \) in \( \mathbb{R}^n \). Hence (4.9), (4.10) and (4.12) hold for \( u \). But then it holds that \( \tau(u) = 1 \), since otherwise we would have
\[ \| Du \|_{\infty} = \| D\tilde{T}(u) \|_{\infty} = 1 - \frac{1}{2} \theta > 1 - \theta \]
or
\[ \| u \|_{C^{1,\alpha}(\mathbb{R}^n)} = \| \tilde{T}(u) \|_{C^{1,\alpha}(\mathbb{R}^n)} = 2K > K \]
or
\[ \| Du \|_{\infty, \mathbb{R}^n \setminus B(0, R)} = \| D\tilde{T}(u) \|_{\infty, \mathbb{R}^n \setminus B(0, R)} = 2\epsilon > \epsilon. \]
Thus \( u \in D^{1,2}_0(\mathbb{R}^n) \cap C^2(\mathbb{R}^n) \) is a fixed point of \( T \) and, equivalently, solves (1.12).

Finally, Theorem 1.3 follows from Theorem 4.2 by a simple approximation argument. 

\textbf{Proof of Theorem 1.3}.} By standard approximation argument there exists a sequence \((\rho_k)_{k=1}^\infty \subset C^\infty_c(\mathbb{R}^n)\) such that
\[ \| \rho_k - \rho \|_{\mathcal{X}^\infty} + \| \rho_k - \rho \|_{L^p(\mathbb{R}^n)} \xrightarrow{k \to \infty} 0. \] (4.29)

By Theorem 4.2, there exists a unique weak solution \( u_k \in C^{1,\alpha}(\mathbb{R}^n) \cap D^{1,2}_0(\mathbb{R}^n) \) to the equation
\[ -\text{div}\left( \frac{Du_k}{\sqrt{1 + |Du_k|^2}} \right) = \rho_k. \] (4.30)
Moreover, there exists a constant \( \theta = \theta(n, p, \| \rho \|_{\mathcal{X}^\infty}, \| \rho \|_{L^p}) > 0 \) such that
\[ \| Du_k \|_{\infty} \leq 1 - \theta, \] (4.31)
for all \( k \in \mathbb{N} \) large enough. We also have
\[ \| u_k \|_{C^{1,\alpha}(\mathbb{R}^n)} \leq K, \] (4.32)
where $\alpha = \alpha(n, p, \|\rho\|_{X'}, \|\rho\|_{\rho}) \in (0, 1]$ and $K = K(n, p, \|\rho\|_{X'}, \|\rho\|_{\rho}) > 0$, when $k \in \mathbb{N}$ is large enough. By (4.32), the sequence $(u_k)_{k=1}^\infty$ is a sequence of uniformly bounded and equicontinuous functions. By Arzela-Ascoli theorem we may assume that, up to a subsequence, the sequence $(u_k)_{k=1}^\infty$ converges locally uniformly to $u \in C^{1,\rho}(\mathbb{R}^n)$ and, similarly, $(Du_k)_{k=1}^\infty$ converges locally uniformly to $Du$. By locally uniform convergence, the limit function $u$ also satisfies estimates (4.31) and (4.32). Moreover, by Lemma 3.3, the sequence $(Du_k)_{k=1}^\infty$ is bounded in $L^2(\mathbb{R}^n)$ and hence, up to a subsequence, converges weakly in $L^2(\mathbb{R}^n)$ to $Du$. Thus we have $u \in D^{1,2}_0(\mathbb{R}^n)$ and
\[
\|u\|_{D^{1,2}_0(\mathbb{R}^n)} \leq \|\rho\|_{X'}.
\]
By (4.30), (4.31), the locally uniform convergence of $(Du_k)_{k=1}^\infty$ and (4.29), we have
\[
\int_{\mathbb{R}^n} \langle DF(Du), D\varphi \rangle \,dx = \lim_{k \to \infty} \int_{\mathbb{R}^n} \langle DF(Du_k), D\varphi \rangle \,dx
= \lim_{k \to \infty} \int_{\mathbb{R}^n} \rho_k \varphi \,dx
= \int_{\mathbb{R}^n} \rho \varphi \,dx,
\]
for any $\varphi \in C_c^\infty(\mathbb{R}^n)$. Thus $u$ is the unique weak solution to (1.12).
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