We present a new multimodal question answering challenge, MANYMODALQA, in which an agent must answer a question by considering three distinct modalities: text, images, and tables. We collect our data by scraping Wikipedia and then utilize crowdsourcing to collect question-answer pairs. Our questions are ambiguous, in that the modality that contains the answer is not easily determined based solely upon the question. To demonstrate this ambiguity, we construct a modality selector (or disambiguator) network, and this model gets substantially lower accuracy on our challenge set, compared to existing datasets, indicating that our questions are more ambiguous. By analyzing this model, we investigate which words in the question are indicative of the modality. Next, we construct a simple baseline MANYMODALQA model, which, based on the prediction from the modality selector, fires a corresponding pre-trained state-of-the-art unimodal QA model. We focus on providing the community with a new many-modal evaluation set and only provide a fine-tuning set, with the expectation that existing datasets and approaches will be transferred for most of the training, to encourage low-resource generalization without large, monolithic training sets for each new task. There is a significant gap between our baseline models and human performance; therefore, we hope that this challenge encourages research in end-to-end modality disambiguation and multimodal QA models, as well as transfer learning.

1 Introduction

In real-world QA scenarios, questions might be answerable via a diverse set of resources such as documents, images, instructional videos, online reviews, data tables, diagrams, etc., any number of which could contain the answer. Wikipedia is an example of one such information source. Users turn to Wikipedia to answer many different inquiries and depending on the nature of the question, one modality may be better suited for answering the question than another. For example, consider the English Wikipedia page for the United States, which contains text, tables, and images. If a user has a question about the US census, numerical inquiries such as this are frequently answered by tables, and census information is in fact contained in a table on the page. Alternatively, the question “When was the Declaration of Independence signed?” is unlikely to be answered by an image or table; users will naturally look at the text to answer this question. Amazon product pages are another real-world many-modal information source. When consumers have inquiries about a product, they look at the provided images and videos, the textual description of the product, data tables containing the specifications, and reviews left by previous buyers (which can contain images or text), to locate the answer. In contrast to this many-modal reality, the research community has been primarily operating in a unimodal QA setting, with some approaches involving two modalities such as VQA (Antol et al. 2015). By moving towards many-modal QA, models acquire access to different kinds of information that is not easily expressed in text, such as spatial and temporal information in images and videos. In this work, we take steps towards bridging the gap between real-world QA and the community’s QA efforts by introducing a new many-modal QA challenge, MANYMODALQA, that spans text, images, and tables, and explores the interaction between natural language and these other modalities. Our challenge set contains 2036 fine-tuning, 3055 dev, and 5099 test examples, providing enough examples for fine-tuning and a large test set to accurately measure performance. Each example contains textual information along with a table, an image, or both. Examples span a wide variety of knowledge domains, including politics, science, sports, and more.

In moving to this new many-modal setting, we prioritize maximizing the utility of prior unimodal and bimodal datasets and approaches, as opposed to producing a large standalone dataset, which often leads to overfitting and over-tuning. Our challenge specifically encourages the development of low-resource generalization learning techniques that utilize several large unimodal/bimodal tasks to complete a joint many-modal task with only enough data for fine-tuning. We consider many-modal QA to consist of two sub-

1We use the term “many-modal” in contrast to “multimodal” to emphasize that there are more than 2 modalities, contrasting what has typically been done by the community. In future work, this term may encompass more than the modalities that we consider here, potentially including video, audio, and more.

2We include some data samples in our appendix and the challenge set is available at https://github.com/hannandarryl/ManyModalQA
2. It considers 3 distinct modalities (text, images, and tables), which is especially important because tables are underexplored within the context of question answering.

3. It is the first task to focus on modality disambiguation within the context of QA, encouraging the development of QA models that are better suited for real-world QA scenarios where the question’s answer modality is unknown.

4. The examples in our challenge set span a variety of knowledge domains, containing information about people, places, science, and more, in contrast to existing multimodal QA datasets.

2 Related Work

2.1 Multimodal QA Datasets

There are many tasks in which the input is an image and question, and the output is a textual answer (Goyal et al. 2017; Johnson et al. 2017; Maharaj et al. 2017; Kafle et al. 2018). These tasks are multimodal, but the text component is minimal. We are interested in a stronger form of multimodality, which requires the agent to not just translate from one modality to another, but to learn to combine them, for example (Lei et al. 2018; Rohrbach et al. 2015; Logan, Humeau, and Singh 2017). Despite some prior work possessing this stronger sense of multimodality, most still only consider two modalities, text and images. We extend this by adding tabular information. Furthermore, we maximize the ambiguity of our questions, forcing a good model to consider each modality to determine the answer.

Textbook QA (TQA) (Kembhavi et al. 2017), RecipeQA (Yagcioglu et al. 2018) and TVQA (Lei et al. 2018) are the closest existing works to MANYMODALQA. TQA and RecipeQA require an agent to consider text and images to answer questions, while TVQA requires an agent to consider video and text subtitles to answer questions. The most obvious difference between these works and ours is that we include tables in our challenge, increasing the ambiguity of the questions and encouraging research in an important, under-investigated domain. Moreover, we specifically focus on generating questions that are representative of real-world problems. First, the modality that is best used to answer the question must be determined. Then, this selected modality can be used to answer the question. Hence, to make this task challenging (similar to real-world examples), we focus on increasing the difficulty of modality selection by making questions ambiguous with respect to which modality should be used to answer the question. We encourage this ambiguity during data collection by framing our question collection crowdsourcing task as an adversarially oriented game, in which crowdsworkers are tasked with creating a question, for a given modality, in a way that is ambiguous and will fool a QA robot designed for our task. To verify the ambiguity of our questions, we also construct a modality selection network that, given the question, attempts to predict the modality that the answer will be found in. We use this model to quantitatively compare our data to data created by simply concatenating existing unimodal datasets and demonstrate that ours is more ambiguous. We also present saliency visualizations to investigate which words frequently correspond to each modality channel, providing insight into which question words are used to predict each modality.

Our modality selector is then used to construct a baseline MANYMODALQA model, namely the ‘modality selection and question-answering network’, which establishes initial results on our data. Our network combines the modality selector with 3 pre-trained state-of-the-art QA models on 3 popular unimodal datasets (with simple modifications to make them more uniform and better match our data). The question is first fed into the modality selector, then the pre-trained QA model corresponding to the predicted modality is run to answer the question. This final architecture obtains 39.73% on our test data, while the upper-limit human performance is 91.58%, demonstrating that a substantial amount of future work remains on our new challenge set.

Overall, MANYMODALQA makes four primary contributions to the community:

1. It provides the community with a new manymodal QA challenge, requiring the development of important techniques in adapting existing unimodal systems in Text-QA, Image-QA, and Table-QA, for manyomodal evaluation.

2. It considers 3 distinct modalities (text, images, and tables), which is especially important because tables are underexplored within the context of question answering.

3. It is the first task to focus on modality disambiguation within the context of QA, encouraging the development of QA models that are better suited for real-world QA scenarios where the question’s answer modality is unknown.

4. The examples in our challenge set span a variety of knowledge domains, containing information about people, places, science, and more, in contrast to existing multimodal QA datasets.

Figure 1: A condensed example of our task, using a sample that we collected from a Wikipedia page.
QA, where the question’s answer modality is unknown, forcing the model to consider more than one modality before answering the question. While TQA asks questions about middle school science, RecipeQA about recipes, and TVQA about 6 TV shows, our data is from Wikipedia, which is more open-ended, yielding questions about places, science, languages, and more. Additionally, TQA, RecipeQA, and TVQA are all multiple choice, whereas our answers are open-ended, making the task more challenging and leading to more robust models. Additionally, TVQA questions are compositional questions that follow a particular sentence structure, and RecipeQA contains automatically generated question-answer pairs, unlike our data that contains fully open-ended natural questions made by humans. Furthermore, we structure our task in a way that encourages low-resource generalization, mitigating the issue of overfitting and over-tuning on the training set, which is commonly seen in large, stand-alone datasets.

2.2 Unimodal Text and Table QA Datasets

Text-based QA datasets exist in a variety of forms [Nguyen et al. 2016; Lai et al. 2017; Kociisky et al. 2018; Rajpurkar, Jia, and Liang 2018; Reddy, Chen, and Manning 2018]. The introduction of the Stanford Question Answering Dataset (SQuAD) [Rajpurkar et al. 2016], has made text-based QA a popular task, leading to the development of several new approaches. CoQA (Reddy, Chen, and Manning 2018) is similar to traditional text-based QA, except the context document takes the form of a dialogue instead of a story or article. Alternatively, QAngaroo and HotpotQA (Welbl, Stenetorp, and Riedel 2018) expand upon text-based QA by requiring agents to combine information from multiple documents, a process known as multi-hop reasoning.

Table-based QA datasets are fewer and the task is not as well-studied; a few large datasets are available, such as WikiTableQuestions (Pasupat and Liang 2015), TabMCQ (Jauhar, Turney, and Hovy 2016), and the MLB dataset (Cho et al. 2018). WikiTableQuestions is the closest to our table examples because it has natural language questions and is collected from Wikipedia. TabMCQ is multiple choice, and the answers are always found in the table, whereas the tables in our challenge are all open-ended answers. The MLB dataset is similar in size to WikiTableQuestions, yet the domain is restricted as it only considers baseball tables and the questions are produced from templates. Sun et al. (2016) considers a different form of table-QA, where there is a large set of tables that must be searched to answer the question. In our task, only a single table is provided at any given time, making it closer to the previously mentioned datasets.

3 The Task: ManyModal QA Reasoning

Our task requires an agent to consider up to three distinct modalities (images, tables, and text), disambiguate a question, and produce an answer. Each example consists of a simplified Wikipedia page and contains at least two of these modalities. The question has been constructed to be ambiguous with respect to the modality that contains the answer.

Question Ambiguity Ambiguity is critical to our challenge because it is the primary means through which we ensure that the task is manymodal, similar to real-world scenarios. We do not want the modality that contains the answer to be obvious based upon the question. For instance, “According to the table, what was the average precipitation for Almere in January?” is not ambiguous because the question contains the word “table”, whereas the question in Figure 1 is ambiguous because it could be found in any modality. If this ambiguity did not exist, the task would simply be a combination of unimodal tasks. The ambiguity forces the model to consider each of the modalities before determining which contains the answer, thereby increasing the difficulty and making it more representative of real-world QA. Making questions completely ambiguous is unreasonable and will result in questions that are unnatural; image questions will always be more visually oriented, text questions more factual, etc. However, we strive to make the questions as ambiguous as possible, while maintaining their quality.

4 Data Collection

Data Source We collect our challenge data from English Wikipedia, which contains 6 million articles, each containing many modalities, including text, tables, images, video, etc. The answer is always guaranteed to be found in at least one of the modalities but may be found in multiple modalities. All answers are a single word because this makes it easy to define a loss function and evaluate a model’s performance. It also reduces noise during data collection as it limits the number of possible ways that the same answer can be expressed. In many cases, even datasets that consist of multi-word answers are still restricted to single entities and/or the average answer length is just a few words.

We experimented with forcing questions to be strictly multimodal, i.e., the question can only be answered by combining information from all three modalities. However, we found that this is extremely challenging for crowdworkers.

The answer is always guaranteed to be found in at least one of the modalities but may be found in multiple modalities. All answers are a single word because this makes it easy to define a loss function and evaluate a model’s performance. It also reduces noise during data collection as it limits the number of possible ways that the same answer can be expressed. In many cases, even datasets that consist of multi-word answers are still restricted to single entities and/or the average answer length is just a few words. We experimented with forcing questions to be strictly multimodal, i.e., the question can only be answered by combining information from all three modalities. However, we found that this is extremely challenging for crowdworkers.
**Image Questions**
1) What color is Steven Weinberg’s hair?
2) How many floors is the Julia Lathrop Junior High School?
3) What is draped over the goblet?
4) In 1824 how many electoral votes did Mississippi have?
5) Does the Pierre Moscovici wear glasses?

**Text Questions**
1) How far from Altenburg in km are the nearest mountains?
2) When does trading close on weekdays?
3) How many seats are in the state council?
4) What color are communion clothes typically dyed?
5) Who liberated Columbia in the 19th century?

**Table Questions**
1) What year did Kiril Rakarov coaching career end?
2) Where is the Honancho station located?
3) Who was the mayor of Valence in 1694?
4) How many games were played in the Bulgarian cup?
5) How many consoles had a color version?

Figure 2: Sample questions collected for each modality.

audio, and more. Furthermore, all of this content is publicly available and easy to access.

**Crowdsourcing** Wikipedia provides us with plenty of raw information but does not provide questions. While questions can be automatically generated, and this has been done in prior work ([Yagcioglu et al. 2018], [Johnson et al. 2017]), we have human annotators create questions via Amazon Mechanical Turk (MTurk), leading to diverse, natural questions. Crowdsourcing data is challenging: adequate instruction must be quickly provided to crowdworkers. Workers want to maximize their earnings and will skip tasks with long, complicated directions. This difficulty is compounded by the fact that crowdworkers typically do not possess domain-specific knowledge.

In our case, we look for questions that meet certain criteria, such as: the question cannot give away the modality, the question cannot require specialized outside knowledge, etc. If we just listed these stipulations, workers would skip the task due to its apparent complexity. Instead, we adopt a similar approach to Antol et al. [2015], by framing our instructions as an adversarial game, in which the worker attempts to create a question that will fool a QA robot. We tell the crowdworkers that we have a robot capable of performing the task, manymodal QA over three modalities. Since we want the task to be difficult, we ask the workers to try to fool the robot to the best of their ability. A critical component of our task is question ambiguity, therefore we describe what an ambiguous question is and again ask the workers to fool the robot by making the questions as ambiguous as possible. We find that this adversarial approach results in many of our criteria being met, without explicitly listing them.

This makes the task less intimidating for the crowdworkers because the instructions are concise and easy to understand.

We validate our data with another MTurk task, where the crowdworkers are asked to produce a single word answer to a given question. Each example is validated by 3 workers and is considered valid if at least 2 agree on the answer. We obtain a 92.58% inter-annotator agreement score, indicating that our data is high quality and answerable by humans.

We paid workers $0.06 for each created image question-answer pair and estimated the average completion time to be 15-30 seconds. For text and table pairs, we paid $0.05 with a 10-25 second estimated completion time. We pay more for image questions because we found that creating image questions that appear to be text/table questions is more time-consuming than vice-versa. This is because image questions tend to be visually focused and this sort of information is frequently not present in paragraphs or tables. To complete any of our HITs, workers had either 15 or 30 minutes for completion. Additionally, all tasks had the following worker qualifications: 1,000 previously completed HITs, 96% HIT acceptance rate, and be a native-english speaker.

**5 Data Analysis**

ANYMODALQA contains 10,190 questions: 2,873 image, 3,789 text, and 3,528 table; a 20/30/50% fine-tuning/dev/test split. We select these splits to maximize the size of our dev and test sets, while using our challenge set only for fine-tuning. In all experiments, we tune our models on dev and only use test for final evaluation. Additionally, all examples in the paper are from train or dev. We publicly release the fine-tuning and the dev sets and keep the test set to evaluate submissions to our upcoming leaderboard.

**5.1 Question Properties**

**Sample Questions:** Figure 2 contains sample questions from our challenge set. Most of the questions are ambiguous with respect to the modality that was used to generate the question. In many cases, the set of potential modalities can be narrowed down to two. For instance, there are not any through all image examples, filtering to ensure that image questions were not exclusively answerable using only the caption.
indicators that table question 1 is indeed a table question, one can easily imagine a text paragraph that would contain the answer. However, it is difficult to imagine an image that could answer the question. Therefore, the model would have to search both the table and the page’s text to find the answer.

Knowledge Breadth: Wikipedia contains 6 million articles, spanning many domains. As a result, our data covers many topics and models must handle this diverse information. To quantify this diversity, we categorize pages as one of 13 categories, seen in Figure 3. Places and sports/media are our largest categories, at 53.7%. This is likely due to these pages frequently containing tables, the least common modality, and thus frequently contain all 3, providing high-quality examples. Our data also contains complex examples, with 4.0% and 8.7% science and political pages, respectively.

The breadth of our dataset extends beyond just these categories. While the topic of a page corresponds to them, many pages contain a broad spectrum of knowledge in and of themselves. For instance, places is mostly composed of pages about countries, states, and cities. Each of these pages have many different sections about the history of the location, demographics, weather, landmarks, etc.

Question Types: We perform another analysis of the questions by considering the most common words in each modality; Figure 4 shows sunburst plots of question types contained in our data. There is not a large discrepancy between modalities because the most common types across each are similar. For instance, “what” is the most common type in all three modalities, “how many” is also common across all three, etc. It is only at a more fine-grained level that differences become apparent. This balance indicates that question type is a poor feature for determining the modality.

5.2 Answer Properties
There are 5,032 unique answers in our data. To maintain a diverse set, we limit the number of yes/no answers in the dataset, which make up 2.41%. For text and table questions, we did not stipulate whether the answer needed to appear in the context, however we find that in 6.33% of text-based examples and in 9.38% of table-based examples, the answer does. This makes both tasks open-ended, as opposed to span-based. In span-based QA, the answer span always appears in the context document, and the model needs to determine the span. Open-ended QA is a more difficult task due to the answers being open-ended and makes our task more challenging, while also allowing the text and table modalities to mix with the visual modality, which can only be open-ended.

6 Baseline Models and Results
We present a baseline model that combines existing state-of-the-art QA architectures for each of our three modalities, taking advantage of prior work in unimodal QA. This model not only serves as a baseline but also as a tool for analyzing the ambiguity of our questions. We hope that our challenge will encourage several end-to-end models in future work. First, we introduce our modality selection (or disambiguation) network that classifies each question as one of three modalities: text, image, or table. We then use the modality selection network with existing QA models to create a modality selection and question-answering network (our MANYMODALQA model), that first runs the modality selector and then runs a pre-trained unimodal QA model corresponding to the modality that was selected. Without the modality selection network more rudimentary methods, for selecting which unimodal model to run would need to be used (such as the voting baseline presented in Section 6.2.) We also explore preliminary approaches to re-purposing and combining existing datasets in a manymodal setting.

6.1 Modality Selection Network
We use our modality selection network to predict which modality the answer is found in. We frame this as a multi-class classification task where the network receives a question as input and predicts one of three classes corresponding to our 3 modalities. The modality selection network receives the question as input and embeds it using pre-trained ELMo
The embeddings are fed through an LSTM and the resulting vector is passed through two feed-forward layers with a final softmax activation. The model is trained exclusively on our fine-tuning set, tuned on our dev set, and test is only used for evaluation. To evaluate the ambiguity of our questions, we compare the results on our data to results on data composed of 3 unimodal datasets: SQuAD v1.1 (Rajpurkar et al. 2016) for text, VQA v2 (Goyal et al. 2017) for image, and WikiTableQuestions (Pasupat and Liang 2015) for table questions. For each dataset, we extract the questions and create labels that indicate which modality/dataset each belongs to. We make a training set with 1,800 examples, a dev set with 5,850, and a test set with 7,350. Since the training size is slightly smaller than our challenge set, if the model obtains higher accuracy on this data compared to ours, it suggests that our questions are more real-world ambiguous (see results below in Sec. 6.2).

6.2 Modality Selection Network Results

Table 1 contains the accuracies of the modality selection network. Our model gets 77.49% total accuracy on our data. We compare the model to a most common baseline, where we always select the most common answer in the fine-tune data, achieving 37.14%. On the data composed of 3 unimodal datasets, our model gets 92.65%. The model performs significantly worse on MANYMODALQA than on the unimodal data, supporting our hypothesis that the questions in our challenge set are more ambiguous.

LIME Analysis: To visualize the modality selection network, we perform a LIME (Locally Interpretable Model-Agnostic Explanations) analysis (Ribeiro, Singh, and Guestrin 2016) (results in Figure 5). The top two sentences contain examples that were correctly classified as an image question with high confidence. From the resulting heatmap, it can be seen that the words “color”, and “wearing” (visually oriented words) are important for classifying image questions, whereas “Joseph B. Foraker” and “Skyraider”, proper nouns, are not. The bottom two sentences are also image questions, but were misclassified as text and table, respectively. The heatmaps show that “Yongding County” and “Miroslav Karhan” contribute to the misclassification, as proper nouns are more common in text/table questions.

There are cases where the question’s classification seems intuitively correct, yet is actually incorrect. Consider the question “What color is the exterior of the church made from?”. This question was classified as an image question due to it inquiring about a visual feature of the church, however, it is actually a text question. The only way that a model can classify questions like this correctly, is by reasoning over the input modalities and the question. However, as explained in the following section, this is a non-trivial problem that our task encapsulates to encourage the community to pursue this as future work. An additional analysis in the form of a confusion matrix is in the appendix.

6.3 Modality Selection and Question-Answering Network

In this model, we have 4 separate sub-models: a modality selection network and one unimodal QA model for each modality. The modality selection network predicts which modality the answer will be found in, as described in Section 6.1. Then, based upon the prediction, the appropriate context (text, table, or image) and question are fed to the corresponding unimodal model (Figure 6). Note this is not a full end-to-end model. This makes our architecture more robust because any unimodal model can be used. We have structured our challenge set in a way that encourages the community to develop flexible end-to-end models that can generalize across many modalities by properly combining them in a low-resource setting, improving upon existing transfer learning techniques. Since there are no existing large pre-training datasets available that contain all three modalities together, one may utilize separate datasets for each modality (as we do in this work), but if the model is end-to-end, then more advanced training regimes will be required to handle missing modalities. Thus, this presents an interesting challenge for future work, where training examples consist of only a single modality, yet the model must learn to handle multiple inputs because our test examples are manymodal.

All networks are trained separately. For each modality, a model is trained on an existing unimodal dataset. Each architecture achieves state-of-the-art, or near state-of-the-art, in its respective domain. The modality selection network is trained as described in Section 6.1. At test time, the question is run through this network, a modality is predicted, and the
generating a given answer from our candidate set, and
\( p_{\text{ans}} \) is the probability of generating a given answer from our candidate set, and \( P_{\text{set}}(w) \) is the probability of selecting a given word from the document (see appendix for more information). Since SQuAD does not contain yes/no questions, we use simple heuristics to convert a small percentage of questions to yes/no. Then, we discard any answers that are longer than a single word, since every answer in our challenge set consists of a single word, leaving 25,504 training examples.

Table-based QA Model To process our tables, we use Stanford’s SEMPRE framework, trained on WikiTableQuestions (Pasupat and Liang 2015) and fine-tuned on our data, which is a state-of-the-art approach based on semantic parsing. We also experiment with some alternative approaches to table QA, namely, we use the text BERT model, treating our tables like text and pre-training the model on additional tables that we collect from Wikipedia, but this approach does not perform as well and is a good venue for future work.

Image-based QA Model Our imageQA model uses the bottom-up attention architecture (Anderson et al. 2018) and is trained using VQA v2 (Goyal et al. 2017). We make a minimal modification to the model in the form of an additional LSTM with GloVe (Pennington, Socher, and Manning 2014) (just like the question) to process the caption. The output of the LSTM is concatenated with the joint representation of the image and question. We force the candidate answers to contain every answer in our fine-tuning set, plus any answer that appears more than 20 times in VQA v2. This ensures that the set of candidate answers does not get too large but still contains ours. To get captions during training, we use each image’s corresponding example in VisDial (Das et al. 2017) because it is also based on COCO (Lin et al. 2014) and includes one of the COCO captions for each example.

6.4 Modality Selection and Question Answering Network Results

The results for our modality selection and answering network are in Table 2. The model obtains 39.73% accuracy on our test data. We tune the model on our dev data and get 26.98% on images, 49.87% on text, and 39.13% on tables, with a total accuracy of 39.70% on the dev set. We also evaluate an oracle model without the modality selector, where each question is fed to the appropriate model using its ground-truth modality, getting 46.51% and 46.26% for dev and test, respectively. We conduct human evaluation on our data, where a human is asked to answer the question given all modalities. Due to the open-ended nature of our task, we manually evaluate the responses. Humans achieve 91.58% accuracy, indicating that our data is high-quality and that current state-of-the-art techniques are insufficient, leaving a lot of room for community improvements. We also compare this model to three baselines. The first is a voting baseline where each unimodal model is run for all available modalities in each example, then if 2 or more models guess the same answer, that answer is returned; otherwise, an answer is returned randomly from the three models. This approach gets 21.12% on our test data, demonstrating the importance of the modality selector. We also have two other simple baselines: a ‘most-common’ baseline, which selects the most common answer from our fine-tuning data, for every example in the test data, obtaining 2.41%; and a nearest neighbor baseline, which answers a given question in the test set with the answer from the closest matching embedding from the universal sentence encoder (USE) (Cer et al. 2018) in the fine-tuning set, achieving 5.61% accuracy. These results (in conjunction with the high human performance) confirm that MANYMODALQA is a challenging test bed for future work.

6.5 Recent Results with RoBERTa and LXMERT

Here, we present new experiments that utilize very recent modeling techniques, improving the performance of our baselines, but still leaving plenty of room for improvement. For the modality selector, we have upgraded ELMo to RoBERTa (Liu et al. 2019), a large-scale transformer-based model. This change increases the performance (in Table 1) on our dev data to 80.92% (from 77.93%) and on our test data to 81.35% (from 77.49%), while the performance on existing datasets is increased to 95.44% (from 92.65%). These increased numbers indicate that with improved language modeling, questions can be more successfully disambiguated; however, our dataset is still substantially more ambiguous, and there still remain questions - such as the example discussed in Section 6.2 - that cannot be disambiguated without considering the modality contexts. In our textQA model, we replaced BERT (Devlin et al. 2018) again with RoBERTa (Liu et al. 2019), but it does not have a large impact on performance. We also the latest LXMERT (Tan and Bansal 2019) method to our imageQA model; this yields a

| Model      | Images | Text | Tables | Total |
|------------|--------|------|--------|-------|
| Most Common| 4.17%  | 1.58%| 1.87%  | 2.41% |
| USE        | 11.40% | 3.70%| 2.94%  | 5.61% |
| Voting     | 15.50% | 23.71%| 22.93%| 21.12%|
| Our Model  | 27.17% | 48.63%| 40.43%| 39.73%|
| Oracle     | 29.05% | 59.35%| 46.26%| 46.26%|
| Human      | 94.00% | 92.00%| 89.61%| 91.58%|

Table 2: Accuracy (EM) breakdown of the modality selection and answering network on our test data.
significant improvement, increasing the score in Table 2 to 37.11% (from 27.17%) and increasing the oracle score to 40.79% (from 29.05%), demonstrating the usefulness of recent large-scale multimodal pretraining but still maintaining a large gap to fill by future work.

7 Conclusion
We presented a new challenge to the community, hoping to promote research in many-modal QA. We structured our challenge in a way that encourages research in other, more general areas, such as transfer learning and end-to-end modality disambiguation + multimodal QA. We hope that this challenge will serve as a test bed for further work and that our model will inspire directions of subsequent research. We plan to continue our work by collecting data that exhibits a stronger form of multimodality, where the question can only be answered after combining multiple modalities, and by adding new modalities, such as video and audio.
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Appendices
A Text-based BERT QA Model

Before processing our data through our text-based model, we do some additional pre-processing where we use TF-IDF, similar to (Clark and Gardner 2018), to perform paragraph selection by selecting the paragraph with the closest TF-IDF vector to the question, shortening the context significantly.

The basis of the model is the same as the QA version of BERT described in (Devlin et al. 2018). However, due to the answers in our task being open-ended, we add a pointer-generator mechanism to the output layer. This allows the model to produce answers, such as “yes” and “no”, that may not appear in the context document. More concretely, we define the probability of producing a given word as follows:

\[ P(w) = p_{gen}P_{ans}(w) + (1 - p_{gen})P_{sel}(w) \]  

where \( p_{gen} \) is the probability of generating a word from our candidate set versus selecting one, \( P_{ans} \) is the probability of generating a given answer from our candidate set, and \( P_{sel} \) is the probability of selecting a given word from the document.

\( P_{sel} \) is produced by a linear layer on top of the pre-trained BERT model, acting as the pointer, producing a probability distribution over the words in the context document. To obtain \( P_{ans} \), the output of the BERT model is fed through an LSTM to obtain a fixed-size representation, and then fed through a linear layer to produce a distribution over the set of candidate answers in the training set. \( p_{gen} \) is produced by concatenating the fixed-size representation with the output of the pointer (prior to any softmax) and passing this through a linear layer.

B Question Lengths

The number of words in the questions for each modality can be seen in Figure 7. The distributions are relatively close to one another, with text questions being slightly longer, on average, than the other two modalities.

C Modality Selector Confusion Matrix

Figure 8 contains a confusion matrix of our dev data passed through the modality selector. From this figure, it can be seen that text and table questions are frequently misclassified; which indicates that these modalities are the most similar. However, when image questions are misclassified, they tend to favor text. This is likely because text has the largest set of potential question types, as it is the most robust modality.

D Sample Mechanical Turk Instructions

Figure 9 contains a sample of the instructions that we use to collect text QA examples. We use an adversarially-oriented approach where crowdworkers attempt to create questions that will fool a robot designed to complete our task. We emphasize the importance of question ambiguity in our instructions, as this is a critical part of our challenge set. Additionally, we try to keep the instructions as short as possible to increase the likelihood that they will be read completely.

E Data Samples

Figures 10 and 11 show additional samples from our challenge set. Figure 10 demonstrates the breadth of our challenge set, with the question coming from a Wikipedia page about chemistry, asking what year the term alkaloid was introduced. In this sample, the image is of Naloxone, which is an alkaloid, and the table is about alkaloids, but the answer is actually in the text. Furthermore, the
The name "alkaloids" (German: Alkaloide) was introduced in 1819 by the German chemist Carl Friedrich Wilhelm Meißner, and is derived from late Latin root alkali (which, in turn, comes from the Arabic al-qalwī – "ashes of plants") and the suffix -οειδής – "like". However, the term came into wide use only after the publication of a review article by Oscar Jacobsen in the chemical dictionary of Albert Ladenburg in the 1880s.

### Question 9
What year was the term "alkaloid" introduced?

**Answer:** 1819

---

**Text:**
The American manual alphabet and numbers.

**Table:**

| Sign | Handshape | Orientation | Location | Movement |
|------|-----------|-------------|----------|----------|
|     | (as for THINK) | (as for THINK) | tip of finger in contact with chin | (as for THINK) |

**Question:** What country are the manual alphabet and numbers from?

**Answer:** America

---

**Text:**
ASL possesses a set of 26 signs known as the American manual alphabet, which can be used to spell out words from the English language. These signs make use of the 19 handshapes of ASL. For example, the signs for 'p' and 'k' use the same handshape but different orientations. A common misconception is that ASL consists only of fingerspelling; although such a method (Rochester Method) has been used, it is not ASL.

---

**Text:**
Embedded in the page below, you will see a paragraph from Wikipedia. You will be creating a question about this paragraph. The answer to the question should only be a single word.

We have developed a robot that answers questions about Wikipedia articles. To do this, it looks at the images, tables, and text contained in a page. Your question should try to fool the robot in terms of what the answer source is, i.e., the robot should not be able to look at the question and know whether it's about a paragraph or a table or an image. For example, DO NOT create questions like "Who is the man described in this paragraph?", these are INVALID. Whereas, a question like "what color are polar bears?" is VALID because the information required to answer it could easily appear in either a paragraph or an image. (This is difficult to do perfectly, but please try to avoid obvious give aways)

**Additional stipulations:**
- Please DO NOT ask yes/no questions

---

**Figure 9:** A sample of the instructions that we use for crowdsourcing.

**Figure 10:** A condensed example of our task, using a sample that we collected from a Wikipedia page.

**Figure 11:** A condensed example of our task, using a sample that we collected from a Wikipedia page.