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ABSTRACT In modern digital photographs, most images have low dynamic range (LDR) formats, which means that the range of light intensities from the darkest to the brightest is much lower than the range that can be perceived by the human eye. Therefore, to visualize images as naturally as possible on devices that display them in high dynamic range (HDR) format, the LDR images need to be converted into HDR images. The aim of this study was to develop an adaptive inverse tone mapping operator (iTMO) that can convert a single LDR image into a realistic HDR image based on artificial neural networks. In contrast to conventional iTMO algorithms, our technique was developed by learning the complicated relationship between various LDR– HDR pair images, which enables nearly ground-truth HDR images to be generated from various types of LDR images. The novel learning technique is called cumulative histogram-based learning and color difference learning. The superior performance of our technique over conventional methods was assessed through objective evaluations of various types of LDR and HDR images.

INDEX TERMS High dynamic range, inverse tone mapping operator, cumulative histogram, color difference, convolutional neural network.

I. INTRODUCTION
In photographs, the dynamic range refers to the luminance range from the darkest region to the brightest region. It is known that the dynamic range that can be perceived by the human eyes at once is $\sim 10^{3.7} \ (\approx 5000) \ \text{cd/m}^2$ [1]. However, most dynamic ranges commonly used in current digital displays are below 300 cd/m$^2$. This is referred to as a low dynamic range (LDR). If the expressed dynamic range is narrow, the differences in brightness that human eyes can distinguish may be displayed as a constant level of brightness. Wide dynamic range scenes, such as sunrises or sunsets, cannot properly be captured or displayed using LDR settings. As such, the current LDR technologies are insufficient to attain the levels of perception made possible by the human eyes. Therefore, techniques that can expand the dynamic range of images as wide as the cognitive range of the human eye are necessary.

High dynamic range (HDR) technologies have recently been developed. These technologies expand the dynamic range represented by conventional LDRs, thereby increasing the contrast ratio of the image. HDR displaying devices that can support 1000 cd/m$^2$ and 10-bit images are also being made available. Conventional LDR images can represent only 256 color levels, because there are only 8 bits available to express individual pixel intensity. Therefore, because LDR images are not effectively displayed on 10-bit HDR display panels, techniques to obtain HDR images are becoming more important.

To obtain HDR images, it is necessary to combine several LDR images with different exposure values to create a HDR image with a wide dynamic range [2]. However, while acquiring multiple LDR images, movements of the camera or objects to be captured often occur and cause the appearance of artifacts, such as ghost artifacts [3], during the process of combining the images. Several methods have been proposed to eliminate such artifacts, but they have failed to completely remove them [4]. With the development of modern technology, single-shot HDR imaging has become available. There are a variety of methods, including the capture of a single-shot HDR using a spatially varying imaging sensor [5] and the recovery of a HDR image by convolutional sparse coding [6].
However, these technologies have limitations such as the need to shoot with a specially manufactured camera and the degradation of resolution. Furthermore, large amounts of image data collected in LDR formats need to be converted into HDR formats to be properly visualized on HDR displays. The conversion process is referred to as inverse tone mapping. Several methods using inverse tone mapping operator (iTMO) algorithms have been proposed to expand LDR to HDR based on mathematical models. However, when using such models to convert images, it is difficult to consider the individual characteristics of each image, thus resulting in suboptimal HDR images that are different from the true HDR images. Recently, deep neural networks perform well in computer vision fields for problems that are difficult to solve using traditional algorithms. In the field of iTMO technology, many deep learning based iTMOS have been proposed to overcome the limitations of the existing methods and to increase the adaptability of various types of images as well. In Related work section, we will introduce various iTMOS in detail from the traditional methods to the latest deep learning methods.

We also proposed a new robust technique that converts LDR images into HDR images with an expanded dynamic range that is significantly closer to the true HDR using deep learning. The main differences between our proposed method and conventional learning approaches are as follows: (1) Efficiently learns the difference between LDR and HDR images using the CIEL*a*b* color domain instead of the RGB color domain; (2) Solves small dataset problems using transfer learning; (3) Effectively estimates HDR brightness image using cumulative histograms learning and histogram matching, not image-based learning; (4) Learns not only brightness but also color using color different loss function.

II. RELATED WORK

Over the years, several iTMO methods have been proposed based on various mathematical models and by incorporating knowledge of the human visual system. Akyüz et al. [7] proposed the use of a simple linear expanding method based on their psychophysical investigation. They suggested that a simple linear boost of the range of a LDR image to fit a HDR display could equal or even surpass the appearance of a true HDR image. However, over-exposed areas are problematic, particularly when the portion of the over-exposed area is large in images. Therefore, several sophisticated algorithms have been developed. Meylan et al. [8] proposed the use of a piecewise linear tone scale function composed of two slopes for LDR–HDR conversion to reduce the large gap between the normal range of luminance (diffuse area) and the very high range of luminance (specular area) in images to recover the natural look of the original HDR scenes. Masia et al. proposed some nonlinear global functions based on a gamma curve [9] to handle the overall luminance differences of individual images and selective tone mapping methods [10] selectively applied to local areas in images, depending on different zones or salient contexts. Banterle et al. [11] proposed a general framework to convert LDR images into HDR images based on the inverse of the Reinhard tone mapping operator (TMO) algorithm [12]. They estimated the light sources in images and generated the Expand Map to mitigate abrupt changes in high luminance areas via a linear interpolation between the original LDR and the estimated HDR images. Based on this technique, several problems associated with the direct inversion process were overcome. Recently, Huo et al. [13] proposed a physiological inverse tone mapping algorithm that considers the characteristics of the human visual system (HVS). In a manner similar to the local response of the HVS to visual stimuli (local retinal response) [14], they used a mathematical retinal response model that can locally be adapted to different areas depending on the estimated local average luminance to replicate the physiological process that underlies the perception of light. They demonstrated that their method reduced the formation of artifacts and produced HDR images of high visual quality.

In this paper, we propose a new data-driven method to estimate the ground-truth HDR image from a single LDR image using a deep learning method. Using this method, the complicated nonlinear relationship between LDR and HDR images can be learned from various types of LDR–HDR pairs. Very recently, deep learning approaches have been proposed to generate HDR images from single LDR images. Zhang and Lalonde [15] used an autoencoder network to produce HDR panoramas from single LDR panoramas. Although good HDR images were produced, the group’s work was limited to outdoor panoramas in which the sun was assumed to be in the same azimuthal position in all images, and the resolution of the generated HDR images was too low (128 × 64) to clearly show the details of these images. Kalantari and Ramamoorthi [16] generated HDR images from three unfixed LDR images with different exposure values. In general, because of ghost artifacts, the images used for synthesizing must be fixed. However, their method solved the ghost artifact problem by aligning the over- and under-exposure value images based on the middle exposure value image. However, there is a limitation that a single LDR image alone cannot generate a HDR image. Eliertsen et al. [17] used a similar autoencoder network with several modifications and logarithmic loss functions. They demonstrated a successful reconstruction of various HDR images. The limitations of their work were the difficulty in recovering dark regions and the underestimation of extreme intensities.
Furthermore, a user-specified parameter for the loss function needed to be tuned for assigning different importance levels to the illuminance and reflection components. Endo et al. [18] proposed the use of a deep learning technique to learn several bracketed images with different exposures and subsequently combine them to produce HDR images. They also successfully inferred HDR images from single LDR images. However, the limitations of their work were the difficulty in handling an extremely high dynamic range and the necessity for a large memory owing to the multiple learnings required to generate intermediate multiple exposure images. Some tiling artifacts have been reported, and the selection of appropriate LDR images to combine is yet to be heuristically determined. Lee et al. [19] proposed a method of generating images with various exposure values (EVs) from a LDR image with EV 0. Endo’s method infers multiple exposure images at once, but they used a chain convolutional neural network (CNN) architecture that sequentially infers EV $\pm 1$, $\pm 2$, $\pm 3$ with a LDR image that has a medium exposure value (EV 0). Marnerides et al. [20] proposed multiscale deep learning architecture, which is based on a CNN consisting of three branches that learn local detail, medium-level detail, and higher-level image-wide features. The method successfully inferred HDR images by learning various local and global features. However, LDR images generated from HDR images by TMO and not LDR–HDR pair data were used.

### III. METHODS

The overall procedure of our iTMO development is as follows: (1) a training dataset preparation for LDR–HDR image pairs, (2) brightness and chromatic image extraction, (3) deep learning of the relationship between cumulative histograms for LDR and HDR pairs, (4) the brightness of HDR image generation via histogram matching using the estimated HDR cumulative distribution function (CDF), (5) recombination of the estimated brightness and the chromatic of LDR image, and (6) deep learning of the relationship between color in LDR and HDR pairs. The overall framework of the proposed method is shown in Figure 1.

#### A. DATASET

For a successful development of the data-driven iTMO algorithm via deep learning, a good training dataset with various types of images, structures, contrasts, and properties was essential. However, as it is difficult to collect open-source LDR–HDR pair images, we generated our own set of LDR–HDR pair images. We captured 450 different scene images using a Samsung NX3000 camera in the autoexposure bracket mode ($-2$, $0$, $2$ EV) at a resolution of 1024 × 1024 pixels. The dataset consists of various scenes of the following categories: indoor, outdoor, landscape, objects, buildings, and nights. The number of images for each category is 132, 101, 57, 52, 30, and 78, respectively. We set the aperture value to f/4, the ISO value to 100, and the shutter speed automatically using the autobracketing function. Ground-truth HDR images were generated by merging these three LDR images using the HDR Pro algorithm developed by Debevec and Malik [21] (built in Adobe Photoshop CC 2018). The data used in the experiment was set up with LDR (EV = 0) and HDR images pair images. Our dataset used for the experiment is available at: https://github.com/HanbyolJang/LDR-HDR-pair_Dataset. The total images were divided into 5-folds for cross-validation to prevent overfitting [22]. 4 subsets (360 images) were used for training & validation and the remaining subset (90 images) was used for testing. A total of 5 models were trained using the all different combination of subsets and performance was evaluated using a test set not used for learning.

All the HDR images in this paper are tone mapped by Reinhard’s TMO [23] to visualize them in a conventional.
LDR display setting for the readers. No gamma correction or other processes were performed. In Figure 2, examples of LDR–HDR image pairs used in our study are shown. When comparing LDR–HDR images, overexposed bright areas and underexposed dark areas, which are not visible in the LDR images, can be clearly seen in the HDR images.

**FIGURE 2.** Examples of LDR–HDR (tone mapped) pair images. LDR images in the top row contain over- and underexposed areas, where structures and details are not easily observable. However, HDR counterparts in the bottom row clearly show the details in both the dark and bright regions.

**B. BRIGHTNESS EXTRACTION**

Images can be expressed in several color spaces such as RGB, CMYK, and CIEL*<i>a</i>*<i>b</i>* [24]. As the dominant difference between LDR and HDR images resides in the brightness, we converted images in the RGB space into images in the CIEL*<i>a</i>*<i>b</i>* space and decomposed them into the brightness channel (<i>L</i>*) and the chromatic channels (<i>a</i>* and <i>b</i>*). The color space conversion is provided in Appendix A. Using various images, we calculated the difference between LDR and HDR images in individual channels to identify the channel that manifests the most pronounced difference. This difference was calculated using a normalized root mean square error metric [25], as shown in Eq. (1):

\[
NRMSE (\%) = \sqrt{\frac{1}{M \times N} \sum_{x=1}^{M} \sum_{y=1}^{N} \left[ (R(x, y) - I(x, y))^2 \right]} \\
\frac{\max(R) - \min(R)}
\]

where <i>R</i> is the reference image (HDR image), <i>I</i> is the input image (LDR image), (x, y) is the pixel index, <i>M</i> × <i>N</i> is the image size, <i>max</i>(<i>R</i>) is the maximum pixel intensity of the reference image, and <i>min</i>(<i>R</i>) is the minimum pixel intensity of the reference image. In Figure 3, the difference between LDR and HDR at each channel is shown. The difference is large in all individual R (47%), G (47%), and B (46%) channels in the RGB space, while it is large only in the <i>L</i>* (49%) channel and negligible in the <i>a</i>* (1.6%) and <i>b</i>* (1.6%) channels in the CIEL*<i>a</i>*<i>b</i>* space. Therefore, it was more efficient to learn the brightness relationship between the LDR and HDR images than to learn the mixed RGB relationship between these images.

**C. CUMULATIVE HISTOGRAM LEARNING**

In Figure 4, examples of LDR and HDR images in (a) and (b), respectively are shown. The area inside the orange box of the LDR image is too dark to indicate the detailed contents in it, whereas the details with good contrast can be clearly seen in the HDR image. A similar observation can be made in the area inside the blue box, which is too bright to indicate the detailed contents in the LDR image, whereas the details of the HDR image are clear. These observations can be explained through histograms of the images. In Figure 4(c) and (d), the histograms and the cumulative histograms of the LDR and HDR brightness images are shown, respectively. The pixels in the LDR image are scarcely present between 0 and 20 and most of the values between 80 and 100 are concentrated, thus resulting in very low contrasts within these compact brightness ranges. However, the pixels in the HDR image are widely distributed throughout the entire brightness range; therefore, good contrasts and visibility can be observed consistently in the HDR images.
There are several methods that change the contrast of an image using a histogram. Conventional histogram equalization algorithms may be applied to distribute the LDR histograms as widely as possible, thus increasing the contrasts of the dark and bright regions to resemble HDR images. However, the resultant images are not generally perceived to be natural by human observers, because they deviate from the natural tones of the original photographs. If we were able to convert LDR histograms into histograms that are nearly identical to the ground-truth HDR histograms, we could generate good-quality HDR images from single LDR images. However, no fixed transfer function that can convert a LDR histogram into a HDR histogram is known because individual images have their own characteristic histograms depending on factors such as type of scene, lighting sources, and structures. The aforementioned model-based iTMO algorithms in Section II were used in an attempt to overcome these obstacles by incorporating various functions such as linear, piecewise linear, nonlinear, zone- or context-adaptive, and local-adaptive response functions; however, the algorithms or these functions could not be generalized for various types of images. Furthermore, their outputs deviate from the ground-truth HDR images.

In this paper, we attempt to overcome this obstacle by using deep learning to investigate the relationship between the LDR and HDR histograms from various types of LDR–HDR image pairs. One problem in this approach is that the shape and features of histograms are too complicated to be learned even when using the current advanced deep learning techniques. Figure 4(c) clearly shows the large differences between the LDR and HDR histograms in terms of shape, density, local variations, etc. In our preliminary studies, the direct learning of the LDR and HDR histograms failed to produce good estimates of the ground-truth HDR histograms for these differences. However, the cumulative histograms of images have learning-favorable properties, as shown in Figure 4(d). Both the LDR and HDR cumulative histograms have smooth curves from the lowest to the highest brightness levels and always end with the same total number of pixels in the image. In addition, local variations have been reduced significantly. Consequently, the overall complexity of the cumulative histograms is very low, and the differences between the LDR and HDR cumulative histograms are also low when compared with the original histograms. Therefore, we applied deep learning to study the relationship between the cumulative histograms corresponding to the LDR and HDR images.

D. CUMULATIVE HISTOGRAM LEARNING ARCHITECTURE

In Figure 5, the deep CNN structure for cumulative histogram learning is shown. This network structure is based on VGG [26] and ResNET structures [27]. As a loss function, we used the L2 norm between the estimated CDF and the ground-truth CDF as described in equation (2).

$$L_{lossCDF} = \sum (CDF_{ground-truth} - CDF_{output})^2$$  \hspace{1cm} (2)
not sufficient. Generally, to solve the problem of data shortage, augmentation is performed. Augmentation is a method used to avoid overfitting and make better generalizations by increasing the number of data through transformations such as left and right reversal or rotation. However, we propose cumulative histogram learning in this paper. As the cumulative histogram is the sum of histograms for the intensity of the pixels in the image, histograms are the same even when augmentation is performed. For this reason, because augmentation is not applicable, we applied transfer learning using pre-trained weights on large dataset [17]. Transfer learning is a method of subsequent learning with weights extracted from related domains to help learning in a target domain with few data. In other words, fine-tuning the pre-trained weights to the target domain.

To generate a pretrained model from numerous data in the relevant domain, we generated a set of LDR and pseudo-HDR pair images from a single raw image. We collected 8156 high-resolution raw images from an open-source RAISE database [30]. The RAISE dataset contains a wide range of different categories of scenes: “outdoor,” “indoor,” “landscape,” “nature,” “people,” “objects,” and “buildings.” The raw images taken with a digital camera without compression or processing are 12- to 14-bit images [31]. We adjusted the exposure values (−2, −1, 0, +1, +2) from a single raw image and then generated five different LDR images [32]–[34]. We merged these five LDR images using the HDR Pro algorithm. It was defined as a pseudo-HDR because the resulting image was generated by merging LDR images with different exposure values from one raw image rather than LDR images obtained by taking different exposure values. Pseudo-HDR images are not exactly the same as true HDR images; however, the expansion of the dynamic range is similar, because it is generated from LDR images of various exposure values. Among the 8156 image pairs, 156 images were used for the test set and 8000 images were used for the training and validation set of the pretrained model. In conclusion, our network first learns the relationship between 8000 LDR and pseudo-HDR pair images, and then fine-tunes the learned weights to LDR and true HDR pair images.

**F. HDR BRIGHTNESS IMAGE GENERATION VIA HISTOGRAM MATCHING**

Figure 6(a) demonstrates that the HDR brightness value can be obtained using the histogram matching technique [35] with the estimated HDR cumulative histogram. The X-axis represents the brightness values (0–100) for the LDR and HDR images, and the Y-axis represents the normalized number of accumulated pixels. The blue and orange curves represent the cumulative distribution functions $f_L(x)$ for LDR and $f_H(x)$ for HDR brightness images, respectively. For an arbitrary brightness value $x$ in an LDR image, its corresponding HDR brightness value $x'$ can be estimated as follows: (1) find the function value of $f_L(x)$ at $x$ and (2) find the HDR brightness value $x'$ that makes $f_H(x') = f_L(x)$. The value of $x'$ becomes the HDR brightness value. During the matching algorithm, a smooth intensity mapping function and cubic hermite polynomial fitting were used to prevent artifacts caused by significant brightness value changes [35]. Finally, a HDR brightness image can be obtained by applying this process to all pixels of the LDR image.

In Figure 6(a), the slope of the CDF in the LDR image increases drastically at values of 90–100, which means that several pixels are gathered to that value. Therefore, the LDR image in Figure 6(b) looks as though the bright regions are clipped to a single value. However, it does not clip all the values in the bright region to 100 but tightly compresses them. Because the area is so tightly saturated, it appears to be clipped, which is indistinguishable to the eye. On the contrary, the HDR image in Figure 6(d) is not saturated, because the CDF for the HDR image is distributed evenly over the whole region. In other words, the histogram matching method is used to spread the brightness of the LDR image, which is densely populated. In Figures 6(c), an example of HDR image generation from an LDR image by the histogram matching technique is shown. If the ground-truth HDR cumulative histogram is perfectly estimated, the LDR image (b) is successfully converted into the HDR image (c) with no noticeable difference between it and the ground-truth HDR image (d). This example suggests that good-quality HDR images can be generated using the histogram matching technique if HDR cumulative histograms can be estimated effectively through our deep learning neural network.
G. COLOR DIFFERENCE LEARNING ARCHITECTURE

In Figure 3, the $L^*$ difference between the LDR image and the HDR image is significantly larger, but there are also differences between the chromatic components $a^*$ and $b^*$. Even if the HDR brightness may be perfectly predicted by the previous process, if the chromatic components are part of the LDR image, the ground-truth HDR color will not be represented. Figure 7(c) is the estimated HDR image combining $L^*$ of the ground-truth HDR image and $a^*$ and $b^*$ of the LDR image. There is a noticeable color difference between the estimated and the ground-truth HDR images. Therefore, our model is required to learn color as well as brightness. We designed the learning architecture to estimate the color of HDR images from the color of LDR images, as shown in Figure 8. This network structure is based on U-net structures [36]. It is a structure that learns not only high-level features but also low-level features using the $2 \times 2$ max pooling and up-sampling layer. The missing information after up-sampling is compensated by skip connection and concat. The network learns local color information using the $3 \times 3$ convolution layer, and the rectified linear unit (ReLU) for the activation function was applied after each layer. As a loss function, we used a Euclidean distance in the CIEL*$a^*b^*$ color space as described in equation (3). It is suitable for color differences learning due to its high correlation with the human color perception [37].

$$\text{Loss}_{\text{color}} = \sum (L^*_G - L^*_E)^2 + (a^*_G - a^*_E)^2 + (b^*_G - b^*_E)^2$$

where $G$ is the ground-truth image and $E$ is the estimated image. The total number of convolution layers was 27 and that of feature maps starts at 64 and doubles each time through the pooling layer, resulting in 1024 feature maps at the rightmost layer. The total number of parameters of the color difference learning is 47,049,155. The initial learning rate was $5 \times 10^{-5}$ and the rest of learning factors were implemented in the same environment as cumulative histogram learning. The total training time was 120 minutes and the test time for an image with $1024 \times 1024$ resolution took 0.21 seconds in the color difference learning model.

IV. RESULTS

A. CUMULATIVE HISTOGRAM LEARNING

In Figure 9, the test error graph of the trained model shows the effect of transfer learning. It shows (a) a model trained with 450 LDR and true HDR pair images, (b) a model trained with 8000 LDR and pseudo-HDR pair images, and (c) a model trained with 450 LDR and true HDR pair images from pretrained weights on 8000 LDR and pseudo-HDR pair images. All cases were tested with 450 LDR and true HDR pair images with 5-fold cross-validation [22]. Among the three models, the test loss of (c) using transfer learning was the lowest. This allowed us to confirm that transfer learning using weights pretrained with pseudo-HDR images with similar features is more effective. For transfer learning, it is common to use a smaller learning rate in order not to distort well-tuned weights too quickly and too much. We used a learning rate of $1 \times 10^{-6}$, which is $1/10$ of the initial learning rate. Therefore, the fluctuation in the error decreased from the point where transfer learning began.

The accuracy of the cumulative histogram learning model was calculated between the CDF estimated by our deep learning model and the ground-truth CDF using three similarity evaluation metrics: Mean squared difference similarity (MSD) [38], Cosine similarity [38], and Pearson similarity [38]. Before calculating the accuracy of the proposed CDF
learning model, it is necessary to calculate the accuracy of the pre-trained model since the pre-trained performance affects transfer learning. The three metric results of the pre-trained model were 99.95%, 99.85% and 99.97%, respectively. These scores mean that the pre-trained model is almost perfectly trained. Table 1 shows the accuracy of the three models used in Figure 9. When using transfer learning, the similarities with the ground-truth CDF were scored the highest. This result is identical to the test loss result in Figure 9, which shows that the proposed model almost perfectly estimates the CDF of the true HDR image. The $p$-value calculated by the paired $t$-test [39] for all similarity metrics was less than 0.05, which demonstrated the statistical significance improvement between the models.

In Figure 10, examples of the estimates of the HDR cumulative histogram from a single LDR cumulative histogram obtained using the proposed trained deep learning model are shown. Green lines represent the LDR cumulative histograms. It can be seen that the characteristics of the cumulative histograms are diverse for different individual images in terms of shape, local slopes, curvature, onset, endset, etc. Their ground-truth HDR counterparts (orange lines) also show diverse characteristics. Furthermore, the relationships between the LDR and HDR cumulative histograms are complicated and vary considerably for each case; no fixed transfer function can be estimated using classical mathematical models. Nevertheless, our trained deep learning model was able to effectively estimate the ground-truth HDR cumulative histograms, as shown by the blue lines. In these examples, the estimates (blue lines) follow the patterns of ground-truth (orange lines) quite well even though there are large differences between the LDR and the ground-truth HDR cumulative histograms.

### B. HDR BRIGHTNESS IMAGES USING HISTOGRAM MATCHING

In Figure 11, examples of the estimated HDR brightness images using the histogram matching technique with the

| Table 1. Accuracy results of the three models calculated by the similarity evaluation metrics. |
|-----|-----|-----|
|      | Trained with LDR & true HDR | Trained with LDR & pseudo-HDR | Transfer learning |
| MSD Similarity | 98.76% | 99.21% | 99.85% |
| Cosine Similarity | 95.98% | 98.78% | 99.49% |
| Pearson Similarity | 99.20% | 99.43% | 99.91% |

**FIGURE 10.** Estimates of HDR cumulative histograms from single LDR histograms. The estimates (blue lines) follow the patterns of ground-truth (orange lines) quite well even though there is a large difference between the LDR and the ground-truth HDR cumulative histograms.

**FIGURE 11.** Estimates of HDR brightness images in comparison with the LDR and ground-truth HDR brightness images. Ground-truth HDR and our HDR estimate are the tone-mapped brightness images.
FIGURE 12. Final color HDR image estimates in comparison with LDR and ground-truth HDR images. The dark and bright areas with low visibility in the LDR images were effectively converted into HDR images with improved visibility and local contrasts. All the HDR images are tone mapped.

The inferred HDR cumulative histograms are shown. Global and local contrasts of the estimated HDR images are well matched with the ground-truth HDR brightness images, which are quite different from the LDR brightness images. The accuracy of the brightness images estimated by histogram matching was calculated by the quantitative evaluation metric between it and the HDR brightness images, which are ground-truth. The root mean squared error (RMSE), peak signal-to-noise ratio (PSNR), and structural similarity (SSIM) of the 450 test brightness images estimated by histogram matching scored 2.99, 31.47 and 0.974, respectively. Since RMSE calculates the Euclidean distance between two images, a score of 2.99 in the brightness image with a range of [0-100] is a very small difference. And, the PSNR score above 30 is considered that the difference between two images is invisible to the human eye [40], and the SSIM score above 0.9 is considered to be almost identical between two images [41]. Therefore, the quantitative evaluation results show that brightness images through histogram matching successfully estimate ground-truth HDR brightness images.

Jang et al. [34] also experimented with image-to-image learning on brightness images. However, the characteristic of the LDR–HDR pair image was only the change of dynamic range, not the change of structure information in the image. Therefore, image-to-image learning is inefficient because the model also learns the structure information in the image.

The RMSE, PSNR, SSIM of the 450 test brightness images estimated by image-to-image learning scored 4.27, 28.94 and 0.934, respectively. This suggests that cumulative histogram learning, which focuses on brightness difference learning, is more effective. In addition, because cumulative histogram learning is one dimensional, the training time is also significantly shorter than for image-to-image learning, which is two dimensional.

C. COLOR DIFFERENCE LEARNING

The CIEL*a*b* color space images obtained through color difference learning are converted into RGB color space images to obtain the final HDR images. Figure 12 shows the LDR images (first column), the ground-truth HDR images (second column), the final estimated HDR images (third column), and the brightness cumulative histogram of the three images (fourth column). The dark and bright areas with low visibility in LDR images were effectively converted into their HDR counterparts with improved visibility and local contrasts. Furthermore, there is no noticeable difference in color or brightness between our HDR estimates and the ground-truth HDR images.

In order to verify general application of our proposed method, we further tested the different types of data not used for training. A total of 120 data were obtained from Eilertsen [17], Fairchild [42], HDR-Eye [43]. Eilertsen provided LDR and HDR pair images collected from various sources. And Fairchild dataset were generated by
FIGURE 14. Comparison of HDR images generated using the proposed method and other iTMOS. Columns (a) and (h) are LDR and the corresponding ground-truth HDR images, and (b)–(g) are the HDR estimates of Akyüz, Huo, Eilertsen, Endo, Marnerides, and our proposed method, respectively. All the HDR images are tone mapped.

In the magnified versions of the first image (second row), the bright region is saturated in the LDR image, making it difficult to distinguish. In ground-truth HDR image, however, this region can clearly be distinguished. Various iTMO methods attempt to distinguish saturated regions by expanding the dynamic range. Since Akyüz’s method is a simple linear expanding method, the bright region is excessively brighter, making it more difficult to distinguish. Huo and Eilertsen’s estimated HDR images adjust the contrast for overly bright regions; however, the structure is still indistinguishable. Endo and Marnerides’s estimated HDR images represent the structure distinguishably. However, artifacts occur in overly bright areas. They also occur in the right side light source of the whole image. In contrast, the estimated HDR image of our proposed method expands the dynamic range like a ground-truth HDR image. Structure information that was not distinguished in the LDR image can be identified, because the difference was effectively expanded through cumulative histogram learning in the region where the intensity difference...
was small. In the magnified versions of the second image (fourth row), the sunlight on the window is saturated and white in the LDR image. In the ground-truth HDR image, however, this region becomes distinguishable and displays a red hue. The HDR images estimated using the conventional methods do not estimate colors perfectly even though they expand the dynamic range in this region. In contrast, the estimated HDR image using our proposed method not only makes the shadows of the building more distinct, but also makes the color of sunlight look like that of the ground-truth HDR. This is because our proposed method learns color information separately through color difference learning, unlike other iTMOs. Finally, in the magnified versions of the third image (six row), the cloud appears to be saturated in the LDR image. In ground-truth HDR image, however, the cloud shape is visible. Akyüz, Huo, Eilertsen, and Endo’s estimated HDR images do not represent the cloud shape. Marnerides’ estimated HDR image produces a rough cloud shape but is not clearly distinguishable. In contrast, the HDR image estimated using our proposed method distinguishes clouds from sunlight, thus resembling the cloud shape of the ground-truth HDR image. Overall, our HDR estimates are the most comparable to the ground-truth HDR image in both the global and local sense.

E. QUANTITATIVE COMPARISON WITH OBJECTIVE EVALUATION METRICS

The performance of our proposed method and the other iTMOs (Akyüz et al. [7], Huo et al. [13], Eilertsen et al. [17], Endo et al. [18], Marnerides et al. [20]) are compared based on the following six different objective evaluation metrics: HDR-VDP-2.2 [44], [45], PU-SSIM(Y) [46], [47], PU-MS-SSIM [48], PU-PSNR, PU-RMSE, and deltaE1976 [37]. These metrics are demonstrated to be well suited for HDR image evaluation [49], [50]. The descriptions for these metrics are provided in Appendix B. The quantitative evaluation metrics were calculated and averaged on a total of 570 images by adding the 120 data with varying types as well as the existing 450 data of ours. Figure 15 and Table 2 show the scores of HDR-VDP-2.2, PU-SSIM, PU-MS-SSIM, PU-PSNR, PU-RMSE, and deltaE1976. All these metrics confirm that our proposed method outperforms the existing iTMOs in estimating the ground-truth HDR images. This is especially apparent in deltaE1976, a metric for evaluating color difference as a Euclidean distance in the CIEL∗a∗b∗ color space. This is because deltaE1976 was used as the loss function in our proposed color difference learning method. In other words, compared with the conventional iTMOs, which only expand the dynamic range, the proposed method also considers the change of color.

V. CONCLUSION AND FUTURE WORK

HDR image estimation from a single LDR image is challenging task. Several previous iTMOs have focused on creating either linearly or nonlinearly expanded dynamic range images based on mathematical and perceptual models, but they have failed to produce good estimates of the ground-truth HDR images. Our deep-learning-based iTMO can be an effective solution to this challenging task. By learning the complicated relationship between various LDR and HDR images, we were able to produce a good HDR estimate from an arbitrary single LDR image. The objective evaluations confirm that our proposed method is superior to other existing iTMOs that are based on various mathematical models in estimating the ground-truth HDR images.

The main advantage of the proposed method over the existing mathematical-model-based iTMOs is that our deep-learning-based iTMO can produce a good estimate of the ground-truth HDR image itself and not just create an arbitrary
HDR-like image. Conventional iTMOS have been concerned mostly with how to expand Y, the absolute luminance value. They proposed a method of setting the maximum luminance and expanding the luminance accordingly. However, because the maximum luminance to be expanded for each image is different, it is dangerous to handle a static transform function for all images. Therefore, our model generates a transform function appropriately according to the image, and this is the greatest difference from the conventional iTMOS, which apply the static function equally to all images.

The main difference from conventional iTMOS is that our model uses cumulative histogram-based learning, not image-based learning. In other words, the dynamic range, which is the largest difference between LDR and HDR images, was trained with a one-dimensional cumulative histogram instead of a two-dimensional image. Through dimension reduction, the training time was shortened and the accuracy of learning was improved. Another difference from conventional iTMOS is that our model considers the color relationship of the LDR–HDR image. Even if the HDR brightness may have been perfectly predicted in the previous process, if the chromatic components are components of the LDR image, the ground-truth HDR color will not be represented (as demonstrated in Figure 7). Therefore, we performed color learning using deltaE1976, a color difference metric that considers human color recognition, as a loss function. By performing one more specialized learning process on color, it shows much similar color to that of the ground-truth HDR image than the conventional iTMOS.

Our proposed method has a limitation in restoring perfectly lost information. The 8-bit LDR images are so saturated that the intensity is tightly compressed, resulting in clipping or quantization. These regions have small intensity differences that are indistinguishable by the eye, or they are clipped to a single intensity, completely losing the original information. Our method uses histogram matching in the process of making the estimated HDR brightness image using the learned cumulative histogram. However, because histogram matching involves one-to-one mapping for each pixel in the LDR image, it is not possible to restore the perfectly clipped region, although it works effectively to distinguish areas of small intensity differences. We recognized the limitations of histogram matching and designed the method to learn local information through a 3 × 3 convolution layer when processing additional color difference learning in the two-dimensional image domain. In addition, our model learns some clipped regions through pooling and up-sampling using a U-net structure. However, this may be insufficient because it does not necessarily learn only clipped areas. Therefore, the next study will investigate how to estimate clipped regions without artifacts to improve our deep-learning-based iTMO. Another limitation is in noise handling. Recently, many papers have been proposed to study the noise amplification that occurs when dealing with low-light images [51]. However, our proposed method does not currently focus on noise reduction. If the LDR image itself is noisy, histogram matching does not reduce the noise. Also, since the proposed deep learning model is not specialized for noise reduction, it will not completely reduce noise. To solve this problem, we will study the network structure that additionally connects the convolution layer that has been specialized in noise reduction. Finally, the HDR used to train the model is an image merged from LDR images with EVs of −2, 0, and 2. Therefore, the estimated HDR generated by the trained model only represents the dynamic range of HDR merged into LDR images with −2, 0, and 2 EVs. The next step is to build a model that generates HDR images with a wider dynamic range by training with the HDR data representing a wider dynamic range.

APPENDIX

A. CIEL*a*b+ COLOR SPACE CONVERSION

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} =
\begin{bmatrix}
0.4124 & 0.3576 & 0.1805 \\
0.2126 & 0.7152 & 0.0722 \\
0.0193 & 0.1192 & 0.9505
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\] (4)

\[
L^* = 116f\left(\frac{Y}{Y_n}\right) - 16
\]

\[
a^* = 500\left(f\left(\frac{X}{X_n}\right) - f\left(\frac{Y}{Y_n}\right)\right)
\]

\[
b^* = 200\left(f\left(\frac{Y}{Y_n}\right) - f\left(\frac{Z}{Z_n}\right)\right)
\] (5)

\[
f(t) = \frac{\sqrt{t}}{3\delta^2} + \frac{4}{29} \text{ otherwise}
\]

\[\text{where } \delta = \frac{6}{29} \] (6)

B. OBJECTIVE EVALUATION METRICS

1. HDR-VPD-2.2 [44], [45]

\[
Q_{hdpd} = \frac{1}{F \cdot O} \sum_{f=1}^{F} \sum_{o=1}^{O} w_f \sum_{i=1}^{I} D_p^f[i, o] \left( \frac{1}{I} \sum_{i=1}^{I} D_p^f[i, o] \right) + \epsilon
\] (7)

\[i: \text{ pixel index} \]

\[f: \text{ spatial frequency (1 to } F)\]

\[o: \text{ orientation (1 to } O)\]

\[D_p: \text{ noise-normalized difference between the } f \text{th and } o \text{th of the steerable pyramid for the reference and test images} \]

\[\epsilon: \small \text{ constant (10}^{-5}\text{) to avoid singularities when } D_p \text{ is close to 0} \]

\[I: \text{ total number of pixels} \]

\[w_f: \text{ vector of per-band pooling weights} \]

2. PU ENCODING [46]

\[
cvi(L, L_a) = (\max(\text{CSF}(L_a, x) \times MA(|L - L_a|)))^{-1}
\] (8)

\[
t(L) = cvi(L, \max(L, L_{a-min}))
\] (9)

\[
f_i = f_{i-1} + t(f_{i-1})
\]

\[\text{where } f: L' \rightarrow L, \quad i \in [2, \cdots, N] \]

\[PU: L \rightarrow L' \] (11)
We used the values of \( f \) as a lookup table and found the nearest index \( i \) for a given luminance value \( L \).

- \( cvi \): contrast versus intensity
- \( CSF \): contrast sensitivity function
- \( L_a \): adapting luminance
- \( L_b \): background luminance
- \( MA \): estimate of the loss of sensitivity
- \( x \): corresponds to all the parameters (such as spatial frequency, orientation, and stimuli size)
- \( L_{a-min} \): all luminance levels above this value
- \( i \): final estimates of the detection thresholds
- \( i \): luma value
- \( f_i \): gives the luminance value associated with a particular \( i \)

3. SSIM [47]

\[
Q_{\text{ssim}} = \frac{(2\mu_x \mu_y + C_1)(2\sigma_{xy} + C_2)}{(\mu_x^2 + \mu_y^2 + C_1)(\sigma_x^2 + \sigma_y^2 + C_2)}
\]  

(12)

\( \mu_x, \mu_y \): (mean intensity of image \( x, y \) (luminance term))
\( \sigma_x, \sigma_y \): standard deviation of image \( x, y \) (contrast term)
\( \sigma_{xy} \): \( \sum_{i=1}^{N} (x_i - \mu_x)(y_i - \mu_y) \) (structural term)
\( C_1, C_2 \): small constant to be stable (empirical value)

4. MS-SSIM [48]

\[
Q_{\text{mssim}} = \frac{1}{M} \sum_{j=1}^{M} \text{SSIM}(x_j, y_j)
\]  

(13)

Calculate the mean SSIM index for the whole image.

5. PSNR

\[
Q_{\text{psnr}} = 10 \log_{10} \left[ \frac{\max(E)^2}{\frac{1}{M \times N} \sum_{i}^{M} \sum_{j}^{N} |G(i, j) - E(i, j)|^2} \right]
\]  

(14)

\( G \): ground-truth image
\( E \): estimated image
\( i, j \): pixel index
\( \max(E) \): maximum possible pixel value of the estimated image

6. RMSE

\[
Q_{\text{rmse}} = \sqrt{\frac{1}{M \times N} \sum_{i}^{M} \sum_{j}^{N} |G(i, j) - E(i, j)|^2}
\]  

(15)

\( G \): ground-truth image
\( E \): estimated image
\( i, j \): pixel index

7. deltaE1976 [37]

\[
Q_{\text{deltaE1976}} = \sqrt{(L_a^G - L_a^E)^2 + (a_a^G - a_a^E)^2 + (b_b^G - b_b^E)^2}
\]  

(16)

Calculate in the CIEL* \( \Delta a^*b^* \) color space.
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