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Abstract
A distributed denial of service (DDoS) attack is the most destructive threat for internet-based systems and their resources. It stops the execution of victims by transferring large numbers of network traces. Due to this, legitimate users experience a delay while accessing internet-based systems and their resources. Even a short delay in responses leads to a massive financial loss. Numerous techniques have been proposed to protect internet-based systems from various kinds of DDoS attacks. However, the frequency and strength of attacks are increasing year-after-year. This paper proposes a novel Apache Kafka Streams-based distributed classification approach named KS-DDoS. For this classification approach, firstly, we design distributed classification models on the Hadoop cluster using highly scalable machine learning algorithms by fetching data from Hadoop distributed files system (HDFS). Secondly, we deploy an efficient distributed classification model on the Kafka Stream cluster to classify incoming network traces into nine classes in real-time. Further, this distributed classification approach stores highly discriminative features with predicted outcomes into HDFS for creating/updating models using a new set of instances. We implemented a distributed processing framework-based experimental environment to design, deploy, and validate the proposed classification approach for DDoS attacks. The results show that the proposed distributed KS-DDoS classification approach efficiently classifies incoming network traces with at least 80% classification accuracy.
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1 Introduction

In this modern era, each enterprise has been shifting its sales services to online mode for growing profits and making it available anytime-anywhere for clients. There is an immense rise in Internet subscribers (4-billion+ users [1]) and IoT devices (100+ IoT devices connected to the Internet per second [2]). However, this significant improvement caused unprotected Internet routes, less-safe nodes, etc. Therefore, attackers use these opportunities for performing large-scale DDoS attacks on internet-based systems.

1.1 DDoS attack

A DDoS attack is one of the lethal attacks for internet-based systems, which immediately stop the working of victim systems by sending large numbers of unnecessary network traces [4]. The primary objective of this attack is to hide victim systems and their resources from benign requests [5]. For the execution of this type of attack: (1) Compromise large numbers of devices and (2) Perform a large-scale DDoS attack by transmitting large numbers of network traces towards the victim system in a coordinated manner using these compromised nodes. A typical example for performing a DDoS attack on the victim system is presented in Fig. 1. In this, an attacker compromised multiple devices via handlers. The handler is an intermediate program between attackers and compromised nodes for performing a large-scale attack.

1.2 Recent events information of attacks

Most of the countries have been fighting the COVID-19 pandemic situation since Jan. 2020. In Q1:2021 [6], DDoS attack incidents are declined by 28%+ when compared with Q1:2020. However, it increased by 46%+ compared to Q4:2020. Further,
more than 40% of DDoS attack incidents are performed on internet-based systems in Jan. 2021, which means attack incidents in the other two months remain low.

The comparison of DDoS attack incidents between Q1-2019, Q1-2020, and Q1-2021 are presented in Fig. 2. Recent statistical data shows that both incidents and the strength of DDoS attacks are increasing year-after-year. The Q1-2019 DDoS attacks statistical data [7] shows that the number of attack incidents increased by 80%+ opposed to the Q4:2018. The year-wise largest DDoS attack for 2011–2020 is shown in Fig. 3.
1.3 Challenges

In this big data environment, the traditional framework-based classification approaches themselves became victims of large-scale DDoS attacks. This type of approach has several issues: (1) Requires more time for traffic analysis, (2) Explicit communication protocol needs to implement, (3) Failed to analyze network traffic in real-time, etc. A DPF systematically handles large numbers of network packets by employing multiple nodes. Further, intermediate communication between nodes, communication protocol, and metadata of data is managed by DPF. In the literature, few classification approaches are deployed on DPF compared to the traditional framework. Further, most of the DPF-based classification approaches for DDoS attacks are deployed on the Hadoop framework and fail to analyze incoming network traces in real-time. Additionally, existing DDoS attack classification approaches are designed and validated using outdated datasets. Therefore, it needs to implement a distributed classification approach using the recent CICDDoS2019 dataset on the DPF, such as Hadoop, and deploy it on distributed streaming platforms (DSP), such as Kafka Streams.

1.4 Apache Kafka streams, H2O machine learning library, and CICFlowMeter tool

A good DSP must have the following features:

1. To analyze the streaming data such as network traffic flows as it receives.
2. To support the producer-consumer architecture for real-time applications, which forms a loosely-coupled architecture. Therefore, multiple producers/consumers can publish/consume data concurrently and independently without delay.
3. To have features: analyze data in a distributed manner, extremely low latency, reliability, scalability, etc.

Apache Kafka Streams, H2O library, and CICFlowMeter are discussed in the following sub-sections.

1.4.1 Apache Kafka streams

Apache Kafka Streams [8, 9] is a distributed streaming environment for implementing real-time applications. The publishing/consuming feature of the Kafka platform helps to form a loosely coupled prototype between multiple sources (publishers) and sinks (consumers) in the big data [10] environment. The Apache Kafka streaming platform is commonly used:

1. To design real-time data applications, which receive streaming data such as incoming network traces from any number of sources and can be aggregated, analyzed, and consumed by any number of sinks.
2. To immediately respond to the streaming data such as network traces.

It has four primary APIs, such as Producer, Consumer, Streams, and Connector APIs. The Producer API help to distribute streaming data on multiple topics or sinks, while the Consumer API permits consuming the published data from multiple topics or sources. The Stream API provides a way to transfer the streaming data between topics, sinks, and sources. Finally, the Connector API provides a way to connect sources and sinks. The key features of Apache Kafka Streams (supported by Confluent) are: (1) High scalability, (2) Streaming data analysis, (3) High fault-tolerant, (4) Reliable, (5) Durable, (6) High performance, (7) Zero-downtime, and (8) Replication of data [9].

1.4.2 H2O machine learning library

The H2O [11] is an open-source and distributed in-memory machine learning platform for creating distributed models. It provides:

1. A way to design distributed models on DPF, DSP, or standalone machine.
2. Robust APIs to convert Spark/Python data frames to H2O frames and vice-versa.
3. High-scalability features for generated models when deployed on DPF or DSP.
4. Support for various programming languages: Python, R, Java, etc.
5. Support to generate highly scalable POJO (Plain old java object) code that is deployed in the production environment on DPF or DSP.

Multiple ways are available to design traditional (shallow) and non-traditional (deep) machine learning models, such as Scikit-learn, Theano, TensorFlow, Keras, PyTorch, etc. However, models built using these techniques suffer from scalability issues when deployed on DPF/DSP. The highly scalable H2O library provides a way to implement distributed and in-memory machine learning models. This type of a distributed model is specially implemented to deploy on distributed platforms: Apache Hadoop, Kafka Streams, Spark Streaming, etc. Hence, it is interesting to design a distributed classification model using H2O machine learning algorithms on the Hadoop cluster and deploy it on the Kafka Streams to classify incoming network traces into nine classes in real-time. Therefore, this distributed classification approach will provide various features, such as analyze network traces in real-time, loosely-coupled architecture, highly scalable, etc.

1.4.3 CICFlowMeter-V4.0

CICFlowMeter-V4.0 [12] is an open-source network flow generator tool. It creates network flows in offline (from PCAP) and online (from network interfaces) mode. It generates network flows with 83 attributes and stores them in a CSV file for designing models. A pictorial view of CICFlowMeter-V4.0 for capturing raw packets and generating network flows from live network traffic is shown in Fig. 4.
1.5 Contributions

The significant contributions of this paper are listed in the following:

1. Proposed a Kafka Streams-based distributed classification approach for DDoS attacks called KS-DDoS, which classify incoming network traces into nine classes in real-time.
2. Designed a distributed classification model on three nodes Hadoop cluster using highly scalable H2O machine learning algorithms by fetching designing instances (data) from HDFS.
3. Deployed an efficient distributed classification model for DDoS attacks on the Kafka Streams cluster to classify incoming network traces in real-time.
4. Proposed distributed KS-DDoS classification approach operates in an automated way: incoming network traces are immediately consumed by CICFlowMeter-V4.0 and publishes generated network flows on Kafka topics. After that, it extracts significant network traffic features, normalizes them, and gives to the distributed classification model. Finally, it analyzes preprocessed network traces and publishes the prediction on the Kafka topic to take action.
5. Proposed KS-DDoS distributes the workload (handling network traces, generating network flows, extracting highly discriminative features, classifying traces, storing significant features with predicted classes into HDFS, etc.) between multiple nodes of Kafka Stream clusters (‘KSC-1’ and ‘KSC-2’).
6. Designed and validated the proposed distributed KS-DDoS classification approach for DDoS attacks using the recent CICDDoS2019 dataset.

Fig. 4 CICFlowMeter-V4.0: Generating network flows
1.6 Structure of the article

This article is organized as: existing DPF-based classification approaches summarized in Sect. 2. Section 3 presents the working of the proposed distributed KS-DDoS classification approach. Section 4 provides experimental setup of the proposed KS-DDoS classification approach, results and discussion are presented in Sect. 5. Finally, Sect. 6 presents concluding remarks.

2 Related work

Several classification approaches have been proposed in the literature to protect internet-based systems and their resources from different kinds of DDoS attacks. Patil et al. [13] have systematically categorized DDoS attack classification approaches into two classes based on their deployment framework: traditional and DPF (Apache Hadoop, Spark, Kafka, etc.) based classification approaches. In the literature [3, 14–26], several researchers have systematically analyzed traditional framework based approaches and few [13] analyzed DPF-based classification approaches for DDoS attacks. A distributed framework itself has distributed archetype to collect, save, and analyze a massive amount of data (in this example, network traffic traces) on a cluster of machines. Therefore, the DPF-based classification approach is deployed on a cluster of machines to execute its classification job. In a cluster, each node communicates with others for sharing intermediate results during analysis tasks. It will help to improve the classification accuracy of approaches.

In this section, the primary purpose is to summarize existing DPF-based classification/detection approaches. In the literature, several researchers [27–30, 32–47], proposed DPF-based classification approaches. Most of them are deployed on the Apache Hadoop [48, 49] and stored data in HDFS [50]. Therefore, this type of classification approach efficiently analyzes large numbers of packets and classifies them quickly. However, the Hadoop framework is particularly designed for historical data analysis using offline batch processing mode. Therefore, Hadoop-based classification approaches for DDoS attacks are not capable of classifying network traces in real-time. In the DDoS attacks research area, the Hadoop framework is helpful for historical network traces analysis, designing distributed classification models, and retraining existing classification models for DDoS attacks. Further, few researchers [43] addressed classifying incoming network traces in real-time. Therefore, to analyze and classify incoming network traces in real-time, need to deploy the proposed classification model on DSP, such as Kafka Streams. Existing DPF-based classification approaches are summarized in Table 1.

It has been observed that few challenges still exist in the literature to protect internet-based systems. However, in this paper, the primary focus is on DPF/DSP-based classification approaches for DDoS attacks. Challenges are listed in the following:

- Most of the existing approaches are designed, deployed, and validated in a batch or micro-batch processing mode. Therefore, there is a need to deploy a classifi-
| Authors                  | Parameters                        | Dataset       | Testbed details                                      |
|-------------------------|-----------------------------------|---------------|------------------------------------------------------|
| Lee and Lee [27]         | “Time-interval”, “threshold” and “unbalanced ratio” | Offline traffic: 500GB, 1TB | Cluster: 1+10(Namenode+Datanodes)                     |
| Khattak et al. [28]      | “Timestamp”, “source and dest. (IP and port)”, “flag”, “protocol length” | MIT Lincoln DARPA2000 | Karmasphere used to Implement Hadoop cluster          |
| Zaho et al. [29]         | “Avg. CPU usage”, “avg. packet length”, and “no. of TCP connections”. | Attack flows: Five nodes | Hadoop cluster: 1+2+1 (Namenode+Datanodes+Server)    |
| Dayama et al. [30]       | “Time-interval”, “threshold” and “unbalanced ratio” | Offline traffic | Hadoop cluster: 1+10 (Namenode+Datanodes)            |
| Zhang et al. [31]        | “Source and dest. (IP and port)” | Offline traffic | Not provided                                         |
| Hameed et al. [32, 33]   | “Timestamp”, “source IP”          | Mausezahn tool | Hadoop cluster: 1+10 (Namenode+Datanodes)            |
| Alsirhani et al. [34, 35]| “Source and dest. (IP and port)”, “packet length” | CAIDA07 | Cluster: 01+03 (Master+Slaves)                       |
| Chhabra et al. [36]      | Not provided                       | CAIDA07       | Hadoop cluster: 01+04 (Namenode+Datanodes)           |
| Maheshwari et al. [37]   | “Source IP”                       | Attack traffic use 7 nodes | Hadoop cluster: 01+02 (Namenode+Datanodes)           |
| Chen et al. [38]         | “Query Rate”, “Source IP space”, “length”, etc. | –              | Spark: 01 node                                       |
| Patil et al. [39]        | “Source and dest.”                | CAIDA, MIT,   | Hadoop cluster: 01+30                                |
| Authors                | Parameters                                      | Dataset              | Testbed details                              |
|-----------------------|-------------------------------------------------|----------------------|----------------------------------------------|
| Sharma et al. [40]    | “Source and dest. (IP and port)”                | FIFA98               | (Namenode+Datanodes)                         |
| Patil et al. [41]     | “Source and dest. (IP and port)”                | Attack traffic:      | Hadoop cluster:01+02                         |
|                       |                                                  | 20-40 nodes          | (Namenode+Datanodes)                         |
| Patil et al. [41]     | “Source and dest. (IP and port)”                | CAIDA07, MIT-DDoS98  | Hadoop cluster: 01+03                        |
| Gumaste et al. [42]   | “Source and dest. IP”, “Protocol”               | Captured flows       | Open-stack based testbed                    |
|                       |                                                  |                      | 01+01+03 (Controller+neutron+compute nodes) |
| Patil et al. [43]     | “Source IP”, “Timestamp”, “Destination IP”      | Synthetic data       | 02 nodes Hadoop cluster                      |
| Ahmed et al. [44]     | “Source and dest. (IP and port)”, “protocol”    | UNSWN15B15           | Two testbeds: (1)High-end:02+01             |
|                       |                                                  |                      | (Worker+master)16GB RAM, 1TB HDD, 3.5GHz Processor |
|                       |                                                  |                      | (Worker+master) 8GB RAM, 500GB HDD, 2.7GHz Processor |
cation approach on DSP such as Apache Kafka Streams that analyze incoming network traces in real-time.

– Few researchers designed their classification models for DDoS attacks using shallow and deep machine learning algorithms. This type of model is run efficiently on a single node. However, they faced the scalability issue after deploying on DPF/DSP. Therefore, there is a need to create a highly scalable classification model using distributed machine learning algorithms that will perform well even deployed on DPF/DSP.

– Most of the DPF-based approaches efficiently analyzed large numbers of network traces on multiple nodes. Therefore, it will help to divide the workload of the classification process. Further, it perfectly handles large-scale attacks.

– Most of the existing DPF-based approaches used a “counter-based detection” methodology to identify High-rate DDoS attacks. Therefore, this type of approach is failed to protect internet-based systems from low-rate DDoS attacks.

– Most of the existing classification approaches for DDoS attacks are designed and validated using outdated datasets. Therefore, there is a need to design and validate the classification approach for DDoS attacks using recent and standard datasets, such as CICDDoS2019.

In this section, we explored the existing DPF/DSP-based DDoS attacks classification approaches. Further, listed challenges in the literature. In the next section, we present the working of the proposed distributed classification approach, such as KS-DDoS.

3 KS-DDoS: Kafka streams-based classification approach for DDoS attacks

This section presents the detailed working of the proposed distributed KS-DDoS classification approach for DDoS attacks. The logical framework of the distributed KS-DDoS classification approach is presented in Fig. 5. The distributed KS-DDoS performs two tasks:

– The first function of the proposed distributed KS-DDoS classification approach is to execute preprocessing and classification jobs on incoming network traces. To perform this task, we implemented two Kafka Streams clusters: ‘KSC-1’ and ‘KSC-2’. The job of the ‘KSC-1’ cluster is to consume network flows from the “streaming-flows” topic, extract significant network traffic features from network flows, normalize extracted network traffic features, and publish them on the “highly-discriminative-features” topic. On the other hand, the ‘KSC-2’ cluster is continuously consuming features from “highly-discriminative-features” (replicated by ‘KSC-1’), analyzing them, and publishing predictions on the “classification-outcome” to take action.

– The second function of the proposed distributed KS-DDoS classification approach is to store highly discriminative features with predicted classes
into the HDFS from the “Retrain-data” topic. It helps to create new distributed classification models and retrain existing classification models for DDoS attacks.

Both functions of distributed KS-DDoS classification approach for DDoS attacks are independently running on two Kafka Streams clusters: ‘KSC-1’ and ‘KSC-2’. Producers continuously publish messages on “streaming-flows” generated by CICFlowMeter-V4.0. The ‘KSC-1’ cluster consumes network flows from “streaming-flows”. Then extract significant network traffic features from network flows, normalize extracted network traffic features, and publish them on the “highly-discriminative-features” topic. A distributed classification model for DDoS attacks runs on the ‘KSC-2’ by executing multiple threads and instances based on incoming network traces workload. The Zookeeper [51] server divides the workload of the KS-DDoS classification approach on a cluster of machines. An example of workload management on a two-node ‘KSC-2’ cluster is shown in Fig. 5: classification job is running on machine-1 and machine-2 while storing highly discriminative features with predicted outcomes into HDFS is running on machine-1. Highlights of the proposed distributed KS-DDoS classification approach are listed in the following:
– Supports loosely-coupled architecture as it follows the publisher-subscriber paradigm (distributed Kafka messaging system used for communication).
– Real-time preprocessing and classification jobs on incoming network traces using Kafka Streams API.
– Distributes the workload of preprocessing, classification, and storing jobs on clusters/nodes.
– Systematically stores highly discriminative network traffic features for creating new and updating the existing distributed DDoS attacks classification models.
– Supports features like high scalability, low latency, etc.

This section is divided into three sub-sections: (1) Preprocessing on incoming network traces, (2) Classification on preprocessed network flows, and (3) Stores significant features with predicted classes.

3.1 KS-DDoS: preprocessing on incoming network traces

The preprocessing job of the distributed KS-DDoS classification approach on incoming network traces is executed on the ‘KSC-1’ cluster. Therefore, the work of the ‘KSC-1’ cluster: capture incoming network traces, create network flows from network traces using CICFlowMeter-V4.0, extract significant network traffic features, normalize extracted features on the same scale, and finally publish features on the “highly-discriminative-features” topic. Further, we divided this section into three sub-sections: generate network flows from incoming network traces, extract significant network traffic features, and normalization of extracted features on the same scale.

3.1.1 Generate network flows from incoming network traces

The CICFlowMeter-V4.0 generates network flows from incoming network traces and continuously puts them in CSV files. The current version of CICFlowMeter-V4.0 creates 83 network traffic features for each network flow. The Kafka connect agent is authorized to consume network flows from CSV and publish them on the “streaming-flows” topic of the ‘KSC-1’ cluster.

3.1.2 Extract significant network traffic features

In this step, the ‘KSC-1’ cluster extracts 23 highly discriminative network traffic features from each network flow. In [52], 24 highly discriminative features are used to classify network flows. The RandomForestRegressor is employed to measure the significance of features. However, two network traffic features, such as “Fwd Header Length” and “Fwd Header Length.1” have almost the same values for each network flow. Further, the current version of CICFlowMeter-V4.0 removed the “Fwd Header Length.1”. Therefore, we extract twenty-three significant network traffic features from consumed network flows, which are summarized in Table 2.
The next step is to normalize these twenty-three significant network traffic features on the same scale. It can be achieved using the “MinMax scaling technique provided by the sklearn.preprocessing”. After this process, data values of network traffic features lie between zero and one. The mathematical equation for the scaling of data values is given as:

\[ N\text{-Value}_i = \frac{\text{DataValue}_i - \text{min(DataValue)}}{\text{max(DataValue)} - \text{min(DataValue)}} \]  

After normalization, the next task of the ‘KSC-1’ cluster is to publish normalized network traffic features on the “highly-discriminative-features” topic. Practically, we replicated these messages from one Kafka cluster (‘KSC-1’) to another (‘KSC-2’). Therefore, the next task is to consume these messages from the “highly-discriminative-features” topic by distributed classification model and classify them into nine classes.
3.2 KS-DDoS: classification on preprocessed network traces

In this section, we present a novel distributed classification approach for identifying eight attacks: DDoS_DNS, DDoS_LDAP, DDoS_MSSQL, DDoS_NetBIOS, DDoS_UDP, DDoS_SYN, DDoS_NTP, and DDoS_SSDP. The distributed classification approach for DDoS attacks is designed using network traces from PCAPs of the recent CICDDoS2019 dataset based on distributed machine learning algorithms such as Gradient Boosting Machine (GBM), Naive Bayes (NB), and Distributed Random Forest (DRF). After that, an efficient distributed classification model (DRF-based) has been deployed on the ‘KSC-2’ cluster for classifying incoming network traces into nine classes: Benign (1), DDoS_DNS (2), DDoS_LDAP (3), DDoS_MSSQL (4), DDoS_NetBIOS (5), DDoS_UDP (6), DDoS_SYN (7), DDoS_NTP (8), and DDoS_SSDP (9).

The main objective of this distributed classification model for DDoS attacks is to classify incoming network traces into nine classes in real-time. We divided the proposed distributed classification approach into two parts: (i) Design process of distributed classification models for DDoS attacks and (ii) Real-time classification process after deploying an efficient distributed model on the ‘KSC-2’ cluster. The step-by-step flow of the proposed distributed classification model for DDoS attacks is presented in Fig. 6 (designing process) and Fig. 7 (real-time classification process).

---

**Fig. 6** Design flow of distributed classification model
3.2.1 CICDDoS2019 dataset

The CICDDoS2019 [52] dataset is a combined project of the “Canadian Communications Security Establishment (CSE) and Canadian Institute for Cybersecurity (CIC)”. This dataset comprises both legitimate and multiple DDoS attack scenarios. It has been provided in both PCAPs (network traces) and CSVs (flows with label). Further, they have supplied a schedule of the execution of each scenario. For implementing machine/deep learning-based models, feature data with labels are enough to design models. However, provided CSVs have few issues: (1) Imbalanced data that influences the accuracy, (2) Few columns have 50+% null values, which skip essential facts, (3) Features naming convention is different as given on the portal, and so on. Therefore, instead of using available CSVs, we created network flows from PCAPs for various scenarios, such as Benign, DDoS_DNS, DDoS_LDAP, DDoS_MSSQL, DDoS_NetBIOS, DDoS_UDP, DDoS_SYN, DDoS_NTP, and DDoS_SSDP using the current version of the CICFlowMeter-V4.0. The created network flows comprise 83 network traffic features with one empty label column, which need to be updated as per the schedule of PCAPs given on the dataset portal.

---

Fig. 7 Real-time classification workflow of distributed classification model
3.2.2 KS-DDoS: design workflow

The step-by-step process to implement distributed classification models for DDoS attacks is presented in Fig. 6. For this process, we collected various PCAPs of DDoS_DNS, DDoS_LDAP, DDoS_MSSQL, DDoS_NetBIOS, DDoS_UDP, DDoS_SYN, DDoS_NTP, DDoS_SSDP and Benign scenarios. The first step is to create network flows from PCAPs using the CICFlowMeter-V4.0 and label created flows according to the schedule given on the dataset portal. The number of network flows available in each class is Benign: 56863, DDoS_DNS → 5071011, DDoS_LDAP → 2179930, DDoS_MSSQL → 4522492, DDoS_NetBIOS → 4093279, DDoS_UDP → 3134645, DDoS_SYN → 1582289, DDoS_NTP → 1202642, and DDoS_SSDP → 2610611. The second step is to extract twenty-three significant network traffic features from each network flow. The third step is normalized data values of twenty-three network traffic features on the same scale ranging from zero to one.

As we have seen, created network flows for each class are highly imbalanced (particularly, benign scenario). It impacts badly on the classification accuracy. Therefore, we have to take an essential step on each class of the sample that is up-sampling. The most number of instances belongs to DDoS_DNS, so we up-sampled the remaining classes to 5071011. Therefore, the total number of instances in the sample is 45 million+ and store these up-sampled instances in the HDFS. The next step is to design a distributed classification model for DDoS attacks. We implemented this use-case using three distributed shallow machine learning algorithms: GBM, NB, and DRF. Further, it needs to implement these distributed classification models on the Hadoop cluster (‘HC-1’) because we have to deploy an efficient distributed classification model on the Kafka Streams platform.

Hence, we designed distributed classification models for DDoS attacks on the ‘HC-1’ cluster using a highly scalable distributed H2O machine library by fetching designing instances from the HDFS. The next task is to evaluate the performance parameters: Precision, Recall, and F1-score. The performance evaluation of these algorithms is discussed in Sect. 5. The final step is to store this distributed classification model in the persistent storage for deploying an efficient model on the ‘KSC-2’ cluster. We will get a POJO code and deploy it in the production environment.

3.2.3 KS-DDoS: real-time classification workflow (after deployment)

The second part of the distributed classification approach starts with deploying an efficient distributed classification model on the ‘KSC-2’ Kafka Streams cluster. Figure 7 presents the step-by-step process of the real-time classification for DDoS attacks. In trace-driven experimentation, the CICFlowMeter-V4.0 tool creates network flows from incoming network traces. Then, Kafka producer agents in the ‘KSC-1’ cluster continuously publish these network flows on the “streaming-flows” topic. The ‘KSC-1’ cluster immediately consumes these messages and extracts twenty-three significant network traffic features from each message. The next step is to normalize extracted features on the same scale ranging from 0 to 1 with a time window of 1 s and publish them on the “highly-discriminative-features” topic.
Practically, ‘KSC-1’ replicates messages into the ‘KSC-2’. After that, distributed KS-DDoS classification model immediately consumes messages from the “highly-discriminative-features” topic, analyzes them, and classifies them into nine classes in real-time. Finally, the classification approach publishes the prediction results on the “classification-outcome” topic to take action.

### 3.3 Storing features with outcomes in HDFS

Another function of the distributed KS-DDoS classification approach is to stores twenty-three highly discriminative features with predicted outcomes into HDFS. A Kafka agent “store-data-agent” is consumed significant features from the “highly-discriminative-features” topic and predicted outcomes from the “classification-outcome” topic. After that, the “store-data-agent” is combined each instance of features with their predicted outcomes and store them in HDFS. It helps to design new and update existing distributed classification models for DDoS attacks using a set of new samples.

In this section, we explored the detailed working of the proposed distributed KS-DDoS classification approach. In the next section, we present the experimental setup of the proposed distributed KS-DDoS classification approach. It helps to design, deploy, and validate the proposed KS-DDoS classification approach.

### 4 Experimental setup

In this section, we present the experimental setup details of the proposed distributed KS-DDoS classification approach. The experimental setup of the proposed KS-DDoS classification approach for DDoS attacks is shown in Fig. 8. In this, we considered three source networks and one incoming edge point towards the victim network. Therefore, we implemented one Kafka cluster ‘KSC-1’ to capture incoming network traces and extract significant features. Further, we designed one Kafka cluster ‘KSC-2’ for deploying the proposed distributed classification model for DDoS attacks to classify incoming network traces into nine classes in real-time. Additionally, we implemented the Hadoop cluster ‘HC-1’ to store significant features with predicted outcomes and design distributed classification models. The details for clusters/nodes are given in the following:

- Three source networks (‘SN-1’, ‘SN-2’, and ‘SN-3’):
  Benign and DDoS attacks traffic traced towards victim network, i.e., CICDDoS2019 dataset.
- One Kafka Streams cluster (‘KSC-1’):
  Implemented a three-node Kafka Stream cluster (‘KSC-1’) to capture incoming network traces, extract network traffic features, and normalize features.
- Hadoop cluster (‘HC-1’):
Deployed three nodes Hadoop cluster (‘HC-1’) to store twenty-three features with predicted outcomes and design distributed classification models using highly scalable distributed H2O machine learning algorithms.

– One Kafka Streams cluster (‘KSC-2’):

  Implemented two nodes Kafka Stream cluster ‘KSC-2’ for deploying an efficient distributed classification model to classify incoming network traces into nine classes in real-time.

Two Kafka distributed messaging system topics have been created to publish and consume messages. In ‘KSC-1’, two topics are created:

1. “streaming-flows”: It is used to publish generated network flows CICFlowMeter-V4.0 from incoming network traces.
2. “highly-discriminative-features”: It is used to publish normalized twenty-three significant network traffic features.

Further, in the ‘KSC-2’ cluster, three Kafka topics are created to publish and consume messages:

1. “highly-discriminative-features”: It consumes network traffic features and messages are replicated from ‘KSC-1’ to ‘KSC-2’.
2. “classification-outcome”: It is used to publish predicted outcomes of the proposed distributed classification model to take action on incoming network traces.
3. “Retrain-data”: The messages (twenty-three features with predicted outcomes) published on this topic are stored into HDFS by “store-data-agent”.

---

**Fig. 8** Experimental setup for the proposed distributed KS-DDoS classification approach
In this section, we summarized the experimental setup of the proposed distributed KS-DDoS classification approach. In the next section, we evaluate the performance of the proposed KS-DDoS classification approach by executing various scenarios.

5 Results and discussion

In this section, we evaluate the performance of the proposed distributed KS-DDoS classification approach for DDoS attacks. The proposed KS-DDoS classification approach is deployed on ‘KSC-1’, ‘KSC-2’, and ‘HC-1’ in a distributed manner. The job of ‘KSC-1’, ‘KSC-2’, and ‘HC-1’ is to perform preprocessing on incoming network traces, classify incoming network traces in real-time, and store features with predicted classes in HDFS, respectively.

We have considered two cases for evaluating the performance of this KS-DDoS classification approach, such as Case-I: While designing distributed classification models and Case-II: After deployment of an efficient distributed classification model on ‘KSC-2’. In this paper, we calculated three performance metrics. A mathematical representation of these metrics for multi-class classification is given in the following: Precision ($P_{m_{\text{class}}}$), Recall ($R_{m_{\text{class}}}$), and F1-score ($F_{1m_{\text{class}}}$):

1. $P_{m_{\text{class}}} = \frac{\sum_{i=1}^{n} \frac{\text{True Positive}_i}{\text{True Positive}_i + \text{False Positive}_i}}{n}$, where $n$ = number of classes (in this instance, nine classes)
2. $R_{m_{\text{class}}} = \frac{\sum_{i=1}^{n} \frac{\text{True Positive}_i}{\text{True Positive}_i + \text{False Negative}_i}}{n}$
3. $F_{1m_{\text{class}}} = \frac{2 \cdot \text{Precision}_{\text{multiclass}} \cdot \text{Recall}_{\text{multiclass}}}{\text{Precision}_{\text{multiclass}} + \text{Recall}_{\text{multiclass}}}$

We designed and tested the proposed distributed classification model using the recent CICDDoS2019 dataset. For evaluating the performance of the proposed distributed classification model, the details of the sample dataset for Case-I are presented in Table 3. However, the class-wise network traces are highly imbalanced. Therefore, we up-sampled network flows and designed this classification model using three highly scalable machine learning algorithms: GBM, DRF, and NB. After testing this classification model using these algorithms for Case-I, we visualized multi-class confusion matrices in Figs. 9, 10, and 11, and standard evaluation parameters in Table 4.

DRF follows the bagging approach. It creates multiple trees independently and combines results at the end of the process (by average) to solve a problem. In this use-case, DRF has given better accuracy than GBM and NB. The average classification accuracy of classifiers for nine classes is GBM (79.94%), NB (59.55%), and DRF (80.07%).

For evaluation of the classification model after deployment on the ‘KSC-2’ for Case-II, we considered four scenarios of the CICDDoS2019 dataset network traffic flows based on different combinations of the target classes. The details of each scenario are presented in Table 5. We deployed the distributed DRF-based classification
model for DDoS attacks on the ‘KSC-2’. For example, the DDoS_SYN raw packets are traced, then generate network flows using CICFlowMeter and publishes on “streaming-traces” topic in ‘KSC-1’. After that, extracted essential network traffic features, normalized them, and published them on “highly-discriminative-features”

Table 3  Network traffic traces information to evaluate the proposed KS-DDoS: Case-I (during implementation)

| Scenario   | Traffic classes | No. of flows | No. of up-sampled flows | No. of validating flows | Correctly classified flows by GBM | Correctly classified flows by NB | Correctly classified flows by DRF |
|------------|-----------------|--------------|-------------------------|-------------------------|----------------------------------|---------------------------------|----------------------------------|
| Designing  | Benign          | 56863        | 5071011                 | 1672909                 | 1672039                          | 346078                          | 1671196                          |
|            | DDoS_DNS        | 5071011      | 5071011                 | 1673500                 | 494335                           | 24747                           | 505086                           |
|            | DDoS_LDAP       | 2179930      | 5071011                 | 1673538                 | 1550755                          | 1652913                         | 1553900                          |
|            | DDoS_MSSQL      | 4522492      | 5071011                 | 1673243                 | 1611971                          | 1501213                         | 1612710                          |
|            | DDoS_NetBIOS    | 4093279      | 5071011                 | 1673390                 | 1647724                          | 1581554                         | 1560067                          |
|            | DDoS_UDP        | 3134645      | 5071011                 | 1673525                 | 1337334                          | 298                             | 1435797                          |
|            | DDoS_SYN        | 1582289      | 5071011                 | 1673497                 | 1672673                          | 1672452                         | 1673193                          |
|            | DDoS_NTP        | 1202642      | 5071011                 | 1673640                 | 1668642                          | 1308906                         | 1669306                          |
|            | DDoS_SSDP       | 2610611      | 5071011                 | 1673384                 | 383293                           | 880610                          | 287611                           |

Table 4  Performance evaluation of KS-DDoS: For Case-I, while designing a distributed classification model on ‘HC-1’ by fetching designing data from HDFS

| Classifier | Metrics   | Target classes |
|------------|-----------|----------------|
|            | 1 2 4 5 6 7 8 9 |
| GBM        | Precision | 1.00 0.79 0.57 0.92 1.00 0.52 1.00 0.99 0.55 |
|            | Recall    | 1.00 0.29 0.93 0.96 0.98 0.80 1.00 1.00 0.23 |
|            | F1 Score  | 1.00 0.43 0.70 0.94 0.99 0.63 1.00 0.99 0.32 |
|            | Average classification accuracy: 79.94% |
|            | Precision | 0.99 0.34 0.51 0.40 0.98 0.26 0.92 0.95 0.31 |
|            | Recall    | 0.20 0.02 0.99 0.90 0.94 0.00 1.00 0.78 0.53 |
|            | F1 Score  | 0.34 0.03 0.67 0.56 0.96 0.00 0.96 0.86 0.39 |
|            | Average classification accuracy: 59.55% |
| DRF        | Precision | 1.00 0.80 0.57 0.92 1.00 0.53 1.00 0.99 0.57 |
|            | Recall    | 1.00 0.30 0.93 0.96 0.99 0.86 1.00 1.00 0.17 |
|            | F1 Score  | 1.00 0.44 0.71 0.94 0.99 0.64 1.00 1.00 0.26 |
|            | Average classification accuracy: 80.07% |

GBM gradient boosting machine, NB naive bayes, DRF distributed random forest
Benign → 1, DDoS_DNS → 2, DDoS_LDAP → 3, DDoS_MSSQL → 4, DDoS_NetBIOS → 5
DDoS_UDP → 6, DDoS_SYN → 7, DDoS_NTP → 8, DDoS_SSDP → 9
in ‘KSC-2’. Finally, the DRF-based distributed classification model immediately analyzes and publish the prediction on “classification-outcome” topic to take action. The performance evaluation of four scenarios is presented in Table 6 (case-II) and visualized their multi-class confusion matrices in Figs. 12, 13, 14, and 15.

For scenario-I, we traced three classes traffic: Benign, DDoS_UDP, & DDoS_SYN. For scenario-II, traced six classes traffic: Benign, DDoS_LDAP, DDoS_MSSQL, DDoS_NetBIOS, DDoS_UDP, & DDoS_SYN. After that, scenario-III, traces five classes: Benign, DDoS_DNS, DDoS_MSSQL, DDoS_UDP, & DDoS_SYN. Finally, scenario-IV traced five classes: Benign, DDoS_MSSQL, DDoS_SYN, DDoS_NTP, & DDoS_SSLDP.
Fig. 11  Multi-class confusion matrix for DRF-based distributed classification approach

Table 5  Network traces details to evaluate the performance of KS-DDoS: Case-II (After deployment)

| Scenario          | Deployed | Classes                  | Predicting traces correctly identified |
|-------------------|----------|--------------------------|----------------------------------------|
| Scenario-I        | DRF      | Benign (1)               | 56863                                  |
|                   |          | DDoS_UDP (6)             | 3134645                                |
|                   |          | DDoS_SYN (7)             | 1582289                                |
|                   |          | Benign (1)               | 56863                                  |
| Scenario-II       | DRF      | DDoS_LDAP (3)            | 2179930                                |
|                   |          | DDoS_MSSQL (4)           | 4522492                                |
|                   |          | DDoS_NetBIOS (5)         | 4093279                                |
|                   |          | DDoS_UDP (6)             | 3134645                                |
|                   |          | DDoS_SYN (7)             | 1582289                                |
|                   |          | Benign (1)               | 56863                                  |
| Scenario-III      | DRF      | DDoS_DNS (2)             | 5071011                                |
|                   |          | DDoS_MSSQL (4)           | 4522492                                |
|                   |          | DDoS_UDP (6)             | 3134645                                |
|                   |          | DDoS_SYN (7)             | 1582289                                |
|                   |          | Benign (1)               | 56863                                  |
| Scenario-IV       | DRF      | DDoS_MSSQL (4)           | 4522492                                |
|                   |          | DDoS_SYN (7)             | 1582289                                |
|                   |          | DDoS_NTP (8)             | 1202642                                |
|                   |          | DDoS_SSDP (9)            | 2610611                                |
| Scenario                          | Metrics          | Target classes |
|----------------------------------|------------------|----------------|
|                                  |                  | 1  | 2  | 4  | 6  | 7  | 8  | 9  |
| Scenario-I (Benign, DDoS_UDP, DDoS_SYN) | Precision       | 0.99  | 0.00  | 0.00  | 0.00  | 1.00  | 1.00  | 0.00  | 0.00  |
|                                  | Recall           | 1.00  | 0.00  | 0.00  | 0.00  | 0.76  | 1.00  | 0.00  | 0.00  |
|                                  | F1 Score         | 0.99  | 0.00  | 0.00  | 0.00  | 0.86  | 1.00  | 0.00  | 0.00  |
|                                  | **Average**      |          |          |          |          |          |          |          |          |
|                                  | **classification** | **accuracy** | **83.98%** |          |          |          |          |          |          |
| Scenario-II (Benign, DDoS_LDAP, DDoS_MSSQL, DDoS_NetBIOS, DDoS_UDP, DDoS_SYN) | Precision       | 0.97  | 0.00  | 0.94  | 0.98  | 1.00  | 0.99  | 1.00  | 0.00  |
|                                  | Recall           | 1.00  | 0.00  | 0.93  | 0.96  | 0.99  | 0.68  | 1.00  | 0.00  |
|                                  | F1 Score         | 0.99  | 0.00  | 0.94  | 0.97  | 0.99  | 0.81  | 1.00  | 0.00  |
|                                  | **Average**      |          |          |          |          |          |          |          |          |
|                                  | **classification** | **accuracy** | **91.23%** |          |          |          |          |          |          |
| Scenario-III (Benign, DDoS_DNS, DDoS_MSSQL, DDoS_UDP, DDoS_SYN) | Precision       | 0.97  | 0.99  | 0.00  | 0.96  | 0.00  | 0.99  | 1.00  | 0.00  |
|                                  | Recall           | 1.00  | 0.29  | 0.00  | 0.96  | 0.00  | 0.61  | 1.00  | 0.00  |
|                                  | F1 Score         | 0.98  | 0.45  | 0.00  | 0.96  | 0.00  | 0.75  | 1.00  | 0.00  |
|                                  | **Average**      |          |          |          |          |          |          |          |          |
|                                  | **classification** | **accuracy** | **65.33%** |          |          |          |          |          |          |
| Scenario-IV (Benign, DDoS_MSSQL, DDoS_SYN, DDoS_NTP, DDoS_SSDP) | Precision       | 0.95  | 0.00  | 0.00  | 0.98  | 0.00  | 0.00  | 1.00  | 0.99  |
|                                  | Recall           | 1.00  | 0.00  | 0.00  | 0.96  | 0.00  | 0.00  | 1.00  | 1.00  |
|                                  | F1 Score         | 0.97  | 0.00  | 0.00  | 0.97  | 0.00  | 0.00  | 1.00  | 0.99  |
|                                  | **Average**      |          |          |          |          |          |          |          |          |
|                                  | **classification** | **accuracy** | **89.29%** |          |          |          |          |          |          |

Benign → 1, DDoS_DNS → 2, DDoS_LDAP → 3, DDoS_MSSQL → 4, DDoS_NetBIOS → 5, DDoS_UDP → 6, DDoS_SYN → 7, DDoS_NTP → 8, DDoS_SSDP → 9
5.1 Performance improvement after implementation of the proposed KS-DDoS classification system

For this case study-based demonstration, we have executed four scenarios for determining the classification accuracy of the proposed distributed DRF-based classification model. The proposed distributed scheme gives a better classification accuracy for the following four scenarios: Scenario-I: 83.98%, Scenario-II: 91.23%, Scenario-III: 65.33%, and Scenario-IV: 89.29%. In general, attackers do launch one type of DDoS attack at a time. Therefore, the proposed system will provide at least 83% accuracy when deployed in the production environment.
In traditional framework-based DDoS attack classification approaches, network traces are analyzed at the same node. Therefore, the time complexity of such classification approaches is $O(NT)$, where NT is the number of network traces analyzed by approaches [53]. However, in DPF/DSP-based classification approaches, the analysis task of network traces is distributed between multiple machines and executed in parallel. Therefore, the complexity of the DPF/DSP-based classification approaches is also distributed between the number of machines, say $m$. To measure the complexity of the proposed DSP-based classification approach, we assume each...
machine of a cluster equally analyzes network traces. Therefore, the complexity of DSP-based classification approach is $O\left(\frac{NT}{m}\right)$. Further, in this case, we have to consider one more parameter, i.e., the intermediate communication cost between machines while communicating intermediate results between machines.

Let us assume the intermediate communication cost is $O(CC)$. Therefore, the Total combined complexity (TCC) of the proposed system is $TCC = O\left(\frac{NT}{m}\right) + O(CC)$. However, distributed frameworks are specially designed to analyze a massive volume of data. Hence $O(CC)$ is negligible when compared with $O(NT)$. Therefore, the TCC of the DFP/DSP-based classification approach for DDoS attacks is $O\left(\frac{NT}{m}\right)$). It reveals that the time complexity of the DPF/DSP-based classification method is inversely proportional to no. of machines ($m$) in a cluster.

### 5.3 Comparison with existing approaches

In this section, we presented the comparison of proposed distributed KS-DDoS classification approach with existing approaches [27, 28, 30, 32–37, 40, 41, 43, 46, 54] implemented using DPF/DSP and traditional frameworks in Tables 7 and 8 respectively.

| System/Ref. No. (Year) | Deployed on | Public dataset | DDoS attacks | Historical analysis | Real-time analysis | Real-time action |
|------------------------|-------------|----------------|--------------|---------------------|-------------------|-----------------|
| [27] (2011)            | Hadoop      | –              | ✓            | x                   | x                 | x               |
| [28] (2011)            | Hadoop      | –              | ✓            | x                   | x                 | x               |
| [30] (2015)            | Hadoop      | –              | ✓            | x                   | x                 | x               |
| [54] (2017)            | Spark       | –              | ✓            | x                   | ✓                 | x               |
| HADEC [32, 33] (2018)  | Hadoop      | –              | ✓            | x                   | x                 | x               |
| [37] (2018)            | Hadoop      | –              | ✓            | x                   | x                 | x               |
| [34, 35] (2018)        | Spark       | –              | ✓            | x                   | x                 | x               |
| [36] (2018)            | Hadoop      | CAIDA          | ✓            | x                   | x                 | x               |
| E-Had[39] (2019)       | Hadoop      | CAIDA, MITLincoln | ✓     | x                   | x                 | x               |
| [41] (2019)            | Hadoop      | CAIDA, MITLincoln | ✓     | x                   | x                 | x               |
| [40] (2020)            | Hadoop      | –              | ✓            | x                   | x                 | x               |
| S-DDoS[43] (2020)      | Spark, Hadoop | –              | ✓            | x                   | ✓                 | x               |
| SAD-F[44] (2020)       | Hadoop, Spark | UNSW-NB2015   | ✓            | x                   | ✓                 | x               |
| KS-DDoS (Proposed)     | Kafka, Hadoop | CICDDoS2019 | ✓            | ✓                   | ✓                 | ✓               |
Most of the DPF-based classification approaches [27, 28, 30, 32, 33, 36, 37, 40, 41, 41] deployed on the Apache Hadoop framework. This type of system systematically stores and analyzes large numbers of network packets on a group of machines. However, the Apache Hadoop-based use-cases are specially designed for analyzing a massive amount of data in offline mode. Therefore, the Hadoop-based classification approaches for DDoS attacks are failed to classify network traces in real-time.

Few [34, 35, 43, 46, 54] researchers proposed Apache Spark-based classification approaches for DDoS attacks. This type of approach analyzes network streams in micro-batch processing mode (near-to-live). However, the Spark-based approaches are failed to provide an automated way. However, in the proposed distributed KS-DDoS classification approach, the classification model is designed on the Hadoop cluster and deployed on the Kafka Streams cluster. Further, employed distributed messaging system for providing loosely-coupled architecture with an automated way to the proposed KS-DDoS. The KS-DDoS classifies incoming network traces into nine classes in real-time: Benign (1), DDoS_DNS (2), DDoS_LDAP (3), DDoS_MSSQL (4), DDoS_NetBIOS (5), DDoS_UDP (6), DDoS_SYN (7), DDoS_NTP (8), and DDoS_SSDP (9).

Sharafaldin et al. [52] have generated a realistic dataset and proposed a DDoS attacks taxonomy based on different types of attacks captured in the CICDDoS2019 dataset. Further, they proposed a classification approach for DDoS attacks. According to their performance evaluation, precision values for classifiers ID3, RF, NB, and LR is 0.78, 0.77, 0.41, and 0.25, respectively. When we compared these values with the proposed distributed classification approach precision value while designing the model, the DRF-based classification model given a better precision value (0.8).

### 6 Conclusions

A DDoS attack is the most destructive threat for internet-based systems and their resources. It stops the execution of victims by sending large numbers of network traces. Due to this, legitimate users experience a delay while accessing internet-based systems. Few challenges exist in the traditional framework-based detection

---

**Table 8** Comparison of KS-DDoS with traditional framework-based classification approaches

| System/Ref. No. (Year) | DDoS attacks | Historical analysis | Real-time analysis | Real-time action | Handle massive data (traces) |
|------------------------|--------------|---------------------|--------------------|-----------------|-----------------------------|
| TIDS [55] (2016)       | ✓            | ×                   | ×                  | ×               | ×                           |
| D-FACE [5] (2018)      | ✓            | ×                   | ×                  | ×               | ×                           |
| D-FAC [56] (2018)      | ✓            | ×                   | ×                  | ×               | ×                           |
| FL-DDoS [57] (2018)    | ✓            | ×                   | ×                  | ×               | ×                           |
| [58] (2019)            | ✓            | ×                   | ×                  | ×               | ×                           |
| [59] (2019)            | ✓            | ×                   | ×                  | ×               | ×                           |
| [60] (2019)            | ✓            | ×                   | ×                  | ×               | ×                           |
| [61] (2020)            | ✓            | ×                   | ×                  | ×               | ×                           |
| KS-DDoS (Proposed)     | ✓            | ✓                   | ✓                  | ✓               | ✓                           |
approaches: defending approach itself became the victim of attacks while analyzing large numbers of packets, fails to examine network traffic in real-time, etc. Further, most of the existing DPF-based classification approaches are deployed on Apache Hadoop. Therefore, they are not capable of classifying incoming network traces in real-time. In this paper, we proposed a novel Apache Kafka Streams-based distributed classification approach named KS-DDoS. Firstly, we designed three distributed classification models on the Hadoop cluster using highly scalable machine learning algorithms by fetching training and validating instances from HDFS. Secondly, we deployed an efficient distributed classification model on the Kafka Stream cluster to classify incoming network traces into nine classes in real-time. Further, this classification approach stored highly discriminative features with predicted outcomes into HDFS. It helps in creating new or updating existing classification models using a new set of instances. We designed, deployed, and validated the proposed KS-DDoS classification approach on the DPF-based testbed. The results show that the proposed distributed KS-DDoS classification approach efficiently classified incoming network traces into nine classes: Benign (1), DDoS_DNS (2), DDoS_LDAP (3), DDoS_MSSQL (4), DDoS_NetBIOS (5), DDoS_UDP (6), DDoS_SYN (7), DDoS_NTP (8), and DDoS_SSDP (9). The average classification accuracy of the proposed distributed DRF-based classification approach is 80.07% while designing a model. After deployment, the average accuracy for Scenario-I \( \rightarrow 83.98\% \), Scenario-II \( \rightarrow 91.23\% \), Scenario-III \( \rightarrow 65.33\% \), and Scenario-IV \( \rightarrow 89.29\% \). The proposed distributed KS-DDoS classification system will fail to distinguish between DDoS attacks and Flash Events. Therefore, it will be interesting to provide a real-time distributed mechanism for classifying incoming traces into different types of DDoS attacks, legitimate flows, and Flash Events. Further, in the case of resource constraint devices/networks such as IoT devices/networks, it will be interesting to deploy this approach in the fog/edge computing environment.
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