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Abstract

This brief article reviews stochastic processes as relevant to dynamical models of wave-function collapse, and is supplemental material for the review article arXiv:1204.4325. The best known example of a stochastic process is Brownian motion: random motion of small particles suspended in a liquid, under the influence of a viscous drag, and a fluctuating force resulting from collisions with the molecules of this liquid. The quantitative explanations of Brownian motion by Einstein and Smoluchowski were simplified by Langevin, through his use of what is now called the Langevin equation. This dynamical equation for the randomly evolving position of the suspended particle is equivalent to the Fokker-Planck equation for the time evolution of the probability distribution of the random variable. The Langevin equation can be put on a firm footing as a stochastic differential equation using Itô’s differential calculus for stochastic variables. The brief review below introduces stochastic processes, and should be of some assistance in understanding the review article on dynamical wave-function collapse (Bassi et al., 2012) and should be read in conjunction with that review. For a detailed survey the reader is referred to the books by Arnold, 1971; Gardiner, 1983; Gikhman and Skorokhod, 1972.
A. Some Basic Concepts from Probability Theory

Let \( \Omega \) denote a sample space, i.e. a set of all possible events in an experiment. Then one can define the following structures on \( \Omega \):

**Definition 1.** A collection \( \mathcal{F} \) of subsets of \( \Omega \) is called a \( \sigma \)-field if

1. \( \phi \in \mathcal{F} \).
2. if \( A_1, A_2, \ldots \in \mathcal{F} \) then \( \bigcup_{i=1}^\infty A_i \in \mathcal{F} \).
3. if \( A \in \mathcal{F} \) then \( A^c \in \mathcal{F} \).

The above properties also imply that closed countable intersections are also included in \( \mathcal{F} \).

Examples:

- a) \( \mathcal{F} = \{\phi, \Omega\} \) is the smallest \( \sigma \)-field.
- b) If \( A \subset \Omega \) then \( \mathcal{F} = \{\phi, A, A^c, \Omega\} \) is a \( \sigma \)-field.

**Definition 2.** A probability measure \( P \) on \( (\Omega, \mathcal{F}) \) is a function \( P : \mathcal{F} \to [0, 1] \) satisfying:

1. \( P(\phi) = 0, P(\Omega) = 1 \).
2. if \( A_1, A_2, \ldots \) is a collection of disjoint members of \( \mathcal{F} \) in that \( A_i \cap A_j = \phi \) for all points \( i, j \) satisfying \( i \neq j \) then

\[
P(\bigcup_{i=1}^\infty A_i) = \sum_{i=1}^\infty P(A_i)
\]

The triple \( (\Omega, \mathcal{F}, P) \) is defined to be the probability space.

B. Random Variables

**Definition 3.** A random variable is a function \( X : \Omega \to \mathbb{R} \) with the property that \( \{\omega \in \Omega : X(\omega) \leq x\} \in \mathcal{F} \) for each \( x \in \mathbb{R} \), such functions are called \( \mathcal{F} \)-measurable.

1. Distribution of random variables

- \( X \) is called a discrete random variable if it takes values in some countable subset \( \{x_1, x_2, \ldots\} \) only of \( \mathbb{R} \). Then \( X \) has probability mass function \( f : \mathbb{R} \to [0, 1] \) defined by \( f(x) = P(X = x) \).

- \( X \) is called a continuous random variable if its distribution function \( F : \mathbb{R} \rightarrow [0, 1] \) given by \( F(x) = P(X \leq x) \) can be expressed as

\[
F(x) = \int_{-\infty}^x f(u)du \quad x \in \mathbb{R}
\]

for some integrable function \( f : \mathbb{R} \to [0, \infty) \), where \( f \) is the probability density function.
Joint distribution Function: A random variable \( \mathbf{X} = (X_1, X_2, \ldots, X_n) \) on \((\Omega, \mathcal{F}, P)\) is a function \( F_\mathbf{X} : \mathbb{R}^n \to [0,1] \) given by \( F_\mathbf{X}(\mathbf{x}) = P(\mathbf{X} \leq \mathbf{x}) \) for \( \mathbf{x} \in \mathbb{R}^n \).

2. Time Dependent Random Variables

Let \( \xi \equiv \xi(t) \) be a time dependent random variable. Assume an ensemble of systems, such that each system leads to a number \( \xi \) which depends on time. The outcome for one system cannot be precisely predicted, but ensemble averages exist and can be calculated. For fixed \( t = t_1 \) we define the probability density by

\[
W_1(x_1, t) = \langle \delta(x_1 - \xi(t_1)) \rangle
\]

where the angular brackets denote the ensemble average. The probability to find the random variable \( \xi(t_1) \) in the interval \( x_1 \leq \xi(t_1) \leq x_1 + dx_1 \) is given by \( W_1(x_1, t)dx_1 \), ..., in interval \( x_n \leq \xi(t_n) \leq x_n + dx_n \) is given by \( W_n(x_n, t_n; \ldots; x_1, t_1) \ \text{d}x_n\text{d}(x_{n-1})\ldots\text{d}x_1 \), where

\[
W_n(x_n, t_n; \ldots; x_1, t_1) = \langle \delta(x_1 - \xi(t_1)) \ldots \delta(x_n - \xi(t_n)) \rangle
\]

Given \( W_n \) for all \( n \), for every \( t_i \) in the interval \( t_0 \leq t_i \leq t_0 + T \) the time dependence of the process described by \( \xi(t) \) in the interval \([t_0, t_0 + T]\) can be known completely.

One can obtain probability densities with lower number of variables from those of higher number of variables by integrating as follows. For \( i < r \)

\[
W_i(x_1, x_2, \ldots, x_i) = \int \ldots \int W_r(x_1, x_2, \ldots, x_i, x_{i+1}, \ldots, x_r) \ \text{d}x_{i+1} \ldots \text{d}x_r
\]

(3)

Conditional Probability density is defined as:

\[
P(x_1|x_2 \ldots x_r) = \frac{W_r(x_1 \ldots x_r)}{W_{r-1}(x_2, \ldots, x_r)}
\]

where \( P(x_1|x_2 \ldots x_r) \) denotes the probability density of \( x_1 \) given the \( x_2, \ldots, x_r \).

3. Stationary Processes

If the probability densities do not change by replacing \( t_i \) by \( t_i + T \) (\( T \) arbitrary) the process is called a stationary process. In such a case \( W_1 \) does not depend on \( t \) and \( W_2 \) can depend on the time difference \( t_2 - t_1 \).

The Wiener-Khinchin Theorem: According to this theorem, the spectral density is the Fourier Transform of the correlation function for stationary processes.

Instead of the random variable \( \xi(t) \) one
may consider its Fourier Transform

\[ \tilde{\xi}(\omega) = \int_{-\infty}^{\infty} \exp(-i\omega t)\xi(t)dt \]

For a stationary process \( \langle \xi(t)\xi^*(t') \rangle \) is a function only of the difference \( t - t' \) i.e.

\[ \langle \xi(t)\xi^*(t') \rangle = \langle \xi(t - t')\xi^*(0) \rangle \]

Introducing the new variables

\[ \tau = t - t' \]
\[ t_0 = (t + t')/2 \]

we have

\[ \langle \tilde{\xi}(\omega)\tilde{\xi}^*(\omega') \rangle = \int_{-\infty}^{\infty} \exp(-i(\omega - \omega')t_0)dt_0 \]
\[ \int_{-\infty}^{\infty} \exp(-i(\omega' + \omega)t_0/2)\langle \xi(\tau)\xi^*(0) \rangle d\tau \]

which gives

\[ \langle \tilde{\xi}(\omega)\tilde{\xi}^*(\omega') \rangle = \pi\delta(\omega - \omega')S(\omega) \]

where

\[ S(\omega) = 2 \int_{-\infty}^{\infty} \exp(i\omega\tau)\langle \xi(\tau)\xi^*(0) \rangle d\tau \]

is the spectral density.

C. Stochastic Processes and their Classification

Stochastic processes are systems which evolve probabilistically, i.e. systems in which a time-dependent random variable exists.

The stochastic processes described by a random variable \( \xi \) can be classified as follows

**Purely Random Process:** If \( P_n(n \geq 2) \) does not depend on the values \( x_i = \xi(t_i), (i < n) \) at \( t_i < t_n \), then,

\[ P(x_n, t_n|x_{n-1}, t_{n-1}; \ldots; x_1, t_1) = P(x_n, t_n) \]

thus

\[ W_n(x_n, t_n; \ldots; x_1, t_1) = P(x_n, t_n) \ldots P(x_1, t_1) \]

Hence, complete information of the process is contained in \( P(x_1, t_1) = W_1(x_1, t_1) \). A purely random process cannot describe physical systems where the random variable is a continuous function of time.

**Markov Process:** If the conditional probability density depends only on the value \( \xi(t_{n-1}) = x_{n-1} \) at \( t_{n-1} \), but not on \( \xi(t_{n-2}) = x_{n-2} \) at \( t_{n-2} \) and so on, then such a process is known as a Markov Process. This is given by

\[ P(x_n, t_n|x_{n-1}, t_{n-1}; \ldots; x_1, t_1) = P(x_n, t_n| x_{n-1}, t_{n-1}) \]

(5)
Then it follows that

\[ W_n(x_n, t_n; \ldots; x_1, t_1) = P(x_n, t_n|x_{n-1}, t_{n-1})P(x_{n-1}, t_{n-1}|x_{n-2}, t_{n-2}) \ldots P(x_2, t_2|x_1, t_1)W_1(x_1, t_1) \] (6)

For \( n = 2 \)

\[ P(x_2, t_2|x_1, t_1) = \frac{W_2(x_2, t_2; x_1, t_1)}{W_1(x_1, t_1)} \]

For a Markov process the complete information of the process is contained in \( W_2(x_2, t_2; x_1, t_1) \).

**General processes:** There can be other processes such that the complete information is contained in \( W_3, W_4 \) etc. However this classification is not suitable to describe non-Markovian processes. For describing non-Markovian processes, more random variables (other than \( \xi(t) = \xi_1(t), \xi_2(t), \ldots, \xi_r(t) \)) can be considered. Then by proper choice of these additional variables, one can have a Markov process for \( r \) random variables.

**D. Markov Processes**

The Markov assumption is formulated in terms of conditional probabilities as follows:

\[ P(x_1, t_1; x_2, t_2; \ldots|x_1, t_1; y_1, \tau_1; y_2, \tau_2; \ldots) = P(x_1, t_1; x_2, t_2; \ldots|y_1, \tau_1) \] (7) \( t_2 \geq t_3 \), then we can drop dependence on

From the definition of conditional probability

\[ P(x_1, t_1; x_2, t_2|y_1, \tau_1) = P(x_1, t_1|x_2, t_2, y_1, \tau_1)P(x_2, t_2|y_1, \tau_1) \] (8)

Using Markov property one can write

\[ P(x_1, t_1; x_2, t_2; x_3, t_3; \ldots; x_n, t_n) = P(x_1, t_1|x_2, t_2)P(x_2, t_2|x_3, t_3)P(x_3, t_3|x_4, t_4) \ldots P(x_{n-1}, t_{n-1}|x_n, t_n)P(x_n, t_n) \] (9)

provided \( t_1 \geq t_2 \geq t_3 \geq t_4 \geq \ldots t_{n-1} \geq t_n \).

1. The Chapmann Kolmogorov Condition

The following condition holds for all stochastic processes:

\[ P(x_1, t_1) = \int dx_2 P(x_1, t_1; x_2, t_2) = \int dx_2 P(x_1, t_1|x_2, t_2)P(x_2, t_2) \] (10)

Now

\[ P(x_1, t_1|x_3, t_3) = \int dx_2 P(x_1, t_1; x_2, t_2|x_3, t_3) = \int dx_2 P(x_1, t_1|x_2, t_2; x_3, t_3) \]

\[ P(x_2, t_2|x_3, t_3) \]
Thus,

\[ P(x_1, t_1 | x_3, t_3) = \int dx_2 P(x_1, t_1 | x_2, t_2)P(x_2, t_2 | x_3, t_3) \quad (11) \]

This is the Chapman-Kolmogorov Equation. The differential form of this equation plays an important role in the description of stochastic processes that follow.

2. The Fokker-Planck equation

From the definition of transition probability one can write

\[ W(x, t + \tau) = \int P(x, t + \tau | x', t) W(x', t) dx' \quad (12) \]

This connects \( W(x, t + \tau) \) with \( W(x', t) \). To obtain a differential equation for the above, the following procedure can be carried out.

Assume that all moments \( M_n(x, t, \tau), n \geq 1 \) are known

\[ M_n(x', t, \tau) = \langle [\xi(t + \tau) - \xi(t)]^n \rangle |_{\xi(t) = x'} = \int (x - x')^n P(x, t + \tau | x', t) dx \]

Introducing \( \Delta = x - x' \) in equation (12), the integrand can be expanded in a Taylor series, which after integration over \( \delta \) can be put in the following form:

\[ W(x, t + \tau) - W(x, t) = \frac{\partial W(x, t)}{\partial t} \tau + O(\tau^2) \]

\[ = \sum_{n=1}^{\infty} \left( -\frac{\partial}{\partial x} \right)^n \left( \frac{M_n(x, t, \tau)}{n!} \right) W(x, t) \quad (13) \]

\( M_n \) can be expanded into Taylor series with respect to \( \tau \) (Risken, 1996) \((n \geq 1)\)

\[ M_n(x, t, \tau)/n! = D^{(n)}(x, t) \tau + O(\tau^2) \]

Considering only linear terms in \( \tau \), Eqn. (13) can be written as

\[ \frac{\partial W(x, t)}{\partial t} = \sum_{n=1}^{\infty} \left( -\frac{\partial}{\partial x} \right)^n D^{(n)}(x, t) W(x, t) \]

\[ = L_{KM} W(x, t) \]

\[ L_{KM} = \sum_{n=1}^{\infty} \left( -\frac{\partial}{\partial x} \right)^n D^{(n)}(x, t) \quad (14) \]

The above is the Kramers-Moyal Expansion. Pawula Theorem states that for a positive transition probability \( P \) the Kramers-Moyal expansion stops after the second term; if not then it must contain an infinite number of terms.

If the K-M expansion stops after the second term, then it is called the Fokker-Planck equation, given by

\[ \frac{\partial W(x, t)}{\partial t} = -\frac{\partial}{\partial x} D^{(1)}(x, t) + \frac{\partial^2}{\partial x^2} D^{(2)}(x, t) \quad (15) \]

\( D^{(1)} \) is called the drift coefficient, and \( D^{(2)} \) is called the diffusion coefficient. The transition probability \( P(x, t | x', t') \) is the distribution
$W(x, t)$ for the initial condition $W(x, t') = \delta(x - x')$. Therefore the transition probability must also satisfy (13). Hence,

$$\frac{\partial P(x, t|x', t')}{\partial t} = L_{KM}(x, t)P(x, t|x', t') \quad (16)$$

where the initial condition is given by

$$P(x, t|x', t) = \delta(x - x').$$

The Fokker-Planck equation can also be written as

$$\frac{\partial W}{\partial t} + \frac{\partial S}{\partial x} = 0 \quad (17)$$

where

$$S(x, t) = [D^{(1)}(x, t) - \frac{\partial}{\partial x}D^{(2)}(x, t)]W(x, t).$$

Here $S$ can be interpreted as a probability current. We will discuss the one variable Fokker-Planck equation with time-independent drift and diffusion coefficients given by

$$\frac{\partial W(x, t)}{\partial t} = -\frac{\partial}{\partial x}D^{(1)}(x) + \frac{\partial^2}{\partial x^2}D^{(2)}(x) \quad (18)$$

For stationary processes the probability current $S = constant$. Methods of solution of such a F-P equation for stationary processes are discussed in (Risken, 1996). Non-stationary solutions of the F-P equation are in general difficult to obtain. A general expression for non-stationary solution can be found only for special drift and diffusion coefficients.

The Fokker-Planck equation can be taken as a starting point for introducing the concept of a stochastic differential equation. If the random variable $\xi(t)$ satisfies the initial condition

$$W(\xi(t), y) = \delta(\xi - y) \quad (19)$$

that is, it is sharply peaked at the value $y$, it can be shown by solving the Fokker-Planck equation that a short time $\Delta t$ later, the solution is still sharply peaked, and is a Gaussian with mean $y + D^{(1)} \Delta t$ and variance $D^{(2)}$. The picture is that of a system moving with a systematic drift velocity $D^{(1)}$, and on this motion is superimposed a Gaussian fluctuation with variance $D^{(2)}$. Thus,

$$y(t + \Delta t) = y(t) + D^{(1)} \Delta t + \eta(t) \Delta t^{1/2} \quad (20)$$

where $\langle \eta \rangle = 0$ and $\langle \eta^2 \rangle = D^{(2)}$. This picture gives sample paths which are always continuous but nowhere differentiable. As we will see shortly, this heuristic picture can be made much more precise and leads to the concept of the stochastic differential equation.

3. Wiener Process

A process which is described by Eqn. (18) with $D^{(1)} = 0$ and $D^{(2)}(x) = D = constant$, is called a Wiener process. Then the equation for transition probability $P = P(x, t|x', t')$ is
the diffusion equation, given by

$$\frac{\partial P}{\partial t} = D \frac{\partial^2 P}{\partial x^2} \quad (21)$$

with the initial condition $P(x, t'|x', t') = \delta(x - x')$. Then the solution for $t > t'$ is given by the gaussian distribution

$$P(x, t|x', t') = \frac{1}{\sqrt{4\pi D(t - t')}} \exp \left( -\frac{(x - x')^2}{4D(t - t')} \right) \quad (22)$$

Thus the general solution for probability density with initial distribution $W(x', t')$ is given by

$$W(x, t) = \int P(x, t|x', t')W(x', t')dx'$$

An initially sharp distribution spreads in time. The one-variable Wiener process is often simply called Brownian motion, since it obeys the same differential equation of motion as Brownian motion.

4. Ornstein-Uhlenbeck Process

This process is described by Eqn. (18) when the drift coefficient is linear and diffusion coefficient is constant, i.e.

$$D^{(1)}(x) = -\gamma x; D^{(2)}(x) = D = \text{const}$$

The Fokker-Planck equation then can be written as

$$\frac{\partial P}{\partial t} = \gamma \frac{\partial}{\partial x}(xP) + D \frac{\partial^2 P}{\partial x^2} \quad (23)$$

with initial condition $P(x, t'|x', t') = \delta(x - x')$. The above equation can be solved by taking a Fourier transform w.r.t. $x$ i.e.

$$P(x, t|x', t') = (2\pi)^{-1} \int e^{ikx} \tilde{P}(k, t|x', t')dk$$

Thus it results in the following equation

$$\frac{\partial \tilde{P}}{\partial t} = -\gamma k \frac{\partial \tilde{P}}{\partial k} - Dk^2 \tilde{P}$$

with initial condition $\tilde{P}(k, t'|x', t') = e^{ikx'}$ for $t > t'$. Then one gets

$$\tilde{P}(k, t|x', t') = \exp \left[ -ikx'e^{-\gamma(t-t')} - Dk^2(1 - e^{-2\gamma(t-t')})/(2\gamma) \right] \quad (24)$$

By applying the inverse Fourier transform one finally obtains the solution of the Fokker Planck equation describing the Ornstein Uhlenbeck process

$$P(x, t|x', t') = \sqrt{\frac{\gamma}{2\pi D(1 - e^{-2\gamma(t-t')})}} \times \exp \left[ -\frac{\gamma(x - e^{-\gamma(t-t')}x')^2}{2D(1 - e^{-2\gamma(t-t')})} \right] \quad (25)$$

In the limit $\gamma \to 0$ we get the Gaussian distribution for a Wiener Process.
Eqn. (25) is valid for positive and negative values of $\gamma$. For positive $\gamma$ and large time difference $\gamma(t - t') \gg 1$ the equation passes over to the stationary distribution given by

$$W_{st} = \sqrt{\frac{\gamma}{2\pi D}} \exp \left[ -\frac{\gamma x^2}{2D} \right]$$

For $\gamma \leq 0$ no stationary solution exists.

E. Langevin Equation

We introduce stochastic integration via the Langevin equation. In the presence of a viscous drag linearly proportional to velocity, the equation of motion for a particle of mass '$m$' is given by

$$m\dot{v} + \alpha v = 0$$

or

$$\dot{v} + \gamma v = 0$$

where $\gamma = \alpha/m = 1/\tau$, $\tau$ being the relaxation time. The solution of the above equation is given by

$$v(t) = v(0)e^{-t/\tau} = v(0)e^{-\gamma t}$$

If the mass of the particle is small, so that the velocity due to thermal fluctuations is not negligible, then

$$v_{th} = \sqrt{\langle v^2 \rangle} = \sqrt{kT/m}$$

is observable and hence the velocity of the small particle cannot be described by Eqn. (27). Thus this equation has to be modified as follows:

$$\dot{v} + \gamma v = \Gamma(t)$$

where $\Gamma(t) = F_f(t)/m$ is the stochastic term, $F_f(t)$ is the fluctuating force acting on the particle. This is the Langevin equation.

1. Brownian Motion

The Langevin equation for Brownian motion is given by Eqn. (28) where $\Gamma$ describes the Langevin force with

$$\langle \Gamma(t) \rangle = 0, \quad \langle \Gamma(t)\Gamma(t') \rangle = q\delta(t - t')$$

such that all the higher moments are given in terms of the two point correlation function. In other words, $\Gamma$ is gaussian distributed with zero mean. The spectral density of noise, described below, gives color of the noise. The delta correlated noise is referred to as white noise. This model of noise in the Langevin equation fully describes ordinary Brownian Motion of a particle.

The spectral density for delta correlated noise is given by

$$S(\omega) = 2q \int_{-\infty}^{\infty} e^{-i\omega \tau} \delta(\tau) d\tau = 2q$$

Since it is independent of $\omega$ it is called white.
noise. In general the spectral density depends on \( w \); in such a case, the noise is called colored noise.

2. Solution of the Langevin equation

The formal solution of the Langevin equation is given by

\[
v(t) = v_0 e^{-\gamma t} + \int_0^t e^{-\gamma (t-t')} \Gamma(t') dt'
\]

(29)

By using the white noise model one can obtain the correlation function of velocity

\[
\langle v(t_1)v(t_2) \rangle = v_0^2 e^{-\gamma (t_1+t_2)} + \int_0^{t_1} \int_0^{t_2} e^{-\gamma (t_1+t_2-t_1'-t_2')} q \delta(t_1'-t_2') dt_1' dt_2'
\]

(30)

which after solving for the double integral gives

\[
\langle v(t_1)v(t_2) \rangle = v_0^2 e^{-\gamma (t_1+t_2)} + \frac{q}{2\gamma} (e^{-\gamma |t_1-t_2|} - e^{-\gamma (t_1+t_2)}).
\]

(31)

For large \( t_1 \) and \( t_2 \), i.e \( \gamma t_1, \gamma t_2 \gg 1 \) the correlation is independent of \( v_0 \) and is a function of the time difference.

\[
\langle v(t_1)v(t_2) \rangle = \frac{q}{2\gamma} e^{-\gamma |t_1-t_2|}
\]

Now in the stationary state

\[
\langle E \rangle = \frac{1}{2} m \langle v(t)^2 \rangle = \frac{1}{2} m \frac{q}{2\gamma}
\]

for a Brownian particle.

According to the law of equipartition

\[
\langle E \rangle = \frac{1}{2} kT
\]

and comparing with the earlier expression we get

\[
q = 2\gamma kT/m
\]

3. Overdamped Langevin equation

The overdamped Langevin Equation looks like

\[
v(t) = \frac{1}{\gamma} \Gamma(t)
\]

where the acceleration term is dropped because of the prominence of damping. In the large time limit, the two point correlation for velocity is given by

\[
\langle v(t_1)v(t_2) \rangle \approx \frac{1}{\gamma^2} (\Gamma(t_1)\Gamma(t_2)) = \frac{q}{\gamma^2} \delta(t_1-t_2)
\]

4. Non-linear Langevin Equation

A nonlinear Langevin equation has the following form

\[
\dot{\xi} = h(\xi, t) + g(\xi, t) \Gamma(t)
\]

(32)

Here \( \Gamma(t) \) is assumed to be Gaussian random variable with zero mean and \( \delta \) correlation function.

\[
\langle \Gamma(t) \rangle = 0; \quad \langle \Gamma(t)\Gamma(t') \rangle = 2\delta(t-t')
\]
Integrating Eqn. (32)

\[ \xi = \int_0^t h(\xi,t) dt + \int_0^t g(\xi,t) \Gamma(t) dt \]  

(33)

Here \( g \) could be a constant or can depend on \( \xi \). Constant \( g \) gives additive noise, while if it depends on \( \xi \) it is referred to as multiplicative noise. For \( \xi \) dependent \( g \) in the above equation, since \( \Gamma(t) \) has no correlation time, it is not clear which value of \( \xi \) one has to use in \( g \) while evaluating the integral. Physicists use an approximation of the \( \delta \) function to ensure that one gets appropriate results. But from a purely mathematical point of view one cannot answer this question, unless some additional specification is given. Thus, this gives rise to the requirement of using the stochastic integrals, namely the Itô and Stratonovich integrals for solving such equations. In the following section, we give a brief introduction to these Stochastic Integrals. Prior to this we state an example of a particular form of noise and solve the nonlinear Langevin equation for this particular case.

**Example** For \( g = a\xi \) where \( a \) is a constant

\[ \dot{\xi} = a\xi \Gamma(t) \]

The formal solution of the above equation is given by

\[ \xi(t) = x \exp \left[ a \int_0^t \Gamma(t') dt' \right] \]

Assuming \( \xi(0) = x \)

\[ \langle \xi(t) \rangle = \langle x \exp[a \int_0^t \Gamma(t') dt'] \rangle = x \left[ 1 + a \int_0^t \langle \Gamma(t) \rangle dt_1 + \frac{1}{2!} a^2 \int_0^t \int_0^t \langle \Gamma(t_1) \Gamma(t_2) \rangle dt_1 dt_2 + \ldots \right] \]

(34)

Since \( \Gamma \) is delta correlated Gaussian white noise, all the higher correlations can be expressed in terms of two point correlations, therefore the above equation can be written in the following form

\[ = \left( \frac{(2n)!}{2^n n!} \right) \left[ \int_0^t \int_0^t \phi(t_1 - t_2) dt_1 dt_2 \right]^n \]  

(35)

\[ = \exp \left[ \frac{1}{2} a^2 \int_0^t \int_0^t \langle \Gamma(t_1) \Gamma(t_2) \rangle dt_1 dt_2 \right] \]

(36)

For delta correlated Langevin force the double integral gives

\[ \langle \xi(t) \rangle = x \exp(a^2 t) \]

and

\[ \langle \dot{\xi}(t) \rangle = a^2 \langle \xi(t) \rangle \] with \( \langle \xi(0) \rangle = x \)

\[ \frac{d}{dt} \langle \xi(t) \rangle \bigg|_{t=0} = a^2 x \]

is called spurious or noise induced drift.
F. Stochastic integration, Itô calculus and stochastic differential equations

Consider a Langevin equation of the form

\[ \frac{dx}{dt} = a(x,t) + b(x,t)\zeta(t) \]  

for a time-dependent variable \( x \), where \( a(x,t) \) and \( b(x,t) \) are known functions, and \( \zeta(t) \) is the rapidly fluctuating random term which induces stochasticity in the evolution. We want to examine the mathematical status of this equation as a differential equation. Since we expect it to be integrable, the integral

\[ u(t) = \int_0^t dt' \zeta(t') \]  

should exist. If we demand that \( u \) is a continuous function of \( t \), then it is a Markov process whose evolution can be described by a Fokker-Planck equation, which can be shown to have zero drift, and diffusion unity. Hence, \( u(t) \) is a Wiener process, denoted say by \( W(t) \); but we know that \( W(t) \) is not differentiable. This would imply that in a mathematical sense the Langevin equation does not exist! However, the corresponding integral equation

\[ x(t) - x(0) = \int_0^t a[x(s),s]ds + \int_0^t b[x(s),s]\zeta(s)ds \]  

can be interpreted consistently. We make the replacement

\[ dW(t) \equiv W(t + dt) - W(t) = \zeta(t)dt \]  

so that the second integral can be written as

\[ \int_0^t b[x(s),s]dW(s) \]  

which is a stochastic Riemann-Stieltjes integral, which we now define.

Given that \( G(t) \) is an arbitrary function of time and \( W(t) \) is a stochastic process, the stochastic integral \( \int_0^t G(t')dW(t') \) is defined by dividing the interval \((0,t)\) into \( n \) subintervals \((t_{i-1}, t_i)\) such that

\[ t_0 \leq t_1 \leq t_2 \leq \cdots \leq t \]  

and defining intermediate points \( \tau_i \) such that \( t_{i-1} \leq \tau_i \leq t_i \). The stochastic integral is defined as a limit of partial sums

\[ S_n = \sum_{i=1}^n G(\tau_i)[W(t_i) - W(t_{i-1})]. \]  

The challenge is that, \( G(t) \) being function of a random variable, the limit of \( S_n \) depends on the particular choice of intermediate point \( \tau_i \)! Different choices of the intermediate point give different results for the integral.
$t_{i-1}$ and taking the limit of the sum:
\[
\int_0^r G(t') \, dW(t') = \lim_{\Delta \to 0} \sum_{i=1}^n G(t_{i-1})[W(t_i) - W(t_{i-1})]. \quad (44)
\]

As an example, it can be shown that
\[
\int_0^t W(t') \, dW(t') = \frac{1}{2} [W(t)^2 - W(t_0)^2 - (t - t_0)]. \quad (45)
\]

Note that the result for the integration is no longer the same as the ordinary Riemann-Stieltjes integral, where the term $(t - t_0)$ would be absent; the reason being that the difference $W(t + \Delta t) - W(t)$ is almost always of the order $\sqrt{t}$, which implies that, unlike in ordinary integration, terms of second order in $\Delta W(t)$ do not vanish on taking the limit.

An alternative definition of the stochastic integral is the Stratanovich integral, denoted by $S$, and is such that the anomalous term above, $(t - t_0)$, does not occur. This happens if the intermediate point $\tau_i$ is taken as the mid-point $\tau_i = (t_i + t_{i+1})/2$, and it can then be shown that
\[
S \int_0^t W(t') \, dW(t') = \frac{1}{2} [W(t)^2 - W(t_0)^2]. \quad (46)
\]

For arbitrary functions $G(t)$ there is no connection between the Itô integral and the Stratanovich integral. However, in cases where we can specify that $G(t)$ is related to some stochastic differential equation, a formula can be given relating the two differential equations.

1. Rules of Itô calculus

Mean square limit or the limit in the mean is defined as follows: Let $X_n(\omega)$ be a sequence of random variables $X_n$ on the probability space $\Omega$, where $\omega$ are the elements of the space which have probability density $p(\omega)$. Thus one can say that $X_n$ converges to $X$ in the mean square if
\[
\lim_{n \to \infty} \int d\omega p(\omega) [X_n(\omega) - X(\omega)]^2 \equiv \lim \langle (X_n - X)^2 \rangle = 0 \quad (47)
\]

This is written as
\[
ms - \lim_{n \to \infty} X_n = X
\]

Rules

1. $dW(t)^2 = dt$
2. $dW^{2+N}(t) = 0$

The above formulae mean the following
\[
\int_{t_0}^t [dW(t')]^{2+N} G(t') \equiv ms - \lim_{n \to \infty} \sum_i G_{i-1} \Delta W_i^{2+N} = \int_{t_0}^t dt' G(t') \text{ for } N = 0 = 0 \text{ for } N > 0 \quad (48)
\]
for an arbitrary non-anticipating function \( G \).

**Proof:**

For \( N = 0 \) consider the following sum

\[
I = \lim_{n \to \infty} \langle \left[ \sum_i G_{i-1}(\Delta W_i^2 - \Delta t_i) \right]^2 \rangle
\]

(49)

\[
= \lim_{n \to \infty} \langle \sum_i (G_{i-1})^2(\Delta W_i^2 - \Delta t_i)^2 + \\
2G_{i-1}G_{j-1}(\Delta W_j^2 - \Delta t_j)(\Delta W_i^2 - \Delta t_i) \rangle
\]

(50)

Using the following results mentioned earlier

\[
\langle \Delta W_i^2 \rangle = \Delta t_i
\]

\[
(\Delta W_i^2 - \Delta t_i)^2 \geq 2\Delta t_i^2
\]

one gets

\[
I = 2 \lim_{n \to \infty} \left[ \sum_i \Delta t_i^2 \langle (G_{i-1})^2 \rangle \right]
\]

This can be written as

\[
ms - \lim_{n \to \infty} \left( \sum_i G_{i-1}\Delta W_i^2 - \sum_i G_{i-1}\Delta t_i \right) = 0
\]

since

\[
ms - \lim_{n \to \infty} \sum_i G_{i-1}\Delta t_i = \int_{t_0}^t dt'G(t')
\]

we get

\[
\int_{t_0}^t [dW(t')]^2 G(t') = \int_{t_0}^t dt'G(t')
\]

from this we see that \( dW(t')^2 = dt' \). Similarly one can show that \( dW(t)^{2+N} \equiv 0(N > 0) \). Another important result that can be proved by the above method is

\[
\int_{t_0}^t G(t')dt'dW(t') \equiv \\
ms - \lim_{n \to \infty} \sum_i G_{i-1}\Delta W_i\Delta t_i = 0
\]

(51)

Rule for integration of polynomials :

\[
\int_{t_0}^t W(t')^n dW(t') = \frac{1}{n+1}[W(t)^{n+1} - W(t_0)^{n+1}] - \frac{n}{2} \int_{t_0}^t W(t)'(n-1) \, dt
\]

(52)

General rule for differentiation :

\[
\frac{df[W(t),t]}{dt} = \left( \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial W^2} \right) dt + \\
\frac{\partial f}{\partial W} dW(t).
\]

(53)

2. Stochastic differential equations

The Itô integral is mathematically the most satisfactory, but not always the most natural physical choice. The Stratanovich integral is the natural choice for an interpretation where \( \zeta(t) \) is a colored (not white) noise. Also, unlike in the Itô interpretation, the Stratanovich interpretation enables the use of ordinary calculus. From the mathematical point of view, it is more convenient to define the Itô SDE, develop its equivalence with the Stratanovich SDE, and use either form depending on circumstances.

A stochastic quantity \( x(t) \) obeys an Itô dif-
ferential equation

\[ dx(t) = a[x(t), t]dt + b[x(t), t]dW(t) \quad (54) \]

If for all \( t \) and \( t_0 \)

\[ x(t) = x(t_0) + \int_{t_0}^{t} dt' a[x(t'), t'] + \int_{t_0}^{t} dW(t') b[x(t'), t']. \quad (55) \]

If \( f[x(t)] \) is an arbitrary function of \( x(t) \) then Itô’s formula gives the differential equation satisfied by \( f \) :

\[
\begin{align*}
\frac{df}{dt} &= \left( a[x(t), t]f'[x(t)] + \frac{1}{2} b[x(t), t]^2 f''[x(t)] \right) dt \\
&\quad + b[x(t), t]f'[x(t)]dW(t).
\end{align*}
\]

Thus change of variables is not given by ordinary calculus unless \( f[x(t)] \) is linear in \( x(t) \).

Given the time development of an arbitrary \( f[x(t)] \), the conditional probability density \( p(x, t | x_0, t_0) \) for \( x(t) \) can be shown to satisfy a Fokker-Planck equation with drift coefficient \( a(x, t) \) and diffusion coefficient \( b(x, t)^2 \).

The stochastic differential equation studied in detail in the QMUPL model [Bassi et al., 2012]

\[
\frac{d\psi_t}{dt} = -\frac{i}{\hbar} H\psi_t + \sqrt{\lambda(q - \langle q \rangle_t)}\psi_t
\]

\[ -\lambda \frac{1}{2} (q - \langle q \rangle_t)^2 dt \]

is an Itô differential equation of the type \((54)\). In other words, the Itô SDE \((54)\) is the same

If we formally treat this as an equation for \( \ln \psi \) then upon comparison we see that \( \ln \psi \)

is \( x \), and

\[
\begin{align*}
a(x, t) &= -\frac{i}{\hbar} H - \frac{\lambda}{2} (q - \langle q \rangle_t)^2 \\
b &= \sqrt{\lambda(q - \langle q \rangle_t)} \\
\end{align*}
\]

The real part of the drift coefficient \( a \) is related to the diffusion coefficient \( b^2 \) by

\[ -2a = b^2 \]

This non-trivial relation between diffusion and drift is what gives the equation its norm-preserving martingale property which eventually leads to the Born rule. Why the drift and diffusion must be related this way is at present not understood in Trace Dynamics and there probably is some deep underlying reason for this relation.

Stratonovich’s stochastic differential equation : Given the Itô differential equation \((54)\) its solution \( x(t) \) can also be expressed in terms of a Stratonovich integral

\[
\begin{align*}
x(t) &= x_0 + \int_{t_0}^{t} dt' a[x(t'), t'] + \int_{t_0}^{t} dW(t') b[x(t'), t'] \\
S \int_{t_0}^{t} dW(t') \beta[(x(t'), t')] 
\end{align*}
\]

where

\[
\alpha(x, t) = a(x, t) - \frac{1}{2} b(x, t) \partial_x b(x, t); \beta(x, t) = b(x, t)
\]

(61)
as the Stratonovich SDE
\[
dx = [a(x,t) - \frac{1}{2} b(x,t) \partial_x b(x,t)] dt + b dW(t)
\]
(62)
or conversely, the Stratonovich SDE
\[
dx = \alpha dt + \beta dW(t)
\]
(63)
is the same as the Itô SDE
\[
dx = [\alpha(x,t) + \frac{1}{2} \beta(x,t) \partial_x \beta(x,t)] dt + \beta dW(t)
\]
(64)
It can be shown that in a Stratonovich SDE
the rule for change of variable is the same as in ordinary calculus.

**G. Martingales**

Martingales play a role in stochastic processes roughly similar to that played by conserved quantities in dynamical systems. Unlike a conserved quantity in dynamics, which remains constant in time, a martingale’s value can change; however, its expectation remains constant in time.

A martingale is defined as follows:

A discrete time martingale is a discrete time stochastic process, \( X_1, X_2, \ldots \), that satisfies for any time \( n \),
\[
E(|X_n|) < \infty
E(X_{n+1}|X_1, \ldots, X_n) = X_n
\]
where \( E(X) \) denotes the expectation of \( X \).

**Martingale Sequence with Respect to Another Sequence** A sequence \( Y_1, Y_2, \ldots \) is said to be a martingale w.r.t. another sequence \( X_1, X_2, X_3 \ldots \) if for all \( n \)
\[
E(|Y_n|) < \infty
E(Y_{n+1}|X_1, \ldots, X_n) = 0
\]
In other words, a martingale is a model of a fair game, where no knowledge of past events can help to predict future winnings. It is a sequence of random variables for which at a particular time in a realized sequence, the expectation of the next value in the sequence is equal to the present observed value even given knowledge of all prior observed value at current time.
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