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Abstract

Stochastic bandit algorithms can be used for challenging non-convex optimization problems. Hyperparameter tuning of neural networks is particularly challenging, necessitating new approaches. To this end, we present a method that adaptively partitions the combined space of hyperparameters, context, and training resources (e.g., total number of training iterations). By adaptively partitioning the space, the algorithm is able to focus on the portions of the hyperparameter search space that are most relevant in a practical way. By including the resources in the combined space, the method tends to use fewer training resources overall. Our experiments show that this method can surpass state-of-the-art methods in tuning neural networks on benchmark datasets. In some cases, our implementations can achieve the same levels of accuracy on benchmark datasets as existing state-of-the-art approaches while saving over 50% of our computational resources (e.g., time, training iterations).

1 Introduction

The goal of many important real-world problems is to optimize an underlying function whose evaluation is expensive. Minimizing the number of times to query the underlying function is then desired. Problems of this kind include experimental design (Chaloner and Verdinelli, 1995; Srinivas et al., 2009; Martinez-Cantin, 2014), online recommendation (Ricci et al., 2015), data-efficient system control (Calandra et al., 2016; Lizotte et al., 2007; Mukadam et al., 2017), and tuning neural network hyperparameters (kernel size, pooling size, learning rate and its decay rate). Tuning hyperparameters of neural networks is not simply a gradient-free optimization problem, since some hyperparameter settings are significantly more expensive than others to be evaluated. When the user can control the computational resources dedicated to the tuning, algorithms within the stochastic bandit framework should be leveraging this control to obtain cost-effective performance, as is also suggested in the Bayesian Optimization setting (Kandasamy et al., 2017; Song et al., 2018).

A stochastic bandit problem assumes that payoffs are noisy and are drawn from an unchanging distribution. The study of stochastic bandit problems started with the discrete arm setting, where the agent is faced with a finite set of choices. Classic works on this problem date back to the Thompson Sampling problem (Thompson, 1933), Gittins index (Gittins, 1979), and some Upper Confidence Bound (UCB) methods (Lai and Robbins, 1985; Agrawal, 1995). Common solutions to this problem include the -greedy algorithms (Sutton and Barto, 1998), the UCB-based algorithms (Auer et al., 2002), and the Thompson Sampling algorithms (Agrawal and Goyal, 2012). These bandit strategies have led to powerful real-life applications. For example, Deep Q-Network (Mnih et al., 2015) uses -greedy for action exploration; and AlphaGO (Silver et al., 2016) uses UCT (Kocsis and Szepesvári, 2006), which is built on the UCB strategy, for action searching. One recent line of work on stochastic bandit problems considers the case where the arm space is infinite. In this setting, the arms are usually assumed to be in a subset of the Euclidean space (or a more general metric space), and the expected payoff function is assumed to be a function of the arms. Some works along this line model the expected payoff as a linear function of the arms (Auer 2002; Dani et al., 2008; Li et al., 2010; Abbasi-Yadkori et al., 2011; Agrawal and Goyal, 2013; Abeille et al., 2017); some algorithms model the expected payoff as Gaussian processes over the arms (Srinivas et al., 2009; Contal et al., 2014; de Freitas et al., 2012; Vazquez and Bect, 2007); some algorithms assume that the expected payoff is a Lipschitz function of the arms (Slivkins, 2011; Kleinberg et al., 2008; Bubeck et al., 2011); and some assume locally Hölder payoffs on the real line (Auer et al., 2007). When the arms are continuous and equipped with a metric, and the expected payoff is Lipschitz continuous in the arm space, we
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refer to the problem as a stochastic Lipschitz bandit problem. In addition, when the agent’s decisions are made with the aid of contextual information, we refer to the problem as a contextual stochastic Lipschitz bandit problem. In this paper, we focus our study on the (contextual) stochastic Lipschitz bandit problems, and its application to neural network tuning. While our analysis focuses on the case of Lipschitz expected payoffs, our empirical results demonstrate that our methods can adapt to the landscape of the payoff and leverage properties other than Lipschitzness. This means our methods in practice have much better performance than analyses for Lipschitz bandit problems suggest. Few of the methods listed above consider computational resources as part of the algorithm, even though it is important for neural network tuning and other important problems.

Neural network tuning is challenging, and in recent years, the best performance has relied heavily on human tuning of the network’s hyperparameters. Given a training and validation set, the validation performance metric (e.g. validation accuracy) of the neural network can be viewed as a noisy function (payoff) of hyperparameters (arms), which include the architecture of the network, the learning rate, initialization, the number of training iterations, etc. This turns a neural network tuning problem into a stochastic bandit problem. The arms have different costs: if we train only for a small amount of iterations, we use less resources. Training for a small amount of iterations is often useful to judge initial conditions and architecture. Ideally, the method should be able to choose how long (how many iterations) to train in order to balance between exploration, exploitation, and cost of evaluation. As shown in Section 3, our methods balance between exploration, exploitation, and cost of evaluation for the problem of neural network tuning.

Our proposed algorithm, (Contextual) PartitionUCB, maintains a finite partition of the (context-)arm space and uses an Upper Confidence Bound strategy [Auer et al., 2002], as if the partition represents a finite set of (context-)arms. As we observe more data, the partition grows finer. To better deploy (Contextual) PartitionUCB to problems such as neural network tuning, we provide fast implementations using regression trees, since a regression tree corresponds to a partition. We show empirically that our proposed tuning methods outperform existing state-of-the-art on benchmark datasets. In summary, our contributions are twofold: 1) we develop a novel stochastic Lipschitz bandit algorithm PartitionUCB and its contextual counterpart Contextual PartitionUCB. For compact domains in \( \mathbb{R}^d \), both algorithms exhibit a \( \tilde{O}(T^{\frac{d+1}{d+2}}) \) regret bound with high probability; 2) we develop TreeUCB (TUCB) and Contextual TreeUCB (CTUCB) as fast implementations of PartitionUCB and Contextual PartitionUCB. We apply TUCB and CTUCB to tuning neural networks. They can achieve a satisfactory level of accuracy as the average of existing state-of-the-art approaches while saving over 50% resource (e.g. time, total training iterations) on the MNIST dataset [LeCun 1999], the SVHN dataset [Netzer et al. 2011] dataset and the CIFAR-10 dataset [Krizhevsky et al. 2012].

Related works: From a bandit perspective, the closest works are the Zooming bandit algorithm (and the contextual Zooming bandit algorithm) [Slivkins 2011; Kleinberg et al. 2008] and the HOO algorithm [Bubeck et al. 2011], which inspired our work. Both the Zooming bandit algorithm and the HOO algorithm have excellent theoretical analyses, but suffer from practical inefficiency. The Zooming bandit algorithm (and the contextual Zooming bandit algorithm) keeps a cover of the arm space. As the Zooming bandit runs, some subsets in the cover shrink, resulting in some points of the arm space becoming uncovered. Once this happens, the algorithm needs to introduce new subsets of arms to maintain the cover. The operation of checking whether each arm is covered can be expensive and hard-to-implement in practice. The HOO algorithm does not require Zooming bandit’s covering oracle, but it is non-contextual. This makes it less general than the Contextual PartitionUCB algorithm. In addition, it requires a fine discretization of the arm space to start with. This initialization requirement makes HOO impractical, since problems like tuning neural networks can have arm spaces with millions of points in discrete spaces or infinite points in a parameter space. The practical efficiency of our method is partially a result of maintaining a careful partition of the space. This allows us to use a fast implementation of regression trees [Geurts et al. 2006].

Empirical results on tuning neural networks for the MNIST dataset [LeCun 1999], the SVHN dataset [Netzer et al. 2011] dataset and the CIFAR-10 dataset [Krizhevsky et al. 2012], indicate that our methods tend to be more efficient and/or effective than 1) the state-of-the-art Bayesian optimization methods: the SPEARMINT package [Snoek et al. 2012] which integrates several Bayesian optimization methods [Swersky et al. 2013; Bergstra et al. 2011]; [Snoek et al. 2014; Snoek et al. 2013; Gelbart et al. 2014], the TPE algorithm [Bergstra et al. 2011] and the SMAC algorithm [Hutter et al. 2011]; and 2) methods that focus explicitly on tuning neural networks: Hyperband algorithm [Li et al. 2016] (and SuccessiveHalving algorithm [Jamieson and Talwalkar 2016]), the Harmonica algorithm [Hazan et al. 2017], and random search [Bergstra and Bengio 2012]. As suggested by the results in this paper, common bandit algorithms, such as UCB algorithms, can be competitive with the state-of-the-art methods for neural network tuning.
2 Algorithms

2.1 The PartitionUCB algorithm

Given a stochastic bandit problem, our goal is to locate the global maximum (minimum) of the payoff function via querying the payoff function at a sequence of points. The performance of the algorithm is typically measured by how quickly the algorithm is able to locate the maximum. In this paper, we focus our study on the following setting. A payoff function is defined over an arm space that is a compact subset $A \subseteq \mathbb{R}^d$, and the payoff function of interest is $f : A \rightarrow [0, 1]$ and the actual observations are given by $y(a) = f(a) + \epsilon$, where $\epsilon \sim \mathcal{N}(0, s^2)$.[1] For the theory, we assume that the payoff function $f$ is Lipschitz in the sense that $\forall a, a' \in A, \|f(a) - f(a')\| \leq c \|a - a'\|_{\infty}$ for some constant $c$. An agent is interacting with this environment in the following fashion. At each round $t$, based on past observations $(a_1, y(a_1), \cdots, a_{t-1}, y(a_{t-1}))$, the agent makes a query at point $a_t$ and observes the noisy payoff $y(a_t)$. The observation $y(a_t)$ is revealed only after the agent has made a decision $a_t$. The agent repeats this procedure with the goal of locating the maximum of $f$. To measure the performance of the agent’s strategy, the concepts of regret and cumulative regret are defined. The regret at round $t$ is defined to be

$$r_t = f(a^*) - f(a_t)$$

where $a^*$ is the global maximizer of $f$; and the cumulative regret up to time $T$ is defined to be

$$R_T = \sum_{t=1}^{T} r_t.$$

The PartitionUCB algorithm runs by maintaining a sequence of adaptive finite partitions of the arm space. Intuitively, at each step $t$, PartitionUCB treats the problem as a finite-arm problem with respect to the partition bins at $t$. The partition bins become smaller and smaller as the algorithm runs. At each time $t$, we maintain partition $P_t = \{P_t^{(1)}, \cdots, P_t^{(k_t)}\}$ of the input space: for any $t$,

$$\begin{cases} 
P_t^{(i)} \cap P_t^{(j)} = \phi, & \text{for } 1 \leq j < k_t \\
\bigcup_{i=1}^{k_t} P_t^{(i)} = A.
\end{cases} \tag{1}$$

Each bin in the partition is called a region and by convention $P_0 = A$.

Before formulating our strategy, we need to put forward several definitions. First of all, based on the partition $P_t$ at time $t$, we define an auxiliary function - the Region Selection function, in Definition 1 to aid our discussion.

**Definition 1** (Region Selection function). Given the partition $P_t$, a function $p_t : A \rightarrow P_t$ is called a Region Selection function with respect to $P_t$ if for any $a \in A$, $p_t(a)$ is the region in $P_t$ that contains $a$.

For example, if the arm space $A = [0, 2]$, and the partition $P_t = \{[0, 1], [1, 2]\}$, then $p_t$ is defined on $[0, 2]$ and

$$p_t(a) = \begin{cases} 
[0, 1), & \text{if } a \in [0, 1), \\
[1, 2], & \text{if } a \in [1, 2].
\end{cases}$$

As the name PartitionUCB suggested, our algorithm is an Upper Confidence Bound (UCB) strategy. In order to define our Upper Confidence Bound, we first define the count function, the corrected count function, and the corrected average function in Definition 2.

**Definition 2.** Let $P_t$ be the partition of $A$ at time $t$ ($t \geq 1$) and let $p_t$ be the Region Selection function associated with $P_t$. Let $(a_1, y_1, a_2, y_2, \cdots, a_{t'}, y_{t'})$ be the observations received up to time $t'$ ($t' \geq 1$). We define

1. the count function $n_{t,t'}^{0} : A \rightarrow \mathbb{Z}$, such that

$$n_{t,t'}^{0}(a) = \sum_{i=1}^{t'} \mathbb{I}[a_i \in p_t(a)],$$

and by convention, $n_{0,0}^{0}(a) = 0$;

---

[1] PartitionUCB and Contextual PartitionUCB can naturally handle sub-Gaussian noise with zero mean.
2. the corrected count function \( n_{t,t'} : \mathcal{A} \to \mathbb{Z} \), such that
\[
n_{t,t'}(a) = \max \left( 1, n_{t,t'}^0(a) \right);
\]

3. the corrected average function \( m_{t,t'} : \mathcal{A} \to \mathbb{R} \), such that
\[
m_{t,t'}(a) = \begin{cases} 
\frac{\sum_{t'_{\leq t}} y_{t'_{\leq t}} 1 \{ a_{t'_{\leq t}} \in \mathcal{P}_t(a) \}}{n_{t,t'}^0(a)}, & \text{if } n_{t,t'}(a) > 0; \\
1, & \text{otherwise.} 
\end{cases}
\]

In words, \( n_{t,t'}^0(a) \) is the number of points among \( (a_1, a_2, \cdots, a_{t'}) \) that are in the same region as arm \( a \), with regions defined by \( \mathcal{P}_t \). It is important to note that the domain of the function \( n_{t,t'}^0 \) is the arm space \( \mathcal{A} \) – although when computing \( n_{t,t'}^0(a) \) with \( a \in \mathcal{A} \), we need to locate the region that contains \( a \) first (using the region selection function), the function \( n_{t,t'}^0 \) always takes an arm \( a \in \mathcal{A} \) as input. The functions \( n_{t,t'} \) and \( m_{t,t'} \) are defined in a similar fashion – all are defined over the arm space \( \mathcal{A} \), with respect to the partition \( \mathcal{P}_t \) and the data \( (a_1, y_1, a_2, \cdots, a_{t-1}, y_{t-1}) \). When \( t = t' \), we simplify the notations \( n_{t,t'}^0 \) to \( n_t^0 \), \( n_{t,t'} \) to \( n_t \), and \( m_{t,t'} \) to \( m_t \). We also denote by \( D(S) \) the diameter of \( S \subset \mathcal{A} \), and \( D(S) := \sup_{a, a' \in S} \| a - a' \|_\infty \).

At time \( t \), based on the partition \( \mathcal{P}_{t-1} \) and observations \( (a_1, y_1, a_2, \cdots, a_{t-1}, y_{t-1}) \), our bandit algorithm use
\[
U_t(a) = m_{t-1}(a) + \beta_t \frac{1}{n_{t-1}(a)}, \quad a \in \mathcal{A}
\]
for some \( \beta_t \) (\( \beta_t = \Theta(\sqrt{\log t}) \)) as the Upper Confidence Bound of arm \( a \); and we play an arm with the highest \( U_t \) value (with ties broken uniformly at random).

Since \( U_t \) is a piece-wise constant function in the arm space and is constant within each region, playing an arm with the highest \( U_t \) with random tie-breaking is equivalent to selecting the best region (under UCB) and randomly select an arm within the region. This strategy \( \text{[1]} \) takes a similar form to the classic UCB1 algorithm \( \text{[2]} \). After we decide which arm to play we update the partition into a finer one if necessary. This strategy, PartitionUCB, is summarized in Algorithm \text{[1]}.

In order for the algorithm to be well-behaved, i.e., having \( R_T = \tilde{O}(T^{\frac{d+1}{4d+2}}) \), we need the partitions \( \mathcal{P}_t \) to follow some regularization conditions. One regularization condition is defined in Definition \text{[3]}

**Definition 3 (Legal Partition).** For a set of points \( \{a_1, a_2, \cdots, a_t\} \subset \mathcal{A} \), a partition at time \( t \geq 1 \) \( \mathcal{P}_t = \{P_t^{(1)}, \cdots, P_t^{(k_t)}\} \) of \( \mathcal{A} \subset \mathbb{R}^d \) is said to be an \((\alpha, l)\)-legal partition (with \( \alpha > 0 \) and \( l > 0 \)) with respect to \( \{a_1, a_2, \cdots, a_t\} \) if for all \( a \in \mathcal{A} \)
\[
l(t+1)^{-\frac{\alpha}{\sqrt{t}}} \leq D(p_t(a)) \leq l(t+1)^{-\frac{\alpha}{\sqrt{t}}} + \frac{\alpha}{\sqrt{n_t(a)}},
\]
where \( p_t \) is defined with respect to \( \mathcal{P}_t \), and \( n_t \) is defined with respect to \( \mathcal{P}_t \) and \( \{a_1, a_2, \cdots, a_t\} \).

In addition, we require that for any two partitions \( \mathcal{P}_t \) and \( \mathcal{P}_{t+1} \) consecutive in time, for any \( P^{(i)}_t \in \mathcal{P}_{t+1} \), there exists \( P^{(j)}_t \in \mathcal{P}_t \) such that \( P^{(i)}_t \subset P^{(j)}_t \). In words, at round \( t \), some regions of the partition are split into multiple regions to form the partition at round \( t + 1 \). We say that the partition grows finer. Practical versions of Algorithm \text{[1]} are discussed in Section \text{[3]} A high probability regret bound of Algorithm \text{[1]} is stated in Theorem \text{[4]}

**Theorem 1.** Suppose that the payoff function \( f \) defined on a compact domain \( \mathcal{A} \subset \mathbb{R}^d \) satisfies \( f(a) \in [0,1] \) for all \( a \) and is Lipschitz. Then for any given \( T \geq 2 \), with probability at least \( 1 - \frac{1}{3\sqrt{T}} + \frac{1}{3T} \), the cumulative regret of Algorithm \text{[1]} satisfies \( R_T = \tilde{O}(T^{\frac{d+1}{4d+2}}) \).

In order to prove Theorem \text{[4]} we first need Lemmas \text{[2]} and \text{[3]} Lemma \text{[4]} is a consequence of the Hoeffding’s inequality and the Lipschitzness of the payoff function. Lemma \text{[3]} statements that the regret at time \( t \) can be bounded in terms of the inverse of the squared-root corrected count and the size of the regions in the legal partition with high probability. Lemmas \text{[3]} is an extension of Lemma \text{[2]} and it bounds the cumulative regret \( R_T \) by the inverse of the squared-root corrected count.
Algorithm 1 PartitionUCB

1: Inputs: $s > 0$, $c > 0$, $\alpha > 0$, $l > 0$, and the initial partition $\mathcal{P}_0 = \{A\}$.
2: \[ \triangleright */ s - upper bound of variance of the noise.*/
3: \[ \triangleright */ c - upper bound of the Lipschitz constant.*/
4: \[ \triangleright */ a and $l$ - legal partition parameters.*/
5: for $t = 1, 2, \ldots$ do
6: with respect to $\mathcal{P}_{t-1}$ and past observations up to time $t-1$, define $m_{t-1}$ and $n_{t-1}$ as in (3) and (2). Play
7: Observe payoff $y_t$ associated with $a_t$. 
8: Update the partition $\mathcal{P}_{t-1}$ into $\mathcal{P}_t$, so that the partition grows finer and is an $(\alpha, l)$-legal partition.

Lemma 1. Let $n_t$ and $m_t$ be the corrected count and the corrected average defined with respect to the legal partition $\mathcal{P}_t$ and observations $(a_1, y_1, a_2, y_2, \cdots, a_t, y_t)$. At any time $t \geq 1$, with probability greater than or equal to $1 - \frac{1}{T}$,

\[
|f(a) - m_{t-1}(a)| \leq c t^{-\frac{1}{2\pi}} + \sqrt{\frac{1}{n_{t-1}(a)}} + \sqrt{\frac{3}{2} + 2s^2}(4\log t + 2) (4\log t + \log 2)
\]

where $s$ is the standard deviation of the Gaussian noise in the observation, $c$ is the Lipschitz constant, $d$ is the dimension of the arm space, and $\alpha$ and $l$ define the legal partition.

Lemma 2. Let $n_t$ be the corrected count defined with respect to the legal partition $\mathcal{P}_t$ and observations up to time $t (a_1, y_1, a_2, y_2, \cdots, a_t, y_t)$. At any time $t \geq 1$, with probability greater than or equal to $1 - \frac{1}{T}$, the regret $r_t$ satisfies

\[
r_t \leq 2\beta_t t^{-\frac{1}{\pi}} + \sqrt{n_{t-1}(a_t)} + \sqrt{\frac{3}{2} + 2s^2}(4\log t + \log 2)
\]

where $\beta_t = \sqrt{\frac{1}{2} + 2s^2}$. 

Lemma 3. Let $n_t$ be the corrected count defined with respect to the legal partition $\mathcal{P}_t$ and observations up to time $t (a_1, y_1, a_2, y_2, \cdots, a_t, y_t)$. For $T \geq 2$, with probability at least $1 - \frac{1}{3\sqrt{T}} + \frac{1}{3\pi^2}$, the cumulative regret $R_T$ satisfies

\[
R_T \leq 2\beta_T \sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \frac{1}{\sqrt{n_{t-1}(a_t)}} + O(T^{\frac{2}{3\pi^2}}).
\]

To prove Theorem 1, it remains to bound

\[
\sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \frac{1}{\sqrt{n_{t-1}(a_t)}}.
\]
where 1

Proposition 1. \textit{The kernel defined in (9) is positive semi-definite for any }\textit{T} \geq 1.

Proof. For any \( x_1, \ldots, x_n \) in where the kernel \( k_T(\cdot, \cdot) \) is defined, the Gram matrix \( K = [k_T(x_i, x_j)]_{n \times n} \) can be written into block diagonal form where diagonal blocks are all-one matrices and off-diagonal blocks are all zeros with proper permutations of rows and columns. Thus without loss of generality, for any vector \( v = [v_1, v_2, \ldots, v_n] \in \mathbb{R}^n \), \( v^T K v = \sum_{b=1}^B \left( \sum_{j \in \text{block } b} v_j \right)^2 \geq 0 \) where the first summation is taken over all diagonal blocks and \( B \) is the total number of diagonal blocks in the Gram matrix.

Now, at any time \( T \), let us consider the model \( \tilde{y}(a) = g(a) + \epsilon \) where \( g \) is drawn from a Gaussian process \( g \sim \mathcal{GP}(0, k_T(\cdot, \cdot)) \) and \( \epsilon_T \sim \mathcal{N}(0, \sigma_T^2) \). Suppose that the arms and hypothetical payoffs \( (a_1, \tilde{y}_1, a_2, \tilde{y}_2, \ldots, a_t, \tilde{y}_t) \) are observed from this Gaussian process. The posterior variance for this Gaussian process after the observations at \( a_1, a_2, \ldots, a_t \) is

\[
\sigma^2_{T,t}(a) = k_T(a, a) - k_T^{T}(K + s_T^2 I)^{-1} k
\]

where \( k = [k_T(a_1, a_1), \ldots, k_T(a_t, a_t)]^T \), \( K = [k_T(a_i, a_j)]_{|\mathcal{A}| \times |\mathcal{A}|} \) and \( I \) is the identity matrix. In other words, \( \sigma^2_{T,t}(a) \) is the posterior variance using points up to time \( T \) with the kernel defined at time \( T \). After some matrix manipulation, we know that

\[
\sigma^2_{T,t}(a) = 1 - 1[11^T + s_T^2 I]^{-1} 1,
\]

where \( 1 = [1, \ldots, 1]_{|\mathcal{A}|} \) and \( K = [k_T(a_i, a_j)]_{|\mathcal{A}| \times |\mathcal{A}|} \). By the Sherman-Morrison formula, \( [11^T + s_T^2 I]^{-1} = s_T^{-2} I - \frac{s_T^{-4}}{1 + s_T^{-2}} 11^T \). Thus the posterior variance is \( \sigma^2_{T,t}(a) = \frac{1}{1 + s_T^{-2} n_t^{-1}(a)} \). Now, we can link the sum of variances in the constructed Gaussian processes to (8), since the posterior variances \( \sigma^2_{T,t}(a) \) in these Gaussian processes can be used to bound the term \( \frac{1}{\sqrt{n_{t-1}(a)}} \). Lemma 4 bounds the sum of posterior variances in the constructed Gaussian process in terms of the cardinality of the partition \( |\mathcal{P}_t| \). Lemma 5 bounds (8) using the fact that \( \frac{1}{\sqrt{n_{t-1}(a)}} \leq (1 + s_T^{-2}) \sigma^2_{T,t-1}(a) \) (See Appendix A.5) and Lemma 4. Therefore, the constructed Gaussian processes bridge (8) and the cardinality of the partition \( |\mathcal{P}_t| \). When the partition \( \mathcal{P}_t \) is a Legal Partition, we can bound its cardinality. This sketches a proof for Lemma 5. Lemmas 3 and 5 lead directly to a proof for Theorem 1 since all terms in (7) are \( \tilde{O}(T^{4/3}) \).

Lemma 4. \textit{For data generated from the noisy Gaussian process }\textit{g} \( \sim \mathcal{GP}(0, k_T(\cdot, \cdot)) \) and \( \tilde{y} = g + \epsilon \) with \( \sim \mathcal{N}(0, \sigma_T^2) \), if we query at points \( a_t = (a_1, \ldots, a_t) \), then

\[
\sum_{\tau=1}^t \log \left( 1 + s_T^{-2} \sigma^2_{T,\tau-1}(a_\tau) \right) \leq |\mathcal{P}_T| \log \left( 1 + s_T^{-2} \frac{|\mathcal{P}_T|}{|\mathcal{P}_t|} \right)
\]

where \( \sigma^2_{T,\tau-1}(a_\tau) = \frac{1}{1 + s_T^{-2} n_{\tau-1}(a_\tau)} \) and \( |\mathcal{P}_T| \) is the cardinality of the partition associated with \( k_T(\cdot, \cdot) \).

Lemma 5. \textit{For }\textit{T} \geq 2,

\[
\sum_{t=\lceil \sqrt{T} \rceil + 1}^T \sqrt{\frac{1}{n_{t-1}(a_t)}} = \tilde{O}(T^{4/3}).
\]

Detailed proofs of all lemmas are in Appendix A.

2.2 The Contextual PartitionUCB algorithm

In this section, we present an extension of Algorithm 1 for the contextual stochastic bandit problem. The contextual stochastic bandit problem is an extension to the stochastic bandit problem. In this problem, at each time, context information is revealed, and the agent chooses an arm based on past experience as well as the contextual information. Formally, the payoff function \( f \) is defined over the product of the context space \( \mathcal{Z} \) and the arm space \( \mathcal{A} \) and takes values from \([0, 1]\). Similar to the previous discussions, compactness of the product space and Lipschitzness of the payoff function are assumed. At each time \( t \), a contextual vector \( z_t \in \mathcal{Z} \) is revealed and the agent plays an arm \( a_t \in \mathcal{A} \). The performance of the agent is measured by the cumulative contextual regret

\[
R_T^C = \sum_{t=1}^T f(z_t, a_t^*) - f(z_t, a_t),
\]
where \( f(z_t, a_t^*) \) is the maximal value of \( f \) given contextual information \( z_t \). Here, \( a_t^* \) is the maximizer of \( f(z_t, \cdot) \).

Surprisingly, a simple extension of Algorithm 1 can solve the contextual version problem. In the contextual case, we partition the joint space \( \mathcal{Z} \times \mathcal{A} \) instead of the arm space \( \mathcal{A} \). As an analog to (2) and (3), we define the corrected count \( n_t \) and the corrected average \( \hat{m}_t \) over the joint space \( \mathcal{Z} \times \mathcal{A} \) with respect to the partition \( \mathcal{P}_t \) of the joint space \( \mathcal{Z} \times \mathcal{A} \), and observations in the joint space \( ((z_1, a_1), y_1, \ldots, (z_t, a_t), y_t) \).

### Algorithm 2 Contextual PartitionUCB

1: Inputs: \( s > 0, c > 0, \alpha > 0, \ell > 0 \), and the initial partition \( \mathcal{P}_0 = \{ \mathcal{Z} \times \mathcal{A} \} \).
2: \( \triangleright \) \( * \): upper bound of variance of the noise.\(^*\)
3: \( \triangleright \) \( * \): upper bound of the Lipschitz constant.\(^*\)
4: \( \triangleright \) \( * \): \( \alpha \) and \( \ell \) - legal partition parameter.\(^*\)
5: \( \triangleright \) \( */ \): \( \eta \) - legal partition parameter.\(^*/\)

6: for \( t = 1, 2, \ldots \) do
7: \( \triangleright \) Observe \( z_t \in \mathcal{Z} \).
8: With respect to the partition \( \mathcal{P}_{t-1} \) and observations up to time \( t - 1 \), define \( m_{t-1} \) and \( n_{t-1} \) as in (3) and (4) (but on the joint space \( \mathcal{Z} \times \mathcal{A} \)). Play
9: \( a_t \in \arg \max_{a \in \mathcal{A}} m_{t-1}(z_t, a) + \beta_t \sqrt{\frac{1}{n_{t-1}(z_t, a)}} \)
10: Update the partition \( \mathcal{P}_{t-1} \) into \( \mathcal{P}_t \) so that the partition grows finer and is an \( (\alpha, \ell) \)-legal partition of \( \mathcal{Z} \times \mathcal{A} \).

The regret bound of Algorithm 2 is in Corollary 1.

**Corollary 1.** Suppose that the payoff function \( f \) defined on a compact domain \( \mathcal{Z} \times \mathcal{A} \subset \mathbb{R}^d \) satisfies \( f(z, a) \in [0, 1] \) for all \( (z, a) \) and is Lipschitz. Then for any given \( T \geq 2 \), with probability at least \( 1 - \frac{1}{3T} + \frac{1}{2T} \), the cumulative contextual regret of Algorithm 2 satisfies \( R_T = \tilde{O} \left( T^{\frac{d+1}{4d+2}} \right) \).

Corollary 1 is an extension of Theorem 1. Since Lemmas 3 and 4 holds for any sequence of (context-)arms, we can replace regret with contextual regret and slightly alter Lemmas 1, 2, and 3 to prove Corollary 1.

## 3 Implementation and Experiments

### 3.1 Regression Tree Implementation

One nice property of Algorithm 1 is that it does not impose constraints on how to construct the partition. Therefore we can use a greedy criterion for constructing regression trees to construct the partition. Leaves in a regression tree form a partition of the space in the sense that (1) is satisfied. At the same time, a regression tree is designed to fit the underlying function. This property tends to result in an adaptive partition where the underlying function values within each region are relatively close to each other. For this paper, we use the Mean Absolute Error (MAE) reduction criterion Breiman et al. (1984) to adaptively construct a regression tree. More specifically, a node \( \mathcal{N} \) containing data samples \( \{(a_1, y(a_1)), (a_2, y(a_2)), \ldots, (a_n, y(a_n))\} \) is split along a feature (can be randomly selected for scalability) into \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \) (where \( \mathcal{N}_1 \cup \mathcal{N}_2 = \mathcal{N} \) and \( \mathcal{N}_1 \cap \mathcal{N}_2 = \emptyset \)) such that the following reduction in MAE is maximized:

\[
\text{MAE}(\mathcal{N}) - \left( \frac{|\mathcal{N}_1|}{|\mathcal{N}|} \text{MAE}(\mathcal{N}_1) + \frac{|\mathcal{N}_2|}{|\mathcal{N}|} \text{MAE}(\mathcal{N}_2) \right)
\]

where \( \text{MAE}(\mathcal{N}) = \frac{1}{|\mathcal{N}|} \sum_{a \in \mathcal{N}} |y(a) - \hat{y}(\mathcal{N})| \) and \( \hat{y}(\mathcal{N}) = \frac{1}{|\mathcal{N}|} \sum_{a \in \mathcal{N}} y(a) \). The leaves are then used to form a partition. Each region is again associated with a corrected mean and corrected count. Using regression trees, we develop the TreeUCB algorithm (TUCB), and the Contextual TreeUCB algorithm (CTUCB), as summarized in Algorithms 3 and 4. Although tree implementation may result in partitions that are not legal, the empirical results show that in practice the heuristic developed based on the regression tree implementation outperforms most state-of-the-art in tuning neural networks as we will see in Section 3.2. The coding of TUCB and CTUCB is based on a modified scikit-learn package Pedregosa et al. (2011).

### 3.2 Application to Neural Network tuning

**Experimental design:** Given fixed training and validation sets, the validation accuracy of a neural network can be viewed as a noisy function of hyperparameters. Typical hyperparameters for tuning include the network...
Algorithm 3 TreeUCB (TUCB)

1: Parameter: \( \beta_t \geq 0, \eta > 0. \) \( /\ast \beta_t = \Theta(\sqrt{\log t}) \) trades off exploration and exploitation. \( \eta \) is the minimal allowed gain in MAE when fitting a regression tree.*
2: for \( t = 1, 2, \ldots, N \) do
3: \hspace{1em} Fit a regression tree \( f_{t-1} \) (using (13)) on observations \((a_1, y_1, a_2, y_2, \ldots, a_{t-1}, y_{t-1})\), stop growing the tree if the gain in MAE is smaller than \( \eta \).
4: \hspace{1em} With respect to the partition \( \mathcal{P}_{t-1} \) defined by leaves of \( f_{t-1} \), define \( n_{t-1}, m_{t-1} \) as in (2) and (3). Play
\[ a_t \in \arg \max_{a \in A} \left\{ m_{t-1}(a) + \beta_t \sqrt{\frac{1}{n_{t-1}(a)}} \right\}. \]
Ties are broken uniformly at random.
5: Observe the reward \( y_t \).

Algorithm 4 Contextual TreeUCB (CTUCB)

1: Parameter: \( \beta_t \geq 0, \eta > 0. \) \( /\ast \beta_t = \Theta(\sqrt{\log t}) \) trades off exploration and exploitation. \( \eta \) is the minimal allowed gain in MAE when fitting a regression tree.*
2: for \( t = 1, 2, \ldots, N \) do
3: \hspace{1em} Observe context \( z_t \).
4: \hspace{1em} Fit a regression tree \( f_{t-1} \) (using (13)) on observations \((\langle z_1, a_1 \rangle, y_1, \langle z_2, a_2 \rangle, y_2, \ldots, \langle z_{t-1}, a_{t-1} \rangle, y_{t-1})\), stop growing the tree if the gain in MAE is smaller than \( \eta \).
5: \hspace{1em} With respect to the partition \( \mathcal{P}_{t-1} \) defined by leaves of \( f_{t-1} \), define \( n_{t-1}, m_{t-1} \) in (2) and (3) (but over the joint space \( Z \times A \)). Play
\[ a_t \in \arg \max_{a \in A} \left\{ m_{t-1}(z_t, a) + \beta_t \sqrt{\frac{1}{n_{t-1}(z_t, a)}} \right\}. \]
Ties are broken uniformly at random.
6: Observe the reward \( y_t \).

architecture, learning rate, training iterations, etc. The number of training iterations is itself a hyperparameter, but it is a special one – training accuracy tends to increase with the number of training iterations, and we may only care about the performance at a large enough training iteration. In addition, some tuning methods have a special scheme to leverage the training iterations as a special dimension, while some do not. Therefore we divide the experiments into two settings: A) the algorithms are agnostic to the training resource and thus tune the training iterations together with all other hyperparameters; B) the algorithms leverage the number of training iterations as a special dimension using their own schemes (if it has one). We will refer to these two settings as setting A and setting B from now on; we compare TUCB against other methods in Setting A, and compare CTUCB against other methods in Setting B.

**Using training iterations as contextual information.** Context is usually observed from the environment, but in this case, we are able to choose it. We let CTUCB start with a small number of training iterations and progressively increase the number of iterations. By doing this, CTUCB can use information obtained at smaller iterations (cheaper to obtain) to help infer the performance at larger iterations (more expensive to obtain). This assumes that a configuration that is good at smaller iterations tends to be good at larger iterations as well, which tended to be true in practice for our experiments. As shown in Figures 1, 2 and 3 by using training iterations as the contextual information, CTUCB can outperform existing state-of-the-art methods.

**Modeling the Lipschitz constant with the number of training iterations.** In setting B, for a hyperparameter configuration \( a \), as the training iteration \( z \) increases, the validation accuracy converges. Therefore, on a local scale, the Lipschitz constant decreases as the training iteration (epoch) increases. As stated in Algorithm 3, the confidence coefficient is \( \beta_t \sqrt{\frac{1}{n_{t-1}(z_t, a)}} \) with \( \beta_t = \alpha c + \sqrt{\left(\frac{1}{2} + 2s^2\right)(4 \log t + \log 2)} \). Instead of using the global Lipschitz constant \( c \), we can use \( C(z) \) to model the local Lipschitz constant if there is enough prior knowledge. Since neural networks converge as training resource increases, \( C(z) \) should be positive and decreases with \( z \).

### 3.3 Experiments

In this section, we compare the performance of TUCB and CTUCB on the MNIST dataset, the SVHN dataset, and the CIFAR-10 dataset. In setting A we compare SMAC, random search, TPE, Spearmint, Harmonica-r (Harmonica using random search as the base algorithm) and TUCB. In setting B, we compare SMAC, random search, TPE, Spearmint, CTUCB, Hyperband and Harmonica-h (Harmonica using Hyperband as the base algorithm). In setting B, CTUCB, Hyperband and Harmonica-h set the number of training iterations using
their own schemes, while the rest of the algorithms fix the number of training iterations and tune the rest of the hyperparameters. In particular, CTUCB uses the number of training iterations as the contextual information. How we set the training iterations for CTUCB will be specified later.

3.3.1 MLP for MNIST

In this section, we tune a simple Multi-Layer Perceptron (MLP) and compare TUCB and CTUCB with state-of-the-art methods. For TUCB, we use $\beta_t = v\sqrt{\log t}$, where $v$ is a hyperparameter of the tuning algorithm; and for CTUCB in tuning neural networks, we use $\beta_t = v_1\sqrt{\log t} + v_2 z^{v_3}$, where $z$ is the number of training iterations, and $v_2 z^{v_3}$ models the local Lipschitz constant. In this case, $v_1$, $v_2$ and $v_3$ are all hyperparameters of the tuning algorithm. Although TUCB and CTUCB have their own hyperparameters, the performance of both TUCB and CTUCB are not sensitive to these hyperparameters. The architecture of this MLP is as follows: in the feed-forward direction, there are the input layer, the fully connected hidden layer with dropout ensemble, and then the output layer. The hyperparameter search space is number of hidden neurons (range $[10, 784]$), learning rate ($[0.0001, 0.001]$), dropout rate ($[0.1, 0.9]$), batch size ($[10, 500]$), number of iterations ($[30, 243]$). In setting B: All algorithms except for Hyperband, CTUCB, Harmonica-h always use 243 for the number of iterations. Hyperband, CTUCB and Harmonica-h use their own specific mechanisms to alter number of iterations. The results are shown in Figure 1. For CTUCB in Setting B, we choose the training iterations $z_t$ so that

$$
z_t = \begin{cases} 
\left\lfloor \frac{1}{(1/30 - (t \mod 33)(1/30 - 1/243)/29)} \right\rfloor, 
& \text{if } t \mod 33 < 30, \\
243, & \text{otherwise}
\end{cases}
$$

By setting $z_t$ this way, CTUCB repeatedly starts with small iterations and proceeds to larger iterations (and repeats). As shown in Figure 1, our methods find good configurations faster than other methods, in both Setting A and Setting B.

![Figure 1](a) Setting A. (b) Setting B.

Figure 1: Current best validation accuracy against wall clock time on MNIST. Left: Setting A. TUCB: $v = 0.1, \eta = 0.0001$. Right: Setting B. CTUCB: $v_1 = 0.1, v_2 = 1, v_3 = -2, \eta = 0.0001$. The results for all methods are averaged over 10 runs. As is shown in the plots, TUCB and CTUCB find good configurations faster than other methods for the experiments in Section 3.3.1.

3.4 AlexNet CNN for SVHN

In this section, we tune an AlexNet-type Krizhevsky et al. (2012) CNN LeCun et al. (1998) for the SVHN dataset and compare TUCB and CTUCB with state-of-the-art methods. The architecture of this CNN and the corresponding hyperparameters are summarized in Table 1a and 1b. The results are shown below in Figure 2.

---

2We choose the number 243 so that it helps Hyperband avoid rounding using their example down-sampling rate 3.
For CTUCB in Setting B, we pick context $z_t$ (the training iterations) so that

$$z_t = \begin{cases} 
1/\left[1/100 - \left(t \mod 34\right)(1/100 - 1/1500)/29\right], & \text{if } t \mod 34 < 30, \\
1500, & \text{otherwise.}
\end{cases}$$

By setting $z_t$ in this way, CTUCB starts with small training iteration and progressively increases it (and repeats). In this set of experiments, TUCB and CTUCB usually find good configurations at least as fast as other methods.

Figure 2: Current best validation accuracy against total training iterations used on SVHN. Left: Setting A. TUCB: $v_1 = 0.1, \eta = 0.001$. Right: Setting B. CTUCB: $v_1 = 0.1, v_2 = 1, v_3 = -2, \eta = 0.001$. All other algorithms use default setting. The results for all methods are averaged over 5 runs. All other configurations diverged (having a diverging cross-entropy loss), its chosen number of iterations is used as the training resource used, even if the training terminates early because of the diverging cost.

Figure 3: Plot of current best validation accuracy versus total training iterations used on CIFAR. Left: Setting A. TUCB: $v_1 = 0.1, \eta = 0.0001$. Right: Setting B. CTUCB: $v_1 = 0.1, v_2 = 1, v_3 = -2, \eta = 0.0001$. All other configurations diverged (having a diverging cross-entropy loss), its chosen number of iterations is used as the training resource used, even if the training terminates early because of the diverging cost.
Layer | Hyperparameters | values
--- | --- | ---
Conv1 | conv1-kernel-size | *
| conv1-number-of-channels | 200
| conv1-stride-size | (1,1)
| conv1-padding | “same”
MaxPooling1 | pooling1-size | (3,3)
| pooling1-stride | (1,1)
| pooling1-padding | “same”
Conv2 | conv2-kernel-size | *
| conv2-number-of-channels | 200
| conv2-stride-size | (1,1)
| conv2-padding | “same”
MaxPooling2 | pooling2-size | (3,3)
| pooling2-stride | (2,2)
| pooling2-padding | “same”
Conv3 | conv3-kernel-size | (3,3)
| conv3-number-of-channels | 200
| conv3-stride-size | (1,1)
| conv3-padding | “same”
AvgPooling3 | pooling3-size | (3,3)
| pooling3-stride | (1,1)
| pooling3-padding | “same”
Dense | batch-normalization | default
| number-of-hidden-units | 512
| dropout-rate | 0.5

(a) CNN architecture for SVHN. A value with * means that this parameter is tuned, and the batch-normalization layer uses all Tensorflow’s default setting.

| Hyperparameters | Range |
| --- | --- |
| conv1-kernel-size | \{1, 2, \ldots, 7\} |
| conv2-kernel-size | \{1, 2, \ldots, 7\} |
| \(\beta_1\) | \{0, 0.05, \ldots, 1\} |
| \(\beta_2\) | \{0, 0.05, \ldots, 1\} |
| learning-rate | 1e-6 to 5 |
| training-iteration | \{300, 400, \ldots, 1500\} |

(b) Hyperparameter search space. \(\beta_1\) and \(\beta_2\) are parameters for the Adam optimizer. The learning rate is discretized in the following way: from 1e-6 to 5 (including the end points), we log-space the learning rate into 50 points, and from 1.08 to 5 (including the end points) we linear-space the learning rate into 49 points.

Table 1: Settings for the SVHN experiments.
3.4.1 AlexNet CNN for CIFAR-10

In this section, we tune an AlexNet-type Krizhevsky et al. (2012) CNN LeCun et al. (1998) for the CIFAR-10 dataset Krizhevsky and Hinton (2009) and compare TUCB and CTUCB with state-of-the-art methods. The architecture of this CNN and the corresponding hyperparameters are summarized in Table 2a and 2b. The results are shown below in Figure 3. For CTUCB in Setting B, we pick context $z_t$ (the training iterations) so that CTUCB increases the number of training iterations in exactly the same way as Hyperband. Hyperband and CTUCB increase the number of training as shown in Table 3. This progression of training iterations is determined by Hyperband’s hyperparameters. Please refer to the Hyperband paper Li et al. (2016) for more details on how Hyperband selects training resources.

| Layer         | Hyperparameters       | values          |
|---------------|-----------------------|-----------------|
| Conv1         | conv1-kernel-size     | *               |
|               | conv1-number-of-channels | 200             |
|               | conv1-stride-size     | (1,1)           |
|               | conv1-padding         | “same”          |
| MaxPooling1   | pooling1-size         | *               |
|               | pooling1-stride       | (1,1)           |
|               | pooling1-padding      | “same”          |
| Conv2         | conv2-kernel-size     | *               |
|               | conv2-number-of-channels | 200             |
|               | conv2-stride-size     | (1,1)           |
|               | conv2-padding         | “same”          |
| MaxPooling2   | pooling2-size         | *               |
|               | pooling2-stride       | (2,2)           |
|               | pooling2-padding      | “same”          |
| Conv3         | conv3-kernel-size     | *               |
|               | conv3-number-of-channels | 200             |
|               | conv3-stride-size     | (1,1)           |
|               | conv3-padding         | “same”          |
| AvgPooling3   | pooling3-size         | *               |
|               | pooling3-stride       | (1,1)           |
|               | pooling3-padding      | “same”          |
| Dense         | batch-normalization   | default         |
|               | number-of-hidden-units | 512             |
|               | dropout-rate          | 0.5             |

(a) CNN architecture for CIFAR-10. A value with * means that this parameter is tuned, and the batch-normalization layer uses all Tensorflow’s default setting.

Table 2: Settings for CIFAR-10 experiments.

| Hyperparameters        | Range                        |
|------------------------|------------------------------|
| conv1-kernel-size      | {1, 2, ..., 7}               |
| conv2-kernel-size      | {1, 2, ..., 7}               |
| conv3-kernel-size      | {1, 2, 3}                   |
| pooling1-size          | {1, 2, 3}                   |
| pooling2-size          | {1, 2, 3}                   |
| pooling3-size          | {1, 2, ..., 6}              |
| $\beta_1$ & $\beta_2$ | {0.05, ..., 1}              |
| learning-rate          | 1e-6 to 5                   |
| learning-rate-reduction| {1, 2, 3}                   |
| training-iteration     | (only for Setting A) {200, 400, ..., 3000} |

(b) Hyperparameter search space. $\beta_1$ and $\beta_2$ are parameters for the Adam optimizer. The learning rate is discretized in the following way: from 1e-6 to is 1 (including the end points), we log-space the learning rate into 50 points, and from 1.08 to 5 (including the end points) we linear-space the learning rate into 49 points. The learning-rate-reduction parameter is how many times the learning rate is going to be reduced by a factor of 10. For example, if the total training iteration is 200, the learning-rate is 1e-6, and the learning-rate-reduction is 1, then for the first 100 iteration the learning rate is 1e-6, and for the last 100 iterations the learning rate is 1e-7.
| Training Iterations | Number of different configurations |
|---------------------|-----------------------------------|
| 263                 | 12                                |
| 395                 | 8                                 |
| 592                 | 5                                 |
| 888                 | 3                                 |
| 1333                | 2                                 |
| 2000                | 1                                 |
| 3000                | 1                                 |
| 395                 | 8                                 |
| 592                 | 5                                 |
| 888                 | 3                                 |
| 1333                | 2                                 |
| 2000                | 1                                 |
| 3000                | 1                                 |
| 592                 | 6                                 |
| 888                 | 4                                 |
| 1333                | 2                                 |
| 2000                | 1                                 |
| 3000                | 1                                 |
| 888                 | 4                                 |
| 1333                | 2                                 |
| 2000                | 1                                 |
| 3000                | 1                                 |
| 1333                | 5                                 |
| 2000                | 3                                 |
| 3000                | 2                                 |
| 2000                | 5                                 |
| 3000                | 3                                 |
| 3000                | 7                                 |

Table 3: The pattern of resource increase for Hyperband and CTUCB in Section 3.4.1. The table represents the resource increase in the following way. The first row states that Hyperband and CTUCB first train 12 different neural networks, each with 263 training iterations; then the second row states that both algorithms then train 8 neural network each with 395 iterations; and so on.

As shown in Figure 3, our methods find good configurations faster than other methods most of the time. In particular, in Setting A, TUCB reaches 70% accuracy using 30,400 iterations, while other methods on average require 42,800 iterations; in Setting B, TUCB reaches 70% accuracy using 11,943 iterations, while other methods on average require 71,934 total iterations. In addition, TUCB does not achieve above 0.754 accuracy after 45,000 iterations in Setting A, while CTUCB achieves above 0.76 accuracy within 45,000 iterations in Setting B. This shows that leveraging the training iterations as a special dimension can help increase the accuracy on an absolute scale.

4 Conclusion

We propose the PartitionUCB and the Contextual PartitionUCB algorithms that successively partition the arm space and the context-arm space and play the Upper Confidence Bound strategy based on the partition. We also provide high probability regret upper bounds for both algorithms. Since a decision tree corresponds to a partition of the space, fast implementations using regression trees called TUCB and CTUCB are provided. Empirical studies show that TUCB and CTUCB are competitive with the state-of-the-art methods for tuning neural networks, and could save substantial computing resources. As suggested by the results in the paper, more bandit algorithms could be considered as benchmarks for the problem of neural network tuning.

3In our averages for Setting A, for methods that required over 45,000 iterations to reach 70% accuracy, we simply denoted that they required 45,000 iterations. In our averages for Setting B, for methods that required over 120,000 iterations to reach 70% accuracy, we simply denoted that they required 120,000 iterations.
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A Proofs

In all the proofs that follows, we denote $x = (z, a)$. In the case of non-contextual bandit problem, $Z$ is the empty set $\emptyset$ so $x = a$.

A.1 Proof of Lemma 1

Proof. The statement is true when $t = 1$ since a probability is non-negative. For $t \geq 2$, let $\mu_t(x) = E[f(z) | z \in p_t(x)]$. This expectation is taken with respect to the tie-breaking scheme, which is uniformly random. By Lipschitz continuity, $|f(x) - \mu(x)| \leq cD(p_t(x))$. Since $D(p_t(x)) \leq \frac{\alpha}{\sqrt{n_t(x)}} + l(t + 1)^{-\frac{\alpha}{2}}$ by our legal partition restrictions, we have, for any $x$,

$$|f(x) - m_{t-1}(x)| \leq |f(x) - \mu_{t-1}(x)| + |\mu_{t-1}(x) - m_{t-1}(x)|$$

$$\leq clt^{-\frac{\alpha}{2}} + \frac{\alpha}{\sqrt{n_{t-1}(x)}} + |\mu_{t-1}(x) - m_{t-1}(x)|.$$

**Case 1.** $n_{t-1}^0 > 0$:

Since the underlying function $f(x) \in [0, 1]$, it is sub-Gaussian with the sub-Gaussian parameter (at most) $\frac{1}{2}$.

Since both the underlying function $f(x)$ and the Gaussian noise $\epsilon$ are sub-Gaussian, we can apply Hoeffding’s inequality:

$$P \left( \left| \sum_{i=1}^{n} (Y_i - E[Y_i]) \right| \geq u \right) \leq 2 \exp \left\{ -\frac{u^2}{2 \sum_{i=1}^{n} \sigma_i^2} \right\}$$

where $Y_1, \ldots, Y_n$ are independent sub-Gaussian random variables with sub-Gaussian parameter being $\sigma_1, \sigma_2, \ldots, \sigma_n$.

Thus, using Hoeffding’s inequality with a change of variables, we know $|\mu_{t-1}(x) - m_{t-1}(x)| \leq \sqrt{\frac{(\frac{1}{2} + 2\alpha^2)(4 \log t + \log 2)}{n_{t-1}(x)}}$. 
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with probability at least $1 - \frac{1}{T}$. We can apply Hoeffding’s inequality since the observed rewards within the same region is independent of each other. This is because the partition grows finer and we break ties uniformly randomly.

**Case 2.** $n^0_{t-1}(x) = 0$:

When $t \geq 2$, $|\mu_{t-1}(x) - m_{t-1}(x)| \leq \sqrt{\frac{(1/2 + 2\alpha^2)(4 \log t + \log 2)}{n_{t-1}(x)}}$ since $m_{t-1}(x) = 1$ and $n_{t-1}(x) = 1$. Therefore we can choose $\beta_t = \alpha c + \sqrt{\frac{(1/2 + 2\alpha^2)(4 \log t + \log 2)}{n_{t-1}(x)}}$ or $\beta_t = \Theta(\sqrt{\log t})$ to tradeoff exploration and exploitation. In addition, with probability at least $1 - \frac{1}{2T}$, we can remove the absolute value and bound $f(x)$ from below by

$$f(x) \geq m_{t-1}(x) - \frac{\alpha c + \sqrt{(1/2 + 2\alpha^2)(4 \log t + \log 2)}}{\sqrt{n_{t-1}(x)}} - d t^{-\frac{1}{37}}$$

or bound $f(x)$ from above by

$$f(x) \leq m_{t-1}(x) + \frac{\alpha c + \sqrt{(1/2 + 2\alpha^2)(4 \log t + \log 2)}}{\sqrt{n_{t-1}(x)}} + d t^{-\frac{1}{37}}. \quad (14)$$

**A.2 Proof of Lemma 2**

**Proof.** Recall $x_t = (z_t, a_t)$. Given context $z_t$, let $a^*_t$ denote the maximizer of the reward function $f(z_t, \cdot)$. By definition of $a_t$, $m_{t-1}(z_t, a_t) + \frac{\beta_t}{\sqrt{n_{t-1}(z_t, a_t)}} + d t^{-\frac{1}{37}} \geq m_{t-1}(z_t, a^*_t) + \frac{\beta_t}{\sqrt{n_{t-1}(z_t, a^*_t)}} + d t^{-\frac{1}{37}} \geq f(z_t, a^*_t)$, with the second inequality holds with probability greater than or equal to $1 - \frac{1}{2T}$. This is due to (14) which is a consequence of Lemma 1. With probability at least $1 - \frac{1}{T}$ (due to the Fréchet inequalities), both $f(z_t, x_t)$ and $f(z_t, a^*_t)$ are bounded on one side. Thus the regret satisfies

$$r_t = f(z_t, a^*_t) - f(z_t, a_t)$$

$$= f(z_t, a^*_t) - m_{t-1}(z_t, a_t) + m_{t-1}(z_t, z_t) - f(z_t, a_t)$$

$$\leq 2 \left( \frac{\beta_t}{\sqrt{n_{t-1}(z_t, a_t)}} + d t^{-\frac{1}{37}} \right).$$

A non-contextual version follows by fixing $z_t$. \hfill \Box

**A.3 Proof of Lemma 3**

**Proof.** Let $F$ be the event that $r_t \leq 2 \left( \frac{\beta_t}{\sqrt{n_{t-1}(z_t)}} + d t^{-\frac{1}{37}} \right)$ for all $\left[ \sqrt{T} \right] + 1 \leq t \leq T$, and we have

$$\mathbb{P} \{ F \} = 1 - \mathbb{P} \{ \bar{F} \}$$

$$\geq 1 - \frac{1}{T} \sum_{t=\lceil \sqrt{T} \rceil + 1}^{T} \frac{1}{t}$$

$$\geq 1 - \int_{\lceil \sqrt{T} \rceil}^{T} \frac{dt}{t}$$

$$= 1 - \frac{1}{3 \lceil \sqrt{T} \rceil^3} + \frac{1}{3T^3},$$

where (15) is a union bound. Now for any $T \geq 2$, with probability at least $1 - \frac{1}{3 \lceil \sqrt{T} \rceil^3} + \frac{1}{3T^3}$, we can bound the cumulative regret up to time
by
\[
T \sum_{t=1}^{T} r_t = \sum_{t=1}^{[\sqrt{T}]} r_t + \sum_{t=[\sqrt{T}]+1}^{T} r_t 
\]
\[
\leq \sqrt{T} + 2 \sum_{t=[\sqrt{T}]+1}^{T} \left( \frac{\beta_t}{\sqrt{n_{t-1}(x_t)}} + clt^{-\frac{s+d}{d+1}} \right) 
\]
\[
\leq \sqrt{T} + 2 \beta T \sum_{t=[\sqrt{T}]+1}^{T} \frac{1}{\sqrt{n_{t-1}(x_t)}} + \int_{[\sqrt{T}]}^{T} clt^{-\frac{s+d}{d+1}} dt 
\]
\[
= \sqrt{T} + 2 \beta T \sum_{t=[\sqrt{T}]+1}^{T} \frac{1}{\sqrt{n_{t-1}(x_t)}} + cl \frac{d+2}{d+1} T^{\frac{s+d}{d+2}} - cl \frac{d+2}{d+1} \left( \left[ \sqrt{T} \right]^{\frac{s+d}{d+2}} \right). 
\]

A.4 Proof of Lemma 4

Proof. Following the arguments in Srinivas et al. (2009), we derive the following results. Since \( x_t \) is deterministic, \( H(\tilde{y}_t, x_t) = H(\tilde{y}_t) \). Since, by definition of a Gaussian process, \( \tilde{y}_t \) follows a multivariate Gaussian distribution,

\[
H(\tilde{y}_t) = \frac{1}{2} \log \left( (2\pi)^d \det (K + s_T^2 I) \right) 
\]

where \( K = [k_T(x_i, x_j)]_{1 \times t} \). On the other hand, we can recursively compute \( H(\tilde{y}_t) \) by

\[
H(\tilde{y}_t) = H(\tilde{y}_t | \tilde{y}_{t-1}) + H(\tilde{y}_{t-1}) 
\]
\[
= H(\tilde{y}_t | \tilde{y}_{t-1}, x_{t-1}) + H(\tilde{y}_{t-1}) 
\]
\[
= \frac{1}{2} \log \left( 2\pi e \left( s_T^2 + \sigma_{T,t-1}^2(x_t) \right) \right) + H(\tilde{y}_{t-1}) 
\]
\[
= \frac{1}{2} \sum_{\tau=1}^{t} \log \left( 2\pi e \left( s_T^2 + \sigma_{T,\tau-1}^2(x_{\tau}) \right) \right) 
\]

By (16) and (17),

\[
\sum_{\tau=1}^{t} \log \left( 1 + s^{-2} \sigma_{T,\tau-1}^2(x_{\tau}) \right) = \log \left( \det \left( s^{-2} K + I \right) \right) 
\]

For the block diagonal matrix \( K \) of size \( t \times t \), let \( n_i \) denote the size of block \( i \) and \( B' \) be the total number of diagonal blocks. Then we have

\[
\det \left( s^{-2} K + I \right) = \prod_{i=1}^{B'} \det \left( s^{-2} \mathbf{1}_{n_i} \mathbf{1}_{n_i}^T + I_{n_i \times n_i} \right) 
\]
\[
= \prod_{i=1}^{B'} \left( 1 + s^{-2} n_i \right) 
\]
\[
\leq \left( 1 + \frac{s^{-2} t}{|\mathcal{P}_T|} \right)^{|\mathcal{P}_T|} \]

where (18) is due to the matrix determinant lemma and the last inequality is that the geometric mean is no larger than the arithmetic mean and that \( |\mathcal{P}| \geq B' \). Therefore,

\[
\sum_{\tau=1}^{t} \log \left( 1 + s^{-2} \sigma_{T,\tau-1}^2(x_{\tau}) \right) \leq |\mathcal{P}_T| \log \left( 1 + \frac{s^{-2} t}{|\mathcal{P}_T|} \right). 
\]
A.5 Proof of Lemma 5

Proof. Since the function \( h(\lambda) = \frac{\lambda}{\log(1 + \lambda)} \) is increasing for non-negative \( \lambda \),

\[
\lambda \leq \frac{s_T^{-2}}{\log(1 + s_T^{-2})} \log(1 + \lambda)
\]

for \( \lambda \in [0, s_T^{-2}] \). Since \( \sigma_T, t(x) \in [0, 1] \) for all \( x \),

\[
\sigma_T^2, t(x) \leq \frac{1}{\log(1 + s_T^{-2})} \log \left( 1 + s_T^{-2} \sigma_T^2, t(x) \right)
\]

for \( t, T = 0, 1, 2, \cdots \). Since the partition always grows finer, we have that for \( T_1 \leq T_2, \ n_{T_2, t}(x) \geq n_{T_1, t}(x) \), and thus \( \sigma_T^2, t(x) \leq \sigma_{T_2}^2, t(x) \). Now, we are ready to bound \( \sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \frac{1}{n_{t-1}(x_t)} \) by the sum of variances in this made-up Gaussian process. Since we require the region diameter at time \( t \) to be at least \( lt^{-\frac{1}{p+2}} \) and the compact arm space \( \mathcal{X} \subset \mathbb{R}^d \) has a bounded volume, the number of regions at time \( t \) is at most \( l't^{\frac{p+2}{p+3}} \) for some constant \( l' \). This \( l' \) takes into account the volume of \( \mathcal{X} \) and diameter of the regions in the partition. In other words, we have \( B \leq l't^{\frac{p+2}{p+3}} \) where \( B \) is the number of regions in the partition. Suppose we query at points \( x_{\lfloor \sqrt{T} \rfloor + 1, \cdots, x_T} \) in the Gaussian process \( \mathcal{GP}(0, k_T(\cdot, \cdot)) \). Then,

\[
\sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \sqrt{\frac{1}{n_{t-1}(x_t)}} \leq \sqrt{T - \lfloor \sqrt{T} \rfloor} \sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \frac{1}{n_{t-1}(x_t)} \leq \sqrt{T - \lfloor \sqrt{T} \rfloor} \sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \frac{1 + s_T^{-2}}{1 + s_T^{-2} n_{t-1}(x_t)} \leq \sqrt{T - \lfloor \sqrt{T} \rfloor} \left( 1 + s_T^{-2} \right) \sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \sigma_T^2, t-1(x_t). (21)
\]

By letting \( \lambda_T = \frac{1 + s_T^{-2}}{\log(1 + s_T^{-2})} \), we have

\[
\sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \log \left( 1 + s_T^{-2} \sigma_T^2, t-1(x_t) \right) \leq \sqrt{T} \lambda_T \sum_{t=\lfloor \sqrt{T} \rfloor + 1}^{T} \log \left( 1 + s_T^{-2} \right) \leq \sqrt{T} \lambda_T |\mathcal{P}_T| \log \left( 1 + s_T^{-2} \frac{T - \lfloor \sqrt{T} \rfloor}{|\mathcal{P}_T|} \right) \leq \sqrt{T} \lambda_T l'T^{\frac{p+2}{p+3}} \log \left( 1 + s_T^{-2} \frac{T - \lfloor \sqrt{T} \rfloor}{l'T^{\frac{p+2}{p+3}}} \right) (22)
\]

where (22) is due to the Cauchy-Schwarz inequality, (22) is a consequence of Lemma 4 and (23) is due to the fact that the function \( h_\gamma(z) = z \log \left( 1 + \frac{1}{z} \right) \) is increasing with \( z \). Now we can set \( s_T \) to a constant and get the result.

Now, Theorem 1 is a natural consequence of the above analysis. \( \square \)