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Abstract—The combination of machine learning with control offers many opportunities, in particular for robust control. However, due to strong safety and reliability requirements in many real-world applications, providing rigorous statistical and control-theoretic guarantees is of utmost importance, yet difficult to achieve for learning-based control schemes. We present a general framework for learning-enhanced robust control that allows for systematic integration of prior engineering knowledge, is fully compatible with modern robust control and still comes with rigorous and practically meaningful guarantees. Building on the established Linear Fractional Representation and Integral Quadratic Constraints framework, we integrate Gaussian Process Regression as a learning component and state-of-the-art robust controller synthesis. In a concrete robust control example, our approach is demonstrated to yield improved performance with more data, while guarantees are maintained throughout.

I. INTRODUCTION

Many methods of modern control rely on accurate plant models [1]. Traditionally, models are obtained from first-principles modeling [2], harnessing extensive expert domain knowledge, or are derived experimentally using system identification [3]. In most cases, a combination of these strategies is used: First-principles models are enhanced with components derived from data. Therefore, recent advances in machine learning offer tremendous opportunities for control. By using advanced learning approaches, it is possible to improve models from real-world data sets, even in established areas of control engineering, cf. e.g. [4]. Furthermore, modern control systems are increasingly complex and learning-based approaches offer the chance to tackle this complexity.

However, control applications pose significant challenges for learning approaches, such as potential non-independence of data-samples, unmeasured states and real-time feasibility issues. Furthermore, rigorous guarantees on the behavior of closed-loop control systems are of paramount importance in many applications, in particular, in safety-critical areas like aerospace control systems and human-robot interaction scenarios. Using model-based approaches, rigorous and practically relevant guarantees can often be given, mostly in the form of stability and constraint satisfaction guarantees. However, including learning-based components in control systems significantly complicates the situation, and giving theoretical guarantees on the overall system can be challenging. Additionally, for practical applicability of learning-based control it is important to leverage existing prior knowledge in a systematic manner. In many real-world scenarios, extensive domain and expert knowledge is available, often in the form of first-principles modeling utilizing disciplines like physics, chemistry or biology, as well as vast amounts of engineering experience and intuition. In order to make learning-based control approaches real-world feasible, reliable and data efficient, it is important to harness this prior knowledge.

In this paper we present a general methodology bringing machine learning and modern robust control closer together. We utilize Gaussian Process Regression (GPR) [5] together with rigorous, yet practical frequentist uncertainty bounds to learn unknown components of a system. In particular, we demonstrate how to use prior knowledge in a systematic manner in the learning process. Based on the statistical uncertainty bounds we then derive established system-theoretic uncertainty descriptions. We advocate for the use of the Linear Fractional Representation (LFR) [6], [7] and Integral Quadratic Constraint (IQC) [8], [9] framework to integrate the learning components with modern robust control approaches, in particular, robust controller synthesis with control-theoretic guarantees like robust stability and performance. In this way, we can give rigorous guarantees and can harness established engineering prior knowledge, cf. Figure [1] for an illustration.

Fig. 1. Illustration of the LFR framework in the context of learning-enhanced robust controller synthesis. All uncertain and trouble-making parts are “pulled out” into the Δ-block. We use the framework to combine prior knowledge with components learned from data (in the Δ-block) in a systematic manner.
A. Related work

Combining uncertainty quantification for machine learning with robust control approaches is a common strategy in learning based control, in particular, in learning-based Model Predictive Control [10]. Using frequentist uncertainty results for GPR in a robust control setting has been used for example in [11], [12], [13], [14], and the concept of \( \delta \)-safety from [11] is conceptually very similar to our control-theoretic guarantees, cf. Theorem 1 below. However, due to the difficult applicability of earlier uncertainty bounds for GPR, only heuristics for the uncertainty sets are employed and, hence, all guarantees are lost in the end. Furthermore, often considerable prior knowledge about the system is not used, in particular, the fine structure of the uncertainties is not utilized in the control schemes. The LFR framework has been sporadically used in the context of learning-based control, cf. e.g. [15], [16]. However, its versatility and modularity has not been taken advantage of before. In particular, to the best of our knowledge it has not been used in the context of control-theoretic guarantees for learning-based control schemes. The recent works [17], [18] explore the usage of the LFR framework and modern robust controller synthesis in a learning context, however, they rely on a data-driven approach [19] and do not consider nonlinearities. As such these works can be seen as complementary to this paper.

Another alternative approach to learning-based controller synthesis uses a Bayesian framework, cf. e.g. [20], and can also be seen as complementary to the frequentist perspective taken in this work. Furthermore, since our learning approach leads to uncertainty sets that can be interpreted as estimates of certain system-theoretic properties, our work is also related to recent methods for inferring such properties directly from data, cf. e.g. [21].

B. Outline

In Section II we provide the necessary background on GPR, the Reproducing Kernel Hilbert Space (RKHS) framework and frequentist uncertainty bounds for GPR as well as the on the LFR and IQC frameworks. In Section III a detailed description of our approach, its assumptions as well as possible extensions are given. We present the methodology in Section IV on a concrete example from robust control. Finally, Section V provides some concluding discussions, a summary of our work and describes ongoing and future work.

C. Notation

We indicate that a symmetric matrix \( A \in \mathbb{S}^{n \times n} \) is positive (semi)-definite by \( A(\succeq) \succ 0 \). \( I \) is the identity matrix. We define \( [N] := \{1, \ldots, N\} \). Real-rational proper matrix functions without poles on the extended imaginary axis are denoted by \( \mathcal{RL}^{n \times n}_{\infty} \). \( \mathcal{L}_2 \) is the usual Lebesgue space and \( \langle \cdot, \cdot \rangle \) the corresponding inner product. The dimension of a signal \( x \) is denoted by \( n_{x} \). We write \( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \) for the transfer matrix of an LTI system and \( A \star B \) for the usual (lower) LFT of two compatible systems.

II. BACKGROUND

A. Gaussian Process Regression

Here we recall some basics about Gaussian Process Regression (GPR). For details we refer to [5]. For simplicity we restrict ourselves to the scalar setting, while the generalization to the multivariate setting is straightforward. Let \( X \) be a non-empty set. A function \( k : X \times X \to \mathbb{R} \) is called a kernel (on \( X \)) if it is symmetric, i.e., \( \forall x, x' \in X \; k(x, x') = k(x', x) \), and positive (semi)definite, i.e., \( (k(x_i, x_j))_{i,j \in [N]} \succeq 0 \) for all \( x_1, \ldots, x_N \in X \). Let \( k \) be a kernel and \( m : X \to \mathbb{R} \) an arbitrary function. A Gaussian Process (GP) with mean \( m \) and covariance function \( k \) is a collection of random variables \( (f(x))_{x \in X} \) such that \( (f(x_1) \cdots f(x_N)) \sim \mathcal{N}((m(x_i))_{i \in [N]}, (k(x_i, x_j))_{i,j \in [N]}) \) for all \( x_1, \ldots, x_N \in X \). Intuitively, such a GP, henceforth denoted by \( \mathcal{GP}_X(m, k) \), is just a distribution over functions. GPR is a Bayesian nonparametric regression method: A prior (distribution) is updated using data and a likelihood model to arrive at the posterior (distribution). In the case of GPR, the prior is given by a GP \( f \sim \mathcal{GP}_X(m, k) \), the data and likelihood model are of the form \( D = \{(x_n, y_n)_{n \in [N]}\} \) and \( y_n = f(x_n) + \epsilon_n \), respectively, with \( \epsilon_n \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma^2_{n}) \) and the resulting posterior is again a GP, \( f[D] \sim \mathcal{GP}_{X}(m_D, k_D) \). Without loss of generality we assume in the following that \( m \equiv 0 \), and in this case we have \( m_D(x) = k_D(x) \left( K_D + \sigma^2 I_N \right)^{-1} y \) and \( k_D(x, x') = k_D(x, x') - k_D(x)^{T}(K_D + \sigma^2 I_N)^{-1}k_D(x') \) for \( x, x' \in X \), where we defined \( k_D(x) := (k(x, x_n))_{n \in [N]} \) and the kernel matrix \( K_D := (k(x_i, x_j))_{i,j \in [N]} \). In practice the GPR model contains unspecified parameters, called hyper-parameters, that also have to be learned from data. Usually these are estimated with likelihood optimization, for details we refer again to [5]. Furthermore, due to the inversion of an \( N \times N \)-matrix (where \( N \) is the number of samples in the data set), approximate methods like sparse GPs have to be utilized in practice when dealing with large data sets, cf. e.g. [22]. Finally, it is possible to systematically include prior knowledge into GPR by choosing an appropriate covariance function [5], [23].

B. Frequentist uncertainty bounds for GPR

In the robust control framework a fixed ground truth is assumed and we want an uncertainty set that contains the ground truth with certainty. In the stochastic setting of machine learning this requirement is typically relaxed: The uncertainty set should contain the ground truth with (very high) prespecified probability, the latter with respect to the data generating distribution. This is commonly referred to as the frequentist setting [24]. The posterior variance from GPR can be used as a measure of the remaining uncertainty. Unfortunately, since GPR is a Bayesian method, the posterior distribution cannot directly be used to arrive at a frequentist uncertainty set [25]. However, using the framework of Reproducing Kernel Hilbert Spaces (RKHS), it is possible to provide a link, as first demonstrated by [26]. Let \( X \) be a non-empty set and \( H \subseteq \mathbb{R}^{X} \) a Hilbert space.
A function \( k : X \times X \rightarrow \mathbb{R} \) is called a reproducing kernel (for \( H \)) if \( \forall x \in X \) \( x' \mapsto k(\cdot, x) \in H \) and \( \forall x \in X, f \in H \) \( f(x) = \langle f, k(\cdot, x) \rangle \). A reproducing kernel is necessarily a kernel and every kernel \( k \) has a unique RKHS [27], denoted in the following by \( H_k \), with associated norm \( \| \cdot \|_k \). If the ground truth is contained in the RKHS belonging to the covariance function used in GPR, we can derive rigorous uncertainty sets. The following result is a variant of [25, Theorem 1], which in turn is based on [28].

**Proposition 1:** Let \( X \) be a non-empty set and \( k : X \times X \rightarrow \mathbb{R} \) a kernel with RKHS \( H_k \). Let \( f \in H_k \) with \( \| f \|_k \leq B, x_1, \ldots, x_N \in X \) and \( y_n = f(x_n) + \epsilon_n \) for \( n \in [N] \), where \( \epsilon_1, \ldots, \epsilon_N \) are independent R-subgaussian random variables. Denote by \( \mu_\beta, \sigma_\beta^2 \) the posterior mean and variance, respectively, of GPR with prior \( \mathcal{GP}_X(0, k) \), variance \( \lambda > 0 \) in the likelihood model and using the data set \( \{(x_n, y_n)\}_{n \in [N]} \). Let \( \delta \in (0, 1) \) and define \( \beta_\delta := B + 2R \sqrt{\log \det(K_D + \lambda I)} - 2 \log(\delta) \), where \( \lambda := \max\{1\} \). Then

\[
\mathbb{P}[|f(x) - \mu_\beta(x)| \leq \beta_\delta \sigma_\beta(x) \forall x \in X] \geq 1 - \delta.
\]

Note that once a reasonable upper bound \( B \) on \( \| f \|_k \) is available, the resulting uncertainty set is explicitly computable. Numerical experiments indicate that Proposition 1 it is rather tight. Similar to previous works [26], [28], Proposition 1 requires the usage of the same kernel as reproducing kernel and covariance function in GPR. First steps towards results robust to kernel misspecifications have been taken in [25]. However, for simplicity we do not discuss these issues in the following. Furthermore, we would like to emphasize that no additional assumptions on the kernel are necessary in Proposition 1. In particular, a lot of flexibility is provided to include prior knowledge via the kernel and systematic approaches like [29], [30] could be used.

**C. Modeling uncertainty using IQCs and LFR**

In real-world applications, only parts of the plant are unknown and even the remaining uncertainties often carry a lot of structure. It is therefore important to be able to systematically combine known and unknown components of dynamical systems and to leverage sophisticated descriptions of the fine properties of uncertainties. An established framework in modern robust control, that is ideally suited for this task are Linear Fractional Representations (LFR). Consider the partially known system (using operator notation)

\[
\begin{pmatrix} z \\ y \end{pmatrix} = P_s \begin{pmatrix} w \\ u \end{pmatrix},
\]

with control input \( u \), measured output \( y \), generalized disturbance \( w \) and controlled output \( z \). In the LFR framework we model the known parts by a nominal LTI system

\[
\begin{pmatrix} q \\ y \end{pmatrix} = \begin{bmatrix} G_{qp} & G_{qw} & G_{qu} \\ G_{zp} & G_{zw} & G_{zu} \\ G_{yp} & G_{yw} & G_{yu} \end{bmatrix} \begin{pmatrix} p \\ w \\ u \end{pmatrix}
\]

in feedback connection with an uncertain system

\[
p = \Delta(q),
\]

where \( \Delta \in \Delta \), with the latter being the class of given uncertainties. In many cases substantial additional information about \( \Delta \) is known, in particular, if machine learning methods are employed to reduce the epistemic uncertainty about the system. Here we propose to use the versatile and powerful framework of Integral Quadratic Constraints (IQC) for this task. We say that an uncertainty \( \Delta \) fulfills the IQC defined by the multiplier \( \Pi \in \mathcal{R} \mathcal{P}^{(n_q + n_p) \times (n_q + n_p)} \) if

\[
\left\langle \begin{pmatrix} q \\ \Delta(q) \end{pmatrix}, \Pi \begin{pmatrix} q \\ \Delta(q) \end{pmatrix} \right\rangle \geq 0 \quad \forall q \in \mathcal{L}_2.
\]

For more details and a very comprehensive collection of multipliers we refer to [9]. Furthermore, IQCs can be used for robust stability and performance analysis: Consider the system

\[
\begin{pmatrix} q \\ z \end{pmatrix} = \begin{bmatrix} G_{qp} & G_{qw} \\ G_{zp} & G_{zw} \\ G_{yp} & G_{yw} \end{bmatrix} \begin{pmatrix} p \\ w \end{pmatrix}
\]

resulting from connecting system (2) with a given LTI controller \( K \). If an IQC description of the uncertainty is available, the well-known IQC stability theorem from [8] allows to conclude robust stability and even robust performance, cf. [9] for details. Using the KYP Lemma leads to an LMI problem and makes the robust stability and performance analysis with IQCs computationally tractable, see again [9] for details.

**III. METHODOLOGY**

**A. Problem setting**

We propose to utilize the LFR framework described in Section 1C since it is an established and flexible framework for uncertain system modeling [6], [7]. In particular, it is well suited to integrate machine learning components into modern robust control: extensive prior system knowledge can be included into the nominal plant and all learning components are "pulled out" into the uncertain part. By using machine learning methods incorporating prior knowledge, it is possible to arrive at very data-efficient learning-enhanced control schemes. Furthermore, as we will demonstrate in the following, the LFR framework allows us to easily transfer statistical bounds into control-theoretic guarantees in a structured fashion.

For the rest of this section, we are concerned with an unknown plant \( \Pi \) given in the LFR form (2). (3). The overall goal is to perform robust controller synthesis and to give robust stability and performance guarantees for the synthesized controller. For sake of concreteness, we assume a single objective optimization where possible performance weighting filters have been already included in the generalized plant \( P \) and we are left with a standard robust (against the uncertainty in (3)) \( H_\infty \) synthesis problem.

Assume now that we are not satisfied with the achievable performance of the controller due to the uncertainty being too large. For this purpose, we will employ machine learning in order to reduce the epistemic uncertainty contained in (3), using a data set \( D \). Since the LFR framework is very modular, it causes no limitation to focus our attention in this paper
to a single uncertain component that is to be learned. We would like to stress that it is easily possible to deal with multiple uncertainties containing learned components, even using different learning methods, and to combine these with uncertainties that classically emerge if capturing parametric model variations or unmodeled dynamics as resulting from a complexity reduction step, cf. [1].

Instead of describing an abstract general procedure, we opt to present the concrete case of a static (partially) unknown diagonal nonlinearity,

$$ p = \phi(q), $$

with \( n_p = n_q \) and \( p_i(t) = \phi_i(q_i(t)) \) for \( i \in [n_p] \), \( t \geq 0 \). We will comment on possible generalizations and resulting complications during the description of our approach.

**B. Learning static nonlinearities**

Since the described procedure can be applied to all \( \phi_i \), \( i \in [n_p] \) separately, we focus on a single scalar nonlinearity \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) in this and the next section. The corresponding data set \( D = \{(x_n, y_n)\}_{n \in [N]} \) is of the form

$$ y_n = \phi(x_n) + \epsilon_n, $$

where \( \epsilon_1, \ldots, \epsilon_N \) is additive measurement noise. This means that the unknown can be isolated and input-output samples can be collected. For concreteness, we make the following assumption on the noise.

**Assumption 1:** \( \epsilon_1, \ldots, \epsilon_N \) are independent, \( R \)-subgaussian random variables with \( R \geq 0 \) the subgaussianity constant.

We propose to use GPR to learn from \( D \) and to use Proposition [1] to arrive at a high probability uncertainty set. For the latter, we make the following assumption, as is commonly done in learning-based control using GPs [11].

**Assumption 2:** \( k \) is a kernel on \( \mathbb{R} \) and \( \phi \in H_k \) with \( \| \phi \| k \leq B \).

This leads immediately to the following Lemma.

**Lemma 1:** If applying GPR with covariance function \( k \) and nominal noise level \( \lambda > 0 \) to data set \( D \), we get with the notation from Proposition [1] for any \( \delta \in (0, 1) \) under Assumption [1] and [2] that

$$ \mathbb{P}(|\phi(x) - \mu_D(x)| \leq \beta_D \sigma_D(x) \forall x \in \mathbb{R}) \geq 1 - \delta. $$

This is illustrated in Figure [3] with the example from Section [IV]. Additional prior knowledge on the static nonlinearity can be systematically included in GPR via the covariance function.

As a concrete example, suppose we know that \( \phi(0) = 0 \), which is a requirement for a sector bounded nonlinearity. Given any kernel \( k \) with \( k(0, 0) \neq 0 \), following the procedure described in [29] leads to the new kernel

$$ k_0(x, x') = k(x, x') - \frac{1}{k(0,0)} k(x,0)k(x',0). $$

Note that in this particular example, the same effect can be achieved conditioning a GP prior on the noise free virtual data point \((0,0)\). All functions contained in \( H_{k_0} \) as well as all samples from \( GP(0, k_0) \) are guaranteed to be zero in zero. Many other properties of functions can be encoded in this way, cf. e.g. [29], [30].

**Remarks**

1) It is possible to deal with multivariate static nonlinearities with multi-output GPs, cf. e.g. [5].

2) The independence assumption on the noise is reasonable in the setting used here, since we directly collect input-output samples. Note that Proposition [1] is based on the powerful concentration inequality [28, Theorem 1] which supports also much more general noise distributions. In particular, we expect that results like Proposition [1] can be generalized to the closed-loop setting with process noise.

3) Other machine learning methods can be used for this step, as long as numerical uncertainty bounds can be derived. For example, if we have magnitude bounds on the additive noise in (7) and no distributional assumptions, then the kernel methods and accompanying uncertainty bounds in [31] or the Nonlinear Set Membership framework [32] could as well be employed.

**C. Connection to robust control: High probability sector bounds**

As common in modern robust control, the uncertainty set has to be transformed into a form that is amenable to controller synthesis [1]. As a concrete example, we illustrate this by deriving the tightest sector bounds compatible with the high probability uncertainty set from Section [III-B].

Recall that \( \varphi : \mathbb{R} \rightarrow \mathbb{R} \) belongs to a sector \([k_1, k_2]\) if

$$ k_1 x^2 \leq x \varphi(x) \leq k_2 x^2 \quad \forall x \in \mathbb{R}. $$

Generalizations to the multivariate settings are straightforward, cf. e.g. [33]. Lemma [1] leads immediately to the next result.

**Lemma 2:** Consider the situation of Lemma [1] and assume that \( \phi \) belongs to the sector \([k_1, k_2]\) with \( k_1 \leq k_2 \). If defining

$$ \hat{k}_1 := \min_{x \in [0, \hat{k}_1]} \frac{\min \{x : (\mu_D(x) - \beta_D \sigma_D(x)), x : (\mu_D(x) + \beta_D \sigma_D(x))\}}{x^2}, $$

$$ \hat{k}_2 := \max_{x \in [0, \hat{k}_2]} \frac{\max \{x : (\mu_D(x) - \beta_D \sigma_D(x)), x : (\mu_D(x) + \beta_D \sigma_D(x))\}}{x^2}, $$

then \([\hat{k}_1, \hat{k}_2]\) is an overapproximation of \([k_1, k_2]\), i.e. \( \hat{k}_1 \leq k_1 \) and \( \hat{k}_2 \geq k_2 \), with probability at least \( 1 - \delta \). This approach can be made rigorously computational for Lipschitz continuous functions by evaluating the uncertainty set from Lemma [1] on a fine grid and adapting Lemma [2] correspondingly.

**D. Robust controller synthesis**

We now tackle the robust controller synthesis problem with the learned uncertainty component using the versatile approach from [34] for the case of static IQC multipliers. Consider without loss of generality the following minimal realization of (2) (with possible performance weights already included in the generalized plant)

$$ \begin{pmatrix} \dot{x} \\ q \\ z \\ y \end{pmatrix} = \begin{pmatrix} A & B_p & B_{qw} & B_u \\ C_q & D_{qp} & D_{qw} & D_{qu} \\ C_z & D_{zp} & D_{zw} & D_{zu} \\ C_y & D_{yp} & D_{yw} & 0 \end{pmatrix} \begin{pmatrix} x \\ p \\ w \end{pmatrix}. $$

(10)
Canceling the uncertainty channel \( p \to q \) results in the system \( G_0 \). A standard \( H_{\infty} \) controller synthesis leads to an initial LTI controller \( K_0 \) with nominal performance level \( \gamma_0 \). Connecting \( K_0 \) to \( G \) on the control channel \( u \to y \) results in

\[
\mathcal{G}_0 = G \ast K_0 = \begin{bmatrix} A & B_p & B_w \\ C_q & D_{qp} & D_{qw} \\ C_z & D_{zp} & D_{zw} \end{bmatrix}.
\]  

(11)

The corresponding realization can be derived by elementary manipulations and is omitted due to space constraints. As

Connecting \( K_0 \) to \( G \) with the quadratic performance criterion \( \gamma \)

\[
P = (\mathbf{z}_1)\mathbf{I} \mathbf{z}_1 + \frac{1}{\gamma} \mathbf{w}_1^2 - \gamma \mathbf{z}_1^2 \leq \epsilon(\|\mathbf{w}_1\|^2 + \|\mathbf{w}\|^2),
\]

(17)

e.g. along the lines described in [35]. Minimization of \( \gamma \) leads to the robustified controller \( K_1 \) and performance level \( \gamma_1 \). These steps can now be iterated until no substantial improvement in \( \gamma \) is obtained.

Returning to the concrete setting of sector bounded nonlinearities, suppose that the method from Section III-B and III-C resulted in sector bound estimates \( \kappa_1(i), \kappa_2(i) \), \( i \in [n_p] \).

To proceed with the synthesis, we need

Assumption 3: For all \( i \in [n_p] \) we have \( \kappa_1(i) \leq 0 \leq \kappa_2(i) \).

We can now express the estimated sector bounds with full block multipliers.

Lemma 3: Let \( \delta \in (0,1) \) and run the learning method in Section III-B and III-C on each nonlinearity using independent data sets and replacing \( \delta \) with \( \delta/n_p \). Define

\[
P_{fb} = \{ P | (\cdot)^{\top} P \left( I \begin{array}{c} I \\ \Theta(\theta) \end{array} \right) \geq 0, (\cdot)^{\top} P \left( 0 \begin{array}{c} I \\ I \end{array} \right) \leq 0, \theta \in \hat{K} \},
\]

(18)

where \( \hat{K} = \{ (\theta_1, \ldots, \theta_{n_p}) | \theta_i \in [\kappa_1(i), \kappa_2(i)], i \in [n_p] \} \) and for brevity \( \Theta(\theta) = \text{diag}(\theta) \). Then under Assumption 1, 2, and 3 with probability at least \( 1 - \delta \), (14) holds for all \( \Pi \in P_{fb} \).

Proof: Follows immediately from [34, Lemma 4.1], Lemma 2 and the union bound.

Since the multipliers from (18) can be factorized according to (17), the synthesis-analysis procedure described above can be directly used.

Remarks. We would like to stress that the approach in [34] is much more general than the simplified setting used here for illustrative purposes. In particular, dynamic IQC multipliers can be used (involving non-trivial factorization results) which allow significantly more precise uncertainty descriptions leading to reduced conservatism. This is especially relevant for learning-based approaches, since the later might provide considerable additional information on the uncertainty. Furthermore, warm-start strategies are proposed in [34] in order to speed up the robust controller synthesis procedure. Finally, an approach for IQC-based robust synthesis in the context of gain scheduling is proposed in [36]. The extension of our approach to this setting is left for future work.

E. From statistical to control-theoretic guarantees

We can now give overall guarantees on the resulting controller.

Theorem 1: Let \( \delta \in (0,1) \) and suppose that the learning procedure as outlined above is run with \( \delta \) replaced by \( \delta/n_p \) and \( P_{fb} \) is built according to (18). Under Assumption 1 to 3 if the controller synthesis algorithm described in Section III-D returns a controller \( K \) after \( M \geq 1 \) iterations with robust performance level \( \gamma_M + 1 \), then with probability at least \( 1 - \delta, K \) will stabilize the true system and achieve robust performance level \( \gamma_{M+1} \).

Proof: Follows immediately from Lemma 3 and the results in [34].

Let us discuss this result. For the learning component, we assume that there exists a fixed (but unknown) ground truth, here the diagonal nonlinearity \( f \). We derive from the learning component an uncertainty set, here described by the full block IQC multipliers \( \Theta(\theta) \), that contains the ground truth with (high) probability \( 1 - \delta \). This is combined with a robust method that comes with control-theoretic guarantees for this uncertainty set. Since the ground truth is contained in the uncertainty set with probability at least \( 1 - \delta \), the guarantees hold with the same high probability.

It is important to contrast this approach with randomized methods in robust control [37], like the scenario approach [38]. In these methods, high-probability guarantees are given with respect to the randomization in the algorithms, while in our problem the randomness comes only from the data. Moreover, the results in this paper are also different in nature if compared to work done in a Bayesian framework.
In particular, we do not rely on a priori distribution which might be misspecified. We argue that in the modern robust control setting, the frequentist perspective is the most natural statistical setting since we assume a fixed ground truth, described by an uncertainty class.

IV. EXAMPLE

To demonstrate the advantage of the learning component in robust control, we now compare the controller synthesis using a-priori sector bounds and the bounds learned using GPR. As a concrete example, we use the distillation column system from [34, Section 8.2], where we replace the original GPR. As a concrete example, we use the distillation column system from [34, Section 8.2], where we replace the original GPR with a prior mean function as well as the true noise level to get \( y_n \).

Improving performance with learning: Assume we know a priori that \( \phi \) belongs to the (rather wide) sector \([−0.9, 0.9]\). Running the robust controller synthesis leads to a controller with robust performance level 10.5575.

This is now compared with the methodology described in Section III. We use GPR with a zero prior mean function and the kernel \( k_0 \) as covariance function as well as the true noise level 0.05. We follow previous works, e.g. [31], and assume an increased RKHS norm bound \( B = 2\|\phi\|_{k_0} \) in Proposition 1. Setting \( \delta = 0.001 \) and following the procedure outlined in Section III-C leads to the sector bounds \([-0.2460, 0.5480]\). The situation is illustrated in Figure 3.

Applying the controller synthesis method with this sector bound leads to a controller that has robust performance level 3.1581 at least with probability 1 − 0.001.

Data-performance tradeoff: We now investigate the potential performance improvements with increasing size of the data set. For this we generate data sets with 100, 150, 200, 250, 300 data points and applied the learning method to these data sets, using the same procedures as in the last experiment. We repeated this 50 times. The resulting estimates of the sector bounds are shown in Figure 4 (upper two plots). It is clearly visible that more data is helpful for the learning method, since the sector bounds become tighter. Furthermore, running the robust controller synthesis on the estimated sector bounds (averaged over all 50 trials) leads to the results shown in Figure 4 (lower plot). Clearly, increased data helps to improve the robust performance. Note that the robust stability and performance of the controller is guaranteed with user-specified probability, while profiting from the additional information contained in the data set.

V. CONCLUSION

We presented a general framework integrating machine learning and modern robust control. We showed how to
Fig. 3. The unknown nonlinearity is learned with GPR from samples, resulting in a high probability uncertainty set. This is used to derive sector bound estimates for the nonlinearity.

Fig. 4. Effect of increased data sets. In the upper two plots the estimated sector bounds for different data sizes are shown (averaged over 50 runs with corresponding empirical standard deviation), the lower plot shows the robust performance level of the resulting controllers.

utilize the flexible LFR and IQC frameworks to seamlessly include learning components in a robust control context. Furthermore, using GPR and recent statistical uncertainty results, we were able to give rigorous and practically meaningful statistical guarantees for the learning component that can be used in the IQC framework. In particular, we were able to use the learning components in a robust controller synthesis method and retain rigorous control-theoretic guarantees. On a methodological level, we showed how to systematically include prior knowledge in the LFR setup and the learning component via customized kernels. Furthermore, we demonstrated how statistical guarantees without resorting to heuristics can be given for machine learning components and how to utilize these to arrive at combined statistical and control-theoretic guarantees. A concrete example demonstrated the practical feasibility of the overall approach.

As already indicated, the general approach offers a lot of flexibility. Interesting directions for future work include the integration of several learning components, additional uncertainties without learning, and other synthesis settings like robust gain scheduling. Ongoing work is concerned with the extension of results like Proposition 1 to linear system identification with kernel methods as well as using different learning methods, e.g. to deal with non-stochastic, but bounded noise assumptions.

ACKNOWLEDGMENTS

We thank Joost Veenman for providing his extensive code and simulation files from [34], and Steve Heim and Alexander von Rohr for their feedback on a draft of this paper.

REFERENCES

[1] Geir E Dullerud and Fernando Paganini. A course in robust control theory: a convex approach, volume 36. Springer Science & Business Media, 2013.

[2] Karl Johan Åström and Richard M Murray. Feedback systems: an introduction for scientists and engineers. Princeton university press, 2021.

[3] Lennart Ljung. System Identification: Theory for the User. Pearson Education, 1998.

[4] Gianluigi Pillonetto, Francesco Dinuzzo, Tianshi Chen, Giuseppe De Nicolao, and Lennart Ljung. Kernel methods in system identification, machine learning and function estimation: A survey. *Automatica*, 50(3):657–682, 2014.

[5] Carl Edward Rasmussen and Christopher K.I. Williams. Gaussian Processes for Machine Learning. The MIT Press, 2006.

[6] Kernin Zhou, John Comstock Doyle, Keith Glover, et al. Robust and optimal control, volume 40. Prentice hall New Jersey, 1996.

[7] Carsten Scherer. Theory of robust control. *Delft University of Technology*, pages 1–160, 2001.

[8] Alexandre Megretski and Anders Rantzer. System analysis via integral quadratic constraints. *IEEE Transactions on Automatic Control*, 42(6):819–830, 1997.

[9] Joost Veenman, Carsten W Scherer, and Hakan Köröglu. Robust stability and performance analysis based on integral quadratic constraints. *European Journal of Control*, 31:1–32, 2016.

[10] Lukas Hewing, Kim P Wabersich, Marcel Menner, and Melanie N Zeilinger. Learning-based model predictive control: Toward safe learning in control. *Annual Review of Control, Robotics, and Autonomous Systems*, 3:269–296, 2020.

[11] Torsten Koller, Felix Berkenkamp, Matteo Turchetta, and Andreas Krause. Learning-based model predictive control for safe exploration. In *2018 IEEE Conference on Decision and Control (CDC)*, pages 6059–6066. IEEE, 2018.

[12] Jonas Umlauf, Lukas Pöhler, and Sandra Hirche. An uncertainty-based control lyapunov approach for control-affine systems modeled by gaussian process. *IEEE Control Systems Letters*, 2(3):483–488, 2018.

[13] Mohamed K Helwa, Adam Heins, and Angela P Schoellig. Provably robust learning-based approach for high-accuracy tracking control of lagrangian systems. *IEEE Robotics and Automation Letters*, 4(2):1587–1594, 2019.

[14] Alex Devonport, He Yin, and Murat Arcak. Bayesian safe learning and control with sum-of-squares analysis and polynomial kernels. In *2020 59th IEEE Conference on Decision and Control (CDC)*, pages 3159–3165. IEEE, 2020.

[15] Felix Berkenkamp and Angela P Schoellig. Learning-based robust control: Guaranteeing stability while improving performance. In *IEEE/RSJ Proceedings of International Conference on Intelligent Robots and Systems (IROS)*, 2014.

[16] Felix Berkenkamp and Angela P Schoellig. Safe and robust learning control with gaussian processes. In *2015 European Control Conference (ECC)*, pages 2496–2501. IEEE, 2015.

[17] Julian Berberich, Anne Koch, Carsten W Scherer, and Frank Allgöwer. Robust data-driven state-feedback design. In *2020 American Control Conference (ACC)*, pages 1532–1538. IEEE, 2020.

[18] Julian Berberich, Carsten W Scherer, and Frank Allgöwer. Combining prior knowledge and data for robust controller design. *arXiv preprint arXiv:2009.05253*, 2020.
[19] Zhong-Sheng Hou and Zhuo Wang. From model-based control to data-driven control: Survey, classification and perspective. *Information Sciences*, 235:3–35, 2013.

[20] Alexander von Rohr, Matthias Neumann-Brosig, and Sebastian Trimpe. Probabilistic robust linear quadratic regulators with gaussian processes. In *3rd Annual Learning for Dynamics and Control Conference*. PMLR, 2021 (forthcoming).

[21] Anne Koch, Julian Berberich, and Frank Allgöwer. Verifying dissipativity properties from noise-corrupted input-state data. In *2020 59th IEEE Conference on Decision and Control (CDC)*, pages 616–621. IEEE, 2020.

[22] Matthias Bauer, Mark van der Wilk, and Carl Edward Rasmussen. Understanding probabilistic sparse gaussian process approximations. In *Proceedings of the 30th International Conference on Neural Information Processing Systems*, pages 1533–1541, 2016.

[23] David Duvendau. Automatic model construction with Gaussian processes. PhD thesis, University of Cambridge, 2014.

[24] Kevin P Murphy. *Machine learning: a probabilistic perspective*. MIT press, 2012.

[25] Christian Fiedler, Carsten Scherer, and Sebastian Trimpe. Practical and rigorous uncertainty bounds for gaussian process regression. In *AAAI*, 2021. Preprint available at http://arxiv.org/abs/2105.02796.

[26] Niranjan Srinivas, Andreas Krause, Sham Kakade, and Matthias Seeger. Gaussian process optimization in the bandit setting: no regret and experimental design. In *Proceedings of the 27th International Conference on International Conference on Machine Learning*, pages 1015–1022, 2010.

[27] Ingo Steinwart and Andreas Christmann. *Support vector machines*. Springer Science & Business Media, 2008.

[28] Sayak Ray Chowdhury and Aditya Gopalan. On kernelized multi-armed bandits. In *International Conference on Machine Learning*, pages 844–853, 2017.

[29] Carl Jidling, Niklas Wahlstrom, Adrian Wills, and Thomas B Schön. Linearly constrained gaussian processes. In *Proceedings of the 31st International Conference on Neural Information Processing Systems*, pages 1215–1224, 2017.

[30] Andreas Geist and Sebastian Trimpe. Learning constrained dynamics with gauss’ principle adhering gaussian processes. In *Learning for Dynamics and Control*, pages 225–234. PMLR, 2020.

[31] Emilio T Maddalena, Paul Scharnhorst, and Colin N Jones. Deterministic error bounds for kernel-based learning techniques under bounded noise. *arXiv preprint arXiv:2008.04005*, 2020.

[32] Mario Milanese and Carlo Novara. Set membership identification of nonlinear systems. *Automatica*, 40(6):957–975, 2004.

[33] Hassan K Khalil. *Nonlinear systems*, volume 3. Prentice hall Upper Saddle River, NJ, 2002.

[34] Joost Veenman and Carsten W Scherer. Iqc-synthesis with general dynamic multipliers. *International Journal of Robust and Nonlinear Control*, 24(17):3027–3056, 2014.

[35] Carsten Scherer and Siep Weiland. Linear matrix inequalities in control. *Lecture Notes, Dutch Institute for Systems and Control, Delft, The Netherlands*, 3(2), 2000.

[36] Joost Veenman and Carsten W Scherer. A synthesis framework for robust gain-scheduling controllers. *Automatica*, 50(11):2799–2812, 2014.

[37] Roberto Tempo, Giuseppe Calafiore, and Fabrizio Dabbene. Randomized algorithms for analysis and control of uncertain systems: with applications. Springer Science & Business Media, 2012.

[38] Giuseppe C Calafiore and Marco C Campi. The scenario approach to robust control design. *IEEE Transactions on automatic control*, 51(5):742–753, 2006.