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Abstract

In this paper, we show the possibility of recovering a sum of Dirac measures on the rotation group $SO(3)$ from its low degree moments with respect to Wigner D-functions only.

The main Theorem of the paper, Theorem 1, states, that exact recovery from moments up to degree $N$ is possible, if the support set of the measure obeys a separation distance of $\frac{36}{N+1}$. In this case, the sought measure is the unique solution of a total variation minimization. The proof of the uniqueness of the solution is in the spirit of the work of Candés and Fernandez-Granda [10] and requires localization estimates for interpolation kernels and corresponding derivatives on the rotation group $SO(3)$ with explicit constants.
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1 Introduction

The group of all rotation matrices in dimension three plays a crucial role in various applications ranging from crystallographic texture analysis, see [8], [16], [20], [26], over the calculation of magnetic resonance spectra [29] to applications in biology such as protein-protein docking, see [11], [2], [20]. For a good overview regarding applications see also [12].

Signals or functions on the rotation group $SO(3)$ are often analysed with respect to a harmonic basis arising from representation theory of the group, the so
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called Wigner D-functions. Since these functions are also eigenfunctions of the Laplace operator on the manifold $SO(3)$, they can be regarded as a natural analog to Fourier series in the case of the torus group. Also fast algorithms in the spirit of the FFT for analysing and summation with respect to this system of functions have been developed, see [19], [25], [17] and [18].

In this paper, we consider the problem of recovering a spatially highly resolved signal, modelled as a sum of point measures on $SO(3)$ denoted by $\mu^*$, from its low order moments with respect to the Wigner D-functions only. This sort of problem has been treated in different geometric settings and with respect to different systems of functions.

To give a short overview, we first mention that there is a long list of works on the recovery from classical Fourier measurements, i.e. Fourier coefficients for measures on the torus group $T$ or Fourier transform measurements on the real line. In Section 1.8 of [10], Candés and Fernandez-Granda give an extensive overview about the work in this direction. Moreover, they show that the sought measure is the unique solution of a total variation minimization problem as long as the support of the measure is sufficiently separated, i.e. obey a minimal separation condition of $\frac{2}{N}$, where $N$ denotes the order of available Fourier coefficients. The proportional factor of 2 is coined super-resolution factor.

The corner stone is a measure theoretic proof that involves the construction of a so called dual certificate, i.e. a trigonometric polynomial of degree $N$ that interpolates a given sign sequence on the support of the sought measure and is strictly less than one in absolute value elsewhere. In addition, they formulated the recovery as a tractable optimization problem and studied in [9] the robustness of this procedure with respect to noise. Very recently their procedure has been generalized to Short-Time Fourier measurements, see [11], and a connection to Beurling’s theory of minimal extrapolation was shown in [6].

A different line of work regards different geometric settings and different moments like an interval or the whole line with polynomial or generalized moments, see [13], [3], or semi-algebraic domains [14]. In [4] and [5] the possibility of recovery was shown for measures on the two-dimensional sphere from moments with respect to spherical harmonics.

In this work, we show, that the recovery on the rotation group $SO(3)$ can be stated also as an TV-minimization problem and the basic principle of the proof of uniqueness can be carried over from the trigonometric case shown in [10]. Nevertheless, the actual construction of a dual certificate on $SO(3)$ requires localization estimates for interpolation kernels and corresponding derivatives with explicit constants, which are of interest on its own. This is the main contribution of this work.

The paper is organized in the following way. In Section 2 we introduce the necessary analysis on the rotation group including Wigner D-functions, state the
problem of exact recovery and point out the connection to the total variation minimization problem and the existence of a dual certificate. Section 3 provides locality results for kernels on the rotation group, that are the key ingredient for the chosen construction of the dual certificate. The actual construction is presented in Section 4 where we show the explicit super-resolution factor. A short conclusion and outlook is given in Section 5.

2 Rotation Group and Exact Recovery

Here we give a short reminder on the analysis on the rotation group including Wigner D-functions and state the problem of exact recovery. Moreover we show the connection to the TV-minimization problem and to the existence of a so called dual certificate.

2.1 Analysis on SO(3)

The rotation group $SO(3)$ is defined as the space of matrices

$$SO(3) := \{ x \in \mathbb{R}^{3 \times 3} : x^T x = I, \det x = 1 \},$$

which is a group under the action of matrix multiplication. By Euler’s Rotation Theorem, there is for each $A \in SO(3)$ a unit vector $e \in \mathbb{R}^3$ and an angle $\omega \in [0, \pi]$, such that $A$ is a rotation with rotation axis $e$ and rotation angle $\omega$. Using Rodrigues rotation formula yields

$$A = I \cos(\omega) + (1 - \cos(\omega))ee^T + \mathbb{M}[e] \sin(\omega),$$

where

$$e = \begin{bmatrix} 0 & -e_3 & e_2 \\ e_3 & 0 & -e_1 \\ -e_2 & e_1 & 0 \end{bmatrix}.$$ 

This identification shows that $SO(3)$ is diffeomorphic to the real three-dimensional projective space and is therefore a connected compact Lie group. A Metric on $SO(3)$, that is compatible with this topology and invariant with respect to the group action, is given by

$$d(x, y) = \omega(y^{-1}x) = \arccos\left(\frac{\text{tr}(y^{-1}x) - 1}{2}\right),$$

which is equal to the rotation angle of the matrix $y^{-1}x$. The corresponding Lie algebra of the Lie group $SO(3)$ is given by the skew symmetric matrices, i.e.

$$so(3) = \{ x \in \mathbb{R}^{3 \times 3} : x^T = -x \}. $$
The generators of the Lie-Algebra so(3) are given by
\[ L_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad L_3 = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \]

The corresponding elements in SO(3) are given for \( t \in \mathbb{R} \) by
\[
e(tL_1) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(t) & -\sin(t) \\ 0 & \sin(t) & \cos(t) \end{pmatrix}, \quad e(tL_2) = \begin{pmatrix} \cos(t) & 0 & \sin(t) \\ 0 & 1 & 0 \\ -\sin(t) & 0 & \cos(t) \end{pmatrix}, \quad e(tL_3) = \begin{pmatrix} \cos(t) & -\sin(t) & 0 \\ \sin(t) & \cos(t) & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]

where \( e^A = \sum_k \frac{A^k}{k!} \) denotes the matrix exponential. The matrix exponential is used to define differential operators along these directions, given by
\[
X_1 f(x) = \lim_{t \to 0} t^{-1} (f(xe^{tL_1}) - f(x)),
\]
for a differentiable function \( f : SO(3) \to \mathbb{C} \). For a two times differentiable function \( f \) the Hessian matrix is given by
\[
H f = \begin{pmatrix} X_1X_1 f & X_1X_2 f & X_1X_3 f \\ X_2X_1 f & X_2X_2 f & X_2X_3 f \\ X_3X_1 f & X_3X_2 f & X_3X_3 f \end{pmatrix} - \frac{1}{2} \begin{pmatrix} 0 & X_3 f & -X_2 f \\ -X_3 f & 0 & X_1 f \\ X_2 f & -X_1 f & 0 \end{pmatrix}.
\]

Since SO(3) is a compact group, there is a regular Borel measure \( \lambda \), that is invariant under the group action, i.e. \( \lambda(xB) = \lambda(B) = \lambda(Bx) \) for all Borel sets \( B \). This measure can be normalized such that
\[
\int_{SO(3)} d\lambda(x) = 1.
\]

Using an Euler angle parametrization, i.e. each element \( x \in SO(3) \) is represented by
\[
x = R_Z(\alpha)R_X(\beta)R_Z(\gamma),
\]
with \( (\alpha, \beta, \gamma) \in [0, 2\pi) \times [0, \pi] \times [0, 2\pi) \) and
\[
R_Z(t) = \begin{pmatrix} \cos(t) & -\sin(t) & 0 \\ \sin(t) & \cos(t) & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad R_X(t) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(t) & -\sin(t) \\ 0 & \sin(t) & \cos(t) \end{pmatrix},
\]

we can write down the integral for each measurable function \( f : SO(3) \to \mathbb{C} \) explicitly as

\[
\int_{SO(3)} f(x) d\lambda(x) = \frac{1}{8\pi^2} \int_0^{2\pi} \int_0^\pi \int_0^{2\pi} f(x(\alpha, \beta, \gamma)) \sin(\beta) d\alpha d\beta d\gamma.
\]

For functions that only depend on the rotation angle, i.e. \( f(x) = \tilde{f}(\omega(x)) \) the integral reduces to

\[
\int_{SO(3)} f(x) d\lambda(x) = \frac{2}{\pi} \int_0^{\pi} \tilde{f}(t) \sin^2 \left( \frac{t}{2} \right) dt.
\]

The space \( L^2(SO(3)) \) of square-integrable functions with respect to \( \lambda \) is defined in the usual way. The Peter-Weyl Theorem now states that the right regular representation of \( SO(3) \) splits up into an orthogonal direct sum of irreducible finite-dimensional representations and the matrix coefficients of these irreducible representations form an orthogonal basis for \( L^2(SO(3)) \). The dimensions of the irreducible representations are given by \( 2l + 1, l \in \mathbb{N} \) and the matrix coefficients \( D^l_{k,m} \), \(-l \leq k, m \leq l\) are often called Wigner D-functions. We have that

\[
\{ \sqrt{2l + 1} D^l_{k,m}, -l \leq k, m \leq l, l \in \mathbb{N} \}
\]

form an orthonormal basis of \( L^2(SO(3)) \). The value \( l \in \mathbb{N} \) will be called degree. In the Euler angle parametrization the Wigner D-functions are given for \( l \in \mathbb{N} \) and \(-l \leq k, m \leq l\) by

\[
D^l_{k,m}(\alpha, \beta, \gamma) = e^{-ik\alpha} P^l_{k,m}(\cos(\beta)) e^{-im\gamma},
\]

where \( P^l_{k,m} \) is given by

\[
P^l_{k,m}(t) = C_{l,k,m}(1 - t)^{(m-k)/2}(1 + t)^{(m+k)/2} \frac{d^{l-m} d^l}{d^{l-m}} \left( (1 - t)^{-k}(1 + t)^{l+k} \right),
\]

with \( C_{l,k,m} = \frac{(-1)^l(l-k)^{m-k}}{2^l(l-k)!} \sqrt{\frac{(l-k)! (l+m)!}{(l+k)! (l-m)!}} \). The space of all finite linear combinations of Wigner D-functions with degree less or equal to \( N \) will be denoted as

\[
\Pi_N := \text{span}\{ D^l_{k,m} : -l \leq k, m \leq l, l \leq N \}
\]

and will also be called generalized polynomials of degree \( N \).
2.2 Exact Recovery from Wigner D-moments

In the following, we will introduce the problem of exact recovery of dirac measures from its moments with respect to these Wigner D-functions up to a degree $N$, which means we can access the moments of $D_{k,m}^l$ for $-l \leq k, m \leq l$ only for $l \leq N$.

Consider a dirac measure of the form

$$\mu^* = \sum_{i=1}^{M} c_i \delta_{x_i},$$

where $M \in \mathbb{N}$, $c_i \in \mathbb{R}$ are real valued coefficients and $\delta_{x_i}$ are the point measures centred at pairwise distinct $x_i \in SO(3)$. All parameters $M, c_i, x_i$ are unknown and we can only access

$$\langle \mu^*, D_{k,m}^l \rangle := \int_{SO(3)} D_{k,m}^l(x) d\mu(x) = \sum_{i=1}^{M} c_i D_{k,m}^l(x_i),$$

for $-l \leq k, m \leq l, l \leq N$. The main Theorem of this paper states, that, under a suitable condition on the separation distance

$$\rho(C) := \min_{x_i \neq x_j} \omega(x_j^{-1}x_i)$$

of the support points $C = \{x_1, \ldots, x_M\}$, $\mu^*$ is the unique measure of minimal total variation that obeys the prescribed moments. For a signed Borel measure $\mu \in M(SO(3))$ we define its total variation by

$$\|\mu\|_{TV} = |\mu|(SO(3)) = \sup \sum_j |\mu(B_j)|,$$

where the supremum is taken over all Partitions $B_j$ of $SO(3)$.

**Theorem 1.** Suppose the support points $C = \{x_1, \ldots, x_M\}$ of the measure $\mu^*$, given in (1), obey a separation distance of $\rho(C) \geq \frac{36}{N+1}$ for $N \geq 20$. Then $\mu^*$ is the unique solution of the minimization problem

$$\min_{\mu \in M(SO(3))} \|\mu\|_{TV}, \quad \text{subject to} \quad \langle \mu, D_{k,m}^l \rangle = \langle \mu^*, D_{k,m}^l \rangle,$$

for $-l \leq k, m \leq l$ and $l \leq N$.

The entry point for the proof is the connection of the solution of the optimization problem (2) to the existence of a so called dual certificate. This connection has been exploited in various settings, see e.g. [13], [10], [3] and [4]. We will state this connection for the rotation group in the following Theorem.
Theorem 2. Let \( \mu^* = \sum_{i=1}^{M} c_i \delta_{x_i} \) with \( c_i \in \mathbb{R} \) and \( \mathcal{C} = \{x_1, \ldots, x_M\} \subset SO(3) \). If for all ordered sets \( (u_i)_{i=1}^{m} \in \{-1, 1\}^m \) there is a function \( q \in \Pi_N \), called dual certificate, such that

\[
q(x_i) = u_i, \quad \text{for } x_i \in \mathcal{C},
\]

then \( \mu^* \) is the unique solution of the optimization problem (2).

The proof is purely measure theoretic and can be easily transferred from those proofs found in the references cited above. We will therefore omit it here.

To explicitly construct a dual certificate, we will borrow ideas from [10], where the construction was done for trigonometric polynomials and was later adapted to the case of algebraic polynomials in [3] and spherical harmonics in [4].

In order to satisfy the conditions (3), one formulates the Hermite-type interpolation problem

\[
q(x_i) = u_i,
\]

\[
X_1 q(x_i) = X_2 q(x_i) = X_3 q(x_i) = 0,
\]

for \( x_i \in \mathcal{C} \), where \( X_k \) are the differential operators defined in Section 2.1. This means, besides the interpolation itself, we ask for local extrema at the interpolation points. One then seeks a solution \( q \) to this interpolation problem in the space \( \Pi_N \), that satisfies, due to the local extrema conditions, \( |q(x)| < 1 \) for \( x \in SO(3) \setminus \mathcal{C} \).

The constructed interpolant is of the form

\[
q(x) = \sum_{i=1}^{M} \alpha_{i,0} \sigma_N(x, x_i) + \alpha_{i,1} X_1^y \sigma_N(x, x_i) + \alpha_{i,2} X_2^y \sigma_N(x, x_i) + \alpha_{i,3} X_3^y \sigma_N(x, x_i),
\]

where \( \sigma_N \) is an interpolation kernel of the form

\[
\sigma_N(x, y) = \sum_{l=0}^{N} h_N(l) \sum_{-l \leq k, m \leq l} D_{k,m}^l(x) \overline{D_{k,m}^l(y)},
\]

with positive weights \( h_N(l) > 0 \). Observe, that the expressions \( \sigma_N(x, x_i) \) and \( X_j^y \sigma_N(x, x_i) \), where the superscript indicates the action of the differential operator on the second variable, are by construction generalized polynomials of degree \( N \) in the first variable, which means \( q \in \Pi_N \). Applying the interpolation conditions (4) will lead to the linear system of equations.
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where the entries in the matrix correspond to blocks of the form

\[
\sigma_N(x_i, x_j) = \begin{pmatrix}
\sigma_N(x_i, x_j) & X_1^x \sigma_N(x_i, x_j) & X_2^x \sigma_N(x_i, x_j) & X_3^x \sigma_N(x_i, x_j) \\
X_1^y \sigma_N(x_i, x_j) & X_1^y \sigma_N(x_i, x_j) & X_2^y \sigma_N(x_i, x_j) & X_3^y \sigma_N(x_i, x_j) \\
X_2^y \sigma_N(x_i, x_j) & X_2^y \sigma_N(x_i, x_j) & X_3^y \sigma_N(x_i, x_j) & X_3^y \sigma_N(x_i, x_j) \\
X_3^y \sigma_N(x_i, x_j) & X_3^y \sigma_N(x_i, x_j) & X_3^y \sigma_N(x_i, x_j) & X_3^y \sigma_N(x_i, x_j)
\end{pmatrix}
\]

and in the same way for the derivatives. The blocks in the vectors are given by

\[
\alpha_k = \begin{pmatrix}
\alpha_{k,0} \\
\alpha_{k,1} \\
\alpha_{k,2} \\
\alpha_{k,3}
\end{pmatrix}
\]

for \( k = 0, 1, 2, 3 \) and \( u = \begin{pmatrix} u \end{pmatrix} \). To find the coefficients, we have to show the invertibility of the matrix \( K \). Due to the block structure of \( K \) this is done using an iterative block inversion, explained in Section 4, and the fact that a matrix \( A \) is invertible if

\[
\| I - A \|_\infty < 1,
\]

where \( \| A \|_\infty = \max_j \sum_i |a_{i,j}| \). In this case the norm of the inverse is bounded by

\[
\| A^{-1} \|_\infty \leq \frac{1}{1 - \| I - A \|_\infty}.
\]

Thus, to show the invertibility of the matrix \( K \), we have to employ localization estimates for the entries of the matrix \( K \), which means we have to bound the expressions \( |\sigma_N(x_i, x_j)|, |X_1^x \sigma_N(x_i, x_j)| \) and \( |X_2^y \sigma_N(x_i, x_j)| \). The values of these expressions should decrease, if the distance of \( \omega(x_i^{-1} x_j) \) becomes bigger. We are looking for estimates of the form

\[
|\sigma_N(x_i, x_j)| \leq \frac{c}{((N + 1) \omega(y^{-1} x))^s}
\]

for some constants \( s \) and \( c \) only depending on the weights \( h_N \) and similar estimates for the derivatives. Using these estimates we find explicit bounds on the supremum norm of the coefficients. Once we have found the coefficients, we have to show the condition \( |q(x)| < 1 \), where \( x \) is not an interpolation point. This includes convexity arguments for the interpolant \( q \), which means we have to deal with the entries of the Hessian matrix of \( q \), where third mixed derivatives appear. Therefore we also need localization estimates for third derivatives.

The key ingredients for the construction of the interpolant \( q \) are localization estimates for the interpolation kernel \( \sigma_N \) and its various derivatives. Moreover, we need explicit constants in these estimates to show the claimed properties of the interpolant. This is the topic of the next section.
3 Localized Kernels

The localization properties of the interpolation kernel and its derivatives for special choices of weights can be derived from corresponding localization principles for trigonometric polynomials. For the kernel itself, this was shown in [15]. We define the kernel

$$\sigma_N(x, y) = \sum_{l=0}^{N} h_N(l) \sum_{-l \leq k, m \leq l} D_{k,m}^{l}(x)D_{k,m}^{l}(y),$$

with positive weights $h_N(l) > 0$. By the addition formula of Wigner $D$-functions this can also be written as

$$\sigma_N(x, y) = \sum_{l=0}^{N} h_N(l)U_{2l}\left(\cos\left(\frac{\omega(y^{-1}x)}{2}\right)\right) = \sum_{l=0}^{N} h_N(l) \sum_{k=-l}^{l} e^{ik\omega(y^{-1}x)},$$

where $U_{2l}$ is the Chebyshev polynomial of the second kind of order $2l$. Now we define the filter coefficients $h_N$ by

$$h_N(l) = \frac{1}{\|g\|_{1,N}} \begin{cases} g\left(\frac{l}{2(N+1)}\right) - g\left(\frac{l+1}{2(N+1)}\right), & 0 \leq l < N, \\ g\left(\frac{N}{2(N+1)}\right), & l = N, \end{cases}$$

where $g : \mathbb{R} \rightarrow \mathbb{R}_+$ is a symmetric positive function with $\text{supp}(g) \subseteq [-\frac{1}{2}, \frac{1}{2}]$, that is decreasing for positive values. Its discrete coefficient norm is given by

$$\|g\|_{1,N} := \sum_{l=-N}^{N} g\left(\frac{l}{2(N+1)}\right).$$

Plugging this in, leads to

$$\sigma_N(x, y) = \tilde{\sigma}_N(\omega(y^{-1}x)) := \frac{1}{\|g\|_{1,N}} \sum_{k=-N}^{N} g\left(\frac{k}{2(N+1)}\right) e^{ik\omega(y^{-1}x)}.$$

This shows, that the kernel $\sigma_N$ is a zonal kernel, i.e. its value only depends on the distance of $x$ and $y$, and localization estimates are derived from localization principles for the trigonometric polynomial $\tilde{\sigma}_N$. In appendix A we choose a specific filter function, given by a B-spline of order $s$, to derive estimates of the form

$$|\tilde{\sigma}_N^{(l)}(t)| \leq c_{l,s} \frac{(N+1)^s}{(N+1)^s-l|t|^s}, \quad l = 0, \ldots, 3,$$

with explicit constants $c_{l,s}$. 
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Since we have the equality

\[ \sigma_N(x, y) = \tilde{\sigma}_N(\omega(y^{-1}x)), \]

we have immediately

\[ |\sigma_N(x, y)| \leq c_{0,s} \frac{1}{(N + 1)^s \omega(y^{-1}x)^s}, \tag{6} \]

which shows the localization of the kernel \( \sigma_N \). The derivative kernels \( X^y_n \sigma_N, X^x_i X^y_n \sigma_N \) and \( X^y_n X^x_i X^y_n \sigma_N \) are no longer zonal functions. Nevertheless, they obey analog localization estimates with the same constants as in the trigonometric case. Thereby Theorem 3 provides estimates for the entries of the interpolation matrix in (5), whereas Lemma 4 and 5 give bounds for the entries of the Hessian.

**Theorem 3.** We have for \( s \in 2\mathbb{N}, s \geq 6, N \geq 2s, \omega(y^{-1}x) \geq \frac{\pi}{2(N+1)} \)

\[
|X^y_n \sigma_N(x, y)| \leq \frac{c_{1,s}}{(N + 1)^s \omega(y^{-1}x)^s},

|X^x_i X^y_n \sigma_N(x, y)| \leq \frac{c_{2,s}}{(N + 1)^{s-2} \omega(y^{-1}x)^s},
\]

and \( c_{l,s} \) are the constants of Theorem 14.

**Proof.** We calculate the derivative kernel \( X^y_1 \sigma_N \). For \( \omega(y^{-1}x) \notin \{0, \pi\} \), we have

\[
\frac{\sigma_N(x, ye^{tL_1}) - \sigma_N(x, y)}{t} = \frac{\tilde{\sigma}_N(\omega(y^{-1}x)) \omega(e^{-tL_1}y^{-1}x) - \omega(y^{-1}x)}{\omega(e^{-tL_1}y^{-1}x) - \omega(y^{-1}x)} \times \frac{\omega(e^{-tL_1}y^{-1}x) - \omega(y^{-1}x)}{\text{tr}(e^{-tL_1}y^{-1}x) - \text{tr}(y^{-1}x)}.
\]

The limits are given by

\[
\lim_{t \to 0} \frac{\omega(e^{-tL_1}y^{-1}x) - \omega(y^{-1}x)}{\text{tr}(e^{-tL_1}y^{-1}x) - \text{tr}(y^{-1}x)} = \frac{1}{-2\sqrt{1 - (\frac{\text{tr}(y^{-1}x) - 1}{2})^2}}
\]

and

\[
\lim_{t \to 0} \frac{\text{tr}(e^{-tL_1}y^{-1}x) - \text{tr}(y^{-1}x)}{t} = ((y^{-1}x)_{32} - (y^{-1}x)_{23}).
\]

Therefore

\[
X^y_1 \sigma_N(x, y) = \tilde{\sigma}_N'(\omega(y^{-1}x)) \times \frac{((y^{-1}x)_{32} - (y^{-1}x)_{23})}{-2\sqrt{1 - (\frac{\text{tr}(y^{-1}x) - 1}{2})^2}}.
\]
Ourself firstly to concentrate on the example $X$ and thus these expressions are valid for all calculations above to show also observe that we have which gives the estimate for the first type of kernel. We know that since each operator $X_i$ maps a Wigner D-function to sums of Wigner D-functions, see e.g. [12]. Thus, we know for a fixed expression above are also valid if limit considerations $X$ $X_i$ $x$ $y$ $\omega$ $\omega(y^{-1}x)$, which means that by limit considerations the expressions above are also valid if $\omega(y^{-1}x) = \pi$. In the case $y = x$, we have by limit considerations $X_n^y \sigma_N(x, x) = \tilde{\sigma}_N(0) = 0$. This leads to

$$|X_n^y \sigma_N(x, y)| \leq |\tilde{\sigma}_N(\omega(y^{-1}x))| \leq \frac{c_{1,s}}{(N + 1)^{s+1} \omega(y^{-1}x)^s},$$

which gives the estimate for the first type of kernel.

For the estimation of the second kind of kernel we use the product rule and the calculations above to show

$$X_i^x X_n^y \sigma_N(x, y) = -X_i^x e_n(x, y) \tilde{\sigma}_N(\omega(y^{-1}x)) - e_n(y^{-1}x) X_i^x (\tilde{\sigma}_N'(\omega(y^{-1}x))).$$

In the same way as before we can show

$$X_i^x (\tilde{\sigma}_N'(\omega(y^{-1}x))) = \tilde{\sigma}_N''(\omega(y^{-1}x)) e_i(y^{-1}x),$$

and thus

$$X_i^x X_n^y \sigma_N(x, y) = -X_i^x e_n(x, y) \tilde{\sigma}_N'(\omega(y^{-1}x)) - e_n(y^{-1}x) \tilde{\sigma}_N''(\omega(y^{-1}x)) e_i(y^{-1}x).$$

Thus, the only part we have to calculate is $X_i^x e_n(x, y)$. Again, we restrict ourself firstly to $\omega(y^{-1}x) \notin \{0, \pi\}$ and extend afterwards by continuity. We concentrate on the example $n = 1, i = 3$. We have

$$e_1(y^{-1}xe^{t_{C3}}) - e_1(y^{-1}x)$$
\[
\begin{align*}
&= \left[ \frac{(y^{-1}xe^{t\mathcal{L}_3})_{32} - (y^{-1}xe^{t\mathcal{L}_3})_{23}}{2\sin(\omega(y^{-1}xe^{t\mathcal{L}_3}))} - \frac{(y^{-1}x)_{32} - (y^{-1}x)_{23}}{2\sin(\omega(y^{-1}x))} \right], \\
&= \frac{1}{2\sin(\omega(y^{-1}xe^{t\mathcal{L}_3}))} \left[ (y^{-1}x)_{32} \left( \cos(t) - \frac{\sin(\omega(y^{-1}xe^{t\mathcal{L}_3}))}{\sin(\omega(y^{-1}x))} \right) + \ldots \right. \\
&\left. \ldots (y^{-1}x)_{23} \left( \frac{\sin(\omega(y^{-1}xe^{t\mathcal{L}_3}))}{\sin(\omega(y^{-1}x))} - 1 \right) - (y^{-1}x)_{31} \right]. \\
\end{align*}
\]

Using the rule of L'Hôpital we have

\[
\lim_{t \to 0} \frac{\cos(t) - \frac{\sin(\omega(y^{-1}xe^{t\mathcal{L}_3}))}{\sin(\omega(y^{-1}x))}}{t} = -e_3(y^{-1}x) \left( \frac{\cos(\omega(y^{-1}x))}{\sin(\omega(y^{-1}x))} \right),
\]

where \(e_3(y^{-1}x)\) denotes the third component of the unit vector representing the rotation axis of \(y^{-1}x\). In the same way we get

\[
\lim_{t \to 0} \frac{\sin(\omega(y^{-1}xe^{t\mathcal{L}_3}))}{\sin(\omega(y^{-1}x))} - 1 = e_3(y^{-1}x) \left( \frac{\cos(\omega(y^{-1}x))}{\sin(\omega(y^{-1}x))} \right).
\]

Combining all this, we end up with

\[
X_3^x e_1(x, y) = \lim_{t \to 0} t^{1/2} \left( e_1(y^{-1}xe^{t\mathcal{L}_3}) - e_1(y^{-1}x) \right);
\]

\[
= \frac{1}{2\sin(\omega(y^{-1}x))} \left[ ((y^{-1}x)_{23} - (y^{-1}x)_{32})e_3(y^{-1}x) \left( \frac{\cos(\omega(y^{-1}x))}{\sin(\omega(y^{-1}x))} \right) - (y^{-1}x)_{31} \right]
\]

\[
= -e_1(y^{-1}x)e_3(y^{-1}x) \left( \frac{\cos(\omega(y^{-1}x))}{\sin(\omega(y^{-1}x))} \right) - \frac{(y^{-1}x)_{31}}{2\sin(\omega(y^{-1}x))}.
\]

Now we again use the Rodrigues formula for \((y^{-1}x)_{31} = (1 - \cos(\omega))e_1e_3 - \sin(\omega)e_2\) and get

\[
X_3^x e_1(x, y) = -\frac{e_1(y^{-1}x)e_3(y^{-1}x)(1 + \cos(\omega(y^{-1}x)))}{2\sin(\omega(y^{-1}x))} + \frac{e_2(y^{-1}x)}{2}.
\]

Similarly we can calculate

\[
X_2^x e_1(x, y) = -\frac{e_1(y^{-1}x)e_2(y^{-1}x)(1 + \cos(\omega(y^{-1}x)))}{2\sin(\omega(y^{-1}x))} - \frac{e_3(y^{-1}x)}{2}
\]

and

\[
X_1^x e_1(x, y) = \frac{1 + \cos(\omega(y^{-1}x))}{2\sin(\omega(y^{-1}x))} \left( 1 - e_1(y^{-1}x)^2 \right).
\]
For the other components of the rotation axis the differentials are computed in the same way and are given by

\[
X_1^x e_2(x, y) = -e_1(y^{-1}x)e_2(y^{-1}x)(1 + \cos(\omega(y^{-1}x))) + \frac{e_3(y^{-1}x)}{2},
\]

\[
X_2^x e_2(x, y) = \frac{1 + \cos(\omega(y^{-1}x))}{2} (1 - e_2(y^{-1}x)^2),
\]

\[
X_3^x e_2(x, y) = \frac{-e_2(y^{-1}x)e_3(y^{-1}x)(1 + \cos(\omega(y^{-1}x)))}{2} - \frac{e_1(y^{-1}x)}{2},
\]

\[
X_1^y e_3(x, y) = -e_1(y^{-1}x)e_3(y^{-1}x)(1 + \cos(\omega(y^{-1}x))) - \frac{e_2(y^{-1}x)}{2},
\]

\[
X_2^y e_3(x, y) = \frac{-e_2(y^{-1}x)e_3(y^{-1}x)(1 + \cos(\omega(y^{-1}x)))}{2} + \frac{e_1(y^{-1}x)}{2},
\]

\[
X_3^y e_3(x, y) = \frac{1 + \cos(\omega(y^{-1}x))}{2} (1 - e_3(y^{-1}x)^2).
\]

Observe that we have

\[
\sin(\omega) \geq \frac{2}{\pi} \omega, \quad \text{for } \omega \in (0, \pi/2].
\]

Thus for \(\omega \in \left(\frac{1}{2(N+1)}, \frac{\pi}{2}\right]\) we simply estimate

\[
\left| \frac{1 + \cos(\omega)}{\sin(\omega)} \tilde{\sigma}_N'(\omega) \right| \leq \pi \left| \tilde{\sigma}_N'(\omega) \right| \leq 2(N + 1) |\tilde{\sigma}_N'(\omega)|.
\]

For \(\omega \in \left(\frac{\pi}{2}, \pi\right]\) we have

\[
\left| \frac{1 + \cos(\omega)}{\sin(\omega)} \tilde{\sigma}_N'(\omega) \right| \leq 2 \left(1 - \frac{x}{\pi}\right) |\tilde{\sigma}_N'(\omega)| \leq |\tilde{\sigma}_N'(\omega)|.
\]

Since \(|e_i e_j| \leq \frac{1}{2}\) and \(N \geq 2s \geq 12\), we have the estimate

\[
|X_j^x X_i^y \sigma_N(x, y)| \leq \left(\frac{1}{2}(N+1) + \frac{1}{2}\right) |\tilde{\sigma}_N'(\omega(y^{-1}x))| + \frac{1}{2} |\tilde{\sigma}_N''(\omega(y^{-1}x))|,
\]

\[
\leq (N + 1) |\tilde{\sigma}_N'(\omega(y^{-1}x))| + \frac{1}{2} |\tilde{\sigma}_N''(\omega(y^{-1}x))|.
\]

Now we use the localization result of Theorem \(\text{[14]}\) together with \(c_{1,s} \leq \frac{1}{2} c_{2,s}\) to derive

\[
|X_j^x X_i^y \sigma_N(x, y)| \leq \frac{c_{1,s} + \frac{1}{2} c_{2,s}}{(N + 1)^{s-2} \omega(y^{-1}x)^{s-2}} \leq \frac{c_{2,s}}{(N + 1)^{s-2} \omega(y^{-1}x)^{s-2}}.
\]
If $i = j$, we have
\[
|X_x^x X_y^y \sigma_N(x, y)| \leq (1 - e_i^2)(N + 1)|\tilde{\sigma}_N'(\omega(y^{-1}x))| + e_i^2|\tilde{\sigma}_N''(\omega(y^{-1}x))|,
\]
\[
\leq \frac{(1 - e_i^2)c_{1,s} + e_i^2 c_{2,s}}{(N + 1)^{s-2} \omega(y^{-1}x)^s} \leq \frac{c_{2,s}}{(N + 1)^{s-2} \omega(y^{-1}x)^s}.
\]

For $x = y$ we have
\[
X_x^x X_y^y \sigma_N(x, x) = -\tilde{\sigma}'_N(0), \quad X_x^x X_y^y \sigma_N(x, x) = 0.
\]

The shown bounds are useful for estimating the entries of the interpolation matrix. In addition, we need localization estimates for the entries of the Hessian matrix. We have to distinguish between two cases, namely $\omega(y^{-1}x)$ is well separated from zero, covered by Lemma 4, and $\omega(y^{-1}x)$ approaches zeros, which is handled in Lemma 5.

**Lemma 4.** For $s \in 2\mathbb{N}$, $s \geq 6$, $N \geq 2s$, $\omega(y^{-1}x) \geq \frac{\pi}{2(N+1)}$, $i, j, n$ pairwise different with the sign convention
\[
X_x^x e_i = -e_i e_j \left(\frac{1 + \cos(\omega)}{2 \sin(\omega)}\right) \pm \frac{e_n}{2},
\]
see proof of Theorem 3 we have
\[
|X_x^x X_i^x X_k^y \sigma_N(x, y)| \leq \frac{1.2 \cdot c_{3,s}}{(N + 1)^{s-3} \omega(y^{-1}x)^s},
\]
\[
|X_j^x X_i^x \sigma_N(x, y) + \frac{1}{2} X_n^x \sigma_N(x, y)| \leq \frac{c_{2,s}}{(N + 1)^{s-2} \omega(y^{-1}x)^s},
\]
\[
|X_j^x X_i^x X_k^y \sigma_N(x, y) + \frac{1}{2} X_n^x X_k^y \sigma_N(x, y)| \leq \frac{1.2 \cdot c_{3,s}}{(N + 1)^{s-3} \omega(y^{-1}x)^s},
\]
for $k = i, j, n$.

**Lemma 5.** For $s \in 2\mathbb{N}$, $s \geq 6$, $N \geq 2s$, $\omega(y^{-1}x) \leq \frac{\delta}{N+1}$, $0 \leq \delta \leq \frac{\pi}{2}$ we have the following Lipschitz-type estimates for $i, j, n$ pairwise different
\[
|X_x^x X_i^x \sigma_N(x, y) - \tilde{\sigma}_N''(0)| \leq \frac{\tilde{\delta}_s}{2}(N + 1)^2 \delta^2,
\]
\[
|X_x^x X_i^x X_k^y \sigma_N(x, y)| \leq \tilde{\delta}_s \left((N + 1)^3 \delta + \frac{1}{4}(N + 1)^2 \delta^2\right) + \tilde{\gamma}_s(N + 1) \delta,
\]
\[14\]
and with the sign convention such that

\[ X_j^x e_i = -e_i e_j \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) \pm \frac{e_n}{2}, \]

see proof of Theorem 3, we have

\[ \left| X_j^x X_i^x \sigma_N(x, y) \pm \frac{1}{2} X_n^x \sigma_N(x, y) \right| \leq \tilde{d}_s(N + 1)^2 \delta^2, \]

\[ \left| X_j^x X_i^x X_k^y \sigma_N(x, y) \pm \frac{1}{2} X_n^x X_k^y \sigma_N(x, y) \right| \leq \tilde{d}_s \left( (N + 1)^3 \delta + \frac{1}{4} (N + 1)^2 \delta^2 \right) + \tilde{c}_s(N + 1) \delta, \]

for \( k = i, j, n \).

The proofs of these two Lemmas are rather technical and can be found in Appendix B. The last Lemma of this section provides bounds for summing up off-diagonal entries of the interpolation and the Hessian matrix.

**Lemma 6.** Let \( x_j \in C \), where \( C \) obeys a separation condition of \( \rho(C) \geq \nu \) with \( \nu \geq \pi \), and let \( x \in SO(3) \) such that \( d(x, x_j) \leq \varepsilon \nu N + 1 \), for \( 0 \leq \varepsilon \leq 1/2 \). Then for any \( s \geq 6 \) and \( N \geq 2s, i, j, n \) pairwise different

\[ \sum_{x_i \in C \setminus x_j} |\sigma_N(x, x_i)| \leq \frac{C_{0,s} \varepsilon}{\nu^s}, \]

\[ \sum_{x_i \in C \setminus x_j} \left| X_i^y \sigma_N(x, x_i) \right| \leq \frac{C_{1,s} \varepsilon(N + 1)}{\nu^s}, \]

\[ \sum_{x_i \in C \setminus x_j} \left| X_i^y X_n^x \sigma_N(x, x_i) \right| \leq \frac{C_{2,s} \varepsilon(N + 1)^2}{\nu^s}, \]

\[ \sum_{x_i \in C \setminus x_j} \left| X_i^y X_n^x X_k^y \sigma_N(x, x_i) \right| \leq \frac{1.2 C_{3,s} \varepsilon(N + 1)^3}{\nu^s}, \]

\[ \sum_{x_i \in C \setminus x_j} \left| X_i^y X_n^x \sigma_N(x, y) \pm \frac{1}{2} X_n^x \sigma_N(x, y) \right| \leq \frac{C_{2,s} \varepsilon(N + 1)^2}{\nu^s}, \]

\[ \sum_{x_i \in C \setminus x_j} \left| X_i^y X_n^x X_k^y \sigma_N(x, y) \pm \frac{1}{2} X_n^x X_k^y \sigma_N(x, y) \right| \leq \frac{1.2 C_{3,s} \varepsilon(N + 1)^2}{\nu^s}, \text{ for } k = j, i, n, \]

with \( C_{i,s} = 124c_{i,s} \zeta(s - 2) \), where \( c_{i,s} \) are the constants in Theorem 3 resp. Lemma 4 and \( a_{\varepsilon} = \min\{ 27 \nu^{-s} + 1, (1 - \varepsilon)^{-s} \} \). Here \( \zeta \) denotes the Riemannian Zeta function.
Proof. For $x \in SO(3)$, with $d(x, x_j) \leq \varepsilon \frac{\nu}{N+1}$ for some $x_j \in C$, we define the ring about $x$ by

$$S_m := \{y \in SO(3) : \frac{\nu m}{N+1} \leq d(x, y) \leq \frac{\nu (m+1)}{N+1}\},$$

for $m \in \mathbb{N}$. By definition we have $S_m = \emptyset$ for $\frac{\nu m}{N+1} > \pi$. Moreover, as shown in [27] we can estimate the number of elements in the intersection of $S_m$ with the set $C \setminus \{x_j\}$ for $m \geq 1$ by

$$\text{card}(C \setminus \{x_j\} \cap S_m) \leq 48m^2 + 48m + 28 \leq 124m^2.$$

Using the same technique as in [27], we have for $m = 0$

$$\text{card}(C \setminus \{x_j\} \cap S_0) \leq 27.$$

Since $d(x, x_j) \leq \varepsilon \frac{\nu}{N+1}$, we have $d(x, x_i) \geq (1 - \varepsilon)\frac{\nu m}{N+1}$ for $x_i \in C \setminus \{x_j\} \cap S_0$. Using this and the locality result (3), we can estimate for $s \geq 4$

$$\sum_{x_i \in C \setminus \{x_j\}} |\sigma_N(x, x_i)| \leq \sum_{x_i \in (C \setminus \{x_j\}) \cap S_0} \frac{c_{0,s}}{(N+1)d(x, x_i))^s} + \sum_{m=1}^{\infty} \sum_{x_i \in (C \setminus \{x_j\}) \cap S_m} \frac{c_{0,s}}{(N+1)d(x, x_i))^s},$$

$$\leq \frac{27c_{0,s}(1 - \varepsilon)^{-s}}{\nu^s} + 124c_{0,s} \sum_{m=1}^{\infty} \frac{m^2}{(m\nu)^s},$$

$$\leq \frac{27c_{0,s}(1 - \varepsilon)^{-s}}{\nu^s} + 124c_{0,s} \sum_{m=1}^{\infty} \frac{1}{m^{s-2}},$$

$$\leq \frac{(27(1 - \varepsilon)^{-s} + 124)c_{0,s}\zeta(s-2)}{\nu^s},$$

where the last inequality follows by the definition of the Zeta function.

On the other hand, we can define the rings around $x_j$ again by

$$\tilde{S}_m := \{y \in SO(3) : \frac{(1 - \varepsilon)\nu m}{N+1} \leq d(x_j, y) \leq \frac{(1 - \varepsilon)\nu (m+1)}{N+1}\},$$

Since $d(x, x_j) \leq \varepsilon \frac{\nu}{N+1}$, we have $d(x, x_j) \leq \varepsilon d(x_i, x_j)$ for $x_i \in (C \setminus \{x_j\}) \cap \tilde{S}_m$ and therefore $d(x, x_i) \geq d(x_i, x_j) - d(x, x_j) \geq \frac{(1 - \varepsilon)\nu m}{N+1}$. Using this and the locality result (3) we can estimate for $s \geq 4$

$$\sum_{x_i \in C \setminus \{x_j\}} |\sigma_N(x, x_i)| \leq \sum_{m=1}^{\infty} \sum_{x_i \in (C \setminus \{x_j\}) \cap \tilde{S}_m} \frac{c_{0,s}}{(N+1)d(x, x_i))^s}.$$
The estimations for the derivatives are derived in the same way using the corresponding locality results of (3).

4 Construction of the Dual Certificate

Suppose we are given a set $C = \{x_1, \ldots, x_M\}$ that satisfies for $\nu \geq \pi$ the separation condition

$$\rho(C) = \min_{x_i, x_j \in C, x_i \neq x_j} d(x_i, x_j) \geq \frac{\nu}{N+1}. \quad (9)$$

The proportional factor $\nu$ is called super-resolution factor and in this section we show that $\nu = 36$ ensures the existence of a dual certificate, i.e. a function $q \in \Pi_N$ that fulfills the conditions of Theorem 2.

4.1 Solution of the Interpolation problem

We wish to find a generalized polynomial $q$ of degree at most $N$ such that

$$q(x_j) = u_j,$$

$$X_1q(x_j) = X_2q(x_j) = X_3q(x_j) = 0,$$

for $j = 1, \ldots, M$. Thus we would like to perform a Hermite type interpolation. To find a solution to the Hermite interpolation problem in the space $\Pi_N$ we determine coefficients $\alpha_{j,0}, \alpha_{j,1}, \alpha_{j,2}, \alpha_{j,3}$ for $j = 1, \ldots, M$ in the kernel expansion

$$q(x) = \sum_{j=1}^{M} \alpha_{j,0} \sigma_N(x, x_j) + \alpha_{j,1} X_1^y \sigma_N(x, x_j) + \alpha_{j,2} X_2^y \sigma_N(x, x_j) + \alpha_{j,3} X_3^y \sigma_N(x, x_j),$$

satisfying

$$K\alpha := \begin{pmatrix} \sigma_N & X_1^x \sigma_N & X_2^x \sigma_N & X_3^x \sigma_N \\ X_1^y \sigma_N & X_1^y X_1^y \sigma_N & X_2^y X_1^y \sigma_N & X_3^y X_1^y \sigma_N \\ X_2^y \sigma_N & X_2^y X_2^y \sigma_N & X_2^y X_2^y \sigma_N & X_2^y X_3^y \sigma_N \\ X_3^y \sigma_N & X_3^y X_3^y \sigma_N & X_3^y X_3^y \sigma_N & X_3^y X_3^y \sigma_N \end{pmatrix} \begin{pmatrix} \alpha_0 \\ \alpha_1 \\ \alpha_2 \\ \alpha_3 \end{pmatrix} = \begin{pmatrix} u \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad (10)$$

where the entries in the matrix corresponds to blocks of the form $\sigma_N = (\sigma_N(x_i, x_j))_{i,j=1}^{M}$ and in the same way for the derivatives. The blocks in the vectors are given by
\( \alpha_k = (\alpha_{k,j})_{j=1}^M \), for \( k = 0, 1, 2, 3 \), and \( u = (u_j)_{j=1}^M \). In the case this matrix is invertible, we have that \( q \) satisfies the Hermite interpolation conditions. Moreover, by construction of the kernel \( \sigma_N \), the function \( q \) is always a polynomial of degree at most \( N \). For abbreviation we write

\[
\sigma_{ij} = X_i^x X_j^y \sigma_N, \quad i, j = 1, \ldots, 3.
\]

So we have to show that the block matrix

\[
K = \begin{pmatrix}
K_0 & \tilde{K}_1 \\
K_1 & K_2
\end{pmatrix},
\]

with blocks given by

\[
K_0 = \sigma_{00} = \sigma_N,
\]

\[
K_1 = \begin{bmatrix}
\sigma_{01} & \sigma_{02} & \sigma_{03}
\end{bmatrix}^T = \begin{bmatrix}
X_1^y \sigma_N & X_2^y \sigma_N & X_3^y \sigma_N
\end{bmatrix}^T,
\]

\[
\tilde{K}_1 = \begin{bmatrix}
\sigma_{10} & \sigma_{20} & \sigma_{30}
\end{bmatrix} = \begin{bmatrix}
X_1^x \sigma_N & X_2^x \sigma_N & X_3^x \sigma_N
\end{bmatrix},
\]

\[
K_2 = \begin{bmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{12} & \sigma_{22} & \sigma_{32} \\
\sigma_{13} & \sigma_{23} & \sigma_{33}
\end{bmatrix} = \begin{bmatrix}
X_1^x X_1^y \sigma_N & X_2^x X_1^y \sigma_N & X_3^x X_1^y \sigma_N \\
X_1^x X_2^y \sigma_N & X_2^x X_2^y \sigma_N & X_3^x X_2^y \sigma_N \\
X_1^x X_3^y \sigma_N & X_2^x X_3^y \sigma_N & X_3^x X_3^y \sigma_N
\end{bmatrix}.
\]

is invertible. To do this, we use an two step block inversion to show that both the matrix \( K_2 \) and its Schur complement \( K/K_2 = K_0 - \tilde{K}_1 K_2^{-1} K_1 \) are invertible.

To show the invertibility of \( K_2 \), we split up \( K_2 \) in the first step furthermore into blocks as

\[
K_2 = \begin{pmatrix}
K_{2,0} & \tilde{K}_{2,1} \\
K_{2,1} & K_{2,2}
\end{pmatrix},
\]

with

\[
K_{2,0} = \sigma_{11},
\]

\[
K_{2,1} = \begin{bmatrix}
\sigma_{12} & \sigma_{13}
\end{bmatrix}^T,
\]

\[
\tilde{K}_{2,1} = \begin{bmatrix}
\sigma_{21} & \sigma_{31}
\end{bmatrix},
\]

\[
K_{2,2} = \begin{bmatrix}
\sigma_{22} & \sigma_{32} \\
\sigma_{23} & \sigma_{33}
\end{bmatrix}.
\]

This shows that \( K_2 \) is invertible, if \( K_{2,2} \) is invertible and its Shur complement in \( K_2 \) given by

\[
S = K_2/K_{2,2} = K_{2,0} - \tilde{K}_{2,1} K_{2,2}^{-1} K_{2,1}
\]

is invertible. For the invertibility of \( K_{2,2} \), we proof the invertibility of

\[
\sigma_{33} = X_3^x X_3^y \sigma_N
\]
and its Schur complement in $K_{2,2}$ given by

$$T = K_{2,2}/\sigma_{33} = \sigma_{22} - \sigma_{32} (\sigma_{33})^{-1} \sigma_{23}.$$  

Having this, we go backwards determining the inverse of $K_2$ and in the end of $K$. For this purpose, we use that a matrix $A$ is invertible if

$$\|I - A\|_\infty < 1,$$

where $\|A\|_\infty = \max_i \sum_j |a_{ij}|$. In this case the norm of the inverse is bounded by

$$\|A^{-1}\|_\infty \leq \frac{1}{1 - \|I - A\|_\infty}.$$

In the following Lemma we bound the norms of the corresponding entries in the kernel matrix $K$.

**Lemma 7.** If the separation condition (9) is satisfied, we have for any $s \geq 6$ even, $N \geq 2s$ with $C_{i,s} = 124c_{i,s}\zeta(s - 2)$ and $c_s = \frac{0.999}{2(s+1)}$ the estimations

$$\|I - \sigma_{00}\|_\infty \leq \frac{C_{0,s}}{\nu^s}, \quad \|\sigma_{0i}^{-1}\|_\infty \leq \frac{1}{1 - \frac{C_{0,s}}{\nu^s}},$$

$$\|\sigma_{0i}\|_\infty, \quad \|\sigma_{ii}\|_\infty \leq \frac{C_{1,s}(N + 1)}{\nu^s}, \quad \|\sigma_{ij}\|_\infty \leq \frac{C_{2,s}(N + 1)^2}{\nu^s}, \quad \text{for } i \neq j, i, j \neq 0,$$

$$\left\| - \tilde{\sigma}_N'(0) I - \sigma_{ii}\right\|_\infty \leq \frac{C_{2,s}(N + 1)^2}{\nu^s}, \quad \|\sigma_{ii}^{-1}\|_\infty \leq \frac{1}{c_s(N + 1)^2 \left(1 - \frac{C_{2,s}}{c_s\nu^s}\right)}.$$

**Proof.** The proof follows directly from applying Lemma 6 together with the bound for $|\tilde{\sigma}_N'(0)|$ given in Lemma 15.

**Lemma 8.** Suppose the separation condition (9) is satisfied, such that for $s \geq 6$ even and $N \geq 2s$, there is a constant $b > 3 + \frac{c_s}{4}$, with

$$\nu^s > b \frac{C_{2,s}}{c_s}, \quad (11)$$

where the constant $c_s$ is given in Lemma 15 and $C_{2,s}$ in Lemma 6. Then the interpolation problem (10) has a unique solution, such that the coefficients obey

$$\|\alpha_0\|_\infty \leq 1 + \frac{c_s}{4(b - 3) - c_s}, \quad \|\alpha_j\|_\infty \leq \frac{2}{(4(b - 3) - c_s)(N + 1)^2}, \quad j = 1, 2, 3.$$

Moreover, if $u_i = 1$ we have the bound

$$\alpha_{0,i} \geq 1 - \frac{c_s}{4(b - 3) - c_s}.$$
Proof. In this proof the quotient $\frac{C_{2,s}}{c_s^{\nu^s}}$ appears quite often, so we will denote it for abbreviation by

$$a_1 := \frac{C_{2,s}}{c_s^{\nu^s}}.$$ (12)

Using Lemma 7 we have that

$$\|\sigma_{33}^{-1}\|_\infty \leq \frac{1}{c_s(N+1)^2(1-a_1)}$$

and

$$\left\| \tilde{\sigma}_N(0)I - \frac{K_{2,2}}{\sigma_{33}} \right\|_\infty \leq \left\| \tilde{\sigma}_N(0)I - \sigma_{22} \right\|_\infty + \|\sigma_{32}\|_\infty \|\sigma_{33}^{-1}\|_\infty \|\sigma_{23}\|_\infty,$$ 

$$\leq \frac{C_{2,s}}{\nu^s} \left(1 + \frac{C_{2,s}}{c_s \nu^s - C_{2,s}}\right).$$

This means

$$\left\| I - \frac{K_{2,2}}{\tilde{\sigma}_N(0)} \right\|_\infty \leq \frac{1}{\|\tilde{\sigma}_N(0)\|} \frac{C_s(N+1)^2}{\nu^s} \left(1 + \frac{C_s}{c_s \nu^s - C_s}\right).$$

If the expression on the right hand side is smaller than 1, which is the case if

$$a_2 := \frac{C_{2,s}}{c_s \nu^s} \left(1 + \frac{C_{2,s}}{c_s \nu^s - C_{2,s}}\right) = \frac{C_{2,s}}{c_s \nu^s - C_{2,s}} = \frac{a_1}{1-a_1} < 1,$$ (13)

or equivalently

$$\nu^s > 2 \frac{C_{2,s}}{c_s},$$ (14)

we have

$$\left\| (K_{2,2}/\sigma_{33})^{-1} \right\|_\infty \leq \frac{1}{c_s(N+1)^2(1-a_2)}.$$

This shows the invertibility of $K_{2,2}$. Observe that we have with $T = K_{2,2}/\sigma_{33}$ the representation

$$(K_{2,2})^{-1} = \begin{pmatrix} T^{-1} & -T^{-1}\sigma_{32}(\sigma_{33})^{-1} \\ -\sigma_{33}^{-1}\sigma_{23}T^{-1}(\sigma_{33})^{-1} + \sigma_{33}^{-1}\sigma_{23}T^{-1}\sigma_{32}(\sigma_{33})^{-1} \end{pmatrix}.$$ (15)

In the next step we show the invertibility of the Schur complement of $K_{2,2}$ in $K_2$, which is given by $K_2/K_{2,2} = K_{2,0} - K_{2,1}K_{2,2}^{-1}K_{2,1}$. By the quotient formula for Schur complements we can express $K_2/K_{2,2}$ as

$$K_2/K_{2,2} = (K_2/\sigma_{33})/(K_{2,2}/\sigma_{33}).$$
Thus, we have to look at the matrix $K_2/\sigma_{33}$. Using the alternative partition of $K_2$, given by

$$K_2 = \begin{pmatrix} A & B \\ C & \sigma_{33} \end{pmatrix},$$

with

$$A = \begin{bmatrix} \sigma_{11} & \sigma_{21} \\ \sigma_{12} & \sigma_{22} \end{bmatrix},$$
$$B = \begin{bmatrix} \sigma_{31} & \sigma_{32} \end{bmatrix}^T,$$
$$C = \begin{bmatrix} \sigma_{13} & \sigma_{23} \end{bmatrix},$$

shows that we have

$$K_2/\sigma_{33} = A - B (\sigma_{33})^{-1} C,$$

$$= \begin{pmatrix} \sigma_{11} - \sigma_{31} (\sigma_{33})^{-1} \sigma_{13} & \sigma_{21} - \sigma_{31} (\sigma_{33})^{-1} \sigma_{23} \\ \sigma_{12} - \sigma_{32} (\sigma_{33})^{-1} \sigma_{13} & \sigma_{22} - \sigma_{32} (\sigma_{33})^{-1} \sigma_{23} \end{pmatrix},$$

$$=: \begin{pmatrix} K_{2,0} & \tilde{K}_{2,1} \\ \tilde{K}_{2,1} & K_{2,2}/\sigma_{33} \end{pmatrix}. \tag{16}$$

This means

$$K_2/K_{2,2} = (K_2/\sigma_{33})/(K_{2,2}/\sigma_{33})$$

$$= \sigma_{11} - \sigma_{31} (\sigma_{33})^{-1} \sigma_{13} - \tilde{K}_{2,1} (K_{2,2}/\sigma_{33})^{-1} K_{2,1}.$$

So we can estimate using Lemma 7

$$\left\| -\hat{\sigma}_N''(0)I - K_2/K_{2,2} \right\|_\infty \leq \left\| -\hat{\sigma}_N''(0)I - \sigma_{11} \right\|_\infty + \left\| \sigma_{31} (\sigma_{33})^{-1} \sigma_{13} \right\|_\infty$$

$$+ \left\| \tilde{K}_{2,1} (K_{2,2}/\sigma_{33})^{-1} K_{2,1} \right\|_\infty,$$

$$\leq c_a a_2 \left( 1 + \frac{a_2}{1 - a_2} \right) = c_s \frac{a_2}{1 - a_2},$$

with $a_2$ given in (13). This means, together with the bound derived for $(K_{2,2}/\sigma_{33})^{-1}$,

$$\left\| I - \frac{K_2/K_{2,2}}{-\hat{\sigma}_N''(0)} \right\|_\infty \leq \frac{a_2}{1 - a_2} = \frac{a_1}{1 - 2a_1},$$

with $a_1 = \frac{C_2}{\epsilon_{1,2}}$, and $K_2/K_{2,2}$ is invertible if

$$a_3 := \frac{a_1}{1 - 2a_1} < 1$$
or equivalently
\[ \nu^s > 3 \frac{C_{2,s}}{c_s}. \]

We have
\[ \| (K_2/K_{2,2})^{-1} \|_\infty \leq \frac{1}{c_s(N+1)^2(1-a_3)}. \]

This shows the invertibility of \( K_2 \). If we denote \( S = K_2/K_{2,2} \), then the inverse is given by
\[ K_2^{-1} = \begin{pmatrix}
S^{-1} & -S^{-1}\tilde{K}_{2,1}K_{2,2}^{-1} \\
-K_{2,2}^{-1}K_{2,1}S^{-1} & K_{2,2}^{-1} + K_{2,2}^{-1}K_{2,1}S^{-1}\tilde{K}_{2,1}K_{2,2}^{-1}
\end{pmatrix}. \] (17)

In the last step we apply the same procedure to show the invertibility of \( R = K/K_2 \). So, as seen before, we use the quotient rule
\[ K/K_2 = (K/K_{2,2})/(K_{2}/K_{2,2}). \]

To calculate \( K/K_{2,2} \) we split \( K \) into blocks as
\[ K = \begin{pmatrix}
A & B \\
C & K_{2,2}
\end{pmatrix}, \]
with
\[ A = \begin{bmatrix}
\sigma_{00} & \sigma_{10} \\
\sigma_{01} & \sigma_{11}
\end{bmatrix}, \]
\[ B = \begin{bmatrix}
\sigma_{20} & \sigma_{30} \\
\sigma_{21} & \sigma_{31}
\end{bmatrix}, \]
\[ C = \begin{bmatrix}
\sigma_{02} & \sigma_{12} \\
\sigma_{03} & \sigma_{13}
\end{bmatrix}, \]

which leads to
\[ K/K_{2,2} = A - B(K_{2,2})^{-1}C. \]

A lengthy calculation shows that we can write
\[ K/K_{2,2} = A - B(K_{2,2})^{-1}C = \begin{pmatrix}
\mathcal{K}_0 & \tilde{\mathcal{K}}_1 \\
\mathcal{K}_1 & K_2/K_{2,2}
\end{pmatrix}, \]
with
\[ \mathcal{K}_0 = \left( \sigma_{00} - \sigma_{30}(\sigma_{33})^{-1}\sigma_{03} \right) - \tilde{C}_{2,1}T^{-1}C_{2,1}, \]
\[ \tilde{K}_1 = \tilde{G}_{2,1} - \tilde{C}_{2,1} T^{-1} K_{2,1}, \]
\[ K_1 = G_{2,1} - \tilde{K}_{2,1} T^{-1} C_{2,1}, \]

where \( K_{2,1}, \tilde{K}_{2,1} \) are given by (16) and
\[ C_{2,1} = \sigma_{02} - \sigma_{32} (\sigma_{33})^{-1} \sigma_{03}, \]
\[ \tilde{C}_{2,1} = \sigma_{20} - \sigma_{30} (\sigma_{33})^{-1} \sigma_{23}, \]
\[ G_{2,1} = \sigma_{01} - \sigma_{31} (\sigma_{33})^{-1} \sigma_{03}, \]
\[ \tilde{G}_{2,1} = \sigma_{10} - \sigma_{30} (\sigma_{33})^{-1} \sigma_{13}. \]

This yields
\[ K/K_2 = K_0 - \tilde{K}_1 (K_2/K_{2,2})^{-1} K_1, \]
and therefore
\[ \| I - K/K_2 \|_\infty \leq \| I - K_0 \|_\infty + \| \tilde{K}_1 \|_\infty \| K_1 \|_\infty \| (K_2/K_{2,2})^{-1} \|_\infty. \]

Observe, that we have the bounds
\[ \| C_{2,1} \|_\infty, \| \tilde{C}_{2,1} \|_\infty, \| G_{2,1} \|_\infty, \| \tilde{G}_{2,1} \|_\infty \leq \frac{C_{1,s} (N + 1)}{\nu^s} (1 + \alpha_2) = \frac{C_{1,s} (N + 1)}{\nu^s} \frac{1}{1 - \alpha_1}. \]

Using this we have that
\[ \| I - K_0 \|_\infty \leq \| I - \sigma_{00} \|_\infty + \| \sigma_{30} \|_\infty \| \sigma_{03} \|_\infty \| (\sigma_{33})^{-1} \|_\infty + \| C_{2,1} \|_\infty \| \tilde{C}_{2,1} \|_\infty \| T^{-1} \|_\infty, \]
\[ \leq \frac{C_{0,s}}{\nu^s} + \left( \frac{C_{1,s}}{\nu^s} \right)^2 \frac{2}{c_s (1 - 2 \alpha_1)}, \]
and similarly
\[ \| \tilde{K}_1 \|_\infty, \| K_1 \|_\infty \leq \frac{C_{1,s} (N + 1)}{\nu^s} \frac{1}{1 - 2 \alpha_1}. \]

This results in
\[ \| I - K/K_2 \|_\infty \leq \frac{C_{0,s}}{\nu^s} + \left( \frac{C_{1,s}}{\nu^s} \right)^2 \frac{3}{c_s (1 - 3 \alpha_1)}. \]

Thus \( K/K_2 \) is invertible if
\[ \alpha_4 := \frac{C_{0,s}}{\nu^s} + \left( \frac{C_{1,s}}{\nu^s} \right)^2 \frac{3}{c_s (1 - 3 \alpha_1)} < 1. \]
Because of $2C_{0,s} \leq C_{1,s} \leq \frac{C_{2,s}}{2}$, we have the bound
\[ a_4 \leq \frac{1}{4}c_s \frac{a_1}{1 - 3a_1}, \]
and $a_4 < 1$, if
\[ \nu^s > (3 + \frac{c_s}{4}) C_{2,s}. \]

Since $\nu^s > b \frac{C_{2,s}}{c_s}$ with $b > 3 + \frac{c_s}{4}$, this is true and we have
\[ a_4 \leq \frac{c_s}{4(b - 3)}, \]
\[ \| (K/K_2)^{-1} \|_\infty \leq \frac{1}{1 - a_4} \leq 1 + \frac{c_s}{4(b - 3) - c_s}. \]

This gives the invertibility of $K$. With $R = K/K_2$ we have
\[ K^{-1} = \begin{pmatrix} R^{-1} & -R^{-1} \bar{K}_1 K_2^{-1} \\ -K_2^{-1} K_1^{-1} R^{-1} & K_2^{-1} + K_2^{-1} K_1 R^{-1} \bar{K}_1 K_2^{-1} \end{pmatrix}. \]

In reference to the interpolation condition (10), we have the representation of the coefficients
\[ \alpha = \begin{pmatrix} I \\ -K_2^{-1} K_1 \end{pmatrix} (K/K_2)^{-1} u, \]
so we have to calculate the product $-K_2^{-1} K_1$. Using the representations (17) and (15) of the inverse of $K_2$ resp. $K_{2,2}$, a lengthy calculation shows
\[ \alpha_0 = (K/K_2)^{-1} u, \]
\[ \alpha_1 = S^{-1} (G_{2,1} - \bar{K}_{2,1} T^{-1} C_{2,1}) (K/K_2)^{-1} u, \]
\[ = S^{-1} (G_{2,1} - \bar{K}_{2,1} T^{-1} C_{2,1}) \alpha_0, \]
\[ \alpha_2 = T^{-1} \left( C_{2,1} - \mathcal{K}_{2,1} S^{-1} (G_{2,1} - \bar{K}_{2,1} T^{-1} C_{2,1}) \right) (K/K_2)^{-1} u, \]
\[ = T^{-1} (C_{2,1} \alpha_0 - \mathcal{K}_{2,1} \alpha_1), \]
\[ \alpha_3 = (\sigma_{33})^{-1} \left[ \sigma_{03} - \sigma_{23} T^{-1} \left( C_{2,1} - \mathcal{K}_{2,1} S^{-1} (G_{2,1} - \bar{K}_{2,1} T^{-1} C_{2,1}) \right) \right. \]
\[ - \sigma_{13} S^{-1} (G_{2,1} - \bar{K}_{2,1} T^{-1} C_{2,1}) \left( K/K_2 \right)^{-1} u, \]
\[ = (\sigma_{33})^{-1} (\sigma_{03} \alpha_0 - \sigma_{23} \alpha_2 - \sigma_{13} \alpha_1). \]

Together with the observation that $\frac{C_{1,s}}{C_{2,s}} \leq \frac{1}{2}$, we can estimate the norm of the coefficients by
\[ \| \alpha_0 \|_\infty \leq \| (K/K_2)^{-1} \|_\infty \leq 1 + \frac{c_s}{4(b - 3) - c_s}, \]
\[ \| \alpha_1 \|_\infty \leq \| S^{-1} \|_\infty (\| G_{2,1} \|_\infty + \| \tilde{K}_{2,1} \|_\infty \| C_{2,1} \|_\infty \| T^{-1} \|_\infty ) \| \alpha_0 \|_\infty, \]
\[ \leq \frac{2}{(4(b - 3) - c_s)(N + 1)}, \]
\[ \| \alpha_2 \|_\infty \leq \| T^{-1} \|_\infty (\| C_{2,1} \|_\infty \| \alpha_0 \|_\infty + \| K_{2,1} \|_\infty \| \alpha_1 \|_\infty), \]
\[ \leq \frac{2}{(4(b - 3) - c_s)(N + 1)}, \]
\[ \| \alpha_3 \|_\infty \leq \left\| (\sigma_{33})^{-1} \right\|_\infty (\| \sigma_{03} \|_\infty \| \alpha_0 \|_\infty + \| \sigma_{23} \|_\infty \| \alpha_2 \|_\infty + \| \sigma_{13} \|_\infty \| \alpha_1 \|_\infty), \]
\[ \leq \frac{2}{(4(b - 3) - c_s)(N + 1)}. \]

Moreover, if \( u_i = 1 \) then we have the bound
\[ \alpha_{0,i} = \left( I - \left( I - (K/K_2)^{-1} \right) u \right)_i, \]
\[ = u_i - \left( I - (K/K_2)^{-1} \right) u_i, \]
\[ \geq 1 - \| I - K/K_2 \|_\infty \| (K/K_2)^{-1} \|, \]
\[ \geq 1 - \frac{a_4}{1 - a_4} \geq 1 - \frac{c_s}{4(b - 3) - c_s}. \]

\[ \Box \]

**Corollary 9.** Suppose the interpolation points \( C = \{ x_1, \ldots, x_M \} \) obey the separation condition
\[ \min_{x_i \neq x_j} \omega(x_j^{-1} x_i) \geq \frac{36}{N + 1} \] \hspace{1cm} (18)
for \( N \geq 20 \). Then the interpolation problem has a unique solution \( q \in \Pi_N \).

**Proof.** It can be checked that the condition (11) is fulfilled for the parameters \( \nu = 36, b = 28 \) and \( s = 8 \). \[ \Box \]

### 4.2 Bound for the Interpolant

Next to the interpolation conditions, guaranteed by Corollary 9, we have to show that the interpolant \( q \) fulfills the second assumption of (3) in Theorem 2, namely \( |q(x)| < 1 \) for \( x \) not being an interpolation point. We split the proof into those \( x \in SO(3) \), that are close to an interpolation point, which is Lemma 10 and those that are well separated, governed by Lemma 11.
Lemma 10. Suppose the separation condition \((18)\) is satisfied for \(N \geq 20\). Then for all \(x \in \text{SO}(3)\), such that there is a \(x_m\) with \(\omega(x_m^{-1}x) \leq \frac{\pi}{2(N+1)}\), we have for the interpolating function \(q\) of Lemma\([8]\) for \(s = 8\)

\[ |q(x)| < 1. \]

Proof: The proof is based on a concavity respectively a convexity argument. We show that in the prescribed neighbourhood of an interpolation point \(x_m\) the Hessian is negative definite in the case \(u_m = 1\) and positive definite in the case \(u_m = -1\), using the Theorem of Gerschgorin. For this, first observe that the Hessian matrix for a function \(f\) is given by

\[
H_f = \begin{pmatrix}
X_1X_1f & X_1X_2f & X_1X_3f \\
X_2X_1f & X_2X_2f & X_2X_3f \\
X_3X_1f & X_3X_2f & X_3X_3f \\
\end{pmatrix} - \frac{1}{2} \begin{pmatrix}
0 & X_3f & -X_2f \\
-X_3f & 0 & X_1f \\
X_2f & -X_1f & 0 \\
\end{pmatrix}. \tag{19}
\]

If we apply this to the function constructed from the interpolation problem

\[
q(x) = \sum_{j=1}^{M} \alpha_j \sigma_N(x, x_j) + \alpha_j \omega_1 \sigma_N(x, x_j) + \alpha_j \omega_2 \omega_3 \sigma_N(x, x_j) + \alpha_j \omega_3 \sigma_N(x, x_j),
\]

the diagonal entries of the matrix are given by

\[
X_i^x X_i^z q(x) = \sum_{j=1}^{M} \alpha_j \omega_1 \sigma_N(x, x_j) + \alpha_j X_i^x X_i^z \sigma_N(x, x_j) + \alpha_j X_i^x X_i^y \sigma_N(x, x_j) + \alpha_j X_i^y X_i^z \sigma_N(x, x_j)
\]

\[
+ \alpha_j X_i^x \sigma_N(x, x_j).
\]

For the estimates of the entries of the Hessian, we use Lemma\([4, 5, 6, 8, 10]\) with the following parameters \(s = 8, \nu = 36, b = 28\) and \(\delta = \frac{\pi}{2}\).

We assume that \(u_m = 1\), since the estimates for \(u_m = -1\) are completely analog. The first step is to show, that the diagonal entries are negative. For this we estimate

\[
X_i^x X_i^z q(x) \leq \alpha_{0,m} X_i^x X_i^z \sigma_N(x, x_m) + \sum_{n=1}^{3} \|\alpha_n\|_{\infty} |X_i^x X_i^z X_i^n \sigma_N(x, x_m)|
\]

\[
+ \|\alpha_0\|_{\infty} \sum_{x_j \neq x_m} |X_i^x X_i^z \sigma_N(x, x_j)| + \sum_{n=1}^{3} \|\alpha_n\|_{\infty} \sum_{x_j \neq x_m} |X_i^x X_i^z X_i^n \sigma_N(x, x_j)|
\]

The first term can be estimated using the bounds of Lemma\([10]\) and Lemma\([8]\) by

\[
\alpha_{0,m} X_i^x X_i^z \sigma_N(x, x_m) = \alpha_{0,m} X_i^x X_i^z \sigma_N(x, x) + \sum_{x_j \neq x_m} |X_i^x X_i^z \sigma_N(x, x_m)| - \sum_{x_j \neq x_m} |X_i^x X_i^z \sigma_N(x, x)|.
\]
\[
= \alpha_{0,m} \tilde{\sigma}''(0) + \alpha_{0,m} \left( X^x X^x_i \sigma_N(x, x_m) - \tilde{\sigma}''(0) \right),
\]
\[
\leq -c_s (N + 1)^2 \left( 1 - \frac{c_s}{4(b - 3) - c_s} \right) + \left( 1 + \frac{c_s}{4(b - 3) - c_s} \right) \left( X^x X^x_i \sigma_N(x, x_m) - \tilde{\sigma}''(0) \right).
\]

By Lemma 5 we have the estimation
\[
\left( X^x X^x_i \sigma_N(x, x_m) - \tilde{\sigma}''(0) \right) \leq \tilde{d}_s 2 \left( N + 1 \right) \delta^2, \quad \omega \in [0, \frac{\delta}{N + 1}],
\]
which yields
\[
\alpha_{0,m} X^x X^x_i \sigma_N(x, x_m) \leq -(N + 1)^2 \left( 1 + \frac{c_s}{4(b - 3) - c_s} \right) c_s \left( 1 - \frac{c_s}{2(b - 3)} - \frac{\delta^2 d_s}{2c_s} \right).
\]

In addition, we have again using Lemma 5 and Lemma 8
\[
\sum_{n=1}^{3} ||\alpha_n||_{\infty} |X^x X^x_i \sigma_N(x, x_m)| \leq \tilde{d}_s \frac{6(N + 1)^2 \delta}{4(b - 3) - c_s} \left( 1 + \frac{\delta}{4(2s + 1)} + \frac{\tilde{c}_s}{4d_s(2s + 1)^2} \right),
\]
as well as using Lemma 6 with \( a_{\delta/\nu} = \min \left\{ \frac{27}{124} (1 - \frac{\delta}{b})^{-s} + 1, (1 - \frac{\delta}{b})^{-s} \right\} \) and the assumption \( \nu^s > b \frac{C_2 a_{\delta/\nu}}{c_s} \)
\[
||\alpha_0||_{\infty} \sum_{x_j \neq x_m} |X^x X^x_i \sigma_N(x, x_j)| \leq \left( 1 + \frac{c_s}{4(b - 3) - c_s} \right) c_s a_{\delta/\nu} (N + 1)^2 \frac{b}{b},
\]
and
\[
\sum_{n=1}^{3} ||\alpha_n||_{\infty} \sum_{x_j \neq x_m} |X^x X^x_i X^y_n \sigma_N(x, x_j)| \leq \left( 1 + \frac{c_s}{4(b - 3) - c_s} \right) \frac{27c_s a_{\delta/\nu}}{4(b - 3)} (N + 1)^2 \frac{b}{b}.
\]

Inserting the parameters we find
\[
X^x X^x_i q(x) \leq -0.041 \cdot (N + 1)^2.
\]

For the off-diagonal entries of the Hessian matrix we have
\[
X^x_j X^x_i q = \frac{1}{2} X^x_i q = \sum_{j=1}^{M} \alpha_{j,0} \left( X^x_j X^x_i \sigma_N(x, x_j) + \frac{1}{2} X^x_n \sigma_N(x, x_j) \right)
\]
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\[ + \sum_{k=1}^{3} \alpha_{j,k} \left( X_j^x X_i^x X_k^y \sigma_N(x, x_j) \mp \frac{1}{2} X_n^x X_k^y \sigma_N(x, x_j) \right) \]

and therefore we can estimate
\[
| X_j^x X_i^x q \mp \frac{1}{2} X_n^x q | \leq \| \alpha_0 \|_{\infty} \left| X_j^x X_i^x \sigma_N(x, x_m) \mp \frac{1}{2} X_n^x \sigma_N(x, x_m) \right|
\]
\[
+ \sum_{k=1}^{3} \| \alpha_k \|_{\infty} \left| X_j^x X_i^x X_k^y \sigma_N(x, x_m) \mp \frac{1}{2} X_n^x X_k^y \sigma_N(x, x_m) \right|
\]
\[
+ \| \alpha_0 \|_{\infty} \sum_{x_j \neq x_m} \left| X_j^x X_i^x \sigma_N(x, x_j) \mp \frac{1}{2} X_n^x \sigma_N(x, x_j) \right|
\]
\[
+ \sum_{k=1}^{3} \| \alpha_k \|_{\infty} \sum_{x_j \neq x_m} \left| X_j^x X_i^x X_k^y \sigma_N(x, x_j) \mp \frac{1}{2} X_n^x X_k^y \sigma_N(x, x_j) \right|
\]

Lemma 5 and Lemma 8 yield
\[
\| \alpha_0 \|_{\infty} \left| X_j^x X_i^x \sigma_N(x, x_m) \mp \frac{1}{2} X_n^x \sigma_N(x, x_m) \right| \leq \left( 1 + \frac{c_s}{4(b - 3) - c_s} \right) \left( N + 1 \right)^{\frac{d_s}{4} - 2}
\]
as well as
\[
\sum_{k=1}^{3} \| \alpha_k \|_{\infty} \left| X_j^x X_i^x X_k^y \sigma_N(x, x_m) \mp \frac{1}{2} X_n^x X_k^y \sigma_N(x, x_m) \right|
\]
\[
\leq d_s \left( \frac{6(N + 1)^2 \delta}{4(b - 3) - c_s} \left( 1 + \frac{\delta}{4(2s + 1)} + \frac{\hat{c}_s}{4d_s(2s + 1)^2} \right) \right).
\]

Furthermore we have applying Lemma 4
\[
\| \alpha_0 \|_{\infty} \sum_{x_j \neq x_m} \left| X_j^x X_i^x \sigma_N(x, x_j) \mp \frac{1}{2} X_n^x \sigma_N(x, x_j) \right|
\]
\[
\leq \left( 1 + \frac{c_s}{4(b - 3) - c_s} \right) \frac{c_s a_{\delta/\nu}(N + 1)^2}{b}
\]
and
\[
\sum_{k=1}^{3} \| \alpha_k \|_{\infty} \sum_{x_j \neq x_m} \left| X_j^x X_i^x X_k^y \sigma_N(x, x_j) \mp \frac{1}{2} X_n^x X_k^y \sigma_N(x, x_j) \right|
\]
\[
\leq \left( 1 + \frac{c_s}{4(b - 3) - c_s} \right) \frac{27c_s a_{\delta/\nu}(N + 1)^2}{4(b - 3)} \frac{1}{b}.
\]
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Inserting the parameters results in
\[ |X_j^x X_i^x q \mp 1/2 X_j^x q| \leq 0.01 \cdot (N + 1)^2. \]

Since
\[ |X_i^x X_j^x q(x)| > 2 |X_j^x X_i^x q \mp 1/2 X_j^x q|, \]
and \( X_i^x X_j^x q(x) < 0 \) for \( i = 1, 2, 3 \), we have that the Hessian matrix is negative definite at \( x \).

The definitness shows \( q(x) < 1 \), to show \( q(x) > -1 \) observe that
\[
q(x) \geq \alpha_{0,m} \sigma_N(x, x_m) - \sum_{k=1}^{3} \| \alpha_k \|_{\infty} |X_k^y \sigma_N(x, x_m)| - \| \alpha_0 \|_{\infty} \sum_{x_j \neq x_m} |\sigma_N(x, x_j)| \\
- \sum_{k=1}^{3} \| \alpha_k \|_{\infty} \sum_{x_j \neq x_m} |X_k^x \sigma_N(x, x_j)|.
\]

We have, using the Taylor expansion of cosine at zero,
\[
\sigma_N(x, x_m) \geq 1 - \frac{c_s \delta^2}{2}
\]
and
\[
|X_k^y \sigma_N(x, x_m)| \leq \tilde{c}_s (N + 1) \delta.
\]

Using Theorem 6 yields
\[
\sum_{x_j \neq x_m} |\sigma_N(x, x_j)| \leq \frac{C_0 a_{\delta/\nu}}{\nu^s} \leq \frac{c_s a_{\delta/\nu}}{4b},
\]
\[
\sum_{x_j \neq x_m} |X_k^x \sigma_N(x, x_j)| \leq \frac{C_1 a_{\delta/\nu} (N + 1)}{\nu^s} \leq \frac{c_s a_{\delta/\nu} (N + 1)}{2b}.
\]

Therefore with Lemma 8 and inserting the parameters
\[
q(x) \geq 0.92.
\]
\[ \square \]
Lemma 11. Under the assumptions of Lemma 10 we have that for all \( x \in SO(3) \) with \( \omega(x_m^{-1} x) \geq \frac{\pi}{2(N+1)} \) for all \( x_m \in C \) the interpolating function \( q \) of Lemma 8 with \( s = 8 \) fulfils
\[
|q(x)| < 1.
\]

Proof. We can estimate
\[
|q(x)| \leq \| \alpha_0 \|_\infty |\sigma_N(x, x_m)| + \sum_{k=1}^{3} \| \alpha_k \|_\infty |X_k^N \sigma_N(x, x_m)| + \| \alpha_0 \|_\infty \sum_{x \neq x_m} |\sigma_N(x, x_j)|
\]
\[
+ \sum_{k=1}^{3} \| \alpha_k \|_\infty \sum_{x \neq x_m} |X_k^N \sigma_N(x, x_j)|. \tag{20}
\]
First assume that there is an \( x_m \), such that \( \omega(x_m^{-1} x) \leq 2.45\pi \). Using the Taylor expansion of the cosine function at zero, we have with Lemma 15
\[
\sigma_N(x, x_m) \geq 1 - \frac{|\tilde{\sigma}_N^{(2)}(0)|}{2} \omega^2 + \frac{|\tilde{\sigma}_N^{(4)}(0)|}{24} \omega^4 - \frac{|\tilde{\sigma}_N^{(6)}(0)|}{6!} \omega^6,
\]
\[
\geq 1 - \frac{1.001}{36} (N + 1)^2 \omega^2 + \frac{0.999}{24 \cdot 120} (N + 1)^4 \omega^4 - \frac{1.011}{6! \cdot 11 \cdot 48} (N + 1)^6 \omega^6.
\]
It can be shown that the polynomial
\[
1 - \frac{1.001}{36} t^2 + \frac{0.999}{24 \cdot 120} t^4 - \frac{1.011}{6! \cdot 11 \cdot 48} t^6
\]
is positive for \( t \in [0, 2.45\pi] \) and therefore
\[
|\sigma_N(x, x_m)| = \sigma_N(x, x_m),
\]
\[
\leq 1 - \frac{|\tilde{\sigma}_N^{(2)}(0)|}{2} \omega^2 + \frac{|\tilde{\sigma}_N^{(4)}(0)|}{24} \omega^4,
\]
\[
\leq 1 - \frac{1.001}{36} (N + 1)^2 \omega^2 + \frac{0.999}{24 \cdot 120} (N + 1)^4 \omega^4. \tag{21}
\]
The r.h.s of (21) is strictly monotonic decreasing for \( \omega \in \left[ \frac{\pi}{2(N+1)}, \frac{t_0}{(N+1)} \right] \) with
\[
t_0 = 2 \sqrt{10 \cdot \frac{1.001}{0.999}}
\]
and strictly increasing for \( \omega \in \left[ \frac{t_0}{(N+1)}, \frac{2.45\pi}{(N+1)} \right] \). Moreover, we can estimate
\[
|X_k^N \sigma_N(x, x_m)| \leq \tilde{c}_N (N + 1) t, \tag{22}
\]
as well as using Lemma 6
\[
\sum_{x \neq x_m} |\sigma_N(x, x_j)| \leq \frac{c_N a \mu}{4b},
\]
\[ \sum_{x_j \neq x_m} |X_k^y \sigma_N(x, x_j)| \leq \frac{c_s a_{1/2} (N + 1)}{2b}, \]

for \( t = (N + 1) \omega \). Inserting the values \( b = 28 \), \( \nu = 36 \) and \( s = 8 \) for the bounds of the coefficients in Lemma 8 results in

\[ |q(x)| \leq 0.96, \quad \text{for } \omega(x_m^{-1} x) \in \left[ \frac{\pi}{2(N + 1)}, \frac{t_0}{(N + 1)} \right], \]

\[ |q(x)| \leq 0.60, \quad \text{for } \omega(x_m^{-1} x) \in \left[ \frac{t_0}{(N + 1)}, \frac{2.45 \pi}{(N + 1)} \right]. \]

If there is a \( x_m \) such that \( \frac{2.45 \pi}{N + 1} \leq \omega(x_m^{-1} x) \leq \frac{18}{N + 1} \), we can estimate in a similar way, but instead of the Taylor expansion we use the asymptotic bounds of Theorem 3, i.e.

\[ |\sigma_N(x, x_m)| \leq \frac{c_{0.8}}{(N + 1)^{8} \omega^8}, \]

\[ |X_k^y \sigma_N(x, x_m)| \leq \frac{c_{1.8}}{(N + 1)^{7} \omega^8}. \]

This results in

\[ |q(x)| \leq 0.99 \]

for \( \frac{2.45 \pi}{N + 1} \leq \omega(x_m^{-1} x) \leq \frac{18}{N + 1} \).

In the case \( \omega(x_j^{-1} x) \geq \frac{18}{(N + 1)} \) for all \( x_j \), we derive with Lemma 8 and estimations similar to those of Lemma 6

\[ |q(x)| \leq \|\alpha_0\|_\infty \sum_{x_j} |\sigma_N(x, x_j)| + \sum_{k=1}^{3} \|\alpha_k\|_\infty \sum_{x_j} |X_k^y \sigma_N(x, x_j)|, \]

\[ \leq \frac{c_s a_{1/2}}{4(b - 3) - c_s} \leq 0.032. \]

\[ \square \]

5 Conclusion and Outlook

In this paper, we have shown that under a separation condition on the support of a sum of Dirac measures this measure is the unique solution of the minimization problem (2). Given moments with respect to Wigner D-functions up to order \( N \), the sought measure is the unique minimizer if the support set obeys a minimal separation of \( \frac{36}{N + 1} \), as long as \( N \geq 20 \). We expect, that this factor is not optimal.
The proof of the uniqueness follows the work of Candés and Fernandez-Granda [10] and Bendory et.al. [4] and seems to be a quite general idea of constructing a dual certificate. Nevertheless, the actual construction heavily depends on precise localization estimates for 'polynomial' interpolation kernels and its derivatives, which have to be verified in a given setting. Moreover we would like to point out, that this is only one way to construct a dual certificate. A different construction, that involves algebraic techniques, was shown by von der Ohe et.al. in [22] for Fourier coefficients on the $d$–dimensional Torus and in [21] for spherical harmonic coefficients on the $d$–dimensional sphere.

This work focussed on the theoretical recovery of the sought measure as the unique solution of the minimization problem (2). The actual computation of the solution, i.e. turning the infinite-dimensional minimization (2) into a tractable problem, is beyond the scope of this paper and will be part of future work.

## A Localized Trigonometric Polynomials

In [24] and also in [23] it was shown that a trigonometric polynomial of the form

$$\sum_{k=-N}^{N} g \left( \frac{k}{2(N+1)} \right) e^{ikt}$$

obeys a localization property, as long as the function $g$ is sufficiently smooth with derivatives of bounded variation. The variation of a function $f$ defined on $[-\frac{1}{2}, \frac{1}{2}]$ is given by

$$|f|_V := \sup \left\{ \sum_{i=1}^{n-1} |f(t_{i+1}) - f(t_i)| \right\},$$

where the supremum is taken over all partitions $(t_i)_{i=1}^{n}$ of the interval $[-\frac{1}{2}, \frac{1}{2}]$. The space of $(s-1)$-times differentiable functions $g$ with compact support in $[-\frac{1}{2}, \frac{1}{2}]$, such that $|g^{(s-1)}|_V < \infty$, will be denoted as $BV_0^{s-1}([-\frac{1}{2}, \frac{1}{2}])$. Equipped with these definitions we have for $g \in BV_0^{s-1}([-\frac{1}{2}, \frac{1}{2}])$, see [23, Lemma 3.2],

$$\left| \sum_{k=-N}^{N} g \left( \frac{k}{2(N+1)} \right) e^{ikt} \right| \leq \frac{(2^s - 1)\zeta(s)|g^{(s-1)}|_V}{(4(N+1))^{s-1}|t|^s}, \quad (23)$$

for $t \in (0, \pi]$ with $N \geq s - 1 \geq 1$. Here $\zeta(s) = \sum_{k=1}^{\infty} \frac{1}{k^s}$ denotes the Riemannian zeta function.
In addition for positive \( g \in BV_{0}^{s-1}([-\frac{1}{2}, \frac{1}{2}]) \) one has the bounds, see [23, Lemma 3.2].

\[
\left( \|g\|_{1} - \frac{2\zeta(s)}{(2N\pi)^{s}} |g^{(s-1)}|_{V} \right) \leq \|g\|_{1, N} \leq \left( \|g\|_{1} + \frac{2\zeta(s)}{(2N\pi)^{s}} |g^{(s-1)}|_{V} \right).
\]

This leads to explicit constants for localization results of the trigonometric polynomial

\[
\tilde{\sigma}_{N}(t) = \frac{1}{\|g\|_{1, N}} \sum_{k=-N}^{N} g \left( \frac{k}{2(N+1)} \right) e^{ikt},
\]

as long as one can compute the \( L^1 \)–norm of the filter function and the total variation of its \((s-1)\)-th derivative.

The \( l \)–th derivative is given by

\[
\tilde{\sigma}_{N}^{(l)}(t) = \frac{(2(N+1)i)^{l}}{\|g\|_{1, N}} \sum_{k=-N}^{N} \left( \frac{k}{2(N+1)} \right)^{l} g \left( \frac{k}{2(N+1)} \right) e^{ikt}.
\]

Thus, to achieve an analog localization result for the derivatives, we have to estimate the total variation of the function \((z^{l}g_{s}(z))^{(s-1)}\). In view of

\[
(z^{l}g(z))^{(s-1)} = \sum_{n=0}^{l} \binom{s-1}{n} (z^{l})^{(n)} g^{(s-1-n)},
\]

and

\[
|uv|_{V} \leq \|u\|_{\infty} |v|_{V} + \|v\|_{\infty} |u|_{V},
\]

for two functions \( u \) and \( v \) we get for \( l \leq s-1 \)

\[
|(z^{l}g(z))^{(s-1)}|_{V} \leq \sum_{n=0}^{l} \frac{l!}{(l-n)!} \binom{s-1}{n} \left( \|z^{l-n}\|_{\infty} |g^{(s-1-n)}|_{V} + \|g^{(s-1-n)}\|_{\infty} |z^{l-n}|_{V} \right).
\]

Since \( \|z^{l-n}\|_{\infty} = \frac{1}{2^{l-n}} \) and \( |z^{l-n}|_{V} = \frac{1}{2^{l-n}} \) for \( n < l \) we have

\[
|(z^{l}g(z))^{(s-1)}|_{V} \leq \sum_{n=0}^{l-1} \frac{l!}{(l-n)!} \binom{s-1}{n} \frac{1}{2^{l-n}} \left( \|g^{(s-1-n)}|_{V} + 2\|g^{(s-1-n)}\|_{\infty} \right)
\]

\[
+ l! \binom{s-1}{l} |g^{(s-1-l)}|_{V}.
\]

(25)
To be able to compute the corresponding norms and variations we will choose a specific kernel. We seek for a \((s - 1)\)-smooth function, whose \((s - 1)\)-th derivative has small total variation. This leads to functions, whose \((s - 1)\)-th derivative is piecewise constant. One way to construct such a function is to use a B-spline function of order \(s - 1\), see e.g. [15]. We will use the so called perfect B-spline of order \(s - 1\) as filter function, since in this case \(|g^{(s-1)}(x)| = 1\). This function is given by

\[
g_{s-1}(x) = \frac{(-1)^{s-1}}{(s-2)!} \int_{-1}^{x} \sum_{k=0}^{s-1} (-1)^{k} \chi_{((k+1)/s),((k/s))}(t)(x-t)^{s-2}dt. \tag{26}
\]

**Proposition 12.** [7, Sec. 6.1] We have for \(s \in \mathbb{N}\) that the function \(g_{s-1}\) given in (26) is a spline of order \(s - 1\) with support \([-1, 1]\) and \(\|g_{s-1}\|_1 = (s-1)!2^{s-2}\). Moreover we have for all \(n \leq s - 1\) the identity

\[
g^{(n)}_{s-1}(x) = f_{s-1-n}(x),
\]

where

\[
f_0(x) = (-1)^{s-1} \text{sign}(U_{s-1}(x)), \quad f_k(x) = \int_{-1}^{x} f_{k-1}(t)dt, \quad k > 0,
\]

with the explicit representation for \(k > 0\),

\[
f_k(x) = \frac{(-1)^{s-1}}{(k-1)!} \int_{-1}^{x} (x-t)^{k-1} \text{sign}(U_{s-1}(t))dt. \tag{27}
\]

Here \(U_{s-1}\) denotes the Chebychev polynomial of the second kind of order \(s - 1\).

The scaled function

\[
\tilde{g}_{s-1}(x) = g_{s-1}(2x).
\]

has its support in \([-\frac{1}{2}, \frac{1}{2}]\) and we have \(\tilde{g}_{s-1} \in BV_{0}^{s-1}[[-\frac{1}{2}, \frac{1}{2}]\). We define the kernel by

\[
\tilde{\sigma}_N(t) = \frac{1}{\|g_s\|_{1,N}} \sum_{k=-N}^{N} \tilde{g}_{s-1} \left( \frac{k}{2(N+1)} \right) e^{ikt}.
\]
**Lemma 13.** For \( s \in 2\mathbb{N}, s \geq 6 \) we have

\[
\begin{align*}
|\tilde{g}_{s-1}^{(s-1)}|_V &= 2^s, \quad \|\tilde{g}_{s-1}^{(s-1)}\|_\infty = 2^{s-1} \\
|\tilde{g}_{s-1}^{(s-2)}|_V &= 2^{s-1}, \quad \|\tilde{g}_{s-1}^{(s-2)}\|_\infty = 2^{s-2} \tan \left( \frac{\pi}{2s} \right) \\
|\tilde{g}_{s-1}^{(s-3)}|_V &= 2^{s-4} \tan^2 \left( \frac{\pi}{2s} \right), \quad \|\tilde{g}_{s-1}^{(s-3)}\|_\infty = 2^{s-4} \tan^2 \left( \frac{\pi}{2s} \right) \\
|\tilde{g}_{s-1}^{(s-4)}|_V &\leq 2^{s-4} \tan^2 \left( \frac{\pi}{2s} \right), \quad \|\tilde{g}_{s-1}^{(s-4)}\|_\infty = 2^{s-4} \frac{3 \sin^2 \left( \frac{\pi}{2s} \right) \tan \left( \frac{\pi}{2s} \right)}{2 \cos \left( \frac{\pi}{s} \right) - 1}, \\
|\tilde{g}_{s-1}^{(s-5)}|_V &\leq 2^{s-4} \frac{3 \sin^2 \left( \frac{\pi}{2s} \right) \tan \left( \frac{\pi}{2s} \right)}{2 \cos \left( \frac{\pi}{s} \right) - 1}.
\end{align*}
\]

In the case \( s = 8 \) we have in addition

\[
\|\tilde{g}_7^{(j)}\|_\infty \leq \frac{4^j}{2^5(6-j)!}, \quad |\tilde{g}_7^{(j-1)}|_V \leq \frac{4^j}{2^4(6-j)!}, \quad j = 1, 2, 3.
\]

**Proof.** First observe that we have for \( 0 \leq n \leq 3 \)

\[
|\tilde{g}_{s-1}^{(s-1-n)}|_V = 2^{(s-1-n)}|g_{s-1}^{(s-1-n)}|_V, \quad \|\tilde{g}_{s-1}^{(s-1-n)}\|_\infty = 2^{(s-1-n)} \|g_{s-1}^{(s-1-n)}\|_\infty.
\]

By Proposition 12 we have that \( g_{s-1}^{(s-1-n)} = f_n \). For \( n = 0 \) this means that

\[ g_{s-1}^{(s-1)} = f_0(x) = (-1)^{s-1} \text{sign}(U_{s-1}(x)) \]

and since \( U_{s-1}(x) \) has \( s-1 \) zeros in the interval \((-1, 1)\) and is not equal to zero for \( x = 1, -1 \) we have that

\[ |g_{s-1}^{(s-1)}| = |f_0|_V = 2s, \quad \|g_{s-1}^{(s-1)}\|_\infty = \|f_0\|_\infty = 1. \tag{28} \]

For \( n = 1 \) the total variation of \( f_1 \) is given by

\[
|f_1|_V = \sup \left( \sum_i |f_1(x_{i+1}) - f_1(x_i)| \right) = \sup \left( \sum_i \left| \int_{x_i}^{x_{i+1}} f_0(t) \, dt \right| \right) \leq 2, \tag{29}
\]

where the supremum is taken over all partitions of \([-1, 1]\). Actually choosing as partition the sequence of zeros of \( U_s \) shows that \( |g_{s-1}^{(s-2)}|_V = 2 \). Moreover we have the representation

\[ f_1(x) = \sum_{k=0}^{s-1} (-1)^k \chi \left( \cos \left( \frac{(s-k)\pi x}{s} \right), \cos \left( \frac{(s-k-1)\pi x}{s} \right) \right) \tag{30} \]
\[
\cdot \left( x - \cos \left( \frac{(s - k)\pi}{s} \right) - \tan \left( \frac{\pi}{2s} \right) \sin \left( \frac{\pi k}{s} \right) \right),
\]
which shows
\[
\|g_{s-1}^{(s-2)}\|_{\infty} = \|f_1\|_{\infty} = |f_1(0)| = \tan \left( \frac{\pi}{2s} \right).
\]
Since \(f_2\) is continuously differentiable with \(f_2' = f_1\) we have
\[
|f_2|_V = \int_{-1}^{1} |f_2'(t)| dt = \int_{-1}^{1} |f_1(t)| dt.
\]
Using the representation (30) of \(f_1\) a lengthy calculation shows
\[
|g_{s-1}^{(s-3)}|_V = |f_2|_V = \frac{s}{2} \tan^2 \left( \frac{\pi}{2s} \right).
\]
For \(n = 2\) we have the representation
\[
f_2(x) = \sum_{k=0}^{s-1} (-1)^k \chi \left( \cos \left( \frac{(s-k)\pi}{s} \right), \cos \left( \frac{(s-k-1)\pi}{s} \right) \right)(x)
\]
\[
\cdot \frac{1}{2} \left( x^2 + 2 \left( \cos \left( \frac{k\pi}{s} \right) - \tan \left( \frac{\pi}{2s} \right) \sin \left( \frac{\pi k}{s} \right) \right) x \right.
\]
\[
+ \frac{1}{2} \left( 1 + \cos \left( \frac{2\pi k}{s} \right) - \sin \left( \frac{2\pi k}{s} \right) \tan \left( \frac{\pi}{s} \right) \right).\]
\]
Since the local extrema of \(f_2\) are the zeros of \(f_1\), which are given by
\[
\tan \left( \frac{\pi}{2s} \right) \sin \left( \frac{\pi k}{s} \right) - \cos \left( \frac{k\pi}{s} \right).
\]
A lengthy calculation shows that the absolute values at these points are given by
\[
\frac{1}{4} \tan^2 \left( \frac{\pi}{2s} \right) \left( 1 - \frac{\cos \left( \frac{2k+1}{s} \pi \right)}{\cos \left( \frac{\pi}{s} \right)} \right)
\]
which becomes maximal for \(k = \frac{s}{2} - 1\). Since
\[
|f_3|_V = \int_{-1}^{1} |f_3'(t)| dt = \int_{-1}^{1} |f_2(t)| dt,
\]
we get immediately \(|f_3|_V \leq \tan^2 \left( \frac{\pi}{2s} \right)\). In the same way we can derive a piecewise representation of \(f_3\) and plug in the zeros of \(f_2\). A lengthy calculation for this shows
\[
\|g_{s-1}^{(s-4)}\|_{\infty} = \|f_3\|_{\infty} = |f(0)| = \frac{1}{24} \left( \tan \left( \frac{3\pi}{2s} \right) - 3 \tan \left( \frac{\pi}{2s} \right) \right) = \frac{3\sin^2 \left( \frac{\pi}{2s} \right) \tan \left( \frac{\pi}{2s} \right)}{2 \cos \left( \frac{\pi}{s} \right) - 1},
\]
36
and again $|g_{s-1}^{(s-5)}|_V \leq 2\|f_3\|_\infty$.

For the case $s = 8$ we use the bound

$$\|g_{s-1}^{(j)}\|_\infty \leq \frac{2^{j+1}}{2^{s-2} (s-j-2)!},$$

see [28, Thm. 4.36] with a different normalization of the spline and again $|g_{s-1}^{(j)}|_V \leq 2\|g_{s-1}^{(j)}\|_\infty$.

\[ \square \]

**Theorem 14.** Let $s \geq 6$, $s \in 2\mathbb{N}$ and $N \geq 2s$. Using the scaled perfect B-spline $\tilde{g}_{s-1}$ as filter function leads to localization estimates for the kernel $\tilde{\sigma}_N$ and it’s derivatives up to order 3, i.e. for $t \in [-\pi, \pi] \setminus \{0\}$ we have

$$|\tilde{\sigma}_N^{(l)}(t)| \leq \frac{c_{l,s}}{(N+1)^{s-l}|t|^s}, \quad l = 0, \ldots, 3, \quad (32)$$

where the constants are given by

$$c_{0,s} = 1.02 \cdot (s-1)! \cdot 2^s \cdot s,$$
$$c_{1,s} = 1.02 \cdot (s-1)! \cdot 2^s \cdot 2s,$$
$$c_{2,s} = 1.02 \cdot (s-1)! \cdot 2^s \cdot (4s+1),$$
$$c_{3,s} = 1.02 \cdot (s-1)! \cdot 2^s \cdot (9s-2).$$

**Proof.** The kernel and it’s derivatives up to order 3 are given by

$$\tilde{\sigma}_N^{(l)}(t) = \frac{(2(N+1)i)^l}{\|\tilde{g}_{s-1}\|_{1,N}} \sum_{k=-N}^{N} \left( \frac{k}{2(N+1)} \right)^l \tilde{g}_{s-1} \left( \frac{k}{2(N+1)} \right) e^{ikt}, \quad l = 0, \ldots, 3.$$ 

In view of Proposition [12] and Lemma [13] $\|\tilde{g}_{s-1}\|_1 = \frac{1}{2} \|g_{s-1}\|_1 = \frac{1}{(s-1)!2^{s-1}}$ and $|\tilde{g}_{s-1}^{(s-1)}|_V = 2^s s$. Thus by the estimation (24) we can bound the discrete norm $\|\tilde{\sigma}_N^{(l)}\|_{1,N}$ from below by

$$\|\tilde{g}_{s-1}\|_{1,N} \geq \frac{N+1}{2^{s-2}} \left( \frac{1}{(s-1)!} - \frac{\zeta(s)s}{(\pi s)^s} \right). \quad (33)$$

Combining this with the localization estimate (23) yields

$$|\tilde{\sigma}_N^{(l)}(t)| \leq \frac{(2(N+1)i)^l(2^{s-1})\zeta(s)}{4^{s-1}(N+1)^{s-1}|t|^s} |(z\tilde{g}_{s-1})^{(s-1)}|_V \frac{2^{s}}{4(N+1) \left( \frac{1}{(s-1)!} - \frac{\zeta(s)s}{(\pi s)^s} \right)},$$
\[
\begin{aligned}
&= 2\ell |(z^T \tilde{g}_{s-1})^{(s-1)}|_V \frac{(2^s - 1)\zeta(s)}{(N + 1)^{s-\ell}|t|^s} \left( \frac{1}{(s-1)!} - \frac{\zeta(s)}{(\pi s)^s} \right), \\
&= 2\ell |(z^T \tilde{g}_{s-1})^{(s-1)}|_V \frac{(s-1)!}{(N + 1)^{s-\ell}|t|^s} \left( \frac{1}{\zeta(s)} - \frac{s(s-1)!}{(\pi s)^s} \right).
\end{aligned}
\]

Now observe that the sequences \(\frac{1}{\zeta(s)}\) and \(-\frac{s(s-1)!}{(\pi s)^s}\) are monotonically increasing in \(s\). This means we can bound them from below by the first possible value for \(s\), that is \(s = 6\). This gives the upper bound

\[
\frac{1}{\zeta(s)} - \frac{s(s-1)!}{(\pi s)^s} \leq \frac{1}{\zeta(6)} - \frac{6!}{(\pi 6)^6} \leq 1.02,
\]

which results in

\[
|\tilde{\sigma}_N^{(l)}(t)| \leq \frac{1.02(s-1)!2\ell |(z^T \tilde{g}_{s-1})^{(s-1)}|_V}{(N + 1)^{s-\ell}|t|^s}.
\]

Using the inequality \((25)\) for the variation of the derivative of the products together with Lemma \([13]\) and the estimation \(\tan\left(\frac{\pi}{2s}\right) \leq \frac{2}{s}\) for \(s \geq 6\) yields

\[
|z^T \tilde{g}_{s-1}(z)| V \leq 2^s s, \\
|z^2 \tilde{g}_{s-1}(z)| V \leq 2^{s-2} (4s + 1), \\
|z^3 \tilde{g}_{s-1}(z)| V \leq 2^{s-3} (9s - 2),
\]

and therefore the constants. \(\Box\)

In view of the constants appearing in the previous Theorem, the bounds are only meaningful if \(\omega\) is well separated from zero. For values of \(\omega\) close to zero we will use different bounds derived from series expansion around zero. For this purpose we need upper and lower bounds for the values of the second and fourth derivative of \(\tilde{\sigma}_N\) at zero.

**Lemma 15.** Let \(s \geq 8\), \(s \in 2\mathbb{N}\) and \(N \geq 2s\). Using the scaled perfect B-spline \(\tilde{g}_{s-1}\) as filter function leads to the following bounds

\[
c_s(N + 1)^2 \leq |\tilde{\sigma}_N''(0)| \leq \tilde{c}_s(N + 1)^2,
\]

with

\[
c_s = \frac{0.999}{2(s + 1)}, \quad \tilde{c}_s = \frac{1.001}{2(s + 1)}.
\]
and
\[ d_s(N + 1)^4 \leq |\tilde{\sigma}_N^{(4)}(0)| \leq \tilde{d}_s(N + 1)^4, \]
with
\[ d_s = \frac{3 \cdot 0.999}{4(s + 2)(s + 1)}, \quad \tilde{d}_s = \frac{3 \cdot 1.001}{4(s + 2)(s + 1)}. \]

In the case \( s = 8 \) we have for \( N \geq 20 \)
\[ |\tilde{\sigma}_N^{(6)}(0)| \leq 1.011 \cdot \frac{15}{8} \cdot \frac{8!}{11!} \cdot (N + 1)^6. \]  

(34)

**Proof.** We have for \( m \in \mathbb{N} \)
\[ |\tilde{\sigma}_N^{(2m)}(0)| = \frac{(2(N + 1))^{2m}}{\|\tilde{g}_{s-1}\|_{1,N}} \sum_{k=-N}^{N} \left( \frac{k}{2(N + 1)} \right)^{2m} \tilde{g}_{s-1} \left( \frac{k}{2(N + 1)} \right). \]

To estimate the expressions
\[ \|z^{2m}\tilde{g}_{s-1}(z)\|_{1,N} = \sum_{k=-N}^{N} \left( \frac{k}{2(N + 1)} \right)^{2m} \tilde{g}_{s-1} \left( \frac{k}{2(N + 1)} \right), \]
using inequality (24) we have to calculate the \( L^1 \)-norm of the function \( z^{2m}\tilde{g}_{s-1} \) on \([-\frac{1}{2}, \frac{1}{2}]\). By Proposition 12 we have \( g_{s-1}(x) = f_{s-1}(x) \) and integration by parts shows
\[ \int_{-\frac{1}{2}}^{\frac{1}{2}} x^{2m}\tilde{g}_{s-1}(x)\,dx = \frac{1}{2^{2m+1}} \sum_{l=0}^{2m} (-1)^l \frac{(2m)!}{(2m - l)!} f_{s+l}(1). \]

Now we use a specific orthogonality relation for Chebyshev polynomials of the second type, see e.g. [7]. For each polynomial \( p \) of maximal degree \( s - 2 \) we have
\[ \int_{-1}^{1} p(t) \text{sign}(U_{s-1}(t))\,dt = 0, \]
and for \( m \in \mathbb{N} \)
\[ \int_{-1}^{1} t^{s+2m} \text{sign}(U_{s-1}(t))\,dt = 0 \]
since the functions \( t^{s+2m} \text{sign}(U_{s-1}(t)) \) are always odd. Moreover we can calculate
\[ \int_{-1}^{1} t^{s+2m-1} \text{sign}(U_{s-1}(t))\,dt = \int_{-1}^{1} t^{s+2m-1} \sum_{k=0}^{s-1} (-1)^k \chi_{(\cos(\frac{k+1}{2}s), \cos(\frac{k+1}{2}s))}(t)\,dt, \]
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\[
\sum_{k=1}^{s-1} (-1)^k \cos^{s+2} \left( \frac{k}{s} \pi \right) = \frac{s}{2s+2m-1} \left( \frac{s+2m}{m} \right) - 1
\]

we have

\[
\int_{-1}^{1} t^{s+2m-1} \text{sign} (U_{s-1}(t)) dt = \frac{s \cdot (s+2m-1)!}{2s+2m-2 \cdot m! \cdot (s+m)!}.
\]

Thus, using the explicit representation \((27)\) of the \(f_k\) yields

\[
f_{s+l}(1) = \frac{1}{(s-1)!2^{s-2} \sum_{r=0}^{\frac{l}{2}} \frac{1}{(l-2r)!} \frac{1}{4^r \cdot r! \cdot (s+r)!}} \quad \text{for } l \text{ even},
\]

\[
f_{s+l}(1) = \frac{1}{(s-1)!2^{s-2} \sum_{r=0}^{\frac{l-1}{2}} \frac{1}{(l-2r)!} \frac{1}{4^r \cdot r! \cdot (s+r)!}} \quad \text{for } l \text{ odd}.
\]

Using this we can derive

\[
\| z^{2m} g_{s-1}(z) \|_1 = \frac{(2m)! \cdot s}{m! \cdot 2s+2m-1(s+m)!},
\]

Together we get by applying inequality \((24)\)

\[
|\sigma''_N(0)| = (2(N + 1))^2 \left\| z^2 g_{s-1}(z) \right\|_{1,N} \|ar{g}_{s-1}\|_{1,N},
\]

\[
\geq (2(N + 1))^2 \left( \left\| z^2 g_{s-1}(z) \right\|_1 - \frac{2 \zeta(s)}{4\pi s} (z^2 g_{s-1}(z))^{(s-1)} |V| \right),
\]

\[
\geq \frac{(2(N + 1))^2 \left( 1 - 2(s+1)(s-1)! \frac{\zeta(s)}{(4\pi s)^s} (4s + 1) \right)}{8(s+1)} 1 + s! \frac{\zeta(s)}{(4\pi s)^s}.
\]

(35)

We can bound the second quotient in \((35)\) from below by its value at \(s = 8\), i.e

\[
\frac{1 - 2(s+1)(s-1)! \frac{\zeta(s)}{(4\pi s)^s} (4s + 1)}{1 + s! \frac{\zeta(s)}{(4\pi s)^s}} \geq \frac{1 - \frac{25}{4 \cdot 3^5 \cdot 2^9}}{1 + \frac{1}{35 \cdot 3^8 \cdot 2^9}} \geq 0.999.
\]
Using the same argument we can bound from above
\[ |\tilde{\sigma}'(0)| \leq \frac{(2(N + 1))^2}{8(s + 1)} \frac{1 + 2(s + 1)(s - 1)!}{1 - s!} \frac{\zeta(s)(4s + 1)}{\pi^s}, \]
\[ \leq \frac{1.001}{2(s + 1)} (N + 1)^2. \]

By Lemma 13 and the inequality (25) as well as \( \sin \left( \frac{\pi}{2s} \right) \leq \frac{\pi}{2s} \) and \( \cos \left( \frac{\pi}{2s} \right) \geq \frac{3}{4} \) we have
\[ |(z^4 \tilde{g}_{s-1}(z))^{(s-1)}|_V \leq 2^{s-4}(35s - 19) \]
and therefore with the same argumentation as before
\[ |\tilde{\sigma}'(0)| \leq \frac{3(N + 1)^4}{4(s + 2)(s + 1)} \frac{1 + 4 \zeta(s+2)(35s - 19)}{1 - \frac{\zeta(s+2)}{(\pi^s)^{s+2}}}, \]
\[ \leq \frac{3(N + 1)^4}{4(s + 2)(s + 1)} 1.001, \]

and
\[ |\tilde{\sigma}'(0)| \geq \frac{3(N + 1)^4}{4(s + 2)(s + 1)} 0.999. \]

In the case \( s = 8 \) we have again by using Lemma 13 and the inequality (25)
\[ |(z^6 \tilde{g}_7(z))^{(7)}|_V \leq 5.0896 \cdot 10^3. \]

Using the same argument as before shows
\[ |\tilde{\sigma}'(0)| \leq 1.011 \cdot \frac{15}{8} \cdot \frac{s!}{(s + 3)!} \cdot (N + 1)^6 = 1.011 \cdot \frac{15}{8} \cdot \frac{8!}{11!} \cdot (N + 1)^6. \]

\[ \square \]

B Proofs

B.1 Proof of Lemma 4

**Proof.** The proof works in the same way as the proof of Theorem 3. First the derivatives are calculated directly via the product rule, then the according terms are grouped together in the right way, and an estimation is shown. For abbreviation we suppress the dependence on \( x, y \) in the following. By the product rule we have
\[ X_i^x X_i^y X_k^y \sigma_N = -X_i^x X_i^y e_k \tilde{\sigma}_N - (2e_i X_i^x e_k + e_k X_i^x e_i) \tilde{\sigma}_N'' - e_i^2 e_k \tilde{\sigma}'''. \]
Suppose we have
\[ X_i x_i e_k = -e_i e_k \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_j}{2}, \]
see (7), then the factor in front of \( \tilde{\sigma}'_N \) is calculated as
\[ X_i x_i X_i x_i e_k = \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right)^2 \left( e_i^2 e_k - (1 - e_i^2) e_k \right) + \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \left( e_i^2 e_k \right) e_j \pm \frac{e_k}{4}, \]
and the factor in front of \( \tilde{\sigma}''_N \) as
\[ (2 e_i X_i e_k + e_k X_i e_i) = \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) (-2 e_i^2 e_k + e_k(1 - e_i^2)) \pm e_i e_j. \]
This means
\[ X_i x_i X_i x_i X_i y_k e_N = \left( 3 e_k e_i^2 - e_k \right) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm e_i e_j \right) \tilde{\sigma}''_N(\omega) \]
\[ + \left( 2 e_k e_i^2 - e_k \right) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right)^2 - e_k e_i^2 \left( \frac{1 + \cos(\omega)}{2 \sin^2(\omega)} \right) \]
\[ \pm e_i e_j \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_k}{4} \right) \tilde{\sigma}'_N(\omega) \]
\[ - e_i^2 e_k \tilde{\sigma}''_N. \] (37)
Therefore, by again using (8), we have for \( \omega \in \left( \frac{\pi}{2(N + 1)} \right), \frac{\pi}{2} \]
\[ |X_i x_i X_i x_i X_i y_k e_N| \leq \left( |3 e_k e_i^2 - e_k|(N + 1) + |e_i e_j| \right) |\tilde{\sigma}''_N| + |e_i e_k||\tilde{\sigma}''_N| \]
\[ + \left( |e_k e_i^2 \cos(\omega) - e_k \left( \frac{1 + \cos(\omega)}{2} \right) |(N + 1)^2 \right) \]
\[ + |e_i e_j|(N + 1) + \frac{|e_k|}{4} \right) \tilde{\sigma}'_N| \]
Now we use that \( |3 e_k e_i^2 - e_k| \leq 1, |e_k e_i^2|, |e_i e_k^2| \leq \frac{2}{3\sqrt{3}}, |e_i e_j| \leq \frac{1}{2}, \) and
\[ |e_k e_i^2 \cos(\omega) - e_k \left( \frac{1 + \cos(\omega)}{2} \right) | \leq 1, \]
to derive for $N \geq 2s \geq 12$

$$|X_i^x X_i^y X_k^y \sigma_N| \leq (N + 1)1.04|\tilde{\sigma}_N'| + \frac{2}{3\sqrt{3}}|\tilde{\sigma}_N''| + (N + 1)^21.04|\tilde{\sigma}_N'|.$$  

With Theorem 14 and the observation that

$$c^2 = 4s + 1 \quad c^3 = 9s - 2 \leq \frac{1}{4},$$

we have

$$|X_i^x X_i^y X_k^y \sigma_N(x, y)| \leq \frac{1.2 \cdot c^3}{(N + 1)^{s-3} \omega(y^{-1}, x)^s}.$$  

In the case $k = i$, we calculate

\begin{align*}
X_i^x X_i^x X_i^y \sigma_N &= -3e_i (1 - e_i^2) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}_N''(\omega) + 2e_i (1 - e_i^2) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right)^2 \tilde{\sigma}_N'(\omega) \\
&+ e_i (1 - e_i^2) \left( \frac{1 + \cos(\omega)}{2 \sin^2(\omega)} \right) \tilde{\sigma}_N'(\omega) - e_i^3 \tilde{\sigma}_N''(\omega),
\end{align*}

which yields

$$\begin{align*}
|X_i^x X_i^x X_i^y \sigma_N| &\leq 3|e_i (1 - e_i^2)|(N + 1) \left( |\tilde{\sigma}_N''| + (N + 1)^2|\tilde{\sigma}_N'| \right) + |e_i^3||\tilde{\sigma}_N''|, \\
&\leq \frac{1}{(N + 1)^{s-3} \omega^s} |e_i| \left( 3(1 - e_i^2) (c^2 + c^3, s) + e_i^2 c^3, s \right), \\
&\leq \frac{c^3}{(N + 1)^{s-3} \omega^s} |e_i| (2.25 - 1.25e_i^2) \leq \frac{1.2 \cdot c^3}{(N + 1)^{s-3} \omega^s}.
\end{align*}$$

This shows the estimate for the on-diagonal entries of the Hessian. For the off-diagonal entries observe, that we have for $n \neq j, i$ the following sign combination

$$X_i^x e_n = -e_i e_n \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_j}{2},$$

$$X_j^x e_n = -e_j e_n \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_i}{2},$$

$$X_j^x e_i = -e_j e_i \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_n}{2}.$$  

This gives

$$X_i^x X_i^y \sigma_N \pm \frac{1}{2} X_j^x \sigma_N = e_i e_n \left( \tilde{\sigma}_N''(\omega) - \frac{1 + \cos(\omega)}{2 \sin(\omega)} \tilde{\sigma}_N'(\omega) \right)$$
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and therefore, using (8) and Theorem 14,

\[
|X^x_j X^x_n \sigma_N + \frac{1}{2} X^x_j \sigma_N| \leq |e_i e_n| \left( |\tilde{\sigma}''_N(\omega)| + (N + 1)|\tilde{\sigma}'_N(\omega)| \right),
\]

\[
\leq \frac{|e_i e_n|}{(N + 1)^{s-2\omega_8}} (c_{2,s} + c_{1,s}).
\]

Since \( c_{1,s} \leq \frac{1}{2} \) and \( |e_j e_n| \leq \frac{1}{2} \), we have

\[
|X^x_j X^x_n \sigma_N + \frac{1}{2} X^x_j \sigma_N| \leq \frac{c_{2,s}}{(N + 1)^{s-2\omega_8}},
\]

which shows the first inequality. For the second one we calculate

\[
X^x_j X^x_i X^y_n \sigma_N + \frac{1}{2} X^x_j X^y_n \sigma_N = -X^x_j X^x_i e_n \tilde{\sigma}_N(\omega) - (e_j X^x_i e_n + e_n X^x_j e_i + e_i X^x_j e_n) \tilde{\sigma}_N''(\omega)
\]

\[
- e_i e_j e_n \tilde{\sigma}_N''(\omega) + \frac{1}{2} \left( -X^x_i e_n \tilde{\sigma}_N''(\omega) - e_n^2 \tilde{\sigma}_N''(\omega) \right),
\]

\[
= -X^x_j X^x_i e_n \tilde{\sigma}_N'(\omega) - (e_j X^x_i e_n + e_n X^x_j e_i + e_i X^x_j e_n) \tilde{\sigma}_N''(\omega)
\]

\[
- e_i e_j e_n \tilde{\sigma}_N''(\omega) + \frac{1}{2} \left( 1 - e_n^2 \right) \left( \frac{1 + \cos(\omega) + 2\sin(\omega)^2}{2\sin(\omega)} \right) \tilde{\sigma}_N'(\omega) + e_n^2 \tilde{\sigma}_N''(\omega),
\]

with

\[
X^x_j X^x_i e_n = 2e_j e_i e_n \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right)^2 + \frac{e_n^2 + e_j^2 - e_i^2}{2} \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right)
\]

\[
+ \frac{e_i e_j e_n}{\sin(\omega)} \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) + \frac{1}{2} \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right)
\]

and

\[
(e_j X^x_i e_n + e_n X^x_j e_i + e_i X^x_j e_n) = (-3e_i e_n e_j) \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) + \frac{e_n^2 + e_j^2 - e_i^2}{2}.
\]

Putting this together yields

\[
X^x_j X^x_i X^y_n \sigma_N + \frac{1}{2} X^x_j X^y_n \sigma_N = \left( 3e_i e_j e_n \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) + \frac{e_n^2 - e_i^2}{2} \right) \tilde{\sigma}_N''(\omega)
\]

\[
- \left( 2e_i e_j e_n \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) \right)^2 + e_i e_j e_n \left( \frac{1 + \cos(\omega)}{2\sin^2(\omega)} \right)
\]

\[
\pm \frac{e_n^2 - e_i^2}{2} \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) \tilde{\sigma}_N'(\omega) - e_i e_n e_j \tilde{\sigma}_N''(\omega).
\]

(39)
Again using (8), we can estimate

$$|X_j^x X_i^x X_n^y \sigma_N + \frac{1}{2} X_n^x X_n^y \sigma_N| \leq \left( \frac{3|e_i e_j e_n|(N+1) + |e_i^2 - e_j^2|}{2} \right) |\hat{\sigma}''(\omega)|$$

$$+ \left( 3|e_i e_j e_n|(N+1)^2 + \frac{|e_i^2 - e_j^2|}{2} \right) |\hat{\sigma}'(\omega)|$$

$$+ |e_i e_n e_j||\hat{\sigma}'''(\omega)|.$$

With Theorem[14] and $|e_i e_n e_j| \leq \left( \frac{1}{\sqrt{3}} \right)^3 \leq \frac{1}{5}$, as well as $\frac{c_{3.s}}{c_{3.s}} \leq \frac{1}{2}$ and $\frac{c_{4.s}}{c_{4.s}} \leq \frac{1}{4}$, we have for $N \geq 2s \geq 12$

$$|X_j^x X_i^x X_n^y \sigma_N + \frac{1}{2} X_n^x X_n^y \sigma_N| \leq \frac{c_{3.s}}{(N+1)^{s-3} \omega^s}.$$

In the same way one calculates

$$X_j^x X_i^x X_n^y \sigma_N + \frac{1}{2} X_n^x X_n^y \sigma_N = \left( e_j (3e_i^2 - 1) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) e_i e_j \right) \hat{\sigma}''(\omega)$$

$$- \left( 2e_i^2 e_j \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right)^2 + e_j (1 - e_i^2) \left( \frac{1 + \cos(\omega)}{2 \sin^2(\omega)} \right) \right) \hat{\sigma}'(\omega) - e_i e_n e_j \hat{\sigma}'''(\omega),$$

leading to the estimation

$$|X_j^x X_i^x X_n^y \sigma_N + \frac{1}{2} X_n^x X_n^y \sigma_N| \leq \left( |e_j (3e_i^2 - 1)|(N+1) + \frac{|e_i e_j|}{2} \right) |\hat{\sigma}''(\omega)|$$

$$+ \left( |e_j (e_i^2 \cos(\omega) + 1)|(N+1)^2 \right) |\hat{\sigma}'(\omega)|$$

$$+ \frac{|e_i e_n e_j|}{2} (N+1) + \frac{|e_j|}{4} \right) |\hat{\sigma}''(\omega)| + |e_i e_j||\hat{\sigma}'''(\omega)|.$$

We have $|e_j (3e_i^2 - 1)| \leq 1, |e_j (e_i^2 \cos(\omega) + 1)| \leq 1.1, |e_i e_j| \leq \frac{1}{2}, |e_i^2 e_j| \leq \frac{2}{3\sqrt{3}},$

and thus for $N \geq 2s \geq 12$

$$|X_j^x X_i^x X_n^y \sigma_N + \frac{1}{2} X_n^x X_n^y \sigma_N| \leq \frac{1.2 \cdot c_{3.s}}{(N+1)^{s-3} \omega^s}.$$
For the last inequality one finds
\[
X_j^x X_i^x X_j^y \sigma_N = \frac{1}{2} X_i^x X_j^y \sigma_N = \left( e_i (3 e_j^2 - 1) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \mp \frac{e_i e_j}{2} \right) \hat{\sigma}_N''(\omega)
\]
\[
- \left( 2 e_i e_j^2 - e_i \right) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right)^2 + e_i e_j \left( \frac{1 + \cos(\omega)}{2 \sin^2(\omega)} \right)
\]
\[
+ \frac{e_j e_n}{2} \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \hat{\sigma}_N'(\omega) - e_i e_j^2 \hat{\sigma}_N''(\omega).
\]
(41)

Using similar estimations as before, one shows
\[
|X_j^x X_i^x X_j^y \sigma_N = \frac{1}{2} X_i^x X_j^y \sigma_N| \leq 1.2 \cdot c_{3,s} \left( N + 1 \right)^{s - 3} \omega^s.
\]

\[\square\]

B.2 Proof of Lemma 5

**Proof.** Since
\[
X_i^x X_i^x \sigma_N = \frac{1 + \cos(\omega)}{2 \sin(\omega)} (1 - e_i^2) \hat{\sigma}_N'\left( \omega \right) + e_i^2 \hat{\sigma}_N''\left( \omega \right),
\]
where \( \omega = \omega(y^{-1}x) \) again denotes the rotation angle and \( e_i = e_i(y^{-1}x) \) denotes the \( i \)-th component of the rotation axis. We can write
\[
\left( X_i^x X_i^x \sigma_N - \hat{\sigma}_N''(0) \right) = \left( 1 - e_i^2 \right) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \hat{\sigma}_N'(\omega) - \hat{\sigma}_N''(\omega)
\]
\[
+ \left( \hat{\sigma}_N''(\omega) - \hat{\sigma}_N''(0) \right).
\]
(42)
The second term can be estimated using
\[
(1 - \cos(k \omega)) \leq \frac{k^2 \omega^2}{2}, \quad \omega \in [0, \frac{\delta}{N + 1}].
\]
(43)
Therefore, we can estimate using Lemma 15
\[
\left( \hat{\sigma}_N''(\omega) - \hat{\sigma}_N''(0) \right) = \frac{1}{\| \tilde{g}_{s-1} \|_{1,N}} \left( \sum_{k=1}^{N} \tilde{g}_s \left( k \frac{2}{2(N + 1)} \right) k^2 (1 - \cos(k \omega)),
\]
\[
\leq \frac{\omega^2}{2} |\hat{\sigma}_N''(0)| \leq \frac{\tilde{d}_s}{2} (N + 1)^2 \delta^2.
\]
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We show that the first term in (42) is less or equal to zero and bounded in absolute value by the second term. Since
\[
\left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \tilde{\sigma}_N(\omega) - \tilde{\sigma}_N''(\omega) \right) = \frac{2}{\|	ilde{g}_s\|_{L^1[N]}} \sum_{k=1}^{N} \tilde{g}_s \left( \frac{k}{2(N+1)} \right) k^2 \left( \cos(k\omega) - \frac{1 + \cos(\omega)}{2k \sin(\omega)} \sin(k\omega) \right),
\]

it is sufficient to show that for each \(1 \leq k \leq N\)
\[
\left( \cos(k\omega) - \frac{1 + \cos(\omega)}{2k \sin(\omega)} \sin(k\omega) \right) \leq 0, \quad \omega \in \left[0, \frac{\delta}{N+1}\right]. \tag{44}
\]
First observe that the lefthand side in (44) equals zero at \(\omega = 0\). Now we show that the lefthand side is also monotonically decreasing. The derivative is given by
\[
-k \sin(k\omega) + \frac{1}{2} \left( \frac{1 + \cos(\omega)}{\sin(\omega)} \right) \left( \frac{\sin(k\omega)}{k \sin(\omega)} - \cos(k\omega) \right). \tag{45}
\]
To proceed, we show that for each \(1 \leq k \leq N\)
\[
\left( \frac{1 + \cos(\omega)}{\sin(\omega)} \right) \left( \frac{\sin(k\omega)}{k \sin(\omega)} - \cos(k\omega) \right) \leq k \sin(k\omega). \tag{46}
\]
On the interval \([0, \frac{\delta}{N+1}]\) this is equivalent to
\[
k \cos(\omega) - \frac{\cos(k\omega) \sin(\omega)}{\sin(k\omega)} \leq k - \frac{1}{k}. \tag{47}
\]
The function on the left hand side equals \(k - \frac{1}{k}\) for \(\omega = 0\). To get the desired estimate we show that the function on the lefthand side of (47) attains its maximum on the interval \([0, \frac{\delta}{N+1}]\) at \(\omega = 0\). The derivative of the left hand side of (47) is given by
\[
-k \sin(\omega) + \frac{k \sin(\omega)}{\sin^2(k\omega)} - \frac{\cos(k\omega) \cos(\omega)}{\sin(k\omega)} = k \cot(k\omega) \sin(\omega) \left( \frac{\cos(k\omega)}{\sin(k\omega)} - \frac{\cos(\omega)}{k \sin(\omega)} \right).
\]
We have \(\frac{k \sin(\omega)}{\cos(k\omega)} \leq \frac{\sin(k\omega)}{\cos(k\omega)}\), due to the power series representation of the tangent function, and therefore
\[
\left( \frac{\cos(k\omega)}{\sin(k\omega)} - \frac{\cos(\omega)}{k \sin(\omega)} \right) < 0.
\]
This means the function given by the left hand side of (47) is strictly monotonic decreasing on the interval \([0, \frac{\delta}{N+1}]\). Thus it attains its maximum at \(\omega = 0\). Therefore the function in (45) is strictly negative, which implies that the inequality (44) holds.
The first term of (42) can be bounded in absolute value by
\[
\left| \frac{1 + \cos(\omega)}{2\sin(\omega)} \tilde{\sigma}'_N(\omega) - \tilde{\sigma}''_N(\omega) \right| = \frac{2}{\| \tilde{g}_s - 1 \|_{1,N}} \sum_{k=1}^{N} \tilde{g}_s \left( \frac{k}{2(N+1)} \right) k^2 \left| \cos(k\omega) - \frac{1 + \cos(\omega)}{2k\sin(\omega)} \sin(k\omega) \right|.
\]
As seen before in (44) we already know that
\[
\left| \cos(k\omega) - \frac{1 + \cos(\omega)}{2k\sin(\omega)} \sin(k\omega) \right| = \left( \frac{1 + \cos(\omega)}{2k\sin(\omega)} \sin(k\omega) - \cos(k\omega) \right) = \frac{1 + \cos(\omega)}{2k\sin(\omega)} \sin(k\omega) - \cos(k\omega).
\]
Since \(\sin(k\omega) \leq k \sin(\omega)\), we see
\[
\left| \cos(k\omega) - \frac{1 + \cos(\omega)}{2k\sin(\omega)} \sin(k\omega) \right| \leq 1 - \cos(k\omega) \leq \frac{k^2\omega^2}{2}, \quad \omega \in [0, \frac{\delta}{N+1}],
\]
which shows
\[
\left| X_i^x X_i^x \sigma_N - \tilde{\sigma}''(0) \right| \leq \frac{\tilde{d}_s}{2} (N+1)^2 \delta^2.
\]
Moreover,
\[
\left| \frac{1 + \cos(\omega)}{2\sin(\omega)} \tilde{\sigma}'_N(\omega) - \tilde{\sigma}''_N(\omega) \right| \leq \frac{\tilde{d}_s}{2} (N+1)^2 \delta^2, \quad \omega \in [0, \frac{\delta}{N+1}],
\]
(48)
Similarly we have
\[
X_i^x X_i^x \sigma_N + \frac{1}{2} X_j^x \sigma_N = e_i e_n \left( \tilde{\sigma}''_N(\omega) - \frac{1 + \cos(\omega)}{2\sin(\omega)} \tilde{\sigma}'_N(\omega) \right),
\]
which yields, since \(|e_ie_j| \leq \frac{1}{2}\),
\[
\left| X_i^x X_i^y \sigma_N \right| \leq \frac{\tilde{d}_s}{4} (N+1)^2 \delta^2.
\]
For the third mixed derivatives one has in the case \(n \neq i\)
\[
X_i^x X_i^x X_i^y \sigma_N = (2e_n e_i^2 - e_n) \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) \left( \tilde{\sigma}''_N(\omega) - \frac{1 + \cos(\omega)}{2\sin(\omega)} \tilde{\sigma}'_N(\omega) \right)
\]
\[
+ e_n e_i^2 \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) \left( \tilde{\sigma}'_N(\omega) - \tilde{\sigma}_N(\omega) \right)
\]
\[
\pm e_i e_j \left( \frac{1 + \cos(\omega)}{2\sin(\omega)} \right) \left( \tilde{\sigma}_N(\omega) - \tilde{\sigma}''_N(\omega) \right) - e_n^2 \tilde{\sigma}'''_N \pm \frac{e_n}{4} \tilde{\sigma}'_N(\omega),
\]

48
as seen already in (37). Since \( \frac{1 + \cos(\omega)}{2} \leq 1 \), we have
\[
\left( \frac{1 + \cos(\omega)}{\sin(\omega)} \right) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \frac{\sin(k\omega)}{k} - \cos(k\omega) \right) \leq \left( \frac{1 + \cos(\omega)}{\sin(\omega)} \right) \left( \frac{\sin(k\omega)}{k \sin(\omega)} - \cos(k\omega) \right),
\]
\[
\leq k \sin(k\omega),
\]
see (46). Therefore, since \( \frac{1}{2} \left| |2e_1^2 - 1| + 3e_2^2 \right| \leq 1 \),
\[
|X^x_i X^x_i X^y_n \sigma_N| \leq \tilde{d}_s \left( (N + 1)^3 \delta + \frac{1}{4} (N + 1)^2 \delta^2 \right) + \frac{\delta}{4} (N + 1) \delta.
\]
In the case \( n = i \) we have, see (38),
\[
X^x_i X^x_i X^y_i \sigma_N = 2e_i (1 - e_i^2) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}_N(\omega) - \tilde{\sigma}''_N(\omega)
+ e_i (1 - e_i^2) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \frac{\tilde{\sigma}_N(\omega)}{\sin(\omega)} - \tilde{\sigma}''_N(\omega) - e_i^3 \tilde{\sigma}'''_N(\omega).
\]
Using \( \frac{3}{2} |e_i|(1 - e_i^2) + |e_i^3| \leq 1 \), this results in
\[
|X^x_i X^x_i X^y_i \sigma_N| \leq \tilde{d}_s (N + 1)^3 \delta.
\]
Observe that we have for \( n \neq j, i \) the following sign combination
\[
X^x_i e_n = -e_i e_n \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_i}{2},
\]
\[
X^x_j e_n = -e_j e_n \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_j}{2},
\]
\[
X^x_j e_i = -e_j e_i \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \pm \frac{e_i}{2}.
\]
and therefore, as seen in (39),
\[
X^x_j X^x_i X^y_n \sigma_N + \frac{1}{2} X^x_i X^y_n \sigma_N = 2e_i e_j e_n \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \tilde{\sigma}_N(\omega) \right)
+ e_i e_j e_n \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \frac{\tilde{\sigma}_N(\omega)}{\sin(\omega)} - e_i e_j \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}_N(\omega)
+ e_i^2 - e_j^2 \left( \tilde{\sigma}_N(\omega) - \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}_N(\omega) \right),
\]
so we can estimate using (49) together with $|e_i e_n e_j| \leq \left( \frac{1}{\sqrt{3}} \right)^3 \leq \frac{1}{9}$

$$\left| X^x_j X^x_i X^y_n \sigma_N \mp \frac{1}{2} X^x_n X^y_n \sigma_N \right| \leq \tilde{d}_s \left( \frac{1}{2} (N+1)^3 \delta + \frac{1}{4} (N+1)^2 \delta^2 \right) .$$

Similarly, we have, see (40) and (41),

$$X^x_j X^x_i X^y_n \sigma_N \mp \frac{1}{2} X^x_n X^y_n \sigma_N = 2 e_i^2 e_j \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \left( \tilde{\sigma}''(\omega) - \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}'(\omega) \right)$$

$$- e_j (1 - e_i^2) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \left( \tilde{\sigma}''(\omega) - \frac{\tilde{\sigma}'(\omega)}{\sin(\omega)} - e_i e_j \tilde{\sigma}"(\omega) \right)$$

$$\mp e_i e_n \left( \tilde{\sigma}''(\omega) - \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}'(\omega) \right) \mp \frac{e_j}{4} \tilde{\sigma}'(\omega) .$$

and

$$X^x_j X^x_i X^y_j \sigma_N \mp \frac{1}{2} X^x_n X^y_j \sigma_N = (2 e_i e_j - e_i) \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \left( \tilde{\sigma}''(\omega) - \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}'(\omega) \right)$$

$$+ e_i e_j \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \left( \tilde{\sigma}''(\omega) - \tilde{\sigma}'(\omega) \right) - e_i e_j \tilde{\sigma}''(\omega)$$

$$\mp e_n e_j \left( \tilde{\sigma}''(\omega) - \left( \frac{1 + \cos(\omega)}{2 \sin(\omega)} \right) \tilde{\sigma}'(\omega) \right) ,$$

which yields

$$\left| X^x_j X^x_i X^y_n \sigma_N \mp \frac{1}{2} X^x_n X^y_n \sigma_N \right| \leq \tilde{d}_s \left( (N+1)^3 \delta + \frac{1}{8} (N+1)^2 \delta^2 \right) + \frac{c_s}{4} (N+1) \delta ,$$

$$\left| X^x_j X^x_i X^y_j \sigma_N \mp \frac{1}{2} X^x_n X^y_j \sigma_N \right| \leq \tilde{d}_s \left( (N+1)^3 \delta + \frac{1}{8} (N+1)^2 \delta^2 \right) .$$

\[\Box\]
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