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Abstract—We deal with the convergence of the value function of an approximate control problem with uncertain dynamics to the value function of a nonlinear optimal control problem. The assumptions on the dynamics and the costs are rather general and we assume to represent uncertainty in the dynamics by a probability distribution. The proposed framework aims to describe and motivate some model-based Reinforcement Learning algorithms where the model is probabilistic. We also show some numerical experiments which confirm the theoretical results.
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I. INTRODUCTION

Reinforcement Learning (RL) is an important branch of Machine Learning aiming to provide satisfactory policies that an agent can easily implement in an uncertain environment [1]. The agent acquires knowledge (learns) on the environment from its past experience, which is usually represented by series of statistical data, but can also learn while interacting with the system. Optimal control [2], [3] and RL are strongly connected [4], [5], to the point that in [4] the authors write “Reinforcement Learning is direct adaptive optimal control”.

RL algorithms are generally classified in two categories: model-based methods, which build a predictive model of the environment and use it to construct a controller, and model-free methods, which directly learn a policy or a value function by interacting with the environment. Model-free algorithms have shown great performances [6], [7], [8], [9], although they are generally quite expensive to train, especially in terms of sample complexity; this often limits their applications to simulated domains. On the contrary, model-based techniques show a higher sample efficiency [10], [11], which results in faster learning. Furthermore, recent algorithms have managed to limit the model-bias phenomenon by using probabilistic models, which capture the uncertainty of the learned model [10], [12], [13]. In Bayesian Reinforcement Learning (BRL), the dynamics model is updated when new data are available [14]. Finally, the recently used probabilistic model ensembles [15], [16] allowed model-based methods to achieve the same asymptotic performance as state-of-the-art model-free methods, with higher sample efficiency. Thanks to these features, model-based methods seem to be the most suitable for solving complex real-world problems.

In this paper, we consider the class of BRL algorithms for continuous state-action space and we analyze them from the viewpoint of control theory. In particular, we consider nonlinear control systems in which the dynamics is partially known and we assume that the belief on the dynamics that an agent has is represented by a probability distribution \( \pi \) on a space of functions [17]. The task is thus written as an optimal control problem with averaged cost, a kind of formulation that has received a growing interest in the last few years (see e.g. [18], [19], [20]). In probabilistic model-based RL algorithms, this corresponds to the policy improvement step, where the agent seeks to find the best control given a probabilistic model \( \pi \), using a policy search method [10], [12], [16] or MPC [13], [15] or other methods. In the framework we propose, the precision with which \( \pi \) describes the true dynamics improves as soon as the dataset becomes wider. This reflects a situation in BRL where the agent learns on the surrounding environment as far as he gets more experience and updates the dynamics model.

The main objective of the paper concerns a convergence result of the value function \( V_\pi \) of an averaged (with respect to a probability measure \( \pi \)) optimal control problem to the “true value function” \( V \). Here, by true value function we mean the one defined by the optimal control governed by the true underlying dynamics. Roughly speaking, the main result of the paper can be stated as follows: the value function \( V_\pi \) is close to \( V \) as soon as \( \pi \) provides an accurate representation of the true, underlying dynamics. Similar results have been recently obtained for a general Linear Quadratic Regulator problem with finite horizon (see [21]). In the present paper, we will focus our attention on a general, nonlinear optimal control problem over a finite horizon, under globally Lipschitz assumptions on the costs and the controlled dynamics.

In the next section, we present the precise setting of the paper whereas in section III we will state and prove the main result. Section IV is devoted to some numerical tests and section V provides the conclusions and an overview on open questions.

II. PROBLEM FORMULATION

This section aims to propose the nonlinear optimal control framework that we want to solve. Before that, let us introduce some notations which will be used throughout the paper. For vectors \( v \in \mathbb{R}^n \), \( ||v|| \) will denote the Euclidean norm. For continuous functions \( f : D \rightarrow \mathbb{R} \) with \( D \subset \mathbb{R}^n \), the notations \( ||f||_{\infty} \) and \( ||f||_{\infty, K} \) will indicate the sup norm respectively over the function domain \( D \) or over a compact set \( K \subset D \).

Let \( \pi \) and \( \pi' \) be two probability distributions on a compact metric space \((X,d)\). The 1-Wasserstein distance (see [22]) between them is defined as

\[
W_1(\pi, \pi') := \inf_{\gamma \in \Gamma(\pi, \pi')} \int_{X \times X} ||g - f||_{\infty} d\gamma(g,f),
\]
where $\Gamma(\pi, \pi')$ is the collection of all probability measures on $X \times X$ having $\pi$ and $\pi'$ as marginals, $f$ and $g$ are generic elements in $X$ and the symbol $d\gamma$ indicates that the integral is with respect to the measure $\gamma$.

Given a probability space $(\Omega, \mathcal{F}, \pi)$ and a random variable $Y$ on $\Omega$, $E_\pi[Y]$ denotes the expected value of $Y$ with respect to $\pi$.

**A. Problem A: a classical optimal control problem**

Let us consider a classical finite horizon optimal control problem (2), which we will call Problem A. For $0 \leq s < T$, let us consider the controlled dynamics

\[
\begin{aligned}
\dot{x}(t) &= f(x(t), u(t)) & t \in [s, T] \\
x(s) &= x_0,
\end{aligned}
\]

where the nonlinear dynamics $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ is continuous in the pair $(x, u)$ and Lipschitz continuous with respect to $x$, uniformly with respect to $u$. Those conditions guarantee that the Cauchy problem (2) is well-posed, in the sense that for every measurable control $u$ and initial condition $x(s) = x_0 \in \mathbb{R}^n$, there exists a unique solution of (2).

The goal is to minimize the cost functional

\[
J_{s, x_0}[u] := \int_s^T \ell(x(t), u(t)) dt + h(x(T)),
\]

over the class of the admissible controls $\mathcal{U}_s^u = \{u : [s, T] \to U, \text{ measurable} \}$, where $U$ is a closed subset of $\mathbb{R}^m$ and $\ell$ and $h$ are respectively the running cost and the terminal cost, which we require to be Lipschitz continuous with respect to $x$. For each $(s, x_0) \in [0, T] \times \mathbb{R}^n$, the value function and the corresponding optimal control associated to the optimal control problem (2)-(3) are respectively defined as

\[
V(s, x_0) := \inf_{u \in \mathcal{U}_s^u} J_{s, x_0}[u] \quad \text{and} \quad u^*(s, x_0) := \arg \min_{u \in \mathcal{U}_s^u} J_{s, x_0}[u].
\]

**B. Problem B: an optimal control problem with uncertain dynamics**

Let us now introduce another control problem in which the real dynamics $f$ is unknown, meaning that one has merely a partial knowledge on $f$. Such a model uncertainty is captured by a probability distribution on a space of functions $X$ (which $f$ belongs to). More precisely, $X$ is a compact subset of $C^0(\Omega, X)$ with respect to the $|| \cdot ||_\infty$ norm (the Arzela-Ascoli Theorem provides necessary and sufficient conditions for the set $X$ being compact). For $0 \leq s < T$ and every $g \in X$, let us define the dynamical system

\[
\begin{aligned}
\dot{x}^g(t) &= g(x^g(t), u(t)) & t \in [s, T] \\
x^g(s) &= x_0.
\end{aligned}
\]

Given a probability distribution $\pi$ over $X$, one can define a cost functional for Problem B:

\[
J_{\pi, s, x_0}[u] := E_\pi \left[ \int_s^T \ell(x^g(t), u(t)) dt + h(x(T)) \right],
\]

Note that, even if there is a different trajectory $x^g(t)$ for each $g \in X$, the task concerns to look for a single control $u$ to be applied to every system dynamics $g \in X$.

The notions of value function and optimal control are analogous to those given for Problem A:

\[
V_{\pi}(s, x_0) := \inf_{u \in \mathcal{U}_s^u} J_{\pi, s, x_0}[u] \quad \text{and} \quad u_{\pi}^*(s, x_0) := \arg \min_{u \in \mathcal{U}_s^u} J_{\pi, s, x_0}[u].
\]

**Remark II.1.** It is worth pointing out that the theory developed here works both for non-parametric models (e.g. Gaussian processes (10), (13) and for parametric models (e.g. deep neural networks (12), (15), (16))). In the latter case, we are assuming that the support of $\pi$ is a family of functions $\{f_\lambda\}_{\lambda \in \mathcal{F}}$ described by a parameter $\lambda \in \mathcal{F}$, with the dimension $d$ arbitrarily large. $\pi$ can thus be seen as a probability distribution on the parameter space $\mathbb{R}^d$ and is then easier to work with (see, for instance, the numerical tests in section IV).

There are several model-based RL methods that rely on the design of probability distributions representing the belief that an agent has on the environment. In BRL algorithms (10), (12), (13), (15), (16), (14), the probability distribution, which is built upon the data collected while exploring the partially unknown environment, is updated when new experience is gained. In this context, it is reasonable to expect that the newest probability distribution representing the environment will be more accurate than the initial one.

In the framework of our paper, $\pi$ is the probability distribution, i.e. the probabilistic model, which represents the knowledge that the agent has on the environment. Clearly, as the accuracy of $\pi$ increases, one should expect that the value function of Problem B is close (in a sense that will be made precise) to the value function of Problem A. In particular, we will investigate the following questions:

(A) How far is $V_{\pi}$ from $V$?

(B) If $\pi_N \to \delta_f$, then is it true that $V_{\pi_N} \to V$, where $\{\pi_N\}_{N \in \mathbb{N}}$ are the value functions of a sequence of problems of type B, and $\{\pi_N\}_{N \in \mathbb{N}}$ are the respective probability distributions on $X$?

### III. MAIN RESULTS

In this section, we will state and prove the main result of the paper valid for a general family of probability distributions.

**Theorem III.1.** Let us consider two Problems of type B as described in section II-B one with distribution $\pi^N$ and the other with distribution $\pi^\omega$. We make the further assumptions:

(H1) There exists a constant $L_f > 0$ such that

\[
|f(x, u) - f(y, u)| \leq L_f |x - y|
\]

for each $f \in \text{supp}(\pi^\omega)$, $x, y \in \mathbb{R}^n$, $u \in U$;

(H2) The two cost functions $\ell$ and $h$ are Lipschitz continuous in the first argument with constants respectively $L_\ell$ and $L_h$.

Then the following estimate holds:

\[
||V_{\pi^N} - V_{\pi^\omega}||_\infty \leq C(L_f, L_\ell, L_h, T) W_1(\pi^N, \pi^\omega),
\]

where $C(L_f, L_\ell, L_h, T)$ is a constant which depends only on the Lipschitz constants and on $T$, and $W_1(\pi^N, \pi^\omega)$ is the 1-Wasserstein distance defined in (1).
Proof. We divide the proof in three steps.

**STEP 1:** Fix two dynamics \( g \in X \) and \( f \in supp(\pi^\infty) \), an initial condition \( x(s) = x_0 \) with \( s \in [0, T] \) and \( x_0 \in \mathbb{R}^n \) and a control \( u \in \mathbb{U} \). We estimate how far is \( x^f(t) \) from \( x^g(t) \), using Gronwall’s Lemma, for each \( t \in [s, T] \).

Recall that \( x^f(t) \) and \( x^g(t) \) are solutions of the dynamical systems \([4]\):

\[
x^f(t) = x_0 + \int_s^t f(x^f(\tau), u(\tau)) d\tau
\]

\[
x^g(t) = x_0 + \int_s^t g(x^g(\tau), u(\tau)) d\tau
\]

Then we have the following estimate:

\[
|\|x^g(t) - x^f(t)\| \leq \int_s^t \|g(x^g(\tau), u(\tau)) - f(x^f(\tau), u(\tau))\| d\tau
\]

\[
\leq \int_s^t \|g(x^g(\tau), u(\tau)) - f(x^f(\tau), u(\tau))\| d\tau
\]

\[
+ \int_s^t |f(x^g(\tau), u(\tau)) - f(x^f(\tau), u(\tau))| d\tau
\]

\[
\leq (t - s) \|f - g\|_\infty + L_f \int_s^t |x^g(\tau) - x^f(\tau)| d\tau.
\]

Then, by Gronwall’s Lemma,

\[
|\|x^g(t) - x^f(t)\| \leq (t - s) \|f - g\|_\infty e^{L_f(t - s)} \leq t \|f - g\|_\infty e^{L_f t}.
\]

**STEP 2:** Fix an initial condition \( x(s) = x_0 \) with \( s \in [0, T] \) and \( x_0 \in \mathbb{R}^n \) and a control \( u \in \mathbb{U} \). We estimate how far is \( J_{\pi^N}\sigma,\pi_0[u] \) from \( J_{\pi^\infty,s_0}[u] \). To enlighten the notation, we will write

\[
J_{\pi^N}\sigma[u] = J_{\pi^N,s_0}[u] \quad \text{and} \quad J_{\pi^\infty}[u] = J_{\pi^\infty,s_0}[u].
\]

For each \( g \in X \) and \( f \in supp(\pi^\infty) \) it holds

\[
|l(x^g(t), u(t)) - l(x^f(t), u(t))| \leq L_t |x^g(t) - x^f(t)|
\]

\[
\leq L_t \|f - g\|_\infty e^{L_f t}, \quad \text{(8)}
\]

and

\[
|h(x^g(T)) - h(x(T))| \leq L_h T \|f - g\|_\infty e^{L_f T} \quad \text{(9)}
\]

As a property of \( W_1 \), there exists (see Theorem 4.1 on \([22]\)) a distribution \( \gamma^\ast \) on \( X \times \mathbb{X} \) with marginal distributions \( \pi^\infty \) and \( \pi^\ast \) such that

\[
W_1(\pi^\infty, \pi^\ast) = \int_{X \times \mathbb{X}} \|f - g\|_\infty d\gamma^\ast(g, f).
\]

Let \((g(x), f(x))_{x \in \mathbb{R}^n}\) be a continuous process which has \( \gamma^\ast \) as distribution. For each event \( \mathcal{A} \in \mathcal{F} \), we consider the realization of the process \((g^\omega, f^\omega)\).

Let us sum up the \( g \) over \( supp(\pi^\infty) \) and the \( f \) over \( supp(\pi^\ast) \):

\[
J_{\pi^N}\sigma[u] - J_{\pi^\infty}[u] = \int_X \int_s^t \ell(x^g(t), u(t)) dt + h(x^g(T)) \] \(d\pi^\infty\)

\[
- \int_X \int_s^t \ell(x^f(t), u(t)) dt + h(x^f(T)) \] \(d\pi^\ast\)

\[
= \int_X \int_s^t \|g(x^g(\tau), u(\tau)) - f(x^f(\tau), u(\tau))\| d\gamma^\ast(g, f)
\]

Passing to the absolute value and using the bounds in \((8)\) and \((9)\), we recover the expression of \( W_1 \):

\[
\left|J_{\pi^N}\sigma[u] - J_{\pi^\infty}[u]\right| \leq \left[L_t \int_s^T t e^{L_f t} dt + L_h e^{L_f T} \right] \int_{X \times \mathbb{X}} \|g - f\|_\infty d\gamma(g, f)
\]

\[
= \left(L_t \frac{e^{L_f T}(L_f T - 1) + 1}{L_f^2} + L_h e^{L_f T} \right) W_1(\pi^N, \pi^\infty)
\]

\[
= C(L_f, L_t, L_h, T) W_1(\pi^N, \pi^\infty) \quad \text{with} \quad C(L_f, L_t, L_h, T) = \left(L_t \frac{e^{L_f T}(L_f T - 1) + 1}{L_f^2} + L_h e^{L_f T} \right)
\]

Note that this estimate does not depend on \( x_0 \) or \( u \).

**STEP 3:** We now prove the estimate \((6)\) using \((10)\). Fix an initial condition \( x(s) = x_0 \) and some \( \varepsilon > 0 \). By the definition of \( V_{\pi^\infty} \), there exists some control \( u \in \mathbb{U} \) such that

\[
J_{\pi^\infty}[u] \leq V_{\pi^\infty}(x, x_0) + \varepsilon.
\]

Then one has

\[
V_{\pi^N}(x, x_0) - V_{\pi^\infty}(x, x_0) = \inf_{u \in \mathbb{U}} J_{\pi^N}\sigma[u] - \inf_{u \in \mathbb{U}} J_{\pi^\infty}[u]
\]

\[
\leq \inf_{u \in \mathbb{U}} J_{\pi^N}[u] - J_{\pi^\infty}[u] + \varepsilon
\]

\[
\leq J_{\pi^N}[u]\ast - J_{\pi^\infty}[u] + \varepsilon
\]

\[
\leq \sup_{u \in \mathbb{U}} |J_{\pi^N} - J_{\pi^\infty}| + \varepsilon.
\]

In the same way, we get

\[
V_{\pi^\infty}(x, x_0) - V_{\pi^N}(x, x_0) \leq \sup_{u \in \mathbb{U}} |J_{\pi^N} - J_{\pi^\infty} + \varepsilon,
\]

but the \( \varepsilon \) is arbitrary, so eventually

\[
V_{\pi^N}(x, x_0) - V_{\pi^\infty}(x, x_0) \leq \sup_{u \in \mathbb{U}} |J_{\pi^N} - J_{\pi^\infty}|
\]

Finally, noting that the estimate is independent from \( x_0 \), we get the result:

\[
|V_{\pi^N} - V_{\pi^\infty}|_\infty \leq \sup_{u \in \mathbb{U}} |J_{\pi^N} - J_{\pi^\infty}|
\]

\[
\leq C(L_f, L_t, L_h, T) W_1(\pi^N, \pi^\infty).
\]

In the particular case where \( \pi^\infty \equiv \delta_f \), being the true underlying dynamics, then one can express Theorem \((3.1)\) in a more expressive fashion as follows:

**Corollary 3.2** (Convergence of the value functions). Suppose that \( f : \mathbb{R}^n \times U \rightarrow \mathbb{R}^n \) is a Lipschitz continuous function and the assumption \((H2)\) on \( \ell \) and \( h \) is satisfied. Let \( \{\pi_N\}_{N \in \mathbb{N}} \) be a sequence of probability distributions on \( X \subset C_b(\mathbb{R}^n \times U) \) compact subset, with \( \pi \mathbb{P} \rightarrow \delta_f \). Then the value function \( V_{\pi_N} \) of Problem \( B \) converges uniformly on \([0, T] \times \mathbb{R}^n \) to the value function \( V \) of Problem \( A \).

The previous Corollary provides a positive answer to the questions \((A)-(B)\) posed in the introduction. More precisely, it tells us that, whenever it is possible to construct a sufficiently close (with respect to the Wasserstein distance) probability distribution \( \pi \) to the real dynamics \( f \), then the value function \( V_{\pi} \) is a good approximation of the value function \( V \).
A case of study: finite support measures converging to $\delta_f$

Let us consider the case in which the distribution $\pi^N$ is a linear combination of a finite number of Dirac deltas defined on a family of equi-bounded and equi-Lipschitz continuous functions $X := \{f_1, \ldots, f_M\}$:

$$\pi^N := \sum_{i=1}^{M} \alpha_i^N \delta_{f_i},$$

where $\alpha_i^N \geq 0$, $\sum_{i=1}^{M} \alpha_i^N = 1$ for every $i = 1, \ldots, M$ and $N \in \mathbb{N}$.

In this case, the cost functional (5) can be written as

$$J_{\pi^N, x_0}[u] := \sum_{i=1}^{M} \alpha_i^N \left[ \int_{t_s}^{T} \ell(x^i(t), u(t)) \, dt + h(x^i(T)) \right].$$

Without loss of generality, let us also assume that $f \equiv f_1$ is the real underlying dynamics. Then it follows from Theorem III.1 the next result:

**Corollary III.3.** Let us consider a sequence of probability distributions $\pi^N$ defined as in (11). Assume that $f_1 : \mathbb{R}^n \times U \to \mathbb{R}^n$ is Lipschitz continuous and assume the assumption (H2) on the functions $\ell$ and $h$. Then

1) $||V_{\pi^N} - V||_{\infty} \leq C(L_{f_1}, L_{\ell}, L_{h}, T)$ $\mathbb{E}_{\pi^N}[||f - g||_{\infty}] \forall N \in \mathbb{N}$, where $V$ is the value function of Problem A relative to the true dynamics $f_1$.

2) If $\{\pi^N\}_{N \in \mathbb{N}}$ is a sequence of probability distributions with the same support $\{f_1, \ldots, f_M\}$ and $\pi^N$ is converging to $\delta_{f_1}$, then $V_{\pi^N}$ converges to $V$.

IV. Numerical Tests

In this section, we will present two numerical tests. Both tests deal with an extremely simplified situation: a parametric model, where the parameter can take only a finite number of values (cf. section III-A). We remark that these tests are intended for illustrative purposes only and their main goal is to verify that Theorem III.1 and Corollary III.2 hold in a particular case. Indeed, the theory developed here includes far more general cases than this, including parametric models with a large number of parameters and infinite possible values for each parameter (e.g. deep neural networks [12], [15], [16]) or even non-parametric models (e.g. Gaussian processes [10], [13]).

A. Test 1

We consider a dynamical system governed by the differential equation

\[
\begin{align*}
        \dot{x}(t) &= \lambda x(t) + \sin(x(t)) + u(t) \quad t \in [s, T] \\
        x(s) &= x_0,
\end{align*}
\]

with $u(t) \in U = [-1, 1]$ for $t \in [s, T]$. The agent, who doesn’t know the parameter $\lambda$, has a probability distribution on a set of 5 possible values for $\lambda$:

\[
\{\lambda_1 = 0, \lambda_2 = 1, \lambda_3 = -1, \lambda_4 = 0.5, \lambda_5 = -0.5\}.
\]

For each $N \in \mathbb{N}$ the probability distribution can be written, similarly to (11), as

$$\pi^N = \sum_{i=1}^{5} \alpha_i^N \delta_{\lambda_i}.$$
Wasserstein distance $W_1$ between $\pi^N$ and $\delta_{x_i}$ is halved and so is the error; this means that the numerical convergence order is 1, which agrees to the estimate given by Corollary III.3.

**TABLE I**

**TEST 1: ERRORS FOR VALUE FUNCTIONS RELATED TO $\pi^N$ FOR $N = 1, \ldots, 8$ WITH RESPECT TO THE TRUE VALUE FUNCTION OF PROBLEM A.**

| $N$ | $\alpha^N_i$ | $\|V^N_{x_i} - V\|_{\infty, [-1, 1]}$ | order |
|-----|---------------|-----------------------------------|-------|
| 1   | 0.5           | 1.57e-1                           | -     |
| 2   | 0.75          | 7.87e-2                           | 1.00  |
| 3   | 0.875         | 3.94e-2                           | 1.00  |
| 4   | 0.9375        | 1.97e-2                           | 1.00  |
| 5   | 0.9687        | 9.84e-3                           | 1.00  |
| 6   | 0.9844        | 4.92e-3                           | 1.00  |
| 7   | 0.9922        | 2.46e-3                           | 1.00  |
| 8   | 0.9961        | 1.23e-3                           | 1.00  |

**B. Test 2**

The convergence results presented in this work hold under the assumption that the cost functions $\ell$ and $h$ are both globally Lipschitz continuous. With the following numerical test, we show that there are other examples of practical interest, where we can observe similar convergent behavior in the error $\|V^N_{x_i} - V\|_{\infty}$, even though this hypothesis is not verified.

In this second example, the state of the system is 2-dimensional. The three possible dynamics are all linear in the space variable and they differ only by the system matrix $A_i \in \mathbb{R}^{2 \times 2}$:

$$\begin{pmatrix} x_{1i} \frac{\partial}{\partial t} \\ x_{2i} \frac{\partial}{\partial t} \end{pmatrix} = A_i \begin{pmatrix} x_{1i} \\ x_{2i} \end{pmatrix} + \begin{pmatrix} \cos(u) \\ \sin(u) \end{pmatrix},$$

where $\mu$ is a 1-dimensional control which lies in $[0, 2\pi]$.

The three possible matrices are

$$A_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0.5 & 0 \\ 0 & 2 \end{pmatrix} \quad \text{and} \quad A_3 = \begin{pmatrix} 0.5 & -0.5 \\ 0.5 & 0.5 \end{pmatrix}.$$  

Without loss of generality, we assume that the true dynamics corresponds to the first matrix. The agent only knows a probability distribution $\pi^N$ on the set of the three matrices, defined as in the previous example:

$$\pi^N = \sum_{i=1}^{3} \alpha^N_i \delta_{A_i},$$

where the weights are defined according to the rule

$$\alpha^N_i = 1 - \frac{1}{2^N}, \quad \alpha^N_i = \frac{1}{2^{N+1}} \quad \text{for } i = 2, 3.$$

We set again $s \equiv 0$. The functional cost to be minimized is

$$J_{s, 0, x_0}[u] = \frac{1}{2} \sum_{i=1}^{3} \alpha^N_i \left[ \int_0^T \|x_i(t)\|^2 dt + \|x_i(T)\|^2 \right].$$  

(13)

where $\| \cdot \|$ indicates the euclidean norm in $\mathbb{R}^2$. In Fig. 3, we can see an example of optimal (multi-)trajectory for this problem, where the distribution $\pi$ has been chosen to be $\{ \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \}$. In this case, the agent has to minimize the average squared distance of the trajectories from the origin, thus he looks for a single control to steer all three trajectories towards the origin at the same time. Clearly, we can see that none of the trajectories reaches exactly the origin, since a control which is optimal for one of the three dynamics may not be optimal for the other two. In Table II, the distance between the value function of Problem B and the true value function of Problem A is reported, for different distributions $\pi^N$. Even in this case, although the hypothesis of Corollary III.3 are not satisfied, we observe a clear convergence with order 1.

**V. CONCLUSIONS**

In this paper, we have shown some convergence properties of the value function for optimal control problems in
an uncertain environment. In the framework of the paper, the degree of uncertainty of the control system is captured by a probability measure defined on a compact space of functions. Furthermore, such a probability measure is updated as soon as more information on the environment is gained. The paper framework is closely related to many model-based RL algorithms which aim at designing a suitable probability distribution rather than providing a pointwise estimate of the dynamics.

Similar results have been proved for the Linear Quadratic Regulator problem \(^{21}\). The main novelty of the paper consists in the assumptions on the dynamical system and the cost since we abandon the classical linear quadratic setting to deal with general nonlinear optimal control problems. We believe that the hypotheses of our theoretical result can be further relaxed. Some numerical examples seem to be a good omen for future investigations in this direction.

| \(N\) | \(\alpha_1^N\) | \(\|V_{\alpha_1^N} - V\|_{\infty,[-1,1]}^2\) | order |
|---|---|---|---|
| 1 | 0.5 | 2.52e-0 | - |
| 2 | 0.75 | 1.32e-0 | 0.94 |
| 3 | 0.875 | 6.81e-1 | 0.95 |
| 4 | 0.9375 | 3.47e-1 | 0.97 |
| 5 | 0.9687 | 1.75e-1 | 0.98 |
| 6 | 0.9844 | 8.81e-2 | 0.99 |

TABLE II
TEST 2: ERRORS FOR VALUE FUNCTIONS RELATED TO \(\pi^N\) WITH \(N = 1, \ldots, 6\) WITH RESPECT TO THE TRUE VALUE FUNCTION OF PROBLEM A.
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