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We describe the design for a scalable, solid-state quantum-information-processing architecture based on the integration of GHz-frequency nanomechanical resonators with Josephson tunnel junctions, which has the potential for demonstrating a variety of single- and multi-qubit operations critical to quantum computation. The computational qubits are eigenstates of large-area, current-biased Josephson junctions, manipulated and measured using strobed external circuitry. Two or more of these phase qubits are capacitively coupled to a high-quality-factor piezoelectric nanoelectromechanical disk resonator, which forms the backbone of our architecture, and which enables coherent coupling of the qubits. The integrated system is analogous to one or more few-level atoms (the Josephson junction qubits) in an electromagnetic cavity (the nanomechanical resonator). However, unlike existing approaches using atoms in electromagnetic cavities, here we can individually tune the level spacing of the “atoms” and control their “electromagnetic” interaction strength. We show theoretically that quantum states prepared in a Josephson junction can be passed to the nanomechanical resonator and stored there, and then can be passed back to the original junction or transferred to another with high fidelity. The resonator can also be used to produce maximally entangled Bell states between a pair of Josephson junctions. Many such junction-resonator complexes can assembled in a hub-and-spoke layout, resulting in a large-scale quantum circuit. Our proposed architecture combines desirable features of both solid-state and cavity quantum electrodynamics approaches, and could make quantum information processing possible in a scalable, solid-state environment.
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I. INTRODUCTION

The lack of a large collection of physical qubit elements, having both sufficiently long quantum-coherence lifetimes and the means for producing and controlling their entanglement, remains the principal roadblock to building a large-scale quantum computer. Superconducting devices have been understood for several years to be natural candidates for quantum computation, given that they exhibit robust macroscopic quantum behavior.\textsuperscript{1} Demonstrations of long-lived Rabi oscillations in current-biased Josephson tunnel junctions\textsuperscript{2,3} and of both Rabi oscillations and Ramsey fringes in a Cooper-pair box\textsuperscript{4,5,6} have generated significant new interest in the potential for superconductor–based quantum computation.\textsuperscript{7,8} Several additional experimental accomplishments have followed\textsuperscript{9,10,11,12,13,14,15,16} including the impressive demonstration of controlled-NOT logic with charge qubits\textsuperscript{17} and a large body of theoretical work is beginning to address these and related systems.\textsuperscript{15,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37} Coherence times $\tau_\phi$ up to 5 $\mu$s have been reported in the current-biased devices\textsuperscript{2} with corresponding quantum-coherent quality factors $Q_\phi \equiv \tau_\phi \Delta E/\hbar$ of the order of $10^5$, indicating that there is sufficient flexibility to be able to perform many logical operations during the available coherence lifetime.\textsuperscript{52} Here $\Delta E$ is the qubit energy-level separation, which was 68 $\mu$eV in the experiment of Ref.\textsuperscript{2}.

In this paper, we expand on our earlier proposal suggesting that GHz-frequency nanoelectromechanical resonators can be used to coherently couple two or more current-biased Josephson junction (JJ) devices together to make a flexible and scalable solid-state quantum-information-processing architecture. The computational qubits are taken to be the energy eigenstates of the JJs, which are to be individually prepared, controlled, and measured using the external circuitry developed by Martinis et al.\textsuperscript{1} These superconducting phase qubits are capacitively coupled to a high-quality-factor piezoelectric dilatational disk resonator, cooled on a dilution refrigerator to the quantum limit, which forms the backbone of our architecture. We shall show that the integrated system is analogous to one or more few-level atoms (the JJs) in an electromagnetic cavity (the resonator). However, here we can individually tune the energy level spacing of each “atom”, and control the “electromagnetic” interaction strength. This analogy makes it clear that our design is sufficiently flexible to be able to carry out essentially any operation that can be done using other architectures, provided that there is enough coherence. Many of our results will apply to other architectures that are similar to atoms in a cavity.

Several investigators have proposed the use of LC resonators\textsuperscript{17,18,19,20,21,22,23,24,25,26} superconducting cavities\textsuperscript{15,27,28,29} or other types of oscillators\textsuperscript{30,31,32} to couple JJs together. We note that although harmonic oscillators are ineffective as computational qubits, because the lowest pair of levels cannot be frequency selected by an external driving force, they are quite desirable as bus...
qubits or coupling elements. Early on, Shnirman et al.\textsuperscript{17} suggested an architecture consisting of several superconducting charge qubits in parallel with an inductor. The JJs are themselves out of resonance with each other and hence weakly coupled, and the resulting LC resonator (the capacitance coming from the junction geometry) is also used well below its resonant frequency. An interesting modification of this design couples the small island to the external circuit through a pair of parallel JJs, which allows the Josephson coupling energy to be varied, using an external magnetic field.\textsuperscript{18} To date, however, the only coupled superconducting qubits demonstrated experimentally have been the capacitively coupled charge qubits of Peshkin et al.\textsuperscript{14} and Yamamoto et al.\textsuperscript{18} and the capacitively coupled phase qubits of Berkley et al.\textsuperscript{11}

Resonator-based coupling schemes, such as the one proposed here, have the advantage of additional functionality resulting from the ability to tune the qubits relative to the resonance frequency, as well as to each other. We shall show that by tuning the JJs in and out of resonance with the nanomechanical resonator, qubit states prepared in a junction can be passed to the resonator and stored there, and can later be passed back to the original junction or transferred to another JJ with high fidelity. The resonator can also be used to produce controlled entangled states between a pair of JJs. Alternatively, when both qubits are detuned from the resonator, the resonator produces a weak (higher order) “dispersive” qubit coupling similar to that of a capacitor. The use of mechanical resonators to mediate multi-qubit operations in JJ–based quantum information processors has not (to the best of our knowledge) been considered previously, but our proposal builds on the interesting recent theoretical work by Armour et al.\textsuperscript{33,34} and Irish et al.\textsuperscript{35} on the entanglement of a nanoelectromechanical resonator with a single Cooper-pair box. In fact, there is currently a big effort to push a variety of nanomechanical systems to the quantum limit.\textsuperscript{33,34,35}

In the next section we recall the basic properties of large-area, current-biased JJs. In Sec. II we discuss our proposed architecture, and construct a simple model Hamiltonian to describe it. State-preparation and read-out have been described elsewhere and will only be discussed briefly. The properties of the nanomechanical resonator are also described here in detail. In the remainder of the paper we discuss a variety of elementary single- and multi-qubit operations central to quantum computation: In Sec. III we show how a qubit state prepared in a JJ can be passed to the nanomechanical resonator, stored there coherently, and later passed back to the original junction or transferred to another JJ. Two-junction entanglement, mediated by the resonator, is studied in Sec. IV. In Sec. V we show how our architecture can be extended to make a large-scale quantum circuit. Our conclusions are given in Sec. VI. Several immediate extensions of the present work, including the development of protocols for universal two-qubit quantum logic, are currently in progress and will be discussed in future publications.

II. THE CURRENT-BIASED JOSEPHSON JUNCTION

Our architecture relies on the use of large-area JJs, biased with a current $I_b$, which can be quasi-static or have oscillatory components. The junctions have a large capacitance $C$ (typically 1 to 50 pF) and critical current $I_c$ (in the 10 to 150 $\mu A$ range) so that the largest relevant energy scale in the system is the Josephson coupling energy

$$E_J = \frac{\hbar I_c}{2e},$$

where $e$ is the magnitude of the electron charge. In contrast, the Cooper-pair charging energy

$$E_c = \frac{(2e)^2}{2C}$$

is small compared with $E_J$, and is also usually smaller than the thermal energy $k_B T$. For example,

$$E_J = 2.05 \text{ meV} \times I_0 [\mu A] \quad \text{and} \quad E_c = \frac{320 \text{ neV}}{C [\text{pF}]}. \tag{3}$$

where $I_0[\mu A]$ and $C[\text{pF}]$ are the critical current and junction capacitance in microamperes and picofarads, respectively.

A. Semiclassical junction dynamics

The dynamics of a real JJ can be understood as following from the equivalent circuit model shown in the inset to Fig. 4 known as the resistively and capacitively shunted junction model,\textsuperscript{36,37} where the “ideal” Josephson element controls the superconducting component $I_s$ of the total electrical current $I_s + I_b$ in accordance with the well-known Josephson equations

$$I_s = I_0 \sin \delta \quad \text{and} \quad \frac{d\delta}{dt} = \frac{2eV}{\hbar}. \tag{4}$$

Here $I_s$ is the supercurrent flowing through the ideal Josephson junction element, $\delta$ is the difference between the phases of the (spatially uniform) superconducting order parameters on each side of the junction, and $V$ is the voltage across the junction. $I_b$ is the normal component of the current. The resistance $R$ accounts for finite-temperature quasiparticle tunneling as well as electron tunneling in the finite-voltage state. Equating the sum of the currents flowing through the capacitor, ideal junction, and resistor, to $I_b$, leads to

$$\frac{\hbar^2}{2E_c} \frac{d^2 \delta}{dt^2} + \frac{\hbar^2}{4e^2 R} \frac{d\delta}{dt} + E_J (\sin \delta - s) = 0, \tag{5}$$

where $s \equiv I_b/I_c$ is the dimensionless bias current. By rewriting Eq. (5) in the equivalent form

$$M \frac{d^2 \delta}{dt^2} = -\frac{dU}{d\delta} - \eta \frac{d\delta}{dt}, \tag{6}$$
it can be interpreted as the equation of motion for a particle of “mass”

\[ M \equiv \frac{\hbar^2}{2E_c} \]

(7)

moving in an effective potential

\[ U(\delta) \equiv -E_J(\cos \delta + s \delta), \]

(8)

and in the presence of velocity-dependent dissipation characterized by a friction coefficient \( \eta \equiv \hbar^2/4e^2R \). Note that \( M \) actually has dimensions of mass \( \times \) length\(^2\).

The potential \( U(\delta) \), which resembles a tilted washboard, is shown in the main panel of Fig. 4 for a dimensionless bias current of \( s = 0.1 \). The zero-voltage state of the junction corresponds to the particle or phase variable being trapped in one of the metastable minima present when \( s < 1 \), and the finite-voltage state corresponds to the phase variable running down the washboard potential. In what follows we will assume \( 0 \leq \delta < 2\pi \).

The potential \( U(\delta) \) reaches its minimum and maximum values in the domain \( 0 \leq \delta < 2\pi \) at \( \delta_{\text{min}} = \arcsin s \) and \( \delta_{\text{max}} = \pi - \arcsin s \). The depth \( \Delta U \equiv U(\delta_{\text{max}}) - U(\delta_{\text{min}}) \) of the potential well is

\[ \Delta U = 2E_J \left[ \sqrt{1-s^2} - s \arccos s \right], \]

(9)

which vanishes as

\[ \Delta U \to \frac{4\sqrt{2}}{3} E_J(1-s)^{3/2} \]

(10)

in the \( s \to 1^- \) limit.

The curvature \( U''(\delta) \) at the minimum of the potential is used to define the junction’s plasma frequency,

\[ \omega_p \equiv \sqrt{\frac{U''(\delta_{\text{min}})}{M}} = \omega_{p0}(1-s^2)^{1/4}, \]

(11)

which is the frequency of small oscillations of \( \delta \) about \( \delta_{\text{min}} \). Here \( M \) is the effective mass defined in Eq. (7), and

\[ \omega_{p0} = \sqrt{\frac{2eI_0}{\hbar C}} = \frac{\sqrt{2E_cE_J}}{\hbar} \]

(12)

is the plasma frequency at zero bias.

The dependence of the barrier height and plasma frequency on bias current are plotted in Fig. 2. For junctions appropriate for quantum computation, \( \omega_{p0}/2\pi \) is typically in the range of 5 to 50 GHz. The barrier height during state preparation and readout is usually adjusted so that \( \Delta U/\hbar \omega_p \) is between 3 and 5, but, as we shall discuss below, is it advantageous to keep \( s \) smaller during actual quantum computation.

The effect of dissipation, caused in the resistively and capacitively shunted junction model by the resistance \( R \), can be characterized by the number of oscillations at the plasma frequency during the relaxation time \( RC \), or \( \omega_p RC \). In what follows we will assume that dynamics is highly underdamped, with \( \omega_p RC \gg 1 \).

B. Quantizing the low-energy junction dynamics: The phase qubit

When the thermal energy \( k_B T \) and energy decay width \( \hbar/RC \) are both smaller than \( \hbar \omega_p \), quantum fluctuations of \( \delta \) become important, and the JJ has to be treated quantum mechanically. This limit was studied in the 1980’s as an example of a single macroscopic degree of freedom—the difference between phases of order parameters—that nonetheless behaves quantum mechanically. This is also the regime of current interest for applications to quantum computing.

When dissipation is absent, the low-energy dynamics can be quantized by introducing a Lagrangian \( L_1 = \frac{1}{2}M\dot{\delta}^2 - U \) and canonical momentum \( P = \partial L/\partial \dot{\delta} = M\dot{\delta} \) associated with the \( \eta = 0 \) limit of Eq. (6). According to the Josephson equations, \( P \) is proportional to the charge \( Q \) or to the number of Cooper pairs \( Q/2e \) on the capacitor according to \( P = hQ/2e \). The classical Hamiltonian is \( P^2/2M + U \). To quantize the system, we let \( P = -i\hbar \frac{\partial}{\partial \delta} \), so that \( [\delta, P] = i\hbar \). Then the quantized Hamiltonian is

\[ H_1 = -E_J \frac{d^2}{d\delta^2} + U(\delta), \]

(13)

and the dynamics is governed by the Schrödinger equation \( i\hbar \hbar \partial_t \psi = H_1 \psi \). Because \( U \) depends on \( s \), which itself depends on \( t \), \( H_1 \) is generally time-dependent.

Naively, the stationary states and energies of the JJ with fixed \( s \) follow straightforwardly from the one-dimensional eigenvalue problem

\[ H_1 \psi_m(\delta) = \epsilon_m \psi_m(\delta), \quad m = 0, 1, 2, \ldots \]

(14)

However, a careful analysis shows that in the presence of any finite ohmic dissipation (finite \( \eta \)), quantum coherence between the different wells in \( U(\delta) \) is destroyed. This, in fact, justifies the use of the washboard potential in the first place: Strictly speaking, \( \delta \) is a periodic variable, with \( \delta \) physically equivalent to \( \delta + 2\pi \). In what follows, we will work with stationary states associated with a single potential minimum (in the domain \( 0 \leq \delta < 2\pi \)). It is these stationary states that are of interest to quantum computation.

When \( s = 0 \), the junction contains many (of order \( \sqrt{E_J/E_c} \)) bound states, the lowest of which are of harmonic oscillator with level spacing \( \hbar \omega_{p0} \). The uniform spacing of the low-lying levels makes them difficult to address individually with a classical external driving force. Therefore, state preparation is carried out with \( s \) just below unity, in which case there are only a few quasi-bound states \( |0\rangle, |1\rangle, |2\rangle, \ldots \) present, and the effective potential \( U(\delta) \) becomes anharmonic and approximately cubic, as illustrated in Fig. 3. The remarkable 1985 spectroscopic observations of these quantized states provided the first clear evidence for the quantum behavior of the macroscopic phase-difference variable \( \delta \).

The lowest two eigenstates, \( |0\rangle \) and \( |1\rangle \), define a phase qubit. As stated, in the \( s \lesssim 1 \) limit the potential is
anharmonic, and the qubit level spacing
\[ \Delta E \equiv \epsilon_1 - \epsilon_0 \] (15)
is somewhat smaller than \( h\omega_p \), where \( \omega_p \) is the \( s \)-dependent plasma frequency.

The qubit state is also usually measured with \( s \) just below unity: In the absence of thermal or quantum fluctuations, switching to the finite-voltage state occurs when the bias current exceeds \( I_0 \). However, in a real junction, the finite-voltage state will occur before \( I_0 \) reaches \( I_0 \), either because of thermal activation over the barrier or by quantum tunneling through it. Once the phase variable escapes into the continuum, it runs down the corrugated potential, and a voltage \( V \) of approximately \( 2\Delta_{sc}/e \) develops across the junction, where \( \Delta_{sc} \) is the superconducting energy gap (\( \Delta_{sc} \approx 180 \mu\text{eV} \) for Al junctions). The supercurrent component then oscillates with angular frequency \( 2eV/h \) — the AC Josephson effect. The thermal activation regime has been explored in detail, for various limits of dissipation.\[63,64,65\] The supercurrent component then oscillates with angular frequency \( 2\omega \sim 1 \) (typically near 0.99), where \( \omega \) is close to unity. The ability to tune the plasma frequency is one of the current-biased Josephson junction’s great strengths and weaknesses. It enables the qubit state to be tuned adiabatically into resonance with another qubit or, as in our approach, with a resonator, but it also makes the circuit sensitive to bias-current noise, as characterized by the non-zero entries in Table I in units of \( \frac{\mu\text{eV}}{p}\text{F} \). For fixed current bias, the thermal activation rate falls exponentially with inverse temperature, until the dominant escape mechanism becomes quantum tunneling\[58,60,66,67,68\]. At temperatures low enough so that quantum tunneling dominates thermal activation, the qubit state can be observed by measuring the tunneling rate, which is strongly state-dependent. State preparation and readout are discussed further in Sec. IIA.

The barrier height \( \Delta U \) and the energy splitting \( \Delta E \) (through its dependence on \( \omega_p \)) are also strong functions of the bias current \( s \). The ability to tune the plasma frequency is one of the current-biased Josephson junction’s great strengths and weaknesses. It enables the qubit level-spacing \( \Delta E \) to be tuned adiabatically into resonance with another qubit or, as in our approach, with a resonator, but it also makes the circuit sensitive to bias-current noise, as characterized by the non-zero derivative \( \omega_p/ds \). Fluctuations in \( s \) will generate noise and hence decoherence in the JJ. Although current methods of state preparation and measurement require \( s \) very close to unity (typically near 0.99), where \( \omega_p/ds \) is unfortunately large, the information-processing operations we describe below do not. In our simulations, we find it convenient to work with \( s \) below 0.9.

The energies \( \epsilon_m \) of the lowest four JJ states of the device used in Ref. 3, for a range of bias currents, are given in Table I in units of \( h\omega_p \). We calculate these energies numerically by diagonalizing the Hamiltonian \( H_2 \) of Eq. (13) in a basis of harmonic oscillator eigenfunctions
\[ \phi_m \equiv (2m)!\sqrt{\pi} \ell_s^{-1/2} e^{-\xi^2/2} H_m(\xi) \] (16)
that are constructed by making a quadratic approximation
\[ U(\delta) \approx U(\delta_{\text{min}}) + \frac{1}{2} U''(\delta_{\text{min}})(\delta - \delta_{\text{min}})^2 \] (17)
to \( U(\delta) \) about its minimum at \( \delta_{\text{min}} = \arcsin s \). The \( H_m \), \( m = 0, 1, 2, \ldots \), are Hermite polynomials, and \( \xi = (\delta - \delta_{\text{min}})/\ell_s \) is a centered and scaled phase variable, with
\[ \ell_s \equiv \sqrt{\frac{\hbar}{M\omega_p}} = \left( \frac{2E_c}{E_3} \right)^{1/4} (1 - s^2)^{-1/8} \] (18)
giving the characteristic width in \( \delta \) of these eigenfunctions. We find rapid convergence to the values reported in Table I as the number of harmonic oscillator basis states is increased to include all basis states with energies less than \( U(\delta_{\text{max}}) \).

Dipole-moment matrix elements
\[ x_{mn'} \equiv \langle m|\delta|m'\rangle, \] (19)
which will also be used below, are calculated at bias \( s = 0.90 \) for the junction used in Ref. 3, using this same method. The results are given in Table II. All basis functions with energies less than \( U(\delta_{\text{max}}) \) are included, and the oscillator-strength sum rules (adapted for this Hamiltonian) are satisfied to better than 99.999%.

\begin{table}[ht]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
junction state \( |m\rangle \) & \( m + \frac{1}{2} \) & \( s = 0.50 \) & \( s = 0.70 \) & \( s = 0.90 \) \\
\hline
\( m = 0 \) & 0.500 & 0.500 & 0.500 & 0.500 \\
\( m = 1 \) & 1.500 & 1.500 & 1.499 & 1.497 \\
\( m = 2 \) & 2.500 & 2.499 & 2.498 & 2.492 \\
\( m = 3 \) & 3.500 & 3.498 & 3.496 & 3.485 \\
\hline
\end{tabular}
\caption{Dipole moments \( x_{mn'} \) between pairs of low-lying JJ eigenstates for bias \( s = 0.90 \). The entries with dots follow from symmetry. Junction parameters are the same as in Table I.}
\end{table}

The diagonal elements \( x_{mm'} \) are very close to \( \delta_{\text{min}} \), regardless of \( m \). In the \( s = 0.90 \) case considered in Table II, \( \delta_{\text{min}} \) is about 1.120. The values of off-diagonal elements

\begin{table}[ht]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\( |m|\delta|m'\rangle \) & \( m' = 0 \) & \( m' = 1 \) & \( m' = 2 \) & \( m' = 3 \) \\
\hline
\( m = 0 \) & 1.12 & 3.46\times10^{-2} & -5.86\times10^{-4} & 7.00\times10^{-6} \\
\( m = 1 \) & \cdot & 1.12 & 4.89\times10^{-2} & -1.02\times10^{-3} \\
\( m = 2 \) & \cdot & \cdot & 1.13 & 6.00\times10^{-2} \\
\( m = 3 \) & \cdot & \cdot & \cdot & 1.13 \\
\hline
\end{tabular}
\caption{Energies \( \epsilon_m \) of low-lying eigenstates as a function of dimensionless bias current \( s \), for the JJ investigated in Ref. 3, with parameters \( I_0 = 21 \mu\text{A} \), \( E_1 = 43.05 \text{meV} \) and \( C = 6 \text{pF} \), \( E_c = 53.33 \text{neV} \). Energies below are given in units of \( h\omega_p \) and are measured relative to \( U(\delta_{\text{min}}) \). All dissipation and decoherence effects are neglected. The first column, labeled by \( m + \frac{1}{2} \), gives the energies of the corresponding harmonic oscillator eigenfunctions, which are found to be extremely accurate for small \( s \).}
\end{table}
of the form $x_{m,m\pm 1}$ can be understood by noting that for
harmonic oscillator states, which in this case are close to the
exact eigenfunctions,

$$\int d\delta \phi_m(\delta) \delta \phi_{m+1}(\delta) = \sqrt{\frac{m+1}{2}} \ell_s \tag{20}$$

with $\ell_s = 4.883 \times 10^{-2}$. The remaining off-diagonal el-
ments, which result from the small mixing of the har-
monic oscillator states, are smaller than these by at least
an order of magnitude.

III. ARCHITECTURE AND MODEL

HAMiltonian

We turn now to the main focus of our paper, the de-
scription of a solid-state quantum-information-processing
architecture consisting of a network of current-biased
Josephson junctions coupled to nanoelectromechanical
resonators. We will first consider a single nanomechanical
resonator coupled to one or two JJ qubits; the extension
to larger systems will be considered below in Sec. VI, as
well as in future work.

I$^\text{r}$ to the DC bias current, in the form

$$I_b(t) = I_{dc} + I_{rf}^c \cos(\omega_{rf}t) + I_{rf}^s \sin(\omega_{rf}t), \tag{21}$$

with $I_{dc}$ and $I_{rf}^c$ all varying adiabatically (slow compared
with the frequency $\Delta E/\hbar$). When $\omega_{rf}$ is nearly resonant
with $\Delta E/\hbar$, the qubit will undergo Rabi oscillations, al-
lowing the preparation of arbitrary linear combinations
of $|0\rangle$ and $|1\rangle$. The associated Rabi frequency

$$\Omega_{rf} \equiv \sqrt{\left(\frac{s_{rf} x_{01} E_1}{\hbar}\right)^2 + \left(\omega_{rf} - \frac{\Delta E}{\hbar}\right)^2} \tag{22}$$

depends on both $s_{rf} \equiv I_{rf}/I_0$ and the detuning. All states
on the Bloch sphere may be prepared in this manner.

Readout of a JJ state $\alpha|0\rangle + \beta|1\rangle$ is performed by then
tuning $\omega_{rf}$ into resonance with $(\epsilon_2 - \epsilon_1)/\hbar$, thereby
exciting the qubit component in the $|1\rangle$ state up to $|2\rangle$, out
of which it quickly tunnels, thereby resulting in a mea-
surement of $|\beta\rangle$. Martinis et al. have established that
a single-shot readout of the JJ states $|0\rangle$ and $|1\rangle$ can be
performed with 99% and 85% accuracy, respectively.

B. Nanomechanical resonator

The second important element in our design is the use of piezoelectric nanoelectromechanical disk res-
onators, with dilatational-mode frequencies $\omega_0/2 \pi$ in the
1 to 50 GHz range. Piezoelectric dilatational resonators
with frequencies in this range, and quality factors $Q \equiv
\omega_0 \tau$ of the order of $10^3$ at room temperature, have been
fabricated from sputtered AlN. Here $\tau$ is the energy
damping time. The radius of the disk is denoted by $R$, and
$b$ is its thickness. In Ref. we presented resonance
data down to 4.2 K for a 1.8 GHz AlN resonator. The

A. Single-qubit state preparation, manipulation,

and readout

Two of the most critical factors in the design of a suc-
cessful JJ-based quantum information processor are high-
impedance bias and high-fidelity readout circuits that do
not disturb the qubit during computation. This is cur-
rently a subject of active experimental investigation, and
for concreteness we will assume the bias circuit design de-
developed recently by Martinis et al. but we will leave the
the readout circuitry unspecified. Our architecture can be
adapted to improved readout schemes as they become
available.

State preparation and readout are performed with $I_b$
just below $I_0$, where $U(\delta)$ is anharmonic and shallow.
The anharmonicity allows preparation from a harmoni-
cally varying bias current, which is tuned to couple to
only the lowest two states. The $|0\rangle$ state is prepared by
waiting for any excited component to decay. The state
$|1\rangle$, or a superposition $\alpha|0\rangle + \beta|1\rangle$, is prepared by adding
radiofrequency (RF) components of magnitudes $I_{rf}^c$ and

The complete circuit diagram for the two-JJ circuit
is shown in Fig. II. The two central crossed boxes are
the JJs to be used as phase qubits, and they include the
parallel capacitance and resistance shown in the inset to
Fig. II. The disk-shaped element in the center of the
figure is the nanomechanical resonator, consisting of a
single-crystal piezoelectric disk sandwiched between two
metal electrodes. Applying a voltage across this element
produces an electric field between the plates, and through
the piezoelectric response, a strain in the crystal. Con-
versely, strain in the resonator produces a charge on the
electrodes, whose rate of change contributes to the cur-
rent flowing through a JJ.
observed low-temperature $Q$ of 3500 corresponds to an energy lifetime $\tau$ of more than 300 ns, already sufficient for most of the operations described below. This is to be contrasted with the previous state-of-the-art 1 GHz SiC cantilever beam resonator demonstrated in 2003, which has a $Q$ nearly an order of magnitude smaller at the same temperature. The unprecedented performance of our resonator is a consequence of the use of AlN, which is an intrinsically high $Q$ material and the use of the dilatational vibrational mode.

The dilatational mode of interest is an approximately uniform oscillation of the thickness of the disk, which produces a nearly uniform electric field in a direction perpendicular to the disk. For a disk with large aspect ratio $R/b$, the dilatational mode frequency is

$$\omega_0 \equiv \pi v/b,$$

(23)

where $v$ is a piezoelectrically enhanced sound speed to be defined below. Although the dilatational mode is not necessarily the fundamental mode of the resonator, we can couple to it by frequency selection, carefully avoiding the other low-frequency modes. The frequency in Eq. (23) is that of the fundamental vibrational mode of a one-dimensional elastic string with free ends. For simplicity, we will assume that the dilatational mode frequency given by Eq. (23) holds even if the aspect ratio $R/b$ is not large.

Quantum mechanically, each vibrational mode $n$ of such a resonator, having angular frequency $\omega_n$, is equivalent to a harmonic oscillator with energy level spacing $\hbar \omega_n$. For sufficiently high frequency and low temperature, the mode can be cooled to its quantum ground state: For example, if $\omega_0/2\pi = 15$ GHz, then $\hbar \omega_0/k_B$ is about 720 mK. If cooled on a dilution refrigerator to 100 mK, the probability

$$p_n = 2 \sinh(\frac{\hbar \omega_n}{2k_B T}) e^{-3\hbar \omega_n/2k_B T}$$

(24)

of thermally occupying the first excited (one-phonon) state, thereby producing a mixed state instead of the desired pure phonon ground state, is smaller than $10^{-3}$. The mean number $n_B(\hbar \omega_0)$ of phonons present in the dilatational mode at 100 mK, or “excitation level” of the corresponding harmonic oscillator, is also less than $10^{-3}$. Here $n_B(\epsilon)$ is the Bose distribution function.

In the simulations below we will assume a nanomechanical disk resonator with the parameters given in Table III. The thickness $b$ is chosen to give a dilatational mode frequency $\omega_0/2\pi$ of 15 GHz. This frequency is convenient for simulation because, when coupled to a JJ with parameters corresponding to that of Ref. [1], the bias current

$$s^* \equiv \sqrt{1 - (\omega_0/\omega_{10})^4}$$

(25)

required to tune the qubit level spacing $\Delta E$ into resonance with $\hbar \omega_0$ is small enough so that the JJ eigenfunctions can be taken to be harmonic oscillator states. The resonator radius $R$ listed in Table III is chosen to make the junction-resonator interaction strength $g$, to be defined below, 1% of $\hbar \omega_0$, although we will also briefly consider larger resonators with larger interaction strengths.

As stated above, the parameters listed in Table III assume that Eq. (23) is valid. The AlN physical constants were obtained from the review by Ambacher.

We turn now to the calculation of the dilatational mode of the piezoelectric disk, assuming $b \ll R$. The disk lies in the $xy$ plane. In the $b \ll R$ limit, the elastic displacement field $u(x,y)$ for the dilatational mode is directed in the $z$ direction, and the $z$ component is itself only dependent on $z$ and $t$. Edge effects are assumed to be negligible. The vibrational dynamics for this mode and its harmonics is therefore effectively one-dimensional.

Let $u$ denote the $z$ component of the displacement field. To construct the equation of motion for $u(z,t)$, we write the basic electromechanical equations of piezoelectric media in the form

$$E_z = \frac{1}{\epsilon_{33}} D_z - \hbar_{33} \partial_z u,$$

(26)

and

$$T_{zz} = -\hbar_{33} D_z + \tilde{c}_{33} \partial_z u.$$  (27)

Here $E_z$ and $D_z$ are the $z$ components of the electric field and the electric dipole density, $T_{zz}$ is the stress tensor, $\epsilon_{33}$ is the relevant element of the static dielectric tensor, and $\hbar_{33} \equiv \epsilon_{33}/\epsilon_{33}$ with $\epsilon_{33}$ the piezoelectric modulus. Finally, $\tilde{c}_{33} \equiv (1 + \gamma)c_{33}$ is a piezoelectrically enhanced elastic modulus, with $c_{33}$ denoting the appropriate element of the elastic tensor, and

$$\gamma \equiv \frac{c_{33}^2}{\epsilon_{33}^2 c_{33}}.$$  (28)

is a dimensionless quantity called the piezoelectric efficiency. The values of these material parameters for the

| piezoelectric material | AlN |
|------------------------|-----|
| mass density $\rho$    | $3.26$ $g/cm^3$ |
| dielectric $\epsilon_{13}/\epsilon_0$ | $10.7$ |
| elastic stiffness $c_{33}$ | $395$ GPa |
| piezoelectric modulus $\epsilon_{33}$ | $1.46$ $C/m^2$ |
| piezoelectric efficiency $\gamma \equiv \epsilon_{33}^2/\epsilon_{33}c_{33}$ | $0.057$ |
| enhanced stiffness $\tilde{c}_{33} \equiv (1 + \gamma)c_{33}$ | $418$ GPa |
| sound velocity $v \equiv \sqrt{c_{33}/\rho}$ | $11.3$ $km/s$ |
| disk radius $R$ | $0.230$ $\mu m$ |
| disk thickness $b$ | $377$ $nm$ |
| dilatational frequency $\omega_0/2\pi$ | $15$ GHz |
| frequency in Kelvin $\hbar \omega_0/k_B$ | $720$ $mK$ |
| resonator capacitance $C_{res}$ | $0.042$ $fF$ |
Mechanically, the faces of the resonator are assumed to be stress-free. We note from Eq. (27) that when $\sigma \neq 0$, this stress-free condition requires a fixed strain of $-h_{33}\sigma/\varepsilon_{33}$ on the upper and lower surfaces of the disk. Note that these boundary conditions are generally time-dependent, because $\sigma$ usually is.

The resonator has thickness $b$ and occupies the region $0 < z < b$. From the mechanical equation of motion $\rho \partial_t^2 u_i = -\partial_j T_{ij}$ we obtain

$$\left(\partial_t^2 - v^2 \partial_z^2\right) u = 0, \quad \text{with} \quad v \equiv \sqrt{\varepsilon_{33}/\rho}. \quad (30)$$

The sound velocity in the $z$ direction is slightly enhanced because of the piezoelectric effect. The most general solution of Eq. (30), satisfying the required boundary conditions, is

$$u(z,t) = -\frac{h_{33}\sigma(t)}{\varepsilon_{33}} z + \Re \sum_{n=0}^{\infty} A_n \cos(k_n z) e^{-i\omega_{kn} t}, \quad (31)$$

where

$$k_n \equiv n\pi/b. \quad (32)$$

Here we have assumed that $\sigma$ is quasi-stationary, so that $\partial_z^2 \sigma$ is negligible. The first term in Eq. (31) describes a background strain caused the electric field in the capacitor, present in the classical limit even at zero temperature, while the second term describes harmonic fluctuations about that strain. The $n = 0$ mode is a center-of-mass translation. The $n = 1$ mode is the fundamental thickness-oscillation mode of interest here; it has an angular frequency given by Eq. (28).

### C. Model Hamiltonian

Next we derive a model Hamiltonian for a single current-biased JJ coupled to the dilatational mode of a piezoelectric nanomechanical disk resonator. The layout is similar to that illustrated in Fig. 1 except that there is only one junction, and the gate electrode is not split. Extension to multiple junctions and resonators will be carried out in Sec. VII. As before, we will assume that the junction and resonator states are long lived, and any effects of decoherence are neglected. We will proceed by returning to the semiclassical description of the JJ reviewed in Sec. II A, including the resonator in the equivalent circuit, and then quantizing the coupled system.

Our first objective is to derive an equation for $I_{\text{res}}$, the resonator’s contribution to the electrical current seen by the JJ. $I_{\text{res}}$ is equal to $\dot{q}$, where $q$ is the charge on the resonator’s top (ungrounded) electrode produced by voltage fluctuations across and strain fluctuations inside the resonator. Integrating Eq. (26) gives the voltage

$$V = -\int_0^b dz \ E_z = \frac{\sigma b}{\varepsilon_{33}} + h_{33} b U, \quad (33)$$

across the resonator and JJ, in terms of the charge on the electrodes and the spatially averaged strain

$$U(t) \equiv \frac{u(b,t) - u(0,t)}{b} \quad (34)$$

in the resonator. Eq. (33) can then be written in terms of the total charge $q \equiv \varepsilon_\pi R^2$ on the upper plate as

$$q = C_{\text{res}} (V - b h_{33} U), \quad (35)$$

where $C_{\text{res}} \equiv \varepsilon_{33} \pi R^2/b$ is the geometric capacitance of the resonator.

The resonator therefore produces a current equal to

$$I_{\text{res}} = C_{\text{res}} (\dot{V} - b h_{33} \dot{U}). \quad (36)$$

The first term in Eq. (36) describes a purely capacitive effect, which would be present even in the absence of the piezoelectric disk between the electrodes. We will find that this term simply adds the capacitance of the resonator in parallel with the junction capacitance $C$, thereby reducing the junction’s charging energy. The second term is a consequence of piezoelectricity, and will be shown to have two effects: coupling the JJ to resonator phonons and renormalizing $C_{\text{res}}$.

It will be convenient to write Eq. (36) as

$$u(z,t) = -\frac{h_{33}\sigma(t)}{\varepsilon_{33}} z + \delta u(z,t), \quad (37)$$

where

$$\delta u(z,t) \equiv \Re \sum_{n=0}^{\infty} A_n \cos(n\pi z/b) e^{-i\omega_{kn} t} \quad (38)$$

is the harmonic fluctuation contribution. After quantization, this latter part of the displacement field will come from phonons. The average strain can be similarly expanded as

$$U(t) = -\frac{h_{33}\sigma(t)}{\varepsilon_{33}} + \delta U(t), \quad (39)$$

where

$$\delta U(t) \equiv \frac{\delta u(b,t) - \delta u(0,t)}{b}. \quad (40)$$
Now, the time derivative of the first term in Eq. (39) is itself proportional to $I_{\text{res}}$, so Eq. (50) can be equivalently written as

$$I_{\text{res}} = \dot{C}_{\text{res}}(V - b \hbar \omega_{33} \delta \dot{U}), \quad (41)$$

where

$$\dot{C}_{\text{res}} \equiv \frac{C_{\text{res}}}{1 - \gamma - \gamma^2} \quad (42)$$

is a piezoelectrically enhanced resonator capacitance, and $\gamma$ is the piezoelectric efficiency defined in Eq. 28. In contrast with that of Eq. (39), the second term in Eq. (51) describes a pure coupling to resonator phonons.

Returning to the inset of Fig. 1, we replace $I_b$ with $I_b + I_{\text{res}}$. In our coupled junction-resonator system, $I_b$ then refers to the bias current coming from the external circuitry alone, which may have both DC and RF components (see Sec. IIIA). The semiclassical equation of motion replacing Eq. (6) is now that of a particle with a modified mass moving in a potential $U + \delta H_{cl}$, where

$$\delta H_{cl} \equiv \frac{\hbar C_{\text{res}} b \hbar \omega_{33} \delta \dot{U}}{2e(1 - \gamma - \gamma^2)} \delta. \quad (43)$$

The classical junction-resonator interaction Hamiltonian $\delta H_{cl}$ is evidently linear in the phase difference $\delta$. The effective mass $M$ of the particle is given by Eq. (7), with $E_c$ now reduced to $2e^2/(C + C_{\text{res}})$.

Quantization of the $\delta$ variable proceeds as in Sec. IIIA. The resonator Hamiltonian (dropping an irrelevant additive constant) is

$$H_{\text{res}} = \hbar \omega_0 a^{\dagger} a, \quad (44)$$

where $a^{\dagger}$ and $a$ are bosonic creation and annihilation operators for dilatational phonons. The junction-resonator interaction Hamiltonian is found to be

$$\delta H \equiv -ig(a - a^{\dagger})\delta, \quad (45)$$

where

$$g \equiv \frac{\hbar^{3/2} e_{33} \dot{C}_{\text{res}} \sqrt{\omega_0}}{e \epsilon_{33} \sqrt{\rho \pi R^2 b}} \quad (46)$$

is a real-valued coupling constant with dimensions of energy. We note that $g$ depends only on the properties of the resonator and is independent of the parameters characterizing the Josephson junction. The value of $g$ quoted in Eq. (50) applies to a fully gated resonator coupled to a single JJ; for a JJ connected to one half of a split-gate resonator, such as in Fig. 4 the relevant interaction strength is $g/2$.

For a fixed disk thickness $b$, chosen to determine $\omega_0$, the interaction strength varies linearly with disk radius $R$. Using the parameters summarized in Table III for a 15 GHz AlN resonator, we obtain

$$g = 2.70 \, \mu\text{eV} \times R[\mu\text{m}], \quad (47)$$

The classical Hamiltonian of the system is

$$H = H_0 + \delta H, \quad \text{with} \quad H_0 = H_{\text{J}} + H_{\text{res}}. \quad (48)$$

The junction Hamiltonian $H_{\text{J}}$ depends on $s$, and when $s$ is time-dependent, $H_{\text{J}}$ is also time-dependent. We shall address this issue below in Sec. IIIA. Assuming $s$ is constant, the stationary states of $H_0$ may be written as

$$|mn\rangle \equiv |m\rangle_1 \otimes |n\rangle_{\text{res}}, \quad (49)$$

where $m = 0, 1, 2, \ldots$ labels the junction state and $n = 0, 1, 2, \ldots$ is the phonon occupation number of the resonator. The eigenvalues of $H_0$ are

$$E_{mn} = \epsilon_m + \hbar \omega_0 n. \quad (50)$$

The $|mn\rangle$ and $E_{mn}$ of course depend on $s$. We will refer to the lowest two eigenstates of $H_0$ as the phase qubit, and to $\Delta E$ [defined in Eq. (13)] as the qubit level spacing, even if there are more than two quasibound levels in the junction.

For many applications it is convenient to write the JJ Hamiltonian of Eq. (50) in second-quantized form, as

$$H_{\text{J}} = \sum_m \epsilon_m c_m^{\dagger} c_m. \quad (51)$$

where $c_m^{\dagger}$ and $c_m$ are creation and annihilation operators for the junction states, which can be taken to be either fermionic or bosonic because there is only one “particle” in the washboard potential. In this same notation, the interaction Hamiltonian becomes

$$\delta H = -ig \sum_{mn} x_{mm'} (a - a^{\dagger}) c_m^{\dagger} c_{m'}. \quad (52)$$

where the $x_{mm'}$ are dipole-moment matrix elements defined in Eq. (19).
An important simplification occurs when only the qubit states \( m = 0, 1 \) are included in the JJ. In this case the complete Hamiltonian can be written as

\[
H = \begin{pmatrix} \epsilon_0 & 0 \\ 0 & \epsilon_1 \end{pmatrix} + \hbar \omega_0 a^\dagger a - i g (a - a^\dagger) \begin{pmatrix} x_{00} & x_{01} \\ x_{10} & x_{11} \end{pmatrix}, \quad (53)
\]

with the JJ operators written as matrices in the \( \{|0\rangle, |1\rangle\} \) basis. Recall that the diagonal dipole moments \( x_{nm} \) do not generally vanish in the current-biased JJ, but for \( s \) not too close to unity are approximately equal to \( \text{arcsin} \ s \). In the approximation \( x_{00} \approx x_{11} \), and dropping an additive constant, we can succinctly write \( (\ref{eq:53}) \) in terms of the Pauli matrices as

\[
H = -\frac{\Delta E}{2} \sigma_z + \hbar \omega_0 a^\dagger a - i g (a - a^\dagger) [x_{00} \sigma_0 + x_{01} \sigma_x], \quad (54)
\]

where \( \sigma_0 \) is the identity matrix. Note, however, that \( x_{00} \neq x_{11} \) when \( s \) is very close to 1. Finally, when both \( \Delta E \approx \hbar \omega_0 \) and \( g \ll \Delta E \), the commonly used rotating-wave approximation of quantum optics becomes valid. Applied to the form \( (\ref{eq:53}) \) or \( (\ref{eq:54}) \), the Hamiltonian simplifies to

\[
H_{JC} \equiv -\frac{\Delta E}{2} \sigma_z + \hbar \omega_0 a^\dagger a - i g x_{01} (a \sigma_- - a^\dagger \sigma_+), \quad (55)
\]

where \( \sigma_\pm \equiv (\sigma_x \pm i \sigma_y)/2 \). \( H_{JC} \) is the Jaynes-Cummings model of quantum optics (written in a basis that is different from that conventionally used there).

The Hamiltonian in Eq. \( (\ref{eq:45}) \) is equivalent to that of a few-level atom in an electromagnetic cavity. The JJs are analogous to the atoms. The cavity photons here are dilatational-mode phonons, which interact electrically with the junctions via the piezoelectric effect. Coupling several junctions to a nanomechanical resonator, as illustrated in Fig. \( 3 \) then makes the system analogous to several atoms in an electromagnetic cavity, except that here the atomic level spacing and electron-photon interaction strength are all externally controllable.

D. Quantum dynamics in the instantaneous basis

As discussed above, the Hamiltonian \( H_{J} \) for the JJ depends on the dimensionless bias current \( s \), and is therefore usually time-dependent. It will be useful to expand the state of the coupled system in a basis of normalized instantaneous eigenstates \( |mn\rangle_s \) of \( H_0 \), defined by

\[
H_0(s)|mn\rangle_s = E_{mn}(s)|mn\rangle_s, \quad \text{with} \quad s = s(t). \quad (56)
\]

We assume that at time \( t = t_0 \) the bias current is constant and that the system is prepared in a pure state. For \( t > t_0 \) we write the wave function, suppressing the time-dependence of \( s(t) \), as

\[
|\psi(t)\rangle = \sum_{mn} c_{mn}(t) e^{-(i/\hbar) \int_{t_0}^t dt' E_{mn}(s)} |mn\rangle_s. \quad (57)
\]

The probability amplitudes in the instantaneous interaction representation satisfy

\[
i\hbar \dot{c}_{mn} = \sum_{m',n'} \langle mn | \delta H - i \hbar \partial_s |mn'\rangle_s \times e^{(i/\hbar) \int_{t_0}^t dt' E_{mn}(s) - E_{mn'}(s)} c_{mn'}. \quad (58)
\]

Off-diagonal matrix elements of the quantity

\[
\langle mn | \frac{\partial}{\partial s} |mn'\rangle_s = \langle mn | \frac{\partial}{\partial s} |mn'\rangle_s \dot{s} \quad (59)
\]

determine transitions between the instantaneous eigenstates caused by nonadiabatic variation of \( s \); the diagonal elements determine the Berry connection of adiabatic perturbation theory. In the small \( s \), quadratic-potential limit, the low-lying JJ eigenstates are well approximated by the harmonic oscillator eigenfunctions given in Eq. \( (\ref{eq:16}) \). In this case it can be shown that

\[
\langle mn | \frac{\partial}{\partial s} |mn'\rangle_s = \frac{1}{\ell_s \sqrt{1-s^2}} \left( \sqrt{\frac{m'+1}{2}} \delta_{m,m'+1} - \sqrt{\frac{m}{2}} \delta_{m,m'-1} \right) \delta_{nn'} + \frac{1}{\ell_s} \frac{d \ell_s}{ds} \left( \sqrt{\frac{m'+1}{2}} \delta_{m,m'+2} - \sqrt{\frac{m}{2}} \delta_{m,m'-2} \right) \delta_{nn'}, \quad (60)
\]

where

\[
\frac{d \ell_s}{ds} = \frac{s \ell_s}{4(1-s^2)}. \quad (61)
\]

There are no diagonal (Berry connection) terms in this limit. The terms in Eq. \( (\ref{eq:60}) \) proportional to \( d \ell_s / ds \) result from the change of curvature at the minimum of the anharmonic potential \( U(\delta) \) with changing \( s \).

IV. QUBIT STORAGE AND TRANSFER

We now turn to a discussion of some single-qubit operations made possible by the nanomechanical resonator. In particular, we show that any phase qubit state

\[
|\psi_\Delta\rangle = \alpha |0\rangle + \beta |1\rangle \quad \text{with} \quad |\alpha|^2 + |\beta|^2 = 1 \quad (62)
\]

produced in the current-biased JJ can be written to and coherently stored in the phonon-number states of the resonator, as

\[
|\psi_{\text{res}}\rangle = \alpha |0\rangle_{\text{res}} + \beta |1\rangle_{\text{res}}, \quad (63)
\]

yielding a quantum memory element. In Eq. \( (\ref{eq:62}) \), the states \( |0\rangle \) and \( |1\rangle \) are the lowest two junction eigenstates shown in Fig. \( 3 \) whereas in Eq. \( (\ref{eq:63}) \), they denote the vacuum and one-phonon states of the resonator’s dilatational mode. Later, the qubit state can be reversibly retrieved or transferred to a second Josephson junction.

We will examine qubit storage and transfer in two stages: First we will develop a simple analytic theory
based on the adiabatic approximation combined with the rotating-wave approximation (RWA) of quantum optics. The adiabatic approximation assumes that the bias current $s$ changes slowly on the frequency scale $\Delta E/\hbar$, a requirement that (although not always desirable) can be easily satisfied in practice. The RWA for a phase qubit is valid when two conditions are met:

(i) $\Delta E$ and $\hbar \omega_0$ are close to each other on the scale of the resonator's energy width $\hbar \omega_0/Q$. Here $Q$ is the resonator's dilatational-mode quality factor. Transitions to higher levels $|m\rangle_J$ with $m > 1$ are far off resonance on this same scale.

(ii) The interaction strength $g$ is small compared with $\Delta E$ (or $\hbar \omega_0$).

We will then supplement the analytic theory with numerical simulations based on the full Hamiltonian of Eq. (48), using realistic values of all parameters involved.

### A. RWA analysis

To understand qubit storage, consider a single junction coupled to a nanomechanical resonator as described by the Hamiltonian of Eq. (48), and expand the wave function for the combined system as in Eq. (57). The probability amplitudes $c_{mn}(t)$ in the instantaneous interaction representation then satisfy Eq. (58).

We start at some time $t_0 < 0$ with the JJ prepared in the state $|00\rangle$ and the resonator in its ground state,

$$|\psi(t_0)\rangle = (\alpha|0\rangle_J + \beta|1\rangle_J) \otimes |0\rangle_{\text{res}} = \alpha|00\rangle + \beta|10\rangle. \quad (64)$$

We assume that the qubit and resonator are detuned and that $g \ll \Delta E$. Then the $|mn\rangle$ in (63) are close to eigenstates, and the $c_{mn}$ remain approximately constant. The qubit level spacing $\Delta E$ is now adiabatically changed to the resonant value, reaching $\hbar \omega_0$ at time $t = 0$. Then at $t = 0$ we have, approximately,

$$c_{mn}(0) = (\alpha \delta_{m0} + \beta \delta_{m1}) \delta_{n0}. \quad (65)$$

As we shall discuss below, the first nonadiabatic corrections to Eq. (65) principally affect the phases of the $|00\rangle$ and $|10\rangle$ components of the wave function, that is, the phases of $\alpha$ and $\beta$. The wave function at $t = 0$ is therefore

$$|\psi(0)\rangle \approx \alpha e^{-(i/\hbar) \int_{t_0}^0 dt E_{\text{dd}}[s(t)]} |00\rangle + \beta e^{-(i/\hbar) \int_{t_0}^0 dt E_{\text{10}}[s(t)]} |10\rangle. \quad (66)$$

Next we invoke the RWA, which allows us to write Eq. (65) as

$$\dot{c}_{00} = \frac{g}{\hbar} \sqrt{n} x_0 e^{i \omega_0 t} c_{1,n-1},$$

$$\dot{c}_{1n} = \frac{g}{\hbar} \sqrt{n+1} x_0 e^{-i \omega_0 t} c_{0,n+1}. \quad (67)$$

### TABLE V: Probability amplitudes $c_{mn}(t)$ for phase-qubit coupled to nanomechanical resonator, at time zero when they are brought to perfect resonance, as well as one quarter, one half, and three quarters of a vacuum Rabi-oscillation period later.

| amplitude | $t = 0$ | $t = \pi/2\Omega$ | $t = \pi/\Omega$ | $t = 3\pi/2\Omega$ |
|-----------|---------|-----------------|----------------|-----------------|
| $c_{00}$  | $\alpha$ | $\alpha$        | $\alpha$       | $\alpha$        |
| $c_{01}$  | $0$     | $\beta/\sqrt{2}$ | $\beta$        | $\beta/\sqrt{2}$ |
| $c_{10}$  | $\beta$ | $\beta/\sqrt{2}$ | $0$            | $-\beta/\sqrt{2}$ |
| $c_{11}$  | $0$     | $0$             | $0$            | $0$             |

We have also assumed that all dissipation and decoherence mechanisms are negligible over experimental timescales. Furthermore, as discussed in Sec. 11B we can take $x_0$ to be positive with no loss of generality. Using Eqs. (56) and (67), we then obtain, by Laplace transformation,

$$c_{00}(t) = \alpha,$$

$$c_{01}(t) = \frac{\beta \Omega(0)}{\Omega} \sin\left(\frac{\Omega t}{2}\right) e^{i \omega_d t/2},$$

$$c_{10}(t) = \beta \left[ \cos\left(\frac{\Omega t}{2}\right) + i \frac{\omega_d}{\Omega} \sin\left(\frac{\Omega t}{2}\right) \right] e^{-i \omega_d t/2},$$

$$c_{11}(t) = 0. \quad (68)$$

and all $c_{mn}(t)$ with $n > 1$ equal to zero. Here

$$\Omega(\omega_d) \equiv \sqrt{[\Omega(0)]^2 + \omega_d^2} \quad \text{with} \quad \Omega(0) \equiv \frac{2gx_0 h}{\hbar}, \quad (69)$$

is the vacuum Rabi frequency, and $\omega_d \equiv \omega_0 - \Delta E/\hbar$ is the resonator-qubit detuning. $\Omega(0)$ is the Rabi frequency on resonance. Probability amplitudes at selected times are summarized in Table V. The wave function at later times $t > 0$, when the system is on resonance, is therefore

$$|\psi(t)\rangle \approx e^{-iE_{\text{rr}}[s^*]t/\hbar} \left[ \frac{\alpha e^{-(i/\hbar) \int_{t_0}^0 dt E_{\text{dd}}[s(t)]}}{\sqrt{[\Omega(0)]^2 + \omega_d^2}} |00\rangle + \frac{\beta \sin(\Omega t/2)}{\sqrt{[\Omega(0)]^2 + \omega_d^2}} e^{-(i/\hbar) \int_{t_0}^0 dt E_{\text{10}}[s(t)]} |01\rangle + \frac{\beta \cos(\Omega t/2)}{\sqrt{[\Omega(0)]^2 + \omega_d^2}} e^{-(i/\hbar) \int_{t_0}^0 dt E_{\text{10}}[s(t)]} e^{-i \omega_d t} |10\rangle \right]. \quad (70)$$

where $s^*$ is the resonant value of the dimensionless bias current. We emphasize that the result in Eq. (70) is only approximate.

After a pulse duration $\Delta t$, the JJ is again detuned from the resonator. The final wave functions, in the instantaneous interaction representation, for several important choices of $\Delta t$ is summarized in Table VI. In this representation the phase factors $e^{\pm (i/\hbar) \int_{t_0}^0 dt E_{\text{mn}}[s]}$ appearing in Eq. (57) are suppressed.

When $\Omega \Delta t = \pi/2$, the system is held in resonance for one quarter of the vacuum Rabi period, and the final state is entangled. In particular, when the qubit begins completely in the excited state, $\alpha = 0$ and $\beta = 1$, the
resulting state is the maximally entangled Bell state

$$\frac{|01\rangle_j + |10\rangle_j}{\sqrt{2}} \otimes |0\rangle_{\text{res}},$$

with the resonator returned to the ground state. Similarly, after three quarters of a Rabi period, the final state is

$$2^{-\frac{1}{2}}(|(01)\rangle_j - |(10)\rangle_j) \otimes |0\rangle_{\text{res}}.$$  

After half a Rabi period, or $$\Omega \Delta t = \pi$$, the phase qubit and resonator states are evidently swapped. The cavity-QED analog of this operation has been demonstrated experimentally in Ref. [76]. This operation is extremely useful in our architecture. In addition to allowing the resonator to be used as a quantum memory element, it can be used as a quantum bus to transfer a qubit state from one JJ to another attached to the same resonator.

To retrieve a state that has been stored in the resonator, the junction is again tuned to $$\hbar \omega_0$$, except this time for one and a half Rabi periods, or $$\Omega \Delta t = 3\pi$$. This longer pulse length requirement follows from the adiabatic rotation-wave approximations, implies that JJ states cannot be stored, transferred, and controllably entangled with perfect accuracy, and—with an appropriate choice of $$g$$—arbitrarily quickly. This is not the case: The actual fidelity is determined by the corrections to these approximations. In this section we shall study the storage and transfer fidelities by direct numerical integration of the time-dependent Schrödinger equation.

We begin by simulating the storage of a JJ state in the phonon-number states of a resonator. To do this we solve the time-dependent Schrödinger equation for the coupled junction-resonator system by numerically integrating the coupled equations (65) for the case [see Eq. (62)]

$$\alpha = 0 \quad \text{and} \quad \beta = 1.$$  

This corresponds to the phase qubit starting in the excited eigenstate |1⟩. The resonator starts out in its ground state |0⟩_{\text{res}}. Our main result, which is shown in Fig. 6, will be discussed in detail below.

To ensure the reliability of the numerical results we employed a variety of ODE integrators, including both explicit and implicit algorithms, as well as exact diagonalization for cases with constant s. No significant differences were observed. The results presented were obtained with the 4th-order Runge-Kutta method with a time step of 1 fs, which guaranteed that probability was conserved for the duration of the calculation to better than 99.993%. Josephson junction energy levels $$\epsilon_m$$ and dipole-moment matrix elements $$x_{mn}$$ as a function of $$s$$ were calculated using the diagonalization method discussed in Sec. 11.2 and found to be extremely close to that of a harmonic oscillator in the range of bias currents employed here.

We simulate a large area, current-biased JJ with parameters corresponding to that investigated in Ref. [2], namely $$E_1 = 43.05\text{ meV}$$ and $$E_c = 53.33\text{ neV}$$. The zero-bias plasma frequency $$\omega_{p0}/2\pi$$ is therefore 16.4 GHz. A 15 GHz resonator will be in resonance with this junction when $$s = 0.545$$, comfortably far from the regime near $$s = 1$$ where bias-current fluctuations are most destructive. The nanomechanical resonator we simulate has the parameters listed Table I which results in a junction-resonator interaction strength $$g$$ given in Table IV. The resonator thickness $$d$$ is determined by the desired 15 GHz frequency of the thickness-oscillation mode, and the disk radius $$R$$ can be used to vary $$g$$ without appreciably affecting that frequency. As we noted in Eq. (67), $$g$$ is linearly proportional to $$R$$ (in the large $$R/d$$ limit). We have used this tunability to ensure that the system is in the regime where the RWA analysis of Sec. 11.4 is applicable. Below we will briefly examine results of simulations.

| $$\Omega \Delta t$$ | final state | operation |
|-------------------|-------------|-----------|
| $$\pi/2$$         | $$\alpha|0\rangle + \beta(|0\rangle + |1\rangle)/\sqrt{2}$$ | entangle |
| $$\pi$$           | $$|0\rangle \otimes (\alpha|0\rangle_{\text{res}} + \beta|1\rangle_{\text{res}})$$ | swap     |
| $$3\pi/2$$        | $$\alpha|0\rangle + \beta(|0\rangle - |1\rangle)/\sqrt{2}$$ | entangle |

B. Simulating storage and transfer

The analysis above, which is based on the adiabatic and rotating-wave approximations, implies that JJ states can be stored, transferred, and controllably entangled with perfect accuracy, and—with an appropriate choice of $$g$$—arbitrarily quickly. This is not the case: The actual
with larger values of $g$. There are more than 400 quasi-bound states $|m\rangle_J$ in the junction when $s = 0.545$. To the accuracy of the numerical results reported here, we find no sensitivity to the number of JJ states included in the calculations as long as at least 4 states are included. The resonator, of course, has an infinite number of phonon-number eigenstates $|n\rangle_{res}$, and the results shown here have been calculated by including the 4 states lowest in energy, as increasing beyond this number led to no significant changes.

We turn now to a discussion of Fig. 6. At time zero the current bias is $s = 0.40$ and the wave function amplitudes are taken to be $c_{mn}(0) = \delta_m \delta_{n0}$. The bias is held at $s = 0.40$ for 5 ns. As shown in Fig. 6, the occupation probability of the $|10\rangle$ state remains close to unity during this time interval. All other states remain essentially unoccupied. After 5 ns the bias current is adiabatically changed to the resonant value of $s = 0.545$. Our simulations show that the success of a qubit storage depends somewhat sensitively on the shape of the bias-current profile $s(t)$ in the transition region. In particular, we find that the time during which $s$ changes from the off-resonant value to the resonant one should be at least exponentially localized. The result presented in Fig. 6 was obtained using a trapezoidal profile with a cross-over time of 1 ns, which should be compared with the resonator and on-resonance qubit period of 0.1 ns. Similar results were obtained using Gaussian profiles. The JJ level spacing is tuned to $\hbar \omega_0$ for half of a Rabi period $\pi/\Omega$. During this time interval the junction interacts strongly with the resonator, and energy is exchanged back and forth between the two systems. The JJ is then detuned from the resonator. Some of the final probability amplitudes are given in Table VII. For the small value of $g$ used here, chosen so that $g/\hbar \omega_0 = 0.01$, the numerical results for the $c_{mn}^2$ are in excellent agreement with the RWA. However, the RWA prediction for the phases of the $c_{mn}$ are poor until one goes to even smaller values of $g$. In other words, the RWA is better at predicting the moduli of the $c_{mn}$ than their phases.

It is interesting to examine the extent to which higher energy states of the junction and resonator become excited during the storage operation. In Fig. 7 we plot the occupation probabilities of the states $|20\rangle$ and $|21\rangle$, both of which involve the higher lying $m = 2$ junction state. Similarly, in Fig. 8 we plot the occupations of $|02\rangle$ and $|12\rangle$, which involve the $n = 2$ phonon state. In all cases the excitation of higher lying states is negligible.

A few comments about these results are in order: The observed sensitivity to the shape of $s(t)$ can be understood by recalling that in the absence of any dissipation or decoherence, the RWA requires the qubit to be exactly in resonance with the nanomechanical resonator. Therefore it is necessary to bring the two systems into resonance as quickly as possible without violating adiabaticity. The power-law tails associated with an arctangent function, for example, lead to considerable deviations from the desired RWA behavior, as we demonstrate in Fig. 9. We expect this sensitivity to be present in real systems as well. We also found that the validity of the RWA requires $g$ to be considerably smaller than $\hbar \omega_0$. The ratio $g/\hbar \omega_0$ for the system simulated in Fig. 6 is 1%. When the resonator disk radius $R$ is increased to 2.3 $\mu$m, $g/\hbar \omega_0$ is then only 10%, but the RWA already fails considerably. This strong-coupling breakdown is demonstrated in Fig. 10. The resonant Rabi period in this case is 11.4 ns. Of course, the value of $\Delta \mu$ used in Figs. 6 and 10 are consequences of the RWA analysis, and better fidelity could be obtained by choosing $\Delta \mu$ differently.

Up to this point we have only discussed storage of the simple qubit state $|1\rangle$. Storing general qubit states of the form $\alpha|0\rangle + \beta|1\rangle$ follows similarly, although achieving high fidelity requires more care. The reason is that the ramping of up of $s(t)$ introduces phase errors into Eq. 65, the “initial” amplitudes that get swapped. This can be circumvented to a considerable extent by choosing an optimum value of the off-resonant bias current. In Fig. 10 we show results of the successful storage of the qubit states $2^{-\frac{1}{2}}(|0\rangle + |1\rangle)$ and $2^{-\frac{1}{2}}(|0\rangle + i|1\rangle)$, which are on the equator of the Bloch sphere, using $s = 0.180$ when detuned from the resonator.

Finally, in Fig. 11, we present results of simulations of two junctions coupled to a resonator. The JJs are the same as in Fig. 6 but the resonator in this case has radius $R = 0.459 \mu$m. Because the upper gate is now split, $g = 0.620 \mu$eV for each JJ. The instantaneous eigenstates of the uncoupled system can be written as $|m_1, m_2, n\rangle$, where $m_1$ and $m_2$ are the eigenstates of the junctions and $n$ is the phonon number of the resonator. The phase qubit is first stored in the resonator, as described above, and is then passed to the second identical junction. The result is a transfer of the qubit state $|1\rangle$ from one JJ to another. Only half a Rabi period of resonance with the second JJ is needed for this transferred state; in general, one and a half periods are required. The probability amplitudes after the transfer are given in Table VIII.

V. TWO-JUNCTION ENTANGLEMENT

The nanomechanical resonator can also be used to produce states where the JJs are entangled, but the resonator remains in its ground state, unentangled with

| probability amplitude | $\text{Re } c_{mn}$ | $\text{Im } c_{mn}$ | $|c_{mn}|^2$ |
|------------------------|-----------------|-----------------|-------------|
| $c_{00}$               | -0.046          | 0.016           | 0.002       |
| $c_{01}$               | -0.061          | 0.992           | 0.987       |
| $c_{10}$               | 0.049           | -0.007          | 0.002       |
| $c_{11}$               | 0.045           | -0.030          | 0.003       |
the junctions. We assume that two identical JJs are attached to the same split-gate resonator. The instantaneous eigenstates of the uncoupled system are written as $|m_1 m_2 n\rangle$, where $m_1$ and $m_2$ are the eigenstates of the junctions and $n$ is the phonon number of the resonator.

The foundations for this operation have already been explained in Sec. [IV]. According to Table [VII] we can prepare an entangled state of two JJs by bringing the first junction, previously prepared in the state $|1\rangle J_1$, into resonance with the resonator for one quarter of a vacuum Rabi period, or $\Omega \Delta t = \pi/2$, which produces the interaction-representation state $2^{-\frac{1}{2}}(|001\rangle + |100\rangle)$. The first JJ is now maximally entangled with the resonator, while the second junction is in the ground state. After bringing the second junction into resonance for half of a Rabi period, the state of the resonator and second junction are swapped, thereby “passing” the resonator’s component of the entangled state to the second junction. After detuning the second junction, the system is then left in the interaction-representation state

$$|100\rangle - |010\rangle \sqrt{2} = |10\rangle J_1 - |01\rangle J_1 \otimes |0\rangle_{\text{res}}. \quad (73)$$

The two Josephson junctions have been prepared in the maximally entangled Bell state $2^{-\frac{1}{2}}(|10\rangle J_1 - |01\rangle J_1)$. To produce the state $2^{-\frac{1}{2}}(|10\rangle J_1 + |01\rangle J_1)$, the $\Omega \Delta t = \pi$ swap pulse should be replaced with a $\Omega \Delta t = 3\pi$ swap pulse.

In Fig. [13] we present the results of a simulation of entangled state preparation. The JJs are the same as in Fig. [10] and the resonator has radius $R = 0.459 \mu m$, resulting in an interaction strength of $g = 0.620 \mu eV$ for each JJ. The desired entangled state is prepared with a squared fidelity of about 92%.

| Table VIII: Final probability amplitudes $c_{m_1 m_2 n}$ after transferring qubit state from one junction to another through the nanomechanical resonator. Transfer succeeds with a fidelity squared of better than 97%. |
| --- |
| probability amplitude | $\text{Re} \ c_{m_1 m_2 n}$ | $\text{Im} \ c_{m_1 m_2 n}$ | $|c_{m_1 m_2 n}|^2$ |
| $c_{001}$ | -0.075 | 0.003 | 0.006 |
| $c_{010}$ | 0.591 | 0.790 | 0.974 |
| $c_{100}$ | 0.023 | 0.038 | 0.002 |

VI. LARGE-SCALE QUANTUM CIRCUIT

A strength of our architecture is scalability: By introducing additional bus junctions coupled to a pair of resonators, each resonator with a slightly different dilatational mode frequency, the quantum states of the resonators can be swapped. This makes it possible to construct a large JJ array, with all phase qubits coupled. We call this layout a “hub-and-spoke” network, an example of which is shown in Fig. [14]. Each bus qubit “spoke” couples each adjacent resonator “hub,” allowing a completely scalable geometry without intrinsic size limits.

The Hamiltonian for an arbitrary large-scale quantum information processing circuit consisting of $\mathcal{M}$ phase qubits and $\mathcal{N}$ nanomechanical resonators is constructed as follows. Let $I = 1, 2, \ldots, \mathcal{N}$ label the resonators, which for simplicity we assume to lie in a two-dimensional plane, and let $J = 1, 2, \ldots, \mathcal{M}$ label the junctions. Typically there will be many more JJs than resonators. Each junction can couple to one or two resonators, subject to the constraint that a resonator can support on the order of 10 junctions, and that, for convenience, bus qubits should connect adjacent resonators. The Hamiltonian for such a quantum computer, ignoring state preparation, manipulation, and readout circuitry, as well as all environmental coupling, energy relaxation, and decoherence, is

$$H_{\text{qc}} = \sum_I \hbar \omega_I a_I^\dagger a_I + \sum_{jm} \epsilon_{jm} c_{jm}^\dagger c_{jm}$$

$$- i \sum_{jj'} \sum_{mm'} g_{jj'} (a_I - a_I^\dagger) x_{jmm'} c_{jmm'}^\dagger c_{jmm'} \quad (74)$$

Here $\omega_I$ is the dilatational mode frequency of resonator $I$, $a_I^\dagger$ and $a_I$ are dilatational-mode phonon creation and annihilation operators satisfying $[a_I, a_{I'}^\dagger] = \delta_{II'}$, $\epsilon_{jm}$ is the spectrum of phase qubit $J$, and $c_{jm}^\dagger$ and $c_{jm}$ are creation and annihilation operators (either bosonic or fermionic) for states $m$ in junction $J$. The matrix $g_{jj'}$ gives the interaction strength between resonator $I$ and junction $J$; bus junctions have nonzero $g_{jj'}$ for two values of $I$, computational junctions will have only one nonzero element.

In Eq. (74) we have also neglected a small capacitive interaction between phase qubits connected to the same resonator.

As we will demonstrate in future work, the resonator can be used to mediate two-qubit quantum logic between phase qubits connected to that resonator. The quantum circuit of Fig. [14] then allows quantum logic to be performed between any pair of computational qubits $J_1$ and $J_2$. This is accomplished by swapping the state stored in $J_2$ with a phase qubit $J'_2$ attached to the same resonator as $J_1$, performing the logical operation on $J_1$ and $J'_2$, and then swapping $J'_2$ and $J_2$. Any pair of computational qubits in Fig. [14] can also be controllably entangled.

VII. DISCUSSION

We have introduced a design for a scalable, solid-state quantum computing architecture based on the integration of nanoelectromechanical resonators with Josephson junction phase qubits. Quantum states prepared in a Josephson junction can be passed to the nanomechanical resonator and stored there, and then can be passed back to the original junction or transferred to another with high fidelity. The resonator can also be used to produce entangled states between a pair of Josephson
junctons. Universal two-qubit quantum logic will be addressed in future work. The architecture is analogous to one or more few-level atoms in an electromagnetic cavity, and the junction-resonator complexes can assembled in a hub-and-spoke layout, resulting in a large-scale quantum circuit.

The calculations presented here have ignored all effects of dissipation and decoherence, with the assumption that the associated lifetimes are longer than a few hundred ns. This is not unreasonable given the current experimental situation. Nor have we attempted to perform the operations as fast as possible, and we expect there to be considerable room for improvement in both speed and fidelity.

Finally, we emphasize that many of our results will apply to other resonator- or oscillator-based qubit coupling methods. In particular, the promising design being developed at Yale using charge qubits coupled to superconducting transmission line resonators, is very similar to the architecture discussed here.
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APPENDIX A: QUANTUM MECHANICS OF THE PIEZOELECTRIC RESONATOR

Here we quantize the vibrational dynamics of the piezoelectric resonator. In the quantum limit, the first term in Eq. 67, which describes the background strain generated by the charge \( \sigma(t) \), becomes trivially quantized: It gets multiplied by the identity operator.

The quantization of the fluctuation term \( \delta u(z, t) \) proceeds similarly to that of ordinary phonons, although we have to treat the zero-frequency \((n = 0)\) mode separately. First we construct a complete set of orthonormal eigenfunctions from Eq. 65, namely

\[
f_n(z) \equiv \sqrt{\frac{2 - \delta n0}{b}} \cos(n \pi z/b), \quad n = 0, 1, 2, \ldots \quad (A1)
\]

These eigenfunctions can be shown to satisfy orthonormality

\[
\int_0^b dz f_n^*(z) f_m(z) = \delta_{mn} \quad (A2)
\]

and completeness

\[
\sum_{n=0}^\infty f_n^*(z) f_n(z') = \delta(z - z'), \quad (A3)
\]

although in our case the \( f_n(z) \) are purely real.

The quantized displacement-fluctuation field is given by

\[
\delta u(z) = f_0(z) z_0 + \sum_{n=1}^\infty \sqrt{\frac{\hbar}{2 \rho_{lin} v k_n}} \left( f_n(z) a_n + f_n^*(z) a_n^\dagger \right), \quad (A4)
\]

and its associated momentum density \( \Pi \equiv \rho_{lin} \partial_t u \) is

\[
\Pi(z) = f_0(z) p_0 - i \sum_{n=1}^\infty \sqrt{\frac{\hbar \rho_{lin} v k_n}{2}} \left( f_n(z) a_n - f_n^*(z) a_n^\dagger \right), \quad (A5)
\]

where \( k_n \) is defined in Eq. 62. Here \( z_0 \) is the \( z \) component of the resonator center-of-mass coordinate operator, \( p_0 \) is the \( z \) component of the center-of-mass momentum operator, and \((z_0, p_0) = i\hbar \). The \( n = 0 \) term is excluded in the summations of Eqs. A4 and A5 because the corresponding frequency \( v k_n \) vanishes; its separate inclusion in the form given above will enable the use of the completeness relation \( A3 \) in the analysis below. The \( a_n \) and \( a_n^\dagger \) are bosonic phonon annihilation and creation operators satisfying \([a_n, a_{n'}^\dagger] = \delta_{nn'} \), \( \rho_{lin} \equiv M_{res}/b \) is the linear mass density of the cylindrical resonator, with \( M_{res} \) the resonator’s mass. Using Eq. A3 it can be shown that

\[
[u(z), \Pi(z')] = [\delta u(z), \Pi(z')] = i\hbar \delta(z - z'), \quad (A6)
\]
as required.

The final expression for the quantized displacement field is therefore

\[
u(z, t) = -\frac{h \delta \sigma(t)}{\varepsilon_{33}} z + f_0(z) z_0(t) + \sum_{n=1}^\infty \sqrt{\frac{\hbar}{2 \rho_{lin} v k_n}} \left( f_n(z) a_n e^{-iv k_n t} + f_n^*(z) a_n^\dagger e^{iv k_n t} \right), \quad (A7)
\]
where \( z_0(t) \) is in the Heisenberg representation. If the Hamiltonian for the center-of-mass dynamics is \( p_0^2/2M_{\text{res}} \), then \( z_0(t) = z_0 + (p_0/M_{\text{res}})t \). Note that the center-of-mass mode does not produce any strain and does not enter into our final results.

Using Eq. (A4) leads to

\[
\delta U = -\frac{2}{b} \sum_{n \text{ odd}} \sqrt{\frac{\hbar}{M_{\text{res}} v k_n}} \left( a_n + a_n^\dagger \right). \quad (A8)
\]

If we include only the fundamental dilatational \((n = 1)\) mode in Eq. (A8), we obtain (suppressing the subscript on the dilatational phonon operators)

\[
\delta U \approx -\frac{2\ell_{\text{res}}}{b} (a + a^\dagger), \quad (A9)
\]

where \( \ell_{\text{res}} = \sqrt{\hbar/M_{\text{res}} \omega_0} \) is the characteristic size of quantum fluctuations in this mode, and where \( \omega_0 \) is the dilatational frequency defined in Eq. (A9).

Assuming a harmonic vibrational dynamics for the resonator, and ignoring the center-of-mass motion, the resonator Hamiltonian is

\[
H_{\text{res}} = \sum_{n=1}^{\infty} \hbar v k_n (a_n^\dagger a_n + \frac{1}{2}). \quad (A10)
\]

Keeping only the \( n = 1 \) dilatational mode, and dropping the additive c-number constant, leads to Eq. (44). Using Eq. (A10), we then obtain

\[
\delta U = \frac{i}{\hbar}[H_{\text{res}}, \delta U] = \frac{2i}{b} \sum_{n \text{ odd}} \sqrt{\frac{\hbar v k_n}{M_{\text{res}}}} (a_n - a_n^\dagger). \quad (A11)
\]

The \( n = 1 \) term on the right-hand-side of Eq. (A11), when inserted into Eq. (43), yields the interaction Hamiltonian of Eq. (43) with the coupling constant given in Eq. (46).
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FIG. 1: (main panel) Effective potential $U(\delta)$ for dimensionless bias current $s \equiv I_b/I_0$ equal to 0.1, plotted in units of $E_J$. (inset) Equivalent-circuit model for a current-biased Josephson junction. A capacitance $C$ and resistance $R$ are in parallel with an “ideal” Josephson element, represented by a cross and having critical current $I_0$. A bias current $I_b$ is driven through the circuit.

FIG. 2: Barrier height and plasma frequency as a function of the dimensionless bias current $s$. Here $\Delta U_0 \equiv 2E_J$ is the barrier height at zero bias, and $\omega_{\mu_0}$ is the zero-bias plasma frequency defined in Eq. (12).

FIG. 3: Metastable potential well in the cubic limit, showing the barrier of height $\Delta U$ that separates the metastable states $|0\rangle$, $|1\rangle$, and $|2\rangle$, from the continuum. This figure applies to the case of bias currents $s$ just below 1. The lowest two states are separated in energy by $\Delta E$. 
FIG. 4: Two-qubit circuit diagram. The computational qubits are the two JJs in the center, shown as crossed boxes, each coupled to one side of the piezoelectric disk resonator. Each crossed box represents a real JJ, modeled by an ideal Josephson element in parallel with a resistor and capacitor. The current bias and readout circuits for each qubit circuit are shown on the left and right sides of the figure. Note that there is no direct electrical connection between the two qubits.

FIG. 5: Four current-biased JJs coupled to a nanoelectromechanical resonator. Each junction is connected to a metallic plate on the surface of the resonator that covers about one quarter of the surface. Because we make use of the fundamental dilatational mode, which is spatially uniform in the plane of the resonator, the qubits are all equally well coupled to that mode.

FIG. 6: Phase qubit storage. The solid descending curve is $|c_{10}(t)|^2$, the interaction-representation occupation probability of the $|10\rangle$ state, calculated numerically for the junction of Ref. 8 coupled to the 15 GHz piezoelectric resonator described in Table III. The dashed curve is the same quantity calculated from the analytic RWA results of Sec. IV A. The solid ascending curve is $|c_{01}(t)|^2$. The dotted curve shows the time dependence of the dimensionless bias current $s(t)$, which is varied to bring the phase qubit in resonance with the resonator after 5 ns. The Rabi period on resonance, when $s = 0.546$, is 113.69 ns. After the storage operation, $|c_{10}|^2 = 0.002$ and $|c_{01}|^2 = 0.987$. The inset shows an enlarged view of $|c_{10}(t)|^2$ during the ramping up of $s(t)$.

FIG. 7: Occupation of higher lying $m = 2$ junction state during qubit storage. The upper plot is $|c_{20}|^2$, and the lower plot is $|c_{21}|^2$. Both quantities would vanish in the RWA. All junction and resonator parameters are the same as in Fig. 6.

FIG. 8: Occupation of higher lying $n = 2$ resonator state during qubit storage. The upper plot is $|c_{02}|^2$, and the lower plot is $|c_{12}|^2$; both vanish in the RWA. Parameters are the same as in Fig. 6.

FIG. 9: Qubit storage with arctangent bias-current profile. All system parameters are the same as in Fig. 6. The numerical result for $|c_{10}|^2$, shown as a solid descending curve, is entirely different than that predicted by the RWA (dashed curve), even though the difference between the $s(t)$ profiles used here and in Fig. 6 is small. The qubit state is not correctly stored in the resonator.

FIG. 10: Qubit storage in larger resonator. Here we simulate qubit storage in a 15 GHz resonator with $R = 2.3 \mu m$, so that $g/\hbar \omega_0 = 0.10$. All other resonator and junction parameters are the same as in Fig. 6. The solid descending curve is $|c_{10}|^2$, and the dashed curve shows the desired RWA behavior. The solid ascending curve is $|c_{01}|^2$. The RWA breaks down here because of the stronger interaction strength. The dotted curve is $s(t)$. Qubit storage fails again.

FIG. 11: Storage of qubit states on the equator of the Bloch sphere. (a) Here the initial state is $2^{-\frac{1}{2}}(|0\rangle_J + |1\rangle_J) \otimes |0\rangle_{\text{res}}$. The solid descending curve is the squared overlap with the interaction-representation state $2^{-\frac{1}{2}}(|00\rangle + |10\rangle)$, and the ascending curve is the occupation of $2^{-\frac{1}{2}}(|00\rangle + |01\rangle)$. The dotted curve is $s(t)$. (b) The initial state is $2^{-\frac{1}{2}}(|0\rangle_J + i|1\rangle_J) \otimes |0\rangle_{\text{res}}$. The descending and ascending curves are the occupations of $2^{-\frac{1}{2}}(|00\rangle + i|10\rangle)$ and $2^{-\frac{1}{2}}(|00\rangle + i|01\rangle)$, respectively.

FIG. 12: Qubit transfer between two identical Josephson junctions. The descending solid curve is $|c_{100}(t)|^2$, the probability for the first junction to be in the $m = 1$ excited state, and the rest of the system to be in the ground state. The state of the first junction is stored in the resonator as in Fig. 6, the peaked curve giving $|c_{001}(t)|^2$. The ascending curve is $|c_{010}(t)|^2$, the probability for the second JJ to be in the excited state. The solid and dotted trapezoidal curves show the bias currents $s_1(t)$ and $s_2(t)$ on the two junctions.

FIG. 13: Preparation of entangled Josephson junctions. The thick solid curve is the probability for the system to be found in the interaction-representation state $2^{-\frac{1}{2}}(|100\rangle - |010\rangle)$. The thin solid and dashed lines are $s_1(t)$ and $s_2(t)$, respectively.

FIG. 14: Architecture for a large-scale JJ quantum computer. In addition to the junctions coupled to a single resonator, as in Fig. 6 here there are additional bus junctions for transferring states between different resonators.
This figure "fig1.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig2.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig3.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig4.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig5.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig6.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig7.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig8.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig9.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig10.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig11.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig12.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig13.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1
This figure "fig14.jpg" is available in "jpg" format from:

http://arxiv.org/ps/quant-ph/0409179v1