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Abstract

Interteaching is a behavioral teaching method that departs from the traditional lecture format (Boyce & Hineline in BA 25:215–226, 2002). We updated and expanded previous interteaching reviews and conducted a meta-analysis on its effectiveness. Systematic searches identified 38 relevant studies spanning the years 2005–2018. The majority of these studies were conducted in undergraduate face-to-face courses. The most common independent variables were manipulations of the configuration of interteaching or comparisons to traditional-lecture format. The most common dependent variables were quiz or examination scores. Only 24% of all studies implemented at least five of the seven components of interteaching. Prep guides, discussions, record sheets, and frequent assessments were the most commonly implemented. Meta-analyses indicated that interteaching is more effective than traditional lecture or other control conditions, with an overall large effect size. Furthermore, variations in the configuration of the interteaching components do not seem to substantially limit its effectiveness, as long as the discussion component is included. Future research informed by the present review includes: (a) investigating the efficacy of interteaching in additional academic areas, online environments, workplace training, and continuing education, (b) testing alternative outcome measures, generalization, and procedural integrity, (c) conducting systematic component analyses, and (d) measuring social validity from the instructor’s perspective.
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Introduction

Lecture-based methods continue to be the predominant college pedagogy (Stains et al., 2018). Research has demonstrated the relative inefficacy of lecture-based teaching at improving student learning, which has resulted in the search for superior teaching methods (Saville & Zinn, 2011). Early behavior analytic efforts (late 1960s and 1970s) in this direction involved the development of different approaches based on well-established behavioral principles (e.g., reinforcement, discrimination, generalization, and shaping; Moran & Malott, 2004). Overall, these early behavioral teaching methods (a) focused on restructuring the classroom environment for enhancing student learning and enjoyment (e.g., Programmed Instruction Holland & Skinner, 1961; Personalized System of Instruction Keller, 1968) and (b) produced better student learning outcomes compared to traditional methods (Moran & Malott, 2004).

Notwithstanding these promising findings, behavioral teaching methods failed to gain widespread popularity. A strong tradition of lecture-based teaching, and perhaps more importantly, the typical structure of most educational settings, likely limited the implementation of these methods. For instance, the original version of the Personalized System of Instruction (Keller, 1968), one of the most popular approaches, incorporated absolute self-paced student progress, which does not fit well into traditional semester-based courses (however, see some alternative developments by Pear et al., 2011). Additionally, early behavioral teaching methods were often initially time-consuming to prepare (Boyce & Hineline, 2002), and academics frequently struggle to balance the many obligations contending for their time (e.g., administrative duties, service, research, and mentorship). It is common for academics to be released from some portion of their responsibilities (e.g., course releases) when undertaking large projects in service or research. However, such allowances are rarely given to instructors for making substantial changes in classroom pedagogy. These obstacles may explain why instructors would not be willing or able to transition to behavioral teaching methods.

Interteaching

Boyce and Hineline (2002) introduced interteaching as an approach that could address the limitations that previously hindered the implementation of behavioral teaching methods. The authors described seven components of interteaching: (1) preparation guides (or prep guides; sets of 10–15 questions of varying complexity), (2) in-class discussions between two or more students, (3) record sheets (students list the prep guide items they would like the instructor to expand/clarify during the next lecture), (4) brief clarifying lectures (less than half of the session focused on difficult topics), (5) reinforcement contingencies for discussion/prep guide completion, (6) frequent assessments, and (7) quality points (a cooperative contingency aimed at improving discussion quality).

The growing interest in interteaching since its inception has resulted in a continued increase in studies describing the application of a wide range of variations in its
components and tests of its effectiveness. Reviews of this literature (Querol et al., 2015; Saville et al., 2011b; Sturmey et al., 2015) have generally reported that (a) interteaching contributes to student success (e.g., in terms of quizzes, homework, in-class participation, cumulative final examinations, long-term recognition memory) when compared with traditional lecture-based instruction; (b) interteaching has been successfully implemented across a wide range of academic disciplines (e.g., political science, engineering, business, nutrition, special education, psychology) and class formats (e.g., classes that differ in frequency, duration, size, and media format, such as face-to-face, online, and blended classes); (c) interteaching has been successfully implemented in a variety of higher-education settings (i.e., both inside and outside of the USA and in undergraduate and graduate courses); (d) social validity measures indicate that students often rate interteaching favorably and prefer it over traditional lecture; and (e) substantial efforts have been dedicated to testing a wide range of variations of the components of interteaching (e.g., impact of quality points, effect of discussions, scheduling of clarifying lectures, discussion-group size). Notwithstanding this supporting evidence on the versatility and efficacy of interteaching, the most recent reviews noted limitations of the identified studies and recommended several areas for future research (Querol et al., 2015; Sturmey et al., 2015). These included the systematic replication of laboratory and applied studies in work training settings, and across other modes of classroom delivery (e.g., online, hybrid courses) and populations (e.g., different age-groups and academic institutions).

**Purpose and Overview of the Present Study**

In addition to the specific limitations and areas for future research noted above, we have identified factors that provide impetus for a re-examination of the interteaching literature as a whole. First, a survey of the literature indicates the absence of systematic quantitative analyses (i.e., meta-analyses) of the efficacy of interteaching across all the available literature. Second, recent reviews (Querol et al., 2015; Sturmey et al., 2015) included interteaching studies published through 2014, and a cursory review of literature published after this date indicates a substantial increase in relevant research in recent years. Thus, an updated literature review and meta-analysis would serve to fill these gaps. Accordingly, the purpose of the present study was twofold: update and expand previous reviews on interteaching and conduct a meta-analytic review of its effectiveness.

To accomplish our purpose, we aimed to address the following research objectives: (1) complete systematic searches for interteaching research across a wide range of academic databases, including those holding dissertations and theses; (2) evaluate empirical studies across various methodological and outcome variables (e.g., research design, use of interteaching components, procedural integrity measures); (3) conduct a quantitative synthesis of observed effects by computing overall mean effect sizes (i.e., Hedges’ $g$); and (4) conduct moderator analysis to identify variables that modulate the efficacy of interteaching (e.g., class size, number of examinations/quizzes, contingencies for completion of preparation guides, interteaching frequency).
Method

Literature Search and Study Selection Process

The search procedures for relevant records followed the recommendations of Petticrew and Roberts (2006) for conducting systematic literature reviews and meta-analyses and complied with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (Liberati et al., 2009; Moher et al., 2009).

Searches using the keyword interteaching were conducted in the following academic databases (conducted in March 2019; repeated in January 2020 and produced no new records): EBSCO, ERIC, MEDLINE, PsycARTICLES, PsycINFO, SCOPUS, and Web of Science. As recommended by Higgins et al. (2020) and Petticrew and Roberts (2006), to minimize the risk of bias, including publication bias (the issue that statistically significant studies are more likely to be published than those with nonsignificant outcomes; Higgins et al., 2020), additional searches using the same keywords were conducted in the following databases specialized in theses and dissertations (first conducted in April 2019; repeated in January 2020 and produced no new records): EBSCO Open Dissertations, ProQuest Dissertations & Theses Global, PQDT Open, and British Library EThOS, and DART-Europe E-theses Portal. Supplementary ancestry searches (i.e., an examination of reference lists) were conducted on the most recent interteaching reviews (Querol et al., 2015; Sturmey et al., 2015), and all the manuscripts that were published since 2014, which was the last year covered by those reviews. No restrictions regarding publication dates were used during these searches. A total of 159 records were identified through database searching and 24 through ancestry search (Supplementary Fig. 1 shows the flow of information through the different stages of the search, screening, and selection procedures, based on PRISMA guidelines; Liberati et al., 2009; Moher et al., 2009).

After duplicate records were removed, the last author screened the abstracts of the remaining 79 records using the following exclusion criteria: (a) language different than English, Spanish, or German; (b) theoretical/review manuscripts or book chapters with no original (previously unpublished) data; (c) non-peer-reviewed publications (except dissertations and theses); (d) conference abstracts; (e) records with incomplete information for which no full text was possible to obtain; (f) dissertations/theses that resulted in articles published elsewhere in peer-reviewed journals; and (g) studies that did not report the implementation of at least one interteaching component.

The full texts (pdfs) of the 46 records that were not excluded during the first stage of screening were obtained. A second round of screening was conducted on these full texts using the same exclusion criteria, which resulted in the exclusion of eight additional records. During a quality-control test of the screening process, two authors (first and last) independently screened the 46 records. The agreement score was computed by number of agreements divided by the number of agreements plus the number of disagreements multiplied by 100. The two authors
reached 98% agreement on record exclusion. Disagreements were resolved by re-examining the records and reaching a consensus. Finally, 38 full-text records were deemed eligible for further analysis (Supplementary Fig. 2 shows the distribution of these references over time).

Coding of Studies and Data Extraction

A specially designed Microsoft® Excel™ matrix was used for the coding process (a copy is available at Open Science Framework [OSF] repository https://osf.io/ejxrq/). Based on the information reported in earlier reviews on interteaching (Querol et al., 2015; Saville et al., 2011b; Sturmey et al., 2015), 56 variables were selected and defined for coding of the 38 records that were identified. The complete list of variables, definitions, and codes are available in a supplemental Excel file available in the OSF repository described above. Variables were classified in the following categories: (a) bibliographic information (e.g., title, authors, date, publication, etc.); (b) participant information (e.g., gender, sample size, student major); (c) instructor information (e.g., teaching assistants or tutors); (d) study methodology (e.g., design, dependent variables, independent variables, class size); (e) details of the interteaching components (e.g., contents and length of the prep guides, scheduling of the lectures, duration and facilitation of the discussions, number of quizzes/examinations/probes); (f) student ratings on different aspects of interteaching (i.e., preference for interteaching or traditional lecture, perceived enjoyment of discussions, ratings of knowledge acquired); (g) study outcomes (e.g., effect sizes on quiz/examination/probe scores); (h) details of procedural integrity (present or absent and percentage reported by authors); and (i) statistical information (e.g., means, standard deviations, $p$-values). If effect sizes were not reported, they were computed, when possible, using data provided in the sources.

To ensure the reliability of data extraction, the second author independently coded eleven of the records (29%). These articles were selected via a random function in a Microsoft® Excel™ application. The inter-coder agreement (ICA) score was determined by the number of agreements divided by the number of agreements plus the number of disagreements multiplied by 100. This computation was done for each of the 56 variables coded, which yielded an ICA of 97.9%.

Assessing the methodological quality of eligible studies (critical appraisal of a study and the extent to which authors reported their research to the highest possible standard) is recommended for systematic reviews and meta-analyses (Dreier, 2013; Kratochwill & Levin, 2014; Wendt & Miller, 2012). The second and third authors conducted a quality assessment of all the selected records by using instruments developed for single-case experimental methods (SCMs; Logan et al., 2008) and group designs (Downs & Black, 1998). Quality assessment showed that the majority of SCMs and group design studies were classified as moderate to strong, as per the corresponding scales (for group designs, moderate $= 33–66.9\%$, strong $\geq 70\%$, Logan et al., 2008; for SCMs, moderate $= 50–70\%$, strong $> 70\%$, Downs & Black, 1998). Accordingly, information on quality assessment was not further used in the present study. An ICA score for quality assessments was calculated by adding the number of
agreements between the coders, divided by the number of agreements plus the number of disagreements multiplied by 100. An overall 94% ICA for quality assessments was found across all research designs (91% for group designs and 96% for SCMs). Disagreements were resolved by re-examining the records and reaching a consensus.

**Meta-statistical Analyses**

Out of the 38 records identified, 24 studies reported sufficient information (i.e., design, sample size, means, and standard deviations were at least required) for processing of the meta-statistical analyses. Three research designs were included (between-groups designs, within-subjects designs, and SCMs). Intervention versus control comparisons (eleven between-groups designs) examined at least two groups and compared each groups’ mean change measures (Germain et al., 2018). In the intervention versus control comparisons, the control groups were either true controls without exposure to any interventions (e.g., “Participants in the control condition had no exposure to the information contained in the article. Rather, they reported only once to the laboratory and took the quiz”; Saville et al., 2005, p. 162) or were alternative interventions, such as attending traditional lectures or completing anagrams (e.g., Saville et al., 2014). Pre- versus post-comparisons (two within-subjects designs) either investigated a single group comparing a change in outcome measures (e.g., examination scores; Felderman, 2014) or compared pre- versus post-changes in two groups, including a control group (e.g., interteaching versus traditional lecture on examination scores; Slezak & Faas, 2017). The eleven studies that reported implementation of SCMs (e.g., alternating-treatment designs; Felderman, 2016; Gayman et al., 2018) were included in the between-groups meta-analyses in a similar approach to that reported by Zelinsky and Shadish (2018) because the data reported in them were already aggregated per courses, groups and/or sections (i.e., no individual/single-case data were available).

A comparison across records was feasible if there was a minimum of three records for a given type of research design. Data were then combined across records based on the type of intervention used (e.g., comparison of traditional lecture to interteaching or comparisons among variations of interteaching), and their respective outcome measures (e.g., examinations, probes, or quiz scores). If a given record reported several outcome measures (e.g., quizzes, student satisfaction, number of assignments completed), the primary outcome measure was selected based on the most complete information.

Due to across-record differences (e.g., differences in the composition of participants or variation in the interventions used; Borenstein et al., 2009), it was assumed that the true effect size varied from study to study. Therefore, a random effects model was applied (Borenstein et al., 2015), with efficacy as the primary outcome variable. Application of the random effects model also allowed for an analysis of potential moderator variables (e.g., class size or number of participants in the discussions; Higgins & Green, 2011). However, Borenstein et al. (2009) pointed out
that a small number of records, as was the case in the current analysis, are a limitation for conducting moderator analyses and should thus be interpreted with caution.

**Data Analysis and Overall Effect Size**

The Comprehensive Meta-Analysis© software Version 3.3 (Biostat, 2019) was used to analyze extracted data and to compute a standardized mean difference (SMD), namely Hedges’ $g$. The SMD Hedges’ $g$ includes a correction factor for bias, resulting in more accurate and conservative estimates when sample sizes are small (Borenstein et al., 2009; Lipsey & Wilson, 2001). The computer software used was specifically designed to calculate an effect size and other statistical information (e.g., confidence intervals [CI] and $p$-values) for each of the included records and weight them to provide an overall mean effect size (Borenstein et al., 2015). For the current analysis, Hedges’ $g$ estimates were computed according to the different study designs used (e.g., intervention versus control group, if any) and were weighted with respect to sample size. Hedges’ $g$ can be interpreted using the following guidelines proposed by Lipsey and Wilson (2001): small (< 0.49), medium (0.50–0.79), and large (≥ 0.80). Weighted mean effect size computations were calculated for all outcome measures (e.g., examinations, probes and quiz scores, homework submission).

**Between-Study Variation or Heterogeneity**

The second step in the analysis was to assess the heterogeneity of studies (i.e., between-study variation calculating $Q$ test, $I^2$, and $T^2$) by using the Comprehensive Meta-Analysis© software (Biostat, 2019). Heterogeneity assessments show the degree to which each study’s effect size varies within the distribution of effect sizes (Borenstein et al., 2009).

The $Q$ test provides information about whether the included studies show unaccounted variance, and if specific covariates moderate the effect, assuming a random error (Germain et al., 2018). The $Q$ statistic was calculated as the weighted sum of squared differences between each study’s effects and the pooled effect across studies (Cochran, 1954). If the $Q$ test yields a statistically significant result ($p < .05$), the included studies do not share a common effect size (Borenstein et al., 2009) and are said to show statistical heterogeneity that cannot be accounted for by sampling error (Ahn & Kang, 2018; Littell et al., 2008). The $I^2$ statistic is an index to quantify the dispersion of effect sizes within a meta-analysis. It reports the proportion of the observed variance reflecting the variation in true effect sizes rather than sampling error (Borenstein et al., 2017). General benchmarks to guide the interpretation of $I^2$ are as follows: $I^2$ values of < 30% are considered small, values of approximately 50% are average, and values > 75% indicate high levels of heterogeneity (Ahn & Kang, 2018; Higgins, & Green, 2011). However, Borenstein et al. (2017) note that $I^2$ is ideally reported in combination with forest plots and the $T^2$ statistic to provide the reader with maximum information about heterogeneity and the true effects. Hence, $T^2$ was calculated, which is interpreted as an estimate of the actual variance of the true effect sizes across the population of studies (Borenstein et al., 2009, 2010).
Moderator Analyses

The next component of data analysis encompassed moderator analyses, which aim to assess the relationship between study-level covariates and effect size (Borenstein et al., 2009). Put differently, moderator analyses evaluate whether study or participant characteristics (i.e., moderator variables, such as the number of examinations, probes, or quizzes or student level) modified the effectiveness of interteaching. A meta-regression model was applied based on the moderator variables of interest. As recommended by Deeks et al. (2019), the variables tested in the model were selected prior to the analysis based on their assumed relevance for the effectiveness of the interventions. Such relevance was assumed based on the components put forward by Boyce and Hineline (2002) and the findings reported and discussed in earlier systematic reviews (Querol et al., 2015; Saville et al., 2011b; Sturmey et al., 2015). The unit of analysis was the individual study, as well as variables that had data from at least four studies (e.g., class size; Germain et al., 2018; Higgins & Green, 2011).

Publication Bias

Publication bias refers to the fact that studies with statistically significant results are more likely to be published, cited, and reprinted than those with nonsignificant outcomes (Borenstein et al., 2009; Littell et al., 2008; Petticrew & Roberts, 2006). In an attempt to address the issue of publication bias, specific databases and repositories were searched (e.g., ERIC and ProQuest Dissertations & Theses Global) and “published” (i.e., peer-reviewed) and “unpublished” records (i.e., “documents that were not independently edited or were not refereed”; White, 2019, p. 61) were included if relevant. For example, one unpublished doctoral dissertation (Gutierrez, 2017) and four unpublished masters’ theses (e.g., Bethke, 2016) were eligible for inclusion in the systematic review. However, two of them were not eligible for inclusion in the meta-statistical analysis due to lack of suitable data (e.g., no detailed statistical information was available; Gutierrez, 2017; Wright & Wright, 2011).

A funnel plot was produced and visually inspected to assess the presence of publication bias. A funnel plot is a scatterplot of the estimated effect size versus standard error or sample sizes of the studies (Higgins & Green, 2011; White, 2019). If publication bias exists, the funnel plot will be skewed to one side (i.e., asymmetrical with a gap in a bottom corner of the plot), a pattern that is identifiable with visual inspection (Borenstein, 2005; Higgins & Green, 2011). The funnel plot can be a helpful initial visual diagnostic tool for assessing publication bias (White, 2019). However, funnel plots should be interpreted with caution. Meta-analyses consisting of a representative number of studies reporting statistically significant results and large sample sizes may produce a funnel plot that appears symmetrical, indicating that publication bias is not present (Keenan, 2016). Thus, to aid visual analysis, a linear regression of the effect sizes and the standard errors of individual studies was calculated (i.e., Egger’s regression; Egger et al., 1997). A statistically significant regression (p < .05), together with an asymmetrical funnel plot, provides strong evidence of publication bias (Sterne et al., 2000). Egger’s regression method has been shown to be more powerful than other methods.
(e.g., rank correlation) in detecting publication bias in meta-analyses, especially those comprising less than 30 studies, as was the case in the present effort (Sterne et al., 2000).

Results

Descriptive Findings

Study Characteristics

The systematic search yielded 38 eligible records with publication dates ranging between 2005 and 2018. Twenty-one (55%) records were published from 2014 to 2018 (see Supplementary Fig. 2). The majority of records were peer-reviewed articles (87%), and the remaining were theses and dissertations (13%). No other gray literature, such as book chapters, conference proceedings, or government reports, was eligible (e.g., excluded because records were not peer-reviewed, or no original data were provided). Nearly half (48%) of the identified peer-reviewed articles were published in one of the following journals: Journal of the Scholarship of Teaching and Learning (n = 6), Teaching of Psychology (n = 6), and Journal of Applied Behavior Analysis (n = 4).

Supplementary Table 1 shows the details of each record (e.g., year, country, study duration, independent and dependent variables, design, media, etc.) using a corresponding DocID number. Using the approach described by Lipsey and Wilson (2001) and Littell and Corcoran (2010), each record’s information was extracted and labeled with a subID depending on the design implemented. Specifically, subIDs were generated on the basis of the comparisons implemented (e.g., interteaching versus traditional lecture, baseline versus interteaching), and independent and dependent variables analyzed (e.g., social validity, examination scores, quizzes). Accordingly, a single manuscript could have resulted in several subIDs, depending on the complexity of the design and independent and dependent variables analyzed. For instance, data extracted from DocID no. 32 (Rehfeldt et al., 2010) were further classified in four subIDs that resulted from the cross section of the two levels of the independent variable (points contingent on prep guides or no points) and the two dependent variables measured in the study (percentage of assignments submitted and quiz scores; see Supplementary Table 1). With this approach, the 38 identified studies were subcategorized into 136 subIDs (i.e., 136 separate combinations corresponding to 136 individual rows in Supplementary Table 1). Except for results related to research designs, independent and dependent variables, and components of IT, descriptive and meta-statistic results were based on the information extracted at the subID level (Lipsey, 2019; Lipsey & Wilson, 2001; Littell & Corcoran, 2010). The descriptive results focused on aspects of interteaching (e.g., characteristics of each of the components of interteaching or student perception of interteaching) excluded subIDs related to control and traditional lecture independent variables.
Participants and Settings

The majority of the studies (92%) were conducted in North America (the USA and Canada), with the remaining 8% of studies distributed across different countries, including Australia, Colombia, Norway, and Vietnam (see Supplementary Table 1). Only 57.7% of the records provided the ages of the participating students. Of these records, 51.8% reported participation of students 20–26 years old, and the remaining reported an equal distribution for younger (2.9%) or older (2.9%) samples. The majority of the studies (69%) reported that more than half of the participants were female (see Supplementary Table 1). Information provided in several records (7%) allowed the identification of mixed female and male groups, but no clear proportions were possible to establish. In the remaining 24% of the records, no information on the gender of participants was available. Regarding collegiate level, 83.9% of all the records reported undergraduate samples, and 16.1% reported graduate samples (see Supplementary Table 2).

All the studies identified for the present review were conducted in higher-education settings. Only 55.5% provided information on student majors (academic discipline to which undergraduate students formally commit). The most frequently reported majors were in the areas of social science (24.1%; e.g., psychology or social work; Arntzen & Hoium, 2010; Felderman, 2014, 2016; Rehfeldt et al., 2010), education (13.1%; e.g., Cannella-Malone et al., 2009; Mason, 2012; Rieken et al., 2018), and health (10.9%; e.g., nursing; Byrne & Guy, 2016; Goto & Schneider, 2010; Rosales et al., 2018; Soldner et al., 2015). Graduate-level studies were only conducted with participants majoring in areas of social science (5.1%) and education (10.9%; see Supplementary Table 3).

With regard to course media (i.e., face-to-face, online asynchronous [students engage with the course content at different times and from different locations], online synchronous [the instructor and the students engage with the course content and each other at the same time, but from different locations], or blended, the majority of undergraduate-level studies were conducted in face-to-face (77.4%) and online asynchronous (3.6%) courses. For studies conducted in graduate-level courses, the most common medium was face-to-face (8%), followed by online asynchronous (5.8%). Online synchronous was the least common medium (2.2% at the graduate-level and no undergraduate-level studies; see Supplementary Fig. 3).

The majority of studies (71.5%) were conducted in courses covering social science topics (e.g., psychology of learning, social welfare; Arntzen & Hoium, 2010; Gayman et al., 2018; Truelove et al., 2013), followed by a small percentage of courses covering natural science topics (4.4%, e.g., anatomy and human physiology; Byrne & Guy, 2016; Mercer, 2014) and engineering (2.9%, e.g., biomedical engineering; Cezeaux & Keyser, 2018). Thus far, interteaching-related research at the graduate level has been conducted primarily in social science courses (see Supplementary Fig. 3).
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Research Designs

An analysis of the research designs reported across the identified records showed that SCMs and group designs were implemented with similar frequency (49.6% and 48.2%, respectively; see Supplementary Table 4). Case study was the least frequently reported research method (2.2%). Among the SCM studies, only multielement/alternating treatments designs were implemented. For the studies that implemented group-comparison analyses, quasi-experimental without control and nonequivalent-groups designs were the most frequently reported.

Independent and Dependent Variables

The most frequently reported independent variables were manipulations of interteaching and traditional lectures (e.g., presence or absence of interteaching, comparison across or with other teaching strategies; see Supplementary Table 5 for details), and analyses of outcomes based on student grade point averages (GPA). Manipulations of specific components of interteaching were identified throughout the eligible studies (e.g., contents of the prep guides, points contingent on completion of the prep guides, number of examinations/quizzes/assessments, presence or absence of discussion component); however, each type of manipulation had few associated records (less than 10%). The most frequently reported dependent variables were quiz or examination scores, and assessments of social validity (significance of intervention goals, acceptability of intervention procedures, and social importance of effects). Although various other measures of student performance were also reported (e.g., laboratory reports, article reviews, projects, and assignments), the number of associated records for each of these other measures was low (below 5%). It is worth noting that studies frequently manipulated and/or measured multiple independent and dependent variables.

Components of Interteaching

An analysis of the studies that explicitly reported using each of the seven main components of interteaching, as defined by Boyce and Hineline (2002), was conducted. Studies in which it was not possible to determine the use of a given component were excluded from this analysis (i.e., were considered unclear). Prep guides and discussions were the most consistently implemented components (92.1%), followed by clarifying lectures (89.5%), use of record sheets (86.8%), and frequent assessment (81.6%; e.g., quizzes, probes, examinations). Among the less frequently implemented components were scheduling contingencies for the completion of prep guides or discussions (60.5%; e.g., points contingent on submission of the prep guides) and quality points (28.9%). Twenty-four percent of all the identified studies reported implementing at least five of the seven main components of interteaching (see details in Supplementary Table 6).

Prep Guides Different aspects of the prep guide component were extracted from the identified records, namely, number of questions on each prep guide, avail-
ability (beginning of the course, during each session, or prior to each session) and completion contingencies (reinforcement or no contingency). The most frequently reported number of questions per prep guide was 10–20, and prep guides were typically available prior to each session for both undergraduate- and graduate-level classes (see Supplementary Table 7).

The majority of records (70.4%) did not clearly specify contingencies related to prep guide completion and/or submission (Supplementary Table 8). Of the 30% that provided information, the majority reported using a positive reinforcement contingency (25%; e.g., Soldner et al., 2015).

Discussion

The following aspects related to the discussion component of inter-teaching were analyzed: contingency scheduled on the quality or completion of the discussion, size of the discussion groups, assignment of the students to the discussion groups (different members every session or members randomly assigned), discussion facilitator (e.g., instructor, teaching assistant), and discussion length.

Few studies (6.5%) provided explicit information on whether contingencies were applied based on the discussion quality (see Supplementary Table 9). In all relevant records, positive reinforcement was implemented. Similarly, all records that provided information on a contingency for discussion completion (43.5%) reported using positive reinforcement (e.g., Felderman, 2016; Saville et al., 2012a, 2012b; Soldner et al., 2015).

The most commonly reported discussion-group size in undergraduate and graduate courses was student pairs (57.4% of all eligible records; see Supplementary Table 10). Of the remaining records, 20.3% reported between three and six students per group, and in a few cases, discussion groups exceeded six students (10.2%).

The most common method used to assign discussion groups was establishing a different partner or group each session for both undergraduate (33.3%) and graduate courses (4.6%). Random assignment of students to groups was also used in some undergraduate courses (24.1%). The remaining 38% of the records did not provide clear information on how students were assigned to discussion groups (see Supplementary Table 11).

Different combinations of discussion facilitators (instructor, teaching assistant, or tutor) were identified in the records that reported related information (64.8%). In only 2.8% of all the records, researchers reported that facilitation was not implemented. The most frequent facilitator in undergraduate courses was the instructor alone (30.6%) or a combination of instructor and a teaching assistant/tutor (23.2%). For graduate courses, facilitation by only the teaching assistant or tutor (6.5%) was the most frequent strategy reported (see Supplementary Table 12).

Almost half of the records (42.6%) did not provide clear information on discussion length. Among the remaining 57.4% of the records, the most frequent discussion length was 20–30 min (20.3%), followed by less than 20 min (15.8%) and 30–40 min (10.2%) sessions (see details in Supplementary Table 13).

Quality Points

The majority of studies (84.3%) either did not implement or did not report clear details on the delivery of quality points. In 8.3% of records, qual-
ity points were delivered if performance on quizzes or tests was equal to or above 80%. In a few records (7.4%), researchers reported delivery of quality points but did not provide specific performance criteria (see Supplementary Table 14).

Scheduling of Interteaching and Frequency of Assessment (Probes/Quizzes/Tests)

Biweekly interteaching sessions were the most frequently reported (30.6%), followed by weekly sessions (27.8%). Notably, 32.4% of the records did not report the frequency of interteaching sessions (see Supplementary Table 15). Regarding frequency of assessment, only 31.5% of all records provided relevant information. The most commonly reported schedule was every 1 to 3 class meetings (29.6%). Regarding the type of evaluation, a combination of short-essay and multiple-choice questions, or multiple-choice questions only, were the most frequently reported methods of assessment (see details in Supplementary Table 16).

Record Sheets/Forms

An analysis of the information that students were asked to include in the record sheets was conducted (e.g., difficult topics or prep guide questions, quality of the discussions). The information most frequently requested from students was a list of difficult topics and an assessment of discussion quality (50.9%; see details in Supplementary Table 17), followed by a list of difficult topics only (22.2%). In some studies, researchers reported using the record sheet or similar form but did not provide details about the specific information requested from students (14.8% of records). Lastly, 10.2% of the records did not provide clear information about record sheets.

Students’ Perception of Interteaching

Only 49.1% of the eligible records provided information on students’ reported preferences for interteaching compared to other teaching approaches (e.g., traditional lecture or related manipulations). In 34.3% of these records (30.6% undergraduate and 3.7% graduate), students indicated a preference for interteaching. In the remaining records (14.8%), all of which included undergraduate participants, students reported a preference for methods other than interteaching (see Supplementary Table 18).

Other measures of the students’ perceptions of interteaching included the extent to which students reported that they (a) acquired more knowledge with interteaching, (b) learned most with interteaching, (c) better understood the materials with interteaching, and (d) perceived the discussions of interteaching positively. The most salient aspect across these measures is the lack of consistency of implementation and limited information provided across the eligible studies. (Detailed information is provided in Supplementary Table 19.) These factors resulted in large percentages of unclear for each measure (80% or higher) and a wide range of percentages of students across the categories. Ultimately, it is
not possible to characterize the students’ perceptions of interteaching across these measures with the limited data available.

**Meta-Statistical Findings**

Twenty-four out of 38 studies reported data suitable for further effect size computations. (These studies are highlighted with asterisks (*) in Supplementary Table 1 and Supplementary References.)

**Meta-Analysis Results**

**Interteaching to Traditional Lecture** The majority of studies ($n = 14$) compared traditional lecture to interteaching across all research designs. The outcome measures most commonly used to assess the effectiveness of interteaching were examination and quiz results, assignments (i.e., written essays and American Psychological Association assignments), and assessment of improvement (e.g., level of understanding of the subject taught). Figure 1 shows the details of these 14 studies, a forest plot, and effect size statistics for all the comparisons between traditional lecture (TL) and interteaching (IT). An overall large and significant effect size of interteaching when compared to traditional lecture or other control or experimental groups (e.g., reading) was found, $g = 0.814, p = 0.000$, 95% CI (0.491–1.137).

![Forest plot and effect size statistics for traditional lecture (TL)—interteaching (IT) comparisons. The diamond-shaped data point at the bottom of the plot represents the summary effect size across all studies](image-url)
Three out of these 14 studies compared different variations of control and treatment groups. Filipiak et al. (2010) compared a traditional lecture format to interteaching with a reinforcement contingency for completion of the prep guides and interteaching without that completion contingency. When compared to traditional lecture, interteaching with the reinforcement contingency led to higher quiz scores and yielded a large effect size ($g = 0.837$, $p = .006$, 95% CI [0.244–1.430]), whereas interteaching without the reinforcement contingency resulted in a medium effect ($g = 0.662$, $p = .026$, 95% CI [0.078–1.246]). Saville et al. (2005) compared a control group (no intervention) to three experimental groups (i.e., traditional lecture, reading, and interteaching) in a simulated classroom. They found that interteaching lead to higher overall quiz scores, and comparisons of interteaching to control, reading, and traditional-lecture groups in all cases yielded large and significant effects (range of $g$’s from 0.893 to 1.558, all $p$’s < .05, range of 95% CI [0.261–2.230]). Finally, Saville et al. (2014) compared a control group (no intervention) and traditional lecture to interteaching during introductory psychology courses on quiz scores. The comparison resulted in a very large and significant effect size ($g = 2.558$, $p = .00$, 95% CI [2.08–3.03]), favoring interteaching over traditional lecture and control conditions.

**Interteaching to Interteaching** Ten studies tested six different variations of interteaching (level of difficulty of prep guides, number of students in the discussion groups, number of quizzes, presence or absence of discussions, presence or absence of lectures, and presence or absence of quality points; Bethke, 2016; Garcia et al., 2016; Lambert & Saville, 2012; Rosales & Soldner, 2018; Saville et al., 2011a; Saville & Zinn, 2009) using two different outcome measures (i.e., results of examinations and quizzes). Figure 2 displays a forest plot and the effect-size analyses for these studies (Hedge’s $g$, standard error, CI, and $p$-values). Overall, these different forms of interteaching-to-interteaching comparisons yielded a small and marginally signifi-

![Fig. 2 Forest plot and effect size statistics for all interteaching-to-interteaching comparisons. The diamond-shaped data point at the bottom of the plot represents the summary effect size across all studies](image-url)
The significant summary effect size ($g = 0.298$, $p = .053$, 95% CI $[-0.004$ to $0.601]$). However, this overall effect size should be interpreted with caution, as these studies differ considerably from each other (i.e., they investigated various and specific questions on the efficacy of different interteaching components).

### Discussion

Effects of interteaching with or without the discussion component and different discussion-group sizes (e.g., pairs or two to four participants per group) were investigated in more than three studies, which allowed for further analysis. Figure 3 shows a forest plot and effect size statistics for these interteaching-to-interteaching comparisons featuring various types of discussions. Variations of the discussion-group size yielded a moderate and significant summary effect size ($g = 0.579$, $p = .001$, 95% CI $[0.243$–$0.915]$), favoring pair discussions to produce better test scores. The two studies that compared the absence or presence of discussions yielded the largest effects ($g = 0.903$, $p = 0.002$, 95% CI $[0.293$–$1.477]$; $g = 0.876$, $p = 0.042$, 95% CI $[0.031$–$1.720]$; Soldner et al., 2017; Garcia et al., 2016, respectively), favoring inclusion of the discussion component of interteaching to produce higher test scores.

Taken together, these results indicate that interteaching, regardless of different variations or configurations, is more effective than traditional lecture or other alternative control conditions. Furthermore, it appears that variations in the configuration of the different interteaching components do not substantially limit its effectiveness, as long as the discussion component is included.

### Heterogeneity Assessment

Assessment of the heterogeneity of the 17 studies that compared traditional lecture to interteaching indicates that it was statistically significant ($Q = 121.01$ [df = 16], $p = .00$, $T^2 = 0.39$). The calculation of the proportion of heterogeneity ($I^2$) yielded
87%, confirming the initial assessment. Heterogeneity analysis of the 11 studies that compared variations of interteaching also indicates it was beyond expected by sampling error \( (Q = 39.35, \ [df = 10], \ p = .00, \ T^2 = 0.18) \), with \( I^2 \) yielding 75%. To summarize, heterogeneity across all eligible studies was pronounced, and studies did not seem to share a common effect size. Put differently, this seems to indicate that the effects found in the studies were not simply due to sampling error.

| Table 1 | Meta-regression statistics across 30 moderator variables |
|---------|--------------------------------------------------------|
|         | Moderator variables                                  | Number of covariates | \( Q \) | \( p \)-value | \( R^2 \) (%) |
| Assignment of discussion groups | 3 | 0.52 | 0.77 | 0 |
| Availability of prep guides | 3 | 6.52 | 0.038* | 14 |
| Clarifying lectures | 2 | 0.01 | 0.94 | 0 |
| Class size | 6 | 8.22 | 0.145 | 14 |
| Content of probes/examinations/tests | 3 | 5.77 | 0.056 | 3 |
| Contingency on discussion/prep guide | 2 | 4.51 | 0.033* | 7 |
| Details of quality points | 3 | 3.76 | 0.15 | 11 |
| Details of record sheets/forms | 5 | 2.5 | 0.645 | 0 |
| Facilitation | 5 | 4.93 | 0.29 | 0 |
| Frequency of probes | 2 | 5.21 | 0.022* | 9 |
| Instructor type | 5 | 1.2 | 0.878 | 0 |
| Introductory lectures | 3 | 0.28 | 0.871 | 0 |
| IT session frequency | 4 | 9.71 | 0.021* | 18 |
| Key components of interteaching | 2 | 0.03 | 0.87 | 0 |
| Lecture details | 4 | 1.31 | 0.727 | 0 |
| Length of discussions | 6 | 4.24 | 0.51 | 4 |
| Media | 3 | 0.47 | 0.79 | 0 |
| Number of examinations/probes/quizzes | 4 | 11.14 | 0.011* | 27 |
| Number of instructors | 3 | 0.02 | 0.99 | 0 |
| Preparation guides | 2 | 3.15 | 0.076 | 0 |
| Quality of discussions | 2 | 0.51 | 0.47 | 0 |
| Quality of prep guide questions | 3 | 2.27 | 0.321 | 0 |
| Quality points | 2 | 0.25 | 0.613 | 0 |
| Record sheets | 2 | 0.8 | 0.37 | 0 |
| Research designs | 2 | 0.09 | 0.76 | 0 |
| Several examinations/probes/quizzes | 2 | 5.82 | 0.016* | 16 |
| Size of discussion groups | 3 | 3.12 | 0.21 | 0 |
| Student level | 2 | 0.12 | 0.726 | 0 |
| Students’ preference for IT | 2 | 2.3 | 0.13 | 32 |
| Type of questions in probes/quizzes | 3 | 7.58 | 0.023* | 14 |

See Supplementary Fig. 4 for individual scatterplots of each of these significant regressions.

*Indicates a statistically significant result \( (p < .05) \)
Moderator Analysis

Meta-regressions were calculated for traditional lecture to interteaching comparisons only, as the interteaching-to-interteaching comparisons already addressed research questions about the effects of specific interteaching components at the individual study level (e.g., Felderman, 2014; Querol et al., 2015; Truelove et al., 2013; Fig. 3). Table 1 shows the thirty variables (e.g., types of discussion, preparation guides, or quality points) that were tested as potential moderators for the efficacy of interteaching when compared to traditional lecture or control groups. The number of covariates, and $Q$, $p$, and $R^2$ values for each regression are also included in Table 1.

Seven statistically significant regressions were identified, as indicated by asterisks in the $p$-value column of Table 1 (see Supplementary Fig. 4 for individual scatterplots of each of these significant regressions). The variable *availability of prep guides* (students had access to the assigned prep guides prior or during the corresponding class meeting/session) was related to the effectiveness of interteaching. Specifically, making prep guides first accessible to students during the corresponding session resulted in a higher effect size ($p < .05$). *Interteaching session frequency* moderated the effectiveness of interteaching, with weekly interteaching meetings having a higher effect size ($p < .05$). The variable *type of question* during the examinations/probes (short essay, multiple choice, etc.) was also associated with a larger effect, with multiple-choice and/or true/false questions having higher effects ($p < .05$). Similarly, variables related to number and frequency of assessments (i.e., *several examinations/probes/quizzes, frequency of examinations/probes/quizzes*, and *number of examinations/probes/quizzes*) also seem to influence effectiveness. Conducting multiple examinations, probes, or quizzes and administering them at every or during every third meeting, at least, seem to increase the effectiveness of interteaching ($p < .05$).

Lastly, *contingency on discussion or prep guide completion* was associated with the effectiveness of interteaching ($p < .05$). Studies in which no contingencies were implemented (e.g., Edwards, 2005; Saville et al., 2014; Saville et al., 2005; Scoboria & Pascual-Leone, 2009; Slezak & Faas, 2017) had larger effect sizes than those that had contingencies in place (Anbro, 2015; Cezeaux & Keyser, 2018; Felderman, 2016; Rieken et al., 2018; Soldner et al., 2015; Zayac & Paulk, 2014). However, these findings should be interpreted carefully because a closer inspection of the records related to this regression showed that one of them reported a somewhat disproportionate effect size (Saville et al., 2014). When the regression was recalculated excluding this potential outlier ($g = 2.56$, $p = .00$, 95% CI [2.08–3.03]), the result of the meta-regression was not significant (number of covariates $= 2$, $Q = 3.81$, $p = .051$, $R^2 = 3$%). This issue aligns with previous reports that very large effects sizes tend to excessively impact meta-regressions and moderator analyses (Lipsey & Wilson, 2001).

Publication Bias

A funnel plot was created to visually analyze and, if present, detect publication bias among all eligible studies (see Fig. 4). Inspection of the funnel plot found an
asymmetrical pattern (i.e., no data points at the left corner of the bottom of the plot), which indicated the presence of publication bias. This particular pattern of the plot indicates an underrepresentation of small sample-size studies that yielded small effects. In contrast, large sample studies tend to be published more frequently due to increased statistical power (Lipsey & Wilson, 2001). To test this interpretation, an Egger’s regression (i.e., a linear regression between the standard error of all eligible studies and Hedges’ $g$; Egger et al., 1997) was computed. This regression was statistically significant ($p < .05$), confirming the presence of publication bias.

Only 24 of the identified studies reported data suitable for meta-statistical analyses. The majority compared traditional lecture to interteaching using different outcome measures (e.g., examination or quiz results, written assignments). These studies showed an overall large and significant effect size of interteaching.

Ten studies tested six different variations of interteaching (e.g., number of students in the discussion groups, number of quizzes, presence, or absence of discussions). Overall, these comparisons yielded a small and marginally significant summary effect size; however, this finding should be interpreted with caution, as these studies differ considerably from each other.

Analyses focused on the discussion component showed that variations of the discussion-group size yielded a moderate and significant summary effect size. Furthermore, a comparison between absence and presence of discussions yielded a large significant effect size.

Seven of the different variables that were tested as potential moderators for the efficacy of interteaching were statistically significant. Making the prep guides first accessible to students during the corresponding session, scheduling weekly

![Funnel plot depicting the distribution of all eligible studies (open circles)](image-url)
interteaching meetings, and implementing multiple-choice and/or true/false questions were associated with higher effects. Conducting multiple examinations, probes or quizzes and administering them at every or during every third meeting, at most, was also related to higher interteaching effectiveness. Although lack of a contingency for completion of discussions or prep guides was related to larger effect sizes, this finding should be interpreted with caution because of the disproportionate effect size of one of the records included in the analysis (potential outlier).

Discussion

The purpose of the present study was twofold: (a) update and expand previous reviews on interteaching and (b) conduct a meta-analytic review of its effectiveness. The systematic search yielded 38 records that met the inclusion criteria. Twenty-four of these records reported sufficient data for inclusion in the meta-analysis. The systematic review identified empirical evaluations of interteaching published between 2005 and 2018. The majority of these studies were published in the latter four years (2014–2018) of this range. It seems possible that this uptick in research was related, among others, to the publication of systematic reviews on interteaching (Querol et al., 2015; Saville et al., 2011b; Sturmey et al., 2015).

All identified studies were conducted in higher-education settings, and most took place at North American undergraduate-level social science classes that involved at least some face-to-face instruction. Although this pattern seems somewhat expected considering the origins of interteaching (e.g., behavior analysis and psychology) and its recent inception (less than 20 years), promising recent changes include implementation in more diverse areas of knowledge (e.g., natural sciences and engineering; Byrne & Guy, 2016; Cezeaux & Keyser, 2018) and evaluation of interteaching in asynchronous (i.e., Gayman et al., 2018; Rieken et al., 2018) or synchronous (i.e., Soldner et al., 2017) online settings.

Evaluations of the efficacy of interteaching have most often compared interteaching to traditional lecture, and several studies also considered student GPAs in their analyses. Quiz or examination scores and assessments of social validity (e.g., students’ preferences for interteaching compared to traditional lecture) were common dependent measures. Nearly half of the studies reported social validity measures, in which the majority reported that students preferred interteaching to other experimental conditions (e.g., traditional lecture). Lastly, less than a quarter of studies included five or more of the seven main interteaching components, which suggests few studies have evaluated the approach as it was originally outlined by Boyce and Hineline (2002). The most commonly implemented components across studies were prep guides, discussions, clarifying lectures, record sheets, and frequent probes.

The majority of the studies included in the meta-analysis focused primarily on the comparative effects of interteaching and traditional lecture. Collectively, these evaluations showed that interteaching resulted in better outcomes (e.g.,
examination and quiz scores) than traditional lecture and other comparison conditions (e.g., reading-only group). Compared to traditional lecture, interteaching that included a reinforcement contingency for completing prep guides led to a slightly higher effect size than interteaching without this contingency (e.g., Filiipiak et al., 2010; see Fig. 1). The other ten studies included in the analysis compared one variation of interteaching to another (e.g., interteaching with pair vs. group discussions) or used a pre-test/post-test design to evaluate manipulations of interteaching (i.e., Felderman, 2014). Overall, these interteaching-to-interteaching comparisons produced minimal differential effects on outcome measures (i.e., examination and quiz scores; see Fig. 2). However, we identified some notable findings among studies that examined the discussion component of interteaching (see Fig. 3). Our analysis provides moderate support for having students work in pairs during discussions, rather than in larger groups (e.g., Boyce & Hineline, 2002; Rosales & Soldner, 2018). Furthermore, the data suggest that removing the discussion component of interteaching is likely to limit the effectiveness of the approach substantially (e.g., Garcia et al., 2016). This notion is in line with recent studies on the effectiveness of active learning components across in-person and online settings (Gayman et al., 2018; Müller & Wulf, 2020; Pollock et al., 2011). Overall, discussions seem to improve academic performance via enabling comparison and knowledge exchange between students, revision of previous content, and promoting critical thinking and higher-order learning (Gayman et al., 2018; Müller & Wulf, 2020; Pollock et al., 2011).

In addition to our analysis of the experimental comparisons summarized above, we also conducted a moderator analysis of 30 participant- and study-related characteristics. Several variables significantly increased the effectiveness of interteaching compared to traditional lecture or control conditions. Making prep guides first available during the corresponding interteaching session, scheduling weekly interteaching sessions, using multiple-choice and/or true/false questions, conducting multiple probes, and administering them every one to three meetings seem to be factors that improve the effects of interteaching. The analysis also indicated that not scheduling a contingency for completing discussions or prep guides seems to increase effectiveness. Although previous studies have found a similar effect, namely, that interteaching continues to be effective without the application of cooperative contingencies (e.g., Saville & Zinn, 2009), this finding is limited by the presence of outliers and the small sample size used in the analysis.

**Future Research Directions**

Interteaching is an empirically supported teaching method with a growing body of literature supporting its efficacy. However, many empirical questions have yet to be answered in the existing literature. Most interteaching studies have been conducted with undergraduate students in a face-to-face higher-education setting, usually in social science classes. Thus, further research is needed to investigate the efficacy of interteaching in additional academic areas such as classes on liberal arts, political
science, history, literature courses, legal studies, and in graduate-level courses outside of the social sciences.

Only a few studies investigated interteaching in an online environment. Accordingly, additional research should be conducted to determine whether effects found in face-to-face settings generalize to the online environment and to evaluate components specific to online settings. This seems of especial relevance considering the dramatic increase in online instruction that resulted from the COVID-19 pandemic (Dhawan, 2020; Mahmood, 2020). For example, no study has yet compared synchronous to asynchronous online discussions, and interteaching has rarely been evaluated in a blended course where some parts of the class are taught face-to-face, and other parts are taught in an online format. Interteaching leads to better learning outcomes and is preferred by students over more passive teaching strategies such as lectures. However, interteaching has never been evaluated against other active learning techniques such as flipped classroom (Lage et al., 2000), discussion-based learning (see review by Aloni & Harrington, 2018), or more hands-on workshop-style learning.

Future research should also evaluate whether results generalize to settings outside of higher education, such as middle/high school classrooms, workplace training, caregiver training (including animal companion), rehabilitation instruction, or continuing education (Querol et al., 2015; Sturmey et al., 2015). Interteaching has been an effective teaching method even when implemented in a single session (e.g., Saville et al., 2005), so it stands to reason that the method could be used in a diverse range of settings where didactic style teaching is currently used.

It is unclear which components of interteaching are necessary or sufficient, as the small number of records in the meta-analysis did not allow for many strong conclusions to be made about individual components of interteaching. There is a need for more component analyses to evaluate what effect each component adds to the efficacy of the overall method, and how different components might be manipulated to improve outcomes (Querol et al., 2015; Sturmey et al., 2015). For example, the effect on learning outcomes of each component of interteaching could be evaluated separately, or in combination with each other to determine which components are necessary and sufficient (see Ward-Horner & Sturmey, 2010 for methods to complete component analyses using single-subject experimental designs). The majority of studies in the existing literature have used test scores and student preference as the primary dependent variables measured. Future studies could investigate additional outcome measures (e.g., measures of long-term retention, open-ended examination questions or assignments, generalization probes), including testing generalization. There is also a need to assess social validity from the instructor’s point of view. As noted in the introduction, interteaching was designed as a method to address limitations that previously hindered the implementation of behavioral teaching methods in classrooms (i.e., methods that were time-consuming to prepare and did not fit well within the confines of the typical academic structure of higher-education settings). Some researchers have indicated that interteaching takes less time to prepare after the first-class section taught with the method (Sturmey et al., 2015); however, empirical evidence regarding instructor ratings of interteaching is needed.
Sturmey et al. (2015) noted a lack of specificity in how components of interteaching were reported in the literature and called for an increase in procedural integrity measures. The current investigation found a wide range of procedural differences in the implementation of interteaching procedures, and many studies were unclear about the components implemented. Only a small number of records included clear procedural integrity data. For example, the majority of studies did not clearly report details on whether there was a contingency in place for submission or completion of prep guides (70.4%), or quality (93.5%), or completion (56.5%) of the discussion. Size of discussion groups, how students were assigned to them, type of facilitator, length, and frequency of discussions all varied across studies and was not clearly reported in many of them. Frequency of assessment and type of evaluation often were not described in records. This review did not find any record of quality points implemented in the manner originally outlined by Boyce and Hineline (2002). This component entails an explicit collaborative contingency where points are contingent on everyone in a discussion group answering certain quiz questions covering material discussed by the group accurately. Instead, nine records (8.3%) indicated that quality points were earned based on an overall performance of 80% or better on quizzes, and eight records (7.4%) indicated that quality points were used but did not specify performance criteria. The remaining records (84.3%) did not report clear details on delivery of quality points. This disparity in the implementation of interteaching and the lack of clarity on how included components were executed makes replication of findings challenging. The field of interteaching could benefit from additional studies with strong procedural integrity measures.

**Pedagogical Implications**

Our findings may inform pedagogy in several ways. These results indicate that interteaching, regardless of different variations or configurations, is more effective than traditional lecture or other alternative control conditions. Furthermore, it appears that variations in the configuration of the different interteaching components do not limit its effectiveness significantly, as long as the discussion component is included. The discussion component thus seems to be crucial to the effectiveness of interteaching. One of the strengths of interteaching seems to lie in having discussions that focus on reviewing and clarifying difficult concepts instead of presenting introductory information on a topic. An interesting finding of the present review is that making prep guides first available during the interteaching session seems to increase its effectiveness. This finding seems counterintuitive, as one may expect that students’ engagement with the material previous to the corresponding session may be more effective. However, it seems possible that this approach works better because it prevents students from copying other students’ answers without having a real opportunity to analyze the readings, and/or it promotes more meaningful and direct interaction with the material in the context of the discussion between peers. Further research
is needed to explore this effect systematically, as the sample of related studies identified in the present review was small.

Scheduling weekly interteaching sessions, using multiple-choice and/or true/false questions, conducting multiple examinations, probes, or quizzes, and administering them at every or during every third meeting seem to be additional factors that moderate interteaching effectiveness. Though it seems that not scheduling a contingency for completing discussions or prep guides may increase effectiveness, this finding seems limited by the presence of outliers and overall small sample size of studies used for the analysis. A promising area of research in interteaching relates to testing the reliability of the effects identified here, and investigating how to further maximize the effective components.

**Conclusion**

Lecture-based methods continue to be the predominant college pedagogy, notwithstanding mounting evidence that has demonstrated their limited efficacy (Stains et al., 2018). Interteaching was introduced almost two decades ago (Boyce & Hine-line, 2002) as a behavior analytic alternative built upon previous behavioral teaching methods (e.g., Programmed Instruction Holland & Skinner, 1961; Personalized System of Instruction Keller, 1968). The growing interest in interteaching since its inception resulted in several studies aimed at describing its application and testing its effectiveness. Earlier reviews of this literature (Querol et al., 2015; Saville et al., 2011b; Sturmey et al., 2015) overall indicated that interteaching was more effective and accepted by students, when compared with traditional lecture-based instruction across a wide range of academic disciplines and settings. Here we updated and expanded those previous reviews. Our findings overall indicated that interteaching was importantly more effective than traditional lecture-based methods. The fact that variations in the configuration of the interteaching components did not seem to substantially limit its effectiveness, as long as the discussion component was included, suggested that the discussion component is crucial to the effectiveness of interteaching. However, future systematic component analyses are needed to test the necessity and sufficiency of the discussion component and its potential interaction with other components (Ward-Horner & Sturmey, 2010). Other promising efforts to extend our knowledge about the efficacy and versatility of interteaching include investigating it across other academic areas, online environments, and workplace and continuing education settings. Hopefully, these efforts will continue promoting its dissemination as an evidence-based instruction method.
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