Mirror effect in atomic force microscopy profiles enables tip reconstruction
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In this work, the tip convolution effect in atomic force microscopy is revisited to illustrate the capabilities of cubic objects for determination of the tip shape and size. Using molecular-based cubic nanoparticles as a reference, a two-step tip reconstruction process has been developed. First, the tip-to-face angle is estimated by means of an analysis of the convolution error while the tip radius is extracted from the experimental profiles. The results obtained are in good agreement with specification of the tip supplier even though the experiments have been conducted using real distribution of nanoparticles with dispersion in size and aspect ratio. This demonstrates the reliability of our method and opens the door for a more accurate tip reconstruction by using calibration standards.

Atomic force microscopy (AFM) is a powerful tool widely used for imaging surfaces with nanoscale resolution. AFM makes use of a nanometric tip for scanning the surface of a given sample while mapping the tip-sample interaction to reproduce its morphology. This enables its application in fields as different as biotechnology, semiconductors, photonics, polymer science or 2D materials. One of the main limitations of the AFM is the lateral resolution which comes from the finite size of the probe. When the tip and the scanned motifs are comparable in size, the width measurements are dramatically overestimated, and thus, the shape of the motifs cannot be accurately resolved. This effect is the so-called Tip Convolution (TC), and the estimation of the real dimensions of the surface objects is called tip deconvolution. As TC has got a clear dependence on the size and shape of the used probe, few tip reconstruction techniques have been developed with the aim to allow more accurate tip deconvolution.

All the approaches for AFM tip reconstruction present pros and cons. Direct approaches, like for example imaging the probe by electron microscopy, offer an accurate picture of the tip. However, these strategies are time consuming and require undesirable manipulation of the probes. Other methods are based on the use of calibration nano-patterns comparable to the probe tip in size. The resulting images are assumed to contain equal amount of information about the sample and the tip, to be extracted numerically. However, the resolution is strongly dependent on the nanofabrication limitations. Finally, we can find a range of Blind Tip Reconstruction (BTR) algorithms which have been developed to estimate the probe geometry without knowing the specific motifs on the sample. As a disadvantage, BTR methods are based in mathematical morphology and require a wide mathematical background to be understood.

In our previous work, we proposed a simple algorithm capable of determining convolution effects by means of the numerical simulation of the scan performed by an AFM tip. This simulation was proved to work for diverse nano-objects with different geometries. This way, we could illustrate the influence of the size, shape, height and aspect ratio of different nanometric motifs placed over a flat surface. We also demonstrated that, in most cases, the real width of a surface motif can be estimated from the acquired AFM images without knowing its geometry in detail.

As an extension of our previous work, here we provide a more detailed description of the tip-sample interaction. Based on this description, we can re-define the convolution operation and identify those points at the images containing information about the tip. We demonstrate that in the case of rectangular objects, the information of the tip is acquired because part of the interaction is located at the corners of the object. As a result, the tip geometry is clearly reflected in the resulting AFM profile, with minor distortion. Finally, as experimental proof, tip reconstruction experiments are carried out using cubic nanoparticles (NPs).
Background and experimental approaches

Definition of the AFM lateral resolution in terms of mathematical convolution. As above mentioned, the lateral resolution in AFM images is limited by the area of the tip in contact with the inspected object, which depends on diverse factors such as the size of the probe or the height of the object.

The effect of the TC has been treated from different points of view in literature, using different approximations and algorithms, from simple geometrical considerations of the tip to more sophisticated ones. As in the case of the BTR, most of the methods for description of TC are based on mathematical morphology or on geometrical considerations, where the tip and surface shapes are approached to analytical functions such as circumspheres or parabolas. Therefore, this limits the number of particular cases, where the TC can be calculated by means of the proper mathematical operation of convolution.

To shed light on this, in Fig. 1 the result of convolution operator and the numerical simulations of AFM profiles are compared in opposite circumstances. In Fig. 1a, the case of an AFM tip scanning a Dirac delta function is considered. As expected, the result consists of an inverted peak function reproducing the AFM tip profile. In this case, the analytical result of the convolution operator perfectly fits with the result of our numerical simulation software (not shown). In terms of AFM imaging, this means that the tip shape can be inspected by studying extremely narrow details. Nevertheless, not many nano-structures fulfil the condition of being extremely narrow, and unfortunately, slight deviations with respect to the delta-like function drive to an important reduction of the lateral resolution. For example, in Fig. 1b the result of the mathematical convolution between the tip and a step-like function (more similar to a real nano-structure), is plotted in dark yellow. The result is compared with the corresponding numerical simulation (Fig. 1c). In this second case, the mathematical convolution does not fit with the numerical simulation. The reason of this mismatch will be further treated later on, first, we need to analyse the numerical simulation in detail to extract additional information from.

Remember that AFM images are acquired by monitoring the interaction between the tip and the surface, hence, the image profiles contain the information of both geometries. The shape of the numerical profile in Fig. 1c could be understood either as the broadening of the step-like function (due to the finite size of the tip) or as an inaccurate replica of the AFM probe, where the tip has not been resolved by the step-like shape.

With this in mind, we can re-define the integration limits of the convolution operation to evaluate the step-like function profile at different stages of the scan, see Fig. 2. The first step is correlated with the scan from point O to A. During this step, the contact with the AFM probe is limited to the right side area of the tip, i.e. from T to R, Fig. 2a. The second step begins with the tip reaching and scanning the top of the object, Fig. 2b. Then, the contact is limited to the tip apex (point T) on the region A–B of the sample. The last step is depicted in Fig. 2c, with the tip scanning the region B–C of the sample while making contact in the area comprised between L and T points (left side of the tip).

After evaluating the scan on separated sections, we found that the tip-sample interaction is restricted to certain areas in each step. Importantly, the convolution operator (⨂) recovers the numerical simulation result if the operation is limited to the areas under interaction; i.e. T–R \( \otimes \) O–A, T \( \otimes \) A–B and L–T \( \otimes \) B–C, respectively. The analytical result of these operations (blue solid lines in Fig. 2) is plotted on the profiles previously calculated using our software (light blue dashed lines in Fig. 2).
Maximum expected error and “mirror effect” in rectangular objects. Together with the tip size, the object height is the most influent parameter in the TC error. Considering objects of the same height, the larger TC is expected in the case of rectangular motifs, as demonstrated in Ref. 13. The rectangular objects can be evaluated in three steps, as done with the step-like function. Again, the convolution is restricted to half a tip (T–R and L–T) at left and right top corners of the motif during the first and the third steps. In the course of the second step, only the tip apex interacts with the top side of the motif, section A–B. As a result, the second step of the profile is not affected by the tip size in this part of the scan. Indeed, the convolution error is associated to the first and the third steps where a wide area of the tip interacts with the corners of the object. At these points, the rectangular objects act as delta functions revealing the area of the tip where the contact has taken place. This is equivalent to employ the corners for imaging each half-side of the tip. Thanks to this, one half-side of the tip shape is reflected at each side of the AFM profile, without any distortion. This behaviour gives to rectangular objects the capability of imaging the shape of the tip, as a mirror does. This kind of “mirror effect” is illustrated in Fig. 3 by comparison of three numerical profiles. The numerical simulations have been carried out considering three different tip shapes, scanning a narrow (Fig. 3a) and a wide rectangular object (Fig. 3b). Since both objects have the same height, they produce identical convolution error, i.e. the “tip reflection”. As a result, the tip geometry can be obtained after removing the A–B section of the profile. For more details, a graphical reconstruction of those tips is illustrated Fig. SI1.

Experimental methods: height to width correlation and averaged “mirror effect”. Based on this finding, here we propose two complementary approaches that can be combined to give rise to a novel tip reconstruction method.

The first approach consists on a statistical study of the experimental width measurements in comparison to the object height (i.e. h-w curve). This will be done by analysing the topography profiles of a large number of cubic NPs. This particular case of rectangular NPs allows settling a one-to-one correspondence between the real object width (w) and the height (h) measurements. Then, the convolution error can be accurately determined as follows:

\[
\frac{1}{2} \omega_{\text{exp}} = r_{\text{tip}} + \Delta + \frac{1}{2} w
\]  

\[
\Delta = (h - r_{\text{tip}}) \tan(\gamma)
\]

where \( \Delta \) represents the convolution effects related with the tip dependent on \( \gamma \). Hence, Eqs. (1) and (2) can be employed to estimate the tip parameters from the h-w plot.

The second approach consists on the reconstruction of the tip shape, as done with the numerical profiles in Fig. 3. This task results a bit more demanding when working with experimental profiles since they can be affected by surface tilt, roughness or shape irregularities. In the next section, we will show how the influence of these undesired effects can be identified and partially prevented by averaging a great number of profiles.
Results and discussion

Cubic NPs as a reference. For this study we chose molecular-based nanoparticles of the bimetallic cyanide-bridged coordination networks known as Prussian blue analogues. Specifically, we have used K$_{0.22}$Ni[Cr(CN)$_6$]$_{0.74}$ nanoparticles (KNiCr-NPs) that present the face centred cubic structure (Fm3m) and grow as almost perfect cubic crystals an average size of 25 nm (23.9 ± 5.5 nm) and an average aspect ratio (AR) of 1.1. For further details about synthetic approach and physical characterization see our previous publications. These NPs can be easily prepared in a large amount within a short time, by a straightforward solution method in water. They are obtained with a narrow size distribution and moreover, their size can be tuned at will by changing the alkaline cation. Furthermore, thanks to their negative charge, they are directly stabilized in water as bare particles, without any organic capping. This last point is relevant for the correct performance of profile studies carried out for the development of this work because no additional adhesion forces between tip and organic capping are expected.

KNiCr-NPs were randomly deposited on a silicon substrate previously functionalized with a protonated amminopropyl-triethoxysilane (APTES) self-assembled monolayer. KNiCr-NPs solution was drop casted on top of the modified substrates which were copiously rinsed with mili-Q water after 1 min to remove not attached NPs. Electrostatic driving forces between the cationic layer and the anionic nanoparticles drive the successful deposition of the particles.

h-w plot approach. Figure 4a shows an AFM image of a representative area of the sample used for the tip characterization. From this kind of images, we can extract the height to width dispersion statistics, (Fig. 4c). The dispersion suggests certain size anisotropy that we attribute to deviation of the NP dimensions with respect to the cubic geometry and to the acquisition error. In the case the NPs here studied (AR = 1.1) a deviation of about 10% in the measurement of the experimental width might be expected as we are considering AR = 1. This deviation is perfectly acceptable for NPs about 25 nm in height, given the discretization of the AFM image is also around 10%, (i.e. 1×1 µm image with 512×512 pixel resolution).

The images are acquired in tapping mode with a scan rate of about 1 Hz using the AFM Nanoscope IV from Veeco, now a Bruker’s Company. The tip-sample distance is monitored by keeping constant the amplitude of the tip oscillation with a typical set point of about 1 V (20% under the free oscillation amplitude) with a P-I feedback.
rate of 0.3–0.2. According to the manufacturer, the tip (PPP-NCH from Nanosensors™) presents a \( r_{tip} = 5–10 \) nm and \( \gamma = 19^\circ \) (32°) for the fast (slow) axis. The data analysis is carried out using just isolated NPs and avoiding elongated profiles. Up to certain point we have included in our study NPs with slightly asymmetric profiles or moderate tilting, see some examples in Fig. 4b. These low asymmetries can be explained by a low tilt of the sample or by slight deviations from the rectangular geometry, even in some cases we could also identify certain contribution of scanning artefacts like parachuting effect. Consequently, more than 40 profiles are analysed in order to reduce the impact of those defects on the determination of the tip parameters.

The best fitting of Eq. (1) to the experimental data occurs for \( \gamma = 19 \pm 3^\circ \) and the \( r_{tip} = 15 \pm 6 \) nm. We can conclude that the tip-to-face angle is successfully determined while the tip radius is clearly overestimated by means of this approach. The explanation is intrinsic to the h-w curve which allows to determine \( \gamma \) directly from the slope. In contrast, \( r_{tip} \) must be obtained by extrapolation, and hence, it can be dramatically affected by small changes in the slope of the curve. In this situation, we should look for a better estimation of the tip radius by exploiting the “mirror effect”.

**“Mirror effect” approach.** In this section the “mirror effect” is studied on the same profiles employed on the h-w curve. In Fig. 5a we show three examples: the top profile (in dark cyan) corresponds to a 20 nm height NP. At the upper side of this profile we clearly observe a plateau (marked in the figure with small black arrows), which would be related with the A–B section. This plateau is also observed in the numerical simulation of square objects (see red line in Fig. 2b). The light blue profile (at the bottom), corresponds to a 15 nm height NP, and interestingly, it looks rather similar to the top one. In contrast, the A–B section cannot be easily distinguished in the slightly rounded profile at the centre, which corresponds to a 20 nm height NP (in blue). However, it still presents symmetry enough to be processed considering the maximum of the profile as the centre of the NP.

The results of removing the A–B section are shown in Fig. 5b. We have used a simple sequential code of logic and arithmetic operations to identify and remove a segment of \( w = h \pm 2 \) nm (i.e. ± 1 pixel) width from each profile. This way, we also prevent a subjective assessment due to manual treatment on the data. Finally, the resulting profiles are inverted and biased with different offsets (the NP height) for a better comparison. The details of the procedure are offered in the Supporting Information. The processed data are shown as a diluted scatter plot in Fig. 5c. The broadening can be attributed to the rounding during the tip reconstruction data process. The red curve corresponds to the best fitting to the tip geometry which offers a good estimation of the relevant parameters despite the broadening: (i) \( r_{tip} = 7 \pm 1 \) nm on both sides, close to the 5 nm estimated by the manufacturer; and (ii) \( \gamma = 20 \pm 8^\circ \) also in good agreement but with an important relative error.

After comparing the result from different samples by using several tips, we can conclude that even the scatters in Fig. 5c clearly reproduce the tip shape and size, it must be taken as an upper bound since logical operations tend to produce important deviations in case of tilted profiles or defects (see Fig. S12 for more details). A much better estimation can be obtained doing a manual treatment to minimize contribution of the artefacts and reduce the rounding error.

Figure 4. (a) AFM image of a representative area of the NPs sample under study. Few profiles can be measured in each image if focusing on isolated NPs with regular shape and avoiding aggregates. (b) Profiles of different height exhibiting a progressive experimental width reduction. (c) height-to-width plot generated with data from 46 NPs in three different images. The red line corresponds to the best fitting to Eq. (1).
Final remarks. To conclude, the results obtained in 3.2 γ and 3.3 are summed up for comparison. As expected, the values obtained through both methods result complementary, see Table 1. An overestimated value of \( r_{\text{tip}} = 15 \pm 6 \) nm is obtained from the h-w curve while the mirror effect points to \( r_{\text{tip}} = 7 \pm 1 \) nm, almost within the experimental error. On the other hand, we find good agreement in the determination of the tip-to-face angle, however, in the case of \( \gamma \) the error is clearly higher for the mirror effect results. As mentioned above, the reason of the higher error in \( \gamma \) would be related with the operation range, as we are taking profiles of objects of about 20 nm. We believe that this error could be reduced by imaging taller objects (e.g. 60 nm height) which will provide more information about the tip side.

Notice that our experiments have afforded the convolution in the most problematic range. In the case of NPs around 20 nm the height is too high for extracting information from the tip radius from h-w curves, but not enough for the proper estimation of \( \gamma \) by means of the “mirror effect”. The use of metrology patterns, instead of NPs, will definitely reduce the experimental data dispersion for both methods. However, we believe that using real samples results more interesting for the reader. Moreover, all the employed NPs can be easily synthetized in different sizes by a quick and inexpensive solution method. This represents the possibility of preparing multiple reference samples for the evaluation of different kind of tips by an approach that, in contrast to sophisticated lithography methods, is available to a broader number of research groups that commonly use AFM techniques in different fields. However, it is also worth mentioning that the above discussed sources of error in our results, could be reduced to the single pixel level by using lithographic patterns.
Conclusions
In this work, a deep discussion on the tip convolution effect is employed to illustrate the difficulties of analytical methods for estimation of convolution errors. For the sake of simplicity our discussion is focused on rectangular geometries which exhibit a prominent interaction with the tip at the corners of the object, leading to a high convolution effect. During this interaction the corners behave as delta-like functions, each one operating over a half-side of the tip, as we demonstrated by reproducing numerically an inverted image of the tip from simulated AFM profiles.

The experimental realization of our numerical predictions has been carried out using a dispersion of cubic molecular-based NPs as a reference sample for the tip reconstruction of a conventional AFM probe. We have evaluated the relation between the height and the width observed at the NP profiles, which ratio has got analytical solution for rectangular shapes. This way, we can obtain a good estimation of the tip-to-face angle but a poor estimation of the tip radius. In a second approach, we have directly identified those points of the experimental profile containing the information of the tip (“mirror effect”). To ensure an objective assessment of tip reconstruction, in this step the experimental profiles have been treated by means of a sequential algorithm. In this way, we have found the proper estimation of the tip radius. Therefore, both approaches presented in this work are complementary and used for double checking the tip reconstruction.

Received: 11 August 2020; Accepted: 9 October 2020
Published online: 03 November 2020

References
1. Flieter, E. E., Zacharakis-Jutz, G. E., Dumba, B. G., White, I. A. & Clifford, C. A. Towards easy and reliable AFM tip shape determination using blind tip reconstruction. *Ultramicroscopy* **146**, 130–143 (2014).
2. Santos, S., Barcons, V., Christenson, H. K., Font, J. & Thomson, N. H. The intrinsic resolution limit in the atomic force microscope: Implications for heights of nano-scale features. *PLoS ONE* **6**, e23821 (2011).
3. Chao Wang, Y. F. Detection of Tip Convolution Effects Based on Lateral Force Analysis. In *IEEE Int. Conf. Manip. Manuf. Meas. Nanoscale* (2017).
4. Chao Wang, Y. F. Detection of Tip Convolution Effects Based on Lateral Force Analysis. In *IEEE Int. Conf. Manip. Manuf. Meas. Nanoscale* (2017).

10. Han, G., Chen, Y. & He, B. Blind reconstruction of atomic force microscopy tip morphology by using porous anodic alumina membrane. *Micro Nano Lett.* **7**, 1282–1284 (2012).
11. Chen, Z., Luo, J., Doudlevski, I., Ertel, S. & Kim, S. Atomic force microscopy (AFM) analysis of an object larger and sharper than the tip. *Microsc. Microanal.* **23**(5), 1106–1111. https://doi.org/10.1017/S1439276519014697 (2019).
12. Allen, M. J. et al. Tip-radius-induced artifacts in AFM images of protamine-complexed DNA fibers. *Ultramicroscopy* **42–44**, 1095–1100 (1992).
13. Canet-Ferrer, J., Coronado, E., Forment-Aliaga, A. & Pinilla-Cienfuegos, E. Correction of the tip convolution effects in the imaging of nanostructures studied through scanning force microscopy. *Nanotechnology* **25**, 395703 (2014).
14. Manda, D. J. NC-AFM and XPS Investigation of Single-Crystal Durasfes Supporting Cobalt(111) Oxide Nanostuctures Grown by A Photochemical Method. 135 (2012).
15. Fleischmann, C., Paredis, K., Melkonyan, D. & Vandervorst, W. Revealing the 3-dimensional shape of atom probe tips by atomic force microscopy. *Ultramicroscopy* **194**, 221–226 (2018).
16. Kondratov, A. V., Rogov, O. Y. & Gainutdinov, R. V. AFM reconstruction of complex-shaped chiral plasmonic nanostructures. *Ultramicroscopy* **181**, 81–85 (2017).
17. Chao Wang, Y. F. Detection of Tip Convolution Effects Based on Lateral Force Analysis. In *IEEE Int. Conf. Manip. Manuf. Meas. Nanoscale* (2017).
18. Chao Wang, Y. F. Detection of Tip Convolution Effects Based on Lateral Force Analysis. In *IEEE Int. Conf. Manip. Manuf. Meas. Nanoscale* (2017).
19. Chao Wang, Y. F. Detection of Tip Convolution Effects Based on Lateral Force Analysis. In *IEEE Int. Conf. Manip. Manuf. Meas. Nanoscale* (2017).

15. Fleischmann, C., Paredis, K., Melkonyan, D. & Vandervorst, W. Revealing the 3-dimensional shape of atom probe tips by atomic force microscopy. *Ultramicroscopy* **194**, 221–226 (2018).
16. Kondratov, A. V., Rogov, O. Y. & Gainutdinov, R. V. AFM reconstruction of complex-shaped chiral plasmonic nanostructures. *Ultramicroscopy* **181**, 81–85 (2017).
17. Chao Wang, Y. F. Detection of Tip Convolution Effects Based on Lateral Force Analysis. In *IEEE Int. Conf. Manip. Manuf. Meas. Nanoscale* (2017).
18. Wang, J., Xu, L., Wu, S. & Hu, X. Investigation on blind tip reconstruction errors caused by sample features. *Sensors* **14**, 23159–23175 (2014).
19. Jóźwiak, G., Henrykowski, A., Masalska, A. & Gotszalk, T. Regularization mechanism in blind tip reconstruction procedure. *Ultramicroscopy* **118**, 1–10 (2012).
20. Itoh, H. et al. Characterizing atomic force microscopy tip shape in use. *J. Nanosci. Nanotechnol.* **9**, 803–808 (2009).
21. Cheung, C. L., Hafner, J. H. & Lieber, C. M. Carbon nanotube atomic force microscopy tips: Direct growth by chemical vapor deposition and application to high-resolution imaging. *Proc. Natl. Acad. Sci. USA.* **97**, 3809–3813 (2000).
22. Vladar, A. & Postek, M. Electron beam-induced sample contamination in the SEM. *Microsc. Microanal.* **11**, 764–765 (2005).
23. Postek, M. T. Critical issues in scanning electron microscope metrology. *J. Res. Natl. Inst. Stand. Technol.* **99**, 641 (1994).
24. Jacot, A. & Koenders, L. Aspects of scanning force microscope probes and their effects on dimensional measurement. *J. Phys.: D. Appl. Phys.* **41**, 103001 (2008).
25. Villarrubia, J. S. Morphological estimation of tip geometry for scanned probe microscopy. *Surf. Sci.* **321**, 287–300 (1994).
26. Bonnet, N., Dongmo, S., Vautrot, P. & Troyon, M. A mathematical morphology approach to image formation and image restoration in scanning tunnelling and atomic force microscopes. *Microsc. Microanal.* **5**, 477–487 (1999).
27. Williams, P. M. et al. Blind reconstruction of scanning probe image data. *J. Vac. Sci. Technol. B Microelectrom. Nanom. Struct.* **14**, 1557–1562 (1996).
28. Villarrubia, J. S. Algorithms for scanned probe microscope image simulation, surface reconstruction, and tip estimation. *J. Res. Natl. Inst. Stand. Technol.* **102**, 425–454 (1997).
29. Keller, D. Reconstruction of STM and AFM images distorted by finite-size tips. *Surf. Sci.* **253**, 353–364 (1991).
30. Reiss, G., Schneider, F., Vancea, J. & Hoffmann, H. Scanning tunneling microscopy on rough surfaces: Deconvolution of constant current images. *Appl. Phys. Lett.* **57**, 867–869 (1990).
31. Wang, W., Niu, D. X., Jiang, C. R. & Yang, X. J. The conductive properties of single DNA molecules studied by torsion tunneling atomic force microscopy. *Nanotechnology* **25**, 025707 (2014).
32. Winzer, A. T., Kraft, C., Bhushan, S., Stepanenko, V. & Tessmer, I. Correcting for AFM tip induced topography convolutions in protein-DNA samples. *Ultramicroscopy* **121**, 8–15 (2012).
33. Wang, C. & Ioh, H. Evaluation of errors in the measurement of surface roughness at high spatial frequency by atomic force microscopy on a thin film. *Ipn. J. Appl. Phys.* **51**, 08KB11 (2012).
34. Severin, N., Dorn, M., Kalachev, A. & Rabe, J. P. Replication of single macromolecules with graphene. *Nano Lett.* **11**, 2436–2439 (2011).
35. Verdaguer, M. & Girolami, G. Magnetic prussian blue analogs. In *Magnetism: Molecules to Materials V* (eds Miller, J. S. & Drillon, M.) (2006).
36. Buser, H. J., Ludi, A., Schwarzenbach, D. & Petter, W. The crystal structure of prussian blue: Fe₄[Fe(CN)₆]₃xH₂O. *Inorg. Chem.* **16**, 2704–2710 (1977).
37. Gadet, V., Mallah, T., Castro, I., Verdaguer, M. & Veillet, P. High-TcMolecular-based magnets: A ferromagnetic bimetallic chromium(III)-nickel(II) cyanide with Tc= 90 K. *J. Am. Chem. Soc.* **114**, 9213–9214 (1992).
38. Coronado, E. et al. Nanopatterning of anionic nanoparticles based on magnetic prussian-blue analogues. *Adv. Funct. Mater.* **22**, 3625–3633 (2012).
39. Pinilla-Cienfuegos, E. et al. Imaging the magnetic reversal of isolated and organized molecular-based nanoparticles using magnetic force microscopy. *Part. Part. Syst. Charact.* **32**, 693–700 (2015).
40. Prado, Y. et al. Magnetization reversal in CaNiIICrIII(CN)₆ coordination nanoparticles: Unravelling surface anisotropy and dipolar interaction effects. *Adv. Funct. Mater.* **24**, 5402–5411 (2014).

**Acknowledgements**
This work has been supported by the Spanish MINECO (Grants MAT2017-89993-R and Excellence Unit Maria de Maeztu MDM-2015-0538), and Generalitat Valenciana (PO FEDER, Reference IDIFEDER/2018/061). Financial support from the Spanish Ministry of Science co-financed by FEDER (Reference EQC2018-004888-P) is acknowledged. J. C.-F. thanks support from the Generalitat Valenciana by means of the program GenT (CIDE-GENT/2018/005). A. F.-A. thanks the Universitat de València for her Senior Researcher contract. We thank Eva Tormos for technical support and helpful discussions.

**Author contributions**
J.C.-F. proposed the method and supervised the project. F.M.-M. and J.C.-F. carried out simulations concerning the tip deconvolution on ideal rectangular structures. A.F.-A. and E. P.-C. performed synthesis and experimental characterization of the cubic NPs. All authors take part in the discussion of the results and in the preparation of the manuscript.

**Competing interests**
The authors declare no competing interests.

**Additional information**

**Supplementary information** is available for this paper at https://doi.org/10.1038/s41598-020-75785-0.

**Correspondence** and requests for materials should be addressed to J.C.-F.

**Reprints and permissions information** is available at www.nature.com/reprints.

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2020