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Quantum field theory of equilibrium and nonequilibrium Bose-Einstein condensates is formulated so as to satisfy three basic requirements: the Hugenholtz-Pines relation; conservation laws; identities among vertices originating from Goldstone’s theorem I. The key inputs are irreducible four-point vertices, in terms of which we derive a closed system of equations for Green’s functions, three- and four-point vertices, and two-particle Green’s functions. It enables us to study correlated Bose-Einstein condensates with a gapless branch of single-particle excitations without encountering any infrared divergence. The single- and two-particle Green’s functions are found to share poles, i.e., the structure of the two-particle Green’s functions predicted by Gavoret and Nozières for a homogeneous condensate at $T=0$ is also shown to persist at finite temperatures, in the presence of inhomogeneity, and also in nonequilibrium situations.

I. INTRODUCTION

The aim of this paper is to derive a closed system of self-consistency equations for the single- and two-particle Green’s functions of correlated Bose-Einstein condensates, which is formally exact and can also be used in practical calculations to describe both equilibrium and nonequilibrium condensates. This will be performed in such a way that it automatically meets the three exact requirements: (i) the Hugenholtz-Pines relation predicting a branch of gapless single-particle excitations; (ii) conservation laws; (iii) identities among vertices originating from Goldstone’s theorem I, i.e., the first proof.

We have already made similar attempts in terms of (i) and (ii). However, the resulting self-consistent perturbation expansion has encountered an infrared divergence, similarly as in the case of simple perturbation expansion starting from either the ideal gas or the Bogoliubov theory, which has prevented us from performing practical calculations on correlated Bose-Einstein condensates. A key additional observation here, which originates from our previous renormalization-group study, is that the infrared divergence can only be removed by extending the self-consistency procedure beyond the self-energies up to the four-point vertices so as to satisfy hierarchical identities among two-, three-, and four-point vertices as dictated by Goldstone’s theorem I.

The background of the present study is briefly sketched as follows. Bogoliubov pioneered a microscopic description of interacting Bose-Einstein condensates to predict that the quadratic energy-momentum relation of free particles should be changed upon switching on the interaction into a linear sound-wave-like dispersion, whose speed is proportional to the square root of the bare interaction $U_0$. Beliaev formulated a field-theoretic perturbation expansion in terms of Green’s functions. Hugenholtz and Pines proved that single-particle excitations should have a gapless branch. Gavoret and Nozières performed a structural analysis of the perturbation expansion for the single- and two-particle Green’s functions to show that they have a common branch of poles. Nepomnyashchii used the identity between the two- and three-point vertices derived by Gavoret and Nozières to conclude that the anomalous self-energy should vanish in the low energy-momentum limit, contrary to the Bogoliubov theory where it is finite and proportional to the bare interaction $U_0$. These basic studies consider only homogeneous Bose-Einstein condensates in equilibrium at $T=0$. The field-theoretic approach has also encountered difficulties in practical applications such as the infrared divergence mentioned above or the conserving-gapless dilemma.

The present formulation covers both equilibrium condensates at finite temperatures and nonequilibrium ones. It will proceed by combining Schwinger’s functional derivative method based on the generating functional, the Legendre transformation to the effective action, the Luttinger-Ward functional, and conserving gapless condition. A similar approach was adopted previously to analyze properties of two-particle Green’s functions, which however reached an erroneous conclusion that the single- and two-particle Green’s functions do not have common poles. It will be reexamined here by incorporating the identities among the vertices and correcting the form of the perturbation. The resulting revised conclusion is that the single- and two-particle Green’s functions do share poles not only at $T=0$ of a homogeneous condensate, as predicted by Gavoret and Nozières and also restated recently by Watabe, but also at finite temperatures, in the presence of inhomogeneity, and also in nonequilibrium situations. As a bonus, we will be able to clarify the connections among the vertices which were not given in the Gavoret-Nozières study.

This paper is organized as follows. Section studies properties of the condensate wave function $\Psi$ and Green’s functions $G$ in equilibrium in terms of the effective action. Section derives expressions of the three-point function and four-point (i.e., two-particle) Green’s functions.
on the functional derivative method. Section IV obtains self-energies in terms of \( \Psi, G, \) and vertices. Section V summarizes the key equations derived and also supplement them with equations for the irreducible four-point vertices to construct a closed system of equations. Section VI performs a nonequilibrium extension. Section VII presents concluding remarks. Section VIII obtains self-energies in terms of \( \Psi, G, \) and vertices. Section IX summarizes the key equations derived and also supplement them with equations for the irreducible four-point vertices to construct a closed system of equations. Section X performs a nonequilibrium extension. Section XI presents concluding remarks.

II. EFFECTIVE ACTION AND GREEN’S FUNCTIONS

A. System and Partition Function

We consider a system of identical bosons with mass \( m \) and spin 0 described by the dimensionless action \[ S = S_{0} + S_{\text{int}}, \tag{1} \]

with

\[
S_{0} = \int dx \psi^{\dagger}(x) \left( \frac{\partial}{\partial \tau} + \frac{\hat{p}^2}{2m} - \mu \right) \psi(x), \tag{2a}
\]

\[
S_{\text{int}} = \frac{1}{2} \int dx \int dx' U(x, x') \psi^{\dagger}(x) \psi^{\dagger}(x') \psi(x') \psi(x).	ag{2b}
\]

Here \( \psi \) is the complex bosonic field and \( \psi^{\dagger} \) its conjugate, \( x = (r, \tau) \) specifies a space-“time” point with \( 0 \leq \tau \leq \beta = (k_{B}T)^{-1} \) (\( k_{B} \): Boltzmann constant, \( T \): temperature), \( \hat{p} \equiv -i\hbar \nabla \) is the momentum operator, \( \mu \) is the chemical potential, and

\[
U(x, x') \equiv \delta(\tau - \tau')U(|r - r'|) \tag{3}
\]

is the interaction potential. We regard \( \psi(x) \) and \( \psi^{\dagger}(x) \) as elements of a column vector,

\[
\begin{bmatrix} \psi(x) \\ \psi^{\dagger}(x) \end{bmatrix} = \begin{bmatrix} \psi_{1}(x) \\ \psi_{2}(x) \end{bmatrix} = \tilde{\psi}(x), \tag{4}
\]

and will often express \( \psi_{j}(x) \equiv \psi(\xi) \) with \( \xi \equiv (j, x) \) and \( j = 1, 2 \).

Next, we introduce the grand partition function \( Z_{IJ} \equiv Z[J, I] \) with extra source functions \[ \Psi_{J}(\xi) \text{ and } I(\xi, \xi') \] by

\[
Z_{IJ} \equiv \int D[\psi] \exp \left[ -S - \int d\xi \psi^{\dagger}(\xi)J(\xi) - \int d\xi \int d\xi' \psi(\xi)\psi(\xi')I(\xi', \xi) \right], \tag{5}
\]

with \( \int d\xi \equiv \sum_{j} \int dx \). It satisfies

\[
- \frac{\delta \ln Z_{IJ}}{\delta J(\xi)} = \langle \psi(\xi) \rangle_{JI} \equiv \Psi_{JI}(\xi), \tag{6a}
\]

\[
- \frac{\delta \ln Z_{IJ}}{\delta I(\xi, \xi')} = - \langle T_{\tau} \psi(\xi)\psi(\xi') \rangle_{JI} + \Psi_{JI}(\xi)\Psi_{JI}(\xi') \equiv G_{JI}(\xi, \xi'), \tag{6b}
\]

\[
- \frac{\delta \ln Z_{IJ}}{\delta I(\xi', \xi)} = \langle T_{\tau} \psi(\xi)\psi(\xi') \rangle_{JI} \equiv - G_{JI}(\xi', \xi), \tag{6c}
\]

where \( T_{\tau} \) is the “time”-ordering operator \[ 27 \] and subscript \( jI \) emphasizes that \( J \) and \( I \) are finite.

Introduction of the two-point external source function \( I(\xi, \xi') \), besides \( J(\xi) \) in the standard formalism \[ 8, 21, 22 \], is one of the key ingredients here. Indeed, it enables us to express the effective action in terms of the renormalized Green’s function \( G(\xi, \xi') \) instead of the bare propagator \( G_{0}(\xi, \xi') \), as seen below.

B. Effective Action

Let us perform a Legendre transformation from \( -\ln Z_{IJ} \) into the effective action \[ 8, 21, 22 \]

\[
\Gamma_{JI} \equiv - \ln Z_{IJ} - \int d\xi \Psi_{JI}(\xi)J(\xi) + \int d\xi \int d\xi' G_{JI}(\xi, \xi')I(\xi', \xi), \tag{7}
\]

which is a functional of \( (\Psi_{JI}, G_{JI}) \). Its first derivatives with respect to \( \Psi_{JI} \) and \( G_{JI} \) can be calculated by considering their explicit dependencies only: the implicit dependences through \( (J, I) \) cancel out because of Eq. \[ 9 \]. Thus, we obtain

\[
\frac{\delta \Gamma_{JI}}{\delta \Psi_{JI}(\xi)} = - J(\xi) - \int d\xi' [I(\xi, \xi') + I(\xi', \xi)] \Psi_{JI}(\xi'), \tag{8a}
\]

\[
\frac{\delta \Gamma_{JI}}{\delta G_{JI}(\xi', \xi)} = \frac{I(\xi, \xi') + I(\xi', \xi)}{2}, \tag{8b}
\]

where we have incorporated the symmetry \( G_{JI}(\xi', \xi) = G_{JI}(\xi, \xi') \) in the second differentiation.

Next, we introduce the functionals

\[
\Gamma_{J} \equiv \Gamma_{JI}|_{I = 0}, \tag{9a}
\]

\[
\Gamma \equiv \Gamma_{J}|_{J = 0}. \tag{9b}
\]

and correspondingly, \( (\Psi_{J}, G_{J}) \) and \( (\Psi, G) \). Functionals \( \Gamma_{J} \) and \( \Gamma \) satisfy Eq. \[ 8 \] with \( I = 0 \) and \( J = J = 0 \), respectively.
respectively. Thus, $\Gamma = \Gamma[\Psi, G]$ obeys
\[
\frac{\delta \Gamma}{\delta \Psi(\xi)} = 0, \quad (10a)
\]
\[
\frac{\delta \Gamma}{\delta G(\xi', \xi)} = 0, \quad (10b)
\]
which determine $(\Psi, G)$ in equilibrium. Indeed, $\Gamma$ is connected with the grand potential $\Omega$ in equilibrium by $\Gamma = \beta \Omega$.

It should be noted that $G_J$ in $\Gamma_J$ (in $\Gamma$) is a functional of $\Psi_J(\Psi)$, i.e., $G_J = G_J[\Psi_J] (G = G[\Psi])$, unlike the case of $\Gamma_J$ where $G_{jJ}$ is independent of $\Psi_J$. On the other hand, it also follows from Eq. (10) that $G$ in $\Gamma$ can be regarded as independent of $\Psi$ up to the linear order. Put it another way, the total derivative $\delta$ in Eq. (10) can be replaced by the partial derivative, which we will express by $\partial$.

Let us expand $\Gamma_J = \Gamma_J[\Psi_J]$ formally with respect to
\[
\delta \Psi(\xi) \equiv \Psi_J(\xi) - \Psi(\xi)
\]
in the Taylor series
\[
\Gamma_J = \Gamma + \sum_{n=1}^{\infty} \int d\xi_1 \cdots \int d\xi_n \frac{\Gamma^{(n)}(\xi_1, \ldots, \xi_n)}{n!} \times \delta \Psi(\xi_1) \cdots \delta \Psi(\xi_n).
\]
It follows from Eq. (11) that $\Gamma^{(n)}$ can be written in terms of $\Gamma$ in equilibrium by
\[
\Gamma^{(n)}(\xi_1, \ldots, \xi_n) = \frac{\delta^n \Gamma}{\delta \Psi(\xi_1) \cdots \delta \Psi(\xi_n)}.
\]
Thus, Eq. (10a) is expressible alternatively as
\[
\Gamma^{(1)}(\xi) = 0.
\]
In addition, $\Gamma^{(2)}$ satisfies
\[
\Gamma^{(2)}(\xi, \xi') = -\Gamma^{-1}(\xi, \xi').
\]
This can be shown by (i) starting from the chain rule
\[
\int d\xi'' \frac{\delta J(\xi'')}{\delta \Psi(\xi)} \frac{\delta}{\delta \Psi(\xi')} = \frac{\delta}{\delta \Psi(\xi)},
\]
(ii) substituting Eq. (8a) with $I = 0$ into its numerator $J(\xi'')$, (iii) operating the resulting expression to Eq. (6a) with $\xi \rightarrow \xi'$ and $I = 0$, (iv) setting $J = 0$ subsequently, and (v) using Eqs. (6b) and (13).

It is often convenient to regard $\Gamma^{-1}(\xi, \xi') = G^{-1}_{jJ}(x, x')$ as the $jj'$ element of the $2 \times 2$ matrix $\tilde{G}_{jJ}(x, x')$ in the particle-hole (i.e., Nambu) space. Let us divide $\tilde{G}_{jJ}^{-1}$ into the noninteracting part $\tilde{G}_{0j}^{-1}$ and the self-energy $\Sigma$,
\[
\tilde{G}^{-1}_{jJ}(x, x') = \tilde{G}_{0j}^{-1}(x, x') - \Sigma(x, x'),
\]
which is equivalent to the Dyson-Beliaev equation, as seen by multiplying both sides by $G(x', x''')$ from the right-hand side and integrating over $x''$. It follows from Eq. (10a) that $\tilde{G}_{0j}^{-1}$ is given by
\[
\tilde{G}_{0j}^{-1}(x, x') = \left[ i\delta_2 \frac{\partial}{\partial \tau} - \delta_1 \left( \frac{\hat{p}^2}{2m} - \mu \right) \right] \delta(x - x'),
\]
where $\delta_i (i = 1, 2, 3)$ is the $i$th Pauli matrix.

It should be noted that the present arrangement of $\tilde{G}$ is $(G_{jJ})$ in the Nambu space, which naturally results from Eq. (6b), differs from that of $\tilde{G}_{\text{prev}}$ used in the previous studies [9–11]; they are connected by $\tilde{G}_{\text{prev}} = \tilde{G}(-i\delta_2)$.

C. Goldstone's Theorem I

Functional $\Gamma_J$ is invariant under the gauge transformation $(\Psi_{J1}(x), \Psi_{J2}(x)) \rightarrow (\Psi_{J1}(x)e^{i\chi x}, \Psi_{J2}(x)e^{-i\chi x})$, where $\chi$ is a constant. Thus $\delta \Gamma_J / \delta \chi = 0$ holds, which can be transformed by using Eq. (11) into
\[
\sum_{j=1}^{2} \frac{\delta \Gamma_J}{\delta \Psi(\xi)} (-1)^{j-1} [\Psi(\xi) + \delta \Psi(\xi)] = 0.
\]
Substituting Eq. (12) and setting the coefficients of $\Psi(\xi)$ to zero, we obtain
\[
\int d\xi [(-1)^{j-1} + \cdots + (-1)^{j_{n-1}}] \Gamma^{(n)}(\xi_1, \ldots, \xi_n)
\]
\[
= - \int d\xi \Gamma^{(n+1)}(\xi_1, \ldots, \xi_n, \xi)(-1)^{j-1} \Psi(\xi).
\]
Note that differentiation of Eq. (17) with respect to $\Psi(\xi_{n+1})$ yields the $(n+1)$th identity by using Eq. (13).

The case of $n = 1$ is expressible by substituting Eq. (14) and adopting the vector-matrix notation of Eqs. (12) and (13) as
\[
\int dx' \hat{\sigma}_3 \left[ \tilde{G}_{0j}^{-1}(x, x') - \tilde{\Sigma}(x, x') \right] \hat{\sigma}_3 \tilde{\Psi}(x') = 0,
\]
which extends the Hugenholtz-Pines relation [1] to inhomogeneous systems. Next, we set $n = 2$ in Eq. (17), substitute Eq. (14b) with Eq. (15), and use $[(-1)^{j-1} + (-1)^{j'-1}] G_{jJ}^{-1}(\xi, \xi') = 0$ as seen from Eq. (16). The procedure yields
\[
\left[ (-1)^{j-1} + (-1)^{j'-1} \right] \Sigma(\xi, \xi')
\]
\[
= - \int d\xi_1 \Gamma^{(3)}(\xi, \xi', \xi_1) (-1)^{j-1} \Psi(\xi_1).
\]
which connects the anomalous self-energy $\Sigma_{jj}(x, x')$ with the three-point vertex.

The $n = 1$ identity (18) has been presented as the key result from Goldstone's theorem I [3, 4, 22, 24]. On the other hand, higher-order identities have turned out equally important. Among them, the $n = 2$ identity
was obtained by Gavoret and Nozières; see the second equality of Eq. (5.4). Later, it was used by Nepomnysyashchiǐ and Nepomnysyashchiǐ to show that the anomalous self-energies vanish in the low-energy-momentum limit [16, 17]. Castellani et al. [8] derived and considered the identities of \( n \leq 3 \) in their renormalization-group study at \( T = 0 \). The \( n = 2 \) identity [19] will play a crucial role in the derivation of the two-particle Green’s function below.

D. Luttinger-Ward Functional

Following Luttinger and Ward [21], we formally write \( \Gamma \) in terms of another unknown functional \( \Phi \) as

\[
\Gamma = \frac{1}{2} \hat{\Psi}^T \hat{\sigma} \Sigma^{-1} \hat{\sigma} \hat{\Psi} + \frac{1}{2} \text{Tr} \left\{ \ln \left( (-i \hat{\sigma} \hat{\Delta}) \left( \hat{G}^{-1} - \hat{\Sigma} \right) \right) + \hat{\Sigma} \hat{G} \right\} + \Phi, \quad (20)
\]

where \( \hat{T} \) denotes transpose, \( \Sigma = \Sigma[\hat{\Psi}, \hat{G}] \) with \( \hat{G} = \hat{G}[\hat{\Psi}] \), and integration over \( \xi \equiv (j, x) \) is implied. Then \( \Gamma^{(1)}(\xi) = \delta \Gamma / \delta \Psi(\xi) \) acquires the expression

\[
\Gamma^{(1)}(\xi) = \int d\xi' \Sigma_{\xi, \xi'}(-1)^{j'+j-1} \Psi(\xi') + \frac{\partial \Phi}{\partial \Psi(\xi)}, \quad (21)
\]

where we have used Eq. (10b) to omit implicit dependences through \( G \) in the differentiation; see also the comment in the paragraph below Eq. (10) concerning the use of \( \delta \) instead of \( \partial \). The right-hand side of Eq. (21) should be identical with the left-hand side of Eq. (18). Thus, we obtain

\[
\frac{\partial \Phi}{\partial \Psi(\xi)} = \int d\xi' \Sigma(\xi, \xi')(-1)^{j'+j-1} \Psi(\xi'). \quad (22a)
\]

Similarly, substitution of Eq. (20) into Eq. (10b) yields

\[
\frac{\partial \Phi}{\partial G(\xi', \xi)} = -\frac{1}{2} \Sigma(\xi, \xi'), \quad (22b)
\]

where we have used Eqs. (10a) and (15). These are the two basic relations concerning \( \Phi \).

III. TWO-PARTICLE GREEN’S FUNCTIONS

We will derive expressions of two-particle Green’s functions based on the Dyson-Beliaev equation (14) and Hugenholtz-Pines relation (15).

A. Variations \( \delta \hat{\Psi} \) and \( \delta \hat{G} \) under perturbation

To this end, we switch on the infinitesimal perturbation given in terms of Eq. (15) by \((J, I) = (0, 0) \to (0, \delta I) \) once again [2, 20]. Accordingly, Eqs. (15) and (13), which are expressible concisely as \((\hat{G}^{-1} - \hat{\Sigma})\hat{G} = \hat{1} \) and \( \hat{\sigma}_3(\hat{G}^{-1} - \hat{\Sigma})\hat{\sigma}_3 \hat{\Psi} = \hat{0} \), are modified into

\[
\left( \hat{G}^{-1} - \hat{\Sigma}_I - \delta \hat{I}^{(0)} \right) \hat{G}_I = \hat{1}, \quad (23a)
\]

\[
\left[ \hat{\sigma}_3 \left( \hat{G}^{-1} - \hat{\Sigma}_I \right) \hat{\sigma}_3 + \delta \hat{I}^{(0)} \right] \hat{\Psi}_I = \hat{0}, \quad (23b)
\]

where \( \delta \hat{I}^{(0)} \) is defined by

\[
\delta \hat{I}^{(0)}(x, x') \equiv \delta \hat{I}(x, x') + \delta \hat{I}^T(x', x). \quad (24)
\]

Equation (23) together with \( \hat{\sigma}_3 \hat{G}_I^{-1} \hat{\sigma}_3 = -\hat{G}_I^{-1} \) implies that the perturbation gives rise to the direct variation \( \hat{G}_I^{-1} \to \hat{G}_I^{-1} - \delta \hat{I}^{(0)} \), plus the implicit one through the self-energies, the total of which cannot be described by the simple replacement \( \hat{G}_I^{-1} \to \hat{G}_I^{-1} - \delta \hat{I}^{(0)} \), however. This point was overlooked in the previous study [10]; Eq. (23) forms one of the main corrections.

Let us collect terms of the first order in \( \delta I \) from Eq. (23). The resulting equations can be written in terms of \( \delta \hat{G} \equiv \hat{G}_I - \hat{G} \) and \( \delta \hat{\Sigma} = \hat{\Sigma}_I - \hat{\Sigma} \) as

\[
\delta \hat{G} = \hat{G} \left( \delta \hat{I}^{(0)} + \delta \Sigma \right) \hat{G}, \quad (25a)
\]

\[
\hat{\sigma}_3 \delta \hat{G}_I^{-1} \hat{\sigma}_3 \delta \hat{\Psi} = \left( -\delta \hat{I}^{(0)} + \hat{\sigma}_3 \delta \Sigma \hat{\sigma}_3 \right) \hat{\Psi}. \quad (25b)
\]

Since \( \bar{\Sigma} = \bar{\Sigma}[\hat{\Psi}, \hat{G}] \), moreover, we can express \( \delta \Sigma \) as

\[
\delta \Sigma(\xi, \xi') = \frac{\partial \Sigma(\xi_1, \xi_1')}{\partial G(\xi_2, \xi_2')} \delta G(\xi_2, \xi_2') + \frac{\partial \Sigma(\xi_1, \xi_1')}{\partial \Psi(\xi_2)} \delta \Psi(\xi_2), \quad (26)
\]

where integration over repeated arguments is implied. Substitution of Eq. (22a) into Eq. (20) yields

\[
\delta \Sigma(\xi_1, \xi_1') = -\frac{1}{2} \Gamma^{(4i)}(\xi_1, \xi_1'; \xi_2, \xi_2') \delta G(\xi_2, \xi_2') + \Gamma^{(3i)T}(\xi_1, \xi_1'; \xi_2, \xi_2) \delta \Psi(\xi_2), \quad (27)
\]

where \( \Gamma^{(4i)} \) is the irreducible four-point vertex defined by

\[
\Gamma^{(4i)}(\xi_1, \xi_1'; \xi_2, \xi_2') \equiv 4 \frac{\partial^2 \Phi}{\partial G(\xi_1, \xi_1') \partial G(\xi_2, \xi_2')} = \Gamma^{(4i)}(\xi_2, \xi_2', \xi_1, \xi_1). \quad (28a)
\]

Similarly, we have introduced the irreducible three-point vertex by \( \Gamma^{(3i)T}(\xi_1, \xi_1'; \xi_2) \equiv \partial \Sigma(\xi_1, \xi_1') / \partial \Psi(\xi_2) \), which can be transformed by using Eqs. (22) and (25a) into

\[
\Gamma^{(3i)T}(\xi_1, \xi_1'; \xi_2) \equiv \Gamma^{(4i)}(\xi_1, \xi_1'; \xi_2, \xi_2) (-1)^{j_2+j_3-1} \Psi(\xi_2') = \Psi(\xi_2') (-1)^{j_2+j_3-1} \Gamma^{(4i)}(\xi_2, \xi_2', \xi_1, \xi_1) \equiv \Gamma^{(3i)}(\xi_2, \xi_1, \xi_1). \quad (28b)
\]
To proceed further, we adopt the notation

\[ \langle \xi | \hat{\Psi} \rangle = \Psi(\xi), \quad (29a) \]

\[ \langle \xi | \delta \hat{\sigma}_3 \xi' \rangle = \delta(\xi, \xi')(-1)^{j-1}, \quad (29b) \]

\[ \langle \xi | G \xi' \rangle = G(\xi, \xi'), \quad (29c) \]

\[ \langle \xi, \xi' | \hat{G} \rangle = G(\xi, \xi'), \quad (29d) \]

\[ \langle \xi_1, \xi_1' | G G_2 \xi_2, \xi_2' \rangle = G(\xi_1, \xi_2)G(\xi_1', \xi_2'), \quad (29e) \]

\[ \langle \xi_1, \xi_1' | \mathbf{1} \xi_2, \xi_2' \rangle = \delta(\xi_1, \xi_2)\delta(\xi_1', \xi_2'), \quad (29f) \]

\[ \langle \xi_1 | \hat{\Psi}(\mathbf{3}) \xi_2, \xi_2' \rangle = \delta(\xi_1, \xi_2)\Psi(\xi_2'), \quad (29g) \]

\[ \langle \xi_1 | \hat{\Psi}(\mathbf{3}) \xi_2, \xi_2' \rangle = \langle \xi_2, \xi_2' | \hat{\Psi}(\mathbf{3})^T | \xi_1 \rangle, \quad (29h) \]

\[ \langle \xi_1, \xi_1' | G(\mathbf{4}) \xi_2, \xi_2' \rangle = G(\xi_1, \xi_1'; \xi_2, \xi_2'), \quad (29i) \]

\[ \langle \xi_1 | G(\mathbf{3}) \xi_2, \xi_2' \rangle = G(\xi_1; \xi_2, \xi_2'), \quad (29j) \]

together with \( \delta \hat{\Sigma} \) and \( \delta \hat{f} \) which are defined similarly as \( \hat{G} \) in Eq. (29a). Using the notation, we can express Eq. (29a) as

\[ \Gamma(\mathbf{3}) = -\frac{1}{2} \Gamma(\mathbf{4}) G \hat{f}, \quad (30a) \]

\[ \Gamma(\mathbf{3})^T = -\frac{1}{2} \Gamma(\mathbf{4}) G \hat{f}, \quad (30b) \]

and Eq. (29a) can be written alternatively as

\[ \delta \hat{G} = G G \left( \delta \hat{f}(s) + \delta \hat{\Sigma} \right), \quad (31a) \]

\[ \delta \hat{f}(s) + \delta \hat{\Sigma} \delta \hat{\Psi} = -\frac{1}{2} \Gamma(\mathbf{4}) \hat{f}(s) + \delta \hat{\Sigma}(\mathbf{3}) \delta \hat{\Psi}(\mathbf{3}). \quad (31b) \]

For example, we can reproduce Eq. (25a) from Eq. (31a) by multiplying the latter by \( \langle \xi_1, \xi_1' | \) from the left, inserting \( | \xi_2, \xi_2' \rangle \langle \xi_2, \xi_2' | \) after \( G \), and using \( G(\xi_2, \xi_2') = G(\xi_2', \xi_2) \). Similarly, Eq. (27) reads

\[ \delta \hat{\Sigma} = -\frac{1}{2} \Gamma(\mathbf{4}) \delta \hat{G} + \Gamma(\mathbf{3})^T \delta \hat{\Psi}. \quad (32) \]

The coupled equations (31) and (32) are solved as follows. First, after substituting Eq. (32), we can solve Eq. (31a) formally in terms of \( \delta \hat{G} \) as

\[ \delta \hat{G} = g(\mathbf{4}) \left( \delta \hat{f}(s) + \Gamma(\mathbf{3})^T \delta \hat{\Psi} \right), \quad (33) \]

with

\[ g(\mathbf{4}) = \left( 1 + \frac{1}{2} GG \Gamma(\mathbf{4}) \right)^{-1} G. \quad (34) \]

It is useful at this stage to introduce the full four- and three-point vertices by

\[ \Gamma(\mathbf{4}) = \left( 1 + \frac{1}{2} GG \Gamma(\mathbf{4}) \right)^{-1} \Gamma(\mathbf{4}), \quad (35a) \]

\[ \Gamma(\mathbf{3}) = -\delta \hat{\Sigma}(\mathbf{3}) \Gamma(\mathbf{4}), \quad (35b) \]

\[ \Gamma(\mathbf{3})^T = -\frac{1}{2} \Gamma(\mathbf{4}) \Gamma(\mathbf{3})^T \delta \hat{f}, \quad (35c) \]

Indeed, Eq. (33) is expressible alternatively in terms of the vertices as

\[ \delta \hat{G} = G G \left( 1 - \frac{1}{2} \Gamma(\mathbf{4}) G \Gamma(\mathbf{3})^T \right) \delta \hat{f}(s) + \Gamma(\mathbf{3})^T \delta \hat{\Psi}, \quad (36) \]

where we have used the matrix identity \( (1 + AB)^{-1}A = A - A(1 + BA)^{-1}BA \) and Eq. (33). With \( \delta \hat{G} = -G \delta \hat{G} \delta \hat{G}^{-1} \) which is equivalent to \( \delta \hat{G} = -\hat{G} \delta \hat{G}^{-1} \hat{G} \), we can transform Eq. (33) further into

\[ \delta \hat{G}^{-1} = -\left( 1 - \frac{1}{2} \Gamma(\mathbf{4}) G \Gamma(\mathbf{3})^T \right) \delta \hat{f}(s) - \Gamma(\mathbf{3})^T \delta \hat{\Psi}. \quad (37) \]

Noting Eq. (11b), we can identify \( \Gamma(\mathbf{3})^T \) above as \( \Gamma(\mathbf{3}) \) of Eq. (13) defined for \( \delta I = 0 \). Thus, we conclude that \( \Gamma(\mathbf{3})^T(\xi_1, \xi_1'; \xi_2) \equiv \langle \xi_1, \xi_1' | \Gamma(\mathbf{3})^T | \xi_2 \rangle \) is symmetric with respect to any permutation of its arguments, and

\[ \Gamma(\mathbf{3})^T = \Gamma(\mathbf{3}) \quad (38) \]

holds. This observation will play a crucial role below. It should also be noted that the vertices may acquire asymmetry in practical studies of using approximate \( \Phi \) in Eq. (28a) with this possibility in mind, we will proceed with keeping the formal distinction between \( \Gamma(\mathbf{3}) \) and \( \Gamma(\mathbf{3})^T \).

Next, we focus on Eq. (31b) and substitute Eq. (32) into it. We then obtain

\[ \left[ \delta \hat{G}^{-1} \delta \hat{f} - \delta \hat{\Sigma}(\mathbf{3}) \left( 1 - \frac{1}{2} \Gamma(\mathbf{4}) G \right) \Gamma(\mathbf{3})^T \right] \delta \hat{\Psi} \]

\[ = - \left( g(\mathbf{3}) + \frac{1}{2} \delta \hat{\Sigma}(\mathbf{3}) \Gamma(\mathbf{4}) G \right) \delta \hat{f}(s). \quad (39) \]

The prefactor of \( \delta \hat{\Psi} \) can be transformed as

\[ \delta \hat{G}^{-1} \delta \hat{f} - \delta \hat{\Sigma}(\mathbf{3}) \left( 1 - \frac{1}{2} \Gamma(\mathbf{4}) G \right) \Gamma(\mathbf{3})^T \]

\[ = \delta \hat{G}^{-1} \delta \hat{f} - \delta \hat{\Sigma}(\mathbf{3}) \delta \hat{f} - \delta \hat{\Sigma}(\mathbf{3}) \Gamma(\mathbf{3})^T \]

\[ = \delta \hat{G}^{-1} \delta \hat{f} - \delta \hat{\Sigma}(\mathbf{3}) \delta \hat{f} - \delta \hat{\Sigma}(\mathbf{3}) \delta \hat{f} - \delta \hat{\Sigma}(\mathbf{3}) \delta \hat{f} \]

\[ = - \delta \hat{G}^{-1} \delta \hat{f}. \quad (40) \]

where we have successively used Eqs. (13), (33), (16), (33), (38), and (19). Thus, the prefactor has been identified as \( -\delta \hat{f}^{-1} \), due mainly to the \( n = 2 \) identity (19) which has been incorporated additionally in the present study. Equation (40) forms the second correction to the previous study (12). Indeed, the result will lead us to the conclusion that the single- and two-particle Green’s functions share poles, in agreement with the Gavoret-Nozières theory (12).

Let us substitute Eq. (10) into Eq. (39) and write

\[ \delta \hat{\Psi} = \hat{G} \left( \Psi(\mathbf{3}) - \frac{1}{2} \Gamma(\mathbf{3}) G \right) \delta \hat{f}(s), \quad (41a) \]
so that Eq. (39) now reads
\[
\delta \hat{G} = \left[ GG \left( 1 - \frac{1}{2} \Gamma^{(4)} G G \right) + G G \Gamma^{(3)T} \hat{G} \left( \psi^{(3)} - \frac{1}{2} \Gamma^{(3)} G G \right) \right] \delta I^{(s)}. \tag{41b}
\]
It is worth noting that \( G \hat{\psi}^{(3)} \delta I^{(s)} \) in Eq. (41a) is also expressible as
\[
\hat{G} \psi^{(3)} \delta I^{(s)} = \hat{G} \delta I^{(s)} \hat{\psi}.
\tag{42}
\]
The equivalence can be seen easily by operating \( \xi \) from the left, inserting \( | \xi_1 | \xi_2 | \) or \( \xi_1 \xi_2 \xi_3 \xi_4 \) appropriately, and using Eq. (29).

### B. Expressions of \( G^{(3)} \) and \( G^{(4)} \)

Let us define the \( n \)-point Green’s function in terms of Eq. (5) with \( I = 0 \) by
\[
G^{(n)}(\xi_1, \ldots, \xi_n) = (-1)^{n-1} \frac{\partial^n \ln Z_{\bar{J}}}{\partial I(\xi_1) \cdots \partial I(\xi_n)} \bigg|_{J=0},
\tag{43}
\]
where \( \left\lfloor \frac{n}{2} \right\rfloor \) denotes the largest integer that does not exceed \( \frac{n}{2} \). Equation (43) is the \( n \)-th cumulant composed of connected Feynman diagrams. The first two of them are given in terms of the functions in Eq. (6) by \( G^{(1)}(\xi_1) = \psi(\xi_1) \) and \( G^{(2)}(\xi_1, \xi_2) = G(\xi_1, \xi_2) \). Noting \( G^{(n+1)}(\xi_1, \ldots, \xi_{n+1}) \propto \delta G^{(n)}(\xi_1, \ldots, \xi_n) / \partial J(\xi_{n+1}) \), we can obtain \( G^{(3)} \) and \( G^{(4)} \) successively from Eq. (6b).

They are expressible concisely in terms of
\[
G^{(n)}(\xi_1, \ldots, \xi_n) \equiv (-1)^{\left\lfloor \frac{n}{2} \right\rfloor} \left( T \psi(\xi_1) \cdots \psi(\xi_n) \right). \tag{44}
\]

with abbreviating \( G^{(4)}(\xi_1, \xi_2, \xi_3, \xi_4) \equiv G^{(1234)} \), etc., as
\[
G^{(3)}_{123} = \gamma^{(3)}_{123} - \gamma_1 G_{23} - \gamma_2 G_{31} - \gamma_3 G_{12} + \gamma_1 \gamma_2 \gamma_3,
\tag{45a}
\]
\[
G^{(4)}_{1234} = g^{(4)}_{1234} + \gamma_1 g^{(3)}_{123} + \gamma_2 g^{(3)}_{234} + \gamma_3 g^{(3)}_{341} + \gamma_4 g^{(3)}_{412} + \gamma_1 \gamma_2 \gamma_3 g^{(3)}_{123},
\tag{45b}
\]
where \( g^{(n)} \) will acquire asymmetry in practical studies of using some approximate \( \Phi \) in Eq. (25a).

### IV. SELF-ENERGIES AND CONDENSATE WAVE FUNCTION

In this section, we derive (i) expressions of the self-energies in the Dyson-Beliaev equation and (ii) the equation for the condensate wave function, i.e., the generalized Gross-Pitaevskii equation, both in terms of \( G, \Gamma^{(3)}, \Gamma^{(4)} \). Subsequently, we will see that conservation laws are satisfied by the Dyson-Beliaev and Gross-Pitaevskii equations.

#### A. Expressions of self-energies

The Heisenberg equation of motion for the field operator \( \hat{\psi}_j(x) \equiv e^{iH} \hat{\psi}_j(\mathbf{r}) e^{-iH} \) corresponding to Eq. (1) is
\[
G^{(4)}_{1234} = \frac{\delta G_{12}}{\delta I^{(3)}_{12}} \bigg|_{I=0} + \psi_3 G^{(3)}_{124} + \psi_4 G^{(3)}_{123}
- G_{13} G_{24} - G_{14} G_{23}.
\tag{46b}
\]
Let us express \( \delta \psi_1(\xi_1) = (\xi_1 | \delta \hat{\psi} \rangle \) in Eq. (46a), substitute Eq. (41a) with Eq. (24), and perform the differentiation. Noting that \( \Gamma^{(3)} \) and \( G \) are symmetric with respect to the arguments, we obtain
\[
G^{(3)}(\xi_1, \xi_2, \xi_3) = - G(\xi_1, \bar{\xi}_1') G(\xi_2, \bar{\xi}_2') G(\xi_3, \bar{\xi}_3') \Gamma^{(3)}(\xi_1'; \xi_2'; \xi_3'). \tag{47a}
\]
We also write \( \delta G(\xi_1, \xi_2) = (\xi_1, \xi_2) \delta \hat{G} \) in Eq. (46a), substitute Eq. (41a), perform the differentiation, and use Eq. (41a). The procedure yields
\[
G^{(4)}(\xi_1, \xi_2, \xi_3, \xi_4) = - G(\xi_1, \bar{\xi}_1') G(\xi_2, \bar{\xi}_2') G(\xi_3, \bar{\xi}_3') G(\xi_4, \bar{\xi}_4') \left( \Gamma^{(4)}(\xi_1'; \xi_2'; \xi_3'; \xi_4') + \Gamma^{(3)}(\xi_1'; \xi_2'; \xi_3') G(\xi_5, \bar{\xi}_5') \right), \tag{47b}
\]
where \( \Gamma^{(4)}, \Gamma^{(3)} \), and \( \Gamma^{(3)} \) are given in Eqs. (39). Functions \( G^{(3)} \) and \( G^{(4)} \) in Eq. (47) are both connected, as they should, and Eq. (47b) tells us clearly that \( G^{(4)} \) shares poles with \( G \), in agreement with the result of Gavoret and Nozières [12]. They should be symmetric with respect to any permutation of its arguments in the exact treatment; the apparent asymmetry in Eq. (47) originates from that of the irreducible vertex \( \Gamma^{(3)} \) defined by Eq. (25a) with which we have constructed \( \Gamma^{(4)} \). It should also be noted that both \( G^{(3)} \) and \( G^{(4)} \) will acquire asymmetry in practical studies of using some approximate \( \Phi \) in Eq. (25a).
Taking its thermodynamic average yields
\[
\left[\left(-1\right)^j \frac{\partial}{\partial \tau} - \frac{\hat{p}^2}{2m} + \mu\right] \hat{\psi}_j(x) - \int dx_1 U(x, x_1) \hat{\psi}_2(x_1) \hat{\psi}_j(x) \hat{\psi}_1(x_1) = 0. \tag{48}
\]

Hence, we obtain
\[
\left[\left(-1\right)^j \frac{\partial}{\partial \tau} - \frac{\hat{p}^2}{2m} + \mu\right] \Psi_j(x) + \int dx_1 U(x, x_1) \mathcal{G}_{j}^{(3)}(x_1, x_1) = 0, \tag{49a}
\]

where \( \mathcal{G}^{(3)} \) is defined by Eq. (11). One can also show based on Eq. (48) that \( \mathcal{G} \equiv \mathcal{G}^{(2)} \) obeys
\[
\left[\left(-1\right)^j \frac{\partial}{\partial \tau} - \frac{\hat{p}^2}{2m} + \mu\right] \mathcal{G}_{j,j'}(x, x') + \int dx_1 U(x, x_1) \mathcal{G}_{j,j'}^{(4)}(x_1, x_1, x_1, x_1, x_1) = \delta_{j,j'} \delta(x, x'). \tag{49b}
\]

Equation (50) should be identical with Eq. (15) that can be written as \((\hat{G}^{-1} - \Sigma) \hat{G} = \hat{1}\) in terms of \( \hat{G}^{-1} \) in Eq. (16). Hence, we obtain
\[
\Sigma(\xi, \xi') = \frac{\delta}{\delta \hat{G}(\xi', \xi''')} \int dx_1 U(x, x_1) \left[\mathcal{G}_{j,j'}^{(4)}(x_1, x_1, x_1) \mathcal{G}_{j,j'}^{(3)}(x_1, x_1, x_1, x_1)\right]. \tag{51}
\]

The terms in the square brackets of Eq. (51) can be transformed by using Eq. (15) into
\[
\mathcal{G}_{1234}^{(4)} + \mathcal{G}_{123}^{(3)} \Psi_4 = \mathcal{G}_{1234}^{(4)} - \Psi_1 \mathcal{G}_{234}^{(3)} - \Psi_2 \mathcal{G}_{134}^{(3)} - \Psi_3 \mathcal{G}_{124}^{(3)} + \mathcal{G}_{12} \mathcal{G}_{34} + \mathcal{G}_{13} \mathcal{G}_{24} + \mathcal{G}_{14} \mathcal{G}_{23} - \Psi_1 \Psi_2 \mathcal{G}_{34} - \Psi_1 \Psi_3 \mathcal{G}_{24} - \Psi_2 \Psi_3 \mathcal{G}_{14}. \tag{52}
\]

We use Eq. (52) in Eq. (51), substitute Eq. (47), perform the differentiation, and symmetrize the expression so that \( \Sigma(\xi_1, \xi'_1) = \Sigma(\xi'_1, \xi_1) \) can be seen manifestly. We thereby obtain
\[
\Sigma(\xi, \xi') = \delta_{j,j'} \delta(x, x') U(x, x_1) \left[\Psi_2(x_1) \Psi(x_1) - G_{21}(x_1, x_1)\right] + U(x, x') \left[\Psi_3(x) \Psi_3(-x') - G_{3j,3-j'}(-x', x')\right] + \frac{1}{2} U(x, x_1) \left[G_{3-j,j}(x, x_2) G_{23j}(x_1, x_3) G_{13j_1}(x_1, x_3)\right] \times \left[\Gamma^{(4)}(\xi_2, \xi'; \xi_3, \xi'_3) + \Gamma^{(3)}(\xi_2, \xi'; \xi_3)\right] \times \left[G(\xi_4, \xi'_4) - G_{3-j,j}(x, x_2) \left[G_{23j}(x_1, x_3) \Psi_1(x_1)\right)\right] + \Psi_2(x_1) G_{13j}(x_1, x_3) \Gamma^{(3)}(\xi_1, \xi_3, \xi'_3) \times (\xi \leftrightarrow \xi'). \tag{53}
\]

where integration over repeated arguments is implied, and \((\xi \leftrightarrow \xi')\) denotes terms obtained from the preceding three terms in the curly brackets by exchanging \( \xi \) and \( \xi' \). The first two terms on the right-hand side are the Hartree and Fock terms that are expressible as Fig. (a)-(d), whereas the third one represents correlation effects given diagrammatically by Fig. (e)-(h).

It should be noted that there is arbitrariness in expressing the correlation term of Eq. (53) in terms of \( \Gamma^{(4)} \) and \( \Gamma^{(3)} \), which are symmetric in the exact theory but may acquire asymmetry in approximate treatments. We have removed it here so that the two Green’s functions entering and leaving \( x_1 \) of the bare interaction vertex \( U(x, x_1) \) in Eq. (53) are linked with the latter two arguments of \( \Gamma^{(4)} \), i.e., \( (\xi_3, \xi'_3) \). The advantage of this choice is that the density fluctuation mode is naturally incorporated in \( \Gamma^{(4)} \) even in approximate treatments.

Using Eq. (15) and following the argument of Nepomnyashchii and Nepomnyashchii, one can confirm oneself that diagrams (g) and (h) in Fig. I make the anomalous self-energy vanish in the low energy-momentum limit for homogeneous systems. Thus, the Nepomnyashchii identity is naturally satisfied in our formulation to remove the infrared divergence, thereby making practical calculations possible.

**B. Equation for the condensate wave function**

Let us express \( \mathcal{G}^{(3)} \) in Eq. (49a) in terms of \( (\mathcal{G}^{(3)}, G, \Psi) \) by using Eq. (45a) and substitute Eq. (47a) subsequently. We then obtain
\[
\left[\left(-1\right)^j \frac{\partial}{\partial \tau} - \frac{\hat{p}^2}{2m} + \mu\right] \Psi_j(x) = \eta_j(x), \tag{54}
\]
with
\[ \eta_j(x) \equiv U(x, x_1) [G_{j2j}(x, x_2)G_{2j1}(x_1, x_3)G_{1j1}(x_1, x_4) \times \Gamma^{(3)}(x_2; x_3, x_4') - \Psi_j(x)G_{21}(x, x_1) - \Psi_j(x_1)G_{2}(x_1, x) + \Psi_j(x)\Psi_2(x_1)\Psi_1(x_1)] , \] (55)

where integrations over \((x_1, \xi_2, \xi_3, \xi_4')\) are implied. Equation (54) generalizes the Gross-Pitaevskii equation \[ \text{Eq. (49b)}, \text{where criterion B of Kadanoff and Baym} \] so as to incorporate the quasiparticle contribution and correlation effects in \(\eta_j(x)\). It is equivalent to Eq. (18), i.e., the generalized Hugenholtz-Pines relation, in the exact theory. However, they will be different in approximate treatments. We prefer Eq. (54) to Eq. (18), because conservation laws are satisfied as seen below. Adopting Eq. (54), we should determine the chemical potential so as to reproduce a branch of gapless excitations in the single-particle channel.

C. Conservation Laws

We follow the argument of Kadanoff and Baym \[ 2, 3 \] to confirm that the number-, momentum-, and energy-conservation laws are satisfied in our formulation.

First, Green’s functions determined by the Dyson-Beliaev potential so as to reproduce a branch of gapless excitations and generalized Gross-Pitaevskii equation given by Eq. (50). Moreover, Eq. (54) is equivalent to Eq. (50), where \(\eta_j(x)\) is defined by Eq. (16), \(\delta_j, j \equiv (j, x)\) with \(j = 1, 2\) and \(x = (r, \tau)\), and integration over the repeated argument \(\xi_1\) is implied.

Second, the self-energy \(\Sigma\) and source function \(\eta\) in Eq. (54) are given in terms of \((\Psi, G, \Gamma^{(3)}, \Gamma^{(4)})\) by
\[ \Sigma(\xi, \xi') = \delta_{j,3-j} \delta(x, x')U(x, x_1) \left[ \Psi_2(x_1)\Psi(x_1) - G_{21}(x_1, x_1) \right] + U(x, x') \left[ \Psi_{3-j}(x)\Psi_{3-j}'(x') - G_{3-j,3-j'}(x, x') \right] + \frac{1}{2} U(x, x_1) \left\{ G_{3-j,3}(x, x_2)G_{2j}(x_1, x_3)G_{1j}(x_1, x_4') \times \Gamma^{(3)}(\xi_2, \xi_3; \xi_4, \xi_4') + \Gamma^{(3)}(\xi_4, \xi_4'; \xi_3, \xi_3') \times \Gamma^{(3)}(\xi_3; \xi_3') \right\} - G_{3-j,3}(x_1, x_3)G_{2j}(x_1, x_3)\Psi_1(x_1) + \Psi_2(x_1)G_{j1}(x_1, x_3)\Gamma^{(3)}(\xi_2, \xi_3) - \Psi_3-j(x)G_{2j}(x_1, x_3)G_{1j}(x_1, x_3')\Gamma^{(3)}(\xi_4, \xi_4'; \xi_3, \xi_4') + \xi \leftrightarrow \xi' \right\} , \] (57a)

\[ \eta(\xi) \equiv U(x, x_1) [G_{j2j}(x, x_2)G_{2j1}(x_1, x_3)G_{1j1}(x_1, x_4) \times \Gamma^{(3)}(x_2; x_3, x_4') - \Psi_j(x)G_{21}(x, x_1) - \Psi_j(x_1)G_{2}(x_1, x) + \Psi_j(x)\Psi_2(x_1)\Psi_1(x_1)] . \] (57b)

Equation (57a) is expressible diagrammatically as Fig. 1.

Third, the vertices \(\Gamma^{(4)}\) and \(\Gamma^{(3)}\) are defined by Eqs. (58a) and (58b), i.e., \(\Gamma^{(4)}\) obeys
\[ \Gamma^{(4)} = \Gamma^{(4)} - \frac{1}{2} \Gamma^{(4)}G\Gamma^{(4)} , \] (58a)

and \(\Gamma^{(3)}(\xi_1; \xi_2, \xi_2') \equiv \langle \xi_1 \Gamma^{(3)}(\xi_2, \xi_2') \rangle\) is given in terms of \(\Gamma^{(4)}(\xi_1, \xi_2; \xi_2, \xi_2') \equiv \langle \xi_1 \Gamma^{(4)}(\xi_2, \xi_2') \rangle\) by
\[ \Gamma^{(3)}(\xi_1; \xi_2, \xi_2') = \Psi(\xi')(-1)^{j_1+j_2'}\Gamma^{(3)}(\xi_1; \xi_2, \xi_2') \] (58b)

Equations (58a) and (58b) are expressible diagrammatically as Fig. 2.
Fourth, \( \Gamma^{(3)} \) is connected with the anomalous self-energy by Eq. (19), i.e.,

\[
\Sigma_{jj}(x, x') = \frac{1}{2} \Psi_{jj}(x_1)(-1)^{j_1+j_2} \Gamma^{(3)}_{jj} (x_1; x, x'). \tag{59}
\]

Combined with Eq. (57a), we can conclude that the anomalous self-energy of homogeneous systems vanish in the low energy-momentum limit due to processes (g) and (h) of Fig. 1 as first shown by Nepomnyashchii \cite{16, 17}.

### B. Equation for \( \Gamma^{(4)} \)

Equations (59)–(59) are formally exact, which still include the irreducible four-point vertices \( \Gamma^{(4)} \) as unknown functions. Hence, it is necessary for performing practical microscopic studies to supplement them with equations to determine \( \Gamma^{(4)} \). Incidentally, we seek an alternative possibility in the following paper \cite{30} of constructing phenomenological parameters in terms of \( \Gamma^{(4)} \) to describe low-energy properties, like the Landau theory of Fermi liquids \cite{31, 32}.

To derive the equations for \( \Gamma^{(4)} \), we approximate the functional \( \Phi \) in the conserving-gapless form of satisfying Eq. (22) \cite{11}. To be specific, our \( \Phi \) is given in terms of an unknown effective two-body potential \( \tilde{U}(x_1, x_2) = \tilde{U}(x_2, x_1) \) by \( \Phi = \frac{1}{2} \tilde{U}(x_1, x_1) [\rho(x_1, x_1) \rho(x_2, x_2) + \rho(x_1, x_2) \rho(x_2, x_1)] \)

\[
- \tilde{\rho}_{ij}(x_1, x_2) \tilde{\rho}_{ij}(x_2, x_1) \], \tag{60}
\]

where \( \rho \) and \( \tilde{\rho}_{ij} \) are defined by

\[
\rho(x_1, x_2) \equiv \Psi_j(x_1) \Psi_j(x_2) - \frac{G_{12}(x_1, x_2) + G_{21}(x_2, x_1)}{2}, \tag{61a}
\]

\[
\tilde{\rho}_{ij}(x_1, x_2) \equiv \Psi_j(x_1) \Psi_j(x_2) + \frac{G_{jj}(x_1, x_2) + G_{jj}(x_2, x_1)}{2}. \tag{61b}
\]

The irreducible vertices \( \Gamma^{(4)} \) are obtained from this functional by Eq. (28a). The basic finite elements are given by

\[
\Gamma^{(4)}_{12;12}(x_1, x_2; x'_1, x'_2) = \tilde{U}(x_1, x'_1) [\delta(x_1, x_2) \delta(x'_1, x'_2) + \delta(x_1, x'_2) \delta(x'_1, x_2)] , \tag{62a}
\]

\[
\Gamma^{(4)}_{11;22}(x_1, x_2; x'_1, x'_2) = - \tilde{U}(x_1, x_2) [\delta(x_1, x'_1) \delta(x_2, x'_2) + \delta(x_1, x'_2) \delta(x_2, x'_1)] . \tag{62b}
\]

The other finite elements can be found easily by using the symmetries \( \Gamma^{(4)}(\xi_1, \xi_2; \xi'_1, \xi'_2) = \Gamma^{(4)}(\xi_2, \xi_1; \xi'_2, \xi'_1) = \Gamma^{(4)}(\xi_2, \xi_1; \xi'_1, \xi'_2) \). The corresponding \( \Gamma^{(3)} \) is obtained by Eq. (28a). The finite elements are given by

\[
\Gamma^{(3)}_{j;j;3-j}(x_1; x'_1, x_2) = \Gamma^{(3)}_{3-j;j;3-j}(x_2; x_1) = \tilde{U}(x_1, x'_1) [\delta(x_1, x_2) \Psi_{3-j}(x'_1) + \delta(x'_1, x_2) \Psi_{3-j}(x_1)]. \tag{63}
\]

Thus, Eqs. (62a) and (62b) yield an identical expression, as they should.

We determine the unknown function \( \tilde{U}(x_1, x'_1) \) so as to satisfy Eq. (59). Noting that \( \Sigma_{22}(x, x') = \Sigma^*_{11}(x, x') \) holds, we realize that the number of unknown variables, i.e., \( \tilde{U}(x, x') \), is equal to the number of constraints to be satisfied, i.e., Eq. (59). Especially in the weak-coupling cases, we can impose the condition that \( \tilde{U}(x, x') \) approaches the bare interaction potential \( U(x, x') \) in the high energy-momentum limit.

### VI. EXTENSION TO NONEQUILIBRIUM SYSTEMS

The formulation of Sects. II–IV can be extended to nonequilibrium systems by (i) performing the inverse Wick rotation \( \tau = it/\hbar \) and (ii) changing the Matsubara contour \( \tau \in [0, \beta] \) into the round-trip Keldysh contour \( C \) that extends over \( t \in [-\infty, \infty] \) \cite{33, 34}. We sketch it with (a) modifying the definitions of functions and (b) transforming every integral on \( C \) into that over \( t \in [-\infty, \infty] \) in the second half.

#### A. Equations on \( C \)

We introduce the partition function by

\[
Z_{II} \equiv \int D[\psi] \exp \left\{ \frac{i}{\hbar} \left[ S_C - \int d\xi \psi(\xi) J(\xi) - \int d\xi' \int d\xi'' \psi(\xi') \psi(\xi'') \frac{I(\xi', \xi'')}{\hbar^2} \right] \right\}. \tag{64}
\]

Here \( S_C \) is obtained from Eq. (11) by \( S_C \equiv i\hbar S(\tau = it/\hbar) \) with an adiabatic factor on \( S_{\text{int}} \) \cite{30}, variable \( \xi \) now denotes \( \xi \equiv (j, x) \) with \( x \equiv (r, t) \), and every time integral
extends over $C$. It satisfies

$$i\hbar \frac{\delta \ln Z_{J1}}{\delta J(\xi)} = \langle \psi(\xi) \rangle_{J1} = \Psi_{J1}(\xi), \quad (65a)$$

$$i\hbar \frac{\delta \ln Z_{J1}}{\delta J(\xi) \delta J(\xi')} = -\frac{i}{ \hbar} \left[ (T_C \psi(\xi) \psi(\xi'))_{J1} - \Psi_{J1}(\xi) \Psi_{J1}(\xi') \right] = G_{J1}(\xi, \xi'), \quad (65b)$$

$$i\hbar \frac{\delta \ln Z_{J1}}{\delta I(\xi', \xi)} = \langle T_C \psi(\xi) \psi(\xi') \rangle_{J1} = i \hbar G_{J1}(\xi, \xi') + \Psi_{J1}(\xi) \Psi_{J1}(\xi') \equiv i \hbar G_{J1}(\xi, \xi'), \quad (65c)$$

where $T_C$ arranges operators according to their chronological order on $C$ from right to left.

Let us perform the Legendre transformation \[8\] \[21\] \[24\]

$$\Gamma_{J1} = i\hbar \ln Z_{J1} - \int d\xi \Psi_{J1}(\xi) J(\xi)$$

$$- \int d\xi d\xi' i \hbar G_{J1}(\xi, \xi') I(\xi', \xi). \quad (66)$$

Using it, we can follow every step from Eq. \[8\] to Eq. \[21\], where the only modification necessary is to add the factor $i/\hbar$ on the left-hand side of Eq. \[8\].

We now express $\Gamma$ in terms of another functional $\Phi$,

$$\Gamma = \frac{1}{2} \bar{\Psi}_{T} \sigma_{3} \hat{G}_{0}^{-1} \sigma_{3} \bar{\Psi}$$

$$- \frac{i}{2} \hbar \text{Tr} \left\{ \ln \left[ -i \sigma_{2} \left( \hat{G}_{0}^{-1} - \hat{\Sigma} \right) \right] + \hat{\Sigma} \hat{G} \right\} + \Phi \quad (67)$$

similarly as Eq. \[22\] for equilibrium systems. Accordingly, Eq. \[22\] is modified into

$$\frac{\partial \Phi}{\partial \Psi(\xi)} = \int d\xi' \Sigma(\xi, \xi')(1)^{i+j+1-1} \Psi(\xi'), \quad (68a)$$

$$\frac{\partial \Phi}{\partial G(\xi', \xi)} = \frac{i}{2} \hbar \Sigma(\xi', \xi). \quad (68b)$$

To derive two-particle Green’s functions, we can also follow every step from Eq. \[23\] to Eq. \[25\]. Equation \[24\] is then modified into

$$\delta \Sigma(\xi_1, \xi'_1) = \frac{i}{2} \left[ \Gamma_{4}(\xi_1, \xi'_1; \xi_2, \xi'_2) \delta G(\xi_2, \xi'_2) \right.$$  

$$+ \Gamma_{4}(\xi_1, \xi'_1; \xi_2, \xi'_2) \delta \Psi(\xi_2), \quad (69)$$

and $\Gamma_{4}(\xi_1, \xi'_1; \xi_2, \xi'_2) = \delta \Sigma(\xi_1, \xi'_1)/\delta \Psi(\xi_2)$ is expressible in terms of this $\Gamma_{4}(\xi)$ as Eq. \[23\]. With the difference between Eqs. \[24\] and \[25\] in mind, we can proceed in exactly the same way as from Eq. \[26\] to Eq. \[27\]. Indeed, the only modification necessary is to replace every prefactor 1/2 by $-i\hbar/2$. Thus, Eq. \[27\] is replaced by

$$\delta \Psi = \hat{G} \left( \Psi^{(4)} + \frac{i}{2} \Gamma^{(4)} \right) \delta \hat{I}^{(s)}, \quad (71a)$$

$$\delta \hat{G} = \left[ GG \left( 1 + \frac{i}{2} \Gamma^{(4)} \right) 

+ GG \Gamma^{(3)T} \hat{G} \left( \Psi^{(3)} + \frac{i}{2} \Gamma^{(3)} \right) \right] \delta \hat{I}^{(s)}. \quad (71b)$$

Let us introduce the $n$-point Green’s functions by

$$G^{(n)}(\xi_1, \ldots, \xi_n) = (i\hbar)^n \left[ \frac{i}{2} \hbar \frac{\delta^n \ln Z_{J}}{\delta J(\xi_1) \cdots \delta J(\xi_n)} \right]_{J=0}. \quad (72)$$

The first two functions are expressible in terms of those given in Eq. \[15\] by $G^{(1)}(\xi) = \Psi(\xi)$ and $G^{(2)}(\xi_1, \xi_2) = G(\xi_1, \xi_2)$. Accordingly, Eq. \[16\] is modified into

$$G_{123}^{(3)} = \frac{\delta \Psi_{1}}{\delta I_{12}} \bigg|_{I=0} - \Psi_{2} G_{13} - \Psi_{3} G_{12}, \quad (73a)$$

$$G_{1234}^{(4)} = \frac{\delta \Psi_{12}}{\delta I_{12}} \bigg|_{I=0} + i \hbar \left( \Psi_{3} G_{123} + \Psi_{4} G_{123} \right)$$

$$- G_{13} G_{24} - G_{14} G_{23}. \quad (73b)$$

Substituting Eq. \[71\] into Eq. \[73\], we obtain

$$G_{123}^{(3)}(\xi_1, \xi_2, \xi_3) = i \hbar G(\xi_1, \xi'_1) G(\xi_2, \xi'_2) G(\xi_3, \xi'_3) \Gamma_{3}(\xi'_1; \xi'_3, \xi'_3), \quad (74a)$$

$$G_{1234}^{(4)}(\xi_1, \xi_2, \xi_3, \xi_4) = i \hbar G(\xi_1, \xi'_1) G(\xi_2, \xi'_2) G(\xi_3, \xi'_3) G(\xi_4, \xi'_4)$$

$$\times \left[ \Gamma_{4}(\xi'_1, \xi'_2; \xi'_3, \xi'_4) + \Gamma_{4}(\xi'_1, \xi'_2; \xi'_5, \xi'_5) G(\xi_5, \xi'_5)$$

$$\times \Gamma_{4}(\xi'_3, \xi'_5, \xi'_5) \right]. \quad (74b)$$

Expressions of the self-energies can also be obtained by following the procedure of Sect. \[16\]. We thereby obtain

$$\Sigma(\xi_1, \xi'_1) = \delta_{j_1, j_1} \delta(x_1, x'_1) U(x_1, x_2) \left[ \Psi_{2}(x_2) \Psi_{1}(x_2) \right.$$  

$$+ i \hbar G_{21}(x_2, x_2) \right] + U(x_1, x'_1) \left[ \Psi_{3-j_1}(x_1) \Psi_{3-j'_1}(x'_1) \right.$$  

$$+ i \hbar G_{3, j_1-j_1}(x_1, x'_1) \right]$$

$$+ \frac{1}{2} U(x_1, x_2) \left( i \hbar \right)^2 G_{3-j_1, j_3}(x_1, x_3) G_{2j_4}(x_2, x_4)$$

$$\times G_{1j'_4}(x_2, x_4') \left[ \Gamma_{4}(\xi_3, \xi'_3, \xi_4, \xi'_4) + \Gamma_{4}(\xi_5, \xi'_3, \xi_5) \right.$$  

$$\times G(\xi_5, \xi'_5) \Gamma_{3}(\xi'_3, \xi'_5, \xi'_5)$$

$$+ i \hbar \Psi_{3-j_1}(x_1) G_{2j_4}(x_2, x_4) G_{1j'_4}(x_2, x_4') \Gamma_{3}(\xi_3, \xi'_3, \xi_4)$$

$$+ i \hbar \Psi_{3-j_1}(x_1) G_{2j_4}(x_2, x_4) G_{1j'_4}(x_2, x_4') \Gamma_{3}(\xi'_3, \xi'_3, \xi'_4)$$

$$+ (\xi_1 \leftrightarrow \xi'_1). \quad (75)$$
B. Equations on \( t \in [-\infty, \infty] \)

Every integral over \( C \) can be transformed into that of \( t \in [-\infty, \infty] \) through the procedure [35, 36]

\[
\int_{-\infty}^{\infty} d t^C = \int_{-\infty}^{\infty} d t^1 + \int_{-\infty}^{\infty} d t^2 = \int_{-\infty}^{\infty} d t^1 - \int_{-\infty}^{\infty} d t^2,
\]

(76)

where \( t^1 (t^2) \) denotes a time on the outward (return) path. We also introduce the argument \( x^i = (r, t^i) \) (\( i = 1, 2 \)), and the corresponding Green’s functions and self-energies by

\[
\begin{align*}
G_{j_1 j_2}^{i_1 i_2}(x_1, x_2) &= G_{j_1, j_2}(x_1^{i_1}, x_2^{i_2}), \\
\Sigma_{j_1 j_2}^{i_1 i_2}(x_1, x_2) &= (-1)^{i_1 + i_2} \Sigma_{j_1, j_2}(x_1^{i_1}, x_2^{i_2}).
\end{align*}
\]

(77a, 77b)

Let us define the matrices in the Nambu-Keldysh space (i.e., the \( j \)-th) by

\[
\begin{align*}
\hat{G}(x, x') &\equiv \begin{bmatrix} \hat{G}^{11}(x, x') & \hat{G}^{12}(x, x') \\ \hat{G}^{21}(x, x') & \hat{G}^{22}(x, x') \end{bmatrix}, \\
\hat{\Sigma}(x, x') &\equiv \begin{bmatrix} \hat{\Sigma}^{11}(x, x') & \hat{\Sigma}^{12}(x, x') \\ \hat{\Sigma}^{21}(x, x') & \hat{\Sigma}^{22}(x, x') \end{bmatrix},
\end{align*}
\]

(78a, 78b)

\[
\hat{G}_0^{-1}(x, x') \equiv \begin{bmatrix} \hat{G}_0^{-1}(x, x') & 0 \\ 0 & \hat{G}_0^{-1}(x, x') \end{bmatrix},
\]

(78c)

\[
\hat{\mathbf{1}} \equiv \begin{bmatrix} 1 & 0 \\ \bar{0} & 1 \end{bmatrix}, \quad \hat{\delta} \equiv \begin{bmatrix} \hat{\sigma}_3 & 0 \\ 0 & \hat{\sigma}_3 \end{bmatrix},
\]

(78d)

where each quantity with a hat on it is a \( 2 \times 2 \) matrix in the Nambu space, e.g., \( \hat{G}_0^{-1}(x, x') \) is given by Eq. (16) with \( \tau = it/\hbar \). The factor \((-1)^{i_1 + i_2}\) in Eq. (77b) and the \(-\) sign in the 22 element of Eq. (78c) have been added to our previous definitions [36]. Because of these modifications, \( \hat{G} \) now obeys

\[
(\hat{G}_0^{-1} - \hat{\Sigma}) \hat{G} = \hat{\mathbf{1}}.
\]

(79)

Similarly, the generalized Hugenholtz-Pines relation is given by

\[
\hat{\sigma}_3(\hat{G}_0^{-1} - \hat{\Sigma}) \hat{\sigma}_3 \hat{\Psi} = \bar{0},
\]

(80)

where \( \bar{\Psi} \) and \( \bar{0} \) are vectors with four elements with

\[
\bar{\Psi}(x) \equiv \begin{bmatrix} \Psi(x^1) \\ \Psi(x^2) \end{bmatrix}.
\]

(81)

With these quantities, derivation of the two-particle Green’s functions on \( t \in [-\infty, \infty] \) proceeds in exactly the same way as that of Sect. VII A. Indeed, we only need to redefine \( \xi \) by \( \xi \equiv (i, j, x) \), replace every \( A \) by \( \bar{A} \), and use

\[
\delta \hat{I}(x, x') = \begin{bmatrix} \delta \hat{I}(x, x') & 0 \\ 0 & -\delta \hat{I}(x, x') \end{bmatrix},
\]

(82)

in place of \( \delta \hat{I}(x, x') \). Equation (74) is thereby replaced by

\[
\begin{align*}
\delta \hat{\Psi} &= \hat{G}\begin{bmatrix} \Psi^{(3)} + i\hbar/2 \Gamma^{(3)} G G \\ \Psi^{(3)} + i\hbar/2 \Gamma^{(3)} G G \end{bmatrix} \delta \hat{I}^{(s)}, \\
\delta \hat{G} &= [G G \left( 1 + i\hbar/2 \Gamma^{(4)} G G \right) + G G \Gamma^{(3)T} \hat{G} \begin{bmatrix} \Psi^{(3)} + i\hbar/2 \Gamma^{(3)} G G \end{bmatrix} \delta \hat{I}^{(s)}].
\end{align*}
\]

(83a, 83b)

VII. CONCLUDING REMARKS

We have derived a system of equations for the condensate wave function, Green’s functions, and three- and four-point Green’s functions, which are summarized in Sect. VII A. The four-point (i.e., two-particle) Green’s functions are confirmed to share poles with Green’s functions, as seen in Eq. (77). One of the other key results here is Eq. (41), which will be used in the following paper [37] to derive the Ward-Takahashi identities. They will enable us to describe low-temperature properties of correlated Bose-Einstein condensates in terms of low-energy Green’s functions and vertices.
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