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Abstract In optimization problems, we are looking for best point for our problem. Problems always classify to unary or n-ary with bound or unbound. There are several methods for optimization problems, such that Cyclic Coordinate method, Hooke - Jeeves method, and Rosenbrock method on n dimensional space for unbounded problem.

Here, we consider the problem of minimizing a function \( f \) of several variables without using derivatives. The methods described here proceed in following manner. Given a vector \( x \), a suitable direction \( d \) is first determined, and then \( f \) is minimized from \( x \) in the direction \( d \) by one of the techniques we will describe.

Direct search methods are suitable tools for maximizing or minimizing functions that are non-smooth and non-differentiable. In their comprehensive book about non-linear programming [7] mention three methods (multidimensional search methods without using differentiating): the cyclic coordinate method, the Hooke-Jeeves method, and the Rosenbrock method on n dimensional space for unbounded problem.

Here, we consider the problem of minimizing a function \( f \) of several variables without using derivatives. The methods described here proceed in following manner. Given a vector \( x \), a suitable direction \( d \) is first determined, and then \( f \) is minimized from \( x \) in the direction \( d \) by one of the techniques we will describe.

Direct search methods are suitable tools for maximizing or minimizing functions that are non-smooth and non-differentiable. In their comprehensive book about non-linear programming [7] mention three methods (multidimensional search methods without using differentiating): the cyclic coordinate method, the Hooke-Jeeves method, and the Rosenbrock method on n dimensional space for unbounded problem.

Another type of method, namely dynamic programming, has been used extensively in stand management optimization [8]. It differs from direct search methods so that, instead of seeking optimal values for continuous decision variables, it finds the optimal sequence of stand states defined by classified values of several growing stock characteristics (for instance, basal area, mean diameter, and stand age).

Direct search methods can be used in both even-aged and uneven-aged forestry [9]. Uneven-aged management can also be optimized using linear programming and a transition matrix model [10]. Of the direct search methods mentioned in [7] the Hooke-Jeeves algorithm has been used much in forestry, at least in Finland [11, 12].

In this paper, we first introduce these three methods, and then we express the advantages and disadvantages them, and finally, we give generalized algorithms to improve them.

1. Introduction

In optimization problems, we are looking for best point for our problem. Problems always classify to unary or n-ary with bound or unbound. There are several methods for optimization problems, such that Cyclic Coordinate method, Hooke - Jeeves method, and Rosenbrock method on n dimensional space for unbounded problem.

Here, we consider the problem of minimizing a function \( f \) of several variables without using derivatives. The methods described here proceed in following manner. Given a vector \( x \), a suitable direction \( d \) is first determined, and then \( f \) is minimized from \( x \) in the direction \( d \) by one of the techniques we will describe.

Direct search methods are suitable tools for maximizing or minimizing functions that are non-smooth and non-differentiable. In their comprehensive book about non-linear programming [7] mention three methods (multidimensional search methods without using differentiating): the cyclic coordinate method, the Hooke-Jeeves method, and the Rosenbrock method on n dimensional space for unbounded problem.

The method of Rosenbrock tests \( m \) (\( m \) is the number of optimized decision variables) orthogonal search directions which are equal to coordinate axes only at the first iteration. Rosenbrock search is a numerical optimization algorithm applicable to optimization problems in which the objective function is inexpensive to compute and the derivative either does not exist or cannot be computed efficiently.

Another type of method, namely dynamic programming, has been used extensively in stand management optimization [8]. It differs from direct search methods so that, instead of seeking optimal values for continuous decision variables, it finds the optimal sequence of stand states defined by classified values of several growing stock characteristics (for instance, basal area, mean diameter, and stand age).

Direct search methods can be used in both even-aged and uneven-aged forestry [9]. Uneven-aged management can also be optimized using linear programming and a transition matrix model [10]. Of the direct search methods mentioned in [7] the Hooke-Jeeves algorithm has been used much in forestry, at least in Finland [11, 12].

In this paper, we first introduce these three methods, and then we express the advantages and disadvantages them, and finally, we give generalized algorithms to improve them.

2. The Method of Cyclic Coordinate

In this method we move on Coordinate axes as much as \( \lambda \) until get the optimal point [1, 4, and 6].

2.1. Algorithm for Cyclic Coordinate Method

Initial step:

Choose a scalar \( \varepsilon > 0 \) to be used for terminating the algorithm. And let \( d^1, d^2, ..., d^n \) be the Coordinate directions. Choose an initial point \( x_1 \), let \( y_1 = x_1 \), let \( k = j = 1 \) and got to the main step.

Main Step:

1. Let \( \lambda_j \) be an optimal solution to the problem to
minimize $\begin{aligned} \{ & \text{Min } f(y_j + \lambda d_j), \text{ and let} \\
& y_{j+1} = y_j + \lambda_j d_j, \text{ if } j < n, \text{ replace } j \text{ by } j+1, \text{ and} \\
& \text{repeat step 1. Otherwise if } j = n \text{ go to step 2.} \end{aligned}$

2. Let $x_{k+1} = y_{k+1}$. If $\|x_{k+1} - x_k\| < \varepsilon$ then stop. Otherwise let $y_1 = x_{k+1}$, $j = 1$, replace $k$ by $k+1$ and repeat step 1.

2.2. Advantages of Cyclic Coordinate Method

1. Implementation of an algorithm is simple.
2. We can use this algorithm for functions that either is differentiable or are not differentiable.

2.3. Disadvantages of Cyclic Coordinate Method

1. When we use this method for differentiable functions, it will converge to a point with zero gradients. But when the function is not differentiable, the method may stall at a non-optimal point.
2. This method converts an n-ary function to a unary, and by using an algorithm for solving unary function gain an optimal point and set in the n-ary function. Then increase the overhead of the algorithm.
3. We solve a unary system in each step and should pay attention to the domain of unary system. If the domain does not have a minimum point then the system does not get a good solution.

2.4. Checking problems of Cyclic Coordinate Method

2.4.1. Problem 1

Hooke - Jeeves algorithm is proposed to solve the first problem

2.4.2. Problem 2

The simplex method is used to solve the second problem (It must be considered that the complexity of the simplex method is not better than this)

2.4.3. Problem 3

Consider the following problem that solve according to the Cyclic Coordinate method.

We use the Golden section method (see Appendix) for solving unary system. The method initial with a uncertainty interval and we know minimum point is in this range. At each step decrease the range until gets a good range. Now imagine we have several extremum points or don’t have any minimum point in this range. Then we check this special state in following sample.

$\begin{aligned} \text{Min } & f(x_1, x_2) = (x_1 - 2)^4 + (x_1 - 2x_2)^2 \\
\text{s.t. } & (x_1, x_2) \in \mathbb{R}^2 \end{aligned}$

Start point:

$\begin{aligned} x^1 = (0.3) \\
d^1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, d^2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \varepsilon = 0.2 \end{aligned}$

In first step unary function shows like this with the following values (Figure 1):

$\begin{aligned} y^1 = (0.3) \\
d^1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \end{aligned}$

$f(y_1 + \lambda d_1) = (6 + \lambda)^2 + (2 + \lambda)^4$

![Figure 1](image)

In second step unary function shows like this with the following values (Figure 2):

$\begin{aligned} y^1 = (0.3) \\
d^2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \end{aligned}$

$f(y_1 + \lambda d_2) = 16 + 4(3 + \lambda)^2$

![Figure 2](image)

As you see in first step minimum point is in ($-4$, 4). At each step according to the Golden section method the range
becomes large or small.

Now if run the algorithm with an initial range (-4, 4) for Golden section method [2], we get following data in table 1.

Table 1. Run the algorithm of Cyclic Coordinate with initial (-4, 4)

| k | (x, f(x)) | j | D | y_j | \lambda | y_{j+1} |
|---|---|---|---|---|---|---|
| 1 | (0.3, 1) | 0 | (0, 1) | (0.3) | 3.088 | (3.088, 3) |
| 1 | 52 | 2 | (0, 1) | (3.088, 3) | -1.475 | (3.088, 1.524) |
| 2 | (3.088, 1.524) | 1 | (0, 1) | (3.088, 1.524) | -0.478 | (2.609, 1.524) |
| 2 | 1.403 | 2 | (0, 1) | (2.609, 1.524) | -0.242 | (2.609, 1.521) |
| 3 | (2.609, 1.281) | 1 | (0, 1) | (2.609, 1.281) | -0.242 | (2.366, 1.281) |
| 3 | 0.140 | 2 | (0, 1) | (2.366, 1.281) | -0.137 | (2.366, 1.143) |
| 4 | (2.366, 1.143) | 1 | (0, 1) | (2.228, 1.143) | -0.137 | (2.228, 1.143) |
| 4 | 0.024 | 2 | (0, 1) | (2.228, 1.143) | -0.032 | (2.228, 1.111) |

We could find answers in iteration 4.

But if we choose initial range (1, 6) for Golden section method then we have following data in table 2.

As you can see table 2, not only doesn’t close to minimum point but reach to a larger number at each step and get away from the optimal point. So in thirtieth iteration x is (33.51, 34.49) and there are many differences between this number from the optimal point. So in thirtieth iteration x is (33.51, 34.49) and there are many differences between this number and the number of the previous table. The algorithm doesn’t halt at this point and we can continue for iteration 31 and so on.

If you look at the table 2, at each iteration we use the Golden section method, \( \lambda \) is 1.08612. In fact almost consider beginning of the range.

Table 2. Run the algorithm of Cyclic Coordinate with initial (1, 6)

| k | (x, f(x)) | j | D | y_j | \lambda | y_{j+1} |
|---|---|---|---|---|---|---|
| 1 | (0.3, 1) | 0 | (0, 1) | (0.3) | 3.10 | (3.088, 3) |
| 1 | 52 | 2 | (0, 1) | (3.10, 3) | 1.08612 | (3.088, 1.524) |
| 2 | (3.102, 1.524) | 1 | (0, 1) | (3.10, 3) | 1.08612 | (2.609, 1.524) |
| 2 | 1.403 | 2 | (0, 1) | (2.609, 1.524) | 1.08612 | (2.366, 1.524) |
| 3 | (2.609, 1.281) | 1 | (0, 1) | (2.609, 1.281) | 1.08612 | (2.366, 1.281) |
| 3 | 0.140 | 2 | (0, 1) | (2.366, 1.281) | 1.08612 | (2.228, 1.281) |
| 4 | (2.366, 1.143) | 1 | (0, 1) | (2.228, 1.143) | 1.08612 | (2.228, 1.143) |
| 4 | 0.024 | 2 | (0, 1) | (2.228, 1.143) | 1.08612 | (2.228, 1.111) |

As mentioned in problem 1 from Cyclic Coordinate method, this method may stop at a hole that is a non-optimal point, because considered function is not differentiable at this point. We use acceleration step to solve this problem. In acceleration step, after each move on direction of function in previous and next points of where the function has a zero gradient. So we can’t implement this job for following reasons:

1. We're working on that function may not be differentiable.
2. In each step we should apply another algorithm in order to specify a critical area in the Golden section method. So this job increase running time of main algorithm and it may not be cost effective.
3. Differentiating from function is complex.
4. If we can differentiate from function, and find the minimum point when has a zero gradient, then we don’t need trouble yourself and implement the algorithm because we have minimum point!!!!!
coordination, we have a search on direction of \( x_2 - x_1 \). So this job speeds up reaching to optimal solution. Look at figure 3.

![Figure 3. Search on direction of \( x_2 - x_1 \) for speed up](image)

**3.2. Advantages**

We haven’t placed in the trap of hole by introducing acceleration step.

**3.3. Disadvantages**

1. As you see, we also search in the direction of \( x_2 - x_1 \) in order to speed up the algorithm in step 2. But we don’t examine halting condition when move in this direction. Maybe the algorithm has the necessary condition for halting when move in this direction, while we run algorithms for the next iteration. This job increase running time of the algorithm.

2. We always search in the direction of the Coordinate directions in Cyclic Coordinate and Hooke - Jeeves algorithms. Now do speed up algorithms if we do searching on other vectors?

3. In this method, we convert an n-ary function to an unary function and by algorithms for unary system find optimal point and set this optimal point an n-ary system. So this job increases running time of algorithm.

4. We should note that to the domain of unary system when we want to solve this system. If minimum is not in this domain, we don’t have a proper solution.

**3.4. Checking Problems of Hooke - Jeeves Algorithm**

We examine Hooke - Jeeves algorithm for following example.

\[
\begin{align*}
\text{Min } f(x_1, x_2) &= (x_1 - 2)^4 + (x_1 - 2x_2)^2 \\
\text{s.t. } (x_1, x_2) &\in \mathbb{R}^2
\end{align*}
\]

Start point:

\[
x^1 = (0, 3)
\]

\[
d^1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \ d^2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \ \varepsilon = 0.2
\]

From Golden section method used for solving unary system. Initial uncertainty interval for the inner Golden section method [2] is (-4, 4).

**Table 3. Run the algorithm of Hooke - Jeeves with initial (-4, 4)**

| \(k\) | \((x, f(x))\) | \(j\) | \(y_j\) | \(d_j\) | \(\lambda_j\) | \(y_{j+1}\) | \(\lambda\) | \(\hat{\lambda}\) | \(\hat{\lambda d}\) |
|---|---|---|---|---|---|---|---|---|---|
| 1 | (0, 3) | 1 | (0, 3) | (1, 0) | 3.08 | (3.08, 3) | - | - | - |
| 1 | 52 | 2 | (3.08, 3) | (0, 1) | -1.47 | (3.08, 1.52) | (3.08, -1.47) | -13 | (2.66, 1.72) |
| 2 | (3.08, 1.52) | 1 | (2.66, 1.72) | (1, 0) | 0.03 | (2.69, 1.72) | - | - | - |
| 2 | 1.40 | 2 | (2.69, 1.72) | (0, 1) | -0.41 | (2.69, 1.31) | (-0.39, -0.20) | 1.40 | (2.13, 1.01) |
| 3 | (2.69, 1.31) | 1 | (2.13, 1.01) | (1, 0) | -0.13 | (2.00, 1.01) | - | - | - |
| 3 | 0.23 | 2 | (2.00, 1.01) | (0, 1) | -0.03 | (2.00, 0.98) | (-0.69, -0.32) | 0.13 | (1.90, 0.94) |
As you see in table 3, algorithm stop in three steps by halting condition 0.2 what we can say it works better that Cyclic Coordinate.

Now we want to modify algorithm a little. Means instead examine halting condition in step 1, examine that in step 2.

Generalized algorithm is like this:

### 3.5. Generalized Algorithm for Hooke – Jeeves Method (Algorithm 2)

**Initial step:**
Choose a scalar $\varepsilon > 0$ to be used in terminating the algorithm, and $d^1, d^2, ..., d^n$ as Coordinate directions.

Choose a starting point $x_1$, let $y_j = x_1$. Let $k = j = 1$ and go to the main step.

**Main step:**
1. Let $\lambda_j$ be an optimal solution to the problem to minimize $\{\min_{\lambda \in \mathbb{R}} f(y_j + \lambda d_j)\}$. And let $y_{j+1} = y_j + \lambda_j d_j$. If $j < n$, replace $j$ by $j+1$, and repeat step 1. Otherwise if $j = n$, let $x_{k+1} = y_{k+1}$ and go to step 2.
2. Let $d = x_{k+1} - x_k$ and find the optimal solution of the problem and consider this solution is $\hat{\lambda}$. Let $y_1 = x_{k+1} + \hat{\lambda} d$ and go to step 3.
3. Let $x_k = x_{k+1}$ and $x_{k+1} = y_1$. If $\|x_{k+1} - x_k\| < \varepsilon$ stop. Otherwise let $j = 1$, replace $k$ by $k+1$ and repeat step 1.

Now run this algorithm for previous example.

As you can see in table 4, the numbers are equals with past examples. But anyway running time of this algorithm is lower that first algorithm.

| k | (x, f(x)) | j | $y_j$ | $d_j$ | $\hat{\lambda}$ | $y_{j+1}$ | $\hat{\lambda}$ | $d$ | $\hat{\lambda}$ | $\hat{\lambda}d$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 0 | (0, 3) | 1 | (0, 3) | (1, 0) | 3.08 | (3.08, 3) | - | - | - |
| 1 | (3.08, 1.52) | 1 | (2.66, 1.72) | (1, 0) | -0.13 | (2.66, 1.72) | - | - | - |
| 2 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 3 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 4 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 5 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 6 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 7 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 8 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 9 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |
| 10 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - | - |

### 3.6. Generalized Algorithm for Hooke – Jeeves Method (Algorithm 3)

In previous algorithms, we move along Coordinate directions in order to reach an optimal point. Now do we reach to an optimal solution if we move along other linear independent vectors?

According to considered example on space $\mathbb{R}^2$ we want to move in the direction of orthogonal and linear independent vectors $(1, 2)$ and $(-2, 1)$ in order to reach an optimal point. Now we run the algorithm in the direction of these two vectors:

| k | (x, f(x)) | j | $y_j$ | $d_j$ | $\lambda_j$ | $y_{j+1}$ | $\hat{\lambda}$ | $\hat{\lambda}d$ |
|---|---|---|---|---|---|---|---|---|
| 1 | (0, 3) | 1 | (0, 3) | (1, 2) | -0.08 | (-0.08, 2.83) | - | - |
| 2 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 3 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 4 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 5 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 6 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 7 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 8 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 9 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |
| 10 | (2.67, 1.46) | 1 | (2.67, 1.46) | (1, 2) | -0.13 | (2.67, 1.46) | - | - |

As you see in table 5, we reach to the point $(1.82, 0.93)$. This point has noticeable difference with considered optimal point means $(2, 1)$. Also this point is not better than other points from past algorithms.
4. The Method of Rosenbrock

In this method we search to in direction of n linearly independent and orthogonal vectors in each iteration. When we reach to a new point on each iteration, we construct a new set of orthogonal vectors [3, 6].

4.1. Algorithm for Rosenbrock Method

Initial step:
Let \( \varepsilon > 0 \) be the termination scalar. Choose \( d_1, d_2, \ldots, d_n \) as coordinate directions. Choose a starting point \( x_1 \), let \( y_1 = x_1 \), \( k = j = 1 \) and go to the main step.

Main step:
1. Let \( \lambda_j \) be an optimal solution to the problem to minimize \( f(y_j + \lambda d_j) \) set \( y_{j+1} = y_j + \lambda_j d_j \). If \( j < n \), replace \( j \) by \( j+1 \) and repeat step 1. Otherwise, go to step 2.
2. Let \( x_{k+1} = y_{k+1} \). If \( \| x_{k+1} - x_k \| < \varepsilon \) then stop. Otherwise, let \( y_1 = x_{k+1} \) and replace \( k \) by \( k+1 \), let \( j = 1 \) and go to step 3.
3. From a new set of linearly independent orthogonal search directions by term 1. Denote these new directions by \( d_1, d_2, \ldots, d_n \) and repeat step 1.

4.2. Term 1

Let \( d_1, d_2, \ldots, d_n \) be linearly independent vectors. Each with a norm equal to 1. Furthermore, suppose that these vectors are mutually orthogonal, that is \( d_i \cdot d_j = 0 \) for \( i \neq j \). Starting from the current vector \( x_k \), the objective function \( f \) is minimized along each of the directions iteratively, resulting in the point \( x_{k+1} \). In particular,

\[
x_{k+1} - x_k = \sum_{j=1}^{n} \lambda_j d_j
\]

Where \( \lambda_j \) is the distance moved along \( d_j \). The new collection of directions \( d_1, d_2, \ldots, d_n \) is formed by the Gram-Schmidt procedure or orthogonalization procedure, as follows:

\[
a_j = \left\{ \begin{array}{ll}
a_j & \text{if } \lambda_j = 0 \\
\sum_{i=j}^{n} \lambda_i d_i & \text{if } \lambda_j \neq 0
\end{array} \right.
\]

\[
b_j = \left\{ \begin{array}{ll}
a_j & \text{if } j = 1 \\
\frac{a_j - \sum_{i=j}^{n} a_i d_i(d_i)}{\| d_i \|} & \text{if } j \geq 2
\end{array} \right.
\]

4.3. Running Rosenbrock Algorithm

We examine Rosenbrock algorithm for following example

\[
\begin{align*}
\text{Min} & \quad f(x_1, x_2) = (x_1 - 2)^2 + (x_2 - 2x_2)^2 \\
\text{s.t.} & \quad (x_1, x_2) \in \mathbb{R}^2
\end{align*}
\]

Start point:

\[
\begin{pmatrix} x^1 \end{pmatrix} = \begin{pmatrix} 0, 3 \end{pmatrix}, \quad \begin{pmatrix} d^1 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \begin{pmatrix} d^2 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \varepsilon = 0.2
\]

We use a Golden section method for solving unary system. Initial interval of uncertainty for inner golden section method [2] is \((-4, 4)\).

Data for this example are in table 6.

| k  | \((x, f(x))\) | \(J\) | \(y_j\) | \(f(y_j)\) | \(d_j\) | \(\lambda_j\) | \(y_{j+1}\) | \(f(y_{j+1})\) |
|----|----------------|------|--------|-----------|--------|------------|----------|----------|
| 1  | \((0,3)\)     | 1    | \((0, 3)\) | 52        | \((1, 0)\) | 3.088      | \((3.088, 3)\) | 9.880    |
| 1  | \((3.088, 1.524)\) | 1    | \((3.088, 1.524)\) | 1.403     | \((-0.902, -0.431)\) | -0.308     | \((2.810, 1.657)\) | 0.685    |
| 2  | \((2.810, 1.657)\) | 2    | \((2.810, 1.657)\) | 0.685     | \((-0.431, -0.902)\) | 0.478      | \((2.630, 1.225)\) | 0.156    |
| 3  | \((2.630, 1.225)\) | 1    | \((2.630, 1.225)\) | 0.156     | \((-0.851, -0.525)\) | 0.413      | \((2.252, 1.008)\) | 0.058    |
| 3  | \((2.252, 1.008)\) | 2    | \((2.252, 1.008)\) | 0.058     | \((-0.525, -0.851)\) | -0.137     | \((2.179, 1.126)\) | 0.006    |
| 4  | \((2.179, 1.126)\) | 1    | \((2.179, 1.126)\) | 0.006     | \((-0.973, -0.228)\) | -0.032     | \((2.211, 1.133)\) | 0.005    |
| 4  | \((2.211, 1.133)\) | 2    | \((2.211, 1.133)\) | 0.005     | \((-0.228, 0.973)\) | -0.032     | \((2.218, 1.101)\) | 0.002    |

Note: direction vectors in Rosenbrock method that move along optimal point must have been linear independent. Because if optimization do in n dimensions space, we want to move to optima point along each dimension. Now if one of pair vectors is linear dependent, then we may have not move to optimal point in some dimensions. Therefore we couldn’t reach to optimal point truly.
5. Numerical Example for Each Three Methods and Comparing Them

In this section, we examine other problem for three methods, Cyclic Coordinate, Hooke - Jeeves and Rosenbrock. And contrast these three methods.

Problem:

\[ f(x_1, x_2) = (1 - x_1)^2 + 5(x_2 - x_1^2)^2 \]

\[ s.t. \quad (x_1, x_2) \in \mathbb{R}^2 \]

Start point:

\[ x^1 = (2, 0) \quad d^1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad d^2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad \epsilon = 0.2 \]

We will use golden section method for solving unary system.

Initial interval of uncertainty for inner golden section method is (-0.5, 0.5).

Diagram of the problem is in figure 4:

Figure 4. Diagram of \( f(x_1, x_2) = (1 - x_1)^2 + 5(x_2 - x_1^2)^2 \)

We can’t move to an optimal solution, when we want to solve this problem by Rosenbrock method. And in each stage we take away from an answer.

For most of problems we have same complexity and same solution for each of these three methods, Cyclic Coordinate, Hooke - Jeeves and Rosenbrock. You should note that we use unary method for solving unary system in these algorithms, like Golden section method. But we need to an interval of uncertainty in unary problem, so minimum point is in this range. Most of time finding interval of uncertainty are hard, because we should know critical area of problem. So this case is impossible in non-differentiable problems.

Data by Cyclic Coordinate method are in table 7:

| K  | (x, f(x)) | j  | d   | \( y_j \) | \( \hat{x} \) | \( y_{j+1} \) |
|----|-----------|----|-----|----------|-------------|-------------|
| 1  | (2, 0)    | 1  | (1, 0) | (2, 0) | -0.42       | (1.57, 0)   |
| 1  | 81        | 2  | (0, 1) | (1.57, 0) | -0.10       | (1.57, -0.10) |
| 2  | (1.57, -0.1) | 1 | (1, 0) | (1.57, -0.10) | -0.42 | (1.14, -0.10) |
| 2  | 33.48     | 2  | (0, 1) | (1.14, -0.10) | -0.10 | (1.14, -0.20) |
| 3  | (1.14, -0.20) | 1 | (1, 0) | (1.14, -0.20) | -0.42 | (0.71, -0.20) |
| 3  | 11.49     | 2  | (0, 1) | (0.71, -0.20) | -0.10 | (0.71, -0.30) |
| 4  | (0.71, -0.30) | 1 | (1, 0) | (0.71, -0.30) | -0.42 | (0.29, -0.30) |
| 4  | 3.34      | 2  | (0, 1) | (0.29, -0.30) | -0.10 | (0.29, -0.40) |
| 5  | (0.29, -0.40) | 1 | (0.19, -0.40) | -0.42 | -0.10 | (0.19, -0.40) |
| 5  | 1.69      | 2  | (0.19, -0.40) | -0.42 | -0.10 | (0.19, -0.50) |

Data by Hooke - Jeeves method are in table 8:

| k  | (x, f(x)) | j  | d   | \( y_j \) | \( \hat{x} \) | \( y_{j+1} \) |
|----|-----------|----|-----|----------|-------------|-------------|
| 1  | (2, 0)    | 1  | (1, 0) | (2, 0) | -0.42       | (1.57, 0)   |
| 1  | 81        | 2  | (0, 1) | (1.57, 0) | -0.10       | (1.57, -0.10) |
| 2  | (1.57, -0.1) | 1 | (1, 0) | (1.57, -0.10) | -0.42 | (1.14, -0.10) |
| 2  | 33.48     | 2  | (0, 1) | (1.14, -0.10) | -0.10 | (1.14, -0.20) |
| 3  | (1.14, -0.20) | 1 | (1, 0) | (1.14, -0.20) | -0.42 | (0.71, -0.20) |
| 3  | 11.49     | 2  | (0, 1) | (0.71, -0.20) | -0.10 | (0.71, -0.30) |
| 4  | (0.71, -0.30) | 1 | (1, 0) | (0.71, -0.30) | -0.42 | (0.29, -0.30) |
| 4  | 3.34      | 2  | (0, 1) | (0.29, -0.30) | -0.10 | (0.29, -0.40) |
| 5  | (0.29, -0.40) | 1 | (0.19, -0.40) | -0.42 | -0.10 | (0.19, -0.40) |
| 5  | 1.69      | 2  | (0.19, -0.40) | -0.42 | -0.10 | (0.19, -0.50) |
6. Conclusions

There are many algorithms for solving optimization problems, that they have the advantages and disadvantages. We can use the generalized algorithms and corrections of algorithms in this paper, to improve other algorithms. And we get a more accurate answer. And we can use these generalized methods for more complex functions.

Appendix

1. Golden Section Method

The following is a summary of the Golden section method for minimizing a strictly quasiconvex function over the interval \([a, b]\).

**Initial Step:**
Choose an allowable final length of uncertainty \(l > 0\). Let \([a, b]\) be the initial interval of uncertainty. And let \(\lambda_i = a_i + (1 - \alpha) (b_i - a_i)\) and \(\mu_i = a_i + \alpha (b_i - a_i)\), where \(\alpha = 0.618\). Evaluate \(\theta(\lambda_i)\) and \(\theta(\mu_i)\). Let \(k = 1\), and go to the main step.

**Main Step:**
1. If \(b_i - a_i < l\), stop; the optimal solution lies in the interval \([a_i, b_i]\). Otherwise, if \(\theta(\lambda_i) > \theta(\mu_i)\) go to step 2; and if \(\theta(\lambda_i) \leq \theta(\mu_i)\) go to step 3.
2. Let \(a_{k+1} = \lambda_k\) and \(b_{k+1} = b_k\). Furthermore, let \(\lambda_{k+1} = \mu_k\), and let \(\mu_{k+1} = a_{k+1} + \alpha (b_{k+1} - a_{k+1})\).
   Evaluate \(\theta(\mu_{k+1})\) and go to step 4.
3. Let \(a_{k+1} = a_k\) and \(b_{k+1} = \mu_k\). Furthermore, let \(\mu_{k+1} = \lambda_k\), and let \(\lambda_{k+1} = a_{k+1} + (1 - \alpha)(b_{k+1} - a_{k+1})\).
   Evaluate \(\theta(\lambda_{k+1})\) and go to step 4.
4. Replace \(k\) by \(k+1\) and go to step 1.

2. Programs for the Four Methods

We implement Golden section, Cyclic Coordinate, Hooke - Jeeves, Rosenbrock methods by C# programming language.

These programs are presented as follow:
miuo = a + (alfa * (b - a));
f_miuo = function1(miuo);
step4();

public void step3()
{
    //a = a;
b = miuo;
miuo = landa;
f_miuo = function1(landa);
landa = a + ((1.0 - alfa) * (b - a));
f_landa = function1(landa);
step4();
}

public double function1(double x)
{
    double result = 0;
    //double temp1 = (x * d[0]) + y[0] - 2;
    //double temp2 = ((d[0] - 2 * d[1]) * x) + y[0] - (2 * y[1]);
    double temp1 = y[0] + (x * d[0]) - 2;
    double temp2 = y[0] + (x * d[0]) - (2 * (y[1] + x * d[1]));
    result = Math.Pow(temp1, 4) + Math.Pow(temp2, 2);
    return result;
}

2.2. Program of Cyclic Coordinate Method

public class Cyclic Coordinate
{
    public const double epsilon = 0.2;
publis double d1 = { 1, 0 };
publis double d2 = { 0, 1 };
publis double x;
publis double y;
publis double f_x;
publis int j;
publis int k;
publis double landa;
publis DataTable dataTable;
    //..................................................................
    public Cyclic Coordinate(double[] input)
    {
        x = new double[2];
y = new double[2];
x = (double[])input.Clone();
f_x = 0;
j = 0;
k = 0;
        landa = 0;
dataTable = new DataTable();
dataTable.Columns.Add("k");
dataTable.Columns.Add("x f(x)"ัญ
dataTable.Columns.Add("j");
dataTable.Columns.Add("d");
dataTable.Columns.Add("y(j)"ัญ
dataTable.Columns.Add("landa"ัญ
dataTable.Columns.Add("y(j+1)"ัญ
    }
    //..................................................................
    public void initialStep()
    {
        y = (double[])x.Clone();
k = 1;
j = 1;
    }
    //..................................................................
    public bool mainStep()
    {
        double[] tempY = new double[2];
        while (j <= 2)
        {
            GoldenSection gs = new GoldenSection(0.2);
gs.a = 1;
gs.b = 6;
gs.y = (double[])y.Clone();
            if (j.Equals(1))
            { gs.d = (double[])d1.Clone();
            } else
            { gs.d = (double[])d2.Clone();
            }
            gs.initialStep();
            //while ((gs.b - gs.a) > gs.L)
            // {
            gs.mainStep();
            // }
            int yy = 9;
            //answer
            landa = gs.answer;
            if (j.Equals(1))
            {
                tempY = (double[])y.Clone();
y[0] = tempY[0] + (landa * d1[0]);
y[1] = tempY[1] + (landa * d1[1]);
dataTable.Rows.Add(k, "(x + x[0] + " , " + x[1] + ")"ัญ
                j,("+d1[0]+" , "+d[1]+")"ัญ(" + tempY[0] + " , "
                + tempY[1] + ")"ัญ landa, "(y + y[0] + " , " + y[1] + ")"ัญ
            } else if (j.Equals(2))
            {
                tempY = (double[])y.Clone();
y[0] = tempY[0] + (landa * d2[0]);
y[1] = tempY[1] + (landa * d2[1]);
            }
Evaluating and Generalization of Methods of Cyclic Coordinate, Hooke – Jeeves, and Rosenbrock

```csharp
f_x = function(x);
dataTable.Rows.Add(k, f_x, j, "(" + d2[0] + " , " + d2[1] + ")", "(" + tempY[0] + " , " + tempY[1] + ")", landa, "(" + y[0] + " , " + y[1] + ")");
```

2.3. Program of Hooke – Jeeves Method

```csharp
public class HookeAndJeeves
{
    public double[] dj1 = { 1, 0 };  
    public double[] dj2 = { 0, 1 };  
    public double[] x;
    public double[] x_previous;
    public double[] y;
    public double f_x;
    public int j;
    public int k;
    public double landa;
    public DataTable dataTable;
    public int indexDataTable;
    double[] d = new double[2];
    double answer = 0;
    double[] tempY = new double[2];
    double a = -4;
    double b = 4;
    public HookeAndJeeves(double[] input)
    {
        x = new double[2];
        x_previous = new double[2];
        y = new double[2];
        x = (double[])input.Clone();
        x_previous = (double[])x.Clone();
        f_x = 0;
        j = 0;
        k = 0;
        landa = 0;
        dataTable = new DataTable();
        dataTable.Columns.Add("k");
        dataTable.Columns.Add("x f(x)"}_${1}$
        dataTable.Columns.Add("y(j)"}_${1}$
        dataTable.Columns.Add("d(j)"}_${1}$
        dataTable.Columns.Add("landa"}_${1}$
        dataTable.Columns.Add("y(j) + landaHad*d"}_${1}$
        indexDataTable = -1;
    }
    public void initialStep()
    {
        y = (double[])x.Clone();
        k = 0;
        j = 1;
        k++;  
    }
    public bool mainStep()
    {
        //double[] tempY = new double[2];
        while (j <= 2)
        {
            GoldenSection gs = new GoldenSection(L);
            gs.a = a;
            gs.b = b;
```
gs.y = (double[])y.Clone();
if (j.Equals(1))
{
gs.d = (double[])dj1.Clone();
}
else
{
gs.d = (double[])dj2.Clone();
}
gs.initialStep();
gs.mainStep();
landa = gs.answer;
if (j.Equals(1))
{
tempY = (double[])y.Clone();
y[0] = tempY[0] + (landa * dj1[0]);
y[1] = tempY[1] + (landa * dj1[1]);
indexDataTable++;
dataTable.Rows.Add(k, "(" + x[0] + " , " + x[1] + ")", j, "(" +
y[0] + " , " + y[1] + ")", landa, "(" + x[0] + " , " + x[1] + ")", " +
" + y[0] + " , " + y[1] + ")";
}"++;
}
else if (j.Equals(2))
{
tempY = (double[])y.Clone();
y[0] = tempY[0] + (landa * dj2[0]);
y[1] = tempY[1] + (landa * dj2[1]);
indexDataTable++;
dataTable.Rows.Add(k, "(" + x[0] + " , " + x[1] + ")", j, "(" +
y[0] + " , " + y[1] + ")", landa, "(" + x[0] + " , " + x[1] + ")", " +
" + y[0] + " , " + y[1] + ")";
}"++;
}
public bool haltCondition(double[] a, double[] b)
{
double[] minus = new double[2];
minus[0] = b[0] - a[0];
minus[1] = b[1] - a[1];
double norm2 = Norm2(minus);
if (norm2 < epsilon)
return false;
else
return true;
}
//.................................................................................
public double Norm2(double[] param)
{
double temp = Math.Pow(param[0], 2) +
Math.Pow(param[1], 2);
double result = Math.Sqrt(temp);
return result;
}
//.................................................................................
public void step2()
{
//double[] d = new double[2];
d[0] = x[0] - x_previous[0];
d[1] = x[1] - x_previous[1];
GoldenSection gs2 = new GoldenSection(L);
gs2.a = a;
gs2.b = b;
gs2.d = d;
gs2.y = (double[])x.Clone();
gs2.initialStep();
gs2.mainStep();
}
//.................................................................................
public double function(double[] x)
{
double result = 0;
double temp1 = (x[0] - 2);
double temp2 = x[0] - (2 * x[1]);
result = Math.Pow(temp1, 2) +
Math.Pow(temp2, 2);
return result;
}
//.................................................................................
public class Rosenblock
{
public const double epsilon = 0.2;
public double L = 0.2;
public double[] dj1 = { 1, 0 };
Evaluating and Generalization of Methods of Cyclic Coordinate, Hooke – Jeeves, and Rosenbrock

```csharp
public double[] dj2 = { 0, 1 };
public double[] x;
public double[] y;
public double[] temp_y = new double[2];
public double[] x_previous;
public double f_x;
public double f_y;
public double f_temp_y;
public int j;
public int k;
public double landa1;
public double landa2;
public DataTable dataTable;

public Rosenblock(double[] input)
{
    x = new double[2];
y = new double[2];
x = (double[])input.Clone();
    //x_previous = (double[])x.Clone();
dataTable = new DataTable();
dataTable.Columns.Add("k");
dataTable.Columns.Add("x f(x)");
dataTable.Columns.Add("j");
dataTable.Columns.Add("y(j)");
dataTable.Columns.Add("f(y(j))");
dataTable.Columns.Add("d(j)");
dataTable.Columns.Add("landa(j)");
dataTable.Columns.Add("y(j+1)");
dataTable.Columns.Add("f(y(j+1))");
}
//................................................................................
public void initialStep()
{
    y = (double[])x.Clone();
    k = 1;
j = 1;
} //................................................................................
public bool mainStep()
{
    while (j <= 2)
    {
        GoldenSection gs = new GoldenSection(L);
gs.a = a;
gs.b = b;
gs.y = (double[])y.Clone();
        if (j.Equals(1))
        {
            gs.d = (double[])dj1.Clone();
gs.initialStep();
gs.mainStep();
        }
        landa1 = gs.answer;
temp_y = (double[])y.Clone();
y[0] = temp_y[0] + (landa1 * dj1[0]);
y[1] = temp_y[1] + (landa1 * dj1[1]);
        f_temp_y = function(temp_y);
        f_y = function(y);
dataTable.Rows.Add(k, "(" + x[0] + ", " + x[1] + ")", j, "(" +
temp_y[0] + ", " + temp_y[1] + ")", f_temp_y, "(" + dj1[0] + ", " +
    + dj1[1] + ")", landa1, "(" + y[0] + ", " + y[1] + ")", f_y);
    }
    else if(j.Equals(2))
    {
        gs.d = (double[])dj2.Clone();
gs.initialStep();
gs.mainStep();
        landa2 = gs.answer;
temp_y = (double[])y.Clone();
y[0] = temp_y[0] + (landa2 * dj2[0]);
y[1] = temp_y[1] + (landa2 * dj2[1]);
        f_temp_y = function(temp_y);
        f_y = function(y);
f_x = function(x);
dataTable.Rows.Add(k, f_x, j, "(" + temp_y[0] + ", " +
temp_y[1] + ")", f_temp_y, "(" + dj2[0] + ", " + dj2[1] + ")", landa2,
    "(" + y[0] + ", " + y[1] + ")", f_y);
    j++;
}
//................................................................................
public bool haltCondition(double[] a, double[] b)
{
    double[] minus = new double[2];
    minus[0] = b[0] - a[0];
    minus[1] = b[1] - a[1];
    double norm2 = Norm2(minus);
        if (norm2 < epsilon)
            return false;
        else
            return true;
}
//................................................................................
public double Norm2(double[] param)
{
    double temp = Math.Pow(param[0], 2) +
        Math.Pow(param[1], 2);
```
```java
public double function(double[] x)
{
    double result = 0;
    double temp1 = x[0] - 2;
    double temp2 = x[0] - (2 * x[1]);
    result = Math.Pow(temp1, 4) + Math.Pow(temp2, 2);
    return result;
}
```
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