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1 Introduction.

This note covers several results about linear orders within the framework of monadic second order logic. In particular the pseudofinite monadic second order theory of linear order. In monadic second order logic we have all the expressive power of first order logic, as well as the ability to quantify over unary relations. To capture monadic second order logic we use a one sorted first order setup which we fully describe in section 2. This setup allows for direct use of classical model theoretical techniques and results, such as Ehrenfeucht-Fra"issé games, and the compactness and completeness theorems for first order logic.

In [BS83] the monadic second order theory of countable ordinals was studied in great depth, building on and consolidating results from [BS73]. There, among other results, an axiomatisation of the shared monadic second order theory of countable ordinals is given, as well as a classification of its complete extensions. We investigate what happens when we restrict attention to finite linear orders. Our theorem 3.11 establishes the correctness of our recursive axiomatisation $T_{M(F\text{in})}$ (definition 3.1) of the shared monadic second order theory of finite linear orders, i.e. the pseudofinite monadic second order theory of linear order.

The axiomatisation $T_{M(F\text{in})}$ comprises axioms for an atomic Boolean algebra in which all (parametrically) definable sets of atoms are witnessed by elements of the Boolean algebra, having a discrete linear order on the atoms, and such that every non-bottom element of the Boolean algebra contains a smallest and largest atom. In definition 2.18 we give a binary operation $\otimes$ on a suitable class of structures, which restricts to a well defined binary operation on the set of completions of this shared theory generalising the concatenation of finite linear orders (viewed as monadic second order structures). This operation plays a crucial role in section 5.

We then classify the completions of this shared theory in section 4 using what we call residue functions (definition 4.8). For a finite model the completion is given by appending a sentence saying the Boolean algebra contains a particular number of atoms, for an infinite model we must say what the residue...
is when we divide the underlying linear order by natural numbers. This is made rigorous by considering minimal subsets of the linear order closed under the \( n \)-th power of the successor and predecessor functions for each natural number \( n \). There are precisely \( n \) such sets in each infinite model and they form a partition of the atoms by definable elements. By considering which of these sets contain the smallest and greatest atoms, we get a notion of residue modulo \( n \) for infinite models. In theorem \ref{residue} we prove that each residue function (sequence of residues satisfying certain conditions) induces a complete extension of \( T_{M(F\text{\textit{in}})} \), and that every completion which admits an infinite model is of this form.

In section \ref{connection} we explore a connection between the pseudofinite monadic second order theory of linear order and profinite algebra. The model-theoretical analysis of this theory is used to give a new perspective on the free profinite monoid on one generator\(^*\) this follows in the footsteps of \cite{GS19} where model-theoretical analysis of the shared first order theory of words\(^†\) was used to gain new insights on free pro-aperiodic monoids. In both cases the central idea is to view elements of the respective profinite monoids as 0-types (i.e. completions) of the respective theories. The bridge connecting the free profinite monoid on one generator and the pseudofinite monadic second order theory of linear order is extended Stone duality (see theorem \ref{stone}), in particular Theorem 6.1 from \cite{GGP10} which says that the extended Stone dual of the free profinite monoid on one generator is the Boolean algebra of regular languages over a singleton alphabet. Our theorem \ref{connection} exploits this to show that the free profinite monoid on one generator is given by the space of completions of the pseudofinite monadic second order theory together with the binary operation \( \otimes \).

**Acknowledgements.** I would like to thank Sam van Gool for many helpful discussions and comments on various iterations of the note.

\(^*\)See \cite{Alm+20} subsection 4.4 for an algebraic introduction to this structure and its abstract properties.

\(^†\)Given a finite non-empty set \( \Sigma \), a \( \Sigma \)-word is a linear order \( \alpha \) together with a function \( \alpha \to \Sigma \), this can be viewed as a first order structure by viewing the preimage of each \( \sigma \in \Sigma \) as a unary relation on \( \alpha \).
\section{Preliminaries, the base theory $T_{\text{base}}$.}

\textbf{Definition 2.1.}

Define $\mathcal{L}_{MO} = \{\subseteq, <\}$ to be the language comprising two binary relation symbols. For each linear order $(\alpha, <)$ we define an $\mathcal{L}_{MO}$-structure $M(\alpha)$ by taking,

1. the universe of $M(\alpha)$ to be $\mathcal{P}(\alpha)$, the powerset of $\alpha$,
2. $\subseteq$ is the usual set-theoretic inclusion relation,
3. $<$ is interpreted as the ordering of $\alpha$, identifying $i \in \alpha$ with $\{i\} \in \mathcal{P}(\alpha)$.

We call the $\mathcal{L}_{MO}$-structure $M(\alpha)$ the \textbf{monadic second order version of $\alpha$}.

\textbf{Observation 2.2.} Let $\alpha$ be any linear order, then the following are all easily seen to be true of the $\mathcal{L}_{MO}$-structure $M(\alpha)$,

1. $M(\alpha)$ is an atomic Boolean algebra,
2. $<$ is a linear ordering on the atoms of this Boolean algebra,
3. every subset of $\alpha$ is present in $M(\alpha)$, and therefore a fortiori every $\mathcal{L}_{MO}$-definable subset of $\alpha$ (taken as a set of singleton subsets of $\alpha$) is present in $M(\alpha)$. We refer to this phenomenon as comprehension.

We will use the above observation to put together a base theory over which we will work, but will only do so after introducing the first order language $\mathcal{L}_\exists$.

\textbf{Notation 2.3.} When working with structures $M(\alpha)$ it is natural to distinguish between singletons/atoms and general elements. One way to do this is to work with a two-sorted language and replace $M(\alpha)$ with the two-sorted structure $(\mathcal{P}(\alpha), \alpha; \in, <)$. We prefer to persevere with a one-sorted language and adopt the convention that uppercase variables are used to quantify over the universe of $M(\alpha)$, while lower case variables are used to quantify over the (uniformly) definable set of atoms. We also use the formula $X(x)$ as shorthand for $x \subseteq X$.

To demonstrate the utility of this approach, consider the following easily readable sentence,

$$\forall x \exists Y \forall z (Y(z) \leftrightarrow z < x).$$
For each linear order $\alpha$ we can easily understand,

$$M(\alpha) \models \forall x \exists Y \forall z (Y(z) \leftrightarrow z < x),$$

as saying that the strict downset of any atom is present in $M(\alpha)$. Now instead consider the same formula but written without notational shorthands,

$$\forall X (\text{At}(X) \rightarrow (\exists Y (\forall Z (\text{At}(Z) \rightarrow (Z \subseteq Y \leftrightarrow Z < X))))),$$

where $\text{At}(X)$ is the formula,

$$\exists W (W \subseteq X \land W \neq X \land \forall U (U \subseteq X \land U \neq X \rightarrow U = W)).$$

The above shorthands make sense whenever we work with atomic Boolean algebras.

**Remark 2.4.** The properties given in observation 2.2 are easily seen to be expressible using $L_{MO}$. Being an atomic Boolean algebra with atoms linearly ordered is expressible using a single $L_{MO}$-sentence, for comprehension we must use an axiom schema (see definition 2.8 for details). Picking up on notation 2.3 it is worth mentioning that in the two-sorted set up in which the monadic second order version of a first order structure is just a two-sorted first order structure, the comprehension axioms are often subsumed into the semantics. When this is done the resulting semantics is the so-called ‘Henkin semantics’. For more details see section 9 of [Väänänen20].

**Definition 2.5.**

We define $L_\otimes = \{\subseteq, \bot, \text{At}, <\}$ to be the first order language in which $\subseteq$ and $<$ are binary relation symbols, $\bot$ is a unary constant symbol, and $\text{At}$ is a unary relation symbol. For each linear order $\alpha$ we define an $L_\otimes$-structure $\tilde{M}(\alpha)$ as follows,

1. the universe is $\mathcal{P}(\alpha)$,
2. $\subseteq$ is interpreted as set-theoretic inclusion,
3. $\bot$ is interpreted as $\emptyset$,
4. At is interpreted as the collection of singleton subsets,

5. $\exists$ is interpreted by taking, for each $A, B \in \mathcal{P}(\alpha)$,

$$A \lessdot B \iff \exists a \in A \exists b \in B (a < b),$$

where $a < b$ refers to the linear ordering of $\alpha$.

**Lemma 2.6.**

*For each linear order $\alpha$, the structures $M(\alpha)$ and $\tilde{M}(\alpha)$ are extensions by definitions of one another.***

**Proof.** Let $\alpha$ be a linear order. We have already seen that the collection of atoms of $M(\alpha)$ is defined by the $\mathcal{L}_{MO}$-formula,

$$\text{At}(X) : \forall W (W \subseteq X \rightarrow (W = X \lor \forall U (U \subseteq W \rightarrow W = U))).$$

Clearly the bottom element $\bot$ is the unique element satisfying,

$$\bot(X) : \forall Y (X \subseteq Y),$$

and $\lessdot$ is defined by the formula,

$$X \lessdot Y : \exists W \exists V (W \subseteq X \land V \subseteq Y \land W < V).$$

Going in the other direction, $<$ is definable in $\tilde{M}(\alpha)$ by the formula,

$$X < Y : \text{At}(X) \land \text{At}(Y) \land X \lessdot Y.$$

So we are done. \qed

**Remark 2.7.** We use $\mathcal{L}_\otimes$ rather than $\mathcal{L}_{MO}$ for technical reasons, most notably to allow for an easy presentation of theorem 2.23 (if we work with $\mathcal{L}_{MO}$ rather than $\mathcal{L}_\otimes$ the theorem as stated is false).

**Definition 2.8.**

For each $\mathcal{L}_\otimes$-formula $\eta(x; \bar{Y})$, $\text{Comp}_\eta$ is defined to be the following $\mathcal{L}_\otimes$-sentence,

$$\forall \bar{Y} \exists X (\forall x (X(x) \leftrightarrow \eta(x; \bar{Y}))).$$

This is a comprehension/separation axiom, it says the set of atoms defined by $\eta$ (over any fixed tuple of parameters $\bar{Y}$) is present as a single element.
Definition 2.9.
We define $T_{\text{base}}$ to be the following $\mathcal{L}_\otimes$-theory,
1. atomic Boolean algebra under $\subseteq$,
2. atoms are linearly ordered by $\prec$,
3. $\bot$ is the bottom element of this Boolean algebra (i.e. $\bot$ is the smallest element with respect to $\subseteq$),
4. $\text{At}$ holds precisely for the atoms of the Boolean algebra (i.e. the minimal elements with respect to $\subseteq$ after excluding $\bot$),
5. the restriction of $\exists\prec$ to the atoms determines the whole relation in a way analogous to the standard models, meaning more precisely that,
\[ \forall X \forall Y (X \prec Y \leftrightarrow \exists x \exists y (X(x) \land Y(y) \land x \prec y)), \]
6. $\text{Comp}_\eta$ for each $\mathcal{L}_\otimes$-formula $\eta(x; \bar{Y})$.

Note that this is just the base theory described in observation 2.2 given for $\mathcal{L}_\otimes$ rather than $\mathcal{L}_\text{MO}$.

Remark 2.10. There are $\mathcal{L}_\otimes$-structures which are models of $T_{\text{base}}$ but are not isomorphic to $M(\alpha)$ for any linear order $\alpha$. Let $\alpha$ be any countably infinite linear order and consider $M(\alpha)$, as we have fit everything into a one-sorted first order framework it is crystal clear that we can make use of the Löwenheim-Skolem theorem. Therefore we are free to take a countable elementary substructure $M \prec M(\alpha)$. Such an elementary substructure comprises a countable Boolean algebra whose atoms form a countably infinite linear order $(\text{At}(M), \prec)$. Therefore $M$ cannot be isomorphic to $M((\text{At}(M), \prec))$ for cardinality reasons.

Remark 2.11. We want to include $M(\emptyset)$, the monadic second order version of the empty linear order. In section 5 the theory of $M(\emptyset)$ will serve as the identity element in a monoid. For this reason, when we say Boolean algebra we do not exclude the degenerate 1 element case in which $\bot = \top$.

Remark 2.12. Shelah (She75) Theorem 7 assuming ZFC+CH, CH was later
removed) has shown that the monadic second order theory of linear order is undecidable and therefore $T_{\text{base}}$, which is clearly a recursive set of axioms, cannot serve as an axiomatisation. In particular there must exist $L^\otimes$-sentences $\phi$ such that $M(\alpha) \models \phi$ for every linear order $\alpha$, while $T_{\text{base}} \not\models \phi$. It is also worth noting that our theorem 2.23 is philosophically downstream from the composition theorems commonly used in model-theoretical analysis of monadic second order theories of linear order, see for example

**Definition 2.13.**

Let $M \models T_{\text{base}}$ and let $A \in M$. Then the structure $M \upharpoonright A$ is the substructure of $M$ with universe the set defined by the formula $X \subseteq A$ in $M$.

**Proposition 2.14.**

Let $\phi$ be an $L^\otimes$-sentence. Then there is an $L^\otimes$-formula $\phi^X$ such that for all $M \models T_{\text{base}}$ and $A \in M$ we have,

$$M \models \phi^A \iff M \upharpoonright A \models \phi.$$ 

**Proof.** This is a straightforward exercise in relativising quantifiers. \qed

**Remark 2.15.** We can play around with the above proposition. Here is an example which will be used in section 5. Consider the $L^\otimes$-formula,

$$\text{dwcl}(X) : \forall x \forall y (X(x) \land x \prec y \rightarrow X(y)),$$

in any model of $T_{\text{base}}$ it is easy to see this defines precisely the set of downwards closed elements with respect to the linear ordering of the atoms. Now for any $L^\otimes$-sentence $\phi$ we can produce a sentence,

$$\exists X (\text{dwcl}(X) \land \phi^X),$$

and this is true in a model $M$ precisely if there is $A \in M$ such that $A$ is downwards closed and $M \upharpoonright A \models \phi$.

*By which is meant $\bigcap_{\alpha \in \text{LO}} \text{Th}(M(\alpha))$ where LO is the class of linear orders.
**Definition 2.16.**

Recall that if \((\alpha, <_\alpha)\) and \((\beta, <_\beta)\) are linear orders, the sum \(\alpha + \beta\) is defined to be the linear order obtained by placing \(\beta\) ‘after’ \(\alpha\) so that each element of \(\alpha\) is strictly less than each element of \(\beta\).\[\footnote{Formally this is the linear order with underlying set \(\alpha \sqcup \beta\) and with \(<_\alpha \sqcup _\beta \sqcup \beta \sqcup (\alpha \times \beta)\).}

**Remark 2.17.** In the following definition we will use the symbol \(\otimes\) to denote an operation on the class of models of \(T_{base}\). This operation can be thought of as taking the direct product of Boolean algebras and sum of linear orders at the same time.

**Definition 2.18.**

Let \(M, N \models T_{base}\). We define an \(L_\otimes\)-structure \(M \otimes N\) as follows,

1. the universe of the structure is \(|M| \times |N|\),
2. \(\subseteq\) is defined as it is in the direct product, i.e. for all \((A, B), (C, D) \in M \otimes N\) we declare \(M \otimes N \models (A, B) \subseteq (C, D)\) iff \(M \models A \subseteq C\) and \(N \models B \subseteq D\),
3. \(\bot\) and \(At\) are, respectively, the bottom element and set of atoms for the resulting atomic Boolean algebra \((M \otimes N, \subseteq)\),
4. \(\exists\) is given by \(M \otimes N \models (A, B) \exists (C, D)\) if and only if
   \[
   M \not\models A = \bot \text{ and } N \not\models D = \bot, \text{ or } M \models A \exists C, \text{ or } N \models B \exists D.
   \]

**Observation 2.19.** For any linear orders \(\alpha\) and \(\beta\) we get \(M(\alpha) \otimes M(\beta) \cong M(\alpha + \beta)\). Definition 2.18 is an extension of this to other models of \(T_{base}\).

**Remark 2.20.** For the remainder of section 2 and continuing into section 3 we will use Ehrenfeucht-Fraïssé games. For more details see [Hod93]. In particular the definition of unnested formulas on page 58, the definition of quantifier rank on page 103, and also the entirety of sections 3.2 and section 3.3 where two variants of Ehrenfeucht-Fraïssé games are described and analysed. We write \(G_k(M, N)\) where Hodges writes \(EF_k[M, N]\), and will give the definition of this game now.
Definition 2.21.
Fix a natural number $k$. Let $\mathcal{L}$ be a finite first order language and take two $\mathcal{L}$-structures $M$ and $N$. The **unnested Ehrenfeucht game of length** $k$ is a game played between two players $\forall$ and $\exists$ across $k$ turns. At each turn player $\forall$ first chooses one of the structures $M$ or $N$, and then chooses an element belonging to that structure. Then the player $\exists$ must respond by choosing an element in the remaining structure. Denote the element in $M$ chosen in the $i$-th turn $a_i$, and the element chosen in $N$ in the $i$-th turn $b_i$. After $k$ turns we therefore have two $k$-tuples $\bar{a} = (a_1, \ldots, a_k)$ and $\bar{b} = (b_1, \ldots, b_k)$. Player $\exists$ is declared winner after the play $(\bar{a}, \bar{b})$ if and only if for every unnested atomic formula $\phi(x_1, \ldots, x_k)$,

$$M \models \phi(\bar{a}) \iff N \models \phi(\bar{b}),$$

and $\forall$ is declared winner if $\exists$ is not declared winner.

Definition 2.22.
Let $\mathcal{L}$ be a finite first order language. We define $\approx_k$ to be the equivalence relation on the class of $\mathcal{L}$-structures given by the following equivalent definitions,

1. $M \approx_k N$ if and only if $M$ and $N$ agree on unnested $\mathcal{L}$-sentences of quantifier rank at most $k$,

2. $M \approx_k N$ if and only if $\exists$ has a winning strategy in the Ehrenfeucht game $G_k(M, N)$.

Theorem 2.23.
Let $M_1, M_2, N_1, N_2 \models T_{\text{base}}$. Let $k \in \mathbb{N}$ and suppose that $M_1 \approx_k N_1$ and $M_2 \approx_k N_2$. Then $M_1 \otimes M_2 \approx_k N_1 \otimes N_2$.

Proof. We argue using the unnested Ehrenfeucht games outlined in definition 2.21. Our assumption is that $\exists$ has winning strategies in the games $G_k(M_1, N_1)$.

*Note in the case $k = 0$ the criterion for declaring that $\exists$ is winner says that $M$ and $N$ agree on unnested atomic $\mathcal{L}$-sentences.

†In some presentations of the Ehrenfeucht-Fraïssé technique, function and constant symbols are prohibited. By restricting to unnested atomic formulas they can be accommodated.

‡The equivalence of 1 and 2 is a consequence of Theorem 3.3.2 on page 104 of [Hod93].
and $G_k(M_2, N_2)$. We will show that $\exists$ has a winning strategy in the game $G_k(M_1 \otimes M_2, N_1 \otimes N_2)$, in fact we will explicitly give a winning strategy in terms of those we assumed to exist.

Here is the strategy promised, we outline the response of $\exists$ to a move $(A_i, B_i) \in M_1 \otimes M_2$ by $\forall$ in the $i$-th turn, the overall strategy is obvious from this description,

1. upon receiving the $i$-th move $(A_i, B_i) \in M_1 \otimes M_2$ from $\forall$, take both $A_i$ and $B_i$ and feed them into simulations of the games $G_k(M_1, N_1)$ and $G_k(M_2, N_2)$ respectively,
2. take the responses $C_i \in N_1$ and $D_i \in N_2$ in those simulated games given by the winning strategies we assumed to exist,
3. form the move $(C_i, D_i) \in N_1 \otimes N_2$ in the main game as a response.

In order to verify that this is a winning strategy, suppose that a play has been completed. Unnested atomic formulas in $X_1, \ldots, X_k$ are of the form $X_i = X_j$, $X_i \subseteq X_j$, $\text{At}(X_i)$, or $X_i \preceq X_j$ where $1 \leq i, j \leq k$. We will deal with the case $X_i \preceq X_j$, and leave the remaining cases as an exercise. Suppose,

$$M_1 \otimes M_2 \models (A_i, B_i) \preceq (A_j, B_j).$$

Then by definition of $\otimes$ (definition 2.18) at least one of the following must hold,

1. $M_1 \not\models A_i = \bot$ and $M_2 \not\models B_j = \bot$,
2. $M_1 \models A_i \preceq B_j$,
3. $M_2 \models B_i \preceq B_j$.

Now by our assumption that the pairs $(\bar{A}, \bar{C})$ and $(\bar{B}, \bar{D})$ are winning plays for $\exists$ in $G_k(M_1, N_1)$ and $G_k(M_2, N_2)$ respectively, this implies that at least one of the following must hold,

1. $N_1 \not\models C_i = \bot$ and $N_2 \not\models D_j = \bot$,
2. $N_1 \models C_i \preceq C_j$.

*Here one or both of the variables $X_i$ and $X_j$ could be replaced with $\bot$, we leave it to the reader to think through these cases.*
3. \( N_2 \models D_i \hat{\prec} D_j \).
This then implies, again by definition of \( \otimes \), that,
\[
N_1 \otimes N_2 \models (C_i, D_i) \hat{\prec} (C_j, D_j).
\]
By symmetry we can therefore conclude,
\[
M_1 \otimes M_2 \models (A_i, B_i) \hat{\prec} (A_j, B_j) \iff N_1 \otimes N_2 \models (C_i, D_i) \hat{\prec} (C_j, D_j),
\]
precisely as required. \( \square \)

**Corollary 2.24.**
Let \( M_1, M_2, N_1, N_2 \models T_{\text{base}} \). Suppose that \( M_1 \equiv N_1 \) and \( M_2 \equiv N_2 \). Then
\( M_1 \otimes M_2 \equiv N_1 \otimes N_2 \).

**Proof.** From theorem 2.23 using the fact that elementary equivalence is the intersection over \( \mathbb{N} \) of the relations \( \approx_k \). \( \square \)
3 The axiomatisation $T_{\text{M}(\text{Fin})}$.

Definition 3.1.
The $L_{\otimes}$-theory $T_{\text{M}(\text{Fin})}$ is defined to be $T_{\text{base}}$ extended by axioms which say that,

1. the linear ordering $\preccurlyeq$ of the atoms is discrete with endpoints,
2. every non-empty element contains a smallest atom with respect to the ordering $\preccurlyeq$, that is,

\[
\forall X (X \neq \perp \rightarrow (\exists x (X(x) \land \forall y (y \preccurlyeq x \rightarrow \neg X(y))))).
\]

Definition 3.2.
For each $n \in \mathbb{N}$, we write $M(n)$ for the monadic second order version of the unique finite linear order with $n$ elements. By the pseudofinite monadic second order theory of linear order we mean the $L_{\text{MO}}$-theory $\bigcap_{n \in \mathbb{N}} \text{Th}(M(n))$.

Notation 3.3. In each model of $T_{\text{M}(\text{Fin})}$ there are smallest and largest atoms which are clearly definable elements. We will write 0 as shorthand for the smallest atom, and $0^*$ as shorthand for the largest atom.

Remark 3.4. The axioms from $T_{\text{M}(\text{Fin})}$ imply that every non-empty element contains a largest atom with respect to $\preccurlyeq$. To see this note that if $M \models T_{\text{M}(\text{Fin})}$ and $A \in M$, then by comprehension there is an element $B \in M$ such that $B$ contains precisely those atoms which are strictly greater than every atom contained in $A$. Then either $B$ is empty, in which case the right endpoint of the linear ordering of the atoms is the largest atom in $A$, or $B$ is non-empty, in which case $B$ contains a smallest atom and the predecessor of this atom is easily seen to be the largest atom in $A$.

The following definition is just a special case of definition 2.13 which makes sense for models of $T_{\text{M}(\text{Fin})}$ but not for arbitrary models of $T_{\text{base}}$.

*We choose $0^*$ because for any infinite $M \models T_{\text{M}(\text{Fin})}$, $\omega + \omega^*$ embeds (in precisely one way) as a linear order with successor and predecessor functions into $(\text{At}(M), <, s, p)$. Our preferred presentation of $\omega + \omega^*$ is $\{0, 1, 2, \ldots\} \cup \{\ldots, 2^*, 1^*, 0^*\}$.
Definition 3.5.
Let $M \models T_{M(\text{Fin})}$ and $a \in \text{At}(M)$. Then we write $M \upharpoonright [0, a)$ for the restriction of $M$ to the element defined by the formula (in free variable $X$),

$$\forall y(X(y) \leftrightarrow y < a).$$

Proposition 3.6.
Let $\phi$ be an $\mathcal{L}_\otimes$-sentence. Then there is an $\mathcal{L}_\otimes$-formula $\phi^<x$ such that for all $M \models T_{M(\text{Fin})}$ and $a \in \text{At}(M)$ we have,

$$M \models \phi^<a \iff M \upharpoonright [0, a) \models \phi.$$

Proof. This is an easy consequence of proposition 2.14 and the definition of $T_{M(\text{Fin})}$. 

Lemma 3.7.
Let $M \models T_{M(\text{Fin})}$ and let $\phi(x)$ be a formula in one free variable. Let $s(x) = y$ be shorthand for the definable relation ‘$x \succ 0^*$ and $y$ is the immediate successor of $x$’. Then,

$$M \models (\phi(0) \land \forall x \forall y((\phi(x) \land s(x) = y) \rightarrow \phi(y))) \rightarrow \forall x \phi(x).$$

Proof. This is a straightforward exercise in using the axioms of $T_{M(\text{Fin})}$. By comprehension there is an element $A \in M$ such that $M \models \forall x(\neg \phi(x) \leftrightarrow A(x))$. This element $A$, if non-empty, contains a smallest atom. If this smallest atom is 0 we are done, else we can consider the immediate predecessor of the smallest atom (by discreteness of the linear order) and then we are done.

Remark 3.8. The above is referred to as ‘restricted induction’ by Doets (see [Doe87 page 86]), restricted presumably referring to the fact that the linear order admits a greatest element.

Proposition 3.9.
Let $M \models T_{M(\text{Fin})}$ and suppose that for some $k,n \in \mathbb{N}$ we have $M \approx_k M(n)$. Then $M \otimes M(1) \approx_k M(n + 1).$
Proof. Trivially we have $M(1) \approx_k M(n)$. Therefore if we assume that $M \approx_k M(n)$ theorem 2.23 gives us that $M \otimes M(1) \approx_k M(n) \otimes M(1)$. But then as we noted in observation 2.19 $M(n) \otimes M(1) \iso M(n+1)$ so we are done. \qed

The proof of the following theorem follows the same outline as the proof of [GS19] Proposition 4.2.

Proposition 3.10.  

For each $k \in \mathbb{N}$ and $M \models T_{M(Fin)}$, there is $n \in \mathbb{N}$ such that $M \approx_k M(n)$.

Proof. To start, fix $k \in \mathbb{N}$. By the Fraïssé-Hintikka theorem ([Hod93] Theorem 3.3.2) there is an $\mathcal{L}_\emptyset$-sentence $\phi_k$ such that for each $\mathcal{L}_\emptyset$-structure $M$, $M \models \phi_k$ iff there is $n \in \mathbb{N}$ such that $M \approx_k M(n)$. This is because there are finitely many equivalence classes of the relation $\approx_k$, and each of these equivalence classes is axiomatised by a single $\mathcal{L}_\emptyset$-sentence. Taking just those equivalence classes which contain $M(n)$ for some $n \in \mathbb{N}$, and then forming the finite disjunction of the sentences axiomatising each of the equivalence classes we get the required sentence $\phi_k$.

Next take $M \models T_{M(Fin)}$ and consider the formula $\phi_k^{<x}$ given by proposition 3.6. Recall that by construction $\phi_k^{<x}$ is such that for each $a \in \text{At}(M)$,

$$M \models \phi_k^{<a} \iff M \upharpoonright [0,a) \models \phi_k.$$  

From $M \models T_{M(Fin)}$, $M \upharpoonright [0,0) \iso M(0)$, and therefore $M \models \phi_k^{<0}$. Now by proposition 3.9 we get for any $a,b \in \text{At}(M)$ that,

$$M \models (s(a) = b \rightarrow (\phi_k^{<a} \rightarrow \phi_k^{<b})).$$  

By lemma 3.7 we therefore get $M \models \phi_k^{<0^*}$, so $M \upharpoonright [0,0^*) \approx_k M(n)$ for some $n \in \mathbb{N}$. Since $M \iso M \upharpoonright [0,0^*) \otimes M(1)$ proposition 3.9 gives $M \approx_k M(n+1)$ and hence $M \models \phi_k$, so we are done. \qed

Theorem 3.11.  

$T_{M(Fin)}$ is an axiom system for the pseudofinite monadic second order theory of linear order.
Proof. It is clear that for each \( n \in \mathbb{N} \) we have \( M(n) \models T_{M(\text{Fin})} \). It is therefore enough to show that for each \( M \models T_{M(\text{Fin})} \) and \( \mathcal{L}_\oplus \)-sentence \( \phi \), if \( M \models \phi \) then there exists \( n \in \mathbb{N} \) such that \( M(n) \models \phi \). This is immediate from proposition 3.10 taking \( k \) to be the quantifier rank of \( \phi \) (more accurately, the quantifier rank of some unnested \( \mathcal{L}_\oplus \)-sentence which is logically equivalent to \( \phi \)).

**Proposition 3.12.**

Let \( M, N \models T_{M(\text{Fin})} \), then \( M \otimes N \models T_{M(\text{Fin})} \).

**Proof.** By theorem 3.11 it is enough to show, for each \( M, N \models T_{M(\text{Fin})} \) and \( k \in \mathbb{N} \), that there exists \( n \in \mathbb{N} \) such that \( M \otimes N \equiv_k M(n) \).

Fix \( k \in \mathbb{N} \), then there exists \( n_1 \in \mathbb{N} \) such that \( M \equiv_k M(n_1) \), and there exists \( n_2 \in \mathbb{N} \) such that \( N \equiv_k M(n_2) \). But then we are done by observation 2.19 and theorem 2.23 as taking \( n = n_1 + n_2 \) we get \( M \otimes N \equiv_k M(n) \) as required.

**Corollary 3.13.**

Let \( T, T' \models T_{M(\text{Fin})} \) be complete and let \( M \models T \) and \( N \models T' \) be any models. Then taking \( T \otimes T' := \text{Th}(M \otimes N) \) gives a well defined binary operation on the set of complete theories extending \( T_{M(\text{Fin})} \).

**Proof.** By corollary 2.24 this gives us a well defined operation, and by proposition 3.12 we have \( T \otimes T' \models T_{M(\text{Fin})} \).
4 The completions of $T_{M(\text{Fin})}$.

In this section we will give a full description of the completions of $T_{M(\text{Fin})}$. Every finite model of $T_{M(\text{Fin})}$ is of the form $M(n)$ for some $n \in \mathbb{N}$, but it is an immediate consequence of compactness that $T_{M(\text{Fin})}$ has infinite models. Therefore there are completions of $T_{M(\text{Fin})}$ which are not of the form $\text{Th}(M(n))$ for any $n \in \mathbb{N}$.

**Notation 4.1.** We write $\mathbb{P}$ for the set of prime natural numbers.

**Theorem 4.2** (Chinese remainder theorem, (秦九韶, 1247)∗).

Let $n_1, \ldots, n_k \in \mathbb{N}$ be pairwise coprime natural numbers. Let $a_1, \ldots, a_k \in \mathbb{Z}$.

Then there exists a unique $x \in \mathbb{N}$ such that $0 \leq x < \prod_{i=1}^{k} n_i$ and such that $x \equiv a_i \mod n_i$ for $0 \leq i < k$.

**Definition 4.3.**

Let $M \models T_{M(\text{Fin})}$ be an $\mathcal{L}_{\mathbb{Q}}$-structure. Let $d \in \mathbb{N}_{>0}$. Then for each $0 < h \leq d$ we define $\rho_{d,h}$ to be a sentence saying there exists a partition of $\text{At}(M)$ by $d$ non-bottom elements $A_1, \ldots, A_d \in M$, such that,

1. $M \models A_1(0)$,

2. for all $a \in \text{At}(M)$ and $0 < h \leq d$, if $M \models a \neq 0^* \land A_h(a)$ then $M \models A_{h'}(a')$

   where $a'$ is the successor of $a$ in the linear ordering of the atoms of $M$, and $h'$ is the successor of $h$ in the cyclic ordering of $\{1, \ldots, d\}$,

3. $M \models A_h(0^*)$.

**Remark 4.4.** Let $n, d \in \mathbb{N}_{>0}$ be such that $n \geq d$. Then for each $0 < h \leq d$ we have $M(n) \models \rho_{d,h}$ if and only if $n \equiv h \mod d$.

**Definition 4.5.**

For each $n \in \mathbb{N}$ we write $\psi_{>n}$ for the $\mathcal{L}_{\mathbb{Q}}$-sentence saying that there exist at least $n + 1$ distinct atoms, and $\psi_{=n}$ for the sentence saying that there exist precisely $n$ distinct atoms.

∗See [Dau07] pp 309 onwards for more historical background.
Lemma 4.6.
Let $M \models T_{M(Fin)}$ be infinite. Then for each $d \in \mathbb{N}_{>0}$, there is precisely one $0 < h \leq d$ such that $M \models \rho_{d,h}$.

Proof. Let $d \in \mathbb{N}_{>0}$, by theorem 3.11

$$T_{M(Fin)} \models \psi_d \rightarrow \bigvee_{0 < h \leq d} (\rho_{d,h} \land \bigwedge_{k \neq h} \neg \rho_{d,k})$$

holds if and only if,

$$M(n) \models \bigvee_{0 < h \leq d} (\rho_{d,h} \land \bigwedge_{k \neq h} \neg \rho_{d,k})$$

for each $n > d$. The latter is obviously true. Now if $M$ is infinite then $M \models \psi_d$ for each $d \in \mathbb{N}_{>1}$, so we are done. \qed

Definition 4.7.
Let $M \models T_{M(Fin)}$ be infinite. Then for $d \in \mathbb{N}_{>0}$ we define the residue of $M$ modulo $d$ to be the unique $0 < h \leq d$ such that $M \models \rho_{d,h}$.

Definition 4.8.
A residue function is a function $r : \mathbb{P} \times \mathbb{N}_{>0} \rightarrow \mathbb{N}$ such that for $(p,j) \in \mathbb{P} \times \mathbb{N}_{>0}$,

1. $r(p,j) < p^j$ and,
2. $r(p,j + 1) \equiv r(p,j) \mod p^j$.

Proposition 4.9.
Let $r : \mathbb{P} \times \mathbb{N}_{>0} \rightarrow \mathbb{N}$ be a residue function. Then there is a unique function $\tilde{r} : \mathbb{N}_{>1} \rightarrow \mathbb{N}$ such that for each $d \in \mathbb{N}_{>1}$,

1. if $p \in \mathbb{P}$ and $j \in \mathbb{N}_{>0}$ are such that $p^j \mid d$, then $\tilde{r}(d) \equiv r(p,j) \mod p^j$,
2. $\tilde{r}(d) < d$.

Proof. First we can establish uniqueness, suppose for contradiction that $q : \mathbb{N}_{>1} \rightarrow \mathbb{N}$ and $s : \mathbb{N}_{>1} \rightarrow \mathbb{N}$ satisfy the above properties, but that $q(d) \neq s(d)$ for some $d > 1$. Then there is a prime power $p^j$ such that,

1. $p^j \mid d$, 
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2. \( q(d) \not\equiv s(d) \mod p^j \),

by theorem 4.2. But on the other hand \( q(d) \equiv r(p, j) \mod p^j \) and \( r(p, j) \equiv s(d) \mod p^j \) so by transitivity we have \( q(d) \equiv s(d) \mod p^j \), hence a contradiction. This establishes uniqueness.

For existence, we use theorem 4.2. For each \( n \in \mathbb{N}_{>1} \) we need to be able to choose \( \tilde{r}(d) \in \{0, \ldots, d-1\} \) such that for each prime power \( p^j \) with \( p^j \mid d \) we have \( \tilde{r}(d) \equiv r(p, j) \mod p^j \). Take all prime powers \( p^j \) such that \( p^j \mid n \) and \( p^{j+1} \nmid d \), these are clearly coprime so theorem 4.2 tells us there is an element \( \tilde{r}(d) < d \) such that \( \tilde{r}(d) \equiv r(p, j) \mod p^j \) for each. Then if \( p^i \) is a prime power with \( p^i \mid d \), the second congruence comes from our assumption that \( r \) is a residue function.

**Notation 4.10.** We will abuse notation and call a function \( \tilde{r} : \mathbb{N}_{>1} \to \mathbb{N} \) a residue function if there exists some residue function \( r : \mathbb{P} \times \mathbb{N}_{>0} \to \mathbb{N} \) such that \( r \) and \( \tilde{r} \) satisfy the conditions in proposition 4.9.

**Lemma 4.11.**

Let \( M \models T_{M(Fin)} \) be infinite and let \( \tilde{r} : \mathbb{N}_{>1} \to \mathbb{N} \) be the function given by taking \( \tilde{r}_M(d) \) to be the unique \( 0 < h \leq d \) such that \( M \models \rho_{d,h} \) for each \( d \in \mathbb{N}_{>1} \). Then \( \tilde{r}_M \) is a residue function.

**Proof.** We need to check that \( \tilde{r}_M(p^{j+1}) \equiv \tilde{r}_M(p^j) \mod p^j \) for each \( p \in \mathbb{P} \) and \( j \in \mathbb{N}_{>0} \). Fix a particular \( p \in \mathbb{P} \) and \( j \in \mathbb{N}_{>0} \) and let \( S_{p,j} \) be the finite set \( \{ i < p^{j+1} : i \equiv r_M(p^j) \mod p^j \} \). We can now reformulate the condition,

\[
\tilde{r}_M(p^{j+1}) \equiv \tilde{r}_M(p^j) \mod p^j,
\]

as,

\[
M \models \bigvee_{i \in S_{p,j}} \rho_{p^{j+1},i}.
\]

By considering what happens in sufficiently large standard models and using theorem 3.11 we get that for each \( p \in \mathbb{P} \) and \( j \in \mathbb{N}_{>0} \),

\[
T_{M(Fin)} \models \psi_{>p^{j+1}} \rightarrow (\rho_{p^j,i} \rightarrow \bigvee_{i \in S_{p,j}} \rho_{p^{j+1},i}).
\]
Therefore we are done.

\begin{definition}
Let $\tilde{r} : \mathbb{N}_{>1} \to \mathbb{N}$ be a residue function. Then we define an $L_\oplus$-theory,

$$T_{\tilde{r}} := T_{M(Fin)} \cup T_\infty \cup \{\rho_{d,\tilde{r}(d)} : d \in \mathbb{N}_{>1}\}.$$ 

Here $T_\infty$ comprises, for each $n \in \mathbb{N}$, the sentence $\psi_n$.

\end{definition}

\begin{proposition}
For each residue function $\tilde{r}$, the $L_\oplus$-theory $T_{\tilde{r}}$ is consistent.

\begin{proof}
That each finite subset of $T_{\tilde{r}}$ is consistent is straightforward from theorem 4.2.
\end{proof}

\end{proposition}

\begin{definition}
Let $L$ be a first order language, $T$ an $L$-theory and $\phi$ an $L$-sentence. Then $\text{SPEC}_T(\phi) \subseteq \mathbb{N}$ is typically defined to be the set of natural numbers,

$$\text{SPEC}_T \phi = \{n \in \mathbb{N} : \text{there is } M \models T \cup \{\phi\} \text{ such that } |M| = n\}.$$ 

We will modify this definition as follows, for us,

$$\text{SPEC}_T \phi = \{n \in \mathbb{N} : \text{there is } M \models T \cup \{\phi\} \text{ such that } |M| = 2^n\}.$$ 

This modification, when working over the theory of Boolean algebras, essentially means we choose to measure a (finite) structure by looking at the number of atoms rather than using cardinality. Usually we will omit $T$ from the notation when it is clear from the context.

\end{definition}

\begin{definition}
Recall that a subset $S \subseteq \mathbb{N}$ is \textbf{ultimately periodic} if there exist $N \in \mathbb{N}$ and $d \in \mathbb{N}_{>0}$ such that for all $n \in \mathbb{N}_{>N}$, $n \in S$ if and only if $n + d \in S$.

\end{definition}

\begin{proposition}
For each $L_\oplus$-sentence $\phi$, the set $\text{SPEC}_{T_{M(Fin)}}(\phi)$ is ultimately periodic.

\begin{footnotesize}
\begin{itemize}
    \item[\textsuperscript{*}]
    See [Hod93] page 542 for example, where the notation $\text{Sch}(\phi)$ is used.
\end{itemize}
\end{footnotesize}

\end{proposition}
Proof. This is a well known consequence of the correspondence between finite automata and monadic second order versions of linear orders (see for example chapter 2 section 10 of [KN01], in particular theorem 2.10.1 on page 113 and theorem 2.10.3 on page 120). For each $L_\otimes$-sentence $\phi$ a deterministic finite automata over a singleton alphabet can be constructed, such that $\text{SPEC}_{T_{M(Fin)}}(\phi)$ is precisely the set of lengths of words accepted by the automaton. It is well known and straightforward to show that such sets are ultimately periodic, but to go further would require defining what deterministic finite automata are and so we will not.

\begin{theorem}
\label{thm:4.17}
For every $L_\otimes$-sentence $\phi$ there exist $N \in \mathbb{N}$, $d \in \mathbb{N}_{>0}$, $i \subseteq \{0, \ldots, N\}$ and $r \subseteq \{1, \ldots, d\}$ such that,
\begin{equation}
T_{M(Fin)} \models \phi \leftrightarrow (\bigvee_{i \in i} \psi_{\equiv i} \lor (\psi_{>N} \land \bigvee_{h \in r} \rho_{d,h})).
\end{equation}
\end{theorem}

\begin{proof}
Let $\phi$ be an $L_\otimes$-sentence. By proposition \ref{prop:4.16} we have that $\text{SPEC}(\phi)$ is ultimately periodic, i.e. there exists $N \in \mathbb{N}$ and $d \in \mathbb{N}_{>0}$ such that for all $n > N$, $n \in \text{SPEC}(\phi)$ if and only if $n + d \in \text{SPEC}(\phi)$. From this periodicity of $\text{SPEC}(\phi)$, there is a finite set $r \subseteq \{1, \ldots, d\}$ such that for each $n > N$,
\begin{equation}
M(n) \models \phi \leftrightarrow \bigvee_{h \in r} \rho_{d,h}.
\end{equation}

Let $i = \text{SPEC}(\phi) \cap \{0, \ldots, N\}$, so that for $n \leq N$ we have,
\begin{equation}
M(n) \models \phi \leftrightarrow \bigvee_{i \in i} \psi_{\equiv i}.
\end{equation}

Then using theorem \ref{thm:3.11} we can combine these two observations to get,
\begin{equation}
T_{M(Fin)} \models \phi \leftrightarrow (\bigvee_{i \in i} \psi_{\equiv i} \lor (\psi_{>N} \land \bigvee_{h \in r} \rho_{d,h})),
\end{equation}
as required.
\end{proof}

\begin{theorem}
\label{thm:4.18}
For each residue sequence $\tilde{r} : \mathbb{N}_{>1} \to \mathbb{N}$, the theory $T_{\tilde{r}}$ is a completion of $T_{M(Fin)}$, moreover every non-standard completion is of this form.
\end{theorem}
Proof. We must show that $T_{\tilde{r}}$ is complete for each residue function $\tilde{r}$. The rest of the statement, namely that every non-standard completion is of the form $T_{\tilde{r}}$ for some residue function $\tilde{r}$, then follows easily from lemma 4.11.

So let $\tilde{r}: N_{>1} \to \mathbb{N}$ be a residue function. Let $\phi$ be an $\mathcal{L}_{\otimes}$-sentence. By theorem 4.17 there exist $N \in \mathbb{N}$, $d \in \mathbb{N}_{>0}$, $i \subseteq \{0, \ldots, N\}$ and $\tau \subseteq \{1, \ldots, d\}$ such that,

$$T_{\text{M(Fin)}} \models \phi \iff \left( \bigvee_{i \in i} \psi = i \lor (\psi > N \land \bigvee_{h \in \tau} \rho_{d,h}) \right).$$

But now recall that, by definition of $T_{\tilde{r}}$, $T_{\infty} \subseteq T_{\tilde{r}}$. Therefore,

$$T_{\tilde{r}} \models \phi \iff \bigvee_{h \in \tau} \rho_{d,h}.$$  

Now recall that by the definition of $T_{\tilde{r}}$, $\tilde{r}(d)$ is the unique $h \in \{1, \ldots, d\}$ such that $\rho_{d,h} \in T_{\tilde{r}}$. Therefore $T_{\tilde{r}} \models \phi$ if and only if $\tilde{r}(d) \in \tau$. This shows that $T_{\tilde{r}}$ is complete. \qed

Remark 4.19. Let $\tilde{\rho}_1, \tilde{\rho}_2 : N_{>1} \to \mathbb{N}$ be residue functions. Define $\tilde{\rho}_1 \otimes \tilde{\rho}_2 : N_{>1} \to \mathbb{N}$ by taking $(\tilde{\rho}_1 \otimes \tilde{\rho}_2)(d)$ to be the unique element of $\{0, \ldots, d - 1\}$ congruent to $\tilde{\rho}_1(d) + \tilde{\rho}_2(d)$ modulo $d$, for each $d \in \mathbb{N}_{>1}$. Then $\tilde{\rho}_1 \otimes \tilde{\rho}_2$ is a residue function, and moreover we get,

$$T_{\tilde{\rho}_1 \otimes \tilde{\rho}_2} = T_{\tilde{\rho}_1} \otimes T_{\tilde{\rho}_2}.$$  
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5 Extended Stone duality and the free profinite monoid on one generator.

In this section we will show that \((S_0(T_{M(Fin)}), \otimes)\) the space of completions of the theory \(T_{M(Fin)}\) together with the operation \(\otimes\) (see corollary 3.13), is the free profinite monoid on one generator. For an algebraic introduction to the free profinite monoid on one generator see [Alm+20], in particular the beginning of subsection 4.4 on page 96, with the case where \(A\) is a singleton in mind.

Definition 5.1.

Let \(L\) be a Boolean algebra, and let \(\cdot : L^2 \to L\) be a binary operation such that,

1. for each \(a \in L\), \(a \cdot \perp = \perp \cdot a = \perp\),
2. for each \(a, b, c \in L\), \((a \lor b) \cdot c = (a \cdot c) \lor (b \cdot c)\) and \(a \cdot (b \lor c) = (a \cdot b) \lor (a \cdot c)\).

Then we say that \(\cdot\) is a normal additive binary operation.

Let \(X\) be a Boolean space, and let \(R \subseteq X^3\) be a ternary relation such that,

1. for each \(A, B \in \text{Clop}(X)\),
\[
A \cdot B := \{ z \in X : \exists x \in A, \exists y \in B R(x, y, z) \} \in \text{Clop}(X),
\]
2. for each \(z \in X\) the set \(\{(x, y) \in X^2 : R(x, y, z) \}\) \(\in \mathcal{A}(X^2)^\dagger\)

Then we say that \(R\) is a compatible ternary relation.

Theorem 5.2 (Extended Stone duality for Boolean algebras with normal additive binary operations.).

The following categories are dual to each other,
1. the category of Boolean algebras equipped with a normal additive binary operation,
2. the category of Boolean spaces equipped with a compatible ternary relation.

\[
^*\text{To be fully rigorous, by ‘is’ we mean that these two objects are isomorphic in the category of Boolean spaces equipped with compatible ternary relations described in theorem 5.2.}
\]

\[
^\dagger\text{Given a topological space } X, \mathcal{A}(X) \text{ denotes the collection of closed subsets of } X. \text{ Here } X^2 \text{ is equipped with the product topology.}
\]
Morphisms in the first category are $\mathcal{L} = \{\lor, \land, \top, \bot, \cdot\}$-homomorphisms. Morphisms in the second category are more complicated, if $(X, R)$ and $(Y, S)$ are objects in the second category then a function $f : X \to Y$ is a morphism\footnote{\cite{Gol89} refers to these maps as ‘bounded morphisms’.} if,

1. $f$ is continuous,
2. for all $x, y, z \in X$, $R(x, y, z)$ implies $S(f(x), f(y), f(z))$, and,
3. for any $z \in X$, if $x', y' \in Y$ with $S(x', y', f(z))$ then there exists $x, y \in X$ such that $f(x) = x'$, $f(y) = y'$, and $R(x, y, z)$.\footnote{See \cite{Han83} definition 1.10 and comments following the definition on page 41, this definition is only suitable for the Boolean case, as Boolean spaces are Hausdorff, for spectral spaces we must change the definition to account for the topology, and for Priestley spaces the definition must be changed to account for the ordering.}

This duality is witnessed by the following functors.

1. Let $(L, \cdot)$ be a Boolean algebra equipped with a finite join preserving operation. Send this to the Boolean space $X$ comprising prime filters of $L$ together with the Zariski topology, equipped with $R_* \subseteq X^3$ given by,

$$ R_*(x, y, z) \iff x : y \subseteq z,$$

where $x : y := \{ a \cdot b : a \in x, b \in y \}$.

2. Let $(X, R)$ be a Boolean space equipped with a compatible ternary relation. Send this to the Boolean algebra $\text{Clop}(X)$ comprising clopen subsets of $X$, equipped with $\cdot : \text{Clop}(X)^2 \to \text{Clop}(X)$ given by,

$$ A \cdot B := \{ z \in X : \exists x \in A, \exists y \in B R(x, y, z) \}.$$

Both categories are concrete, and morphisms are sent to the corresponding preimage maps. When we have either a Boolean algebra with a finite join preserving operation or a Boolean space with a compatible ternary relation, we call its image under the appropriate functor the ‘\textbf{extended Stone dual}’.

\textbf{Proof.} We do not prove this here. Extending Stone duality to account for operators on a Boolean algebra was first done in \cite{JT51, JT52}. I have formed...
the above theorem by specialising the results of \cite{Han83}, which generalises the results of Jonsson and Tarski to distributive lattices with operators and spectral spaces with relational structure. In \cite{Gol89} and \cite{GJ94} equivalent generalisations are obtained in terms of Priestley spaces with relational structure. In both references things are done in a fuller generality taking into account higher arity operators, other aspects of the duality are also considered. \cite{Dek08} is a helpful reference on extended Stone duality for Boolean algebras which is more accessible in places.

\begin{definition}{5.3}
If \( \cdot : S^2 \to S \) is a binary operation on a set \( S \), then for any \( A, B \in \mathcal{P}(S) \) we define \( A \hat{\cdot} B := \{ a \cdot b : a \in A, b \in B \} \).
\end{definition}

\begin{definition}{5.4}
Let \( (L, \cdot) \) be a Boolean algebra with a normal additive binary operation. The extended Stone dual \( (X, R^\cdot) \) of \( (L, \cdot) \) is called \textit{functional} if for each \( x, y \in X \) there is a unique \( z \in X \) such that \( x \hat{\cdot} y \subseteq z \). In this case we write \( \times \) for the binary operation \( \times : X^2 \to X \) which takes \( (x, y) \in X^2 \) to the unique \( z \in X \) such that \( x \hat{\cdot} y \subseteq z \).
\end{definition}

\begin{theorem}{5.5} \cite{GGP10} Theorem 6.1.
The extended Stone dual \( (X, R^\cdot) \) of \( (\mathcal{P}(\mathbb{N}), \hat{+}) \) is functional, and \( (X, \times) \) is the free profinite monoid on one generator.
\end{theorem}

Now that the context has been set up, we will establish the connection between the free profinite monoid on one generator and the pseudofinite monadic second order theory of linear order that we have analysed in sections 3 and 4.

\begin{definition}{5.6} \cite{Definition of Lindenbaum-Tarski algebra and space of 0-types.}
Let \( L \) be a first order language, \( T \) an \( L \)-theory.
\end{definition}

\footnote{In \cite{GGP10} the Boolean algebra of regular languages over a fixed alphabet \( A \) is considered together with the two residuals of the concatenation of languages. We are only considering the case where \( A \) is a singleton, and in this case a language can be identified with the set of lengths of words in that language. Moreover the operation of concatenation as well as the two residuals of concatenation are all easily seen to be definable from one another.}
The **Lindenbaum-Tarski algebra** $\text{LT}(T)$ is the Boolean algebra comprising equivalence classes of $\mathcal{L}$-sentences with respect to the equivalence relation $\phi \sim \psi$ given by,

$$T \models \phi \leftrightarrow \psi,$$

with the operations being the usual Boolean logical connectives.

The **space of 0-types** of $T$, $S_0(T)$, is the Boolean space with underlying set,

$$\{ T' : T' \text{ complete and } T' \models T \},$$

and basis of clopen sets,

$$\langle \phi \rangle := \{ T' : T' \models T \cup \{ \phi \} \},$$

one for each $\mathcal{L}$-sentence $\phi$.

**Remark 5.7.** It is well known that given a first order theory $T$, the Lindenbaum-Tarski algebra $\text{LT}(T)$ and the space of 0-types $S_0(T)$ are Stone duals of one another. A complete theory extending $T$ and a prime filter on LT are virtually defined in the same way.

**Notation 5.8.** Going forward, since we will only be concerned with $T_{M(\text{Fin})}$ we will write LT as shorthand for $\text{LT}(T_{M(\text{Fin})})$ and $S_0$ as shorthand for $S_0(T_{M(\text{Fin})})$.

**Definition 5.9** (Definition of $+$ on the Lindenbaum-Tarski algebra of $T_{M(\text{Fin})}$). Define an operation $+: \text{LT}^2 \to \text{LT}$ as follows, given $\phi, \psi \in \text{LT}$ take $\phi + \psi$ to be the (equivalence class of the) sentence,

$$\eta : \exists X (\text{dwcl}(X) \land \phi^X \land \psi^{X^c}).$$

See remark [2.13] for unpacking of the notation used, in particular the definition of the formula $\text{dwcl}(X)$.

**Proposition 5.10.**
The map $\text{SPEC} : (\text{LT}, +) \to (\mathcal{P}_{\text{up}}(\mathbb{N}), \hat{+})$, which we defined in definition [4.14], is an isomorphism in the category of Boolean algebras equipped with a normal additive binary operation.
Proof. Recall that in Proposition 4.16 we said that $\text{SPEC}(\phi)$ is ultimately periodic for each $\phi \in \text{LT}$, so we have a well defined function. It is straightforward to show that this map preserves joins, meets, and complements. The map is injective by theorem 3.11, for if $n \in \text{SPEC}(\phi) \setminus \text{SPEC}(\psi)$ then $M(n) \models \phi \land \neg \psi \land \phi \leftrightarrow \psi$. Surjectivity can be established directly, given $A \in \mathcal{P}_{up}(\mathbb{N})$ it is left as an exercise to produce $\phi_A \in \text{LT}$ such that $\text{SPEC}(\phi_A) = A$.

All that remains then is to show that for any $\phi, \psi \in \text{LT}$ we have,

$$
\text{SPEC}(\phi + \psi) = \text{SPEC}(\phi) \hat{+} \text{SPEC}(\psi).
$$

Let $\eta = \phi + \psi$. Now take $n \in \text{SPEC}(\phi + \psi)$, i.e. suppose $M(n) \models \eta$. This means that,

$$
M(n) \models \exists X (\text{dwcl}(X) \land \phi^X \land \psi^{X^c}),
$$

say $M(n) \models \text{dwcl}(A) \land \phi^A \land \psi^{A^c}$. Then clearly $A$ is of the form $\{0, \ldots, i-1\}$ for some $i \leq n$. We therefore get $i \in \text{SPEC}(\phi)$ and $n - i \in \text{SPEC}(\psi)$, so $n \in \text{SPEC}(\phi) \hat{+} \text{SPEC}(\psi)$.

Conversely, let $i \in \text{SPEC}(\phi)$ and $j \in \text{SPEC}(\psi)$ be given. Then it is immediate that $M(i + j) \models \eta$, as taking $A = \{0, \ldots, i\}$ we have,

$$
M(i + j) \models \phi^A \land \psi^{A^c}.
$$

So $\text{SPEC}(\phi + \psi) = \text{SPEC}(\phi) \hat{+} \text{SPEC}(\psi)$ as required.

The following now falls out of theorem 5.5 and proposition 5.10.

Corollary 5.11.

The extended Stone dual of $(\text{LT}, +)$ is the free profinite monoid on one generator.

Remark 5.12. It follows immediately from corollary 5.11 that the extended Stone dual of $(\text{LT}, +)$ is functional (this is an essential part of what is proved by Gehrke, Grigorieff, and Pin to establish theorem 5.5). We include a direct proof of this in the proof of the following statement (the proof that $x \otimes y \subseteq \langle x \hat{+} y \rangle$) as it is illustrative of how the connection with model-theory can allow for a different perspective on the structures involved.
Theorem 5.13.\(\) \(\langle S_0, \otimes \rangle\) is the extended Stone dual of \((\text{LT}, +)\).

**Proof.** By definition the extended Stone dual of \((\text{LT}, +)\) is \(\langle S_0, R_+ \rangle\) where \(R_+\) is the ternary relation on \(S_0\) is given by,

\[ R_+(x, y, z) \iff x \hat{+} y \subseteq z. \]

We will show that \(\langle x \hat{+} y \rangle^* = x \otimes y\). Recall that over a Boolean algebra prime filters are maximal filters (i.e. ultrafilters) and therefore we can never have a proper inclusion of prime filters of a Boolean algebra. Hence from \(x \hat{+} y = x \otimes y\) we can deduce that \(x \otimes y\) is the unique prime filter containing \(x \hat{+} y\).

Firstly we show \(x \hat{+} y \subseteq x \otimes y\). Let \(\phi \in x\) and \(\psi \in y\) be given. By definition \(\phi + \psi\) is the sentence \(\exists X (\text{dwcl}(X) \land \phi^X \land \psi^{X^c}) \in \text{LT}\). But now recall that \(x \otimes y\) is the theory of \(M \otimes N\) for any \(M \models x\) and \(N \models y\) (see corollary 3.13). Then consider the element \(A = (\top, \bot) \in M \otimes N\). This element \(A\) is clearly downwards closed, \(M \otimes N \upharpoonright A \models \phi\), and \(M \otimes N \upharpoonright A^c \models \psi\). Therefore \(M \otimes N \models \phi + \psi\), and hence \(\phi + \psi \in x \otimes y\).

To finish off we show that \(x \otimes y \subseteq \langle x \hat{+} y \rangle\). We will in fact show that each sentence \(\eta \in x \otimes y\) is equivalent over \(T_{M(\text{Fin})}\) to a finite disjunction of sentences contained in \(x \hat{+} y\). For this we will use the Fraïssé-Hintikka theorem (see [Hod93] Theorem 3.3.2) in a similar way as we did in proposition 3.10. Take \(\eta \in x \otimes y\), this means there are \(M \models x\) and \(N \models y\) such that \(M \otimes N \models \eta\). We want to show that there exist \(m \in \mathbb{N}, \phi_1, \ldots, \phi_m, \text{ and } \psi_1, \ldots, \psi_m\) such that for \(i = 1, \ldots, m\),

\[ T_{M(\text{Fin})} \models \eta \leftrightarrow \bigvee_{i=1}^m (\phi_i + \psi_i). \]

Without loss of generality we can assume that \(\eta\) is unnested of quantifier rank \(k \in \mathbb{N}\). The equivalence relation \(\approx_k\) has finitely many equivalence classes, each of which is axiomatised by an \(\mathcal{L}_{\otimes}\)-sentence. By theorem 2.23 \(\otimes\) is a well defined

*Recall that if \(L\) is a lattice and \(S \subseteq L\) is a subset then \(\langle S \rangle\) is the filter generated by \(S\), i.e. \(\langle S \rangle = \bigcup_{n \in \mathbb{N}} \{a \in L : a \geq \bigwedge_{i=1}^n s_i\\text{ for some } s_1, \ldots, s_n \in S\}\).

†See [Hod93] Corollary 2.6.1 pp 59.
operation on the set of equivalence classes for $\approx_k$. Now take the finite disjunction of all sentences of the form $\phi + \psi$ where $\phi, \psi$ each axiomatise equivalence classes of $\approx_k$ which $\otimes$ sends to an equivalence class of $\approx_k$ containing a model of $\eta$. This disjunction is equivalent to $\eta$ over $T_{M(Fin)}$ so we are done.

**Theorem 5.14.**

$(S_0, \otimes)$ is the free profinite monoid on one generator.

**Proof.** Combine corollary 5.11 and theorem 5.13  

Now the reader is invited to think about theorem 5.14 and remark 4.19 together.
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