An ensemble learning framework based on group decision making
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Abstract: Classification problem is a significant topic in machine learning which aims to teach machines how to group together data by particular criteria. In this paper, a framework for ensemble learning (EL) method based on group decision making (GDM) has been proposed to resolve this issue. In this framework, base learners can be considered as decision makers, different categories can be seen as alternatives, classification results obtained by diverse base learners can be considered as performance ratings, and the precision, recall and accuracy which can reflect the performances of the classification methods can be employed to identify the weights of decision makers in GDM. Moreover, considering that the precision and recall defined in binary classification problem cannot be used directly in multi-classification problem, the One vs Rest (OvR) has been proposed to obtain the precision and recall of the base learner for each category. The experimental results demonstrate that the proposed EL method based on GDM has higher accuracy than other 6 current popular classification methods in most instances, which verifies the effectiveness of the proposed method.
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1 Introduction

Classification is a significant field of data mining. A classifier is constructed by a tagged training set. It is used to judge the class label for the testing set which is unlabeled. There are many machine learning methods that can be used to solve classification problems. However, there is no such a machine learning method which can perform better than others in classification overall. To solve this problem, ensemble learning (EL) method could be adopted, which is commonly regarded as the machine learning interpretation for the wisdom of the crowd [1]. Learners which compose an ensemble are usually called base learners, and their results are generally combined by majority voting. The main premise of EL method is that by combining multiple models, the errors of a base learner will likely be compensated by base learners, and as a result, the overall prediction performance of the ensemble would be better than that of a base learner [2]. Many studies have demonstrated that EL method could be used to solve classification problems. A new classification method based on EL method for real-time detection of seizure activity in epilepsy patients was discussed by Hosseini et al. [3]. Mesquita et al. [4] proposed ensemble methods for classification and regression using minimal learning machine. In recent years, class imbalance becomes a pressing issue, and some researches have shown that EL method can clearly enhance the classification performance in this respect [5][6].

It is common for us to make a choice that taking various suggestions into consideration. The process of making a choice with taking many suggestions from our friends or experts into account is group decision making (GDM) [7]. GDM is a common occurrence of every aspect in our daily life. For example, shopping online considering our friends’ experience. GDM is a process of finding an optimal alternative that has the highest degree of satisfaction from a set of alternatives considering various advisors’ suggestions. And current literatures mainly address the combination of GDM with other discipline domains [8][9]. Ureña et al. [10] analyzed the trust and reputation in distributed networked scenarios in decision making to reach consensus. Dong et al. [11] proposed a novel framework that hybridizes both the process of making closer opinions realized by consensus reaching processes and the evolving relationships among experts based on social network analysis.

As mentioned above, EL method is a comprehensive term for methods that combine multiple inducers to make a decision, typically in supervised machine learning tasks. The combining strategy in EL method is especially important, but EL method combining with GDM has not been studied fully yet. In this paper, a framework based on EL method and GDM has been proposed to settle classification problems. Experiments are carried out with 5 public data sets and 6 different base learners to compare their performance. Extensive experiments have verified that the EL method combining with
GDM is better than most of other machine learning algorithms. It also demonstrates that the framework combining EL method based on GDM is effective. The remainder of this paper is organized as follows. In Section 2, a new EL method called EL based on GDM will be proposed. In Section 3, the experimental settings and the performance of the proposed method comparing with other methods will be presented. Finally, the conclusion and future work will be drawn in Section 4.

2 Ensemble learning based on group decision making

In this section, the framework for EL method based on GDM will be presented. First, how classical EL methods work and their differences will be introduced. Second, the GDM model will be illustrated. Finally, the framework for EL method based on GDM will be given in detail.

2.1 Classical ensemble learning methods

Ensemble methods can be divided into two main frameworks: one is the independent; the other is the dependent [12]. In the former, the output of each base learner works on the model of the next base learner. In the latter, each base learner works independently from other base learners [13]. A brief review of two popular ensemble methods of both frameworks has been performed in sections below.

Random Forest (RF) is a typical representative of the independent framework. It consists of many independent decision trees, each tree is generated by the different training sets. In RF, a training set is produced by sampling with replacement [14]. In order to produce a random tree which is still sufficiently accurate, RF has one difference from the classic decision tree. Before splitting each decision tree, the best feature should be selected from a feature set which is generated by random selection. The decision trees combination strategy for RF is majority vote.

AdaBoost is another widely used independent framework. The main idea of AdaBoost is that the next base learner is focused on the instances which are incorrectly classified by last base learner. This procedure is implemented by modifying the weights of instances [15]. The initial weights of all instances are the same. After each iteration, the weights of the correct instances will be reduced. Instead, the weights of the error instances will be increased. Besides, weights are also allocated to the base learners based on their overall predictive performance. Same as RF, weighted voting is adopted. In this case, each base learner has a different emphasis, and combining all of the base learners can allow the model to focus on all instances.

In general, 5 differences in generation of base learners could be summarized as follows:

- Sample selection: Random Forest takes sampling with replacement, but AdaBoost uses the same training set for each iteration.
- Weights: Random Forest has the same sample weights and base learner weights, but AdaBoost has the different sample weights and base learner weights for each iteration.
- Parallel computing: Each tree in a Random Forest can be computed in parallel, but base learners in AdaBoost can only serial generated.
- Error: Random Forest focuses on reducing variance, but AdaBoost tends to reducing bias.
- Diversity: The diversities of base learners are ensured by different training sets in Random Forest, but AdaBoost is done by changing the weights of the instances.

It is obvious that the classical EL methods change the samples to produce different models. In this paper, 6 different machine learning methods could be used to achieve this goal.

2.2 Group decision making methods

Considering the GDM problem of ranking m alternatives, represented as A1, A2, . . . , Am based on the descending order from ‘best’ to ‘worst’ [7]. Forming a committee of K decision makers, denoted as E1, E2, . . . , Ek to identify n decision criteria, called C1, C2, . . . , Cn. Each decision maker can evaluate every alternatives and its corresponding criteria individually, then the performance ratings of every alternatives and its corresponding criteria, called xij(t = 1, . . . , n; j = 1, 2, . . . , m; k = 1, 2, . . . , K) will be obtained. Also, the important weight of each criterion and each decision maker can be denoted as wi, w2, . . . , wn and W1, W2, . . . , WK with respect to some overall objectives, respectively [10][11][16]. Performance ratings and importance weights assigned by the decision makers could be crisp numbers ranging from 0 to 1.

The decision making data can be collected to form the matrices Xk:

\[
X_k = \begin{bmatrix}
    x_{11} & \cdots & x_{1j} & \cdots & x_{1m} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    x_{k1} & \cdots & x_{kj} & \cdots & x_{km} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    x_{n1} & \cdots & x_{nj} & \cdots & x_{nm}
\end{bmatrix}
\]  

The decision making method can be used to aggregate these matrices with importance weights to make the decision making process more conveniently [18]. In this work, GDM is used for information fusion of the base learners in EL method.

2.3 A framework for ensemble learning based group decision making

In fact, multiple different classification methods can obtain absolutely different classification results even for solving the
same classification problem. It is hard to find a overall best classification method. In order to get the best classification result obtained by combining multiple classification methods under the classification problem, a framework for EL method based on GDM can be employed. In EL method, each classification method called base learner. In this framework, base learners can be considered as decision makers, different categories can be seen as alternatives, and different classification results obtained by diverse base learners will be described as performance ratings. So, for a multi-classification problem which has $m$ categories, the decision making data can be collected to form the matrices $X_k$. The matrices $X_k$ can be written as Eq. (1). When $K$ base learners are used in EL method and they evaluate each category in $n$ dimensions, the importance weights of each criterion can be represented as $w = [w_1, w_2, \ldots, w_n]$ and the importance of the weight of each decision maker can be represented as $W = [W_1, W_2, \ldots, W_K]$. The precision, recall and accuracy can reflect the performance of the classification method. In this study, a combination of these indexes is used, rather than a single index, to measure the performance of classification methods. The precision, recall and accuracy are respectively given from Eq. (2) to Eq. (4).

$P = \frac{TP}{TP + FP}$  \hspace{1cm} (2)

$R = \frac{TP}{TP + FN}$  \hspace{1cm} (3)

$A = \frac{TP + TN}{TP + FP + TN + FN}$  \hspace{1cm} (4)

where $P, R, A$ are the precision, recall and accuracy. A class could be identified as positive class and the rest of classes belong to negative class.

The precision is the number of correct positive results divided by the number of positive results predicted by the classifier. The recall is the number of correct positive results divided by the number of all relevant samples (all samples that should have been identified as positive). The accuracy is the ratio of number of correct predictions to the total number of input samples. The precision and recall are a pair of contradictory. For example, if all the instances are predicted to be positive class, the recall must be equal to one, but the precision will be very low. If there are $K$ classification methods, the precision, recall and accuracy can be described as $P = [P_1, P_2, \ldots, P_K]$, $R = [R_1, R_2, \ldots, R_K]$, $A = [A_1, A_2, \ldots, A_K]$, respectively. The P, R, A of each base learner can be identified as the components of $P, R, A$. If the dataset has a total of $m$ categories, the components of $P, R, A$ are defined as $P_k = [p_1, p_2, \ldots, p_m]^T$, $R_k = [r_1, r_2, \ldots, r_m]^T$, $A_k = [a_1, a_2, \ldots, a_m]^T$ ($k = 1, 2, \ldots, K$), where $p_i, r_i, a_i$ represents the precision, recall and accuracy of base learner $k$ for category $i$. Based on the above description, the weight of each decision maker is defined as follows:

$$W_k = P_k + R_k + A_k \quad (k = 1, 2, \ldots, K)$$ (5)

From the Eq. (5), it is obviously that with larger indicators come larger weights. Finally, classification results should be calculated as:

$$H(x) = \arg \max_{k=1}^{K} \sum_{i=1}^{n} X_i W_k(x)$$ (6)

where $H(x)$ can be regarded as the alternative $x$ with the highest score.

The framework for EL method based on GDM is illustrated in Fig. 1. As can be seen from this framework, a dataset is divided into training set and testing set. A training set is used to train models and the performance indexes can be obtained. Each model is a base learner. GDM has been introduced to fuse the information of these base learners. Decision makers give each alternative evaluating scores which are called performance ratings. The decision matrices can be formed according to these performance ratings. The weights of decision makers are related to its performance indexes. In this framework, GDM is used to determine which alternative is the most suitable one.

### 3 Experimental Results

In this section, several examples are illustrated to show the effectiveness of our proposed method. In this paper, experiments are carried out with 5 real-world data sets which are all available at the UCI Machine Learning Repository (http://archive.ics.uci.edu). Details about these datasets can be found in Table 1. The table lists the number of instances, classes, features and instances of per class for each dataset. Specific tasks for the datasets are listed as follows:

(i) The Contraceptive Method Choice Dataset(CMC): The problem is to predict the current contraceptive method choice of a woman based on her demographic and socio-economic characteristics.

(ii) The Glass Identification Dataset(Glass): The purpose of this is determining whether the glass is a type of "float" glass or not.

(iii) The Seeds Dataset(Seeds): The instances belonging to three different varieties of wheat, the goal is figuring out what kind of wheat each instance is.

(iv) The Connectionist Bench Dataset(Sonar): The dataset contains signals obtained from a variety of different aspect angles. Whether the sample is a mine or a rock is judged by this information.
(v) The Wine Dataset(Wine): These data are the results of a chemical analysis of wines. Which kind of wine the instances belong to should be predicted.

First, 80% of each data set have been randomly selected as the training set and the rest as the testing set. By this way, each dataset is divided into two subsets. In this paper, 6 common classification methods are employed to settle the same classification problem. That is to say, we have 6 base learners which are Support Vector Machine(SVM) [19], Back-Propagation(BP) Neural Network [20], Logistic Regression(LR) [21], k-Nearest Neighbor(KNN) [22], Random Forest(RF), Extreme Learning Machine(ELM) [23]. These classification methods have been widely used to solve so many kinds of different classification problems. These classification methods have been employed to ensure the diversity of base learners in this paper. They will be briefly introduced as follows:

(1) SVM: It plots each instance as a point in a n-dimensional space (where n is the number of features), and the value of each feature is the value of a specific coordinate. SVM is trying to find a hyperplane that divides the dataset into two categories. It needs some treatments for multi-
classification problems.

(2) BP: A neural network is an algorithm that endeavors to recognize underlying relationships in a set of data through a process that mimics the way the human brain operates. BP Neural Network is an algorithm widely used in the training of feedforward neural networks for supervised learning.

(3) LR: The core of the regression method is to find the most appropriate parameters for the function \( f(x) \), so that the value of the function and the sample are closed. LR fits a function whose value reflects the probability of sample belonging to its class in probability.

(4) KNN: It is a simple algorithm that stores all available cases and categorizes new cases of its \( K \) neighbors by majority votes. For instance, a good way to understand a stranger maybe get information from his friends.

(5) RF: For more details, see the Section 2.1.

(6) ELM: ELM is regarded as an improvement on feedforward neural network and back propagation algorithm. The characteristic of ELM is that the weight of hidden layer nodes is randomly or artificially given. Also, the weight does not need to be updated and the learning process only calculates the output weight.

For each base learner, each training set can be used to train a model which can be used to classify the testing set. The model’s ability to categorize testing sets determines its weight. Taking CMC dataset as a motivating example, a training set is used to train 6 base learners, called BP, ELM, LR, SVM, FR, KNN. These base learners can be seen as 6 decision makers and 3 categories can be represented as 3 alternatives. According to the GDM, each decision maker assigns a score for every alternative. So 6 decision matrices can be shown as follows:

\[
X_k = [x_{11}^k, x_{12}^k, x_{13}^k]
\]  

where \( X_k \) is the decision matrix of decision maker \( k \).

In order to obtain the performance indexes of the decision maker, the precision, recall and accuracy are calculated. In view of three categories, the components of \( P, R, A \) are \( P_k = [p_1, p_2, p_3]^T, \) \( R_k = [r_1, r_2, r_3]^T, \) \( A_k = [a_1, a_2, a_3]^T \), respectively. Their concrete subvalues are given in the Table 4.

At last, classification results are calculated as Eq. (8,9).

\[
W_k = P_k + R_k + A_k \quad (k = 1, 2, ..., 6)
\]

\[
H(x) = \arg \max_{k=1}^6 X_k W_k(x)
\]

where \( W_k \) is the weight of decision maker \( k \).

Subsequent results are listed in Table 4 and Fig. 2. The performance of the base learners are compared with that of EL method based on GDM proposed in this paper. In Table 4, the highest accuracy has been noted for each dataset. As one can notice, considering the recently proposed EL method based on GDM, our method achieved higher classification rates in most of the data sets, and it is never the worst of all the base learners. It is very easy to find that our proposed method outperforms other algorithms in solving this classification problems from Fig. 2.

### 4 Conclusion and Future Work

Multiple different classification methods can obtain absolutely different classification results even for solving the same classification problem. A framework for EL method based on GDM has been proposed to obtain the consistent result. In EL method, each classification method is called base learner. In this paper, base learners can be considered as decision makers, different categories can be seen as alternatives, different classification results obtained by diverse base learners will be described as performance ratings, and the precision, recall and accuracy which can reflect the performance of the classification method can be employed to identify the weights of decision makers in GDM. 6 current popular machine learning methods have been employed to settle the same classification problem. 5 classical classification datasets have been adopted to conduct the experiment. The experimental results demonstrate that our proposed EL method based on GDM has the highest accuracy than other 6 current popular classification methods, which verifies that our proposed method is effective. In general, the strategy and method this paper proposed are efficient in dealing with the classification problem. In the future, there are three more perspectives can be further studied. The first is that more criteria of alternatives
Table 4: Performance comparison with base learners for classification(%)。

| Dataset  | BP   | ELM  | LR   | SVM  | FR   | KNN  | Ensemble |
|----------|------|------|------|------|------|------|----------|
| CMC      | 58.3 | 49.49| 52.2 | 51.19| **64.75** | 52.2 | 61.6     |
| Glass    | 58.14| 34.88| **97.67** | **97.67** | 76.74 | 79.07 | **97.67** |
| Seeds    | 90.48| 45.24| 85.71| 90.48| 73.81 | **92.86** | **92.86** |
| Sonar    | 79.57| 64.27| **85.71** | 61.90 | 76.19 | **85.71** | **82.50** |
| Wine     | **92.3** | 88.46| **92.3** | 61.54 | 76.90 | **92.3** | **92.3** |

The numbers in boldface indicate the highest accuracy among all methods.

Figure 2: Comparison of experimental results.

A new diversified ensemble learning scheme, Knowledge-Based Systems, Vol.158, 81-93, 2018.

REFERENCES

[1] Y. Liu, X. Yao, Ensemble learning via negative correlation, Neural Networks, Vol.12, No.10, 1399-1404, 1999.

[2] Yi Hou, Praveen Edara, Cario Sun, Situation assessment and decision making for lane change assistance using ensemble learning methods, Expert Systems with Applications, Vol.42, 3875-3882, 2015.

[3] Mohammad-Parsa Hosseini, Dario Pompili, Kost Elisevich, Hamid Soltanian-Zadeh, Random ensemble learning for EEG classification, Artificial Intelligence in Medicine, Vol.84, 146-158, 2018.

[4] D. P. P. Mesquita, J. P. P. Gomes, A. H. S. Junior, Ensemble of efficient minimal learning machines for classification and regression, Neural Processing Letters, Vol.46, No.3, 751-766, 2017.

[5] Jingjun Bi, Chongsheng Zhang, An empirical comparison on state-of-the-art multi-class imbalance learning algorithms and a new diversified ensemble learning scheme, Knowledge-Based Systems, Vol.158, 81-93, 2018.

[6] Debasrita Chakraborty, Vaasudev Narayan, Ashish Ghosh, Integration of deep feature extraction and ensemble learning for outlier detection, Vol.89, 161-171, 2019.

[7] R.J. Li, Fuzzy method in group decision making, Computers and Mathematics with Applications, Vol.38, 91-101, 1999.

[8] S. Ali, S. S. Tirumala and A. Sarrafzadeh, Ensemble learning methods for decision making: Status and future prospects, 2015 International Conference on Machine Learning and Cybernetics (ICMLC), Guangzhou, 211-216, 2015.

[9] Ye Li, Ru-Po Yin, Yun-Ze Cai and Xiao-Ming Xu, A new decision fusion method in support vector machine ensemble, 2005 International Conference on Machine Learning and Cybernetics, Guangzhou, China, Vol.6, 3304-3308, 2005.

[10] Raquel Ureña, Gang Kou, Yucheng Dong, Francisco Chiclana, Enrique Herrera-Viedma, A review on trust propagation and opinion dynamics in social networks and group decision making frameworks, Information Sciences, Vol.478, 461-475, 2019.

[11] Qingxing Dong, Xin Zhou, Luis Martínez, A hybrid group decision making framework for achieving agreed solutions based on stable opinions, Information Sciences, Vol.490, 227-243, 2019.

[12] Sagi O. Rokach L, Ensemble learning: A survey. Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, Vol.8, No.4, 1-18, 2018.

[13] N. Liu and H. Wang, Ensemble Based Extreme Learning Machine, IEEE Signal Processing Letters, Vol.17, No.8, 754-757, 2010.

[14] Belgiu M, Drăgut L, Random forest in remote sensing: A review of applications and future directions, ISPRS Journal of Photogrammetry and Remote Sensing, Vol.114, 24-31, 2016.

[15] He Jiang, Weihua Zheng, Liangqin Luo, Yao Dong, A two-stage minimax concave penalty based method in pruned AdaBoost ensemble, Applied Soft Computing, Vol.83, 1568-4946, 2019.

[16] Xi Liu, Bing Han, Huayou Chen, Ligang Zhou, The probabilistic ordered weighted continuous OWA operator and its application in group decision making, International Journal of Machine Learning and Cybernetics, Vol.10, 705-715, 2019.

[17] Chen-Tung Chen, Extensions of the TOPSIS for group decision-making under fuzzy environment, Fuzzy Sets and Systems, Vol.114, No.1, 1-9, 2000.

[18] Shu-Ping Wan, Qiang-Ying Wang, Ji-you Dong, The extended VIKOR method for multi-attribute group decision making with triangular intuitionistic fuzzy numbers, Knowledge-Based Systems, Vol.52, 65-77, 2013.
[19] Yu L, Zhou R, Tang L, et al. A DBN-based resampling SVM ensemble learning paradigm for credit classification with imbalanced data. Applied Soft Computing, Vol.69, 192-202, 2018.

[20] Jia-Wei Han, Qing-Xue Li, Hua-Rui Wu, Hua-Ji Zhu, Yu-Ling Song, Prediction of cooling efficiency of forced-air pre-cooling systems based on optimized differential evolution and improved BP neural network. Applied Soft Computing, Vol.84, 1568-4946, 2019.

[21] Nhat-Duc Hoang, Automatic detection of asphalt pavement raveling using image texture based feature extraction and stochastic gradient descent logistic regression. Automation in Construction, Vol.105, 0926-5805, 2019.

[22] A. A. Aburomman, M. B. I. Reaz. A novel SVM-kNN-PSO ensemble method for intrusion detection system. Applied Soft Computing, Vol.38, 360-372, 2016.

[23] A. Samat, P. Du, S. Liu, J. Li and L. Cheng, E²LMs : Ensemble Extreme Learning Machines for Hyperspectral Image Classification, IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, Vol.7, No.4, 1060-1069, 2014.