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ABSTRACT
Recently, successful applications of reinforcement learning to chip placement have emerged. Pretrained models are necessary to improve efficiency and effectiveness. Currently, the weights of objective metrics (e.g., wirelength, congestion, and timing) are fixed during pretraining. However, fixed-weighted models cannot generate the diversity of placements required for engineers to accommodate changing requirements as they arise. This paper proposes flexible multiple-objective reinforcement learning (MORL) to support objective functions with inference-time variable weights using just a single pretrained model. Our macro placement results show that MORL can generate the Pareto frontier of multiple objectives effectively.

1 INTRODUCTION
With the evolution of AI, 5G, and high-performance computing, there is a growing demand for chips that can quickly process huge amounts of data, and such chips require a lot of memory or SRAM macros for the temporary storage of data. Additionally, with the advance of semiconductor manufacturing technologies, the numbers of SRAM macros and standard cell instances in a chip keep increasing. Nowadays, an advanced SoC design can contain more than one thousand macros and millions of standard cell instances.

Completing chip designs manually is not only time-consuming, but also virtually impossible for the complexity of modern SoC designs. Therefore, design automation tools are required to help IC design engineers cope with the challenges. Furthermore, in the physical design phase of a chip design project, the chip placement process (which is the process of determining the locations of macros and standard cell instances within a certain circuit block) is one of the most critical processes affecting the PPA (power, performance, and area) or even the final specification of a chip design.

In recent years, reinforcement learning (RL) has been proved to be a ubiquitous tool for the optimization of complex, non-differentiable objectives, subject to noise or uncertainty in the signals. Typically, these algorithms operate in a closed-loop fashion, with many iterations of signal feedback being required to improve results. This problem is exacerbated in environments with complex transition dynamics and noisy signals. Deep RL (DRL) has presented a long list of success stories in addressing this problem, with the relatively inexpensive optimization of stochastic gradient descent and complex policy parametrization leading the field in solving previously intractable decision making problems [1]. However, even state-of-the-art DRL methods suffer from many drawbacks. Neural network generalization is a critical component of good performance, but only recently has there been a success in this direction [2]. Furthermore, the problem of generalizing across environments with different transition dynamics and reward signals in RL is even less well studied [3, 4]. DRL optimization is often brittle and requires complex hyperparameter tuning [5], and these issues are only made worse by the long training times, poor sample efficiency and expert supervision required. As a typical solution to some of these issues, pretrained representations of states, actions, or the world dynamics aid in reducing runtime during execution, where only a variable amount of fine-tuning takes place.

For the macro placement problem, these issues translate into a barrier to the adoption of RL techniques. In a keynote speech at ISSCC 2020 [6], the importance “[of allowing] ASIC designers to quickly generate many alternatives with different tradeoffs of area, timing, etc.” is emphasized. However, such flexibility is not available for models trained to optimize a single objective. Fixed-weight models cannot generate the diversity of placements required for engineers to accommodate changing PPA requirements as they arise. Furthermore, the adoption of RL in placement is additionally hampered by the typical runtime of a QoR computation (wirelength and routing congestion) for traditional place-and-route tools. A solution is using weaker proxy estimates, but this adversely impacts the representation learning in DRL. Therefore, high-speed placement and efficient congestion analysis methods are required.

Our contributions in this paper are: (1) A flexible multiple-objective reinforcement learning (MORL) to support objective functions with inference-time variable weights using a single pretrained model. In the reward function, we have considered objectives of wirelength, congestion, and user anchors. (2) A cluster size selection method that achieves a high correlation to the original unclustered netlist is proposed. Performing placement and congestion analysis on a clustered netlist is fast and maintains high-fidelity reward calculations. (3) An adaptation of proximal policy gradients to the MORL setting. This paper is organized as follows. Previous works on mixed-size placement are introduced in Section 2. Mixed-size placement modeled as an RL problem and background of multi-objective reinforcement learning are described in Section 3. The proposed MORL algorithm for mixed-size placement is introduced in Section 4. Experimental results presented in Section 5 demonstrate that MORL can generate the Pareto frontier of multiple objectives effectively. Furthermore, we recover human-level performance when users’ preferences match previously known EDA objectives.

2 RELATED WORK
Mixed-size placement refers to placing modules (macros and standard cell instances) onto a chip canvas. Modern designs often contain large numbers of macros and huge numbers of standard cell instances. Because macros are typically orders of magnitude larger than standard cells, handling of non-overlapping constraints among
the modules presents a unique challenge. Works on mixed-size placement fall into three categories: analytical methods, packing-based methods, and machine-learning-based methods.

Analytical methods [7–10] model the wirelength and congestion in the objective function under module overlap constraints. They model the non-uniformity of the module distribution as a penalty term to solve a constrained minimization problem mathematically. The overlap penalty is gradually increased so that the minimizer can spread modules into the placement area to obtain close-to-overlap-free mixed-size placement results. To obtain a legal placement result, an additional legalization step is required for overlap removal.

Packing-based methods [11, 12] search the macro overlap-free solution space using combinatorial methods. Simulated annealing (SA) is one of the most popular approaches in this category. Although SA has the advantage of incorporating various placement objectives, it has scalability issues and thus cannot handle large designs effectively. Also, it requires an initial macro and cell placement as the reference placement positions. Since only macros are considered during packing, the packing-based method cannot estimate cell-related objectives (e.g., wirelength and congestion) accurately. The objective function of a packing-based method often includes certain human expert knowledge; for example, macros can be forcefully placed close to either the corner or the chip boundary, and adding irregularity penalty into objective terms to obtain array-like macro placements. This requires fine-tuning of the objective terms to obtain high-quality placement results.

A state-of-the-art placement tool that employs the power of machine learning, deep reinforcement learning (DRL), and representation learning has been developed by Mirhoseini et. al [13, 14]. In this work, the authors deploy a fully AI-driven solution for the placement problem, without the chip placement knowledge from human experts. The algorithm pretrains a placement policy from many ICs, leveraging graph structures of various IC netlists through a Graph Neural Network (GNN).

Multiple-objective RL also has a long history and applications in a wide range of fields. Deep RL techniques, however, have only been relevant in this direction recently, and furthermore, due to the function approximation properties of neural networks, have mainly been studied in the context of off-policy RL. In [15], a DQN approach for MORL computes multi-objective Q-value function approximations. In [16], the authors propose a general framework for all off-policy DRL optimization strategies. In [3], DQNs are again revisited with a focus on generalization across domains. MORL is cast as a mixture of expert synthesis problems with behaviour cloning in [17].

3 PROBLEM SETTING

3.1 Mixed-size placement

In the field of the VLSI physical design automation, a placement problem refers to placing a set of nodes onto a variable-size chip canvas so as to minimize a variety of placement costs, such as the total wirelength, routing congestion, timing violations, and power. A node can refer to either a macro (either a pre-placed macro or a macro that needs to be placed) or a standard cell instance/cluster. In the current definition of the mixed-size placement problem, only macros and standard cell instances/clusters need to be placed. The real EDA placement problem is abstracted into a synthesized netlist (e.g., Verilog file), a physical layout library (e.g., LEF file), and a chip canvas (e.g., DEF file). These files contain the information of node features (such as node types and their physical dimensions), net/wire connections, features of the canvas, and locations of the I/O ports. Typically, after performing placement, an EDA tool will be able to compute the final placement metrics, which can include the total wirelength, routing congestion, timing, and power.

In [13], the aforementioned placement workflow is modeled as a reinforcement learning (RL) optimization problem, where the macros are placed by the policies guided by an EDA reward signal. Because a typical EDA tool can offer trade-offs between speed and accuracy in terms of placement metric computations, and the reward signal represents a critical guide for the experience collection process in RL, [13] employs a proxy computation of these metrics (see Section 4.1). The reinforcement learning policy is thus trained to place macros only, and the cell placement is carried out by a classical (non-AI) tool such as a force-directed placement tool.

Figure 1: Pareto frontier for a 2-dimensional objective simplex corresponding to $O_1$ and $O_2$ and $\epsilon$-approximate contour. Transitioning from the approximation to the actual optimum requires only a fraction of the computational time.

3.2 Multi-objective reinforcement learning

In what follows we will refer to an MDP as a tuple $(S, A, p, r)$ consisting of state and action space, transition dynamics $p$, and associated reward signal $r$. The standard description can be found in [18]. We define a multi-objective MDP (MOMDP), $M$, to be an MDP with state space $S$ and action space $A$ and fixed transition dynamics, but with a set of reward signals indexed by $i$: reward signal $i$ is denoted as $r = r(i)$. For such a vector of reward signals, a preference parameter, $\omega = (\omega_i)_{i=1}^K$, can be used to collapse the MOMDP $M_\omega$ to a standard MDP $M_0$, by recovering a single reward signal $r_\omega = R(r, \omega)$ for some function $R$. Typically, and in the rest of this text, a convex linear combination is used $r_\omega = \sum_{i=1}^K \omega_i r(i)\omega_i$, where $\omega \in (\Omega^K, \mu)$, the standard K-dimensional simplex equipped with a probability measure $\mu$, typically the uniform measure. States and actions in $M_\omega$ will be indexed by $\omega$ as in $(s; \omega)$ and $(a; \omega)$ respectively. We adopt the setting of episodic RL, where there is a well-defined initial state, $s_0$ which is independent of $\omega$.

Solving an MOMDP amounts to solving each individual MDP $M_\omega$. Such as solution amounts to finding a continuum of policies $\pi_\omega$ which maximizes the value of the initial state, $J(\omega, \pi_\omega) = V_{\pi_\omega}(s_0; \omega)$
for each value of $\omega$. To make the problem tractable, define an parametric policy family to be a set of policies $\pi_{\theta,\omega}$ continuously parametrized by $\theta$.

For each $\mathcal{M}^{\omega}$, within each parametric policy family, there is an optimal policy $\pi^{*}_{\theta,\omega}$ corresponding to a parameter $\theta^{*}(\omega)$, which is not necessarily unique. If we can find $\theta^{*}$ as a solution to $\max_{\theta} J(\theta,\omega)$ where $J(\theta,\omega)$ is defined as $J(\theta,\omega) = V_{\pi_{\theta,\omega}}(s_{0};\omega)$, this represents a Pareto optimal choice of $\theta$ within the parametric family. Equivalently, $\max_{\theta} J(\theta,\omega)$ admits a solution $\theta^{*}(\omega) = \theta^{*}$, constant in $\omega$.

In practice, we will relax the requirement of finding solutions to an approximation. An $\epsilon$-approximate Pareto optimum contour within a parametric family $\pi_{\theta,\omega}$ is a choice of $\theta^{*}$ which, for all $\omega$ satisfies

$$ J(\theta^{*},\omega) > \max_{\theta} J(\theta,\omega) - \epsilon $$

Figure 1 showcases a qualitative representation of the difference between the Pareto frontier and an $\epsilon$-approximate optimum. At an $\epsilon$-approximate optimal configuration, all reward objectives may still be improved simultaneously.

4 METHODOLOGY

4.1 Placement objectives and approximators

We consider the most important placement objectives, wirelength, congestion, and timing, in our reward approximators. Since a reward function is evaluated many times during RL training, we need to have metrics that can be quickly evaluated while keeping good correlations to the final placement objective functions.

The most widely used wirelength model is the total half perimeter wirelength (HPWL). The wirelength reward $\ell_{WL}$ is the summation of all nets $n$ using their half perimeter length of the minimum bounding box that can enclose all pins associated with net $n$, as computed in the following manner:

$$ \ell_{WL} = -\sum_{n}(\max_{pin, pin_{j}, pin_{j}}|x_{i} - x_{j}| + \max_{pin, pin_{j}, pin_{j}}|y_{i} - y_{j}|). $$

where $(x_{i}, y_{i})$ is the coordinate of pin$_i$. In addition to wirelength, a routing congestion metric is used to ensure that a placement result can indeed be routed. We adopt a similar congestion metric from DAC 2012 routability-driven placement contest [19]. Let $ACE$ be the average congestion g-cell edges based on the histogram of g-edge congestion as described in [19, 20]. Then, $ACE(k)$ computes the average congestion of the top $k\%$ congested g-cell edges. We calculate the peak-weighted congestion ($\ell_{C}$) as

$$ \ell_{C} = -\frac{ACE(k)}{4}, k \in 0.5, 1, 2, 5.$$  

We apply the same parameters (0.5%, 1%, 2%, and 5%) used in the previous works because this setting is proven to be effective on many benchmark cases. We first apply a global routing, and then compute $\ell_{C}$ as our congestion metric. Note that the g-cell size is adjusted based on the average cell cluster dimensions with pin locations approximated as the centers of cell clusters. In modern VLSI placement, additional reference anchors need to be supported to control the final placement to meet layout implementation requirements, such as fence regions [21] and datapath alignment constraints [22]. Therefore, an additional anchor-distance objective is enforced, with the aim of meeting specific implementation-level guidelines. We enforce an anchor displacement:

$$ \ell_{A} = -\sum_{i} a_{i}(\sqrt{(X_{i} - x_{i})^{2} + (Y_{i} - y_{i})^{2}}), $$

where $(X_{i}, Y_{i})$ is the user-defined target coordinate, $(x_{i}, y_{i})$ is the coordinate of the center of each macro, and $a_{i}$ is the weight of each anchor. We define the EDA objective as:

$$ \ell_{EDA} = \alpha \ell_{WL} + \beta \ell_{C} + \delta \ell_{A}, $$

where $\alpha$, $\beta$, and $\delta$ are weights to control the significance of each corresponding objective; the sum of the first two terms is denoted by $\ell_{WL} + \ell_{C}$. For modern chip designs, engineers may need to explore different placement styles in the solution space.

4.2 Solving MOMDPs with policy gradients

How should one attempt to find $\epsilon$-approximate Pareto optimal contours? The objective $J(\theta) = E_{\omega}[J(\theta,\omega)]$ when optimized, will produce the best average contour, but cannot guarantee $\epsilon$-optimality. The structure of the policy $\pi_{\theta,\omega}$ and in particular its dependence on the parameters is what determines whether the reward landscape $J(\theta,\omega)$ admits a global $\epsilon$-approximate optimal contour. We will iteratively approximate the maximum of $J(\theta)$ by $\theta_{\pi} = \theta_{\pi} + \alpha_{\pi}\nabla_{\theta_{\pi}}J(\theta)$. The gradient $\nabla_{\theta_{\pi}}J(\theta)$ can be obtained through standard policy gradient estimates, if $J$ is uniformly bounded and regular enough (has Lipschitz gradients). In our application, however, we will be employing the PPO gradient estimator with generalized advantage estimation (GAE), see [23, 24]. We choose PPO as a basis of our algorithm following its success in the placement problem in [13]. In the MORL setting, the resulting procedure will output a parametrized policy family for all preferences, optimized on-policy, through multi-objective proximal policy optimization (MOPPO).

Adaptation of PPO to MORL, however, is challenging both in terms of setting the correct neural architectures as well as adapting the training regime. The standard PPO loss encompasses two other components, namely a value loss which controls the error in value function estimates as well as an entropy loss which is used to constrain the uncertainty in the distribution $\pi_{\theta_{\pi}}(s)$. The value function $v(s; \theta_{\pi})$ is modified to receive the parameter $\omega$ as input (i.e. $v(s, \omega; \theta_{\pi})$) and the value loss will be computed across input states and values of $\omega$ sampled from the buffer. This is similar to the $Q$-function update in [15]. The entropy loss is already an average of entropy values of the policy head across states, so we further average over the second component of the state for each $\mathcal{M}^{\omega}$, the parameter $\omega$. The value function $V^\pi$ outputs a $K$-dimensional vector, one corresponding to each of the reward objectives:

$$ V^{\pi_{\theta_{\pi}}} = E_{\pi_{\theta_{\pi}}} = [\sum_{k=0}^{\infty} \gamma^{k} r(s_{t+k}, \pi_{\theta_{\pi}}(s_{t+k})) | s_{t} = s] $$

where $\gamma$ is a discounting factor. The estimated GAE advantage of a given length-$T$ trajectory can be written as (cf. [23]):

$$ A_{t}(s_{t}, \omega) = \delta + (\gamma \lambda) \delta_{t+1} + \cdots + (\gamma \lambda)^{T-t+1} \delta_{T-1} $$

where $\delta_{t} = r_{t} + \gamma V(s_{t+1}, \omega) - V(s_{t}, \omega)$ is a running estimate for the value function. Recall the importance sampling ratio $\rho_{t}(\theta, \omega) = \pi_{\theta_{\pi}}(s_{t} | a_{t} / \pi_{\theta_{\pi}}(s_{t} | a_{t})$. Then the PPO policy
loss component becomes:
\[
L_{CLIP}^{\hat{\omega}}(\theta, \omega) = \hat{\mathbb{E}}_t \left[ \min(p_t(\theta, \omega)\omega^T \hat{A}_t(\omega), \epsilon) \right. \\
\left. + \text{clip}(p_t(\theta, \omega), 1 - \epsilon, 1 + \epsilon)\omega^T \hat{A}_t(\omega)) \right]
\]
where \(\epsilon\) is the importance sampling threshold. The entire loss includes the value loss and entropy terms:
\[
L(\theta, \omega) = \hat{\mathbb{E}}_t \left[ L_{CLIP}^{\hat{\omega}}(\theta, \omega) + c_1 L_{VF}^V(\theta, \omega) - c_2 S[\pi_{t, \omega}](s_t, \omega) \right]
\]
where
\[
L_{VF}^V = \omega^T \pi_{t, \omega}(s_t, \omega) - \omega^T \hat{V}(s_t, \omega)
\]
and \(S[\pi_{t, \omega}]\) is the entropy of the policy, and \(c_1, c_2\) are hyperparameters which can be tuned to aid optimization.

4.3 Implementation and neural architectures
In [13], architecture implementation follows the following schema:

```
Input data \rightarrow GNN \rightarrow MLP \rightarrow Hidden state \rightarrow Policy \rightarrow Value Function \rightarrow Value
```

The input data, including the circuit netlist, index of macro to be placed, canvas metadata is processed through a message-passing graph neural network as well as several embedding modules and feedforward networks to encode the data into a single 32 dimensional hidden state representation. The policy is a deconvolutional CNN which maps the hidden state into a discrete space, corresponding to a discretization of canvas positions. The value function is a feedforward net. We modify this architecture in two ways. First, the preference \(\omega\) is mapped through a non-linearity an concatenated into the intermediate layers of the state-representation. The hidden state maintains its dimension of 32. Secondly, the value-function is copied \(K\) times to make up the vector-valued value function \(\hat{V}(s, \omega)\), but weights are allowed to optimize independently.

5 EXPERIMENTS

5.1 MOPPO training
As a modification of an online RL algorithm, optimization of Eq. 10 takes place in alternating phases of experience collection and parameter updates. During experience collection, the preference parameter is sampled \(\omega \sim (\Omega, \mu)\). Episodes are thus collected independently, and the experience buffer is populated with data from all individual episodes. Rewards are attached to the final state in episode collection, as described in Section 5.3, rewards for intermediate states being 0. Advantages are computed and then data is randomly shuffled for batching and policy updates. Episode lengths for Superblue designs (see Section 5.2) vary from 84 to 294, which makes the reward signal highly sparse. Experience buffers are populated with 1,000 episodes each. Policy updates take place with a batch size of 512 distributed across 8 GPUs over 6 epochs. Hyperparameters of training are the same as in [13], with two minor additions to stabilize training, namely the addition of a scheduler for the learning rate (on top of the adaptive learning rates of the Adam optimizer).

Most DRL applications where cross-environment generalization is required, employ pretraining. This is the case in [13] where pretraining is followed by fine-tuning. Pretraining is conducted differently in our case, namely, instead of pretraining across multiple designs, with the aim of cross-canvas generalization, our aim is for \(\pi_{\omega, \mu}\) to be approximately optimal on all values of \(\omega\), namely to produce approximately optimal placements in all states \((s, \omega) \in \mathcal{S}_M\). Therefore, at this stage we maintain the MDP transition dynamics constant, i.e., we employ a single canvas. Instead of fine-tuning, to demonstrate the generalization properties of our model, we present zero-shot inference results as in [4]. For the preference space \(\Omega\), following [13], we fix parameters \((\alpha, \beta) = (0.991, 0.009)\) in Eq. 5 and construct the preference space and preference parameters \(\omega = (\omega_1, \omega_2)\) as
\[
\Omega = \{\omega_1(\alpha \ell_{WL} + \beta \ell_C) + \omega_2 \ell_A | \omega_1, \omega_2 \in [0, 1], \omega_1 + \omega_2 = 1\}.
\]
(12)

We uniformly sample episodes of experience distributed across 200 CPU threads and train until a relative reward improvement threshold is met, in practice this takes between 300 and 400 thousand episodes. During training, we preferentially resample \(\omega\)'s with low returns to improve the average returns across a buffer.

To demonstrate the effect of the anchor-distance objective \(\ell_A\) on the macro-placement result, we fix an anchor lying in the center of the canvas (i.e., \((X_i, Y_i) := (W/2, H/2)\)) where \(W, H\) are the canvas width and height respectively). The anchor weight \(a_i\) is set to the square root of the area of each macro. In addition, to normalize the magnitudes of \(\ell_{WL}, \ell_C\) and \(\ell_A\), we collect 1000 placements from an initialized network, and then average the values of \(\ell_{WL}, \ell_C\) and \(\ell_A\) from these 1000 placements as the normalization constants of these three objectives respectively.

5.2 Dataset
We test MOPPO using the ICCAD 2015 Superblue benchmark suite [25], which consists of 8 circuits. The number of macros ranges from 84 to 294, and the number of standard cells ranges from 770k to 1930k. We focus on Superblue10 and Superblue18, which are the two designs that contain only rectangular macros. Since our method is implemented to handle rectangular macros primarily, these two cases provide the only fair comparison to tapeout results. On other designs, results remain qualitatively similar. We plan to adapt our algorithm to correctly place non-rectangular macros in future work.

![Figure 2: Correlation between clustered and unclustered wire-length/congestion (red/blue lines) vs. number of clusters for Superblue10. Correlation increases with number of clusters; smaller cluster sizes induce faster reward computation.](image)
that the number of clusters impacts the correlation of the computed reward before and after clustering. Therefore, we select the top 20 ranking macro placements from an industry placer [27] that can output multiple candidate results for each circuit to analyze the most suitable cluster number for each circuit. Fig. 2 shows wirelength and congestion correlation when using different cluster sizes on the testcase Superblue10. Since we want to keep a high correlation (> 0.85), we choose a cluster size of 3000 for this circuit. For other test cases, we also use the above methodology to decide the cluster size to find the minimum cluster size while keeping a good correlation for reward computation. The cluster size will affect the reward computation runtime. Typically we choose a size less than 5000 clusters, which allows rewards to be computed in under 10 seconds.

After clustering, an analytical wirelength-driven placement [8, 28] is applied to evenly distribute clusters. Then, a fast negotiation-based global router [29] is used to obtain the congestion map. Since the design is clustered and g-cell size is adjusted according to the average cluster dimension, one-time reward computation can be done within 10 seconds. The rewards of wirelength $\ell_{WL}$ and congestion $\ell_C$ are computed according to Eq. 2 and Eq. 3 in Section 4.1.

5.4 Results

In this section we present the results from the pretraining and zero-shot evaluation on Superblue10 and Superblue18. Figure 3 presents the resulting placements across different preferences. In Figs. 3(a) and 3(g) we observe the result of training standard PPO against a fixed preference. Fig. 3(h) presents the tapeout placement for comparison. This proves that our placements are competitive to human-designed placements and PPO fixed preference training on (1, 0) and (0, 1). The corresponding values are shown in Table 1. Figure 4 presents a visual representation of the Pareto frontier when sweeping through the preference $\omega$. The figures further exemplify the workflow of the design process facilitated by our tool, through which engineers may quickly search the preference space by evaluating placements at inference time, without the need for retraining.

Figure 5 presents the zero-shot inference evaluation of the model during pretraining (at various model checkpoints), on a selected set of preferences. We observe the joint optimization of the objectives is possible for a period during training, after which the algorithm begins to discriminate between the two objectives and optimizes them selectively based on the preference. In Fig. 5(a) the combined EDA objective Eq. 5 is evaluated for multiple preferences. In Fig. 5(b), the wirelength & congestion objective is evaluated. Noting that the preference $\omega = (1, 0)$ corresponding to this objective alone, produces training curves that are on average decreasing. The opposite preference, $\omega = (0, 1)$ see progressively worse evaluation after a point. In panel Fig 5(c), evaluating the anchor-distance objective, the situation is reversed.

In Fig. 6 we present the relative speed of training MOPPO versus fixed-preference training. In both panels, though MOPPO converges more slowly than the fixed-preference training, it remains on the same order of magnitude, while capturing information about all preferences simultaneously. In Fig. 6(a), $\ell_{WL+C}$ can be competitively optimized to similar values as fixed-preference PPO. In Fig. 6(b), the corresponding evaluation for $\ell_A$ is shown. The MOPPO curve comes from the same training run, and no adaptation of parameters is performed, whereas the fixed-preference training curve is rerun to optimize anchor-distance only. Overall we see that MOPPO makes only small sacrifices in its ability to optimize individual objectives versus the individually optimized PPO, which agrees with the definition of approximate Pareto optimality.

6 CONCLUSIONS

In this paper, we presented a multiple-objective reinforcement learning solution for objective functions with inference-time variable weights using a single model, MOPPO. To speed up MOPPO training, we used trial macro placements to decide a suitable cluster size for fast reward computation and keeping high correlations to the rewards of unclustered netlists. We tested our method on complex mixed-size placement problems, where we have shown that our method can recover the Pareto frontier of two uncorrelated objectives in a single round of training. Furthermore, our method outperformed human placements in terms of $\ell_{WL+C}$, and achieved $\epsilon$-approximate optimality, i.e., remained close to the PPO optimized for a single
The training time of MORL was still very high even for the relatively simple problem of estimating a 1D Pareto frontier. For higher dimensional objective simplicies, more optimization is required. Furthermore, the problem of correctly parametrizing policy families to guarantee e-approximate optimal contour finding is still unsolved. Nevertheless, to the best of our knowledge, this paper represents a first step to bringing these methods together both in the context of on-policy RL as well as EDA in general.
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