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ABSTRACT

Hunter Dinkins: Exotic Quantum Difference Equations and Integral Solutions
(Under the direction of Andrey Smirnov)

One of the fundamental objects in the $K$-theoretic enumerative geometry of Nakajima quiver varieties is known as the capping operator. It is uniquely determined as the fundamental solution to a system of $q$-difference equations. Such difference equations involve shifts of two sets of variables, the variables arising as equivariant parameters for a torus that acts on the variety and an additional set of variables known as Kähler parameters. The difference equations in the former variables were identified with the $q$KZ equations in [28]. The difference equations in the latter variables were identified representation theoretically in [30] using an analog of the quantum dynamical Weyl group.

Once this representation theoretic description is known, there is an obvious generalization of these equations, which we refer to as exotic quantum difference equations. They depend on a choice of alcove in a certain hyperplane arrangement in $\text{Pic}(X) \otimes \mathbb{R}$, with the usual difference equations corresponding to the alcove containing small anti-ample line bundles. As our main result, we relate the fundamental solution of these equations back to quasimap counts using the so-called vertex with descendants. The particular descendants of interest are given in terms of $K$-theoretic stable envelopes.

In the case of the Hilbert scheme of points in $\mathbb{C}^2$, we write our exotic quantum difference equations explicitly using the algebra $\mathcal{H}(\widehat{\mathfrak{gl}}_1)$. We use the results of [6] to obtain formulas for the $K$-theoretic stable envelopes of arbitrary slope. Using this, we are able to write explicit formulas for the solutions of the exotic difference equations. These formulas can be written as contour integrals. As a partially conjectural application of our results, we apply the saddlepoint approximation to these integrals to diagonalize the Bethe subalgebras of $\mathcal{H}(\widehat{\mathfrak{gl}}_1)$ for arbitrary slope.
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CHAPTER 1

Introduction

The purpose of this thesis is to explore one aspect of the rich interplay between representation theory and algebraic geometry. Our study centers on Nakajima quiver varieties, which from their inception have bridged these two fields [21, 23].

We first explain the algebro-geometric objects relevant for this thesis. Nakajima quiver varieties arise as the Higgs branch of the moduli space of vacua in certain quantum field theories. Let \( X \) be a Nakajima quiver variety associated to a quiver \( Q \) with vertex set \( I \). The partition functions of the associated theory can be studied by considering counts of rational curves inside \( X \). The latter can be formulated in a mathematically precise way using the moduli space of stable quasimaps from an algebraic curve to \( X \) constructed in [3]. Degeneration and gluing arguments, see Section 6 of [28], allow one to reduce arbitrary quasimap counts to quasimap counts where the domain curve is \( \mathbb{P}^1 \). In turn, there are relatively few possibilities for quasimap counts with domain \( \mathbb{P}^1 \). One of these possibilities is known as the capping operator, written \( \Psi(z) \). It is defined by a pushforward from the moduli space of quasimaps with relative condition at 0 and nonsingular condition at \( \infty \):

\[
\Psi(z) = \sum_d (\widetilde{ev}_0 \times ev_\infty)_*(\mathcal{QM}_{rel,0}^d, \mathcal{O}^d_{vir})^d \in K_{\mathbb{P}^1}(X)_{vir}^{\mathbb{C}^2}[[z]]
\]  

(1.1)

In the above formula, we have:

- \( \mathcal{O}^d_{vir} \) is the symmetrized virtual structure sheaf on the moduli space of quasimaps. Setting up quasimap counts requires choice of polarization of \( X \), which is a class \( T^{1/2} \in K_T(X) \) explained in Section 2.1.4. We assume a polarization is fixed.

- The subscript \( loc \) stands for localized equivariant \( K \)-theory.

- The sum is taken over the cone in \( \mathbb{Z}^I \) consisting of all possible degrees \( d \) of quasimaps, and \( z^d = \prod_{i \in I} z_i^{d_i} \).
• The maps $\hat{\ev}_0$ and $\ev_\infty$ are the maps which evaluate quasimaps at 0 and $\infty$.

• The torus $T$ is a maximal torus of $\text{Aut}(X)$, and $\mathbb{C}^\times_q$ is the natural torus acting on $\mathbb{P}^1$.

Using the natural bilinear pairing on equivariant $K$-theory, see (2.5), we view $\Psi(z)$ as an element of $\text{End}(K_{TXC^\times_q}(X)_{loc})[[z]]$.

As we will review in Section 2.2.4, the power series $\Psi(z)$ satisfies the quantum difference equation, which is a system of equations of the form

$$\Psi(zq^{\mathcal{L}}) = M_{\mathcal{L}}(z)\Psi(z), \quad \Psi(z) \in \text{End}(K_{TXC^\times_q}(X)_{loc})[[z]]$$

(1.2)

for each $\mathcal{L} \in \text{Pic}(X)$, where $M_{\mathcal{L}}(z)$ is some operator. Here, we abuse notation and write $\mathcal{L}$ for the operator of tensor multiplication by $\mathcal{L}$. In addition, $\Psi(z)$ is the fundamental solution of the above system of equations with the initial condition $\Psi(0) = 1$. The equation (1.2) is an easy consequence of the degeneration and gluing formulas for quasimaps counts, see Section 8.1 of [28]. However, the operator $M_{\mathcal{L}}(z)$ is, like $\Psi(z)$, defined using quasimap counts, and so it is not immediately clear that the above equation provides any new information about $\Psi(z)$. The generating function $\Psi(z)$ also satisfies equations involving shifts of the equivariant parameters, which are similarly described using quasimap counts.

For (1.2) to provide useful information about $\Psi(z)$, it is necessary to have a description of $M_{\mathcal{L}}(z)$ that does not involve quasimap counts. Such a description exists, and involves the representation theory of a certain algebra. The papers [28] and [30], building on the work of [18], define a certain Hopf algebra $\mathcal{H}(\hat{g}_Q)$ associated to a quiver $Q$, which acts on the equivariant $K$-theory of all quiver varieties built from $Q$. The difference equations for $\Psi(z)$ in the equivariant parameters were identified in Section 10 of [28] with the quantum Knizhnik-Zamolodchikov equations for $\mathcal{H}(\hat{g}_Q)$. The main result of [30] gives a similar representation theoretic identification of the quantum difference equation for quiver varieties. We will now explain this identification.

There is a periodic locally finite hyperplane arrangement inside of $\text{Pic}(X) \otimes \mathbb{R}$, as in, for example, Figure 1.1. To each wall $w$ separating two alcoves of this hyperplane arrangement, [30] associates an element

$$B_w(z) \in \mathcal{H}(\hat{g}_Q)[[z]]$$

called the wall-crossing operator for the wall $w$. 
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Let $\nabla_0$ be the alcove containing small real multiples of ample line bundles. For a line bundle $\mathcal{L} \in \text{Pic}(X)$, choose a path between the alcoves $-\nabla_0$ and $-\nabla_0 - \mathcal{L}$. Let $w_1, \ldots, w_n$ be the ordered sequence of walls crossed on this path. The walls can be crossed either positively or negatively with positive direction determined by the ample line bundle $\theta$ given by the GIT stability condition used in the construction of $X$. Let $m_i$ be the negative of the sign of the crossing of the wall $w_i$. Let

$$B_{\nabla_0}^0(z) = B_{w_n}(z)^{m_n} \cdots B_{w_1}(z)^{m_1}$$

Then the main result of [30] is that the quantum difference operator takes the form

$$M_{\mathcal{L}}(z) = \mathcal{C}_X \mathcal{L} B_{\mathcal{L}}^{-\nabla_0}(z)$$

where $\mathcal{C}_X$ is a constant. Once one has the above identification, it is natural to allow for different choices of the alcove. More precisely, we consider the following system of difference equations.

**Definition 1.0.1.** Let $\nabla \subset \text{Pic}(X) \otimes \mathbb{R}$ be an alcove. For each line bundle $\mathcal{L} \in \text{Pic}(X)$, choose a path in $\text{Pic}(X) \otimes \mathbb{R}$ from $\nabla$ to $\nabla - \mathcal{L}$. Let $w_1, \ldots, w_n$ be the ordered sequence of walls crossed, and let $m_i$ be the negative sign of the crossing of the wall $w_i$. Let

$$B_{\mathcal{L}}^{\nabla}(z) = B_{w_n}(z)^{m_n} \cdots B_{w_1}(z)^{m_1}$$
We define the exotic quantum difference equations for the alcove $\nabla$ to be the system of equations

$$\Psi^\nabla(zq^L)\mathcal{L} = \mathcal{C}_X \mathcal{L} \mathcal{B}_\mathcal{L}(z)\Psi^\nabla(z), \quad \Psi^\nabla(z) \in \text{End}(K_{TXC^\nabla_q}(X)_{\text{loc}}[[z]])$$

with the initial condition $\Psi^\nabla(0) = 1$. The constant $\mathcal{C}_X$ is the same constant that appears in the usual quantum difference equations.

This system of equations is the main object of study of this thesis. For an illustration of the construction such equations, see Figure 1.2. Our main result is an identification of the solution $\Psi^\nabla(z)$ with an object arising from the enumerative geometry of quasimaps from $\mathbb{P}^1$ to $X$.

![Figure 1.2: Exotic quantum difference equations for an alcove $\nabla$ are defined by choosing paths between $\nabla$ and $\nabla - \mathcal{L}$ for each line bundle $\mathcal{L}$. The ordinary quantum difference equation corresponds to the alcove containing small anti-ample line bundles.](image)

To summarize what we have described so far, the usual quantum difference equations are defined using quasimaps and are identified using the algebra $\mathcal{U}_h(\hat{\mathfrak{g}}_Q)$. The study of the exotic quantum difference equations follows the reverse logic. Namely, we define them using the algebra $\mathcal{U}_h(\hat{\mathfrak{g}}_Q)$, and propose to relate them to quasimap counts.

We now provide a summary of our results. The main ideas are inspired by the work of Aganagic and Okounkov [2], which provides an alternative description of the capping operator $\Psi(z)$ from the one provided in (1.1). Recall that in (1.1), the operator $\Psi(z)$ is defined using the moduli space of quasimaps with relative condition of 0 and nonsingular condition at $\infty$. The main result of [2] allows one to replace a quasimap count with a relative insertion by a quasimap count with a descendant insertion. As we will
review in Section 3.14, [2] defines a map

\[ f^\nabla : K_T(X) \to K_{T \times G_v}(pt)_{loc} \]

\[ \alpha \mapsto f^\nabla_\alpha \] (1.3)

where \( G_v \) is the gauge group used in the definition of the quiver variety. The definition of the map uses stable envelopes, which are reviewed in Section 2.1.4. Stable envelopes depend on a choice of chamber, polarization, and slope, each of which are explained in Section 2.1.4. The map (1.3) is built from a specific choice of chamber explained in Section 3.2.2. Then [2] proves that \( \Psi(z) \) is the adjoint of the operator \( \Omega \):

\[ \Omega : K_T(X) \to K_{T \times C_q^r}(X)_{loc}[[z]] \]

\[ \alpha \mapsto \sum_d e_{\infty,*} (\mathcal{M}_{ns,\infty}, e_{\infty}^*(f^\nabla_\alpha^\text{opp})) \otimes \mathcal{O}_{vir}^d \]

with respect to the pairing on equivariant \( K \)-theory. Here, \( f^\nabla_\alpha^\text{opp} \) refers to a map defined in the same way as \( f^\nabla_\alpha \), but with the opposite choice of polarization and slope. Our main result is the following description of the solutions \( \Psi^\nabla(z) \) of the exotic \( q \)-difference equations.

**Theorem 1.0.2** (Theorem 3.2.16). Let \( \nabla \subset \text{Pic}(X) \otimes \mathbb{R} \) be an alcove. Let \( \Omega^\nabla \) be the operator

\[ \Omega^\nabla : K_T(X) \to K_{T \times C_q^r}(X)_{loc}[[z]] \]

\[ \alpha \mapsto \sum_d e_{\infty,*} (\mathcal{M}_{ns,\infty}, e_{\infty}^*(f^\nabla_\alpha^\text{opp})) \otimes \mathcal{O}_{vir}^d \]

We assume the polarization used to twist the virtual structure sheaf into the symmetrized virtual structure sheaf is \( T^1_{op} \). Let \( (\Omega^\nabla)^\chi \) be the adjoint of \( \Omega^\nabla \) with respect to the bilinear pairing on equivariant \( K \)-theory. Then as elements of \( \text{End}(K_{T \times C_q^r}(X)_{loc})[[z]] \), we have

\[ (\Omega^\nabla)^\chi = \Psi^\nabla \]

The proof of the above theorem uses rigidity arguments similar to those of [2], results about the interactions between various quasimap counts defined in [28], and properties of \( B_n(z) \).
As an easy consequence of the definition of the exotic $q$-difference equations, we have

$$\Psi^w(z) = B_w(z)\Psi^{\nabla'}(z)$$

if $\nabla$ and $\nabla'$ are two alcoves separated by the wall $w$, with $\nabla'$ on the positive side of the wall. Hence, at least as formal power series in $z$, the wall crossing operators possess a direct geometric interpretation as the ratio of two solutions of exotic quantum difference equations.

This theorem can be made very explicit for type $A$ quiver varieties. In this case, formulas for elliptic stable envelopes (and, by degeneration, $K$-theoretic stable envelopes for all slopes) were developed in [6]. These formulas generalize the formula of Smirnov in [38] for the Hilbert scheme of points in the plane, which in turn generalizes various abelianization formulas going back to Shenfeld in [37]. This allows us to write explicit expressions for $\Psi_{\text{opp,}a}^w$ in the $K$-theoretic fixed point basis. One can also use equivariant localization on the moduli space of quasimaps to write explicit formulas for the operator $\Omega^w$. Putting these together provides an explicit description of $\Psi^w$.

While this holds for an arbitrary type $A$ quiver variety, we have chosen to write this out explicitly in this thesis only for the Hilbert scheme of points in $\mathbb{C}^2$, which is the Nakajima quiver variety arising from the quiver with one vertex and one loop. We specialize to the case of this quiver because, to the best of our knowledge, this is the only affine type $A$ case for which the alcove structure in $\text{Pic}(X) \otimes \mathbb{R}$ is well-understood, see [30]. Explicit formulas for the wall-crossing operators also exist for the cotangent bundle of the Grassmannian, see for example Section 7 of [30]. In this case, however, all alcoves are conjugate under the action of $\text{Pic}(X)$, and the exotic solutions turn out to be easily determined by the capping operator. For an arbitrary (finite or affine) type $A$ quiver variety, the wall-crossing operators each coincide with the wall-crossing operators of $\text{Hilb}^n(\mathbb{C}^2)$ or of the cotangent bundle of the Grassmannian. However, the alcove structure in $\text{Pic}(X) \otimes \mathbb{R}$ can be complicated, which poses a challenge with making these results completely explicit in this generality.

For the Jordan quiver case and the variety $X = \text{Hilb}^n(\mathbb{C}^2)$, the algebra $\mathcal{U}_h(\widehat{gl}_1)$ is expected to be isomorphic to the quantum toroidal $gl_1$, which we write as $\mathcal{U}_h(\widehat{gl}_1)$. Its definition will be reviewed in Section 5.2. Here, $\text{Pic}(X) \cong \mathbb{Z}$ is generated by the tautological line bundle, and the walls are given by rational numbers. The walls for $X$ are given by rational numbers with denominator at most $n$, which we denote by $\text{Wall}_n$. For a fixed wall $w \in \mathbb{Q}$, there are elements $a^w_k \in \mathcal{U}_h(\widehat{gl}_1)$ for $k \in \mathbb{Z}$, which generated a Heisenberg subalgebra.
The wall-crossing operator for \( w \) is given in terms of these generators as
\[
B_w(z) = \exp\left( \sum_{k=1}^{\infty} \frac{n_k \phi^{d(w)k/2}}{1 - z^{-d(w)k} \phi^{d(w)k/2}} a^w_k a^w_k \right):
\]
where \( \cdot \) means to apply all \( a^w_k \) for \( k > 0 \) before \( a^w_k \) for \( k < 0 \). For an alcove \( \nabla \subset \mathbb{R} \setminus \text{Wall}_n \), the exotic quantum difference equations of Definition 1.0.1 are given by
\[
\Psi^\nabla(zq^z) = \mathcal{L} \left( \prod_{w \in [1 - \mathcal{L}, s] \cap \text{Wall}_n} B_w(z) \right) \Psi^\nabla(z)
\]
where \( s \in \nabla \) and the product is taken in increasing order from left to right.

We will give formulas for the solutions \( \Psi^\nabla \) in the \( K \)-theoretic fixed point basis. We refer to the main body of this thesis, in particular Chapter 4 and Chapter 5, for precise descriptions of the notations. The torus fixed points of \( \text{Hilb}^n(\mathbb{C}^2) \) are given by partitions \( \lambda \) of \( n \). The descendant insertions are given by the following.

**Proposition 1.0.3** (Proposition 5.1.1). *In the \( K \)-theoretic fixed point basis, the descendant insertions of (3.15) are given by*

\[
f_{\text{opp}, \lambda}^i = \sum_{\mu} \Lambda^\mu \left( T_\mu X \right)^{-1} S_{\lambda, \mu}^\nabla \left( \text{det} T^{1/2} \text{Sym} \left( S^K_{\lambda} \sum_{a \in A} W^K_{\lambda} \right) \right) \in K_{T \times G} (pt)_{\text{loc}}
\]

where

\[
S_{\lambda, \mu}^\nabla = \text{Stab}_{-\nabla, T^{1/2}, -\nabla}(A)_{\mu}
\]

and

\[
S^K_{\lambda} = \prod_{a, b, \in A, \rho_a + 1 < \rho_b} \hat{\alpha} \left( \frac{x_a}{1} \right) \prod_{a, b, \in A, \rho_a < \rho_b} \hat{\alpha} \left( \frac{x_a}{1} \right) \prod_{b, \in A, \rho_b < \rho_a} \hat{\alpha} \left( \frac{x_a}{1} \right)
\]

\[
W^K_{\lambda} = (-1)^{\lambda(0)} \left( \frac{x_r}{q_f^a} \right)^{[\lambda] + 1/2} \hat{\alpha} \left( \frac{x_r}{q_f^a} \right) \prod_{e \in A} \hat{\alpha} \left( \frac{x_h(e)q_f^a}{x_i(e)q_f^a} \right)^{\lambda(e)} \left( x_i(e)q_f^a \right)^{[\lambda] + 1/2}
\]

\[\text{In the main body of the text, what is called } f^\text{opp}_{\text{opp}, \lambda} \text{ here is denoted by } g^\text{opp}, \text{ and } f^\text{opp} \text{ is reserved for a map } K_f(X) \rightarrow K_{T \times G}, (T \text{Rep}_Q(v, w))_{\text{loc}}. \text{ The two are related by postcomposing with the restriction to } 0 \in T \text{Rep}_Q(v, w).\]
for \( s \in \nabla \).

The solutions of the exotic \( q \)-difference equations are given as follows.

**Theorem 1.0.4 (Theorem 5.1.4).** In the \( K \)-theoretic fixed point basis, the matrix given by

\[
\Psi^\nabla(\mu) = \sum_{d \in C_\mu} (\sqrt{t_1 t_2}z)^{\mu} f^\nabla_{\text{opp}, \lambda}(x)|_{x = \varphi^\mu} \prod_{i,j=1}^n \frac{(\frac{q^{d_i}}{\varphi^{t_1}})_{d_i - d_j}}{(\frac{q}{\varphi^{t_1}})_{d_i - d_j}} \prod_{i=1}^n \frac{(1)}{(\frac{q}{\varphi^{t_1}})_{d_i}}
\]

is a solution of the equation

\[
\Psi^\nabla(zq).L = L B^\nabla(z)\Psi^\nabla(z)
\]

where \( L \) is the dual of the tautological line bundle, \( f^\nabla_{\text{opp}, \lambda} \) is given explicitly by (5.2), \( \{ \varphi^\mu \}_{i=1}^n \) are the weights of the fiber over \( \mu \) of the tautological vector bundle on \( X \), \( (x)_d \) denotes the \( q \)-Pochhammer symbol, and \( C_\mu \) is the cone in \( \mathbb{Z}^n \) consisting of the possible quasimap degrees.

The above formula can be rewritten as a contour integral. Integral solutions to differential and difference equations were originally studied by Tarasov and Varchenko in [41, 42, 43, 44, 45]. Integral formulas for solutions can be used to find eigenvectors of the operator \( (L B^\nabla(z))|_{q=1} \), as in [45]. This operator is expected to be an element of the Bethe subalgebra of \( \mathcal{U}_h(\mathfrak{g}[1]) \) corresponding to the \( R \)-matrix \( R^\nabla \) for the alcove \( \nabla \). The cohomological version of this statement is one of the main results of [18]. The eigenvectors can be obtained by the so-called saddle point approximation. This was explored in [31] for the cotangent bundle of the Grassmannian, see also the introduction to [2]. Although there are certain technical issues that we leave as conjectures, we show that, modulo these conjectures, the functions \( f^\nabla_{\text{opp}, \lambda} \) when evaluated at solutions of the Bethe equations, provide an eigenbasis for the Bethe subalgebra corresponding to the alcove \( \nabla \). These eigenvectors provide a 1-parameter deformation of the modified Macdonald polynomials dependent on the choice of alcove.

We end this introduction by summarizing the contents of each chapter. In Chapter 2, we review various foundational constructions that we will need, including Nakajima quiver varieties, stable envelopes in equivariant \( K \)-theory, and the enumerative geometry of quasimaps. In chapter 3, we begin by reviewing the definition of the algebra \( \mathcal{U}_h(\mathfrak{g}[1]) \), the construction of the wall-crossing operators \( B_w(z) \), various properties of \( B_w(z) \), and the definition of \( \mathcal{F}^\alpha \). We then define the exotic \( q \)-difference equations and study their solutions. The main result, Theorem 1.0.2, is stated precisely and proven. In Chapter 4, we begin the task.
of making Theorem 1.0.2 explicit for Hilb^6(C^2) using the formulas for stable envelopes obtained in [6]. In Chapter 5, we specialize to Hilb^6(C^2) and provide explicit formulas for various quasimap counts, including the solutions of the exotic q-difference equations. We also review the definition of the algebra \mathcal{H}_h(\widehat{gl}_1) and write explicit formulas for the exotic q-difference equations. In Chapter 6, we apply our results to find the eigenvectors of the Bethe subalgebras of \mathcal{H}_h(\widehat{gl}_1) for arbitrary choice of slope.
CHAPTER 2
Quiver Varieties, Stable Envelopes, and Quasimap Counts

Before we begin our investigation of \(q\)-difference equations, we need to review some preliminaries.

2.1 Nakajima quiver varieties

Nakajima quiver varieties were first introduced in [21] and [23] to provide a geometric construction of representations of various algebras. We review their definition here. For references, see [12, 18, 21, 23].

2.1.1 Definition

Let \(Q\) be a quiver with vertex set \(I\), which we understand to be a collection of vertices and arrows between them. If \(i, j \in I\) and there is an arrow from \(i\) to \(j\), we write \(i \to j\). Let \(v, w \in \mathbb{Z}_{\geq 0}^I\) and for each \(i \in I\) let \(V_i\) and \(W_i\) be complex vector spaces such that \(\dim_{\mathbb{C}} V_i = v_i\) and \(\dim_{\mathbb{C}} W_i = w_i\). The vectors \(v\) and \(w\) are called the dimension and framing dimension vectors, respectively. Let

\[
\text{Rep}_Q(v, w) = \bigoplus_{i \to j} \text{Hom}(V_i, V_j) \oplus \bigoplus_{i \to j} \text{Hom}(W_i, V_i)
\]

The group \(G_v := \prod_{i \in I} GL(V_i)\) acts on \(\text{Rep}(v, w)\) by change of basis. Explicitly, if \(A_{i,j} \in \text{Hom}(V_i, V_j)\) is a component of a point in \(\text{Rep}_Q(v, w)\), then an element \((g_i, g_j) \in GL(V_i) \times GL(V_j) \subset G_v\) acts via

\[
A_{i,j} \mapsto g_j A_{i,j} g_i^{-1}
\]

and the other components of \(G_v\) act trivially. Additionally, if \(I_i \in \text{Hom}(W_i, V_i)\), then \(g_i \in GL(V_i)\) acts via

\[
I_i \mapsto g_i I_i
\]

and the remaining components act trivially. This action of \(G_v\) on \(\text{Rep}_Q(v, w)\) induces a Hamiltonian action of \(G_v\) on \(T^*\text{Rep}_Q(v, w)\). We denote the associated moment map by

\[
\mu : T^*\text{Rep}_Q(v, w) \to g_v^*, \quad g_v := \text{Lie}(G_v)
\]
and let $\mu^{-1}(0) = \mathcal{Z}(v, w)$.

**Definition 2.1.1.** Let $Q$, $v$, and $w$ be as above. Let $\theta : G_v \to \mathbb{C}^\times$ be a character of $G_v$. The Nakajima quiver variety associated to this data is

$$\mathcal{M}_{Q,\theta}(v, w) = \mathcal{Z}(v, w)/_{\theta} G_v$$

Here, the notation $\mathcal{Z}(v, w)/_{\theta} G_v$ denotes the Geometric Invariant Theory quotient with stability condition $\theta$.

We unravel this definition to write it more explicitly. Using the perfect pairing

$$\text{Hom}(V, V') \times \text{Hom}(V', V) \to \mathbb{C}, \quad (f, f') \mapsto \text{Tr}_V(f'f)$$

we can identify

$$\text{Hom}(V_i, V_j)^* \cong \text{Hom}(V_j, V_i)$$

for each $i \to j$. Hence

$$T^* \text{Rep}_Q(v, w) \cong \bigoplus_{i \to j} \text{Hom}(V_i, V_j) \oplus \bigoplus_{i \to j} \text{Hom}(V_j, V_i) \oplus \bigoplus_{i \in I} \text{Hom}(W_i, V_i) \oplus \bigoplus_{i \in I} \text{Hom}(V_i, W_i)$$

So a point in $T^* \text{Rep}_Q(v, w)$ can be written as a tuple

$$\left(\{A_{i,j}\}_{i \to j}, \{B_{j,i}\}_{i \to j}, \{I_i\}_{i \in I}, \{J_i\}_{i \in I}\right)$$

where

$$A_{i,j} \in \text{Hom}(V_i, V_j), \quad B_{j,i} \in \text{Hom}(V_j, V_i), \quad I_i \in \text{Hom}(W_i, V_i), \quad J_i \in \text{Hom}(V_i, W_i)$$

We abbreviate this as $(A, B, I, J)$. Then the moment map can be explicitly written as

$$\mu(A, B, I, J) = \left(\sum_{j \to i} A_{j,i}B_{i,j} - \sum_{i \to j} B_{j,i}A_{i,j} + I_iJ_i\right) \in \bigoplus_{i \in I} g_{V_i} = g_v \cong g_v^*$$

where the isomorphism $g_v \cong g_{V_i}^*$ is given by the trace pairing.

The stability condition $\theta$ provides a set of $\theta$-stable points $\mathcal{Z}(v, w)^\theta \subset \mathcal{Z}(v, w)$, and set theoretically

$$\mathcal{M}_{Q,\theta}(v, w) = \mathcal{Z}(v, w)^\theta /_{\theta} G_v$$
An explicit description of the $\theta$-stable points can be found in [12] Proposition 5.1.5.

If the choice of $Q$ and $\theta$ has been made, we will often suppress the notation and just write $M(v, w)$.

### 2.1.2 Basic properties

For generic choices of the stability condition $\theta$, the variety $M_{Q,\theta}(v, w)$ is a smooth connected variety equipped with a symplectic form $\omega$, which is induced by the standard symplectic form on $T^*\text{Rep}_Q(v, w)$.

Explicitly, the symplectic form is given by

$$\omega((A, B, I, J), (A', B', I', J')) = \sum_{i \rightarrow j} \text{Tr}(A_{i,j}B_{j,i}' - A'_{i,j}B_{j,i}) + \sum_{i \in I} \text{Tr}(I_iJ'_i - I'_iJ_i)$$

(2.1)

By the general theory of GIT quotients, there is a natural proper map

$$M_{Q,\theta}(v, w) \to M_{Q,0}(v, w)$$

to an affine variety, which makes $M_{Q,\theta}(v, w)$ into an equivariant symplectic resolution.

The group $\prod_{i \in I} GL(W_i)$ acts naturally on the framing vector spaces $W_i$. This induces an action on $T^*\text{Rep}_Q(v, w)$. This action commutes with the action of $G_v$ and hence descends to an action on $M_{Q,\theta}(v, w)$. The diagonal torus $A_w \subset \prod_{i \in I} GL(W_i)$ is called the framing torus. From (2.1), it is easy to see that it preserves the symplectic form.

There is also an action of $\mathbb{C}^\times$ on $T^*\text{Rep}(v, w)$ given by scaling of the cotangent fibers, which likewise descends to an action on $M_{Q,\theta}(v, w)$. From (2.1), it is clear that this action scales the symplectic form. We denote by $\hbar$ the character of the symplectic form under this action. We denote this torus by $\mathbb{C}^\times_{\hbar}$.

Further torus actions can be obtained by scaling the linear maps corresponding to edges as in Section 2.1.3 of [18].

A crucial property of quiver varieties is that fixed points of the framing torus are the disjoint union of products of quiver varieties. To write this precisely, choose a splitting $W = W'' \oplus W'''$ of the total framing space $W = \bigoplus_i W_i$. Let $w'$ and $w''$ be the dimension vectors of $W''$ and $W'''$, respectively. Consider the subtorus $A := \mathbb{C}^\times \subset A_w$ which acts with weight 1 on $W'$ and acts trivially on $W'''$. Then

$$M_{Q,\theta}(v, w)^A \cong \bigsqcup_{v', v''} M_{Q,\theta}(v', w') \times M_{Q,\theta}(v'', w'')$$

(2.2)
We abbreviate this by saying that the torus $A$ splits the framing as $w = uw' + w''$, where $u$ is the coordinate on $A$.

The vector spaces $V_i$ descend to a collection of tautological bundles $\mathcal{V}_i$ on $M_{Q_0}(v, w)$. A crucial result of [19] states that the Schur functors of these bundles generate the $K$-theory of $M_{Q_0}(v, w)$.

### 2.1.3 Equivariant $K$-theory

Let $X$ be a variety, and let $T \cong (\mathbb{C}^*)^n \subset \text{Aut}(X)$ be a torus acting on $X$. The $T$-equivariant $K$-theory is a contravariant functor on $T$-spaces, and makes $K_T(X)$ a module over $K_T(pt) = \mathbb{Z}[a_1^{\pm 1}, \ldots, a_n^{\pm 1}]$. The generator $a_i$ is viewed as the character of $T$ picking out the $i$th coordinate. We define maps $\Lambda^*$ and $\hat{a}$ on $K_T(pt)$ by

\[
\Lambda^*(x_1 + \ldots + x_k - y_1 - \ldots - y_l) = \frac{\prod_{i=1}^k (1 - x_i)}{\prod_{j=1}^l (1 - y_j)}
\]

\[
\hat{a}(x_1 + \ldots + x_k - y_1 - \ldots - y_l) = \frac{\prod_{j=1}^l (y^{1/2} - y^{-1/2})}{\prod_{i=1}^k (x^{1/2} - x^{-1/2})}
\]

where $x_i$ and $y_j$ are monomials in $a_1, \ldots, a_n$.

The fraction field $\text{Frac}(K_T(pt))$ is the field of rational functions $\mathbb{Q}(a_1, \ldots, a_n)$. We define the localized $T$-equivariant $K$-theory of $X$ to be

\[
K_T(X)_{\text{loc}} = K_T(X) \otimes_{K_T(pt)} \text{Frac}(K_T(pt))
\]

Let $\iota_X : X^T \to X$ be the inclusion of the fixed locus. Let $X^T = \bigsqcup_k F_k$ be the decomposition into connected components. Then

\[
K_T(X^T) \cong \bigoplus_k K_T(F_k) \cong \bigoplus_k K(F_k) \otimes K_T(pt)
\]

The inclusion $\iota_X$ induces pushforward and pullback (or restriction) maps

\[
\iota_{X,*} : K_T(X^T) \to K_T(X)
\]

\[
\iota_X^* : K_T(X) \to K_T(X^T)
\]

and similarly for the inclusion $\iota_{F_k}$ of a fixed component $F_k$. We have $\iota_{X,*} = \sum_k \iota_{F_k,*}$ and $\iota_X^* = \bigoplus_k \iota_{F_k}^*$. For a
class $\alpha \in K_T(X)$, we will also write $\alpha|_{F_k} := \iota_{F_k}^*(\alpha)$. The localization theorem in equivariant $K$-theory states that $\iota_{X,*} : K_T(X^T)_{loc} \to K_T(X)_{loc}$ is an isomorphism. Its inverse is given explicitly by

$$\iota_{X,*}^{-1} = \bigoplus_k \frac{1}{\Lambda^*(N^*_F)} \iota_{F_k}^*$$

where $N_{F_k}$ is the normal bundle of $F_k$ in $X$, and $N^*_F$ denotes the dual bundle.

Given another $T$-variety $Y$ and a proper $T$-equivariant map $f : X \to Y$, there exists a pushforward

$$f_* : K_T(X) \to K_T(Y)$$

Let $f^T$ be the restriction of $f$ to $X^T$. The commutativity of the diagram

$$\begin{array}{ccc}
X^T & \xrightarrow{\iota_X} & X \\
\downarrow{f^T} & & \downarrow{f} \\
Y^T & \xrightarrow{\iota_Y} & Y
\end{array}$$

implies that $f_* \circ \iota_{X,*} = \iota_{Y,*} \circ f_*^T$. Hence

$$f_* = \iota_{Y,*} \circ f_*^T \circ \iota_{X,*}^{-1} \quad (2.4)$$

If $f$ is not proper, but $f^T$ is, then we define the pushforward $f_* : K_T(X) \to K_T(Y)_{loc}$ by this formula.

**Definition 2.1.2.** If $X$ is a proper $T$-variety, the $T$-equivariant Euler characteristic of $\alpha \in K_T(X)$ is $\chi(\alpha) := p_*(\alpha) \in K_T(pt)$, where $p : X \to pt$.

Even if $X$ is not proper, the $T$-equivariant Euler characteristic is well-defined so long as $X^T$ is proper.

**Proposition 2.1.3** ([22] Theorem 7.3.5). Let $X$ be a Nakajima quiver variety acted on by a torus $T$ containing the framing torus. Then $T$-equivariant Euler characteristics exist for $X$. Furthermore, the pairing

$$\langle \cdot, \cdot \rangle_X : K_T(X)_{loc} \times K_T(X)_{loc} \to K_T(pt)_{loc}$$

$$\langle \alpha, \beta \rangle_X = \chi(\alpha \otimes \beta) \quad (2.5)$$

is a non-degenerate pairing of vector spaces over $K_T(pt)_{loc}$.

This gives an isomorphism $K_T(X)_{loc} \to K_T(X)_{loc}^*$.
Definition 2.1.4. Let $\Phi : K^*_T(X)_{\text{loc}} \to K^*_T(X)_{\text{loc}}^*$ be the isomorphism induced by the pairing $(\cdot, \cdot)_X$. The adjoint of a $K^*_T(pt)_{\text{loc}}$ linear map $A : K^*_T(X)_{\text{loc}} \to K^*_T(X)_{\text{loc}}$ with respect to $\chi$ is

$$A^\dagger = \Phi^{-1} \circ A^T \circ \Phi$$

where $A^T : K^*_T(X)_{\text{loc}}^* \to K^*_T(X)_{\text{loc}}^*$ is the transpose of $A$.

2.1.4 Stable envelopes

We review the notion of stable envelopes. Stable envelopes can be studied in cohomology, $K$-theory, and elliptic cohomology. Cohomological stable envelopes were first introduced in [18]. A discussion of $K$-theoretic stable envelopes can be found in Section 9 of [28] and Section 2 of [30]. In elliptic cohomology, stable envelopes were constructed for Nakajima quiver varieties in [1]. More recent generalizations in the elliptic and $K$-theoretic setting can be found in [27] and [29]. As stable envelopes in $K$-theory are the most important for this thesis, we will review only this setting.

Let $X$ be a Nakajima quiver variety acted on by a torus $T$. Let $A \subset T$ be a subtorus preserving the symplectic form and let $h$ be the weight of the symplectic form. The $A$-fixed locus is a disjoint union of connected components

$$X^A = \bigsqcup_k F_k$$

which are each pointwise fixed by $A$. The localization theorem in equivariant $K$-theory states that the restriction map

$$K_T(X) \hookrightarrow K_T(X^A) = \bigoplus_k K_T(F_k)$$

is an injective ring homomorphism which is an isomorphism after taking localized $K$-theory. Stable envelopes, which exist when $X$ is a Nakajima quiver variety, provide a canonical map in the opposite direction. They depend on three additional pieces of data.

The first piece of data is known as a chamber. Let $\text{Lie}_\mathbb{R}(A) = \text{cochar}(A) \otimes_{\mathbb{Z}} \mathbb{R}$. The natural pairing $(\cdot, \cdot)$ on characters and cocharacters of $A$ extends to $\text{Lie}_\mathbb{R}(A)$. The normal bundle $N_{F_k}$ of a fixed component $F_k$ is a module over $A$, and hence decomposes into the sum of its weight spaces. Each weight $w$ that appears in the decomposition provides a hyperplane

$$H_w = \{ \sigma \in \text{Lie}_\mathbb{R}(A) \mid (w, \sigma) = 0 \}$$
The hyperplanes determined in this way by all weights of the normal bundles of all fixed components provides a decomposition

\[ \text{Lie}_\mathbb{R}(A) \setminus \bigcup_w H_w = \bigsqcup_i \mathcal{C}_i \]

into connected components which are called chambers. We fix a chamber and denote it by \( \mathcal{C} \). A choice of chamber provides a decomposition

\[ N_{F_k} = N_{F_k}^+ \oplus N_{F_k}^- \]

into weight spaces which pair positively and negatively with the chamber. The chamber also provides a partial order on the set of fixed components. Let \( \text{Attr}(F_i) = \{ x \in X \mid \lim_{\zeta \to 0} \sigma(\zeta) \cdot x \in F_i \} \) where \( \sigma \) lies in \( \mathcal{C} \).

Let \( \text{Attr}^f(F_i) \) be the smallest closed subset of \( X \) containing \( \text{Attr}(F_i) \) which is closed under taking attraction.

Then the partial order on fixed components is defined by

\[ F_j \leq F_i \iff F_j \in \text{Attr}^f(F_i) \]

The second piece of data is a choice of polarization, which is a \( K \)-theory class \( T^{1/2} \in K_T(X) \) giving half of the tangent space, in the sense that

\[ TX = T^{1/2} + h^{-1}\left( T^{1/2} \right)^* \in K_T(X) \]

We fix a polarization and denote it by \( T^{1/2} \).

The final piece of data needed is a choice of generic slope, which is a line bundle \( s \in \text{Pic}(X) \otimes \mathbb{R} \). We explain the meaning of generic. The pairing between \( H^2(X, \mathbb{R}) \equiv \text{Pic}(X) \otimes \mathbb{R} \) and \( H^2(X, \mathbb{R}) \) gives a collection of hyperplanes

\[ \{ s \in \text{Pic}(X) \otimes \mathbb{R} \mid (s, \alpha) \in \mathbb{Z} \} \subset \text{Pic}(X) \otimes \mathbb{R} \]

for each effective curve class \( \alpha \in H^2(X, \mathbb{R}) \) such that \( 0 < \alpha \leq v \). By Kirwan surjectivity [19], there is a surjection \( \mathbb{Z}^l \to H^2(X, \mathbb{Z}) \) which induces \( H^2(X, \mathbb{Z}) \hookrightarrow \mathbb{Z}^l \), and \( \alpha \leq v \) means that, under this embedding, \( \alpha_i \leq v_i \) for all \( i \). A slope \( s \in \text{Pic}(X) \otimes \mathbb{R} \) is called generic if it lies in the complement of the union of these hyperplanes over all effective curve classes.

**Proposition 2.1.5** ([1], [27]). Let \( X \) be a Nakajima quiver variety with \( T \) and \( A \) as above. Choose a chamber
\( C, \) polarization \( T^{1/2}, \) and generic slope \( s \in \text{Pic}(X) \otimes \mathbb{R}. \) Then there exists a unique map

\[
\text{Stab}_{C, T^{1/2}, s} : K_T(X^A) \to K_T(X)
\]

of \( K_T(pt) \)-modules satisfying the following three conditions

1. \( \text{Stab}_{C, T^{1/2}, s}((O_{F_i})|_{F_j}) = \left( \frac{\det N_{F_i}^{-1}}{\det T_{F_i, F_j}^{1/2}} \right)^{1/2} \Lambda^* \left( N_{F_i}^{-1} \right)^* \) where \( T_{F_i, F_j}^{1/2} \) is the part of the polarization at \( F_i \) consisting of nontrivial \( A \)-weights.

2. \( \text{Stab}_{C, T^{1/2}, s}((O_{F_i})|_{F_j}) = 0 \) unless \( F_j \in \text{Attr}^f(F_i) \)

3. \( \deg_A \left( \text{Stab}_{C, T^{1/2}, s}((O_{F_i})|_{F_j}) \otimes s|_{F_j} \right) \subset \deg_A \left( \text{Stab}_{C, T^{1/2}, s}((O_{F_i})|_{F_j}) \otimes s|_{F_j} \right) \) where \( \deg_A \) denotes the Newton polytope of a Laurent polynomial in the weights of \( A \).

For cotangent bundles of partial flag varieties, \( K \)-theoretic stable envelopes were also discussed in [33, 34, 35].

The dependence of stable envelopes on \( s \) is locally constant, and hence only depends on the choice of alcove in the affine hyperplane arrangement. So we will sometimes write \( \nabla \) for an alcove in place of \( s \).

There is a canonically defined slope for any quiver variety, which is given by a sufficiently small real multiple of an ample line bundle on \( X \). We refer to this as the small ample slope and denote it throughout by \( \epsilon \). We will denote the corresponding alcove by \( \nabla_0 \).

### 2.2 Quasimap counts

We briefly review the enumerative geometry of quasimaps to Nakajima quiver varieties. For more details, see [3, 28, 31]. We will discuss the definition of stable quasimaps, nonsingular conditions, relative conditions, descendant insertions, quantum difference equations, and localization of virtual classes.

#### 2.2.1 Stable quasimaps

Let \( X = M_{Q, 6}(v, w) \). Let \( C \) be a nonsingular projective curve.

**Definition 2.2.1** ([3] Definition 3.1.1). A stable quasimap genus 0 quasimap from \( C \) to \( X \) relative to \( p_1, \ldots, p_m \in C \) is given by the data

\[
(C', p'_1, \ldots, p'_m, P, f, \pi)
\]

where

- \( C' \) is a genus 0 connected curve with at worst nodal singularities.
• The points $p'_1, \ldots, p'_m$ are nonsingular points of $C'$.

• $P$ is a principal $G_v$ bundle over $C'$.

• $f$ is a section of the bundle $P \times_{G_v} \mathcal{Z}(v, w)$.

• $\pi : C' \to C$ is a regular map.

satisfying the following conditions

1. There is a distinguished component $C_0$ of $C'$ so that $\pi$ restricts to an isomorphism $\pi : C_0 \cong C$.

2. $\pi^{-1}(p_i)$ is a chain of rational curves connecting $p_i \in C_0$ and $p'_i \in C'$.

3. $f(p) \in \mathcal{Z}(v, w)$ is $\theta$-stable for all but a finite set of points disjoint from $p'_1, \ldots, p'_m$ and the nodes of $C'$.

4. The automorphism group (see below) of the quasimap is finite.

The points $p \in C'$ such that $f(p)$ lies in the $\theta$-unstable locus are called singularities of the quasimap. Otherwise, it is said to be nonsingular at $p$.

An isomorphism of quasimaps $(C'_1, p'_1, \ldots, p'_m, P_1, f_1, \pi_1)$ and $(C'_2, q'_1, \ldots, q'_m, P_2, f_2, \pi_2)$ is a pair $(\phi, \psi)$, where $\phi$ is an isomorphism of curves $\phi : C'_1 \to C'_2$ such that $\phi(p_i) = q_i$ and $\pi_2 \circ \phi = \pi_1$, and $\psi : P_1 \to P_2$ is an isomorphism of principal $G_v$-bundles such that $\psi \circ f_1 = f_2$.

**Definition 2.2.2.** The degree of a quasimap $(C', p'_1, \ldots, p'_m, P, f, \pi)$ to $X$ is the tuple $(d_i)_{i \in I} \in \mathbb{Z}^I$ where $d_i$ is the degree of the rank $v_i$ vector bundle $P \times_{G_v} V_i$ over $C'$.

**Proposition 2.2.3** ([3] Theorem 7.2.2). The stack $\mathcal{QM}_d^{\text{rel}, p_1, \ldots, p_m}$ parameterizing stable degree $d$ quasimaps from a curve $C$ to $X$ relative $p_1, \ldots, p_m$ is a Deligne-Mumford stack of finite type with a perfect obstruction theory.

As a corollary of this Proposition, it follows that there exists a canonical class on this stack known as the virtual structure sheaf, denoted by $O_{\text{vir}}$.

Instead of considering quasimaps relative to a set of points, it is conceptually simpler to consider quasimaps nonsingular at a set of points, which are defined as follows.
Definition 2.2.4. A stable genus 0 quasimap from $C$ to $X$ nonsingular at $p_1, \ldots, p_m \in C$ is given by the data

$$(C, p_1, \ldots, p_m, P, f)$$

where

- $C$ is a genus 0 connected curve with at worst nodal singularities.
- The points $p_1, \ldots, p_m$ are nonsingular points of $C$.
- $P$ is a principal $G$-bundle over $C$.
- $f$ is a section of the bundle $P \times_{G, \mathcal{Z}(v, w)} \mathcal{Z}(v, w)$.

satisfying the following conditions

1. $f(p) \in \mathcal{Z}(v, w)$ is $\theta$-stable for all but a finite set of points disjoint from $p_1, \ldots, p_m$ and the nodes of $C$.

2. The automorphism group of the quasimap is finite.

This definition is clearly a special case of Definition 2.2.1, and nonsingular quasimaps form an open substack of the stack of relative quasimaps. One can also impose nonsingular conditions are some marked points and relative conditions at others.

More generally, one can consider genus $g$ quasimaps to $X$, where $g \neq 0$. However, by the degeneration and glue formulas of [28] Section 6.5, quasimap counts for higher genus curves reduce to the genus 0 case.

2.2.2 Equivariance and evaluation maps

We restrict our attention to quasimaps from $C = \mathbb{P}^1$ to $X$. There is a natural action of $\mathbb{C}^\times$ on $\mathbb{P}^1$, and we denote this torus by $\mathbb{C}^\times_q$. If a torus $T$ acts on $X$, there is an induced action of $T$ on quasimaps to $X$. We will work equivariantly with respect to $T \times \mathbb{C}^\times_q$. As a result, we will only consider quasimaps from $\mathbb{P}^1$ to $X$ with marked points 0 or $\infty$ (or both). Hence we are interested in the following moduli spaces

$$QM_{\text{ns}0}, \ QM_{\text{rel}10}, \ QM_{\text{ns}0 \ \text{rel} \infty}, \ QM_{\text{rel}0 \ \text{rel} \infty}$$

and the spaces obtained by permuting 0 and $\infty$ above. When we want to avoid specifying a particular one of these spaces (for instance, to state a property which holds for all of them), we will use the notation $QM$. 
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So, if QM denotes any one of these spaces, we have a decomposition based on degree:

$$\text{QM} = \bigsqcup_{d \in \mathbb{Z}} \text{QM}^d$$

Furthermore, for any $p \in \mathbb{P}^1$, we have an evaluation map

$$\text{ev}_p : \text{QM} \to \mathfrak{X} := [\mathbb{Z}(v, w)/G_v]$$

If QM imposes a relative condition at $p$, then, using the notation of Definition 2.2.1, we will denote the evaluation map at $p'$ by $\tilde{\text{ev}}_p$. Pushforwards of the virtual structure sheaf are key objects of study in $K$-theoretic enumerative geometry. In equivariant $K$-theory, pushforwards exist for proper maps.

If $p$ is a relative (resp. nonsingular point), then $\tilde{\text{ev}}_p$ (resp. ev$_p$) lands in $X \subset \mathfrak{X}$. So, there is a commutative diagram

$$\begin{array}{ccc}
\text{QM}^d_{\text{ns}} p & \xrightarrow{\text{ev}_p} & \text{QM}^d_{\text{rel}} p \\
\downarrow & & \downarrow \tilde{\text{ev}}_p \\
X & \xrightarrow{\text{ev}_p} & X
\end{array}$$

It is known that the vertical map $\tilde{\text{ev}}_p$ is proper and we thus obtain a pushforward

$$\tilde{\text{ev}}_{p,*} : K_{T \times C_q^X}^{d}(\text{QM}^d_{\text{ns}} p) \to K_{T \times C_q^X}(X)$$

On the other hand, the map ev$_p$ is not proper. However, the restriction to the $C_q^X$ locus for a fixed degree $d$

$$\text{ev}_p : (\text{QM}^d_{\text{ns}} p)^{C_q^X} \to X$$

is proper, see Corollary 7.2.15 of [28]. As a result, the pushforward $\text{ev}_{p,*}$ is well-defined in localized $K$-theory:

$$\text{ev}_{p,*} : K_{T \times C_q^X}(\text{QM}^d_{\text{ns}} p) \to K_{T \times C_q^X}(X)_{\text{loc}} := K_{T \times C_q^X}(X) \otimes \text{Frac}(K_{T \times C_q^X}(pt))$$

by (2.4). Similarly, we can consider pushforwards from quasimap moduli spaces with conditions at both 0 and $\infty$. 
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2.2.3 Generating functions for quasimap counts

Quasimap counts are packaged into certain generating functions in [28]. Fix a polarization $T^{1/2}$ of $X$. This induces a virtual bundle $\mathcal{S}^{1/2}$ on $\mathbb{P}^1 \times \text{QM}$, where \text{QM} is a moduli space of quasimaps from $\mathbb{P}^1$ to $X$. Restricting to $0$ and $\infty$ gives virtual bundles $\mathcal{S}_0^{1/2}$ and $\mathcal{S}_\infty^{1/2}$ on \text{QM}. The symmetrized virtual structure sheaf is defined by

$$\widetilde{\mathcal{O}}_{\text{vir}} := O_{\text{vir}} \otimes \left( \mathcal{K}_{\text{vir}} \otimes \det \mathcal{S}_0^{1/2} \otimes \det \mathcal{S}_\infty^{1/2} \right)^{1/2}$$

(2.7)

where $\mathcal{K}_{\text{vir}} = (\det T_{\text{vir}})^{-1}$ and $T_{\text{vir}}$ is the virtual tangent space of \text{QM}. As explained in Section 6.1 of [28], using the symmetrized virtual structure sheaf is important for the existence of limits.

As in Definition (2.2.2), the degree $d$ of a quasimap is a tuple $(d_i)_{i \in I} \in \mathbb{Z}^I$. We introduce variables $z_i$ for $i \in I$ to record the degree. We write

$$z^d := \prod_{i \in I} z_i^{d_i}$$

The variables $z_i$ are known as the Kähler parameters. We will consider generating functions in $z$ below. We adopt the convention that in all such generating series, a sum $\sum_d \ldots$ is assumed to be taken over the cone consisting of degrees for which the moduli space of quasimaps is nonempty. For such a generating series with coefficients in a ring $A$, we will abuse notation and write it as an element of the ring $A[[z]]$, with the understanding that some of the terms may involve negative powers of $z_i$.

For clarity, below we will write the moduli space of quasimaps as the first argument of evaluation maps with the second argument being the class pushed forward.

**Definition 2.2.5.** The vertex with descendants is the map

$$V : K_T(X) \to K_{T \times C_q^0}(X)_{\text{loc}}[[z]]$$

**defined by**

$$V(\tau) = \sum_d ev_{0,*} \left( \text{QM}^d_{\text{ns}0}, ev_{\infty,*}(\tau) \otimes \widetilde{\mathcal{O}}_{\text{vir}}^d \right) z^d$$

(2.8)

The vertex with descendants provides a type of generalized $q$-hypergeometric function. For explicit computations in this regard, see [9, 14, 15, 16, 31, 40]. It also plays a key role in the enumerative perspective on 3d mirror symmetry, see [1, 4, 5, 7, 8].
Definition 2.2.6. The capping operator is the formal series

$$\Psi = \sum_d (\hat{ev}_0 \times ev_\infty)_* \left( \text{QM}_{rel 0}^d, \hat{O}_{vir}^d \right) \zeta^d \in K_{T \times C^\infty_q}(X)_{loc}^{\otimes 2}[[z]]$$ (2.9)

A vector space $V$ with a bilinear form $B$ allows one to define a map $V \otimes V \to \text{End}(V)$ via

$$\sum_i a_i \otimes b_i : v \mapsto \sum_i B(b_i, v) a_i$$

On localized equivariant $K$-theory, the equivariant Euler characteristic of (2.5) provides a bilinear form

$$(\cdot, \cdot)_X : K_{T \times C^\infty_q}(X)_{loc} \times K_{T \times C^\infty_q}(X)_{loc} \to \text{Frac}(K_{T \times C^\infty_q}(pt))$$ (2.10)

which we use to interpret $\Psi$ as an element of $\text{End}(K_{T \times C^\infty_q}(X)_{loc})[[z]]$. We will use this freely to interpret 2-tensors as operators.

Definition 2.2.7. The capped vertex with descendants is the map

$$\hat{V} : K_T(X) \to K_{T \times C^\infty_q}(X)[[z]]$$

defined by

$$\hat{V}(\tau) = \sum_d \hat{ev}_0_* \left( \text{QM}_{rel 0}^d, ev_\infty^* (\tau) \otimes \hat{O}_{vir}^d \right) \zeta^d \in K_{T \times C^\infty_q}(X)[[z]]$$ (2.11)

Computing the capped vertex by localization, see Section 7.4 of [28], shows that

$$\hat{V}(\tau) = (\Psi \circ V)(\tau)$$ (2.12)

Definition 2.2.8. The glue matrix is the formal series

$$G = \sum_d (\hat{ev}_0 \times \hat{ev}_\infty)_* \left( \text{QM}_{rel 0}^d, \hat{O}_{vir}^d \right) \zeta^d \in K_{T \times C^\infty_q}(X)_{loc}^{\otimes 2}[[z]]$$ (2.13)

As in (2.10), we view the glue matrix as an element of $\text{End}(K_{T \times C^\infty_q}(X))[[z]]$. Since the pushforwards in the definition of $G$ are relative pushforwards, we do not need to consider localized $K$-theory. Since $\text{QM}_{rel 0}^{\otimes 0} = X$, the constant term of the glue matrix is 1. Hence this operator is invertible in $\text{End}(K_{T \times C^\infty_q}(X))[[z]]$. 

22
All of these objects are series in the variables \( z_i \). We will write or omit the argument \( z \) depending on convenience.

### 2.2.4 Quantum difference equation

For a tautological line bundle \( \mathcal{L}_i := \det \mathcal{V}_i \in \text{Pic}(X) \), we define the operator

\[
M_{\mathcal{L}_i}(z) = \left( \sum_d (\hat{ev}_0 \times \hat{ev}_\infty)_* \left( QM^d_{\text{rel}0, \text{rel} \infty} \otimes \det H^*(\mathcal{V}_i \otimes \pi^*(O_0)) \right) \right) G^{-1} \in \text{End}(K_{T \times \mathbb{C}_q}^*(X))[[z]]
\]

where \( \pi : C \to \mathbb{P}^1 \) is part of the quasimap data from Definition 2.2.1.

By Kirwan surjectivity, [19], any line bundle \( \mathcal{L} \) can be written in terms of the tautological line bundles as

\[
\mathcal{L} = \bigotimes_{i \in I} \mathcal{L}_i^{m_i}
\]

We denote

\[
zq^{\mathcal{L}} = (z_1^{q^{m_1}}, z_2^{q^{m_2}}, \ldots, z_n^{q^{m_n}})
\]

where \( n = |I| \).

**Proposition 2.2.9** ([28] Theorem 8.1.16). For any tautological line bundle \( \mathcal{L}_i \), the capping operator satisfies the equation

\[
\Psi(zq^{\mathcal{L}}) \mathcal{L}_i = M_{\mathcal{L}_i}(z) \Psi(z)
\]

where \( \mathcal{L}_i \) denotes the operator of tensor multiplication by \( \mathcal{L}_i \).

The map

\[
\mathcal{L}_i \mapsto M_{\mathcal{L}_i}(z)
\]

extends to a map

\[
\text{Pic}(X) \to \text{End}(K_{T \times \mathbb{C}_q}^*(X))[[z]]
\]

\[
\mathcal{L} \mapsto M_{\mathcal{L}}(z)
\]

such that

\[
\Psi(zq^{\mathcal{L}}) \mathcal{L} = M_{\mathcal{L}}(z) \Psi(z)
\]
This is known as the quantum difference equation. It provides a system of linear equations that determine each coefficient of $z$ in $\Psi(z)$ and provides an effective way to explicitly compute $\Psi(z)$.

### 2.2.5 Localization of the virtual structure sheaf

Equivariant localization is a powerful tool that can be used to compute pushfowards of $\hat{O}_{\text{vir}}$ from various quasimap moduli spaces. For this purpose, it is important to understand the virtual tangent space on $\text{QM}$, one of the moduli spaces of (2.6), at $\mathbb{C}^*_q$-fixed points.

Let $g \in \text{QM}^{\mathbb{C}^*_q}$. As at the beginning of Section 2.2.3, a polarization $T^{1/2}$ of $X$ determines a virtual vector bundle $\mathcal{F}^{1/2}$ on $\mathbb{P}^1$. By the definition of the deformation theory, see Section 4 of [28], the virtual tangent space on $\text{QM}$ at the point $g$ is

$$T_{\text{vir},g} = H^*(\mathbb{P}^1, \mathcal{F}^{1/2} + \hbar^{-1}(\mathcal{F}^{1/2})^*)$$

Let $\mathcal{K}$ be the canonical bundle on $\mathbb{P}^1$. Equivariantly, we have $\mathcal{K} - O_{\mathbb{P}^1} = -O_0 - O_{\infty}$. For later use, we will need an alternate formula for the virtual tangent space.

**Proposition 2.2.10** ([28] Lemma 6.1.4). Let $\mathcal{F}^{1/2}$ be the class on the quasimap moduli space induced by $T^{1/2}$. The virtual tangent space is equal to

$$T_{\text{vir}} = \mathcal{F}_0^{1/2} + \mathcal{F}_\infty^{1/2} + H - \hbar^{-1}H^*$$

where $H = H^*(\mathbb{P}^1, \mathcal{F}^{1/2} \otimes \mathcal{K})$.

When computing the pushforward of $\hat{O}_{\text{vir}}$ by equivariant localization, the main contributions arise from the virtual tangent space. Proposition 2.2.10 is useful for analyzing the limits in $q$ of the terms that arise in localization computations. In particular, the terms $H - \hbar^{-1}H^*$ contribute to localization computations for $\hat{O}_{\text{vir}}$ via rational functions like

$$-\frac{1 - \hbar x}{\sqrt{\hbar}(1 - x)}$$

whose limits exist as $x^\pm \to \infty$.

Later on, it will be important to understand the behavior of the $q^\pm 1 \to 0$ limits of $V$. At a fixed
quasimap \( g \in (\text{QM}^d)_{\text{ns}0}^{\times} \), the vector bundles for a quasimaps split

\[
\mathcal{Y}_i \equiv \bigoplus_{j=1}^{v_i} \mathcal{O}(d_{i,j})
\]  

(2.14)

The bundles \( \mathcal{O}(d_{i,j}) \) acquire a natural \( \mathbb{C}_q^{\times} \)-equivariant structure.

**Proposition 2.2.11** ([28] Section 7.1). The bundles \( \mathcal{O}(d_{i,j}) \) arising from a \( \mathbb{C}_q^{\times} \)-fixed quasimap in \( \text{QM}^d_{\text{ns}0} \) are linearized so that the fibers of \( \mathcal{O}(d_{i,j}) \) over 0 and \( \infty \) have \( q \)-weights 1 and \( q^{-d_{i,j}} \), respectively.

Similarly, in the case of a \( \mathbb{C}_q^{\times} \)-fixed quasimap in \( \text{QM}^d_{\text{ns}0} \), the fibers of \( \mathcal{O}(d_{i,j}) \) over 0 and \( \infty \) have \( q \)-weights \( q^{d_{i,j}} \) and 1, respectively.

In the twist giving \( \mathcal{O}_{\text{vir}} \) in (2.7), we assume that we are using the polarization \( T_{\text{opp}}^{1/2} \) opposite some chosen polarization, so as to match notations that will appear in the next chapter. In Proposition 2.2.10, we can just as well use \( \mathcal{S}_{\text{opp}}^{1/2} \), the virtual bundle on \( \mathbb{P}^1 \) induced by \( T_{\text{opp}}^{1/2} \), instead of \( \mathcal{S}^{1/2} \). So

\[
T_{\text{vir}} = \mathcal{S}_{\text{opp},0}^{1/2} + \mathcal{S}_{\text{opp},\infty}^{1/2} + H - h^{-1}H^*, \quad H = H^*(\mathbb{P}^1, \mathcal{S}_{\text{opp}}^{1/2} \otimes \mathcal{K})
\]

Since the pushforward \( \text{ev}_{0,*} \left( \text{QM}^d_{\text{ns}0}, \mathcal{O}_{\text{vir}}^d \right) \) is defined by localization, by definition we have

\[
\text{ev}_{0,*} \left( \text{QM}^d_{\text{ns}0}, \mathcal{O}_{\text{vir}}^d \right) = \sum_{g \in (\text{QM}^d_{\text{ns}0})^{\times}} \text{ev}_{0,*} \left( \text{QM}^d_{\text{ns}0}, \mathcal{O}_{\text{vir}}^d \mid_{g} \right) \Lambda^* \left( T_{\text{vir},g} \right)
\]

\[
= \sum_{g \in (\text{QM}^d_{\text{ns}0})^{\times}} \hat{a} \left( T_{\text{vir},g} \right) \left( \frac{\det \mathcal{S}_{\text{opp},0}^{1/2} \mid_{g}}{\det \mathcal{S}_{\text{opp},\infty}^{1/2} \mid_{g}} \right)^{1/2} \in K_{T \times \mathbb{C}_q^{\times}}(X)_{\text{loc}} = K_T(X)_{\text{loc}} \otimes \mathbb{C}(q)
\]

where \( \hat{a} \) is the function from (2.3).

We consider the limits in \( q \). Using Proposition 2.2.10, we have

\[
\hat{a} \left( T_{\text{vir},g} \right) \left( \frac{\det \mathcal{S}_{\text{opp},0}^{1/2} \mid_{g}}{\det \mathcal{S}_{\text{opp},\infty}^{1/2} \mid_{g}} \right)^{1/2} = \hat{a} \left( \mathcal{S}_{\text{opp},0}^{1/2} \mid_{g} \right) \hat{a} \left( \mathcal{S}_{\text{opp},\infty}^{1/2} \mid_{g} \right) \hat{a} \left( H - h^{-1}H^* \right) \left( \frac{\det \mathcal{S}_{\text{opp},0}^{1/2} \mid_{g}}{\det \mathcal{S}_{\text{opp},\infty}^{1/2} \mid_{g}} \right)^{1/2}
\]  

(2.15)

The \( q^{\pm 1} \rightarrow 0 \) limits of \( \hat{a} \left( H - h^{-1}H^* \right) \) clearly exist. The terms \( \hat{a} \left( \mathcal{S}_{\text{opp},0}^{1/2} \mid_{g} \right) \) and \( \det \mathcal{S}_{\text{opp},0}^{1/2} \) do not depend on
because of Proposition 2.2.11. From the identity

$$\frac{1}{(\hbar x)^{-1/2}((\hbar x)^{-1/2} - (\hbar x)^{1/2})} = \frac{1}{1 - x^{-1}} \frac{-(1 - x^{-1})}{1 - (\hbar x)^{-1}}$$

the remaining terms in (2.15) are

$$\hat{a}\left(\mathcal{T}_{\text{opp,\infty}}^{1/2} | g\right) \left(\mathcal{T}_{\text{opp,\infty}}^{1/2} | g\right)^*$$

$$\left(\det \mathcal{T}_{\text{opp,\infty}}^{1/2} | g\right)^{1/2} \Lambda^\bullet \left(\mathcal{T}_{\text{opp,\infty}}^{1/2} | g\right) \Lambda^\bullet \left(\mathcal{T}_{\text{opp,\infty}}^{1/2} | g\right)^*$$

The second fraction has finite limits at $q^\pm \to \infty$. So we have proved the following.

**Lemma 2.2.12.** Let $g \in \left(QM_{\text{hs,0}}^d\right)^{\text{CY}}_q$. Then localization contributions from $\tilde{\mathcal{O}}_\text{vir}^d$ to the vertex $V$ at $g$ take the form

$$\frac{R_g}{\Lambda^\bullet \left(\mathcal{T}_{\text{opp,\infty}}^{1/2} | g\right)^*}$$

where $\lim_{q^\pm \to \infty} R_g$ is finite.
CHAPTER 3
Exotic Difference Equations and their Solutions

In this chapter, we provide the main constructions. First, we review the definition of the algebra \( \mathbb{H}(\mathfrak{g}_Q) \) associated to a quiver. Then, we define the wall-crossing operators and review the representation-theoretic description of the quantum difference equations. Then we define our so-called exotic quantum difference equations. We study the solutions of such equations and, in our main result, relate them to the \( K \)-theoretic enumerative geometry of quasimaps.

3.1 Quantum difference equations

We will review the representation-theoretic description of the quantum difference equation of Section 2.2.4 obtained in [30]. It utilizes a certain quantum group associated to the quiver, so we start with this.

3.1.1 Quantum affine algebras

Stable envelopes in \( K \)-theory are the key ingredient used in [30] to construct the quantum group \( \mathbb{H}(\mathfrak{g}_Q) \). Fix a quiver \( Q \), a stability condition \( \theta \), and a framing vector \( w \). Let \( M(w) := \bigsqcup_v M(v, w) \) by (2.2). Since the action of the torus \( T \) commutes with the action of \( \mathbb{C}^\times \), we have

\[ K_T(M(w)^{\mathbb{C}^\times}) \cong K_T(M(w^\prime)) \otimes K_T(M(w^\prime)) \]
Let $F_w := K_T(M(w))$. The torus $\mathbb{C}_u^\times$ has two chambers, depending on whether the character $u$ is attracting or repelling. We denote these by $+$ and $-$, respectively. Nakajima quiver varieties have many canonical polarizations, which are obtained via universal formulas in the tautological bundles (i.e. formulas independent of $v$ and $w$), see Section 2.2.7 of [18]. We fix such a formula in the tautological bundles, and use the polarization it provides for each connected component $M(v, w)$ of $M(w)$. We denote this choice of polarization by $T_{1/2}$. As discussed in Section 2.1.4, stable envelopes of a Nakajima variety $M(v, w)$ depend on a choice of slope, which is a generic element of $\text{Pic}(M(v, w)) \otimes \mathbb{R}$. In this context, generic means that it lies in the complement of the union of countably many affine hyperplanes. By Kirwan surjectivity, there is a surjective map $\mathbb{R}^I \to \text{Pic}(M(v, w)) \otimes \mathbb{R}$, where $I$ is the vertex set of the quiver. We select an element $s \in \mathbb{R}^I$ that maps to a generic slope under this map for all choices of $v$ and $w$. This is possible because there are only countably many hyperplanes to be avoided.

Then the slope $s$ $R$-matrix is defined as

$$R^s(u) = \text{Stab}_{T^{1/2}, s}^{-1} \circ \text{Stab}_{T^{1/2}, s} \in \text{End}(F_w \otimes F_{w'}) \otimes \mathbb{C}(u)$$

(3.1)

Rational functions of $u$ are required to invert the stable envelope.

The compatibility of $R$-matrices with further splittings is expressed by the following proposition.

**Proposition 3.1.1.** Let $w_1$, $w_2$, and $w_3$ be framing vectors. Let $\text{Stab}_{T^{1/2}, s}^{23} : F_{w_2} \otimes F_{w_3} \to F_{w_2+w_3}$. Then

$$(1 \otimes \text{Stab}_{s,+}^{23})^{-1} R^s_{F_{w_1}, F_{w_2+w_3}} (1 \otimes \text{Stab}_{s,+}^{23}) = R^s_{F_{w_1}, F_{w_2}} R^s_{F_{w_1}, F_{w_2}}$$

where $R^s_{F_{w_i}, F_{w_j}}$ stands for the $R$-matrix acting in the $i$th and $j$th components.

**Proof.** This follows from the triangle lemma for stable envelopes. For details, see Section 4.2 of [18]. \qed

Using these $R$-matrices, [30] employs the so-called FRT procedure of [32] to define a Hopf algebra $\mathcal{H}_h(\hat{g}_Q)$ which acts on $F_w$ for any choice of framing $w$, see also [18] Section 4 for a discussion of the FRT procedure in cohomology. We review the procedure here.

As defined above, we have an $R$-matrix $R^s_{F_w, F_{w'}}(u)$ acting in the tensor product of two such spaces. We
define $R$-matrices acting on arbitrary tensor products by

\[
\mathcal{R}^s_{\otimes j F_{w_j}, \otimes k F_{w_k}} := \prod_{j \in J} \prod_{k \in K} \mathcal{R}^s_{F_{w_j}, F_{w_k}} (u_i/u_k) \in \text{End} \left( \bigotimes_{j \in J} F_{w_j} \otimes \bigotimes_{k \in K} F_{w_k} \right) \otimes \mathbb{C}((u_j/u_k)_{j, k \in J, K})
\] (3.2)

where the arrows over $\prod$ denotes the product ordered increasing from right to left over some choice of ordering of the index sets $J$ and $K$. In the above products, we understand $\mathcal{R}^s_{F_{w_j}, F_{w_k}} (u_i/u_k)$ to be acting by the $R$-matrix in the sub-scripted components and by 1 elsewhere. We similarly define $R$-matrices acting on the duals of such spaces by

\[
\mathcal{R}^s_{F_{w'_j}, F_{w'_k}} = \left( \left( \mathcal{R}^s_{F_{w_j}, F_{w_k}} \right)^{-1} \right)^{t_2}, \quad \mathcal{R}^s_{F_{w_j}, F_{w'_k}} = \left( \left( \mathcal{R}^s_{F_{w_j}, F_{w'_k}} \right)^{-1} \right)^{t_1}, \quad \mathcal{R}^s_{F_{w_j}, F_{w'_k}} = \left( \mathcal{R}^s_{F_{w_j}, F_{w'_k}} \right)^{t_1 t_2}
\]

where $t_i$ stands for the transpose with respect to the $i$th factor.

Let $\mathcal{B}$ be the smallest set containing all $F_{w_j}$, closed under taking duals and tensor products. The quantum group $\mathcal{U}_\hbar(\hat{g}_\mathcal{Q})$ is defined as a subalgebra of $\prod_{V \in \mathcal{B}} \text{End}(V)$. For an element $a \in \prod_{V \in \mathcal{B}} \text{End}(V)$, denote by $a_V$ the component of $a$ acting in $\text{End}(V)$ for some specific $V \in \mathcal{B}$.

**Definition 3.1.2.** Fix an auxiliary space $V_0 \in \mathcal{B}$ and a finite rank operator $m(u) \in \text{End}(V_0) \otimes \mathbb{C}(u)$. Let $E(m(u)) \in \prod_{V \in \mathcal{B}} \text{End}(V)$ be the operator such that

\[
E(m(u))_V = \text{Res}_{u=\infty} \text{Tr}((m(u) \otimes 1) \mathcal{R}^s_{V_0, V})
\]

Let $\mathcal{U}_\hbar(\hat{g}_\mathcal{Q})$ be the subalgebra of $\prod_{V \in \mathcal{B}} \text{End}(V)$ generated by $E(m(u))$ over all auxiliary spaces $V_0$ and all $m(u) \in \text{End}(V_0)$.

**Proposition 3.1.3** ([32]). The algebra $\mathcal{U}_\hbar(\hat{g}_\mathcal{Q})$ is a Hopf algebra.

The algebra $\mathcal{U}_\hbar(\hat{g}_\mathcal{Q})$ depends on the choice of slope $s$ used in the construction of the $R$-matrices.

**Proposition 3.1.4** ([30]). Different choices of slope lead to isomorphic algebras with nonisomorphic Hopf structures.

By the above proposition, we are justified in writing $\mathcal{U}_\hbar(\hat{g}_\mathcal{Q})$ for the algebra constructed from any choice of slope. However, we will write $\Delta_s, S_s,$ and $\epsilon_s$ for the coproduct, antipode, and counit structure labeled by $s$. 
By construction, $\mathcal{U}_h(\hat{g}_Q)$ acts on any of the elements of $\mathcal{B}$. Any of these modules are isomorphic to a tensor product of the so-called fundamental representations

$$F_i = K_\ell(M(\delta_i)) \tag{3.3}$$

and their duals, where $\delta_i$ stands for the single framing at vertex $i$.

By definition, the slope $s$ coproduct $\Delta_s$ can be described via stable envelopes.

**Proposition 3.1.5.** Given $a \in \mathcal{U}_h(\hat{g}_Q)$, we write $a_w$ for the component of $a$ acting on $F_w$ and $a_{w,w'}$ for the component acting on $F_w \otimes F_{w'}$. Let $\text{Stab}_{+,T^{1/2},s} : F_w \otimes F_{w'} \to F_{w+w'}$. Then we have

$$\Delta_s(a)_{w,w'} = \text{Stab}_{+,T^{1/2},s}^{-1} \circ a_{w+w'} \circ \text{Stab}_{+,T^{1/2},s}$$

**Proof.** Given a generator

$$E(m(u)) \in \mathcal{U}_h(\hat{g}_Q)$$

where $m(u) \in \text{End}(V_0)$, we have

$$E(m(u))_{w_1+w_2} = \text{Res}_{u=0} \text{Tr}_{V_0} \left( (m(u) \otimes 1) \mathcal{R}_{V_0,F_{w_1+w_2}}^s \right)$$

by definition. So

$$\text{Stab}_{+,T^{1/2},s}^{-1} E(m(u))_{w_1+w_2} \text{Stab}_{+,T^{1/2},s} = \text{Res}_{u=0} \text{Tr}_{V_0} \left( (1 \otimes \text{Stab}_{+,T^{1/2},s}^{-1}) (m(u) \otimes 1) \mathcal{R}_{V_0,F_{w_1+w_2}}^s (1 \otimes \text{Stab}_{+,T^{1/2},s}) \right)$$

$$= \text{Res}_{u=0} \text{Tr}_{V_0} \left( (m(u) \otimes 1 \otimes 1) \mathcal{R}_{V_0,F_{w_1} F_{w_2}}^s \mathcal{R}_{V_0,F_{w_1} F_{w_2}}^s \right)$$

where the last line follows by Proposition 3.1.1. By (3.2) and the definition of $E(m(u))_{w_1,w_2}$, we have

$$\text{Stab}_{+,T^{1/2},s}^{-1} E(m(u))_{w_1+w_2} \text{Stab}_{+,T^{1/2},s} = \text{Res}_{u=0} \text{Tr}_{V_0} \left( (m(u) \otimes 1 \otimes 1) \mathcal{R}_{V_0,F_{w_1} F_{w_2}}^s \right)$$

$$= \Delta_s(E(m(u)))_{w_1,w_2}$$

\[\square\]
Similarly, one can consider the change between stable envelopes on opposite sides of a wall. Let $w \subset \text{Pic}(X) \otimes \mathbb{R}$ be a wall, and let $\nabla$ and $\nabla'$ be two alcoves on opposite sides of $w$. We assume that there is a real line bundle $\mathcal{L}_w \in \text{Pic}(X) \otimes \mathbb{R}$ on the wall and a small ample slope $\epsilon$ such that $\mathcal{L}_w + \epsilon \in \nabla'$ and $\mathcal{L}_w - \epsilon \in \nabla$. In this case, we say that the wall $w$ is crossed in the positive direction from $s$ to $s'$. Given a splitting $w = uw' + w''$, we define the wall $w$ R-matrix by

$$R^\pm_w(u) = \text{Stab}^{-1}_{\pm, T^{1/2}, s'} \circ \text{Stab}_{\pm, T^{1/2}, s} \in \text{End}(F_w' \otimes F_w'') \otimes \mathbb{C}(u) \quad (3.4)$$

We renormalize the wall R-matrices by

$$R^\pm_w = \hbar \Omega R^\pm_w$$

where $\Omega$ is the diagonal operator which scales classes supported on a fixed component $\mathcal{M}(v_1, w_1) \times \mathcal{M}(v_2, w_2)$ by one-fourth of the codimension of the component. The codimension function can be written explicitly as a function of $v, w, v'$, and $w'$, see formula (34) of [30]. Again, the FRT procedure allows one to use these $R$-matrices to construct a Hopf algebra $\mathcal{Y}_h(\mathfrak{g}_w)$ called the wall subalgebra. As shown in [30], each wall subalgebra is a subalgebra of $\mathcal{Y}_h(\mathfrak{g}_Q)$.

### 3.1.2 Wall crossing operators

There are certain distinguished elements of $\mathcal{Y}_h(\mathfrak{g}_Q)$ that are used to describe the quantum difference equation.

If $\gamma \in K_T(\mathcal{M}(v_1, w_1) \times \ldots \times \mathcal{M}(v_m, w_m))$, let

$$Z(k)(\gamma) = \prod_{i \in I} z_i^{v_i} \gamma$$

We denote by $Z(k)$ the corresponding element of $\prod_{w_1, \ldots, w_m} \text{End}(F_{w_1} \otimes \ldots \otimes F_{w_m}) \otimes \mathbb{C}(z)$.

**Definition 3.1.6.** Let $A$ be an operator acting on $F_w \otimes F_{w'}$ such that $A = \bigoplus_\alpha A_\alpha$ where

$$A_\alpha : K_T(\mathcal{M}(v, w)) \otimes K_T(\mathcal{M}(v', w')) \rightarrow K_T(\mathcal{M}(v + \alpha, w)) \otimes K_T(\mathcal{M}(v' - \alpha, w'))$$

Then $A$ is said to be strictly lower triangular if $\langle \alpha, \theta \rangle \leq 0$ for all $\alpha$ that appear and $A_0 = 1$. Similarly, $A$ is said to be strictly upper triangular if $\langle \alpha, \theta \rangle \geq 0$ for all $\alpha$ that appear and $A_0 = 1$.

A direct summand $K_T(\mathcal{M}(v_1, w_1) \times \ldots \times \mathcal{M}(v_m, w_m))$ in $F_{w_1} \otimes F_{w_m}$ is called a weight space. The sum
\( v_1 + \ldots + v_m \) is called the total weight. Then it follows that an operator as in Definition 3.1.6 preserves the total weight.

**Proposition 3.1.7** ([30] Proposition 6). For each wall \( w \), there exists an element \( J_w(z) \in \mathcal{U}_h(\mathfrak{g}_w) \otimes \mathcal{U}_h(\mathfrak{g}_w) \otimes \mathbb{C}(z) \) so that \( J_w(z)_{w,w'} \) is a strictly lower triangular operator on \( F_w \otimes F_{w'} \) satisfying the equation

\[
R_w^{-1}Z_{(1)}^{-1}J_w(z) = J_w(z)h^\mathcal{D}Z_{(1)}^{-1}
\]  
for all framing vectors \( w \) and \( w' \).

Let \( C \) be the Cartan matrix of the quiver, i.e. \( C = 2I - (A_Q + A_Q^T) \), where \( A_Q \) is the adjacency matrix of the quiver. For dimension and framing dimension vectors \( v \) and \( w \), let \( \kappa(v, w) = (Cv - w)/2 \) and let \( \kappa(v, w)_i \) be the \( i \)-th component of \( \kappa(v, w) \). Let \( \mathcal{L}_w \) be a real line bundle on the wall \( w \).

For each wall \( w \), the formula

\[
m\left( (1 \otimes S_w)J_w(zq^{-\mathcal{L}_w})^{-1} \right)
\]

provides an element of \( \mathcal{U}_h(\mathfrak{g}_w) \otimes \mathbb{C}(z, q) \), where \( S_w \) is the antipode of the Hopf algebra \( \mathcal{U}_h(\mathfrak{g}_w) \) and \( m : \mathcal{U}_h(\mathfrak{g}_w) \otimes \mathcal{U}_h(\mathfrak{g}_w) \to \mathcal{U}_h(\mathfrak{g}_w) \) is the multiplication map. Since \( J_w(z) \) is lower triangular (and in particular, preserves the total weight in the tensor product of two representations), the above element preserves each weight space \( K_T(M(v, w)) \). If \( A \in \mathcal{U}_h(\mathfrak{g}_w) \otimes \mathbb{C}(z, q) \) is an operator that preserves each weight space, we denote by \( A|_{z \to zq} \) the result of substituting \( z_i \to z_i^q \) in the component acting on \( K_T(M(v, w)) \).

**Definition 3.1.8** ([30] equation (66)). For each wall \( w \), let

\[
B_w(z) = m\left( (1 \otimes S_w)J_w(zq^{-\mathcal{L}_w})^{-1} \right)|_{z \to q^\mathcal{L}_w} \in \mathcal{U}_h(\mathfrak{g}_w) \otimes \mathbb{C}(z, q)
\]

We refer to \( B_w(z) \) as the wall-crossing operator for the wall \( w \).

3.1.3 Properties of wall-crossing operators

We also introduce the shift operator \( T_{\mathcal{L}} \), which acts on rational functions of \( z \) by \( z \to zq^{\mathcal{L}} \).

**Proposition 3.1.9** ([30] Proposition 9).

\[
\mathcal{L}T_{\mathcal{L}}^{-1}B_w(z) = B_{w+\mathcal{L}}(z)\mathcal{L}T_{\mathcal{L}}^{-1}
\]  
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Given a wall $w$, we denote by $\mathcal{L}_w \in \text{Pic}(X) \otimes_{\mathbb{Z}} \mathbb{R}$ a real line bundle on this wall. While there is no canonical choice of $\mathcal{L}_w$, for our purposes, it does not matter which line bundle is chosen.

**Proposition 3.1.10.** The operator

$$B_w(zq^{\mathcal{L}_w})$$

does not depend on $q$.

**Proof.** The only $q$-dependence in $B_w(z)$ arises from the shift $z \rightarrow zq^{-\mathcal{L}_w}$. Hence reversing this shift removes any $q$-dependence. \hfill $\square$

**Lemma 3.1.11.** $J_w(z)$ can be expanded as a formal power series in $z$ as

$$J_w(z) = 1 + \sum_{d, \langle d, \theta \rangle > 0} J_{w,d} z^d, \quad J_{w,d} \in \mathcal{H}(g_w)$$

where $\theta$ is the stability condition.

**Proof.** This follows from the strictly lower triangularity of $J_w(z)$ and $R^w$, along with the equation (3.5). \hfill $\square$

**Proposition 3.1.12.** $B_w(z)$ can be expanded as a formal power series in $z$ as

$$B_w(z) = 1 + \sum_{d, \langle d, \theta \rangle > 0} B_{w,d} z^d, \quad B_{w,d} \in \mathcal{H}(g_w)[q^\pm 1]$$

where $\theta$ is the stability condition.

**Proof.** This follows from the definition of $B_w(z)$ and the previous lemma. \hfill $\square$

**Proposition 3.1.13.**

$$\lim_{q \to \infty} B_w(zq^{\mathcal{L}_w}) = 1$$

if $\mathcal{L}_w - \mathcal{L}$ is ample.

**Proof.** Shifting $z \rightarrow zq^{\mathcal{L}_w - \mathcal{L}_w}$ in $J_w(z)$ gives

$$J_w(zq^{\mathcal{L}_w - \mathcal{L}_w}) = 1 + \sum_{d, \langle d, \theta \rangle > 0} J_{w,d} q^{\langle \mathcal{L}_w - \mathcal{L}_w, d \rangle} z^d$$
If \( L_w - L \) is ample, then the powers of \( q \) appearing above are all negative. Hence

\[
\lim_{q \to \infty} J_w(zq^{L_w - L}) = 1
\]

From (3.7), we have

\[
B_w(zq^{L}) = m \left((1 \otimes S_w)J(zq^{L_w - L})^{-1}\right) \bigg|_{z \to z_H}
\]

So

\[
\lim_{q \to \infty} B_w(zq^{L}) = 1
\]

\[\square\]

3.1.4 Representation-theoretic description

Now we fix a particular quiver variety \( X = \mathcal{M}(v, w) \).

**Definition 3.1.14.** Let \( \nabla \subset \text{Pic}(X) \otimes \mathbb{R} \) be an alcove and let \( L \in \text{Pic}(X) \). Choose a path from \( \nabla \) to \( \nabla - L \) in \( \text{Pic}(X) \otimes \mathbb{R} \). Let \( w_1, \ldots, w_k \) be the ordered sequence of walls that this path crosses. If \( w_i \) is crossed negatively, let \( m_i = 1 \) and otherwise let \( m_i = -1 \). We say that \( \{(w_i, m_i)\}_{i=1}^{k} \) is a sequence of oriented walls from \( s \) to \( s - L \). Furthermore, we define

\[
B_{\nabla, L}(z) := B_{w_k}(z)^{m_k} \cdots B_{w_1}(z)^{m_1}
\]

One of the main results of [30] is that this operator is well-defined. Namely, it does not depend on the choice of path. Recall from Proposition 2.2.9 that the capping operator \( \Psi(z) \) of \( X \) satisfies the equation

\[
\Psi(zq^{L}) = M_{L}(z)\Psi(z)
\]

for any \( L \in \text{Pic}(X) \).

The main result of [30] is the following.

**Theorem 3.1.15 ([30] Theorem 5).** Let \( \nabla_0 \subset \text{Pic}(X) \otimes \mathbb{R} \) be the alcove containing small ample line bundles.

For any \( L \in \text{Pic}(X) \),

\[
M_{L}(z) = \mathcal{C}_X L B_{\nabla_0, L}^{-1} \in \text{End}(K_{T \times C_q}(X))[[z]]
\]

(3.8)

where \( \mathcal{C}_X \in K_{T \times C_q}(pt)[[z]] \) is a constant depending on \( X \).
Remark 3.1.16. This is equivalent to Theorem 5 of [30]. In [30], however, this result is written slightly differently to emphasize the compatibility of $\mathcal{L} \mathcal{B}^{-\nabla_0}(z)$ with the qKZ equations. Theorem 3.1.15 is equivalent to Theorem 5 of [30] by the relationship between stable envelopes and coproducts expressed in Proposition 3.1.5.

Remark 3.1.17. The form of the constant $C_X$ is unknown. It will show up as a simple prefactor in our formulas below.

For later use, we record the following lemma.

Lemma 3.1.18. The constant $C_X$ satisfies

$$C_X = 1 + \sum_{d, (d, d) > 0} C_X d z^d$$

and

$$\lim_{q \to 1} C_X = 1$$

Proof. By (3.8) and Proposition 3.1.12, the only degrees that can show up in $C_X$ satisfy the condition of the lemma. This proves the first part.

Let $\mathcal{L}$ be an ample line bundle. Then

$$\mathcal{B}^{-\nabla_0}(z) = B_{w_1}(z) \cdots B_{w_n}(z)$$

where $w_1, \ldots, w_n$ is the ordered sequence of walls crossed on some path from $-\nabla_0$ to $-\nabla_0 - \mathcal{L}$ that crosses all walls in the negative direction. The powers are all positive because the walls are crossed in the negative direction. By the proof of Proposition 3.1.13,

$$\lim_{q \to 0} B_{w}(z q) = 1$$

if $\mathcal{L} - \mathcal{L}_w$ is ample. Here, each $-\mathcal{L}_w$ is ample, and thus

$$\lim_{q \to 0} B_{w}(z) = 1$$
Corollary 8.1.10 of [28] reads $\lim_{q \to 0} M_L(z) = L$. So taking the $q \to 0$ limit in (3.8) gives
\[
\lim_{q \to 0} C_X = 1
\]
\[\square\]

3.2 Exotic quantum difference equations

Now we turn to our exotic quantum difference equations. In this section, will define them and study their solutions.

3.2.1 Definition and basic properties

As we have set up our notation, there is an obvious generalization of (3.8).

**Definition 3.2.1.** Let $\nabla \subset \text{Pic}(X) \otimes \mathbb{R}$ be an alcove. The exotic $q$-difference system for the alcove $\nabla$ is the system of equations
\[
\Psi^\nabla(zq^L)L = C_X \mathcal{L} B^\nabla(z) \Psi^\nabla(z), \quad \Psi^\nabla(0) = 1
\] (3.9)
for $\mathcal{L} \in \text{Pic}(X)$. We consider this as an equation for $\Psi^\nabla(z) \in \text{End}(K_{TX \otimes \mathbb{Q}}(X)_{\text{loc}})[[z]]$.

We remark that the constant $C_X$ is assumed to be the same constant present in (3.8). Throughout, we will refer to $\Psi^\nabla(z)$ that solves (3.9) as an exotic solution for the alcove $\nabla$.

**Proposition 3.2.2.** Solutions of (3.9) are unique.

**Proof.** Choose a line bundle $\mathcal{L}$, and we write
\[
C_X \mathcal{L} B^\nabla(z) = \mathcal{L} + \sum_{d \langle d, \theta \rangle > 0} A_d z^d
\]
where $\theta$ is the stability condition. The degrees of the expansion are as above because of Proposition 3.1.12 and Lemma 3.1.18. Along with (3.10), this implies that
\[
\Psi^\nabla(z) = 1 + \sum_{d \langle d, \theta \rangle > 0} \Psi^\nabla_d z^d
\]
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Then (3.9) is equivalent to the system of equations

\[
q^{(\mathcal{L}, d)} \Psi_d^{\mathcal{L}} \mathcal{L} = \Psi_d^{\mathcal{L}} + \sum_{e+f=d, (e, \theta) > 0} A_{ef} \Psi_f^{\mathcal{D}}, \quad \Psi_0^{\mathcal{D}} = 1
\]

for \( d \in \mathbb{Z}^I \) with \( (d, \theta) > 0 \). By induction, we can assume that \( \Psi_f^{\mathcal{D}} \) in the right hand side has been determined. Assuming now that \( \mathcal{L} \) is ample, we have that \( (\mathcal{L}, d) \neq 0 \), and hence the operator \( q^{(\mathcal{L}, d)} \mathcal{L} - 1 \) is invertible. So \( \Psi_d^{\mathcal{D}} \), and hence \( \Psi_d^{\mathcal{D}}(z) \), is uniquely determined. \( \square \)

**Proposition 3.2.3.** Let \( \mathcal{D} \) and \( \mathcal{D}' \) be two alcoves connected by a wall \( w \) such that moving from \( \mathcal{D}' \) to \( \mathcal{D} \) crosses \( w \) negatively. Assume that there exists a solution \( \Psi^{\mathcal{D}'}(z) \) of the exotic difference equation for the alcove \( \mathcal{D}' \). Then there exists a solution of the exotic difference equation for alcove \( \mathcal{D} \) and

\[
\Psi^{\mathcal{D}}(z) = B_w(z) \Psi^{\mathcal{D}'}(z)
\]

**Proof.** By definition, \( \Psi^{\mathcal{D}'}(z) \) satisfies

\[
\Psi^{\mathcal{D}'}(z q^{\mathcal{L}}) \mathcal{L} = \mathcal{C}_X \cdot \mathcal{L} B_{\mathcal{L}}^{\mathcal{D}'}(z) \Psi^{\mathcal{D}'}(z)
\]

Let \( \{ (w_i, m_i) \}_{i=1}^n \) be an oriented sequence of walls from \( \mathcal{D}' \) to \( \mathcal{D}' - \mathcal{L} \) such that \( w_1 = w \) and hence \( m_1 = 1 \). Then

\[
B_{\mathcal{L}}^{\mathcal{D}'}(z) = B_{w_n}(z)^{m_n} \ldots B_{w_2}(z)^{m_2} B_w(z)
\]

So

\[
B_w(z q^{\mathcal{L}}) \Psi^{\mathcal{D}'}(z q^{\mathcal{L}}) \mathcal{L} = \mathcal{C}_X B_w(z q^{\mathcal{L}}) B_{\mathcal{L}}^{\mathcal{D}'}(z) \Psi^{\mathcal{D}'}(z) = \mathcal{C}_X B_w(z q^{\mathcal{L}}) \mathcal{L} B_{w_n}(z)^{m_n} \ldots B_{w}(z) \Psi^{\mathcal{D}'}(z) = \mathcal{C}_X \mathcal{L} B_{w_n}(z)^{m_n} \ldots B_{w_2}(z)^{m_2} B_w(z) \Psi^{\mathcal{D}'}(z) = \mathcal{C}_X \mathcal{L} B_{\mathcal{L}}^{\mathcal{D}'}(z) B_{w}(z) \Psi^{\mathcal{D}'}(z)
\]

where the first equality is from the \( q \)-difference equation, the third is from Proposition 3.1.9, and the second and fourth are from the definition of \( B_{\mathcal{L}}^{\mathcal{D}'}(z) \) and \( B_{\mathcal{L}}^{\mathcal{D}'}(z) \).
So \( B_w(z)\overline{\Psi}(z) \) satisfies the same \( q \)-difference equation as \( \Psi(z) \). By uniqueness, they must be equal.

\[ \square \]

Repeatedly applying this proposition, we can relate any exotic solution to the solution of the usual \( q \)-difference equation.

**Corollary 3.2.4.** Let \( \nabla \) be an alcove and let \( \{(w_i, m_i)\}_{i=1}^n \) be an oriented sequence of walls from \( -\nabla_0 \) to \( \nabla \). Then

\[
\overline{\Psi}(z) = B_{w_n}(z)^{m_n} \cdots B_{w_1}(z)^{m_1} \Psi(z)
\]

where \( \Psi(z) \) is the capping operator.

As a result, we deduce the following.

**Corollary 3.2.5.** Solution of (3.9) exist for any alcove \( \nabla \).

For later use, we record the following lemma.

**Lemma 3.2.6.** Let \( \nabla \) be an alcove and let \( w \) be a wall such that \( L_w + \epsilon \in \nabla \), for some small ample slope \( \epsilon \).

Then the limit

\[
\lim_{q \to 0} \overline{\Psi}(zq^{L_w})
\]

exists.

**Proof.** This can be proven by considering the defining \( q \)-difference system for \( \overline{\Psi}(z) \). Let \( L \) be an ample line bundle, and consider

\[
\overline{\Psi}(zq^{L_w})L = \mathcal{O}_X L \mathbf{B}_{L_w}(z) \Psi(z)
\]

(3.10)

Write

\[
\mathcal{O}_X \mathbf{B}_{L_w}(z) = 1 + \sum_{(d, \theta) > 0} B_d z^d
\]

The two sum runs over degrees pairing positively with the stability condition \( \theta \) because of Proposition 3.1.12 and Lemma 3.1.18. By (3.10), we have

\[
\overline{\Psi}(z) = 1 + \sum_{(d, \theta) > 0} \overline{\Psi}_d z^d
\]
Also, (3.10) is equivalent to the system

\[ q^{(L_w,d)} \left( \Psi^V_d L q^{(L_w,d)} - L \Psi^V_d \right) = \sum_{\substack{e+f=d \\ f \neq d \\ (e,f) > 0 \\ (f,f) > 0}} B_e q^{(L_w,e)} \Psi^V_f q^{(L_w,f)} \]  

(3.11)

Inductively, we can assume that \( \lim_{q \to 0} \Psi^V_d q^{(L_w,f)} \) exists, since it is obviously true for \( \Psi^V_0 = 1 \). From Proposition 3.1.13, Lemma 3.1.18, and since \( L \) is assumed to be ample, we have that \( \lim_{q \to 0} B_d q^{(L_w,d)} \) exists. So we deduce that the \( q \to 0 \) limit of the right hand side of (3.11) exists. Hence the same is true of the left hand side.

Consider the restriction left hand side of (3.11) to the fixed locus \( X^T \subset X \). Since \( L \) is diagonal after restriction to the \( T \)-fixed locus, it does not affect the the order of the pole at \( q = 0 \). Hence \( \Psi^V_d L \) and \( L \Psi^V_d \) have poles of the same order at \( q = 0 \). Since \( (L, d) > 0 \) for \( d \neq 0 \), the terms \( \Psi^V_d L q^{(L_w,d)} \) and \( L \Psi^V_d \) have different orders of poles at \( q = 0 \), and the latter has a strictly worse pole. Hence there is no possibility of cancellation between these two terms, and so the \( q \to 0 \) limit of the left hand side of (3.11) exists only if \( \lim_{q \to 0} q^{(L_w,d)} \Psi^V_d \) exists. Thus we conclude that \( \lim_{q \to 0} \Psi^V(z q^{L_w}) \) exists.

\[ \square \]

**Example 3.2.7.** Consider \( X = \text{Hilb}^3(\mathbb{C}^2) \), see Chapter 5. In this case, \( \text{Pic}(X) \cong \mathbb{Z} \) is generated by the tautological bundle \( L \), and \( \text{Pic}(X) \otimes \mathbb{R} \cong \mathbb{R} \). The walls are given by rational numbers with denominator at most 3. The usual \( q \)-difference equation corresponds to the alcove \((-1/3, 0) \subset \text{Pic}(X) \otimes \mathbb{R} \). The walls crossed between \((-1/3, 0) \) and \((-1/3 - 1, -1) \) are (in order) \(-1/3, -1/2, -2/3, \) and \(-1 \). So the usual \( q \)-difference equation reads

\[ \Psi(z q) L = L B_{-1/3}(z) B_{-1/2}(z) B_{-1/3}(z) \Psi(z) \]

Similarly, the exotic \( q \)-difference equation for the alcove \((1/3, 1/2) \) is given by

\[ \Psi(z q) L = L B_{1/2}(z) B_{1/3}(z) B_0(z) B_{1/3}(z) \Psi(z) \]

See Figure 3.2.1 for an illustration.
3.2.2 Descendant insertions

Our ultimate goal is to describe solutions to the exotic difference equations for a quiver variety $X = \mathcal{M}(v, w)$ using the quasimap counts of Section 2.2.3. Recall the notations $\mathcal{X}$ and $\mathcal{Z}(v, w)$ from Section 2.1.1. By precomposing the vertex with descendants $V$ with the pullback of the inclusion $\mathcal{X} \subset \mathcal{R} := [T^* \text{Rep}(v, w)/G_v]$, we can view the vertex with descendants as an operator with domain $K_T(\mathcal{R})$. We will define a map

$$f^V : K_T(X) \to K_T(\mathcal{R})$$

$$\alpha \mapsto f^V_\alpha$$

depending on an alcove $V$. This construction is the same as the one given in [2], but we will use it for arbitrary alcoves, rather than just the small ample alcove. We repeat the construction here for completeness.

Fix a quiver $Q$ and a choice of stability condition $\theta$. For the remainder of this subsection, all quiver varieties correspond to $Q$ and $\theta$. Let $T \subset \text{Aut}(\mathcal{M}(v, w))$ be a torus containing the framing torus. We assume that $T$ scales the symplectic form with weight $h$, and we write $A = \ker(h) \subset T$ for the subtorus preserving the symplectic form.

As a GIT quotient, a quiver variety is naturally an open subset of the stack quotient:

$$\mathcal{M}(v, w) = [\mathcal{Z}(v, w)^{ss}/G_v] \subset [\mathcal{Z}(v, w)/G_v] =: \mathcal{X}$$

We will consider quiver varieties constructed with framing dimension $w + v$. Let $V'_i$ be a vector space with $\dim_C V'_i = v_i$ so that the framing spaces used in such a construction are of the form $W_i \oplus V'_i$. Although they are isomorphic as vector spaces, we distinguish $V_i$ and $V'_i$. Let $G'_v = \prod_{i \in I} GL(V'_i)$. The group $T \times G'_v$ acts on $\mathcal{M}(v, w + v)$. 
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As shown in [2], there exists an embedding

$$\iota : \mathbb{R} \hookrightarrow \left[ (\mathcal{Z}(v, w + v)_{\text{iso}}/G')/G \right] = \left[ \mathcal{M}(v, w + v)_{\text{iso}}/G'_v \right] \hookrightarrow \left[ \mathcal{M}(v, w + v)/G'_v \right]$$  \hspace{1cm} \text{(3.12)}

where the subscript iso denotes the locus of points where $V'_i \to V_i$ is an isomorphism.

Let $U = \mathbb{C}^\times$ be the torus which acts on the vector spaces $V'_i$ with weight $u$. It induces an action on $\mathcal{M}(v, w + v)$. The disjoint union $\mathcal{M}(v, w) \bigsqcup \mathcal{M}(v, v)$ lies in the fixed locus $\mathcal{M}(v, w + v)^U$. We will use the stable envelopes of the $U$-action, which means that we must specify a chamber of $U$, a polarization of $\mathcal{M}(v, w + v)$, and a slope $s \in \text{Pic}(\mathcal{M}(v, w + v)) \otimes \mathbb{Z} \mathbb{R}$.

We choose the chamber $C$ of $U$ such that $\mathcal{M}(v, v)$ lies in the full attracting set of $\mathcal{M}(v, w + v)$. This is equivalent to choosing $u$ to be an attracting weight.

Assume that a polarization $T^{1/2}_{\mathcal{M}(v, w)}$ of $\mathcal{M}(v, w)$ has been chosen. Then we choose the polarization of $\mathcal{M}(v, v + w)$ given by

$$T^{1/2}_{\mathcal{M}(v, v+w)} = T^{1/2}_{\mathcal{M}(v, w)} + \hbar \sum_{i \in I} \text{Hom}(V'_i, V'_i)$$

Similarly, we assume a generic choice of slope $s \in \text{Pic}(\mathcal{M}(v, v)) \otimes \mathbb{Z} \mathbb{R}$ has been made. We write $\nabla$ for the alcove containing $s$. By Kirwan surjectivity [19], we can assume that $s$ is a real multiple of a product of the tautological line bundles of $\mathcal{M}(v, w)$. This gives a perfectly good real line bundle on $\mathcal{M}(v, w + v)$, and we perturb $s$ slightly so that it is a generic slope for both varieties. This is possible since there are only countably many affine hyperplanes to be avoided.

Since the action of $T \times G'_v$ on $\mathcal{M}(v, w + v)$ commutes with the action of $U$, the stable envelope corresponding to this choice of chamber, polarization, and slope is a map

$$\text{Stab}_{U, \nabla} : K_{T \times G'_v}(\mathcal{M}(v, w + v)^U) \to K_{T \times G'_v}(\mathcal{M}(v, w + v))$$ \hspace{1cm} \text{(3.13)}$$

We denote the restriction of this map to $K_{T \times G'_v}(\mathcal{M}(v, w))$ by the same notation.

Since

$$K_{T \times G'_v}(\mathcal{M}(v, w + v)) \cong K_T([\mathcal{M}(v, w + v)/G'_v])$$

we can use the embedding $\iota$ from (3.12) to pullback $\text{Stab}_{U, \nabla}(\alpha)$ to a class on $\mathbb{R}$. Since $G'_v$ acts trivially on
\(M(v, w)\), we have an inclusion

\[K_T(M(v, w)) \hookrightarrow K_T(M(v, w)) \otimes K_{G'_v}(pt) = K_{T \times G'_v}(M(v, w))\]

**Definition 3.2.8.** For \(\alpha \in K_T(M(v, w)) \subset K_{T \times G'_v}(M(v, w))\), let

\[s_\alpha^\nabla := \iota^*(\text{Stab}_{U, \nabla}(\alpha)) \in K_T(\mathbb{R})\]  

(3.14)

**Proposition 3.2.9** ([2] Proposition 1). The class \(s_\alpha\) is supported on \(X \subset \mathbb{R}\).

We have

\[s_\alpha^\nabla \in K_T(\mathbb{R}) = K_T([T^*\text{Rep}(v, w)/G_v]) = K_{T \times G_v}(T^*\text{Rep}(v, w))\]

The origin of \(T^*\text{Rep}(v, w)\) gives a distinguished point \(0 \in \mathbb{R}\), and \(s_\alpha^\nabla\) is determined by its restriction to \(0\).

We will need a bound on the \(G_v\) weights of \(s_\alpha^\nabla |_{0} \in K_{T \times G_v}(pt)\).

The map \(\iota\) is induced by a map on the prequotient with respect to \(G_v\). The origin in \(T^*\text{Rep}(v, w)\) maps to the point of \(\mathcal{Z}(v, w + v)_{\text{iso}}/G'_v\) whose representative in \(\mathcal{Z}(v, w + v)\) is given by the tuple of linear maps such that \(V' \to V\) is an isomorphism and all other maps are zero. This provides an isomorphism \(G_v \cong G'_v\). This quiver data naturally represents a point of \(M(v, v + w)\) fixed by \(G'_v\). We denote this point by \(\star \in M(v, v + w)_{G'_v}\). Bounding the \(G_v\) weights of \(s_\alpha^\nabla |_{0}\) is equivalent to bounding the \(G'_v\) weights of \(\text{Stab}_{U, \nabla}(\alpha)|_{\star}\), which leads to the following proposition.

**Proposition 3.2.10** ([2] Proposition 2). The \(G_v\)-weights of \(s_\alpha^\nabla |_{0}\) are contained in

\[\mathcal{L} + \text{convex hull}\left(\text{weights of } \Lambda^* \left(T^{1/2}_{M(v, w + v)}\right)^{\star}\right) \in \text{char}(G_v) \otimes \mathbb{R}\]

for any \(\mathcal{L} \in \nabla\).

**Definition 3.2.11.** Let

\[f_\alpha^n = \Delta_h^{-1} s_\alpha^\nabla \in K_T(\mathbb{R})_{\text{loc}}\]  

(3.15)

where

\[\Delta_h = \Lambda^* \left(\hbar \bigoplus_{i \in I} \text{Hom}(V_i, V_i)\right)\]
Similarly, let

$$f_{\text{opp},\alpha}^\nabla = \Delta_h^{-1}s_{\text{opp},\alpha}^\nabla \in K_T(\mathbb{R})_{\text{loc}}$$  \hspace{1cm} (3.16)

where the subscript opp means to use the same construction as for $f_\alpha^\nabla$, but using $T^{1/2}_{\text{opp},M(v,w)}$ and $-\nabla$ instead.

**Proposition 3.2.12** ([2] Definition 2, Proposition 3). The insertion of the class $f_\alpha^\nabla \in K_T(\mathbb{R})_{\text{loc}}$ into the capped vertex with descendants lies in integral $K$-theory. More precisely,

$$\tilde{V}(f_\alpha^\nabla) \in K_{T \times \mathbb{C}^*_q}(X)[[z]]$$

The same holds for insertion of the class $f_{\text{opp},\alpha}^\nabla$.

### 3.2.3 Solutions of exotic difference equations

We will not be changing the dimension and framing dimension for the remainder of this chapter. So let $X = M(v,w)$. Fix a polarization $T^{1/2}$ of $X$. Recall that for each choice of alcove $\nabla$ we have defined a map

$$K_T(X) \to K_T(X)_{\text{loc}}$$

$$\alpha \mapsto f_\alpha^\nabla$$

using stable envelopes for the alcove $\nabla$ and the polarization $T^{1/2}$. Although $f_\alpha^\nabla$ lies in localized $K$-theory, when used as a descendant in a quasimap count, it behaves as an integral descendant insertion.

**Definition 3.2.13.** Let $V^\nabla$ be the map

$$V^\nabla : K_T(X) \to K_{T \times \mathbb{C}^*_q}(X)_{\text{loc}}[[z]]$$

$$\alpha \mapsto V(f_\alpha^\nabla)$$

where $V$ is the vertex where the polarization in (2.7) is the opposite of the polarization $T^{1/2}$ used for stable envelopes in $f_\alpha^\nabla$.

The main result of [2], which inspired much of this thesis, is as follows.
Proposition 3.2.14 ([2]). Let $\nabla_0$ be the alcove containing small ample slopes. Let $\Omega$ be the operator

$$\Omega : K_T(X) \to K_{T \times \mathbb{C}^q} \cdot \text{loc}[[z]]$$

$$\alpha \mapsto \sum_d e_{v_{0,*}} \left( \text{QM}_{\text{rel}, \text{ns}} \cdot e_{v_{0,*}} \left( f_{\text{opp}, \alpha} \right) \otimes \hat{\mathcal{O}}^d \right) z^d$$

Then

$$\Omega(\alpha) = \sum_d e_{v_{0,*}} \left( \text{QM}_{\text{rel}, \text{ns}} \cdot \hat{\mathcal{O}}^d \right) z^d$$

Equivalently, $\Omega$ is the adjoint of $\Psi$:

$$\Omega^\vee = \Psi$$

of Definition 2.1.4.

We will give a similar identification of the solutions to the exotic difference equations.

Lemma 3.2.15. Let $\Psi^\vee$ be the solution of the exotic difference equation for an alcove $\nabla$. Let $\nabla'$ be another alcove. For any $\alpha \in K_T(X)$, we have

$$(\Psi^\vee \circ \nabla'')(\alpha) \in K_{T \times \mathbb{C}^q} \cdot \text{loc}[[z]]$$

i.e. it lives in integral $K$-theory.

Proof. Choose a path from $-\nabla_0$ to $\nabla$ that crosses the oriented sequence of walls $\{(w_i, m_i)\}_{i=1}^n$. Then

$$\Psi^\vee(z) = B_{w_a}(z)^{m_a} \ldots B_{w_1}(z)^{m_1} \Psi(z)$$

by Corollary 3.2.4.

By (2.12) and Proposition 3.2.12, $(\Psi \circ \nabla'')(\alpha) = \nabla'(f_{0,*}) \in K_{T \times \mathbb{C}^q} \cdot \text{loc}[[z]]$, and since the wall crossing operators act on the nonlocalized $K$-theory, the result follows.

Our first main result is the following, which relates solutions of the exotic $q$-difference equations to quasimap counts.

Theorem 3.2.16. Let $\nabla \subset \text{Pic}(X) \otimes \mathbb{R}$ be an alcove. Then $\Psi^\vee \circ \nabla^\vee = 1$. 
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Proof. We split the proof into several steps. First, we assume that $\nabla$ is contained in the negative ample cone. Let $w$ be a wall such that $\nabla$ is on the positive side of $w$. Let $L_w$ be a line bundle on the wall $w$ and let $\epsilon$ be a small ample slope such that $L_w + \epsilon \in \nabla$. We know that $\Psi^{\nabla} \circ \nabla$ takes values in Laurent polynomials in $q$. Hence $(\Psi^{\nabla} \circ \nabla)|_{z=q^{\epsilon}}$ is also a Laurent polynomial in $q$. We will show that it does not depend on $q$ by showing that its limits exist as $q^{\pm 1} \to 0$.

We first consider $V^{\nabla}(\alpha)$. By localization and Proposition 2.2.12,

$$V^{\nabla}(\alpha) = \sum_d \text{ev}_{0,*} \left( \text{QM}_{n,0}^d, \text{ev}_\infty^* (\Gamma^\nabla_{/v}) \otimes \hat{O}_{/v}^d \right) q^d$$

$$= \sum_d q^d \sum_{g \in (\text{QM}_{n,0})_{\geq 0}} \text{ev}^*_\infty (\Gamma^\nabla_{/v})_{g} R_g$$

$$= \sum_d q^d \sum_{g \in (\text{QM}_{n,0})_{\geq 0}} \text{ev}^*_\infty (s^\nabla_{/v})_{g} R_g$$

where $R_g$ has finite limits in $q$.

By Proposition 3.2.10, the $C_q^\times$-weights of $\text{ev}^*_\infty (s^\nabla_{/v})_{g}$ are contained in

$$-\langle d, s \rangle + \text{Convex Hull of } C_q^\times - \text{weights of } \Lambda^* \left( \mathcal{F}^{1/2}_{M(v,v+w),\infty} \big|_g \right)$$

for any $s \in \nabla$. The sign on the first term is negative because of the first part of Proposition 2.2.11.

This implies that the limits

$$\lim_{q^{\pm 1} \to 0} \frac{q^{\langle d, s \rangle} \text{ev}^*_\infty (s^\nabla_{/v})_{g} R_g}{\Lambda^* \left( \mathcal{F}^{1/2}_{M(v,v+w),\infty} \big|_g \right)^*}$$

exist for any $s \in \nabla$. Let $s = L_w + \epsilon \in \nabla$ and rewrite the above limits as

$$\lim_{q^{\pm 1} \to 0} \frac{q^{\langle d, L_w + \epsilon \rangle} \text{ev}^*_\infty (s^\nabla_{/v})_{g} R_g}{\Lambda^* \left( \mathcal{F}^{1/2}_{M(v,v+w),\infty} \big|_g \right)^*} = \lim_{q^{\pm 1} \to 0} \frac{q^{\langle d, L_w \rangle} q^{\langle d, \epsilon \rangle} \text{ev}^*_\infty (s^\nabla_{/v})_{g} R_g}{\Lambda^* \left( \mathcal{F}^{1/2}_{M(v,v+w),\infty} \big|_g \right)^*}$$

Since $\epsilon$ is ample, $\langle d, \epsilon \rangle \geq 0$, and we deduce that

$$\lim_{q \to 0} \frac{q^{\langle d, L_w \rangle} \text{ev}^*_\infty (s^\nabla_{/v})_{g} R_g}{\Lambda^* \left( \mathcal{F}^{1/2}_{M(v,v+w),\infty} \big|_g \right)^*}$$
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exists and
\[
\lim_{q \to \infty} q^{(d, L_w)} \text{ev}_{q_0}^* (S_{q_0}^\vee)_{|_{\mathcal{X}_g}} R_{\mathcal{X}} = 0
\]

Hence \( \lim_{q \to 0} \nabla^\vee (\alpha)|_{z \to zq \mathcal{L}_w} \) exists and \( \lim_{q \to \infty} \nabla^\vee (\alpha)|_{z \to zq \mathcal{L}_w} = \alpha \).

Next we consider \( \Psi^\vee \). Let \( w_1, \ldots, w_n \) be an ordered sequence of walls crossed from \(-\nabla_0\) to \(\nabla\). We assume they are all crossed negatively, which is possible since \(\nabla\) is in the negative ample cone. By Corollary 3.2.4,
\[
\Psi^\vee(z) = B_{w_n}(z) \ldots B_{w_1}(z) \Psi^{-\nabla_0}(z)
\]

It is known that \( \lim_{q \to \infty} \Psi^{-\nabla_0}(z) \) exists, see [28] Section 7. Since \( w \) is anti-ample, it follows that \( \lim_{q \to \infty} \Psi^{-\nabla_0}(zq \mathcal{L}_w) \) also exists, and actually equals 1. Similarly, since all walls \( w_i \) are negatively crossed and since \( \mathcal{L}_{w_i} - \mathcal{L}_w \) is ample, Proposition 3.1.13 implies that
\[
\lim_{q \to \infty} B_{w_n}(zq \mathcal{L}_w) \ldots B_{w_1}(zq \mathcal{L}_w) = 1
\]

So \( \lim_{q \to \infty} \Psi^\vee(zq \mathcal{L}_w) = 1 \). The last thing to do is show that \( \lim_{q \to 0} \Psi^\vee(zq \mathcal{L}_w) \) exists. But this is exactly the content of Lemma 3.2.6.

Hence the limits \( \lim_{q \to 0} (\Psi^\vee \circ \nabla^\vee)|_{z \to zq \mathcal{L}_w} \) exist, and so this quantity is independent of \( q \) and is equal to its value as \( q \to \infty \). In fact, in the above arguments, we have already computed this to be 1.

Finally, we need to relax the assumption that \( \nabla \) is contained in the negative ample cone. By Proposition 3.1.9, any wall crossing operator is conjugate to one in the negative ample cone, up to a shift of \( z \). Let \( \nabla \) be an alcove not contained in the negative ample cone, and let \( \mathcal{L}_0 \in \text{Pic}(X) \) be such that \( \nabla - \mathcal{L}_0 \) is in the negative ample cone. Proposition 3.1.9 implies that
\[
\Psi^\vee(z) = \mathcal{L}_0^{-1} \Psi^{-\mathcal{L}_0}(zq^{-\mathcal{L}_0})
\]

By the defining properties for stable envelopes, we have
\[
\nabla^\vee(z) = \nabla^{-\mathcal{L}_0}(zq^{-\mathcal{L}_0}) \mathcal{L}_0
\]
So
\[ \Psi^\nabla \circ \nabla = L_0^{-1} \Psi^\nabla - L_0(\nabla q - L_0) \circ \Psi^\nabla - L_0(\nabla q - L_0) \nabla = L_0^{-1} L_0 = 1 \]

Hence \( \Psi^\nabla \circ \nabla = 1 \) holds for any alcove.

Our second main theorem, Theorem 3.2.18 below, gives an explicit identification of \( \Psi^\nabla \) via enumerative geometry. Let \( \Omega^\nabla : K_T(X) \to K_{T \times C_q}(X) \text{loc}[[z]] \) be the operator
\[ \Omega^\nabla(\alpha) = \sum_d \text{ev}_{\infty,*}(\text{Qmns}_\infty, \text{ev}_0(f^{\nabla \op,\alpha}_0) \otimes \text{vir}_0)_z^d \] (3.17)
where \( f^{\nabla \op,\alpha}_0 \) is from (3.16). We assume the polarization used to define the symmetrized virtual structure sheaf is \( \mathcal{T}^{1/2}\op \). In contrast to \( \nabla^\nabla \), the polarizations used in the descendant insertion and the quasimap count of \( \Omega^\nabla \) agree. As it involves pushing forward from a nonsingular point, \( \Omega^\nabla \) is defined by \( C_q \times \text{localization} \).

As in (2.14), the data of a \( C_q \times \text{fixed} \) quasimap gives a decomposition of the bundles \( \mathcal{V}_i = \bigoplus_j O(d_{i,j}) \) provided by the quasimap. Analogous to Lemma 2.2.12, we have the following.

**Lemma 3.2.17.** Let \( g \in (\text{Qmns}_\infty)^{C_q}_q \). The contributions of \( \text{vir}_0 \) on \( \text{Qmns}_\infty \) to localization formulas for \( \Omega \) at \( g \) take the form
\[ \frac{R'_{g}}{\Lambda^* \left( \mathcal{T}_{\op,\op}^{1/2} \right)^*} \]
where
\[ \lim_{q^{-1} \to 0} R'_{g} \quad \text{exists} \]

**Proof.** The proof is similar to that of Lemma 2.2.12.

**Theorem 3.2.18.** As elements of \( \text{End}(K_{T \times C_q}(X) \text{loc})[[z]] \), we have
\[ (\Omega^\nabla)^k = \Psi^\nabla \]
where \( (\Omega^\nabla)^k \) is the adjoint of \( \Omega^\nabla \) from Definition 2.1.4.
Proof. A-priori, $(\Omega^\nabla)^{x} \circ \nabla^x : K_T(X) \to K_{T \times \mathbb{C}(X)[z]}$, i.e. the composition takes values in localized $K$-theory. We first show that it actually takes values in integral $K$-theory.

We use the degeneration and glue formulas for quasimap counts, see [28] Section 6.5, to see that

$$\Omega^\nabla = R \circ G^{-1} \circ S$$

where

- $S$ is the operator defined by

$$S : \alpha \mapsto \sum_d \overline{ev}_{\infty, *} \left[ (QM_{\text{rel} \infty}, ev^*_{\alpha}(f_{\text{opp}, \alpha}) \otimes \overline{O}_{\text{vir}}) \right] \hat{z}^d$$

- $G$ is the glue matrix, which is defined by

$$G : \alpha \mapsto \sum_d \overline{ev}_{\infty, *} \left[ QM_{\text{rel} 0, \infty} \hat{O}^d_{\text{vir}} \right] \hat{z}^d$$

- $R$ is the operator defined by

$$R : \alpha \mapsto \sum_d ev_{\infty, *} \left[ QM_{\text{rel} 0, \infty} (\hat{O}^d_{\text{vir}}) \otimes \overline{O}_{\text{vir}} \right] \hat{z}^d$$

From (2.10), the operator $R^x$ is exactly the capping operator. Taking adjoints, we find

$$(\Omega^\nabla)^{x \circ} \circ \nabla^x = S^x \circ (G^{-1})^x \circ R^x \circ \nabla^x$$

$$= S^x \circ (G^{-1})^x \circ \nabla^x$$

where the second line follows from (2.12). The capped vertex $\nabla^x$, the operator $S^x$, and $(G^{-1})^x$ are all defined via pushforwards from quasimap spaces with relative conditions, and hence all take values in Laurent polynomials in $q$.

It follows that $(\Omega^\nabla)^{x \circ} \circ \nabla^x$ is really a map $K_T(X) \to K_{T \times \mathbb{C}(X)[z]}$, i.e. it takes values in non-localized $K$-theory.
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By Theorem 3.2.16, to prove that \((\Omega^\nabla)^\chi = \nabla^\chi\), it is sufficient to show that

\[
(\Omega^\nabla)^\chi \circ \nabla^\chi = 1
\]  

(3.18)

We apply the same strategy as in the proof of Theorem 3.2.16: we will compute the \(q^{\pm 1} \to 0\) limits.

Fix \(\alpha \in K_T(X)\). Let \(w\) be a wall such that \(\nabla\) is on the positive side of \(w\). Let \(L_w\) be a line bundle on \(w\). Then \(L_w + \epsilon \in \nabla\), where \(\epsilon\) is a small ample slope. In the proof of Theorem 3.2.16, we showed that

\[
\lim_{q \to 0} \nabla^\chi(\alpha)|_{z \to z_q \nabla \nabla w} \text{ exists and } \lim_{q \to \infty} \nabla^\chi(\alpha)|_{z \to z_q \nabla \nabla w} = \alpha.
\]

We apply similar reasoning to \(\Omega^\nabla\).

By Lemma 3.2.17, the contribution of \(\hat{O}_{\text{vir}}\) on \(\text{QM}_{\text{ns,}\infty}\) to localization formulas at a fixed point \(g \in \left(\text{QM}_{\text{ns,}\infty}^d\right)^{\Sigma_2}\) looks like

\[
\frac{R'_g}{\Lambda^\bullet \left(\mathcal{J}^{1/2}_{\text{opp},0}|_g\right)^s}
\]

where

\[
\lim_{q^{\pm 1} \to 0} R'_g \text{ exists}
\]

By Proposition 3.2.10, we have

\[
\lim_{q^{\pm 1} \to 0} \frac{q^{(d,s)} s^\nabla_{\text{opp},0} R'_g}{\Lambda^\bullet \left(\mathcal{J}^{1/2}_{\text{opp},0}|_g\right)^s} \text{ exists}
\]

for any slope \(s \in \nabla\). Setting \(s = L_w + \epsilon\) gives

\[
\lim_{q^{\pm 1} \to 0} \frac{q^{(d,\epsilon)} q^{(d,w)} s^\nabla_{\text{opp},0} R'_g}{\Lambda^\bullet \left(\mathcal{J}^{1/2}_{\text{opp},0}|_g\right)^s} \text{ exists}
\]

which implies that \(\lim_{q \to 0} \nabla^\chi(\alpha)|_{z \to z_q \nabla \nabla w} \text{ exists and } \lim_{q \to \infty} \nabla^\chi(\alpha)|_{z \to z_q \nabla \nabla w} = \alpha\).

As \((\Omega^\nabla)^\chi\) is the adjoint of \(\Omega^\nabla\), we deduce that

\[
\lim_{q \to 0} (\Omega^\nabla)^\chi(\alpha)|_{z \to z_q \nabla \nabla w} \text{ exists}
\]

and

\[
\lim_{q \to \infty} (\Omega^\nabla)^\chi(\alpha)|_{z \to z_q \nabla \nabla w} = \alpha
\]
Since \(((\Omega^\nabla)^k \circ \nabla^\nabla)(\alpha)\) is a Laurent polynomial in \(q\) whose \(q^{\pm 1} \to 0\) limits exist, it follows that it is independent of \(q\). Sending \(q \to \infty\) shows

\[
(\Omega^\nabla)^k \circ \nabla^\nabla = 1
\]

\(\Box\)
CHAPTER 4
Stable Envelopes of Type A Quiver Varieties

For a quiver variety of finite or affine type A, it is possible to write explicit formulas for solutions of exotic \( q \)-difference equations using Theorem 3.2.18. For this, we need to know how to calculate the descendants of Definition 3.15, which are defined in terms of stable envelopes. In this section, we review the known formulas for elliptic stable envelopes of the variety \( M(n, r) \) arising from the quiver with one vertex and one loop. This variety is known as the instanton moduli space, and \( M(n, 1) = \text{Hilb}^n(\mathbb{C}^2) \). We use these formulas to write formulas for \( K \)-theoretic stable envelopes of arbitrary slope. This section follows [6], which is based on the earlier work of Smirnov [38] for the Hilbert scheme of points in the plane.

4.1 Combinatorial background

To state our formula for stable envelopes, we first need various combinatorial constructions.

4.1.1 \( r \)-tuples of Partitions

Let \( \lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_l > 0) \) be a partition. We identify it with its Young diagram, which is the set of points

\[
\{(x, y) \in \mathbb{Z}^2 \geq 0 \mid 1 \leq x \leq l, 1 \leq y \leq \lambda_i\}
\]

As is standard, we refer to the points in the Young diagram as “boxes.” We call the box with coordinates \((1, 1)\) the corner box. Let \( a \in \lambda \) be a box with coordinates \((x, y)\). The content and height of \( a \) are defined to be

\[
c_a = x - y
\]
\[
h_a = x + y - 2
\]

We will often think of our Young diagrams as being rotated to the left by \(45^\circ\). With this convention, the content and height give the horizontal and vertical coordinates, respectively, normalized so that the corner box of \( \lambda \) has content 0 and height 0. We denote \(|\lambda| = \sum_j \lambda_j\), and refer to it as the total number of boxes of \( \lambda \). See Figure 4.1 for an example of our conventions.
Figure 4.1: Our convention for the coordinates of boxes in a Young diagram. The left figure shows the \((x,y)\)-coordinates and the right figure shows the \((c,h)\)-coordinates.

The torus \(\mathbb{T}\) that acts on \(\mathcal{M}(n,r)\) is the product of the framing torus with \(\mathbb{C}^\times_1 \times \mathbb{C}^\times_2\), where the latter acts by scaling the linear maps corresponding to the two loops in the doubled Jordan quiver. The \(\mathbb{T}\)-fixed points of this variety are indexed by \(r\)-tuples of partitions \(\lambda = (\lambda^{(1)}, \ldots, \lambda^{(r)})\) such that \(\sum_i |\lambda^{(i)}| = n\), see for instance Section 3.4 of [6].

**Remark 4.1.1.** An \(r\)-tuple of partitions \(\lambda = (\lambda^{(1)}, \ldots, \lambda^{(r)})\) is sensitive to the order in which the \(\lambda^{(i)}\) appear. In other words, changing the order gives a different \(\mathbb{T}\)-fixed point.

Typically, \(r\)-tuples of partitions are rotated and depicted above the Jordan quiver in order from bottom to top. See Figure 4.2 for an example of a \(\mathbb{T}\)-fixed point.

### 4.1.2 Trees in partitions

Two boxes in a partition \(\lambda\) with coordinates \((x_1, y_1)\) and \((x_2, y_2)\) are adjacent if

\[
x_1 = x_2 \text{ and } y_1 = y_2 \pm 1
\]

or

\[
y_1 = y_2 \text{ and } x_1 = x_2 \pm 1
\]

**Definition 4.1.2.** A tree \(t\) in a partition \(\lambda\) is a tree (a graph with no cycles) whose vertices consist of boxes in \(\lambda\) and whose edges connect only adjacent boxes. A rooted tree in \(\lambda\) is a tree in \(\lambda\) with a distinguished box, called the root box.

A tree \(t\) is totally determined by its set of edges, which, abusing notation, we will also denote by \(t\).
Figure 4.2: The $T$-fixed point on $\mathcal{M}(15, 3)$ indexed by $\lambda = ((4, 3, 1), (2, 2, 1), (2))$. The boxes represent basis vectors of $\mathcal{V}|_\lambda$ and the monomials in the boxes give the $T$-weights.
An orientation on a tree is a choice of direction on each edge, or equivalently, a choice of two functions $h, t$ from edges to vertices, which sends an edge $e$ to one of the two vertices attached to it such that $h(e) \neq t(e)$. We refer to $h$ and $t$ as the head and tail functions and think of edges as proceeding from tail to head.

**Definition 4.1.3.** A canonically oriented rooted tree in a partition $\lambda$ is a rooted tree $t$ in $\lambda$ with all edges oriented away from the root box. In other words, the root box does not appear in the image of the head function, and for all edges $e_1$ and $e_2$, if $h(e_1) = h(e_2)$, then $e_1 = e_2$.

Any subtree of an oriented tree inherits an orientation. Given a canonically oriented rooted tree $t$ in $\lambda$ and a box $a \in \lambda$, there is a natural canonically oriented rooted subtree of $\lambda$ rooted at $a$ with orientation induced by that of $t$.

**Definition 4.1.4.** Given a rooted canonically oriented tree $t$ inside a partition $\lambda$ and a box $a \in \lambda$, we define $[a, t]$ to be the set of boxes in $\lambda$ appearing as vertices in the natural canonically oriented subtree of $t$ rooted at $a$. So $a \in [a, t]$, as well as any boxes that can be obtained by following edges that start at $a$ from tail to head.

**Definition 4.1.5.** The skeleton of $\lambda$, denoted $\Sigma_{\lambda}$, is the graph with vertex set given by all boxes in $\lambda$ and edge set given by all edges that connect adjacent boxes.

**Definition 4.1.6.** A $L$-shaped subgraph of $\Sigma_{\lambda}$ is a subgraph of $\Sigma_{\lambda}$ with two edges, which are of the form

$$e_1 = \{(x, y), (x + 1, y)\} \quad e_2 = \{(x + 1, y), (x + 1, y + 1)\}$$

**Proposition 4.1.7.** There are

$$\sum_i (m_i - 1)$$

$L$-shaped subgraphs of $\Sigma_{\lambda}$, where $m_i := |\{a \in \lambda \mid c_a = i\}|$

**Proof.** This can be proven easily by, for example, induction on the number of boxes of $\lambda$. □

We index the $L$-shaped subgraphs in $\lambda$ as $\gamma_1, \ldots, \gamma_m$.

**Proposition 4.1.8.** Let $e_i, i \in \{1, \ldots, m\}$ be edges such that $e_i$ is an edge of $\gamma_i$. Then $\Sigma_{\lambda} \setminus \{e_1, e_2, \ldots, e_n\}$ is a tree in $\lambda$.

**Proof.** This follows easily from the construction of $e_i$ and $L$-shaped subgraphs. □
We refer to the trees obtained as in the previous proposition as admissible trees.

**Definition 4.1.9.** Let $\Gamma_\lambda$ be the set of $2^m$ canonically oriented trees in $\lambda$ rooted at the corner box whose underlying edge set forms an admissible tree.

**Remark 4.1.10.** In what follows, we will assume that all trees in partitions are rooted at the corner box and are canonically oriented. We will henceforth refer to such trees simply as trees, and will call the corner box the root box.

Later we will need the following function.

**Definition 4.1.11.** Let $t$ be a tree in $\lambda$. With the orientation of the Young diagram of $\lambda$ as in (4.1), we define $\kappa(t)$ to be the number of vertical arrows in $t$ directed down plus the number of horizontal edges in $t$ directed left.

An example of the admissible trees inside a partition is given in Figure 4.3.

![Figure 4.3: The four admissible trees inside the partition (4, 3, 1). The root box is indicated by the black dot, and the canonical orientation is shown. From top to bottom and left to right, the values of the function $\kappa$ are 1, −1, −1, and 1.](image-url)
4.1.3 Chern roots and torus weights labeled by boxes

Fix \( \lambda = (\lambda^{(1)}, \ldots, \lambda^{(r)}) \in \mathcal{M}(n, r)^\top \). If \( a \) is a box of some \( \lambda^{(i)} \), we write \( a \in \lambda \). Choose some bijection

\[
\{ \text{Chern roots of } \mathcal{V} \} \leftrightarrow \{ a \in \lambda \}
\]

where \( \mathcal{V} \) is the tautological bundle on \( \mathcal{M}(n, r) \).

Since our eventual formula for the elliptic stable envelope will involve a symmetrization over all the Chern roots of the tautological bundle, the choice of bijection does not matter. Hence we have a Chern root \( x_a \) for each box \( a \in \lambda \). Additionally, there is a natural bijection

\[
\{ a \in \lambda \} \leftrightarrow \{ T - \text{weights of } \mathcal{V}_{\lambda} \}
\]

which sends the box \( a = (x, y) \in \lambda^{(i)} \) to the weight \( \varphi^\lambda_a := t_1^{r-1} t_2^{r-1} u_i \), where \( u_1, \ldots, u_r \) are the framing parameters. We refer to \( \varphi^\lambda_a \) as the restriction of the Chern root \( x_a \) to the fixed point \( \lambda \). See Figure 4.2 for an example.

4.1.4 Chamber

We next specify a choice of chamber \( \mathcal{C} \subset \text{Lie}_\mathbb{R}(A) \), where \( A \) is the subtorus of \( T \) preserving the symplectic form. We allow here for a fairly general choice. A chamber is represented by a real cocharacter

\[
\sigma \in \text{cochar}(A) \otimes_\mathbb{Z} \mathbb{R}
\]

Recall that \( A = A_w \times \mathbb{C}^X_a \), where \( A_w \) is the framing torus, and \( a = \sqrt{t_1/t_2} \). With respect to this decomposition,

\[
\sigma = (\sigma_w, \sigma_a)
\]

We assume that \( \sigma_a \) is infinitesimally small compared to the rest of the components, by which we mean that the presence of \( a \) in a weight never affects its attracting/repelling properties unless it is the only coordinate that appears. In other words, we assume that the \( \sigma \)-attracting/repelling properties of tangent weights with nonzero \( A_w \)-weight are totally determined by \( \sigma_w \).

We can uniformly positively rescale each component of our cocharacter \( \sigma \) without changing the corresponding chamber. So, without loss of generality, we assume that \( \sigma_a : u \mapsto u^{\pm 1} \).
4.1.5 Ordering on boxes

We define a real-valued function on $T$-characters by

$$\rho : w \mapsto \langle \sigma, w \rangle - \epsilon \deg_b(w)$$

where $0 < \epsilon \ll 1$. Given a box $a \in \lambda$, we abuse notation and write

$$\rho_a := \rho(\varphi_a^J)$$

(4.2)

Due to the genericity assumption on $\sigma$, the function $\rho$ defines a total order on the set of all boxes.

4.2 Stable envelopes for the instanton moduli space

As remarked above, the fixed points on $M(n, r)$ are indexed by $r$-tuples of partitions $\lambda = (\lambda^{(1)}, \ldots, \lambda^{(r)})$ with total number of boxes equal to $n$. Each of these partitions has a root box, and we denote the root box of $\lambda^{(j)}$ by $r_j$. A product $\prod_{a \in A}$ denotes a product taken over all boxes in all of the partitions $\lambda^{(j)}$. We will need the transcendental functions

$$\vartheta(x) = (x^{1/2} - x^{-1/2}) \prod_{i=1}^{\infty} \left(1 - x^q\right) \left(1 - q^i/x\right)$$

$$\phi(x, y) = \frac{\vartheta(xy)}{\vartheta(x)\vartheta(y)}$$

We define the following three functions:

$$S_1(\vec{x}; q, t_1, t_2) = \prod_{a,b \in A} \vartheta \left( \frac{x_a}{t_1x_b} \right) \prod_{a,b \in A} \vartheta \left( \frac{x_b}{t_2x_a} \right)$$

$$S_2(\vec{x}, \vec{u}; q, t_1, t_2) = \prod_{j=1}^{r} \left[ \prod_{a \in A} \vartheta \left( \frac{x_a}{u_j} \right) \prod_{a \in A} \vartheta \left( \frac{u_j}{t_1t_2x_a} \right) \right]$$

$$S_3(\vec{x}; q, t_1, t_2) = \prod_{a \in A} \vartheta \left( \frac{x_a}{x_b} \right) \vartheta \left( \frac{x_a}{t_1t_2x_b} \right)$$

(4.3)

where $u_1, \ldots, u_r$ are the equivariant parameters of the framing torus. Let

$$S_4(\vec{x}, \vec{u}; q, t_1, t_2) = \frac{S_1(\vec{x}; q, t_1, t_2)S_2(\vec{x}, \vec{u}; q, t_1, t_2)}{S_3(\vec{x}; q, t_1, t_2)}$$
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We will sometimes omit the arguments and just write \( S_A \).

Let \( T^{1/2}_{\rho>0,A} \) be the virtual sub-bundle of \( T^{1/2} \) consisting of terms that, when restricted to \( \lambda \), give \( T \)-weights on which \( \rho \) is positive. In other words, \( T^{1/2}_{\rho>0,A} \) consists of terms that restrict to attracting weights or negative powers of \( \hbar \) at \( \lambda \). We assume, as in Section 3.1.1, that the polarization is given by some formula in the tautological bundle, so that

\[
\det T^{1/2}_{\rho>0,A} = \prod_{a \in A} x_{\lambda}^{d_a^A}
\]

for some integers \( d_a^A \).

**Definition 4.2.1.** For a tree \( t^{(j)} \) in a partition \( \lambda^{(j)} \), we define

\[
W^{\lambda^{(j)}}_{t^{(j)}}(x, u, z; q, t_1, t_2) = (-1)^{\kappa(t^{(j)})} \phi \left( \frac{x_{t^{(j)}}}{x_{\lambda^{(j)}}^a}, \prod_{a \in [r, t^{(j)}]} z_{\lambda^{(j)}}(t_1 t_2)^{-d_a^A} \right) \prod_{c \in [h(c), t^{(j)}]} \phi \left( \frac{x_{h(c)} x^{A}_{h(c)}}{x_{\lambda^{(j)}}^a}, \prod_{a \in [h(c), t^{(j)}]} z_{\lambda^{(j)}}(t_1 t_2)^{-d_a^A} \right)
\]

where \( \kappa \) is the function in Definition 4.1.11 and \([,] \) is as defined in Definition 4.1.4. Here, the product \( \prod_{e \in [l]} \) denotes the product over edges in the tree \( t^{(j)} \).

Let

\[
\Gamma_A := \Gamma_{\lambda^{(1)}} \times \cdots \times \Gamma_{\lambda^{(r)}}
\]

where \( \Gamma_{\lambda^{(j)}} \) is from Definition 4.1.9 so that an element of \( \Gamma_A \) is a tuple of trees, one inside of each partition in \( \lambda \).

**Definition 4.2.2.** For \( \lambda = (\lambda^{(1)}, \ldots, \lambda^{(r)}) \in M(n, r)^+ \) and \( t = (t^{(1)}, \ldots, t^{(r)}) \in \Gamma_A \), let

\[
W^A_t(x, u, z; q, t_1, t_2) = \prod_{j=1}^r W^{\lambda^{(j)}}_{t^{(j)}}(x, u, z; q, t_1, t_2)
\]

We will sometimes omit the arguments and just write \( W^A_t \). The following is a special case of the formula for stable envelopes of affine type \( A \) quiver varieties given in [6].

**Theorem 4.2.3** ([6]). The elliptic stable envelope of \( \lambda \in X_T \) is given by

\[
\text{Stab}_{T^{1/2}}(\lambda) = \text{Sym} \left( S_A \sum_{t \in \Gamma_A} W^A_t \right)
\]

where \( \text{Sym} \) is the symmetrization over the Chern roots of \( \mathcal{V} \).
In particular, for \( r = 1 \) we have a formula for the stable envelopes of \( \text{Hilb}^n(\mathbb{C}^2) \).

### 4.2.1 K-theory limit

\( K \)-theoretic stable envelopes can be reproduced from elliptic stable envelopes via a limiting procedure, see Section 4.5 of [1], Section 4.3 of [6], and [27]. Since we only need these formulas for \( \mathcal{M}(n,1) \) later, we specialize to that case here. In this case, \( T \)-fixed points are indexed by partitions \( \lambda \) of \( n \). The Picard group is generated by the tautological line bundle, and so the space of slopes is \( \text{Pic}(X) \otimes \mathbb{R} \cong \mathbb{R} \). As discussed in Section 8 of [30], the set of walls, written \( \text{Wall}_n \), are given by rational numbers with denominator at most \( n \).

Let \( s \in \mathbb{R} \setminus \text{Wall}_n \). The slope \( s \) \( K \)-theoretic stable envelope of the fixed point \( \lambda \) is

\[
\text{Stab}_{\xi,T^{1/2},s}(\lambda) = \left( \det T^{1/2} \right)^{1/2} \lim_{q \to 0} \text{Stab}_{\xi,T^{1/2},s}(\lambda)|_{z=q^{-s}}
\]

Let \( \hat{a}(x) = \lim_{q \to 0} \vartheta(x) = x^{1/2} - x^{-1/2} \). It is easy to show that

\[
\lim_{q \to 0} \frac{\vartheta(xq^s)}{\vartheta(q^s)} = \frac{1}{x^{s+1/2}}, \quad s \in \mathbb{R} \setminus \mathbb{Z}
\]

For an edge \( e \) in a tree \( t \) in \( \lambda \), let \( l_e = |[h(e),t]| \) and \( m_e = \sum_{a \in [h(e),t]} -d^1_a \) so that

\[
\prod_{a \in [h(e),t]} z(t_1t_2)^{-d^1_a} = z^e(t_1t_2)^{m_e}
\]

Then 4.4 implies the following.

**Theorem 4.2.4.**

\[
\text{Stab}_{\xi,T^{1/2},s}(\lambda) = \left( \det T^{1/2} \right)^{1/2} \text{Sym} \left( S^K_{\lambda} \sum_{\ell \in \Gamma} W^K_{t,\ell} \right)
\]

where

\[
S^K_{\lambda} = \prod_{a,b \in \lambda, \rho_a + 1 < \rho_b} \hat{a} \left( \frac{x_a}{x_b} \right) \prod_{a,b \in \lambda, \rho_a < \rho_b + 1} \hat{a} \left( \frac{x_b}{x_a} \right) \prod_{b \in \lambda} \hat{a} \left( \frac{x_b}{x_1} \right) \prod_{a \in \lambda} \hat{a} \left( \frac{x_a}{x_1} \right) \prod_{a \in \lambda} \hat{a} \left( \frac{1}{x_1} \right)
\]

and

\[
W^K_{t,\ell} = (-1)^{\ell(t)} \left( \frac{x_\ell}{\varphi_{t}^\ell} \right)^{|\ell(t)|+1/2} \hat{a} \left( \frac{x_\ell}{\varphi_{t}^\ell} \right)^{-1} \prod_{e \in t} \hat{a} \left( \frac{x_{h(e)}\varphi_{h(e)}^\ell}{x_{h(e)}\varphi_{h(e)}^\ell} \right)^{-1} \left( \frac{x_{h(e)}\varphi_{h(e)}^\ell}{x_{h(e)}\varphi_{h(e)}^\ell} \right)^{|\ell(t)|+1/2}
\]
As usual, we can replace $s$ by an alcove $\nabla$, since stable envelopes depend only on the alcove containing the slope.
CHAPTER 5

Hilbert Scheme of Points in the Plane

One of the most important Nakajima quiver varieties is the Hilbert scheme of \( n \) points on \( \mathbb{C}^2 \), written \( \text{Hilb}^n(\mathbb{C}^2) \). The quantum difference equation for this variety was discovered in [30]. It is described in terms of the quantum toroidal \( \mathfrak{gl}_1 \). In this section, we will work through our results for this important example.

5.1 Solutions of exotic difference equations

We first write formulas for solutions of the exotic \( q \)-difference equations.

5.1.1 Quiver variety description

Set theoretically, the variety \( \text{Hilb}^n(\mathbb{C}^2) \) coincides with the set of codimension \( n \) ideals of \( \mathbb{C}[x,y] \):

\[
\text{Hilb}^n(\mathbb{C}^2) = \{ I \subset \mathbb{C}[x,y] \mid \dim_{\mathbb{C}} \mathbb{C}[x,y]/I = n \}
\]

It can be realized as a Nakajima quiver variety as follows. We consider the Jordan quiver, which is the quiver with one vertex and one loop. Let \( n \in \mathbb{N} \), and let \( V \) be a vector space of dimension \( n \). We let the framing dimension be 1 and we choose the positive stability condition, given by the cocharacter

\[
\theta : G := GL(V) \to \mathbb{C}^x
\]

\[
g \mapsto \det(g)
\]

By definition, the quiver variety is

\[
\mathcal{M}(n, 1) = \mu^{-1}(0)_{\theta^{-ss}} G = \mu^{-1}(0)_{\theta^{-ss}} / G
\]

where \( \mu \) is the moment map and \( \mu^{-1}(0)_{\theta^{-ss}} \) denotes the \( \theta \)-semistable points in \( \mu^{-1}(0) \). Points on the quiver variety are represented by tuples \((X, Y, v, w)\) such that \( X, Y \in \text{End}(V), v \in V, \) and \( w \in V^* \). The stability condition precisely states that \( w = 0 \) and \( v \) is a cyclic vector under the action of \( X \) and \( Y \). The moment map
condition implies that \([X, Y] = 0\). Then the map

\[
\mu^{-1}(0)_{ss}/GL(V) \to \text{Hilb}^n(\mathbb{C}^2)
\]

\[
(X, Y,v) \mapsto \{ f \in \mathbb{C}[x, y] \mid f(X, Y)v = 0 \}
\]

is an isomorphism.

The natural action of \((\mathbb{C}^\times)^2\) on \(\mathbb{C}^2\) induces on action on \(\text{Hilb}^n(\mathbb{C}^2)\). The framing torus acts trivially, hence we disregard it. We replace this \((\mathbb{C}^\times)^2\) by its double cover \(T\) so that if the coordinates on \((\mathbb{C}^\times)^2\) are \(t_1\) and \(t_2\), then the coordinates on \(T\) are \(t_1^{1/2}\) and \(t_2^{1/2}\). We also denote \(\hbar = t_1 t_2\). Let \(t_1 = a \hbar^{1/2}\) and \(t_2 = \hbar^{1/2}/a\) so that \(t_1 t_2 = \hbar\) and \(t_1/t_2 = a^2\). The coordinate \(a\) is the coordinate on the subtorus of \(T\) preserving the symplectic form. We choose the chamber such that the attracting directions are given by negative powers of \(a\). Let \(\mathcal{C}\) denote this chamber.

The \(T\)-fixed points are indexed by partitions \(\lambda\) of \(n\). The \(T\)-weights of the tautological vector bundle at the fixed point \(\lambda\) are given in terms of the boxes of \(\lambda\) as in Figure 5.1. The pushforwards of the structures sheaves of the fixed points under the inclusion \(\iota : \text{Hilb}^n(\mathbb{C}^2)^T \hookrightarrow \text{Hilb}^n(\mathbb{C}^2)\) provides a basis of localized \(K\)-theory, which we denote by \([\lambda] := \iota_*(O_{\lambda})\).

![Figure 5.1: The T-weights of \(\mathcal{Y}\) on Hilb\(^n\)(\(\mathbb{C}^2\)) at the fixed point \(\lambda = (4, 3, 1)\)](image)

We fix once and for all the polarization of \(\text{Hilb}^n(\mathbb{C}^2)\) given by

\[
T^{1/2} = \frac{1}{t_2} \mathcal{Y}^* \otimes \mathcal{Y} + \mathcal{Y} - \mathcal{Y}^* \otimes \mathcal{Y}
\]

(5.1)

where \(\mathcal{Y}\) is the tautological bundle.

The quiver variety \(\mathcal{M}(n, r)\) is known as the instanton moduli space. Although it is not the focus of our
study here, it will appear below in the construction of the appropriate descendant insertions. The linear maps representing points in this variety correspond to arrows in Figure 5.2.

![Figure 5.2: The quiver giving rise to $M(n, r)$.

5.1.2 Descendant insertions

We briefly revert back to the notations of Section 3.2.2. Denote the Hilbert scheme of $n$ points in $\mathbb{C}^2$ by $M(n, 1)$. Consider also $M(n, 1 + n)$. Let $G'$ be the general linear group associated to the last $n$ framing dimensions, and let $A'$ be the maximal torus of $G'$. We also have the diagonal torus $U \subset A'$ which acts on the last $n$ framing dimensions with weight $u$. The descendant insertions are defined in (3.13) using the stable envelope

$$\text{Stab}_{U, \nabla} : K_{T \times G}(M(n, 1)) \to K_{T \times G'}(M(n, 1 + n))$$

where $\nabla$ is a choice of alcove for $M(n, 1)$ and the chamber is the one for which $u$ is an attracting weight. Recall that the descendant defined in Definition 3.15 is given by

$$f_{\nabla}^\alpha = \Delta_n^{-1} s_{\alpha}^\nabla \in K_T(\mathfrak{g})_{\text{loc}}$$

where

$$s_{\alpha}^\nabla = \iota^* \text{Stab}_{U, \nabla}(\alpha)$$

and $\iota$ is the map (3.12). As

$$K_T(\mathfrak{g}) = K_{T \times G}(T^* \text{Rep}_G(n, 1)) \cong K_{T \times G}(pt)$$

we will describe $\left| f_{\nabla}^\alpha \right|_0$ as a rational function in the weights of $T$ and $G$. 
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Proposition 5.1.1. In the fixed point basis, the descendant insertions of Definition 3.15 are given by

\[
\tilde{f}^\nu_{[\lambda]} = \sum_{\mu} \Lambda^* (T_{\mu})^{-1} S^\nu_{[\lambda]} (\det T^{1/2})^{1/2} \text{Sym} \left( S^K_{\lambda} \sum_{\mu \in \Gamma} W^K_{\mu} \right) \in K_{TXG}(pt)_{\text{loc}}
\]

where

\[
S^\nu_{[\lambda],\mu} \equiv \text{Stab}_{-\ell,T^{1/2}G}(\lambda)_{\mu}
\]

and

\[
S^K_{\lambda} = \prod_{a,b \in \lambda} \hat{\alpha}(\frac{\lambda}{\lambda_a}) \prod_{a,b \in \lambda} \hat{\beta}(\frac{\lambda}{\lambda_b}) \prod_{a \in \lambda} \hat{h}(x_a) \prod_{a,b \in \lambda} \hat{\alpha}(\lambda_{a,b}) \\
W^K_{\mu} = (-1)^{\ell(\mu)} \left( \frac{x_{\nu}^a}{\varphi_{\nu}^a} \right)^{1/2} \hat{a}(\frac{x_{\nu}^a}{\varphi_{\nu}^a}) \prod_{\ell \in \lambda} \hat{a}(\frac{x_{\nu}^{\ell}}{\varphi_{\nu}^{\ell}}) \left( \frac{h_{\lambda}(e)\varphi_{\lambda}^{\ell}}{h_{\lambda}(e)\varphi_{\lambda}^{\ell}} \right)^{-1} \left( \frac{h_{\lambda}(e)\varphi_{\lambda}^{\ell}}{h_{\lambda}(e)\varphi_{\lambda}^{\ell}} \right)^{-1/2}
\]

for \( s \in \nabla \).

We remark that Theorem 4.2.4 provides an explicit formula for \( S^\nu_{[\lambda],\mu} \).

Proof. Recall the distinguished point \( \star \in M(n, 1 + n) \) described in the paragraph before Proposition 3.2.10.

We have \( \tilde{f}^\nu_{[\lambda]} = \Delta_{\mu}^{-1} \text{Stab}_{U,\nabla}([\lambda])_{\star} \) as elements of \( K_{TXG}(pt)_{\text{loc}} \). The inclusion \( T \times A' \subset T \times G' \) induces a map \( K_{TXG'}(-) \to K_{TXA'}(-) \) compatible with stable envelopes of \( U \). So, we abuse notation and also write \( \text{Stab}_{U,\nabla} \) for the map \( \text{Stab}_{U,\nabla} : K_{TXA'}(M(n, 1)) \to K_{TXA'}(M(n, 1 + n)) \).

By the triangle lemma for stable envelopes for the pair \( U \subset A' \), see Section 9.2 of [28], we have a commutative diagram

\[
\begin{array}{ccc}
K_{TXA'}(M(n, 1)) & \xrightarrow{\text{Stab}_{A',\nabla}} & K_{TXA'}(M(n, 1)) \\
\downarrow & & \downarrow \text{Stab}_{U,\nabla} \\
K_{TXA'}(M(n, 1 + n)) & \xrightarrow{\text{Stab}_{A',\nabla}} & K_{TXA'}(M(n, 1 + n))
\end{array}
\]

Since the torus \( A' \) fixes \( M(n, 1) \), the top arrow is the identity map. Thus \( \text{Stab}_{U,\nabla} = \text{Stab}_{A',\nabla} \). Using the triangle lemma for the pair \( A' \subset T \times A' \), we have a commutative diagram

\[
\begin{array}{ccc}
K_{TXA'}(M(n, 1)^\top) & \xrightarrow{\text{Stab}_{A',\nabla}} & K_{TXA'}(M(n, 1)) \\
\downarrow & & \downarrow \text{Stab}_{A',\nabla} \\
K_{TXA'}(M(n, 1 + n)) & \xrightarrow{\text{Stab}_{A',\nabla}} & K_{TXA'}(M(n, 1 + n))
\end{array}
\]
Thus

\[ \text{Stab}_{U, V} = \text{Stab}_{A', V} = \text{Stab}_{TXA', V} \circ \text{Stab}^{-1}_{T, V} \]

In the fixed point basis, we have

\[ \text{Stab}_{A', V}(\lfloor \lambda \rfloor)_* = \text{Stab}_{TXA', V}(\text{Stab}^{-1}_{T}(\lfloor \lambda \rfloor))_* = \sum_{\mu} \text{Stab}^{-1}_{T}(\lfloor \lambda \rfloor)_\mu \text{Stab}_{TXA'}(\lfloor \mu \rfloor)_* \]

Now, \( \text{Stab}_{TXA', V}(\lfloor \mu \rfloor) \) is given by the \( K \)-theory limit of the tree formula in Theorem 4.2.3. The restriction to \( \star \) is given by substituting \( x_i = u_{i+1}, i \geq 1 \) for the Chern roots of the tautological bundle \( V' \). Viewing this as an element of \( K_{TXG}(pt) \) is equivalent to substituting \( u_{i+1} = x_i, i \geq 1 \). So, the formulas from (4.3) show that

\[
\begin{align*}
S_1^{M(n,1+n)}(\vec{x}, q, t_1, t_2) &= S_1^{M(n,1)}(\vec{x}, q, t_1, t_2) \\
S_2^{M(n,1+n)}(\vec{x}, \vec{u}; q, t_1, t_2)_{u_{i+1}=x_i} &= \prod_{a,b \in \lambda} \theta \left( \frac{x_b}{x_a t_1 t_2} \right) \cdot S_2^{M(n,1)}(\vec{x}, \vec{u}; q, t_1, t_2) \\
S_3^{M(n,1+n)}(\vec{x}, q, t_1, t_2) &= S_3^{M(n,1)}(\vec{x}, q, t_1, t_2)
\end{align*}
\]

where the superscript indicates the corresponding quiver variety. In the limit to \( K \)-theory, the discrepancy in the second line becomes

\[
\lim_{q \to 0} \prod_{a,b \in \lambda} \theta \left( \frac{x_b}{x_a t_1 t_2} \right) = \prod_{a,b \in \lambda} \left( 1 - \frac{x_a t_1 t_2}{x_b} \right) \left( \frac{x_b}{x_a t_1 t_2} \right)^{1/2} = \Delta_h \cdot (\det \mathbb{H} \text{Hom}(V, V))^{1/2}
\]

The fixed point \( \lambda \in M(n, 1)^T \) is embedded in \( M(n, 1 + n) \) as the fixed point indexed by the tuple of partitions \( (\lambda, \emptyset, \ldots, \emptyset) \). So, the formula from Theorem 4.2.4 shows that the tree-dependent parts of the formulas for \( \text{Stab}_{TXA', V}(\lambda) \) and \( \text{Stab}_{TX, V}(\lambda) \) agree exactly. The discrepancy between the contributions from the polarizations is

\[
\left( \frac{\det T^{1/2}_{M(n,1+n)}}{\det T^{1/2}_{M(n,1)}} \right)^{1/2} = (\det \mathbb{H} \text{Hom}(V, V))^{1/2}
\]

So

\[ \text{Stab}_{TXA', V}(\lfloor \mu \rfloor)_* = \Delta_h \cdot \text{Stab}_{T}(\lfloor \mu \rfloor) \]

So

\[ \mathbb{H}^{\exists}_{\lfloor \lambda \rfloor_0} = \sum_{\mu} \text{Stab}^{-1}_{T}(\lfloor \lambda \rfloor)_\mu \text{Stab}_{T}(\lfloor \mu \rfloor) \]
By duality of stable envelopes, see 9.1.17 of [28], the inverse of a stable envelope is the transpose of another stable envelope with chamber, polarization, and slope switched to their opposites, up to multiplication by the diagonal matrix \( \text{diag}(\Lambda^\bullet (T_\mu X)^{-1})_\mu \). This finishes the proof. □

We will denote

\[
\mathfrak{g}_\lambda^\nabla := \Gamma_\lambda^{\nabla} |_{\mathfrak{g}_\lambda}
\]  

(5.2)

From now on, we restore the notation \( X = \mathcal{M}(n, 1) \).

5.1.3 Computation of vertex with descendants

Next we compute the vertex with descendants for \( X \). We apply localization to the moduli space \( \mathcal{Q}M_{\text{ns}0} \).

By definition, a stable quasimap to \( X \) consists of

- A rank \( n \) vector bundle \( \mathcal{V} \) on \( \mathbb{P}^1 \).
- A section \( f = (X_1, X_2, a, b) \) of the bundle \( \mathcal{M} = t_1^{-1}\text{Hom}(\mathcal{V}, \mathcal{V}) \oplus t_2^{-1}\text{Hom}(\mathcal{V}, \mathcal{V}) \oplus \mathcal{V} \oplus (t_1t_2)^{-1}\mathcal{V}^* \)

such that

- The section satisfies the moment map equations:

\[
[X_1, X_2] + ab = 0
\]

- \( f \) evaluates to a GIT-stable point at \( 0 \in \mathbb{P}^1 \) and for all but finitely many \( p \in \mathbb{P}^1 \).

As a consequence of the stability condition, one can prove that \( b = 0 \) and so the moment map condition is \( [X_1, X_2] = 0 \).

Points \( p \in \mathbb{P}^1 \) such that \( f(p) \) is not stable are called singularities. We abuse notation and write \( f \in \mathcal{Q}M_{\text{ns}0} \), with the understanding that the data of a quasimap also consists of the bundle \( \mathcal{V} \). By definition, the degree \( d \in \mathbb{Z} \) of the quasimap is the degree of the bundle \( \mathcal{V} \).

The torus \( \mathbb{C}_q^\times \) acts on \( \mathbb{P}^1 \) in the usual way, and induces an action on \( \mathcal{Q}M_{\text{ns}0} \). The action of the torus \( T \) also induces an action on \( \mathcal{Q}M_{\text{ns}0} \). We apply equivariant localization with respect to \( T \times \mathbb{C}_q^\times \).

Suppose \( f \in (\mathcal{Q}M_{\text{ns}0})^{T \times \mathbb{C}_q^\times} \). Then \( f \) provides a vector bundle \( \mathcal{V} \). The singularities of \( f \) are finite and
invariant under $\mathbb{C}_q^\times$. Hence the only possible singular point is $\infty$, and the restriction of the quasimap to $\mathbb{P}^1 \setminus \{\infty\}$ is a constant $\lambda \in X$. Since the quasimap is invariant under $T$, we must have $\lambda \in X^T$. Equivariantly with respect to $\mathbb{C}_q^\times$, we have

$$\mathcal{Y} \cong \bigoplus_{i=1}^n O(d_i)$$

and the linearization is such that the fiber of $O(d)$ over $\infty$ is $q^{-d}$ and the fiber over 0 has trivial $q$-weight. So $f$ is a global section of

$$\mathcal{M} \cong \bigoplus_{i,j=1}^n r_2^{-1} O(d_i - d_j) \oplus \bigoplus_{i,j=1}^n r_1^{-1} O(d_i - d_j) \oplus \bigoplus_{i=1}^n O(d_i) \oplus \bigoplus_{i=1}^n (t_1 t_2)^{-1} O(-d_i)$$

In order for the quasimap to be $T$-invariant, these bundles must be additionally twisted by certain $T$-weights.

Not all combinations of degrees $d_i$ are allowed. In order for the stability condition to be satisfied, at stable points $p$ of the quasimap, the image of $a(p)$ under $X_1(p)$ and $X_2(p)$ must generate the entire fiber $\mathcal{Y}_p$. Hence the section must be nonvanishing at 0. So, $a$ gives a global section of $\bigoplus_{i=1}^n O(d_i)$ nonvanishing at 1 invariant under the action of $\mathbb{C}_q^\times$. This implies that $d_i \geq 0$ for all $i$, and there is only one such section.

Since $f(0) = \lambda$, the degrees must correspond to a reverse plane partition with shape $\lambda$, an example of which is given in Figure 5.3. We denote by $C_\lambda$ the set degrees corresponding to reverse plane partitions of shape $\lambda$. In this interpretation, each box of $\lambda$ corresponds to both a 1-dimensional $T$-weight space of $\mathcal{Y}|_0$ and to a degree. We index the $T$-weights by $\varphi^{(1)}_1, \ldots, \varphi^{(1)}_n$ and the degrees by $d_1, \ldots, d_n$ such that $d_i$ is the degree for the box corresponding to $\varphi^{(1)}_i$. Up to reordering, we have

$$\{\varphi^{(1)}_i\} = \{(t^{-1} t^{-1})_{i,j}\}_{(i,j)\in \lambda} \quad (5.3)$$

Thus equivariantly with respect to $T \times \mathbb{C}_q^\times$, we have

$$\mathcal{M} \cong \bigoplus_{i,j=1}^n \varphi^{(1)}_i O(d_i - d_j) \oplus \bigoplus_{i,j=1}^n \varphi^{(1)}_j O(d_i - d_j) \oplus \bigoplus_{i=1}^n \varphi^{(1)}_i O(d_i) \oplus \bigoplus_{i=1}^n \varphi^{(1)}_i t_1 t_2 O(-d_i)$$
Figure 5.3: A reverse plane partition of shape $\lambda = (4, 3, 1)$. The integers in the boxes must be non-negative and weakly increasing as one moves up-right or up-left.

Recall that with the linearization of $O(d)$ from Proposition 2.2.11,

$$H^0(\mathbb{P}^1, O(d)) = \sum_{i=1}^{d} q^i$$

and the dualizing sheaf on $\mathbb{P}^1$ is equivariantly given by $qO(-2)$.

Term in the reduced virtual tangent space show up in pairs, and we use Serre duality to compute its character. For example, if $d_i - d_j \geq 0$, then

$$H^i\left(\frac{\varphi_i^l}{\varphi_j^l} O(d_i - d_j) + \frac{\varphi_j^l}{\varphi_i^l} O(d_j - d_i)\right) - \frac{\varphi_i^l}{\varphi_j^l} - \frac{\varphi_j^l}{\varphi_i^l}$$

$$= \frac{\varphi_i^l}{\varphi_j^l} H^0(O(d_i - d_j)) - \frac{\varphi_i^l}{\varphi_j^l} H^1(O(d_j - d_i)) - \frac{\varphi_j^l}{\varphi_i^l}$$

$$= \frac{\varphi_i^l}{\varphi_j^l} (q + \ldots + q^{d_j-d_l}) - \frac{\varphi_j^l}{\varphi_i^l} H^0(qO(d_i - d_j - 2)) - \frac{\varphi_j^l}{\varphi_i^l}$$

$$= \frac{\varphi_i^l}{\varphi_j^l} (q + \ldots + q^{d_j-d_l}) - \frac{\varphi_j^l}{\varphi_i^l} (1 + q^{-1} + \ldots + q^{-(d_j-d_l)+1})$$

The reduced virtual tangent space refers to the virtual $T \times \mathbb{C}^*$-module $T_{vir} = T_{\lambda}X$ where $f(0) = \lambda$. The second term is simply a convenient way to account for the denominators provided by computing a pushforward by localization.
The other terms contribute similarly. Overall, we obtain

\[
T_{\text{vir}} f = \sum_{i,j=1}^{n} \frac{\varphi_i^j}{\varphi_j^i t_2} \left( q + \ldots + q^{d_i-d_j} \right) - \frac{\varphi_j^i}{\varphi_j^i t_1} \left( 1 + q^{-1} + \ldots q^{-(d_i-d_j)+1} \right)
\]

\[
+ \sum_{i,j=1}^{n} \frac{\varphi_i^j}{\varphi_j^i t_2} \left( 1 + q^{-1} + \ldots q^{d_i-d_j} \right) + \frac{\varphi_j^i}{\varphi_j^i t_1} \left( q + \ldots q^{-(d_i-d_j)} \right)
\]

\[
+ \sum_{i,j=1}^{n} \frac{\varphi_i^j}{\varphi_j^i t_2} \left( q + \ldots q^{d_i-d_j} \right) + \frac{\varphi_j^i}{\varphi_j^i t_1 t_2} \left( 1 + q^{-1} + \ldots q^{-(d_i-d_j)+1} \right)
\]

\[
+ \sum_{i,j=1}^{n} \frac{\varphi_i^j}{\varphi_j^i t_2} \left( 1 + q^{-1} + \ldots q^{d_i-d_j+1} \right) + \frac{\varphi_j^i}{\varphi_j^i t_1 t_2} \left( q + \ldots q^{-(d_i-d_j)} \right)
\]

\[
+ \sum_{i=1}^{n} \varphi_i^j \left( q + \ldots + q^{d_i} \right) - \frac{1}{\varphi_i^j t_1 t_2} \left( 1 + q^{-1} + \ldots q^{-d_i+1} \right)
\]

We define

\[
[q]_k = \begin{cases} 
\sum_{i=1}^{k} q^i & k \geq 0 \\
\sum_{i=k+1}^{0} q^i & k < 0
\end{cases}
\]

and can more compactly write

\[
T_{\text{vir}} f = \sum_{i,j=1}^{n} \left( \frac{\varphi_i^j}{\varphi_j^i t_2} - \frac{\varphi_i^j}{\varphi_j^i t_1} \right) [q]_{d_i-d_j} - \left( \frac{\varphi_j^i}{\varphi_j^i t_1} - \frac{\varphi_j^i}{\varphi_j^i t_1 t_2} \right) [q]_{-(d_i-d_j)}
\]

\[
+ \sum_{i,j=1}^{n} \left( -\frac{\varphi_i^j}{\varphi_j^i t_2} + \frac{\varphi_i^j}{\varphi_j^i t_1} \right) [q]_{d_i-d_j} + \left( \frac{\varphi_j^i}{\varphi_j^i t_1} + \frac{\varphi_j^i}{\varphi_j^i t_1 t_2} \right) [q]_{-(d_i-d_j)}
\]

\[
+ \sum_{i=1}^{n} \varphi_i^j [q]_{d_i} - \frac{1}{\varphi_i^j t_1 t_2} [q]_{-d_i}
\]

A descendant \( \alpha \in K_{\text{T} \times G}(pt) \) is a symmetric function in the Chern roots of the tautological bundle. For a fixed quasimap \( f \) with \( f(0) = \lambda \), we denote \( \alpha(x(f)) \) the result of substituting \( x_i = \varphi_i^j q^{d_i} \), where \( d_i \) are the
degrees given by \( f \) as above. The vertex function with the polarization \( T_{\text{opp}}^{1/2} \) in the fixed point basis is thus

\[
V(\alpha)_{|\lambda} = \sum_{d=0}^{\infty} \sum_{f \in (Q_{\text{ns}} \times C_{\text{q}})_{f'} \subseteq Q_{\text{ns}}^{\infty}} z^{d} \hat{a}(T_{\text{vir}}|f) \left( \frac{\det \mathcal{F}_{\text{opp},0}|_{f}}{\det \mathcal{F}_{\text{opp},\infty}|_{f}} \right)^{1/2} \alpha(x(f))
\]

\[
= \sum_{d \in C_{\lambda}} z^{d} \hat{a}(T_{\text{vir}}|f) \left( \frac{\det \mathcal{F}_{\text{opp},0}|_{f}}{\det \mathcal{F}_{\text{opp},\infty}|_{f}} \right)^{1/2} \alpha(x(f))
\]

where \( f \) is the \( T \times C_{\text{q}}^{\infty} \)-fixed quasimap indexed by the reverse plane partition given by \( d \), \( \hat{a} \) is the function defined by

\[
\hat{a}(t) = \frac{1}{t^{1/2} - t^{-1/2}} \quad \hat{a}(t_1 + t_2 - t_3) = \frac{\hat{a}(t_1)\hat{a}(t_2)}{\hat{a}(t_3)}
\]

and \( \mathcal{F}_{\text{opp}}^{1/2} \) is the bundle on \( Q_{\text{ns}}^{\infty} \) induced by the opposite of the chosen polarization, see [28] Section 6.1.

Furthermore,

\[
\left( \frac{\det \mathcal{F}_{\text{opp},0}^{1/2}}{\det \mathcal{F}_{\text{opp},\infty}^{1/2}} \right)^{1/2} = q^{\deg \mathcal{F}_{\text{opp}}^{1/2}}
\]

For our choice of polarization (5.1), \( \deg \mathcal{F}_{\text{opp}}^{1/2} = -|d| \). Denote the \( q \)-Pochhammer symbol by

\[
(x)_{d} := \begin{cases} 
\prod_{j=0}^{d-1} (1 - xq^{j}) & d \geq 0 \\
\prod_{j=d}^{-1} (1 - xq^{-j})^{-1} & d < 0 
\end{cases}
\]

Putting this all together, we obtain

**Proposition 5.1.2.** The restriction of the vertex function with descendant \( \alpha \) for the polarization \( T_{\text{opp}}^{1/2} \) to the fixed point \( \lambda \) is given by

\[
V(\alpha)_{|\lambda} = \sum_{d \in C_{\lambda}} \left( \frac{z}{\sqrt{t_1 t_2}} \right)^{|d|} (x)_{d} \prod_{i,j=1}^{n} \left( \frac{t_1 q^{\varphi_i}}{t_2 q^{\varphi_j}} \right)_{d_i - d_j} \left( \frac{q q^{\varphi_i}}{q q^{\varphi_j}} \right)_{d_i - d_j} \prod_{i=1}^{n} \left( q^{\varphi_i^3 t_1 t_2} \right)_{d_i}
\]

where \( C_{\lambda} \) is the cone in \( \mathbb{Z}^{n} \) corresponding to reverse plane partitions of shape \( \lambda \).
5.1.4 Exotic solution in integral form

This is the vertex that shows up in the right hand side of Theorem 3.2.16. Inserting the descendant \( \ell_\alpha^\Gamma \), we obtain \( \nabla^\Gamma(\alpha) \). As in the proof of Theorem 3.2.16, one can check directly that \( \lim_{q \to \infty} \nabla^\Gamma(\alpha)|_\lambda = \alpha \).

Recall the operator \( \Omega^\nabla \) from (3.17). It is very similar to \( \nabla^\Gamma \). The difference is that it is computed using the moduli space \( \mathcal{QM}_{ns,\infty} \) instead of \( \mathcal{QM}_{ns,0} \) and the descendant insertion uses the opposite polarization and slope in the stable envelope.

**Proposition 5.1.3.** The restriction of the operator (3.17) to the fixed point basis is

\[
\Omega^\nabla(\alpha)|_\lambda = \sum_{d \in \mathbb{C}_0} \left( \sqrt{1/t_2 z} \right)^{\|d\|} \int_{\text{opp},a} \left( x \right) |_{x=t^{\cdot q^{-d}}} \prod_{i,j=1}^n \frac{\psi^j_{\bar{\lambda} t_1 t_2}}{\psi^j_{\bar{\lambda} t_1 t_2}} \left( q^{\psi^i_{\bar{\lambda} t}}_{\bar{\lambda} t_1 t_2} \right)_{d_i-d_j} \prod_{i=1}^n \frac{1}{\psi^i_{\bar{\lambda} t_1 t_2}}_{d_i}.
\]

**Proof.** We repeat the analysis of the previous subsection. As above, a \( T \times \mathbb{C}^\times_q \)-fixed degree \( d \) quasimap \( f \) provides a vector bundle \( \mathcal{Y} \equiv \bigoplus_{i=1}^n O(d_i) \) where \( \sum d_i = d \). By the stability condition and \( T \times \mathbb{C}^\times_q \) invariance, we have \( d_i \geq 0 \) and the component of the section \( f \) in \( \mathcal{Y} \) is uniquely determined. Applying \( \mathbb{C}^\times_q \)-invariance again, the bundles \( O(d_i) \) must be additionally twisted by \( q^{-d_i} \). From the fact that

\[
H^\ast(\mathbb{P}^1, q^{-d} O(d)) = q^{-d} (1 + q + \ldots + q^d) = 1 + q^{-1} + \ldots + q^{-d} = H^\ast(\mathbb{P}^1, O(d))|_{q=q^{-1}}
\]

we see that a formula \( \Omega^\nabla(\alpha)|_\lambda \) can be obtained from \( \nabla^\Gamma(\alpha)|_\lambda \) by substituting \( q \) with \( q^{-1} \) and shifting \( z \) by a power of \( q \). The shift of \( z \) comes from the contribution of the polarization \( \mathcal{R}^{1/2}_{\text{opp}} \) to the symmetrized virtual structure sheaf (2.7). In this case, the shift is \( z \to z/q \).

We can compute the effect of switching \( q \) to \( q^{-1} \) in Proposition 5.1.2. By definition of \( q \)-Pochhammer symbols, we have

\[
\frac{(q x)^d}{(q^{-1} x)^d} \bigg|_{q=q^{-1}} = h^d q^d \left( \frac{1}{q^{-1}} \right)^d, \quad d \in \mathbb{Z}
\]
Thus switching \( q \) to \( q^{-1} \) in the vertex gives

\[
V(\alpha)|_{\lambda, q = q^{-1}}
\]

\[
= \sum_{d \in C_1} \left( -\frac{z}{\sqrt{t^2 q^2}} \right)^{|d|} \alpha(x)|_{x = q^{d} q^{-d}}^{\alpha} \prod_{i,j=1}^{n} \left( \frac{\varphi^i}{\varphi^i \varphi^j \varphi^j t^2} \right)_{d_i-d_j} \left( \frac{q^2 \varphi^j \varphi^j t^2}{\varphi^j \varphi^j t^2} \right)_{d_i-d_j} \prod_{i=1}^{n} \left( \frac{q^2 \varphi^j \varphi^j t^2}{\varphi^j \varphi^j t^2} \right)_{d_i}
\]

Shifting \( z \to z/q \) gives the result. \( \square \)

By Theorem 3.2.18, we can also obtain an explicit formula for \( \Psi^\Sigma \) in the fixed point basis. Recall that the pushforward under the inclusion \( i : X^T \hookrightarrow X \) induces an isomorphism \( K_T(X^T)_{loc} \cong K_T(X)_{loc} \). Since \( X^T \) is finite, a basis of \( K_T(X^T)_{loc} \) is given by the classes of the structure sheaves of the fixed points. The class of a fixed point \( \lambda \in X^T \) is defined to be \( [\lambda] = i_*(\mathcal{O}_\lambda) \) so that \( [\lambda]|_{\mu} = \delta_{\lambda, \mu} \Lambda^\bullet(T_{\lambda}X)^\ast \). The classes of the fixed points provides a basis for \( K_T(X)_{loc} \).

The matrix of the operator \( \Psi^\Sigma \) in the basis of fixed points is given by

\[
\Psi^\Sigma_{\lambda, \mu} := \Psi^\Sigma(\mu)|_{\lambda}
\]

so that

\[
\Psi^\Sigma([\mu]) = \sum_{\lambda} \Psi^\Sigma_{\lambda, \mu} \cdot [\lambda]
\]

**Theorem 5.1.4.** The matrix \( \Psi^\Sigma_{\lambda, \mu} \) given by

\[
\Psi^\Sigma_{\lambda, \mu} = \sum_{d \in C_\mu} \left( \sqrt{t^2 q^2} \right)^{|d|} g_{\text{opp}, \lambda}(x)|_{x = q^{d} q^{-d}}^{\mu} \prod_{i,j=1}^{n} \left( \frac{\varphi^i}{\varphi^i \varphi^j \varphi^j t^2} \right)_{d_i-d_j} \left( \frac{q^2 \varphi^j \varphi^j t^2}{\varphi^j \varphi^j t^2} \right)_{d_i-d_j} \prod_{i=1}^{n} \left( \frac{q^2 \varphi^j \varphi^j t^2}{\varphi^j \varphi^j t^2} \right)_{d_i}
\]
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is a solution of the exotic quantum difference equation for the alcove $\nabla$. Here $g_{\text{opp},\lambda}$ is from (5.2) where the stable envelopes use the opposite polarization and slope.

**Proof.** By Theorem 3.2.18, the exotic solution $\Psi^\nabla$ is the adjoint of $\Omega^\nabla$ of Definition 2.1.4. By definition of adjoint,

$$\langle \Psi^\nabla([\lambda]), [\mu] \rangle_X = \langle [\lambda], \Omega^\nabla([\mu]) \rangle_X$$

By definition of the pairing $(\cdot, \cdot)_X$, we have

$$\langle \Psi^\nabla([\lambda]), [\mu] \rangle_X = \chi(\Psi^\nabla([\lambda]) \otimes [\mu]) = \sum_{\nu} \frac{\Psi^\nabla([\lambda])|_{\nu}[\mu]_{\nu}}{A^\bullet(T, X)^*} = \Psi^\nabla([\lambda])|_{\mu}$$

Similarly,

$$\langle [\lambda], \Omega^\nabla([\mu]) \rangle = \Omega^\nabla([\mu])_{\lambda}$$

So in the fixed point basis, $\Psi^\nabla$ is simply the transpose of $\Omega^\nabla$. □

There is a convenient way to write the matrix of $\Psi^\nabla$ in the fixed point basis as a contour integral. We view the Chern roots as complex variables. Assume $|q| < 1$. Let

$$(x)_{\infty} := (x; q)_{\infty} := \prod_{i=0}^{\infty} (1 - x q^i)$$

Define

$$\Phi(\vec{x}) = \prod_{i,j=1}^{n} \left( \frac{q^{\frac{1}{2}x_i}}{x_i} \right)_{\infty} \left( \frac{h^{-1} x_j}{x_j} \right)_{\infty} \prod_{i=1}^{n} \left( \frac{q^{\frac{1}{2}x_i}}{x_i} \right)_{\infty}$$

**Theorem 5.1.5.** We have the equality

$$\Psi^\nabla_{\lambda,\mu} = \frac{1}{2\pi i \alpha_{\mu}} \int_{C_{\mu}} e^{-\frac{\ln(q)\ln(x_1, x_n)}{2}} \Phi(\vec{x}) g_{\text{opp},\lambda}^\nabla(\vec{x}) \prod_{i=1}^{n} dx_i$$

where

$$\alpha_{\mu} = \left( e^{-\frac{\ln(q)\ln(x_1, x_n)}{2}} \Phi(\vec{x}) \right)_{|x_i = \varphi_i^\mu}$$

and the contour $C_{\mu}$ encloses all poles of the form

$$x_i = \varphi_i^\mu q^{-d_i}, \quad d_i \geq 0$$
Proof. This follows by a straightforward computation of the residues. □

Alternatively, one can avoid any analytic issues by interpreting the above integral as a Jackson $q$-integral, see Section 2.4 of [9].

5.2 Quantum toroidal algebra

Having written formulas for the solutions of the exotic quantum difference equations, we now proceed to write the equations explicitly. We will do so using the algebra known as the quantum toroidal $\hat{\mathfrak{gl}}_1$, written $\mathcal{U}_h(\hat{\mathfrak{gl}}_1)$. It was first discovered in [20], see also [10, 11, 26, 36].

5.2.1 Generators and relations

This section follows [36] closely. Let $\mathbb{Z} = \mathbb{Z}^2$, $\mathbb{Z}^* = \mathbb{Z} \setminus (0, 0)$,

$$\mathbb{Z}^+ = \{(i, j) \in \mathbb{Z} \mid i > 0 \text{ or } i = 0, j > 0\}$$

and $\mathbb{Z}^- = -\mathbb{Z}^+$. Let

$$n_k = \frac{(t_{1/2} - t_{1-k/2})(t_{2/2} - t_{2-k/2})(\hbar^{1-k/2} - \hbar^{k/2})}{k}$$

where $\hbar = t_1 t_2$. For a vector $x = (x_1, x_2) \in \mathbb{Z}^*$, let $\text{deg}(x) := \gcd(x_1, x_2)$. Let $\epsilon_x = 1$ if $x \in \mathbb{Z}^+$ and $\epsilon_x = -1$ if $x \in \mathbb{Z}^-$. For noncollinear vectors $x, y \in \mathbb{Z}^*$, let $\epsilon_{x,y} = \text{sign}(|\det(x, y)|)$.

Definition 5.2.1. Let $\mathcal{U}_h(\hat{\mathfrak{gl}}_1)$ be the associative unital algebra over $\mathbb{C}(t_1^{1/2}, t_2^{1/2})$ generated by $e_x$ and $K_x$ for $x \in \mathbb{Z}^*$ with the following relations:

1. $K_x$ is central for all $x \in \mathbb{Z}^*$, $K_x K_y = K_{x+y}$, and $K_0 = 1$.

2. If $x$ and $y$ are collinear then

$$[e_x, e_y] = \delta_{x+y} \frac{K_x^{-1} - K_x}{n_{\text{deg}(x)}}$$

3. If $\text{deg}(x) = 1$ and the triangle with vertices $\{(0, 0), x, y\}$ has no interior lattice points, then

$$[e_x, e_y] = \epsilon_{x,y} K_{\alpha(x,y)} \frac{\Phi_{x+y}}{n_1}$$

where

$$\alpha(x,y) = \begin{cases} 
\epsilon_x (\epsilon_x x + \epsilon_y y - \epsilon_{x+y} (x + y))/2 & \epsilon_{x,y} = 1 \\
\epsilon_y (\epsilon_x x + \epsilon_y y - \epsilon_{x+y} (x + y))/2 & \epsilon_{x,y} = -1 
\end{cases}$$
and the elements $\Phi_z$ for $z \in \mathbb{Z}$ are defined by

$$\sum_{k=0}^{\infty} \Phi_{kw} t^k = \exp \left( \sum_{m=1}^{\infty} n_m e_{mw} t^m \right)$$

for any $w \in \mathbb{Z}^*$ with $\text{deg}(w) = 1$.

The algebra $\mathcal{H}(\hat{\mathfrak{gl}})$ is called the quantum toroidal algebra.

### 5.2.2 Heisenberg subalgebras

For $w \in \mathbb{Q} \cup \{\infty\}$, we denote by $n(w)$ and $d(w)$ the numerator and denominator of the reduced expression for $w$. We define $n(\infty) = 1$ and $d(\infty) = 0$. We also assume $d(w) \geq 0$. Let

$$a_k^w := e_{kd(w), kn(w)}$$

for $k \in \mathbb{Z} \setminus \{0\}$. These generate Heisenberg subalgebras. The subalgebra for the wall $w = 0$ is called the horizontal subalgebra, and the subalgebra for $w = \infty$ is called the vertical subalgebra.

The upper and lower triangular universal $R$-matrices of the Heisenberg subalgebras for a wall $w \in \mathbb{Q}$ are given explicitly by

$$R_w^+ = \exp \left( - \sum_{k=1}^{\infty} n_k a_k^w \otimes a_{-k}^w \right)$$

and

$$R_w^- = \exp \left( - \sum_{k=1}^{\infty} n_k a_{-k}^w \otimes a_k^w \right)$$

The universal $R$-matrix of the infinite slope Heisenberg subalgebra is given by

$$R_\infty = \exp \left( - \sum_{k=1}^{\infty} n_k a_{-k}^\infty \otimes a_k^\infty \right)$$

The universal $R$-matrix of $\mathcal{H}(\hat{\mathfrak{g}l})$ for slope $s$ can be expressed as an infinite product of these wall $R$-matrices

$$R^s = \prod_{w \in \mathbb{Q}, \text{w < s}} R_w^- R_\infty \prod_{w \in \mathbb{Q}, \text{w > s}} R_w^+$$
5.2.3 Fock space representation

It is convenient to consider the equivariant $K$-theory of all $\text{Hilb}^n(\mathbb{C}^2)$ at once. We consider equivariance with respect to the torus $T = \mathbb{C}^\times_{t_1/2} \times \mathbb{C}^\times_{t_2/2} \times \mathbb{C}^\times_u$, where $t_1$ and $t_2$ are as in Section 5.1.1 and $u$ is the framing parameter. According to the general theory of Section 3.1.1, the algebra $\mathcal{U}_\hbar(\hat{g}_Q)$ acts on the localized $K$-theory

$$\bigoplus_{n=0}^\infty K_T(\text{Hilb}^n(\mathbb{C}^2))_{\text{loc}}$$

Furthermore, the above direct sum decomposition is a weight space decomposition for a Cartan subalgebra of $\mathcal{U}_\hbar(\hat{g}_Q)$. It is well-known that there is an isomorphism of graded vector spaces

$$\bigoplus_{n=0}^\infty K_T(\text{Hilb}^n(\mathbb{C}^2))_{\text{loc}} = \mathbb{Q}[p_1, p_2, \ldots] \otimes_{\mathbb{Z}} \mathbb{Q}(t_1^{1/2}, t_2^{1/2}, u) =: \mathcal{F}$$

where the grading on \( \mathcal{F} \) is defined by $\deg p_k = k$. This space can be identified with the ring of symmetric functions in infinitely many variables, where $p_i$ is viewed as the $i$th power sum function. According to the grading, we write

$$\mathcal{F} = \bigoplus_{n=0}^\infty \mathcal{F}_n$$

There is an important basis of $\mathcal{F}$ known as the Macdonald polynomials, see [17]. We state our conventions here. Define an inner product on $\mathcal{F}$ by

$$\langle p_\lambda, p_\mu \rangle_{t_1, t_2} = \delta_{\lambda, \mu} \prod_{n \geq 1} n!^{m_n} \prod_{i=1}^{\lambda_1} \frac{1 - t_1^{-\lambda_i}}{1 - t_2^{-\lambda_i}}$$

where $m_n = |\{ k \mid \lambda_k = n \}|$

The usual parameters $q$ and $t$ of Macdonald theory are related to $t_1$ and $t_2$ by $q = t_1^{-1}$, $t = t_2^1$. The Macdonald polynomials, written $P_\lambda$, are the unique basis of $\mathcal{F}$ orthogonal with respect to this inner product with a strictly lower triangular expansion in the basis of monomial symmetric functions with respect to the dominance ordering on partitions. The integral form of the Macdonald polynomials is defined as

$$\tilde{H}_\lambda = t_2^{\lambda_2} \prod_{\square \in \lambda} \left( t_2^{-\text{leg}(\square) - 1} - t_1^{-\text{arm}(\square)} \right) P_\lambda$$
The modified Macdonald polynomials in [13] are defined as

\[ H_\lambda = \tilde{H}_\lambda \left[ \frac{p_k}{1 - t_k^2} \right] \quad (5.4) \]

where the square brackets stand for the substitution of \( p_k \) by \( \frac{p_k}{1 - t_k^2} \) for all \( k \).

**Proposition 5.2.2 ([24])**. There is an action of the algebra \( \mathcal{U}_\hbar(\hat{\mathfrak{gl}}_1) \) on \( \mathcal{F} \) in which the horizontal subalgebra acts via

\[ e_{m,0} = \begin{cases} 
\frac{1}{(t_1^m - t_1^{-m})(t_2^m - t_2^{-m/2})} p^{-m} & m < 0 \\
-m \frac{\partial}{\partial p_m} & m > 0
\end{cases} \]

and the vertical subalgebra acts diagonally on \( H_\lambda \) as

\[ e_{0,m} H_\lambda = u^{-m} \text{sign}(m) \left( \frac{1}{1 - t_1^m} \sum_{i=1}^{\infty} t_1^{m_i} t_2^{m(i-1)} \right) H_\lambda \]

Since the horizontal and vertical subalgebras generate \( \mathcal{U}_\hbar(\hat{\mathfrak{gl}}_1) \), this completely determines the action. Furthermore, it is known that the generators of the Heisenberg subalgebras shift the grading as

\[ \alpha_k^w : \mathcal{F}_n \to \mathcal{F}_{n - kd(w)} \quad (5.5) \]

**Conjecture 5.2.3.** There exists an isomorphism of algebras \( \mathcal{U}_\hbar(\hat{\mathfrak{g}}_Q) \cong \mathcal{U}_\hbar(\hat{\mathfrak{gl}}_1) \), compatible with the actions of these algebras on \( \mathcal{F} \). Under this isomorphism,

- the action of the R-matrix (3.1) on the tensor product of two Fock spaces coincides with the action of the universal R-matrix of \( \mathcal{U}_\hbar(\hat{\mathfrak{gl}}_1) \).

- the wall R-matrices (3.4) coincide with the R-matrices of the Heisenberg subalgebras of \( \mathcal{U}_\hbar(\hat{\mathfrak{gl}}_1) \).

- the wall subalgebras of \( \mathcal{U}_\hbar(\hat{\mathfrak{g}}_Q) \) coincide with the Heisenberg subalgebras of \( \mathcal{U}_\hbar(\hat{\mathfrak{gl}}_1) \) from Section 5.2.2.

This conjecture is discussed in Chapter 1 of [25] and Section 7.1.7 of [30].

**Remark 5.2.4.** For the remainder of this thesis, we assume that the above conjecture holds.
5.2.4 Wall-crossing operators

It follows from (5.5) that for a fixed \( n \) and \( w \), there exists some \( k \gg 0 \) such that \( \alpha^w_k \) acts by 0 on \( F_n \).

The elements \( \alpha^w_k \) for \( k > 0 \) are called annihilation operators. The elements \( \alpha^w_k \) for \( k < 0 \) are called creation operators. For a monomial \( \alpha^{w_1}_{k_1} \ldots \alpha^{w_m}_{k_m} \), let \( \{1, \ldots, m\} = I^+ \sqcup I^- \) be the partition into subsets such that \( k_i > 0 \) for \( i \in I^+ \) and \( k_i < 0 \) for \( i \in I^- \). Define the normal ordering :: by

\[
: \alpha^{w_1}_{k_1} \ldots \alpha^{w_m}_{k_m} : = \prod_{i \in I^-} \alpha^{w_i}_{k_i} \prod_{i \in I^+} \alpha^{w_i}_{k_i}
\]

In other words, all annihilation operators act first. We extend :: by linearity.

**Proposition 5.2.5** ([30] Section 8). For a wall \( w \in \mathbb{Q} \cup \{\infty\} \), the wall-crossing operator is equal to the element

\[
B_w(z) = : \exp \left( \sum_{k=1}^{\infty} \frac{n_k h^{d(w)k/2}}{1 - z^{-d(w)k}} q^{d(w)k} h^{d(w)k/2} \alpha^w_k \alpha^w_{-k} \right) :
\]

of a completion of \( \mathcal{H}(\widehat{\mathfrak{gl}}_1) \).

From the definition of normal ordering and from (5.5), it is clear that \( B_w(z) \) has a well-defined action on \( F \).

**Proposition 5.2.6.** Let \( \text{Wall}_n = \{w \in \mathbb{Q} \mid 1 \leq d(w) \leq n\} \). Then the operator \( B_w(z) \) acts nontrivially on \( F_n \) only if \( w \in \text{Wall}_n \).

**Proof.** By (5.5), the element \( \alpha^w_k \) for \( k > 0 \) sends \( F_n \) to \( F_{n-kd(w)} \). So if \( d(w) > n \), then it must act by 0. \( \square \)

Since we have explicit formulas for the wall crossing operators, we can verify Propositions 3.1.10, 3.1.13, and 3.1.12 directly.

**Proposition 5.2.7.** For any \( w \in \mathbb{Q} \cup \{\infty\} \)

\[
B_w(zq^w)
\]

is independent of \( q \).

**Proof.** Follows directly from the definition. \( \square \)
Proposition 5.2.8. Let $w \in \mathbb{Q} \cup \{\infty\}$ and $s \in \mathbb{R} \setminus \mathbb{Q}$. Then

$$\lim_{q \to 0} B_w(zq^s) = \begin{cases} 1 & s > w \\ \text{exists} & s < w \end{cases}$$

Equivalently, if $s < w$, then $\lim_{q \to \infty} B_w(zq^s) = 1$

Proposition 5.2.9. $B_w(z)$ can be expanded as a formal power series in positive powers of $z$ with constant term equal to 1.

5.2.5 Quantum difference equations

Here we discuss the structure of the $q$-difference equation. It was first identified in [30]. The monodromy of the difference equation and of the differential equation in cohomology was studied using elliptic stable envelopes in [39]. For $X = \text{Hilb}^n(\mathbb{C}^2)$, the Picard group is isomorphic to $\mathbb{Z}$, with generator given by $\mathcal{L}$ the dual of the tautological line bundle, whose fiber at the fixed point $\lambda$ has $T$-weights $\prod_{(i,j) \in \lambda} l_1^{1-j} l_2^{1-i}$

The quantum difference equation has the form

$$\Psi(zq) \mathcal{L} = \mathcal{L} M_{\mathcal{L}}(z) \Psi(z), \quad \Psi(0) = 1$$

for $\Psi(z) \in \text{End}(\mathcal{F})(q)[[z]]$.

In [30], the quantum difference operator is identified as

$$M_{\mathcal{L}}(z) = \mathcal{C}_X \cdot \mathcal{L} \prod_{w \in [-1,0]} B_w(z) \in \text{End}(\mathcal{F})(q^{\pm 1})[[z]]$$

where the arrow means that the indices increase moving from left to right and $\mathcal{C}_X$ is some constant. It is conjectured in [30] that $\mathcal{C}_X = 1$. It follows from the definition that the wall-crossing operators preserve the direct sum decomposition of $\mathcal{F}$. By Proposition 5.2.6, $B_w(z)$ acts by 1 unless $w \in \text{Wall}_n$. Thus on $\mathcal{F}_n$, this operator is

$$\prod_{w \in [-1,0]} B_w(z) = \prod_{w \in [-1,0] \cap \text{Wall}_n} B_w(z)$$
Example 5.2.10. If $n = 3$, then

$$B_w(z) = B_{-1}(z)B_{-\frac{1}{2}}(z)B_{-\frac{1}{2}}(z)$$

Let $\nabla \subset \mathbb{R} \setminus \text{Wall}_n$ be an alcove and define

$$\mathbf{B}^\nabla(z) = \prod_{w \in [s-1,s)} B_w(z)$$

for some $s \in \nabla$. This is independent of the choice of $s \in \nabla$.

Then the exotic $q$-difference equation for alcove $\nabla \subset \mathbb{R} \setminus \text{Wall}_n$ is the equation

$$\Psi^\nabla(qz) = \mathcal{L} \cdot \mathcal{L} \mathbf{B}^\nabla(z) \Psi^\nabla(z)$$

(5.6)

Theorem 5.2.11. The matrix of Theorem 5.1.4 solves the $q$-difference equation (5.6).
CHAPTER 6
Bethe Ansatz

This final chapter is a conjectural application of our results. In it, we employ the integral formula for the solutions of the exotic $q$-difference equations to solve the Bethe ansatz problem for $\mathcal{H}(\widehat{g}l_1)$. Although there are several key results that we will leave as conjectures, we emphasize that the results of this section have been thoroughly tested computationally, and we believe there is strong evidence that they are correct.

6.1 Bethe subalgebras

First, we explain the Bethe ansatz problem. Recall the universal $R$-matrices of the Heisenberg subalgebras of $\mathcal{H}(\widehat{g}l_1)$:

\[
R^+_w = \exp \left(-\sum_{k=1}^{\infty} n_k \alpha^w_k \otimes \alpha^{-w}_k\right)
\]

\[
R^-_w = \exp \left(-\sum_{k=1}^{\infty} n_k \alpha^{-w}_k \otimes \alpha^w_k\right)
\]

\[
R^\infty = \exp \left(-\sum_{k=1}^{\infty} n_k \alpha^\infty_k \otimes \alpha^{-\infty}_k\right)
\]

The universal $R$-matrix of $\mathcal{H}(\widehat{g}l_1)$ for slope $s$ can be expressed as an infinite product of these wall $R$-matrices

\[
\mathcal{R}^s = \left(\prod_{w \in \mathbb{Q} \, w < s} R^+_w\right) R^\infty \left(\prod_{w \in \mathbb{Q} \, w > s} R^-_w\right)
\]

It is an element of a completion of $\mathcal{H}(\widehat{g}l_1) \otimes \mathcal{H}(\widehat{g}l_1)$.

Recall that $\mathcal{H}(\widehat{g}l_1)$ acts on the Fock space

\[
F = \mathbb{Q}[p_1, p_2, \ldots] \otimes \mathbb{Q}(t_1^{1/2}, t_2^{1/2}, u) = \bigoplus_{n=0}^{\infty} F_n
\]

Consider the operator on $F$ that scales the degree $d$ summand by $z^d$. We will write this as $z^{\text{deg}}$. Evaluating the first tensor factor of $\mathcal{R}^s$ on the representation $F$, we can consider the transfer matrix, which is
defined as
\[ T^s(u) = \text{Tr}_F \left( (z^{\text{des}} \otimes 1) R^s \right) \in \mathcal{U}_h(\widehat{\mathfrak{gl}}_1)[[u, z]] \]
where the trace is taken over the first copy of \( F \). The Yang-Baxter equation for \( R^s(u) \) implies the following.

**Proposition 6.1.1.**
\[ [T^s(u_1), T^s(u_2)] = 0 \]

Expanding \( T^s(u) \) as a series in \( u \), we write
\[ T^s(u) = \sum_{k=0}^{\infty} H^s_k u^k \]
The coefficients \( H^s_k \) are elements of a completion of \( \mathcal{U}_h(\widehat{\mathfrak{gl}}_1)[[z]] \) and are called the Hamiltonians of the transfer matrix. The previous proposition implies that
\[ [H^s_{k_1}, H^s_{k_2}] = 0 \]

**Definition 6.1.2.** The Bethe subalgebra \( \mathcal{B}^s \) for the slope \( s \in \mathbb{R} \cup \{\infty\} \setminus \mathbb{Q} \) is the commutative subalgebra of a completion of \( \mathcal{U}_h(\widehat{\mathfrak{gl}}_1)[[z]] \) generated by all the Hamiltonians of the transfer matrix \( T^s(u) \).

Since the elements of \( \mathcal{B}^s \) commute, they can be simultaneously diagonalized on any representation of \( \mathcal{U}_h(\widehat{\mathfrak{gl}}_1) \).

**Definition 6.1.3.** The eigenvectors of \( \mathcal{B}^s \) acting on \( F[[z]] \) are called the Bethe vectors.

**Proposition 6.1.4.** The Bethe vectors of \( \mathcal{B}^s \) are one parameter (in \( z \)) deformations of the modified Macdonald polynomials of (5.4).

**Proof.** Consider the \( z \to 0 \) limit of the transfer matrix \( T^s(u) \), written \( T^s(u)|_{z=0} \). The degree 0 part of \( F \) is one dimensional, spanned by 1. So, if \( \mathcal{B}^s(u) : 1 \otimes x \mapsto 1 \otimes y + \ldots \), then \( T^s(u)|_{z=0} : x \mapsto y \). By (5.5), we have \( \alpha_k^w(1) = 0 \) if \( k > 0 \). So \( R^w_{-k}(1 \otimes x) = 1 \otimes x \) for all \( w \). By Proposition 5.2.2, we have
\[ \alpha_{-k}^w(1) = -u^k \left( \frac{1}{1-t_1^k} \sum_{i=1}^{\infty} t_2^{i(k-1)} \right) = -\frac{u^k}{(1-t_1^k)(1-t_2^k)} \]
for $k \geq 0$. So

$$R_{\infty}(1 \otimes x) = 1 \otimes \exp \left( \sum_{k=0}^{\infty} \frac{n_k u^k}{(1 - t_k^1)(1 - t_k^2)} \alpha_k^{\infty} \right)(x)$$

By (5.5), each $R_{\infty}$ maps $1 \otimes y$ to $1 \otimes y + \ldots$, where the dots stand for terms with degree greater than 0 in the first tensor factor. Hence

$$T^s(u)|_{z=0} = \exp \left( \sum_{k=0}^{\infty} \frac{n_k u^k}{(1 - t_k^1)(1 - t_k^2)} \alpha_k^{\infty} \right)$$

All $\alpha_k^{\infty}$, and hence $T^s(u)|_{z=0}$, are diagonal in the basis of Macdonald polynomials $H_\lambda$. Thus the $z \to 0$ limit of the Bethe eigenvectors are Macdonald polynomials.

One of the main results of [18] is the identification of the quantum cohomology ring of a quiver variety with the Bethe subalgebra of the Yangian associated to the quiver. We conjecture that a similar result holds in $K$-theory.

**Conjecture 6.1.5.** Let $s \in \mathbb{R} \cup \{\infty\} \setminus \mathbb{Q}$. Consider the element $B^s(z)$ of $\text{End}(F)[[z]]$ which acts on $\text{End}(F_n)[[z]]$ as

$$\left( \mathcal{L}B_{\mathcal{L}}^\nabla(z) \right)|_{q=1}$$

where $\mathcal{L}$ is the dual of the tautological line bundle on $\text{Hilb}^n(\mathbb{C}^2)$ and $\nabla$ is the alcove containing $s$. Then $B^s(z)$ is the image of an element of $\mathcal{B}^s$ acting on $F[[z]]$.

In the case of the small ample alcove, this result was conjectured earlier for the cotangent bundles of partial flag varieties in [35].

**Conjecture 6.1.6.** The element $B^s(z)$ has distinct eigenvalues. Hence, to diagonalize the action of $\mathcal{B}^s$ on $F[[z]]$, it is sufficient to find the eigenvectors of $B^s(z)$.

### 6.2 Saddle point approximation

We apply the saddle point approximation to the integral of Theorem 5.1.5 to study the $q \to 1$ limit. Rewriting Theorem 5.1.5 gives

$$\Psi_{\lambda,\mu}^\nabla = \frac{1}{2\pi i \alpha_\mu} \int_{C_\mu} e^{S(\vec{x})} g_{\text{opp},A}(\vec{x}) \prod_{i=1}^{n} dx_i$$

where

$$S(\vec{x}) = -\frac{\ln(\sqrt{q}z) \ln(x_1 \ldots x_n)}{\ln(q)} + \ln(\Phi(\vec{x}))$$
The critical points of the function $S(\vec{x})$ are defined by the equations

$$\frac{\partial}{\partial x_i} S(\vec{x}) = 0, \quad i = 1, \ldots, n, \quad x_j \in \mathbb{C}(t_1^{1/2}, t_2^{1/2}, q)$$

This is equivalent to

$$0 = -\frac{\ln(\sqrt{\hbar}z)}{\ln(q)} + x_i \frac{\partial}{\partial x_i} \ln(\Phi(\vec{x})), \quad i = 1, \ldots, n \quad (6.1)$$

**Lemma 6.2.1** ([31] Lemma 2). Let $C$ be constant in $x$ such that $C_1 := \lim_{q \to 1} C$ exists and $|Cx| < 1$.

Suppose that $|q| < 1$. Then

$$x \frac{\partial}{\partial x} \ln((Cx; q)_\infty) = -\frac{\ln(1 - C_1 x)}{\ln(q)} + o \left( \frac{1}{\ln(q)} \right), \quad q \to 1$$

Here, the little o notation means

$$\lim_{q \to 1} \ln(q) \left( \frac{\partial}{\partial x} \ln((Cx; q)_\infty) + \frac{\ln(1 - Cx)}{\ln(q)} \right) = 0$$

**Proof.** We calculate

$$x \frac{\partial}{\partial x} \ln((Cx; q)_\infty) = -\sum_{i=0}^\infty \frac{Cx q^i}{1 - Cx q^i} = -\sum_{i=0}^\infty \sum_{j=0}^\infty (Cx)^{i+1} q^{(j+1)}$$

$$= -\sum_{j=0}^\infty \frac{(Cx)^{j+1}}{1 - q^{j+1}} = -\sum_{j=0}^\infty \frac{(Cx)^{j+1}}{1 - e^{(j+1) \ln(q)}}$$

So

$$\lim_{q \to 1} \ln(q) x \frac{\partial}{\partial x} \ln((Cx; q)_\infty) = -\ln(1 - C_1 x)$$

□

**Lemma 6.2.2.** The $q \to 1$ limit of the saddle points of $S(\vec{x})$ satisfy the equations

$$\sqrt{\hbar z} \left( 1 - \frac{1}{x_i t_1 t_2} \right) \prod_{j \neq i} w(x_i/x_j) = \left( 1 - \frac{1}{x_i} \right) \prod_{j \neq i} w(x_j/x_i), \quad i = 1, \ldots, n$$

where

$$w(x) = \frac{(1 - x)(t_1 t_2 - x)}{(t_2 - x)(t_1 - x)}$$
These are known as the Bethe equations.

Proof. Using the previous Lemma the equation (6.1) for $x_i$ is equivalent to

$$0 = \ln(\sqrt{\hbar z}) + \ln\left(1 - \frac{1}{t_1 t_2 x_i}\right) - \ln\left(1 - \frac{1}{x_i}\right) + \sum_{j \neq i} \left( - \ln\left(1 - \frac{x_j}{x_i}\right) + \ln\left(1 - \frac{x_j t_1}{x_i t_2}\right) - \ln\left(1 - \frac{x_j}{x_i t_1 t_2}\right) + \ln\left(1 - \frac{x_j}{x_i}\right) \right) \ln \left(1 - \frac{x_j}{x_i}\right) - \ln(1 - \frac{x_j}{x_i}) + \ln\left(1 - \frac{x_j}{x_i}\right) - \ln\left(1 - \frac{x_j}{x_i}\right)\).$$

Exponentiating gives

$$\sqrt{\hbar z} \left(1 - \frac{1}{x_i t_1 t_2}\right) \prod_{j \neq i} \left(1 - \frac{x_j}{x_i}\right) \left(1 - \frac{x_j}{x_i t_1 t_2}\right) = \left(1 - \frac{1}{x_i}\right) \prod_{j \neq i} \left(1 - \frac{x_j}{x_i}\right) \left(1 - \frac{x_j}{x_i t_1 t_2}\right)$$

which can be rewritten as

$$\sqrt{\hbar z} \left(1 - \frac{1}{x_i t_1 t_2}\right) \prod_{j \neq i} \left(1 - \frac{x_j}{x_i}\right) \left(t_1 t_2 - \frac{x_j}{x_i}\right) = \left(1 - \frac{1}{x_i}\right) \prod_{j \neq i} \left(1 - \frac{x_j}{x_i}\right) \left(t_1 t_2 - \frac{x_j}{x_i}\right)$$

□

Proposition 6.2.3. The $q \to 1$ limit of the saddle point approximation of $\Psi_{\lambda,\mu}^{\nabla}$ is

$$\frac{1}{2\pi i a_{\mu}} (2\pi \ln(q))^{n/2} e^{S(x)} \sqrt{\det \frac{\partial^2 S(x)}{\partial x_{ij} \partial x_{ij}}} g_{opp,\lambda}^{\nabla}(\vec{x})$$

where $x_i \in \mathbb{C}(t_1^{1/2}, t_2^{1/2})[[z]]$ satisfies the Bethe equations with initial condition $x_i|_{z=0} = \varphi_i^\mu$.

Conjecture 6.2.4. The $q \to 1$ asymptotics of the function $\Psi_{\lambda,\mu}^{\nabla}$ are dominated by its saddle point approximation for some saddle point satisfying the Bethe equations with initial condition $x_i|_{z=0} = \varphi_i^\mu$.

Remark 6.2.5. There are several complications involved in the above conjecture. As the Bethe equations are a system of nonlinear equations, it is first of all not obvious that solutions even exist. Secondly, the solutions may not be uniquely determined by the initial condition. In this case, there may be several saddle points that contribute to the $q \to 1$ limit of the function $\Psi_{\lambda,\mu}^{\nabla}$. Part of the conjecture is that there is a unique
saddle point that dominates.

Our final result is an explicit description of the eigenbasis of the action of the Bethe subalgebra $\mathcal{B}^s$ on $F[[z]]$. Fix $n \in \mathbb{N}$ and pick an alcove for $\text{Hilb}^n(\mathbb{C}^2)$ containing $s$. Let $\lambda_1, \ldots, \lambda_m$ be the partitions of $n$. Define the column vector $\mathbf{g}_{\text{opp}}(\bar{x}) = (\mathbf{g}^\mathbf{V}_{\text{opp},\lambda_1}, \ldots, \mathbf{g}^\mathbf{V}_{\text{opp},\lambda_m})^T$ in the fixed point basis of $F$.

**Proposition 6.2.6.** Let $\bar{x} = (x_1, \ldots, x_n)$ be a solution to the Bethe equations with initial condition $x_i|_{z=0} = \varphi_i^\mu$. Then the vector $\mathbf{g}^\mathbf{V}_{\text{opp}}(\bar{x})$ is an eigenvector of the action of the Bethe subalgebra $\mathcal{B}^s$ on the degree $n$ component of $F[[z]]$. The collection of these vectors, as $\mu$ runs over all partitions of $n$ and $n$ runs over all natural numbers, gives an eigenbasis of the action of $\mathcal{B}^s$ on $F[[z]]$.

**Proof.** Write $\Psi^\mathbf{V}_\mu$ for the $\mu$th column of the fundamental solution matrix $\Psi^\mathbf{V}_{\lambda,\mu}$. The saddle point approximation of this column vector is

$$
\Psi^\mathbf{V}_\mu = \frac{1}{2\pi i \alpha_\mu} \frac{(2\pi \ln(q))^{n/2}}{\sqrt{\det \frac{\partial^2 S(\bar{z}, q)}{\partial \bar{x}_j \partial \bar{x}_i}}} \left( \mathbf{g}^\mathbf{V}_{\text{opp}}(\bar{x}) + \ldots \right)
$$

where the $x_i$ solve the Bethe equations with initial condition $x_i|_{z=0} = \varphi_i^\mu$. The $q$-difference equation is

$$
\mathcal{L}^\mathcal{V}_\mu(z) \Psi^\mathbf{V}_\mu(z) = \mathcal{C}_X \mathcal{L}^\mathcal{V}_\mathcal{X}(z) \Psi^\mathbf{V}_\mu(z)
$$

where $\mathcal{L}$ is the operator of multiplication by the dual of the tautological line bundle, whose fiber $\mathcal{L}_\mu$ over $\mu$ has weights given by $\prod_i (\varphi_i^\mu)^{-1}$. Substituting the saddle point approximation into the $q$-difference equation and writing the $z$ dependence explicitly, we have

$$
\frac{(2\pi \ln(q))^{n/2}}{2\pi i \alpha_\mu(z) q} \frac{e^{S(\bar{z}, q)}}{\sqrt{\det \frac{\partial^2 S(\bar{z}, q)}{\partial \bar{x}_j \partial \bar{x}_i}}} \left( \mathbf{g}^\mathbf{V}_{\text{opp}}(\bar{x}) + \ldots \right) \mathcal{L}_\mu(z) = \mathcal{C}_X \frac{e^{S(\bar{z}, q)}}{\sqrt{\det \frac{\partial^2 S(\bar{z}, q)}{\partial \bar{x}_j \partial \bar{x}_i}}} \left( \mathbf{g}^\mathbf{V}_{\text{opp}}(\bar{x}) + \ldots \right)
$$

which is equivalent to

$$
\frac{\mathcal{L}_\mu^{-1}(z)}{\alpha_\mu(z)} \frac{e^{S(\bar{z}, q)}}{\sqrt{\det \frac{\partial^2 S(\bar{z}, q)}{\partial \bar{x}_j \partial \bar{x}_i}}} \left( \mathbf{g}^\mathbf{V}_{\text{opp}}(\bar{x}) + \ldots \right) \mathcal{L}_\mu(z) = \mathcal{C}_X \frac{1}{\alpha_\mu(z)} \frac{e^{S(\bar{z}, q)}}{\sqrt{\det \frac{\partial^2 S(\bar{z}, q)}{\partial \bar{x}_j \partial \bar{x}_i}}} \left( \mathbf{g}^\mathbf{V}_{\text{opp}}(\bar{x}) + \ldots \right)
$$

One can show that

$$
\lim_{q \to 1} \frac{\det \frac{\partial^2 S(\bar{z}, q)}{\partial \bar{x}_j \partial \bar{x}_i}}{\det \frac{\partial^2 S(\bar{z}, q)}{\partial \bar{x}_j \partial \bar{x}_i}} = 1 \quad \text{and} \quad \frac{e^{S(\bar{z}, q)}}{e^{S(\bar{z}, q)}} = (x_1 \ldots x_n)^{-1}
$$
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from the definition of $S(\vec{x}, z)$. So

$$\left( \mathcal{E}_x \mathcal{L}^\nabla \mathcal{B}^\nabla (z) \right) \bigg|_{q=1} g_{\text{opp}}^\nabla (\vec{x}) = (x_1 \ldots x_n)^{-1} g_{\text{opp}}^\nabla (\vec{x})$$

So $g_{\text{opp}}^\nabla (\vec{x})$ is an eigenvector of $(\mathcal{L}^\nabla \mathcal{B}^\nabla (z))_{|q=1}$. By Conjecture 6.1.6, it is also an eigenvector of the Bethe subalgebra. Since we have one of these eigenvectors for each $\mu$, there are sufficiently many to provide an eigenbasis for the Bethe subalgebra.
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