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ABSTRACT
State-of-the-art algorithms for Approximate Nearest Neighbor Search (ANNS) such as DiskANN, FAISS-IVF, and HNSW build data-dependent indices that offer substantially better accuracy and search efficiency over data-agnostic indices by overfitting to the index data distribution. When the query data is drawn from a different distribution – e.g., when index represents image embeddings and query represents textual embeddings – such algorithms lose much of this performance advantage. On a variety of datasets, for a fixed recall target, latency is worse by an order of magnitude or more for Out-Of-Distribution (OOD) queries as compared to In-Distribution (ID) queries. The question we address in this work is whether ANNS algorithms can be made efficient for OOD queries if the index construction is given access to a small sample set of these queries. We answer positively by presenting ODO-DiskANN, which uses a sparse sample (1% of index set size) of OOD queries, and provides up to 40% improvement in mean query latency over SoTA algorithms of a similar memory footprint. ODO-DiskANN is scalable and has the efficiency of graph-based ANNS indices. Some of our contributions can improve query efficiency for ID queries as well.

CCS CONCEPTS
• Theory of computation → Data compression; Nearest neighbor algorithms; • Information systems → Retrieval models and ranking.
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1 INTRODUCTION
Embedding-based retrieval (aka semantic- or dense-retrieval) is increasingly the paradigm of choice for search and recommendation systems across various domains such as document retrieval [28], web relevance [14, 19, 48], advertisement [12] and content-based image retrieval [29, 44] to name a few. These systems rely on searching an index built over the embeddings corresponding to the objects of interest, to retrieve the nearest embeddings to a query’s embedding, based on some geometric distance (such as $f_2$). Since solving the problem exactly requires an expensive exhaustive scan of the database – which would be impractical for real-world indices that span billions of objects – practical interactive search systems use Approximate Nearest Neighbor Search (ANNS) algorithms with highly sub-linear query complexity [10, 18, 24, 30] to answer such queries. The quality of such ANN indices is often measured by $k$-recall@$k$ which is the overlap between the top-$k$ results of the index search with the ground truth $k$-nearest neighbors ($k$-NNs) in the corpus for the query, averaged over a representative query set.

State-of-the-art algorithms for ANNS, such as graph-based indices [16, 24, 30] which use data-dependent index construction, achieve better query efficiency over prior data-agnostic methods like LSH [6, 18] (see Section A.1 for more details). Such efficiency enables these indices to serve queries with > 90% recall with a latency of a few milliseconds, required in interactive web scenarios. They do so by building an index that makes it easy to query a point from the indexed (also called base) dataset itself, thereby enabling the index to answer queries that are drawn roughly from the same distribution. Embedding-based retrieval, via such ANNS indices, is widely deployed for web services in the industry [2].

With the advancement of multi-modal embeddings [37, 39, 43], there is an increasing need for accurate ANNS algorithms that work well with “cross-modal queries”. As a motivating example, consider a situation where a user searches through an image index with only a textual description as input. Jointly learnt image-text models can preserve query semantics well, but the text embeddings they generate often lie in a different distribution than the image embeddings, even if both the embeddings share the same representation space.

Therefore, it is not surprising that when queries are drawn from a different distribution – such as in the cross-modal scenario – indices that optimize for base data distribution exhibit a large drop in accuracy and retrieval efficiency for these “out-of-distribution” (OOD) queries. Figure 1 compares the recall-vs-latency curves of SoTA [7] data-dependent algorithms – HNSW [30], FAISS-IVF [10, 25] and DiskANN [24]– on three datasets. Two of the data sets are text-to-image while the other corresponds to web advertisements and short query embeddings. There is an order of magnitude gap in the latency required to compute NNs of in-distribution or ID queries (these queries are sampled from the distribution generating the base data set, without replacement) and the OOD queries in
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both the text-to-image datasets. Such a large drop in latency can make it infeasible to serve accurate results within strict latency budgets needed in web scenarios. To serve multi-modal embeddings and other OOD query sets, there is a need for robust ANNS indices which can adapt to queries drawn from a distribution other than the base data distribution. Hence, this paper asks: Given a small sample set drawn from the query distribution apriori, is it possible to use such a set to build a better ANNS index that works well for OOD queries?

1.1 What Qualifies A Query As OOD?
As it is difficult to provide an all-encompassing definition of OOD for all retrieval algorithms, we adopt a simple and natural proxy that seems to correlate highly with the gap in query efficiency between ID and OOD queries for various data-dependent graph and clustering-based ANNS algorithms. We say that a set of queries are OOD with respect to the points in the base set if the histogram of Mahalanobis distances between queries and base points is significantly different from the histogram for base point-to-base point distances. This formulation allows one to categorise query sets as weakly or strongly OOD, through the significance of differences between the histograms. Notice that the gap between ID and OOD histograms in Figure 2 directly correlates with the gap between ID-OOD query efficiency for all three indices in Figure 1. While this definition is coarse-grained, our empirical measurements on graph algorithms justifies its use, since the edges in graph-based ANN indices tend to “locally” approximate the base point set (see Section 2 and Section A.1). Another criteria that correlates with gap between ID and OOD query performance is the cluster radii of the top-10 NNs for a given query (see Figure 3), which is the minimum radius of a ball enclosing the 10th closest NN.

1.2 Why Is It Hard To Serve OOD Queries?
Compared to the ID queries, OOD queries pose two major problems:

- **Poor “Clusterability” of the k-NNs of a Query**: The large gap in latency for OOD queries can be explained by the fact that the search algorithm needs to look at a lot more points in the index to hit the same recall target as ID queries. This discrepancy can be explained by looking at the “clusterability” of the k-NN nodes pertaining to an ID query and an OOD query. As evident from Figure 3, OOD queries have their corresponding k-NNs spread over a larger volumetric space than their ID counterparts. This has different bearings for different types of ANNS algorithms.

- **For clustering-based solutions, such as FAISS-IVF**, this means the k-NNs of an OOD query do not lie entirely in the clusters deemed closest to the query. Thus, a larger number of clusters need to be probed for finding all of the k-NNs, leading to a higher latency.

For graph-structured ANNS indices, this translates to poor connectivity among the k-NNs of a given query – Figure 4 demonstrates this phenomenon on a 200 point subgraph of the Yandex T2I dataset, where the k-NNs of an ID query are locally well connected whereas that of an OOD query are much less connected for the graph constructed by the VAMANA [24] indexing algorithm. Poor edge connectivity among the k-NNs of a query directly translates into poor recall scores, since the greedy search is prone to running into a “local minima” by visiting only a fraction of the true k-NNs.

**Misaligned Loss of Quantization Schemes**: Quantization schemes such as Product Quantization (PQ [26]) and Optimized Product Quantization (OPQ [17]) – that are critical to large billion-scale indices [42] like FAISS-IVFPQ [10, 25] and DiskANN [24] – are extremely inaccurate for OOD queries. These quantization methods allow the indexing of billion+ high-dimensional vectors that do not fit in DRAM natively (100M points in 1024 dimensions needs 384GBs of memory) on commodity machines with little DRAM (e.g. 64GB). They also allow for faster, albeit approximate, distance comparisons owing to their smaller CPU and memory bandwidth requirements leading to algorithms with low latency. However, classical formulations of these schemes attempt to minimize $t_d$ distance distortions between points in the base data distribution and their quantized vectors. When used to compute distance estimates between queries drawn from a different distribution and the base dataset, this leads to extreme distortions in relative ranking of distances from the query to its nearest point – in fact, the actual nearest neighbor may not be in the top 10 candidates in terms of quantized distances to the query! Therefore, even if we attempt to correct this by re-ranking the algorithm’s limited candidate pool with higher precision vectors, the recall may not improve since the top neighbors may not even show in the candidate pool.

1.3 Our Contributions
This paper develops the following techniques towards addressing these challenges:

1. Present **RobustVAMANA**, which improves upon the VAMANA graph construction algorithm of DiskANN, and provides superior search latencies for OOD queries (Section 2).
2. We argue, theoretically and empirically, how the existing PQ compression schemes can cause large distortions in distance estimates for OOD queries. We therefore introduce a new formulation, called Accurate PQ (or APQ), that improves performance for OOD queries (Section 3).
3. We present **ParallelGORDER**, a parallel and scalable graph reordering algorithm based on a previous work [46], which reduces I/O requests to SSDs, the primary performance bottleneck for large-scale external memory indices. This provides improved latency for SSD-based indices (Section 4).
4. We put them all together to build billion-scale indices, and demonstrate efficiency gains for OOD queries by up to 40% in terms of mean latency or, alternatively, up to 15% in terms of recall over prior SoTA [42].

1.4 Notation
We define the dataset of base points as $X$, where $i^{th}$ point has coordinates $x_i \in \mathbb{R}^D$. We consider directed graphs with vertices corresponding to points in $X$, and edges $E$ between them. We refer to such graphs as $G = (X, E)$ with slight notational overhead. We denote the sample set of query points as $Q$, where the $i^{th}$ query point has coordinates $q_i \in \mathbb{R}^D$. 

---

1 A lot of work has previously been undertaken for OOD detection using Mahalanobis distance, among other approaches, especially in the machine learning [33, 34, 47], computer vision [11, 40] and natural language processing [38] space. The terminology developed for the purpose of OOD categorisation conforms heavily to these areas, whereas no concrete definitions exist for cross-modal information retrieval to the best of our knowledge.
1.5 Related Work

PQ and OPQ have been the seminal works in the area of vector compression for fast distance estimates and compact memory footprint. They have also inspired algorithms such as LOPQ [27], LSQ [31], LSQ++ [32], ERVQ [4], CQ [50] and AQ [8], and learnt decoder-based techniques such as UNQ [35] and Learnt AQ [5], all of which have pushed the envelope on the accuracy of the distance estimates.

2 ROBUSTVAMANA GRAPH CONSTRUCTION

In this section, we focus on graph-based ANNS indices and present techniques which substantially improve over existing methods for the OOD setting. We focus on the Vamana graph construction heuristic, which is an integral part of the DRAM/SSD hybrid DiskANN system, as our goal is to improve the SoTA for very large scale ANNS scenarios, thereby necessitating SSD-resident indices. An interested reader may refer to Section A.1 for preliminaries.

We first explain the drawbacks existing algorithms face with OOD queries by briefly describing how such algorithms build and search graph indices. Many popular graph-based indices such as Vamana, HNSW, NSG [16], etc. build so-called navigable graphs which employ a simple greedy heuristic at search time – the search starts with a candidate list \( \mathcal{L} \) initialized with a starting vertex \( s \). At any intermediate step, we choose a candidate \( p \in \mathcal{L} \), and add its graph out-neighbors \( N_{\text{out}}(p) \) to \( \mathcal{L} \). To prevent search complexity from exploding, we truncate the list \( \mathcal{L} \) to a size of \( L \) by retaining the \( L \) closest candidates to the query. The search stops once the list does not change, i.e., we arrive at a locally optimal set of candidates.

At a high level, the graphs are then typically constructed in a manner so that every base point can be reached starting from \( s \) using the greedy search heuristic. Of course there are nuances in the manner in which the algorithms ensure the degree of the graph is bounded, and the specifics of how to add links to ensure good search performance. However, to our knowledge, all algorithms construct the graph index by only considering the base dataset, completely oblivious of the query distribution. Indeed, this can pose major challenges in the search navigability for OOD queries, as highlighted in Section 1.2.

We address this problem by giving access to a small sample, say \(~1-2\%\) of the base dataset size, of OOD queries to the index construction algorithm. Like VAMANA, our RobustVAMANA algorithm incrementally and iteratively builds the navigable graph, with the \( i \)-th iteration ensuring that the graph can connect point \( x_i \). A crucial difference is that we include the query sample points in this process. However, a query point will only explore candidates from the base dataset and add links to the closest \( B \) base points, whereas a base point will add links to other base points as well as the query points.

---
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**Figure 1:** Latency vs. Recall for 10M scale datasets (Web Ads, Yandex T2I [39, 42], Turing T2I [43]) show the gap between query efficiency for ID and OOD queries.

**Figure 2:** Histogram of Mahalanobis distances for base set-base set (ID) and query set-base set (OOD) for three datasets with minimal, weak and strong OOD properties (left to right).

**Figure 3:** Cluster radii of top-10 NNs of index point (ID) and query (OOD) sample sets.

**Figure 4:** (Left) Top-5 NNs (in black) of an ID query over a random subgraph of the Yandex Text-to-Image-1B dataset. (Right) Top-5 NNs of an OOD query over the same subgraph. Interconnected vertices appear closer to each other.
Then using these base / query edges we have identified in the above process, we add cross-links between base points which co-occur as the out-neighbors for different query points, subject to the degree threshold of the graph. This has the intended effect of interconnecting all of the NNs of a sample query. Keeping the query points embedded in the index is a no go, since they can saturate the candidate list during search, by virtue of being closer to the evaluation queries. As such, they can kick the true NNs from the base set out of the candidate list, leading to poor recall. Hence, once the cross-links are added using RobustStitch (Algorithm 3), we remove these sample query points from the index. The complete specification of RobustVamana is provided in Algorithm 4.

2.1 Improvement Over Vamana

Figure 5 summarises our results, where we observe an improvement of 4-10 recall points, for the same latency target across the text-to-image datasets. For the Web Ads dataset, we observe a negligible change in latency vs. recall. This suggests that RobustVamana improves OOD query search performance, without interfering with the ID query search performance. Since the query sample size is merely 1-2% of the base dataset, the overall build-phase time cost and peak RAM footprints increase by the same amount, while the search-phase peak RAM and disk footprints remain unchanged.

Algorithm 1: GreedySearch ($s, x_q, \tau, L$)

Data: Start node $s$, query vector $x_q$, boolean $\tau$, search list size $L$.
Result: Result set $L$ containing near neighbors, and a set $V$ containing all visited nodes.

begin
  Initialize sets $L \leftarrow \{s\}$ and $V \leftarrow \emptyset$.
  while $L \setminus V \neq \emptyset$ do
    Let $p' \leftarrow \arg \min_{p \in L \setminus V} \|x_p - x_q\|$
    $V \leftarrow V \cup \{p'\}$
    if $\tau$ then
      $L \leftarrow L \cup \{v \mid v \in N_{out}(p'), v \in X\}$
    else
      $L \leftarrow L \cup N_{out}(p')$
    if $|L| > L$ then
      Update $L$ with closest $L$ nodes to $x_q$.
  return $[L; V]$

Algorithm 2: RobustPrune ($p, V, \alpha, R$)

Data: Point $p \in X$, candidate set $V$, parameter $\alpha \geq 1$, outdegree $R$.
Result: $V$ is modified by setting at most $R$ out-neighbors for $p$.
begin
  $V \leftarrow V \cup N_{out}(p) \setminus \{p\}$
  $N_{out}(p) \leftarrow \emptyset$
  while $V \neq \emptyset$ do
    $p' \leftarrow \arg \min_{p'' \in V} \|x_p - x_{p'}\|$
    $N_{out}(p) \leftarrow N_{out}(p) \cup \{p'\}$
    if $|N_{out}(p)| = R$ then
      break
    for $p'' \in V$ do
      if $\alpha \cdot \|x_{p''} - x_p\| \leq \|x_p - x_{p'}\|$ then
        Remove $p''$ from $V$.

Algorithm 3: RobustStitch ($p, W, S$)

Data: Point $p \in Q$, its in-neighbors $W$ and spare space counts $S$.
Result: $G$ is modified by interconnecting out-neighbors of $p$.

begin
  for $v \in W$ do
    Remove $p$ from $N_{out}(v)$.
    $N_{out}(v) \leftarrow N_{out}(v) \cup \{\text{closest} \ S[v] \text{ elements from } N_{out}(p) \setminus \{v\}\}$

Algorithm 4: RobustVamana Indexing Algorithm

Data: Parameters $\alpha_1$, $\alpha_2$, $L$ and $R$.
Result: Directed graph $G$ over $X$ with out-degree $\leq R$.

begin
  Let $s$ denote the point closest to the centroid of the dataset $X$.
  for $\alpha \in \{\alpha_1, \alpha_2\}$ do
    for $i \in (X, Q)$ do
      if $i \in X$ then
        Let $[L; V] \leftarrow$ GreedySearch($s, x_i, \text{false}, L$)
        Update $N_{out}(i)$ using RobustPrune($i, V, \alpha, R$).
      else
        Let $[L; V] \leftarrow$ GreedySearch($s, x_i, \text{true}, L$)
        Update $N_{out}(i)$ using closest $R$ nodes from $L$.
    for $j \in N_{out}(i) \cap j \notin X$ do
      Update $N_{out}(j) \leftarrow N_{out}(j) \cup i$
      if $|N_{out}(j)| > R$ then
        Update $N_{out}(j)$ using RobustPrune($j, N_{out}(j), \alpha, R$).
  Let $S \leftarrow \{s_i \mid s_i \leftarrow (R - |N_{out}(i)|), i \in X\}$
  for $p \in X$ do
    $k \leftarrow \{v \mid v \in N_{out}(p), v \in Q\}$
    $S[p] \leftarrow \lfloor \frac{|S[p]|}{|K|} \rfloor + 1$
  for $p \in Q$ do
    Let $W \leftarrow \{v \mid p \in N_{out}(v), v \in X\}$
    Run RobustStitch($p, W, S$) to update the graph.

3 QUERY-AWARE PRODUCT QUANTIZATION

We now turn our attention to devising improved quantization schemes by making them query aware. Product Quantization (PQ) and its variants like OPQ [17] are a very popular class of quantization methods that enable large-scale ANNS on a modest memory footprint. At a high level, these methods compress $D$-dimensional vector data into a certain number of bytes per vector as follows: the $D$ dimensions are divided into $M$ chunks of $D/M$ dimensions each. Within each chunk in $D/M$-dimensional subspace, an algorithm learns $K$ (usually taken to be $K = 256$) representative pivots/centers that best approximate the original coordinates in the chunk across the dataset. Typically, this step employs the $K$-means heuristic over the base vectors restricted to that subspace. Then, each vector
can be represented by the closest pivot/center within the chunk, thereby requiring only \( \log K \) bits to encode, which is 1 byte for \( K = 256 \). Following this process independently for each chunk, we can approximate any vector using a cross product of pivots in the chunk-wise sub-spaces using a total of \( M \) bytes. Schemes like OPQ, LOPQ and others build on top of this basic primitive.

Our main contribution in this section is to essentially redesign the quantization process within each chunk by making it aware of the target query distribution. An interested reader may further refer to Section A.2, Section A.3 and Section A.4.

### 3.1 Problem with Existing Methods

Consider an existing quantization scheme and suppose that for some base vector \( x_i \), it’s restriction \( x_{i}^{j} \) within a chunk \( j \) is assigned to a representative pivot \( \mu \). Also let \( q^j \) denote the restriction of a query \( q \) to the this chunk. Then we have:

\[
\|q^j - x_{i}^{j}\|_2 = \|q^j - \mu + \mu - x_{i}^{j}\|_2 = \|q^j - \mu\|_2^2 + \|x_{i}^{j} - \mu\|_2^2 - 2\langle q^j - \mu, x_{i}^{j} - \mu \rangle
\]

Thus, chunk-wise error between actual and estimated distance is:

\[
\text{Actual} - \text{Estimated} = \|q^j - \mu\|_2^2 + \|x_{i}^{j} - \mu\|_2^2 - 2\langle q^j - \mu, x_{i}^{j} - \mu \rangle
\]

A positive value of the above term signifies that the base point appears closer to the query than it actually is, and vice versa. To provide intuition on why existing methods are not very performant on OOD datasets, we re-organize this distortion as:

\[
\langle x_{i}^{j} + \mu - 2q^j, x_{i}^{j} - \mu \rangle = 2\| q^j - \mu \|_2^2 - \|2 \langle x_{i}^{j} - \mu \rangle \|_2 \cos \theta
\]

where \( \theta \) is the angle between the above two inner product vectors. The crucial issue is that existing PQ schemes only aim to minimize the squared euclidean norm of the second multiplicative term \( \|x_{i}^{j} - \mu\|_2^2 \), which is optimized by finding the \( \mu \) pivots through classical \( K \)-means method and assigning each point to the nearest pivot.

In order to remedy this issue, we propose Accurate Product Quantization (APQ) which chooses to directly optimize for the true distortion in Equation 2. More formally, for each sample query \( q \in Q \), let \( H_T(q) \) denote the set of closest \( T \) vectors to \( q \) for a parameter \( T \). Then, for each base point \( x_i \in X \), we define a set of relevant queries as follows: \( Q_{x_i} = \{ q : x_i \in H_T(q) \} \), and if \( |Q_{x_i}| > \phi \), we refine \( Q_{x_i} \) to contain the closest \( \phi \) queries.

For each chunk, we are now ready to define our loss function \( \mathcal{L}_{\text{APQ-L2}} \) for assigning the restriction \( x_{i}^{j} \) of \( x_i \) in the \( j \)th chunk, to a candidate pivot vector \( \mu \):

\[
\mathcal{L}_{\text{APQ-L2}}(x_{i}^{j}, \mu, Q_{x_i}) = \frac{1}{|Q_{x_i}|} \sum_{q \in Q_{x_i}} \min \{ -\langle x_{i}^{j} + \mu - 2q^j, x_{i}^{j} - \mu \rangle, \text{ otherwise} \}
\]

where, \( \mu \in \mathbb{R}^D \) is the representative pivot (to be learnt) that \( x_{i}^{j} \) will be assigned to in the quantization. This formulation is inspired from prior work employing contrastive losses [9, 15, 21, 36]. In the first case, the optimizer pushes both the negative and positive distortions in the positive direction for a select subset of relevant queries which are known to be really close (as \( T' \ll T \)). In the second case, the optimizer minimizes the magnitude of the distortions themselves.

The overall optimization for the given chunk \( j \) is to choose \( K \) pivots \( \{ \mu_1, \mu_2, \ldots, \mu_K \} \) and assign each base vector \( x_{i}^{j} \) to one of these pivots \( \mu_{\sigma(i)} \) to minimize the total loss \( \sum_i \mathcal{L}_{\text{APQ-L2}}(x_{i}^{j}, \mu_{\sigma(i)}, Q_{x_i}) \). We optimize this loss objective in Equation 4 through an alternating minimization approach. Algorithm 5 and Algorithm 6 summarise our approach where we partition our base dataset into \( M \) chunks, and learn a set of \( K \) independent pivots for each chunk. We initiate the learning process for a chunk by choosing a random set of \( K \) pivot points, and follow up with a membership assignment and pivot update steps in an alternating fashion. The learnt set of pivots pertaining to the \( j \)th chunk form a dictionary \( C_j \), and the final set of \( M \) dictionaries form our learnt codebook \( C \). This codebook is then used to encode points in the index.

To illustrate the power and generality of this approach, we also deploy this approach within the OPQ framework which learns a product quantization of the vectors after a suitable rotation of the data and queries. We don’t modify the steps which learn the rotation, but employ the APQ algorithm in lieu of the steps which learn the PQ codebook. We refer to the resulting scheme as AOPQ.

### 3.2 Improvement Over PQ and OPQ

As evident from Figure 6, we observe a 3–4% improvement in recall, for the same latency target, in the case of text-to-image datasets. We also observe a negligible change in performance for the minimally OOD Web Ads queries. Since we need to construct query sets for each base point, we have a disk space overhead of roughly 400 bytes per base point (for storing roughly 100 query ids). Additionally, we train Accurate PQ through gradient descent, which takes roughly 1 minute per chunk using Tensorflow [1] on a 32-core CPU.
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While previous work on re-ordering has focused on small-scale RAM-resident graph indices, these in-memory indices become prohibitively expensive for large-scale datasets. We argue that there is an equally strong motivation for re-ordering on billion-scale indices as well. As the DiskANN greedy algorithm for small, million-scale indices.

4.1 Locality for External Memory

While previous work on re-ordering has focused on small-scale RAM-resident graph indices, these in-memory indices become prohibitively expensive for large-scale datasets. We argue that there is an equally strong motivation for re-ordering on billion-scale indices as well. As the DiskANN greedy

Algorithm 7: \textsc{ParallelGorder} ($S_{\text{sector}}$, $S_{\text{node}}$)

\textbf{Data:} Sector size $S_{\text{sector}}$ and max node size $S_{\text{node}}$ (both in bytes).
\textbf{Result:} Array $P$ holding the new order of nodes.

\textbf{begin}
\begin{itemize}
    \item Initialize empty array $P$ of size $|X|$.
    \item $w \leftarrow \lfloor S_{\text{sector}} / S_{\text{node}} \rfloor$; $D \leftarrow \{ v \rightarrow \text{false} \}$ $\forall v \in X$
    \item \textbf{parallel for} $i \in [0, 1, \ldots, \lfloor |X| / w \rfloor - 1]$ do
        \begin{itemize}
            \item Pick a random, unpacked seed node $s$.
            \item \textbf{SectorPack}($P[i + w], D, s, w$).
            \item Pick a random, unpacked seed node $s$.
            \item \textbf{SectorPack}($P[i + |X| / w] + w], D, s, w$).
        \end{itemize}
\end{itemize}
\textbf{end}

likely to be referenced together on the same or adjacent cache lines. This has the effect of reducing the number of cache misses incurred during graph traversal, as one needs fewer cache line transfers to access the set of referenced nodes. Wei et al. [46] introduces a greedy heuristic called GORDER to compute such a re-ordering, and apply it to the HNSW algorithm for small, million-scale indices. An interested reader may also refer to Coleman et al. [13], which has surveyed several other reordering techniques applied to the HNSW algorithm, and consistently observed the best speedups with GORDER algorithm for in-memory graph ANNS.

Algorithm 8: \textsc{SectorPack} ($P, D, s, w$)

\textbf{Data:} Sub-array $P$, bitmap $D$ of already packed nodes, seed node $s$ and the number of elements to pack $w$.
\textbf{Result:} Sub-array $P$ with nodes to pack in the disk sector.

\textbf{Member Function} $\mathcal{H}: \text{IncrementKey}(v)$
\begin{itemize}
    \item if $v \in \mathcal{H}.\text{keys}()$ then
        \begin{itemize}
            \item $v_{\text{count}} \leftarrow \mathcal{H}.\text{get_count}(v)$
            \item $\mathcal{H}.\text{delete}(v); \mathcal{H}.\text{insert}(v, v_{\text{count}} + 1)$
        \end{itemize}
    \item else
        \begin{itemize}
            \item $\mathcal{H}.\text{insert}(v, 1)$
        \end{itemize}
\end{itemize}

\textbf{begin}
\begin{itemize}
    \item Initialize empty max heap $\mathcal{H}$.
    \item $i \leftarrow 0; P[i] \leftarrow s$
    \item \textbf{while} $i < w$ do
        \begin{itemize}
            \item $v_p \leftarrow P[i]; i \leftarrow i + 1$
            \item \textbf{for} $u \in N_{\text{out}}(v_p)$ do
                \begin{itemize}
                    \item $\mathcal{H}.\text{IncrementKey}(u)$
                \end{itemize}
            \item \textbf{for} $u \in N_{\text{in}}(v_p)$ do
                \begin{itemize}
                    \item $\mathcal{H}.\text{IncrementKey}(u)$
                \end{itemize}
            \item \textbf{while} true do
                \begin{itemize}
                    \item if $\mathcal{H}.\text{empty}()$ then
                        \begin{itemize}
                            \item Pick a random unpacked seed node $a_{\text{max}}$.
                            \item break
                        \end{itemize}
                    \item $a_{\text{max}} \leftarrow \mathcal{H}.\text{top}(); \mathcal{H}.\text{pop}()$
                    \item if not $D[a_{\text{max}}]$ then
                        \begin{itemize}
                            \item $D[a_{\text{max}}] \leftarrow \text{true}; P[i] \leftarrow a_{\text{max}}$
                        \end{itemize}
                    \end{itemize}
                \end{itemize}
            \end{itemize}
\end{itemize}
\textbf{end}
search traverses a graph, the out-neighborhood of the referenced node is fetched by making a random SSD read request. One of the major bottlenecks for search performance on such disk-based indices is the maximum number of random I/O Operations Per Second (IOPS) supported by the SSD. Waiting on such I/O typically accounts for more than 50% of the overall latency for DiskANN even when used with the latest NVMe (Non-Volatile Memory Express) SSDs. Our main idea is that, since random reads on SSDs are typically done in sectors of 4KBs or larger, there is scope for reducing the number of SSD reads if we optimize the index layout by placing nodes which are likely to be referenced in the same search path, in the same SSD sector.

While GORDER has shown reasonable success for small datasets, there are significant scalability issues for larger datasets (> 100 million). Vanilla GORDER is ill-suited for this task, since it has an \( O(NR^2) \) time complexity of computing the re-ordering, where \( N \) denotes the number of graph nodes, and \( R \) denotes the maximum out-degree. Moreover, the algorithm is based on a sliding window-based greedy implementation, and is inherently non-parallelizable. As a result, the total build-time cost from our experiments ends up being around \( 2\times \) as much as the index construction.

To this end, we make use of the fact that one only needs to maximise the locality between all the graph nodes stored in a particular disk sector, without worrying about the locality of nodes spread across two different sectors. This then opens up the possibility to “pack” each sector with nodes individually (see Figure 7), making the entire process parallelizable. In case of a race condition, where a node has multiple different sectors where it can be packed into, we simply choose a sector at random for the node, and re-initiate the packing process on the rest of the sectors.

Algorithm 7 and Algorithm 8 describe our approach, where we make use of a standard max heap for tracking the most suitable node to add to a partially-packed sector, starting with a randomly-chosen seed node. Note that using a max heap pushes the runtime of our algorithm to \( O(NR^2 \log R) \), which is only slightly worse than the original, non-parallel algorithm since \( R \) is typically < 150.

### 4.2 Observed Improvement

We observe anywhere from 15-40% reduction in I/O requests in our experiments. As evident from Figure 8, this leads to 10-25% improvement in mean latency, for the same recall target. These gains are obtained with roughly a 7-12% increase in build-time, keeping the peak RAM and disk usage unchanged during both the build and search, across all datasets.

### 5 EVALUATION

**Datasets:** We evaluate our work on three large-scale datasets. Two of these are Text-to-Image (T2I) datasets, namely Yandex Text-to-Image-1B (200 dimensions) and Turing Text-to-Image (1024 dimensions). In Yandex Text-to-Image-1B, the base dataset consists of 1 billion image embeddings produced by the Se-ResNext-101 [22] model, and queries are textual embeddings produced by a variant of the DSSM [23] model. In Turing Text-to-Image, the base dataset consists of 87 million image embeddings, and the queries are textual embeddings, both generated by the Turing Bletchley [43] model. The third, Web Ads, is an web query-to-advertisements dataset in 64 dimensions. The base embeddings encode both the text and images in 2.4 billion product advertisements scraped from a well-known web index, and encoded by a variant of the CLSM [41] model. For Yandex Text-to-Image-1B and Web Ads datasets, we evaluate our results on a set of 100K test queries and for Turing Text-to-Image, we evaluate our results on a set of 30K test queries. All queries used during build or evaluation, whether ID or OOD, are sampled randomly and without replacement from these datasets.

**Hardware:** All experiments were conducted on a bare-metal server with 2x Xeon Gold 6140 CPUs (36 cores, 72 threads), with 500 GBs of DDR4 RAM and a 3.2TB Samsung PM1725a PCIe SSD.

**Parameters:** We initiated all of our experiments with \( R = 64 \), \( L = 128 \), \( c_1 = 1.0 \), \( c_2 = 1.2 \). For all PQ-based quantization, we made use of 8-bit encoding (256 centroids per chunk) and use \( T^* = 10 \), \( T = 8000 \) and \( \phi = 100 \). We train the APQ/AOPQ pivots on a sample of 100K base and 100K query points. For RAM-resident compressed vectors, we set the number of chunks \( M = \frac{D}{T} \), where \( D \) was the dimensionality of the vectors of a given dataset. For the disk-resident quantized vectors, we used \( M = D \). The build-time RAM budget was software limited to 200 GBs. During search, we set a beam width of 4, and set the number of search threads to 16.

**Comparison with Existing Compression Schemes:** The comparison of our work is limited to PQ and OPQ because these two techniques have the lowest search-time compute footprints. As observed from Fig. 2 and 3 in Martinez et al. [32] and Fig. 4 in Amara et al. [5], PQ and OPQ are about \( 10 \times \) faster than the other approaches, making them suitable for low-latency disk-based ANNS. APQ and AOPQ have the same search-time compute footprints as PQ and OPQ respectively. Recently introduced SCANN [20] also offers the same compute requirements as PQ, however further analysis [49] shows that the reported accuracy gains have been due to its usage of 4-bit encoding (16 centroids per chunk), which vanish when compared against a 4-bit PQ baseline [3].

Figure 9 demonstrates the contribution of all three approaches towards improving the accuracy vs. latency boundary of the large scale ANNS. Taken together, these techniques yield up to 40% improvement in latency, or 15% improvement in recall.

### 6 CONCLUSION

We have presented and evaluated a new framework for OOD ANNS. We extended the graph construction algorithm of DiskANN, making it suitable for search with OOD queries, while maintaining ID query search qualities. We investigated how current Product Quantization schemes are inefficient in handling the nuances of OOD ANNS, and provided an improved formulation which leads to better performance. We also parallelized a state-of-the-art graph reordering algorithm, and adapted it to disk-based ANNS scenario. By combining all of our contributions, we have established a new state-of-the-art ANNS solution for the OOD setting, and verified our results on three large-scale datasets.
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A APPENDIX

A.1 ANNS Preliminaries

ANNS algorithms typically work in two phases, namely the build and the search phase. During build phase, they construct a data structure (called index) over the input database (also called base dataset) of points and associated vectors. The index is then used for rapidly sifting through the database while looking for the nearest neighbors of a query vector, during the search phase.

Graph ANNS algorithms construct a graph index, where the edges constructed by the build algorithm are guided by the vector-to-vector distances between the base dataset of points. Once the compressed vector search original, higher precision dataset vectors are stored as a component of the graph nodes on the disk. Once the compressed vector search is performed, the disk-resident graph nodes, pertaining to these candidates, are shortlisted a bunch of candidate nearest neighbors of a query vector, during the search phase.

Existing graph algorithms are derived from four base classes of graphs [45]: Delaunay Graphs (DGs), Minimum Spanning Trees (MSTs), K-Nearest Neighbor Graphs (k-NNGs) and Relative Neighborhood Graphs (RNGs). DGs are expensive to construct, by virtue of being almost fully connected in high dimensions, and hence do not find much practical use. MSTs guarantee node reachability, but at the cost of long traversal paths. k-NNGs, by definition, only construct short-ranged edges, and do not guarantee global connectivity. RNGs aim to balance the construction of short and long-ranged edges, and inspire the current state-of-the-art graph-based approaches such as VAMANA and HNSW.

State-of-the-art graph-based indices [16, 24, 30] use data-dependent index construction to achieve 10x-100x more query efficiency over data-agnostic methods like LSH [6, 18], as measured by the number of index points accessed to achieve a certain recall (Figure 10).

![Figure 10: Accessed Index Points vs. Recall for BIGANN dataset (100M scale).](image)

Scaling ANNS solutions to billion-scale datasets requires one to adapt the built index to be disk-resident, while supporting low-latency search, because of RAM constraints. As such, disk-based solutions load compressed representations of the dataset vectors in RAM for fast and approximate distance estimates during search. The original, higher precision dataset vectors are stored as a component of the graph nodes on the disk. Once the compressed vector search has shortlisted a bunch of candidate nearest neighbors of a query, the disk-resident graph nodes, pertaining to these candidates, are paged into RAM through I/O requests for accurately re-ranking the candidates with higher precision vectors.

A.2 Compression with Product Quantization

Let \( X = \{ x_i \in \mathbb{R}^D \} \) be the set of \( N \) base dataset vectors that we wish to compress, and \( C = \{ \mu_i \in \mathbb{R}^D \} \) be a set of \( K \) learnable vectors (called pivots).

Quantization, in a classical sense, aims to learn a mapping \( S : X \rightarrow C \) such that the overall reconstruction error is minimised:

\[
\min_{S} \sum_{i=1}^{N} \| x_i - S(x_i) \|_2^2, \quad S(x_i) \in C
\]  

where \( S(x_i) \) is the pivot (out of \( K \) pivots) closest to the \( x_i \).

This mapping is typically learnt through the K-Means clustering algorithm, where the cluster centroids serve as pivots, and are generated using an alternating minimization approach. We can then use the logarithm of the index values of the \( K \) pivots, to assign bit-codes to individual base vectors for compression. The length of the bit codes is, thus, logarithmic in the number of pivots (\( \log_2 K \)).

The computational complexity of this approach is linear in \( K \). Hence, generating a large number of pivots, which is desirable for minimising the reconstruction error, is computationally expensive through naive K-Means. This prohibits the generation of compressed codes with larger bit-lengths.

In Product Quantization (PQ), we can divide each base vector into \( M \) concatenated sub-vectors (commonly referred to as “chunks”), each of dimension \( \frac{D}{M} \), and quantize each chunk with \( K \) unique pivots. The classical formulation for PQ minimizes the following objective function:

\[
\min_{\mu} \sum_{j=1}^{M} \sum_{i=1}^{N} \| x_{ij} - \mu_i \|_2^2, \quad \mu \in \mathbb{R}^{D/M}
\]  

where \( x_{ij} \) is the \( j^{th} \) chunk of the \( i^{th} \) vector, and \( \mu_i \) is the closest pivot (out of the \( K \) pivots in the \( j^{th} \) chunk) to this sub-vector. Since each chunk has \( K \) unique pivots, we have a total of \( M \times K \) pivots which generate bit-codes of length \( M \log_2 K \), whereas the naive technique would have required \( K^M \) pivots to achieve the same bit-code length.

Optimized Product Quantization (OPQ) goes a step further, and learns an orthonormal matrix \( R \) for transforming the vector space of the dataset. It thus minimizes:

\[
\min_{R} \sum_{j=1}^{M} \sum_{i=1}^{N} \| \mathcal{R} x_{ij} - \mathcal{R} \mu_i \|_2^2, \quad \mu \in \mathbb{R}^{D/M}, \quad \mathcal{R}^T \mathcal{R} = I
\]  

A.3 Why Do Existing PQ Schemes Fail In OOD Setting?

Existing PQ schemes only consider the squared euclidean norm of the second multiplicative term as an upper-bound of the overall distance distortion. By triangle inequality, we have:

\[
\| q^j - x_{ij}^j \|_2 \leq \| q^j - \mu_i \|_2 + \| x_{ij}^j - \mu_i \|_2
\]

\[
(\| q^j - x_{ij}^j \|_2 - \| q^j - \mu_i \|_2)^2 \leq \| x_{ij}^j - \mu_i \|_2^2
\]

Hence, through the above analysis, the argument is made that one only needs to minimize the squared clustering objective in Equation 3, as it upper bounds the total distortion.
A natural question to ask is, why do existing PQ variants work well in the ID setting despite this upper-bound minimization approach? It is primarily because of two reasons. Firstly, as the graph traversal, initiated from a far off entry node, converges to a local region around an ID query, the first multiplicative term in Equation 3 progressively becomes smaller, to the extent that it no longer stays relevant. This is because the queries are in close proximity to their nearest base points in this scenario. Hence, the distortions progressively get smaller, and one only needs to focus on minimizing the second multiplicative term. Secondly, the difference in the true distances between a query and its n-th and (n + 1)-th near neighbors increases significantly, as n gets smaller. This practically ensures that, even with distortions in the distance estimates, the search algorithm isn’t easily confused between what appears to be near (based on a distorted estimate), and what is actually near (based on true distance) to a given query.

Extending the above argument, we can identify why existing PQ schemes fail to perform well in the OOD setting. The first multiplicative term in Equation 3 remains dominant for the entirety of the search process, since the query lies far away from any of the actual near points in the graph.

The average distance of a query to a base point is much larger in comparison to the average distance between two base points, or two queries. For high dimensional datasets, this means that for an OOD query, every base point appears to be roughly at the same distance from itself. Hence, the difference in the true distances between a query and its n-th and (n + 1)-th near neighbors is quite small for any value of n. Both of these phenomena, together, are able to trick the search algorithm into mistaking a far off point for a near neighbor and vice versa, leading to poor recall (Figure 11).

### A.4 Analysis for Inner Product Metric

For the inner product metric, following a similar approach, we have:

\[
\langle q^i, x^j_i \rangle = \langle q^i, x^j_i - \mu + \mu \rangle = \langle q^i, \mu \rangle + \langle q^i, x^j_i - \mu \rangle \tag{10}
\]

Thus, chunk-wise error between actual and estimated distance is:

\[
\frac{\langle q^i, x^j_i \rangle}{\text{Actual}} - \frac{\langle q^i, \mu \rangle}{\text{Estimated}} = \langle q^i, x^j_i - \mu \rangle \tag{11}
\]

Hence Equation 11 depicts the total distortion between the true inner product and the estimate distance. A positive value of the distortion term signifies that the base point appears less suitable to the query than it actually is, and correspondingly, a negative value of distortion term signifies that the base point appears more suitable. We can simplify the above as:

\[
\langle q^i, x^j_i - \mu \rangle = \| q^i \| \| x^j_i - \mu \| \cos \theta \tag{12}
\]

where, \( \theta \) is the angle between the two inner product vectors.

As before, we minimize the distortion between the true inner product and the estimate, by considering the following loss objective:

\[
L_{\text{APQ-IP}}(x^j_i, \mu, Q_{x_i}) = \frac{1}{|Q_{x_i}|} \sum_{q \in Q_{x_i}} \left\{ \langle q, x^j_i - \mu \rangle, \quad \text{if } x_i \in H_T(q) \right\}
\]

\[
\| \langle q, x^j_i - \mu \rangle \|, \quad \text{otherwise} \tag{13}
\]

where, \( Q_{x_i} \) and \( H_T(q) \) are obtained for the inner product metric as previously described.

### A.5 Limitations of APQ and AOPQ

At a high level, PQ and OPQ aim to minimize the quantization error for all base points with equal priority. Hence, this leads to large distortions on average, which are distributed more or less equally among the base points. APQ and AOPQ aim to minimize the quantization error over a chosen subset of base points, chalked out by their “closeness” to the query sample set. As such, while APQ and AOPQ lead to lower distortions for this chosen subset, they incur much higher distortions, for base points not considered to be “close”. APQ and AOPQ are thus unsuitable for linear search routines not utilising re-ranking. Additionally, in the case of linear search with re-ranking, they also seem to underperform at low search budgets (Figure 12). This has no bearing for graph-based indices, as graph traversals are highly efficient and only look at a tiny fraction of the indexed dataset, which alleviates this problem.

---

**Figure 11:** Latency vs. Recall for Yandex T2I on ID and OOD queries at 10M scale.

**Figure 12:** 10-Recall@L scores for T2I datasets at 10M scale.