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ABSTRACT. Let $A$ be a bi-Koszul algebra, we describe all possible $A_\infty$-algebra structures on the Ext-algebra $E(A)$, and prove that $E(A)$ must be $[m_2, m_3]$-finitely generated. An equivalent description for a connected graded algebra to be a bi-Koszul algebra is given in terms of $A_\infty$-language. The case that $E(A)$ is endowed with minimal number of multiplications is discussed for decomposition.

INTRODUCTION

To understand certain homological properties of graded algebras whose trivial modules admit non-pure resolutions, the authors introduced what they have called bi-Koszul algebras in [10]. Any non-Koszul Artin-Schelter regular algebras generated in degree 1 of global dimension four are the examples. Different from algebras with certain pure resolutions of the trivial modules (such as Koszul algebras [12], d-Koszul algebras [2], piecewise-Koszul algebras [11, etc] and $K_2$-algebras [3], bi-Koszul algebras lose a nice homological property that their Ext-algebras are finitely generated.

This may be remodeled if one endows “generating” with an appropriate meaning. For example, Keller claimed that Ext-algebras are $A_\infty$-generated by their homogeneous components of degree 1 for a large number of graded algebras [6, Proposition 1(b)]. Though it is nice to have finite generating components on one hand, it maybe require, as a redeem, infinite multiplications to guarantee finitely generating on the other hand. One of goals of this paper is to find out the multiplications on a given Ext-algebra as less as possible to carry out the finitely generating. We prove that the Ext-algebra of any bi-Koszul algebra is $[m_2, m_3]$-finitely generated.

We examine all possible $A_\infty$-algebra structures, corresponding to a bi-Koszul algebra $A$ determined by $\Delta_d$, to get at most five multiplications $m_2, m_3, m_4, m_d, m_{d+1}$. An $A_\infty$-version duality theory for a bi-Koszul algebra is given. The case that $E(A)$ is endowed with minimal number of multiplications $m_2, m_d, m_{d+1}$ is especially interesting for decomposition. Two single $A_\infty$-algebras are obtained here and can be returned to the $A_\infty$-structure of $E(A)$ by a bridge.
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We introduce a modified concept of “generating” which reflects some balance between multiplications and elements in the $A_\infty$-algebra system and prove that there exists an $A_\infty$-algebra structure on $E(A)$ of a bi-Koszul algebra $A$ such that $E(A)$ is $[m_2, m_3]$-finitely generated by $E^1(A)$, $E^2(A)$ and $E^3(A)$. A new criterion for a bi-Koszul algebra to be strongly is given in the $A_\infty$-version. Based on the fact that the $A_\infty$-Ext-algebra $E(A)$ is unique up to quasi-isomorphism, we discuss whether an $A_\infty$-algebra $E(A)$ is generated by $E^1(A)$.

1. $A_\infty$-ALGEBRAS AND BI-KOSZUL ALGEBRAS

In this section, we review basic material necessary for the paper: Ext-algebras, $A_\infty$-algebras, and bi-Koszul algebras.

1.1. Ext-algebras. Throughout we fix a field $F$. We always assume that a graded algebra $A = F \oplus A_1 \oplus A_2 \oplus \cdots$ is locally finite, connected, and generated in degree 1. The graded Jacobson radical of $A$, denoted by $J$, is $J = A_{\geq 1}$. Let $\text{Gr}(A)$ denote the category of graded left $A$-modules. The morphisms in this category, denoted by $\text{Hom}_{\text{Gr}(A)}(M, N)$ for $M, N \in \text{Gr}(A)$, are graded $A$-module maps of degree zero.

For $M \in \text{Gr}(A)$, we denote the $n$th shift of $M$ by $M[n]$, where $M[n]_j = M_{j+n}$.

We write $\text{Ext}_A^\star$, the derived functor of the graded $\text{Hom}_A^\star$ functor $\text{Hom}_A^\star(M, N) := \bigoplus_n \text{Hom}_{\text{Gr}(A)}(M, N[n])$, and denote

$E(A) := \text{Ext}_A^\star(F, F), \quad E(M) := \text{Ext}_A^\star(M, F),$

the Koszul dual of the algebra $A$ and the Koszul dual of the module $M \in \text{Gr}(A)$, respectively. $E(A)$ is equipped with a bigraded algebra structure by the Yoneda product with the $(i, j)^{th}$ component $\text{Ext}_A^i(F, F)_{-j}$, we also call it (classical) Ext-algebra of $A$. Here, $i$ is the cohomology degree and $-j$ is the internal degree. Note that the internal degree in $E(A)$ is non-positive. For simplicity, we promise $E^j(A) := \text{Ext}_A^j(F, F)_{-j}$. Similarly, $E(M)$ is a bigraded left $E(A)$-module with the $(i, j)^{th}$ component $E^i_j(M) := \text{Ext}_A^i(M, F)_{-j}$.

The (classical) Ext-algebra $E(A)$ carries rich information about the algebra $A$ and its module category, but it does not contain enough information to recover the original algebra in general, the “hidden” information is revealed in the $A_\infty$-world.

1.2. $A_\infty$-algebras. There are different methods to give the definition of an $A_\infty$-algebra (algebraical, geometrical, operadic, etc.), but here we prefer the algebraical definition of an $A_\infty$-algebra. We refer to [7] or [9] for the details.

Definition 1.1. An $A_\infty$-algebra over a field $F$ is a $\mathbb{Z}$-graded vector space

$E = \bigoplus_{p \in \mathbb{Z}} E^p$

endowed with a family of graded $F$-linear maps

$m_n : E^\otimes n \rightarrow E, \quad (n \geq 1)$
of degree \(2 - n\) satisfying the Stasheff’s identities: for all \(n \geq 1\),

\[
\text{Sl}(n) \sum (-1)^{i+t+j} m_{i+1+j} (1^{\otimes i} \otimes m_t \otimes 1^{\otimes j}) = 0,
\]

where the sum runs over all decompositions \(n = i + t + j\) \((i, j \geq 0\) and \(t \geq 1\)).

The graded maps \(m_n\) for \(n \geq 3\) are called higher multiplications of \(E\). An \(A_\infty\)-algebra \(E\) is strictly unital if \(E\) contains an element \(1\) which acts as a two-sided identity with respect to \(m_2\), and for \(n \neq 2\), \(m_n(x_1 \otimes \cdots \otimes x_n) = 0\) if \(x_i = 1\) for some \(i\). The \(A_\infty\)-algebras in this paper are always assumed to be strictly unital. An \(A_\infty\)-algebra with zero \(m_1\) is called minimal. An \(A_\infty\)-subalgebra of \(E\) is a graded subspace \(F\) such that \(m_n\) maps \(F^{\otimes n}\) to \(F\) for all \(n \geq 1\). By an \(A_\infty\)-algebra \(E\) being generated by \(E^1\) we mean that for any \(p \geq 2\),

\[
E^p = \sum m_t(E^{i_1} \otimes \cdots \otimes E^{i_l}),
\]

where the sum runs over all decompositions \(i_1 + \cdots + i_l + 2 - l = p\) \((i_1, \cdots, i_l \geq 1)\) and \(l \geq 1\).

Let \(E\) and \(F\) be two \(A_\infty\)-algebras. A morphism of \(A_\infty\)-algebras \(f : E \to F\) is a family of graded \(F\)-linear maps

\[
f_n : E^{\otimes n} \to F, \quad n \geq 1
\]

of degree \(1 - n\) satisfying the Stasheff’s morphism identities: for all \(n \geq 1\),

\[
\text{Mi}(n) \sum (-1)^{i+t+j} f_{i+1+j} (1^{\otimes i} \otimes m_t \otimes 1^{\otimes j}) = \sum (-1)^w m_r(f_{i_1} \otimes \cdots \otimes f_{i_r}),
\]

where the first sum runs over all decompositions \(n = i + t + j\) \((i, j \geq 0\) and \(t \geq 1\)), and the second sum runs over all \(1 \leq r \leq n\) and all decompositions \(n = i_1 + \cdots + i_r\) \((all i_j \geq 1)\); the sign on the right-hand side is given by \(w = (r - 1)(i_1 - 1) + (r - 2)(i_2 - 1) + \cdots + (i_{r-1} - 1)\).

An \(A_\infty\)-morphism in this paper is also required to be strictly unital (see \[3\]). A morphism \(f\) is called a quasi-isomorphism if \(f_1\) is a quasi-isomorphism. A morphism \(f\) is called a strict isomorphism if \(f_1 = 0\) for any \(i \geq 2\) and \(f_1\) is an isomorphism.

\(A_\infty\)-algebras have been in use in topology since their introduction by Stasheff. Their applicability in an algebraic context was made clear by the minimality theorem, proven by Kadeishvili \[5 \] \& \[7\].

**Theorem 1.2.** (The minimality theorem) Let \(E\) be an \(A_\infty\)-algebra. Then the cohomology \(H^*E\) has an \(A_\infty\)-algebra structure such that \(m_1 = 0, m_2\) is induced by \(m_2^E\), and \(H^*E\) is quasi-isomorphic to \(E\) as \(A_\infty\)-algebras. \(\square\)

The techniques used to prove the minimality theorem all yield explicit methods to compute an \(A_\infty\)-algebra structure. The Ext-algebra \(\text{Ext}^*_A(F, F)\) is the cohomology of \(\text{End}_A(P)\), where \(P\) is any free resolution of \(A\). Since \(E = \text{End}_A(P)\) is a differential graded algebra, by the minimality theorem, \(\text{Ext}^*_A(F, F)\) has a natural \(A_\infty\)-structure, which is called an \(A_\infty\)-Ext-algebra of \(A\). By abuse of notation we still use \(E(A)\) to denote an \(A_\infty\)-Ext-algebra. The importance is that the information from the \(A_\infty\)-algebra \(E(A)\) is sufficient to recover \(A\).
We are mainly, in this paper, interested in the $A_{\infty}$-algebra $E(A) := \bigoplus_{p,i \in \mathbb{Z}} E_p^i(A)$ which is bigraded with the lower grading inherited from the graded algebra $A$. Each multiplication $m_n$, as well as each morphism between two bigraded $A_{\infty}$-algebras, must preserve the lower grading.

An $A_{\infty}$-algebra $E(A)$ that we consider in the paper always comes from a free resolution. Different choice of the free resolutions yields quasi-isomorphic $A_{\infty}$-algebra structures on $E(A)$. Under the assumption on $A$, any choice of such an $A_{\infty}$-algebra structure on $E(A)$ with the multiplications $\{m_n\}_{n \geq 1}$ has the following properties: $m_1 = 0$, $m_2$ is the Yoneda product of $E(A)$, and $E^2(A)$ is $A_{\infty}$-generated by $E^1(A)$; that is, $E^2_n(A) = m_n(E^1(A) \otimes \cdots \otimes E^1(A))$ for each $n \geq 2$. Moreover, there exists an $A_{\infty}$-algebra structure on $E(A)$ such that $E(A)$ is generated by $E^1(A)$ $[6]$. For more properties we refer to [6] [7] or [8] [9].

1.3. Bi-Koszul algebras. To extend Koszulity to a graded algebra with a bi-degree resolution of the ground field, the authors introduced what they have called bi-Koszul algebras in $[10]$.

**Definition 1.3.** A bi-Koszul algebra (determined by $\Delta_d$) is a connected graded algebra $A$ whose trivial module $F$ has a minimal graded free resolution $\mathcal{P}$ such that each $P_n$ is generated in degrees $\Delta_d(n)$ for all $n \geq 0$, where the degree distribution $\Delta_d : \mathbb{N} \rightarrow \mathbb{N} \times \mathbb{N}$ is defined, for a fixed integer $d \geq 2$, by

$$
\Delta_d(n) = \begin{cases} 
\frac{n}{3}(2d,2d), & \text{if } n \equiv 0(\text{mod}3); \\
\frac{n-1}{3}(2d,2d) + (1,1), & \text{if } n \equiv 1(\text{mod}3); \\
\frac{n-2}{3}(2d,2d) + (d,d+1), & \text{if } n \equiv 2(\text{mod}3).
\end{cases}
$$

For simplicity, $\Delta_d(n)$ is used to express both of its image $(x,y)$ and of the set $\{x,y\}$. Artin-Schelter regular algebras of global dimension 4 of types $(13,31)$ and $(12,221)$ are the examples by taking $d=2$ and $d=3$, respectively. We refer to [10] for the details.

**Theorem 1.4.** [10] The following statements are equivalent:

1. $A$ is a bi-Koszul algebra determined by $\Delta_d$;
2. $E(A)$ begins with $E^1(A) = E_1^1(A)$, $E^2(A) = E_2^2(A) \oplus E_{d+1}^2(A)$, $E^3(A) = E_{2d}^3(A)$, and for each $n \geq 1$,

   a) $E^{3n}(A) = \bigoplus_1^{n} E^3(A) \cdots E^3(A)$,
   b) $E^{3n+1}(A) = E^1(A) \otimes E^{3n}(A) = E^{3n}(A) E^1(A)$,
   c) $E^{3n+2}(A) \cong E^2(A) \otimes E^{3n}(A) \oplus E^2_{2n+d+1}(J\Omega^{3n}(F))$ as $F$-spaces. [3]

In the above theorem, the obstruction $E^2_{2n+d+1}(J\Omega^{3n}(F))$ arises from the bigger degree in $\Delta_d(3n+2)$. We call a bi-Koszul algebra $A$ strongly if the obstruction is vanished. In graded algebras setting, it is clear that the Ext-algebra $E(A)$ of a strongly bi-Koszul algebra $A$ is generated by $E^1(A), E^2(A)$ and $E^3(A)$, but it is not sure that the Ext-algebra $E(A)$ of a bi-Koszul algebra $A$ is finitely generated.
There is a remedy of finitely generating on \(E(A)\) by using higher multiplications in Section 3.

2. \(A_\infty\)-Ext-algebras of bi-Koszul algebras

In this section, we examine the possible multiplications on \(E(A)\) as an \(A_\infty\)-algebra for a bi-Koszul algebra \(A\) by using information about the grading of \(E(A)\). An \(A_\infty\)-version duality theory of bi-Koszul algebras is given. In particular, we discuss a kind of bi-Koszul algebras whose Ext-algebras are endowed with the minimal number of nonzero multiplications.

2.1. \(A_\infty\)-structures on \(E(A)\). For the sake of convenience, we write

\[
m_l(E^{t_1} \cdots E^{t_l}) := m_l(E^{t_1} \otimes \cdots \otimes E^{t_l}).
\]

The following lemma gives an equivalent definition of the bi-Koszul algebra which is characterized by its Ext-algebra.

**Lemma 2.1.** \(A\) is a bi-Koszul algebra if and only if for any \(n \geq 0\), \(E^n_j(A) = 0\) for \(j \notin \Delta_d(n)\).

**Proof.** Similar to the proof in [1, Proposition 2.1.3]. \(\square\)

Before determining all possible multiplications on \(E(A)\), we claim that \(m_2, m_d\) and \(m_{d+1}\) must be non-trivial.

**Proposition 2.2.** Let \(A\) be a bi-Koszul algebra determined by \(\Delta_d\). An \(A_\infty\)-algebra \(E := E(A)\) must have nonzero multiplications \(m_2, m_d\) and \(m_{d+1}\).

**Proof.** As mentioned in the last section, \(m_2\) is the Yoneda product, so we need only to show that both \(m_d\) and \(m_{d+1}\) are non-trivial. Noting that \(E^2 = E^2_d \oplus E^2_{d+1}\) and \(E^2\) is generated by \(E^1\), we have

\[
m_d(E^1 \cdots E^1) = E^2_d, \quad m_{d+1}(E^1 \cdots E^1) = E^2_{d+1}.
\]

So we get \(m_2, m_d\) and \(m_{d+1}\) are nonzero. \(\square\)

One of main results of this section is

**Theorem 2.3.** Let \(A\) be a bi-Koszul algebra determined by \(\Delta_d\). Then all possible non-trivial multiplications on the \(A_\infty\)-Ext-algebra \(E(A)\) are \(m_2, m_3, m_4, m_d\) and \(m_{d+1}\).

**Proof.** Denote \(E := E(A)\). Let \(m_l\) be a multiplication on \(E(A)\). Since only information about the grading of \(E(A)\) is considered in the following, we can neglect the order of \(E^{t_1}, \cdots, E^{t_l}\) acted by \(m_l\). Write

\[
M := m_l(E^{3k_1+t_1} \cdots E^{3k_\alpha+t_\alpha} E^{3k_{\alpha+1}+2} \cdots E^{3k_l+2})
\]

where \(\alpha \leq l\) and \(t_j = 0\) or 1 \((1 \leq j \leq \alpha)\). Denote \(\beta = l - \alpha\). So

\[
M \subseteq E^{3(k_1+\cdots+k_l)+(t_1+\cdots+t_\alpha)+2\beta+2-l}
\]
and the lower grading of \( M \) falls into the set
\[
\{2d(k_1 + \cdots + k_l) + (t_1 + \cdots + t_\alpha) + d\beta + j \mid j = 0, 1, \cdots, \beta\},
\]
where \( 0 \leq t_1 + \cdots + t_\alpha \leq l - \beta \).

(1) If \((t_1 + \cdots + t_\alpha) + 2\beta + 2 - l = 3k \) \((k \geq 0)\), then
\[
E^{3(k_1 + \cdots + k_l) + (t_1 + \cdots + t_\alpha) + 2\beta + 2 - l} = E^{3(k_1 + \cdots + k_l) + 3k}_{2d(k_1 + \cdots + k_l) + 2dk}.
\]

We have the following inequalities:
\[
(t_1 + \cdots + t_\alpha) + d\beta \leq 2kd \leq (t_1 + \cdots + t_\alpha) + d\beta + \beta,
\]
which produce the solutions of \((k, \beta, l)\) as the following list
\[
(0, 0, 2), \ (1, 1, d), \ (1, 1, d+1), \ (1, 2, 3), \ (2, 4, 4).
\]

(2) If \((t_1 + \cdots + t_\alpha) + 2\beta + 2 - l = 3k + 1 \) \((k \geq 0)\), then
\[
E^{3(k_1 + \cdots + k_l) + (t_1 + \cdots + t_\alpha) + 2\beta + 2 - l} = E^{3(k_1 + \cdots + k_l) + 3k + 1}_{2d(k_1 + \cdots + k_l) + 2dk + 1}.
\]

The inequalities:
\[
(t_1 + \cdots + t_\alpha) + d\beta \leq 2kd + 1 \leq (t_1 + \cdots + t_\alpha) + d\beta + \beta
\]
imply the solutions of \((k, \beta, l)\) in the following list
\[
(0, 0, 2), \ (1, 2, 2), \ (1, 2, 3).
\]

(3) If \((t_1 + \cdots + t_\alpha) + 2\beta + 2 - l = 3k + 2 \) \((k \geq 0)\), then
\[
E^{3(k_1 + \cdots + k_l) + (t_1 + \cdots + t_\alpha) + 2\beta + 2 - l} = E^{3(k_1 + \cdots + k_l) + 3k + 2}_{2d(k_1 + \cdots + k_l) + 2dk + d} \oplus E^{3(k_1 + \cdots + k_l) + 3k + 2}_{2d(k_1 + \cdots + k_l) + 2dk + d + 1}.
\]

We have the following inequalities:
\[
(t_1 + \cdots + t_\alpha) + d\beta \leq 2kd + d \leq (t_1 + \cdots + t_\alpha) + d\beta + \beta,
\]
or
\[
(t_1 + \cdots + t_\alpha) + d\beta \leq 2kd + d + 1 \leq (t_1 + \cdots + t_\alpha) + d\beta + \beta.
\]
The solutions of \((k, \beta, l)\) are listed in the following
\[
(0, 1, 2), \ (1, 3, 3), \ (0, 0, d), \ (0, 1, 2), \ (0, 1, 3), \ (0, 0, d+1), \ (1, 3, 3), \ (1, 3, 4) \quad \text{ (S3)}
\]

In conclusion of (S1)-(S3), all possible solutions of \( l \) are 2, 3, 4, \( d \) and \( d + 1 \). This completes the proof. \( \square \)

**Corollary 2.4.** Let \( A \) be a bi-Koszul algebra determined by \( \Delta_d \).

(1) If \( d = 2 \) or 3, the possible non-trivial multiplications on \( E(A) \) are \( m_2, m_3 \) and \( m_4 \).

(2) If \( d = 4 \), the possible non-trivial multiplications on \( E(A) \) are \( m_2, m_3, m_4 \) and \( m_5 \).

(3) If \( d \geq 5 \), the possible non-trivial multiplications on \( E(A) \) are \( m_2, m_3, m_4, m_d \) and \( m_{d+1} \). \( \square \)
To describe what components the multiplications act on non-trivial, we denote

\[ E^{[0]} := \bigoplus_{k \geq 0} E^{3k}, \quad E^{[1]} := \bigoplus_{k \geq 0} E^{3k+1}, \quad E^{[2]} := \bigoplus_{k \geq 0} E^{3k+2} = \bigoplus_{k \geq 0} E^{2}_{(d)} \oplus E^{2}_{(d+1)}. \]

The following proposition is clear from the proof of Theorem 2.3.

**Proposition 2.5.** Let \( A \) be a bi-Koszul algebra determined by \( \Delta_d, E \) the Ext-algebra of \( A \). Then the possible nonzero components of \( m_i (i = 2, 3, 4, d, d+1) \) are:

| \( i \) | fall into \( E^{[0]} \) | fall into \( E^{[1]} \) | fall into \( E^{[2]} \) |
|-------|-----------------|-----------------|-----------------|
| \( m_2 \) | \( E^{[0]} E^{[0]} \) | \( E^{[0]} E^{[1]}, E^{[2]}_{(d)} E^{[2]}_{(d+1)} \) | \( E^{[0]} E^{[2]} \) |
| \( m_4 \) | \( E^{[2]}_{(d)} E^{[2]}_{(d)} \) | \( E^{[2]}_{(d)} E^{[2]}_{(d)} \) | \( E^{[2]}_{(d)} E^{[2]}_{(d)} \) |
| \( m_d \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d)} \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d+1)} \) | \( E^{[2]}_{d+1} \) |
| \( m_{d+1} \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d)} \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d+1)} \) | \( E^{[2]}_{d+1} \) |

*: including all permutations of the components listed above.

**Definition 2.6.** We call an \( A_\infty \)-algebra \( E = (E; m_2, m_3, m_4, m_d, m_{d+1}) \) reduced, if all possible nonzero components of multiplications are in the above table.

**Corollary 2.7.** A is a bi-Koszul algebra if and only if any \( A_\infty \)-algebra structure on \( E(A) \) is reduced.

**Proof.** The necessity is from Theorem 2.3 and Proposition 2.5. Now suppose that any \( A_\infty \)-algebra on \( E(A) \) is reduced. Take the \( A_\infty \)-algebra \( E(A) \) that is generated by \( E(A) \), then \( A \) is a bi-Koszul algebra by checking the lower grading.

**2.2. Truncated bi-Koszul algebras.** We discuss a kind of bi-Koszul algebras whose Ext-algebras are endowed with the minimal number of non-trivial multiplications \( m_2, m_d \) and \( m_{d+1} \).

**Definition 2.8.** Let \( A \) be a bi-Koszul algebra determined by \( \Delta_d, E := E(A) \) its Ext-algebra. We say that \( A \) is truncated if the \( A_\infty \)-Ext-algebra \( E \) only has the non-trivial multiplications \( m_2, m_d, m_{d+1} \) and the possible nonzero actions of \( i = 2, d, d+1 \) are on

| \( i \) | fall into \( E^{[0]} \) | fall into \( E^{[1]} \) | fall into \( E^{[2]} \) |
|-------|-----------------|-----------------|-----------------|
| \( m_2 \) | \( E^{[0]} E^{[0]} \) | \( E^{[0]} E^{[1]}, E^{[2]}_{(d)} E^{[2]}_{(d+1)} \) | \( E^{[0]} E^{[2]} \) |
| \( m_d \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d)} \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d+1)} \) | \( E^{[2]}_{d+1} \) |
| \( m_{d+1} \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d)} \) | \( E^{[1]} \cdots E^{[1]} E^{[2]}_{(d+1)} \) | \( E^{[2]}_{d+1} \) |

*: including all permutations of the components listed above.

By abuse of notation we also say that the \( A_\infty \)-algebra \( (E; m_2, m_d, m_{d+1}) \) is truncated in this case.

**Example 2.9.** All Artin-Schelter regular algebras listed in [9, Theorem A] are truncated bi-Koszul algebras.
The following result comes from Proposition 2.7 of Section 3.

**Proposition 2.10.** A truncated bi-Koszul algebra must be strongly.

A minimal \(A_\infty\)-algebra is called single if it has only one non-trivial higher multiplication (i.e. a \((2, p)\)-algebra discussed in [4]). Single \(A_\infty\)-algebras are related to \(p\)-Koszul algebras ([4]).

A bigraded algebra is called pure in the sense that every component is supported in a single lower grading. We also say that a minimal \(A_\infty\)-algebra which is bigraded is pure if the underlying bigraded algebra itself is pure.

We need the following lemma. Consider an \(A_\infty\)-algebra \((E; m_d, m_t, m_t)\) \((2 < d < t \text{ and } 2 + t \neq 2d)\). All non-trivial Stasheff’s identities, in this case, are listed as follows:

\[
\begin{align*}
\text{SI}(3): & \quad m_2(m_2 \otimes 1) = m_2(1 \otimes m_2); \\
\text{SI}(d+1): & \quad \sum_{i+j=d-1}(-1)^i m_d(1^\otimes \otimes m_2 \otimes 1^\otimes j) = m_2(1 \otimes m_d) - (-1)^d m_2(m_2 \otimes 1^\otimes j); \\
\text{SI}(t+1): & \quad \sum_{i+j=t-1}(-1)^i m_t(1^\otimes \otimes m_2 \otimes 1^\otimes j) = m_2(1 \otimes m_t) - (-1)^1 m_2(m_t \otimes 1^\otimes j); \\
\text{SI}(2d-1): & \quad \sum_{i+j=d-1}(-1)^{i+j} m_d(1^\otimes \otimes m_d \otimes 1^\otimes j) = 0; \\
\text{SI}(d+t-1): & \quad \sum_{i+j=d-1}(-1)^{i+j} m_d(1^\otimes \otimes m_d \otimes 1^\otimes j) = \sum_{i+j=t-1}(-1)^{i+j} m_t(1^\otimes \otimes m_d \otimes 1^\otimes j); \\
\text{SI}(2t-1): & \quad \sum_{i+j=t-1}(-1)^{i+j} m_t(1^\otimes \otimes m_t \otimes 1^\otimes j) = 0.
\end{align*}
\]

**Lemma 2.11.** Let \(E\) be a connected graded algebra with three graded \(F\)-linear maps \(m_n: E^\otimes n \to E\) \((n = 2, d, t)\). Suppose \(2 < d < t\) and \(2 + t \neq 2d\). Then the following statements are equivalent.

1. \((E; m_2, m_d, m_t)\) is an \(A_\infty\)-algebra;
2. \(E\) together with \(\{m_2, m_d, m_t\}\) satisfies
   
   a. \((E; m_2, m_d)\) is single,
   b. \((E; m_2, m_t)\) is single,
   c. \(m_d\) and \(m_t\) obey \(\text{SI}(d+t-1)\).

**Proof.** It is clear by noting that all non-trivial Stasheff’s identities of a single \(A_\infty\)-algebra with the higher multiplication \(m_p\) are \(\text{SI}(3), \text{SI}(p+1), \text{SI}(2p-1)\). □

From the lemma above, one may decompose a truncated \(A_\infty\)-algebra into two single \(A_\infty\)-algebras, while the Stasheff’s identity \(\text{SI}(2d)\) serves as a bridge between two single \(A_\infty\)-algebras.

**Proposition 2.12.** Let \(A\) be a truncated bi-Koszul algebra determined by \(\Delta_d\) \((d \geq 4)\). Then both \((E; m_2, m_d)\) and \((E; m_2, m_{d+1})\) are single \(A_\infty\)-algebras, generated by \(E^1, E^2\) and \(E^3\).

**Proof.** This is a direct result of Proposition 2.10 and Lemma 2.11 □

The single \(A_\infty\)-algebra \((E; m_2, m_d)\) in the proposition above is not the \(A_\infty\)-Ext-algebra of any graded algebra, since there are no components acted by \(m_2\) and \(m_d\) that fall into \(E^2_{d+1}\); neither is \((E; m_2, m_{d+1})\).

Drawing upon the \(A_\infty\)-algebras \((E; m_2, m_d)\) and \((E; m_2, m_{d+1})\), the \(A_\infty\)-Ext-algebra \(E\) can be decomposed further into two single \(A_\infty\)-algebras which are both pure.
Theorem 2.13. Let $A$ be a truncated bi-Koszul algebra determined by $\Delta_d$ ($d \geq 4$), $E := E(A)$ its $\text{Ext}$-algebra. Set
\[
F := E^0 \oplus E^1 \oplus E^{[2]}_{(d)}, \quad G := E^0 \oplus E^1 \oplus E^{[2]}_{(d+1)}.
\]
Then
\begin{enumerate}
  \item $(F; m_2, m_d)$ is a pure and single $A_{\infty}$-subalgebra of $(E; m_2, m_d)$, where $m_d$ is determined by $m_2$ and $m_d \, |_{(E^1)^{\otimes 4}}$;
  \item $(G; m_2, m_{d+1})$ is a pure and single $A_{\infty}$-subalgebra of $(E; m_2, m_{d+1})$, where $m_{d+1}$ is determined by $m_2$ and $m_{d+1} \, |_{(E^1)^{\otimes 4+1}}$.
\end{enumerate}

Proof. It is easy to justify that both $(F; m_2, m_d)$ and $(G; m_2, m_{d+1})$ are pure and single $A_{\infty}$-subalgebras of $(E; m_2, m_d)$ and $(E; m_2, m_{d+1})$, respectively. And the nonzero actions of $m_d$ are only on $(E^1)^{\otimes d}$ and $m_{d+1}$ only on $(E^1)^{\otimes d+1}$.

Write $m_2(x, y)$ by $xy$ or $x \cdot y$. Set $t = d$ or $d + 1$. For any homogeneous elements $x_1, \ldots, x_t \in E^1$ and $u \in E^0$, we note that
\[
m_t(x_1, \ldots, x_{i-1}, ux_i, \ldots, x_t) = m_t(x_1, \ldots, x_{i-1}u, x_i, \ldots, x_t), \quad (2 \leq i \leq t),
\]
\[
m_t(ux_1, \ldots, x_t) = u \cdot m_t(x_1, \ldots, x_t),
\]
\[
m_t(x_1, \ldots, x_t \cdot u) = m_t(x_1, \ldots, x_t) \cdot u.
\]

Since $E^{3n+j} = E^j E^{3n} = E^{3n} E^j$ ($j = 1, 2$) by Proposition 2.10 for any $x \in E^{3n+j}$ ($n \geq 0$), there exist $f, g \in E^j$ and $u, v \in E^{3n}$ such that $x = fu = vg$. If $n = 0$, set $u = v = 1$.

For any $x_1, \ldots, x_d \in E^1$, choose $z_1, \ldots, z_d \in E^1$ satisfying
\[
x_d = y_d z_d, \quad x_{d-1} y_d = y_{d-1} z_{d-1}, \ldots, \quad x_2 y_3 = y_2 z_2, \quad x_1 y_2 = y_1 z_1
\]
where $y_1, \ldots, y_d \in E^0$. We have
\[
m_d(x_1, \ldots, x_d) = m_d(x_1, \ldots, x_{d-1}, y_d z_d) = m_d(x_1, \ldots, x_{d-1} y_d, z_d) = m_d(x_1, \ldots, y_d z_{d-1}, z_d) = \ldots = m_d(x_1 y_2, z_2, z_3 \ldots, z_d) = y_1 \cdot m_d(z_1, \ldots, z_d),
\]
since $m_d$ is determined by $m_2$ and $m_d \, |_{(E^1)^{\otimes 4}}$.

By the same method, $m_{d+1}$ is determined by $m_2$ and $m_{d+1} \, |_{(E^1)^{\otimes 4+1}}$. We complete the proof. \hfill \Box

In the $A_{\infty}$-Ext-algebra $(E; \{m_i\})$ of a graded algebra $A$, $m_2$ is the Yoneda product and $m_i \, |_{(E^1)^{\otimes 4}}$ can be computed out explicitly for every $i \geq 3$. This was demonstrated in [4]. More concretely, the single higher multiplication in either $(F; m_2, m_d)$ or $(G; m_2, m_{d+1})$ becomes definite in form.
Now, we turn to find a way in which a truncated $A_\infty$-algebra can be formed by jointing two single $A_\infty$-algebras together as follows.

Suppose that $(E; m_2)$ is a bigraded algebra starting with $E^1 = E_1^1$, $E^2 = E_2^2 \oplus E^2_{d+1}$, $E^3 = E_2^3$, and satisfying $E^{3n+i} = E^i E^{3n} = E^{3n} E^i$ for all $n \geq 1$, $i = 1, 2, 3$.

Define two single $A_\infty$-algebras $(E; m_2, m_d)$ and $(E; m_2, m_{d+1})$ such that

1. the nonzero actions of $m_d$ are only on $(E^{[1]} \otimes d$ and $E^{[1]} \cdots E^{[2]} (d+1 \cdots E^{[1]}$ (including all permutations);
2. the nonzero actions of $m_{d+1}$ are only on $(E^{[1]} \otimes d+1$ and $E^{[1]} \cdots E^{[2]} (d+1 \cdots E^{[1]}$ (including all permutations).

Then we have

**Proposition 2.14.** Let $(E; m_2)$ and $m_d, m_{d+1}$ be as above with $d \geq 4$. If $m_d$ is compatible with $m_{d+1}$ by $\text{Sl}(2d)$ on $(E^{[1]} \otimes 2d)$. Then $(E; m_2, m_d, m_{d+1})$ is a truncated $A_\infty$-algebra.

**Proof.** We only need to show that $m_d$ is compatible with $m_{d+1}$ by $\text{Sl}(2d)$ on $(E^{[1]} \otimes 2d)$ by Lemma 2.11 and the nonzero actions of $m_d$ and $m_{d+1}$.

Write $m_2(x, y)$ by $xy$ or $x \cdot y$. Note the nonzero actions of $m_d$ and $m_{d+1}$ and the proof of Theorem 2.13. For any $x_1, \cdots, x_{2d} \in E^{[1]}$, choose $z_1, \cdots, z_{2d} \in E^1$ satisfying

$$x_{2d} = y_{2d} z_{2d}, \ x_{2d-1} y_{2d} = y_{2d-1} z_{2d-1}, \cdots, \ x_2 y_{3} = y_2 z_{2}, \ x_1 y_{2} = y_1 z_1$$

where $y_1, \cdots, y_{2d} \in E^{[0]}$. We have

$$m_d(x_1, \cdots, x_i, m_{d+1}(x_{i+1}, \cdots, x_{i+d+1}), x_{i+d+2}, \cdots, x_{2d})$$

$$= m_d(x_1, \cdots, x_i, m_{d+1}(x_{i+1}, \cdots, x_{i+d+1}), x_{i+d+2}, \cdots, x_{2d-1} y_{2d}, z_{2d})$$

$$= m_d(x_1, \cdots, x_i, m_{d+1}(x_{i+1}, \cdots, x_{i+d+1}), x_{i+d+2} y_{i+d+3}, \cdots, z_{2d})$$

$$= m_d(x_1, \cdots, x_i, m_{d+1}(x_{i+1}, \cdots, x_{i+d+1}), y_{i+d+2}, z_{i+d+2}, \cdots, z_{2d})$$

$$= m_d(x_1, \cdots, x_i, m_{d+1}(x_{i+1}, \cdots, x_{i+d+1} y_{i+d+2}), z_{i+d+2}, \cdots, z_{2d})$$

$$= m_d(x_1, \cdots, x_i, m_{d+1}(x_{i+1} y_{i+2}, \cdots, z_{i+d+1}), z_{i+d+2}, \cdots, z_{2d})$$

$$= m_d(x_1, \cdots, x_i, y_{i+1} \cdot m_{d+1}(z_{i+1}, \cdots, z_{i+d+1}), z_{i+d+2}, \cdots, z_{2d})$$

$$= m_d(x_1 y_2, \cdots, z_i, m_{d+1}(z_{i+1}, \cdots, z_{i+d+1}), z_{i+d+2}, \cdots, z_{2d})$$

$$= y_1 \cdot m_d(z_1, \cdots, z_i, m_{d+1}(z_{i+1}, \cdots, z_{i+d+1}), z_{i+d+2}, \cdots, z_{2d})$$.

Similarly,

$$m_{d+1}(x_1, \cdots, x_i, m_d(x_{i+1}, \cdots, x_{i+d}), x_{i+d+1}, \cdots, x_{2d})$$

$$= y_1 \cdot m_{d+1}(z_1, \cdots, z_i, m_d(z_{i+1}, \cdots, z_{i+d}), z_{i+d+1}, \cdots, z_{2d})$$.

Set

$$\varphi := \sum_{i+j=d-1} (-1)^{i+j} m_d(1^{\otimes i} \otimes m_{d+1} \otimes 1^{\otimes j}) + \sum_{i+j=d} (-1)^{i+j} m_{d+1}(1^{\otimes i} \otimes m_d \otimes 1^{\otimes j})$$,
then \( \varphi(x_1 \otimes \cdots \otimes x_{2d}) = y_1 \cdot \varphi(z_1 \otimes \cdots \otimes z_{2d}) = 0 \) by the assumption. Therefore, \( \text{SI}(2d) \) holds on all \( (E^{[1]})^{\otimes 2d} \).

We complete the proof. \( \square \)

**Remark 2.1.** In the proofs of Theorem 2.13 and Proposition 2.14, we ignore the \( \sum \) when run up the multiplication \( m_2 \). This does not affect the results.

We finally give a condition under which the \( A_{\infty} \)-Ext-algebra \( E(A) \) is generated by \( E^1(A) \).

**Proposition 2.15.** Let \( A \) be a truncated bi-Koszul algebra determined by \( \Delta_d \) (\( d \geq 4 \)), \( E := E(A) \) its Ext-algebra. If either \( (E; m_2, m_d) \) or \( (E; m_2, m_{d+1}) \) is generated by \( E^1 \) and \( E^2 \), then \( (E; m_2, m_d, m_{d+1}) \) is generated by \( E^3 \).

**Proof.** By Proposition 2.10, \( E \) is generated by \( E^1, E^2, E^3 \) as an associative algebra. Clearly, \( E^2 = m_d(E^1 \otimes \cdots \otimes E^1) + m_{d+1}(E^1 \otimes \cdots \otimes E^1) \) in \( (E; m_2, m_d, m_{d+1}) \). Therefore, to prove the result, we need only to show that \( E^3 \) can be generated by \( E^1 \) and \( E^2 \) in \( (E; m_2, m_d, m_{d+1}) \), which follows either from the assumption of \( (E; m_2, m_d) \) generated by \( E^1 \) and \( E^2 \) then

\[
E^3 = \sum_{i=1}^{d} m_d(E^1 \cdot \cdots \cdot E^1)_i,
\]

or from the assumption of \( (E; m_2, m_{d+1}) \) generated by \( E^1 \) and \( E^2 \) then

\[
E^3 = \sum_{i=1}^{d+1} m_{d+1}(E^1 \cdot \cdots \cdot E^1)_i.
\]

We get the result. \( \square \)

### 3. Balanced Generating

For a bi-Koszul algebra \( A \), it is a question whether \( E(A) \) is finitely generated as a graded algebra. In this section, we generalize the concept of “generating”, and show that \( E(A) \) is \( [m_2, m_3] \)-finitely generated by \( E^1(A), E^2(A) \) and \( E^3(A) \) for any bi-Koszul algebra \( A \). An equivalent statement of a bi-Koszul algebra is given in terms of such concept.

**3.1. \([m_2, m_3]\)-Generating.** The original concept of “generating” in the associative algebra setting is defined with respect to the multiplication. When we work in the field of \( A_{\infty} \)-algebras, we need a generalized concept of “generating” to reflect certain balance between multiplications and elements.

**Definition 3.1.** Let \( E \) be an \( A_{\infty} \)-algebra. Suppose there exists a fixed integer \( l \) and multiplications \( m_{n_1}, \ldots, m_{n_t} \) such that, for any \( p > l \),

\[
E^p = \sum_{k_1+\cdots+k_{n_1}+2\cdots+n_t=p; \ k_1,\ldots,k_{n_t}\geq 1; \ 1\leq i\leq t} m_{n_i}(E^{k_1} \otimes \cdots \otimes E^{k_{n_i}}).
\]
Proposition 3.2. Let $E = [m_{n_1}, \ldots, m_{n_l}]$-finitely generated by $E^1, \ldots, E^l$.

Remark 3.1. In the case of $m_1 = 0$ and $[m_{n_1}, \ldots, m_{n_l}] = [m_2]$, the concept is the original one of finitely generating as an associative graded algebra.

Here are the examples.

If $A$ is a $p$-Koszul algebra ($p \geq 3$), then any $A_{\infty}$-algebra $(E(A); m_2, m_p)$ is $[m_2, m_p]$-finitely generated by $E^1(A)$. This is obtained by noting the facts that $E(A)$ is generated by $E^1(A)$ and $E^2(A)$, while $E^2(A) = m_p(E^1(A) \otimes \cdots \otimes E^1(A))$ ([H Theorem 2.5]).

If $A$ is a bi-Koszul algebra, then there exists an $A_{\infty}$-algebra $(E(A); m_2, m_3, m_4, m_d, m_{d+1})$ such that $E(A)$ is $[m_2, m_3, m_4, m_d, m_{d+1}]$-finitely generated by $E^1(A)$.

If we admit the set of multiplications to be infinite, Keller’s result tells that there exists an $A_{\infty}$-algebra structure on $E(A)$ which is generated by $E^1(A)$ [6 Proposition 1(b)].

It is natural to expect that the multiplications in the set $\{m_{n_1}, \ldots, m_{n_l}\}$ as less as possible. When $A$ is a bi-Koszul algebra, though we can not claim $E(A)$ is $[m_2]$-finitely generated, it does be finitely generated as long as to add one higher multiplication.

Now let $A$ be a bi-Koszul algebra determined by $\Delta_d$, and $E := E(A)$ the Ext-algebra of $A$ in the following. Denote

- $U^{3k+2}$: the sum of the actions of $m_3$ on all permutations of $E^{3k+2}$ and $E^{3k+2}_{2d+3}$ for any $k_1 \geq 1, k_2, k_3 \geq 0$ with $k_1 + k_2 + k_3 = k$;
- $V^{3k+2}$: the sum of the actions of $m_3$ on all permutations of $E^{3k+2}_{2d+3}$ and $E^{3k+2}_{2d+3}$ for any $k_1, k_2, k_3 \geq 0$ with $k_1 + k_2 + k_3 = k - 1$;
- $W^{3k+2}$: the sum of the actions of $m_4$ on all permutations of $E^{3k+2}$, $E^{3k+2}_{2d+3}$ and $E^{3k+2}_{2d+3}$ for any $k_1, k_2, k_3, k_4 \geq 0$ with $k_1 + k_2 + k_3 + k_4 = k - 1$.

Proposition 3.2. Let $A$ be a bi-Koszul algebra. Then for any $k \geq 1$,

\[
E^{3k+3} = m_2(E^3 E^{3k}) = m_2(E^{3k} E^3);
E^{3k+1} = m_2(E^1 E^{3k}) = m_2(E^{3k} E^1);
E^{3k+2}_{2d+3} = m_2(E^2 E^{3k}) = m_2(E^{3k} E^2).
\]

Proof. By Theorem [1,3] we need only to show the last equality:

\[
m_2(E^2 E^{3k}) = m_2(E^{3k} E^2).
\]

Since $m_2(E^2 E^{3k}) = m_2(m_d(E^1 \cdots E^1) E^{3k})$, to get $m_2(E^2 E^{3k}) \subseteq m_2(E^{3k} E^2)$ we need only to verify $m_2(m_d(x_1, \cdots, x_d), y) \in m_2(E^{3k} E^2)$ for any $x_1, \cdots, x_d \in E^1$ and $y \in E^{3k}$. This is performed by using the Stasheff’s identity $SI(d+1)$

\[
m_2(m_d(x_1, \cdots, x_d), y) = m_d(x_1, \cdots, x_{d-1}, m_2(x_d, y))
\]

with $m_2(x_d, y) \in E^{3k+1}$. Since $E^{3k+1} = m_2(E^{3k} E^1)$,

\[
m_d(x_1, \cdots, x_{d-1}, m_2(x_d, y)) = m_d(x_1, \cdots, x_{d-1}, m_2(y', x_d'))
= m_d(x_1, \cdots, m_2(x_{d-1}, y'), x_d')
\]
with $y' \in E^{3k}$ and $x'_d \in E^1$. We can continue the foregoing procedure to obtain

$$m_d(x_1, \ldots, x_{d-1}, m_2(x_d, y)) = m_d(m_2(z, x'_1), \ldots, x'_d) = m_2(z, m_d(x'_1, \ldots, x'_d))$$

with $z \in E^{3k}$ and $x'_1, \ldots, x'_d \in E^1$. Thus, $m_2(E^3_1 E^{3k}_d) \subseteq m_2(E^2_1 E^{3k}_d)$.

The converse $m_2(E^{3k}_1 E^{3k}_d) \subseteq E^{3k+2}_{2d+k+d} = m_2(E^{2k}_d E^{3k})$ is clear from Theorem 1.4 again.

\[\square\]

**Lemma 3.3.** Let $A$ be a bi-Koszul algebra. Assume $k_i \geq 0$ ($i = 1, \ldots, d+1$) and $k_1 + \cdots + k_{d+1} = k \geq 1$. Then

$$m_{d+1}(E^{3k_1+1} \cdots E^{3k_{d+1}+1}) \subseteq \sum_{i_1 + i_2 = k, i_1 \geq 1, i_2 \geq 0} m_2(E^{3i_1} E^{3i_2+2}) + U^{3k+2}.$$

**Proof.** There exists an integer $i$ ($1 \leq i \leq d+1$) such that $k_i \geq 1$. If $2 \leq i \leq d+1$, using $\text{Sl}(d+2)$, we get

$$m_{d+1}(E^{3k_1+1} \cdots E^{3k_{d+1}+1}) = m_{d+1}(E^{3k_1} \cdots E^{3k_{i-1}+1} E^{3k_i} E^{3k_{i+1}} \cdots E^{3k_{d+1}+1}) + U^{3k+2} \subseteq m_{d+1}(E^{3(k_1 + \cdots + k_i) + 1} \cdots E^{3k_{d+1}+1}) + U^{3k+2}$$

with $k_1 + \cdots + k_i \geq 1$.

So we can assume $k_i \geq 1$. Using $\text{Sl}(d+2)$ again,

$$m_{d+1}(E^{3k_1+1} \cdots E^{3k_{d+1}+1}) = m_{d+1}(m_2(E^{3k_1} E^1) E^{3k_2+1} \cdots E^{3k_{d+1}+1}) \subseteq m_3(E^{3k_1+1} E^{3k_2+1} \cdots E^{3k_{d+1}+1}) + m_3(E^{3k_1} E^{3k_2+1} E^{3k_{d+1}+1}) + m_2(E^{3k_1} E^{3k_2+1} E^{3k_{d+1}+1}).$$

We complete the proof. \[\square\]

**Lemma 3.4.** Let $A$ be a bi-Koszul algebra. Then

$$W^{3k+2} \subseteq \sum_{i_1 + i_2 = k, i_1 \geq 1, i_2 \geq 0} m_2(E^{3i_1} E^{3i_2+2}) + U^{3k+2} + V^{3k+2}.$$

**Proof.** By ignoring the lower grading, we may write

$$W^{3k+2} = \sum m_4(E^{3k_1+1} E^{3k_2+2} E^{3k_3+i_3} E^{3k_4+i_4})$$

where the sum runs over all $i_1 + i_2 + i_3 + i_4 = 7$ ($i_j = 1$ or 2) and $k_j \geq 0$.

First, assume $k_1 + k_2 + k_3 + k_4 = 0$. In this case, the first or last component, say the last component, must be $E^2_3$. Using $\text{Sl}(d+3)$, we have

$$m_4(E^{i_1} E^{i_2} E^{i_3} E^{i_4}) = m_4(E^{i_1} E^{i_2} E^{i_3} m_3(E^{1} \cdots E^{1})) \subseteq m_{d+1}(E^{1} E^{1} \cdots E^{1}) + m_{d+1}(E^{1} E^{2} \cdots E^{1}) + U^{3k+2}.$$
Next, consider $k_1 + k_2 + k_3 + k_4 \geq 1$.

If $k_2 \geq 1$,

$$m_4(E^{3k_1+i_1}E^{3k_2+i_2}E^{3k_3+i_3}E^{3k_4+i_4}) \subseteq m_4(E^{3k_1+3k_2+i_1}E^{i_2}E^{3k_3+i_3}E^{3k_4+i_4}) + U^{3k+2} + V^{3k+2}.$$ 

If $k_3 \geq 1$, by the similar method we get

$$m_4(E^{3k_1+i_1}E^{3k_2+i_2}E^{3k_3+i_3}E^{3k_4+i_4}) \subseteq m_4(E^{3k_1+3k_2+3k_3+i_1}E^{i_2}E^{3k_4+i_4}) + U^{3k+2} + V^{3k+2}.$$ 

Now we assume that $k_1 \geq 1$ (the case of $k_4 \geq 1$ is symmetrical). Whether $E^{3k_1+i_1} = E^{3k_1+1}$ or $E^{3k_1+2}$, by $\text{S}(5)$ we get

$$m_4(E^{3k_1+i_1}E^{3k_2+i_2}E^{3k_3+i_3}E^{3k_4+i_4}) \subseteq U^{3k+2} + V^{3k+2}.$$ 

We complete the proof. \hfill \Box

Examining the table in Proposition 2.7 again, the following result is clear from Proposition 2.2 the lemmas 3.3 and 3.4

**Corollary 3.5.** Let $A$ be a bi-Koszul algebra. Then the actions of $m_4, m_d, m_{d+1}$ which fall into $E^{\geq 4}$ are determined by the actions of $m_2$ and $m_3$. \hfill \Box

Now we can state an equivalent statement of the bi-Koszul algebra.

**Theorem 3.6.** Let $A$ be a locally finite, connected graded algebra generated in degree 1. Then $A$ is a bi-Koszul algebra if and only if there exists a reduced $A_\infty$-algebra $(E(A);\{m_i\})$ which is $[m_2, m_3]$-finitely generated by $E^1(A), E^2(A)$ and $E^3(A)$ with $E^1(A) = E^1_d(A), E^2(A) = E^2_d(A) \oplus E^2_{d+1}(A), E^3(A) = E^3_{2d}(A)$.

**Proof.** Assume that $A$ is a bi-Koszul algebra. Take an $A_\infty$-algebra $(E(A);\{m_i\})$ that is generated by $E^1(A)$, then $(E(A);\{m_i\})$ is a reduced $A_\infty$-algebra by Corollary 2.7. By Proposition 3.2 the lemmas 3.3 and 3.4 we get $E(A)$ begins with $E^1(A) = E^1_d(A), E^2(A) = E^2_d(A) \oplus E^2_{d+1}(A), E^3(A) = E^3_{2d}(A)$, and for each $k \geq 1$,

$$E^{3k+3} = \sum_{k_1+k_2=k} m_2(E^{3k_1}E^{3k_2}),$$

$$E^{3k+1} = \sum_{k_1+k_2=k} m_2(E^{3k_1}E^{3k_2+1}) = \sum_{k_1+k_2=k} m_2(E^{3k_1+1}E^{3k_2}),$$

$$E^{3k+2} = \sum_{k_1+k_2=k} m_2(E^{3k_1}E^{3k_2+2}) + \sum_{k_1+k_2=k} m_2(E^{3k_1+2}E^{3k_2}) + U^{3k+2} + V^{3k+2},$$

which implies that $(E(A);\{m_i\})$ is $[m_2, m_3]$-finitely generated by $E^1(A), E^2(A)$ and $E^3(A)$.

The converse is straightforward by comparing the lower grading. \hfill \Box

The result above tells that the obstruction in Theorem 1.4 can be described by the multiplications $m_2$ and $m_3$. Using the multiplications $m_2$ and $m_3$, we may also give a criteria for a bi-Koszul algebra to be strongly.
Proposition 3.7. Let $A$ be a bi-Koszul algebra. Then $A$ is strongly if and only if for any $A_{\infty}$-algebra $(E(A); \{m_i\})$,

$U^{3k+2} \subseteq m_2(E_{d+1}^2 E_{d+1}^{3k})$, and

$V^{3k+2} \subseteq \sum_{k_1+k_2=k} m_2(E_{d+1}^{3k_1} E_{d+1}^{3k_2+2}) + \sum_{k_1+k_2=k} m_2(E_{d+1}^{3k_1+2} E_{d+1}^{3k_2}).$

Proof. The necessity is obvious. To show the condition being sufficient, we need only to check

$E_{2dk+d+1}^{3k+2} = m_2(E_{d+1}^{2} E_{d+1}^{3k})$, for any $k \geq 1$. (*)

The reason is that the obstruction arises only from the bigger degree $2dk + d + 1$ in $\Delta_d(3k+2)$ as we pointed before.

We first show that

$m_2(E_{d+1}^{2} E_{d+1}^{3k}) + U^{3k+2} = m_2(E_{d+1}^{2} E_{d+1}^{3k}) + U^{3k+2}. (**)$

In fact, by the Stasheff’s identity $SI(d+2)$

$m_2(E_{d+1}^{3k} E_{d+1}^{2}) = m_2(E_{d+1}^{3k} m_{d+1}(E_1 \cdots E_1))$

$\subseteq m_{d+1}(m_2(E_{d+1}^{3k} E_1) \cdots E_1) + U^{3k+2}$

$= m_{d+1}(m_2(E_1 E_{d+1}^{3k}) \cdots E_1) + U^{3k+2}$

$\subseteq m_{d+1}(E_1 m_2(E_{d+1}^{3k} E_1) \cdots E_1) + U^{3k+2}$

$\subseteq \ldots \ldots$

$\subseteq m_2(E_{d+1}^{2} E_{d+1}^{3k}) + U^{3k+2},$

which implies one inclusion relation, the opposite inclusion is similar to prove.

Using (**) and the condition on $U^{3k+2}$, we have $m_2(E_{d+1}^{3k} E_{d+1}^{2}) \subseteq m_2(E_{d+1}^{2} E_{d+1}^{3k}).$

Again from the conditions on $U^{3k+2}$, $V^{3k+2}$ and the proof of Theorem 3.6 we get

$E_{2dk+d+1}^{3k+2} = \sum m_2(E_{d+1}^{3k_1} E_{d+1}^{3k_2+2}) + \sum m_2(E_{d+1}^{3k_1+2} E_{d+1}^{3k_2}).$

We prove (*) by induction on $k \geq 1$.

$E_{3d+1}^{5} = m_2(E_{d+1}^{3} E_{d+1}^{2}) + m_2(E_{d+1}^{2} E_{d+1}^{2}) = m_2(E_{d+1}^{2} E_{d+1}^{3}).$

Suppose that $E_{2dk+d+1}^{3k+2} = m_2(E_{d+1}^{2} E_{d+1}^{3k})$ for all $1 \leq i < k$. Now, for any $k_1 + k_2 = k \geq 2 (k_1 \geq 1$ and $k_2 \geq 1)$,

$m_2(E_{2dk_1+d+1}^{3k_1} E_{2dk_2+d+1}^{3k_2+2}) = m_2(E_{d+1}^{2} E_{d+1}^{3k_1+2} E_{d+1}^{3k_2}) \subseteq m_2(E_{d+1}^{2} E_{d+1}^{3k_1+2} E_{d+1}^{3k_2})$

and

$m_2(E_{2dk_1+d+1}^{3k_1+2} E_{2dk_2+d+1}^{3k_2}) = m_2(E_{d+1}^{2} E_{d+1}^{3k_1} E_{d+1}^{3k_2}) \subseteq m_2(E_{d+1}^{2} E_{d+1}^{3k_1} E_{d+1}^{3k_2}).$

This proves, for any $k \geq 1$, $E_{2dk+d+1}^{3k+2} \subseteq m_2(E_{d+1}^{2} E_{d+1}^{3k})$, the opposite inclusion is trivial, so we have (*).

Hence the bi-Koszul algebra $A$ is strongly. \qed

Corollary 3.8. If $A$ is a bi-Koszul algebra with $gl.dim(A) \leq 4$, or its Ext-algebra $E(A)$ with $m_3 = 0$, then $A$ is a strongly bi-Koszul algebra.
**Proof.** It is clear since each assumption implies $U^{3k+2} = V^{3k+2} = 0$ for any $k > 0$ by Proposition 3.7.

**Example 3.9.** Any truncated bi-Koszul algebra is strongly.

3.2. **Generated by $E^1(A)$**. Let $A$ be a bi-Koszul algebra, Theorem 3.6 tells that any $A_\infty$-algebra $E(A)$ is $[m_2, m_3]$-finitely generated by $E^1(A)$, $E^2(A)$ and $E^3(A)$. On the other hand, Keller has claimed that there exists an $A_\infty$-algebra structure on $E(A)$ which is generated by $E^1(A)$. In this subsection, we discuss the universality of the property that $E(A)$ is generated by $E^1(A)$ as an $A_\infty$-algebra.

For example, let $A$ be an Artin-Schelter regular algebra listed in [9, Theorem A], then any $A_\infty$-algebra $E(A)$ is generated by $E^1(A)$.

Before discussing, we give a general result which points out that a strict isomorphism of $A_\infty$-algebras can be obtained from a quasi-isomorphism of $A_\infty$-algebras. This was found in [4] for single $A_\infty$-algebras.

**Lemma 3.10.** Let $(E; \{m_i\})$ and $(E'; \{m'_i\})$ be two minimal $A_\infty$-algebras, and $(f_i): (E; \{m_i\}) \to (E'; \{m'_i\})$ a quasi-isomorphism between them. Then

1. $(E'; \{m''_i\})$ is a minimal $A_\infty$-algebra where $m''_i := f_1 m_i f_1^{-1} \otimes \cdots \otimes f_1^{-1}$ with $m''_0 = m'_1$.
2. $(g_i) : (E; \{m_i\}) \to (E'; \{m'_i\})$ is a strict isomorphism of $A_\infty$-algebras where $g_1 = f_1$ and $g_i = 0$ for all $i \geq 2$.

**Proof.** Since $m_1 = m'_1 = 0$, $f_1 : (E; m_2) \to (E'; m'_2)$ is an isomorphism. To prove the first statement, we need the Stasheff’s morphism identities $SI(n)$ ($n = 1, 2, \cdots$) for $\{m''_i\}$. Note that the degrees of both $f_1$ and $f_1^{-1}$ are zero, the Koszul sign convention can be neglected in the following. For any $i + t + j = n$ and $l = i + 1 + j$,

\[
m''_l (1^{\otimes i} \otimes m''_t \otimes 1^{\otimes j}) = f_1 m_i (f_1^{-1} \otimes \cdots \otimes f_1^{-1}) (1^{\otimes i} \otimes m_i (f_1^{-1} \otimes \cdots \otimes f_1^{-1}) \otimes 1^{\otimes j}) = f_1 m_l (1^{\otimes i} \otimes m_t \otimes 1^{\otimes j}) (f_1^{-1} \otimes \cdots \otimes f_1^{-1}),
\]

hence

\[
\sum_{n=i+t+j} (-1)^{i+t} m''_i (1^{\otimes i} \otimes m''_t \otimes 1^{\otimes j}) = f_1 \left( \sum_{n=i+t+j} (-1)^{i+t} m_i (1^{\otimes i} \otimes m_t \otimes 1^{\otimes j}) (f_1^{-1} \otimes \cdots \otimes f_1^{-1}) \right) (f_1^{-1} \otimes \cdots \otimes f_1^{-1}) = 0.
\]

Moreover, $m''_l = f_1 m_2 (f_1^{-1} \otimes f_1^{-1}) = m'_2 (f_1 \otimes f_1) (f_1^{-1} \otimes f_1^{-1}) = m'_2$.

Clearly, $f_1 m_i = m''_l (f_1 \otimes \cdots \otimes f_1)$. So $\{g_i\}$ is a strict isomorphism between $(E; \{m_i\})$ and $(E'; \{m'_i\})$. \qed
Let \( A \) be a bi-Koszul algebra determined by \( \Delta_d, E := E(A) \) the Ext-algebra of \( A \). There is a quasi-isomorphism between two \( A_\infty \)-algebra structures on \( E(A) \):

\[
\{ f_i \} : (E(A); \{ m_i \}) \rightarrow (E(A); \{ m_i' \}).
\]

Now assume that \( (E(A); \{ m_i \}) \) is generated by \( E^1(A) \), it is a natural question that whether the same claim is true for \( (E(A); \{ m_i' \}) \).

The following facts are immediately:

(i) if \( n \geq 2, f_n(E^1 \cdots E^1) = 0; \)

(ii) if \( d \geq 3, m_2(E^1 E^1) = m_2(E^1 E^2) = m_2(E^2 E^1) = 0; \)

(iii) there are only \( m_d' \) and \( m_d' + 1 \) whose actions can fall into \( E^3 \) in \( (E(A); \{ m_i' \}) \);

(iv) \( f_1 : E(A) \rightarrow E(A) \) is an isomorphism.

Combining with Lemma \ref{lem:2.1} and Proposition \ref{prop:2.5} we can write the Stasheff’s morphism identities, for small \( n \) or in some special cases, more clearly.

(1) MI(2): \( f_1m_2 = m_2'(f_1 \otimes f_1); \)

(2) MI(3): \( f_1m_3 + f_2(m_2 \otimes 1) - f_2(1 \otimes m_2) = m_3'(f_1 \otimes f_1 \otimes f_1) + m_2'(f_1 \otimes f_2) - m_2'(f_2 \otimes f_1); \)

(3) MI(d) acting on \( E^1 \cdots E^1 \) or \( E^1 \cdots E_{d+1} \cdots E^1 \) can be reduced as

\[
f_1 m_d = m_d'(f_1 \otimes \cdots \otimes f_1);
\]

(4) MI(d+1) acting on \( E^1 \cdots E^1 \) can be reduced as

\[
f_1 m_{d+1} + (-1)^d f_2(m_d \otimes 1) + (-1)^{d+1} f_2(1 \otimes m_d) = m_{d+1}'(f_1 \otimes \cdots \otimes f_1);
\]

(5) MI(d+1) acting on \( E^1 \cdots E^2 \cdots E^1 \) can be reduced as

\[
f_1 m_{d+1} + (-1)^d f_2(m_d \otimes 1) + (-1)^{d+1} f_2(1 \otimes m_d)
= m_{d+1}'(f_1 \otimes \cdots \otimes f_1) + \sum_{1 \leq j \leq d} (-1)^{d-j} m_d'(f_1 \otimes \cdots \otimes f_2 \otimes \cdots \otimes f_1).
\]

**Proposition 3.11.** Assume \( E^3(A) \) is generated by \( E^1(A) \) and \( E^2(A) \) with \( \{ m_i \} \).

If \( f_2(m_d \otimes 1) = f_2(1 \otimes m_d) \), then \( E^3(A) \) is also generated by \( E^1(A) \) and \( E^2(A) \) with \( \{ m_i' \} \).

**Proof.** The hypothesis on \( E^3(A) \) tells us that

\[
E^3 = \sum m_d(E^1 \cdots E_{d+1} \cdots E^1) + \sum m_{d+1}(E^1 \cdots E^2 \cdots E^1).
\]

So \( E^3 = f_1(E^3) = \sum f_1m_d(E^1 \cdots E_{d+1} \cdots E^1) + \sum f_1m_{d+1}(E^1 \cdots E^2 \cdots E^1). \)

By the Stasheff’s morphism identities listed above, we have

\[
\begin{align*}
f_1m_d(E^1 \cdots E_{d+1} \cdots E^1) \\
\subseteq m_d'(f_1 \otimes \cdots \otimes f_1)(E^1 \otimes \cdots \otimes E^2_{d+1} \otimes \cdots \otimes E^1) \\
= m_d'(E^1 \cdots E^2_{d+1} \cdots E^1),
\end{align*}
\]
and
\[ f_1 m_{d+1}(E^1 \cdots E^2_d \cdots E^1) \]
\[ \subseteq m'_{d+1} (f_1 \otimes \cdots \otimes f_1)(E^1 \otimes \cdots \otimes E^2_d \otimes \cdots \otimes E^1) \]
\[ + \sum_{1 \leq j \leq d} (-1)^{d-j} m'_d(f_1 \otimes \cdots \otimes f_j \otimes \cdots \otimes f_1)(E^1 \otimes \cdots \otimes E^2_d \otimes \cdots \otimes E^1). \]
\[ \subseteq m'_{d+1} (E^1 \cdots E^2_d \cdots E^1) + \sum m'_d(E^1 \cdots E^2_d \cdots E^1). \]

Thus, \( E^3 \subseteq \sum m'_d(E^1 \cdots E^2_{d+1} \cdots E^1) + \sum m'_{d+1}(E^1 \cdots E^2_d \cdots E^1). \) We complete the proof. \( \square \)

Now, we can prove the main theorem of this subsection.

**Theorem 3.12.** Let \( \{f_i\} : (E(A); \{m_i\}) \to (E(A); \{m'_i\}) \) be a quasi-isomorphism with \( f_2(m_i \otimes 1) = f_2(1 \otimes m_i) \) for \( i = 2, d \), suppose that \( (E(A); \{m_i\}) \) is generated by \( E^1(A) \). Then \( (E(A); \{m'_i\}) \) is also generated by \( E^1(A) \).

**Proof.** Since \( m_1 = m'_1 = 0, f_1 : (E(A), m_2) \to (E(A), m'_2) \) is an isomorphism with degree zero. By the proof of Theorem 3.11 and MI(2), we have

\[ E^{3k+3} = f_1(E^{3k+3}) = f_1(\sum m_2(E^{3k_1}E^{3k_2})) \]
\[ \subseteq \sum m'_2(f_1 \otimes f_1)(E^{3k_1} \otimes E^{3k_2}) = \sum m'_2(E^{3k_1}E^{3k_2}); \]
\[ E^{3k+1} = f_1(E^{3k+1}) = f_1(\sum m_2(E^{3k_1+1}E^{3k_2})) \]
\[ \subseteq \sum m'_2(f_1 \otimes f_1)(E^{3k_1+1} \otimes E^{3k_2}) = \sum m'_2(E^{3k_1+1}E^{3k_2}); \]
\[ E^{3k+2} = f_1(E^{3k+2}) \]
\[ = f_1(\sum m_2(E^{3k_1}E^{3k_2} + \sum m_2(E^{3k_1+2}E^{3k_2}) + U^{3k+2} + V^{3k+2}) \]
\[ \subseteq \sum m'_2(E^{3k_1}E^{3k_2} + \sum m'_2(E^{3k_1+2}E^{3k_2}) + f_1(U^{3k+2}) + f_1(V^{3k+2}). \]

For any \( E^{3i_1}E^{3i_2+1}E_{2d i_3+d} \) \((i_1 + i_2 + i_3 = k, i_1 \geq 1, i_2, i_3 \geq 0)\), the assumption \( f_2(m_2 \otimes 1) = f_2(1 \otimes m_2) \) and MI(3) imply that

\[ f_1 m_3(E^{3i_1}E^{3i_2+1}E_{2d i_3+d}) \]
\[ \subset m'_3(E^{3i_1}E^{3i_2+1}E_{2d i_3+d}) + m'_2(f_2(E^{3i_1}E^{3i_2+1})f_1(E^{3i_3+2} + \sum m'_2(E^{3i_1+1}E_{2d i_3+d})) \]
\[ + m'_2(f_1(E^{3i_1})f_2(E^{3i_2+1}E_{2d i_3+d}))) \]
\[ \subseteq m'_2(E^{3i_1}E^{3i_2+1}E_{2d i_3+d}) + m'_2(E^{3i_1+1}E^{3i_2+2}E_{2d i_3+d}) \]
\[ + m'_2(E^{3i_1}E^{3i_2+1}E_{2d i_3+d}). \]

By the same method, we obtain that the action of \( f_1 \) on every component of \( U^{3k+2} \) or \( V^{3k+2} \) falls into \( \sum m'_2(E^{3k_1}E^{3k_2} + \sum m'_2(E^{3k_1+2}E^{3k_2}) + U^{3k+2} + V^{3k+2} \) where \( U^{3k+2} \) and \( V^{3k+2} \) correspond to \( U^{3k+2} \) and \( V^{3k+2} \), respectively, changing the multiplication \( m_3 \) to \( m'_3 \). Thus,

\[ E^{3k+2} = \sum m'_2(E^{3k_1}E^{3k_2} + \sum m'_2(E^{3k_1+2}E^{3k_2}) + U^{3k+2} + V^{3k+2}. \]

Since \( E^2 \) is generated by \( E^1 \), and \( E^3 \) is generated by \( E^1 \) and \( E^2 \) by Proposition 3.11, we get \( (E(A); \{m'_i\}) \) is also generated by \( E^1 \). \( \square \)
Corollary 3.13. Assume the bi-Koszul algebra $A$ is strongly. If $(E(A); \{m_i\})$ is generated by $E^1$, and $f_2(m_d \otimes 1) = f_2(1 \otimes m_d)$, then $(E(A); \{m'_i\})$ is also generated by $E^1$.

Continuing to consider the quasi-isomorphism between two $A_\infty$-structures on $E(A)$, $\{f_i\} : (E(A); \{m_i\}) \to (E(A); \{m'_i\})$, some extra hypothesis will make $\{f_i\}$ to be a strict isomorphism which guarantees the properties of such two $A_\infty$-algebras identify with each other.

Theorem 3.14. If $f_2(m_i \otimes 1) = f_2(1 \otimes m_i)$ for $i = 2, d$, and

$$\sum_{1 \leq j \leq d} (-1)^{i-j} m'_i(f_1 \otimes \cdots \otimes f_j \otimes \cdots f_1) = 0,$$

then $g = f_1 : (E(A); \{m_i\}) \to (E(A); \{m'_i\})$ is a strict isomorphism.

Proof. By Lemma 3.10, $g = f_1 : (E(A); \{m_i\}) \to (E(A); \{m'_i\})$ is a strict isomorphism and $m''_2 = m'_d = m_2$. The assumption directly implies $m''_i = f_1m_3(f_{i-1} \otimes f_{i-1}) = m'_3$. For any $x_1, \cdots, x_d \in E^1$, or one of $x_j$’s in $E^1_{d+1}$ and the others in $E^1$, we have

$$m''_d(x_1, \cdots, x_d) = f_1m_d(f_{i-1}^{-1}(x_1), \cdots, f_{i-1}^{-1}(x_d)) = m'_d(x_1, \cdots, x_d)$$

by the Stasheff’s morphism identities listed above. So $m''_d|_{E^1 \otimes d} = m'_d|_{E^1 \otimes d}$ and $m''_d|_{E^1 \cdots E^1_{d+1} \cdots E^1} = m'_d|_{E^1 \cdots E^1_{d+1} \cdots E^1}$. By the same method, we check that $m''_{d+1}|_{E^1 \otimes (d+1)} = m'_{d+1}|_{E^1 \otimes (d+1)}$ and $m''_{d+1}|_{E^1 \cdots E_{d+1} \cdots E^1} = m'_{d+1}|_{E^1 \cdots E_{d+1} \cdots E^1}$. Thus, $(E(A); \{m_i\})$ and $(E(A); \{m'_i\})$ are the same. The result follows immediately. □

Corollary 3.15. Assume the bi-Koszul algebra $A$ is strongly. If $f_2(m_d \otimes 1) = f_2(1 \otimes m_d)$ and $\sum_{1 \leq j \leq d} (-1)^{d-j} m'_d(f_1 \otimes \cdots \otimes f_j \otimes f_1) = 0$. Then

$$g = f_1 : (E(A); \{m_i\}) \to (E(A); \{m'_i\})$$

is a strict isomorphism.

Proof. By the proof of Theorem 3.14. □
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