UTSM: A Trajectory Similarity Measure Considering Uncertainty Based on an Amended Ellipse Model
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Abstract: Measuring the similarity between a pair of trajectories is the basis of many spatiotemporal clustering methods and has wide applications in trajectory pattern mining. However, most measures of trajectory similarity in the literature are based on precise models that ignore the inherent uncertainty in trajectory data recorded by sensors. Traditional computing or mining approaches that assume the preciseness and exactness of trajectories therefore risk underperforming or returning incorrect results. To address the problem, we propose an amended ellipse model which takes both interpolation error and positioning error into account by making use of motion features of trajectory to compute the ellipse’s shape parameters. A specialized similarity measure method considering uncertainty called UTSM based on the model is also proposed. We validate the approach experimentally on both synthetic and real-world data and show that UTSM is not only more robust to noise and outliers but also more tolerant of different sample frequencies and asynchronous sampling of trajectories.
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1. Introduction

Along with the massive new infrastructures being built for next-generation communication, GPS sensors are being installed by the millions every year in cars, cell phones, robots, and many other moving objects. These sensors are continuously recording carrier locations, generating a large number of trajectories of different types of objects. How to extract interesting information hidden in trajectory data is the focus of much research. Many advances have been made in trajectory modeling and pattern mining, including work on measuring trajectory similarity.

Trajectory similarity measures are fundamental for spatial movement clustering or classification [1,2], and similarity queries can be applied broadly in many spatial data mining applications, such as finding the group/flock pattern of moving objects, detecting spatiotemporal outliers and predicting weather or climate such as a hurricane route. Information about the similarities in movement patterns can enable traffic managers to find suspicious behavior and increase safety and security [1].

However, real-life trajectory data is far from being reliable enough for many applications because datasets collected from mobile sensors are often imprecise and incorrect due to noise and discontinuous records [3]. In the real world, the dynamics of moving objects in their spatiotemporal reference frame are macroscopically continuous and accurate. During the process of recording, propagation, and calculation, however, these dynamics are expressed as discrete spatiotemporal sampling points or interpolated continuous polylines, which inevitably brings some uncertainty. In most cases, the needs of analysis and application can be met based despite some uncertainty in the data. However, in some scenarios, due to factors such as sensor failure or environmental influence, the sampling frequency does not meet the requirements of Nyquist’s sampling law, which may cause large errors in the trajectory
rebuilding and lead to erroneous computing results. Even if we could collect precise trajectory data, we cannot assume it will remain accessible due to increasing privacy protection demands by consumers. Thus, there is also a need for new models and algorithms that work with blurred data.

Another major concern in measuring the similarity between trajectories is that different sampling frequencies and asynchronous sampling strategy will cause misjudgments. Consider the similarity comparison shown in Figure 1: the real trajectories of P and Q in Figure 1(a) are closer than those of P and R. But because of the low sampling frequency and heterogeneous distribution of the sampled points, the rebuilt trajectories in Figure 1(b) obtained by linear interpolation shows the opposite result: R is more similar to P than Q.

![Figure 1. A trajectory similarity distortion example](image)

To reduce this kind of misjudgment under current data quality condition, we must take uncertainty into consideration. In this work, our main contributions are outlined as follows:

- We propose an amended ellipse model derived from [4] which could better describe the uncertainty in a trajectory by dynamically computing the model’s shape parameters based on the motion features of each segment of the trajectory.
- We present a new similarity measure based on the model, called Uncertain Trajectory Similarity Measure (UTSM). Validated by experiments on both synthetic data and real-world data, UTSM shows better capability in comparing similarity between trajectories and it is also more robust to noise and outliers and more tolerant of different sample frequencies and asynchronous sampling.

The remainder of the paper is organized as follows: Section 2 introduces basic concepts related to trajectory similarity metrics, gives the formal problem statement, and provides a table of the symbol conventions used in the paper; Section 3 reviews related work and current technology; our re-designed ellipse model and similarity measure method are proposed in Section 4; Section 5 presents the validation experiments and results while Section 6 concludes the paper and looks ahead to future work.

2. Preliminaries and Problem Definition

2.1. Basic Concepts

- **Spatiotemporal Trajectory**

  A spatiotemporal trajectory is a continuous curve formed by the motion of a moving object in Euclidean space over a certain period. The morphology of the trajectory can be accurately described by a continuous function. However, in reality, the spatial position of the moving object is generally recorded by a sensor at a fixed or random frequency. The object’s trajectory is usually represented by a sequence of positions containing spatial and temporal information, such as:

  \[
P = \{(s_0, t_0), (s_1, t_1), \ldots, (s_{n-1}, t_{n-1})\}
  \]

  where \(n\) is the number of sampling points of the entire trajectory and \(s_i\) is the position of the moving object at \(t_i\) time spot. In practical applications, \(s_i\) is generally a 2D or 3D coordinate. This paper mainly focuses on trajectories in two-dimensional space, so combined with the time information, the sampling point can also be expressed as \((x_i, y_i, t_i)\).
• Interpolation Error
Since sensor-recorded data is a sequence of sampling points that are not continuous in either
time or space, the sampling points are generally connected in chronological order to describe
the overall morphology of the trajectory. The data gap between adjacent sampling points is
usually filled by linear interpolation and the trajectory is transformed into a polygonal line.
Interpolation is essentially an estimate and approximation of missing data and will inevitably
introduce uncertainty in the gap between adjacent sampling points. The error introduced by this
procedure is called Interpolation Error (InE) in this paper.

• Positioning Error
Due to the accuracy limit of the positioning sensors or different signal intensity of different
areas, the positioning data of the sampling points in a trajectory generally have a certain amount
of error. This is also called measurement error. The mean spatial accuracy of a standard GPS
receiver is near 2 meters horizontally at a 95% confidence interval[5], worse in occluded areas
because of the weak signal. In this paper, this kind of error is defined as Positioning Error (PoE).

• Trajectory Similarity
A similarity measure or similarity function is generally a real-value function that quantifies the
similarity between two objects. Trajectory similarity refers to the degree of similarity between a
pair of trajectories, including their spatiotemporal position, shape trend, motion characteristics,
etc., which together can measure the overall similarity of their movement. Distance is a typical
similarity measure, such as Euclidean distance, Hausdorff distance, Frechet distance, etc. But
distance is inversely proportional to similarity. The smaller the distance between two trajectories,
the greater their similarity. An artificially defined similarity model can also be used to express the
similarity between trajectories. In practical applications, similarity metrics are often normalized
to the interval of \([0,1]\) for heterogeneous comparison.

The performance of different trajectory similarity measures will be further discussed in section 3.

2.2. Problem Statement
Our problem is defined formally as follows: Given two trajectories \(P\) and \(Q\), find a normalized
similarity measure denoted as \(S(P, Q)\) for the two trajectories, which meets the following requirements:

\[
\begin{align*}
0 < S(P, Q) & \leq 1 \\
S(P, Q) & = S(Q, P) \\
S(P, P) & = 1
\end{align*}
\]  

(1)

In other words, the metric is non-negative, symmetric, and reflexive. In addition to the usual
constraints, we also need to consider the two kinds of uncertainty, i.e., interpolation error and
positioning error, when designing the measurement model. For simplicity, we assume that the
time intervals between consecutive pairs of anchor points are equal.

The notations we use are listed in Table 1.
Table 1. Notations and Definitions

| Notation     | Definition                                                                 |
|--------------|---------------------------------------------------------------------------|
| $V_m$        | Maximum velocity of a moving object                                        |
| $\Delta t$  | Time interval between two consecutive points                               |
| $d_{\text{euc}}(p,q)$ | Euclidean distance between point $p$ and point $q$                       |
| InE          | Interpolation error                                                        |
| PoE          | Positioning error                                                          |
| $E(p_i, p_{i+1}), E_i$ | Elliptical uncertain area of a segment, which is also the projection on a 2D location plane of the corresponding bead body. |
| $E(P)$       | The union area of all the ellipses obtained from every pair of consecutive points. |
| $S(P, Q)$    | Similarity between trajectory $P$ and $Q$                                  |
| $\text{NS}(P, Q)$ | Normalized similarity between trajectory $P$ and $Q$                      |

3. Related Work

3.1. Spatiotemporal Trajectory Data Models

Trajectory models can be said to date back to the 1970s when researchers were trying to find a more comprehensive and effective way to describe climate data and forecast climate and weather change. In 1972, a numerical three-dimensional trajectory model for wind data is proposed in [6], which is operational to the prediction of temperature and dew point. From then on, numerous trajectory data models have been proposed, such as some models derived from classic general spatiotemporal data models like STER[7], MADS[8] and other featured models designed under particular application background like the constraint model[9], stop-move model[10] and event-based model[11]. In most instances, only the location information at timestamps is used and is assumed to be exact. Some research has focused on the semantic information of moving objects [12–14]. Among them, there is one particular model that deserves special attention called the multi-granularities model [15]. It uses a bead-like shape to describe the possible path area which a moving object may take between two anchor points. Two key concepts behind this model are the lifeline bead and the lifeline necklace. The lifeline bead model is derived from the time geography framework [16]. Its mathematical foundation was further elaborated in [17–22] including a spacetime path and a spacetime prism, two fundamental elements of time geography. The spatiotemporal bead model successfully accounts for the uncertainty introduced by sampling and interpolating representation of trajectory data. Our proposed uncertainty model is theoretically based on the bead model.

3.2. Uncertainty in Spatiotemporal Trajectories

Most previous research addressing uncertainty in trajectories has focused on interpolation error [23,24]. Existing models and methods that consider spatial uncertainty include the circular range model[25], cylinder model [26], grid model [27], Bead model[15] (also called multi-granularities model) or ST-prism [17,19] model etc., which mainly describe the possible positions of moving objects between adjacent sampling points and their distribution probabilities in different geometric forms. Beads are not easy to handle due to their 3D body which combines both spatial and temporal metrics. A classical applied method is to project a bead onto a 2D-plane as an ellipse, as shown in Figure 2. Much research has been conducted based on the projected ellipse, such as accessibility computing and location distribution possibility prediction [28–30].

The usual practice for handling uncertainty in trajectories is to assume that the positions of the moving objects in the time intervals between the sampling points conform to a certain distribution. For example, one approach [31] first discretizes the time-space between the sampling points, and then adopts a random-walk method to simulate the position of the moving object between two fixed sampling points, so that an approximate access probability distribution on the discrete spatiotemporal
grid can be obtained. Another work [28] improved the use of the random-walk method and the Brownian motion model and described the probability distribution of moving objects in a potential path area (PPA) in a continuous spatiotemporal domain. But both of them ignore the positioning error of anchor points [4].

3.3. Trajectory Similarity Measures

3.3.1. Geometric Distance Metric

Distance is a common metric of object similarity. It is generally assumed that distance is inversely proportional to similarity. Minkowski distance measures such as Euclidean distance, Manhattan distance, Chebyshev distance, and their variants are intuitive measures of trajectory similarity. There are also some other specifically designed measurement methods like cosine distance and Hausdorff distance which focus on geometric features or Hamming distance, Jaccard distance and correlation distance, which focus on statistical properties. The area between a pair of trajectories can also be used as a distance measure [32]. But Most of these methods ignore the temporal property of trajectories.

3.3.2. Time-Based Distance Metric

To overcome the shortage of geometric-based metrics and take time or temporal order into account, numerous time-based distance or similarity measures have been proposed, such as Fretchet distance, DTW[33], LCSS[34], ERF[35], EDR[36], Swale[37], STLIP[38], and NWED[39]. Much research has been done to improve the computational efficiency of these classical methods or to adapt their measurement models for practical application. However, most of the solutions assume that a trajectory is exact in its location property.

3.3.3. Similarity Measures That Consider Uncertainty

Recent work [4] improved the original elliptical trajectory model[23] to describe the reachable range of a trajectory path. It eliminates the maximum speed assumption in the original model and replaces it with an Approximate Upper Bound Distance. It then defines and calculates measures of alikeness, sharedness, and continuity. Finally, a comprehensive similarity expression is obtained. However, they simply expand the Euclidean distance of the adjacent anchor points by a fixed coefficient to determine the parameters of the ellipse. In other words, all the ellipses have the same eccentricity, which cannot describe the real situation of uncertainty along the trajectory. The work of [40] proposed a method of quantifying trajectory similarity as an interval, rather than a single value, called Trajectory Interval Distance Estimation, to capture the uncertainty that results from different sampling rates and asynchronous sampling. The estimation model is based on a circular bounding area with a radius proportional to the estimated maximum speed. While this circular bounding area can tackle the
problem of asynchronous sampling to a certain degree, the maximum speed is arbitrarily determined to be the max value of the average speed of each pair of consecutive anchor points. There are also some fuzzy set similarity measures based on the fuzzy theory which have been applied in shape classification [41].

To sum up, related work about similarity measure is shown as Figure 3.

![Figure 3. Trajectory similarity measure methods](image)

To overcome this limitation of previous work, we propose a novel amended ellipse model which represents a trajectory as a chain of interconnected ellipses, whose shape parameters are dynamically calculated by the motion features of adjacent segments. We then use the new model to design a similarity measure that is more robust to both interpolation error and position error.

4. Proposed Approach

4.1. Amended Ellipse Model

The traditional bead model considers the possible path that a moving object can take between two consecutive anchor points (also called sample points) [15]. The slope of the bead is determined by the maximum velocity of the moving object. But in real cases, moving objects are not likely to keep moving at maximum speed. Therefore, in a 2D projection plane, the shape of the projected ellipse should not always be determined by the maximum velocity which is often assigned arbitrarily. In our work, to improve the rationality of describing the possible position between anchor points, we take the movement features into account when determining the shape parameters of an uncertain ellipse.

4.1.1. Initial Model Without Positioning Error

As the graph in Figure 4 shows, we take two adjacent anchor points as the focal points of E(pi, pi+1). What remains unknown of the ellipse is the length of the semi-minor axis, viz. b. Intuitively, b indicates the uncertainty of the vertical range of the moving object due to interpolation error. The core of our method is to estimate this range using motion features reflected adjacent segments.

The interpolation error originates from the linear interpolation, the most commonly used interpolation method, results in the failure of reflecting the change of movement states. Any direction change between two consecutive anchor points is missed and is simply replaced by a straight line. The range of a possible path area is related to the speed and the change in moving direction. We can use the related motion features of neighborhood segments to approximate the real situation. In addition to velocity and acceleration, there are other important features such as sinuosity and turning angle that can reflect motion characteristics, especially the movement direction and its alteration. Since the ellipse model is based on segments rather than single points, we use a synthesis method to compute the possible vertical range of the movement and estimate the value of b.
Figure 4. Uncertain ellipse of an interpolated segment

Figure 5. Motion features of a segment

Take the segment \((p_i, p_{i+1})\) in Figure 5 as an example, the turning angle is derived from the direction difference between the average velocity (in terms of vectors) of segment \((p_{i-1}, p_{i+1})\), segment \((p_i, p_{i+1})\) and segment \((p_i, p_{i+2})\), i.e.:

\[
\begin{align*}
\theta_1^i &= | \angle (p_{i-1}, p_{i+1}) - \angle (p_i, p_{i+1}) | \\
\theta_2^i &= | \angle (p_i, p_{i+2}) - \angle (p_i, p_{i+1}) | \\
\end{align*}
\]  

(2)

where \(\angle\) means the angle between the vector and the horizontal line.

It’s an intuitive hypothesis is that the vertical uncertainty range is proportional to the velocity component in the vertical direction. As Figure 6 shows, the vertical component of velocity \(v_{p_i} \sin \theta_k^i\) can result in a vertical distance of \(\frac{1}{2} v_{p_i} \sin \theta_k^i \cdot \Delta t\) until the component decelerates to zero. The deceleration time is set to \(\Delta t\) because the moving object has to return to anchor point \(P_{i+1}\). We can get two uncertain vertical distances derived from starting velocity and ending velocity of the segment. So we can estimate the value of the semi-minor axis \(b\) by computing the average of the two uncertain vertical distances:

\[
b = \frac{1}{2} \left( \frac{v_{p_i} \sin \theta_1^i \cdot \Delta t}{2} + \frac{v_{p_{i+1}} \sin \theta_2^i \cdot \Delta t}{2} \right)
\]  

\[
= \frac{1}{8} \Delta t \left( v_{p_i} \sin \theta_1^i + v_{p_{i+1}} \sin \theta_2^i \right)
\]  

(3)

Figure 6. Uncertain vertical range estimation based on turning angle

The amended ellipse parameters are thus:
\[ c = \frac{1}{2}d_{euclidean}(p_i, p_{i+1}) \]
\[ b = \frac{1}{8} \Delta t (|v_{p_i} \sin \theta_{1i}| + |v_{p_{i+1}} \sin \theta_{2i}|) \]
\[ a = \sqrt{b^2 + c^2} \]  

(4)

Examples

- If a segment has roughly the same direction as both its neighbors, its \( b \) will be very small and the eccentricity would be rather large, i.e., the segment’s area of uncertainty is a narrow ellipse (Figure 7), which is consistent with our usual perception that an object moving in a straight line tends to have smaller location uncertainty. For the similarity measure proposed in the following part, this ‘straight’ kind of curves tend to have less similarity with each other because of the smaller area of uncertainty.

- A segment with large turning angles to its neighbors will have a bigger \( b \), contributing to a smaller eccentricity and a wider ellipse (Figure 8). The phenomenon is also consistent with the intuitive perception that an object moving at sharp angles tends to have greater location uncertainty. For the proposed similarity measure, this ‘winding’ kind of curves have more tendency of a greater similarity with each other as a result of the bigger overlapping area of adjacent uncertainty extents.

4.1.2. Model Considering Positioning Error

Introducing positioning error will add an additional offset angle to the original turning angle of the segment, as shown in Figure 9.

The offset angle caused by the position error can be obtained by:

\[ \sin \alpha = \frac{\varepsilon}{\frac{1}{2}d} = \frac{2\varepsilon}{d} \]  

(5)
We use the mean spatial accuracy of a standard GPS receiver as position measurement error, i.e. \( \varepsilon = 2m \) [5]. In most cases, the error is far less than the distance between two consecutive anchor points; \( \frac{\varepsilon}{d} \) is a very small value and so is \( \alpha \). According to Taylor Series Expansion:

\[
\sin \alpha = \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k+1)!} \alpha^{2k+1} = \alpha - \frac{\alpha^3}{3!} + \frac{\alpha^5}{5!} - \cdots \approx \alpha \quad (6)
\]

So, under the circumstance of a regular position measure error, we can approximately obtain: \( \alpha \approx \sin \alpha = \frac{2\varepsilon}{d} \) and the amended turning angle of the segment is \( \theta^k + \frac{2\varepsilon}{d}, k = 1, 2 \).

Therefore, the final amended ellipse parameters that consider both InE and PoE are:

\[
c = \frac{1}{2} d_{\text{euc}}(p_i, p_{i+1}) = \frac{1}{2} d \\
b = \frac{1}{8}\Delta t \left[ v_{p_i} \sin \left( \theta^1_i + \frac{2\varepsilon}{d} \right) + v_{p_{i+1}} \sin \left( \theta^2_i + \frac{2\varepsilon}{d} \right) \right] \quad (7)
\]

\[
a = \sqrt{b^2 + c^2}
\]

If the anchor points are extremely close to each other, we can use the original formula of offset angle \( \alpha = \arcsin \frac{2\varepsilon}{d} \). So that semi-major axis \( b \) will be:

\[
b = \frac{1}{8}\Delta t \left[ v_{p_i} \sin \left( \theta^1_i + \arcsin \frac{2\varepsilon}{d} \right) + v_{p_{i+1}} \sin \left( \theta^2_i + \arcsin \frac{2\varepsilon}{d} \right) \right] \quad (8)
\]

4.2. Uncertain Trajectory Similarity Measure

According to our amended ellipse model, a trajectory can be represented by a chain of ellipses with different shape parameters. A similarity model is designed based on the uncertainty description. First, we need to define a key concept called Match. If a anchor point \( p_i \) in P locates inside the ellipse of segment \( (q_j, q_{j+1}) \) in Q, then \( p_i \) is matched to \( (q_j, q_{j+1}) \) or \( p_i \) is matched to E(Q), as Figure 10. Otherwise, \( p_i \) is mismatched to Q.

![Figure 10. A anchor point and its matching ellipse](image)

In our method, every anchor point in a trajectory should have an impact on the overall similarity. The principles of designing the similarity model are:

- Every match between P and Q will have a positive effect on S(P, Q).
- A continuous match will bring an additional increase in S(P, Q).
- A mismatch has a non-positive effect on S(P, Q), i.e. no effect or negative effect.

Our proposed similarity measure based on the amended ellipse model is as follows:
\[ s_{q_j} = \exp\left(-\min_{f \in \{p_i,p_{i+1}\}} \frac{d(q_j,f)}{a_i}\right) \cdot k(q_j) \]

\[ k(q_j) = \begin{cases} 
\text{current length of continuematch} & \text{if } q_j \text{ is matched} \\
0 & \text{if } q_j \text{ is mismatched} 
\end{cases} \]

(9)

For every anchor points in both trajectory, we compute its contribution to the final similarity based on its position and its matched ellipse, like Figure 10 shows. The contribution of point \( q_j \) is denoted by \( s_{q_j} \). Noted that the \( s_{q_j} \) contains a multiplication factor denoted by \( k(q_j) \), it is called continuity coefficient which is derived from the seconed principle. \( k(q_j) \) is updated for each anchor point to record current length of continue match. Its initial value is zero and it will increase by one if current point is matched to a ellipse from the other trajectory. And it will be reset to zero when current point is not matched to any ellipse. Afterwards, we can get the unnormalized similarity by sum up every anchor point’s contribution:

\[ S(P,Q) = \frac{1}{2} \left( \sum_{i=0}^{n-1} s_{q_i} + \sum_{j=0}^{m-1} s_{p_j} \right) \]

(10)

Since we multiply the single similarity measure by a continuity factor, we can normalize the overall similarity measure by dividing the maximum continuity:

\[ NS(P,Q) = \frac{1}{2} \left( \sum_{i=0}^{n-1} \frac{s_{q_i}}{n-1} + \sum_{j=0}^{m-1} \frac{s_{p_j}}{m-1} \right) \]

(11)

\( NS(P,Q) \) thus becomes our final measure of uncertain trajectory similarity (UTSM). It can be easily proved from the formula definition that UTSM meets the requirements of being non-negative, symmetric, and reflexive.

4.3. Algorithms

We use two algorithms to computing the proposed similarity of uncertain trajectories based on our amended ellipse model. One is shape_estimator, which estimate the ellipse shape parameters according to the moving features computed by the position of each anchor points step by step. The other is UTSM_calculator which compute the UTSM value of a pair of trajectories by tranverse the trajectory using two different loops. The overall computational complexity is \( \mathcal{O}(pq) \), where \( p \) and \( q \) represent the length (i.e., the number of anchor points) of the two trajectories.

5. Experimental Evaluation

The goals of the following experiments are:

1. evaluate the effectiveness of UTSM in measuring the similarity between trajectories.
2. validate the robustness of UTSM to outliers, different sampling rates, and asynchronous sampling.

we use both real-world data and synthetic data to test particular properties.

5.1. Experiment Setup

**Real-World Data:**

1. Marine Cadastre: a maritime AIS dataset records approximately 30 attributes for 150,000 ships around the US territory with a frequency of one GPS reading per 2 to 10 seconds. Each trajectory contains various numbers of anchor points ranging from 10 to 3000.
Algorithm 1: shape_estimator

Input: $P \{ (x_0, y_0, t_0), (x_1, y_1, t_1), \cdots, (x_{n-1}, y_{n-1}, t_{n-1}) \}$

Output: aList: a list of semi-major axis lengths of all $EL(p_i, p_{i+1}), i = 0, 1, \cdots, (n - 2)$

begin
    aList = [], $i = 1$
    while $i < n-2$
        $\vec{S}_i = (x_{i+1} - x_i, y_{i+1} - y_i)\vec{S}_{former} = (x_{i+1} - x_{i-1}, y_{i+1} - y_{i-1})$
        $\vec{S}_{latter} = (x_{i+2} - x_i, y_{i+2} - y_i)\cos \theta_1 = \frac{\vec{S}_i \cdot \vec{S}_{former}}{|\vec{S}_i| \cdot |\vec{S}_{former}|}$
        $\sin \theta_1 = \sqrt{1 - \cos^2 \theta_1}$
        $\cos \theta_2 = \frac{\vec{S}_i \cdot \vec{S}_{latter}}{|\vec{S}_i| \cdot |\vec{S}_{latter}|}$
        $\sin \theta_2 = \sqrt{1 - \cos^2 \theta_2}$
        $\sin \alpha = 2 \times PoE \div |\vec{S}_i| \cos \alpha = \sqrt{(1 - \sin^2 \alpha)}$
        $v_1 = \frac{\vec{S}_{former} / (t_{i+1} - t_{i-1})}{(t_{i+2} - t_i)}$
        $b = [v_1 (\sin \theta_1 \times \cos \alpha + \cos \theta_1 \times \sin \alpha)] +$
        $v_2 (\sin \theta_2 \times \cos \alpha + \cos \theta_2 \times \sin \alpha)] / 8$
        $a = \sqrt{b^2 + |\vec{S}_i|^2}$
        aList.append(a) $i = i + 1$
    end
Return aList

2. T-Drive dataset: bare-bone trajectories extracted from real track data of New York taxi trips. The sample data we used contains more than 20,000 trajectories. Each trajectory contains 100 to 500 anchor points.

These two datasets can be downloaded by the links in Supplementary Materials at the end of the article.

Synthetic Data:

1. Simulated trajectories with outliers: We added some outlier points to the original real-world trajectories
2. Simulated trajectories with different sampling rates: We carried out resampling operations with different intervals based on selected real trajectories.
3. Artificial asynchronous trajectories: We manually sampled points asynchronously from Sinusoid curve at irreducible frequencies.

Environment:

Experiments were carried out using the Python 3.6 program on an Intel® Core™ i7-4710MQ CPU @ 2.50GH with 16 GB RAM and Ubuntu 18.04 LTS operating system.

Baseline methods:

1. Distance-based measure: Hausdorff distance, Frechet distance, DTW[33], LCSS[34], ERP[35], EDR[36] and Area-based distance[32].
2. Similarity measure considering uncertainty: Simple-ellipse based similarity[4].

5.2. Evaluation and Discussion

5.2.1. Computational Efficiency

To evaluate the efficiency of UTSM model, both MarineCadastre and T-Drive dataset are used to be the input of our algorithms. UTSM similarity between a randomly selected trajectory with all the others is computed in the same environment. As the length of trajectories (i.e. the number of anchor points in trajectories) varies, the time consumption of computing UTSM spread between the scale of milliseconds and seconds. The overall result is shown in Figure 11.
Algorithm 2: UTSM_calculator

**Input:** a pair of trajectories P and Q; PoE: positioning error

**Output:** NS(P, Q): UTSM value of P and Q

```
begin
    aListP = shape_estimator(P, PoE)
    aListQ = shape_estimator(Q, PoE)
    SP = 0
    Q_remain = Q
    continuity = 0
    /* compute the defined similarity from trajectory P to Q */
    for p In P do
        /* traverse all the segments in trajectory Q */
        for (q_i, q_{i+1}) In Q_remain do
            /* continuity auto-increment by defualt */
            continuity += 1
            if p Locates In EL(q_i, q_{i+1}) then
                /* p is spatially located in the ellipse of segment (q_i, q_{i+1}) */
                SP += exp(-min(d(p, q_i), d(p, q_{i+1}))/aListQ[i]) \times continuity
                /* next loop starts from the segment after the matched one */
                Q_remain = Q[i+1: ]
                /* when find the matched ellipse, jump out of current loop */
                Break
            else
                /* continuity reset to 0 when current point mismatches */
                continuity = 0
                Q_remain = Q[i+1: ]
                Break
        end for
    end for

    /* repeat the same operation from Q to P */
    SQ = 0
    P_remain = P
    continuity = 0
    for q In Q do
        for (p_i, p_{i+1}) In P_remain do
            continuity += 1
            if q Locates In EL(p_i, p_{i+1}) then
                /* q is spatially located in the ellipse of segment (p_i, p_{i+1}) */
                SQ += exp(-min(d(q, p_i), d(q, p_{i+1}))/aListP[i]) \times continuity
                P_remain = P[i+1: ]
                Break
            else
                continuity = 0
                P_remain = P[i+1: ]
                Break
        end for
    end for

    n = length(P), m = length(Q)
    UTSM = \frac{1}{2} \left( \frac{SP}{\sum_{i=1}^{n-1} i} + \frac{SQ}{\sum_{j=1}^{m-1} j} \right)
    Return UTSM
```

It’s obvious that the time cost has a positive linear relationship with the length of trajectories. To be more specific, there are two distinct linear trendlines of the scatter points. The trendline with a lower slope corresponds to MarineCadastre dataset, which contains relatively smooth geometry of vessel trajectories. And the other trendline with a higher slope corresponds to T-Drive dataset, which contains automobile’s trajectories with more turns. It also indicates that the time cost of computing UTSM is related to the geometry morphology resulting from moving features of trajectories.

5.2.2. Effectiveness

We added different offsets to each anchor point of a real-world trajectory from MarineCadastre AIS dataset and then computed the similarity between the original and the offset ones using different similarity measures. The results are shown in Table 2 and Figure 12. Note that to simulate the uniformed similarity value, we conducted a conversion on the distance-based value to transform it into similarity. The transformation formula is $S = 1 - e^{-\frac{D}{D}}$, where $S$ represents the similarity and $D$ represents the distance value. So that the distance-based similarity can be transformed to the interval of $[0, 1]$ no matter how large the distance value is.

| Offset | 5     | 10    | 20     | 50     | 100    | 200    |
|--------|-------|-------|--------|--------|--------|--------|
| Hausdorff | 0.0855  | 0.0437 | 0.0221 | 0.0089 | 0.0044 | 0.0022 |
| Frechet  | 0.0855  | 0.0437 | 0.0221 | 0.0089 | 0.0044 | 0.0022 |
| DTW      | 0.0003  | 0.0001 | 7.4E-5 | 3.3E-5 | 1.8E-5 | 9.4E-6 |
| LCSS     | 0.9906  | 0.9625 | 0.9031 | 0.8187 | 0.7562 | 0.6875 |
| ERP      | 0.0003  | 0.0001 | 7.0E-5 | 2.8E-5 | 1.4E-5 | 7.0E-6 |
| EDR      | 0.9906  | 0.9625 | 0.9125 | 0.8656 | 0.7968 | 0.7281 |
| Area     | 4.1E-6  | 2.0E-6 | 1.0E-6 | 4.1E-7 | 1.0E-7 | 1.0E-7 |
| Simple   | 0.4556  | 0.3235 | 0.1270 | 0.0566 | 0.0286 | 0.0171 |
| UTSM     | 0.2831  | 0.2091 | 0.0020 | 0.0010 | 0.0004 | 0.0002 |

From the result, we can see that with the increase of manually added offset, all similarity measures drop off. But different measures start and drop at different levels. When the offset is relatively small (i.e., 5 or 10), comparing with the average distance between anchor points, some distance-based measures, like area, ERP, DTW, Hausdorff, Frechet, are relatively large, so that the corresponding similarity is too small to reflect the actual similarity of the sample trajectories. When the offset value is set bigger (i.e., 200), some measures such as LCSS, EDR remain big (> 0.6), which indicates that they are not a good similarity measure. Moreover, measures based on LCSS and EDR need a reasonable threshold value in their algorithms to get a meaningful value, which restricts their application in many scenarios. In contrast, UTSM and the simple-ellipse model starts at a suitable value (i.e., 0.2 to 0.5) and show a reasonable decreasing trend that can successfully reflect the actual similarity. This
phenomenon also illustrates the effectiveness of considering uncertainty when measuring trajectory similarity. However, our proposed UTSM is more sensitive than the simple-ellipse model when offset approaching anchor points’ interval of trajectories. The Marine Cadastre AIS dataset records the discrete position of vessel trips at a frequency of 2 to 10 seconds when the vessel is in motion, which means the distance between each pair of neighbor points in a vessel trajectory is about 5 to 30 meters (regarding the average speed of regular fisher or cargo ship). On this account, when we add an offset beyond that distance, the similarity value should decrease to a low level to reflect the actual characteristic of the trajectories. It is a strong evidence that our UTSM model can successfully capture the uncertain distance of the trajectories.

5.2.3. Robustness to Outliers

In this experiment, we select relatively long trajectories from the T-Drive dataset and add noise of different sizes to several anchor points in the trajectory, like Figure 13 shows. The noised points are randomly selected from the trajectory and the number is 1 per cent of all anchor points.

To reflect the influence of the added outlier, we make a small offset to both the original and the noised trajectory and computed their similarity to the original one respectively. The two similarities are denoted as $\text{sim}_\text{origin}$ and $\text{sim}_\text{noised}$. We also defined an Influence Ratio (IR) as 

$$IR = \left(\frac{|\text{sim}_\text{noised} - \text{sim}_\text{origin}|}{\text{sim}_\text{origin}}\right)$$

to illustrate the impact degree of the added outlier. Figure 14 shows the IR result of different similarity measures.

From the result, we can see that under different outlier sizes, measuring models that consider uncertainty, i.e., the simple-ellipse model and our proposed UTSM, have smaller IR values compared with other methods, especially when the added noise becomes large. And UTSM performs even better than the simple-ellipse model, which indicates that UTSM has better robustness to outliers in trajectory.

Noted that LCSS and EDR also have a small IR value under different noise sizes. This is because their input threshold value is set manually according to the added noise.
5.2.4. Tolerance to Different Sampling Rates

In this experiment, we again select a relatively long trajectory from the T-Drive dataset and conduct a resampling operation on it with different intervals to simulate different sampling rates of trajectory data. Figure 15 is an example of the resampling operation.

As the same with the experiment in V.B.3, we also made a small offset to the original and the resampled trajectories and then computed the similarity with the original one. IR is also calculated to illustrate the influence of sampling frequencies to similarity models. The result is shown in Figure 16.

From the result, we can see our proposed UTSM model also show good robustness to sampling rate. Cause uncertain ellipse used in computing similarity can overcome the negative effect of missing data to a certain extent. UTSM has relatively smaller IR value than simple-ellipse model because UTSM takes motion features into consideration. Its dynamically computed shape parameters can work better than simple ellipse when dealing with missing anchor points.
Noted that LCSS have the smallest IR value in most cases. This is because LCSS model can neglect missing or mismatching points inherently when computing the similarity.

5.2.5. Tolerance to Asynchronous Sampling

Apart from sampling rate, asynchronous sampling is also an important part of trajectory heterogeneity. In this experiment, we generate asynchronous trajectories by sampling on a continuous Sinusoid curve at different frequencies that are not divisible with each other. Figure 17 shows an example of two asynchronously sampled trajectories.

![Figure 17. A pair of asynchronously sampled trajectories](image)

To evaluate the impact of asynchronous sampling, we take a fixed frequency (i.e., 100) as a benchmark and compute the similarity to trajectories sampled at other frequencies (i.e., 13, 23, 53, 83, 103, 123, 153, 203, 253 and 301) which are not divisible by benchmark. The IR values of different measure models are shown in Figure 18.

![Figure 18. IR of asynchronous sampling trajectories](image)

From the result, we can observe that LCSS has the lowest IR value. It is also because LCSS’s algorithm can inherently neglect missing or unmatched points when computing similarity. This property contributes to better tolerance to different sampling strategy, but it has a negative effect on reflecting the actual similarity of trajectories, as experiment V.B.2 demonstrates.

EDR has low IR value when the sampling frequency is close to the benchmark frequency, but it performs worse if the frequency goes farther. So basically, apart from LCSS, compared with other models, our proposed UTSM based on the amended ellipse has lower IR value in most cases, which means it shows better tolerance to asynchronous sampling.
5.2.6. Summary

To present the performance of different similarity measures on different scenario more clearly, we summarize all the experiment results in table 3. A measure model is given a checkmark if its performance ranks top 3 in the specific scenario.

| Measures    | effectiveness | robustness |
|-------------|---------------|------------|
|             |               | outlier    | sampling frequency | asynchronous sampling |
| Hausdorff   | √             |            |                  |                      |
| Frechet     | √             |            |                  |                      |
| DTW         |               |            |                  |                      |
| LCSS        | √             | √          |                  | √                    |
| ERP         |               |            |                  |                      |
| EDR         | √             |            |                  |                      |
| Area        |               |            |                  |                      |
| Simple      | √             | √          | √                | √                    |
| UTSM        | √             | √          | √                | √                    |

Table 3 shows that our proposed UTSM is the only measurement that ranks top 3 in all the four evaluation indexes, which indicates that UTSM can be used as an effective and stable similarity measure in multi-source or heterogeneous trajectory datasets.

6. Conclusion and Future Work

Our proposed amended ellipse model successfully addresses the uncertainty contained in trajectories. It takes both interpolation error and positioning error into consideration. By computing the shape parameters of the ellipse dynamically based on motion features, each segment in a trajectory corresponds to an ellipse with different eccentricity, which describes the uncertainty area of the segment adaptively. The proposed similarity measure UTSM based on the model can depict similarity in a normalized value which can reflect the impact of uncertainty effectively. Compared with the work from [4], our amended model takes the movement features into account when determining the shape parameters of corresponding ellipse, rather than only using maximum velocity. Besides, the influence of position error is considered in our model. When designing the UTSM similarity model, we emphasize the continuous match in the additional contribution of final similarity value, which is also a significant improvement. Validated by experiments on both synthetic and real-world data, UTSM shows better robustness to noise and outliers than other classic measures. It is also more tolerant of different sampling rates and asynchronous sampling in trajectories. However, our proposed method has a relatively higher computational complexity because of extra step when computing the parameters of uncertainty ellipse.

For future work, the amended ellipse model can be further modified to adapt to time-varying or conditional position error and more research is needed to extend the uncertainty model to network-constrained trajectories. For similarity measurement based on the uncertain model, we also plan to improve UTSM to make it compatible with non-equal interval sampling trajectory data and adopt the measurement to trajectory clustering applications. Furthermore, parallel algorithms need to be designed to improve the efficiency of similarity queries on large scale datasets. From the perspective of practical application, we plan to apply our proposed model in different trajectory related works, like trajectory similarity query, e.g., find certain flock of birds that have the similar migration route, or map matching, e.g., match automobile or pedestrian trips to a certain part of urban road network.
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