Multiorbital spin-triplet pairing and spin resonance in the heavy-fermion superconductor $\text{UTe}_2$
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The heavy-fermion system $\text{UTe}_2$ is a candidate for spin-triplet superconductivity, which is of considerable interest to quantum engineering. Among the outstanding issues is the nature of the pairing state. A recent surprising discovery is the observation of a resonance in the spin excitation spectrum at an antiferromagnetic wavevector [C. Duan et al., Nature 600, 636 (2021)], which stands in apparent contrast to the ferromagnetic nature of the interactions expected in this system. We show how the puzzle can be resolved by a multiorbital spin-triplet pairing constructed from local degrees of freedom. Because it does not commute with the kinetic part of the Hamiltonian, the pairing contains both intra- and inter-band terms in the band basis. We demonstrate that the intraband pairing component naturally yields a spin resonance at the antiferromagnetic wavevector. Our work illustrates how orbital degrees of freedom can enrich the nature and properties of spin-triplet superconductivity of strongly-correlated quantum materials.

Introduction. The uranium-based dichalcogenide $\text{UTe}_2$ is a prime candidate for spin-triplet superconductors [1–10]. Because spin-triplet pairing [11–14] can lead to topological states that host Majorana fermions, which represent a promising route towards fault tolerant quantum computing [15], this system is of extensive current interest. $\text{UTe}_2$ transitions to a superconducting state below $T_c = 1.6$ K. It has a strongly-correlated paramagnetic normal state with a Kondo temperature of about 70 K marking the onset of heavy-fermion behavior such as a highly enhanced effective mass [16]. Evidence for the spin-triplet superconductivity includes the nearly constant Knight shift as observed in nuclear magnetic resonance (NMR) measurements [1, 4, 10] across $T_c$, large upper critical fields exceeding the Pauli limit [1], and indications of chiral edge states from scanning tunneling microscopy (STM) experiments [8]. There is also evidence of change of symmetry breaking from a non-zero polar Kerr effect [9]. Analogy with the uranium-based heavy-fermion superconductors UGe$_2$, URhGe and UCoGe [17–19] suggests the natural possibility that ferromagnetic (FM) spin correlations are important for superconductivity in $\text{UTe}_2$. Early evidence for the role of FM correlations in the normal state comes from the enhanced bulk magnetic susceptibility [1] as well as by $\mu$SR measurements [7]. Still, the nature of the pairing state remains enigmatic [20–25].

Recently, several experiments [26–31] have suggested the presence of antiferromagnetic (AF) spin correlations in $\text{UTe}_2$. The inelastic neutron scattering (INS) experiments reveal spin fluctuations at an AF wavevector, a feature that has been attributed to the Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions between the U $5f$ electrons [27]. Strikingly, measurements below $T_c$ have uncovered a spin resonance near the AF wavevector [30, 31]. The observation of an AF spin resonance came as a surprise, since it has typically been associated with spin-singlet pairing [32–35]. In the spin-singlet pairing case, the spin resonance has, quite extensively, been attributed to collective excitations of a particle-hole spin composite, at a wave vector that connects parts of the Fermi surface with a sign change in the superconducting order parameter ($\Delta_k = -\Delta_{k+q}$) [34, 36–38]. In the case of $\text{UTe}_2$, the central new questions are two-fold: how does spin-triplet pairing develop when the overall magnetic fluctuations are AF, and how does the spin-triplet pairing in turn lead to an AF spin resonance?

In this work, we advance a resolution to these seemingly contradictory issues. The key idea, alluded to by some of us in Ref. 30 and developed here, is that pairing in the strongly-correlated (heavy-fermion) system $\text{UTe}_2$ is to be constructed in terms of its multiple local degrees of freedom that we refer to as orbitals; these include the sublattice degrees of freedom associated with different U-sites in a unit cell. As a result, the spin-triplet pairing is a matrix not only in spin space but also in orbital space. Reminiscent of a nontrivial class of multiorbital spin-singlet pairing states [39–42], the pairing matrix does not commute with the kinetic part of the Hamiltonian. This in turn implies that, in the band basis, the pairing matrix contains both intra- and inter-band pairing components. We show that, while the overall pairing matrix has the spin-triplet odd-parity form, the intraband pairing component gives rise to a spin resonance. We achieve an understanding of the spin dynamics at the proof-of-principle level, leaving more quantitative analyses for future studies. We note in passing that the interplay between AF correlations and spin-triplet pairing is potentially relevant to other heavy-fermion superconductors, including the venerable case of UPt$_3$ [43–45] and the more recently-discussed quantum critical systems [46–48].

Competing magnetic interactions and microscopic Hamiltonian. $\text{UTe}_2$ crystallizes in an orthorhombic, centrosymmetric structure, with space group $I_{mmm}$ and two $U$ atoms per unit cell. Electronic-structure calculations [27, 49, 50], core-level photoelectron spectroscopy [51, 52] and the spin size extracted by inelastic neutron scattering [30] are consistent with the U $5f$ electrons in a doublet of predominantly $j = 5/2$, with $m_j = \pm 1/2$.

We thus consider two Kramers doublets per unit cell. The effective interactions are labeled by $J_i$‘s ($i = 1 – 4$) in
Fig. 1(a). We take the exchange interactions to be

\[ H_J = - \sum_i I^i S_{i,A}^\mu S_{i,B}^\mu + \sum_{r,mn} J_{r} S_{r,m} \cdot S_{r+n,n}. \]  

(1)

Here, \( A/B \) labels the two sublattices [Fig. 1(a)], \( i \) marks a unit cell and \( S^\mu_i \) is a component of the local spin for \( \mu = x, y, z \).

Due to the special role that the intra-"dimer" exchange interaction plays, we refer to \( J^i_1 \) as \(-I^i\). In addition, \( J_r (r \geq 2) \) labels the \( r \)-th-nearest neighbor exchange interaction that connects \( m \) and \( n \) sublattices [Fig. 1(a)]. We expect to have significant \( \mu \)-dependence due to the large spin-orbit coupling (SOC) that is inherent to the 5\( f \)-electrons of U-ions. The effect of this spin anisotropy is evidenced by magnetic susceptibility measurements [1, 53]. In our analysis, only the spin anisotropy of \( J_1 = -I \) will be important and kept track of. In practice, we consider \( r \) up to 4 and have

\[ H_J = \sum_{r} (J(q) \mathbf{S}_{Q,R} \mathbf{S}_{Q,B}^T) \]  

(2)

with

\[ J(q) = [2 J_3 T_3(q) + 2 J_4 T_4(q)] \tau_0 + [-I + 4 J_2 T_{2,1}(q)] \tau_x + 4 J_2 T_{2,2}(q) \tau_y, \]  

(3)

where the Pauli matrices \( \tau_i \) are defined in the orbital space, while \( T_{2,1}(q) = \cos(q_z/2) \cos(q_y/2) \cos(q_x/2) \), \( T_{2,2}(q) = \cos(q_z/2) \sin(q_y/2) \sin(q_x/2) \), \( T_{3}(q) = \cos(q_z) \), and \( T_{4}(q) = \cos(q_z) \). The INS experiments [28, 30] allow for the inference of FM \( I \) and \( J_3 \) and AF \( J_2 \) and \( J_4 \) (see Supplementary Materials).

The U-U distance within a dimer is smaller than all the other U-U distances, and we expect \( I \) to be the strongest. We have performed first-principles calculations within density functional theory [54] (see also Ref. 21). Our calculations give average values of \( J_1 \equiv I \approx 20 \) meV and \( J_2 \approx 0.75 \) meV. Estimates of \( J_3,4 \) are more demanding as they require a larger unit cell with five magnetic configurations considered on an equal footing. Based on these results and the Kondo temperature scale, we set \( I^x = 15 \) meV, \( J_2 = 1 \) meV, \( J_3 = -0.5 \) meV, and \( J_4 = 2 \) meV. The largest negative eigenvalue of the exchange interaction matrix is:

\[ J_\gamma(q) = -I + 4 J_2 \cos \frac{q_z}{2} \cos \frac{q_y}{2} + 2 J_3 \cos q_x + 2 J_4 \cos q_y, \]  

(4)

for \( q_z = 0 \). Importantly, the ferromagnetic intra-dimer interaction \( J_1 \equiv -I \) is featureless in wavevector space. Instead, the inter-unit-cell AF interactions are responsible for the minimum of \( J_\gamma(q) \) near \( q = (0, \pi) \), as shown in Fig. 1(b).

The Hamiltonian is that of a Kondo lattice, with the 5\( f \)-electrons occupying \( T_5 \) Kramers doublets on the U sites that are Kondo-coupled to the \( spd \)-electrons and, in addition, interact with each other through \( H_f \). For our proof-of-principle purpose, we adopt an effective description that is based exclusively on effective \( f \)-electrons and incorporate \( H_f \) and a kinetic part \( H_{kin} \) (see below).

Spin-triplet pairing – orbital basis. The strongly-correlated nature of the 5\( f \) electrons suggests the construction of pairing based on the local degrees of freedom [30]. Given that the FM intra-dimer interaction \( I \) is the strongest, we consider the dominant pairing to be between the 5\( f \) electrons on a dimer, as introduced in Ref. 23 and subsequently in Ref. 24. An odd-parity pairing can be constructed in terms of two fermions with opposite parity [the even and odd parity combinations of the fermions at the \( A \) and \( B \) sites, \( c_e = (c_A \pm c_B) / \sqrt{2} \), where \( c_e \) is even (odd)] and are, equivalently, written as follows:

\[ \Delta_x = \delta_x \tau_y \otimes \sigma_z \otimes \gamma_1 \]  

\[ \Delta_y = \delta_y \tau_y \otimes \sigma_y \otimes \gamma_1 \]  

\[ \Delta_z = \delta_z \tau_y \otimes \sigma_z \otimes \gamma_1. \]  

(5)

Here, \( \delta_x, \delta_y, \delta_z \) denote the pairing amplitudes whereas \( \sigma_i \) and \( \gamma_1 \) are respectively Pauli matrices in spin and Nambu spaces. A generic spin triplet pairing can be characterized by the vector \( \delta = (\delta_x, \delta_y, \delta_z) \).

In \( \text{UTe}_2 \), the magnetic susceptibility shows extreme anisotropy [1]. In the normal state, the magnetic susceptibilities satisfy \( \chi_x > \chi_z > \chi_y \), which is consistent with the hierarchy of exchange interaction, \( I^x \gg I^z \gg I^y \). In a triplet superconductor, the direction of the dominant exchange interaction promotes superconducting pairing with a perpendicular spin component [55] (see Supplementary Materials). Accordingly, the energetically favored pairing component is the \( \Delta_y \) channel in the \( B_{3u} \) irreducible representation of the \( D_{2h} \) point group. We denote its overall amplitude to be \( \delta \), and set \( \delta_x = \delta_y = 0 \); extension to including these other pairing channels is discussed below.

Spin-triplet pairing – band basis. The Bogoliubov de Gennes (BdG) Hamiltonian is now written as

\[ H = \sum_k \hat{\Psi}_k^\dagger [H_{kin}(k) + \Delta(k)] \hat{\Psi}_k, \]  

(6)
where $\Psi^\dagger_k = (\epsilon_{k,m,\sigma}^+, c_{-k,n,\sigma}'(i\sigma_0))$ is the Nambu spinor, and $m, n = A/B$ are the orbital (sublattice) indices.

We incorporate the hopping terms $t_r$ following the same numbering scheme of the bonds as for the exchange interactions, and also allow for $t_5$ defined on the diagonal counterpart of the bonds 3 and 4 [c.f., Fig. 1(a)]. The kinetic part then has the following form

$$H_{\text{kin}} = \sum_i t_i c_i^A c_i^B + \sum_{i',m} t_{i',m} c_{i'+m}.\tag{7}$$

In momentum space (see Supplementary Materials for the definition of Fourier transformation), $H_{\text{kin}}$ becomes:

$$H_{\text{kin}}(k) = \xi_0(k) \tau_0 + \xi_x(k) \tau_x + \xi_y(k) \tau_y = [2t_3 T_3(k) + 2t_4 T_4(k) + 4t_5 T_5(k)] \tau_0$$
$$+ [t_1 + 4t_2 T_{2,1}(k)] \tau_x + 4t_2 T_{2,2}(k) \tau_y,\tag{8}$$

where $\sigma_i$ are the usual Pauli matrices in spin space, and $T_5(k) = \cos(k_x) \cos(k_y)$. We note that $\xi_{0,x}(k) = \xi_{0,x}(-k)$ and $\xi_{y}(k) = -\xi_{y}(-k)$. Guided by the DMFT calculations of the electronic structure [27, 56] and the Kondo temperature, we take $t_1 = -0.95 \text{ meV}$, $t_2 = 1 \text{ meV}$, $t_3 = -2 \text{ meV}$, $t_4 = 2 \text{ meV}$, $t_5 = 6 \text{ meV}$, and a chemical potential $\mu = 3 \text{ meV}$. The Fermi surface is shown in Fig. 2(a,b), which has a quasi-two-dimensional (2D) shape with a Fermi pocket surrounding the $(0, \pi, k_z)$ line. [A suitable variation in $\mu$ can lead to the coexistence of another Fermi pocket surrounding the $(\pi, 0, k_z)$ line.] For these parameters, the total bandwidth is $W = 19 \text{ meV}$; it is comparable to the strength of the exchange interaction [c.f., Fig. 1(b)], and each is about the Kondo temperature up to the typical conversion factor from temperature to energy (roughly 3).

We can now project the pairing onto the band basis. Given that the kinetic and pairing parts do not commute with each other, the two cannot be simultaneously diagonalized. The pairing part must contain both intra and interband components. To see this, we first introduce a transformation that diagonalizes the kinetic energy:

$$U_k^\dagger H_{\text{kin}}(k) U_k = \begin{pmatrix} \epsilon_-(k) & 0 \\ 0 & \epsilon_+(k) \end{pmatrix} \otimes \sigma_0 \tag{9}$$

where the band energy $\epsilon_{\pm}(k) = \xi_0 \pm \sqrt{\xi_0^2 + \xi_y^2}$. The explicit form of $U_k$ is given in the Supplemental Materials. The pairing in the band basis takes the form

$$\Delta(k) = U_k^\dagger U_{-k} - d_1(k) \alpha_3 \otimes \sigma_2 + d_2(k) \alpha_2 \otimes \sigma_2.\tag{10}$$

Here, $\alpha_2$ and $\alpha_3$ are Pauli matrices in the band basis, and the associated inter- and intra-band pairing components are:

$$d_1(k) = \delta \xi_y(k) / \sqrt{\xi_y^2(k) + \xi_{y'}^2},\tag{11}$$
$$d_2(k) = \delta \xi_x(k) / \sqrt{\xi_x^2(k) + \xi_{y'}^2}.$$}

The band-diagonal $\alpha_3$ and band-off-diagonal $\alpha_2$ pairing components have $p_z$ and $s$ form factors, respectively. As illustrated in Fig. 3, the intraband gap functions vanish in the $k_z = 0, \pm 2\pi$ plane.

The full BdG spectrum can be obtained by diagonalizing Eq. 6 (see Supplemental Materials), which yields

$$E_{\pm}(k) = \sqrt{\left(\xi_0^2(k) + \delta^2 \sin^2 \phi(k) \pm B(k)\right)^2 + \delta^2 (1 - \sin^2 \phi(k))},\tag{12}$$

with $B(k) = \sqrt{\xi_y^2(k) + \xi_{y'}^2(k)}$, and $\sin \phi(k) = \xi_x(k) / B(k)$. On the Fermi surface, $\xi_0^2(k) = \xi_x^2(k) + \xi_y^2(k)$, and there is a full gap. This feature can be modified when the other spin-triplet pairing components are included (see below), but our conclusion about the AF spin-resonance will be robust.

Spin-triplet pairing and spin resonance. The orbital-dependent spin susceptibility is given by

$$\chi_{\alpha\gamma}(q, i\omega) = \sum_{\lambda} \left[ \chi_0^\alpha(q, i\omega) \chi_{\gamma}^{\alpha\lambda}(q, i\omega) + J(q) \right]^{-1}_{\gamma\lambda},\tag{13}$$

where $\alpha, \beta, \gamma$ and $\lambda$ denote the orbitals. For $q_z = 0$ of our interest, the total spin susceptibility is given by

$$\chi_{\gamma}^\mu(q) = 2 [\chi_{AA}^\mu(q) + \chi_{AB}^\mu(q)].\tag{14}$$

As noted before, $\mu = x, y, z$ denotes the spin directions.

Unlike singlet superconducting states, here $\chi_\parallel$ and $\chi_\perp$, the spin susceptibility parallel and perpendicular to the $\vec{d}$ vector.
respectively, have different superconducting coherence factors \([57, 58]\) (see Supplementary Materials). Because of the highly anisotropic nature of the exchange interaction \(I\), the dominating susceptibility is along the \(\mu = x\) direction, for which we can expect a coherence factor favoring a spin resonance to be of the same sign at \(k\) and \(k + Q\). We will therefore calculate \(\chi^2\) in the following (unless otherwise specified).

We are now in position to present our results on the spin dynamics. We first consider the results for the normal state (NS), obtained from Eq. 14 with \(\delta = 0\). Fig. 4(a) shows the \(q\)-dependence of the imaginary part of the dynamical spin susceptibility at a fixed \(\omega = 0.21\) meV, along a momentum path from \((0, \frac{\pi}{2})\) to \((0, \frac{3\pi}{2})\). It exhibits an AF peak at wavevectors around \(Q = (0, \pi)\), which is near where \(J_-(q)\) is the most negative and also is close to connecting the Fermi sheets.

In the superconducting phase, we first solve the pairing function self-consistently to show the development of spin-triplet pairing. This is described in the Supplementary Materials, where we indeed find the \(\Delta_\parallel\) pairing. With the model parameters described earlier, the maximal value of the gap close to the Fermi surface is found to be \(\Delta = 0.44\) meV.

Fig. 4(b) shows the energy dependence of \(\text{Im} \chi(Q, \omega)\), the imaginary part of the \(J(q)\)-enhanced dynamical spin susceptibility at the wavevector \(Q = (0, \pi)\), in the superconducting state. (The bare dynamical spin susceptibility is given in the Supplementary Materials.) A spin resonance is clearly seen around \(\omega_{\text{res}} \approx 1\) meV. The resonance can be regarded as a collective excitation from single-particle and single-hole states, for all the different \(k_z\), that are located across the \(q_y\) direction. The \(k_z\) variation of the intraband pairing component [Fig. 3(b)] contributes to the broadening of the resonance.

One of our main conclusions is the existence of a spin resonance at the AF wavevector. We find the ratio \(\omega_{\text{res}}/\Delta\) to be larger than what is typical (that is significantly less than 2) for the usual quasi-2D (spin-singlet) superconductors [38]. However, the precise value of this ratio depends on details of the interactions and Fermi surface.

Our results naturally provide an overall understanding of the salient experimental-motivated issues outlined earlier. First, the calculated dynamical spin susceptibility in the normal state [Fig. 4(a)] realizes the AF fluctuations that have been observed by INS experiments [27, 28]. This is further illustrated in Fig. 5 (Supplementary Materials), where the theoretically determined \(q\)-structure is shown to be comparable with the momentum pattern observed experimentally. Second, by incorporating the underlying local degrees of freedom, we have shown that such AF correlations promote the experimentally-evidenced spin-triplet pairing. Third, we have demonstrated that the spin-triplet pairing gives rise to an AF spin resonance. Our results [Fig. 4(b)] capture the salient features of the experimental observation, as illustrated in the Supplementary Materials (Fig. 6). Finally, the SOC-induced spin-anisotropic interactions built into our model capture the feature that the dominant magnetic fluctuations appear in the \(x\)-direction, as observed in the INS measurements [30].

**Discussion.** Several remarks are in order. First, the importance of the local degrees of freedom and the associated multiorbital form of spin-triplet pairing reflect the underlying strong correlations of the system and are to be contrasted with weak-coupling approaches.

Second, a main focus of our work is a proof-of-principle demonstration that, when multiorbital pairing is considered, the spin-triplet nature of the superconducting state in UTc\(_2\) can naturally be reconciled with the AF correlations in the normal state and the emergence of an AF spin resonance in the superconducting state. This sets the stage for extensions of the model. For example, the pairing function can be generalized to the non-unitary case, which can i) break the time-reversal symmetry; and ii) lead to a BdG spectrum that not only depends on the usual \(|\vec{d}|^2\) gap term, but also on an additional splitting proportional to \(i\vec{d} \times \vec{d}\) [59]. While the nodal structure of the pairing state will be affected, the linkage between the spin-triplet pairing and AF spin resonance is expected to be robust. In the same vein, our work also sets the stage for addressing the quantitative aspects of the spin resonance, such as the resonance energy versus the superconducting pairing gap. For the latter, we note that the multiplicity of the \(5f\) electrons in UTc\(_2\) may well lead to orbital-selective correlations, as has been observed in other U-based heavy-fermion systems [60, 61]. Thus, there could very well be multiple pairing gaps that remain to be experimentally probed.

Third, the matrix form for the spin-triplet pairing we have considered bears some conceptual similarity to its spin-singlet...
counterpart in the contexts of both the iron-based superconductors \cite{39, 40} and CeCu$_2$Si$_2$ \cite{41, 42, 62}. Our work therefore highlights the notion that the emerging conceptual framework for multiorbital superconducting pairing, which is anchored by the iron-based superconductors \cite{63–66}, may apply to a variety of correlated systems.

**Conclusion.** To summarize, we have highlighted the importance of the matrix structure associated with the local degrees of freedom of the heavy-fermion superconductor UTe$_2$. This structure allows us to provide a natural understanding of some outstanding issues that have been raised for this system. The puzzling questions include how spin-triplet pairing can develop when the overall magnetic fluctuations are antiferromagnetic, and how the spin-triplet pairing can in turn lead to an antiferromagnetic spin resonance. In our theory, the spin-triplet pairing is enabled by the dominant intra-dimer ferromagnetic interactions along with the inter-unit-cell antiferromagnetic interactions. The latter not only are responsible for the observed antiferromagnetic fluctuations but also make them react to the onset of superconductivity. We expect that the new insight our work reveals, viz. the local degrees of freedom can qualitatively enrich the nature and properties of spin-triplet superconductivity, will be relevant to a variety of other strongly-correlated quantum materials.
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In this section, we compare our theoretical results with the INS measurements of Ref. [30]. One comparison is in the momentum domain. As shown in Fig. 5(a) [i.e., Fig. 1(b) of the main text], the minima of the exchange interaction are located about the same positions where the AF spin excitations are observed in the INS experiments: They appear at BZ boundaries along the $q_y$ direction, as marked by the red ellipses in Fig. 5(b) [30].

The other comparison is in the frequency domain. The spin resonance from our calculations in the superconducting state, presented in Fig. 6(a) [i.e., Fig. 4(b) of the main text], captures the basic features of the spin resonance observed in the INS experiments, which is displayed in Fig. 6(b) [30].
PAIRING IN THE BAND BASIS

The kinetic term [Eq. 8] in the orbital basis $\Phi_k = (A^+_k, A^-_k, B^+_k, B^-_k)$ [$j_{\sigma} = c_{j,\sigma}$, with $j = A, B$ for short-hand notation] can be diagonalized by a unitary matrix

$$U_k = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -u_k & 0 & u_k \\ -u_k & 0 & u_k & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \end{pmatrix},$$

where $u_k = \sqrt{\xi^{(k)}_x + \xi^{(k)}_y} / \xi^{(k)}_z$.

The corresponding band dispersions are

$$\epsilon_{\pm}(k) = \xi_0(k) \pm \sqrt{\xi_x^2(k) + \xi_y^2(k)}.$$ (16)

Each band is doubly degenerate due to the spin (of the Kramers doublet). We define the annihilation operators of lower and upper bands as $a$ and $b$, respectively, and let $\phi(k) = (a_{k,\uparrow}, a_{k,\downarrow}, b_{k,\uparrow}, b_{k,\downarrow})^T$.

The BdG Hamiltonian can be expressed in the Nambu basis $\psi(k) = (a_{k,\sigma}, b_{k,\sigma}, \mathcal{T} a_{k,\sigma}^\dagger \mathcal{T}^{-1}, \mathcal{T} b_{k,\sigma}^\dagger \mathcal{T}^{-1})^T$, with $\mathcal{T}$ the time-reversal operator, as

$$H_{BdG}(k) = \begin{pmatrix} E_k & \Delta^*_k \\ \Delta^*_k & -E_k \end{pmatrix},$$ (17)

where

$$E_k = U_k^\dagger H_{kin} U_k = \begin{pmatrix} \epsilon_{-}(k) & 0 \\ 0 & \epsilon_{+}(k) \end{pmatrix} \otimes \sigma_0,$$

and

$$\Delta_k = U_k^\dagger \Delta y U_{-k} = \delta \begin{pmatrix} 0 & -id_1 & 0 & d_2 \\ id_1 & 0 & -d_2 & 0 \\ 0 & -d_2 & 0 & id_1 \\ d_2 & 0 & -id_1 & 0 \end{pmatrix},$$ (19)

with $d_1 = \xi_y / \sqrt{\xi_x^2 + \xi_y^2}$ and $d_2 = \xi_y / \sqrt{\xi_x^2 + \xi_y^2}$. The intraband form factor $d_1$ is $p_z$-wave, and the interband form factor $d_2$ is $s$-wave.

The dispersion of BdG Hamiltonian is

$$E_{\pm}(k) = \sqrt{\delta^2 + \xi_0^2(k) + \xi_x^2(k) + \xi_y^2(k)} \pm 2 \sqrt{\xi_0^2(k) \xi_x^2(k) + \xi_0^2(k) \xi_y^2(k) + \xi_x^2(k) \xi_y^2(k)}$$ (20)

where $E_-$ ($E_+$) corresponds to the band crossing (above) the Fermi energy. They can be further simplified as

$$E_{\pm}(k) = \sqrt{\delta^2 + \xi_0^2(k) + \xi_x^2(k) + \xi_y^2(k)} \pm 2 \sqrt{\xi_0^2(k) \xi_x^2(k) + \xi_0^2(k) \xi_y^2(k) + \xi_x^2(k) \xi_y^2(k) + \delta^2 \sin^2 \phi(k)}$$

$$= \sqrt{\left(\sqrt{\xi_0^2(k) + \delta^2 \sin^2 \phi(k)} \pm \sqrt{\xi_x^2(k) + \xi_y^2(k)}\right)^2 + \delta^2 (1 - \sin^2 \phi(k))}$$

with $\sin \phi(k) = \frac{\xi_x(k)}{\sqrt{\xi_x^2(k) + \xi_y^2(k)}}$. $E_-(k) = 0$ requires both squared terms to be 0. The second term equals 0 in $k_z = 0, 2\pi$ planes where $\sin^2 \phi_k = 1$. The first term goes to 0 when

$$\delta^2 = \xi_x^2(k) + \xi_y^2(k) - \xi_0^2(k).$$ (22)

The Fermi surface is specified by $\xi_0 - \sqrt{\xi_x^2 + \xi_y^2} = 0$. 


Finally, we show the explicit expressions that connect the fermion operators in the orbital and band bases:

\[ A_\uparrow = \frac{1}{\sqrt{2}} (-u_k a_{\downarrow} + u_k b_{\downarrow}) \]
\[ A_\downarrow = \frac{1}{\sqrt{2}} (-u_k a_{\downarrow} + u_k b_{\downarrow}) \]
\[ B_\uparrow = \frac{1}{\sqrt{2}} (a_{\uparrow} + b_{\uparrow}) \]
\[ B_\downarrow = \frac{1}{\sqrt{2}} (a_{\uparrow} + b_{\uparrow}) \] \hspace{1cm} (23)

**SELF-CONSISTENT DETERMINATION OF THE SPIN-TRIPLET PAIRING FUNCTION**

We start from the anisotropic spin-exchange interactions (see main text), \( I_x \gg I_z > I_y \), and thus consider

\[ \hat{H}_{ex} = \sum_i -I_x S_i^x S_i^x - I_y S_i^y S_i^y - I_z S_i^z S_i^z \]
\[ = \sum_i -I_x + I_y - I_z \left( \Phi_i^1[i\tau_y \sigma_0] \Phi_i^1 \right) \left( \Phi_i^T [i\tau_y \sigma_0] \Phi_i^T \right) \]
\[ + \frac{I_x - I_y - I_z}{4} \left( \Phi_i^1[-\tau_y \sigma_z] \Phi_i^1 \right) \left( \Phi_i^T [-\tau_y \sigma_z] \Phi_i^T \right) \]
\[ + \frac{-I_x - I_y + I_z}{4} \left( \Phi_i^1[\tau_y \sigma_z] \Phi_i^1 \right) \left( \Phi_i^T [\tau_y \sigma_z] \Phi_i^T \right) \]
\[ + \frac{I_x + I_y + I_z}{4} \left( \Phi_i^1[i\tau_y \sigma_3] \Phi_i^1 \right) \left( \Phi_i^T [-i\tau_y \sigma_3] \Phi_i^T \right) , \] \hspace{1cm} (24)

where \( \Phi_i = (A_\uparrow, A_\downarrow, B_\uparrow, B_\downarrow)^T \). The first three terms correspond to triplet pairing while the last term is the singlet pairing. The dominance of \( I_x \) (together with \( I_z > I_y \)) implies that we can focus on the first term. We define

\[ \delta_y = \langle B_\uparrow A_\uparrow + B_\downarrow A_\downarrow - A_\uparrow B_\uparrow - A_\uparrow B_\downarrow \rangle , \] \hspace{1cm} (25)

and perform Hubbard-Stratonovich transformation to Eq. 24. The effective Hamiltonian for our self-consistent analysis becomes

\[ H_{eff} = \sum_k \frac{1}{2} \begin{pmatrix} H_{kin}(k) & -\Delta(k) \\ -\Delta^*(k) & -H_{kin}(-k) \end{pmatrix} - \frac{I_{eff}}{16} \delta_y^* \delta_y , \] \hspace{1cm} (26)

and the gap function \( \Delta(k) = \frac{I_{eff}}{8} i\tau_y \sigma_0 \), with \( I_{eff} = I_x - I_y + I_z \). The pairing amplitude can now be determined self-consistently. We find \( \delta = 0.6 \text{meV} \). The maximal value of the corresponding gap close to the Fermi surface is \( \Delta = 0.44 \text{meV} \).

**SPIN RESONANCE IN A SINGLE-BAND SPIN-TRIPLET SUPERCONDUCTOR**

For a single-band spin-triplet \( \Delta_k \sigma^y \) pairing, the bare spin susceptibilities along three directions take the forms

\[ \chi^{0,x}(q, i\omega) = \frac{1}{4} \sum_k \frac{1}{2} \left( 1 - \frac{\epsilon_k E_{k+q}}{\epsilon_k E_{k+q}} \right) \left( 1 - f(E_k) - f(E_{k+q}) \right) \] \hspace{1cm} (27)
\[ \chi^{0,y}(q, i\omega) = \frac{1}{4} \sum_k \frac{1}{2} \left( 1 - \frac{\epsilon_k E_{k+q} + \Delta_k \Delta_{k+q}}{E_k E_{k+q}} \right) \left( 1 - f(E_k) - f(E_{k+q}) \right) \] \hspace{1cm} (28)
\[ \chi^{0,z}(q, i\omega) = \frac{1}{4} \sum_k \frac{1}{2} \left( 1 - \frac{\epsilon_k E_{k+q} - \Delta_k \Delta_{k+q}}{E_k E_{k+q}} \right) \left( 1 - f(E_k) - f(E_{k+q}) \right) \] \hspace{1cm} (29)

where \( \epsilon_k \) is the dispersion in the normal state, \( \Delta_k \) is the gap function and \( E_k = \sqrt{\epsilon_k^2 + \Delta_k^2} \) is the BdG spectrum. We notice that, the resonance depends on both the direction of the pairing vector \( \vec{d} \) and the symmetry of the form factor. If \( \text{sign}(\Delta_k) = \text{sign}(\Delta_{k+q}) \), the resonance appears in the plane perpendicular to the pairing direction. If \( \text{sign}(\Delta_k) = -\text{sign}(\Delta_{k+q}) \), the resonance appears in the susceptibility parallel to the pairing direction.
NOTATION OF FOURIER TRANSFORM

We define primitive vectors of the primitive unit cell as

\[ a_1 = \frac{1}{2}(1,1,-1), \]
\[ a_2 = \frac{1}{2}(-1,1,1), \]
\[ a_3 = \frac{1}{2}(1,-1,1), \]

where there are two sublattices in the primitive unit cell. The corresponding reciprocal vectors are

\[ b_1 = 2\pi(0,1,1), \]
\[ b_2 = 2\pi(1,0,1), \]
\[ b_3 = 2\pi(1,1,0). \]

We then discuss the two different definitions of Fourier transformation:

\[ c_{k,\alpha} = \sum_R c_{i,\alpha} e^{-i k \cdot R_i}, \]
\[ \bar{c}_{k,\alpha} = \sum_R c_{i,\alpha} e^{-i k \cdot (R_i + r_\alpha)}, \]

where \( \alpha \) is the sublattice index, \( R_i \) is the position of \( i \)-th primitive unit cell and \( r_\alpha \) is the position of sublattice \( \alpha \) in each unit cell \( [r_A = (0, 0, \eta/2), r_B = (0, 0, -\eta/2)] \). \( c_{k,\alpha} \) explicitly includes the additional phase factor caused by the sublattice displacement and two definitions are connected by the following relation

\[ c_{k,\alpha} = \bar{c}_{k,\alpha} e^{i k \cdot r_\alpha}. \]

Correspondingly, we can define the Fourier transformation of spin operators as

\[ S^\mu(q) = \sum_R S^\mu_{i,\alpha} e^{-i q \cdot R_i} = \sum_k c^\dagger_{k,\alpha} \sigma^\mu c_{k+q,\alpha}, \]
\[ \hat{S}^\mu(q) = \sum_R S^\mu_{i,\alpha} e^{-i q \cdot (R_i + r_\alpha)} = \sum_k \bar{c}^\dagger_{k,\alpha} \sigma^\mu \bar{c}_{k+q,\alpha}, \]

where \( \mu = x, y, z \). And

\[ S_\alpha(q) = \hat{S}_\alpha(q) e^{i q \cdot r_\alpha}. \]

The corresponding spin susceptibilities are

\[ \chi^\mu_{\alpha\gamma}(q, i\omega) = \langle S^\mu_{\alpha}(q, i\omega) S^\mu_{\gamma}(-q, -i\omega) \rangle \]
\[ \hat{\chi}^\mu_{\alpha\gamma}(q, i\omega) = \langle \hat{S}^\mu_{\alpha}(q, i\omega) \hat{S}^\mu_{\gamma}(-q, -i\omega) \rangle, \]

which are related to each other via

\[ \chi^\mu_{\alpha\gamma}(q, i\omega) = \hat{\chi}^\mu_{\alpha\gamma}(q, i\omega) e^{i q \cdot (r_\alpha - r_\gamma)}. \]

In the main text, we use the definition of \( c_{k,\alpha} \) and \( S_\alpha(q) \) in order to simplify the notation. However, in the calculation of dynamical spin susceptibility, we transform back to the \( \hat{\chi} \) via Eq. 38 and sum over all the scattering channels. The final spin susceptibilities are defined as

\[ \chi^\mu(q, i\omega) = \sum_{\alpha\gamma} \chi^\mu_{\alpha\gamma}(q, i\omega) = \sum_{\alpha\gamma} \chi^\mu_{\alpha\gamma}(q, i\omega) e^{-i q \cdot (r_\alpha - r_\gamma)} \]
\[ = \chi^\mu_{AA}(q, i\omega) + \chi^\mu_{BB}(q, i\omega) + \chi^\mu_{AB}(q, i\omega) e^{-i q \cdot (r_A - r_B)} + \chi^\mu_{BA}(q, i\omega) e^{-i q \cdot (-r_A + r_B)}. \]

We note that for \( q_z = 0 \), in Fig. 4, \( \hat{\chi} = \chi \).
FIG. 7. (a) The real part and (b) the imaginary part of the bare spin susceptibility in the normal state (NS) and superconducting state (SC).

CALCULATION OF SPIN RESONANCE

We utilize the random phase approximation (RPA) to calculate the dynamical spin susceptibility of the spin-$x$ component in the spin-triplet $\Delta_y$ pairing case. The corresponding equations in matrix form are

$$\chi(q, i\omega) = \chi^0(q, i\omega)[\mathbb{1} + J(q)\chi^0(q, i\omega)]^{-1},$$

where $\chi^0$ is the bare susceptibility with the following matrix:

$$\chi^0(q, i\omega) = \begin{pmatrix} \chi_{AA}^0(q, i\omega) & \chi_{AB}^0(q, i\omega) \\ \chi_{BA}^0(q, i\omega) & \chi_{BB}^0(q, i\omega) \end{pmatrix},$$

In practice, the dominant contributions to the low frequency spin susceptibility come from the intraband processes of the lowest band. Using Eq. 23, we approximately calculate bare spin susceptibility via

$$\chi^0(q, i\omega) = \sum_k \begin{pmatrix} \chi_{aa}^0(q, k, i\omega) & u_k^* u_k \chi_{aa}^0(q, k, i\omega) \\ -u_k^* u_k \chi_{aa}^0(q, k, i\omega) & \chi_{aa}^0(q, k, i\omega) \end{pmatrix},$$

where $\chi_{aa}^0$ denotes the contribution from the lowest bands and

$$\chi_{aa}^0(q, k, i\omega) \sim \sum_k \frac{1}{2} \left( 1 - \frac{e^{-i(k - q) - d_3(k) + d_3(k + q)}}{E_{\uparrow}(k)} \right) \frac{1 - f(E_{\uparrow}(k)) - f(E_{\uparrow}(k + q))}{-i\omega + E_{\uparrow}(k) + E_{\uparrow}(k + q)}.$$

From the above equations, we can calculate $\chi_{\alpha\gamma}(q, i\omega)$. In turn, the total spin susceptibility is given by $\chi(q, i\omega) = \sum_{\alpha\gamma} \chi_{\alpha\gamma}(q, i\omega) e^{-iq(r_{\alpha} - r_{\gamma})}$.

BARE SUSCEPTIBILITIES

Here, we present the bare susceptibility along $x$ direction

$$\chi^0(Q, i\omega) = \sum_{\alpha, \gamma} \chi_{\alpha\gamma}^0(Q, i\omega)e^{-iq(r_{\alpha} - r_{\gamma})}$$

of both the normal state (NS) and the superconducting state (SC) in Fig. 7.

MAGNETIC EXCHANGE INTERACTIONS INFERRED FROM INS EXPERIMENTS

As an application of Eq. 39, we consider the classical limit and suppose the magnetic form factor of individual $U$ atoms as $f_A(q)$ ($A = A/B$) and suppose the coherent factor $u_k = 1$ everywhere, which means $\chi_{AA}(q) = \chi_{BB}(q) = f^2(q)$ and $\chi_{AB}(q) = \chi_{BA}(q) = f_A(q)f_B(q)$. Eq. 39 can be reorganized as

$$\chi^{\mu}(q) = 2f^2(q) + f_A(q)f_B(q)e^{iq(r_A - r_B)} + f_A(q)f_B(q)e^{-iq(r_A - r_B)}.$$
If the magnetic correlation between $A$ and $B$ sublattices within the same unit cell is ferromagnetic, i.e. $f_A(q) = f_B(q) = f(q)$, then $\chi_{AB} = \chi_{AB} > 0$ and we have

$$\chi^\mu(q) = f^2(q) (2 + 2 \cos q_z \eta)$$

$$= 4 f^2(q) \cos^2 \frac{q_z \eta}{2}. \quad (46)$$

For the antiferromagnetic correlation $f_A(q) = -f_B(q) = f(q)$, $\chi_{AB} = \chi_{AB} < 0$, and we have

$$\chi^\mu(q) = f^2(q) (2 - 2 \cos q_z \eta)$$

$$= 4 f^2(q) \sin^2 \frac{q_z \eta}{2}. \quad (47)$$

Following Eqs. 46, 47, the inelastic neutron-scattering results imply that the correlation between $A$ and $B$ sublattices are FM, thereby suggesting a ferromagnetic $I$ [28].

Further experimental constraints, on $J_{r \geq 2}$, are less direct, and are primarily based on the wavevector for the observed AF correlations. The observed $Q_y \gtrsim \pi$ suggests that both $J_4$ and $J_2$ are AF. Likewise, the observed $Q_x = 0$ suggests that $J_3$ is FM.