Nonadiabatic ab initio molecular dynamics including spin–orbit coupling and laser fields
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Nonadiabatic ab initio molecular dynamics (MD) including spin-orbit coupling (SOC) and laser fields is investigated as a general tool for studies of excited-state processes. Up to now, SOCs are not included in standard ab initio MD packages. Therefore, transitions to triplet states cannot be treated in a straightforward way. Nevertheless, triplet states play an important role in a large variety of systems and can now be treated within the given framework. The laser interaction is treated on a non-perturbative level that allows nonlinear effects like strong Stark shifts to be considered. As MD allows for the handling of many atoms, the interplay between triplet and singlet states of large molecular systems will be accessible. In order to test the method, IBr is taken as a model system, where SOC plays a crucial role for the shape of the potential curves and thus the dynamics. Moreover, the influence of the nonresonant dynamic Stark effect is considered. The latter is capable of controlling reaction barriers by electric fields in time-reversible conditions, and thus a control laser using this effect acts like a photonic catalyst. In the IBr molecule, the branching ratio at an avoided crossing, which arises from SOC, can be influenced.

I. INTRODUCTION

Laser control of chemical reactions has been a target for researchers for decades. The will to exert control goes hand in hand with the desire to witness the corresponding molecular processes in real time. Since the seminal works by Zewail and coworkers,1,2 observation of atomic motion in the femtosecond regime is possible. Nonetheless, it is still challenging to unravel complex processes in small and big systems including several electronic states. A joint effort of experiment and theory is necessary to achieve this goal. On the one hand, the theoretical description with atomistic models particularly helps to understand the complex processes as the calculations are directly carried out and visualized in the descriptive picture that we hold in our heads. On the other hand, the use of exact formulas is only possible for the simplest systems.3 The solution of the time-dependent Schrödinger equation to represent the dynamics of molecules in full dimensionality is not feasible for most systems with today’s computers. Therefore, different approximations have been established and methods like e.g. Multiconfigurational time-dependent Hartree method (MCTDH),4–6 multiple spawning7,8 or similar techniques9–17 emerged.

Here, we want to focus on another ansatz, ab initio molecular dynamics (MD),18,19 where Newton’s classical equations of motion are used to approximate the change of the nuclear positions while the electronic structure of the considered system is treated quantum mechanically. The gap between these two descriptions for different parts of the system is bridged by the surface hopping (SH) method.20,21 However, the latter was originally developed to account for nonadiabatic couplings in the photodynamics of molecules. Recent efforts try to describe other types of coupling which may occur during or after photoexcitations.22–26,58,59 In a recent paper, we introduced the surface-hopping-in-adiabatic-representation-including-arbitrary-couplings (SHARC) method.27 The advantage of the latter method is that all kinds of orbit coupling (SOC), laser excitations and nonadiabatic coupling can be modeled for complex systems with an arbitrary number of atoms and a large number of degrees of freedom.

Especially the interaction between molecules and laser fields is important in quantum control.28–38 In this contribution, we shall focus on a special type of control via the nonresonant dynamic Stark effect (NRDSE).39–42 The Stark effect, which is ubiquitous in strong field control, see e.g. Ref. 43, is used to create dressed states, also called light-induced potentials (LIPs). Remarkable about NRDSE is that the laser field only shifts the potential via interactions with the permanent dipole moment and polarizability without inducing any resonant transitions. Therefore, reaction barriers can be altered with the NRSDE acting like a photonic catalyst.39–42

As a model system, we have chosen IBr since it exhibits strong SOC leading to an avoided crossing between two excited states, the \( 1^3\Pi_{0^+} \) and the \( 1^3\Sigma_{0^+} \) state, see Ref. 44 and references therein. Excited state dissociation in these two states leads to different product channels resulting in \( \text{I} + \text{Br} \) and \( \text{I}^+ + \text{Br}^- \), respectively. The asterisk indicates the \( ^2\Pi_{1/2} \) excited spin-state of the dissociating Br atom, while the ground state has the configuration \( ^2\Pi_{3/2} \). After electronic excitation of the IBr molecule with a resonant laser, the branching ratio in the two channels is influenced with a second, nonresonant laser. We show that this NRDSE process can be described within the SHARC formalism. Results shall be compared to exact quantum dynamics (QD) calculations.

The methodology and the theoretical description are presented in Sec. 2; the numerical results are contained in Sec. 3, and a summary is given in Sec. 4.
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II. METHODOLOGY

We use ab initio MD, where the electrons of a molecular system are treated quantum mechanically and the nuclei classically. On the one hand, the nuclei follow classical trajectories defined by the nuclear position $\vec{R}(t)$ and velocity $\vec{v}(t)$ at every time following the quantum potential created by the electrons. On the other hand, the quantum potential is evaluated as the expectation value of an effective Hamiltonian $V(t) = \langle \Psi(\vec{R}(t);\vec{r},t) | \hat{H}_{\text{eff}}(\vec{R}(t);\vec{r}) | \Psi(\vec{R}(t);\vec{r},t) \rangle$ and thus, depends parametrically on the nuclear coordinates.

To account for the quantum position-momentum uncertainty in the classical part of our simulations, we create a swarm of trajectories with different initial conditions. The latter are prepared in a way that resembles the probability distribution of the corresponding quantum wavepacket. Every single trajectory is propagated using the Velocity Verlet algorithm\textsuperscript{45,46} for the solution of Newton’s equations. In this algorithm, the dynamics of the nuclear coordinates $\vec{R}(t)$ is governed by the gradient of the potential at time $t$:

$$\vec{R}(t + \Delta t) = \vec{R}(t) + \vec{v}(t)\Delta t + \frac{1}{2M} \nabla \vec{R} V(t) \Delta t^2$$

Here, $M$ represents the mass of the nuclei and $\vec{v}(t)$ is the velocity of the trajectory. The time evolution of this velocity is calculated using the gradient of the potential at times $t$ and $t + \Delta t$:

$$\vec{v}(t + \Delta t) = \vec{v}(t) + \frac{1}{2M} \nabla \vec{R} V(t) \Delta t + \frac{1}{2M} \nabla \vec{R} V(t + \Delta t) \Delta t$$

The definition of the potential is given by the time evolution of the electronic wavepacket following the time-dependent Schrödinger equation:

$$\frac{i\hbar}{\partial t} |\Psi(\vec{R}(t);\vec{r},t)\rangle = \hat{H}_{\text{eff}}(\vec{R}(t);\vec{r}) |\Psi(\vec{R}(t);\vec{r},t)\rangle.$$ 

We employ a linear basis set expansion of the wavepacket to solve this equation with implicitly time-dependent basis functions at different $\vec{R}(t)$:

$$|\Psi(\vec{R}(t);\vec{r},t)\rangle = \sum_m c_m(t) |\phi_m(\vec{R}(t);\vec{r})\rangle$$

where $c_m$ are the amplitudes of the eigenfunctions $\phi_m$.

Consequently, the time evolution of these amplitudes are given by:

$$\frac{\partial c_m(t)}{\partial t} = - \sum_n \left( \frac{i}{\hbar} H_{nm}[\vec{R}(t)] + K_{nm}[\vec{R}(t)] \right) c_n(t)$$

The first term $H_{nm}[\vec{R}(t)]$ represents the change of the electronic basis functions with time, which is equivalent to the variation of the basis with the nuclear coordinates multiplied by the velocity:

$$K_{nm}[\vec{R}(t)] = \left< \phi_n(\vec{R}(t);\vec{r}) | \partial \partial t | \phi_m(\vec{R}(t);\vec{r}) \right> = \left< \phi_n(\vec{R}(t);\vec{r}) | d/dt \phi_m(\vec{R}(t);\vec{r}) \right> \vec{v}(t)$$

If the basis functions are chosen to be the eigenfunctions of the time-independent Schrödinger equation for every $\vec{R}(t)$, then the amplitudes are directly correlated with the populations of the different electronic states. This is important since a trajectory can only be influenced by a single potential at a time and the corresponding state has to be assigned. Here, we use Tully’s SH method,\textsuperscript{20} which was originally developed to account for nonadiabatic couplings by giving the trajectory the possibility to jump from one state to another. The probability for such a hop is calculated using the time-dependent amplitudes introduced above:

$$P_{nm} = \frac{2\Re \left< c_n(t) c_m(t) \left( \frac{i}{\hbar} H_{nm}[\vec{R}(t)] + K_{nm}[\vec{R}(t)] \right) \right>}{c_n(t) c_m(t)} \Delta t,$$

where $\Re$ denotes the real part.

The original SH methodology is widely used to simulate problems with localized couplings originating from conical intersections.\textsuperscript{47,48} In this work, we extend SH to the situation where different types of couplings, e.g. SOCs and/or the interaction with an electric field must be taken into account. These coupling terms are typically evaluated in the diabatic representation and hence included in the potential part of the Hamiltonian. In this way, a new $H^{d}[\vec{R}(t)]$ matrix is introduced with elements (where the index $d$ indicates that additional nondiagonal terms are included):

$$H^{d}_{nm}[\vec{R}(t),t] = H_{nm}[\vec{R}(t)] + H_{nm}^{AC}[\vec{R}(t)]$$

In this equation, $H_{nm}^{AC}[\vec{R}(t),t]$ indicates the arbitrary-coupling matrix which can consist of terms like $-\vec{m}_{nm}[\vec{R}(t)]\vec{E}(t) + H^{SO}_{nm}[\vec{R}(t)]$, where $\vec{m}_{nm}[\vec{R}(t)]$ and $H^{SO}_{nm}[\vec{R}(t)]$ are the dipole moment and the relativistic SOC between the states $n$ and $m$, respectively.

Such additional terms may complicate the solution of the corresponding equations since the interactions are mostly delocalized in contrast to the rather localized nonadiabatic couplings. In SHARC, we solve this problem by translating the additional elements to the $K[\vec{R}(t)]$ matrix. We choose the adiabatic (index $a$) representation, where the $H^{a}[\vec{R}(t),t]$ matrix is diagonalized and afterwards, the $K[\vec{R}(t)]$ matrix, localizing the couplings in geometries where the electronic states are degenerated, is recalculated.

Along these lines, the basis set of electronic wavefunctions $|\phi^a(\vec{R}(t);\vec{r})\rangle$ is substituted for a linear combination, $|\phi^a_n(\vec{R}(t);\vec{r})\rangle = \sum_m U_{nm}[\vec{R}(t),t] |\phi^a_m(\vec{R}(t);\vec{r})\rangle$, where $U[\vec{R}(t),t]$ is the unitary matrix that diagonalizes the Hamiltonian $H^{a}[\vec{R}(t),t]$ matrix at every time $t$. In this new
basis, the elements of the \( H^a[\hat{R}(t), t] \) matrix are defined as:

\[
H^a_{mn}[\hat{R}(t), t] = V^a_{mn}[\hat{R}(t), t] \delta_{mn}
\]

where \( V^a_{mn}[\hat{R}(t), t] \) are the diagonal elements of \( H^a[\hat{R}(t), t] \). The couplings are treated via the derivative of the \( \phi^a[\hat{R}(t); \vec{r}, t] \):

\[
K^a_{nm}[\hat{R}(t), t] = \langle \phi^a_{nm}[\hat{R}(t); \vec{r}, t] | \frac{\partial}{\partial \vec{r}} | \phi^a_{mn}[\hat{R}(t); \vec{r}, t] \rangle
\]

\[
= K^a_{nm}[\hat{R}(t), t] + K^U_{nm}[\hat{R}(t), t]
\]

Application of the chain rule easily yields the definitions for these latter terms:

\[
K^a_{nm}[\hat{R}(t), t] = \sum_{lk} U^*_{ln}[\hat{R}(t), t] K_{lk}[\hat{R}(t)] U_{km}[\hat{R}(t), t]
\]

which is just the rotation of the original nonadiabatic term to the new basis and

\[
K^U_{nm}[\hat{R}(t), t] = \sum_{l} U^*_{ln}[\hat{R}(t), t] \frac{\partial}{\partial \vec{r}} U_{lm}[\hat{R}(t), t]
\]

comes from the variation of the rotation matrix.

### III. NUMERICAL RESULTS

We investigate the ability of the SHARC scheme to describe the effects of excited-state dynamic Stark control. As a test system, we use a simplified model of the IBr molecule. Here, a first excitation pulse \( E_{c}(t) \) transfers some population from the ground to an excited state. The subsequent dynamics via an avoided crossing, which is present due to SOC, is then influenced by a control pulse \( E_{c}(t) \), see Fig. 1 (Transitions (a)-(c) will be explained below). The reason for the choice of this system is that for the model used, exact QD calculations are possible and we are able to compare the outcome from the different methods.

In the quantum propagations, we use the split-operator method. \(^49\) Stationary states are computed via imaginary time propagation. \(^50\) Wigner distributions from the corresponding wavefunctions are employed to establish the initial conditions in the MD simulations.

For the sake of simplicity in the QD simulations, we restrict ourselves to the model potentials from Ref. \( 51 \) for IBr. They are shown in Fig. 1. As we want to model the Stark effect, we need polarizabilities and dipole moments in the direction of the laser polarization, which we assume to be the \( z \)-axis and therefore will omit vector arrows in the following. The static polarizability \( \alpha_{nm} \), permanent dipole moments \( \mu_{nm} \), as well as the transition dipole moments \( \mu_{nm}^a \) are fitted to the results published in Ref. \( 44 \) analytically. In deriving the formulas, our aim was to find a reasonable agreement with the published curves regardless of the number of parameters. The curves are given without SOC included, like they would be obtained from a quantum-chemical program, as:

\[
\alpha_{11}^{zz} = a_1 (R - a_2) e^{-a_3(R-a_2)^2} + a_4
\]

\[
\alpha_{22}^{zz} = a_5 e^{-a_6(R-a_7)^2} + a_8 e^{-a_9(R-a_{10})^2} + a_4
\]

\[
\alpha_{33}^{zz} = a_{11} e^{-a_{12}(R-a_{13})^2} + a_{14} e^{-a_{15}(R-a_{16})^2} + a_4
\]

\[
\mu_{11}^z = a_{17} (R - a_{18}) e^{-a_{19}(R-a_{18})^2}
\]

\[
\mu_{22}^z = a_{20} \left( 1 - e^{-a_{21}(R-a_{22})^2} \right) - a_{20} + a_{23} e^{-a_{24}(R-a_{25})^2}
\]

\[
\mu_{33}^z = a_{26} e^{-a_{27}(R-a_{28})^2} + a_{29} e^{-a_{30}(R-a_{31})^2}
\]

\[
\mu_{12}^z = \mu_{21}^z = a_{32} (R - a_{33}) e^{-a_{34}(R-a_{35})^2}
\]

\[
\mu_{13}^z = \mu_{31}^z = a_{35} (R - a_{36}) e^{-a_{37}(R-a_{36})^2}
\]

\[
\mu_{23}^z = \mu_{32}^z = 0
\]

The parameters \( a_i \) are listed in Table 1. The corresponding diabatic curves are depicted in Fig. 2, left panels. They are easily adiabatized using the \( U[\hat{R}(t), t] \) matrix mentioned above. If the effect of SOC is evaluated, the resulting curves nicely reproduce the ones given in Ref. \( 44 \) (Fig. 2, right panels).

The interactions between the initial diabatic states in our model system comprise SOC, dipole coupling and couplings induced by the static polarizability. To describe the interaction of the control laser with the static polarizability, the rotating wave approximation has to be employed, see, e.g., Ref. \( 52 \). Hence, the arbitrary-couplings matrix mentioned above reads:

\[
H_{nm}[R(t)] = -\mu_{nm}[R(t)] (E_c(t) + E_c(t) - \frac{1}{2} \alpha_{nn}[R(t)] |E_n(t)|^2 + H_{nm}^{SC}[R(t)]
\]

where \( E_n(t) \) denotes the envelope function of the control laser pulse. Depending on the field strength of the control laser, the
potentials of the considered system will be shifted. Here, we investigate fields of intermediate strength (compared to weak fields, which do not alter the potentials, or to strong fields that are able to induce ionization processes and Coulomb explosion). Due to the interaction with the control laser, we create light-induced potentials (LIPs) and thus, the photodynamics is altered. In order to explore how these LIPs look like, we calculate the $V^n[R]$ for different field strengths. The resulting curves are plotted in Fig. 3 for field intensities of $I = 1 \times 10^{13}$ W cm$^{-2}$, $5 \times 10^{13}$ W cm$^{-2}$ and the field free case for comparison.

As can be seen from the figure, the region of the avoided crossing shifts to larger interatomic distances with increasing field strength. For the present cases, the point where the two excited-state curves come closest is $R = 3.23$ for $I = 0$ W cm$^{-2}$, $R = 3.40$ for $I = 1 \times 10^{13}$ W cm$^{-2}$, and $R = 3.68$ for $I = 5 \times 10^{13}$ W cm$^{-2}$. The energy separation at these points does not change and is 0.037eV. However, the gradient in the excited states is changed dramatically with increasing field strength. In this way, the dynamics of the system is expected to be influenced.

We now investigate how the branching ratio of the products from the different dissociation channels depicted in Fig. 4 is altered by the NRSDE. We use an excitation pulse of 493.4 nm, a full width at half maximum of the Gaussian-shaped envelope of 50fs and an intensity of $1 \times 10^{13}$ W cm$^{-2}$. The control laser has a wavelength of 1.73µm, similar to the experiment. A full width at half maximum of the Gaussian-shaped envelope of 150fs, an intensity of $1 \times 10^{13}$ W cm$^{-2}$, and the delay $\Delta t$ between the pulses is scanned as indicated in Fig. 4. A negative time delay indicates the control pulse preceding the excitation pulse. In the SHARC simulations, a timestep of 0.001 fs was used to propagate 500 trajectories unless indicated otherwise. Note that the following argumentation is also valid for lower field strengths. However, the effects will not be as pronounced as presented in the given example.

The branching ratio for the dissociation products from the different channels is defined as $Q = \frac{\langle |\psi_j(R,t)\rangle \rangle}{\langle |\psi_j(R,t)\rangle \rangle}$. The ion yield to obtain $Q$ is represented in the QD model as the time-integrated flux $\int F dt$ through the different reaction channels:

$$F_j(R,t) = \int_0^t \langle \psi_j(R,t') \| \hat{p}_R \psi_j(R,t') - \psi_j(R,t') \| \hat{p}_R \psi_j(R,t') \rangle dt'$$

In the SHARC calculations, the time-integrated flux is simply evaluated as the time integration of the number of trajectories at time $t'$ at distance $R$ multiplied with the sign of the projection of the velocity vector on the direction of the flux. The time-integrated flux is calculated at a distance $R_F = 8$ Å. In the QD calculations, fractions of the wavepacket at larger distances are removed employing absorbing boundary conditions.
as described, e.g., in Ref. 54 to avoid unphysical behavior due to limited grid size.

As can be seen from Fig. 4, results from SHARC and exact quantum dynamical simulations show the same behavior. To simulate such a curve within a surface hopping scheme is highly challenging because only a small fraction of the computed trajectories is excited from the ground state. From this small percentage, the ratio $Q$ has to be derived, i.e. the small fraction of trajectories is split once more. Therefore, a large number of trajectories has to be calculated in order to minimize statistical errors. Here, 1930 trajectories are used for each delay time. The statistical noise is small in the SHARC curve and agrees well with the results from QD. There is however an issue that we would like to point out: The calculated curves do not show the same behavior as the experimental results. 39 Interestingly, curves closer to the experiment are obtained if the polarizability of the diabatic state $n = 2$ is taken to be negative as done in Ref. 55. However, also in this case, the experimental curves are not reproduced correctly. Some calculations on our side indicate that the computations of Patchkovskii are correct and all static polarizabilities should be positive for the static polarizability that can be found in textbooks 56 A full understanding of the processes involved, which are much more complicated than they seem to be at first sight, lies beyond the scope of this work. Instead, we only focus on the ability of the SHARC method to provide the same results as exact quantum calculations given the same conditions and for this purpose, we used the simplified model described above. Nonetheless, in passing, we will point out some aspects that are relevant for further investigations of the NRDSE in IBr and the NRDSE in general.

In this model, the control acts in a way that by changing the potentials, the population of the excited states is either accelerated at delay times smaller than 50 fs or slowed down at delay times larger than 50 fs. This statement is exemplarily proven in Fig. 5, where the momentum is compared for delay times $\Delta \tau = 0$ fs and $\Delta \tau = 90$ fs to the case where no control field is present. The explanation for this acceleration and deceleration can be deduced from Fig. 6. There, the shift in the potentials due to the control laser interaction is visualized for the aforementioned represented as dot-dashed lines and the respective potentials shifted by the maximal value of the control field strength are shown as dashed lines. These two limits mark the range between which the actual LIPs are shifting during the time-dependent control pulse. An impression of how this shift occurs is given when the expectation value of the shifted potential $\langle V_j(t) \rangle$ at time $t$ is plotted against the expectation value of the atomic distance $\langle R_j(t) \rangle$. In such a curve, a larger value of $\langle R_j(t) \rangle$ also signifies a larger time $t$ as we look at a dissipative process, where the bond distance is monotonically increasing. Additionally, the expectation value of the total energy $\langle H_j(t) \rangle$ is shown (dotted lines). The latter is not conserved during the laser interaction. The expectation values are only plotted if the population in the respective state is non-negligible.

Now, we regard different scenarios: When no control field is present (left panels), the effective potential mostly follows the unshifted curves. A slight deviation is visible due to the interaction with the pump laser at small $R$, i.e. at early times. The total energy is conserved. At a delay $\Delta \tau = 0$ fs (middle panels), the effective potential tracks the shifted curve at small $R$ (early times) while it returns to the unshifted one at large $R$ (later times, when the control pulse is over). During the laser interaction, the kinetic energy increases faster than in the field-free case, which can be deduced from the value of the total energy. For a delay of $\Delta \tau = 90$ fs (right panels), the effective potential follows the unshifted curve at small $R$ (early times), approaches the shifted curve at intermediate $R$ (intermediate times), and returns values below the shifted curve of $j = 2$ due to population transfer to the state $j = 3$. Due to the laser interaction, the kinetic energy is diminished in this case.

Consequently, the velocity is decreased when reaching the avoided crossing for $\Delta \tau = 90$ fs. According to the Landau-
Figure 7. Probability density for a time delay of 90 fs between excitation and control pulse. Results from SHARC are shown on the bottom, output from QD on the top. The respective panel on the left shows the total probability density and the panels on the right show the fractions of the same density belonging to the adiabatic states \( j \) as indicated.

Zener probability, \(^{57}\) this case will result in diminished transitions to adiabatic state \( j = 3 \) while for \( \Delta \tau = 0 \), a higher velocity is obtained, increasing the transition probability. At higher field strengths, the kinetic energy can be decreased so much that the dissociation limit in state \( j = 3 \) is not reached anymore (not shown).

So far, we have only examined excited states; however, interactions with the ground state may also be important. To explore the role of such interactions, we plot the probability density in the different states in Fig. 7. At around 90 fs and at a distance of \( R \approx 3.8 \) Å, population is transferred to the ground state and starts oscillating. This can be explained as a dump process from the adiabatic state \( j = 3 \) with the control laser corresponding to transition (c) in Fig. 1. The energy difference between states \( j = 2 \) and \( j = 3 \) matches the laser frequency at (a); however, the transition dipole moment is zero between these states and a transition at this geometry is impeded. Also the transition at (b) is not possible due to a zero transition dipole moment at the corresponding bond length. Nonetheless, the control laser—although it is thought to be nonresonant in the NRDSE—may still induce resonant transitions and thus, complicate the simple picture of shifted potential curves only. Note that resonant transitions are still possible if a negative polarizability is assumed for diabatic state \( n = 2 \). It is gratifying to see that this effect is reproduced in the SHARC simulations, as seen in Fig. 7. Also the rest of the probability distribution from the QD calculation is nicely reproduced by SHARC.

The general conclusion is that SHARC is able to describe molecular dynamics under the given, relatively strong fields. The treatment of bigger systems, which may even include molecules in solution, is straightforward by computing the potential energies "on the fly". From this perspective, SHARC is ready to be used for large systems under complex control scenarios in the presence of SOC or nonadiabatic couplings.

IV. CONCLUSION

To conclude, we have shown that the new surface-hopping-in-adiabatic-representation-including-arbitrary-couplings (SHARC) algorithm is able to describe photophysical processes even at intermediate field strengths. A complex control scenario including the non-resonant dynamic Stark effect (NRDSE) was modelled by our semiclassical method, where the surface hopping probabilities are calculated in terms of a unitary transformation matrix. Thus, SHARC is able to treat all kinds of couplings in molecular systems including all degrees of freedom on the same footing.

As a control target, we have chosen the influence of the NRDSE on the branching ratio of dissociation products after photoexcitation in a model of IBr. The branching at an avoided crossing, which arises from spin-orbit coupling, gives rise to the products I + Br\(^{-} \) or I + Br. The mechanism of how the branching ratio is altered was rationalized in terms of the light-induced potentials (LIPs). It was also found that resonant transitions induced by the control laser which creates the NRDSE may complicate the dynamics and are important to be considered. A comparison between SHARC and exact quantum dynamics simulations show that the respective results are in good agreement. Consequently, SHARC is able to describe laser control in complex scenarios. Therefore, it is now possible to treat photoinduced dynamics in large systems including all degrees of freedom.
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