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INTRODUCTION

Considerable interest has arisen regarding the use of virtual reality environments and video games for education, rehabilitation, as well as mental fitness training (Mayo, 2009; Bavelier et al., 2011, 2012; Lange et al., 2012). Moreover, simulation-based training combined with ludic-based approaches for learning have been associated with behavioral gains including the development and reinforcement of sensory, motor, and cognitive skills that might otherwise be more difficult, or even too dangerous, to learn under more typical training settings (e.g., Kuppersmith et al., 1996; Pataki et al., 2012; Rizzo et al., 2012). It has been proposed that realistic and immersive virtual environments allow individuals the opportunity to interact with objects and events in novel and meaningful ways, acquire relevant contextual information, and “integrate knowledge by doing” (Shaffer et al., 2005). Furthermore, the open structure and self-directed discovery of information inherent in these virtual settings improves contextual learning and the transfer of situational knowledge (Shaffer et al., 2005; Dede, 2009). Thus, successfully leveraging these advantages in the education and rehabilitation arenas could have immense appeal by facilitating the learning of demanding tasks and the transfer of acquired skills.

While the exploration of virtual environments and video game play are typically ascribed to the visual modality, another potential application of these approaches could be for the training and rehabilitation of individuals with profound blindness. Blind individuals typically undergo formal instruction referred to as orientation and mobility (O&M) training as a means of learning
how to navigate independently through the environment. Unlike the sighted, blind individuals must rely on other sensory channels (such as hearing, touch, and proprioception) to gather spatial information for orientating, route planning, and path execution (Strelow, 1985; Ashmead et al., 1989; Loomis et al., 1993; Long and Giudice, 2010). The resultant mental representation of the surrounding space is referred to as a spatial cognitive map (Strelow, 1985), and generating an accurate and robust mental map is considered essential for efficient travel (Siegel and White, 1975; Blasch et al., 1997). Not surprisingly, situations where the environment is particularly complex or unfamiliar (or when familiar routes are no longer accessible) can represent a significant challenge when navigating without the benefit of sight. Certainly, many technical advancements and assistive devices have been developed to help blind individuals (including sensory substitution devices, digital maps, and GPS-based systems) (e.g., Petrie et al., 1996; Loomis et al., 2005; Johnson and Higgins, 2006; Giudice et al., 2007; Kalia et al., 2010; Chebat et al., 2011; see also Giudice and Legge, 2008 for review). However, many of these approaches are difficult to learn, may require modifications to existing infrastructure, or are not readily adaptable to all situations. Moreover, from a learning and training standpoint, assistive devices are not typically designed for the purposes of training navigation skills.

Based on these observations, we developed an audio-based, virtual environment called Audio-based Environment Simulator (AbES) that can be explored to access contextually relevant spatial information for the purposes of surveying and learning the layout of an unfamiliar complex indoor environment. Key to this user-centered approach is the dynamic and interactive manner in which the spatial information is acquired, which engages the user to construct a spatial cognitive map of a designated space. The contextually relevant spatial information acquired can then be used for the purposes of navigation once the user arrives at the physical environment. This training strategy is comparable to the concept of near transfer of learning, which presupposes that there is a contextual overlap between the training and transfer settings, and that the training content is relevant to the task in question (Cormier and Hagman, 1987).

As a proof of concept (Merabet et al., 2012), we previously demonstrated that early and profoundly blind participants (i.e., documented prior to the age of three) who interacted with AbES were able to create an accurate spatial mental representation that corresponded to the spatial layout of an existing physical building. Furthermore, self-directed exploration carried out within a context of a video game metaphor allowed for the transfer of acquired spatial information for the purpose of navigating through an environment with which they were previously unfamiliar (Merabet et al., 2012).

Here, we present the results of a larger-scale study aimed at comparing the development and transfer of spatial information learned through self-directed game play with a structured, didactic approach. Specifically, we compared the exploration and learning of a virtual environment through either: (1) self-directed exploration and implicit learning under the pretext of a video game metaphor or (2) directed instruction and explicit learning with the aid of a sighted facilitator. Finally, as a control condition, we also compared performance in a subset of participants who learned the spatial layout of a virtual environment following the same video game metaphor. However, in this latter condition, the virtual environment did not correspond to the target physical environment.

Employing this study design allowed for a direct comparison between the mode of interaction (i.e., self-directed, implicit learning through gaming vs. guided instruction, explicit learning through directed navigation) as well as controlling for the effect of contextual information (i.e., playing in a corresponding environment vs. non-corresponding environment). By assessing the transfer of spatial information acquired from the exploration of the virtual environment, participants’ spatial knowledge regarding the layout of the target building could be ascertained objectively. Given that the participants were completely unfamiliar with the layout of the target building and further, they were never explicitly trained to navigate the routes that were ultimately tested, we would interpret successful navigation performance as evidence of positive near transfer of learning. As a secondary goal, we also investigated the potential association of a number of factors of interest on navigation performance, including prior visual experience, age, gender, and verbal memory ability. The results from a subset of individuals (three) participating in our pilot study (Merabet et al., 2012) were incorporated into the analysis presented here.

Based on the possibility that cognitive behavioral gains may result from video game play, we hypothesized that participants who learned the environment through self-directed exploration would show evidence of transfer of spatial knowledge greater than or equal to those who were explicitly taught the environment through directed navigation. Further, these cognitive gains (i.e., near transfer of learning) would only arise if exploration occurred within an environment that corresponded to the target building where the acquired skills would ultimately be assessed. Secondly, given previous accounts suggesting that prior visual experience may have a beneficial effect on the ability to mentally represent surrounding space (Ashmead et al., 1989), we hypothesized that late blind participants (i.e., individuals having greater prior visual experience) would show a behavioral advantage compared to their early blind counterparts.

METHODS

PARTICIPANTS AND STUDY DESIGN

Thirty-eight profoundly blind individuals aged between 18 and 45 years (mean age 27.92 years ± 8.51 SD; 20 males, 18 females) participated in the study. Blindness was defined as residual visual function no greater than perceived light perception, hand motion, color, or shadows. The etiology of blindness varied across participants, however all were of ocular related cause (e.g., retinitis pigmentosa, glaucoma, Leber’s congenital amaurosis, retinopathy of prematurity). We defined early blind as documented profound blindness acquired prior to the age of three (i.e., typically prior to the development of high level language function and the retention of vivid visual memories). While the majority of the participants had diagnoses that could be considered of congenital cause, we relied on evidence of profound blindness based on documented visual functional assessment. In contrast, late blind was defined
as blindness acquired after the age of 14. In this latter group, profound vision loss occurred well after the development of high level language function and all participants had prior visual memories based on self-report. All participants had no other neurological or health concerns, had self-reported normal spatial hearing, and had received formal O&M training prior to participating in the study albeit with varying degrees of experience (mean 8.33 years ± 8.24 SD; see Table 1). The majority of the participants were right handed (based on self-report) but all used their right hand to operate the control keys of the software. Five additional participants were excluded from the study prior to any testing due to personal and/or medical reasons (unrelated to their participation in the study) and thus were unable to complete the behavioral assessments. All participants provided written informed consent in accordance with procedures approved by the investigatory review board of the Massachusetts Eye and Ear Infirmary (Boston, MA, USA) and all training and performance assessments were carried out at the Carroll Center for the Blind (Newton, MA, USA). As participants had varying levels of residual visual function (e.g., hand motion, light perception), all wore a blindfold throughout the training and behavioral assessment sessions so as to eliminate the possibility of relying on any visual related cues. Participants were allowed to use their cane as a mobility aid during the behavioral assessments if they chose.

As potential factors of interest associated with navigation performance, we also collected age, gender, and verbal memory ability (Table 1). Verbal memory recall was assessed using the Wechsler Memory Scale; Third Edition (WAIS-III) Word List Test. For details regarding this assessment see WAIS-III (1997).

Using a stratified randomization strategy (i.e., based on early or late blind status), participants were relegated to one of three experimental groups; (1) gamers (n = 15) (2) directed navigators (n = 14), or (3) control (n = 7) (Figure 1). Training included three, 30-min sessions (for a total of 90 min) plus an initial familiarization period (roughly 10 min) to learn the key strokes and corresponding audio cues used in the software. For participants in the gamer and control groups, the rules and goals associated with game play were also presented. Prior to enrollment, we verified that all study participants were completely unfamiliar with the layout of target building (by formal questioning) as well as to the overall purpose of the study. This was necessary to minimize any potential confounds related to expectation bias and prior experience on the assessments of performance.

Participants in the gamer group interacted with AbES within the context of a first-person video game designed to promote the full exploration of the virtual environment (Figure 2A). Following a goal-directed strategy, the game’s premise is to explore the entire virtual building in order to collect as many jewels as possible (randomly hidden in various rooms) while avoiding roving monsters that are programmed to take away the jewels and hide them in other locations (Figure 2B). Once a jewel...
is found, the player must remove it (i.e., bring it outside the building using one of three possible exits) before searching for the next jewel. The participants were encouraged to collect as many jewels as possible, but they were never instructed at any time to recall the spatial layout of the building while playing the game.

In comparison, participants relegated to the second “directed navigator” group were explicitly taught the spatial layout of the entire building using AbES through a series of pre-determined paths and with the assistance of a sighted facilitator (Figure 2C). Training involved a complete step-by-step instruction of the building layout such that all the room locations, exits, and landmarks were encountered in a serial and repeated fashion along the interior perimeter (following a clockwise direction) similar to a “shoreline” exploration strategy. The paths followed were representative of a virtual recreation of an O&M lesson and the instructions given by a professional O&M instructor for the purposes of learning the spatial layout of the target building.

Finally, participants randomized to the third control group interacted with the AbES software under the same self-directed exploratory strategy as the gamer group. However, in contrast to the gamer group, the virtual environment explored did not correspond to the target physical building (Figure 2D). As with the gamer group, the control participants were never instructed to recall the spatial layout of the building while playing the game.

**SOFTWARE**

The AbES software was developed using C++ programming language with Visual Studio.NET and framework 2.0 on a PC computer (Windows XP/7 operating system). The software runs using a 10 Mb HD, 1 Gb RAM Pentium processor using a standard laptop computer and sound card. Based on the original architectural floor plan of an existing building (located at the Carroll Center for the Blind; Newton, MA, USA), the rendered indoor virtual environment includes 23 rooms, a series of connecting corridors, three separate entrances and two stairwells (see Figures 2B,C). This building was selected by design given that it is physically removed from the main campus facilities and was not normally accessible to the clients of the Center. The design specifics of this user-centered audio-based interface have been described in detail elsewhere (see Connors et al., 2013). Briefly, using simple keystrokes, the user-centered software allows an individual to explore the virtual environment (space bar for moving forward, “L” for right, “J” for left, and “K” to open doors) and survey the spatial layout of the building. The “F” key could also be used to identify the individual’s location at any time. Scaling of the virtual environment is such that each virtual step approximates one step in the real physical building. While moving through the environment, contextual auditory and spatial information is acquired sequentially and is continuously updated, allowing the

---

**FIGURE 2** Virtual rendering of an existing two story building (for simplicity, only the first floor is shown) represented in the AbES software used. **(A)** Blind participants (right) interacting with the AbES software while a facilitator (left) looks on. **(B)** In gamer mode, the user (yellow icon) navigates through the virtual environment using auditory cues to locate hidden jewels (blue squares) and avoid being caught by roving monsters (red icons). In directed navigation mode **(C)**, the user learns the spatial layout of the building and the relative location of the rooms using a series of predetermined paths (shown in yellow) with the assistance of a facilitator (for simplicity, only one path is shown here). **(D)** For the control group, the user played in a virtual environment that did not correspond to the target building.
user to build a corresponding mental representation of the building’s spatial layout. Spatial and situational information are based on iconic and spatialized sound cues provided after each step and updated to match the user's egocentric heading. For example, if a door is located on the user’s right side, a door knocking sound is heard in the user’s right ear. Conversely, if the user turns around 180° so that the same door is now located on their left side, the sound is heard in the left channel. Finally, if the user is facing the door, the same knocking sound is heard in both ears. Orientation is based on cardinal compass headings (e.g., “north” or “east”) and text to speech (TTS) is used to provide further information regarding a user’s current location, orientation and heading (e.g., “you are in the corridor, on the first floor, facing west”) as well as the identity of objects and obstacles in their path (e.g., “this is a wall”). Distance cues are provided by modulating sound intensity (e.g., the sound of a nearby jewel increases as it is approached, pitch increases as the user walks up a flight of stairs). In this manner, the software plays an appropriate audio file as a function of the user’s location and orientation and keeps track of their position as they move through the environment.

BEHAVIORAL TESTING

All participants interacted with AbES for the same amount of time (total of 90 min spread over three training sessions) regardless of the group they were relegated to. Following game play/training, all participants underwent a series of three sequential behavioral task assessments. These tasks were designed to evaluate their ability to transfer the spatial information while navigating within the virtual representation and corresponding physical environment modeled in AbES. The target paths used in the navigation assessments were never explicitly taught to any of the groups during the training/game play period.

A series of stop rules were implemented using criteria determined from pilot testing and performance assessments carried out prior to commencing the study. First, subjects were not allowed more than 6 min to carry out any given route task. If the participant was unable to complete the route task in the allotted time, a score of zero was given and the full 6 min was scored as the time taken. This upper time limit was defined as twice the standard deviation (SD) collected from the mean navigation times observed during pilot testing (thus by definition, a time greater than 6 min would be interpreted as an outlier response). Second, subjects were required to complete at least three out of the first five tested paths (either successfully or unsuccessfully, but within the designated time limit) for a given series of navigation tasks in order to proceed with the entire behavioral evaluation. These stop rules served two purposes. First, setting an upper limit on exploration time helped ensure that performance would be comparable across runs, tasks, and individuals, thus allowing for a more direct comparison and statistical analysis of performance. Second, from an ethical standpoint, enforcing stop rules would ensure participants would not be required to continue if their initial performance on a given behavioral assessment was too poor. As these participants were viewed as psychologically at-risk, it was deemed crucial to maintain their overall well-being and remain vigilant to any situation that may be perceived as exacerbating their sense of failure or personal frustration. Apart from the individuals relegated to the control group (see results below), these criteria were met by the all the participants randomized to the gamer and directed navigator arms of the study.

Virtual navigation

In the virtual navigation task, participants were instructed to complete a series of 10 predetermined paths in the virtual environment modeled in AbES. The paths used were a series of start and stop locations (i.e., rooms) and were all of comparable length and complexity in terms of path length and number of turns. The start-stop location pairs were loaded into the AbES software and presented automatically following a randomized order for each subject. Task success and navigation time were automatically scored and data was output to a text file for further analysis. Primary outcome measures included whether the participant was able to successfully complete the 10 navigation routes (i.e., number of correct paths expressed as percent correct) and the time taken (seconds) to reach the target.

Physical navigation

Following the first task assessment, participants were then taken to the physical building modeled in the AbES software and navigation performance was again assessed using a series of 10 predetermined routes of comparable length and complexity. Similar to the previous task assessment, participants were instructed to navigate a set of 10 predetermined targets presented in random order. Navigation performance was recorded by an experienced investigator following behind the study participant. Using a stopwatch, timing commenced once the subject took their first step and stopped when the subject verbally reported that they were in front of the door of the target destination. Navigation success (number of correct paths expressed as percent correct) and time to target (seconds) were collected.

Drop off

Finally, for the drop off task, participants were placed at five predetermined locations and instructed to exit the building using the shortest path possible relative to their starting point. To successfully carry out this task, subjects had to mentally choose one out of three possible exits relative to their starting position and navigate the route leading to that exit. Paths were scored such that the shortest possible path was given maximum points (i.e., three for the shortest path, two for the second, one for the longest, and no points for not being able to complete the task in the time allotted). Navigation time (seconds) was also collected.

While there was no direct measure of chance performance for these navigation tasks, it is important to note that there were 23 possible destinations (target rooms) from any given starting point. Further, scoring was based on the participant’s first verbal response (in the case of the physical navigation tasks) once they reported arriving to the intended target. This latter rule was to ensure that subjects could not change their response once it was given, or give multiple responses within the allotted time in the hopes of arriving to the correct destination. Feedback on participants’ navigation performance was not provided during the assessments.
DATA ANALYSIS
All data were analyzed using SPSS statistical software package (IBM, version 20). Three-Way (2 × 2 × 2) ANOVAs including condition (game/navigators) × visual experience (early/late) × gender (male/female) were performed for each outcome measure. Post-hoc tests were performed between groups following tests for interaction. We report mean and SD values with a significance level set at $p < 0.05$. Measures of association between the primary outcome of interest (i.e., percentage correct on physical navigation task) and additional factors (i.e., age, and verbal memory ability) were calculated using the Pearson product-moment correlation coefficient.

RESULTS
Overall, all participants were able to successfully interact with the AbES software. Following the navigation assessments, subjects in both the gamer and directed navigator groups demonstrated performance consistent with positive near transfer of learning. Specifically, these subjects applied the spatial information they acquired to successfully carry out navigation tasks within the virtual as well as physical environment modeled in AbES.

In contrast, it is important to note that this transfer of learning was not evidenced in the participants (both early and late blind) relegated to the control group of the study. That is, following game play in a non-contextual environment, these two subjects were unable to complete any of the navigation tasks successfully. Specifically, all subjects failed to find any target destinations on the first five paths tested (and timed out on each run) on all three of the navigation task assessments (i.e., virtual, physical, and drop off). As these control participants were unable to carry out any of the navigation task assessments, we interpreted their performance following training in the control arm as being functionally zero.

COMPARING PERFORMANCE IN GAMERS AND DIRECTED NAVIGATORS—ARRIVING TO TARGET
Evidence of transfer of learning on all the navigation task assessments was observed in both the gamer and directed navigator groups as well as in both early and late blind participants.

As a first level of analysis, Three-Way ANOVAs (2 condition × 2 visual experience × 2 gender) were used to confirm the effectiveness of the randomization procedure across groups. There were no differences between groups in terms of age [condition: $F(1, 27) = 0.888, p = 0.357, \eta_p^2 = 0.041$; visual experience: $F(1, 27) = 1.516, p = 0.232, \eta_p^2 = 0.067$; gender: $F(1, 27) = 0.122, p = 0.730, \eta_p^2 = 0.006$]. No significant differences in verbal memory ability (Wechsler score) were apparent between gamers and directed navigators $[F(1, 27) = 2.823, p = 0.108, \eta_p^2 = 0.119]$, as well as the interaction of condition × gender $[F(1, 27) = 3.4230, p = 0.087, \eta_p^2 = 0.133]$. As expected, the early blind group had significantly more O&M experience than the late blind group $[F(1, 27) = 18.245, p < 0.001, \eta_p^2 = 0.465]$, but there was no statistical difference between gamers and directed navigators $[F(1, 29) = 0.549, p = 0.467, \eta_p^2 = 0.025]$.

Comparing performance on virtual navigation task, a Three-Way ANOVA (2 condition × 2 visual experience × 2 gender) revealed no significant main effects for condition $[F(1, 27) = 0.231, p = 0.636, \eta_p^2 = 0.011]$, prior visual experience $[F(1, 27) = 1.283, p = 0.27, \eta_p^2 = 0.058]$, or gender $[F(1, 27) = 3.857, p = 0.063, \eta_p^2 = 0.155]$. The interaction of condition and visual experience was not significant $[F(1, 25) = 0.064, p = 0.803, \eta_p^2 = 0.003]$, nor were any of the other interactions tested. Early blind gamers and directed navigators showed similar success on the navigation tasks following training with AbES (gamers: 85.00% ± 23.30 correct; directed navigators: 82.86% ± 9.51 correct; $p = 0.942$, n.s., Tukey test) (see Figure 3A). A similar profile of performance was observed in late blind gamers (82.86% ± 28.70) and directed navigators (80.00% ± 38.30) ($p = 0.997$, n.s., Tukey test). However, no significant difference was observed between gamers and directed navigators regardless of early and late blind status.

For the physical navigation task, a Three-Way ANOVA (2 condition × 2 visual experience × 2 gender) found no significant main effects for condition $[F(1, 27) = 0.70, p = 0.41]$, visual experience $[F(1, 27) = 1.761, p = 0.199, \eta_p^2 = 0.077]$, or gender $[F(1, 27) = 1.127, p = 0.301, \eta_p^2 = 0.051]$. The interaction of condition and visual experience was not significant $[F(1, 25) = 0.70, p = 0.793, \eta_p^2 = 0.003]$, nor were any of the other interactions tested. Early blind gamers and directed navigators again showed comparable levels of performance in terms of their ability to transfer acquired spatial information to the real physical environment (gamers: 87.50% ± 10.35; directed navigators: 88.57% ± 18.64; $p = 0.998$, n.s., Tukey test). Similar performance levels were seen in late blind gamers and directed navigators as well (gamers: 92.86% ± 9.51; directed navigators: 92.86% ± 9.51; $p = 1.00$, n.s., Tukey test) (see Figure 3B). A repeated-measures ANOVA showed that the overall mean percentage correct performance on physical navigation (mean = 90.35% ± 12.10) was not statistically different from virtual navigation (mean=85.17% ± 25.86) $[F(1, 28) = 1.124, p = 0.298, \eta_p^2 = 0.039]$. Thus, as with the virtual navigation task, no significant difference was observed between gamers and directed navigators regardless of early and late blind status.

Finally, assessing performance on the drop off task (i.e., exiting the building using the shortest path possible) did reveal a significant difference in performance between gamers and directed navigators. A Three-Way ANOVA (2 condition × 2 visual experience × 2 gender) found a significant main effect of condition $[F(1, 27) = 62.856, p < 0.001, \eta_p^2 = 0.750]$, but no main effect of visual experience $[F(1, 27) = 1.802, p = 0.194, \eta_p^2 = 0.079]$, or gender $[F(1, 27) = 0.003, p = 0.960, \eta_p^2 = 0.000]$. The interaction of condition and visual experience was not significant $[F(1, 25) = 0.108, p = 0.745, \eta_p^2 = 0.005]$, nor were any of the other interactions tested. By group, the performance of the gamers (mean = 27.1 points ± 0.41 out of a maximum of 3) was significantly better than the directed navigators (mean = 16.66 points ± 0.21). Comparing performance between early blind gamers and directed navigators revealed effects similar to the overall group. On average, early blind gamers scored more points (2.60 points ± 0.52) than their directed navigator counterparts (1.60 points ± 0.00) ($p < 0.001$, Tukey test) suggesting that on average, gamers were more likely to select the closest exit and navigate using the shortest path regardless of their initial starting point. In contrast, directed
navigators were more likely to use longer routes. A similar effect was seen in late blind gamers who scored on average 2.83 points ± 0.18 points, while directed navigators scored 1.71 points ± 0.30 (p < 0.001, Tukey test) (see Figure 3C).

**COMPARING PERFORMANCE IN GAMERS AND DIRECTED Navigators—TIME TO TARGET**

Assessing time to target for the virtual navigation task was performed using a Three-Way ANOVA (2 condition × 2 visual experience × 2 gender). This analysis found no main effect of condition \([F(1, 27) = 0.164, p = 0.690, \eta^2_p = 0.008]\), visual experience \([F(1, 27) = 0.251, p = 0.622, \eta^2_p = 0.012]\), or gender \([F(1, 27) = 2.577, p = 0.125, \eta^2_p = 0.109]\). The interaction of condition and visual experience was not significant \([F(1, 25) = 0.206, p = 0.655, \eta^2_p = 0.010]\), nor were any of the other interactions tested. Performance was again comparable in both early blind groups (gamers: 170.56 s ± 68.05; directed navigators: 136.00 s ± 75.47; p = 0.880, n.s., Tukey test). Similar performance in terms of time taken to target was found in late blind participants (gamers: 150.70 s ± 90.84; directed navigators: 172.34 s ± 117.44; p = 0.968, n.s., Tukey test) (see Figure 4A).

For time taken to target on the physical navigation task, a Three-Way ANOVA (2 condition × 2 visual experience × 2 gender) found no main effect of condition \([F(1, 27) = 0.377, p = 0.546, \eta^2_p = 0.018]\), visual experience \([F(1, 27) = 1.112, p = 0.304, \eta^2_p = 0.050]\), or gender \([F(1, 27) = 0.456, p = 0.507, \eta^2_p = 0.021]\). The interaction of condition and visual experience was not significant \([F(1, 25) = 0.420, p = 0.524, \eta^2_p = 0.020]\), nor were any of the other interactions tested. Performance in early blind gamers (75.26 s ± 36.01) and directed navigators (71.34 s ± 73.39) was not significantly different between groups (p = 0.998, n.s., Tukey test). For late blind gamers (51.34 s ± 32.07) and directed navigators (66.47 s ± 33.50), no significant difference in mean time was found (p = 0.929, n.s., Tukey test). A repeated-measures ANOVA found that the navigation times were markedly shorter for the physical navigation task (mean = 66.42 s ± 44.99) than for the virtual navigation task (mean = 157.94 s ± 85.61) \([F(1, 28) = 36.694, p < 0.001, \eta^2_p = 0.567]\) (see Figure 4B).

Finally, comparing time to target on the drop off task, a Three-Way ANOVA (2 condition × 2 visual experience × 2 gender) found a significant main effect of condition \([F(1, 27) = 7.42, p = 0.013, \eta^2_p = 0.261]\), but no main effect of visual experience \([F(1, 27) = 0.071, p = 0.792, \eta^2_p = 0.003]\) or gender \([F(1, 27) = 0.000, p = 0.93, \eta^2_p = 0.000]\). The interaction between condition and visual experience was not statistically significant \([F(1, 25) = 3.429, p = 0.078, \eta^2_p = 0.140]\). None of the other interactions showed significant differences. Further analysis revealed that early blind gamers’ mean time (51.23 s ± 42.36) compared to directed navigators (62.14 s ± 22.72) was not statistically significant (p = 0.916, n.s., Tukey test). However, the mean navigation time for late blind gamers (33.26 s ± 8.71) was significantly shorter than for directed navigators (91.66 s ± 41.79) (p = 0.013 Tukey test). A repeated-measures ANOVA found that the mean overall time (59.28 s ± 37.44) was not statistically different from the physical navigation task \([F(1, 28) = 0.635, p = 0.432, \eta^2_p = 0.022]\) (see Figure 4C).

**COMPARING PERFORMANCE WITH CONTROLS: ARRIVING AND TIME TO TARGET**

All 7 of the control participants were unable to reach any of the target locations for the virtual, physical, and drop off tasks,
we used the performance levels of the control group as a measure to compare the experimental groups with the control group. Instead, the targeted mental representation was confirmed by the fact that participants were able to effectively interact and explore an audio-based virtual environment for the purposes of acquiring relevant sensory information regarding a building’s spatial layout. Furthermore, participants were able to generate a corresponding spatial cognitive map of the building they explored. The accuracy of this mental representation was confirmed by the fact that participants were able to successfully transfer acquired spatial information to a series of navigation tasks carried out in both the corresponding virtual environment explored and the physical building modeled yielding a mean percent correct path score of 0. Likewise, all participants reached the maximum time limit (360 s) for time to target. Because all participants performed at floor levels, there was no variance in the data, precluding the use of ANOVAs or t-tests to compare the experimental groups with the control group. Instead, we used the performance levels of the control group as a measure of chance, and compared the experimental groups against these values using 1-sample t-tests.

Examination of arrival at target yielded performance significantly greater than 0 in the gamer group for all three tasks {virtual: \( t(14) = 13.006, p < 0.001 \); physical: \( t(14) = 34.857, p < 0.001 \); drop-off: \( t(14) = 25.811, p < 0.001 \); see Figure 3}. The directed navigator group also had performance significantly greater than 0 for the virtual \( t(13) = 11.706, p < 0.001 \), physical \( t(13) = 23.583, p < 0.001 \), and drop-off \( t(13) = 29.000, p < 0.001 \) navigation tasks (see Figure 3).

Time to target was compared against 360 s, the score for all participants in the control group. The gamer group was significantly faster than 360 s for the virtual \( t(14) = -9.971, p < 0.001 \), physical \( t(14) = -32.522, p < 0.001 \) and drop-off \( t(14) = -38.545, p < 0.001 \) tasks (see Figure 4). The directed navigator group was also significantly faster than 360 s for all three tasks {virtual: \( t(13) = -7.961, p < 0.001 \); physical: \( t(13) = -19.852, p < 0.001 \); drop-off: \( t(13) = -29.620, p < 0.001 \) (see Figure 4). Thus, for both arrival and time to target, both the gamers and directed navigators were significantly above control performance for all three navigation tasks.

ASSOCIATIONS OF INTEREST

As a secondary analysis, we explored potential associations between navigation performance (assessed using percentage success on physical navigation as the primary outcome of interest) and the factors of age and verbal memory. Comparing individual navigation success with age in both conditions (collapsing early and late blind) revealed negative trends for both gamers \( r(13) = -0.193, p = 0.492 \) and directed navigators \( r(12) = -0.503, p = 0.067 \), although neither trend achieved statistical significance (Figure 5A). Similarly, no statistically significant association was evident comparing individual navigation performance with verbal memory recall (indexed by the Wechsler score) in either group {gamers: \( r(13) = -0.287, p = 0.300 \); directed navigators: \( r(12) = 0.088, p = 0.766 \) (Figure 5B). A second level analysis using a One-Way ANOVA with gender and group as factors confirmed a lack of association between navigation performance and gender for either the gamer \( F(1, 13) = 0.263, p = 0.617, \eta_p^2 = 0.020 \) or directed navigator group \( F(1, 12) = 1.751, p = 0.210, \eta_p^2 = 0.127 \). Ancillary analyses exploring potential associations between the other assessments of navigation performance (i.e., virtual navigation and drop off task) with the factors of age and verbal memory revealed no further significant correlations.

DISCUSSION

In this study, we demonstrate that early and late blind individuals were able to effectively interact and explore an audio-based virtual environment for the purposes of acquiring relevant sensory information regarding a building’s spatial layout. Furthermore, participants were able to generate a corresponding spatial cognitive map of the building they explored. The accuracy of this mental representation was confirmed by the fact that participants were able to successfully transfer acquired spatial information to a series of navigation tasks carried out in both the corresponding virtual environment explored and the physical building modeled.
in the AbES software. Furthermore, control subjects did not show any evidence of transfer. Specifically, the failure of the control subjects to carry out any of the navigation task assessments following game play suggests that a contextual overlap between the exploratory training and task environments is needed for the transfer of learning and further, game play alone cannot account for the behavioral performance observed.

In general, virtual and physical navigation performance was comparable whether participants learned the building’s spatial layout implicitly through exploratory game play (gamers) or explicitly through structured and serial instructions (directed navigators). The similar performance between gamers and directed navigators suggests that both learning strategies (i.e., self-directed, implicit learning through gaming vs. guided instruction, explicit learning through directed navigation) allowed for the virtual exploration and subsequent generation of an accurate spatial representation that could be eventually transferred for the purposes of carrying out a large-scale and complex physical navigation task. As the target building contained two-stories, this also included successful navigation performance along the vertical dimension. This has been reported to be more difficult to achieve when acquiring information from virtual environments characterizing an indoor spatial layout (see Richardson et al., 1999, and later discussion). The most important difference between the two learning strategies compared was observed when the navigation task required the mental manipulation of this spatial information for determining an alternate route or short cut. Specifically, participants from the gamer group showed a behavioral advantage on the drop off task compared to the directed navigator group. Gamers were on average more likely to use the shortest route possible relative to their starting point compared to their directed navigator counterparts. These results suggest that training experience through gaming provided for a more flexible use of the spatial information characterizing the layout of the target building.

Navigation times were also comparable across groups for the virtual and physical navigation tasks. However, overall navigation time was shorter when these tasks were carried out in the physical compared to the virtual environment. This latter finding is consistent with anecdotal reports provided by a number of participants describing their impressions that the physical building was perceived to be smaller than what they had mentally imagined following the virtual exploration of the same environment. This anecdotal finding is somewhat puzzling given that the scale of the AbES environment was designed such that one step corresponded to one step in the physical building. The discrepancy may be related to inter-individual differences in how the resultant spatial cognitive map is generated or associated physical differences of the participants (such as individual stride length). Moreover, as virtual navigation always preceded physical navigation, there remains the possibility of a carryover effect arising from the sequential assessment of performance. Regarding
the drop off task, navigation times for the gamers were faster than their directed navigator counterparts. This trend is consistent with the observation that participants on average chose the shortest possible route.

Finally, overall navigation performance did not appear to be strongly associated with other factors of interest including age, gender, and verbal memory skill.

The transfer of spatial knowledge from exploring virtual environments has been investigated previously under varied conditions in sighted subjects. In general, results from these studies have highlighted that immersion in a virtual environment can facilitate transfer of knowledge when the fidelity between the gaming environment and the real-world building is high (Waller et al., 1998; Farrell et al., 2003). The importance of contextual overlap between the learning and task settings is referred to as near transfer of learning (Cormier and Hagman, 1987). The results observed in this study can be viewed as consistent with this form of learning. This is also supported by the fact that the control group showed no evidence of transfer after game play in a virtual environment that did not correspond to the spatial layout of the target building. It is also worth highlighting that the gamer and directed navigator groups were never trained in the paths used in the behavioral assessments. This suggests that participants were not only able to acquire the spatial information needed to generate an accurate mental representation of the environment, but were also able to access and manipulate this information for the purposes of carrying out navigation tasks. It would be of considerable interest to investigate specifically the effect of prolonged training and game play (say, on the order of months) to see if enhanced performance (i.e., transfer of learning) would occur within other spatial related tasks or cognitive domains beyond the training context investigated here. In this direction, a specific longitudinal, long term, study incorporating a battery of pre and post-performance assessments would need to be carried out to answer this question conclusively.

In terms of rehabilitation and training for the blind, the use of virtual environments and game based learning strategies have been investigated in a number of studies (for applications including navigation and other forms of cognitive development such as short term memory and math skills; see Sánchez and Balioan, 2005; Sánchez and Maureira, 2007; Merabet and Sánchez, 2009; Afonso et al., 2010; Saenz and Sánchez, 2010; Lahav et al., 2011). Similar approaches have also been pursued for individuals with cognitive disabilities (Strickland, 1997; Salem et al., 2012) as well as for physical rehabilitation (Cho et al., 2012). Learning through a ludic-based approach could have specific benefits with regards to the transfer of spatial knowledge. Indeed, it has been proposed that game-based exploration of a virtual environment may have several potential advantages over those who are directed through a novel environment (Chrstil and Warren, 2012). First, they can make self-directed decisions about how and where they wish to navigate, which requires them to keep track of locations they have previously visited, and test theories about where they expect to be with every turn (Wilson et al., 1997; von Stulpnagel and Steffens, 2012). Second, exploring through game play may require additional mental manipulation of the spatial layout of the environment, which can be beneficial for learning (Bosco et al., 2004; Coluccia et al., 2007). For example, a gamer would need to understand that rooms that were on the right side of the hallway when traveling in one direction are now on the left side when traveling in the opposite direction. Third, improved attentional processing may allow gamers to attend and recall navigation-relevant features of the environment, even when not given explicit instructions to do so (Magliano et al., 1995; Taylor et al., 1999). Finally, the immersive nature of video game play offers gamers the possibility to experience travel in the environment from multiple perspectives and reference frames, which might prove useful when trying to determine how to reach a particular goal and manipulate information to find an alternate route.

In this study, participants in the directed navigator group served as a reference group to characterize performance associated with the transfer of information based on explicit training. It is of interest that participants in the gaming and directed navigator groups showed comparable levels of performance despite the fact that gamers were never explicitly told to retain any information regarding the spatial layout of the building, nor were they aware that the overall purpose of the study. Moreover, the gamer group showed an advantage over the directed navigation group in the drop-off task in that gamers were more likely to find shorter routes (likely as a result of being able to better mentally manipulate their resultant spatial map). As outlined earlier, it is possible that the highly engaging, interactive, and immersive nature of game play supported the development of more flexible and robust spatial cognitive constructs, particularly in situations where spatial information had to be manipulated for the purposes of determining optimal and alternative routes. We propose that the differences in learning strategy and subsequent effects on behavioral performance observed are likely related to the method through which spatial information is acquired, organized, and how the resultant spatial cognitive map is developed. The results of this study confirm and validate our initial proof-of-concept findings that learning through game play may provide for superior contextual learning and transfer of situational knowledge resulting from greater understanding of the spatial inter-relationships within a building environment (Merabet et al., 2012). While individuals who learned the building environment implicitly through gaming exhibited a transfer of learning, those who learned the same environment in an explicitly guided manner appeared to fail in capturing more global contextual and situation-relevant information, such as where to exit the building. This somewhat constrained response profile exhibited by the latter group is consistent with what is typically seen following more rote type learning strategies (Shaffer et al., 2005).

The fact that participants showed high levels of success in transferring spatial information to real world navigation tasks suggests that the mental representations generated were isomorphic with the real world spatial layout of the target environment (Richardson et al., 1999; Waller et al., 2001). Given that visual cues play a crucial role in capturing and organizing spatial formation, it has been assumed that blind individuals (and in particular, those who are born with profound blindness) would be impaired in creating an accurate mental spatial representation of their surroundings (von Senden, 1960; Ashmead et al., 1989; Thinus-Blanc and Gaunet, 1997; see also Blasch et al., 1997 for further
discussion). It is thus of interest that both early and late blind participants showed similar levels of performance in this study. Indeed, the effect of previous visual experience has long been an issue of debate not only in terms of teaching O&M skills, but also with regards to other spatial processing tasks (Cornoldi et al., 1991, 2009; Aleman et al., 2001; Vecchi et al., 2004; Tinti et al., 2006; Cattaneo et al., 2008). A review of this literature reveals contradictory results (particularly in relation to the role of prior visual experience), calling into question the validity of these earlier assumptions. In fact, some studies have reported that no differences exist in terms of how well blind individuals are able to mentally represent and interact with spatial environments (Landau et al., 1981; Passini and Proulx, 1988; Morrone et al., 1995; Noordzij et al., 2006) and in certain spatial navigation tasks, individuals with profound blindness have been shown to exhibit equal (Loomis et al., 2001) and in some cases, superior performance (Fortin et al., 2008) when compared to sighted control subjects.

In a recent and comprehensive review, Pasqualotto and Proulx (2012) discuss how visual development may be necessary for the normal capacities of spatial cognition. This argument is based on the ability of the visual modality to capture and convey parallel information, as well as to provide a basis for topographic representations necessary for high level (i.e., “allocentric”) spatial representations and multisensory integration (Pasqualotto and Proulx, 2012). In other words, spatial processing strategies and underlying representations may be different depending on the amount of prior visual experience available (see also Pasqualotto et al., 2013 for results demonstrating the preference of congenitally blind individuals in using egocentric based reference frames for the spatial representation of objects in space). In the present study, early and late blind participants exhibited comparable behavioral performance, suggesting that the immersive and exploratory nature of the virtual environment was sufficient to promote the accurate generation of a spatial cognitive map for the purposes of navigation. However, we are unable at this juncture to determine whether either group was preferentially employing strategies more aligned with egocentric or allocentric based representations. Furthermore, we acknowledge that while our early blind participants had documented evidence of profound blindness assessed prior to the age of three, disentangling the true effect of prior visual experience is less definitive based on the blindness history of the participants enrolled in this study. Finally, it is important to consider that overall behavioral performance may be related to not only the nature of the task demands, but also to the scale of the environment tested. At the same time, we recognize that early blind individuals typically will have spent more time learning compensatory strategies than late blind individuals, and thus the behavioral and associated neurophysiological adaptations at play may be very different between these two groups (Carroll, 1961). This remains a key question requiring careful study, as it has important implications not only in terms of understanding development and compensatory behavioral changes, but also for rehabilitation and educational strategies for the blind in general (Merabet and Pasqual-Leone, 2010). A continuation of this study encompassing a larger scale and more complex mental map (e.g., incorporating indoor and outdoor environments) is needed to confirm whether there are indeed discrepancies related to visual experience and overall navigation performance.

Finally, no strong associations were apparent between navigation performance (as indexed by the percentage correct on the physical navigation task) and other factors of interest including age and verbal memory ability. While such an absence of statistical evidence certainly does not rule out the possibility of a true underlying association, it does suggest that such a simulation-game based learning strategy can be effective across a wide demographic profile. Furthermore, no apparent differences in performance were observed as a function of gender. Indeed, differences in navigation and other spatial cognitive skills in men and women have long been reported and debated (Maguire et al., 1999; Bosco et al., 2004; Coluccia and Louse, 2004; Wolbers and Hegarty, 2010). Again, it is possible that the navigation task undertaken here did not allow for differences to be revealed between male and female participants or, more plausibly, that the nature of the training and assessments were such that any inherent gender-related differences in the acquisition and overall transfer of spatial skills were not made apparent (see Feng et al., 2007 reporting the use of an action based video game to reduce gender related differences of performance in spatial cognition tasks).

In conclusion, the findings from this study demonstrate that the highly interactive and immersive nature of the AbES system is effective for the learning of novel environments in both early and late blind individuals through a mechanism akin to near transfer of skill learning. Furthermore, active game play provided a more flexible cognitive representation of the environment, allowing gamers to mentally manipulate spatial information for the purposes of finding alternate routes. This learning approach may serve as a useful tool to learn the spatial layout of large-scale, three-dimensional spaces, and to transfer that knowledge into real-world navigation tasks.
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