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Abstract. Channel pruning is widely used to reduce the complexity of deep network models. Recent pruning methods usually identify which parts of the network to discard by proposing a channel importance criterion. However, recent studies have shown that these criteria do not work well in all conditions. In this paper, we propose a novel Feature Shift Minimization (FSM) method to compress CNN models, which evaluates the feature shift by converging the information of both features and filters. Specifically, we first investigate the compression efficiency with some prevalent methods in different layer-depths and then propose the feature shift concept. Then, we introduce an approximation method to estimate the magnitude of the feature shift, since it is difficult to compute it directly. Besides, we present a distribution-optimization algorithm to compensate for the accuracy loss and improve the network compression efficiency. The proposed method yields state-of-the-art performance on various benchmark networks and datasets, verified by extensive experiments. Our codes are available at: https://github.com/lscgx/FSM

1 Introduction

The rapid development of convolutional neural networks (CNN) has obtained remarkable success in a wide range of computer vision applications, such as image classification [1,2,3], video analysis [4,5,6], object detection [7,8,9], semantic segmentation [10,11,12], etc. The combination of CNN models and IoT devices yields significant economic and social benefits in the real world. However, better performance for a CNN model usually means higher computational complexity and a greater number of parameters, limiting its application in resource-constrained devices. Therefore, model compression techniques are required.

To this end, compressing the existing network is a popular strategy, including tensor decomposition [13], parameter quantification [14], weight pruning [15,16], structural pruning [17], etc. Moreover, another strategy is to create a new small network directly, including knowledge distillation [18] and compact network design [19]. Among these compression techniques, structural pruning has significant performance and is usable for various network architectures. In this paper, we
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In the process of channel pruning, some channels that are considered unimportant or redundant are discarded and get a sub-network of the original network. The core of channel pruning lies in the design of filter or feature selection criteria. One idea is to directly use the inherent properties of filters or features, such as statistical properties, matrix properties, etc. For example, Li et al. [20,16] sorting the filters by $l_1$ norm of filters, and Lin et al. [17] prune channels by calculating the rank of features. Another idea is to evaluate the impact of removing a channel on the next layer or the accuracy loss [21]. These criteria, which are based on different properties, succeeded in model compression, but the performance faded in some conditions. Because it is difficult for a single criterion to take into account all factors such as feature size or feature dimension at the same time. So, many pruning criteria are suboptimal because they only work well locally, not globally. As shown in Fig. 2, in some cases, random pruning can even outperform well-designed methods.

To compensate for the limitations of a single criterion, some multi-criteria approaches have been proposed recently. For example, in [22], a collaborative compression method was proposed for channel pruning, which uses the information of compression sensitivity for each layer. Similarly, in [23], the structural redundancy information of each layer is used to guide pruning. Although these methods take into account the influence of other factors on pruning efficiency, they make no improvements to the criteria and require additional computational consumption.

In this paper, we propose a new channel pruning method by minimizing feature shift. We define feature shift as the changes in the distribution of features in a layer due to pruning. As shown in Fig. 1, the feature details changed or disappeared due to pruning, but when the distribution of the features is properly adjusted, the disappeared feature details emerge again. This experiment was done on ImageNet, using the ResNet-50 model. This suggests that the loss
of feature detail, caused by pruning some channels, may not have really disappeared, which is related to the feature activation state. Even those channels that are considered unimportant may cause changes in the distribution of features, which in turn lead to under-activation or over-activation of features. Therefore, it is reasonable to minimize the feature shift for model compression. Moreover, we mathematically demonstrate that feature shift is an important factor for channel pruning and analyze the effect of the activation functions, in Section 3.1.

Computing feature shift directly is not an easy task, as it requires traversing the entire training dataset. To address this issue, we propose an evaluation method to measure the feature shift, which combines information from both filters and features. Based on this, we compress models by evaluating the feature shift when each channel is removed, which performs well in different feature dimensions. In particular, the proposed pruning method does not require sampling the features and uses only the parameters of the pre-trained models. In addition, to prove that the feature shift occurs in the pruning process, we design a distribution-optimization algorithm to adjust the pruned feature distribution, which significantly recovers the accuracy loss, as will be discussed in Section 3.4.

To summarize, our main contributions are as follows:

1) We investigate the relationship between compression rate, layer depth, and model accuracy with different pruning methods. It reveals that the feature shift is an important factor affecting pruning efficiency.
2) We propose a novel channel pruning method, Feature Shift Minimization (FSM), which combines information from both features and filters. Moreover, a distribution-optimization algorithm is designed to accelerate network compression.
3) Extensive experiments on CIFAR-10 and ImageNet, using VGGNet, MobileNet, GoogLeNet, and ResNet, demonstrate the effectiveness of the proposed FSM.

2 Related Work

Channel pruning. Channel pruning has been successfully applied to the compression of various network architectures, which lies in the selection of filters or features. Some previous methods use the intrinsic properties of filters to compress models. For example, 2016 prune filters according to their $l_i$ norms. In [17], the rank of the features is used to measure the information richness of the features and retain the features with high information content. Some other approaches go beyond the limits of a single layer. For example, Chin et al. [24] removes filters by calculating the global ranking. Liu et al. [25] analyzes the relationship between the filters and BN layers and designs a scale factor to represent the importance. In addition, computing the statistical information of the next layer and minimizing the feature reconstruction error is also a popular idea [26, 21]. Different from methods that are based on only a single filter or feature, [27, 23, 28] remove redundant parts of a model by measuring the difference between the filters or features.
Effect of Layer-Depth. For different layers, the feature size, dimensions, and redundancy are different. Recent works have found that different layers of a model have different sensitivities to the compression rate. Wang et al. [23] proposes that the structural redundancy of each layer are different, which plays a key role in the pruning process. In layers with high structural redundancy, more filters can be safely discarded with little loss of accuracy. Li et al. [22] represents that the compression sensitivity of each layer is distinct, and it is used to guide pruning. In addition, He et al. [29] propose that a pruning criterion does not always work well in all layers, and they achieve better performance by using different pruning criteria on different layer-depths. Earlier methods [30,31,32] required iterative tuning of the compression ratio to achieve better model accuracy. It is tedious and time-consuming. Considering the difference between different layers can greatly improve the pruning efficiency.

We investigate the trend of accuracy when adopting different compression rates in different layer-depths. Two methods (L1 and HRank) are investigated, which sort filters and features, respectively. Based on this, we propose a new perspective to explore the redundancy of neural networks.

3 Methodology

In this section, we analyze the process of filter pruning and point out that the distribution of features is changed after pruning. Then we propose a novel pruning criterion that minimizes the feature shift. Unlike some heuristic pruning criteria, there is much theoretical analysis to support the proposed pruning al-
algorithm. Moreover, a distribution optimization algorithm is presented to restore the model accuracy.

### 3.1 Filter Pruning Analysis

Filter pruning aims to remove those relatively unimportant filters, which evaluate the importance of the filter or feature by a specific importance criterion. However, we found that these criteria do not work well in all layers. We conduct experiments on CIFAR-10 with $l_1$-norm and HRank, which sort filters and features, respectively. In addition, we also test the performance of random pruning in different layers. As shown in Fig. 2, two phenomena are obvious: a) As the compression rate increases, the drop in accuracy becomes more obvious. When the compression rate exceeds a critical value, the accuracy declines dramatically. b) For high-dimensional features, sorting filters or feature maps by these criteria isn’t substantially better than random pruning.

The phenomena reveal that: a) Exist other factors damage the accuracy, and their impact grows with the compression rate. b) For low-dimensional features, pruning criteria are effective. However, for high-dimensional features, random pruning also performs well. This indicates that the gap between the importance scores of filters/features becomes smaller as the dimensionality increases.

To clarify why these phenomena occur, we mathematically analyze the changes that occur in one feature map before and after pruning. A typical inference process in one layer is Input-Conv-BN[33]-ReLU[34]-Output.

Many benchmark network architectures, such as ResNet, DenseNet, and GoogLeNet, are based on it. In particular, we let $X_i = (x_i(1) \cdots x_i(d_i))$ represent the input for $i$-th layer of one CNN model, where $d_i$ stand for the number of the dimensions. Firstly, we normalize each dimension on BN layer

$$
\hat{x}_i^{(k)} = \frac{x_i^{(k)} - E[x_i^{(k)}]}{\sqrt{Var[x_i^{(k)}]}}, \quad y_i^{(k)} = \gamma_i^{(k)} \hat{x}_i^{(k)} + \beta_i^{(k)},
$$

where $E$ is the expectation, $Var$ is the variance, and $k$ stand for the $k$-th dimension. We let $Y_i = (y_i^{(1)} \cdots y_i^{(d_i)})$ denotes the output of the BN layer. The output of the $k$-th dimension has a mean of $\beta_i^{(k)}$ and a standard deviation of $\gamma_i^{(k)}$, which can be directly obtained by the pre-trained models. Then, $Y_i$ is passed on to the ReLU layer. For each of the values in $Y_i$, the ReLU activation function is applied to it to get thresholded values. The output can be formulated as:

$$
\hat{y}_i^{(k)} = ReLU(y_i^{(k)}) = \max(0, y_i^{(k)}).
$$

Obviously, the distribution of $\hat{y}_i^{(k)}$ changes after passing through the ReLU layer. The output expectation

$$
E[\hat{y}_i^{(k)}] = E[\max(0, y_i^{(k)})],
$$

and the input of the \((i+1)\)-th layer

\[
x_{i+1}^{(k)} = (\tilde{y}_i^{(1)} \cdots \tilde{y}_i^{(d_i)}) \cdot w_{i+1} \neq (\tilde{y}_i^{(1)} \cdots \tilde{y}_i^{(d_i)}) \cdot w_{i+1}, \text{ s.t. } \tilde{d}_i \leq d_i,
\]

where \(w\) represents the weights and \(\tilde{d}_i\) stands for the \(i\)-th dimension after pruning. As can be seen, the distribution of input \(x\) of one channel will shift when pruning some channels in the previous layer. We assume that the shifted expectation of \(x_i^{(k)}\) as \(\hat{E}[x_i^{(k)}]\), and the shifted variance as \(\hat{Var}[x_i^{(k)}]\). More, we let

\[
\Delta_E = E[x_i^{(k)}] - \hat{E}[x_i^{(k)}].
\]

So we can reformulate the Eq. (1) as:

\[
y_i^{(k)} = \gamma_i^{(k)} x_i^{(k)} + \beta_i^{(k)} = \gamma_i^{(k)} \frac{x_i^{(k)} - E[x_i^{(k)}]}{\sqrt{\hat{Var}[x_i^{(k)}]}} + \beta_i^{(k)}
\]

\[
= \gamma_i^{(k)} \frac{x_i^{(k)} - (\hat{E}[x_i^{(k)}] + \Delta_E)}{\sqrt{\hat{Var}[x_i^{(k)}]}} + \beta_i^{(k)}
\]

\[
= \frac{\sqrt{\hat{Var}[x_i^{(k)}]}}{\sqrt{\hat{Var}[x_i^{(k)}]}} \gamma_i^{(k)} \frac{x_i^{(k)} - \hat{E}[x_i^{(k)}]}{\sqrt{\hat{Var}[x_i^{(k)}]}} + \beta_i^{(k)} - \gamma_i^{(k)} \frac{\Delta_E}{\sqrt{\hat{Var}[x_i^{(k)}]}}
\]

The mean of \(y_i^{(k)}\) is \(\beta_i^{(k)} - \gamma_i^{(k)} \frac{\Delta_E}{\sqrt{\hat{Var}[x_i^{(k)}]}}\), and the standard deviation shifted to \(\frac{\sqrt{\hat{Var}[x_i^{(k)}]}}{\sqrt{\hat{Var}[x_i^{(k)}]}} \gamma_i^{(k)}\).

As a result, the expectation \(E[\tilde{y}_i^{(k)}]\) is shifted after pruning, which directly affects the input to the next layer. At the same time, due to the ReLU activation function, some values that were not activated before being activated, or the activated values are deactivated. We refer to the change in the distributions after the ReLU layer in the process of pruning as feature shift.

Predictably, at high compression rates, the magnitude of the feature shift may be greater compared to low rates, and the drop in accuracy may also be greater. To prove it, we consider the feature shift of each channel as the selection criterion in pruning.

We prune channels by their expectation of the feature shift. The channels with the least shift are discarded first. As shown in Fig. 3, many experiments show that the decreasing trend of the accuracy of the proposed method is less pronounced than other prevalent methods. Our method can maintain higher accuracy compared to others at the same compression rate (e.g., 11.3%/L1 vs. 8.79%/HRank vs. 66.52%/FSM with a ratio 40% on ResNet-50-11). It reveals that the feature shift is one of the critical factors for performance degradation. In particular, when we prune the model in reverse order, the accuracy catastrophically decreases, as shown in Table I. It demonstrates that the greater the

| Rate   | 20%  | 30%  | 40%  |
|--------|------|------|------|
| FSM(%) | 70.42| 56.50| 32.20|
| FSM-R(%) | 32.89| 8.128| 1.62 |
magnitude of the feature shift, the greater the loss of accuracy. The decrease in accuracy has a positive correlation with the feature shift. So, it is reasonable to use the feature shift to guide pruning. Features that exhibit less feature shift are relatively unimportant.

3.2 Evaluating the Feature Shift

As demonstrated in Eq. (7), we need to calculate \( \hat{E}[x_i^{(k)}] \), which stands for the expectation of the \( k \)-th dimension in the \( i \)-th layer. It is difficult and time-consuming to calculate it directly over the entire training dataset. We present an approximation method to estimate the expectation of features and prove the feasibility in Section 5.2. Specifically, we first expand the \( \hat{E}[x_i^{(k)}] \) as:

\[
\hat{E}[x_i^{(k)}] = \hat{E}[\hat{y}_i^{(1)} \cdots \hat{y}_i^{(d_{i-1})}] \cdot w_i^{(k)}
\]

(8)

\[
= \hat{E}[\hat{y}_i^{(1)}] \cdot w_i^{(k,1)} + \cdots + \hat{E}[\hat{y}_i^{(d_{i-1})}] \cdot w_i^{(k,d_{i-1})},
\]

(9)

where \( \hat{d}_{i-1} \) stands for the \( (i-1) \)-th dimension after pruning, and \( \hat{d}_{i-1} \leq d_{i-1} \). Moreover, according to Eq. (1), we get

\[
\hat{E}[\hat{y}_i^{(k)}] = E[\max(0,y_i^{(k)})] \approx \int_0^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-\beta_i^{(k)})^2}{2\gamma_i^{(k)}}} dx.
\]

(10)

Without computing the expectation over the entire train dataset, the approximation of \( \hat{E}[x_i^{(k)}] \) can be obtained by combining Eq. (8) and Eq. (10). Then, according to Eq. (7), we get the shifted expectation and the standard deviation of the features.

3.3 Filter Selection Strategy

The pruning strategy of a layer can be regarded as minimizing the sum of the feature shift of all channels of the pruned model. For a CNN model with \( N \) layers, the optimal pruning strategy can be expressed as an optimization problem:

\[
\arg\min \sum_{i=1}^N \sum_{k=1}^{\hat{d}_i} \left| \Delta_{E_i^{(k)}} \right| = \arg\min \sum_{i=1}^N \sum_{k=1}^{\hat{d}_i} \left| E[x_i^{(k)}] - \hat{E}[x_i^{(k)}] \right|,
\]

(11)

where \( \hat{d}_i \) is the dimension of each layer after pruning. During the pruning of a layer, we evaluate the effect of each feature for the feature shift of the next layer, as follows:

\[
\delta(x_i^{(k)}) = \sum_{j=1}^{d_{i+1}} |w_i^{(j,k)} \cdot \hat{E}[y_i^{(k)}]|,
\]

(12)
where $w^{(j,k)}_{i+1}$ denotes the $k$-th vector of the $(i + 1)$-th layer’s $j$-th dimension. $\delta(x^{(k)}_i)$ represents the sum of feature shift of one output feature to all channels in the $(i + 1)$-th layer. Then, we sort all features according to the values $\delta(\cdot)$. Features with low values are considered unimportant and will be discarded in preference.

### 3.4 Distribution Optimization

For a pruned model, we present a simple distribution optimization method to recover accuracy. As presented in Eq. (7), the distribution of $y^{(k)}_i$ was changed due to the shift of $E[x^{(k)}_i]$ and $\text{Var}[x^{(k)}_i]$ after pruning. Hence, we can adjust them to $\hat{E}[x^{(k)}_i]$ and $\hat{\text{Var}}[x^{(k)}_i]$ reduce the impact of the shift.

In Eq. (8), we present a evaluation method for $\hat{E}[x^{(k)}_i]$. Let $\lambda$ represent the evaluation error, $\lambda = \frac{\hat{E}[x^{(k)}_i]}{E[x^{(k)}_i]}$, where the $\lambda$ is computed on unpruned model. After pruning, we set

$$E[x^{(k)}_i] = \frac{\hat{E}[x^{(k)}_i]}{\lambda}$$

For $\hat{\text{Var}}[x^{(k)}_i]$, it is difficult to evaluate, or the error is large. We experimentally show that set

$$\text{Var}[x^{(k)}_i] = \frac{\hat{d}_i}{d_i} \times \text{Var}[x^{(k)}_i],$$

performs well in most layers, especially in the deeper layers.

One possible explanation is that the differences between high-dimensional features are not obvious, and the statistical properties are approximate. Random pruning in deep layers produces great results, as shown in Fig. 2, supporting this explanation. Furthermore, as shown in Fig. 3, extensive experiments on different architectures reveal that the proposed distribution optimization strategy is effective and proves that feature shift occurs during network pruning. Obviously, the algorithm is plug-and-play and may also be combined with other pruning methods.

### 3.5 Pruning Procedure

The pruning procedure is summarized as follows:

1) For each channel $x^{(k)}_i$ of one layer, we first calculate its output expectation $E[y^{(k)}_i]$.
2) Then, we calculate the feature shift $\delta(x^{(k)}_i)$ caused by channel $x^{(k)}_i$, according to Eq. (12).
3) Sort all channels through $\delta(\cdot)$ and discard those channels with small values.
4) After pruning, using Eq. (13) and Eq. (14) to recover accuracy.
5) Fine-tuning the model one epoch, and back to the first step to prune the next layer.

After all layers have been pruned, we train the pruned model for some epochs.
Fig. 3: Comparison of the accuracy before and after using distribution optimization on VGGNet. Similarly, the horizontal axis represents the compression rate, and the vertical axis is the accuracy. Names such as "HRank-1" mean to adopt the HRank method on the 1st layer of VGGNet. The results suggest that the feature shift is a critical factor that damages model accuracy.

4 Experiments

In this section, in order to verify the effectiveness of the proposed FSM, we conduct extensive experiments on CIFAR-10 and ImageNet. Prevalent models, such as ResNet, GoogLeNet, MobileNet-V2, and VGGNet, are adopted to test the performance. All experiments are running on Pytorch 1.8 under Intel i7-8700K CPU @3.70GHz and NVIDIA GTX 1080Ti GPU.

4.1 Implementation Details

For all models, the pruning process is performed in two steps: 1) pruning the filters layer by layer and fine-tune 1 epoch for each layer. 2) After pruning, we train the model for some epochs using the stochastic gradient descent algorithm (SGD) with momentum 0.9. For VGGNet and GoogLeNet on CIFAR-10, we train the model for 200 epochs, in which the initial learning rate, batch size, and weight decay are set to 0.01, 128, and 0, respectively. The learning rate is divided by 10 at epochs 100 and 150. For ResNet-56 on CIFAR-10, we train 300 epochs and set the weight decay to 0.0005. The learning rate is divided by 10 at epochs 150 and 225. For ResNet-50, we train the model for 120 epochs with an initial learning rate of 0.01, and the learning rate is divided by 10 at epochs 30, 60, and 90. The batch size is set to 64. For MobileNet-V2, we fine-tune the pruned model for 150 epochs, and the learning rate is decayed by the cosine annealing scheduler with an initial learning rate of 0.01. The weight decay is set
Table 2: Comparison with other prevalent pruning methods on CIFAR-10

| Model    | Method | Baseline Acc. | Top-1 Acc. | FLOPs ↓ | Param. ↓ |
|----------|--------|---------------|------------|---------|----------|
| ResNet-56 | SFP [30] | 93.59%        | 93.35%     | 52.6%   | -        |
|          | CCP [30] | 93.50%        | 93.42%     | 52.6%   | -        |
|          | HRank [17] | 93.26%        | 92.17%     | 50.0%   | 42.4%    |
|          | NPPM [41] | 93.04%        | 93.40%     | 50.0%   | -        |
|          | DHP [42] | -             | 93.58%     | 49.0%   | 41.6%    |
|          | SCP [43] | 93.69         | 93.23%     | 51.5%   | -        |
|          | FSM(ours) | **93.26%**    | **93.63%** | **51.2%** | **43.6%** |
|          | FSM(ours) | **93.26%**    | **92.76%** | **68.2%** | **68.5%** |
| VGGNet   | LI [16] | 93.25%        | 93.40%     | 34.2%   | 63.3%    |
|          | GAL [44] | 93.96%        | 92.03%     | 39.6%   | 77.2%    |
|          | HRank [17] | 93.96%        | 93.42%     | 53.7%   | 82.9%    |
|          | EEMC [45] | 93.36%        | 93.63%     | 56.6%   | -        |
|          | FSM(ours) | **93.96%**    | **93.73%** | **66.0%** | **86.3%** |
|          | FSM(ours) | **93.96%**    | **92.86%** | **81.0%** | **90.6%** |
| GoogLeNet | LI [16] | -             | 94.54%     | 32.9%   | 42.9%    |
|          | GAL [44] | 95.05%        | 93.93%     | 38.2%   | 49.3%    |
|          | HRank [17] | 95.05%        | 94.53%     | 54.6%   | 55.4%    |
|          | FSM(ours) | **95.05%**    | **94.72%** | **62.9%** | **55.5%** |
|          | FSM(ours) | **95.05%**    | **94.29%** | **75.4%** | **64.6%** |

to $4 \times 10^{-5}$, following the original MobileNet-V2 paper setup. We train all the models three times and report the mean.

We set the compression rate of each layer according to its accuracy drop curve, which maintains the model accuracy to the greatest extent possible. The details are provided in the supplementary.

4.2 Results and Analysis

CIFAR-10. In Table 2, we compare the proposed FSM method with other prevalent algorithms on VGGNet, GoogLeNet, and ResNet-56. Our method achieves a significantly compression efficiency on reductions of FLOPs and parameters, but with higher accuracy. For example, compared with HRank, FSM yields a better accuracy (93.73% vs. 93.42%) under a greater FLOPs reduction (66.0% vs. 53.7%) and parameters reduction (86.3% vs. 82.9%). For ResNet-56 on CIFAR-10, FSM prunes 51.2% of FLOPs and 43.6% of parameters, but the accuracy improved by 0.37%. NPPM and DHP have been proposed recently and they have a great performance in network compression. Compared with NPPM, our method shows a better performance, and with a higher FLOPs reduction. Compared with DHP, under similar accuracy, FSM performs better at the reduction of FLOPs (51.2% vs. 49.0%) and parameters (43.6% vs. 41.6%). For GoogLeNet, FSM outperforms HRank and GAL in all aspects. With over 62% FLOPs reduction, FSM still maintains 94.72% accuracy.
Table 3: Comparison with other prevalent pruning methods on ImageNet

| Model       | Method | Top-1 Acc. | Top-5 Acc. | Δ Top-1 | Δ Top-5 | FLOPs ↓ |
|-------------|--------|------------|------------|---------|---------|---------|
| ResNet-50   | DCP    | 74.95%     | 92.32%     | -1.06%  | -0.61%  | 55.6%   |
|             | CCP    | 75.21%     | 92.42%     | -0.94%  | -0.45%  | 54.1%   |
|             | Meta   | 75.40%     | -          | -1.20%  |         | 51.2%   |
|             | GBN    | 75.18%     | 92.41%     | -0.67%  | -0.26%  | 55.1%   |
|             | BNFI   | 75.02%     | -          | -1.29%  |         | 52.8%   |
|             | HRank  | 74.98%     | 92.44%     | -1.17%  | -0.54%  | 43.8%   |
|             | SCP    | 75.27%     | 92.30%     | -0.62%  | -0.68%  | 54.3%   |
|             | SRR-GR | 75.11%     | 92.35%     | -1.02%  | -0.51%  | 55.1%   |
|             | GReg   | 75.16%     | -          | -0.97%  |         | 56.7%   |
|             | FSM (ours) | 75.43%   | 92.45%     | -0.66%  | -0.53%  | 57.2%   |
| MobileNet-V2| CC     | 70.91%     | -          | -0.89%  |         | 30.7%   |
|             | BNFI   | 70.97%     | -          | -1.22%  |         | 30.0%   |
|             | FSM (ours) | 71.18%   | 89.81%     | -0.70%  | -0.48%  | 30.6%   |

Furthermore, we verified the performance of FSM at high compression rates. For instance, with more than 90% of the parameters discarded, FSM reduces the accuracy by only 1.1% on VGGNet. The same results can be observed on ResNet-56 and GoogLeNet.

**ImageNet 2012.** ImageNet 2012 has over 1.28 million training images and 50,000 validation images divided into 1,000 categories. ResNet-50, compared to VGGNet and ResNet-56, has a larger feature size. To verify the applicability of the proposed FSM, on ResNet-50, we test the performance at different compression rates and different layer-depth, by comparing it with L1 and HRank, as shown in Fig. 2. The results show that FSM successfully picks out the more important channels, even for large-size features. In contrast, L1 and HRank performed poorly, even less well than the random method. In most cases, the proposed FSM shows the best performance.

In Table 3, we compare the proposed FSM method with other prevalent methods on ResNet-50. Our method achieves significant performance, reducing the FLOPs by more than 57% with only 0.66% loss in Top-1 accuracy. Compared with HRank, our method shows a better performance (75.43% vs. 74.98%), and with a higher FLOPs reduction (57.2% vs. 43.8%). Compared with GBN and DCP, under similar FLOPs reduction of about 55%, FSM obtains better accuracy. Our method reduces FLOPs by 6% more than MetaPruning under similar Top-1 accuracy. More comparison details can be found in Table 3.

MobileNet-V2 is a memory-efficient model that is suitable for mobile devices. However, to further compress it is challenging while maintaining the model accuracy. When pruning around 30% of FLOPs, FSM achieves better performance (71.18%) than CC (70.91%) and BNFI (70.97%) on Top-1 accuracy. The results demonstrate that FSM has excellent performance on the large-scale ImageNet dataset and shows higher applicability.
Table 4: The practical speedup for the pruned model over the unpruned model. “T”: inference time. ”S”: practical speedup on GPU (NVIDIA 1080Ti).

| Model       | FLOPs(%) ↓ | Param.(%) ↓ | T(ms) | S(×) |
|-------------|------------|-------------|-------|------|
| GoogLeNet   | 62.9       | 55.5        | 5.03(±0.01) | 1.47× |
|             | 75.4       | 64.7        | 4.58(±0.02) | 1.62× |
| ResNet-50   | 57.2       | 42.8        | 13.81(±0.04) | 1.30× |

Fig. 4: The effect of different activation functions on channel pruning for VGG. For each subfigure, the horizontal axis is the compression rate, and the vertical axis is the accuracy.

The Speedup on GPU. To show the practical speedup of our method in real scenarios, we measure the inference time by time/ images on the NVIDIA 1080Ti GPU. As shown in Table 4, the proposed FSM achieves 1.62× and 1.30× speedup with batch size 64 on GoogLeNet and ResNet-50, respectively.

5 Ablation Study

5.1 Effect of the Activation Function

In Section 3.1, we illustrate that the activation function affects the distribution of the features. In channel pruning, the threshold property of the ReLU activation function results in changes in the feature activation state. In this section, we experiment with the performance of three popular activation functions (Sigmoid, ReLU, and PReLU [51]) on different layers in VGGNet. As shown in Fig. 4, the trend of accuracy with Sigmoid and PReLU changes smoother than ReLU. Although they do not have the problem of gradient plunges, there is a large loss of accuracy at small compression rates. In contrast, ReLU achieves better performance at most rates. In particular, PReLU(x) = max(0, x) + a × min(0, x), and Sigmoid(x) = σ(x) = 1/(1+e^−x). Different from the ReLU, their gradient is greater than 0 when x < 0. Some values should reach 0 under ReLU, but return a negative value under PReLU, which leads to more changes in features. This explains why PReLU loses more accuracy when the feature shift occurs compared
to Sigmoid and ReLU. In general, models with ReLU activation functions are more tolerable for channel pruning than Sigmoid and PReLU.

5.2 Error of the Feature Shift Evaluation

The error of the feature distribution evaluation is shown in Fig. 5. The differences between the proposed evaluation method and the true distribution are compared at different layer depths. It can be seen that the evaluation error is in an acceptable range. In addition, our experiments show that expectation and layer depth are negatively correlated. For very small expectation values, our method can still estimate them accurately.

5.3 Effect of the Evaluation Error $\lambda$

In Section 3.4, we present the estimation error $\lambda$ to rectify the evaluated distribution. As shown in Fig. 6, the method using $\lambda$ generates a better performance at low compression rates. Also, no additional accuracy loss is caused at high compression rates.

5.4 Effect of the Variance Adjustment Coefficients

In Section 3.4, we empirically reduce the variance $\text{Var}[x_i^{(k)}]$ by $\frac{2}{3}\%$ because it is difficult to calculate it directly. As shown in Fig. 7, we adopt different magnitude coefficients to adjust the variances of pruned models. The results show that the VAR-1.0, adopted in our work, achieves the best performance in almost all cases.
Fig. 6: The effect of evaluation error $\lambda$ for channel pruning on VGGNet. For each subfigure, the FSM-L means that the expectation evaluation values are amended with $\lambda$.

Fig. 7: Comparisons of the variance estimation with different magnitude coefficients on VGGNet. Names such as "Var-1.5" stand for reduce the variance $Var[x_i^{(k)}]$ by $(1.5 \times d_i^k)\%$. Similarly, the horizontal axis represents the compression rate, and the vertical axis is the accuracy.

6 Conclusions

In this paper, we propose a novel channel pruning method by minimizing feature shift. We first prove the existence of feature shift mathematically, inspired by the investigation of accuracy curves in channel pruning. The feature shift is used to explain why the accuracy plummets when the compression rate exceeds a critical value. Based on this, an efficient channel pruning method (FSM) is proposed, which performs well, especially at high compression rates. Then, we present a feature shift evaluation method that does not traverse the training data set. In addition, a distribution optimization method is designed to improve the efficiency of model compression and is plug-and-play. Extensive experiments and rigorous ablation studies demonstrate the effectiveness of the proposed FSM for channel pruning. In the future, we will further research the impact of multi-branch architecture on the FSM. Also, the combination with other pruning methods is worth trying.
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