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The tremendous challenge of comparing our theoretical models with the gravitational-wave observations in the new era of multimessenger astronomy requires accurate and fast numerical simulations of complicated physical systems described by the Einstein and the matter equations. These requirements can only be satisfied if the simulations can be parallelized efficiently on a large number of processors and advanced computational strategies are adopted. To achieve this goal we have developed \textit{Simflowny}, an open platform for scientific dynamical models which automatically generates parallel code for different simulation frameworks, allowing the use of HPC infrastructures to non-specialist scientists. One of these frameworks is SAMRAI, a mature patch-based structured adaptive mesh refinement infrastructure, capable of reaching exascale in some specific problems. Here we present the numerical techniques that we have implemented on this framework by using \textit{Simflowny} in order to perform fast, efficient, accurate and highly-scalable simulations. These techniques involve high-order schemes for smooth and non-smooth solutions, Adaptive Mesh Refinement with arbitrary resolution ratios and an optimal strategy for the sub-cycling in time. We validate the automatically generated codes for the SAMRAI infrastructure with some simple test examples (i.e., wave equation and Newtonian MHD) and finally with the Einstein equations.

\section{Introduction}

The recent direct detections of gravitational waves (GWs), consistent with the emission by binary black-hole mergers \cite{1-5}, have been without doubt one of the greatest scientific achievements of the decade. The most recent observation, GW170817 \cite{6}, has been associated with a binary neutron star merger, thanks to a concurrent short Gamma-Ray Burst \cite{7} and a plethora of afterglow electromagnetic signals from the same source \cite{8}. This event represents the beginning of the multimessenger astronomy era, where gravitational and electromagnetic waves emitted by the same source can be correlated to extract additional information about the astrophysical systems and their underlying physics.

The potential extraction of further information from these observations relies on our ability to realistically model the astrophysical sources producing the gravitational waves. In this context, one of the most interesting and challenging scenarios is the merger of two compact objects. The gravitational and the electromagnetic outcome produced during a binary coalescence can only be accurately calculated by performing extremely demanding numerical simulations. Therefore, there is a need for flexible (to include additional micro-physical processes), efficient (so that the expensive simulations can be run on nowadays’ hardware) and scalable (such that the jobs can be parallelized to many processors, allowing for faster and/or more accurate simulations) codes to study numerically the emission of EM and GWs and contrast them with the observations.

This race to High-Performance Computing (HPC) is also present in other areas of Physics, where the common current goal is to reach exascale computing (i.e., numerical codes that can scale up to $10^9$ processors). Exascale computing would allow us, combined with modern and near-future supercomputers, to provide simulations of unprecedented size and resolution. Notice however that it is not enough to have a highly-scalable code, but it also must be fast and accurate in order to run efficiently in current clusters. The combination of these three features (speed, accuracy and scalability), the ability to switch physical models (flexibility), and the capacity to run in different infrastructures (portability) is the goal of the simulation platform \textit{Simflowny} \cite{9-11}. \textit{Simflowny} has been developed by the IAC3 group since 2008 to automatically generate complicated code and facilitate the use of HPC infrastructures to non-specialist scientists. Notice that while writing a code that scales up to a few hundred processors is within reach of many research groups, exascale is in a different league altogether. Only a few centers have the computer science experts and the capacity of developing exascale platforms. Therefore the best strategy for most science-focused groups is to leverage existing exascale projects by building specific code onto them. As we mentioned before, such code must be fast and accurate as well, and this may require profound knowledge on advanced numerical strategies to preserve the efficiency and the scalability of the selected exascale platform. This is why automatic code generation for these platforms is a sensible option. Furthermore, automatic code generation allows scientists to explore different numerical techniques and physical models in a fast and easy way, which is especially appreciated in nascent fields where models are still subject to intense toying and scrutiny.

With these requirements in mind, \textit{Simflowny} was developed as an open platform for scientific dynamical models, composed by a Domain Specific Language (DSL), based on MathML and SimML, and a web-based integrated development environment, which automatically gener-
ates efficient parallel code for simulation frameworks. Simflowny has a simple yet ambitious goal of a complete splitting of: (i) the physical problem (i.e., the system of equations together with the initial data and the boundary conditions), (ii) the numerical methods necessary for a simulation (i.e., the discretization schemes), and (iii) the automatic generation of the simulating code, where the parallelization features of the chosen infrastructure will be optimally leveraged. This splitting allows different types of developer profiles (physicists, computer science experts) to focus each one in their own area of expertise. In this context, Simflowny aims at maximizing such separation of concerns, including the additional separation of the physical laws (models) from the many specific problems that may use them (which include initial and boundary conditions). Other computational infrastructures also exist which allow for different degrees of flexibility, scalability and portability such as OpenMod-elica [12], OpenFOAM [13], Fluidity [14] and Fenics [15] which can be combined with Firedrake [16] to provide a more complete separation of concerns. Many of them are devoted to the fluid mechanics domain. To the best of the authors’ knowledge, the only platform available for the numerical relativity community is Chemora [17], a partial differential equations (PDE) solving framework based on Cactus [18]. In this regard, Simflowny aims at eventually being able to handle not one type of evolution system (such as PDEs), but any evolution system. Currently Simflowny can generate code for the SAMRAI infrastructure [19–21], a patch-based Structured Adaptive Mesh Refinement Application Infrastructure developed over more than 15 years by the Center for Applied Scientific Computing at the Lawrence Livermore National Laboratory. The latest upgrades on the Adaptive Mesh Refinement (AMR) algorithms allow to improve the performance and reach a good scaling on up to 1.5 Million cores and 2 Million MPI tasks [20], at least for some specific problems.

The automatic generation of the parallelized code is obtained by writing the systems of equations and the numerical schemes in the Simflowny graphical user interface in DSL, which is then translated into the numerical language suitable for a specific infrastructure like SAMRAI. Here we describe in detail the advanced numerical techniques that we have implemented in Simflowny in order to deal with hyperbolic-parabolic systems of equations, which are provide as templates including:

- Discretization schemes, based on the Method of Lines (MoL) which allow us to prescribe separately the discrete representation of space and time derivative operators. High-order schemes are favored, since they are more accurate and efficient at the affordable cost of limiting partially the scalability.

- AMR algorithm, allowing for arbitrary ratios between consecutive resolutions which enhances the scalability of the code by reducing intermediate refinement levels. This implies some modifications on the AMR schemes, with particular emphasis on the space interpolation and the sub-cycling in time strategies.

Each generated code is the numerical discretization of a problem embedded in the infrastructure. Obviously, the performance of the resulting code will depend on the specific problem, the numerical implementation and the choice of the underlying infrastructure. Therefore, the numerical techniques above-mentioned are extremely important as it will impact on the efficiency, accuracy and scalability of the final code.

The implementation of these numerical algorithms are validated by generating codes corresponding to different physical models, allowing us to analyze their computational performance under several conditions. First we consider the scalar wave equation, that allows to compare our numerical solutions with simple analytical ones. The evaluation of the convergence of the discrete smooth solutions will be use for validating the numerical schemes and test different AMR algorithms. Secondly, we consider different Newtonian MagnetohydroDynamic (MHD) problems, which will allow us to test the spatial discretization for non-smooth solutions as well as the AMR strategies in the presence of discontinuities and shocks. Finally, we implement the Einstein equations following the CCZ4 formulation. Several scenarios involving black holes are considered to validate the code and check its performance in weak and strong scaling tests.

II. DISCRETIZATION SCHEMES

The non-linear nature of different systems of equations usually requires different discretization techniques to ensure convergence and stability of the numerical solution. For instance, the wave equation can be efficiently solved by using centered finite difference discrete operators, which turn out to be unfit for solving strongly non-linear systems like the hydrodynamics equations. Simflowny, with flexibility in mind, allows for different discretization schemes, even within the same model. Here we will briefly describe the Method of Lines, which allows the combination of different spatial discretizations while keeping the same time integrator. Some commonly-used space and time discretization schemes, all of them available in Simflowny, will be discussed later.

A. The Method of Lines

Evolution equations systems of first-order in time can be written generically as

$$\partial_t \mathbf{u} = \mathcal{L}(\mathbf{u})$$  \hspace{1cm} (1)

where $\mathbf{u}$ is the set of evolution fields and $\mathcal{L}(\mathbf{u})$ is an operator containing arbitrary spatial derivatives of the fields.
This system of PDEs at the continuum can be transformed into a semi-discrete problem by: (i) discretizing the spatial coordinates, \(x_i = i \Delta x\) in one dimension, such that the solution is only defined in a grid of discrete points, \(U = u(x_i)\), and (ii) substituting \(\mathcal{L}(u)\) with a discrete operator \(L(U)\), where the spatial partial derivatives are replaced by suitable discrete spatial derivative operators. Therefore, at each point of the grid, the continuum PDE is converted into a semi-discrete ordinary differential equation (ODE)

\[
\partial_t U = L(U) + Q_d(U) \tag{2}
\]

where \(Q_d\) is an artificial dissipation operator included for stability reasons to remove high frequency modes of the solution which can not be accurately resolved in the grid. The problem can be fully discrete by defining discrete timesteps \(t^n = n \Delta t\), such that the fully discrete solution at the current time can be represented as \(U^n = u(x_i, t^n)\). Explicit schemes are those for which the future solution can be written explicitly in terms of the current one, namely

\[
U^{n+1} = T \left[ L(U^n) + Q_d(U^n) \right] \tag{3}
\]

where \(T\) can be a complicated operator depending on the time integrator chosen to solve the ODE. It has been shown that the discrete system is \({\it I}\) consistent and convergent to the continuum solution if a locally stable time integrator, like Runge-Kutta (RK, see below) of at least 3\(^{rd}\)-order, is employed for the time evolution \cite{22}.

### B. Space derivative discrete operators

As it was mentioned before, \(\mathcal{L}(u)\) is an operator containing arbitrary spatial derivatives of the fields. This operator can be decomposed as

\[
\mathcal{L}(u) = -\partial_k F^k(u) + S(u, \partial u, \partial^2 u, ...) \tag{4}
\]

where some of the terms, containing only first derivatives of the fluxes \(F^k(u)\), are explicitly separated in order to take advantage of the existence of weak solutions in balance law equations. Notice that the fluxes \(F^k\) might be non-linear but depend only on the fields, while that the generalized sources \(S\) might depend not only on the fields but also on their spatial derivatives of arbitrary order. This split allow us to define different discretization operators to deal with the fluxes and with the sources. In particular, finite difference schemes based on Taylor expansions, suitable for smooth solutions, will be applied to the generalized sources terms. However, the possible appearance of shocks in balance laws will require High-Resolution-Shock-Capturing (HRSC) methods to discretize the fluxes \cite{23}. We will therefore use a conservative scheme to discretize the fluxes and high-order spatial difference operators for the generalized sources. For instance, in two dimensions:

\[
L(U) = -\frac{1}{\Delta x} \left( F_{i+1/2,j}^x - F_{i-1/2,j}^x \right) \\
-\frac{1}{\Delta y} \left( F_{i,j+1/2}^y - F_{i,j-1/2}^y \right) + S(U, DU, ...)
\]

Clearly, the crucial issue in the HRSC methods is how to compute the fluxes at the interfaces located at \(x_{i+1/2}\) such that no spurious oscillations appears in the solutions.

#### 1. Finite difference operators for smooth solutions

Suitable high-order discrete derivative operators for the generalized source terms \(S(U, DU, ...\) can be found by using a Taylor expansion of the smooth solution around a specific position \(x_i\) of the discrete grid. As a default, we will consider standard 4\(^{th}\)-order centered finite difference such that \(D_i U \approx \partial_i u + O(\Delta x^5)\). In 2D, the 1\(^{st}\)-order derivative operators have the form

\[
D_x U_{i,j} = \frac{1}{12 \Delta x} \left( U_{i-2,j} - 8 U_{i-1,j} + 8 U_{i+1,j} - U_{i+2,j} \right) \\
D_y U_{i,j} = \frac{1}{12 \Delta y} \left( U_{i,j-2} - 8 U_{i,j-1} + 8 U_{i,j+1} - U_{i,j+2} \right)
\]

In some scenarios, like black hole evolutions within the Einstein equations that will be described later, it is extremely useful to use non-centered derivative operators to treat the advective terms of the equations, generically proportional to a vector \(\tilde{\beta}^i\) (i.e., \(\beta^i \partial_i u\)) keeping the same fourth-order accuracy, one-side derivative schemes can be written as

\[
\beta^x \partial_x U_{i,j} = \frac{\beta^x}{12 \Delta x} \begin{cases} 
-U_{i-3,j} + 6 U_{i-2,j} - 18 U_{i-1,j} \\
+10 U_{i,j} + 3 U_{i+1,j} \end{cases}, \text{ if } \beta^x < 0 \\
U_{i+3,j} - 6 U_{i+2,j} + 18 U_{i+1,j} \\
-10 U_{i,j} - 3 U_{i-1,j} \end{cases}, \text{ if } \beta^x > 0
\]

Second-order derivative operators can be constructed by applying twice the 1\(^{st}\)-order ones. This is a convenient choice for the (commutative) cross-derivatives

\[
D_{xy} U_{i,j} = D_{yx} U_{i,j} = D_y (D_x U_{i,j}) \tag{6}
\]

However, the stencil of the 2\(^{nd}\)-order derivative along a single coordinate direction (i.e., \(xx\)) would be twice larger than the one of the cross-derivatives. Therefore, with
scalloplity in mind, it is preferable to change to a different 4th-order operator which keeps the original stencil, namely

\[
D_{xx}U_{i,j} = \frac{1}{12\Delta x^2} \left( -U_{i-2,j} + 16U_{i-1,j} - 30U_{i,j} + 16U_{i+1,j} - U_{i+2,j} \right).
\]

(7)

Discrete numerical solutions might also contain unphysical high-frequency modes with a wavelength smaller than the grid size \(\Delta x\) that can grow rapidly and spoil the real physical solution. These modes can be suppressed by including a small artificial Kreiss-Oliger (KO) dissipation along each coordinate direction [24]. For instance, along the \(x\)-direction, the KO dissipation operator suitable for our 4th-order scheme can be written as

\[
Q^\alpha_{xx}U_{i,j} = \frac{\sigma}{64\Delta x} \left( U_{i-3,j} - 6U_{i-2,j} + 15U_{i-1,j} - 20U_{i,j} + 15U_{i+1,j} - 6U_{i+2,j} + U_{i+3,j} \right).
\]

\[
\sigma
\]

where \(\sigma\) is a positive, adjustable parameter controlling the amount of dissipation added.

2. Finite difference operators for non-smooth solutions

Equations which are intrinsically non-linear might develop shocks even from smooth initial data. The finite difference operators introduced previously rely on the high differentiability of the solutions, and therefore are not suited for these problems. HRSC methods are however designed to deal with possible shocks and discontinuities appearing in the solutions. The key point in HRSC methods is how to compute the fluxes at the interfaces located at \(x_{i\pm1/2}\). This calculation consists on two steps:

- reconstruct the fields and fluxes, from the left (L) and from the right (R), in the interfaces between points. For instance, to evolve the field \(U_i\) we will need to reconstruct the fields from left and right at neighboring interfaces \(x_{i\pm1/2}\), that is, \(U^{L}_{i\pm1/2}\) and \(U^{R}_{i\pm1/2}\) (see Fig. 1).

- use a flux formula to compute the final flux at the interface, \(F_{i\pm1/2}\), that approximately solves the Riemann problem. One popular choice is the HLL flux formula [23, 25], which does not require the characteristic decomposition of the system

\[
F = \frac{1}{S^R - S^L} \left[ S^RF^L - S^LF^R \right]
\]

\[
S^R S^L (U^R - U^L)
\]

(8)

where \(F^L = F(U^L)\), \(F^R = F(U^R)\) and \(S^L, S^R\) are the fastest speed traveling to the left and to the right, respectively. They can be estimated as

\[
S^L = \min (-\lambda^L, -\lambda^R),
\]

(9)

\[
S^R = \max (+\lambda^L, +\lambda^R).
\]

(10)

A simplest and more robust choice assumes that \(S^L = -S^R = S\). Substituting this expression into the HLL flux one can obtain the Local-Lax-Friedrichs (LLF) flux

\[
F^{LLF} = \frac{1}{2} \left[ F^L + F^R - S(U^R - U^L) \right]
\]

(11)

that we will consider as the standard choice in our implementations.

A important step on the discretization scheme is the reconstruction of the fields from the grid points \(x_i\) into the interfaces located at \(x_{i\pm1/2}\). The reconstruction can be performed to the evolved fields, to the fluxes or to a combination of both. All these choices have advantages and disadvantages. For the tests presented later we apply the reconstruction to the evolved fields.

The reconstruction procedure can be performed at different orders. We have implemented several of the most commonly used reconstructions, like PPM [26] and MP5 [27], and other implementations like the FDOC families [28] which are almost as fast as centered Finite Difference at the cost of some bounded oscillations near the shock region. Here we present a short summary of the Weighted-Essentially-Non-Oscillatory (WENO) reconstructions [29, 30], which is our preferred choice for their flexibility (i.e., they can achieve any order of accuracy) and robustness. The detailed implementation of the WENO flavors used here can be found in Appendices A and B while that details of the other methods can be found in a recent review [31]. An upwind biased \((2k-1)\)th-order approximations to the function \(u(x)\) at the neighbor interfaces around the cell \(U_i\), denoted by \(L U_{i-1/2}\) and \(R U_{i+1/2}\), can be obtained in the following way:

- Obtain the \(k\) reconstructed values \(L U_{i+1/2}^{(r)}\) and \(R U_{i-1/2}^{(r)}\) of \(k\)th-order accuracy,

\[
L U_{i+1/2}^{(r)} = \sum_{j=0}^{k-1} c_{r,j} U_{i-r+j}
\]

\[
R U_{i-1/2}^{(r)} = \sum_{j=0}^{k-1} c_{r-1,j} U_{i-r+j}
\]

(12)
with  \( r = 0..k - 1 \). For instance, the coefficients  \( c_{r,j} \) for the cases  \( k = 2 \) and  \( k = 3 \) can be found in Table I.

| \( r \) | \( j=0 \) | \( j=1 \) |
|-----|-----|-----|
| \(-1\) | \(3/2\) | \(-1/2\) |
| \(0\) | \(1/2\) | \(1/2\) |
| \(1\) | \(-1/2\) | \(3/2\) |

TABLE I. Coefficients  \( c_{r,j} \) for  \( k = 2 \) (left) and  \( k = 3 \) (right).

\[
U^{i+1/2} = \sum_{r=0}^{k-1} \omega^{(r)}_{i+1/2} U^{(r)}_{i+1/2} \\
U_{i-1/2} = \sum_{r=0}^{k-1} \omega^{(r)}_{i-1/2} R U^{(r)}_{i-1/2}
\]

(13)

with  \( r = 0..k - 1 \). The weights,  \( \omega^{(r)}_{i+1/2} \) for the left and  \( \omega^{(r)}_{i-1/2} \) for the right, can be constructed in the following way:

\[
\omega^{(r)}_{i+1/2} = \frac{\alpha^{(r)}_{i+1/2}}{\sum_{s=0}^{k-1} \alpha^{(s)}_{i+1/2}} , \quad \alpha^{(r)}_{i+1/2} = \frac{d_r}{(\epsilon + L \beta^{(r)}_{i+1/2})^2}
\]

\[
\omega^{(r)}_{i-1/2} = \frac{\alpha^{(r)}_{i-1/2}}{\sum_{s=0}^{k-1} \alpha^{(s)}_{i-1/2}} , \quad \alpha^{(r)}_{i-1/2} = \frac{\tilde{d}_r}{(\epsilon + R \beta^{(r)}_{i-1/2})^2}
\]

where  \( \tilde{d}_r = d_{k-1-r} \) and  \( \epsilon \) is a very small number to avoid division by zero. The coefficients  \( d_r \) for the cases  \( k = 2 \) and  \( k = 3 \) are

\[
k = 2 \quad d_0 = 2/3 , \quad d_1 = 1/3 \quad \text{(14)}
\]

\[
k = 3 \quad d_0 = 3/10 , \quad d_1 = 6/10 , \quad d_2 = 1/10
\]

C. Runge-Kutta time integrator

Locally stable time integrators ensure the stability and convergence of the solution of the evolution system. RK schemes of at least 3\textsuperscript{rd}-order are locally stable and are relatively easy to implement for solving the ODEs associated to the semi-discrete system. A RK scheme with  \( s \) stages, applied to the system \ref{eq:odet} without dissipation, allows to express the solution at the next time-step  \( U^{n+1} \) as a combination of several auxiliary intermediate steps  \( U^{(i)} \), namely

\[
U^{(i)} = U^n + \sum_{j=1}^{i} b_{ij} k_j \quad , \quad k_j = \Delta t L(U^{(j)})
\]

\[
U^{n+1} = U^n + \sum_{i=1}^{s} c_i k_i
\]

The matrices  \( B = (b_{ij}) \) have dimension  \( s \times s \) and lead to a scheme of order  \( p \) (i.e., the error is  \( \mathcal{O}(\Delta t^{p+1}) \)). For simplicity, explicit schemes (i.e., such that  \( b_{ij} = 0 \) for  \( j > i \) are preferred over more complicated choices. A RK scheme is characterized by this matrix and the coefficient vector  \( c_i \), which can be represented by a tableau in the usual Butcher notation \ref{eq:tableau}:

\[
\begin{array}{c|cccc}
 a & B \\
 \hline
 c & 0 & 0 & 0 & 0 \\
 1/2 & 1/2 & 0 & 0 & 0 \\
 1/2 & 0 & 1/2 & 0 & 0 \\
 1 & 0 & 0 & 1 & 0 \\
 \hline
 1 & 0 & 1/6 & 2/6 & 2/6 & 1/6 \\
\end{array}
\]

TABLE II. Tableau for a very common explicit RK(4,4).

where the coefficients  \( a_i \) used for the treatment of non-autonomous systems are given by the consistency relation

\[
a_i = \sum_{j=1}^{i-1} b_{ij}.
\]

These schemes can be denoted as RK(\(s,p\)), where the doblet  \( (s,p) \) characterizes the number of  \( s \)-stages of the explicit scheme and the order  \( p \) of the scheme. It is possible to construct RK schemes of order  \( p = s \) up to  \( p = 4 \), making this choice optimal. A very well known 4\textsuperscript{th}-order RK which remains stable under quite large time-steps is given in Table III:

\[
U^{(1)} = U^n \\
U^{(2)} = U^n + \frac{1}{2} k_1 \\
U^{(3)} = U^n + \frac{1}{2} k_2 \\
U^{(4)} = U^n + k_3 \\
U^{n+1} = U^n + \frac{1}{6} (k_1 + 2k_2 + 2k_3 + k_4)
\]

III. THE AMR ALGORITHM

One way to use efficiently the computational resources is increasing the grid resolution only on the localized regions of the simulation domain where the dynamics is
more demanding and higher resolution is required to improve the accuracy of the solution. A mature and well-established strategy is the AMR, which introduces new additional grid levels with higher resolution on specific regions which might change dynamically with the solution. The AMR algorithm specifies how the solution on multi-processor and multi-levels is evolved, and in particular, how the information on the different domain boundaries is shared among the multiple processors. In our approach, a generic AMR algorithm is constructed by using the basic blocks (i.e., routines and functions) provided by SAMRAI. The algorithm skeleton for a problem with \( L \) refinement levels, for the specific case of RK integrators with \( S \) sub-steps, could be written as follows:

```plaintext
initialization
refinement tagging
while not simulation end do
    for all level \( l = 0 \) to \( L \) do
        for all RK sub-steps \( s = 1 \) to \( S \) do
            calculate rhs
            integrate time
            if last Runge Kutta substep then
                restrict from \( l \) to \( l-1 \)
                level synchronization(\( l \) - 1)
            end if
            level synchronization(\( l \))
            prolong from \( l-1 \) to \( l \)
            calculate physical boundaries
            if has to regrid(\( l \)) then
                refinement tagging(\( l \))
            end if
        end for
    end for
end while
```

The algorithm calls refinement criteria to decide which regions need additional levels with smaller grid sizes to obtain an accurate solution. Once the solution is defined in all levels the simulation can start. The procedure to integrate a time-step is repeated over and over until reaching the final simulation time. The fields must be evolved in all grids each timestep, starting from the coarsest level \( l = 0 \) to the finest one \( l = L \). Each time integration is performed by using a RK with \( S \) sub-steps. Therefore, the intermediate auxiliary states \( U^{(l)}(\mathbf{x}) \) and the final one \( U^{n+1} \) must be computed at each level. The right-hand-side of the evolution equations, which involves spatial derivatives, need to be computed at each of these sub-steps, by using the discrete spatial operators described in the previous section. Notice also that the nearby zones outside the boundary of the fine levels must be filled with points of the same resolution in order to accurately evolve the solution. This procedure is called prolongation and it usually involves interpolation from the coarse grid level into the fine one. After computing each intermediate RK-step the fields need to be synchronized among the different processors on level \( l \) in order to fill the boundaries of the domains splatted in each processor with the correct updated data. Similarly, after finishing all the steps of the RK, we need to inject the solution of the fine level \( l \) into the coarse one \( l-1 \), a procedure known as restriction. After the values on the coarse grids have been updated, the information on the level \( l-1 \) must be again synchronized among processors.

### A. Refinement criteria, restriction and prolongation

There are several strategies to decide which regions need more resolution to be accurately resolved by including additional grid levels with higher resolution. These strategies rely on going through the points of the coarsest level and evaluating some refinement criteria, such that an additional level can afterwards be added in the tagged regions. This process can be repeated in the new refined levels until some condition is fulfilled, either on the refinement criteria or on a maximum allowed number of levels. There are two refinement tagging strategies provided by SAMRAI integrated in Simflowy.

- **Fixed Mesh Refinement (FMR).** The user specifies statically a set of boxes where the refinement is located. Every level allows different boxes as long as they are nested in coarser level boxes.

- **Adaptive Mesh Refinement (AMR).** The user sets a criteria (i.e., a measurement of the error or a function of the fields surpassing certain threshold) used to dynamically calculate the cells to be refined.

Notice that fixed and dynamical tagging strategies (i.e., FMR and AMR) can be combined in the same simulation. As the simulation evolves, the AMR tagging criteria will likely change, implying that new regions will be refined and old ones will be disposed of. This re-meshing procedure is performed periodically.

If a new refinement level is added dynamically during the simulation (i.e., or the region of a given level increases due to the dynamical AMR criteria), the domain of that grid increases with respect to the coarser level. The new grid points on the fine level are set by the prolongation procedure, interpolating the solution from the coarse grid into the fine one. This spatial interpolation must be more accurate than the spatial derivative operators in order to prevent the spoiling of the scheme accuracy. One of the simplest and most efficient options is to use Lagrange interpolating functions. Given a solution \( U_i \) at the position \( x_i \), one can construct a Lagrangian polynomial function of order \( k \) passing through a \( k+1 \) set of points \( \{(x_1, U_1), (x_2, U_2), ..., (x_k, U_k), (x_{k+1}, U_{k+1})\} \), namely

\[
p(x) = \sum_{j=1}^{k+1} U_j l_j(x) \quad l_j(x) = \prod_{m=1 \atop m \neq j}^{k+1} \frac{x - x_m}{x_j - x_m} \quad (20)
\]

where \( x \) is the point position in which the value is interpolated. To construct a symmetric Lagrangian polynomial
of 5th-order, suitable for our 4th-order spatial scheme, six points are required (i.e., three at each side of the point to be interpolated). Such Lagrangian polynomial interpolation can be simplified for the centered point \( x = x_0 \), namely

\[
p(x_0) = \frac{1}{256} \left[ 150(U_{x-1} + U_{x+1}) - 25(U_{x-2} + U_{x+2}) \\
+ 3(U_{x-3} + U_{x+3}) \right]
\]  

(21)

In structured grids it is common to choose refined grids such that the points of the coarse grid also exist in the fine grid (i.e., like when the ratio between the two resolutions is \( 2^p \)), so this interpolation is the only one required.

Since we are interested on MHD problems involving non-smooth solutions, it is relevant to study if this interpolation is suitable when shocks and discontinuities are present in our simulation. Indeed, this simple Lagrange interpolation has been compared to a WENO interpolation for systems of equations with non-smooth solutions [33]. The comparison indicates that the simple and efficient Lagrange interpolation, combined with a WENO finite difference method to discretize the derivatives during the evolution, suffices for the domain interface treatment to retain high-order of accuracy and essentially non-oscillatory properties even for strong shocks [33].

The restriction procedure is complementary to the prolongation. In the restriction, on the regions with overlapping grids, the data from a fine level is injected into a coarse one. If the points of the coarse grid also exist in the fine grid (i.e., when the ratio between the two resolutions is \( 2^p \)), the restriction is quite straightforward and only implies copying directly data from the fine level to the coarse one.

B. Sub-cycling in time

A necessary condition for the stability of explicit numerical schemes of hyperbolic systems is that the time step must satisfy the CFL condition \( \Delta t \leq \lambda_{CFL} \Delta x \), with \( \lambda_{CFL} \) a factor depending on the dimensionality of the problem and the specific time integrator. When there are multi-levels \( l = 0..L \), the solution on each refinement level can be evolved in a stable way by using the time-step corresponding to the finest grid resolution \( \Delta x_L \), ensuring that all the grids satisfy the CFL condition. This is however a very inefficient choice, since coarser grids are evolved with a time-step much smaller than the one allowed by their local CFL condition.

A common way to avoid such a restriction is by evolving the solution with sub-cycling in time, meaning that each grid uses the largest \( \Delta t \) as set by its local CFL condition. This means that the finer grids must perform two or more time-steps for each one of the coarse grid. In this case, it is not clear how to evolve the interior points of the fine grid at the refinement boundary, since the solution is not evaluated at the same time on the coarser grid. There have been several well motivated strategies to fill in this missing information:

- **Tapping.** The fine grid is extended by a number of points given by \( N_{ext} = f_{ext} N_{st} N_{RK} \), for a resolution ratio of \( f_{ext} \), stencil points \( N_{st} \) and RK time sub-steps \( N_{RK} \), on each direction perpendicular to the refinement boundary. This way, points at the boundary can be evolved without any intermediate prolongation [33]. The boundary points at the end of the time step of the fine grid (i.e., when it reaches \( U^{n+1} \)) are inside the numerical domain of dependence of the extended initial fine grid. This algorithm is computationally expensive and it is difficult to achieve a good scalability because it involves extending each refinement grid by a large number of points in each direction. For instance, with a 4th-order RK and 4th-order space discretization it would be around 16 points on each side of the fine grid. However, it is very accurate, since it minimizes boundary reflections at the interfaces between levels.

- **Berger-Oliger algorithm (BO1).** The solution of the coarser grid is evolved first up to \( n+1 \). Then, with the information from \( \{U^{n+1}, U^n\} \), we can interpolate in time to calculate the solution at the required times of the RK schema of the finer grids. Spatial interpolation (prolongation) is also required to fill the points in the positions needed by the spatial discretization scheme. This algorithm is cheap, fast and efficient, since it requires to interpolate only in a number of points equal to the stencil of the spatial discretization scheme. For instance, it just requires 3 points in the ghost-zone for a 4th-order centered derivatives with 6th-order dissipation. The drawback of this simplest original version is that it is only 1st-order accurate in time.

- **Berger-Oliger with dense output interpolator (BO).** The original Berger-Oliger algorithm can be improved by using additional information to increase the accuracy of the interpolation scheme by either (i) including other time-levels \( \{U^{n-1}, U^{n-2}, ...\} \), or (ii) including the intermediate RK solutions \( U^{(i)} \). This last option, that we will consider here, is commonly known as dense output interpolator, and its implementation for some RK schemes is discussed in detail in Appendix C.

- **Berger-Oliger without order reduction (BOR).** The first step of the algorithm is similar to the BO one, using information from all the sub-steps of the RK (i.e., \( \{U^n, U^{(i)}, U^{n+1}\} \)) to build an internal dense output interpolator of order \( q = p - 1 \). However, in the second step this interpolator is used for computing all the time derivatives of the fine grid [35, 36]. By using the standard RK formula with these time derivatives it is possible to calculate the solution at each RK
sub-step and achieve a final scheme at least order \( q \) in time. This algorithm, which is discussed thoroughly in Appendix D is fast, efficient and very accurate. Moreover, we have extended the algorithm to allow arbitrary resolution ratios between consecutive AMR grids.

The prolongation, restriction and number of executions depend on whether sub-cycling is active and which option from the previous ones is being considered. Currently, there are four available AMR time integrations in Simflowny: no sub-cycling in time, tapering, standard BO and BOR. The latter will be our preferred choice.

IV. TESTS

We will focus on two specific simple models to test the implementation of our mesh-refinement algorithms and our numerical schemes. First, we consider the scalar wave equation, that will allow us to check the accuracy and convergence properties of the discrete spatial derivative operators for smooth solutions. More important, it provides a very controlled setup to test the different strategies of sub-cycling in time. The second model is the Newtonian MHD equations, that will allow us to check our preferred choices for the AMR/FMR algorithms do still work well for these kinds of systems. Although the space discrete derivatives are calculated with different operators for these two models, the integration in time of the semi-discrete system of ODEs is performed in both cases by using a 4th-order RK.

One of the most important analysis quantities to validate the numerical schemes in our tests is the convergence factor. Let us consider the numerical solutions of a scalar or a vector component discretized field \( U_L \) obtained with three different resolutions \( \Delta x_L \), such that \( r = \Delta m / \Delta x_1 = \Delta x_1 / \Delta x_2 > 1 \) (typically, \( r = 2 \)). The convergence order \( n_c \) of the numerical solution at a given timestep \( t \) can be defined as

\[
n_c(t) = \log_r \left( \frac{||U_0 - U_1||}{||U_1 - U_2||} \right) \tag{22}
\]

where \( ||U_m - U_n|| = \Sigma_i ||U_m^i - U_n^i|| \) is the L1-norm of the difference of the two discretized fields, and the sum is performed over all the set of indexes \( i_k, k=1..N \), identifying the N-dimensional grid with the lowest resolution. In our tests, we will compare the numerical convergence order with the nominal one expected for every scheme. In the case in which we can compare the numerical solution \( U \) to an analytical or reference solution \( U_{ref} \) (e.g., a high-resolution run), we evaluate also the relative error as:

\[
\epsilon_{num}(t, N) = \frac{||U - U_{ref}||_1}{||U_{ref}||_1} \tag{23}
\]

which will depend on the number of points \( N \) employed. For a given time \( t \), \( \epsilon_{num}(N) \) is related to the convergence order by \( d\epsilon_{num}/dN = -n_c \).

A. Wave equation

The simple wave equation may be written as a system with partial derivatives of 1st-order in time and 2nd-order in space, namely

\[
\partial_t \phi = -\Pi \tag{24}
\]

\[
\partial_t \Pi = -\eta^{ij} \partial_i \partial_j \phi \tag{25}
\]

where \( \eta^{ij} = 1 \) for \( i = j \) and zero otherwise. The simulations are performed in a two-dimensional narrow channel, although the choice of the initial data (i.e., a Gaussian in the x-direction) restricts the problem to one-dimensional. The domain along the non-trivial direction is \( x \in [-2,8] \) with periodic boundary conditions. We choose an initial configuration given by a time-symmetric pulse centered at \( x = 0 \), namely

\[
\phi_0(x) = \phi(x, t = 0) = e^{-x^2/\varrho^2} \quad , \quad \Pi = 0 \quad , \tag{26}
\]

with \( \varrho = 0.173 \). As time evolves, the initial Gaussian profile splits into two identical pulses propagating in opposite directions. These two pulses overlap again at the initial location after a full crossing time \( t_{CT} = 10 \). We evolve this problem with 4th-order space differencing and 6th-order KO dissipation, such that the semi-discrete problem is consistent to the continuum one to 4th-order accuracy in \( \Delta x \). With a single grid level it is straightforward to show that our numerical solution converges to the analytical one with the expected 4th-order.

FIG. 2. Wave equation with FMR. Scalar field at different times of the evolution. The pulse traveling to the right crosses the refined region located in the interval \( x \in [1,2] \) (marked with a mesh). The scalar field norm is integrated in the interval \( x \in [-2,-1] \) (grey shade) to get an estimate on the reflections.

The problem becomes more interesting by including an additional fixed grid level for \( x \in [1,2] \), with twice the
resolution of the coarse original grid, which is set to either
\( \Delta x = \{1/40, 1/80, 1/160\} \). The pulse traveling to the
right will cross the refined region and then interact with
the one traveling to the left before returning to its initial
position. The pulse traveling to the left will also cross
the refined region after the interaction. The solution at
different times is displayed in Figure 2, together with the
grid level with finer resolution (i.e., the squared region).

The convergence of the numerical scheme will depend
now not only on the order of the space discretization \( p \)
and time integrator \( q \), but also on the choice of time
refinement algorithm. We have considered here five dif-
ferent choices: no sub-cycling, tappering, standard lin-
ear Berger-Oliger (BO1), Berger-Oliger with a dense out-
put interpolator of order \( q - 1 \) (BO) and Berger-Oliger
without order reduction (BOR). The convergence rate
for these time sub-cycling strategies is displayed in Fig-
ure 3, showing that all of them, except for the linear
BO1, achieve the expected 4\(^{th}\)-order. From now on,
we can discard BO1 completely and focus only on the other
cases.

Another important feature that can strongly depend
on the sub-cycling in time strategy is the presence of re-
flections due to the change of dispersion/group numerical
velocities when a pulse crosses a refined grid. This ef-
flect is also present in our test problem since both pulses,
traveling to the left and right, cross the refined grid every
turn. An easy and straightforward way to estimate these
reflections is by computing the integral of the scalar field
norm in the interval \( x \in [-2,-1] \), namely

\[
Q \equiv \int_{-2}^{-1} |\phi| dx
\]

This quantity \( Q \) will first measure the (integral of the)

pulse traveling directly to the left, and then the reflec-
tions of the pulse traveling to the right as it crosses the
fine region (i.e., one as it goes from coarse to fine at \( x = 1 \)
and another as goes back from fine to coarse at \( x = 2 \)).

![FIG. 3. Wave equation with FMR. Convergence order of
the solution with different mesh-refinement strategies, using
\( \Delta x = \{1/40, 1/80, 1/160\} \). For this simple problem, 4\(^{th}\)-order
convergence is achieved with all the time sub-cycling strate-
gies except for the linear BO1.](image)

![FIG. 4. Wave equation with FMR. Integral in the spatial in-
terval \( x \in [-2, -1] \) of the norm of the scalar field for three
different resolutions \( \Delta x = \{1/40, 1/80, 1/160\} \) (from the low-
est resolution on the top to the highest at the bottom) of the
coarse grid. The first bump is produced by the pulse travel-
ing to the left, which is a specular image of the one travel-
ing to the right. The (much smaller) second and third bumps corre-
spond, respectively, to the reflections produced by the pulse
traveling to the right as it enters and exits the refined region.
A calculation of the convergence order confirms that the solu-
tion obtained by using BO converges only to 1\(^{st}\)-order, while
that the other three cases converge to 4\(^{th}\)-order.

Figure 4 displays this integral as a function of time,
showing the three stages (i.e., pulse traveling to the left,
followed by the reflections as it enters on and exits from
the fine region). A lower bound for these reflections is
given by the case without sub-cycling, since the solution
on different grid levels is evolved with the same \( \Delta t \)
and the internal boundary conditions are just interpolated
between solutions at the same time level. The expecta-
tion is that the Tappering strategy should be very close
to the no sub-cycling one, since the grids have been ex-
tended such that the points at the refinement boundary
can be evolved a full time-step without communicating
information between grid levels. The standard BO al-
gorithm involves communication and time interpolation
between refinement grids. Nevertheless, since these ad-
ditional calculations are restricted only to a few points
near the interface boundary, it is still much more effi-
cient than tappering. Despite converging globally with
the same accuracy than the RK integrator, the BO dis-
plays the largest reflections. The BOR strategy improves
these results, decreasing the reflections almost to the level
of the Tappering and no sub-cycling cases. These results
are strongly understood easily by computing the converg-
ence factor of this integral, which shows that all the cases con-
verge to 4\(^{th}\)-order, except the BO which converges only
to 1\(^{st}\)-order. This means that, although the global so-

solution, which is dominated by the main pulse, converges with the expected order to the continuum one, the reflections do not converge with the same rate when using BO: even when using a high-order time dense output interpolation, the errors of the different time sub-steps do not cancel out automatically and convergence is spoiled. These results indicate that BOR is the most efficient time refinement strategy, since it does not require much memory overhead (i.e., needs a small ghost zone), it is quite fast and introduces very little reflections, at the same level than Tappering and no sub-cycling.

As we will show later when evolving black holes with the Einstein equations, the scaling properties of the problem might change depending on the grid structure, and on particular, on the memory load of the finest grid level. For this reason it is important to test also grid configurations with resolution ratios larger than 2. In Figure 5 the pulse reflections are plotted for two different grid setups similar to the previous one, but with either two levels of refinement (instead of one) or with a single level with a ratio 4 between grid resolutions. The results with ratio 2/2 and with ratio 4 are quantitatively similar, with slightly more reflections in the latter case.

Finally, we can study the the behavior of the solution by using the different time-refinement algorithms in a problem with full AMR, by setting a refinement criteria such that the refined grid follows the pulses (i.e., the grid is refined whenever $\phi \geq 10^{-3}$). The solution and the refined region at different times are displayed in Figure 6, and the corresponding convergence factor in Figure 7. There are several interesting features of these results. The BO algorithm converges globally to a 2.5 order, but both the Tappering and the BOR converges to almost 4th-order, the factor expected for RK4. The case without sub-cycling shows a super-convergence with a factor close to 6.

The conclusions of these tests with the wave equation can be summarized as follow: (i) our implementation of the RK and the discrete spatial operators for smooth solutions are correct, (ii) the BOR sub-cycling strategy for FMR/AMR is the most accurate and maintains the convergence rate of the numerical scheme, and (iii) smooth solutions with resolution ratios larger than 2 between consecutive grid levels are equivalent on accuracy to those with ratio 2.
B. Newtonian ideal MHD equations

The ideal MHD equations, describing a magnetized perfect fluid, can be written in terms of the total energy \( E \) and the momentum density \( S_i \),

\[
E = \frac{1}{2} \rho v^2 + \rho \epsilon + \frac{B^2}{2}, \quad S_i = \rho v_i
\]

where \( \rho \) is the fluid density, \( \epsilon \) its specific internal energy, \( v_i \) its velocity and \( B^i \) the magnetic field. Within these definitions, the complete set of evolution equations can be written as

\[
\partial_t \rho + \partial_k (\rho v^k) = 0
\]

\[
\partial_t E + \partial_k \left[ \left( E + p + \frac{B^2}{2} \right) v^k - (v_j B^j) B^k \right] = 0
\]

\[
\partial_t S_i + \partial_k \left[ \rho v^k v_i + \delta_i^k \left( p + \frac{B^2}{2} \right) - B^k B_i \right] = 0
\]

\[
\partial_t B^i + \partial_k \left[ v^k B^i - v^i B^k + \delta^i_k \psi \right] = 0
\]

\[
\partial_t \psi + c_s^2 \partial_i B^i = -\kappa \psi
\]

where \( \psi \) is a scalar introduced to enforce dynamically the solenoid constraint \( \nabla_i B^i \). This divergence cleaning approach allows to propagate the constraint violations with a speed \( c_s \) and damp them exponentially in a timescale \( 1/\kappa \).

In order to close this system of equations one needs to provide the Equation of State (EoS) relating the pressure to the other fluid variables, \( p = p(\rho, \epsilon) \). A good approximation, that allows to recover the fluid variables from the evolved fields through algebraical relations, is to consider the ideal gas EoS \( p = (\Gamma - 1) \rho \epsilon \), where \( \Gamma \) is the adiabatic index.

1. Circularly polarized Alfvén wave

Our first benchmark test of the numerical scheme for fluids is the 2D circularly polarized Alfvén wave problem \(^{23}\), which is the advection of a smooth solution of the ideal compressible MHD equation in a periodic 2D plane. The initial conditions for the components parallel (\( \parallel \)) and perpendicular (\( \perp \)) to the wave-vector \( \mathbf{k} \) are set as follows:

\[
\rho = 1 \quad , \quad p = 0.1 \quad , \quad B_\parallel = 1 \quad ,
\]

\[
B_\perp = v_\perp = 0.1 \sin(2\pi x_\parallel),
\]

\[
B_z = v_z = 0.1 \cos(2\pi x_\parallel)
\]

where \( \vec{k} \) is contained in the \( x, y \) plane, and \( x_\parallel = \vec{k} \cdot \vec{x} = (x \cos \alpha_k + y \sin \alpha_k) \). Periodicity of the solution imposes a condition between this angle and the ratio of the domain lengths, namely \( \tan \alpha_k = L_y/L_x \). Notice that the perpendicular component of the magnetic field is related to the \( B_x, B_y \) components by \( B_z = B_y \cos \alpha_k - B_x \sin \alpha_k \). Such setup admits an analytical, stationary solution, consisting in the advection of the magnetic field along the domain diagonal, with a crossing time \( t_{CT} = L_y/\cos \alpha_k \).

We set a domain size \( L_x = L_y = 2 \), corresponding to \( \alpha_k = \pi/4 \) and \( t_{CT} = 2\sqrt{2} \), and use the ideal EoS with \( \Gamma = 5/3 \).

First we explore the different reconstruction methods introduced in Section II B 2 (i.e., PPM, FDOC, MP5 and several flavors of WENO), by evolving the Alfvén wave in a single mesh with five different resolutions, corresponding to \( N = 16, 32, 64, 128, 256 \) points in each direction. All these cases use the conservative discretization, Eq. (5), in combination with the LLF flux formula, Eq. (11). The time integration is performed by using the 4th-order RK schema with a time-step \( \Delta t = \Delta x/(4\sqrt{2}) \), low enough to satisfy the CFL condition and to ensure that the discretization errors are dominated by the spatial terms. The solutions are evolved up to 3 crossing times and then we verify the relative error and the convergence rate of the different methods. For each simulation, the relative error is calculated by integrating over the entire domain the L1-norm of the relative difference between the numerical solution of \( B_x \) and the analytical one. We checked that the errors calculated over other magnetic field components behave in the same way and that, for each method and resolution, the relative error accumulates and grows linearly with the number of cycles. The relative errors of the solution after exactly 3 crossing times are displayed in Fig. 8. One can clearly see that all the reconstruction methods tested here behave as predicted by their nominal convergence rate: WENO5-JS, WENO5-Z and MP5 show the same 5th-order convergence, WENO3 and FDOC converge at 3rd-order and PPM converges only at 2nd-order. The relative errors for different resolutions allow us to note that, among the 5th-order methods, WENO5-Z shows a slight improvement in accuracy, compared to WENO5-JS and MP5.

Besides the accuracy it is also important to measure the computational cost. The CPU time \(^2\) required to achieve a given accuracy for the different methods is displayed at the bottom panel of Fig. 8. Note that with the lowest resolution \( (N = 16) \), the CPU time is dominated by the initial data setup, thus it is less dependent on method. We have verified that, for our Simflowny-generated code and setup, the CPU times here shown stochastically vary by about 5% – 20% depending on the case. Our results indicate that 5th-order methods are much more efficient than 3rd-order ones, with a slight preference for WENO5-Z and MP5 over WENO5-JS.

Next we study the performance of these schemes on refined meshes by evolving the Alfvén wave with FMR. We have considered again two different grid setups with additional levels covering the centered half of the domain. The first setup includes two refined grid levels, in addition to the coarse one, with a refinement ratio of two

\(^2\) These tests are performed in a single processor, on a desktop DELL XPS computer, Processor Intel Core i7-7700 CPU, 3.60 GHz.
FIG. 8. CP Alfvén waves in unigrid. Relative error for different methods as a function of the number of points (top) and CPU time (bottom). The relative error is evaluated between the numerical and the analytical solution of $B_x$ after 3 crossing times (i.e., $t = 6\sqrt{2}$), as in Eq. [23]. Clearly, the 5th-order schemes achieve a smaller error for a given number of points with less CPU time (WENO5Z and MP5 lines almost overlap). The slopes of the black dashed-dotted lines represent, from above to below, the nominal 2nd, 3rd and 5th convergence orders.

between each level (Ratio 2/2). The $B_z$-component of the solution is displayed in Fig. 9 within this grid configuration. The second setup has only one refined grid level but with a mesh located at $[0.5 : 1.5] \times [0.5 : 1.5]$, with a refinement ratio of four (Ratio 4).

Note that, in a realistic case, this choice of FMR is not computationally convenient, because the solution is propagating in and out from the refined region. This implies that the error, calculated on the main mesh, is dominated by the non-refined region. However, this test is useful to prove that the convergence order is maintained for all the tested methods and no numerical artifacts appear, as it is shown in Fig. 10 for WENO3 and WENO5-Z. This confirms that the time refinement strategy already tested for the scalar wave equation can be extended successfully to more challenging models.

FIG. 9. CP Alfvén waves with FMR. Snapshot of $B_z$ component at $t = 0.53$ and mesh (drawn in black), for the case with a coarse mesh of 32x32 points, and two levels of refinement with a Ratio 2 each.

FIG. 10. CP Alfvén waves with FMR. Comparison of relative errors of $B_x$ after 3 cycles without/with FMR for WENO3 and WENO5Z, as a function of the number of points $N$ in each direction. The slopes of the black dash-dotted lines represent, from above to below, the nominal 3rd and 5th convergence orders.
2. Magnetic shock tube

We further test our code capabilities to capture shocks through a non-smooth MHD problem: the Brio and Wu 1D magnetic shock tube \[\text{[89]}.\] The initial data is given by a constant value of \(B_x = 0.75, B_y = v_t = 0,\) and a sharp jump on the other fields, defined by a left and right state:

\[
\begin{align*}
\rho &= 1, \quad p = 1, \quad B_y = 1 \quad \text{if} \quad x \leq 0.5 \quad (37) \\
\rho &= 0.125, \quad p = 0.1, \quad B_y = -1 \quad \text{if} \quad x > 0.5
\end{align*}
\]

We employ the ideal gas EoS with \(\Gamma = 2.\) This problem is the magnetic extension of the classical hydrodynamical Sod shock tube and is particularly challenging for values of magnetic pressure comparable to the fluid pressure, like in the setup here proposed.

We focus for this comparison on some popular reconstruction schemes in the presence of shocks, specifically PPM, WENO3, WENO5-Z and MP5. Our simulations are performed in a 1D channel with \(N = 50, 100, 200, 400\) points along the x-direction and using a time step \(\Delta t = 0.2 \Delta x.\) We compare the results with the exact solution (solid line, “HR” in figures), evaluated by running the same problem with PPM reconstruction and \(N = 4000.\) We find results quantitatively consistent with other tested codes \([40, 41]\). Hereafter we analyze the results at \(t = 0.2,\) when the solution has fully develop its complex profile, including the propagation of shock and rarefaction waves. In Fig. 11 the profiles of \(\rho, B_y, v_x\) and \(p\) are displayed, obtained with different methods for \(N = 100.\) Note that PPM, as it is well known, is able to attain a satisfactory accuracy for non-smooth solutions, similar to the highest order method, MP5 and WENO5-Z, and much better than WENO3. The velocity component \(v_x\) shows the largest mismatch with respect to the exact solution, with oscillations visible even for \(N = 400\) within all methods.

We repeat the same tests with FMR, considering again two different grid structures: one with two refinement levels and a Ratio 2/2, the first level covering the region \(x \in [0.34, 0.66]\) and the second the other. The other has only one refinement level with a ratio 4 covering the region \(x \in [0.4, 0.6].\) These refined regions are entirely crossed before \(t \sim 0.2\) by both the rarefaction wave propagating to the left, and the shock front moving to the right. In Fig. 12 we show the same profiles as in the previous figure, comparing the solutions with and without FMR. The refined areas with resolution factors of 2 and 4 compared to the coarse grid are indicated with light and dark grey, respectively. Note that the profiles with low resolution are presented in order to visually appreciate the differences, which are almost indistinguishable by eye for \(N \geq 200.\)

3 See also the Athena tests webpage: https://www.astro.princeton.edu/~jstone/Athena/tests/

A quantitative assessment of the gain in accuracy is shown in Fig. 13, where the comparison of relative errors of \(B_y\) for WENO3 and WENO5-Z is displayed for the setups with and without FMR as a function of number of points at \(t = 0.2,\) and taking as a reference solution a high-resolution run with \(N = 4000\) performed with PPM. Clearly, the addition of refinement grids with different resolution ratios does not degrade the convergence order of the numerical scheme. Furthermore, higher resolution improves the accuracy and it does not introduce any spurious solution.

The conclusions of these MHD tests can be summarized as follow: (i) our implementation of the HRSC methods and monotonic reconstructions are correct, (ii) the BOR sub-cycling strategy for FMR/AMR preserves the accuracy of non-smooth solutions despite the use of an apparently simple Lagrangian interpolation for the prolongation step, and (iii) non-smooth solutions with resolution ratios larger than 2 between consecutive grid levels are equivalent on accuracy to those with ratio 2.

V. EINSTEIN EQUATIONS

This section focuses on the implementation of the conformal and covariant Z4 formulation \([29]\) of the Einstein Equations to study the gravitational wave radiation produced by the merger of black holes and other compact objects. Here only a short summary of the system of equations will be presented, deferring to \([13, 15]\) for full
FIG. 12. Brio & Wu shock tube test with FMR. Same as only for the reconstruction method WENO5-Z, and comparing unigrid, Ratio 2/2 FMR and Ratio 4 FMR results.

FIG. 13. Brio & Wu shock tube test with FMR. Relative L1-errors of $B_y$ at $t = 0.2$ as a function of resolution by using WENO3 and WENO5-Z with different multi-grid structures. Note that the FMR results with ratio 2/2 and 4 almost overlap.

Details and numerical applications. The covariant CCZ4 formalism can be written as

$$R_{ab} + \nabla_a Z_b + \nabla_b Z_a = 8\pi \left( T_{ab} - \frac{1}{2} g_{ab} trT \right) + \kappa_z \left( n_a Z_b + n_b Z_a - g_{ab} n^c Z_c \right).$$

(38)

where $R_{ab}$ is the Ricci tensor associated to the metric $g_{ab}$, $T_{ab}$ is the stress-energy tensor associated to the matter content, $n_a$ is the normal to the spatial hypersurfaces and $Z_a$ is a four-vector introduced to enforce dynamically the energy-momentum constraints in a timescale $1/\kappa_z$. Notice that we have chosen geometric units such that $G = c = 1$ and we adopt the convention where roman indices $a, b, c, \ldots$ denote spacetime components (i.e., from 0 to 3), while $i, j, k, \ldots$ denote spatial ones.

These covariant equations can be written as an hyperbolic evolution system by means of the $3 + 1$ decomposition, which split the spacetime tensors and equations into their space and time components. The line element can be decomposed as

$$ds^2 = -\alpha^2 dt^2 + \gamma_{ij} (dx^i + \beta^i dt)(dx^j + \beta^j dt),$$

(39)

where $\alpha$ is the lapse function, $\beta^i$ is the shift vector, and $\gamma_{ij}$ is the induced metric on each spatial foliation, denoted by $\Sigma_t$. In this foliation we can define the normal to the hypersurfaces $\Sigma_t$ as $n_a = (-\alpha, 0)$ and the extrinsic curvature $K_{ij} \equiv -\frac{1}{2} L_n \gamma_{ij}$, where $L_n$ is the Lie derivative along $n^a$.

For numerical applications it is more convenient to transform to a conformal metric $\tilde{\gamma}_{ij}$ with unit determinant. In terms of a real, positive conformal factor $\chi$, one then obtains a conformal trace-less extrinsic curvature $\tilde{A}_{ij}$

$$\tilde{\gamma}_{ij} = \chi \gamma_{ij},$$

(40)

$$\tilde{A}_{ij} = \chi \left( K_{ij} - \frac{1}{3} \gamma_{ij} trK \right),$$

(41)

where $trK = \gamma^{ij} K_{ij}$. For further convenience we can redefine some of the evolved quantities as

$$tr\tilde{K} \equiv trK - 2 \Theta,$$

(42)

$$\tilde{\Gamma}^i \equiv \Gamma^i + 2Z^i/\chi,$$

(43)

where $\Theta \equiv -n_a Z^a$. The final set of evolution fields is $\{\chi, \tilde{\gamma}_{ij}, tr\tilde{K}, \tilde{A}_{ij}, \tilde{\Gamma}^i, \Theta\}$. The evolution equations for these fields can be written as [44]:
\[ \partial_t \tilde{\gamma}_{ij} = \beta^k \partial_k \tilde{\gamma}_{ij} + \tilde{\gamma}_{ik} \partial_j \beta^k + \tilde{\gamma}_{kj} \partial_i \beta^k - \frac{2}{3} \tilde{\gamma}_{ij} \partial_k \beta^k - 2\alpha (\hat{A}_{ij} - \frac{1}{3} \tilde{\gamma}_{ij} tr \hat{A}) - \frac{\kappa_c}{3} \alpha \tilde{\gamma}_{ij} \ln \tilde{\gamma}, \]  
\[ \partial_t \hat{A}_{ij} = \beta^k \partial_k \hat{A}_{ij} + \hat{A}_{ik} \partial_j \beta^k + \hat{A}_{kj} \partial_i \beta^k - \frac{2}{3} \hat{A}_{ij} \partial_k \beta^k - \frac{\kappa_c}{3} \alpha \tilde{\gamma}_{ij} tr \hat{A} \]  
\[ + \chi \left[ \alpha \left( R_{ij} + \nabla_i Z_j + \nabla_j Z_i - 8\pi S_{ij} \right) - \nabla_i \nabla_j \alpha \right]^{\text{TF}} + \alpha \left( tr \hat{K} \hat{A}_{ij} - 2 \hat{A}_{ik} \hat{A}^k_{\ j} \right), \]  
\[ \partial_t \chi = \beta^k \partial_k \chi + \frac{2}{3} \chi \left[ \alpha (tr \hat{K} + 2\Theta) - \partial_k \beta^k \right], \]  
\[ \partial_t tr \hat{K} = \beta^k \partial_k tr \hat{K} - \nabla_i \nabla^i \chi + \alpha \left[ \frac{1}{3} (tr \hat{K} + 2\Theta)^2 - \hat{A}_{ij} \hat{A}^{ij} + 4\pi (tr S + \kappa_s \Theta) \right] \]  
\[ + 2 Z^i \nabla_i \alpha, \]  
\[ \partial_t \Theta = \beta^k \partial_k \Theta + \frac{\alpha}{2} \left[ (3R + 2\nabla_i Z^i + \frac{2}{3} tr^2 \hat{K} + \frac{2}{3} \Theta (tr \hat{K} - 2\Theta) - \hat{A}_{ij} \hat{A}^{ij} \right] - Z^i \nabla_i \alpha \]  
\[ - \alpha \left[ 8\pi \tau + 2\kappa_s \Theta \right], \]  
\[ \partial_t \hat{\Gamma}^i = \beta^j \partial_j \hat{\Gamma}^i - \hat{\Gamma}^j \partial_j \beta^i + \frac{3}{4} \hat{\Gamma}^i \partial_j \beta^j + \frac{3}{4} \tilde{\gamma}_{ij} \partial_j \partial_k \beta^k + \frac{1}{3} \tilde{\gamma}_{ij} \partial_j \partial_k \beta^k \]  
\[ - 2 \hat{A}_{ij} \partial_j \alpha + 2\alpha \left[ \hat{\Gamma}^k_{\ ij} \hat{A}^{ik} - \frac{3}{2} \tilde{\gamma}_{ij} \hat{A}^{ik} \partial_k \hat{\Gamma}^j + \hat{A}_{ij} \right] - \frac{2}{3} \tilde{\gamma}_{ij} tr \hat{K} - 8\pi \tilde{\gamma}_{ij} S_i \]  
\[ + 2\alpha \left[ - \tilde{\gamma}_{ij} \left( \frac{1}{3} \partial_j \Theta + \frac{\Theta}{\alpha} \partial_j \alpha \right) - \frac{1}{\chi} \nabla^i \left( \kappa_s + \frac{2}{3} (tr \hat{K} + 2\Theta) \right) \right], \]  

where \( \{ \equiv n_a n_b T^{ab}, S_i \equiv -n^a T_{ai}, S_{ij} \equiv T_{ij} \} \) are the projections of the stress-energy tensor, \( (3)R_{ij} \) is the spatial three-dimensional Ricci tensor associated to the metric \( \gamma_{ij} \) and the expression \([ \ldots ]^{\text{TF}} \) indicates the trace-free part with respect to the metric \( \tilde{\gamma}_{ij} \). Notice that there are two sets of constraints in the system; the physical energy and momentum constraints and the conformal constraints, which are enforced dynamically during the evolution by setting \( \kappa_s, \kappa_c > 0 \). Again, for black holes, a successful choice is to set \( \kappa_s = \kappa_c = 1/M \). The non-trivial terms inside this expression can be written as:

\[ (3)R_{ij} + 2\nabla_i (Z_j) = (3)\tilde{R}_{ij} + \tilde{R}^{\hat{k}}_{ij}, \]  
\[ \tilde{R}^{\hat{k}}_{ij} = \frac{1}{2\chi} \partial_j \hat{\Gamma}^\kappa \partial_k \chi - \frac{1}{2\chi} \tilde{\gamma}^\kappa_{ij} \partial_k \chi \]  
\[ - \frac{1}{4\chi^2} \partial_k \chi \partial_j \chi + \frac{3}{2\chi^2} \tilde{\gamma}^k \partial_k \chi \]  
\[ + \frac{1}{2\chi} \tilde{\gamma}_{ij} \left[ \tilde{\gamma}^{km} \left( \partial_k \partial_m \chi - \frac{3}{\chi} \partial_k \partial_m \chi \right) \right] \]  
\[ - \hat{\Gamma}^k \partial_k \chi, \]  

\[ (3)\tilde{R}_{ij} = -\frac{1}{2} \frac{\partial^m \partial_m n_i n_j + \tilde{\gamma}_{ik} \partial_j \tilde{\gamma}^{ik}}{\partial^m \partial_m n_i n_j + \tilde{\gamma}_{ik} \partial_j \tilde{\gamma}^{ik}} + \tilde{\Gamma}^k_{\ (ij)k} + \tilde{\gamma}^{mn} \left( \tilde{\Gamma}^k_{\ mn} \tilde{\Gamma}^k_{\ jk} \right) \]  
\[ + \tilde{\Gamma}^k_{\ mj} \tilde{\Gamma}^k_{\ jnk} + \tilde{\Gamma}^k_{\ mlp} \tilde{\Gamma}^k_{\ lnp}, \]  
\[ \nabla_i \nabla_j \alpha = \partial_i \partial_j \alpha - \hat{\Gamma}^k_{\ ij} \partial_k \alpha + \frac{1}{2\chi} \left( \partial_i \chi \partial_j \alpha \right) \]  
\[ + \partial_i \alpha \partial_j \chi - \tilde{\gamma}_{ij} \tilde{\gamma}^{km} \partial_k \alpha \partial_m \chi, \]  

In order to close the system of equations, coordinate (or gauge) conditions for the evolution of the lapse and shift must be supplied. We use the Bona-Massó family of slicing conditions \([40]\) and the Gamma-driver shift condition \([47]\), namely:

\[ \partial_t \alpha = \beta^i \partial_i \alpha - \alpha^2 f tr \hat{K}, \]  
\[ \partial_t \beta^i = \beta^j \partial_j \beta^i + g B^i, \]  
\[ \partial_t B^i = \beta^j \partial_j B^i - \eta B^i + \partial_i \hat{\Gamma}^i - \beta^i \partial_j \hat{\Gamma}^i, \]

being \( f \) and \( g \) arbitrary functions depending on the lapse and the metric, and \( \eta \) a constant parameter. For black holes of mass \( M \) a common and successful choice is \( f = 2/\alpha, g = 3/4 \) and \( \eta = 2/M \).

On the following problems we will consider radiative boundary conditions. The main part of the radiative boundary conditions assumes that there is an outgoing radial wave with some speed \( v \),

\[ U = U_{\infty} + \frac{f(r - vt)}{r}, \]

where \( U \) is any of the tensor components of the evolved fields, \( U_{\infty} \) its value at infinity and \( f \) a spherically symmetric perturbation. Notice that \( \{ U_{\infty}, v \} \) depend on the particular field. The time derivative can be written as

\[ \partial_t U = -v^i \partial_i U - v \left( \frac{U - U_{\infty}}{r} \right) \]

where \( v^i = vx^i/r \) and \( \partial_i \) is evaluated using centered finite differencing where possible and one-sided elsewhere.

The initial data for multiple spinning and boosted binary black holes can be written as a function of a con-
formal factor $\psi$, namely \[48\]

$$
tr K = 0, \quad \tilde{\gamma}_{ij} = \eta_{ij} \to \chi = \psi^{-4}, \quad 
\alpha = \psi^{-2}, \quad \beta^i = B^i = \tilde{\Gamma}_i = 0 \tag{55}
$$

This conformal factor can approximately satisfy the energy constraint when it is defined as a superposition of $M$-single black hole solutions

$$
\psi = 1 + \sum_{A=1}^{M} \frac{m_A}{2r_A} \tag{56}
$$

where $r_A$ is the distance to the location of the black hole $(A)$ with bare mass $m_A$. Although better numerical approximations can be found by solving the elliptic energy constraint, for our simple test we will just use the above-mentioned superposition.

The momentum constrain is identically satisfied with the Bowen-York solution

$$
\tilde{A}_{ij} = \sum_{A=1}^{M} \frac{3}{2r_A^6} \left[ p_i^{(A)} n_j^{(A)} + p_j^{(A)} n_i^{(A)} \right]
- \left( \eta_{ij} - \frac{n_i^{(A)} n_j^{(A)}}{n^k^{(A)}} \right) \tilde{\Gamma}^k_{ij} n_k^{(A)}
+ \sum_{A=1}^{M} \frac{3}{r_A^6} \left[ \epsilon_{ijkl} S_{(A)}^{(l)} n_k^{(A)} n_j^{(A)} + \epsilon_{klj} S_{(A)}^{(k)} n_l^{(A)} n_i^{(A)} \right]
$$

where $n_i^{(A)} = x_i^{(A)}/r_A$ is a radial vector not to be confused with the normal to the hypersurfaces. Notice that $p_i^{(A)}$ denotes the momentum $m_A v_A$ of the black hole and $S^{(A)}$ its spin components.

This model will be solved by using the 4th-order RK with 4th-order centered spatial derivatives and 6th-order Kreiss-Oliger dissipation. We will use FMR/AMR with a quintic polynomial Lagrange spatial interpolator and BOR strategy for the sub-cycling in time. Therefore, the resulting scheme should be 4th-order accurate both in time and space.

### A. Single BH

Our first test with the Einstein equations is a single spinning black hole solution, that allow us to test a non-trivial non-linear solution together with the scheme to compute the gravitational waves. Our initial data, based on the Bowen-York extrinsic curvature for a single black hole, can be considered as a Kerr black hole plus some gravitational radiation that will either propagate to infinity or accrete into the black hole. We choose a mass $M = 1$ and spin $a = J/M^2 = 0.2$, following [49]. We will evolve this spinning BH on a grid with several levels of refinement and two different grid structures as described in Table [III].

The emitted GWs are extracted by computing the Newman-Penrose complex scalar $\Psi_4$ in a surface far away from the source, and it is decomposed in a base of spin-weighted spherical harmonics with $s = -2$ (i.e. see for instance [50]). The main gravitational wave mode, corresponding to $l = 2, m = 0$, is displayed in Fig. [14] for the two different grid structures. We can also compare directly with HAD [51] a mature and well-tested code that will serve us as a reference. Although there are some small differences due to the RK integrator (i.e., 4th-order versus 3rd-order), the overall agreement is very good. Finally, we can also compare with Fig. 5 from [49], showing again a very good agreement.

The emitted GWs are extracted by computing the Newman-Penrose complex scalar $\Psi_4$ in a surface far away from the source, and it is decomposed in a base of spin-weighted spherical harmonics with $s = -2$ (i.e. see for instance [50]). The main gravitational wave mode, corresponding to $l = 2, m = 0$, is displayed in Fig. [14] for the two different grid structures. We can also compare directly with HAD [51] a mature and well-tested code that will serve us as a reference. Although there are some small differences due to the RK integrator (i.e., 4th-order versus 3rd-order), the overall agreement is very good. Finally, we can also compare with Fig. 5 from [49], showing again a very good agreement.

![FIG. 14. Single black hole. Gravitational wave at $r = 15$ with two different grid structures, one with constant resolution ratio of 2 and the other with ratios ranging from 2 to 8.](http://www.had.liu.edu)
B. Binary BHs

Our next test with the Einstein equations involves a binary black hole collision to check the scalability of code. For simplicity we choose a pair of non-spinning identical black holes with a bare mass $m_1 = m_2 = 1/2$, located at $x = \pm 5$ and initially at rest momentum. We will evolve this puncture BH on a grid with several levels of fixed mesh refinement, leaving the last refined grids with adaptive mesh refinement. We perform this simulation by using again two different grid structures for the AMR grids: with a constant resolution ratio 2, and with a resolution ratio 4. The evolution parameters will be identical to the single black hole.

Each black hole feels the gravity produced by the other one and move towards each other, leading to a head-on collision and producing a larger black hole. Some snapshots of the lapse at different times are displayed in Figure 16. The accelerated motion of the black holes produces gravitational waves, which can be measured in a close spherical surface. We compare the waveforms obtained with the two different grid structures to assess that the constant ratio 2 and the variable ratio lead to comparable solutions. As it can be seen in Figure 17, they are leading to the same results also when AMR is allowed.

| Level | $\Delta x_0/\Delta x$ Domain | $\Delta x_0/\Delta x$ Domain |
|-------|-----------------------------|-----------------------------|
| 0     | 1 [-10, 10]                 | 1 [-10, 10]                 |
| 1     | 2 [-5.5, 5.5]               | 4 [-4.85, 4.85]             |
| 2     | 4 [-4.65, 4.65]             | 16 [-2.5, 2.5]              |
| 3     | 8 [-2.6, 2.6]               | 64 [-1.25, 1.25]            |
| 4     | 16 [-2.43, 2.43]            |                            |
| 5     | 32 [-1.285, 1.285]          |                            |
| 6     | 64 [-1.233, 1.233]          |                            |

TABLE IV. Single Black Hole. Mesh structure for the scaling benchmark with ratio 2 and Ratio 4 in the grid spacing.

the load of the fine grids is larger in those situations. The bottom panel shows that the implementation scales quite well (i.e., above 80%) at least up to $O(10^4)$ processors. Scalability can be increased by using numerical schemes with small stencils. For instance, SAMRAI has been proven to reach exascale $O(10^9)$ for some particular problems. However, low stencil schemes implies low accuracy methods in finite difference and finite volume schemes. Since we are interested not only on scalability but also on efficiency, we will focus our investigations on the other options.

VI. CONCLUSIONS

Numerical relativity at exascale level has been out of reach due to the lack of scalability of many traditional approaches, which worked well in the order of a few hundreds-thousands of processors. However, the challenges in multi-messenger astronomy is making scalability a pressing issue. In this paper we have presented the numerical implementation of several computational models by using Simflowny, a platform to automatically generate efficient parallel code for simulation frameworks. Here we focused on the SAMRAI infrastructure, which has been shown to reach exascale for some specific problems. We have described in detail the advanced numerical techniques (i.e., spatial discretization schemes, time integrator and AMR strategies for the time refinement) that we implemented in Simflowny in order to deal with hyperbolic-parabolic systems of equations. We believe that the suitable combination of these features (high-order schemes, arbitrary resolution ratios and optimal time sub-cycling strategies) allow us to construct a state-of-the-art finite-difference code which is fast, efficient,
Then, we have considered two different test models to check these numerical techniques and validate the code generation. The first one is the wave equation, that allowed us to test the spatial discretization for smooth solutions and the different sub-cycling in time refinement strategies. The second model is the Newtonian MHD equations, that allowed us to test the spatial discretization for non-smooth solutions and the AMR algorithms in the presence of discontinuities and shocks. Finally, we have implemented the CCZ4 formulation of the Einstein equations to study black hole scenarios. We show that the solutions of our code implementation reproduces the same results as other well-tested codes. We have also studied the performance of our code with weak and strong scaling tests, showing a good scalability at least up to 10,000 processors, which is our current limit of available computational resources. Notice that, since weak scalability is excellent, the strong scalability depends not on the total number of processors but instead on the memory load per processor. This means that the ratio with respect to the minimum number of processors, achieved when the memory load fill the RAM memory of each processor, is the only important factor. Therefore, our code scales strongly above 80% efficiency, for the configuration with Ratio 4, at least up to a factor 16 between the minimum and the maximum number of processors.

We can conclude that our automatically-generated code is production-ready for demanding numerical relativity applications to attain simulations with a larger number of processors than competing codes. Higher-order schemes, together with advanced time sub-cycling strategies and multi-ratio AMR resolutions, allow our
FIG. 17. Binary black holes. Gravitational wave at $r = 15$ with two different grid structures, one with constant resolution ratio of 2 and the other with variable ratios ranging 2 and 4.

code to not only outperform state-of-the-art finite-difference approaches on scalability but also on accuracy. More complicated systems, including relativistic magnetized fluids with realistic EoS, require additional specific ongoing developments that will be reported in future works. This will allow us to simulate binary neutron star mergers in tens of thousands of processors to reach the accuracy required to capture the relevant physical processes associated to the electromagnetic emission.
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Let us write explicitly the procedure for $k = 2$, leading to a 3rd-order WENO reconstruction:

- The reconstructed values $L U_{i+1/2}^{(r)}$ and $R U_{i-1/2}^{(r)}$ of $k^{th}$-order accuracy are

\[
\begin{align*}
L U_{i+1/2}^{(r)} &= \frac{1}{2} U_i + \frac{1}{2} U_{i+1} \\
R U_{i-1/2}^{(r)} &= \frac{1}{2} U_i + \frac{1}{2} U_{i-1}
\end{align*}
\]

Notice that $L U_{i-1/2}^{(r)}$ and $R U_{i+1/2}^{(r)}$ can be obtained by substituting $i$ by $i \pm 1$ in the previous expressions.
• We find the smooth indicators $L\beta_{i+1/2}^{(r)}$ and $R\beta_{i+1/2}^{(r)}$

\[
L\beta_{i+1/2}^{(0)} = (U_{i+1} - U_i)^2 \\
L\beta_{i+1/2}^{(1)} = (U_{i} - U_{i-1})^2 \\
R\beta_{i+1/2}^{(0)} = (U_{i} - U_{i+1})^2 \\
R\beta_{i+1/2}^{(1)} = (U_{i-1} - U_i)^2
\] (A2)

Again, $L\beta_{i-1/2}^{(r)}$ and $R\beta_{i+1/2}^{(r)}$ can be obtained by substituting $i$ by $i \pm 1$ in the previous expressions.

• We find the 3rd-order reconstruction

\[
U_{i+1/2}^L = \omega_{i+1/2}^{(0)} L U_{i+1/2}^{(0)} + \omega_{i+1/2}^{(1)} L U_{i+1/2}^{(1)} \\
U_{i+1/2}^R = \omega_{i+1/2}^{(0)} R U_{i+1/2}^{(0)} + \omega_{i+1/2}^{(1)} R U_{i+1/2}^{(1)}
\] (A3)

with weights $\omega_{i+1/2}^{(r)}$ and $\bar{\omega}_{i+1/2}^{(r)}$ constructed by using the generic formulas

\[
\omega_{i+1/2}^{(r)} = \frac{\alpha_{i+1/2}^{(r)}}{\sum_{s=0}^{k-1} \alpha_{i+1/2}^{(s)}}, \quad \bar{\omega}_{i+1/2}^{(r)} = \frac{\bar{\alpha}_{i+1/2}^{(r)}}{\sum_{s=0}^{k-1} \bar{\alpha}_{i+1/2}^{(s)}}
\] (A4)

where

\[
\alpha_{i+1/2}^{(0)} = \frac{2/3}{(\epsilon + L\beta_{i+1/2}^{(0)})^2}, \quad \alpha_{i+1/2}^{(1)} = \frac{1/3}{(\epsilon + L\beta_{i+1/2}^{(1)})^2} \\
\bar{\alpha}_{i+1/2}^{(0)} = \frac{1/3}{(\epsilon + R\beta_{i+1/2}^{(0)})^2}, \quad \bar{\alpha}_{i+1/2}^{(1)} = \frac{2/3}{(\epsilon + R\beta_{i+1/2}^{(1)})^2}
\]

and $\epsilon$ is usually set to a very small number. The nominal expected convergence rate is achieved when $\epsilon = \Delta x^2$.

As it was mentioned before, the reconstructed values from the other cells can be found by substituting $i$ by $i \pm 1$ in the previous expressions, namely

\[
U_{i+1/2}^L = \omega_{i-1/2}^{(0)} L U_{i-1/2}^{(0)} + \omega_{i-1/2}^{(1)} L U_{i-1/2}^{(1)} \\
U_{i+1/2}^R = \omega_{i+1/2}^{(0)} R U_{i+1/2}^{(0)} + \omega_{i+1/2}^{(1)} R U_{i+1/2}^{(1)}
\] (A5)

Appendix B: Fifth-order WENO

Let us write explicitly the procedure for the 5th-order WENO, obtained with $k = 3$.

• The k reconstructed values $L U_{i+1/2}^{(r)}$ and $R U_{i-1/2}^{(r)}$ of

\[
L U_{i+1/2}^{(0)} = \frac{2}{6} U_i + \frac{5}{6} U_{i+1} - \frac{1}{6} U_{i+2} \\
L U_{i+1/2}^{(1)} = -\frac{1}{6} U_{i-1} + \frac{5}{6} U_i + \frac{2}{6} U_{i+1} \\
L U_{i+1/2}^{(2)} = \frac{2}{6} U_{i-2} - \frac{7}{6} U_{i-1} + \frac{11}{6} U_i \\
R U_{i+1/2}^{(1)} = \frac{2}{6} U_{i+2} - \frac{7}{6} U_{i+1} + \frac{11}{6} U_i \\
R U_{i+1/2}^{(2)} = -\frac{1}{6} U_{i+1} + \frac{5}{6} U_i + \frac{2}{6} U_{i-1} \\
R U_{i+1/2}^{(2)} = \frac{2}{6} U_{i} + \frac{5}{6} U_{i-1} - \frac{1}{6} U_{i-2}
\] (B1)

The $L U_{i+1/2}^{(r)}$ and $R U_{i+1/2}^{(r)}$ can be obtained by substituting $i$ by $i \pm 1$ in the previous expressions.

• We find the smooth indicators $L\beta_{i+1/2}^{(r)}$ and $R\beta_{i+1/2}^{(r)}$

\[
L\beta_{i+1/2}^{(0)} = \frac{13}{12} (U_i - 2U_{i+1} + U_{i+2})^2 \\
L\beta_{i+1/2}^{(1)} = \frac{13}{12} (U_{i-1} - 2U_{i} + U_{i+1})^2 \\
L\beta_{i+1/2}^{(2)} = \frac{13}{12} (U_{i-2} - 2U_{i-1} + U_{i})^2 \\
R\beta_{i+1/2}^{(0)} = \frac{13}{12} (U_{i+2} - 2U_{i+1} + U_{i})^2 \\
R\beta_{i+1/2}^{(1)} = \frac{13}{12} (U_{i+1} - 2U_{i} + U_{i-1})^2 \\
R\beta_{i+1/2}^{(2)} = \frac{13}{12} (U_{i} - 2U_{i-1} + U_{i-2})^2
\] (B2)

Again, $L\beta_{i-1/2}^{(r)}$ and $R\beta_{i+1/2}^{(r)}$ can be obtained by substituting $i$ by $i \pm 1$ in the previous expressions.

• We find the 5th-order reconstruction

\[
U_{i+1/2}^L = \omega_{i+1/2}^{(0)} L U_{i+1/2}^{(0)} + \omega_{i+1/2}^{(1)} L U_{i+1/2}^{(1)} + \omega_{i+1/2}^{(2)} L U_{i+1/2}^{(2)} \\
U_{i+1/2}^R = \omega_{i-1/2}^{(0)} R U_{i-1/2}^{(0)} + \omega_{i-1/2}^{(1)} R U_{i-1/2}^{(1)} + \omega_{i-1/2}^{(2)} R U_{i-1/2}^{(2)}
\]

with weights $\omega_{i+1/2}^{(r)}$ and $\bar{\omega}_{i+1/2}^{(r)}$ constructed by us-
ing the generic formulas
\[
\omega_{i+1/2}^{(r)} = \frac{\alpha_{i+1/2}^{(r)}}{\sum_{s=0}^{k-1} \alpha_{i+1/2}^{(s)}}, \quad \dot{\omega}_{i+1/2}^{(r)} = \frac{\dot{\alpha}_{i+1/2}^{(r)}}{\sum_{s=0}^{k-1} \dot{\alpha}_{i+1/2}^{(s)}} \tag{B3}
\]
by using
\[
\alpha_{i+1/2}^{(0)} = \frac{3/10}{(\epsilon + L_2 \beta_{i+1/2}^{(0)})^2}, \quad \alpha_{i+1/2}^{(1)} = \frac{6/10}{(\epsilon + L_2 \beta_{i+1/2}^{(1)})^2}, \quad \alpha_{i+1/2}^{(2)} = \frac{1/10}{(\epsilon + L_2 \beta_{i+1/2}^{(2)})^2}
\]
where \( \epsilon \) is usually set to a very small number.

Notice that we need also the reconstructed values from the other cells
\[
U_{i+1/2}^L = \omega_{i+1/2}^{(0)} L_{i+1/2} U_{i-1/2}^{(0)} + \omega_{i+1/2}^{(1)} L_{i+1/2} U_{i-1/2}^{(1)} + \omega_{i+1/2}^{(2)} L_{i+1/2} U_{i-1/2}^{(2)}
\]
\[
U_{i+1/2}^R = \omega_{i+1/2}^{(0)} R_{i+1/2} U_{i+1/2}^{(0)} + \omega_{i+1/2}^{(1)} R_{i+1/2} U_{i+1/2}^{(1)} + \omega_{i+1/2}^{(2)} R_{i+1/2} U_{i+1/2}^{(2)}
\]
by substituting \( i \) by \( i \pm 1 \) in the previous expressions.

More recently there have been some improvements on the standard (or JS) WENO. One of them is the so-called
WENO-Z \[52\], where the weights are chosen by using
\[
\alpha_{i+1/2}^{(r)} = d_{i+1/2} \left( 1 + \left[ \frac{L_{\tau i+1/2}}{\epsilon + L_2 \beta_{i+1/2}^{(r)}} \right]^q \right)
\]
\[
\dot{\alpha}_{i+1/2}^{(r)} = \dot{d}_{i+1/2} \left( 1 + \left[ \frac{R_{\tau i+1/2}}{\epsilon + R_2 \beta_{i+1/2}^{(r)}} \right]^q \right) \tag{B4}
\]
where \( q \) is a coefficient between \([1, 2]\) and with \( L_{\tau i+1/2} = [L_2 \beta_{i+1/2}^{(0)} - L_2 \beta_{i+1/2}^{(2)}] \) and \( R_{\tau i+1/2} = [R_2 \beta_{i-1/2}^{(0)} - R_2 \beta_{i-1/2}^{(2)}] \).
The scheme becomes more dissipative when the parameter \( q \) is increased. WENO-Z is 4th-order near simple smooth critical points (i.e., where \( u'_{j} = 0 \) for \( q = 1 \) and attains the designed 5th-order for \( q = 2 \), at the price of being more dissipative. For all these variants of fifth-order WENO schemes, the parameter \( \epsilon \) is usually set to a very small number and the expected convergence rate is achieved if \( \epsilon = \Delta x^4 \).

**Appendix C: Dense output interpolator**

Notice that a dense output interpolator can be constructed by using the sub-steps of the RK \[33\] Its generic form is
\[
U^{n+\theta} = U^n + \sum_{j=1}^{s} b_j(\theta) k_j, \quad \theta = \frac{t - t^n}{t^{n+1} - t^n} \tag{C1}
\]
where \( b_j(\theta) \) are the coefficients to build the interpolator for a given RK scheme. Notice that the \( m \)-derivative can also be computed from this dense output interpolator as
\[
\frac{d^m}{dt^m} U(t^n+\theta \Delta t) = \frac{1}{h^m} \sum_{j=1}^{s} k_j \frac{d^m}{dt^m} b_j(\theta) + O(h^{4-m}) \tag{C2}
\]
For the standard RK(4,4), it can be shown that there is a unique 3rd-order interpolator that can be written as
\[
b_1(\theta) = \theta - \frac{3}{2} \theta^2 + \frac{3}{2} \theta^3, \quad b_2(\theta) = b_3(\theta) = \theta^2 - \frac{5}{6} \theta^3, \quad b_4(\theta) = -\frac{1}{2} \theta^2 - \frac{2}{3} \theta^3 \tag{C3}
\]
There is a 2nd-order interpolator which also satisfies the Strong Stability Preserving (SSP) condition for the SSP-RK(3,3):
\[
b_1(\theta) = \theta - \frac{5}{6} \theta^2, \quad b_2(\theta) = \frac{1}{6} \theta^2, \quad b_3(\theta) = \frac{4}{6} \theta^2 \tag{C4}
\]

**Appendix D: Berger-Oliger without order reduction (BOR)**

Let us explain in detail the different steps of the BOR algorithm \[35\] \[36\], which is the most efficient but not common yet in the area. A direct Taylor expansion of the solution at \( t = t^n \) leads to
\[
U_{n+1} = U_n + \Delta t U''_n + \frac{1}{2} \Delta^2 t U'''_n + \frac{1}{6} \Delta^3 t U''''_n + O(\Delta^4 t) \tag{D1}
\]
By performing a similar expansion on the \( k_i \) of the RK we obtain
\[
k_1 = \Delta t \ U'_n \tag{D2}
\]
\[
k_2 = \Delta t \ U''_n + c_2 \Delta^2 t U'''_n + \frac{1}{2} c_2^2 \Delta^3 t [U''''_n - f_U U''_n] \tag{D3}
\]
\[
k_3 = \Delta t \ U''_n + c_3 \Delta^2 t U'''_n + \frac{1}{2} \Delta^3 t \left[ c_3^2 U''''_n - \left( c_3^2 - 2 \sum_{j=1}^{3} a_{3j} c_j \right) f_U U''_n \right] \tag{D4}
\]
\[
k_4 = \Delta t \ U''_n + c_4 \Delta^2 t U'''_n + \frac{1}{2} \Delta^3 t \left[ c_4^2 U''''_n - \left( c_4^2 - 4 \sum_{j=1}^{4} a_{4j} c_j \right) f_U U''_n \right] \tag{D5}
\]
where \( f_U \) is the Jacobian of \( f \). Notice that one could solve now the derivatives of \( U \) in terms of \( k_i \). However, the equations are not linearly independent and it is impossible to solve them. Instead, we will compute the derivatives here from the dense output interpolator Eqs. \[C2\]. Once we have these derivatives, we can calculate the \( k_i \) corresponding to the RK steps of the fine grid, that is, by doing \( \Delta t \rightarrow \Delta t/2 \) in Eqs. \[D2\]. From there we can calculate the solution at the different RK sub-steps required for the evolution of the boundary points of the fine grid. Next we will describe in detail the implementation for the two commonly-used RK scheme.
Let us be more explicit and write down the steps for the standard 4\textsuperscript{th}-order RK for an arbitrary space resolution ratio \( R \equiv \Delta x / \Delta x_F \). First we define the time-step on the fine grid \( \Delta t_F = \Delta t / R \). Then we start a loop over the steps on the fine grid, going from \( r = 0, R - 1 \):

1. define \( t^{n+r}/R \equiv t + r \Delta t_F \) and evaluate the solution \( U_{n+r}/R(t = t^{n+r}/R) \) by using the dense output interpolator.

2. compute \( \{ U''_{n+r}/R, U''''_{n+r}/R, f U''_{n+r}/R \} \)

3. compute \( \{ k_1, k_2, k_3, k_4 \} \) of the fine grid by using its time-step \( \Delta t_F \), namely:

\[
k_1 = \Delta t_F \ U'_{n+r}/R
\]
\[
k_2 = \Delta t_F \ U'_{n+r}/R + \frac{1}{2} \Delta t_F^2 U''_{n+r}/R
\]
\[
+ \frac{1}{8} \Delta t_F^3 \left[ U'''_{n+r}/R - f U''_{n+r}/R \right]
\]
\[
k_3 = \Delta t_F \ U'_{n+r}/R + \frac{1}{2} \Delta t_F^2 U''_{n+r}/R
\]
\[
+ \frac{1}{8} \Delta t_F^3 \left[ U'''_{n+r}/R + f U''_{n+r}/R \right]
\]
\[
k_4 = \Delta t_F \ U'_{n+r}/R + \Delta t_F^2 U''_{n+r}/R + \frac{1}{2} \Delta t_F^3 U'''_{n+r}/R
\]

4. use in each sub-step of the first RK step its intermediate value, that for our RK4 is:

\[
U^{(1)} = U_{n+r}/R
\]
\[
U^{(2)} = U_{n+r}/R + \frac{1}{2} k_1
\]
\[
U^{(3)} = U_{n+r}/R + \frac{1}{2} k_2
\]
\[
U^{(4)} = U_{n+r}/R + k_3
\]
\[
U^{n+r}/R = U_{n+r}/R + \frac{1}{6} (k_1 + 2k_2 + 2k_3 + k_4)
\]

The final RK step finalizes at \( t^{n+1} \).

b. \textit{Strong Stability Preserving third-order RK}

Let us write down now the procedure for the SSP 3\textsuperscript{rd}-order RK for an arbitrary ratio \( R \). First we define the time-step on the fine grid \( \Delta t_F = \Delta t / R \). Then we start a loop over the steps on the fine grid, going from \( r = 0, R - 1 \):

1. define \( t^{n+r}/R \equiv t + r \Delta t_F \) and evaluate the solution \( U_{n+r}/R(t = t^{n+r}/R) \) by using the dense output interpolator.

2. compute \( \{ U''_{n+r}/R, U''''_{n+r}/R \} \) from the dense output interpolator as a function of \( \{ k_1, k_2, k_3 \} \), that is, at \( t = t^{n+r}/R \) or \( \theta = r/R \). The Jacobian can be obtained directly from the \( k_i \) of the coarser grid by computing \( f_U U''_{n+r}/R = 4(k_3 - k_2) / \Delta t^3 \).

3. compute \( \{ k_1, k_2, k_3 \} \) of the fine grid by using its time-step \( \Delta t_F \), namely:

\[
k_1 = \Delta t_F \ U'_{n+r}/R
\]
\[
k_2 = \Delta t_F \ U'_{n+r}/R + \frac{1}{2} \Delta t_F^2 U''_{n+r}/R
\]
\[
+ \frac{1}{2} \Delta t_F^3 U'''_{n+r}/R + \frac{1}{2} \Delta t_F^3 U''''_{n+r}/R
\]

4. use in each sub-step of the first RK step its intermediate value, that for our RK3 is:

\[
U^{(1)} = U_{n+r}/R
\]
\[
U^{(2)} = U_{n+r}/R + \frac{1}{3} k_1 + \frac{1}{3} k_2 + \frac{1}{3} k_3
\]
\[
U^{(3)} = U_{n+r}/R + \frac{1}{3} k_1 + \frac{1}{3} k_2 + \frac{1}{3} k_3
\]
\[
U^{n+r}/R = U_{n+r}/R + \frac{1}{6} (k_1 + 2k_2 + 2k_3 + k_4)
\]

The final RK step finalizes at \( t^{n+1} \).