Correlations of instantaneous transition energy and intensity of absorption peaks during molecular vibration: toward potential hyper-surface
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Abstract. Time-resolved spectrum after ultrashort pulse excitation revealed fine structure of instantaneous vibronic absorption spectra in a thiophene derivative. The probe photon energy-dependent amplitudes of molecular vibration coupled to the induced absorption were composed of several peaks. An absorbance-change peak-tracking method revealed four vibronic transitions buried in the time-integrated spectra over several vibrational periods of typical molecular vibration. Four vibronic transitions located at 2.024, 1.921, 1.818 and 1.731 eV were found to be correlated among themselves with respect to the photon energies and intensities of the peaks in the difference absorbance change spectra. From the size and sign of the correlation strengths the mechanism of the vibronic coupling was related to non-Condon mechanism and Herzberg–Teller vibronic coupling.
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1. Introduction

Following the short pump pulse excitation, a wave packet is prepared by the linear superposition of several vibrational quantum numbers being covered by the spectral width of the pump laser and it moves on the potential energy surface (PES) [1, 2]. The wave packet can be generated either in the excited state via simultaneous coherent excitation of several (at least two) vibrational levels or of those in the ground state via ‘impulsive’ stimulated Raman scattering (ISRS) [3, 4]. These processes are considered to be an extended version of quantum beats of V-type and Λ-type [5, 6]. The motion of the wave packet modulates the intensity and shape of transition spectra between the ground and excited vibronic states. Thus, the wave packet motion of some vibrational mode can be probed by measuring the time-dependent transient difference absorbance with a weak probe pulse. Utilizing the principle and recently developed ultrashort pulse laser [7]–[16], it has become possible to directly observe the vibrational dynamics and coherence properties of the motion of molecular and solid-state systems through femtosecond real-time spectroscopy [17]–[24]. The vibrational dynamics provide time-resolved molecular structural change taking place in the excited states and intermediate in photochemistry because the vibrational spectra contain the information on structure. It can also be used for the clarification of ultrafast dynamics of molecular levels in molecular devices, such as optical memory, optical switch and light-emitting diode (LED), of which effectiveness is relevant to the molecular structure.

The sample studied in the work is a thiophene derivative. Thiophene oligomers have been studied extensively for their possible applications to organic LEDs (OLEDs), field-effect transistors and nonlinear optical devices [25, 26]. Understanding the relaxation mechanism of the excited state is of vital importance to improve the emissivity of OLEDs. Therefore, it is highly required to study the relaxation dynamics in thiophene oligomers. It is also important and interesting to clarify the mechanism of vibronic coupling, which controls the vibronic spectral shape and radiationless relaxation. The change in the spectral shape induces the imaginary part of the susceptibility $\chi_i$, which in turn modifies the real part $\chi_r$ through the Kramers–Kronig relation. The complex susceptibility, $\chi_r + i\chi_i$, after the change is given by $\chi_r + i\chi_i = \chi_r^{(0)} + i\chi_i^{(0)} + (\chi_r^{(3)} + i\chi_i^{(3)}) E^2$ under scalar approximation using the real and imaginary parts of the third-order susceptibility, $\chi_r^{(3)}$ and $\chi_i^{(3)}$, respectively. Thus, the change in the spectral shape is expressed in terms of the third-order nonlinearity. The third-order nonlinearity is not...
a stationary one, but it represents the dynamical nonlinearity response of the material. Hence, these two are very important to characterize the vibronic coupling, which modifies the electronic states by molecular vibration.

In the present work, vibrational real-time spectroscopy was applied to a derivative of thiophene oligomer with two quinoidal thiophenes as an extension of previous works on thiophene derivatives [27]–[29]. The time-resolved spectrum after ultrashort pulse excitation revealed fine structures of instantaneous vibronic transition. The vibronic structure was found to be composed of several peaks associated with induced absorption. The energies and intensities of the vibronic transition peaks have been found to be correlated in the present paper. This finding can be usefully applied to the study of molecular vibronic structure both in the ground state and in the excited states.

2. Experiment

The sample molecule used in the present study is a novel synthesized quinoidal thiophene derivative with two thiophene rings, abbreviated as QT2 [30, 31]. The inset in figure 1 shows the molecular structure of this thiophene substitute. The concentration of QT2 sample in tetrahydrofuran solution was $1.5 \times 10^{-4}$ mol dm$^{-3}$, which gave an optical density of 1.6 at the absorption peak around 690 nm (1.798 eV) in a 1 mm thick quartz cell.
Figure 2. (a) The two-dimensional real-time absorbance change spectrum of QT2. Thick and thin solid lines indicate the photon energies where the value of the transient absorbance is zero and maximum, respectively. (b) FT power spectra at ten different probe photon energies.

The stationary absorption spectrum of QT2 was recorded with an absorption spectrometer (Shimadzu, UV-3101PC). The pulsed light source is a non-collinear optical parametric amplifier (NOPA) seeded by a white-light continuum [7]–[11]. The output from the NOPA was compressed to a Fourier-transform (FT) limited pulse with the duration of 6.7 fs. The output pulse from the NOPA with the spectral range of 535–725 nm was split into two beams as the pump and probe pulses, energies of which were about 45 and 5 nJ, respectively. The pump–probe signal was recorded from –200 to 2000 fs with a 1 fs step for the pump–probe delay time-range. The entire experiment was performed at room temperature (293 ± 1 K).

3. Results and discussion

3.1. Stationary spectra and real-time absorbance change

The absorption spectrum of the sample QT2 and the laser spectrum are shown in figure 1(a). The sample molecule has an absorption peak at 1.79 eV and two shoulders around 1.60 and 1.90 eV. Figure 1(b) shows the Raman spectrum pumped with an argon laser at 514.5 nm. There are three intense peaks at 907, 1392 and 1411 cm\(^{-1}\) and weak peaks at 1026, 1070, 1127, 1163 and 1244 cm\(^{-1}\) in the Raman spectrum.

The two-dimensional contour map of absorbance change \(\Delta A(h\nu, t)\) is shown in figure 2(a) in the photon energy \((h\nu)\) ranging from 1.72 to 2.35 eV at delay time \((t)\) between –100 and 1000 fs. The thick solid line around 2.1 eV in figure 2(a) is the probe photon energy, \(h\nu\), where the transient absorbance change \((\Delta A(h\nu, t))\) is zero at each delay time \(t\). The thin solid line in the figure shows the intensity peak of absorbance change. A typical feature of the two-dimensional data is that the signals are negative and positive, respectively, in the lower and higher photon-energy regions except for some noise around 2.35 eV in all the delay time.
ranges because of relatively weak transmitted probe light. The frequency $\nu$ of $\Delta A(h\nu)$ peak at the probe-photon energy range higher than 2.1 eV is located around 2.25 eV as shown in figure 2(a). While in the probe photon-energy range of the $\Delta A(h\nu)$ spectrum lower than about 2.1 eV, photon-energy and intensity of the peak are oscillating with time. From features of the oscillation, the molecular vibrational properties in this photon-energy range will be classified later in the present paper.

3.2. Mode assignment

The 128-channel delay time ($t$) dependent absorbance changes ($\Delta A(t)$) shown in figure 2(a) are temporally modulated. The time-dependent $\Delta A(t)$ is called the real-time trace hereafter. It provides information on the transition probability change associated with the wave packet motion on the PES prepared by the 6.7 fs pump pulses: one example of the real-time traces at 2.10 eV (590 nm) is shown on the right-hand side of figure 2(a). The cosine fast FT of $\Delta A(t)$ was performed in the time-range from 0 to 2000 fs. Ten examples of the FT results are shown in figure 2(b). Many vibrational modes are found in the FT power spectra, which were compared with the Raman scattering spectrum shown in figure 1(b). Because of a cut-off filter (532 nm) used in the Raman experiment, only signals above 800 cm$^{-1}$ could be observed, while the FT of the real-time vibrational spectra show many modes with lower frequency than 800 cm$^{-1}$.

The limit will be relaxed with the use of a more appropriate filter, but it is difficult to go beyond 200 cm$^{-1}$. While in the case of the vibrational real-time spectroscopy upper and lower limits are determined by the duration of the pulse and the longest delay time, respectively. In the recent case, the highest and the lowest frequencies to be detected are, respectively, 2500 and 67 cm$^{-1}$, which correspond to twice the pulse duration and a quarter of the longest decay time. The former allows the simultaneous coherent excitation of at least two vibrational levels and the latter allows the observation of four oscillations of signal due to the relevant molecular vibration within the probing time. In principle, there is no limitation to the lowest frequency except the stabilities of the laser and sample to be studied. This indicates that vibrational real-time spectroscopy is superior to Raman spectroscopy for low-frequency modes, especially with very low frequency. Even more advantageously, it can provide vibrational phase with respect to zero delay time between the pump pulse and probe pulse. The phase relations among the vibrational modes may give the coupling mechanism among the modes.

Seven most intense modes were chosen from the FT power spectra and are listed in table 1 with the information of vibrational phase, coupling photon-energy range, classification of energy state and vibrational mode assignment. The vibrational phases in the case of vibrationally resonant excitation of molecules as in the present experiment, the wave packet motion in the ground state and the resonantly excited state give the sinusoidal and cosinusoidal oscillations, respectively, of the vibronic transition probabilities [32]–[36]. From the phase analysis, it was found that all of them are due to the mixed contributions of the wave packet motion in both the ground and excited states. Among them, modes of 301, 1420 and 1539 cm$^{-1}$ are mainly from the ground state and the others are predominantly from the excited state except for the mode of 789 cm$^{-1}$ with nearly equal contributions from both states.

The vibration assignment was performed according to the theoretical Raman modes calculated by the density functional theory (DFT) [37]–[39]. The relatively intense modes appearing in the FFT power spectra with frequencies of 789, 1379, 1420 and 1539 cm$^{-1}$ were
Table 1. The frequencies, phases and photon energy ranges of the modes appearing in the FT spectra of the real-time trace and wave packet classification.

| Modes (cm$^{-1}$) | Cosine phase ($\pi$) | Photon energy range (eV) | Fraction of wave packet contribution (%) | Mode assignment by DFT |
|------------------|----------------------|--------------------------|------------------------------------------|------------------------|
|                  |                      |                          | Ground state | Excited state |                      |
| 301              | 0.63                 | 2.068–1.825              | 84           | 16           | –                      |
| 512              | 0.12                 | 2.068–1.875              | 14           | 86           | –                      |
| 529              | 0.83                 | 1.880–1.723              | 26           | 74           | –                      |
| 789              | 0.78                 | 1.974–1.723              | 41           | 59           | CH$_2$ scissoring      |
| 1379             | −0.18                | 2.068–1.723              | 28           | 72           | CH$_3$ vibration       |
| 1420             | 0.66                 | 1.910–1.723              | 77           | 23           | CH$_2$ twisting        |
| 1538             | 0.66                 | 2.068–1.723              | 77           | 23           | C=C asymmetric stretching |

attributed to the CH$_2$ scissoring, CH$_3$ vibration, CH$_2$ twisting, and C=C asymmetric stretching, respectively. The modes with relatively low frequency are difficult to assign, but they are considered to be bending and/or torsion modes from their values. The results are listed in table 1.

3.3. Correlations among the vibration bands

3.3.1. Transient absorption spectrum and vibration band characterization. Figure 3(a) shows the three-dimensional time-resolved spectra observed in the delay time ranges from 100 to 200 fs in the photon-energy range lower than 2.10 eV. They show the periodical spectral change of the time-dependent difference absorption. The detection of these fine features has become possible by utilizing the combined system of extremely short pulse and ultra-broadband multi-channel detection system in the pump–probe experiment. In this way, the time-resolved spectrum gives a snap-shot of absorption spectra at the time when the relevant wave packet is located at some fixed point on the potential surface of the corresponding vibration mode. The obtained set of time-resolved spectra observed at the fixed point is considered to be the spectra projected from the $n$-mode potential hyper-surface to the $(n-1)$-mode potential hyper-surface. Therefore, a set of spectra taken at different snap-shot times will be useful for the determination of the multi-mode potential hyper surface landscape. This will be discussed elsewhere.

Here, we utilized another new analysis method, ‘transition intensity and energy correlation of $\Delta A$ peaks’, to analyze the very complicated features. The analysis is performed in the following way:

(1) The relatively featureless $\Delta A$ spectrum at the probe delay time of 50 fs ($\Delta A(h\nu)|_{t=50\text{fs}}$) was selected to be the reference spectrum. This reference spectrum is shown in figure 3(b).

(2) The difference between $\Delta A(h\nu, t)$ and $\Delta A(h\nu)|_{t=50\text{fs}}$ was calculated as the difference transient difference absorption spectrum ($D\Delta A(h\nu, t) = \Delta A(h\nu, t) - \Delta A(h\nu)|_{t=50\text{fs}}$). In this process, the intensity of the reference $\Delta A(h\nu)|_{t=50\text{fs}}$ was modified according to the electronic decay of the $\Delta A$ signal to adjust the distribution of the above-calculated difference $\Delta A$ around zero. The three-dimensional plot of $D\Delta A(h\nu, t)$ is shown in figures 3(c) with the probe delay time range from 100 to 200 fs.
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Four induced absorption peaks were found around 2.024, 1.921, 1.819 and 1.731 eV (referred to as peaks A, B, C and D, respectively) from the $D\Delta A(h\nu, t)$ spectra. By utilizing the peak tracking method [35] in the photon-energy range of 2.07–1.72 eV, the peak photon energy and the peak intensity of $D\Delta A(h\nu, t)$ were obtained as a function of probe delay time, results being shown in figure 4.

The correlations among the four transition peaks were calculated using the following equation:

$$\rho_{xy} = \frac{(x(t) - \bar{x})(y(t) - \bar{y})}{\sigma_x \sigma_y}.$$

Here, $x(t)$ and $y(t)$ are the time-dependent variables to be correlated. $\bar{x}$ and $\bar{y}$ are the corresponding means, $\sigma_x$ and $\sigma_y$ are the standard deviations of the corresponding variables. The standard deviations of the traces of the tracking results and the correlation strengths among several peaks were calculated in the probe delay time range from 50 to 2000 fs, results being listed in table 2.

Comparing figure 3(a) with (c), it can be seen that four peaks are more prominent in figure 3(c) especially for peaks A and D which appear only as shoulders of transient difference absorbance spectra as shown in figure 3(a). This is because the $D\Delta A(h\nu, t)$ calculation subtracts the difference absorbance common to the relevant electronic states to which molecular vibration modes are coupled. The $D\Delta A$ can then provide the spectral change induced only by molecular vibration from some standard time (in this case, probe delay of 50 fs) without electronic contributions. This is because of very slow electronic dynamics in the present case of the thiophene oligomer with much longer lifetime than 1 ps [29]. Therefore, if the signal-to-noise ratio is high enough, as in the present study, $D\Delta A(h\nu, t)$ spectra are more effective than the transient absorbance to discuss the vibronic coupling of the vibrational mode to the transition.
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3.3.2. Correlation properties in the whole probe delay time range. From table 2(a), the peaks AB, BC, BD and CD have strong positive pairwise correlations and peaks AC and AD have relatively weak correlations, which means that all the transition intensities to the final vibronic states belonging to one electronic state are almost always simultaneously increasing or decreasing. This indicates the breakdown of the Condon approximation, because if the approximation is satisfied the transition probability integrated over the whole vibronic band must be maintained during molecular vibration as shown in the following. From Born–Oppenheimer approximation, the vibronic wavefunction in the $i$th state can be factorized into electronic function and nuclear wavefunction as follows:

$$|\Phi_i(q, Q)\rangle = |\phi_i(q, Q)\rangle |\chi_{i,m}(Q)\rangle,$$

where $i = 1, 2$; $m$ : integer, respecting the mode). (1)

Here, $q$ and $Q$ are the electron and nuclear coordinates, respectively. Thus, the transition dipole between these two states can also be factorized in the following way:

$$\langle \phi_1(q, Q) | e | \phi_2(q, Q) \rangle_q \langle \chi_{1,m}(Q) | \chi_{2,m}(Q) \rangle_Q.$$

Here, the suffixes mean the variables to be integrated. This can be simplified under the Condon approximation

$$\langle \phi_1(q, Q_0) | e | \phi_2(q, Q_0) \rangle_q \langle \chi_{1,m}(Q) | \chi_{2,m}(Q) \rangle_Q.$$

$Q_0$ is the nuclear coordinate at the equilibrium point. The integrated transition probability over $Q$ could be expressed in the following equation:

$$\int P(Q) \, dQ = \left| \langle \phi_1(q, Q_0) | e | \phi_2(q, Q_0) \rangle_q \langle \chi_{1,m}(Q) | \chi_{2,m}(Q) \rangle_Q \right|^2.$$
Therefore, under the Condon approximation, the first part of the right-hand side in equation (4) is independent of \( Q \) and comes out of the integral. The dynamic change in the transient absorption intensity is therefore concluded not due to the time-dependent Franck–Condon factor, which supports the constant integrated \( \Delta A \) over the vibronic band. Instead, it is concluded to be due to the Herzberg–Teller mechanism [40, 41], revealing the third electronic state with which oscillation strengths are exchanged. This can be explained as follows.

In the Herzberg–Teller mechanism, as discussed in our previous paper [36, 37], the intensity of the transition being probed is modified by the change in the amounts of contributions of electronic states due to change in the molecular symmetry introduced by the molecular deformation during molecular vibration. Let us think of a three-level system composed of \( \Phi_1(t) \), \( \Phi_2(t) \) and \( \Phi_3(t) \), of which wave packets are given by \( \Psi_1(t), \Psi_2(t) \) and \( \Psi_3(t) \), respectively, when the molecule is in its equilibrium configuration. If it is deformed due to vibration then it can be given by

\[
\Phi_1(t) = c_{1,1}(t)\Psi_1(t) + c_{2,1}(t)\Psi_2(t) + c_{3,1}(t)\Psi_3(t) \quad \langle |c_{1,1}(t)| \rangle \approx 1; \quad |c_{2,1}(t)|, |c_{3,1}(t)| \ll 1,
\]

\[
\Phi_2(t) = c_{1,2}(t)\Psi_1(t) + c_{2,2}(t)\Psi_2(t) + c_{3,2}(t)\Psi_3(t) \quad \langle |c_{2,2}(t)| \rangle \approx 1; \quad |c_{1,2}(t)|, |c_{3,2}(t)| \ll 1,
\]

\[
\Phi_3(t) = c_{1,3}(t)\Psi_1(t) + c_{2,3}(t)\Psi_2(t) + c_{3,3}(t)\Psi_3(t) \quad \langle |c_{3,3}(t)| \rangle \approx 1; \quad |c_{1,3}(t)|, |c_{2,3}(t)| \ll 1.
\]

\( c_{x,y}(t) \) is the coefficient of the \( x \) state with respect to the \( y \) state, which has a periodic change with vibrational frequency of the mode in consideration. In this case none of the states \( \Phi_1(t) \), \( \Phi_2(t) \) and \( \Phi_3(t) \) have a static dipole moment \((\mu_{11} = \mu_{22} = \mu_{33} = 0)\), the transition dipole moment between \( \Phi_1(t) \) and \( \Phi_2(t) \), which is being probed, is given by

\[
\langle \Phi_1(t) | \mu | \Phi_2(t) \rangle = c_{1,1}c_{2,2}^*\mu_{12} + c_{1,1}c_{3,2}^*\mu_{13} + c_{2,1}c_{1,2}^*\mu_{21} + c_{2,1}c_{3,2}^*\mu_{23} + c_{3,1}c_{1,2}^*\mu_{31} + c_{3,1}c_{2,2}^*\mu_{32} = (c_{1,1}c_{2,2}^* + c_{2,1}c_{1,2}^*)\mu_{12} + (c_{1,1}c_{3,2}^* + c_{3,1}c_{1,2}^*)\mu_{13} + (c_{2,1}c_{3,2}^* + c_{3,1}c_{2,2}^*)\mu_{23}.
\]

(6)

Here, the phase of the relevant wavefunctions was set for the dipole moment to be real. \( \mu \) is the transition dipole operator between two electronic states. The phases of the wavefunctions were
selected in such a way that the following are satisfied.

\[ \mu_{12} = \mu_{21} = \langle \Psi_1(t) | \mu | \Psi_2(t) \rangle, \]

\[ \mu_{13} = \mu_{31} = \langle \Psi_1(t) | \mu | \Psi_3(t) \rangle, \]

\[ \mu_{23} = \mu_{32} = \langle \Psi_2(t) | \mu | \Psi_3(t) \rangle. \]  

(7)

In the case that \( c_{3,1} \) and \( c_{3,2} \) are zero, there is no such effect of modulation due to the Herzberg–Teller mechanism. Therefore, the change indicates that there is a third state \( (c_{3,1} \neq 0, c_{3,2} \neq 0) \), which is mixed with \( \Psi_1(t) \) and \( \Psi_2(t) \) to form \( \Phi_1(t) \) and \( \Phi_2(t) \).

On the other hand, all of the correlation strengths of peak energies are not very high, as listed in table 2(b). There are two possible explanations for these low correlation strengths. One is that the correlation between any pair of traces is very weak at any probe delay time. The other is that the correlation strength between any pair of the traces is time-dependent; it has different values at different probe delay times. Therefore, the time dependence of the correlations is the key point to solve this problem, which is discussed in detail in the following subsection.

3.3.3. Time dependence of the correlation among the vibronic bands. In this subsection, the time dependence of the correlation property of the vibration bands is discussed. In figure 4(b), the photon energy traces of the neighboring peaks A and B have clear vibration feature, so these two traces were studied as an example to discuss the time-dependent correlation intensity. With a rectangular gate window of 300 fs width, the time-dependent correlation strength was calculated. Because of the width of the gate function, the correlation intensity was calculated in the limited delay time range of 200–1750 fs. The correlation trace shown in figure 5 is positive at a time shorter than 600 fs and then it gradually decreases to nearly zero. It may be explained by the following two mechanisms.

One is that the photon energies of the peaks A and B are correlated with each other in a shorter time range than 600 fs and after that the spectral shift of peaks A and B become uncorrelated resulting in zero correlation strength. The other possible mechanism is that it can
Table 3. The parameters of the vibrational signals for the calculation of time-dependent correlation strength.  

| Peak A | Peak B |
|--------|--------|
| $a$ (fs) | $a$ (fs) |
| $\tau$ (cm$^{-1}$) | $\omega$ (cm$^{-1}$) |
| $\phi$ ($\pi$) | $\phi$ ($\pi$) |
| 1 | 1 |
| 500 | 500 |
| 301 | 301 |
| $-0.92$ | $0.28$ |
| 4.5 | 3.6 |
| 500 | 200 |
| 1379 | 1379 |
| $0.78$ | $0.42$ |
| 3.2 | 2.5 |
| 500 | 200 |
| 1420 | 1420 |
| $-0.15$ | $-0.35$ |

be a mixed contribution from several modes with different correlation strengths. To compare these two possibilities, the following analysis was performed.

To discuss the time-dependent correlation, it is important to determine the contributions of the vibrational coupling to peaks A and B. The FT results listed in table 1 and the FT results of the photon energy traces of peaks A and B were utilized to determine the vibration modes. The results show that three relatively intense modes of 301, 1379 and 1420 cm$^{-1}$ are in action for the peaks A and B. The vibration parameters, such as the vibrational amplitude, exponential decay constant and vibrational phase, were determined by the spectrogram and FT analysis of the peak position traces of A and B, results being listed in table 3. Considering the experimental and calculation error, the precision of the decay time is set to the nearest hundred. With these results, the photon energy traces of peaks A and B could be reproduced and the corresponding correlation strength calculated is shown in figure 4(b). The simulated curve reproduced the experimental one relatively well.

From the phases of the vibration modes, modes of 1379 and 1420 cm$^{-1}$ have positive correlations between peaks A and B. Concerning the mode of 301 cm$^{-1}$, peaks A and B are anti-correlated. Therefore, the nearly zero correlation strength at longer delay time than 600 fs can be attributed to the cancellation of the abovementioned positive and negative correlations. The fast decay of the positive correlation within the delay time of 600 fs can be explained in the following way. The positive correlation data are because of the more intense positive correlation strength than that of the negative one, and the fast decay is from the fast decay time of 1379 and 1420 cm$^{-1}$ modes shown in the trace of peak B. Therefore, it is difficult to determine which of the two mechanisms is the case at present. Further study is needed to identify the origin of the time-dependent correlation intensity.

4. Conclusion

In conclusion, with the use of a short pulse, detailed structure could be found in the time-resolved spectrum. This vibronic structure cannot be observed in the low time-resolution spectrum. It means that the snapshot spectrum is disclosing the vibronic spectrum instantaneously by freezing the molecular vibration within 6.7 fs of the probe pulse duration. The peak tracking method revealed four vibronic transitions buried in the time-integrated spectra over several vibrational periods of typical molecular vibration. Four vibronic transitions were found to be correlated among themselves with respect to the photon energies and intensities of
the peaks in the $D A(h\nu, t)$ spectra. It was shown that from the sign and size of the correlation, the vibronic coupling mechanism can be clarified. By studying the correlations, spectral features are expected to provide the potential hyper-surface landscape from the degrees of correlation between different vibrational modes.
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