Dynamical, structural and chemical heterogeneities in a binary metallic glass-forming liquid

F. Puosi, N. Jakse, and A. Pasturel

Univ. Grenoble Alpes, CNRS, Grenoble INP †, SIMaP, F-38000 Grenoble, France

(Dated: March 13, 2022)

As approaching the glass transition, particle motion in liquids becomes highly heterogeneous and regions with virtually no mobility coexist with liquid-like domains. This complex dynamics is believed to be responsible for different phenomena including non-exponential relaxation and the breakdown of Stokes-Einstein relation. Understanding the relationships between dynamical heterogeneities and local structure in metallic liquids and glasses is a major scientific challenge. Here we use classical molecular dynamics simulations to study the atomic dynamics and microscopic structure of Cu50Zr50 alloy in the supercooling regime. Dynamical heterogeneities are identified via an isoconfigurational analysis. As deeper supercooling is achieved a transition from isolated to clustering low mobility atoms is reported. These slow clusters, whose size grow upon cooling, are also associated to concentration fluctuations, characterized by a Zr-enriched phase, with a composition CuZr2. In addition, a structural analysis of slow clusters based on Voronoi tessellation evidences an increase with respect of the bulk system of the fraction of Cu atoms having a local icosahedral order. These results are in agreement with the consolidated scenario of the relevant role played by icosahedral order in the dynamic slowing-down in supercooled metal alloys.
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I. INTRODUCTION

If a liquid is supercooled below its melting temperature, the glass transition (GT) can be attained, which is accompanied by a remarkable dynamic slowing down and a dramatic change in physical properties of the system. The understanding of the underlying microscopic origin of this slowing down represents a topic of much current research. One approach to study this phenomenon is to probe the temperature evolution of viscosity, self-diffusion constants and relaxation time (long-time dynamics) from the very liquid phase down to the glass transition temperature, $T_g$. Perhaps one the most striking results is the identification of a qualitative change of the dynamics at temperatures well above $T_g$ [1]. As the temperature is decreased in this range, several phenomena are observed: (1) the Arrhenius-to-non-Arrhenius transition of transport coefficients and relaxation [2–4], (2) the breakdown of the Stokes-Einstein (SE) relation that accounts for the coupling of the shear viscosity $\eta$ with the translational diffusion [5–7], (3) the emergence of dynamic heterogeneities (DHs), i.e., the spatial distribution of mobilities which may differ of orders of magnitude in regions only a few nanometers away [5, 8, 9]. For metallic glass-forming liquids, two crossover temperatures $T_A$ and $T_S$ ($T_A > T_S$) are identified [10, 11]. The Arrhenius-to-non-Arrhenius crossover in transport coefficients is found to associate to $T_A$ while $T_S$ marks both the fractional SE relation and the onset of DHs. In a different approach, Douglas et al. [12, 13] have shown that temperatures which characterize dynamics of supercooled metallic glass-forming liquids can be estimated from the temperature dependence of the picosecond Debye-Waller (DW) factor. However, how quantitatively correlates this fast-dynamics based analysis with that obtained from long-time dynamics still remains elusive.

A key aspect of the solidification leading to glass formation is that it is associated only to subtle static structure changes. Indeed the static structure factor $S(q)$, measuring the spatial correlations of the particle positions, does not show any significant changes on approaching the glass transition. The absence of apparent static correlations distinguishing a glass and a liquid challenges the concept that structure should somehow underlie the associated dynamic phenomena. In many metallic glass-forming liquids, the marked slowing down in the supercooling regime is closely correlated to the presence of icosahedral motifs and their evolution with temperature [14, 15]. More specifically, it has been found that the formation of icosahedral medium-range structures via the connectivity of full icosahedra plays a key role in dynamic arrest and glass formation in Cu-based liquids [16–18]. Interestingly, the fraction of full icosahedra is almost Cu-centered like in the popular Cu-Zr system which may yield concentration fluctuations [11]. However, how these concentration fluctuations qualitatively correlate to the heterogeneous dynamics is not yet investigated.

The purpose of this work is to use Molecular Dynamics (MD) simulations to analyze both fast and long-time dynamics in Cu50Zr50 upon supercooling and to explore their structural and chemical basis. Our analysis reveals that the picosecond Debye-Waller factor determines the two crossover temperatures $T_A$ and $T_S$ in quantitative agreement with long-time dynamics. Furthermore, using the isoconfigurational ensemble method, we evidence that dynamical, structural and chemical heterogeneities are strongly correlated to DHs, characterized by the emergence of a transient low mobility phase with composition CuZr2.

The paper is organized as follows. In Sec. II details about the model and the numerical simulations are given. The re-
results are presented and discussed in Sec. III and the conclusions are summarized in Sec. IV.

II. METHODS

Molecular Dynamics (MD) simulations for the CuZr binary alloy were carried out using LAMMPS molecular dynamics software [19]. An embedded-atom model (EAM) potential was used to describe the interatomic interactions [20]. Each simulation consists of a total number of 23328 atoms contained in a box with periodic boundary conditions. The initial configurations were equilibrated at 2000 K for 5 ns followed by a rapid quench to 500 K at a rate of $10^{11}$ K/s. The quench was performed in the NPT ensemble at zero pressure. During the quench run configurations at the temperatures of interest were collected and, after adequate relaxation, used as starting points for the production runs in the NVT ensemble.

III. RESULTS AND DISCUSSION

A. Definition of characteristic temperatures

First, we focus on the slowing down of dynamics entering the supercooled regime as described by relaxation and transport properties. From the self-intermediate scattering function

\[ F_s(q, t) \]

we define the structural relaxation time \( \tau_\alpha \) via the relation

\[ F_s(q_{\text{max}}, \tau) = 1/e \]

being \( q_{\text{max}} \) the wave-vector corresponding to the main peak in the static structure factor. The viscosity \( \eta \) is calculated by integrating the stress autocorrelation function according to Green-Kubo formalism [21], i.e.

\[ \eta = (V/k_B T) \int_0^\infty \langle P_{\alpha\beta}(t_0)P_{\alpha\beta}(t_0 + t) \rangle dt \]

where \( V \) is the volume, \( P_{\alpha\beta} \) is the off-diagonal \( \alpha\beta \) component of the stress and an average over the three components \( \alpha\beta = xy, xz, yz \) is considered. Self-diffusion coefficient \( D \) is determined as the slope of the mean square displacement \( \Delta r^2 \) versus time \( t \) in the long-time limit,

\[ D = \lim_{t \to \infty} \frac{1}{2t} \Delta r^2(t) \]

In Fig. 1 we show the temperature dependence of the structural relaxation time \( \tau_\alpha \) (panel a), viscosity \( \eta \) (panel b) and self-diffusion coefficient \( D \) (panel c). The typical phenomenology of glass-forming liquids is observed with \( \tau_\alpha \), \( \eta \) and \( D \) deviating from an Arrhenius temperature dependence at low temperatures. These deviations become apparent at the crossover temperature \( T_A \sim 1300 \) K whose estimate is in agreement with previous findings [10]. Below \( T_A \) the behavior of relaxation time and viscosity can be described by the Vogel-Fulcher-Tammann (VFT) equation

\[ \tau_\alpha = \tau_0 \exp \left[ \frac{B}{(T - T_0)} \right] \]

and

\[ \eta = \eta_0 \exp \left[ B/(T - T_0) \right] \]

respectively. The fitted value of \( T_0 \) from relaxation data does not depend on the chemical species, as \( T_0 = 596 \) K for Cu and \( T_0 = 598 \) K for Zr. Within the uncertainty, these values are in agreement with \( T_0 = 648 \) K from the fit of viscosity data.

In the panel d) of Fig. 1 the ratio of Cu and Zr self-diffusion coefficients is shown as a function of temperature. We note that Cu and Zr diffusions decouple across the temperature range considered and this decoupling is accelerated below a temperature \( T \sim 1000 \) K as denoted by the temperature derivative in the inset of Fig. 1. The decoupling of dynamics is expected to play an important role in promoting heterogeneous dynamics in the system. To characterize dynamical heterogeneities, the non-Gaussian parameter (NGP) \( \alpha_2(t) = \frac{3\langle \Delta r^4(t) \rangle}{8\langle \Delta r^2(t) \rangle^2} - 1 \) where \( \Delta r(t) \) is the displacement of a particle in a time interval \( t \). Figure 2 shows the NGP of Cu (panel a) and Zr (panel b) for selected temperatures. Deviations from the gaussian behavior first increase with time and then decay in the gaussian diffusive regime, resulting in a maximum \( \alpha_{2,\text{max}} \). Non-Gaussianity increases by decreasing the temperature as it’s apparent from the temperature dependence of the maximum \( \alpha_{2,\text{max}} \) in Figure 2 (c). The change \( \alpha_{2,\text{max}} \) with temperature is seen more clearly if looking at the temperature derivative \( d\alpha_{2,\text{max}}/dT \) in Figure 2 (d). The dynamic crossover temperature \( T_x \), that marks the onset of DHs, is found to be about 1000 K: below \( T_x \) we note a strong temperature dependence of \( d\alpha_{2,\text{max}}/dT \) for both Cu and Zr atoms indicating that DHs grow with an increasing rate. The fact that the decoupling of diffusion is also accelerated below \( T_x \), as mentioned earlier, is an indication of a correlation between these two phenomena.

The occurrence of DHs is indicated as the origin of the breakdown of Stokes-Einstein (SE) relation in many studies of glass-forming systems [9, 16, 22]. SE relation provides a simple connection between the diffusion coefficient and the viscosity via

\[ D \sim (\eta/T)^{-1} \]

Figure 3 (left) displays the evolution of \( D \) as a function of \( \eta/T \). Upon cooling, we observe the breakdown of SE relation in the form of a crossover towards a fractional SE relation

\[ D \sim (\eta/T)^{-\zeta} \]

with \( \zeta = 0.66 \)
we show the temperature dependence of the DW factor, denoting particle caging (see panel a and b of Figure 2). Panel c): temperature dependence of the maximum value $\alpha_{2,max}$. Panel d): temperature derivative $d\alpha_{2,max}/dT$ as a function of temperature. Shaded region marks the appearance of dynamical heterogeneities.

FIG. 2: Panels a) and b): non-gaussian parameter $\alpha_2$ of Cu (panel a) and Zr (panel b) atoms for selected temperature values. Panel c): temperature dependence of the maximum value $\alpha_{2,max}$. Panel d): temperature derivative $d\alpha_{2,max}/dT$ as a function of temperature. Shaded region marks the appearance of dynamical heterogeneities.

for Cu and $\zeta = 0.72$ for Zr. From the temperature derivative of the SE product $\Delta_t/T$, the breakdown is seen to occur at $T \sim 1000$ K, coinciding with the onset of the growth of DHs.

Dynamc crossover temperatures can also be determined by looking at short time dynamics as discussed in a recent work by Zhang et al. [12]. Here we briefly review this approach. Fast dynamics is usually described by the Debye-Waller (DW) factor $\langle u^2 \rangle$ corresponding to the mean square vibrational amplitude of atoms. Here, we define $\langle u^2 \rangle = \Delta r^2 (t = 1 \text{ ps})$; this definition ensures that at sufficiently low temperature $\langle u^2 \rangle$ corresponds to the plateau value of the mean square displacement, denoting particle caging (see panel a and b of Figure 4).

In Figure 4 we show the temperature dependence of the DW factor for each chemical species (panel c) as well as the average over all the atoms (panel d), denoted by $\langle u_2^2 \rangle$. First, we observe that DW extrapolates to zero at a finite temperature $T \sim 540$ K, in agreement with previous findings in metallic systems [12] and polymers [23], and which coincides, within the experimental uncertainty, with the temperature $T_0$, estimated from the VFT fit of relaxation and viscous properties. Further, the crossover temperature $T_A$ can be estimated via an extension of the Lindemann criterion for crystal melting [24]. The glass transition temperature $T_g$ is reached when the DW attains a given fraction of the interparticle distance, i.e., $\langle u^2(T_g) \rangle^{1/2} \approx 0.15 - 0.16\sigma$, and $T_A$ when the DW is three times this value $\langle u^2(T_A) \rangle^{1/2} \approx 0.5\sigma$. Here this numerical estimation of $T_A$ is fairly consistent with the one from $\tau$ or $\eta$. We note that a threshold for the amplitude of atomic vibrations at $T_A$ corresponding to half interparticle distance can be understood in the light of recent findings by Iwashita and coworkers [1]. The authors have shown that the competition between the elementary excitations and phonons localization determines the crossover phenomenon: at $T_A$ local excitations in atomic connectivity start to communicate with neighboring atoms through atomic vibrations as phonon mean-free path equal the distance between nearest neighbors.

To conclude the discussion about short-time dynamics, we note that the DW factor starts to show significant deviations from the low-temperature linear behavior at about 950 K, within the uncertainty range of the crossover temperature $T_A$. Hence we interpret the superlinear increase of the DW factor as related to the onset of DHs. We point out that recently Douglas et al. proposed a different interpretation as they associate the phenomenon with the critical mode-coupling temperature $T_c$ [12]. For the present model a power-law fitting of the relaxation time $\tau_\alpha \sim |T - T_c|^{-\gamma}$ gives $T_c = 860$ K [19]. As the quality of our data does not allow us to decisively discriminate between the two proposed interpretations, further work is needed to clarify this aspect.

To summarize, we have identified two crossover temperature characterizing the slowing down of dynamics. The Arrhenius to non-Arrhenius crossover temperature for relaxation and transport properties $T_s \sim 1300$ K and temperature $T_s \sim 1000$ K which characterizes different interconnected phenomena such as the appearance of dynamical heterogeneities, the decoupling of diffusion and the breakdown of SE relation. Besides, we mention the mode-coupling temperature $T_c$ and the VFT temperature $T_0$; however, unlike $T_A$ and $T_s$, $T_c$ and $T_0$ are the results of fitting procedure with no clear direct connection to dynamic phenomena.

Now, we discuss the evolution of the local structure upon cooling. Short-range local ordering was investigated using the Voronoi tessellation method [25] which consists in the decomposition of the system into a finite number of polyhedra centered at the various atomic sites. Each polyhedron is characterized by its Voronoi indices $(n_3, n_4, \ldots, n_k, \ldots)$, where $n_k$ denotes the number of $k$-edged faces in the given Voronoi polyhedron (with $k$ ranging from 3 to 10). Different combinations of Voronoi indices corresponds to different local symmetries. Here we define the following local structures: icosahedra (icos) for $(0,0,12,0)$; distorted icosahedra (dicos) for...
In this section we investigate the evolution of dynamical, structural and chemical heterogeneities while approaching the glass transition. With this aim, we performed simulations in the isoconfigurational (IC) ensemble [30]. Here 100 NVT trajectories were simulated starting from the same initial configuration but with different momenta, sampled randomly from a Boltzmann distribution. Typically, each simulation lasts for a time at least of the order of $\tau_\alpha$ to allow DHs to evolve.

**B. Analysis of heterogeneities**

Atomic mobility is evaluated via the IC averaged mean square displacement, $\langle \Delta r_{i,\alpha}^2(\Delta t) \rangle_{ic} = \langle (r_{i,\alpha}(\Delta t) - r_{i,\alpha}(0))^2 \rangle_{ic}$, where $r_{i,\alpha}(0)$ and $r_{i,\alpha}(\Delta t)$ are the positions of the $i$th atoms at the beginning and after a time $\Delta t$ in the $\alpha$th trajectories and the average $\langle \cdot \rangle_{ic}$ is taken over all the IC trajectories. Atom propensity for displacement is usually defined as $\langle \Delta r_{i,\alpha}^2(\Delta t) \rangle_{ic}$ on a time interval $\tau_\alpha$ or $1.5 \times \tau_\alpha$. As we are interested to follow the temporal evolution of the DHs, in the following we change this time interval $\Delta t$, going from short times, corresponding to atom vibrations, up to structural relaxation.

Now we focus on the less mobile atoms. For each timescale of interest, we define a set of low mobility (LM) atoms as the set of 5% atoms having smaller IC averaged MSD over the relevant timescale. In Figure 6 we show the typical configurations of LM atoms for different values of the time interval $\Delta t$ and two selected temperatures. From a visual inspection we note that at the relatively high temperature, $T = 900$ K, the composition of the LM set of atoms evolves with the observation timescale, going from a balance of Cu and Zr atoms at short times to a preponderance of Zr atoms at long times. This is indicative of a connection between compositional inhomogeneities, or chemical heterogeneities, and dynamical heterogeneities. At the lower temperature, $T = 725$ K, the evolution of chemical heterogeneities is also observed but the most remarkable effect is a structural evolution of LM atoms. At short observation time LM atoms are sparse in the system whereas at longer time they prefer to organize into compact clusters.

In order to deepen the discussion concerning composition inhomogeneities, we plot in Figure 7 the time dependence of...
FIG. 6: Typical configurations of low mobility (LM) atoms for different values of the time interval $\Delta t$ (see the text for definitions) and for two selected temperatures, $T = 900$ K (top) and $T = 725$ K (bottom). Blue corresponds to a Cu atom and yellow to a Zr atom.

FIG. 7: Open triangles: temporal evolution of the composition for the set of LM atoms as denoted by the ratio between Cu and Zr atoms. Data are shown for different temperatures. Stars: for each temperature, composition on the time scale $t^*$ corresponding to the maximum of the non-gaussian parameter $\alpha^2$ for Cu atoms.

the composition of LM group, as denoted by the ratio between Cu and Zr atoms, $N_s(Cu)/N_s(Zr)$, for a temperature range corresponding to increasing DHs. As mentioned above composition shows a clear dependence on the observation time scale $\Delta t$. At short times, the composition, which is different from the macroscopic one, seems not to depend on the temperature. At long times, beyond structural relaxation, LM atoms consist virtually of only Zr atoms. This effect is clearly due to Zr having a lower diffusivity with respect to Cu. At intermediate times, the ratio develops a maximum for times of the order of $t^*$, with a value $N_s(Cu)/N_s(Zr) \sim 0.5$ which again seems not to depend on temperature. Upon increasing the supercooling, the maximum converts to a plateau, whose extension grows in time. This signals the appearance of a transient low mobility phase with composition CuZr$_2$ at the maximum of heterogeneity in the system. We point out that the proposed scenario, and in particular the presence of the transient CuZr$_2$ phase, is stable with respect to the definition of the LM set of atoms (not shown here).

The connections between structural and dynamical heterogeneities are examined by looking at the spatial organization of LM atoms. To this purpose, we performed a cluster analysis of the LM set. A cluster is defined as a set of connected particles, each of which is within a cutoff distance of one or more other particles from the same cluster; we set the cutoff as the first minimum in the radial pair distribution function. Figure 8 shows, for selected temperature values, the time evolution of the number of LM cluster, $N_{lmc}$, and the fraction of LM atoms participating to significant clusters $R_{lmc}$ (defined as clusters with at least 10 atoms). The decrease of $N_{lmc}$, as well as the increase of $R_{lmc}$, with increasing observation time signals the tendency of LM atoms to form clusters, as already noted by visual inspection. Clustering becomes stronger as the temperature decreases: at the lowest investigated temperatures about 90% of LM atoms are involved in clusters. At long times approaching the diffusion regime, as Zr starts to play the dominant role, a change back to isolated LM atoms is observed.
Before going any further in the structural characterization of LM atoms, we come back to the observation of a transient low mobility phase with composition CuZr\textsubscript{2}. To understand what is the role of this phase, one has to consider the phase diagram of the Cu-Zr alloy. Indeed, for the composition Cu\textsubscript{50}Zr\textsubscript{50} the compound CuZr\textsubscript{2} is known to form as the primary crystalline phase from the undercooled liquid below 800 K \cite{31}. This similarity raises the question of whether the low mobility CuZr\textsubscript{2} is somehow related to the crystalline phase. To test this hypothesis we have performed MD simulations of the CuZr\textsubscript{2} crystal at finite temperature, obtained starting from a crystalline configuration at zero temperature which was heated to temperature of interest in the NVT ensemble. Local atomic environment in CuZr\textsubscript{2} crystal is known from literature data \cite{32}. Here Cu sites have coordination 14, resulting from 4 Cu atoms with equilibrium distance \(d_1 = 3.218\,\text{Å}\) and 10 Zr atoms at distances \(d_2 = 2.848\,\text{Å}\) (8 atoms) and \(d_3 = 3.877\,\text{Å}\) (2 atoms). Zr sites have coordination 14: 5 Cu atoms with equilibrium distance \(d_4 = 2.848\,\text{Å}\) (4 atoms) and \(d_5 = 3.877\,\text{Å}\) (1 atom) and 9 Zr atoms at distances \(d_6 = 3.140\,\text{Å}\) (4 atoms), \(d_7 = 3.218\,\text{Å}\) (4 atoms) and \(d_8 = 3.877\,\text{Å}\) (1 atom). In Figure 9 we show the partial pair distribution function \(g(r)\) for a central atom belonging to the transient LM phase at \(T = 750\,\text{K}\) and the corresponding \(g(r)\) of the crystal at the same temperature. As a reference, we also plot the \(g(r)\) for all the atoms in the system. First, for a consistency check, we note that simulated CuZr\textsubscript{2} crystal is in agreement with the reported literature data. Then we note that the pair distribution function for LM atoms doesn’t show any significant difference with respect to the full system averaged \(g(r)\). This emphasizes that any change in local order of the LM CuZr\textsubscript{2} phase cannot be detected from \(g(r)\). Indeed, on the one hand the position and height of the first peak in the \(g(r)\) for LM Zr coincide with those of the crystal for both Zr – Zr and Zr – Cu pairs (bottom panels in Fig. 9), on the other hand the \(g(r)\) for LM Cu atoms shows strong difference with the corresponding crystalline one (top panels in Fig. 9). The mismatch in the position of the first peak is a signature of a considerable difference in local density between the LM and crystalline CuZr\textsubscript{2} phases. This comparison on the local atomic environment seems to indicate that no direct connection exists between the observed low mobility regions and the nucleation of the primary crystalline phase.

To complete the structural characterization of DHs, we revert to the Voronoi analysis of LM atoms. According to the previous findings, we focus on icosahedral-like SRO for Cu centered polyhedra, which is known to play the key role. In Figure 10 (left) the fraction of Cu LM atoms with icosahedral-like short-range order, \(\phi_{\text{lm,icos}}\), is shown as a function of the observation time scale \(\Delta t\). For all the considered temperatures, the population of LM icosahedra displays a flat dependence on \(\Delta t\). Only for high temperatures a decrease is observed at long times (not shown), due to the loss in the LM
We compare 

\[ \Delta t_1 \sim t^* \] . This is also seen in the higher temperature, at the onset of DHs, even though here the competing phenomenon of loosing LM atoms with icosahedral environment as increasing \( \Delta t_1 \) makes the effect less apparent.

**IV. CONCLUSION**

The present MD study aims at clarifying the relationship between dynamics, chemistry and structure in supercooled liquids by investigating the interplay between structural, chemical and dynamical heterogeneities in a model of metallic glass-forming liquid, namely Cu_{50}Zr_{50} alloy. As a preliminary step, we have analyzed the temperature evolution of fast dynamics and slow relaxation upon supercooling and identified two crossover temperature \( T_A \) and \( T_s \), corresponding to the Arrhenius-to-non-Arrhenius crossover and the onset of dynamical heterogeneities respectively. Further, by changing the observation timescale, we were able to expose both a structural and a chemical evolution of dynamical heterogeneities. Below \( T_s \) low mobility atoms are organized into clusters, whose size increases upon cooling and having a Zr-enriched composition with respect to whole system. For observation time corresponding to the maximum of DHs, we report a transient LM phase with a composition CuZr which is reminiscent of the primary crystalline phase below 800K. However, a local structural analysis of this transient phase shows no signature of crystalline order but rather an increase of icosahedral short-range order (ISRO).

Our results support the consolidated scenario of a correlation between an increase of ISRO and the slowing down of dynamics as approaching the glass transition. Crystallization, which is definitely observed under experimental condition, is not attainable in our simulations due to limited accessible timescales. This precludes the possibility to investigate the competition and interplay of crystalline and amorphous “order” and their relationships with dynamics. To address this topic, which in our opinion deserves further attention, in future works we plan to focus on different compositions for CuZr or on different models of metallic systems, for which crystallization is numerically observed [27, 33, 34].
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