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Abstract. In this paper, we generalize proximal methods that were originally designed for convex optimization on normed vector space to non-convex pose graph optimization (PGO) on special Euclidean groups, and show that our proposed generalized proximal methods for PGO converge to first-order critical points. Furthermore, we propose methods that significantly accelerate the rates of convergence almost without loss of any theoretical guarantees. In addition, our proposed methods can be easily distributed and parallelized with no compromise of efficiency. The efficacy of this work is validated through implementation on simultaneous localization and mapping (SLAM) and distributed 3D sensor network localization, which indicate that our proposed methods are a lot faster than existing techniques to converge to sufficient accuracy for practical use.

1 Introduction

Pose graph optimization (PGO) estimates a number of unknown poses from noisy relative measurements, in which we associate each pose with a vertex and each measurement with an edge of a graph. PGO has important applications in a number of areas, for example, simultaneous localization and mapping (SLAM) in robotics [1], structural analysis of biological macromolecules in cryo-electron microscopy [2], sensor network localization in distributed sensing [3], etc.

In the last twenty years, a number of PGO methods have been developed, which are either first-order optimization methods [3–5] or second-order optimization methods [6–9]. In general, first-order PGO methods typically converge slowly when close to critical points, and thus, second-order PGO methods are preferable in most applications. In spite of this, second-order PGO methods have to continuously solve linear systems to evaluate descent directions, which is difficult to distribute and parallelize, and can be time-consuming for large-scale optimization problems [6–10].

In optimization and applied mathematics, there are a number of algorithms to accelerate the rates of convergence of first-order optimization methods [11–15]. Nevertheless, most of existing accelerated first-order optimization methods [11–15] rely on proximal methods [16] and need a proximal operator that is also an upper bound of the objective function, and such a proximal operator, though exists, it is usually unclear for PGO. In addition, it is common in first-order PGO methods to formulate PGO as optimization on special Euclidean groups, and update pose estimates using Riemannian instead of Euclidean gradients [3–5], whereas in general accelerated first-order optimization methods [11–15] only apply to optimization on normed vector space and are
inapplicable for optimization using Riemannian gradients. As a result, it is in strictly limited to accelerate existing first-order PGO methods [3–5] with [11–15].

In this paper, we generalize proximal methods [16] that were originally designed for convex optimization on normed vector space to non-convex PGO on special Euclidean groups, and show that our proposed methods converge to first-order critical points. Different from existing first-order PGO methods [3–5], our proposed methods do not rely on Riemannian gradients to update pose estimates and there is no need to perform line search to guarantee convergence. Instead, our proposed methods update pose estimates by solving optimization sub-problems in closed form. Furthermore, we present methods that significantly accelerate the rates of convergence using [11, 12] with no loss of theoretical guarantees. To our knowledge, neither proximal methods nor accelerated first-order methods for PGO have been presented before. In addition, our proposed methods can be easily distributed and parallelized without compromise of efficiency.

In spite of being first-order PGO methods, our proposed methods are empirically several times faster than second-order PGO methods to converge to modest accuracy that is sufficient for practical use. In cases where higher accuracy is required, our proposed methods can be combined with second-order PGO methods [6–10] to improve the overall performance.

The rest of this paper is organized as follows. Section 2 introduces notations that are used throughout this paper. Section 3 reformulates proximal methods in a more general way that is used in this paper to solve PGO. Section 4 formulates and simplifies PGO. Section 5 proposes a generalized proximal operator that is also an upper bound of PGO, which is fundamental to our proposed methods. Sections 6 and 7 present unaccelerated and accelerated generalized proximal methods for PGO, respectively, which is the major contribution of this paper. Section 8 implements our proposed methods on SLAM and distributed 3D sensor network localization, and makes comparisons with SE − Sync [9]. The conclusions are made in Section 9.

2 Notation

\( \mathbb{R} \) denotes the sets of real numbers; \( \mathbb{R}^{m \times n} \) and \( \mathbb{R}^n \) denote the sets of \( m \times n \) matrices and \( n \times 1 \) vectors, respectively; and \( SO(d) \) and \( SE(d) \) denote the sets of special orthogonal groups and special Euclidean groups, respectively. For a matrix \( X \in \mathbb{R}^{m \times n} \), the notation \( [X]_{ij} \) denotes the \((i, j)\)-th entry or \((i, j)\)-th block of \( X \). The notation \( \| \cdot \| \) denotes the Frobenius norm of matrices and vectors. For symmetric matrices \( Y, Z \in \mathbb{R}^{n \times n} \), \( Y \succeq Z \) (or \( Z \preceq Y \)) and \( Y \succ Z \) (or \( Z \prec Y \)) mean that \( Y - Z \) is positive semidefinite and positive definite, respectively. If \( F : \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \) is a function, \( M \subset \mathbb{R}^{m \times n} \) is a manifold and \( X \in M \), the notation \( \nabla F(X) \) and \( \text{grad} F(X) \) denote the Euclidean and Riemannian gradients, respectively.

3 Generalized Proximal Methods

For an optimization problem

\[
\min_{X \in \mathcal{X}} F(X),
\]
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in which $\mathcal{X}$ is a closed set and $F : \mathcal{X} \to \mathbb{R}$ is a function with Lipschitz smooth gradient $\nabla F(X)$ for a scalar $L > 0$ such that

$$F(Y) \leq F(X) + \nabla F(X) \top (Y - X) + \frac{L}{2} \|Y - X\|^2,$$  \hspace{1cm} (1)$$

then the proximal operator of the first-order approximation at $X^{(k)} \in \mathcal{X}$ is defined to be \cite{16}

$$X^{(k+1)} = \arg\min_{X \in \mathcal{X}} F(X^{(k)}) + \nabla F(X^{(k)}) \top (X - X^{(k)}) + \frac{L}{2} \|X - X^{(k)}\|^2,$$  \hspace{1cm} (2)$$

from which it can be concluded that $F(X^{(k+1)}) \leq F(X^{(k)})$. An optimization algorithm using Eq. (2) to generate iterates $\{X^{(k)}\}$ is called the proximal method. Though originally designed for convex optimization \cite{11, 12, 16}, proximal methods have been used to solve non-convex optimization problems and get quite good results \cite{13–15}.

From Eq. (2), a prerequisite of proximal methods is that there exists a positive scalar $L$ w.r.t. which $F(X)$ is Lipschitz smooth. In most cases, $L$ is unknown, and finding such a scalar $L$ can be time-consuming. Instead, if there exists a positive definite matrix $\Omega$ such that

$$F(Y) \leq F(X) + \nabla F(X) \top (Y - X) + \frac{1}{2} (Y - X) \top \Omega (Y - X),$$  \hspace{1cm} (3)$$

we obtain an first-order approximation that is also an upper bound of $F(X)$ as

$$X^{(k+1)} = \arg\min_{X \in \mathcal{X}} F(X^{(k)}) + \nabla F(X^{(k)}) \top (X - X^{(k)}) + \frac{1}{2} (X - X^{(k)}) \top \Omega (X - X^{(k)}).$$  \hspace{1cm} (4)$$

We term Eq. (4) as the generalized proximal operator and an optimization algorithm using the equation above to generate iterates $\{X^{(k)}\}$ as the generalized proximal method. For a number of optimization problems, finding a matrix $\Omega$ satisfying Eq. (3) is much easier than finding a scalar $L$ satisfying Eq. (1). Even though it is possible to determine a scalar $L > 0$ satisfying Eq. (1) as the greatest eigenvalue of $\Omega$, it is still expected that Eq. (4) results in a better approximation and a tighter upper bound than Eq. (2).

In the following sections, we will propose generalized proximal methods using Eq. (4) to solve PGO.

4 Problem Formulation

In this section, we review PGO that can be formulated as a least-square optimization problem and be simplified to a compact quadratic form. It should be noted that both the least-square and quadratic formulations of PGO have been well addressed by Rosen et. al in \cite{9}, and due to space limitations, we only present the main results and interested readers can refer to \cite{9} for a detailed introduction.

PGO estimates $n$ unknown poses $g_i \triangleq (R_i, t_i) \in SE(d)$ with $m$ noisy measurements of relative poses $g_{ij} \triangleq g_i^{-1}g_j \triangleq (R_{ij}, t_{ij}) \in SE(d)$. In PGO, the $n$ poses $g_i$ and
In the next section, we will propose a generalized proximal operator of Eqs. (6) and (7) whose minimization is n independent optimization problems on $SE(d)$, and thus can be efficiently solved, which is fundamental to our proposed methods for PGO.

5 The Generalized Proximal Operator for PGO

In this section, we propose an upper bound of PGO, and show that the resulting upper bound is a generalized proximal operator of the first-order approximation of PGO.

For any matrices $A$ and $B$ of the same size, it is known that
the unique optimal solution to which is \( P = \frac{1}{2} A + \frac{1}{2} B \). As a result of Eq. (9), if we introduce \( m \) pairs of extra variables \( P_{ij} \in \mathbb{R}^{d \times d} \) and \( p_{ij} \in \mathbb{R}^{d} \) for each \((i, j) \in \mathcal{E}\), an upper bound of PGO is obtained as

\[
\min_{\tilde{P}_{ij}, t_i} \sum_{(i,j) \in \mathcal{E}} \left( \kappa_{ij} \cdot \| \tilde{R}_i \tilde{R}_{ij} - P_{ij} \|^2 + \tau_{ij} \cdot \| \tilde{R}_i \tilde{t}_{ij} + t_i - p_{ij} \|^2 + \kappa_{ij} \cdot \| R_j - P_{ij} \|^2 + \tau_{ij} \cdot \| t_j - p_{ij} \|^2 \right). \tag{10}
\]

If \( P_{ij} \) and \( p_{ij} \) are chosen as

\[
P_{ij} = \frac{1}{2} R_i \tilde{R}_{ij} + \frac{1}{2} R_j, \quad p_{ij} = \frac{1}{2} R_i \tilde{t}_{ij} + \frac{1}{2} R_j, \tag{11}
\]

with \((R_i, t_i) \in SE(d)\) and \( i = 1, \ldots, n \), then Eq. (6) and Eq. (10) attain the same objective value at \((\tilde{R}_i, \tilde{t}_i)\). As a matter of fact, Eq. (10) results in a generalized proximal operator of the first-order approximation of PGO as stated in Theorem 1.

**Theorem 1.** Let \( P_{ij} \) and \( p_{ij} \) are chosen as Eq. (11) with \((R_i, t_i) \in SE(d)\) and \( i = 1, \ldots, n \). Then, there exists a constant matrix \( 0 \leq \tilde{\Omega} \in \mathbb{R}^{(d+1)n \times (d+1)n} \) such that Eq. (10) is equivalent to

\[
\min_{X \in \mathbb{R}^{d \times n} \times SO(d)^n} F(X^{(k)}) + \text{trace} \left( (X - X^{(k)})^\top \nabla F(X^{(k)}) \right) + \frac{1}{2} \text{trace} \left( (X - X^{(k)}) \tilde{\Omega} (X - X^{(k)})^\top \right) \tag{12}
\]

in which \( X^{(k)} = \begin{bmatrix} t_1^{(k)} \cdots t_n^{(k)} & R_1^{(k)} \cdots R_n^{(k)} \end{bmatrix} \in \mathbb{R}^{d \times n} \times SO(d)^n \), \( F(X^{(k)}) = \frac{1}{2} \text{trace}(X^{(k)} \tilde{M} X^{(k)}) \) and \( \nabla F(X^{(k)}) = X^{(k)} \tilde{M} \).

**Proof.** See [17, Appendix B.1].

It should be noted that Eq. (12) is an upper bound of PGO as well as Eqs. (6) and (7), in which \( \tilde{M} \) and \( \tilde{\Omega} \) are closely related as follows.

**Theorem 2.** Let \( \tilde{M} \) and \( \tilde{\Omega} \) be defined as Eqs. (7) and (12), respectively. Then,

(a) \( \tilde{\Omega} \succeq \tilde{M} \);

(b) for any \( c \in \mathbb{R} \), \( c \cdot \mathbf{I} \succeq \tilde{\Omega} \) if \( \frac{c}{2} \mathbf{I} \succeq \tilde{M} \).

**Proof.** See [17, Appendix B.2].

As a result of Theorems 1 and 2, Eq. (12) is a generalized proximal operator and an upper bound of PGO, which suggests the possibility of generalized proximal methods to solve PGO. It should be noted that only the Euclidean gradient \( \nabla F(X^{(k)}) \) is involved in Eq. (12), and as a result, we might also accelerate generalized proximal methods using [11, 12]. In Section 6, we will propose generalized proximal methods for PGO, and in Section 7, we will further accelerate our proposed generalized proximal methods for PGO, which is the major contribution of this paper.
6 Generalized Proximal Methods for PGO

In this section, we propose two generalized proximal methods to solve PGO and show that our proposed methods for PGO converge to first-order critical points.

6.1 The GPM − PGO Method

**Algorithm 1** The GPM − PGO Method

1: **Input**: An initial iterate $X^{(0)} = [t_1^{(0)} \ldots t_n^{(0)} R_1^{(0)} \ldots R_n^{(0)}] \in \mathbb{R}^n_d \times SO(d)^n$, and the maximum number of iterations $N$.
2: **Output**: A sequence of iterates ${X^{(k)}}$.
3: **function** GPM − PGO($X^{(0)}$, $N$)
4: for $k = 0 \rightarrow N - 1$
5: \[\begin{bmatrix}
\theta_1^{(k)} \\
\vdots \\
\theta_n^{(k)}
\end{bmatrix}
\leftarrow X^{(k)} \Theta
\]
6: for $i = 1 \rightarrow n$
7: \[R_{i}^{(k + 1)} \leftarrow \max_{R_i \in SO(d)} \text{trace}(R_i^{T} \theta_i^{(k)})
\]
8: end for
9: \[R^{(k + 1)} \leftarrow \begin{bmatrix}
R_1^{(k + 1)} \\
\vdots \\
R_n^{(k + 1)}
\end{bmatrix}
\]
10: \[t^{(k + 1)} \leftarrow R^{(k + 1)} \Xi + X^{(k)} \Psi
\]
11: \[X^{(k + 1)} \leftarrow \begin{bmatrix}
t^{(k + 1)} \\
R^{(k + 1)}
\end{bmatrix}
\]
12: end for
13: return \{ $X^{(k)}$ \}
14: **end function

According to Theorem 2, it is known that $\tilde{\Omega} \succeq \tilde{M}$, and thus, we obtain a series of upper bounds of PGO:

\[
\begin{align*}
\min_{X \in \mathbb{R}^{d \times n} \times SO(d)^n} G(X|X^{(k)}) & \triangleq F(X^{(k)}) + \text{trace} \left( (X - X^{(k)})^T \nabla F(X^{(k)}) \right) + \\
& \frac{1}{2} \text{trace} \left( (X - X^{(k)}) \tilde{\Gamma} (X - X^{(k)})^T \right), \quad (13)
\end{align*}
\]

in which $\tilde{\Gamma} = \tilde{\Omega} + \alpha \cdot I \succeq \tilde{M}$ and $\alpha \geq 0$. From Eqs. (10) and (12), a straightforward mathematical manipulation indicates that $\tilde{\Gamma}$ in Eq. (13) takes the form as

\[
\tilde{\Gamma} \triangleq \begin{bmatrix}
\tilde{\Gamma}_\tau & \tilde{\Gamma}_\nu & \tilde{\Gamma}_\rho \\
\tilde{\Gamma}_\nu^T & \tilde{\Gamma}_\nu & \tilde{\Gamma}_\nu \\
\tilde{\Gamma}_\rho & \tilde{\Gamma}_\rho & \tilde{\Gamma}_\rho
\end{bmatrix}
\]

with $\Gamma_\tau = \text{diag} \{ \Gamma\_, \ldots, \Gamma_n \} \in \mathbb{R}^{n \times n}$, $\tilde{\Gamma}_\rho = \text{diag} \{ \tilde{\Gamma}_\rho, \ldots, \tilde{\Gamma}_\rho \} \in \mathbb{R}^{dn \times dn}$ and $\tilde{\Gamma}_\nu = \text{diag} \{ \tilde{\Gamma}_\nu, \ldots, \tilde{\Gamma}_\nu \} \in \mathbb{R}^{dn \times n}$, in which

\[
\begin{align*}
\Gamma_i^\tau & = \alpha + \sum_{(i,j) \in E} 2 \cdot \tau_{ij} \in \mathbb{R}, \quad (14a) \\
\tilde{\Gamma}_i^\rho & = \alpha \cdot I + \sum_{(i,j) \in E} 2 \cdot \kappa_{ij} \cdot I + \sum_{(i,j) \in \overline{E}} 2 \cdot \tau_{ij} + \tilde{\tau}_{ij} \tilde{\Gamma}_j^\tau \in \mathbb{R}^{d \times d}, \quad (14b)
\end{align*}
\]
For simplicity and clarity, we rewrite \( \nabla F(X^{(k)}) \) in Eq. (12) as \( \nabla F(X^{(k)}) = \begin{bmatrix} \bar{\pi}_1^T \cdots \bar{\pi}_n^T \bar{\pi}_1^T \cdots \bar{\pi}_n^T \end{bmatrix} \in \mathbb{R}^{d \times (d+1)n} \), in which \( \bar{\pi}_i^T \in \mathbb{R}^d \) and \( \bar{\pi}_i^T \in \mathbb{R}^{d \times d} \) are Euclidean gradients w.r.t. \( t_i \) and \( R_i \), respectively. Substituting Eqs. (14a) to (14c) into Eq. (12) and simplifying the resulting equation, we obtain

\[
\min_{R_i \in SO(d), t_i \in \mathbb{R}^d} \frac{1}{2} \sum_{i \in \mathcal{V}} \left( \left( (R_i - R_i^{(k)}) \tilde{\Gamma}_i^\nu (R_i - R_i^{(k)})^\top \right) + \tilde{\Gamma}_i^\nu (R_i - R_i^{(k)})^\top (t_i - t_i^{(k)}) + \frac{1}{2} (t_i - t_i^{(k)})^\top \tilde{\Gamma}_i^\nu (t_i - t_i^{(k)}) + \text{trace} \left( \bar{\pi}_i^T (R_i - R_i^{(k)}) \right) + \bar{\pi}_i^T (t_i - t_i^{(k)}) \right),
\]

which is equivalent to \( n \) independent optimization problems on \( (R_i, t_i) \in SE(d) \):

\[
\min_{R_i \in SO(d), t_i \in \mathbb{R}^d} \frac{1}{2} \sum_{i \in \mathcal{V}} \left( \left( (R_i - R_i^{(k)}) \tilde{\Gamma}_i^\nu (R_i - R_i^{(k)})^\top \right) + \tilde{\Gamma}_i^\nu (R_i - R_i^{(k)})^\top (t_i - t_i^{(k)}) + \frac{1}{2} (t_i - t_i^{(k)})^\top \tilde{\Gamma}_i^\nu (t_i - t_i^{(k)}) + \text{trace} \left( \bar{\pi}_i^T (R_i - R_i^{(k)}) \right) + \bar{\pi}_i^T (t_i - t_i^{(k)}) \right).
\]

Furthermore, if \( R_i \in SO(d) \) is given, \( t_i \in \mathbb{R}^d \) can be recovered as

\[
t_i = t_i^{(k)} - R_i \tilde{\Gamma}_i^\nu \Gamma_i^\tau - 1 + (R_i^{(k)} \tilde{\Gamma}_i^\nu - \bar{\pi}_i^T) \Gamma_i^\tau - 1. \tag{17}
\]

Substituting Eq. (17) into Eq. (16) to cancel out \( t_i \) and applying \( R_i R_i^\top = \mathbf{I} \) to simplify the resulting equation, we obtain

\[
R_i^{(k+1)} = \arg \max_{R_i \in SO(d)} \text{trace}(R_i \theta_i^{(k)}), \tag{18}
\]

in which

\[
\theta_i^{(k)} = R_i^{(k)} (\tilde{\Gamma}_i^\rho - \bar{\pi}_i^T \Gamma_i^\tau - 1 \tilde{\Gamma}_i^\nu) + \bar{\pi}_i^T \Gamma_i^\tau - 1 \tilde{\Gamma}_i^\nu - \bar{\pi}_i^T \in \mathbb{R}^{d \times d}. \tag{19}
\]

From \( \nabla F(X^{(k)}) = X^{(k)} \tilde{M} \) and Eqs. (8) and (13), we might matricize Eq. (19) as

\[
\theta^{(k)} = X^{(k)} \Theta,
\]

in which \( \theta^{(k)} = \begin{bmatrix} \theta_1^{(k)} & \cdots & \theta_n^{(k)} \end{bmatrix} \in \mathbb{R}^{d \times dn} \), and \( \Theta \in \mathbb{R}^{(d+1)n \times dn} \) is a sparse matrix

\[
\Theta = \begin{bmatrix} L(W_\tau \top) \Gamma_\tau - 1 \tilde{\Gamma}_\nu \top + \begin{bmatrix} 0 \\
\tilde{\Gamma}_\rho - \tilde{\Gamma}_\nu \Gamma_\tau - 1 \tilde{\Gamma}_\nu \top \end{bmatrix} \end{bmatrix} = \begin{bmatrix} \tilde{\nu} \\
L(\tilde{\nu}_\rho) + \tilde{\Sigma} \end{bmatrix}. \tag{20}
\]

Similarly, as a result of Eqs. (8), (13) and (17), we obtain

\[
t^{(k+1)} = R^{(k+1)} \Xi + X^{(k)} \Psi, \tag{21}
\]
in which $\theta^{(k+1)} = \left[ t^{(k+1)}_1 \cdots t^{(k+1)}_n \right] \in \mathbb{R}^{d \times n}$, $R^{(k+1)} = \left[ R^{(k+1)}_1 \cdots R^{(k+1)}_n \right] \in SO(d)^n \subset \mathbb{R}^{d \times d^n}$, and $\Xi \in \mathbb{R}^{d \times d \times n}$ and $\Psi \in \mathbb{R}^{(d+1)n \times n}$ are sparse matrices with $\Xi = -\Gamma^{\nu} \Gamma^{\tau - 1}$ and $\Psi = \begin{bmatrix} \Gamma^\tau - L(W^T) \\ \Gamma^\nu - \tilde{V}^\tau \end{bmatrix} \Gamma^{\tau - 1}$, respectively.

It is obvious that Eq. (16) is simplified to Eq. (18). From [18], if $\theta_i^{(k)} \in \mathbb{R}^{d \times d}$ admits a singular value decomposition $\theta_i^{(k)} = U_i \Sigma_i V_i^\top$ in which $U_i$ and $V_i \in O(d)$ are orthogonal (but not necessarily special orthogonal) matrices, and $\Sigma_i = \text{diag}\{\sigma_1, \sigma_2, \cdots, \sigma_d\} \in \mathbb{R}^{d \times d}$ is a diagonal matrix, and $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_d \geq 0$ are singular values of $\theta_i$, then the optimal solution to Eq. (18) is

$$R_i = \begin{cases} U_i \Sigma^+ V_i^\top, & \text{det}(U_i V_i^\top) > 0, \\
U_i \Sigma^- V_i^\top, & \text{det}(U_i V_i^\top) < 0, \end{cases}$$

(22)

in which $\Sigma^+ = \text{diag}\{1, 1, \cdots, 1\}$ and $\Sigma^- = \text{diag}\{1, 1, \cdots, -1\}$. If $d = 2$, the equation above is equivalent to the polar decomposition of $2 \times 2$ matrices, and if $d = 3$, there are fast algorithms for singular value decomposition of $3 \times 3$ matrices [19]. In both cases of $d = 2$ and $d = 3$, Eq. (18) can be efficiently solved. As long as $R_i \in SO(d)$ is known, we can further recover $t_i \in \mathbb{R}^d$ using Eq. (21) so that a solution $(t_i, R_i) \in \mathbb{R}^d \times SO(d)$ to Eq. (16) is obtained with which Eq. (15) is also solved.

Therefore, Eq. (15) only involves $n$ singular value decomposition to solve Eq. (18) on $R_i \in SO(d)$, and a matrix-vector multiplication to retrieve $t_i \in \mathbb{R}^d$ using Eq. (21), which suggests the GPM – PGO method (Algorithm 1).

### 6.2 The GPM – PGO* Method

It is according to Eq. (7) that PGO can be reformulated as

$$\min_{t \in \mathbb{R}^{d \times n}, R \in SO(d)^n} \frac{1}{2} \text{trace} \left( tL(W^T)t^\top \right) + \text{trace} \left( \tilde{V}^\top R^\top t \right) + \frac{1}{2} \text{trace}(RL(\tilde{G}^\rho)R^\top) + \frac{1}{2} \text{trace}(R \Sigma^\rho R^\top),$$

(23)

in which $t = \left[ t_1 \cdots t_n \right] \in \mathbb{R}^{d \times n}$ and $R = \left[ R_1 \cdots R_n \right] \in SO(d)^n$. Following a similar procedure in [9], if the rotation $R = R^{(k+1)}$ in the equation above is given, we can optimally recover the corresponding translation $t = t^{(k+1)}$ as $t^{(k+1)} = -R^{(k+1)} \tilde{V}^\top L(W^T)^\top$, which is further simplified to

$$t^{(k+1)} = -R^{(k+1)} \tilde{T}^\top \Omega A^\top (A \Omega A^\top)^\dagger.$$  

(24)

In Eq. (24), $A \in \mathbb{R}^{n \times m}$, $\Omega \in \mathbb{R}^{m \times m}$ and $\tilde{T} \in \mathbb{R}^{m \times d \times n}$ are sparse matrices that are defined as Eqs. (7), (22) and (23) in [9, Sections 3 and 4], respectively.

As a result, instead of computing each $t^{(k+1)}_i \in \mathbb{R}^d$ sub-optimally using Eqs. (17) and (21), we might use Eq. (24) to optimally recover $t^{(k+1)} \in \mathbb{R}^{d \times n}$ w.r.t. $R^{(k+1)} \in SO(d)^n$ as a whole. Furthermore, if $t^{(k+1)}$ is recovered by Eq. (24), we have $\tau^{(k)}_i = 0$ for all $i = 1, \cdots, n$ in Eq. (16), and thus, only the Euclidean gradient $\nabla^P = \left[ \tau^P_1 \cdots \tau^P_n \right] = \nabla_R F(X^{(k)})$ w.r.t. $R^{(k)}$ needs to be computed, and then $\theta^{(k)}_i$ is simplified to
Proof. See [17, Appendix B.3].
Algorithm 3 The NAG−PGO∗ Method

1: Input: An initial iterate $X^{(0)} = \begin{bmatrix} t^{(0)} & R^{(0)} \end{bmatrix} \in \mathbb{R}^{d \times n} \times SO(d)^n$ and $X^{(-1)} = \begin{bmatrix} t^{(-1)} & R^{(-1)} \end{bmatrix} \in \mathbb{R}^{d \times n} \times SO(d)^n$ in which $t^{(0)} = -R^{(0)^\top} \Omega A^\top (A \Omega A^\top)^{1} t^{(-1)} = -R^{(-1)^\top} \Omega A^\top (A \Omega A^\top)^{1}$, $s^{(0)} \in [1, +\infty)$, and the maximum number of iterations $N$.

2: Output: A sequence of iterates \{\(X^{(k)}, s^{(k)}\)\}.

3: function NAG−PGO∗(\(X^{(0)}, X^{(-1)}, s^{(0)}, N\))

4: for \(k = 0 \rightarrow N - 1\) do

5: \(s^{(k+1)} \leftarrow \sqrt{\frac{4t^{(k)}}{s^{(k)}} + 1} + 1\), \(Y^{(k)} \leftarrow X^{(k)} + \frac{s^{(k)} - 1}{s^{(k+1)}} \left(X^{(k)} - X^{(k-1)}\right)\)

6: \(\left[\theta_1^{(k)} \ldots \theta_n^{(k)}\right] \leftarrow Y^{(k)}\)

7: for \(i = 1 \rightarrow n\) do

8: \(R_i^{(k+1)} \leftarrow \text{arg max}_{R_i \in SO(d)} \text{trace}(R_i^\top \theta_i^{(k)})\)

9: end for

10: \(R^{(k+1)} \leftarrow \begin{bmatrix} R_1^{(k+1)} \ldots R_n^{(k+1)} \end{bmatrix}\)

11: \(t^{(k+1)} \leftarrow -R^{(k+1)^\top} \Omega A^\top (A \Omega A^\top)^{1}\)

12: \(X^{(k+1)} \leftarrow \begin{bmatrix} t^{(k+1)^\top} & R^{(k+1)} \end{bmatrix}\)

13: end for

14: return \{\(X^{(k)}, s^{(k)}\)\}

15: end function

7 Accelerated Generalized Proximal Methods for PGO

GPM−PGO and GPM−PGO∗ generalize proximal methods that use Euclidean gradients to update pose estimates, which is different from existing first-order PGO methods [3–5] using Riemannian gradients, and thus, it is possible to accelerate GPM−PGO and GPM−PGO∗ using [11–15].

Following Nesterov’s accelerated proximal method [11, 12], we might extend GPM−PGO∗ to NAG−PGO∗ (Algorithm 3). NAG−PGO∗ is almost the same as GPM−PGO∗ at the beginning when \(s^{(k)}\) is small but then more governed by the momentum term \(X^{(k)} - X^{(k-1)}\) as \(k\) increases. If we relax the constraints of \(R_i \in SO(d)\) to any closed convex sets and choose initial iterate \(X^{(0)} = X^{(-1)}\) and \(s^{(0)} = 1\), NAG−PGO∗ would converge to the global optima within \(O(1/N^2)\) time, whereas theoretically GPM−PGO∗ can not have a rate of convergence better than \(O(1/N)\) [11, 12]. Even though PGO is a non-convex optimization problem, NAG−PGO∗ is expected to inherit the characteristics of Nesterov’s accelerated proximal method and outperform GPM−PGO∗, and empirically, NAG−PGO∗ is indeed much faster than GPM−PGO∗.

Different from GPM−PGO∗, NAG−PGO∗ is not a descent algorithm, and might have “Nesterov ripples” due to high momentum term as \(k\) increases [20]. Moreover, even though NAG−PGO∗ is empirically much faster than GPM−PGO∗ to converge to first-order critical points, it seems difficult to have any theoretical guarantees of convergence for NAG−PGO∗. In order to address these theoretical and practical drawbacks of NAG−PGO∗, we propose AGPM−PGO∗ (Algorithm 4) that is an extension of NAG−PGO∗ with adaptive restart – a restart scheme is commonly used to im-
prove the convergence of accelerated proximal methods in convex optimization [20]. In AGPM – PGO\(^*\), we implement GPM – PGO\(^*\) for several iterations and then restart NAG – PGO\(^*\) whenever the momentum term seems to take us in a bad direction, and as is shown later, though not a descent algorithm, AGPM – PGO\(^*\) is guaranteed to converge to first-order critical points under mild conditions. Since NAG – PGO\(^*\) is usually preferred than GPM – PGO\(^*\), it is recommended to choose a small \( \delta \) in line 7 of Algorithm 4. Besides acceleration, NAG – PGO\(^*\) and AGPM – PGO\(^*\) are expected to escape saddle points faster than GPM – PGO\(^*\) with some additional simple strategies adopted, for which interested readers can refer to [14] for more details. Similar to NAG – PGO\(^*\) and AGPM – PGO\(^*\), we might also extend GPM – PGO to obtain NAG – PGO and AGPM – PGO, which are shown in [17, Appendix A].

In the experiments, we observe that AGPM – PGO and AGPM – PGO\(^*\) converge to the global optima as long as GPM – PGO and GPM – PGO\(^*\) converge to the global optima, however, AGPM – PGO and AGPM – PGO\(^*\) are a lot faster than GPM – PGO and GPM – PGO\(^*\). Even though AGPM – PGO and AGPM – PGO\(^*\) are not descent algorithms if \( \eta < 1 \), we still prove that AGPM – PGO and AGPM – PGO\(^*\) converge to first-order critical points under mild conditions.

**Theorem 4.** Let \( \{X^{(k)}\} \) be a sequence of iterates that is generated by either AGPM – PGO or AGPM – PGO\(^*\). Then,

(a) \( F(X^{(k)}) \to F^\infty \) as \( k \to \infty \);
(b) \( \|X^{(k+1)} - X^{(k)}\| \to 0 \) as \( k \to \infty \) if \( \tilde{\Gamma} \succeq \tilde{M} \) and \( \delta > 0 \);
(c) \( \text{grad} F(X^{(k)}) \to 0 \) as \( k \to \infty \) if \( \tilde{\Gamma} \succeq \tilde{M} \), \( \delta > 0 \) and \( N_0 = 1 \);
(d) \( \|X^{(k+1)} - X^{(k)}\| \to 0 \) as \( k \to \infty \) if \( \alpha > 0 \) and \( \delta > 0 \).

---

**Algorithm 4** The AGPM – PGO\(^*\) Method

1: **Input:** An initial iterate \( X^{(0)} = [t^{(0)} R^{(0)}] \in \mathbb{R}^{d \times n} \times SO(d)^n \) in which \( t^{(0)} = - F^{(0)}(\tilde{\Gamma})^T \Omega A^T (A \Omega A^T)^\dagger \), the maximum number of outer iterations \( N \), the maximum number of inner iterations \( N_0 \), \( \eta \in (0, 1] \), and \( \delta \in [0, \infty) \).
2: **Output:** A sequence of iterates \( \{X^{(k)}\} \).
3: **function** AGPM – PGO\(^*\)(\( X^{(0)}, N, N_0, \delta \))
4: \( a^{(0)} \leftarrow 1, \quad T^{(0)} \leftarrow X^{(0)}, \quad f^{(0)} \leftarrow F(X^{(0)}) \)
5: **for** \( k = 0 \to N - 1 \) **do**
6: \( \{V^{(i)}, a^{(i)}\} \leftarrow \text{NAG – PGO\(^*\)(}X^{(k)}, T^{(k)}, a^{(k)}, N_0) \)
7: **if** \( F(V^{(N_0)}) \leq f^{(k)} - \delta \cdot \|V^{(N_0)} - X^{(k)}\|^2 \) **then**
8: \( a^{(k+1)} \leftarrow a^{(N_0)}, \quad X^{(k+1)} \leftarrow V^{(N_0)}, \quad T^{(k+1)} \leftarrow V^{(N_0)} \)
9: **else**
10: \( \{Z^{(i)}\} \leftarrow \text{GPM – PGO\(^*\)}(X^{(k)}, N_0) \)
11: \( a^{(k+1)} \leftarrow 1, \quad X^{(k+1)} \leftarrow Z^{(N_0)}, \quad T^{(k+1)} \leftarrow Z^{(N_0)} \)
12: **end if**
13: \( f^{(k+1)} \leftarrow (1 - \eta) \cdot f^{(k)} + \eta \cdot F(X^{(k+1)}) \)
14: **end for**
15: **return** \( \{X^{(k)}\} \)
16: **end function**
(e) $\text{grad } F(X^{(k)}) \to 0$ as $k \to \infty$ if $\alpha > 0$, $\delta > 0$ and $N_0 = 1$.

**Proof.** See [17, Appendix B.4].

Note that even though Theorems 4(c) and 4(e) of require the maximum number of inner iterations $N_0 = 1$ to guarantee $\text{grad } F(X^{(k)}) \to 0$, we still observe in the experiments that AGPM $-$ PGO and AGPM $-$ PGO$^*$ always converge to first-order critical points for any $N_0 > 1$. As a result, it should be empirically all right to specify $N_0 > 1$ so that the number of objective function evaluation is reduced and the overall efficiency is improved.

8 Experiments

In this section, we evaluate the performance of generalized proximal methods for PGO that are proposed in Sections 6 and 7 on SLAM and distributed 3D sensor network localization, and make comparisons with existing techniques. All the tests have been performed on a Thinkpad P51 laptop with a 3.1GHz Intel Core Xeon that runs Ubuntu 18.04 and uses g++ 7.4 as C++ compiler.

8.1 SLAM Benchmark Datasets

In the first set of experiments, we implement AGPM $-$ PGO$^*$ (Algorithm 4) on a variety of popular 2D and 3D SLAM datasets and compare the results with SE $-$ Sync [9], which is one of the fastest PGO methods.

For each of the dataset, we choose $\alpha = 0$, $N_0 = 10$, $\eta = 1$ and $\delta = 1 \times 10^{-5}$ for AGPM $-$ PGO$^*$, and AGPM $-$ PGO$^*$ terminates once the relative improvement of the objective function is less than $\epsilon = 0.002$, i.e., $F(X^{(k)}) \leq (1 + \epsilon)F(X^{(k+1)})$. For SE $-$ Sync, we use the default settings except the stopping criteria. In default, SE $-$ Sync does not stop until attaining a local optimum, whereas in our experiments, for a fair comparison, we terminate SE $-$ Sync once it achieves an equivalent accuracy as AGPM $-$ PGO$^*$, which takes less time than the default settings. For all the datasets, we use the chordal initialization [21] for both AGPM $-$ PGO$^*$ and SE $-$ Sync.

The results for these experiments are shown in Tables 1 and 2 and Figs. 1 to 3. In Tables 1 and 2, $n$ is the number of unknown poses, $m$ is the number of edges, $f^*$ is the globally optimal objective value that can be obtained using SE $-$ Sync, and $f$ is the objective value attained by AGPM $-$ PGO$^*$ and SE $-$ Sync. In Figs. 1 and 2, we present the speed-up v.s. SE $-$ Sync and the relative objective error $(f - f^*)/f^*$ of AGPM $-$ PGO$^*$. In all the experiments, AGPM $-$ PGO$^*$ is several times faster than SE $-$ Sync to achieve modest accurate solutions with an average speed-up of 5.14x for 2D SLAM datasets and 9.14x for 3D SLAM datasets. In addition, the average relative objective errors of AGPM $-$ PGO$^*$ for 2D and 3D SLAM datasets are 0.25% and 0.075%, respectively, and such an accuracy is generally sufficient for practical use in SLAM. Furthermore, though not presented in this paper, AGPM $-$ PGO$^*$ converge to the global optima in all the experiments if enough computational time is given.

We also compare the convergence of GPM $-$ PGO, GPM $-$ PGO$^*$, AGPM $-$ PGO and AGPM $-$ PGO$^*$ with SE $-$ Sync on 2D and 3D SLAM datasets, whose results are shown in [17, Appendix C].
### 8.2 Distributed 3D Sensor Network Localization

In the experiments of distributed 3D sensor network localization, it is assumed that the 3D sensor network is static and connected, and each node in the network can only communicate with its neighbours and can only measure the relative pose w.r.t. its neighbours, and as a result, we need to solve it distributively to estimate poses of each node. As mentioned before, GPM – PGO* and AGPM – PGO* always optimally recover the translation $t$, and thus, expect a faster convergence than GPM – PGO and AGPM – PGO. However, in distributed PGO, similar to second-order PGO methods [6–9] solving linear systems to evaluate the descent direction, GPM – PGO* and AGPM – PGO* have to use iterative solvers to solve Eq. (24) to recover the translation $t$, which usually reduces the efficiency of optimization. In contrast, GPM – PGO and AGPM – PGO only need the estimated poses of itself and its neighbours in optimization and do not have to solve linear systems as GPM – PGO* and AGPM – PGO* and second-order PGO methods [6–9]. Therefore, GPM – PGO and AGPM – PGO are well suited for the distributed PGO without inducing extra efforts. Furthermore, there is no loss of theoretical guarantees for GPM – PGO and AGPM – PGO in distributed PGO.

In the experiments, we simulate a distributed 3D sensor network on an ellipsoid with $n = 200$ vertices (nodes) and $m = 600$ edges. The noisy measurements $\tilde{g}_{ij} = (\tilde{R}_{ij}, \tilde{t}_{ij}) \in SE(3)$ are generated according to the model $\tilde{R}_{ij} = R_{ij} \exp(\xi_{ij}^R)$ and $\tilde{t}_{ij} = t_{ij} + \xi_{ij}^L$, where $\xi_{ij}^R$ and $\xi_{ij}^L$ are Gaussian noises with standard deviations $\sigma_R$ and $\sigma_L$, respectively. The ground truths $g_{ij}$ are calculated according to the model $g_{ij} = g_{ij} + \xi\mathcal{N}(0, \sigma)$, where $\xi\mathcal{N}(0, \sigma)$ is a normal distribution with mean 0 and standard deviation $\sigma$. The noisy measurements are then used to recover the ground truths $g_{ij}$ using the proposed distributed GPM – PGO and AGPM – PGO methods.

### Table 1: Results of the 2D SLAM datasets

| Dataset  | $n$  | $m$  | $f^*$  | SE – Sync [9] | AGPM – PGO* [ours] |
|----------|-----|-----|-------|--------------|-----------------|
| aislklin | 1515| 16727| $1.885 \times 10^7$ | $1.885 \times 10^7$ | 4.83 $\times 10^{-1}$ |
| city     | 10000| 20687| $6.386 \times 10^7$ | $6.387 \times 10^7$ | 3.19 $\times 10^{-1}$ |
| CSAIL    | 1045| 1172| $3.170 \times 10^7$ | $3.170 \times 10^7$ | 4.02 $\times 10^{-1}$ |
| manhattan| 3500| 5453| $6.432 \times 10^7$ | $6.434 \times 10^7$ | 9.02 $\times 10^{-3}$ |
| intel    | 1728| 2512| $5.235 \times 10^7$ | $5.235 \times 10^7$ | 1.05 $\times 10^{-2}$ |

### Table 2: Results of the 3D SLAM datasets

| Dataset  | $n$  | $m$  | $f^*$  | SE – Sync [9] | AGPM – PGO* [ours] |
|----------|-----|-----|-------|--------------|-----------------|
| cubicle  | 5750| 16869| $7.171 \times 10^8$ | $7.174 \times 10^8$ | 1.99 $\times 10^{-1}$ |
| garage   | 1061| 6275| $1.263 \times 10^8$ | $1.263 \times 10^8$ | 4.38 $\times 10^{-1}$ |
| grid     | 8000| 22236| $8.432 \times 10^8$ | $8.433 \times 10^8$ | 1.10 $\times 10^{-1}$ |
| rim      | 10195| 29743| $5.461 \times 10^8$ | $5.463 \times 10^8$ | 1.15 $\times 10^{-1}$ |
| sphere   | 2500| 4949| $1.687 \times 10^8$ | $1.687 \times 10^8$ | 1.74 $\times 10^{-2}$ |
| torus    | 5000| 9048| $2.423 \times 10^8$ | $2.423 \times 10^8$ | 1.89 $\times 10^{-2}$ |
| sphere-a | 2200| 8827| $2.962 \times 10^8$ | $2.963 \times 10^8$ | 1.56 $\times 10^{-1}$ |
Fig. 1: The results of $\text{AGPM} - \text{PGO}^*$ for 2D SLAM datasets. The results are (a) speed-up v.s. SE$-\text{Sync}$ [9] and (b) the relative objective error $(f - f^*)/f^*$ of $\text{AGPM} - \text{PGO}^*$. For 2D SLAM datasets, the average speed up is 5.14x and the average relative objective error is 0.25%.

Fig. 2: The results of $\text{AGPM} - \text{PGO}^*$ for 3D SLAM datasets. The results are (a) speed-up v.s. SE$-\text{Sync}$ [9] and (b) the relative objective error $(f - f^*)/f^*$ of $\text{AGPM} - \text{PGO}^*$. For 3D SLAM datasets, the average speed up is 9.14x and the average relative objective error is 0.075%.

$$\tilde{t}_{ij} = t_{ij} + \xi_{t_{ij}}^s,$$

where $\xi_{t_{ij}}^s \sim \mathcal{N}(0, \sigma_t \cdot I)$ and $\delta_t = 0.05$ m. We compute the statistics over 30 runs and use the chordal initialization\footnote{The chordal initialization can be distributedly solved by relaxing PGO as convex quadratic programming.} for all the runs. The results are shown in Fig. 4. In all the 30 runs, $\text{AGPM} - \text{PGO}$ converge to the global optima with an average rotation error of 0.0253 rad and an average relative translation error of 1.60%.

9 Conclusions

In this paper, we have proposed generalized proximal methods for PGO and proved that our proposed methods converge to first-order critical points. In addition, we have accelerated the rates of convergence without loss of any theoretical guarantees. Our
The proposed methods can be distributed and parallelized with minimal efforts and with no compromise of efficiency. In the experiments, our proposed methods are much faster than existing techniques to converge to modest accuracy that is sufficient for practical use. Though not presented in this paper, our proposed methods can also be extended for incremental smoothing [22].

![Fig. 3: The results of AGPM − PGO* on some 2D and 3D SLAM benchmark datasets.](a) city10000 (b) intel (c) ais2klinik (d) garage (e) rim (f) sphere

![Fig. 4: The results of distributed sensor network localization using AGPM − PGO over 30 runs. The results are (a) average rotation error and (b) average relative translation error. In all the 30 runs, AGPM − PGO converge to global optima.](a) (b)
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A The NAG — PGO and AGPM — PGO Methods

A.1 The NAG — PGO Method

Algorithm 5 The NAG — PGO Method

1: **Input**: An initial iterate \( X^{(0)} = [l^{(0)} R^{(0)}] \in \mathbb{R}^{d \times n} \times SO(d)^n \) and \( X^{(-1)} = [l^{(-1)} R^{(-1)}] \in \mathbb{R}^{d \times n} \times SO(d)^n \), \( s^{(0)} \in [1, +\infty) \), and the maximum number of iterations \( N \).

2: **Output**: A sequence of iterates \( \{X^{(k)}, s^{(k)}\} \).

3: function NAG — PGO \( (X^{(0)}, X^{(-1)}, s^{(0)}, N) \)

4: for \( k = 0 \rightarrow N - 1 \) do

5: \( s^{(k+1)} \leftarrow \sqrt{4s^{(k)^2} + 1 + 1} \), \( Y^{(k)} \leftarrow X^{(k)} + s^{(k+1)} \left(X^{(k)} - X^{(k-1)}\right) \)

6: \( \begin{bmatrix} \theta_1^{(k)} \\ \vdots \\ \theta_n^{(k)} \end{bmatrix} \leftarrow Y^{(k)} \Phi \)

7: for \( i = 1 \rightarrow n \) do

8: \( R_i^{(k+1)} \leftarrow \arg \max_{R_i \in SO(d)} \text{trace}(R_i^T \theta_i^{(k)}) \)

9: end for

10: \( R^{(k+1)} \leftarrow \begin{bmatrix} R_1^{(k+1)} \\ \vdots \\ R_n^{(k+1)} \end{bmatrix} \)

11: \( t^{(k+1)} \leftarrow R^{(k+1)} \Xi + X^{(k)} \Psi \)

12: \( X^{(k+1)} \leftarrow \begin{bmatrix} t^{(k+1)} \\ R^{(k+1)} \end{bmatrix} \)

13: end for

14: return \( \{X^{(k)}, s^{(k)}\} \)

15: end function

A.2 The AGPM — PGO Method

Algorithm 6 The AGPM — PGO Method

1: **Input**: An initial iterate \( X^{(0)} = [l^{(0)} R^{(0)}] \in \mathbb{R}^{d \times n} \times SO(d)^n \), the maximum number of outer iterations \( N \), the maximum number of inner iterations \( N_0 \), \( \eta \in (0, 1) \), and \( \delta \in [0, \infty) \).

2: **Output**: A sequence of iterates \( \{X^{(k)}\} \).

3: function AGPM — PGO \( (X^{(0)}, N, N_0, \delta) \)

4: \( a^{(0)} \leftarrow 1 \), \( T^{(0)} \leftarrow X^{(0)} \), \( f^{(0)} \leftarrow F(X^{(0)}) \)

5: for \( k = 0 \rightarrow N - 1 \) do

6: \( \{Y^{(i)}, s^{(i)}\} \leftarrow \text{NAG — PGO}^* (X^{(k)}, T^{(k)}, a^{(k)}, N_0) \)

7: if \( F(V^{(N_0)}) \leq f^{(k)} - \delta \cdot \|V^{(N_0)} - X^{(k)}\|^2 \) then

8: \( a^{(k+1)} \leftarrow s^{(N_0)} \), \( X^{(k+1)} \leftarrow V^{(N_0)} \), \( T^{(k+1)} \leftarrow V^{(N_0-1)} \)

9: else

10: \( \{Z^{(i)}\} \leftarrow \text{PGM — PGO}^* (X^{(k)}, N_0) \)

11: \( a^{(k+1)} \leftarrow 1 \), \( X^{(k+1)} \leftarrow Z^{(N_0)} \), \( T^{(k+1)} \leftarrow Z^{(N_0)} \)

12: end if

13: \( f^{(k+1)} \leftarrow (1 - \eta) \cdot f^{(k)} + \eta \cdot F(X^{(k+1)}) \)

14: end for

15: return \( \{X^{(k)}\} \)

16: end function
B Proofs

B.1 Proof of Theorem 1

If we let
\[ F^R_{ij}(X) = \frac{1}{2} \| R_i \tilde{R}_{ij} - R_j \|^2 \]  
(B.1)
and
\[ F^t_{ij}(X) = \frac{1}{2} \| R_i \tilde{t}_{ij} + t_i - t_j \|^2, \]  
(B.2)
then we obtain
\[
\nabla_{R_i} F^R_{ij}(X) = R_i - R_j \tilde{R}_{ij}^T, \quad (B.3a)
\]
\[
\nabla_{R_i} F^R_{ij}(X) = R_j - R_i \tilde{R}_{ij}, \quad (B.3b)
\]
and
\[
\nabla_{t_i} F^t_{ij}(X) = R_i \tilde{t}_{ij} + t_i - t_j, \quad (B.4a)
\]
\[
\nabla_{R_i} F^t_{ij}(X) = (R_i \tilde{t}_{ij} + t_i - t_j) \tilde{t}_{ij}^T, \quad (B.4b)
\]
\[
\nabla_{t_j} F^t_{ij}(X) = t_j - R_i \tilde{t}_{ij} - t_i. \quad (B.4c)
\]
Note that \( F^R_{ij}(X) \) and \( F^t_{ij}(X) \) only depend on \( t_i, R_i, t_j \) and \( R_j \), and as a result, \( \nabla F^R_{ij}(X) \) and \( \nabla F^t_{ij}(X) \) are well defined by Eqs. (B.3) and (B.4), respectively. Then, from Eqs. (B.1) to (B.4), it is straightforward to show that
\[
\| R_i \tilde{R}_{ij} - \frac{1}{2} R_i^{(k)} \tilde{R}_{ij} - \frac{1}{2} R_j^{(k)} \tilde{R}_{ij} - \frac{1}{2} R_j^{(k)} \tilde{R}_{ij} - \frac{1}{2} R_j^{(k)} \|^2
\]
\[
= \| R_i - R_i^{(k)} \|^2 + \| R_j - R_j^{(k)} \|^2 + \text{trace} \left( (R_i - R_i^{(k)})^\top \nabla_{R_i} F^R_{ij}(X^{(k)}) \right) + F^R_{ij}(X^{(k)})
\]
\[
= \| R_i - R_i^{(k)} \|^2 + \| R_j - R_j^{(k)} \|^2 + \text{trace} \left( (X - X_i^{(k)})^\top \nabla F^R_{ij}(X^{(k)}) \right) + F^R_{ij}(X^{(k)})
\]
and
\[
\| R_i \tilde{t}_{ij} + t_i - \frac{1}{2} R_i^{(k)} \tilde{t}_{ij} - \frac{1}{2} R_j^{(k)} \tilde{t}_{ij} + \frac{1}{2} t_i - \frac{1}{2} R_i^{(k)} \tilde{t}_{ij} - \frac{1}{2} t_i - \frac{1}{2} t_j - \frac{1}{2} t_j^{(k)} \|^2
\]
\[
= \| (R_i - R_i^{(k)}) \tilde{t}_{ij} + t_i - t_i^{(k)} \|^2 + \| t_j - t_j^{(k)} \|^2 + \text{trace} \left( (R_i - R_i^{(k)})^\top \nabla_{R_i} F^t_{ij}(X^{(k)}) \right) + (t_j - t_j^{(k)})^\top \nabla_{t_j} F^t_{ij}(X^{(k)}) + F^t_{ij}(X^{(k)})
\]
\[
= \| (R_i - R_i^{(k)}) \tilde{t}_{ij} + t_i - t_i^{(k)} \|^2 + \| t_j - t_j^{(k)} \|^2 + \text{trace} \left( (X - X_i^{(k)})^\top \nabla F^t_{ij}(X^{(k)}) \right) + F^t_{ij}(X^{(k)})
\]  
(B.6)
It is by definition that
\[ F(X) = \sum_{(i,j) \in \mathcal{E}} \left( \kappa_{ij} \cdot F^R_{ij}(X) + \tau_{ij} \cdot F^T_{ij}(X) \right), \quad (B.7) \]
and
\[ \nabla F(X) = \sum_{(i,j) \in \mathcal{E}} \left( \kappa_{ij} \cdot \nabla F^R_{ij}(X) + \tau_{ij} \cdot \nabla F^T_{ij}(X) \right). \quad (B.8) \]

Substitute Eqs. (B.5) and (B.6) into Eq. (10) and simplify the resulting equation with Eqs. (B.7) and (B.8), the result is
\[ F(X^{(k)}) + \text{trace} \left( (X - X^{(k)})^T \nabla F(X^{(k)}) \right) + \frac{1}{2} \text{trace} \left( (X - X^{(k)}) \tilde{\Omega} (X - X^{(k)})^T \right), \quad (B.9) \]
in which \( \tilde{\Omega} \triangleq \begin{bmatrix} \tilde{\Omega}^r & \tilde{\Omega}^\nu \tilde{\Omega}^r \end{bmatrix} \) with \( \tilde{\Omega}^r = \text{diag}\{\tilde{\Omega}^r_1, \ldots, \tilde{\Omega}^r_n\} \in \mathbb{R}^{n \times n}, \tilde{\Omega}^\rho = \text{diag}\{\tilde{\Omega}^\rho_1, \ldots, \tilde{\Omega}^\rho_n\} \in \mathbb{R}^{dn \times dn} \) and \( \tilde{\Omega}^\nu = \text{diag}\{\tilde{\Omega}^\nu_1, \ldots, \tilde{\Omega}^\nu_n\} \in \mathbb{R}^{dn \times n} \), in which
\[ \tilde{\Omega}^r_i = \sum_{(i,j) \in \mathcal{E}} 2 \cdot \tau_{ij} \in \mathbb{R}, \quad (B.10a) \]
\[ \tilde{\Omega}^\rho_i = \sum_{(i,j) \in \mathcal{E}} 2 \cdot \kappa_{ij} \cdot I + \sum_{(i,j) \in \mathcal{E}} 2 \cdot \tau_{ij} \cdot I_{ij} I_{ij}^T \in \mathbb{R}^{d \times d}, \quad (B.10b) \]
\[ \tilde{\Omega}^\nu_i = \sum_{(i,j) \in \mathcal{E}} 2 \cdot \tau_{ij} \cdot I_{ij} \in \mathbb{R}^d. \quad (B.10c) \]
The proof is completed.

### B.2 Proof of Theorem 2

**Proof of (a)** It is without loss of any generality to reformulate Eq. (7) as
\[ F(X) = F(X^{(k)}) + \text{trace} \left( (X - X^{(k)})^T \nabla F(X^{(k)}) \right) + \frac{1}{2} \text{trace} \left( (X - X^{(k)}) \tilde{M} (X - X^{(k)})^T \right). \quad (B.11) \]

Note that (B.9) is an upper bound of \( F(X) \) and Eq. (B.11), and as a result, we obtain \( \tilde{\Omega} \succeq \tilde{M} \), which completes the proof of (a).
Proof of (b) From Eqs. (B.10a) to (B.10c), if we reorder \( X = [t_1 \cdots t_n R_1 \cdots R_n] \) to \( X' = [t_1 R_1 t_2 R_2 \cdots t_n R_n] \), then \( \Omega \) is accordingly reordered to a block diagonal \( \tilde{\Omega}' \cong \text{diag}\{\tilde{\Omega}'_1, \ldots, \tilde{\Omega}'_{2n}\} \in \mathbb{R}^{(d+1)n \times (d+1)n} \), in which \( \tilde{\Omega}'_i \in \mathbb{R}^{(d+1) \times (d+1)} \) are the principal minors of \( 2 \cdot \hat{M} \). Let \( \lambda_{\text{max}}(\tilde{\Omega}_i'), \lambda_{\text{max}}(\tilde{\Omega}), \lambda_{\text{max}}(\hat{M}), \) etc., be the greatest eigenvalue of corresponding matrices. As a result of Courant-Fischer theorem [23, Theorem 4.2.6], it is straightforward to show \( \lambda_{\text{max}}(\tilde{\Omega}') \leq 2 \cdot \lambda_{\text{max}}(\hat{M}) \), from which we further obtain \( \lambda_{\text{max}}(\tilde{\Omega}) = \lambda_{\text{max}}(\tilde{\Omega}') \leq 2 \cdot \lambda_{\text{max}}(\hat{M}) \). Then, for any \( c \in \mathbb{R} \), if \( c \cdot \mathbf{I} \geq \tilde{\Omega} \), we obtain \( c \geq 2 \cdot \lambda_{\text{max}}(\hat{M}) \), and thus, \( c \geq \lambda_{\text{max}}(\tilde{\Omega}) \) and \( c \cdot \mathbf{I} \geq \tilde{\Omega} \), which completes the proof of (b).

B.3 Proof of Theorem 3

Proof of (a) For GPM – PGO, it should be noted that we define \( G(X|X^{(k)}) \) as

\[
G(X|X^{(k)}) = F(X^{(k)}) + \frac{1}{2} \text{trace} \left( (X - X^{(k)})^\top \nabla F(X^{(k)}) \right) + \min_{X \in \mathbb{R}^{d \times n} \times \text{SO}(d)^n} G(X|X^{(k)}). \tag{B.12}
\]

In Eq. (13), with which Eq. (13) is equivalent to

\[
X^{(k+1)} = \arg\min_{X \in \mathbb{R}^{d \times n} \times \text{SO}(d)^n} G(X|X^{(k)}). \tag{B.13}
\]

Since \( G(X|X^{(k)}) \) is an upper bound of \( F(X) \) that attains the same value with \( F(X) \) at \( X^{(k)} \) and \( X^{(k+1)} \) minimizes \( G(X|X^{(k)}) \), it can be concluded that

\[
F(X^{(k+1)}) \leq G(X^{(k+1)}|X^{(k)}) \leq G(X^{(k)}|X^{(k)}) = F(X^{(k)}), \tag{B.14}
\]

which suggests that GPM – PGO is non-increasing.

For GPM – PGO*, if we substitute

\[
t = -R\tilde{V}^\top L(W^\top)^\dagger \tag{B.15}
\]

into Eq. (7) and simplify the resulting equation, we obtain

\[
\min_{R \in \text{SO}(d)^n} F'(R) \triangleq \frac{1}{2} \text{trace}(R \tilde{M}_R R^\top), \tag{B.16}
\]

in which

\[
\tilde{M}_R = L(\tilde{G}^\rho) + \tilde{\Sigma}^\rho - \tilde{V}^\top L(W^\top)^\dagger \tilde{V}. \tag{B.17}
\]

For each iterate in GPM – PGO*, from Eq. (24), it is straightforward to show that \( F'(R^{(k)}) = F'(X^{(k)}), \nabla F'(R^{(k)}) = \nabla R F'(X^{(k)}) \) and \( \nabla_t F(X^{(k)}) = 0 \), and as a result, \( G(X|X^{(k)}) \) can be simplified to

\[
G(X|X^{(k)}) = F'(R^{(k)}) + \text{trace} \left( \nabla F'(R^{(k)})^\top (R - R^{(k)}) \right) + \frac{1}{2} \text{trace} \left( (X - X^{(k)})^\top \hat{\Gamma} (X - X^{(k)})^\top \right). \tag{B.18}
\]
If we substitute Eq. (17) into Eq. (B.18) and marginalize out \( t \in \mathbb{R}^{d \times n} \), we obtain

\[
G'(R|R^{(k)}) = F'(R^{(k)}) + \text{trace}\left( \nabla F'(R^{(k)})^\top (R - R^{(k)}) \right) + \frac{1}{2} \text{trace}\left( (R - R^{(k)}) \tilde{\Gamma}'(R - R^{(k)})^\top \right),
\]  

(B.19)

in which

\[
\tilde{\Gamma}' = \tilde{\Gamma}^\rho - \tilde{\Gamma}^\nu \Gamma^\tau - \frac{1}{2} \tilde{\Gamma}^\nu,
\]

is positive semidefinite, and it should be noted that

\[
G'(R^{(k)}|R^{(k)}) = F'(R^{(k)}) = F(X^{(k)}).
\]

Furthermore, Eq. (18) is equivalent to

\[
R^{(k+1)} = \arg \min_{R \in SO(d)^n} G'(R|R^{(k)}),
\]  

(B.20)

and it is by definition that

\[
F(X^{(k+1)}) = F'(R^{(k+1)}) \leq G'(R^{(k+1)}|R^{(k)}) \leq F'(R^{(k)}) = F(X^{(k)}),
\]  

(B.21)

which suggests that GPM − PGO* is non-increasing.

From Eqs. (B.14) and (B.21), it can be concluded that \( F(X^{(k)}) \) is non-increasing, which completes the proof of (a).

**Proof of (b)** From Theorem 3(a), it is known that \( F(X^{(k)}) \) is non-increasing. Furthermore, \( F(X) \) is bounded below, and as a result, there exists \( F^\infty \in \mathbb{R} \) such that \( F(X^{(k)}) \to F^\infty \), which completes the proof of (b).

**Proof of (c)** For GPM − PGO, it is from Eqs. (B.12) and (B.13) that

\[
F(X^{(k)}) + \text{trace}\left( (X^{(k+1)} - X^{(k)})^\top \nabla F(X^{(k)}) \right) + \frac{1}{2} \text{trace}\left( (X^{(k+1)} - X^{(k)}) \tilde{\Gamma}(X^{(k+1)} - X^{(k)})^\top \right) \leq F(X^{(k)}),
\]

and from Eq. (B.11), \( F(X^{(k+1)}) \) is equivalent to

\[
F(X^{(k+1)}) = F(X^{(k)}) + \text{trace}\left( (X^{(k+1)} - X^{(k)})^\top \nabla F(X^{(k)}) \right) + \frac{1}{2} \text{trace}\left( (X^{(k+1)} - X^{(k)}) \tilde{M}(X^{(k+1)} - X^{(k)})^\top \right),
\]

which implies

\[
F(X^{(k+1)}) - F(X^{(k)}) \leq \frac{1}{2} \text{trace}\left( (X^{(k+1)} - X^{(k)}) (\tilde{M} - \tilde{\Gamma})(X^{(k+1)} - X^{(k)})^\top \right). \]  

(B.22)
If $\tilde{\Gamma} \succ M$, there exists $\epsilon > 0$ such that $\tilde{\Gamma} \succeq \tilde{M} + \epsilon \cdot I$. Then, from Eq. (B.22), it can be concluded that

$$F(X^{(k+1)}) - F(X^{(k)}) \leq -\epsilon \cdot \|X^{(k+1)} - X^{(k)}\|^2.$$  \hfill (B.23)

For GPM – PGO*, it is from Eqs. (B.19) and (B.20) that

$$F'(R^{(k)}) + \text{trace} \left( (R^{(k+1)} - R^{(k)})^\top \nabla F'(X^{(k)}) \right) + \frac{1}{2} \text{trace} \left( (R^{(k+1)} - R^{(k)}) \tilde{M}' (R^{(k+1)} - R^{(k)})^\top \right) \leq F'(R^{(k)}),$$

and from Eq. (B.16), $F(R^{(k+1)})$ is equivalent to

$$F'(R^{(k+1)}) = F'(R^{(k)}) + \text{trace} \left( (R^{(k+1)} - R^{(k)})^\top \nabla F'(R^{(k)}) \right) + \frac{1}{2} \text{trace} \left( (R^{(k+1)} - R^{(k)}) \tilde{M}' (R^{(k+1)} - R^{(k)})^\top \right),$$

which implies

$$F'(R^{(k+1)}) - F'(R^{(k)}) \leq \frac{1}{2} \text{trace} \left( (R^{(k+1)} - R^{(k)}) (\tilde{M}' - \tilde{M}) + (R^{(k+1)} - R^{(k)})^\top \right).$$  \hfill (B.24)

From $\tilde{\Gamma} \succ \tilde{M} \succeq 0$, it is straightforward to show that $\tilde{\Gamma}' \succ \tilde{M}'$ and there exists $\epsilon_R > 0$ such that $\tilde{\Gamma}' \succeq \tilde{M}' + \epsilon_R \cdot I$, and as a result, we obtain

$$F'(R^{(k+1)}) - F'(R^{(k)}) \leq -\epsilon_R \cdot \|R^{(k+1)} - R^{(k)}\|^2.$$  \hfill (B.25)

Furthermore, from Eqs. (B.25) and (24), it can be shown that there exists $\epsilon > 0$ such that

$$\epsilon_R \cdot \|R^{(k+1)} - R^{(k)}\|^2 \geq \epsilon \cdot \|X^{(k+1)} - X^{(k)}\|^2.$$  \hfill (B.26)

As a result of $F(X^{(k)}) = F'(R^{(k)})$ and $F(X^{(k+1)}) = F'(R^{(k+1)})$ and Eqs. (B.25) and (B.26), we obtain

$$F(X^{(k+1)}) - F(X^{(k)}) \leq -\epsilon \cdot \|X^{(k+1)} - X^{(k)}\|^2.$$  \hfill (B.27)

From Theorem 3(b), we obtain $F(X^{(k)}) \to F^\infty$. Then, as a result of Eqs. (B.23) and (B.27), it can be shown that for GPM – PGO and GPM – PGO*, $\|X^{(k+1)} - X^{(k)}\| \to 0$ as $k \to \infty$, which completes the proof of (c).

**Proof of (d)** For GPM – PGO, from Riemannian optimization [9, 24], if we assume that the Euclidean gradient is $\nabla F(X) = [\nabla_t F(X) \nabla_R F(X)]$, in which $\nabla_t F(X) \in \mathbb{R}^{d \times n}$ and $\nabla_R F(X) \in \mathbb{R}^{d \times d \cdot n}$ correspond to the translation $t = [t_1 \cdots t_n] \in \mathbb{R}^{d \times n}$ and the rotation $R = [R_1 \cdots R_n] \in SO(d)^n$, respectively, then the Riemannian gradient $\text{grad} F(X)$ can be computed as

$$\text{grad} F(X) = \left[ \text{grad}_t F(X) \quad \text{grad}_R F(X) \right],$$  \hfill (B.28)
in which
\[
\text{grad}_t F(X) = \nabla_t F(X)
\] (B.29)
corresponds to the translation \(t\), and
\[
\text{grad}_R F(X) = \nabla_R F(X) - R \text{SymBlockDiag}_d (R^T \nabla_R F(X))
\] (B.30)
corresponds to the rotation \(R\). In Eq. (B.30), \(\text{SymBlockDiag}_d : \mathbb{R}^{dn \times dn} \rightarrow \mathbb{R}^{dn \times dn}\) is a linear operator
\[
\text{SymBlockDiag}_d(Z) \equiv \frac{1}{2} \text{BlockDiag}_d(Z + Z^T),
\]
in which \(\text{BlockDiag}_d : \mathbb{R}^{dn \times dn} \rightarrow \mathbb{R}^{dn \times dn}\) is also a linear operator that extracts the \((d \times d)\)-block diagonals of a matrix, i.e.,
\[
\text{BlockDiag}_d(Z) \equiv \begin{bmatrix} Z_{11} & \cdots & \vdots & \cdots & Z_{nn} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \vdots & \ddots & \ddots \\ \vdots & \vdots & \cdots & \cdots & \ddots \\ \end{bmatrix}.
\]
As a result, Eqs. (B.28) to (B.30) result in a linear operator \(Q_X : \mathbb{R}^{d \times (d+1)n} \rightarrow \mathbb{R}^{d \times (d+1)n}\) that depends on \(X\) such that the Riemannian gradient \(\text{grad} F(X)\) and the Euclidean gradient \(\nabla F(X)\) are related as
\[
\text{grad} F(X) = Q_X \left( \nabla F(X) \right).
\] (B.31)
Similarly, for \(G(X | X^{(k)})\) in Eq. (B.12), the Riemannian gradient \(\text{grad} G(X | X^{(k)})\) is
\[
\text{grad} G(X | X^{(k)}) = Q_X \left( \nabla F(X^{(k)}) \right) + Q_X \left( (X - X^{(k)})\tilde{\Gamma} \right)
= Q_X \left( \nabla F(X) \right) + Q_X \left( \nabla F(X^{(k)}) - \nabla F(X) \right) + Q_X \left( (X - X^{(k)})\tilde{\Gamma} \right)
= \text{grad} F(X) + Q_X \left( \nabla F(X^{(k)}) - \nabla F(X) \right) + Q_X \left( (X - X^{(k)})\tilde{\Gamma} \right),
\]
and thus, we obtain
\[
\text{grad} G(X^{(k+1)} | X^{(k)})
= \text{grad} F(X^{(k+1)}) + Q_{X^{(k+1)}} \left( \nabla F(X^{(k)}) - \nabla F(X^{(k+1)}) \right) + \frac{1}{2} Q_{X^{(k+1)}} \left( (X^{(k+1)} - X^{(k)})\tilde{\Gamma} \right)
\] (B.32)
Note that \(X^{(k+1)}\) minimizes \(G(X | X^{(k)})\), and thus, \(\text{grad} G(X^{(k+1)} | X^{(k)}) = 0\) always holds, with which Eq. (B.32) suggests
\[
\text{grad} F(X^{(k+1)}) = Q_{X^{(k+1)}} \left( \nabla F(X^{(k+1)}) - \nabla F(X^{(k)}) \right) + \frac{1}{2} Q_{X^{(k+1)}} \left( (X^{(k)} - X^{(k+1)})\tilde{\Gamma} \right).
\] (B.33)
Then, it can be shown that
\[
\|\nabla F(X^{(k+1)})\| \leq \|Q_{X^{(k+1)}}(\nabla F(X^{(k)}) - \nabla F(X^{(k+1)}))\| + \\
\|Q_{X^{(k+1)}}((X^{(k+1)} - X^{(k)})\tilde{\Gamma})\|
\]
\[
\leq \|Q_{X^{(k+1)}}\| \cdot \|\nabla F(X^{(k)}) - \nabla F(X^{(k+1)})\| + \\
\|Q_{X^{(k+1)}}\| \cdot \|\nabla F(X^{(k+1)}) - X^{(k)}\|, \tag{B.34}
\]
in which \(\| \cdot \|\) denotes the induced 2-norm of linear operators. It is known that \(\nabla F(X)\) is Lipschitz continuous, then there exists \(L > 0\) such that
\[
\|\nabla F(X^{(k)}) - \nabla F(X^{(k+1)})\| \leq L \cdot \|X^{(k+1)} - X^{(k)}\|. \tag{B.35}
\]
From Eqs. (B.34) and (B.35), we obtain
\[
\|\nabla F(X^{(k+1)})\| \leq \|Q_{X^{(k+1)}}\|_2 \cdot (L + \|\tilde{\Gamma}\|_2) \cdot \|X^{(k+1)} - X^{(k)}\|. \tag{B.36}
\]
From Eqs. (B.28) to (B.30), it can be seen that \(Q_X\) only depends on \(R \in SO(d)^n\) and \(SO(d)^n\) is a compact manifold, and thus, \(\|Q_X\|_2\) is bounded. Furthermore, Theorem 3(c) indicates that \(\|X^{(k+1)} - X^{(k)}\| \rightarrow 0\) if \(\tilde{\Gamma} \succ \tilde{M}\), from which and the equation above, it can be concluded that
\[
\|\nabla F(X^{(k+1)})\| \rightarrow 0 \tag{B.37}
\]
as \(k \rightarrow \infty\) if \(\tilde{\Gamma} \succ \tilde{M}\).

For GPM – PGO*, the Riemannian gradient of \(F'(R)\) in Eq. (B.16) is
\[
\nabla F'(R) = \nabla F'(R) - R \text{SymBlockDiag}_d(R^T \nabla F'(R)). \tag{B.38}
\]
From Eq. (B.19), we obtain
\[
\nabla G'(R|R^{(k)}) = Q_R(\nabla F'(R^{(k)})) + Q_R((R - R^{(k)})\tilde{\Gamma}') \\
= Q_R(\nabla F'(R)) + Q_R(\nabla F'(R^{(k)}) - \nabla F'(R)) + \\
Q_R((R - R^{(k)})\tilde{\Gamma}') \\
= \nabla F'(R) + Q_R(\nabla F'(R^{(k)}) - \nabla F'(R)) + \\
Q_R((R - R^{(k)})\tilde{\Gamma}'),
\]
in which \(Q_R : \mathbb{R}^{d \times dn} \rightarrow \mathbb{R}^{d \times dn}\) is the linear operator defined by Eq. (B.38), and we obtain
\[
\nabla G'(R^{(k+1)}|R^{(k)}) = \nabla F'(R^{(k+1)}) + Q_{R^{(k+1)}}(\nabla F'(R^{(k)}) - \nabla F'(R^{(k+1)})) + \\
Q_{R^{(k+1)}}((R^{(k+1)} - R^{(k)})\tilde{\Gamma}'). \tag{B.39}
\]
Similar to GPM – PGO, it can be shown that
\[
\|\nabla F'(R^{(k+1)})\| \rightarrow 0. \tag{B.40}
\]
Moreover, as mentioned in the proof of (a), we have \(\nabla F'(R^{(k)}) = \nabla R F(X^{(k)})\) and \(\nabla_i F(X^{(k)}) = 0\), which further indicates that \(\|\nabla F(X^{(k)})\| \rightarrow 0\).
Proof of (e) and (f) Note that $\tilde{\Gamma} = \alpha \cdot I + \tilde{\Omega} > \tilde{M}$ if $\alpha > 0$. Then, from (c) and (d) of Theorem 3, it can be concluded that (e) and (f) hold as long as $\alpha > 0$, which completes the proof of (e) and (f).

B.4 Proof of Theorem 4

Proof of (a) Even though Algorithm 4 is not necessarily a descent algorithm, we can still prove $f^{(k+1)} \leq f^{(k)}$ and $F(X^{(k)}) \leq F^{(k)}$ by induction. Note that $f^{(0)} = F(X^{(0)})$, and thus, $F(X^{(0)}) \leq f^{(0)}$. If $X^{(k+1)}$ is generated from NAG – PGO or NAG – PGO*, we obtain $F(X^{(k+1)}) \leq f^{(k)}$; otherwise, $X^{(k+1)}$ is generated from GPM – PGO or GPM – PGO*, and according to Theorem 3, we obtain $F(X^{(k+1)}) \leq F^{(k)}$, from which it can be further shown that $F(X^{(k+1)}) \leq f^{(k)}$ as long as $F(X^{(k)}) \leq f^{(k)}$. If $F(X^{(k+1)}) \leq f^{(k)}$, we obtain $f^{(k+1)} = (1 - \eta) \cdot f^{(k)} + \eta \cdot F(X^{(k+1)}) \leq f^{(k)}$ and $F(X^{(k+1)}) \leq f^{(k+1)}$ for any $\eta \in [0, 1]$. As a result, it can be concluded that $f^{(k+1)} \leq f^{(k)}$ and $F(X^{(k)}) \leq f^{(k)}$. Furthermore, $f^{(k)}$ is a actually convex combination of $F(X^{(0)})$, $\ldots$, $F(X^{(k)})$, and $F(X)$ is bounded below, and thus, $f^{(k)}$ is also bounded below and there exists $F^\infty$ such that $f^{(k)} \to F^\infty$. Since $f^{(k)} \to F^\infty$, we obtain $(1 - \eta) \cdot f^{(k)} + \eta \cdot F(X^{(k)}) \to F^\infty$ as well, and then $F(X^{(k)}) \to F^\infty$ as $k \to \infty$, which completes the proof of (a).

Proof of (b) If $\tilde{\Gamma} \succ M$, there exists $\epsilon > 0$ such that $\tilde{\Gamma} \succeq M + \epsilon \cdot I$. From Algorithms 4 and 6, it can be concluded that

$$F(X^{(k+1)}) \leq f^{(k)} - \delta \cdot ||X^{(k+1)} - X^{(k)}||^2$$

if $X^{(k+1)}$ is from NAG - PGO or NAG - PGO*, or

$$F(X^{(k+1)}) \leq f^{(k)} - \epsilon \cdot ||X^{(k+1)} - X^{(k)}||^2$$

if $X^{(k+1)}$ is from GPM - PGO or GPM - PGO*. As a result, we obtain

$$F(X^{(k+1)}) \leq f^{(k)} - \phi \cdot ||X^{(k+1)} - X^{(k)}||^2,$$  \hspace{1cm} (B.41)

in which $\phi = \min\{\delta, \epsilon\}$. From Eq. (B.41) and $f^{(k+1)} = (1 - \eta) \cdot f^{(k)} + \eta \cdot F(X^{(k)})$, we obtain

$$f^{(k+1)} \leq f^{(k)} - \eta \cdot \phi \cdot ||X^{(k+1)} - X^{(k)}||^2.$$

Since $f^{(k)} \to F^\infty$ and $\eta, \phi > 0$, it can concluded that $||X^{(k+1)} - X^{(k)}|| \to 0$ as $k \to \infty$, which completes the proof of (b).

Proof of (c) For AGPM – PGO, note that $N_0 = 1$, then $X^{(k+1)}$ is actually evaluated as

$$X^{(k+1)} = \arg \min_{X \in \mathbb{R}^d \times \SO(d)^n} G(X|Y^{(k)})$$ \hspace{1cm} (B.42)

if $X^{(k+1)}$ is from NAG – PGO, in which

$$Y^{(k)} = X^{(k)} + \frac{\alpha^{(k)} - 1}{\alpha^{(k+1)}} (X^{(k)} - X^{(k-1)})$$ \hspace{1cm} (B.43)
From Eq. (B.12), we obtain
\[
\text{grad} \ G(X^{(k+1)}|X^{(k)}) = \text{grad} \ F(X^{(k+1)}) + Q_{X^{(k+1)}} \left( \nabla F(Y^{(k)}) - \nabla F(X^{(k+1)}) \right) + Q_{X^{(k+1)}} \left( (X^{(k+1)} - Y^{(k)}) \tilde{\Gamma} \right).
\]
(B.44)

Similar to Eqs. (B.33) and (B.36), it can be shown that
\[
\text{grad} \ F(X^{(k+1)}) = Q_{X^{(k+1)}} \left( \nabla F(X^{(k+1)}) - \nabla F(Y^{(k)}) \right) + Q_{X^{(k+1)}} \left( (Y^{(k)} - X^{(k+1)}) \tilde{\Gamma} \right)
\]
and
\[
\|\text{grad} \ F(X^{(k+1)})\| \leq \|Q_{X^{(k+1)}}\|_2 \cdot (L + \|\tilde{\Gamma}\|_2) \cdot \|X^{(k+1)} - Y^{(k)}\|.
\]
(B.45)

From Algorithm 5, note that \(s^{(k)} \geq 1\), and thus
\[
0 \leq \frac{s^{(k)} - 1}{s^{(k+1)}} = \frac{2s^{(k)} - 2}{\sqrt{4s^{(k)} + 1}} \leq \frac{2s^{(k)} - 2}{2s^{(k)}} \leq 1.
\]
(B.46)

As a result of Eqs. (B.43) and (B.46), it is straightforward to show that
\[
\|X^{(k+1)} - Y^{(k)}\| \leq \|X^{(k+1)} - X^{(k)}\| + \frac{s^{(k)} - 1}{s^{(k+1)}} \|X^{(k)} - X^{(k-1)}\| \\
\leq \|X^{(k+1)} - X^{(k)}\| + \|X^{(k)} - X^{(k-1)}\|,
\]
from which and Theorem 4(c), we obtain
\[
\|X^{(k+1)} - Y^{(k)}\| \to 0.
\]
(B.48)

Then, in terms of \(X^{(k+1)}\) resulting from NAG – PGO, since \(Q_{X^{(k+1)}}\), \(\|\tilde{\Gamma}\|_2\) and \(L\) are nonnegative and bounded, we obtain from Eqs. (B.45) and (B.48) that \(\|\text{grad} \ F(X^{(k+1)})\| \to 0\) as \(k \to \infty\) if \(\tilde{\Gamma} \succ \tilde{M}\). On the other hand, following a similar derivation of Eq. (B.37) in Theorem 3(d), in terms of \(X^{(k+1)}\) from GPM – PGO, we also obtain \(\|\text{grad} \ F(X^{(k+1)})\| \to 0\) as \(k \to \infty\) if \(\tilde{\Gamma} \succ \tilde{M}\). Therefore, no matter \(X^{(k+1)}\) is from NAG – PGO or GPM – PGO, it can be concluded that
\[
\|\text{grad} \ F(X^{(k+1)})\| \to 0
\]
always holds as \(k \to \infty\) if \(\tilde{\Gamma} \succ \tilde{M}\).

For AGPM – PGO, the proof is similar to that of AGPM – PGO, which is omitted due to space limitation.

**Proof of (d) and (e)** Note that \(\tilde{\Gamma} = \alpha \cdot I + \tilde{\Omega} \succ \tilde{M}\) if \(\alpha > 0\). Then, the proofs of (d) and (e) are implementation of (b) and (c) of Theorem 4, respectively.

### C Learning Results

#### C.1 The Comparisons of Convergence on SLAM Datasets
Fig. 5: The convergence comparison of AGPM – PGO*, AGPM – PGO, GPM – PGO*, GPM – PGO and SE – Sync on 2D and 3D SLAM datasets.