Lithium Battery SOC Estimation Based on Multi-Innovation Unscented and Fractional Order Square Root Cubature Kalman Filter
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Abstract: Accurate state-of-charge (SOC) estimation of lithium batteries is of great significance for electric vehicles. In this paper, a combined estimation method of multi-innovation unscented Kalman filter (MIUKF) and fractional order square root cubature Kalman filter (FSRCKF) for lithium batteries is proposed. Firstly, the adaptive genetic algorithm (AGA) is applied to carry out offline parameter identification for the fractional order model (FOM) of a lithium battery under the Dynamic Stress Test (DST). Then, battery SOC is estimated by FSRCKF, while the Ohm internal resistance $R_0$ of the fractional order battery model is estimated and updated by MIUKF in real time. The results show that MIUKF-FSRCKF is better than FSRCKF, FCKF and SRCF in estimating the SOC of lithium batteries under the Federal Urban Driving Schedule (FUDS), Beijing Dynamic Stress Test (BJDST) and US06 Highway Driving Schedule tests, especially when $R_0$ is inaccurate.
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1. Introduction

State-of-charge (SOC) is a key parameter to accurately estimate the remaining range of electric vehicles, similar to the odometer of a fuel car. Because SOC changes in real time, it is difficult to measure directly; thus, it is necessary to employ some algorithms to estimate SOC indirectly. At present, some scholars have proposed a variety of methods to estimate SOC. The ampere-hour integration method [1] is a simple method to estimate the residual charge by integrating the current. However, the ampere-hour integration method is easily impacted by the initial SOC value. The open-circuit voltage method [2], which estimates SOC based on the relationship curve between open-circuit voltage ($U_{oc}$) and SOC, is simple and has high accuracy. However, accurate OCV can be measured accurately only after the battery has rested for several hours, so it is not suitable for actual electric vehicles. The neural network method [3,4] uses the idea of a neural network to estimate battery SOC. It does not need to know the internal structure of the battery, but this method needs a lot of data calculation, and the algorithm complexity is high. The Kalman filter algorithm [5–7] gives the optimal estimation of the system state in the sense of minimum variance to estimate SOC, which has a small amount of calculation, little influence of the initial value and high accuracy.

Recently, the fractional order model (FOM) [8,9] of lithium batteries has gradually replaced the integer order model (IOM) [10], which is widely used in the SOC and SOH estimation of lithium batteries. In the literature [11], the adaptive extended Kalman algorithm combined with FOM was used to estimate SOC, and compared with fractional extended Kalman and integer order adaptive extended Kalman, the results showed that the accuracy of fractional adaptive extended Kalman in estimating the SOC of lithium batteries is improved.
batteries was significantly higher than the other two algorithms. Ref. [12] proposed an estimation algorithm using fractional order unscented Kalman and H infinity filter (FOUHIF), and verified that the algorithm has better robustness and higher accuracy than unscented Kalman filter (UKF) and fractional order unscented Kalman filter (FUKF). Ref. [13] proposed the fractional order interpolatory cubature Kalman filter algorithm (FCKF) and discussed FUKF and FCKF as two special forms of the fractional order interpolatory cubature Kalman filter algorithm. In the literature [14], a robust fractional order cubature Kalman filter algorithm based on Masreliez and Martin was proposed, which was proved to be superior to FUKF and FCKF, and the influence of different degrees of measurement pollution noise on the estimation performance of the proposed algorithm was analyzed.

In the Kalman filtering algorithms, the CKF [15,16] uses the method of cubature selection to estimate the state variables and covariance, and its accuracy is equivalent to the third-order Taylor expansion, while square root CKF (SRCKF) [17] is transmitted in the form of square root on the basis of CKF. SRCKF can address the nonlinear transfer problem of mean and covariance, and its square root step ensures the calculation convergence; thus, the stability and accuracy of the filter algorithm are improved. Therefore, SRCKF has been applied to the SOC estimation. Ref. [18] used SRCKF to estimate SOC for lithium batteries, and verified that compared with ordinary EKF, UKF and CKF, the SRCKF algorithm has higher SOC estimation accuracy and stronger robustness. Ref. [19] proposed a method of online parameter identification combined with ASRCKF to estimate the SOC of lithium batteries, and the maximum root mean square error of the estimated SOC was controlled within 1%. Ref. [20] proposed an ASRCKF based on M-estimation, which has adequate anti-linearity and anti-outlier interference ability, strong robustness and high result accuracy.

At present, SRCKF has been widely used for SOC estimation of lithium batteries and FCKF has been gradually applied to SOC estimation of lithium batteries. However, to the best of our knowledge, there is a lack of studies addressing the fractional order square root cubature Kalman filter (FSRCKF).

In addition, the online parameter identification of the fractional order battery model is complicated. However, the common offline parameter identification has the disadvantage of large SOC estimation error. According to the FOM of a battery, the Ohm internal resistance $R_0$ directly affects the voltage by multiplying the current, thus affecting the SOC estimation. In addition, $R_0$ is also a key parameter for estimating the health status of lithium batteries [21,22]. Therefore, the real-time estimation of $R_0$ to update $R_0$ is bound to effectively reduce the voltage error and improve SOC estimation accuracy under the premise of offline parameter identification.

In this study, based on the FOM of a lithium battery, the adaptive genetic algorithm (AGA) [23,24] and Dynamic Stress Test (DST) were applied to carry out the offline parameter identification of a lithium battery model. By referring to the method of predicting the square root of covariance used by fractional order square root unscented Kalman filter (FSRUKF) in Ref. [25], a novel FSRCKF was obtained by combining SRCKF and FCKF, and then combined with multi-innovation unscented Kalman filter (MIUKF) [26] to estimate $R_0$ and constantly update $R_0$, so as to derive the MIUKF-FSRCKF algorithm. This algorithm has the advantages of high accuracy and practicability of SOC estimation.

The main contributions of this work include the following. (1) We refer to the method of predicting the square root of covariance used by FSRUKF in the literature [25] and propose a new FSRCKF by combining FCKF and SRCKF. The accuracy of this algorithm in estimating SOC is higher than that of FCKF and SRCKF. (2) On the basis of the proposed FSRCKF, MIUKF is used to estimate $R_0$ in the FOM of a lithium battery in real time and constantly update $R_0$, so as to obtain MIUKF-FSRCKF. This algorithm is not only highly accurate but also highly practical. (3) The SOC estimation accuracy of SRCKF, FCKF, FSRCKF and MIUKF-FSRCKF is verified under different operating conditions, and the
SOC estimation accuracy of MIUKF-FSRCKF is further verified under different initial SOC values.

2. Battery Modeling

2.1. FOM of Lithium Battery

In this paper, FOM is the circuit model for the lithium battery, which is more consistent with the electrochemical characteristics of lithium batteries than the IOM. Figure 1 shows the FOM of a lithium battery.

![Figure 1. The FOM of a lithium battery.](image)

In the model, $U_L$ is the terminal voltage, $I$ is the charge or discharge current and $R_0$ is the Ohm internal resistance, which can reflect the sudden change in $U_L$ at the moment of battery charge or discharge. CPE$_1$ and CPE$_2$ are fractional order capacitors, and $R_1$ and $R_2$ are resistors.

2.2. Fractional Order Calculus

The definition of fractional order derivative has many forms. G-L is one of the common forms, and it has the advantage of easy combination with the Kalman filter algorithm. The fractional order derivative of G-L is defined as:

$$D^a x(t) = \lim_{h \to 0} \frac{1}{h^a} \sum_{j=0}^{[\frac{1}{h}]} (-1)^j \left[ \frac{a}{j} \right] x(t - jh),$$

(1)

$$\left[ \frac{a}{j} \right] = \begin{cases} 
1 & j = 0 \\
\frac{a(a-1) \cdots (a-(j-1))}{j!} & j > 0
\end{cases}$$

(2)

2.3. Fractional Order Model Expression

The current–voltage relationship of the FOM can be expressed as:

$$\begin{cases}
D^a U_1 = -\frac{U_1}{R_1C_1} + \frac{1}{C_1} I \\
D^a U_2 = -\frac{U_2}{R_2C_2} + \frac{1}{C_2} I
\end{cases}$$

(3)

$$U_L = U_{OC} - U_1 - U_2 - R_0 I,$$

(4)

According to the definition of battery SOC, it can be known that:
\[ \text{SOC}_{k+1} = \text{SOC}_k - \frac{T_s}{C_N} I_k \]  

(5)

where \( C_N \) is the rated battery capacity and \( T_s \) is the sampling time. The detailed procedure of Equations (3)–(5) can be found in Refs. [11,27].

Equations (1) and (3)–(5) are integrated and discretized to obtain the state equation and observation equation of the fractional order model:

\[
\begin{align*}
    x_{k+1} &= A x_k + B I_k - \sum_{j=1}^{k+1} K_j x_{k+1-j} \\
    y_k &= C x_k - R J_k + U_{OC,k}
\end{align*}
\]

where \( A = \begin{bmatrix} -\frac{T_s^\alpha}{R_1 C_1} & 0 & 0 \\ 0 & -\frac{T_s^\beta}{R_2 C_2} & 0 \\ 0 & 0 & 1 \end{bmatrix} \), \( B = \begin{bmatrix} \frac{T_s^\alpha}{C_1} \\ \frac{T_s^\beta}{C_2} \\ -\frac{T_s}{C_N} \end{bmatrix} \), \( C = \begin{bmatrix} -1 \\ -1 \\ 0 \end{bmatrix} \), \( x = \begin{bmatrix} U_1 \\ U_2 \\ \text{SOC} \end{bmatrix} \), \( K_j = \begin{bmatrix} \omega_j^\alpha & 0 & 0 \\ 0 & \omega_j^\beta & 0 \\ 0 & 0 & 0 \end{bmatrix} \), \( \omega_j^\alpha = (-1)^j \begin{bmatrix} \beta \\ j \end{bmatrix} \) and \( y = U_L \).

2.4. \( U_{OC} \)-SOC Curve

The experimental verification data in this paper are from the CALCE Battery Research Group of the University of Maryland, USA, and the INR 18650–20R battery at 25 °C is taken as the research object. The INR 18650–20R battery is rated at 2000 mAh, and the anode material is LNMC, the cathode material is graphite and the electrolyte is lithium hexafluorophosphate.

The relationship between \( U_{OC} \) and SOC is established by \( U_{OC} \) changing with SOC. Figure 2 shows the eighth-order fitting curve of \( U_{OC} \)-SOC from 0.1 to 1.

![Figure 2. \( U_{OC} \)-SOC fitting curve.](image)

2.5. Parameter Identification of Lithium Battery

The genetic algorithm (GA) is a common method for lithium battery parameter identification. It identifies the relevant parameters by finding the global optimal solution. However, ordinary GA can easily fall into the local optimal solution, which leads to large errors and even fails to identify the parameters. The adaptive genetic algorithm (AGA) has better global search ability and faster convergence speed, using adaptive crossover
and mutation probability. Therefore, we used AGA to identify the parameters of the fractional order battery model.

First, the AGA randomly generates individuals of the initial population. Each individual represents a solution to a problem, and the elements that make up the individual are called genes. In this paper, each individual of AGA is composed of seven genes, which are the values of $R_0$, $R_1$, $C_1$, $R_2$, $C_2$, $\alpha$ and $\beta$. The fractional order battery model is used to calculate the terminal voltage of the battery, aiming to minimize the error between the terminal voltage estimated by the model and the actual terminal voltage. The algorithm flow of AGA is shown in Figure 3.

![AGA algorithm flow](image)

**Figure 3.** AGA algorithm flow.

AGA was applied to carry out the parameter identification for the FOM and IOM under DST at 25 °C. The obtained parameter values are shown in Table 1.

| AGA | $R_0/\Omega$ | $R_1/\Omega$ | $R_2/\Omega$ | $C_1/F$ | $C_2/F$ | $\alpha$ | $\beta$ |
|-----|---------------|---------------|---------------|---------|---------|---------|---------|
| IOM | 0.0824        | 0.0121        | 0.0343        | 27,074  | 58,571  | /       | /       |
| FOM | 0.0763        | 0.2732        | 0.1066        | 42,521  | 120,952 | 0.9390  | 0.8158  |

Table 2 shows the mean absolute error (MAE) and root mean square error (RMSE) of the voltage prediction under DST for the FOM and IOM.

| Method | MAE/mV | RMSE/mV |
|--------|--------|---------|
| IOM–AGA | 14.0   | 17.4    |
| FOM–AGA | 9.8    | 12.5    |

From Figure 4 and Table 2, we can conclude that both IOM–AGA and FOM–AGA can adequately identify parameters through DST. However, the voltage of FOM is closer to the real DST than that of IOM, and its voltage MAE is only 9.8 mV. This is also the main reason for the higher accuracy of battery SOC estimation using the fractional order circuit model.
3. FSRCKF

3.1. FCKF

The main characteristics of CKF are as follows. A set of cubature points are generated around the estimated points by using the method of cubature selection. Then, the generated cubature points are nonlinearly transferred, and the reciprocal of the total number of cubature points is used as the weight of each cubature point to estimate the state and covariance. FCKF is a generalization of ordinary CKF to the fractional order level.

Firstly, the state equation and measurement equation are introduced:

\[
\begin{align*}
    x_k &= Ax_{k-1} + BI_{k-1} - \sum_{j=1}^{k+1} K_j x_{k-1-j} + w_{k-1} \\
    y_k &= Cx_k - R_0 I_k + U_{OC,k} + v_k
\end{align*}
\]

where \(w_{(0)}\) and \(v_{(0)}\) are Gaussian white noise.

The calculation process of FCKF [14] is as follows:

1. Initialization Parameter

A series of parameters, such as covariance \(P_{(0)}\), process noise covariance \(Q_{(0)}\), observation noise covariance \(R_{(0)}\) and initial state quantity \(\hat{x}_{(0)}\), must be initialized before the algorithm iteration begins.

2. Time to Update

Generating the cubature point:

\[
\begin{align*}
    P_{(k-1)} &= S_{(k-1)} S_{(k-1)}^T \\
    \xi_{(i)} &= \sqrt{\frac{m}{2}} [E, -E] \\
    x^{(i)}_{(k-1)} &= \hat{x}_{(k-1)} + S_{(k-1)} \xi_{(i)}
\end{align*}
\]

where \(m = 2n\), \(n\) represents the dimension of the state vector and \(E\) is the unit matrix.

The weight of the cubature point is: \(w_{(i)} = \frac{1}{m}\)

Calculating the propagation of cubature points:

\[
\bar{x}^{(i)}_{(k|k-1)} = f(\hat{x}^{(i)}_{(k-1)}, u_{(k-1)})
\]

Calculating the predicted state and covariance:

Figure 4. Predicted voltages and errors under DST: (a) predicted voltages; (b) voltage error.
\[
\begin{align*}
D' \tilde{x}_{(k|-1)} & \approx \sum_{i=1}^{m} w_{(i)}^{(i)} \tilde{x}_{(k|-1)}^{(i)} \\
\tilde{x}_{(k|-1)} & = D' \tilde{x}_{(k|-1)} - \sum_{j=1}^{k} (-1)^j \gamma_{(j)} \tilde{x}_{(k|-1)}, \quad k \geq 1
\end{align*}
\]  
(9)

\[
\begin{align*}
P_{(k|-1)}^\Delta & \approx \sum_{i=1}^{m} w_{(i)}^{(i)} (\tilde{x}_{(k|-1)}^{(i)} - D' \tilde{x}_{(k|-1)})(\tilde{x}_{(k|-1)}^{(i)} - D' \tilde{x}_{(k|-1)})^T + Q_{(k-1)} \\
P_{(k|-1)}^{\pm} & \approx \sum_{i=1}^{m} w_{(i)}^{(i)} (x_{(k|-1)}^{(i)} - \tilde{x}_{(k|-1)})(x_{(k|-1)}^{(i)} - \tilde{x}_{(k|-1)})^T \\
P_{(k|-1)} = P_{(k|-1)}^\Delta + \gamma_{(1)} P_{(k|-1)}^{\pm} + P_{(k|-1)}^\Delta \gamma_{(1)} + \sum_{j=1}^{k} \gamma_{(j)} P_{(k-j)} \gamma_{(j)} , \quad k \geq 1
\end{align*}
\]  
(10)

(3) Measurement Update

The second calculation of the cubature point:
\[
\begin{align*}
P_{(k|-1)} & = S_{(k|-1)} S_{(k|-1)}^T \\
x_{(k|-1)}^{(i)} & = \tilde{x}_{(k|-1)} + S_{(k|-1)} \xi_{(i)}
\end{align*}
\]  
(11)

(4) Last Estimate Update

\[
\begin{align*}
y_{(k|-1)}^{(i)} & = g(x_{(k|-1)}^{(i)}, u_{(k)}) \\
\hat{y}_{(k|-1)} & = \sum_{i=1}^{m} w_{(i)}^{(i)} y_{(k|-1)}^{(i)} \\
P_{yy} & = \sum_{i=1}^{m} w_{(i)}^{(i)} (y_{(k|-1)}^{(i)} - \hat{y}_{(k|-1)})(y_{(k|-1)}^{(i)} - \hat{y}_{(k|-1)})^T + R_{(k)} \\
P_{yx} & = \sum_{i=1}^{m} w_{(i)}^{(i)} (x_{(k|-1)}^{(i)} - \hat{x}_{(k|-1)})(y_{(k|-1)}^{(i)} - \hat{y}_{(k|-1)})^T \\
K_{(k)} & = P_{yx} P_{yy}^{-1} \\
P_{(k)} & = P_{(k|-1)} - K_{(k)} P_{yx} K_{(k)}^T \\
\hat{x}_{(k)} & = \hat{x}_{(k|-1)} + K_{(k)} (y_{(k)} - \hat{y}_{(k|-1)})
\end{align*}
\]  
(12)

The above are the specific steps of the FCKF algorithm.

3.2. FSRCKF

FSRCKF is to add the square root operation on the basis of FCKF (or extend SRCKF to the fractional order level), so as to derive FSRCKF.

(1) Generating Cubature Point

\[
\begin{align*}
\xi_{(i)} & = \sqrt{\frac{m}{2}} [E, -E] \\
x_{(k|-1)}^{(i)} & = \tilde{x}_{(k|-1)} + S_{(k|-1)} \xi_{(i)}
\end{align*}
\]  
(13)

The weight of the cubature point is: \( w_{(i)}^{(i)} = \frac{1}{m} \)

Calculating the propagation of cubature points:
\[
\tilde{x}_{(k|-1)}^{(i)} = f(x_{(k|-1)}^{(i)}, u_{(k-1)})
\]  
(14)
Calculating the predicted state and covariance:

\[
\begin{align*}
D^T \hat{x}_{(i|k-1)} &\approx \sum_{j=1}^{m} w_{i,j}(\hat{x}_{(i|k-1)})^j \\
\hat{x}_{(i|k-1)} &= D^T \hat{x}_{(i|k-1)} - \sum_{j=1}^{k} (-1)^j \gamma_j(\hat{x}_{(i|k-1)}), \quad k \geq 1
\end{align*}
\]

(15)

\[
\begin{align*}
S^\Delta_{(i|k-1)} &= \text{Tria}(\sqrt{w_{i}(\hat{x}_{(i|k-1)} - D^T \hat{x}_{(i|k-1)}), \text{chol}(Q_{(i|k-1)}, \text{lower})), \\
S^\Delta_{(i|k-1)} &= \sum_{j=1}^{m} (x_{(i|k-1)} - \hat{x}_{(i|k-1)})(\hat{x}_{(i|k-1)} - D^T \hat{x}_{(i|k-1)})^T, \\
S_{(i|k-1)} &= S^\Delta_{(i|k-1)} + \gamma_j(\gamma_j S_{(i|k-1)} + \sum_{j=1}^{k} \gamma_j S_{(i|k-1)}), \quad k \geq 1
\end{align*}
\]

(16)

(2) Measurement Update

The second calculation of the cubature point:

\[
x_{(i|k-1)} = \hat{x}_{(i|k-1)} + S_{(i|k-1)} \hat{\xi}_{(i)}
\]

(17)

According to the observation equation, the propagation cubature point is:

\[
\begin{align*}
y_{(i|k-1)} &= g(x_{(i|k-1)}, w_{i}) \\
\hat{y}_{(i|k-1)} &= \sum_{i=1}^{m} w_{i,j} y_{(i|k-1)}
\end{align*}
\]

(18)

We calculate the square root of measurement error covariance and mutual covariance:

\[
\begin{align*}
S_{yy} &= \text{Tria}(\sqrt{w_{i}(y_{(i|k-1)} - \hat{y}_{(i|k-1)}), \text{chol}(R_{(i|k-1)}, \text{lower}))), \\
X_{(i)} &= \sqrt{w_{i}(x_{(i|k-1)} - \hat{x}_{(i|k-1)}))} \\
Y_{(i)} &= \sqrt{w_{i}(y_{(i|k-1)} - \hat{y}_{(i|k-1)})} \\
P_{xy} &= \sum_{i=1}^{m} X_{(i)} Y_{(i)}^T
\end{align*}
\]

(19)

We calculate the Kalman coefficient, optimal state and square root of state covariance:

\[
\begin{align*}
K_{(i)} &= P_{xy}(S_{yy})^{-1} \\
S_{(i)} &= \text{Tria}(X_{(i)} - K_{(i)} Y_{(i)}, \text{chol}(R_{(i|k-1)}, \text{lower})), \\
\hat{x}_{(i|k)} &= \hat{x}_{(i|k-1)} + K_{(i)}(y_{(i)} - \hat{y}_{(i|k-1)})
\end{align*}
\]

(20)

where chol represents Cholesky decomposition and Tria represents QR decomposition. Equations (18)–(20) of FSRCKF are the same as SRCKF, and the specific steps can be found in Refs. [18,19].
4. MIUKF-FSRCKF

4.1. MIUKF Estimate $R_0$

The state equation and observation equation of estimation $R_0$ are [28]:

\[
\begin{align*}
R_{0(k)} &= R_{0(k-1)} + w_{(k-1)} \\
U_{L(k)} &= U_{OC(k)} - U_{1(k)} - U_{2(k)} - R_{0(k)}I_{(k)} + v_{(k)},
\end{align*}
\]

(21)

The difference between MIUKF and UKF is that MIUKF introduces multi-innovation to update the state matrix — $R_0(k)$ in this paper — which can effectively reduce the error of $R_0(k)$ estimation. The detailed steps for estimating $R_0$ by UKF are in the literature [29].

The difference between UKF and MIUKF is the updated posterior estimate. The UKF updated posterior estimate is:

\[
\hat{R}_{0(k)} = \hat{R}_{0(k|k-1)} + k_{(k)}e_{(k)},
\]

(22)

However, the MIUKF updated posterior estimate is:

\[
\hat{R}_{0(k)} = \hat{R}_{0(k|k-1)} + \sum_{i=1}^{p} \lambda_{(i)} k_{(k-i+1)} e_{(k-i+1)},
\]

(23)

\[
\begin{align*}
\lambda_{(1)} &= 1 \\
\lambda_{(2)} = \lambda_{(3)} = \cdots = \lambda_{(p)} &= \frac{u}{p-1}, 0 \leq u \leq 1.
\end{align*}
\]

(24)

In Equation (22), $k(k)$ represents the gain matrix of estimation $R_0$, and $e(k)$ is the residual. In Equation (24), $u$ is the adjustable coefficient, where $u = 0.5$, and $p$ is the length of the multi-innovation.

MIUKF uses historical data to expand the current data, and increases the weight of the current data in order to avoid the influence of the current data being weakened too much, thus improving estimation accuracy. This is the advantage of MIUKF over UKF, and the rest of it is consistent with ordinary UKF, which is not described at length here. The detailed MIUKF process can be found in the literature [30].

4.2. MIUKF-FSRCKF

MIUKF-FSRCKF can be obtained by combining MIUKF and FSRCKF. The specific diagram is shown in Figure 5.

Figure 5. The schematic diagram of MIUKF-FSRCKF.
5. Results and Discussion

In this paper, real-time current and voltage values of the Federal Urban Driving Plan (FUDS), Beijing Dynamic Stress Test (BJDST) and US06 Highway Driving Plan were used to verify and analyze the algorithm. Since the open source data used only provided data with SOC ranging from 0 to 0.8, and considering that the battery life will be seriously damaged if the battery level is lower than 10% in practical applications, the SOC in this paper is kept between 0.1 and 0.8 [31].

Figure 6 shows the SOC estimation by the four methods under the FUDS condition. Table 3 shows the SOC error and prediction voltage error of each method under the FUDS test. From the data comparison in the figure and table, it can be seen that the SOC estimation error and the voltage error of FSRCKF are smaller than those of FCKF and SRCKF. However, the accuracy of MIUKF-FSRCKF is slightly better than that of FSRCKF.

Table 3. SOC error and voltage error of each algorithm under the FUDS test.

| Method           | SOC Error (%) | Voltage Error (mV) |
|------------------|---------------|---------------------|
|                  | MAE           | RMSE               | MAE       | RMSE       |
| SRCKF            | 1.35          | 1.65               | 7.1       | 9.6        |
| FCKF             | 0.91          | 1.05               | 5.3       | 6.8        |
| FSRCKF           | 0.62          | 0.71               | 5.1       | 6.5        |
| MIUKF-FSRCKF     | 0.56          | 0.66               | 4.7       | 6.0        |

Figure 6. Comparison of the results of the four algorithms under the FUDS test: (a) SOC estimation result; (b) SOC error; (c) voltage estimation result; (d) voltage error.
BJDST and US06 are also used to compare and verify the four algorithms in this paper, and the corresponding outcomes are shown in Figures 7 and 8. The graphs of real-time estimation of $R_0$ by MIUKF-FSRCKF under different tests are given in Figure 9. Tables 4 and 5 show the SOC error and prediction voltage error of each method under the BJDST and US06 tests, respectively. In summary, the accuracy of FSRCKF in estimating battery SOC is better than that of SRCKF and FCKF. The accuracy of MIUKF-FSRCKF is similar to that of FSRCKF, but the advantage is not obvious. This is because the DST used for identifying the parameters and the other three tests for verifying the algorithm are conducted successively; that is, the battery aging condition under these four tests has not changed significantly. Hence, the $R_0$ identified offline is accurate, and the advantages of online estimation of $R_0$ and updating $R_0$ of MIUKF-FSRCKF cannot be reflected. In practice, $R_0$ will gradually increase with the aging of the battery, so the initial $R_0$ may not be accurate.

![Figure 7](image-url)

**Figure 7.** Comparison of the results of the four algorithms under BJDST: (a) SOC estimation result; (b) SOC error; (c) voltage estimation result; (d) voltage error.
Figure 8. Comparison of the results of the four algorithms under US06 test: (a) SOC estimation result; (b) SOC error; (c) voltage estimation result; (d) voltage error.

Figure 9. Identification curves of $R_0$ by MIUKF-FSRCKF.

Table 4. SOC error and voltage error of each algorithm under BJDST.

| Method          | SOC Error (%) | Voltage Error (mV) |
|-----------------|---------------|--------------------|
|                 | MAE           | RMSE               |
|                 | MAE           | RMSE               |
| SRCKF           | 1.27          | 1.62               |
| FCKF            | 0.84          | 1.03               |
| FSRCKF          | 0.64          | 0.76               |
| MIUKF-FSRCKF    | 0.69          | 0.85               |
Table 5. SOC error and voltage error of each algorithm under the US06 test.

| Method        | SOC Error (%) | Voltage Error (mV) |
|---------------|---------------|--------------------|
|               | MAE | RMSE | MAE | RMSE |
| SRCKF         | 1.27 | 1.63 | 5.0 | 6.7  |
| FCKF          | 0.82 | 0.99 | 3.9 | 5.0  |
| FSRCKF        | 0.61 | 0.73 | 3.6 | 4.7  |
| MIUKF-FSRCKF  | 0.58 | 0.72 | 3.5 | 4.6  |

In order to simulate the actual application, the identified $R_0$ is increased by 20% as the initial $R_0$. The SOC estimation accuracy of each algorithm is verified.

SOC estimation of the four algorithms is carried out under the FUDS test by taking 1.2 times the identified $R_0$ as the initial value of $R_0$, and the results are shown in Figure 10 and Table 6. The MAE and RMSE of SOC estimated by SRCKF, FCKF and FSRCKF are all more than 1%, and the MAE and RMSE of voltage error are all more than 10 mV. This is much worse than under the FUDS test, when the identified $R_0$ is directly used as the initial $R_0$ to estimate SOC (namely, the data in Table 1), indicating that the practicability of these three algorithms is not high. However, the MAE and RMSE of MIUKF-FSRCKF-estimated SOC are only 0.54% and 0.65%, respectively, and the MAE and RMSE of voltage error are only 4.8 mV and 6.1 mV, respectively. This is basically the same as the situation in which the identified $R_0$ is directly used as the initial $R_0$ to estimate SOC under the FUDS condition. The results show that this algorithm has high precision, higher practicability and stronger stability than the other three algorithms. Similar results or conclusions also can be achieved in the BJDST or the US06 test, as shown in Figures 11 and 12 and Tables 7 and 8.

Figure 10. Comparison of the results of the four algorithms under the FUDS test. The identified $R_0$ is increased by 20% as the initial value of $R_0$: (a) SOC estimation result; (b) SOC error; (c) voltage estimation result; (d) voltage error.
Table 6. SOC error and voltage error of each algorithm under the FUDS test. (The identified R0 by AGA is increased by 20% as the initial value of R0.)

| Method          | SOC Error (%) | Voltage Error (mV) |
|-----------------|---------------|--------------------|
|                 | MAE | RMSE | MAE | RMSE |
| SRCKF           | 2.53 | 2.83 | 16.9 | 24.1 |
| FCKF            | 1.66 | 2.12 | 12.3 | 17.6 |
| FSRCKF          | 1.32 | 1.63 | 12.2 | 17.5 |
| MIUKF-FSRCKF    | 0.54 | 0.65 | 4.8  | 6.1  |

Figure 11. Comparison of the results of the four algorithms under BJDST. The identified R0 is increased by 20% as the initial value of R0: (a) SOC estimation result; (b) SOC error; (c) voltage estimation result; (d) voltage error.

Table 7. SOC error and voltage error of each algorithm under BJDST. (The identified R0 by AGA is increased by 20% as the initial value of R0.)

| Method          | SOC Error (%) | Voltage Error (mV) |
|-----------------|---------------|--------------------|
|                 | MAE | RMSE | MAE | RMSE |
| SRCKF           | 2.48 | 2.79 | 7.2  | 9.8  |
| FCKF            | 1.77 | 2.25 | 5.3  | 7.1  |
| FSRCKF          | 1.35 | 1.70 | 5.1  | 6.9  |
| MIUKF-FSRCKF    | 0.62 | 0.83 | 3.5  | 4.3  |
Figure 12. Comparison of the results of the four algorithms under the US06 test. The identified $R_0$ is increased by 20% as the initial value of $R_0$: (a) SOC estimation result; (b) SOC error; (c) voltage estimation result; (d) voltage error.

Table 8. SOC error and voltage error of each algorithm under the US06 test. (The identified $R_0$ by AGA is increased by 20% as the initial value of $R_0$.)

| Method    | SOC Error (%) | Voltage Error (mV) |
|-----------|---------------|--------------------|
|           | MAE           | RMSE               | MAE           | RMSE               |
| SRCKF     | 2.44          | 2.73               | 13.7          | 18.3               |
| FCKF      | 1.79          | 2.26               | 9.7           | 13.0               |
| FSRCKF    | 1.37          | 1.70               | 9.6           | 13.0               |
| MIUKF-FSRCKF | 0.53        | 0.68               | 3.5           | 4.7                |

The graph of real-time estimation of $R_0$ by MIUKF-FSRCKF under different tests is given in Figure 13.

For SOC estimation of the four algorithms under FUDS, BJDST and US06 operating conditions, the identified $R_0$ by AGA is increased by 20% as the initial value of $R_0$. Among them, the SOC error of FSRCKF is smaller than SRCKF and FCKF, but the estimation error of these three algorithms is large. MIUKF-FSRCKF estimates and updates $R_0$ in real time on the basis of FSRCKF, so that the estimation effect of SOC is significantly improved. Both SOC error and voltage error are significantly better than the other three algorithms, and the estimated SOC curve is still close to the reference SOC curve, which indicates that the algorithm is not only highly accurate but also highly practical.

In Figure 13, we can see that $R_0$ quickly drops from 1.2 times of the identified $R_0$ value (0.0824 $\Omega$) by AGA and then fluctuates. The value of $R_0$ is also different under different
working conditions. In addition, the change in battery current will also have a small impact on $R_0$.

![Identification curves of $R_0$ by MIUKF-FSRCKF.](image1)

Figure 13. Identification curves of $R_0$ by MIUKF-FSRCKF. (The identified $R_0$ by AGA is increased by 20% as the initial value of $R_0$.)

In general, the initial SOC value is not accurate, so MIUKF-FSRCKF should be used to estimate the SOC of lithium batteries with different initial SOC values for verification. IS–1 indicates an initial SOC of 0.9, IS–2 indicates an initial SOC of 0.6 and IS–3 indicates an initial SOC of 0.3.

As can be seen from Figure 14, under the FUDS test, the SOC of IS–1, IS–2 and IS–3 can quickly converge to the reference SOC. The MAEs of SOC estimation in these cases are only 0.56%, 0.58% and 0.60%, respectively. Similarly, under BJDST and US06 tests, the proposed method still has adequate convergence, as shown in Figures 15 and 16 and Table 9.

![SOC estimation results in three cases under the FUDS test: (a) SOC estimation results; (b) SOC error.](image2)

Figure 14. SOC estimation results in three cases under the FUDS test: (a) SOC estimation results; (b) SOC error.
Figure 15. SOC estimation results in three cases under BJDST: (a) the estimated SOC; (b) the SOC error.

Figure 16. SOC estimation results in three cases under the US06 test: (a) the estimated SOC; (b) the SOC error.

Table 9. SOC error (%) in cases IS–1, IS–2 and IS–3 under different tests.

| Case  | FUDS  | BJDST  | US06  |
|-------|-------|--------|-------|
|       | MAE   | RMSE   | MAE   | RMSE   |
| IS–1  | 0.56  | 0.69   | 0.63  | 0.87   |
| IS–2  | 0.58  | 0.71   | 0.72  | 0.90   |
| IS–3  | 0.60  | 0.89   | 0.76  | 1.07   |

To summarize, under different initial SOC conditions, the error of MIUKF-FSRCKF estimation of SOC is still small, and the SOC of the battery can be estimated accurately.

In order to further verify the practicability of MIUKF-FSRCKF, we utilized another type of battery for SOC estimation. The type of battery used is the A123–18650 lithium iron phosphate battery. The A123–18650 lithium battery is rated at 1100 mAh; its anode material is LiFePO₄ and its cathode material is graphite. The data provided in this experiment are SOC from 0.2 to 1. Considering the actual situation, the initial SOC is generally inaccurate. Therefore, the initial SOC of MIUKF-FSRCKF is set to 0.8. The $R_0$ identified by AGA and DST is 0.1578 Ω. Thus, two cases named case–1 and case–2 are obtained. Case–1 takes an initial SOC of 0.8 and the identified $R_0$ directly as the initial $R_0$, and case–2 takes an initial SOC of 0.8 and 1.2 times the identified $R_0$ as the initial $R_0$. Case–1 and case–2 are both based on MIUKF-FSRCKF. Figure 17 shows the comparison of the results of two cases under the FUDS test and Table 10 shows the SOC errors.
Figure 17. Comparison of the results of two cases under the FUDS test. The battery is A123–18650: (a) SOC estimation result; (b) SOC error.

Table 10. SOC error (%) of two cases under the FUDS test.

| Method | SOC Error (%) |
|--------|---------------|
|        | MAE           | RMSE          |
| Case–1 | 0.73          | 1.02          |
| Case–2 | 0.72          | 1.01          |

The graph of real-time estimation of $R_0$ of two cases under FUDS is given in Figure 18.

From the SOC estimation of the A123–18650 lithium battery, it can be seen that the error of SOC estimation is still small in both case–1 and case–2. This shows that MIUKF-FSRCKF can be used for different kinds of batteries for SOC estimation, and the algorithm is highly accurate and practical. In addition, in Figure 18, we can see that the $R_0$ of case–2 rapidly decreases from 1.2 times of the identified $R_0$ value (0.1578 Ω) by AGA, and then basically coincides with the $R_0$ of case–1, which indicates that MIUKF-FSRCKF can adequately identify and update $R_0$.

Figure 18. Identification curves of $R_0$ of two cases.

6. Conclusions

In this paper, based on the FOM of batteries, DST and AGA algorithms are applied to carry out offline parameter identification of FOM. Then, a new algorithm for estimating SOC is proposed, FSRCKF. On this basis, MIUKF is used to identify and update the internal resistance $R_0$ of the battery model in real time, and MIUKF-FSRCKF is obtained. FUDS, BJDST and US06 are used to verify the algorithm. We found that MIUKF-FSRCKF
is better than FSRCKF, FCKF and SRCKF in estimating the SOC of lithium batteries, especially when \( R_0 \) is inaccurate. In addition, the proposed MIUKF-FSRCKF still has high accuracy even if the initial SOC value of the algorithm is wrong. In the future, we will use MIUKF-FSRCKF to estimate the SOC and SOH of the battery under different temperatures to further verify the practicability of this algorithm.
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