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Abstract

Interpretability and uncertainty quantification in machine learning can provide justification for decisions, promote scientific discovery and lead to a better understanding of model behavior. Symbolic regression provides inherently interpretable machine learning, but relatively little work has focused on the use of symbolic regression on noisy data and the accompanying necessity to quantify uncertainty. A new Bayesian framework for genetic-programming-based symbolic regression (GPSR) is introduced that uses model evidence (i.e., marginal likelihood) to formulate replacement probability during the selection phase of evolution. Model parameter uncertainty is automatically quantified, enabling probabilistic predictions with each equation produced by the GPSR algorithm. Model evidence is also quantified in this process, and its use is shown to increase interpretability, improve robustness to noise, and reduce overfitting when compared to a conventional GPSR implementation on both numerical and physical experiments.

1 Introduction

Machine learning (ML) has become ubiquitous in scientific disciplines. In some applications, accurate data-driven predictions are all that is required; however, in many others, interpretability and explainability of the model is equally important. Interpretability and explainability can provide justification for decisions, promote scientific discovery and ultimately lead to better control/improvement of models [1][2]. In a complementary fashion, ML models can provide further insight by conveying their level of uncertainty in predictions [3]. Especially in cases of low risk tolerance this type of insight is crucial for building trust in ML models [4].

Rather than focus on black-box ML methods (e.g., neural networks or Gaussian process regression) combined with post hoc explainability tools, the current work focuses on inherently interpretable methods. Interpretable ML methods can be competitive with black-box ML in terms of accuracy and do not require a separate explainability toolkit [5][6]. Symbolic regression is one such inherently interpretable form of ML wherein an analytic equation is produced that best models input data. Symbolic regression has been successful in a range of scientific applications such as deriving conservation laws
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in physics [6], inferring dynamic relationships [7, 8], and producing interpretable mechanics models [9]. Unfortunately, little attention has been paid to the use of symbolic regression on noisy data and the consideration of uncertainty.

Schmidt and Lipson [10] tackled the problem of noisy training data in symbolic regression through the inclusion of uniform random variables in model formation. Though uniform random variables can be transformed to represent more complex distributions, doing so drastically increases complexity of equations that must be produced. This can make the symbolic regression process less tractable and less interpretable.

Hirsh et al. [11] incorporated Bayesian uncertainty quantification into the sparse identification of nonlinear dynamics (SINDy) method through the use of sparsifying priors. In this technique, a linear combination of candidate terms (i.e., simple functions of the input data) is produced with random coefficients that are estimated through Bayesian inference. The reliance on candidate terms and linear combinations thereof constitutes only a limited form of symbolic regression (as opposed to the more traditional free-form symbolic regression). As such, the form of the resulting equation may be overly constrained and less insightful.

Others have implemented Bayesian methods in symbolic regression [e.g., 12, 13]; however, they focused more on the improved efficiency of symbolic regression methods rather than the ability to produce probabilistic models with quantified uncertainty. For instance, Jin et al. [12] used a form of Markov chain Monte Carlo as a means for equation production. Also, Zhang [13] used a Bayesian framework to influence the population dynamics in genetic programming for improved evolution speed and decreased complexity.

In the current work, a new Bayesian framework for genetic-programming-based symbolic regression (GPSR) is developed. In this framework, Bayesian inference is applied to infer unknown distributions of parameters in free-form equations. The marginal likelihood of the equations are then used in a Bayesian model selection scheme to influence evolution towards equations for which the data provides the most evidence. The result is a GPSR framework that can produce interpretable models with quantified uncertainty. Additionally, the Bayesian framework provides regularization with several benefits compared to standard GPSR: increased interpretability, increased robustness to noise, and less tendency to overfit.

2 Methods

Symbolic regression is the search for analytic equations that best describe some dataset: i.e., attempting to find a function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) such that \( f(x) = y \) given a dataset \( D = \{ (x_i, y_i) \}_{i=0}^N \) with \( d \)-dimensional input features \( x \) and label \( y \). Several methodologies have been applied to the task of free-form symbolic regression such as genetic programming [14], prioritized grammar enumeration [15], Markov chain Monte Carlo [12], divide and conquer [16], and deep learning [17, 18]. Genetic programming-based symbolic regression (GPSR) is perhaps the most popular and successful [19]. The focus of the current work is the integration of uncertainty quantification into the GPSR framework for the robust selection of models when data is noisy. This section will first outline a conventional GPSR framework, then describe how it can be modified for consideration of uncertainty.

2.1 Conventional GPSR implementation

GPSR is an evolutionary approach to symbolic regression, wherein a population of candidate equations is evolved until they adequately describe the input dataset. The population is first randomly initialized; then, in subsequent generations, the population is evolved through crossover and mutation before entering a selection phase. The open-source Python package Bingo [20] is used in this work for GPSR.

The internal representation of equations plays an important role in GPSR [21]. For example, equations can be represented as an acyclic graph (see Figure 1), where the number of nodes in the acyclic graph is a measure of the equation complexity. A common difficulty in GPSR is equation bloat
(i.e., the tendency to produce increasingly complex equations), which counteracts interpretability. The acyclic graph encoding is chosen in this work, rather than the more common tree encoding, for its superior computational performance and reduced bloat [21].

The random initialization, crossover, and mutation of equations is based on generating, mixing, and modifying acyclic graph components. A brief description of these algorithms is outlined here; for a more complete description see the Bingo repository [20]. Random initialization of an equation consists of generating a sequence of nodes and directed connections. Single point crossover is used to swap sections of two parent equations resulting in two new children. Mutation occurs as a random choice from the following: point (node) mutation; edge (directed connection) mutation; node and edge mutation; prune mutation; and branch mutation. Notably, all of these operations preserve the maximum acyclic graph size and as such a maximum complexity limit can be set.

The consideration of real-valued numerical constants has been difficult for GPSR in the past. Existence of these parameters in equations can increase the search domain and increase bloat pressure. In early attempts, these parameters would be represented as fixed-value terminals that then must be combined or mutated in equations to allow for derived quantities. This placed undue burden upon the evolutionary optimization and long periods of evolution could be devoted to simple variation of numerical parameters. More recently there has been a push for the inclusion of local optimization of these parameters. In this approach, real-valued numerical constants are treated as abstract placeholders: i.e., equations $f^*(x, \theta)$ include an explicit dependence upon numerical parameters $\theta \in \mathbb{R}^p$. These parameters are then optimized based on the training data $\theta^* = \text{argmin}_{\theta} R(f^*, D, \theta)$ to yield a final equation $f(x) = f^*(x, \theta^*)$; here $R$ is an error metric such as root mean squared error (RMSE). In this way, the optimization of numerical constants is separated from the evolution of the equation form. Local optimization of numerical constants with RMSE is used in the current work for the conventional GPSR implementation. As will be shown in Section 2.2, the optimization of constants in this manner allows for a natural probabilistic extension wherein the constants can be considered random variables and the optimization is used for initializing their estimation.

The last remaining aspect of the GPSR implementation in this work is the choice of selection method. The selection process is an important factor in the evolutionary dynamics of the population. The most common form of selection in genetic programming is tournament selection, where individuals in the population compete against other randomly selected individuals for entrance into the next generation, and the individual with best fitness survives. Commonly, an error metric such as RMSE is used to measure fitness in symbolic regression. Newer selection algorithms have been aimed at reducing the tendency to prematurely converge to a local optimum (i.e., combating the tendency to exploit rather than explore) [e.g., 24, 25]. The conventional GPSR implementation in the current work uses one of these forms of selection known as deterministic crowding [24]. In deterministic crowding, individuals are paired with their most-similar offspring (pairing phase); the individual with better fitness survives into the next generation (replacement phase). Probabilistic extensions have been made to the replacement phase of the deterministic crowding method [26, 27]; however, the form of the replacement probability has been completely heuristic. Section 2.2 will illustrate how a
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Figure 1: Acyclic graph representation of the equation $f(x) = x_0 + x_0x_1$ with complexity of 4.
A probabilistic formulation for equation fitness can allow for the more principled use of Bayesian model selection in replacement.

### 2.2 Bayesian GPSR implementation

Extending GPSR to the quantification of uncertainty requires a probabilistic reformulation of the local optimization. Here, \( \theta \in \mathbb{R}^p \) is now considered a realization of a random variable \( \Theta \) such that \( \theta = \Theta(\omega) \), where \( \omega \in \Omega \) is a random event in the sample space \( \Omega \). The solution to the inverse problem is the probability distribution of \( \Theta \) conditioned on both the data, \( D \), and a particular GPSR-generated model, \( f \), referred to as the posterior distribution. Note that the explicit dependence of \( f(x, \theta) \) on \( x \) is dropped from the notation in the following discussion to preserve clarity. The posterior probability density function (PDF) is given by Bayes’ Theorem

\[
\pi(\theta|D, f) = \frac{\pi(D|\theta, f)\pi(\theta|f)}{\pi(D|f)} = \frac{\pi(D|\theta, f)\pi(\theta|f)}{\int_{\Theta} \pi(D|\theta, f)\pi(\theta|f)d\theta},
\]

where \( \pi(\theta|f) \) is the prior density function, which encodes \textit{a priori} knowledge about the probability of the parameters, and \( \pi(D|\theta, f) \) is the likelihood function, which represents the probability density for observation \( D \) when \( \theta \) takes a specific value.

The form of the likelihood function is dependent on the relationship between \( f \) and \( D \). A typical assumption used in Bayesian inference is that there is some noise, \( \varepsilon \), associated with the measurements such that

\[
D = f(\theta) + \varepsilon,
\]

where the noise is independently and identically distributed according to a zero-mean Gaussian distribution, \( N(0, \sigma^2) \), with unknown variance \( \sigma^2 \). The likelihood function associated with Equation (2) is known in closed form. This form can be modified depending on the nature of the problem (e.g., the noise could be multiplicative or follow some other distribution) and the likelihood function would change accordingly. Equation (2) is used for the examples presented herein.

The denominator \( \pi(D|f) \) in Equation (1) is referred to as the marginal likelihood and is a normalizing constant to ensure the posterior PDF is proper (i.e., integrates to 1) for a given model. This potentially high-dimensional integral is typically ignored since it is difficult to compute and not required for random walk algorithms such as Markov chain Monte Carlo (MCMC), which exploit the proportionality \( \pi(\theta|D, f) \propto \pi(D|\theta, f)\pi(\theta|f) \) to draw samples from the posterior distribution. However, the marginal likelihood is a powerful quantity in Bayesian model selection as it can be used to compute the relative posterior probability of one model versus another using Bayes’ factor (BF),

\[
B = \frac{\pi(f_1|D)}{\pi(f_2|D)} = \frac{\pi(D|f_1)\pi(f_1)}{\pi(D|f_2)\pi(f_2)},
\]

where \( \pi(D|f_i) \) and \( \pi(f_i) \) are the marginal likelihood and prior probability of the \( i \)th model, respectively.

In the GPSR context, the BF can be used to measure relative fitness when comparing equations during the selection phase. This has the dual advantage of accounting for uncertainty and penalizing complexity through what has been referred to as the Bayesian Occam’s Razor [28]. The marginal likelihood \( \pi(D|f) \) represents the space of possible data that can be represented by a given model. As the dimension \( p \) increases and the model becomes more flexible, the probability density function of the data is dispersed.

Judicious selection of prior distributions is a critical part of Bayesian inference and particularly model selection due to the sensitivity of \( \pi(D|f) \) to both prior bounds and dimensionality. Subjective versus objective priors is a point of contention in Bayesian statistics [29][30]. In the context of GPSR, where models are being generated from an immense space of operators and combinations thereof, it would be challenging if not impossible to be subjective; e.g., to have an expert perform elicitation or to use previous experimentation to influence the selection of priors for an unknown model. Priors for
the Bayesian GPSR implementation are thus aimed at being objective in that the inference is only influenced by data to the extent possible. For example, \( \pi(f_i) = \pi(f_j) \) was assumed here to not favor any particular model over another, yielding a BF equal to the ratio of marginal likelihoods.

Objective choices for \( \pi(\theta|f) \) are more challenging as optimally non-informative priors depend on the form of the model [31]. A simple choice, although suboptimal in terms of reducing the influence of the prior, is an improper uniform distribution \( \pi(\theta|f) \propto 1 \) for \( \theta \in \mathbb{R}^p \). However, this causes issues when computing BF due to indeterminate constants appearing in Equation (3). O’Hagan introduced the fractional Bayes factor (FBF) [32] to address this issue:

\[
B_\gamma = \frac{q_1(\gamma)}{q_2(\gamma)}, \tag{4}
\]

where

\[
q_i(\gamma) = \frac{\int_{\mathbb{R}^p} \pi(D|\theta, f_i) \pi(\theta|f_i) d\theta}{\int_{\mathbb{R}^p} \pi(D|\theta, f_i) \gamma \pi(\theta|f_i) d\theta}. \tag{5}
\]

The unknown constants in the marginal likelihood are normalized out using the \( \gamma \in (0, 1] \) power of the likelihood function, allowing for consistent model selection when using improper uniform priors to compute BF. Following O’Hagan’s recommendation for improved robustness to prior misspecification, \( \gamma = \frac{1}{\sqrt{N}} \) was chosen for this work.

Estimating marginal likelihood is challenging using MCMC, and computing the FBF requires two separate runs of an MCMC sampler to target the additional normalizing \( \gamma \) posterior. Sequential Monte Carlo (SMC) evolves a set of weighted particles through a sequence of reweighting, resampling, and local abbreviated MCMC steps and can be used as a drop-in replacement for MCMC [33]. SMC has several advantages over MCMC, including the ability to produce direct, unbiased estimates of the marginal likelihood, \( \pi(D|f) \), as well as potential reductions in computation time relative to MCMC through parallelization of the \( \pi(D|\theta, f) \) evaluations. Furthermore, SMC relies on a sequence of target distributions based on an annealed likelihood, which is conveniently the same form as the FBF; i.e., \( \pi(D|\theta, f)^{\phi_t} \) with \( \phi_t \) monotonically increasing from 0 at \( t = 0 \) to 1 at \( t = 1 \) during the sequential sampling process. Therefore, \( q_i(\gamma) \) is a natural byproduct of a single run of an SMC sampler if \( \phi_t = \gamma \) is included as the \( t \)th step of the sequence and the marginal likelihood is estimated at both the \( t \)th and final steps.

Initialization of the SMC algorithm is a practical challenge when considering arbitrary equations with priors over the entire real space \( \mathbb{R}^p \). To prevent early divergence and degeneracy of the particles (i.e., a significant portion of particles having zero weight), it is important to locate the initial particles near to and encompassing the unknown region of non-zero posterior probability. A multistart local optimization approach is adopted here to quickly identify local RMSE minima. These local minima are considered potential regions of high posterior probability. Multivariate normal distributions (MVN) centered at each local minimum are used to approximate the posterior distribution,

\[
\pi(\theta|D, f) \approx \text{MVN}(\theta^*, \Sigma^*), \tag{6}
\]

where the availability of partial derivatives is exploited to estimate the covariance matrix. The restriction of \( N > p \) was relaxed in the symbolic regression framework so, in place of the unbiased estimator in [31] with denominator \( N - p \), a biased estimator was used,

\[
\Sigma^* = \frac{\sum_{i=0}^N [y_i - f(x_i, \theta^*)]^2}{N} (\chi^T \chi)^{-1}, \tag{7}
\]

\[
\chi_{i,k} = \frac{\partial f(x_i, \theta^*)}{\partial \theta_k^*}. \tag{8}
\]

Errors associated with this approximation only influence the inference process through the placement of initial particles, and the effect was assumed to be minimal.
The SMC algorithm is initialized by sampling particles from each MVN distribution in equal proportion (i.e., there was no attempt to combine co-located distributions). The number of multistarts dictates how much the initial population is allowed to explore the infinite parameter space, with an increasing number of multistarts corresponding to increasing the chance of SMC identifying all modes of the true posterior distribution.

The proposed Bayesian GPSR implementation is an extension of probabilistic crowding \cite{26}, where the fitness and thus the replacement probability is based on the FBF. The open-source, vectorized SMC Python implementation \texttt{SMCPy} \cite{35} is used to efficiently compute normalized marginal likelihoods $q_i(\gamma)$ for each individual. After pairing most-similar offspring, a replacement probability is defined as $p(f_1|q_1, q_2) = q_1/(q_1 + q_2)$. For FBF= 1, this selection probability is equal to 0.5. For cases where FBF > 1, the first model is more likely to proceed to the next generation, etc. See Algorithm 1 for a summary.

**Algorithm 1** Probabilistic Crowding using Bayesian Model Selection

**Require:** Population of equations at $i^{th}$ generation ($F_i$), training data ($D$)

1. for most-similar pairs ($f_1, f_2$) in $F_i$ do
2. \hspace{1em} $q_1 \leftarrow \text{SMC}(f_1, D)$
3. \hspace{1em} $q_2 \leftarrow \text{SMC}(f_2, D)$
4. \hspace{1em} $p(f_1|q_1, q_2) = q_1/(q_1 + q_2)$
5. \hspace{1em} Sample $u \sim \text{Uniform}(0, 1)$
6. \hspace{1em} if $u \leq p(f_1|q_1, q_2)$ then
7. \hspace{2em} $F_{i+1} \leftarrow f_1$
8. \hspace{1em} else
9. \hspace{2em} $F_{i+1} \leftarrow f_2$
10. \hspace{1em} end if
11. end for

2.3 Demonstration

To demonstrate the utility of the FBF for GPSR selection as well as the ability of SMC to estimate the FBF, a numerical experiment was conducted. A true function $y = 2\sin x_0 + 3$ was defined and synthetic data was generated by adding zero-mean Gaussian noise $^{2}$ Polynomials of increasing order (0 to 6) were fit to the data using two methods: (i) a deterministic minimization of RMSE and (ii) probabilistic parameter estimation using SMC as described in Section 2.2. The deterministic and probabilistic fits for polynomial orders 3 and 6 are compared along with the training data in Figure 2. Since SMC produces a probabilistic fit of model parameters and simultaneously estimates measurement noise, both the 95% credible and prediction intervals are shown. The maximum a posteriori (MAP) fit, $f(x_0, \theta_{\text{MAP}})$, where $\theta_{\text{MAP}}$ are the most probable parameters, is also shown. While the RMSE and MAP fit are very similar as expected, the probabilistic fit expresses increased uncertainty through widening intervals at the edges of the domain where the largest errors with respect to the true model are seen, an advantage over the deterministic fit.

For each SMC run, the FBF was also computed as an alternative fitness measure to RMSE. Results are shown in Figure 3. As expected, the FBF naturally penalizes complexity as illustrated by a decrease in FBF after polynomial order 3. In contrast, RMSE continues to decrease, showing a propensity for overfitting and equation bloat. Therefore, it is believed that using the FBF fitness

---

2\(^2\)Note that this example is kept intentionally vague to focus the reader on general fitness metric trends; a more detailed discussion of the example is provided in Section 3.1.

3\(^3\)Credible intervals represent model parameter uncertainty while prediction intervals include estimated measurement noise as well.

4\(^4\)Maximum likelihood estimation and MAP are equivalent when using uniform priors on $\theta$, as was the case in this example.
metric will lead to identification of more parsimonious equations and improved robustness to noise in the data.

3 Experiments and Discussion

In this section, Bayesian GPSR is applied first to a numerical example and then to an experimental example. The ability of Bayesian GPSR to produce interpretable models and make probabilistic predictions is illustrated. Comparisons are made to conventional GPSR that illustrate several benefits to the Bayesian extension beyond its ability to produce probabilistic predictions.

3.1 Numerical example

In a first exposition of Bayesian GPSR, a synthetic example is considered that allows for numerical adjustment and investigation. In this example, datasets are generated using the function:

\[ y = 2 \sin(x_0) + 3 + \epsilon, \]  

(9)

where \( \epsilon \) is sampled from a normal distribution with zero mean and standard deviation, \( \sigma \). Here, \( x \) is one-dimensional (\( d = 1 \)) and drawn from a uniform distribution with bounds \((0, \frac{3\pi}{2})\). Several training datasets are generated, each with twenty datapoints (\( N = 20 \)), which vary based on \( \sigma \) as well as the random seed used for \( x \) and \( \epsilon \). Testing datasets of size \( N = 1000 \) are generated in a similar fashion, but only vary based on \( \sigma \) (i.e., a single random seed is used for \( x \) and \( \epsilon \)).

For all GPSR runs in this subsection (both conventional and Bayesian) the following hyperparameters are used: population size of 120, complexity limit of 64, number of generations 1000. The Levenberg-Marquardt method, as implemented in SciPy, is used for optimization of numerical constants. GPSR was restricted to evolution of polynomials by limiting the use of mathematical operators to \([+,-,\times] \). This restriction on operators precludes the ability of finding the true model, allowing for better study of overfitting and generalization properties of the method.

For each training dataset, both GPSR and Bayesian GPSR were run once. The result of one of the Bayesian GPSR runs was the equation

\[ f(x, \theta) = \theta_1 + (\theta_2 + \theta_3x_0)(x_0 + x_0(\theta_2 + \theta_3x_0)) \]  

(10)

with accompanying posterior distributions for \( \theta \) and \( \sigma \). The marginal distributions of \( \theta \) and \( \sigma \) are illustrated in Figures 4a and 4b, respectively. The \( \theta \) parameters are largely uncorrelated to each other except for \( \theta_2 \) and \( \theta_3 \) which are highly correlated. The correlation of these two parameters are illustrated in the pairwise plot in Figure 4c. It is also seen that \( \theta_2 \) and \( \theta_3 \) exhibit bimodal behavior in this result; which indicates the ability of the Bayesian framework to accurately address such scenarios.

The predictive capability of Equation (10) is illustrated in Figure 5. Most importantly, the model gives probabilistic predictions. The MAP prediction could be used in cases where a deterministic prediction is needed; credible and prediction intervals can also be used to illustrate the degree of certainty in those predictions. To help illustrate the importance of the probabilistic prediction, the right side of Figure 5 extends beyond the data and shows the behavior of the model upon extrapolation. There, the degree of uncertainty in the prediction starts to increase, thus indicating that predictions in the extrapolated region are less trustworthy.

In addition to having the ability to quantify uncertainty, Bayesian GPSR has several advantages over conventional GPSR. Firstly, Bayesian GPSR is more robust to noise. Given the same noisy,
Figure 2: Polynomial models fit to noisy data using SMC (probabilistic) and RMSE (deterministic). Data was generated from \( y = 2 \sin x_0 + 3 \) with added Gaussian noise. The probabilistic fit is illustrated with the MAP prediction and the 95% credible/prediction intervals.

Figure 3: FBF- and RMSE-based fitness for polynomials of increasing order. RMSE is normalized by the standard deviation of the added noise.

Figure 4: The distributions accompanying Equation (10) as a result of using Bayesian GPSR in the numerical example. (a) Marginal densities for model parameters, (b) the marginal estimate of the noise scale, and (c) pairwise plot illustrating covariance between two model parameters. Note that distributions are illustrated with a fitted kernel density estimate as opposed to the discrete particle representation used in SMC.
data-generating function, Bayesian GPSR produces models which are more invariant to the specifics of the dataset. Figure 5 shows the results of Bayesian GPSR and conventional GPSR being trained on the same 3 datasets which were generated using Equation (9) and different random seeds. Models produced with conventional GPSR vary wildly based on different datasets whereas Bayesian GPSR produces more noise-invariant models. The extrapolatory behavior of Bayesian GPSR models does degrade in quality with distance from the training data; however, it represents a large improvement over conventional GPSR. Conventional GPSR includes no measure of confidence in predictions whereas Bayesian GPSR predictions indicate confidence in its predictions. As such, users of Bayesian GPSR can know when to exercise caution, such as in extrapolatory regions.

The use of a Bayesian framework in GPSR provides a level of regularization against overfitting. This can be seen when comparing the training and test error in Figure 7. Test error is quantified as the RMSE on the larger test dataset; the true model would have a test error of $\sigma$. In both Bayesian and conventional GPSR, training error decreases with continued evolution. In conventional GPSR, however, the test error starts to increase early in the evolution. The test error for Bayesian GPSR, though oscillating, remains relatively constant and only slightly above the value of $\sigma$. This trend is consistent across datasets with varying noise levels, as seen in Figure 8. Bayesian GPSR consistently finds models with test errors near $\sigma$ and conventional GPSR produces models that are overfit to the training data. It should be noted that in the zero-noise case, conventional GPSR produces more accurate models. However, once any amount of noise was added to the training data, Bayesian GPSR is preferred.

The Bayesian framework also provides GPSR with a level of regularization against the generation of overly complex equations (i.e., bloat). In conventional GPSR, candidate equations grow continuously in complexity and number of model parameters (i.e., dimension of $\theta$), whereas candidates equations in Bayesian GPSR are less prone to bloat. Bloat control methods such as parsimony pressure, early stopping, and strict complexity limits (using crossvalidation to select the additional hyperparameters) could be employed in GPSR; however, the objective function in the evolution of the population becomes misaligned with the ultimate model choice. These methods find a best model encountered in the evolution based on one metric while incentivizing the evolution based on another. Essentially, these methods become a form of post-hoc model selection rather than a driver of the evolutionary process itself. Figure 9 illustrates that Bayesian GPSR tends to find a complexity that is appropriate for the dataset after which bloat slows or stops. In contrast to other mechanisms for bloat control, the

![Figure 5: Probabilistic prediction using Equation (10) and the SMC-estimated parameter uncertainty compared to the training data and true equation.](image-url)
Figure 6: Three examples of model predictions produced by (a) conventional GPSR and (b) Bayesian GPSR.

Figure 7: Testing and training error for conventional GPSR and Bayesian GPSR.

Figure 8: Relationship between testing error and noise level for conventional GPSR and Bayesian GPSR.
Bayesian framework automatically identifies an appropriate level of complexity based on the training data. Figure 9b shows that in lower noise scenarios Bayesian GPSR permits more complex equations and in high-noise scenarios less complexity is needed.

Lastly, Bayesian GPSR produces models which are significantly more interpretable than conventional GPSR. This is primarily due to the reduced complexity of resulting equations. For example, a best fit equation of a Bayesian GPSR run with approximately median-complexity is

$$f = \theta_1 + (1 - \theta_2)x_0 + x_0^2 + \theta_2x_0^3(\theta_4 + \theta_5x_0),$$  \hfill (11)$$

whereas a best fit equation of a conventional GPSR run with approximately median complexity is

$$f = \theta_1 + x_0 + \theta_2(\theta_3 + \theta_4x_0^2(x_0^3 - x_0)) - x_0^3 - x_0^4$$

$$+ x_0(\theta_5 + \theta_6x_0^2 + (\theta_8 + x_0^4 - \theta_3)x_0^3(x_0 - (x_0))(\theta_9 + x_0^3 + \theta_10x_0^3(x_0 - x_0))$$

$$- (x_0^3(\theta_4 + \theta_5x_0^3(x_0 - x_0)) - x_0)$$  \hfill (12)$$

The reduced complexity clearly aids in interpretability.

### 3.2 Galileo Example

In this section, Bayesian GPSR is applied to physical data from the scientific notebooks of Galileo Galilei. The goal is to illustrate the ability of Bayesian GPSR to develop a predictive and interpretable equation with quantified uncertainty. The Galileo experiments in this section were chosen specifically because they represent iconic, noisy data in a scenario where the true physics (i.e., data-generating function) of the problem is known.

While Galileo was teaching at the University of Padua, he performed a series of experiments studying projectile motion and free fall. In one of those experiments, he dropped a ball down an inclined plane and then off a horizontal shelf as illustrated in Figure 10a. He recorded the initial drop height of the ball $H$ and the horizontal distance traveled during free fall $D$. He also performed the same experiment without the horizontal shelf giving an initial downward velocity to the ball (seen in Figure 10b). The data Galileo gathered for these examples[37] are included in Table 1.

An identical GPSR setup is used from the previous section, with the exceptions of the mathematical operator set and local optimization algorithm. To enable the discovery of the true physical equations, an extended set of operators are used: $[+,-,\times,/,\text{pow,}\sqrt{\text{}}]$. In the Galileo examples, the datasets are much smaller: $N = 5$ and $N = 7$. This poses a limitation for Levenberg-Marquardt; i.e., when the number of parameters in a given equation exceeds the number of datapoints. In these cases, the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm, as implemented in SciPy[36], was used for local optimization.

Table 1: Data gathered by Galileo in his free fall experiments [37] [38]. Data is in units of punti.

|       | With Shelf | Without Shelf |
|-------|------------|---------------|
|       | $D$ | $H$ | $D$ | $H$ |
| With Shelf | | | | |
| 1500  | 1000 | 573  | 1000  |
| 1340  | 828  | 534  | 800   |
| 1328  | 800   | 495  | 600   |
| 1172  | 600   | 451  | 450   |
| 800   | 300   | 395  | 300   |
|       |       | 337  | 200   |
|       |       | 253  | 100   |

[7]Neural networks can be represented by an analytic equation, but it is so complex that they are considered black-box.
Figure 9: Representations of bloat for conventional GPSR and Bayesian GPSR as a function of (a) generation and (b) level of noise in the data.

Figure 10: Schematic of Galileo’s experiment (a) with shelf and (b) without shelf.

Experiment with shelf

The experiment with the horizontal shelf is the easier of the two to describe mathematically. The underlying physics is captured by the following relationship

\[ D = k\sqrt{H}, \]

(13)

where \( k \) is dependent upon the geometry of the table and ramp, and \( k = 47.09 \) best fits the Galileo dataset in a least-squares sense.

Due to inherent randomness, Bayesian GPSR was repeated five times using Galileo’s ramp-with-shelf data. In all repetitions, the correct model form was found and the final population consisted primarily of different algebraic forms of Equation (13). A representative result is illustrated in Figure 11, which has the following form:

\[ f(x, \theta) = \theta_1 \sqrt{x_0}. \]

(14)

Not only is the underlying physics identified from this small dataset, but a reasonable description of uncertainty is produced. The posterior distribution for \( \theta \) and \( \sigma \) is illustrated in Figures 11b and 11c, noting that the MAP \( \theta_1 \) aligns well with the least-squares fit.
In all of the Bayesian GPSR repetitions, the final population contained numerically approximate equations. These equations are characterized by an equation form that does not algebraically simplify to the true physics but approximates it numerically. An example of one such equation is

\[ f(x, \theta) = \frac{\theta_1 \sqrt{x_0}}{1 + \theta_2 x_0}, \]

where \( \theta_1 \) is distributed similarly to previous equation and \( \theta_2 \approx -7.6 \times 10^{-19} \). Occasionally, these numerically approximate equations are favored over the true physical equation in terms of the FBF, making them overfit solutions to the GPSR problem. Though the Bayesian GPSR does provide regularization against overfitting, existence of overfit solutions within the final population cannot be completely discounted. It remains a user’s responsibility to appropriately and critically compare produced models. In Galileo’s ramp-with-shelf example, identification of such overfit solutions was trivial, but use of a fitness-complexity Pareto front or cross-validation could be useful in more complex cases.

**Experiment without shelf**

The physical relationship is more complex in Galileo’s experiment without the horizontal shelf because the ball enters free fall with an initial downward velocity (and less horizontal velocity). It is described by the relationship

\[ H = \frac{k_1 D^2}{1 + k_2 D}, \]

where \( k_1 \) and \( k_2 \) are dependent upon the geometry of the table and ramp. The values of the best fit parameters (in a least-squares sense) for the Galileo data are \( k_1 = 1.099 \times 10^{-3} \) and \( k_2 = -1.121 \times 10^{-3} \). The maximum distance traveled occurs at the asymptote of this equation. In other words, the terminal distance is \(-1/k_2\) (892 punti in Galileo’s example).  

---

**Figure 11:** Representative example of Bayesian GPSR result (Equation (14)) for the ramp-with-shelf data: (a) probabilistic prediction compared to the training data, (b) estimated probability density function of \( \theta_1 \), and (c) estimated probability density function of noise standard deviation, \( \sigma \).
Bayesian GPSR was performed 11 times with the Galileo ramp-without-shelf data. This data proved to be a much more difficult task for Bayesian GPSR. The true physical model, e.g.,

$$f(x, \theta) = \frac{\theta_1 x_0^2}{1 + \theta_2 x_0}.$$ (17)

was present in the final population in 5 of the 11 repetitions. A representative result that has this functional form is illustrated in Figure 12a. The equation does a reasonable job capturing the trend of the data with exception of the datapoint near \(D = 535\), which is near the upper edge of the 95\% prediction interval. The parameter estimates of this result are included in Figure 13a. The estimates of the two parameters match well with their least squares estimates. Of the five Bayesian GPSR repetitions that contained the true physical equation, four contained equations with significantly better description of the data (as measured by FBF).

One of the equations identified frequently across the repetitions with high FBF is

$$f(x, \theta) = x_0^2 (\theta_1 + \theta_2 x_0).$$ (18)

A representative result which has this functional form is illustrated in Figure 12b. After reparametrization, Equation (18) becomes

$$f(x, \theta) = \left( \frac{\theta_1 x_0^2}{1 + \theta_2 x_0} \right) \left( \frac{1 + \theta_3 x_0}{1 + \theta_4 x_0} \right).$$ (19)

The left parenthetical is the true physical equation and the right is an augmentation that allows for the addition of a second asymptote. In the result shown in Figure 12b, the values of \(\theta_3 \approx \theta_4 \approx -\frac{1}{535.5}\) lead to an augmentation that is approximately 1 except in the neighborhood of \(x_0 = 535.5\) where there is asymptotic behavior. The asymptotic behavior allows for the equation to nearly exactly match the datapoint at \(D = 535\) without significantly modifying the equation elsewhere. Ultimately, this leads to parameter estimates for \(\theta_1\) and \(\theta_2\) that are similar to their true values and a much smaller estimate of the noise level \(\sigma\) (Figure 13b).

Due to the interpretable nature of Bayesian GPSR some forms of overfitting like Equation (19) can be identified and mitigated a posteriori; nevertheless, it is worth investigating why this type of overfitting occurred. It has been shown that Galileo’s no-shelf dataset is biased relative to the underlying physics \([37, 39]\), likely due to experimental limitations of the era. With this in mind it is worth testing the validity of the underlying assumption that the noise in the stochastic model (Equation (2)) is normally distributed. To this end, the residuals of Galileo’s ramp-without-shelf data relative to the least-squares fit of the true physics were calculated and subsequently used in a Shapiro-Wilk \([40]\) normality test. The test showed that the residuals are not normally distributed with power \(\alpha = 0.1\) and \(p\) value 0.06. On the other hand, the residuals with respect to the overfit Equation (19) become more normally distributed (\(p\) value of 0.18).

The lack of normality of the noise in Galileo’s no-shelf experiment is investigated further by producing new synthetic datasets where the noise is normally distributed. To create these datasets, the least-squares fit of the true physics, Equation (16), is used as the data generating function. For each dataset, \(N = 7\) realizations of \(D\) are drawn from a uniform distribution, \(D_i \sim \text{Uniform}(0, 800)\), and added to samples from a zero-mean noise distribution with \(\sigma\) equal to the standard deviation of the residuals (i.e., approximating the same level of noise as Galileo’s experiments). Six datasets were constructed and used for Bayesian GPSR with hyperparameters identical to those used above. In all six cases, the true physical equation existed in the final population with the best (or approximately equal to the best) fitness. In most cases, the true physical form was also the most frequently occurring equation in the population. Given these results, it can be concluded that the idiosyncrasies of Galileo’s no-shelf data is at least partially responsible for the tendency to overfit. Future efforts could be focused on the incorporation or generation of non-Gaussian noise models to more directly address the issue.
Figure 12: Probabilistic fits produced by Bayesian GPSR for the no-shelf data illustrating the difference between (a) the correct form of the equation and (b) an equation exhibiting overfitting.

Figure 13: Estimated probability density functions of $\theta_1$, $\theta_2$ and noise standard deviation, $\sigma$ for (a) the correct form of the equation and (b) an equation exhibiting overfitting. Dashed lines indicate the least-squares fits of $\theta_1$ and $\theta_2$. 
4 Conclusion

A new Bayesian framework for genetic-programming-based symbolic regression (GPSR) was developed. For each equation in the population, Bayesian inference was used to estimate probability density functions of the unknown constants given the available data. This automatic quantification of uncertainty meant that any equation could be used to make probabilistic predictions using, for example, Monte Carlo simulation. As a byproduct of this process, the normalized marginal likelihood of the fractional Bayes’ factor was computed and used to represent the equation fitness. Coupled with the probabilistic crowding algorithm, this new fitness metric enables Bayesian model selection during population evolution where the replacement probability is rooted in model evidence. The impact of this approach on the equations produced during symbolic regression was studied through both a numerical example and a real-world example. The proposed method was able to produce interpretable, data-driven models that incorporate uncertainty. Additionally, the proposed method was shown to increase interpretability, improve robustness to noise, and reduce overfitting when compared to a non-Bayesian GPSR implementation.

A number of open issues are left to future work. First, in the examples presented, an additive Gaussian noise assumption was made. While this assumption could easily be altered depending on the application of interest, the choice, once made, is fixed throughout GPSR. There is potential to allow the GPSR algorithm to modify the likelihood function during evolution to better fit the data. Second, it is common to know a priori what parameters should appear in the generated equations (e.g., known physical constants). While not currently implemented, this knowledge could be encoded as subjective priors which would then be available to the GPSR algorithm for inclusion during Bayesian inference. It is noteworthy, in closing, that this paper provides a simple but generic approach to incorporating model evidence in GPSR. Any of the plethora of advancements in the field of uncertainty quantification could be incorporated to enhance the flexibility and applicability of the method.
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