REFLEXIVE MODULES ON NORMAL GORENSTEIN STEIN SURFACES,
THEIR DEFORMATIONS AND MODULI
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Abstract. In this paper we generalize Artin-Verdier, Esnault and Wunram construction of
McKay correspondence to arbitrary Gorenstein surface singularities. The key idea is the defi-
nition and a systematic use of a degeneracy module, which is an enhancement of the first Chern
class construction via a degeneracy locus. We study also deformation and moduli questions.
Among our main result we quote: a full classification of special reflexive MCM modules on nor-
mal Gorenstein surface singularities in terms of divisorial valuations centered at the singularity, a
first Chern class determination at an adequate resolution of singularities, construction of moduli
spaces of special reflexive modules, a complete classification of Gorenstein normal surface singu-
larities in representation types, and an study on the deformation theory of MCM modules and
its interaction with their pullbacks at resolutions. For the proof of these theorems it is crucial to
establish several isomorphisms between different deformation functors, that we expect that will
be useful in further work as well.
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1
1. Introduction

McKay correspondence \cite{Mckay} is a bijection between the irreducible representations of a finite subgroup of $\text{SL}(2, \mathbb{C})$ and the irreducible components of the exceptional divisor of the minimal resolution of the associated quotient surface singularity, such a bijection extends to an isomorphism of the McKay quiver (associated to the structure of representations with respect to direct sums and tensor products), and the dual graph of the exceptional divisor of the minimal resolution of singularities. McKay noticed the correspondence by a case by case study using the classification of finite subgroups of $\text{SL}(2, \mathbb{C})$. After its discovery by McKay, a conceptual geometric understanding of the correspondence was achieved by a series of papers by González-Springberg and Verdier \cite{GSV}, by Artin and Verdier \cite{AV} for the correspondence at the level of vertices and by Esnault and Knörrer \cite{EK} at the level of edges.

At the level of vertices the correspondence can be summarized as follows: let $\pi : \tilde{X} \to X$ be the minimal resolution of the quotient singularity. To an irreducible representation $\rho$ one associates an indecomposable reflexive $\mathcal{O}_X$-module $M$. The module $\pi^*M/\text{Torsion}$ was proved to be locally free, and its first Chern class $c_1(\pi^*M/\text{Torsion})$ is the Poincaré dual of a curvette hitting transversely an unique irreducible component of the exceptional divisor. Such a component is the image of the representation $\rho$ under McKay correspondence. Artin and Verdier proved that the first Chern class determines the module $M$ along with the representation $\rho$. Conversely, for any irreducible
component of the exceptional divisor there is a representation and a module realizing it. We do not spell the correspondence at the level of edges since the main concern of this paper is a wide generalization of the results of Artin and Verdier at the level of vertices, and the subsequent contributions of Esnault, Wunram and Kahn which we describe below.

Esnault [9] improved Artin and Verdier correspondence by working on arbitrary rational surface singularities. She discovered that already for quotient singularities by finite subgroups of GL(2, C) not included in SL(2, C) the pair given by the first Chern class \( c_1(\pi^*M/\text{Torsion}) \) and the rank of the module is not enough to determine the reflexive module. A satisfactory McKay correspondence for arbitrary rational surface singularities was provided by Wunram [37]. For this he defined a reflexive module to be \textit{special} if we have the vanishing \( R^1\pi_*(\pi^*M) = 0 \) (where \( (\ )^\vee \) denotes the dual with respect to the structure sheaf). He proved that the first Chern class construction of Artin and Verdier defines a bijection between: a) the set of special indecomposable reflexive \( O_X \)-modules and b) the set of irreducible components of the exceptional divisor of the minimal resolution. Moreover the first Chern class \( c_1(\pi^*M/\text{Torsion}) \) determines special reflexive \( O_X \)-modules. The reader may consult the survey of Riemenschneider [33], for a more complete account of results described up to now, a summary of other approaches to McKay correspondence and a nice characterization of special reflexive modules.

Beyond the case of rational singularities the only complete study of reflexive modules was provided by Kahn [19] for the case of minimally elliptic singularities. He studied reflexive \( O_X \)-modules \( M \) via the associated locally free \( O_X \)-module \( \mathcal{M} := (\pi^*M)^\vee \) restricted to a cycle supported at the exceptional divisor. In the simply elliptic case he provides a full classification of reflexive modules building on Atiyah’s classification of vector bundles on elliptic curves.

On normal surface singularities, reflexive modules coincide with Maximal Cohen Macaulay (MCM) ones. A singularity has finite, tame or wild Cohen-Macaulay representation type if the maximal dimension of the families of indecomposable MCM modules is 0, 1 or unbounded respectively. A consequence of Kahn’s results is that simply elliptic singularities are of tame representation type. His results were completed by Drozd, Greuel and Kashuba [6], who proved that cusp singularities, and more generally any log-canonical surface singularity are of tame Cohen-Macaulay representation type, and posed the conjecture that non-canonical surface singularities are of wild representation type (we prove this conjecture in this paper for normal Gorenstein surface singularities).

Due to a result of Eisenbud [7], in the hypersurface case MCM modules correspond to matrix factorizations. Therefore any result proven for MCM modules have a translation into matrix factorizations. Using this equivalence, Knörrer [24] and Buchweitz, Greuel, Schreyer [4] proved in arbitrary dimension that the isolated hypersurface singularities of finite Cohen-Macaulay representation type are exactly the simple (ADE type) ones.

Besides the results described above the knowledge on the classification of MCM modules on other singularities available in the literature is quite limited.

McKay correspondence admits generalizations and extensions in many directions (some of them hinted in Riemenschneider survey [33]). An important one is the study of Auslander and Reiten categories of MCM modules over a singularity. The reader may consult the book of Yoshino [38] for a rather complete account of known results. In this paper we focus in the classification of the objects of this categories for arbitrary normal Gorenstein singularities, leaving the structure of the category ready for later work.

Following the line of the first Chern class correspondence described above it is natural to ask whether there is a similar description of indecomposable MCM modules on other singularities,
and on the other on the characterization of the irreducible components of the exceptional divisor in terms of reflexive modules. Once the singularities are not rational, reflexive modules come in families, and deformation and moduli problems are important. We obtain quite complete answers to these questions for the case of Gorenstein normal singularities, including:

- a full classification of special reflexive MCM modules in terms of divisorial valuations centered at the singularity, which can be seen as a generalization of McKay correspondence,
- a first Chern class determination at an adequate resolution of singularities,
- construction of moduli spaces of special reflexive modules,
- a complete classification of Gorenstein normal surface singularities in Cohen-Macaulay representation types, confirming Drodz, Greuel and Kashuba conjecture for this class,
- a study on the deformation theory of MCM modules and its interaction with their pullbacks at resolutions,

A detailed, non technical, description of the results of this paper is provided in the next section.

Although the papers quoted above on McKay correspondence and classification of MCM modules work over singularities or complete local rings, we prove many of our results in the more general setting of reflexive modules over Stein normal surfaces (usually with Gorenstein singularities). We feel that this generalization will have interesting applications. For example it allows to apply our results to affine patches of reflexive modules on projective surfaces, opening the way to obtain applications in the global projective case.

It should be expected that our results have applications in other areas. MCM modules on Gorenstein singularities have become recently even more important due to the equivalence with matrix factorizations explained above. Following an idea of Kontsevich, the work of Kasputin and Li (see [23]), and Orlov (see [30], [31]) showed that matrix factorizations have applications to the study of Landau-Ginzburg models appearing in string theory, and to the study of Kontsevich’s homological mirror symmetry. By Khovanov and Rozansky [21], [22], MCM modules have interesting applications to link invariants. Matrix factorizations also have applications to cohomological field theories [32]. Besides these applications, matrix factorizations have connections with representation theory, Hodge theory and other topics; for more information see for example the references of the paper by Eisenbud and Peeva [8], where matrix factorizations are generalized to complete intersections.

2. Description of results

In this section we offer a detailed summary of the main results and techniques contained in this paper. The reader should be able to get a picture of the paper by only reading this section. Along this section we cross-reference each of the results so the reader may jump to the appropriate part of the paper for more details. We describe each of the sections of the paper, but first we need to set the terminology.

2.1. Setting and notation. Throughout this article, unless otherwise stated, we denote by $X$ a Stein normal surface. By $(X, x)$ we denote either a complex analytic normal surface germ, or the spectrum of a normal complete $\mathbb{C}$-algebra of dimension 2.

As usual $\mathcal{O}_X$ denotes the structure sheaf and $\mathcal{O}_{X,y}$ is the local ring at a (non-necessarily closed) point $y \in X$. In this situation $X$ has a dualizing sheaf $\omega_X$, and by abuse of notation we denote also by $\omega_X$ its stalk at $x$, which is the dualizing module of the ring $\mathcal{O}_{X,x}$. If $X$ has Gorenstein singularities then the dualizing sheaf is an invertible sheaf. This means that if $(X, x)$ is Gorenstein then the dualizing module coincides with $\mathcal{O}_{X,x}$. 

Unless otherwise stated, we denote by \( \pi : \tilde{X} \to X \) a resolution of singularities (in a few instances it will denote a proper modification from a normal origin). The exceptional set is denoted by \( E := \pi^{-1}(x) \), and its decomposition into irreducible components is \( E = \cup_i E_i \). By a curvette we will mean a (multi-)germ of a curve centered at the exceptional divisor.

If \((X,x)\) is Gorenstein, there is a Gorenstein 2-form \( \Omega_X \) which is meromorphic in \( \tilde{X} \), and has neither zeros nor poles in \( \tilde{X} \setminus E \); it is called the Gorenstein form. Let \( \text{div}(\Omega_X) = \sum q_i E_i \) be the divisor associated with the Gorenstein form. If \( X \) is a Stein surface with Gorenstein singularities then there exist holomorphic 2-forms \( \Omega_X \) in \( \tilde{X} \setminus E \) so that \( \text{div}(\Omega_X) = A + \sum q_i E_i \), where \( A \) is disjoint from \( E \). The coefficients \( q_i \) are independent of the form \( \Omega_X \) having these properties.

Next, we extend to Stein normal surfaces some usual notions for singularities and define a new one:

**Definition 2.1.** Let \( \pi : \tilde{X} \to X \) be a resolution either of a Stein normal surface with Gorenstein singularities, or of a Gorenstein surface singularity. The canonical cycle is defined by \( Z_k := \sum_i -q_i E_i \), where the \( q_i \) are the coefficients defined above.

We say that \( \tilde{X} \) is small with respect to the Gorenstein form if \( Z_k \) is greater than or equal to 0.

The geometric genus of \( X \) is defined to be the dimension as a \( \mathbb{C} \)-vector space of \( R^1 \pi_* \mathcal{O}_{\tilde{X}} \) for any resolution.

**Remark 2.2.** If a resolution \( \pi : \tilde{X} \to X \) of a Stein normal surface with Gorenstein singularities is small with respect to the Gorenstein form, then it is an isomorphism over the regular locus of \( X \).

We will only consider resolutions which are isomorphisms over the regular locus of \( X \).

**2.2. The degeneracy module correspondences.** We study reflexive modules via resolutions. Let \( X \) be a Stein normal surface and \( \pi : \tilde{X} \to X \) be a resolution. Let \( M \) be a reflexive \( \mathcal{O}_X \)-module. Its associated full \( \mathcal{O}_{\tilde{X}} \)-module is \( \mathcal{M} := (\pi^* M)^{\vee \vee} \). A basic proposition of Kahn (Proposition 3.4) characterizes full \( \mathcal{O}_{\tilde{X}} \)-modules and establishes a bijection between reflexive \( \mathcal{O}_X \)-modules and full \( \mathcal{O}_{\tilde{X}} \)-modules.

In Section 4 we improve and systematize Artin-Verdier’s first Chern class construction by proving that there is a bijective correspondence between reflexive \( \mathcal{O}_X \)-modules (respectively full \( \mathcal{O}_{\tilde{X}} \)-modules) of rank \( r \) equipped with a system of \( r \) sufficiently generic sections, and Cohen Macaulay \( \mathcal{O}_X \)-modules of dimension 1 together with a system of \( r \) generators (respectively dimension 1 Cohen-Macaulay \( \mathcal{O}_{\tilde{X}} \)-modules with \( r \) global sections generating as a \( \mathcal{O}_{\tilde{X}} \)-module). These correspondences are the main tool in establishing the main results of this paper; we describe them in detail right below.

Let \( \pi : Y \to X \) denote a proper birational map (which could be the identity or a resolution). Let \( \mathcal{M} \) be a \( \mathcal{O}_Y \)-module which is locally free of rank \( r \) and generated by global sections except at a finite subset of \( Y \). The degeneracy \( \mathcal{O}_Y \)-module \( \mathcal{A} \) (see Section 4.2) is defined to be the quotient of \( \mathcal{M} \) by the submodule generated by the sections. When \( \mathcal{M} \) is the sheaf of sections of a vector bundle the support of \( \mathcal{A} \) represents the first Chern class. We prove that \( \mathcal{A} \) is Cohen-Macaulay of dimension 1, with support \( \mathcal{A} \) meeting the exceptional divisor at finitely many points, and such that \( \mathcal{A}_y \cong \mathcal{O}_{A,y} \) for generic \( y \). We call such a module a **generically reduced Cohen-Macaulay modules of dimension 1**. A set of **nearly generic sections** is a set of \( r \) sections so that its associated degeneracy module is generically reduced Cohen-Macaulay of dimension 1. We prove in Section 4.2 that such
modules admit a double inclusion

\[ \mathcal{O}_A \subset \mathcal{A} \subset \mathcal{O}_{\tilde{A}} \]

where \( \tilde{A} \) is the normalization of \( A \). Based on this inclusion we associate to \( \mathcal{A} \) a numerical invariant \( \mathfrak{A} \) called the set of orders to \( \mathcal{A} \) which consists of a subset of \( \mathbb{N}^l \) and is similar to the semigroup of a curve with \( l \) branches. As in the case of curve semigroups the set \( \mathfrak{A} \) has a minimal conductor element \( \text{cond}(\mathfrak{A}) \).

When \( Y = \tilde{X} \) is a resolution of singularities, for any pair \( (\mathcal{A}, (\psi_1, ..., \psi_r)) \) we define the Containment Condition (see Definition 4.17) which measures the interaction of \( (\mathcal{A}, (\psi_1, ..., \psi_r)) \) with the canonical sheaf \( \omega_{\tilde{X}} \). The following theorem is a precise statement of the correspondences announced above (see Theorems 4.15 and 4.18 in the main body of the paper).

**Theorem 2.3.** Let \( \pi : \tilde{X} \to X \) be a resolution of a normal Stein surface.

- If \( X \) has Gorenstein singularities there is a bijection between a) the set of pairs \( (M, (\phi_1, ..., \phi_r)) \) of reflexive \( \mathcal{O}_X \)-modules with a set of nearly generic sections and b) the set of pairs \( (\mathcal{C}, (\psi_1, ..., \psi_r)) \) of generically reduced Cohen-Macaulay modules of dimension 1 with \( r \) generators. If the sections are generic the module \( M \) has free factors if and only if the system of generators \( (\psi_1, ..., \psi_r) \) is not minimal.
- There is a bijection between a) the set of pairs \( (M, (\phi_1, ..., \phi_r)) \) of full \( \mathcal{O}_{\tilde{X}} \)-modules with a set of nearly generic sections and b) the set of pairs \( (\mathcal{A}, (\psi_1, ..., \psi_r)) \) of generically reduced Cohen-Macaulay modules of dimension 1 with \( r \) generators as a \( \mathcal{O}_{\tilde{X}} \)-module satisfying the Containment Condition.

The key to proof of the theorem consists mainly of a cohomological analysis for which the previous study on the structure of the degeneracy modules plays a central role. As we will see later, the degeneracy modules are the crucial new ingredient that allows us to extend McKay correspondence techniques to general surface singularities.

In Propositions 4.34 and 4.36 we investigate the relation between the correspondences at \( X \) and at a resolution, and the relation of the correspondences at different resolutions.

It is not easy to handle the Containment Condition directly. In Section 4.4.3 we introduce a numerical condition for \( (\mathcal{A}, (\psi_1, ..., \psi_r)) \), called the Valuative Condition which requires the set of orders \( \mathfrak{A} \) to be contained in another subset of \( \mathbb{N}^l \), called the Canonical Set of Orders, which codifies the interaction of \( (\mathcal{A}, (\psi_1, ..., \psi_r)) \) with the canonical sheaf \( \omega_{\tilde{X}} \) (see Definition 4.26). In Proposition 4.31 we show that the Containment Condition implies the Valuative Condition. In Proposition 4.34 we prove that the converse is true in sufficiently many cases, that cover all the needs of this paper.

### 2.3. The structure of reflexive modules via the degeneracy module correspondences.

Each reflexive module over a singular surface has a favorite resolution of singularities (for rational singularities it coincides with the minimal resolution). Let \( M \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \) over a normal Stein surface \( X \). The minimal adapted resolution of \( M \) is the minimal resolution of singularities \( \pi : \tilde{X} \to X \) such that the full \( \mathcal{O}_{\tilde{X}} \)-module \( \mathcal{M} \) associated with \( M \) is generated by global sections. In Proposition 5.1 we prove its existence and uniqueness. In Proposition 5.5 we characterize numerically the minimal adapted resolution of a reflexive module in terms of the minimal conductor of the Canonical Set of Orders of the pair \( (\mathcal{A}, (\psi_1, ..., \psi_r)) \), obtained by applying the correspondence of Theorem 2.3 to the pair \( (\mathcal{A}, (\psi_1, ..., \psi_r)) \) formed by the full \( \mathcal{O}_{\tilde{X}} \)-module associated with \( M \) and a system of generic sections.
Similar to Wunram’s generalization of McKay correspondence we obtain the most detailed results for special reflexive modules. The right generalization of special module is provided in Definitions 5.7 and 5.8. Let \( \pi : \tilde{X} \to X \) be a resolution of a normal Stein surface, \( M \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \) and \( M \) its associated full \( \mathcal{O}_{\tilde{X}} \)-module. We say that \( M \) is a \textit{special full sheaf} if we have the equality \( \dim \mathbb{C}(R^1\pi_* \left( M^\vee \right)) = rp_g \). The \textit{speciality defect} of \( M \) is the number \( d(M) := \dim \mathbb{C}(R^1\pi_* \left( M^\vee \right)) - rp_g \). We prove that the speciality defect is non-negative. We say \( M \) to be a \textit{special reflexive module} if for any resolution of singularities of \( X \) its associated full sheaf is special.

We study the behavior of the speciality defect under dominant maps \( \sigma : \tilde{X}_2 \to \tilde{X}_1 \) between resolutions, and various properties of special modules in Sections 5.1 and 5.2. The main results are:

1. The speciality defect of the full \( \mathcal{O}_{\tilde{X}_2} \)-module \( M_2 \) associated to \( M \) is greater than or equal to the speciality defect of the full \( \mathcal{O}_{\tilde{X}_1} \)-module \( M_1 \) associated to \( M \). We have the equality if \( \rho \) is an isomorphism over the locus where \( M_1 \) is not generated by global sections (see Proposition 5.7).

2. Given a reflexive \( \mathcal{O}_X \)-module, if at the minimal adapted resolution the speciality defect of the full sheaf associated to \( M \) vanishes, then it vanishes for any resolution (see Theorem 5.9).

3. Assume that the Stein normal surface \( X \) has Gorenstein singularities. Let \( (\mathcal{C}, (\psi_1, ..., \psi_r)) \) be the pair associated with \( (M, (\phi_1, ..., \phi_r)) \) by the correspondence of Theorem 2.3. If \( M \) is a special \( \mathcal{O}_X \)-reflexive module over \( X \) and \( (\phi_1, ..., \phi_r) \) are generic sections, then \( \mathcal{C} \) is isomorphic to \( n_* \mathcal{O}_{\tilde{C}} \), where \( n : \tilde{C} \to C \) is the normalization of the support of \( C \). The converse is true (see Proposition 5.13).

4. Assume now that \( (X, x) \) is a normal Gorenstein surface singularity and that \( M \) is special without free factors. Let \( C \) be like in the previous property. There is a bijection between the indecomposable direct summands of \( M \) and the irreducible components of \( C \). Property (3) gives a geometric understanding of specialty under the degeneracy module correspondence, and also allows to produce full sheaves with prescribed Chern classes. If \( (X, x) \) is a germ, the normalization map \( n : \tilde{C} \to C \) of special reflexive modules. Property (4) is important because it shows how the degeneracy module correspondence recovers the decomposition into indecomposables in a very geometric way. Properties (3) and (4) are false for non-special modules.

A crucial tool in the study of reflexive modules is the computation of the first cohomology of full sheaves (see Theorem 6.1):

**Theorem 2.4.** Let \( X \) be a Stein normal surface with Gorenstein singularities. Let \( M \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \). Let \( \pi : \tilde{X} \to X \) be a small resolution with respect to the Gorenstein form, let \( Z_k \) be the canonical cycle at \( \tilde{X} \). Let \( M \) be the full \( \mathcal{O}_{\tilde{X}} \)-module associated to \( M \). Let \( d(M) \) be the speciality defect of \( M \). Then we have the equality

\[
\dim \mathbb{C}(R^1\pi_*M) = rp_g - [c_1(M)] \cdot [Z_k] + d(M).
\]

The proof occupies the whole Section 6. An interesting Corollary is the fact that the minimal adapted resolution \( \pi : \tilde{X} \to X \) of a special reflexive \( \mathcal{O}_X \)-module \( M \) over a Stein normal surface with Gorenstein singularities is characterized by the fact that \( \dim \mathbb{C}(R^1\pi_*M) = rp_g \), where \( M \) is the associated full \( \mathcal{O}_{\tilde{X}} \)-module (see Corollary 6.2). This has the interesting consequence that the cycle representing first Chern class of \( M \) does not meet the support of the canonical cycle \( Z_K \). It also shows that \( \dim \mathbb{C}(R^1\pi_*M) = rp_g \) can be used as an invariant controlling the minimal adapted resolution process.
The above tools allow us to prove some of the main results of the paper. The first is a determination of special reflexive modules in terms of a first Chern class (Theorem 2.5):

**Theorem 2.5.** Let $X$ be a Stein normal surface with Gorenstein singularities. Let $M$ be a special $\mathcal{O}_X$-module without free factors. Let $\pi : \tilde{X} \to X$ be the minimal resolution adapted to $M$, and $\mathcal{M}$ the full $\mathcal{O}_{\tilde{X}}$-module associated to $M$. The module $\mathcal{M}$ (and equivalently $M$) is determined by its first Chern class in $\text{Pic}(\tilde{X})$.

2.4. **The classification of reflexive modules.** In Section 7.1 we provide a combinatorial classification of reflexive modules. Given a normal surface singularity $(X, x)$ and a reflexive $\mathcal{O}_X$-module $M$, we define its associated graph $G_M$ to be the dual graph of the minimal good resolution dominating the minimal adapted resolution to $M$, decorated adding as many arrows to each of its vertices $v$ as the number $c_1(M)(E_v)$, where $E_v$ is the component of the exceptional divisor corresponding to $v$ and $c_1(M)$ is the first Chern class of the associated full $M$-module.

Let $(\mathcal{A}, (\psi_1, ..., \psi_r))$ be the pair associated with $(M, (\phi_1, ..., \phi_r))$ under the correspondence of Theorem 2.3 where $(\phi_1, ..., \phi_r)$ are generic sections. Proposition 5.14 shows that the support of $\mathcal{A}$ is a disjoint union of as many smooth curvettes as arrows has $G_M$, each of them meeting transversely the irreducible component of the exceptional divisor corresponding to the vertex where the arrow is attached.

In Theorem 7.2 we characterize combinatorially the graphs of special modules over Gorenstein surface singularities. We prove that these are precisely the graphs such that:

1. the graph is numerically Gorenstein.
2. if a vertex has genus 0, self intersection $-1$ and has at most two neighboring vertices, then it supports at least 1 arrow.
3. if a vertex supports arrows then its coefficient in the canonical cycle equals 0.

However, a much stronger classification result is the following one (Corollary 7.12 in the body of the paper). Given a normal surface singularity an irreducible divisor over $x$ is the same that a divisorial valuation of the function field of $X$ centered at $x$. An irreducible divisor over $x$ appears at a model $\pi : \tilde{X} \to X$ if its center at $\tilde{X}$ is a divisor.

**Theorem 2.6.** Let $(X, x)$ be a Gorenstein surface singularity. Then there exists a bijection between the following sets:

1. The set of special indecomposable reflexive $\mathcal{O}_X$-modules up to isomorphism.
2. The set of irreducible divisors $E$ over $x$, such that any resolution of $X$ where $E$ appears, the Gorenstein form has neither zeros nor poles along $E$.

This theorem specializes to classical Mckay correspondence in the case of rational double points. By taking direct sums one obtains a full classification of special reflexive modules over Gorenstein surface singularities.

2.5. **Deformations and families.** Having studied reflexive modules as individual objects we turn to deformations and moduli questions for the rest of the paper. Here we work as generally as possible: we allow deformations of the underlying space when we deform reflexive modules; when we deform full sheaves we allow simultaneous deformation of the space and of the resolution.

In Section 8.1 we define the relevant deformation functors, morphisms between them and establish the existence of versal deformations. Let $X$ be a Stein normal surface and $M$ be a reflexive $\mathcal{O}_X$-module.
A deformation of \((X, M)\) over a base \((S, s)\) consists of a flat deformation \(\mathcal{X}\) of the \(X\) over \((S, s)\) together with a \(O_{\mathcal{X}}\)-module which is flat over \(S\) and whose fibre over \(s\) is isomorphic to \(M\) (see Definition S.2). Since reflexivity is an open property in flat families this is an adequate notion of deformations of reflexive sheaves. This definition leads to a deformation functor \(\text{Def}_{X,M}\). The functor of deformations fixing the base space \(X\) is a sub-functor.

On the other hand fullness is not an open property in flat families. Therefore the right definition of the deformation functor of full sheaves needs a cohomological condition: let \(X\) and \(M\) as before. Let \(\pi: \tilde{X} \to X\) be a resolution and \(M\) the full \(O_{\tilde{X}}\) module associated with \(M\). A deformation of \((\tilde{X}, X, M)\) is formed by a very weak simultaneous resolution \(\Pi: \tilde{X} \to X\) of a flat deformation \(\mathcal{X}\) of \(X\) over \(S\), and a \(O_{\tilde{X}}\)-module \(\overline{M}\) which is flat over \(S\), whose specialization over \(s\) is isomorphic to \(M\) and such that \(R^1\Pi_*\overline{M}\) is flat over \(S\) (see Definition S.7). This leads to a deformation functor \(\text{FullDef}_{X,M}\). One has subfunctors fixing the underlying space and/or the resolution. In Proposition S.8 it is shown that fullness is an open property in families defined as above; the proof uses the flatness of \(R^1\Pi_*\overline{M}\) in a crucial way. This shows that our definition is the correct notion of deformation within the category of full sheaves.

In Proposition S.10 we show that the push-forward functor \(\Pi_*\) defines a natural transformation from \(\text{FullDef}_{X,M}\) to \(\text{Def}_{X,M}\). Since Kahn’s result (Proposition 3.4) establishes a bijection between reflexive \(O_X\)-modules and full \(O_X\)-modules, and this bijection is via the push-forward functor, one could naively expect that this \(\Pi_*\) is an isomorphism of functors. This is not the case as we will see below. Analyzing the functors \(\text{FullDef}_{X,M}\) and \(\text{Def}_{X,M}\), and the transformation \(\Pi_*\) directly seems a difficult task. The extension to deformation functor isomorphisms of the correspondences of Theorem 2.3 is the crucial tool in our subsequent analysis.

### 2.6. The correspondences as isomorphisms of deformation functors

First we enrich the functors \(\text{FullDef}_{X,M}\) and \(\text{Def}_{X,M}\) and define deformation functors \(\text{FullDef}^{(\phi_1,\ldots,\phi_r)}_{X,M}\) and \(\text{Def}^{(\phi_1,\ldots,\phi_r)}_{X,M}\). Given \(X\) and \(M\) as above, and \((\phi_1,\ldots,\phi_r)\) a set of \(r = \text{rank}(M)\) nearly generic sections, the deformation functor \(\text{Def}^{(\phi_1,\ldots,\phi_r)}_{X,M}\) associates to \((S, s)\) a deformation \((\mathcal{X}, \overline{M})\) in \(\text{Def}_{X,M}(S, s)\) along with a set of sections \((\overline{\phi}_1,\ldots,\overline{\phi}_r)\) extending \((\phi_1,\ldots,\phi_r)\) (see Definition S.14). The definition of \(\text{FullDef}^{(\phi_1,\ldots,\phi_r)}_{X,M}\) is similar (see Definition S.18). There are obvious forgetful functors from \(\text{Def}^{(\phi_1,\ldots,\phi_r)}_{X,M}\) to \(\text{Def}_{X,M}\), and from \(\text{FullDef}^{(\phi_1,\ldots,\phi_r)}_{X,M}\) to \(\text{FullDef}_{X,M}\).

In order to be able to prove an analog of Theorem 2.3 for deformations we need deformation functors of generically reduced 1-dimensional Cohen-Macaulay modules together with sets of generators. The relevant definitions are the following (see Definitions S.14 and S.18): let \(X\) be as above, let \((\mathcal{C}, (\psi_1,\ldots,\psi_r))\) be a generically reduced 1-dimensional Cohen-Macaulay \(O_X\)-module, together with a system of generators as a \(O_X\)-module. A deformation of \((X, \mathcal{C}, (\psi_1,\ldots,\psi_r))\) over a germ \((S, s)\) consists of a flat deformation \(\mathcal{X}\) of the space \(X\) over \((S, s)\), a \(O_{\tilde{X}}\)-module \(\overline{\mathcal{C}}\) which is flat over \(S\) and specializes to \(\mathcal{C}\) over \(s\), and a set of sections \((\overline{\psi}_1,\ldots,\overline{\psi}_r)\) of \(\overline{\mathcal{C}}\) which specialize to \((\psi_1,\ldots,\psi_r)\) over \(s\). The resulting deformation functor is denoted by \(\text{Def}^{(\phi_1,\ldots,\phi_r)}_{X,\mathcal{C}}\).

Like in the case of deformations of full sheaves the straightforward generalization of this functor to the case of resolutions does not work; we need to add a further condition to the families, that in a certain sense is the analog of the flatness condition of \(R^1\Pi_*\overline{M}\) in the case of deformations of full sheaves. Let \(\tau: \tilde{X} \to X\) be a resolution of singularities and \(\mathcal{A}\) be a 1-dimensional generically reduced Cohen-Macaulay \(O_{\tilde{X}}\)-module whose support meets the exceptional divisor at finitely many points. Let \((\psi_1,\ldots,\psi_r)\) be a set of global sections of \(\mathcal{A}\) generating it as a \(O_{\tilde{X}}\)-module. A specialty defect
constant deformation of \((A, (\psi_1, ..., \psi_r))\) over a germ \((S, s)\) consists of a very weak simultaneous resolution \(\Pi : \bar{\mathcal{X}} \to \mathcal{X}\) of a flat deformation of \(X\) over \((S, s)\), a \(\mathcal{O}_{\bar{\mathcal{X}}}\)-module \(\bar{A}\) which is flat over \(S\) and specializes to \(A\) over \(s\), and a set of sections \((\bar{\psi}_1, ..., \bar{\psi}_r)\) which specialize to \((\psi_1, ..., \psi_r)\) over \(s\), and which are so that the cokernel \(\mathcal{D}\) of the natural mapping \(\Pi_*\mathcal{O}_{\bar{\mathcal{X}}} \to \Pi_*\mathcal{A}\) induced by the sections is flat over \(S\). The resulting deformation functor is denoted by \(\text{SDCDef}_{\bar{\mathcal{X}} \times \mathcal{A}}^{(\psi_1, ..., \psi_r)}\). The functor \(\Pi_*\) defines a natural transformation from \(\text{SDCDef}_{\bar{\mathcal{X}} \times \mathcal{A}}^{(\psi_1, ..., \psi_r)}\) to \(\text{Def}^{(\psi_1, ..., \psi_r)}\), where \(\mathcal{C}\) is the submodule of \(\pi_*A\) generated by \((\psi_1, ..., \psi_r)\).

The following is our main tool in studying deformation and moduli functors (see Theorems 8.17 and 8.21 for a more precise version).

**Theorem 2.7.** Let \(\pi : \bar{\mathcal{X}} \to \mathcal{X}\) be a resolution of a Stein normal surface with Gorenstein singularities. Let \(M\) be a reflexive \(\mathcal{O}_X\)-module of rank \(r\) and \(\mathcal{M}\) be the associated full \(\mathcal{O}_{\bar{\mathcal{X}}}\)-module.

1. Let \((\phi_1, ..., \phi_r)\) be nearly generic sections of \(M\), let \((\mathcal{C}, (\psi_1, ..., \psi_r))\) be the pair associated with \((M, (\phi_1, ..., \phi_r))\) under the correspondence of Theorem 2.3. There is an isomorphism between the functors \(\text{Def}_{X, M}^{(\phi_1, ..., \phi_r)}\) and \(\text{Def}^{(\psi_1, ..., \psi_r)}\).

2. Let \((\phi_1, ..., \phi_r)\) be nearly generic sections of \(\mathcal{M}\), let \((A, (\psi_1, ..., \psi_r))\) be the pair associated with \((A, (\psi_1, ..., \psi_r))\) under the correspondence of Theorem 2.3. There is an isomorphism between the functors \(\text{FullDef}_{\bar{\mathcal{X}} \times \mathcal{M}}^{(\phi_1, ..., \phi_r)}\) and \(\text{SDCDef}_{\bar{\mathcal{X}} \times \mathcal{A}}^{(\psi_1, ..., \psi_r)}\).

The proof of this Theorem gets quite technical and occupies several pages of the paper, but its subsequent applications make the effort worthwhile.

In Propositions 8.25 and 8.26 we explain the behavior of the correspondences of Theorem 2.7 under the functor \(\Pi_*\).

An important corollary of this theorem is that the specialty defect remains constant in a deformation of \(\text{FullDef}_{\bar{\mathcal{X}} \times \mathcal{M}}\) (see Corollary 8.24). In Example 10.1 we give an example of deformation of a special reflexive module such that the generic member of the family is not special. As a consequence we produce a deformation which does not lift to the minimal resolution. This shows that \(\Pi_*\) does not induce an isomorphism of functors from \(\text{FullDef}_{\bar{\mathcal{X}} \times \mathcal{M}}\) to \(\text{Def}_{\bar{\mathcal{X}} \times \mathcal{A}}\).

In the previous example the reason for which the natural transformation of functors \(\Pi_* : \text{FullDef}_{\bar{\mathcal{X}} \times \mathcal{M}} \to \text{Def}_{X, M}\) is not an isomorphism is that, in general, deformations in \(\text{Def}_{X, M}\) do not lift to \(\bar{\mathcal{X}}\). This motivates Section 10 in which we study systematically the liftability problem for families using the correspondences of Theorem 2.7.

Let \((\mathcal{X}, \mathcal{M})\) be an element in \(\text{Def}_{X, M}(S, s)\). Let \((\bar{\phi}_1, ..., \bar{\phi}_r)\) be \(r = \text{rank}(M)\) sections of \(\mathcal{M}\) which specialize to nearly generic sections over \(s\). Let \((\mathcal{X}, \bar{\mathcal{C}}, (\psi_1, ..., \psi_r))\) be the result of applying the correspondence of Theorem 2.7 to \((\mathcal{X}, \mathcal{M}, (\bar{\phi}_1, ..., \bar{\phi}_r))\). Let \(\overline{\mathcal{C}}\) be the support of \(\bar{\mathcal{C}}\). We say that \(C\) lifts to \(\mathcal{X}\) if the fibre over \(s\) of the strict transform of \(C\) by \(\Pi\) coincides with the strict transform by \(\pi\) of the fibre of \(C\) over \(s\). This notion is introduced at Definition 10.1.1 where also the notion of liftability for \((\mathcal{X}, \bar{\mathcal{C}}, (\psi_1, ..., \psi_r))\) is defined.

Assume that \((S, s)\) is a reduced base. In Proposition 10.4 we prove that there is a deformation in \(\text{FullDef}_{\bar{\mathcal{X}} \times \mathcal{M}}(S, s)\) which transforms under \(\Pi_*\) to \((\mathcal{X}, \mathcal{M})\) if and only if \((\mathcal{X}, \bar{\mathcal{C}}, (\psi_1, ..., \psi_r))\) lifts to \(\bar{\mathcal{X}}\) according with Definition 10.1. Moreover this implies that the support \(\overline{\mathcal{C}}\) lifts to \(\bar{\mathcal{X}}\). In Example 10.5 we exhibit a deformation in \(\text{FullDef}_{\bar{\mathcal{X}} \times \mathcal{M}}(S, s)\) that does not lift to \(\bar{\mathcal{X}}\) because the support \(\overline{\mathcal{C}}\) does not lift. In Example 10.6 we find a deformation in \(\text{FullDef}_{\bar{\mathcal{X}} \times \mathcal{M}}(S, s)\) that does not lift to \(\bar{\mathcal{X}}\) because \((\mathcal{X}, \bar{\mathcal{C}}, (\psi_1, ..., \psi_r))\) does not lift to \(\bar{\mathcal{X}}\), even if the support \(\overline{\mathcal{C}}\) does lift. In
Proposition 10.7 we prove that for any deformation over a reduced base \((S, s)\) there exists a Zariski dense open subset on \((S, s)\) over which the deformation lifts to a full family.

For our later applications we need a sufficient condition for lifting of deformations in \(\text{FullDef}_{\tilde{X}, M}(S, s)\) that is easier to handle than the liftability of \((X, \overline{C}, (\psi_1, ..., \psi_r))\) predicted in Proposition 10.4. This is worked out in Section 10,1 where it is proved that under certain conditions the liftability of the support \(C\) is enough.

In Definition 10.8 we introduce the notion of simultaneously normalizable deformations of reflexive modules: let \(X\) be a normal Stein surface, let \(\mathcal{X}\) be a deformation of \(X\) over a reduced base \((S, s)\), let \(M\) be a reflexive \(O_X\)-module of rank \(r\). A deformation \((\mathcal{X}, M)\) of \((X, M)\) over a reduced base \((S, s)\) is said to be simultaneously normalizable if the degeneracy locus \(\overline{C}\) of \(M\) for a generic system of \(r\) sections admits a simultaneous normalization over \(S\). Using this definition we prove (see Theorem 10.10):

**Theorem 2.8.** Let \(X\) be a normal Gorenstein surface singularity. Let \(\mathcal{X}\) be a deformation of \(X\) over a normal base \((S, s)\). Let \(\Pi : \tilde{\mathcal{X}} \to \mathcal{X}\) be a very weak simultaneous resolution. Let \(M\) be a reflexive \(O_X\)-module and \((\mathcal{X}, \overline{M})\) be a simultaneously normalizable deformation of \((X, M)\) over the base \((S, s)\), so that for each \(s' \in S\) the module \(\overline{M}|_{\mathcal{X}}\) is special. If the support of the degeneracy module of \(M\) for a generic system of sections is liftable to \(\tilde{\mathcal{X}}\), then the family \((\mathcal{X}, \overline{M}, \iota)\) lifts to a full family on \(\tilde{\mathcal{X}}\).

2.7. Moduli spaces of reflexive modules, Cohen-Macaulay representation types. Now we describe two applications of the machinery developed up to now.

The first application appears in Section 9 and confirms a conjecture of Drodz, Greuel and Kashuba [6] and, together with previous work in [2] and [6] completes the classification of Gorenstein normal surface singularities in Cohen-Macaulay representation types. Let us recall that a surface singularity \((X, x)\) is of finite, tame or wild Cohen-Macaulay representation type if there are at most finite, 1-dimensional or unbounded dimensional families of indecomposable Maximal Cohen-Macaulay \(O_{X,x}\)-modules respectively. Here we prove (see Theorem 9.3):

**Theorem 2.9.** A Gorenstein surface singularity is of finite Cohen-Macaulay representation type if and only if it is a rational double point. Gorenstein surface singularities of tame Cohen-Macaulay representation type are precisely the log-canonical ones. The remaining Gorenstein surface singularities are of wild Cohen-Macaulay representation type.

The second application is the construction of fine moduli spaces of special modules without free factors of prescribed graph and rank on Gorenstein normal surface singularities. This enhances the classification Theorem 2.6. It is provided in Section 11. Let \(G\) be the graph of a special reflexive \(O_X\)-module on a Gorenstein normal surface singularity \(X\). Let \(r\) be a positive integer. In Definition 11.1 a moduli functor \(\text{Mod}^r_G\) is defined in a similar way as the deformation functors above. It parametrizes flat families of special reflexive modules without free factors of rank \(r\) and graph \(G\), over normal base spaces. The main result is Theorem 11.8:

**Theorem 2.10.** The functor \(\text{Mod}^r_G\) is represented by an algebraic variety.

Moreover in its proof we see that the variety representing the functor has a very nice geometric description: it parametrizes sequences of infinitely near points to \(x\) in the singularity \(X\) with a given combinatorial type.
3. Reflexive modules and full sheaves

3.1. Cohen-Macaulay modules and reflexive modules. Let $X$ be a normal surface along this section. Let $\mathcal{H}om_{\mathcal{O}_X}(\bullet, \bullet)$ and by $\mathcal{E}xt^i_{\mathcal{O}_X}(\bullet, \bullet)$ the sheaf theoretic $\text{Hom}$ and $\text{Ext}$ functors. The dual of a $\mathcal{O}_X$-module $M$ is $M^\vee := \mathcal{H}om_{\mathcal{O}_X}(M, \mathcal{O}_X)$. The $\omega_X$-dual is $\mathcal{H}om_{\mathcal{O}_X}(M, \omega_X)$. A module $\mathcal{O}_X$-module $M$ is called reflexive if the natural homomorphism from $M$ to $M^{\vee}$ is an isomorphism. It is called $\omega_X$-reflexive if the natural map $M \to \mathcal{H}om_{\mathcal{O}_X}(\mathcal{H}om_{\mathcal{O}_X}(M, \omega_X), \omega_X)$ is an isomorphism.

A $\mathcal{O}_X$-module $M$ is called Cohen-Macaulay if the depth of each of its stalks $M_x$ is equal to the dimension of the module. If the depth of $M_y$ is equal to the dimension of $\mathcal{O}_{X,y}$, then the module $M_y$ is called maximal Cohen-Macaulay; this definitions extend to sheaves if we ask that they hold for every stalk. If $M_x$ is Cohen-Macaulay then $M$ is Cohen-Macaulay at a neighborhood of $x$. A module is indecomposable if it cannot be written as a direct sum of two non trivial submodules.

By [38 Proposition 1.5] and [17 Section 1] some basic properties of maximal Cohen-Macaulay modules are:

(1) If $\mathcal{O}_{X,y}$ is a regular local ring, then any maximal Cohen-Macaulay module over it is free.

(2) If $\mathcal{O}_{X,y}$ is a reduced local ring of dimension one, then an $\mathcal{O}_{X,y}$-module $M$ is maximal Cohen-Macaulay if and only if it is torsion free, that is, when the natural homomorphism $M \to M^{\vee}$ is a monomorphism.

(3) If $\mathcal{O}_{X,y}$ is normal of dimension two, then an $\mathcal{O}_{X,y}$-module $M$ is maximal Cohen-Macaulay if and only if it is reflexive.

(4) A consequence of the previous properties is that reflexive sheaves over regular rings $\mathcal{O}_{X,y}$ of dimension at most 2 are free.

(5) Let $M$ be a $\mathcal{O}_X$-module. Then $M_x$ is a reflexive $\mathcal{O}_{X,x}$-module if and only if the adjunction morphism $M \to i_* i^* M$ is an isomorphism.

(6) If a $\mathcal{O}_X$-module is reflexive at $x$, then it is reflexive at an open neighbourhood of $x$ in $X$.

The canonical module and Cohen-Macaulay modules have the following properties, which are a special case of [3 Theorem 3.3.10].

**Theorem 3.1.** Let $X$ be a normal surface. For $t = 0, 1, 2$ and all Cohen-Macaulay $\mathcal{O}_X$-modules $M$ of dimension $t$ one has

1. $\mathcal{E}xt^{2-t}_{\mathcal{O}_X}(M, \omega_X)$ is Cohen-Macaulay of dimension $t$,
2. $\mathcal{E}xt_{\mathcal{O}_X}(M, \omega_X) = 0$ for all $i \neq 2-t$,
3. there exists an isomorphism $M \to \mathcal{E}xt^{2-t}_{\mathcal{O}_X}(\mathcal{E}xt^{2-t}_{\mathcal{O}_X}(M, \omega_X), \omega_X)$ which in the case $t = 2$ is just the natural homomorphism from $M$ into the $\omega_X$-bidual of $M$.

A consequence of the previous Theorem and Property (3) above is that $\omega_X$-reflexivity is equivalent to reflexivity.

The following proposition will be useful:

**Proposition 3.2.** Let $X$ be a normal surface. Let $\mathcal{A}$ be a 1-dimensional $\mathcal{O}_X$-module. Then the $\mathcal{O}_X$-module $\mathcal{E}xt_{\mathcal{O}_X}^2(\mathcal{A}, \omega_X)$ is Cohen-Macaulay of dimension 1.

**Proof.** Consider the exact sequence $0 \to \mathcal{B} \to \mathcal{A} \to \mathcal{A}' \to 0$, where $\mathcal{B}$ is the submodule of elements with support at $x$. No element of $\mathcal{A}'$ has support at $x$, and hence $\mathcal{A}'$ is Cohen-Macaulay of dimension 1. Applying $\mathcal{E}xt_{\mathcal{O}_X}(\bullet, \omega_X)$ and considering the associated exact sequence we obtain
the isomorphism $\Ext^1_{\mathcal{O}_X}(\mathcal{A}, \omega_X) \cong \Ext^1_{\mathcal{O}_X}(\mathcal{A}', \omega_X)$, which implies the result by the first assertion of Theorem 3.1.

3.2. Full sheaves. We are interested in studying the reflexive modules on Stein normal surfaces, or in normal surface singularities, via a resolution. For this we will use the notion of full sheaves, introduced by Esnault [9] for rational surface singularities and generalized by Kahn [19]. Along this section let $X$ be a Stein normal surface and $\pi : \tilde{X} \to X$ be a resolution. All results of this section are valid replacing $x$ by $(X, x)$, which is either a germ of normal surface singularity or the spectrum of a normal complete $\mathbb{C}$-algebra of dimension 2.

**Definition 3.3** ([19, Definition 1.1]). A $\mathcal{O}_{\tilde{X}}$-module $\mathcal{M}$ is called full if there is a reflexive $\mathcal{O}_X$-module $\mathcal{M}$ such that $\mathcal{M} \cong (\pi^* \mathcal{M})^\vee$. A $\mathcal{O}_{\tilde{X}}$-module $\mathcal{M}$ is generically generated by global sections if it is generated by global sections except in a finite set.

**Proposition 3.4** ([19, Proposition 1.2]). A locally free sheaf $\mathcal{M}$ on $\tilde{X}$ is full if and only if

1. $\mathcal{M}$ is generically generated by global sections.
2. The natural map $H^1_E(\tilde{X}, \mathcal{M}) \to H^1(\tilde{X}, \mathcal{M})$ is injective.

If $\mathcal{M}$ is the full sheaf associated to $\mathcal{M}$, then $\pi_* \mathcal{M} = \mathcal{M}$.

**Proof.** Kahn’s proof is for singularities. The proof for Stein normal surfaces is the same if one uses that an $\mathcal{O}_X$-module on a Stein space is generated by global sections. The last assertion is implicit in Kahn’s proof, and it gives us a natural bijection between reflexive $\mathcal{O}_X$-modules and full $\mathcal{O}_{\tilde{X}}$-modules.

The following two lemmas that will be used later.

**Lemma 3.5.** If $\mathcal{M}$ is a full $\mathcal{O}_{\tilde{X}}$-module, then $R^1\pi_*(\mathcal{M} \otimes \omega_{\tilde{X}}) = 0$.

**Proof.** If $\mathcal{M}$ is generated by global sections, Grauert-Riemenschneider Vanishing Theorem implies that $R^1\pi_*(\mathcal{M} \otimes \omega_{\tilde{X}})$ is equal to zero.

If $\mathcal{M}$ is almost generated by global sections, consider $\mathcal{M}'$ the subsheaf of $\mathcal{M}$ generated by global sections, therefore we get the exact sequence $0 \to \mathcal{M}' \to \mathcal{M} \to \mathcal{G} \to 0$, with $\text{Supp}(\mathcal{G})$ zero dimensional. Applying the functor $- \otimes \omega_{\tilde{X}}$ to the previous exact sequence, we get the desired vanishing via the long exact sequence of the the functor $\pi_*-$. 

**Lemma 3.6.** If $\mathcal{M}$ is a full sheaf, then $\pi_* \left( (\mathcal{M}')^\vee \right) = (\pi_* \mathcal{M})^\vee$.

**Proof.** Consider the following cohomology exact sequence

$$
\begin{array}{cccccc}
0 & \to & H^0_E(\mathcal{M}') & \to & H^0(\mathcal{M}') & \to & H^0(U, \mathcal{M}') \\
& & \to & \sim & H^1_E(\mathcal{M}') & \to & H^1(\mathcal{M}') \to H^1(U, \mathcal{M}') & \to & \ldots
\end{array}
$$

Since $\mathcal{M}$ is locally free we have that $H^0_E(\mathcal{M}') = 0$, $H^1_E(\mathcal{M}') \cong H^1(\mathcal{M} \otimes \omega_{\tilde{X}})$, by Serre duality. By Lemma 3.5 we get $H^1(\mathcal{M} \otimes \omega_{\tilde{X}}) = 0$. Hence $\pi_*(\mathcal{M}') = H^0(\mathcal{M}') = H^0(U, \mathcal{M}')$. 

Now denote by $M := \pi_*\mathcal{M}$. Since $M^\vee$ is reflexive we get the equalities $M^\vee = i_*i^*(M^\vee) = i_*\left(M^\vee |_U\right) = H^0\left(U, \mathcal{M}^\vee\right)$. Therefore we have the isomorphism $M^\vee \cong \pi_*\left(M^\vee\right)$. □

Another notion that will be important in this work is the concept of specialty. Previously Wunram [37] and Riemenschneider [33] defined a special full sheaf as a full sheaf which its dual has the first cohomology group equal to zero. Using this definition Wunram generalized McKay correspondence in the following sense: he proved that in the case of a rational surface singularity and taking the minimal resolution, there is a bijection between isomorphism classes of special full sheaves and irreducible components of the exceptional divisor.

Their specialty notion is adapted to the case of rational singularities. For us the definition of special is as follows.

\textbf{Definition 3.7.} A full $\mathcal{O}_{\tilde{X}}$-module $\mathcal{M}$ on $\tilde{X}$ of rank $r$ is called special if $\dim \mathcal{C}(R^1\pi_*\left(M^\vee\right)) = rp_g$.

The defect of specialty of $\mathcal{M}$ is the number $\dim \mathcal{C}(R^1\pi_*\left(M^\vee\right)) - rp_g$.

Notice that this definition is a generalization of the concept given by Wunram and Riemenschneider and both definitions coincide in the case of a rational singularity.

Since the definition of being special depends on the resolution, we have another related notion.

\textbf{Definition 3.8.} Let $\mathcal{M}$ be a reflexive $\mathcal{O}_X$-module. We say that $\mathcal{M}$ is a special module if for any resolution the full sheaf associated to $\mathcal{M}$ is special.

Later it will become clear the importance of these concepts.

4. Enhancing the Chern class and the degeneracy modules correspondences

In [2] Artin and Verdier interpret geometrically McKay correspondence as follows: given an indecomposable reflexive $\mathcal{O}_X$-module, with $X$ a rational double point, they assign to it the first Chern class of the bi-dual of its pull-back to the minimal resolution. It turns out that the Chern class determines the module and that it hits precisely the exceptional divisor that McKay correspondence associates to the module.

If $X$ is not a rational double point the first Chern class does not determine the module [9]. In this section we refine Artin-Verdier construction in the following sense. The first Chern class may be constructed as the degeneracy locus of a set of as many generic sections as the rank of the module. Here we, to the same set of sections, we associate a degeneracy module, which is a Cohen-Macaulay module of dimension 1 that whose support is the degeneracy locus. This refined correspondence is one of the main tools in our study of reflexive modules.

4.1. Degeneracy modules of vector bundles. In this section we refine the construction of the first Chern class of a vector bundle as explained above. In order to avoid introducing more notation we only work in the generality needed in this paper, but the construction apply to more situations.

Let $X$ be a normal Stein surface and $\pi : \tilde{X} \to X$ a proper birational map from a normal space $\tilde{X}$ (not necessarily a resolution, for example $\pi$ may be the identity map). Let $E := \pi^{-1}(x)$. Let $\mathcal{M}$ be a reflexive $\mathcal{O}_{\tilde{X}}$-module that is generically generated by global sections. Let $S \subset E$ be the finite subset which is the union of the singular locus $\text{Sing} (\tilde{X})$ and the locus where $\mathcal{M}$ is not generated by global sections. Denote by $\mathcal{M} := \pi_*\mathcal{M}$ the $\mathcal{O}_X$-module of global sections of $\mathcal{M}$.
Suppose that rank(M) = r and take φ₁, . . . , φᵣ generic sections. Consider the exact sequence given by the sections
\[ 0 \rightarrow \mathcal{O}_{\tilde{X}}(\phi₁,\ldots,\phiᵣ) M \rightarrow \mathcal{A}' \rightarrow 0. \]

**Definition 4.1.** Given M a reflexive \( \mathcal{O}_{\tilde{X}} \)-module of rank r as above and \((φ₁, . . . , φᵣ)\) a set of r sections, the \( \mathcal{O}_{\tilde{X}} \)-module \( \mathcal{A}' \) defined by the previous exact sequence is called the degeneracy module of \( \mathcal{M} \) associated with the given sections. The sections are called weakly generic if the support of the degeneracy module is a proper closed subset.

**Proposition 4.2.** Given \( \mathcal{M} \) a \( \mathcal{O}_{\tilde{X}} \)-module of rank r as above and a weakly generic set of r sections, the associated degeneracy module is Cohen-Macaulay.

**Proof.** Dualize the exact sequence \((\text{1})\) with respect to a dualizing sheaf \( \omega_{\tilde{X}} \) (which exists since the surface \( \tilde{X} \) is normal, and hence Cohen-Macaulay) to obtain
\[ 0 \rightarrow \text{Hom}_{\tilde{X}}(\mathcal{M},\omega_{\tilde{X}}) \rightarrow \omega_{\tilde{X}}^r \rightarrow \text{Ext}^1_{\mathcal{O}_{\tilde{X}}}(\mathcal{A}',\omega_{\tilde{X}}) \rightarrow 0, \]
and dualizing again with respect to \( \omega_{\tilde{X}} \) we get
\[ 0 \rightarrow \text{Hom}_{\tilde{X}}(\omega_{\tilde{X}},\omega_{\tilde{X}})^r \rightarrow \text{Hom}_{\mathcal{O}_{\tilde{X}}}(\text{Hom}_{\mathcal{O}_{\tilde{X}}}(\mathcal{M},\omega_{\tilde{X}}),\omega_{\tilde{X}}) \rightarrow \text{Ext}^1_{\mathcal{O}_{\tilde{X}}}(\text{Hom}_{\mathcal{O}_{\tilde{X}}}(\mathcal{A}',\omega_{\tilde{X}}),\omega_{\tilde{X}}) \rightarrow 0. \]

Theorem 3.1 applied to \( \mathcal{O}_{\tilde{X}} \) yields that the first term is isomorphic to \( \mathcal{O}_{\tilde{X}} \). Since \( \mathcal{M} \) is reflexive we have that the middle term is isomorphic to \( \mathcal{M} \). Functoriality of the double \( \text{Hom} \) implies then that the first morphism of the last exact sequence coincides with the first morphism of the exact sequence \((\text{1})\). Therefore we get that \( \mathcal{A}' \) is isomorphic to \( \text{Ext}^1_{\mathcal{O}_{\tilde{X}}}(\mathcal{A}',\omega_{\tilde{X}}),\omega_{\tilde{X}} \). Finally since \( \mathcal{A}' \) has dimension one we conclude that \( \mathcal{A}' \) is a Cohen-Macaulay \( \mathcal{O}_{\tilde{X}} \)-module of dimension one by Proposition 3.2. \( \square \)

The following Bertini-Type Proposition is a generalization of Lemma 1.2 of [2].

**Proposition 4.3.** Let \( \mathcal{M} \) a reflexive \( \mathcal{O}_{\tilde{X}} \)-module of rank r that is generically generated by global sections as above and \((φ₁, . . . , φᵣ)\) a set of r generic sections. Let \( \mathcal{C} \) be the support of the degeneracy module \( \mathcal{A}' \) with reduced structure.

1. For any point \( x \in \tilde{X} \) not contained in \( S \) we have the isomorphism \( \mathcal{A}'_{x} \cong \mathcal{O}_{\mathcal{C},x} \).
2. The support of \( \mathcal{C} \) meets \( E \) in finitely many points. Let \( Z \subset \tilde{X} \) be any finite set disjoint with \( S \), a sufficiently generic choice of the sections \((φ₁, . . . , φᵣ)\) ensures that \( \mathcal{C} \) is smooth outside \( S \), that \( \mathcal{C} \) does not meet \( Z \), and that \( E \) and \( \mathcal{C} \) meet in a transversal way at those meeting points not contained in \( S \). However \( \mathcal{C} \) contains \( S \) and at these points it may meet \( E \) in a non-transversal way.

**Proof.** The restriction \( \mathcal{M}|_{\tilde{X} \setminus S} \) of the sheaf \( \mathcal{M} \) to \( \tilde{X} \setminus S \) is locally free and generated by global sections of \( \mathcal{M} \) over \( \tilde{X} \). Let \( ψ₁, . . . , ψₖ \) be global sections of \( \mathcal{M} \) such that they generate it over \( \tilde{X} \setminus S \). Denote by \( E \) the vector bundle over \( \tilde{X} \setminus S \) whose sheaf of sections is \( \mathcal{M}|_{\tilde{X} \setminus S} \) and by \((\tilde{X} \setminus S) \times \mathbb{C}^k \) the trivial vector bundle of rank \( k \) over \( \tilde{X} \setminus S \). The generating global sections \((ψ₁, . . . , ψₖ)\) induce a surjective morphism of vector bundles
\[ \Psi : (\tilde{X} \setminus S) \times \mathbb{C}^k \rightarrow E, \]
defined by \( \Psi(x, (c₁, . . . , cₖ)) = \sum_{j=1}^{k} ψ_j(x)c_j \).
Since holomorphic vector bundles over Stein spaces are trivial, and $\tilde{X} \setminus S$ admits a finite Stein cover, there exist a finite trivializing covering for $E$. Let $U$ be an trivializing open set. Consider the local trivialization $E|_U \to U \times \mathbb{C}^r$. In the open set $U$ the global sections $\psi_1, \ldots, \psi_k$ can be written as follows

$$A = \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1k} \\ \vdots & \vdots & \ddots & \vdots \\ a_{r1} & a_{r2} & \cdots & a_{rk} \end{pmatrix},$$

where the entries of the $i$-th column are the coordinates of $\psi_i$. Notice that the matrix $A$ has entries in $\mathcal{O}_X(U)$.

In the trivialization over $U$ the restriction of the map $\Psi$ is $\Psi_U : U \times \mathbb{C}^k \to U \times \mathbb{C}^r$, where $\Psi_U(x, (c_1, \ldots, c_k)) = (x, A(x)(c_1, \ldots, c_k)^T)$.

Now for each matrix $B$ in $\text{Mat}(k \times r, \mathbb{C})$, we get sections $\phi_1, \ldots, \phi_r$ of $\mathcal{M}$ by the formula

$$(\phi_1, \ldots, \phi_r) = (\psi_1, \ldots, \psi_k)B,$$

and a choice of generic sections amounts to the choice of a generic matrix $B$.

In the trivializing frame over the open set $U$ the coordinates of the sections $\phi_i$ is the $i$-th column of the matrix product $AB$:

$$(\phi_1, \ldots, \phi_r) = AB.$$ 

So, in the open set $U$ the exact sequence (1) is

$$0 \longrightarrow \mathcal{O}_U'(\phi_1, \ldots, \phi_r) \longrightarrow \mathcal{O}_U' \longrightarrow \mathcal{A}|_U \longrightarrow 0.$$

Then we have that

$$(4) \quad \text{Supp}(\mathcal{A}') \cap U = \{ x \in U \mid \det(AB) = 0 \}.$$ 

Consider the stratification by rank in the set $\text{Mat}(r \times r, \mathbb{C})$ and denote by

$$\text{Mat}(r \times r, \mathbb{C})^i := \{ c \in \text{Mat}(r \times r, \mathbb{C}) \mid \text{corank}(c) \geq i \}.$$ 

We have that $\text{codim}(\text{Mat}(r \times r, \mathbb{C})^i) = i^2$ and $\text{dim}(\tilde{X} \setminus S) = 2$.

Now consider the map $\Theta : (U \setminus S) \times \text{Mat}(k \times r, \mathbb{C}) \to \text{Mat}(r \times r, \mathbb{C})$, given by $(x, B) \mapsto A(x)B$. Since the sections $\{\psi_1, \ldots, \psi_k\}$ generate $\mathcal{M}$ over the set $U \setminus S$, we get that the map $\Theta$ is a submersion and therefore it is transverse to the rank stratification.

By the Parametric Transversality Theorem, for almost every $B$ in $\text{Mat}(k \times r, \mathbb{C})$, the map

$$\Theta_B : U \setminus S \to \text{Mat}(r \times r, \mathbb{C})$$

defined by $x \mapsto A(x)B$ is transverse to the rank stratification and to the sets $Z$ and $E$. By the finiteness of the trivializing cover we can choose a matrix $B$ generic such that in each trivialization the map $\Theta_B$ is transverse to the rank stratification and to $Z$.

By Equation (4) and transversality we have that $\text{Supp}(\mathcal{A}') \cap U$ is smooth of dimension 1, disjoint to $Z$ and transversal to $E$. The transversality of $\Theta_B$ to the rank stratification also implies that for any $x \in U$ we have the isomorphism $\mathcal{A}'_x \cong \mathcal{O}_{C,x}$, where $C$ is the support of $\mathcal{A}'$. Since the trivializing open sets cover $\tilde{X} \setminus S$ the proposition is proved. □
The previous Proposition motivates the following definition.

**Definition 4.4.** Let \( M \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \). A collection \((\phi_1, \ldots, \phi_r)\) of \( r \) sections is called nearly generic if the following conditions are satisfied. Let \( C \) be the support of the degeneracy module \( \mathcal{A}' \).

1. For any point \( x \in \tilde{X} \) except in a finite collection we have the isomorphism \( \mathcal{A}_x' \cong (\mathcal{O}_C)_x \).
2. The support of \( C \) meets \( E \) in finitely many points (notice that this condition is void in the case \( X = \tilde{X} \)).

**Remark 4.5.** Proposition 4.3 states that a generic set of sections is in particular nearly generic.

4.2. Cohen-Macaulay modules of dimension 1. In this section we study the structure of Cohen-Macaulay modules of dimension 1 which are of rank 1 and generically reduced. The concrete description that we are about to obtain will be very important in our study of reflexive modules.

**Definition 4.6.** Let \( Y \) be an analytic space and \( C \) a \( \mathcal{O}_Y \)-module dimension 1. Let \( C \) be the support of \( C \), with reduced structure. The module \( C \) is rank 1 generically reduced if \( C \) is isomorphic to \( \mathcal{O}_C \) except in finitely many points of the support.

**Remark 4.7.** Definition 4.4 and the first assertion of Proposition 4.3 states that degeneracy modules (see Definition 4.1) for nearly generic sections are rank 1 generically reduced Cohen-Macaulay modules of dimension 1.

**Proposition 4.8.** Let \( Y \) be an analytic space, and \( C \) be a rank 1 generically reduced Cohen-Macaulay \( \mathcal{O}_Y \)-module of dimension 1. Let \( C \) be the support of \( C \) with reduced structure. Denote by \( n : \tilde{C} \to C \) the normalization.

1. The sheaf \( C \) is a \( \mathcal{O}_C \)-module, that is, the ideal of \( C \) is contained in the annihilator of \( C \).
2. Let \( n : \tilde{C} \to C \) be the normalization. If \( C \) is Stein then there exists an inclusion of \( C \) as \( \mathcal{O}_C \)-submodule of \( n_* \mathcal{O}_{\tilde{C}} \) which contains \( \mathcal{O}_C \). In other words, we have the chain of inclusions \( \mathcal{O}_C \subset C \subset n_* \mathcal{O}_{\tilde{C}} \).

**Proof.** For the first assertion let \( f \) be an element of the ideal of \( C \). Assume that there exists a section \( c \) of \( \mathcal{C} \) such that \( f \cdot c \) is different from zero. Since \( \mathcal{C} \) is rank 1 generically reduced the support of \( f \cdot c \) is a finite set of points, but this forces \( f \cdot c \) to vanish, since otherwise \( C \) would not have depth 1.

Now we prove the second assertion. Consider the following map

\[ h : C \to \mathcal{C} \otimes_{\mathcal{O}_C} \mathcal{O}_C/(\text{Torsion}), \]

\[ c \mapsto c \otimes 1. \]

By hypothesis we have that \( \mathcal{C} \) is isomorphic to \( \mathcal{O}_C \) except in finitely many points. Therefore the support of the kernel of \( h \) is finite and since \( \mathcal{C} \) does not have any finitely supported section we get that the map \( h \) is injective.

Now notice that \( n^* \mathcal{C}/(\text{Torsion}) = \mathcal{C} \otimes_{\mathcal{O}_C} \mathcal{O}_C/(\text{Torsion}) \) is a torsion-free \( \mathcal{O}_C \)-module of rank one, and hence isomorphic to \( \mathcal{O}_C \). Since \( \tilde{C} \) is smooth and Stein, we have an injection \( h : C \to \mathcal{O}_C \).

Consider the (multi)-germ of \( \tilde{C} \) at the support of \( \mathcal{O}_C/h(\mathcal{C}) \). Enumerate the branches of the multi-germ as \((\tilde{C}_j, p_j)\) for \( j = 1, \ldots, l \). Each \( \mathcal{O}_{\tilde{C}_j, p_j} \) is a discrete valuation ring for any \( j \). Let \( t_j \) be a uniformizing parameter of \( \mathcal{O}_{\tilde{C}_j, p_j} \). Let us denote by \( h(c)_j \) the germ of \( h(c) \) in \( \mathcal{O}_{\tilde{C}_j, p_j} \).

For any section \( c \) of \( \mathcal{C} \) we define \( \text{ord}(h(c)) := (\ldots, \text{ord}_{t_j}(h(c)_j), \ldots) \), where \( \text{ord}_{t_j} \) denotes the valuation of the ring \( \mathcal{O}_{\tilde{C}_j} \). Notice that \( \text{ord}(h(c)) \) belongs to the set \( \mathbb{N}^l \).
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Now for any generic \( \lambda \) and \( \mu \) in \( \mathbb{C} \) and \( c \) and \( c' \) in \( \mathcal{C} \) we have that 
\[
\text{ord}(h(\lambda c + \mu c')) = \min\{\text{ord}(h(c)), \text{ord}(h(c'))\},
\]
where the minimum is taken componentwise.

As a consequence, for a generic section \( c_0 \) of \( \mathcal{C} \) we have that \( \text{ord}(h(c_0)) \) is the absolute minimum of the image of \( \text{ord} \). Denote by \( (n_1, \ldots, n_l) = \text{ord}(h(c_0)) \). By genericity and the fact that \( h(\mathcal{C}) \) spans \( \mathcal{O}_\mathcal{C} \) outside \( \{p_1, \ldots, p_l\} \) we also know that \( h(c_0) \) does not vanish outside \( \{p_1, \ldots, p_l\} \).

Consider the commutative diagram
\[
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{h} & \mathcal{O}_\mathcal{C} \\
\downarrow g & & \downarrow \iota \circ N_{(c_0)} \\
\mathcal{O}_\mathcal{C}[t_1^{-1}, \ldots, t_l^{-1}] & \xrightarrow{} & \\
\end{array}
\]
where \( \iota \circ N_{(c_0)} \) is multiplication by \( \frac{1}{N_{(c_0)}} \).

By construction the map \( g \) is an \( \mathcal{O}_\mathcal{C} \)-monomorphism and the image of \( g \) is contained in \( \mathcal{O}_\mathcal{C} \) because \( \min\{\text{ord}(g(c)) \mid c \text{ is a section of } \mathcal{C}\} = \text{ord}(g(c_0)) = (0, \ldots, 0) \). Moreover we have the equality \( g(c_0) = 1 \). This implies that \( g \) provides the needed chain of embeddings. \( \square \)

The previous structure result allows to define some invariants of rank 1 generically reduced Cohen-Macaulay modules of dimension 1 which will be important for us. Consider the notations of the previous proposition and its proof. We have defined an embedding of \( \mathcal{O}_\mathcal{C} \)-modules
\[
\iota : \mathcal{C} \to \mathcal{O}_\mathcal{C},
\]
such that \( \mathcal{O}_C \) is included in \( \iota(\mathcal{C}) \). Therefore the support of \( \mathcal{O}_\mathcal{C} / \iota(\mathcal{C}) \) is contained in the pre-image by \( n \) of the singular set of \( \mathcal{C} \). Let now be \( \{p_1, \ldots, p_l\} \) the pre-image by \( n \) of the singular set, and denote by \( (\mathcal{C}_j, p_j) \) the germ of \( \mathcal{C} \) at \( p_j \). As in the previous proof we have an order function
\[
\text{ord} : \mathcal{O}_\mathcal{C} \to \mathbb{N}^l.
\]

**Lemma 4.9.** The image of the composition \( \text{ord} \circ \iota \) is independent of the embedding \( \iota : \mathcal{C} \to \mathcal{O}_\mathcal{C} \) as long as \( \mathcal{O}_C \) is included in \( \iota(\mathcal{C}) \).

**Proof.** Any two embeddings differ by multiplication by a unit in \( \mathcal{O}_\mathcal{C} \). \( \square \)

**Definition 4.10.** The set of orders \( \mathcal{E} \) of \( \mathcal{C} \) is the image in \( \mathbb{N}^l \) of the composition \( \text{ord} \circ \iota \) for an embedding \( \iota : \mathcal{C} \to \mathcal{O}_\mathcal{C} \) of \( \mathcal{O}_\mathcal{C} \)-modules such that \( \mathcal{O}_C \) is included in \( \iota(\mathcal{C}) \).

Given a subset \( \mathcal{B} \subset \mathbb{Z}^l \), and a vector \( (d_1, \ldots, d_l) \), we denote by \( (d_1, \ldots, d_l) + \mathcal{B} \subset \mathbb{Z}^l \) the translation of \( \mathcal{B} \) in the direction of the vector \( (d_1, \ldots, d_l) \).

**Remark 4.11.** Since \( \mathcal{C} \) is an \( \mathcal{O}_Y \)-module, the set of orders \( \mathcal{E} \) is stable by translation in the direction given by any vector \( \text{ord}(f|_C) \) for \( f \in \mathcal{O}_Y \) (where \( f|_C \) is the restriction of \( f \) to \( C \)).

It is well known that \( \mathcal{O}_C \) has a conductor ideal (see for example [11 (19.21)]). In our case we define the conductor of \( \mathcal{C} \) as follows (compare with [11 (19.21)]).

**Definition 4.12.** Let \( \mathcal{C} \) be an \( \mathcal{O}_\mathcal{C} \)-module such that
\[
\mathcal{O}_C \subset \mathcal{C} \subset n_C \mathcal{O}_\mathcal{C}.
\]

The \( \mathcal{O}_\mathcal{C} \)-submodule
\[
\{s \in \mathcal{C} \mid s \cdot n_C \mathcal{O}_\mathcal{C} \subset \mathcal{C} \},
\]
is called the conductor of \( C \). The image of the conductor under the order function is called the conductor set of \( C \). It is a subset of \( \mathfrak{C} \). Any element of the conductor set of \( C \) is called a conductor of \( \mathfrak{C} \).

**Remark 4.13.** Since \( \mathcal{O}_C \) is contained in \( \mathfrak{C} \), we get that the conductor of \( C \) is non-empty. Since the conductor of \( \mathfrak{C} \) is closed by taking \( \mathcal{O}_X \)-linear combinations, the conductor set of \( \mathfrak{C} \) has an absolute minimum, which is denoted by \( \text{cond}(\mathfrak{C}) \).

The conductor set of \( \mathfrak{C} \) satisfies the following property: if \( c = (c_1, \ldots, c_l) \) is a conductor of \( \mathfrak{C} \), then for any vector \( w \in \mathbb{N}^l \) we have that \( c + w \) belongs to the set \( \mathfrak{C} \).

This motivates the following

**Definition 4.14.** Let \( \mathfrak{C} \) be a subset of \( \mathbb{Z}^l \), the conductor set of \( \mathfrak{C} \) is the (perhaps empty) set
\[
\{ v \in \mathfrak{C} | v + \mathbb{N}^l \subset \mathfrak{C} \}.
\]

### 4.3. The correspondence at the Stein surface

In this section we let \( X \) be a Stein surface with Gorenstein singularities; in many of the cases \( X \) will be a Milnor representative of a normal Gorenstein surface singularity. The Gorenstein assumption and Theorem 3.1 allow us to understand the relation between reflexive \( \mathcal{O}_X \)-modules with nearly generic sections and rank 1 generically reduced Cohen-Macaulay \( \mathcal{O}_X \)-modules with a system of generators.

**Theorem 4.15.** Let \( X \) be a Stein surface with Gorenstein singularities. There is a bijective correspondence between the set of pairs \( (M, (\phi_1, \ldots, \phi_r)) \) of rank \( r \) reflexive \( \mathcal{O}_X \)-modules with \( r \) nearly generic sections and the set of pairs \( (\mathfrak{C}, (\psi_1, \ldots, \psi_r)) \) of rank 1 generically reduced Cohen-Macaulay \( \mathcal{O}_X \)-modules with a system of generators of \( \mathfrak{C} \) as \( \mathcal{O}_X \)-module.

Under this correspondence, if the system of generators \( (\psi_1, \ldots, \psi_r) \) is not minimal then the module \( M \) contains free factors. As a partial converse: if \( M \) contains free factors and \( (\phi_1, \ldots, \phi_r) \) are generic, then the system of generators \( (\psi_1, \ldots, \psi_r) \) is not minimal.

The correspondence from the first set to the second is called the direct correspondence at \( X \), its inverse is called the inverse correspondence at \( X \).

**Proof.** Let \( M \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \) and \( (\phi_1, \ldots, \phi_r) \) be \( r \) nearly generic sections. We obtain the exact sequence defining the degeneracy module given by the sections
\[
0 \to \mathcal{O}_X^r \to M \to \mathfrak{C}' \to 0.
\]
Since the sections are nearly generic the module \( \mathfrak{C}' \) is of rank and 1 generically reduced by Remark 4.17.

Dualizing the exact sequence with respect to \( \mathcal{O}_X \) we get
\[
0 \to N \to \mathcal{O}_X^r \to \mathfrak{C} \to 0.
\]
where \( N \) is the dual of \( M \).

By Proposition 3.2 the module \( \mathfrak{C} := \mathfrak{C}/\mathcal{O}_X (\mathfrak{C}, \mathcal{O}_X) \) is Cohen-Macaulay of dimension one. Let \( \mathfrak{C} \) be the support of \( \mathfrak{C}' \), which coincides with the support of \( \mathfrak{C} \). A direct computation of \( \mathfrak{C} \) shows that, at a smooth point \( y \in X \), if \( \mathfrak{C}'_y \) is isomorphic to \( \mathcal{O}_{\mathfrak{C},y} \), then \( \mathfrak{C}'_y \) is isomorphic to \( \mathcal{O}_{\mathfrak{C},y} \) too. This shows that \( \mathfrak{C} \) is rank 1 generically reduced. Therefore we associate to the reflexive module \( M \) with the given sections, the module \( \mathfrak{C} \) with the generators induced by the previous exact sequence.

Conversely, let \( (\mathfrak{C}, (\psi_1, \ldots, \psi_r)) \) be a rank 1 generically reduced 1-dimensional Cohen-Macaulay module with a system of generators. Define \( N \) to be the kernel of the morphism \( \mathcal{O}_X^r \to \mathfrak{C} \) induced by the generators. We have the exact sequence
\[
0 \to N \to \mathcal{O}_X^r \to \mathfrak{C} \to 0.
\]
Dualizing the exact sequence we get

\[
0 \to \mathcal{O}_X^\vee \to M \to \mathcal{E}xt^1_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X) \to 0,
\]

where \(M\) is the dual of \(N\), and hence it is reflexive.

To the pair \((\mathcal{C}, (\psi_1, \ldots, \psi_r))\) we associate the pair \((M, (\phi_1, \ldots, \phi_r))\), where the sections are induced by the second morphism of the previous exact sequence. The sections are nearly generic since the module \(\mathcal{E}xt^1_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X)\) is generically reduced, for being \(\mathcal{C}\) rank 1 generically reduced.

The correspondences are mutually inverse due to part (iii) of Theorem 3.1.

The assertion relating free factors with minimality of the system of generators follows \([9]\). Suppose that the system of generators \((\psi_1, \ldots, \psi_r)\) of \(\mathcal{C}\) is not minimal. Then an obvious computation shows that the module of relations \(N\) has free factors. Since \(M\) is the dual of \(N\) then \(M\) has free factors.

Conversely, suppose that \(M\) has a free factors, that is \(M \cong M_1 \oplus \mathcal{O}_X^a\). Then sequence (5) becomes

\[
0 \to \mathcal{O}_X^{\prime -a} \oplus \mathcal{O}_X^a \to M_1 \oplus \mathcal{O}_X^a \to \mathcal{C}' \to 0.
\]

The genericity of the choice of the system of generators \((\phi_1, \ldots, \phi_r)\) imply that the morphism \(\mathcal{O}_X^a \to \mathcal{O}_X^a\) obtained by the triple composition of the natural inclusion of \(\mathcal{O}_X^a\) into \(\mathcal{O}_X^{\prime -a} \oplus \mathcal{O}_X^a\), the first morphism of the sequence, and the canonical projection of \(M_1 \oplus \mathcal{O}_X^a\) to \(\mathcal{O}_X^a\) is an isomorphism. Dualizing we obtain

\[
0 \to N_1 \oplus \mathcal{O}_X^a \to \mathcal{O}_X^{\prime -a} \oplus \mathcal{O}_X^a \to \mathcal{C} \to 0.
\]

Since the corresponding morphism \(\mathcal{O}_X^a \to \mathcal{O}_X^a\) is an isomorphism we conclude that the system of generators of \(\mathcal{C}\) is not minimal. \(\square\)

We may also understand the module of relations of the generators of the Cohen-Macaulay module \(\mathcal{C}\).

**Proposition 4.16.** Let \(\mathcal{C}\) be an Cohen-Macaulay \(\mathcal{O}_X\)-module of dimension one, \(\{\phi_1, \ldots, \phi_n\}\) a set of generators of \(\mathcal{C}\) as \(\mathcal{O}_X\)-module and consider the exact sequence obtained by the generators

\[
0 \to N \to \mathcal{O}_X^\vee \to \mathcal{C} \to 0.
\]

Then the module, \(N\) is reflexive.

**Proof.** Dualizing the exact sequence (9) and denoting by \(M := N^\vee\), we obtain the exact sequence

\[
0 \to \mathcal{O}_X^\vee \to M \to \mathcal{E}xt^1_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X) \to 0.
\]

Since \(\mathcal{C}\) is Cohen-Macaulay of dimension one then by Theorem 3.1 the module \(\mathcal{E}xt^1_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X)\) is Cohen-Macaulay of dimension one and \(\mathcal{C} \cong \mathcal{E}xt^1_{\mathcal{O}_X}(\mathcal{E}xt^1_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X), \mathcal{O}_X)\). Now dualizing (10) and using the previous identification we obtain the exact sequence

\[
0 \to N^{\vee \vee} \to \mathcal{O}_X^\vee \to \mathcal{C} \to 0,
\]

hence we have the identification \(N = N^{\vee \vee}\) and \(N\) is reflexive. \(\square\)
4.4. **The correspondence at the resolution.** In this section we generalize the correspondence given by Artin-Verdier [2], Esnault [9] and Wunram [37] at the resolution to the general case, that is \((X,x)\) is any normal surface singularity; in fact we go further and allow \(X\) to be a Stein normal surface with possibly several singularities. We will obtain a bijection as in previous section. One of the sets is formed by pairs of modules together with systems of nearly generic sections. The other set is formed by rank 1 generically reduced 1-dimensional Cohen-Macaulay modules together with sets of sections that satisfy a certain property. Before we state the main result of the section we need to explain what the property means precisely.

4.4.1. **The Containment Condition.** Let \(\pi: \tilde{X} \to X\) be a resolution of singularities of a Stein normal surface \(X\) which is an isomorphism at the regular locus of \(X\). Let \(E\) denote the exceptional divisor and \(U = \tilde{X} \setminus E\). Let \(A\) be a rank 1 generically reduced 1-dimensional Cohen-Macaulay \(\mathcal{O}_\tilde{X}\)-module. Let \((\psi_1, ..., \psi_r)\) be \(r\) global sections spanning \(A\) as \(\mathcal{O}_\tilde{X}\)-module. Tensoring with the dualizing sheaf \(\omega_{\tilde{X}} = \Lambda^2 \Omega_{\tilde{X}}^1\) and taking sections in \(U\) we obtain a morphism

\[
\delta: H^0(U, \omega_{\tilde{X}}) \to H^0(U, A \otimes \omega_{\tilde{X}}).
\]

We also have a restriction morphism

\[
\gamma_1: H^0(\tilde{X}, A \otimes \omega_{\tilde{X}}) \to H^0(U, A \otimes \omega_{\tilde{X}}).
\]

**Definition 4.17.** The pair \((A, (\psi_1, ..., \psi_r))\) satisfies the Containment Condition if we have the inclusion \(\text{Im}\, \gamma_1 \subset \text{Im}\, \delta\).

4.4.2. **The correspondence at the resolution.**

**Theorem 4.18.** Let \(\pi: \tilde{X} \to X\) be a resolution of singularities of a Stein normal surface which is an isomorphism at the regular locus of \(X\). There is a bijective correspondence between the set of pairs \((M, (\phi_1, ..., \phi_r))\) formed by a locally free \(\mathcal{O}_\tilde{X}\)-module which is almost generated by global sections, and a set of \(r\) nearly generic sections, and the set of pairs \((A, (\psi_1, ..., \psi_r))\) formed by a rank 1 generically reduced 1-dimensional Cohen-Macaulay \(\mathcal{O}_\tilde{X}\)-module, whose support meets \(E\) in finitely many points, and a set of \(r\) global sections spanning \(A\) as \(\mathcal{O}_\tilde{X}\)-module.

Moreover \(M\) is full if and only if \((A, (\psi_1, ..., \psi_r))\) satisfies the Containment Condition (see Definition 4.17).

**Proof.** We start defining the first bijection.

Given \((M, (\phi_1, ..., \phi_r))\) we consider the exact sequence induced by the sections:

\[
0 \to \mathcal{O}_\tilde{X}^r \to M \to A' \to 0.
\]

The degeneracy module \(A'\) is 1-dimensional Cohen-Macaulay by Proposition 4.2 and is rank 1 generically reduced with support intersecting the exceptional divisor \(E\) in a finite set, by definition of nearly-generic sections (Definition 4.4). Dualizing the sequence we obtain

\[
0 \to \mathcal{N} \to \mathcal{O}_\tilde{X}^r \to A \to 0,
\]

where \(\mathcal{A} = \mathcal{E}_{\mathcal{O}_\tilde{X}}(A', \mathcal{O}_\tilde{X})\) is a rank 1 generically reduced 1-dimensional Cohen-Macaulay module (same arguments than in the proof of Theorem 4.13), whose support meets \(E\) in finitely many points (since it coincides with the support of \(A'\)). Let \((\psi_1, ..., \psi_r)\) be the generators of \(A\) as \(\mathcal{O}_\tilde{X}\)-module given by the previous exact sequence.
We define the direct correspondence as the correspondence sending the pair \((\mathcal{M}, (\phi_1, ..., \phi_r))\) to the pair \((\mathcal{A}, (\psi_1, ..., \psi_r))\).

Conversely, given \((\mathcal{A}, (\psi_1, ..., \psi_r))\) we consider the exact sequence \((13)\) given by the sections. Dualizing it we obtain the exact sequence \((12)\), and we define the inverse correspondence sending \((\mathcal{A}, (\psi_1, ..., \psi_r))\) to \((\mathcal{M}, (\phi_1, ..., \phi_r))\), where \((\phi_1, ..., \phi_r)\) are the sections induced by the sequence \((12)\).

The direct and inverse correspondences are inverse to each other, for the same reasons appearing in the proof of Theorem 4.15.

In order to prove the Theorem we have to show that \(\mathcal{M}\) is full if and only if \((\mathcal{A}, (\psi_1, ..., \psi_r))\) satisfies the Containment Condition. For this we use the characterization of Proposition 3.4.

We start showing that the inverse correspondence always gives an \(\mathcal{O}_\tilde{X}\)-module that is generically generated by global sections. This is stated in a separate lemma.

**Lemma 4.19.** If \((\mathcal{A}, (\psi_1, ..., \psi_r))\) is formed by a rank 1 generically reduced 1-dimensional Cohen-Macaulay \(\mathcal{O}_\tilde{X}\)-module, whose support meets \(E\) in finitely many points, and a set of \(r\) global sections spanning \(\mathcal{A}\) as \(\mathcal{O}_\tilde{X}\)-module, then the \(\mathcal{O}_\tilde{X}\)-module \(\mathcal{M}\) obtained by applying inverse correspondence is generically generated by global sections.

**Proof.** Applying the functor \(\pi_* -\) to the exact sequence \((12)\) we get

\[
0 \to \mathcal{O}_X^r \to \pi_* \mathcal{M} \to \pi_* \mathcal{A}' \to R^1 \pi_* \mathcal{O}_X^r \to R^1 \pi_* \mathcal{M} \to 0.
\]

Denote by \(\mathcal{G}\) the image of \(\pi_* \mathcal{M}\) in \(\pi_* \mathcal{A}'\), so we obtain the following two exact sequences of \(\mathcal{O}_X\)-modules

\[
0 \to \mathcal{O}_X^r \to \pi_* \mathcal{M} \to \mathcal{G} \to 0,
\]

\[
0 \to \mathcal{G} \to \pi_* \mathcal{A}' \to R^1 \pi_* \mathcal{O}_X^r \to R^1 \pi_* \mathcal{M} \to 0.
\]

(14)

Since the support of \(\mathcal{A}'\) intersects the exceptional divisor in a finite collection of points, then we can identify \(\pi_* \mathcal{A}'\) with \(\mathcal{A}'\), viewed as a \(\mathcal{O}_X\)-module. Then \(\mathcal{G}\) is a sub \(\mathcal{O}_X\)-module of \(\mathcal{A}'\).

Denote by \(\mathcal{M}'\) the subsheaf of \(\mathcal{M}\) generated by its global sections, and by \(\mathcal{G}'\) the sub-\(\mathcal{O}_X\)-module of \(\mathcal{A}'\) spanned by \(\mathcal{G}\). We have the following diagram of coherent \(\mathcal{O}_\tilde{X}\)-modules

\[
\begin{array}{ccccccccc}
0 & 0 & 0 & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & 0 \\
\mathcal{O}_X^r & \mathcal{M}' & \mathcal{G}' & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & 0 \\
\mathcal{O}_X^r & \mathcal{M} & \mathcal{A}' & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & 0 \\
\mathcal{F} & \mathcal{F}' & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & 0 \\
0 & 0 & 0 & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & 0
\end{array}
\]

It is enough to prove that the support of \(\mathcal{F}\), which coincides with the support of \(\mathcal{F}'\), is a finite set. For this it is enough to show that \(\dim_{\mathbb{C}}(\mathcal{F}) = \dim_{\mathbb{C}}(\operatorname{coker}(\mathcal{G}' \to \mathcal{A}')) < \infty\). But we have the inequalities

\[
\dim_{\mathbb{C}}(\operatorname{coker}(\mathcal{G}' \to \mathcal{A}')) \leq \dim_{\mathbb{C}}(\operatorname{coker}(\mathcal{G} \to \pi_* \mathcal{A}')) \leq rp_g
\]

by the Exact Sequence \((14)\). \qed
In order to finish the proof of Theorem 4.18 we have to prove that the map \( H^1_E(M) \to H^1(M) \) is injective if and only if \((\mathcal{A}, (\psi_1, \ldots, \psi_r))\) satisfies the Containment Condition.

By Serre duality the Containment Condition is equivalent to the surjection of the natural map \( H^1_E(M^\vee \otimes \omega \tilde{X}) \to H^1(M^\vee \otimes \omega \tilde{X}) \), hence we will study this map. As before we denote \( N := M^\vee \).

Apply the functor \(- \otimes \omega \tilde{X}\) to the exact sequence (13),

\[
0 \to N \otimes \omega \tilde{X} \to \omega \tilde{X} \to A \otimes \omega \tilde{X} \to 0.
\]

Taking the long exact sequence of cohomology and local cohomology for the previous exact sequence we obtain a diagram of exact sequences:

\[
\begin{array}{cccccc}
H^0_E(N \otimes \omega \tilde{X}) & \to & H^0_E(\omega \tilde{X}^r) & \to & H^0_E(A \otimes \omega \tilde{X}) & \to & H^1_E(N \otimes \omega \tilde{X}) & \to & H^1_E(\omega \tilde{X}^r) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
H^0(N \otimes \omega \tilde{X}) & \to & H^0(\omega \tilde{X}^r) & \to & H^0(A \otimes \omega \tilde{X}) & \to & H^1(N \otimes \omega \tilde{X}) & \to & H^1(\omega \tilde{X}^r) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
H^0(U; N \otimes \omega \tilde{X}) & \to & H^0(U; \omega \tilde{X}^r) & \to & H^0(U; A \otimes \omega \tilde{X}) & \to & H^1(U; N \otimes \omega \tilde{X}) & \to & H^1(U; \omega \tilde{X}^r)
\end{array}
\]

We have \( H^1(\omega \tilde{X}) = 0 \) by Grauert-Riemenschneider Vanishing Theorem and \( H^0_E(A \otimes \omega \tilde{X}) = 0 \) because \( A \otimes \omega \tilde{X} \) has depth one and its support intersects the exceptional divisor in a finite set. Therefore we have the following diagram of exact sequences

\[
\begin{array}{cccccc}
& & & 0 & & H^1_E(N \otimes \omega \tilde{X}) & \\
H^0(\omega \tilde{X}^r) & \xrightarrow{\beta} & H^0(A \otimes \omega \tilde{X}) & \xrightarrow{\alpha} & H^1(N \otimes \omega \tilde{X}) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
H^0(U; \omega \tilde{X}^r) & \xrightarrow{\delta} & H^0(U; A \otimes \omega \tilde{X}) & \xrightarrow{\gamma_2} & H^1(U; N \otimes \omega \tilde{X}) & \\
\end{array}
\]

A diagram chase shows that \( H^1_E(N \otimes \omega \tilde{X}) \xrightarrow{\theta} H^1(N \otimes \omega \tilde{X}) \) is an epimorphism if and only if \( \text{Im} \gamma_1 \subset \text{Im} \delta \), which is precisely the Containment Condition. \( \square \)
Remark 4.20. Working with the Containment Condition is quite difficult. Because of this, in the next section, we introduce a numerical condition which is implied by the Containment Condition, and that, in sufficiently many cases for our applications, is equivalent to it.

4.4.3. The Valuative Condition. Let \( \pi : \tilde{X} \to X \) be a resolution of singularities of a Stein normal surface \( X \) which is an isomorphism over the regular locus of \( X \). Let \( E \) denote the exceptional divisor and \( U := \tilde{X} \setminus E \). Let \( C \subset X \) be a curve and \( \overline{C} \) be its strict transform to \( \tilde{X} \). Let \( n : C \to \overline{C} \) be the normalization. Let \( \{ p_1, \ldots, p_l \} \) be the preimage by \( n \) of \( E \). Let \( (\tilde{C}_j, p_j) \) be the germ of \( \tilde{C} \) at \( p_j \). The ring \( \mathcal{O}_{\tilde{C}_j, p_j} \) is a discrete valuation ring, and its valuation is denoted by \( \text{ord}_{\tilde{C}_j} \).

Let \( \beta \) be a meromorphic differential 2-form in \( H^0(U, \omega_{\tilde{X}}) \). We define a \( l \)-uple \( \text{ord}(\beta) \) in \( (\mathbb{Z} \cup \{ +\infty \})^l \) as follows. For any \( j \) we let \( q_j := n(p_j) \) and choose a non-vanishing holomorphic differential 2-form \( \omega_{q_j} \) at \( q_j \). Then \( \beta = h_j \omega_{q_j} \) where \( h_j \) is a meromorphic function. Define
\[
\text{ord}(\beta) := (\text{ord}_{\tilde{C}_j}(h_1), \ldots, \text{ord}_{\tilde{C}_j}(h_l)).
\]
It is clear that the definition does not depend on the choice of the forms \( \omega_{q_j} \). This defines an order function
\[
\text{ord} : H^0(U, \omega_{\tilde{X}}) \to (\mathbb{Z} \cup \{ +\infty \})^l.
\]

Definition 4.21. The canonical set of orders of the curve \( C \) at the resolution \( \pi \) is the set
\[
\mathcal{R}_\pi := \text{ord}(H^0(U, \omega_{\tilde{X}})) \subset \mathbb{Z}^l.
\]

Given two subsets \( \mathfrak{A}, \mathfrak{B} \subset \mathbb{Z}^l \) we denote by \( \mathfrak{A} + \mathfrak{B} \) the subset of sums \( a + b \) where \( a \in \mathfrak{A} \) and \( b \in \mathfrak{B} \).

Let \( \mathcal{S} \) be the semigroup of orders of \( \mathcal{O}_C \); since \( H^0(U, \omega_{\tilde{X}}) \) is a \( \mathcal{O}_X \)-module, we have the equality \( \mathcal{R}_\pi + \mathcal{S} = \mathcal{R}_\pi \).

Given \( \alpha, \beta \in H^0(U, \omega_{\tilde{X}}) \), for generic \( \lambda, \mu \in \mathbb{C} \) we have the equality
\[
\text{ord}(\lambda \alpha + \mu \beta) = \min(\text{ord}(\alpha), \text{ord}(\beta));
\]
hence the canonical set of orders of the curve \( C \) has an absolute minimum.

Definition 4.22. We define the canonical vector \( (d_1(\overline{C}), \ldots, d_l(\overline{C})) \) of the curve \( \overline{C} \in \tilde{X} \) to be the absolute minimum of the canonical set of orders.

Remark 4.23. Since we have the equality \( \mathcal{R}_\pi + \mathcal{S} = \mathcal{R}_\pi \), the set \( (d_1(\overline{C}), \ldots, d_l(\overline{C})) + \mathcal{S} \) is included in \( \mathcal{R}_\pi \). Then \( \mathcal{R}_\pi \) has a non-empty conductor set, which contains the conductor set of \( \mathcal{S} \) translated by the vector \( (d_1(\overline{C}), \ldots, d_l(\overline{C})) \). Since \( \mathcal{R}_\pi \) is closed by taking minima, the conductor set of \( \mathcal{R}_\pi \) has a unique absolute minimum, which we denote by \( \text{cond}(\mathcal{R}_\pi) \).

Now assume that \( X \) has Gorenstein singularities. Then there exist a holomorphic 2-form \( \Omega \in H^0(U, \omega_{\tilde{X}}) \) whose associated divisor is
\[
\text{div}(\Omega) = A + \sum q_i E_i,
\]
where each \( q_i \) is an integer, the \( E_i \)'s are the irreducible components of the exceptional divisor and \( A \) is a divisor disjoint with \( E \). The integers \( q_i \) are independent on the choice of \( \Omega \). We call \( \Omega \) a Gorenstein form.

Remark 4.24. If \( X \) has Gorenstein singularities, and adopting the previous notation, the canonical vector \( (d_1(\overline{C}), \ldots, d_l(\overline{C})) \) of the curve \( \overline{C} \) is given by the formulae
\[
d_i(\overline{C}) := \sum_j q_j C_i \cdot E_j,
\]
where \( \mathcal{O}_i \cdot E_j \) denotes intersection multiplicity.

**Remark 4.25.** If \( X \) has Gorenstein singularities then the canonical set of orders of the curve \( C \) at the resolution \( \pi \) is equal to \((d_1(\mathcal{C}),...,d_l(\mathcal{C})) + \mathfrak{C}\), and its conductor set is the conductor set of \( \mathfrak{S} \) translated by the vector \((d_1(\mathcal{C}),...,d_l(\mathcal{C}))\).

Let \( \mathcal{A} \) be a rank 1 generically reduced 1-dimensional Cohen-Macaulay \( \mathcal{O}_X \)-module whose support equals \( \mathcal{C} \). Let \( \mathfrak{A} \) be its set of orders (see Definition 4.10). Let \((\psi_1,...,\psi_r)\) be \( r \) global sections spanning \( \mathcal{A} \) as \( \mathcal{O}_X \)-module. The \( \mathcal{O}_X \)-module \( \mathcal{C} \) spanned by \((\psi_1,...,\psi_r)\) is rank 1 generically reduced 1-dimensional Cohen-Macaulay. Let \( \mathfrak{C} \) be the set of orders of \( \mathcal{C} \), which is the subset of \( \mathfrak{A} \) obtained following Definition 4.10.

The set of sections \((\psi_1,...,\psi_r)\) define an epimorphism \( \mathcal{O}_X^r \rightarrow \mathcal{A} \). Tensoring with \( \omega_X \) we obtain an epimorphism \( \omega_X^r \rightarrow \mathcal{A} \otimes \omega_X \). Taking global sections in \( U \) we obtain a morphism

\[
\delta : H^0(U, \omega^r_X) \rightarrow H^0(U, \mathcal{A} \otimes \omega_X).
\]

Since \( \omega_X \) is locally free of rank 1 and \( \mathcal{A} \) has Stein support, the restriction of \( \omega_X \) to the support of \( \mathcal{A} \) is isomorphic to the structure sheaf of the support. Hence there is an isomorphism \( \mathcal{A} \cong \mathcal{A} \otimes \omega_X \).

We have fixed an embedding of \( \mathcal{A} \) into \( \mathcal{O}_X \), which naturally embeds \( H^0(U, \mathcal{A}) \) into the total fraction ring \( K(\mathcal{C}) \). Such total fractions ring maps into the direct sum ring \( \bigoplus_{i=1}^t K(\mathcal{C}_i,p_i) \) (here \( K(\mathcal{C}_i,p_i) \) is the quotient field of \( \mathcal{O}_{\mathcal{C}_i,p_i} \)).

**Definition 4.26.** We define the canonical set of orders of \((\mathcal{A},(\psi_1,...,\psi_r))\) to be the image \( \mathcal{R}_{(\mathcal{A},(\psi_1,...,\psi_r))} \) of the composition

\[
H^0(U, \omega^r_X) \overset{\delta}{\rightarrow} H^0(U, \mathcal{A} \otimes \omega_X) \cong H^0(U, \mathcal{A}) \subset \bigoplus_{i=1}^t K(\mathcal{C}_i,p_i) \overset{ord}{\rightarrow} (\mathbb{Z} \cup \{+\infty\})^t.
\]

It is easy to verify that the previous definition does not depend on the choice of the isomorphism \( \mathcal{A} \cong \mathcal{A} \otimes \omega_X \).

**Definition 4.27.** With the notations introduced above, the pair \((\mathcal{A},(\psi_1,...,\psi_r))\) satisfy the Valuative Condition if the inclusion

\[ \mathfrak{A} \subset \mathcal{R}_{(\mathcal{A},(\psi_1,...,\psi_r))} \]

is satisfied.

**Remark 4.28.** We have the inclusion

\[ \mathfrak{C} + \mathcal{R}_x \subset \mathcal{R}_{(\mathcal{A},(\psi_1,...,\psi_r))}. \]

If \( X \) has Gorenstein singularities and \((d_1(\mathcal{C}),...,d_l(\mathcal{C}))\) is the Gorenstein vector at the resolution \( \pi \), then we have the equalities

\[ \mathcal{R}_{(\mathcal{A},(\psi_1,...,\psi_r))} = \mathfrak{C} + \mathcal{R}_x = (d_1(\mathcal{C}),...,d_l(\mathcal{C})) + \mathfrak{C}. \]

Therefore, in the Gorenstein case the valuative condition holds for \((\mathcal{A},(\psi_1,...,\psi_r))\) if and only if the inclusion

\[ \mathfrak{A} \subset (d_1(\mathcal{C}),...,d_l(\mathcal{C})) + \mathfrak{C} \]

is satisfied.

**Proof.** The first inclusion follows easily from the definition of \( \mathcal{R}_{(\mathcal{A},(\psi_1,...,\psi_r))} \). The equalities follow because in the Gorenstein case any element of \( H^0(U, \omega^r_X) \) is equal to a Gorenstein form multiplied by a global regular function. \( \square \)
Remark 4.29. Since both $\mathcal{C}$ and $\mathcal{R}_x$ have non-empty conductor sets and $\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}$ is closed by taking minima, the conductor set of $\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}$ is non-empty and has an absolute minimum denoted by $\text{cond}(\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))})$. Moreover we have the inequalities
\begin{equation}
\text{cond}(\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}) \leq \text{cond}(\mathcal{C}) + \text{cond}(\mathcal{R}_x) \leq \text{cond}(\mathcal{C}) + (d_1(\overline{C}), \ldots, d_i(\overline{C})).
\end{equation}
In the Gorenstein case this inequality becomes the equality
\begin{equation}
\text{cond}(\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}) = \text{cond}(\mathcal{C}) + (d_1(\overline{C}), \ldots, d_i(\overline{C})).
\end{equation}

Likewise, the conductor set of $\mathfrak{A}$ has an absolute minimum denoted by $\text{cond}(\mathfrak{A})$.

Remark 4.30. The following set of easy observations will have very useful consequences later.

1. If $\text{cond}(\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}) \leq (0, \ldots, 0)$, then the Valuative Condition is satisfied.
2. If $\mathfrak{A}$ equals $\mathbb{N}^l$, then the valuative condition is equivalent to the inequality $\text{cond}(\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}) \leq (0, \ldots, 0)$.
3. If $X$ has Gorenstein singularities, then the condition $\text{cond}(\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}) \leq (0, \ldots, 0)$ holds if and only if $\text{cond}(\mathcal{C}) \leq -(d_1(\overline{C}), \ldots, d_i(\overline{C}))$.

Proposition 4.31. The Containment Condition implies the Valuative Condition.

Proof. We have to translate the Containment Condition $\text{Im}\gamma_1 \subset \text{Im}\delta$ into the inclusion of sets $\mathfrak{A} \subset \mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}$.

We need the concrete description of the sheaf $\mathcal{A}$ obtained in Proposition 4.8, let $\overline{C}$ be the support of $\mathcal{A}$, $n : \overline{C} \to \overline{C}$ be its normalization. We have a chain of inclusions
\begin{equation}
\mathcal{O}_{\overline{C}} \subset \mathcal{A} \subset n_*\mathcal{O}_C,
\end{equation}
which is not necessarily unique. We fix one of such chains of inclusions.

Since $\omega_{\tilde{X}}$ is an invertible sheaf and $\mathcal{A}$ has support contained in a Stein open subset of $\tilde{X}$ we have the isomorphism $\mathcal{A} \otimes \omega_{\tilde{X}} \cong \mathcal{A}$. Hence
\begin{equation}
H^0(\tilde{X}, \mathcal{A} \otimes \omega_{\tilde{X}}) \cong H^0(\tilde{X}, \mathcal{A}),
\end{equation}
and
\begin{equation}
H^0(U, \mathcal{A} \otimes \omega_{\tilde{X}}) \cong H^0(U, \mathcal{A}) \subset K(\overline{C}),
\end{equation}
where $K(\overline{C})$ denotes the total fraction ring of the ring $H^0(\overline{C}, \mathcal{O}_{\overline{C}})$.

The image $\text{Im}\gamma_1$ is then identified with the inclusion $H^0(\tilde{X}, \mathcal{A}) \subset H^0(\overline{C}, \mathcal{O}_{\overline{C}}) \subset K(\overline{C})$.

As a consequence, if we consider the order function
\begin{equation}
\text{ord} : K(\overline{C}) \to \mathbb{Z}^l,
\end{equation}
we obtain the equality of sets
\begin{equation}
\text{ord}(\text{Im}\gamma_1) = \mathfrak{A}.
\end{equation}

The morphism $\delta$ is induced by the sections $\{\psi_1, \ldots, \psi_r\}$ of $\mathcal{A}$. The definition of $\mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}$ gives the equality
\begin{equation}
\text{ord}(\text{Im}\delta) = \mathcal{R}_{(\mathcal{A},(\psi_1,\ldots,\psi_r))}.
\end{equation}

Now the result follows, because of equalities \[(25)\text{ and } (26)\).
Before we extract some useful consequences of Remark 4.30 and Theorem 4.18, we need a further lemma:

**Lemma 4.32.** Let \((X, x)\) be a complex analytic germ of a normal two-dimensional Gorenstein singularity and \(\pi: \tilde{X} \to X\) be a resolution with exceptional divisor \(E = \bigcup_{i=1}^{n} E_i\). Then for any component \(E_j\) where the Gorenstein form \(\Omega\) has a pole and for any component \(E_k\) where the Gorenstein form has a zero, we have that \(E_j \cap E_k = \emptyset\).

**Proof.**

If the singularity is rational the Gorenstein form does not have poles at any resolution. The result follows for that case.

If the singularity is non-rational the Gorenstein form have strict poles at any component of the exceptional divisor of the minimal resolution. If \(p\) is a point at a resolution \(\tilde{X}\), \(E = \bigcup_{i=1}^{r} E_i\) is the decomposition in irreducible components of the exceptional divisor at \(\tilde{X}\), and \(E_p\) is the exceptional divisor at the blow up at \(p\), then the order of \(\Omega\) at \(E_p\) equals

\[
\text{ord}_{E_p}(\Omega) := 1 + \sum_{i=1}^{r} \text{ord}_{E_i}(\Omega)\text{mult}_p(E_i).
\]

Using induction on the number of blow ups that are necessary in order to obtain the resolution \(\pi: \tilde{X} \to X\) from the minimal resolution the proposition is proved easily in the non-rational case.

\(\square\)

The consequences announced above are:

**Proposition 4.33.** Let \(\pi: \tilde{X} \to X\) be a resolution. Let \(\mathcal{A}\) be a rank 1 generically reduced 1-dimensional Cohen-Macaulay \(\mathcal{O}_{\tilde{X}}\)-module. Let \(\mathcal{A}\) be its set of orders (see Definition 4.17). Let \(\mathcal{C}\) be the support of \(\mathcal{A}\) and \(n: \tilde{C} \to \mathcal{C}\) be the normalization. Let \((d_1(\mathcal{C}), \ldots, d_l(\mathcal{C}))\) be the canonical vector of \(\mathcal{C}\) and \(\mathcal{K}\) be the canonical set of orders of \(\mathcal{C}\). Let \((\psi_1, \ldots, \psi_r)\) be \(r\) global sections spanning \(\mathcal{A}\) as \(\mathcal{O}_{\tilde{X}}\)-module. The \(\mathcal{O}_X\)-module \(\mathcal{C}\) spanned by \((\psi_1, \ldots, \psi_r)\) is rank 1 generically reduced 1-dimensional Cohen-Macaulay. Let \(\mathcal{C}\) be the set of orders of \(\mathcal{C}\). Let \(\mathcal{K}(\mathcal{A}, (\psi_1, \ldots, \psi_r))\) be the canonical set of orders of \((\mathcal{A}, (\psi_1, \ldots, \psi_r))\).

Let \((\mathcal{M}, (\phi_1, \ldots, \phi_r))\) be the pair associated with \((\mathcal{A}, (\psi_1, \ldots, \psi_r))\) in the proof of Theorem 4.18.

1. If \(\text{cond}(\mathcal{K}(\mathcal{A}, (\psi_1, \ldots, \psi_r))) \leq 0\), then \(\mathcal{M}\) is full.
2. For the previous condition it is enough to have the inequality \(\text{cond}(\mathcal{C}) \leq -(d_1(\mathcal{C}), \ldots, d_l(\mathcal{C}))\).
3. Suppose that the curve \(\mathcal{C}\) is smooth and meets the exceptional divisor transversely at smooth points. Then \(\mathcal{M}\) is full if and only if we have the inequality \(\text{cond}(\mathcal{K}(\mathcal{A}, (\psi_1, \ldots, \psi_r))) \leq 0\). In the Gorenstein case the inequality becomes \(\text{cond}(\mathcal{C}) \leq -(d_1(\mathcal{C}), \ldots, d_l(\mathcal{C}))\).
4. If there is an index \(i\) such that the strict inequality \(d_i(\mathcal{C}) > 0\) holds, then \(\mathcal{M}\) is not full. In the Gorenstein case, if \(\mathcal{C}\) meets a component of the exceptional divisor where the Gorenstein form has a zero, then \(\mathcal{M}\) is not full.
5. If \(X\) has Gorenstein singularities, \(\pi\) is small with respect to the Gorenstein form and \(\mathcal{C} = \mathcal{A}\) (that is, if the module \(\mathcal{M}\) is special), then \(\mathcal{M}\) is full.
6. Suppose that \((d_1(\mathcal{C}), \ldots, d_l(\mathcal{C})) \leq 0\) and that \(\mathcal{C} = \pi_* n_* \mathcal{O}_C\). Then \(\mathcal{M}\) is a special full \(\mathcal{O}_{\tilde{X}}\)-module. In the Gorenstein case the first inequality holds when \(\mathcal{C}\) does not meet an exceptional divisor where the Gorenstein form has a zero.

**Proof.** If \(\text{cond}(\mathcal{K}(\mathcal{A}, (\psi_1, \ldots, \psi_r))) \leq 0\) then \(n_* \mathcal{O}_C\) is contained in \(\text{Im}\delta\). Since \(\text{Im}\gamma_1\) is contained in \(n_* \mathcal{O}_C\) the Containment Condition holds and Assertion (1) follows by Theorem 4.18.
Assertion (2) is a consequence of Assertion (1) and Inequality \([22]\).

In order to prove Assertion (3) notice that if \(C\) is smooth and meets the exceptional divisor transversely at smooth points then \(A\) is equal to \(O_D = n_*O_{\tilde{D}}\) and then we have \(\mathfrak{A} = N^1\). In this situation the Valuative Condition is equivalent to the inequality \(\text{cond}(\tilde{\mathfrak{r}}(A, (\psi_1, \ldots, \psi_r))) \leq 0\). In the Gorenstein case Equality \([23]\) transforms the previous inequality into \(\text{cond}(C) \leq -(d_1(C), \ldots, d_l(C))\).

This proves Assertion (3).

In order to prove Assertion (4) notice that the vector \((0, \ldots, 0)\) is always contained in \(\mathfrak{A}\), since \(O_{\mathfrak{C}}\) is contained in \(A\). On the other hand, if there is an index \(i\) such that the strict inequality \(d_i(C) > 0\) then \((0, \ldots, 0)\) is not contained in \(\tilde{\mathfrak{r}}(A, (\psi_1, \ldots, \psi_r)))\), and the Valuative Condition does not hold. By Lemma \([4.32]\) in the Gorenstein case there is an index \(i\) such that the strict inequality \(d_i(C) > 0\) holds if and only if \(C\) meets a component of the exceptional divisor where the Gorenstein form has a zero. This proves Assertion (4).

For Assertion (6) notice that if \(C = \pi_*n_*O_{\mathfrak{C}}\) then automatically we have the equality \(C = A\), and \(\mathcal{M}\) is special. If \((d_1(C), \ldots, d_l(C)) \leq 0\), it is easy to show using the equality \(C = \pi_*n_*O_{\mathfrak{C}}\), that we have the inequality \(\text{cond}(\tilde{\mathfrak{r}}(A, (\psi_1, \ldots, \psi_r))) \leq 0\). So by Assertion (1), if \((d_1(C), \ldots, d_l(C)) \leq 0\) then \(\mathcal{M}\) is full. This proves the assertion, except the addendum about Gorenstein singularities, which follows from Lemma \([4.32]\).

Assertion (5) is a bit harder. We will proof the Containment Condition directly by a cohomological argument: we have to prove that image of \(\gamma_1\) is contained in the image of \(\delta\) in Diagram \([16]\).

Since we have a small resolution with respect to the Gorenstein form (see Definition \([2.1]\)), we can consider the exact sequence

\[
0 \to \omega_{X} \to O_{X} \to O_{ZK} \to 0.
\]

Now apply the functor \(- \otimes -\) to the sequences \([13]\) and \([27]\).
By the last diagram we get the following commutative diagram

\[
\begin{array}{ccc}
H^0(\tilde{X}, \omega_X) & \xrightarrow{H^0(\tilde{X}, A \otimes \omega_X)} & H^0(U, \omega_U) \\
\rho \downarrow & & \delta' \downarrow \\
H^0(\tilde{X}, \mathcal{O}_X) & \xrightarrow{H^0(U, \mathcal{O}_X)} & H^0(U, A)
\end{array}
\]

\[
\begin{array}{ccc}
H^0(\tilde{X}, \mathcal{O}_X) & \xrightarrow{\beta} & H^0(U, \mathcal{O}_U) \\
\gamma' \downarrow & & \gamma' \downarrow \\
H^0(U, \mathcal{O}_X) & \xrightarrow{\delta} & H^0(U, A)
\end{array}
\]

We need to prove that

\[(28) \quad \text{im}(\gamma_1) \subset \text{im}(\delta).\]

Notice that the maps \(\alpha\) and \(\theta\) are isomorphisms because the support of \(\mathcal{O}_{ZK}\) does not intersect \(U\). Since \(\alpha\) is injective, the condition \(28\) is equivalent to

\[
\text{Im}(\alpha \gamma_1) \subset \text{Im}(\alpha \delta).
\]

Since the diagram is commutative and \(\theta\) is onto we get

\[
\text{im}(\alpha \delta) = \text{im}(\delta' \theta) = \text{im}(\delta').
\]

Hence it is enough to prove that the image of \((\alpha \gamma_1)\) is contained in the image of \(\delta'\). Using again that the diagram is commutative and \(\rho\) is onto because \(M\) is special, we get

\[
\text{im}(\alpha \gamma_1) = \text{im}(\gamma_1') \subset \text{im}(\gamma_1') = \text{im}(\gamma_1' \rho) = \text{im}(\delta' \nu) \subset \text{im}(\delta'),
\]

as we wish.

4.5. A comparison of correspondences. In order to compare the two correspondences we need to impose that \(X\) is a normal Stein surface with Gorenstein singularities. The following propositions compare the correspondence at the Stein surface (Theorem 4.15) and the correspondences at various resolutions (Theorem 4.18).

**Proposition 4.34.** Let \(X\) be a normal Stein surface with Gorenstein singularities. Let \(M\) be a reflexive \(\mathcal{O}_X\)-module of rank \(r\). Let \(\pi_1: \tilde{X}_1 \to X\) be a resolution and \(\rho: \tilde{X}_2 \to \tilde{X}_1\) be the blow up at a point \(p\). Denote by \(\pi_2: \tilde{X}_2 \to X\) the composition \(\pi_2 = \pi_1 \circ \rho\). Denote by \(M_1\) and \(M_2\) the full sheaves associated with \(M\) at each of the resolutions. Let \((\psi_1^1, \ldots, \psi_r^1)\) be \(r\) generic sections of \(M\). Let \((A_1, (\psi_1^1, \ldots, \psi_r^1))\) and \((A_2, (\psi_1^2, \ldots, \psi_r^2))\) be the pairs associated with \((M_1, (\phi_1, \ldots, \phi_r))\) and \((M_2, (\phi_1, \ldots, \phi_r))\) under Theorem 4.18. Let \((\mathcal{C}, (\psi_1^0, \ldots, \psi_r^0))\) be the pair associated with \((M, (\phi_1, \ldots, \phi_r))\) under Theorem 4.15.

1. There are inclusions \(C \subset (\pi_1)_* A_1 \subset (\pi_2)_* A_2\). Under this inclusion the sections \((\psi_i^1, \ldots, \psi_i^r)\) are identified for \(i = 0, 1, 2\). The dimension of the quotient \((\pi_i)_* A_i / \mathcal{C}\) as a \(\mathbb{C}\)-vector space equals \(\dim_{\mathbb{C}}(R^1(\pi_i)_* M_i) - r \rho_g\) for \(i = 1, 2\).

2. We have the inclusion \(A_1 \subset \rho_* A_2\) and the dimension of the quotient \(\rho_* A_2 / A_1\) as a \(\mathbb{C}\)-vector space equals \(\dim_{\mathbb{C}}(R^1 \rho_* M_2)\).
Proof. For $i = 1, 2$ consider the exact sequence

$$0 \to \mathcal{O}_{X_i}^r \to \mathcal{M}_i \to A_i^r \to 0,$$

whose first morphism is induced by the sections $(\phi_1, ..., \phi_r)$. Dualizing we obtain

(29) $$0 \to \mathcal{N}_i \to \mathcal{O}_{X_i}^r \to A_i \to 0,$$

where the second morphism is induced by the sections $(\psi_1^r, ..., \psi_i^r)$.

The sections $(\phi_1, ..., \phi_r)$ also induce the exact sequence

$$0 \to \mathcal{O}_X^r \to M \to C' \to 0,$$

and dualizing it we obtain

(30) $$0 \to N \to \mathcal{O}_X^r \to C \to 0,$$

where the second morphism is induced by $(\psi_1^0, ..., \psi_i^0)$.

Applying $R(\pi_i)_*$ to (29), we obtain the exact sequence

(31) $$0 \to (\pi_i)_* \mathcal{N}_i \to \mathcal{O}_X^r \to (\pi_i)_* A_i \to R^1(\pi_i)_* \mathcal{N}_i \to R^1(\pi_i)_* \mathcal{O}_X^r \to 0.$$

By Lemma 3.6 and its proof the first morphism of the previous sequence (for $i = 1, 2$) coincides with the first morphism of sequence (30). This implies that the image of the second morphism of the previous sequence (for $i = 1, 2$) coincides with $C$ and that, under this identification the systems of sections $(\psi_1^r, ..., \psi_i^r)$ coincide for $i = 0, 1, 2$. This proves the inclusions $C \subset (\pi_1)_* A_i$ for $i = 1, 2$ and the identification of the sections. Since $A_i$ is generated by $(\psi_1^i, ..., \psi_i^i)$ as an $\mathcal{O}_{X_i}$-module and $\mathcal{O}_{X_2}$ contains $\mathcal{O}_{X_1}$, the inclusion $(\pi_1)_* A_1 \subset (\pi_2)_* A_2$ also holds. The equality

$$\dim_C(\pi_i)_* A_i / C = \dim_C(R^1(\pi_i)_* \mathcal{M}_i) - r p_g$$

follows from Exact Sequence (31). This shows the first assertion.

The proof of the second assertion follows similarly, by applying $R\rho_*$ to Sequence (29), and taking into account the identification of the sections $(\psi_1^i, ..., \psi_i^i)$ for $i = 1, 2$. □

For later use we need to compare the sets $\mathcal{R}(A_1, (\psi_1^1, ..., \psi_1^i))$ and $\mathcal{R}(A_2, (\psi_2^1, ..., \psi_2^i))$ (see Section 4.4.3 for the corresponding definition).

Proposition 4.35. Consider the same situation than in the previous proposition, but allow non-Gorenstein normal singularities. There exist a non-negative integer vector $(d_1, ..., d_i)$ such that we have the equality

(32) $$\mathcal{R}(A_2, (\psi_2^1, ..., \psi_2^i)) = (d_1, ..., d_i) + \mathcal{R}(A_1, (\psi_1^1, ..., \psi_1^i)).$$

As a consequence we have also the equality

(33) $$\text{cond}(\mathcal{R}(A_2, (\psi_2^1, ..., \psi_2^i))) = (d_1, ..., d_i) + \text{cond}(\mathcal{R}(A_1, (\psi_1^1, ..., \psi_1^i))).$$

The vector is strictly positive if and only if the blowing up center of $\rho$ meets the support of $A_1$.

Proof. Denote by $E^i$ the exceptional divisor of $\pi_i$. Let $C$ be the support of $\mathcal{C}$, let $\overline{C}^i$ be the support of $A_i$. We have a birational morphisms $\rho_{\overline{C}^i} : \overline{C}^i \to \overline{C}$ and $\pi_1^i : \overline{C} \to C$. Consider the normalization $n : \widetilde{C} \to \overline{C}$. Let $p_j$ for $j = 1, ..., l$ be the points of $\overline{C}$ which map via $n$ to a point of the exceptional divisor. Let $(C_j, p_j)$ be the germ at $p_j$. Denote $p_j^2 := n(p_j)$ and $p_j^1 := \rho(p_j^2)$ for $j = 1, ..., l$.

The proposition is trivial if the center of the blowing up $\rho$ does not coincide with $p_j^1$ for any $j$. By notational convenience we assume that $p_1^1$ is the blowing-up center. We denote by $E_1^2$ the
exceptional divisor of $\rho$. Choose local coordinates $(x'_j, y'_j)$ of $\hat{X}$ around each point $p'_j$. The choice is made so that if two points $p'_j$ coincide for different $j$, then the corresponding coordinates are also the same, and so that, if $\rho(p'_j) = p'_1$, then $\rho$ expresses in local coordinates as $\rho(x'_j, y'_j) = (x'_1, x'_j y'_1).

Let $\beta_1, ..., \beta_n$ be a system of generators of $H^0(U, \omega_X)$ as an $O_X$-module. The differential form $\beta_k$ expresses in each of the local chart around $p'_j$ as $\beta = h_{k,j}^1 dx'_j \wedge dy'_j$, where $h_{k,j}^1$ is a germ of meromorphic function at $p'_j$. If $\rho(p'_j) = p'_1$ then $h_{k,j}^1 = x'_2 \rho^* h_{k,1}^1$. If $\rho(p'_j) = p'_m$ for $m \neq 1$ then $h_{k,j}^1 = \rho^* h_{k,m}^1$.

In order to compare $\tilde{\rho}_{(A_1, (\psi_1, ..., \psi_1))}$ and $\tilde{\rho}_{(A_2, (\psi_2, ..., \psi_2))}$ we compare the images of $H^0(U, \omega_X)$ in the ring $\bigoplus_{i=1}^2 K(\tilde{C}_i, p_i)$ according with Definition 4.20 we denote each of the images by $Im^i$ for $i = 1, 2$. Since, by Proposition 4.34 the sections $(\psi_1, ..., \psi_1)$ and $(\psi_1, ..., \psi_2)$ are identified, each of them define the same $l$-uple in $\bigoplus_{i=1}^2 K(\tilde{C}_i, p_i)$, which we denote by $(\psi_v \mid \tilde{C}_1, ..., \psi_v \mid \tilde{C}_1)$ for $v \in \{1, ..., r\}$. Then $Im^i$ is the $O_X$-module spanned by

$$\{(h_1^1 \mid \tilde{C}_1, \psi_v \mid \tilde{C}_1, ..., h_i^1 \mid \tilde{C}_i, \psi_v \mid \tilde{C}_i) : v \in \{1, ..., r\}\}.$$ 

Enumerate the points $p^2_1, ..., p^2_l$ so that those whose image by $\rho$ equals $p^1_1$ are $p^1_1, ..., p^1_{l_i}$ for $1 \leq l_i$. We have the equality

$$Im^2 = (x^2_1, x^2_2, 1, ..., 1) Im^1.$$ 

As a consequence, if for any $w \leq l_1$ we define the intersection multiplicity $d_w := I_{\rho^w}(E^2_1, \tilde{C}_w)$ we have the equality

$$\tilde{\rho}_{(A_2, (\psi^2_1, ..., \psi^2_1))} = (d_1, ..., d_{l}, 0, ..., 0) + \tilde{\rho}_{(A_1, (\psi^1_1, ..., \psi^1_1))}.$$ 

□

**Proposition 4.36.** Let $\pi : \hat{X} \rightarrow X$ be a resolution of a normal Stein surface with Gorenstein singularities, which is an isomorphism over the regular locus of $X$. Let $(A, (\psi_1, ..., \psi_1))$ be a pair formed by a rank 1 generically reduced 1-dimensional Cohen-Macaulay $O_X$-module, whose support meets $E$ in finitely many points, and a set of $r$ global sections spanning $A$ as $O_X$-module and satisfying the Containment Condition. Let $C$ be the $O_X$-module spanned by $\psi_1, ..., \psi_r$. Then $C$ is a rank 1 generically reduced 1-dimensional Cohen-Macaulay $O_X$-module. Let $(M, (\phi_1, ..., \phi_r))$ and $(M, (\phi'_1, ..., \phi'_r))$ be the results of applying the correspondences of Theorems 4.18 and 4.15 at $\hat{X}$ and at the $X$ to $(A, (\psi_1, ..., \psi_r))$ and $(C, (\psi_1, ..., \psi_r))$ respectively. Then we have the equalities $\pi_* M = M$ and $\phi_1, ..., \phi_r = (\phi'_1, ..., \phi'_r)$.

**Proof.** According with the proof of Theorem 4.18 and its proof the module $N$ in the sequence 0 $\rightarrow$ $N$ $\rightarrow$ $O^c_X$ $\rightarrow$ $A$ $\rightarrow$ 0 is the dual of $M$. Pushing down by $\pi_*$ we obtain

$$0 \rightarrow \pi_* N \rightarrow O^c_X \rightarrow \pi_* A \rightarrow R^1 \pi_* N \rightarrow R^1 \pi_* O^c_X \rightarrow 0,$$

and the image of the map $O^c_X \rightarrow \pi_* A$ is the $O_X$-module spanned by $\psi_1, ..., \psi_r$, that is, the module $C$. So we obtain the sequence

$$0 \rightarrow \pi_* N \rightarrow O^c_X \rightarrow C \rightarrow 0.$$

According with Theorem 4.15 and its proof the module $\pi_* N$ is isomorphic to the dual of $M$. By Lemma 3.6 the module $\pi_* N$ is isomorphic to the dual of $\pi_* M$. This concludes the proof of the equality $\pi_* M = M$. Under the equality, the coincidence of the sections is straightforward. □
5. The minimal adapted resolution

In this section we show that, given a Stein normal surface $X$ and a reflexive $\mathcal{O}_X$-module, there is a minimal resolution for which the associated full sheaf is generated by global sections. This resolution will be crucial later.

**Proposition 5.1.** Let $X$ be a Stein normal surface. If $M$ is a reflexive $\mathcal{O}_X$-module, then there exists a unique minimal resolution $\rho: \tilde{X}' \to X$ such that the associated full $\mathcal{O}_{\tilde{X}}$-module $\mathcal{M} := (\rho^*M)$ is generated by global sections.

**Proof.** Let $M$ be a reflexive $\mathcal{O}_X$-module, $\pi: \tilde{X} \to X$ be the minimal resolution with exceptional divisor $E$ and denote by $\mathcal{M} = (\pi^*M)$ the associated canonical vector (see Definition 4.22). By Proposition 4.33, we have the inequality

$$ (d_1(C), ..., d_r(C)) \leq (0, ..., 0). $$

Denote by $\sigma_S: \tilde{X}' \to X$ the blow up at the set of centers $S$. Therefore we have the following commutative diagram

$$
\begin{array}{ccc}
\tilde{X}' & \xrightarrow{\sigma_S} & \tilde{X} \\
\downarrow{\pi'} & & \downarrow{\pi} \\
X & & X
\end{array}
$$

Denote by $\mathcal{M}'$ the full $\mathcal{O}_{\tilde{X}'}$-module associated to $M$. If $\mathcal{M}'$ is generated by global sections, then we are done, otherwise we repeat the procedure.

In order to prove that this process eventually ends we use $(d_1(C), ..., d_r(C))$ as a resolution invariant.

We take the same generic global sections for $\mathcal{M}'$ and $\mathcal{M}$ (in both cases the set of global sections is $\mathcal{M}$). The support $\overline{C}'$ of the degeneracy module of $\mathcal{M}'$ for this sections is the strict transform of $\overline{C}$ by $\sigma_S$. The normalization $\tilde{C}$ of $\overline{C}$ and $\overline{C}'$ is the same. Let $\{(\tilde{C}_i, p_i)\}_{i=1}^l$ be the branches of $\tilde{C}$ considered at the beginning of Section 4.4.3. Let $\beta$ be meromorphic differential form in $\tilde{X}$. By the behavior of the poles of the pullback of a meromorphic differential form by a blow up at a point in a smooth surface, we obtain that the order of $\sigma_S^*\beta$ at the different branches $(\tilde{C}_i, p_i)$ for $i = 1, ..., l$ is greater or equal than the order of $\beta$. Moreover the order is strictly greater if the blowing up center meets the component that we are dealing with. This implies the strict inequality

$$ (d_1(C), ..., d_r(C)) < (d_1(C'), ..., d_r(C')). $$

This together with Inequality (35) shows that the process terminates after finitely many steps. \qed
Definition 5.2. Let $M$ be a reflexive $\mathcal{O}_X$-module. The minimal resolution $\rho: \tilde{X} \to X$ where the associated full $\mathcal{O}_{\tilde{X}}$-module is generated by global sections is called the minimal adapted resolution to $M$.

Remark 5.3. Let $X$ be a Stein surface with Gorenstein singularities. Let $M$ be a reflexive $\mathcal{O}_X$-module. Then the minimal adapted resolution to $M$ is small with respect to the canonical form.

Proof. This is a consequence of Inequality (35) and Proposition 4.33 (4).

At the minimal adapted resolution the degeneracy module of the full sheaf for a generic set of sections has special properties, and Lemma 1.2 of [2] holds as stated there.

Lemma 5.4. Let $X$ be a Stein normal surface. Let $M$ be a reflexive $\mathcal{O}_X$-module of rank $r$. Let $\rho: \tilde{X} \to X$ be a resolution which dominates the minimal adapted resolution to $M$. The degeneracy module $\mathcal{A}'$ of a set of $r$ generic global sections is isomorphic to $\mathcal{O}_D$, where $D \subset \tilde{X}$ is a smooth curve meeting the exceptional divisor transversely at its smooth locus. Moreover, by changing the sections the meeting points of $D$ with the exceptional divisor also change.

Proof. It is a simplification of the proof of Proposition 4.3.

Our aim now is to characterize numerically the minimal adapted resolution.

Proposition 5.5. Let $X$ be a Stein normal surface. Let $M$ be a reflexive $\mathcal{O}_X$-module of rank $r$. Let $\{\phi_1, \ldots, \phi_r\}$ be $r$ generic sections. Let $\pi: \tilde{X} \to X$ be a resolution, denote by $M$ the full $\mathcal{O}_{\tilde{X}}$-module associated with $M$. Let $\langle A_1(\psi_1, \ldots, \psi_r) \rangle$ be the pair associated with $(M_1, (\phi_1, \ldots, \phi_r))$ under Theorem 4.18. Genericity of the sections imply that the associated canonical set of orders $\mathcal{R}(A_1(\psi_1, \ldots, \psi_r))$ (see Definition 4.20), and its minimal conductor $\text{cond}(\mathcal{R}(A_1(\psi_1, \ldots, \psi_r)))$ are independent of the chosen sections. Then the following properties hold:

1. At the minimal adapted resolution we have the equality $\text{cond}(\mathcal{R}(A_1(\psi_1, \ldots, \psi_r))) = (0, \ldots, 0)$.
2. At any resolution we have the inequality $\text{cond}(\mathcal{R}(A_1(\psi_1, \ldots, \psi_r))) \leq (0, \ldots, 0)$.
3. A resolution dominates the minimal adapted resolution if and only if we have the equality $\text{cond}(\mathcal{R}(A_1(\psi_1, \ldots, \psi_r))) = (0, \ldots, 0)$.

Proof. Let $\pi: \tilde{X}_1 \to X$ be the minimal adapted resolution to $M$ and $M_1$ the full $\mathcal{O}_{\tilde{X}_1}$-module associated with $M$. Let $E_1$ be the exceptional divisor. Consider the decomposition in irreducible components $E_1 = \bigcup_{i=1}^m E_{1,i}$.

Let $(A_1, (\psi_1, \ldots, \psi_r))$ be the pair associated with $(M_1, (\phi_1, \ldots, \phi_r))$ by Theorem 4.18. Let $\overline{C}_1$ be the support of $A_1$. By Lemma 5.4 $\overline{C}_1$ is a smooth curve meeting the exceptional divisor $E_1$ transversely at smooth points and we have the isomorphism $A_1 \cong \mathcal{O}_{\overline{C}_1}$.

Then, by Proposition 4.33 (3), at the minimal adapted resolution $\pi: \tilde{X}_1 \to X$ we have the inequality $\text{cond}(\mathcal{R}(A_1(\psi_1, \ldots, \psi_r))) \leq (0, \ldots, 0)$. Suppose that the inequality is strict. We will derive a contradiction, which will prove Assertion (1).

Up to reindexing we may assume that the first coordinate of $\text{cond}(\mathcal{R}(A_1(\psi_1, \ldots, \psi_r)))$ is negative. Since $\overline{C}_1$ is smooth it coincides with its normalization. Let $p_1$ be the point of $\overline{C}_1 \cap E_1$ so that the order at the branch $(\overline{C}_1, p_1)$ gives the first coordinate of the order function (see Section 4.4.3 to recall the corresponding definitions). Let $\rho: \tilde{X}_2 \to \tilde{X}_1$ be the blow up at $p_1$; define $\pi_2 := \pi_1 \circ \rho$. Define $A_2 := \mathcal{O}_{\overline{C}_2}$ and $A_1 = \mathcal{O}_{\overline{C}_1}$: the sections $(\psi_1, \ldots, \psi_r)$ of $A_1$ may also be
regarded as sections of \( \mathcal{A}_2 \). A computation like in the proof of Proposition 4.35 shows the equality
\[
\text{cond}(\mathcal{R}(\mathcal{A}_2, (\psi_1, \ldots, \psi_r))) = (1, 0, \ldots, 0) + \text{cond}(\mathcal{R}(\mathcal{A}_1, (\psi_1, \ldots, \psi_r))).
\]
Therefore we have the inequality
\[
\text{cond}(\mathcal{R}(\mathcal{A}_2, (\psi_1, \ldots, \psi_r))) \leq (0, \ldots, 0),
\]
and by Proposition 4.35 (1), the correspondence of Theorem 4.15 assigns to \((\mathcal{A}_2, (\psi_1, \ldots, \psi_r))\) a pair \((\mathcal{M}_2, (\phi_1^2, \ldots, \phi_r^2))\), where \(\mathcal{M}_2\) is a full \(O_X\)-module and \((\phi_1^2, \ldots, \phi_r^2)\) is a system of nearly generic global sections. An application of Proposition 4.36 shows the equalities
\[
\text{cond}(\mathcal{R}(\mathcal{A}_2, (\psi_1, \ldots, \psi_r))) = (1, 0, \ldots, 0),
\]
and \(\text{cond}(\mathcal{R}(\mathcal{A}_1, (\psi_1, \ldots, \psi_r))) \leq (0, \ldots, 0)\). By Lemma 5.4, there is a slight perturbation \((\phi_1^2, \ldots, \phi_r^2)\) of the sections \((\phi_1, \ldots, \phi_r)\) such that if we denote by \(\mathcal{A}_1'\) the degeneracy module of \((\mathcal{M}_1, (\phi_1', \ldots, \phi_r'))\), then its support \((\mathcal{C}_1')'\) satisfies
\[
\begin{align*}
 &\bullet \text{ it does not meet the blowing up center } C_1 \cap E; \\
 &\bullet \text{ we have the equality of intersection numbers } (\mathcal{C}_1')' \cdot E_{1,j} = \mathcal{C}_1 \cdot E_{1,j} \text{ for any irreducible component } E_{1,j}.
\end{align*}
\]

The support of the degeneracy module of \((\mathcal{M}_2, (\phi_1, \ldots, \phi_r))\) is equal to \(\mathcal{C}_2\). On the other hand, since \((\mathcal{C}_1')'\) does not meet the blowing up center \(C_1 \cap E\), the support of the degeneracy module of \((\mathcal{M}_2, (\phi_1', \ldots, \phi_r'))\) is the strict transform of \((\mathcal{C}_1')'\) to \(\bar{X}_2\). Let \(F\) be the exceptional divisor of \(\rho\). Observe that \(\mathcal{C}_2 \cdot F = 1\), and by property (2) above \((\mathcal{C}_1')' \cdot F = 0\). Since the Poincare dual of the support of the degeneracy locus is the first Chern class of the module \(\mathcal{M}_2\), we have two different Chern class representations intersecting differently the cycle \(F\). This is a contradiction which proves Assertion (1).

Assertions (2) and (3) are simple Corollaries of Assertion (1) and Proposition 4.35. □

It is convenient to specialize the previous Proposition to the Gorenstein case:

**Corollary 5.6.** With the notation of the previous Proposition, and of Proposition 4.35, if \(X\) has Gorenstein singularities we have:

1. At the minimal adapted resolution we have the equality \(\text{cond}(\mathcal{C}) = (-d_1(\mathcal{C}), \ldots, -d_l(\mathcal{C}))\).
2. At any resolution we have the inequality \(\text{cond}(\mathcal{C}) \leq (-d_1(\mathcal{C}), \ldots, -d_l(\mathcal{C}))\).
3. A resolution dominates the minimal adapted resolution if and only if we have the equality \(\text{cond}(\mathcal{C}) = (-d_1(\mathcal{C}), \ldots, -d_l(\mathcal{C}))\).

5.1. **The behaviour of the speciality defect and minimal adapted resolutions of special modules.** We study the behaviour of the speciality defect under blow up, and show that if the speciality defect vanishes at a given resolution, it vanishes at any resolution. As a corollary we establish the existence of special reflexive modules and show an interesting property of their generic degeneracy modules, which links them with arcs in the singularity.

The following two propositions control the behavior of the speciality defect under blow up.

**Proposition 5.7.** Let \(X\) be a Stein normal surface. Let \(\mathcal{M}\) be a reflexive \(O_X\)-module. Let \(\pi: \bar{X} \to X\) be a resolution and \(p\) be a point in \(\bar{X}\). Denote by \(\sigma: \bar{X}' \to \bar{X}\) the blow up of the point \(p\). We have the following diagram

\[
\begin{array}{ccc}
\bar{X}' & \xrightarrow{\sigma} & \bar{X} \\
\downarrow \rho & & \downarrow \pi \\
X & & \\
\end{array}
\]

where \(\rho := \pi \circ \sigma\).
Denote by \( M = (\pi^* M) {}^{\vee} \) and \( M' = (\rho^* M) {}^{\vee} \). Then the specialty defect of \( M \) is less or equal to the specialty defect of \( M' \). Moreover if \( M \) is generated by global sections at \( p \), then the specialty defect of \( M \) equals the specialty defect of \( M' \).

**Proof.** Denote by
\[
N' = M',
\]
\[
N = M'.
\]

Since \( \rho = \pi \circ \sigma \), in order to compute \( R^1 \rho_* N' \) we use the Leray spectral sequence. In this case the page \( E_2^{p,q} \) of the spectral sequence is given by

\[
\begin{array}{cccc}
2 & 0 & 0 & 0 \\
1 & \pi_* (R^1 \sigma_* N') & R^1 \pi_* (R^1 \sigma_* N') & 0 \\
0 & \pi_* (\sigma_* N') & R^1 \pi_* (\sigma_* N') & 0 \\
\end{array}
\]

The spectral sequence degenerates, therefore we obtain the following exact sequence

\[
(36) \quad 0 \rightarrow R^1 \pi_* (\sigma_* N') \rightarrow R^1 \rho_* N' \rightarrow \pi_* (R^1 \sigma_* N') \rightarrow 0.
\]

Now by adjunction we have the following identification

\[
R^1 \pi_* (\sigma_* N') = R^1 \pi_* (\sigma_* \mathcal{H}om_{\mathcal{O}_X} (\sigma^* \pi^* M, \mathcal{O}_X))
\]

\[
= R^1 \pi_* \mathcal{H}om_{\mathcal{O}_\tilde{X}} (\pi^* M, \sigma_* \mathcal{O}_{\tilde{X}})
\]

\[
= R^1 \pi_* \mathcal{H}om_{\mathcal{O}_\tilde{X}} (\pi^* M, \mathcal{O}_{\tilde{X}})
\]

\[
= R^1 \pi_* N'.
\]

\[
(37)
\]

By \( (36) \) and \( (37) \) we get

\[
(38) \quad 0 \rightarrow R^1 \pi_* N \rightarrow R^1 \rho_* N' \rightarrow \pi_* (R^1 \sigma_* N') \rightarrow 0.
\]

Therefore the specialty defect of \( M \) is less or equal to the specialty defect of \( M' \).

Assume that \( M \) is generated by global sections at \( p \). By the previous exact sequence we only need to prove that \( \pi_* (R^1 \sigma_* N') = 0 \).

Now consider the exact sequence given by the natural map from \( \pi^* M \) to its double dual

\[
0 \rightarrow T \rightarrow \pi^* M \rightarrow M \rightarrow S \rightarrow 0,
\]

where \( T \) is the kernel and \( S \) is the cokernel. Notice that the support of \( S \) is the set \( S \) (the points where \( M \) fails to be generated by global sections, see Section 4).

The last exact sequence can be split as follows

\[
0 \rightarrow T \rightarrow \pi^* M \rightarrow \pi^* M/T \rightarrow 0,
\]

\[
0 \rightarrow \pi^* M/T \rightarrow M \rightarrow S \rightarrow 0.
\]
Applying the functor $\sigma^*-\sigma$ to the last two exact sequences we obtain

$$0 \longrightarrow K_1 \longrightarrow \sigma^*T \longrightarrow \rho^*M \longrightarrow \sigma^*\pi^*M/T \longrightarrow 0,$$

$$0 \longrightarrow K_2 \longrightarrow \sigma^*\pi^*M/T \longrightarrow \sigma^*\mathcal{M} \longrightarrow \sigma^*S \longrightarrow 0,$$

where $K_1$ and $K_2$ are the modules that make the last sequences exact (recall that $\sigma^*-\sigma$ is just a right exact functor).

Hence we split the previous exact sequences as follows

$$0 \longrightarrow K_1 \longrightarrow \sigma^*T \longrightarrow H_1 \longrightarrow 0,$$

$$0 \longrightarrow H_1 \longrightarrow \rho^*M \longrightarrow \sigma^*\pi^*M/T \longrightarrow 0,$$

$$0 \longrightarrow K_2 \longrightarrow \sigma^*\pi^*M/T \longrightarrow H_2 \longrightarrow 0,$$

$$0 \longrightarrow H_2 \longrightarrow \sigma^*\mathcal{M} \longrightarrow \sigma^*S \longrightarrow 0.$$

Dualizing the first, second and third exact sequences we get

$$H_1^\check{\vee} \cong 0,$$

because $\sigma^*T$ is supported in the exceptional divisor,

$$(\sigma^*\pi^*M/T)^\check{\vee} \cong (\rho^*\mathcal{M})^\check{\vee},$$

by the previous identification,

$$H_2^\check{\vee} \cong (\sigma^*\pi^*\mathcal{M}/T)^\check{\vee},$$

because $K_2$ is supported in the exceptional divisor.

Hence, as we have $N'' = \mathcal{M}^\check{\vee} \cong (\rho^*\mathcal{M})^\check{\vee}$ we get $N'' \cong (\sigma^*\pi^*M/T)^\check{\vee} \cong H_2^\check{\vee}$.

Finally dualizing the fourth exact sequence and using the previous identifications we get the exact sequence

$$0 \rightarrow (\sigma^*\mathcal{M})^\check{\vee} \rightarrow N'' \rightarrow \mathcal{E}d_{\mathcal{O}_X}(\sigma^*\mathcal{S}, \mathcal{O}_{\check{X}'})\check{\vee}.$$

Since the point $p$ does not belong to the support of $\mathcal{S}$, we get that the support of $\sigma^*\mathcal{S}$ is zero dimensional, therefore $\mathcal{E}d_{\mathcal{O}_X}(\sigma^*\mathcal{S}, \mathcal{O}_{\check{X}'})\check{\vee}$ is equal to zero. Hence we get

$$R^1\sigma_* (\sigma^*\mathcal{M})^\check{\vee} \cong R^1\sigma_* N''.$$

Since $\mathcal{M}$ is locally free and we obtain $\check{X}'$ taking the blow up in the point $p$ we get

$$R^1\sigma_* \left( (\sigma^*\mathcal{M})^\check{\vee} \right) = R^1\sigma_* \left( (\sigma^*\mathcal{O}_{\check{X}'})^\check{\vee} \right) = R^1\sigma_* \mathcal{O}_{\check{X}'} = 0.$$

Hence $R^1\sigma_* N''$ is equal to zero.

\[\square\]

**Corollary 5.8.** Let $X$ be a Stein normal surface. Let $M$ be a reflexive $\mathcal{O}_X$-module. If the full sheaf associated to $M$ at the minimal adapted resolution is special, then the full sheaf associated to $M$ at the minimal resolution of $X$ is also special.

**Theorem 5.9.** Let $X$ be a Stein normal surface. Let $M$ be a reflexive $\mathcal{O}_X$-module. The module $M$ is special if and only if the full sheaf associated with $M$ at its minimal adapted resolution is special.

**Proof.** Denote by $\pi: \check{X} \rightarrow X$ the minimal resolution adapted to $M$ and by $\pi_{\text{min}}: \check{X}_{\text{min}} \rightarrow X$ be the minimal resolution of $X$.

We need to prove that for any resolution $\rho: \hat{X} \rightarrow X$, the full sheaf $\hat{\mathcal{M}} = (\rho^*\mathcal{M})^\check{\vee}$ is special (Definition 5.8). If the minimal resolution coincides with the minimal resolution adapted to $M$, then
by Proposition 5.7 we are done. Suppose that the minimal resolution and the minimal resolution adapted to \( M \) do not coincide. By taking a finite succession of blowing ups in different points we obtain a resolution \( \tilde{\rho} : \tilde{X} \to X \) such that it satisfies the following diagram

\[
\begin{array}{ccc}
\tilde{X} & \xrightarrow{o} & \check{X} \\
\downarrow \nu & & \downarrow \pi \\
X & \xrightarrow{\rho} & \check{X}_{\text{min}}
\end{array}
\]

where \( \nu \) and \( o \) are a composition of blowings up in points and \( \check{\rho} = \rho \circ \nu \).

By Proposition 5.7 the full sheaf associated to \( M \) in the resolution \( \check{X} \) is special. Again by Proposition 5.7 the specialty defect of the full sheaf associated to \( M \) in the resolution \( \check{X} \) is less or equal to zero, and hence equal to 0. Therefore \( M \) is special. \( \square \)

**Definition 5.10.** Let \((X,x)\) be a normal surface singularity, \( \pi : \check{X} \to X \) a resolution, and \( F \) an irreducible component of the exceptional divisor. The minimal canonical order at \( F \) is defined to be

\[
\text{ord}_F(K_X) := \min \left\{ \text{ord}_F(\text{div}(\beta)) : \beta \in H^0(U, \omega_{\check{X}}) \right\}.
\]

**Remark 5.11.** The following easy observations hold:

1. The minimal canonical order at \( F \) does not depend on the resolution where \( F \) appears.
2. In the Gorenstein case the minimal canonical order at \( F \) is the order at \( F \) of the Gorenstein form.
3. In the Gorenstein case the minimal canonical order of a divisor appearing at the minimal resolution is non-positive.
4. If \( F \) is a divisor and \( F' \) is another divisor obtained by blowing up \( F \) at a generic point then we have \( \text{ord}_{F'}(K_X) = \text{ord}_F(K_X) + 1 \).

**Corollary 5.12.** Let \((X,x)\) be a normal Gorenstein surface singularity. Then there exist non-free special reflexives modules.

**Proof.** A consequence of the third and fourth assertions of Remark 5.11 is the existence of a resolution \( \pi : \check{X} \to (X,x) \) such that a component \( F \) of the exceptional divisor has minimal canonical order equal to 0. Let \( D \) be an irreducible smooth curve transverse to the exceptional divisor \( F \) at a generic point. We choose \( A = O_D \) and consider \((\psi_1, ..., \psi_r)\) generators of \( A \) as a \( O_X \)-module. In that case \( R_\text{reg}(A(\psi_1,...,\psi_r)) \) equals \( \mathbb{N} \), and hence we have the equality \( \text{cond}(R_\text{reg}(A(\psi_1,...,\psi_r))) = 0 \). By Proposition 4.33(1), if \((M, (\phi_1, ..., \phi_r))\) is the pair associated with \((A, (\psi_1, ..., \psi_r))\) by Theorem 4.18, the sheaf \( M \) is full.

The sheaf \( M \) is special. Indeed, since the sections \((\psi_1, ..., \psi_r)\) generate \( A \) as a \( O_X \)-module, the third map in the exact sequence

\[
0 \to \pi_*N \to O_X(\psi_1,...,\psi_r) \to \pi_*A \to R^1\pi_*N \to R^1\pi_*O_X^r \to 0
\]

is surjective.

By Proposition 5.5 the resolution \( \pi : \check{X} \to (X,x) \) is the minimal adapted resolution to the module \( \pi_*M \). Finally, by Theorem 5.9 the reflexive \( O_X \)-module \( \pi_*M \) is special.

Non-freeness holds because by construction \( M \) has non-trivial first Chern class. \( \square \)

The next proposition explains the structure of degeneracy modules of special reflexive modules for sets of generic sections.
Proposition 5.13. Let $X$ be a Stein normal surface with Gorenstein singularities. Let $M$ be a special reflexive $\mathcal{O}_X$-module of rank $r$. Let $(\phi_1, \ldots, \phi_r)$ be $r$ generic sections. Let $C$ be the degeneracy module of $(M, (\phi_1, \ldots, \phi_r))$, and let $C'$ be its support. Let $n : \tilde{C} \to C$ be the normalization. Then we have the isomorphism $\mathcal{C} \cong n_* \mathcal{O}_{\tilde{C}}$.

Conversely, let $C \subset X$ be a reduced curve and $n : \tilde{C} \to C$ be its normalization. Let $(\psi_1, \ldots, \psi_r)$ be a set of generators of $n_* \mathcal{O}_{\tilde{C}}$ as a $\mathcal{O}_X$-module. Let $(\mathcal{M}, (\phi_1, \ldots, \phi_r))$ be the pair associated with $(n_* \mathcal{O}_{\tilde{C}}, (\psi_1, \ldots, \psi_r))$ under the correspondence of Theorem 4.15. Then $M$ is a special reflexive module.

Proof. Let $\pi : \tilde{X} \to X$ be the minimal adapted resolution to $M$ and $\mathcal{M}$ be the associated full sheaf. Let $(\mathcal{A}, (\psi_1, \ldots, \psi_r))$ be the pair associated with $(\mathcal{M}, (\phi_1, \ldots, \phi_r))$ by Theorem 4.18. By Lemma 5.4 we have the isomorphism $\mathcal{A} \cong \mathcal{O}_D$ for a smooth curve meeting the exceptional divisor transversely at smooth points. By specialty and the exact sequence (10) we have the equality $\mathcal{C} = n_* \mathcal{A}$.

For the converse let $(\mathcal{M}, (\phi_1, \ldots, \phi_r))$ be the pair associated with $(n_* \mathcal{O}_{\tilde{C}}, (\psi_1, \ldots, \psi_r))$ under the correspondence of Theorem 4.15. Consider the minimal resolution $\pi : \tilde{X} \to X$ adapted to $M$. Let $\mathcal{C}$ be the strict transform of $C$ and set $\mathcal{A} := n_* \mathcal{O}_{\tilde{C}}$. By Proposition 4.33 (6), if $(\mathcal{M}, (\phi_1, \ldots, \phi_r))$ is the pair associated with $(\mathcal{A}, (\psi_1, \ldots, \psi_r))$ under Theorem 4.18 then the $\mathcal{O}_X$-module $\mathcal{M}$ is full and special. By Proposition 4.30 we have that $\pi_* \mathcal{M}$ is isomorphic to $M$. Since $\mathcal{M}$ is special, the module $M$ is special by Theorem 5.9.

Let us record an interesting property of minimal adapted resolutions of special reflexive modules:

Proposition 5.14. Let $X$ be a Stein normal surface with Gorenstein singularities. Let $M$ be a special reflexive $\mathcal{O}_X$-module of rank $r$. Let $(\phi_1, \ldots, \phi_r)$ be $r$ generic sections. Let $\pi : \tilde{X} \to X$ be the minimal adapted resolution to $M$ and $\mathcal{M}$ be the associated full sheaf. Let $(\mathcal{A}, (\psi_1, \ldots, \psi_r))$ be the pair associated with $(\mathcal{M}, (\phi_1, \ldots, \phi_r))$ by Theorem 4.18. The support of $\mathcal{A}$ is a smooth curve meeting the exceptional divisor transversely at smooth points which are located at divisors where the minimal canonical order vanishes.

Proof. We only need to prove that $D$ only meets at components where the minimal canonical order vanishes. Since $\pi : \tilde{X} \to X$ is the minimal adapted resolution we have the equality $\text{cond}((\mathcal{A}, (\psi_1, \ldots, \psi_r))) = (0, \ldots, 0)$ by Proposition 5.5. This, together with the equality $\mathcal{C} = n_* \mathcal{O}_D$ (which follows from the previous proposition), implies that $D$ only meets at components where the minimal canonical order vanishes.

5.2. The decomposition in indecomposables and the irreducible components of the degeneracy locus. Here we determine the relation between the decomposition of a special reflexive module into indecomposables, and the decomposition of its generic degeneracy locus into irreducible components. Here we work in the local case instead of the more general Stein surface case: we consider $(X, x)$ to be a normal Gorenstein surface singularity.

Proposition 5.15. Let $(X, x)$ be a normal Gorenstein surface singularity. Let $M$ be a special $\mathcal{O}_X$ module of rank $r$ and $(\phi_1, \ldots, \phi_r)$ be a set of $r$ generic sections. Let $\pi : \tilde{X} \to X$ be any resolution. Let $\mathcal{M}$ be the full $\mathcal{O}_X$-module associated to $M$. Let $(\mathcal{C}, (\psi^0_1, \ldots, \psi^0_r))$ and $(\mathcal{A}, (\psi^1_1, \ldots, \psi^1_r))$ be the results of applying Theorems 4.15 and 4.18 to $(M, (\phi_1, \ldots, \phi_r))$ and $(M, (\phi_1, \ldots, \phi_r))$ respectively. Suppose that $M$ has no free direct factors. Then there are natural bijections between the following sets

1. The indecomposable direct summands of $M$.
2. The indecomposable direct summands of $\mathcal{M}$.
3. The irreducible components of the support of $\mathcal{C}$.
(4) The irreducible components of the support of $A$.

**Proof.** The first and second sets are in a bijection via $\pi_1$. The third and fourth sets are in bijection via $\pi$. Now we show a bijection between the first and third set. For this is convenient to choose $\pi : \tilde{X} \to X$ to be the minimal resolution adapted to $M$ (or at least dominating it).

Let $C$ be the support of $C$. By Lemma 5.4 the support $\overline{C}$ of $A$ is the strict transform of $C$ by $\pi$, and decomposes as a disjoint union $\overline{C} = \bigsqcup_{j=1}^{k} \overline{\gamma}_j$ of $k$ smooth curves meeting the exceptional divisor transversely at smooth points. By Proposition 5.13 we have the isomorphism $\overline{C} \cong \pi_1^* O_{\overline{C}}$.

We have the isomorphism $\overline{O}_C = \oplus_{j=1}^{k} \overline{O}_{\gamma_j}$. For each $j$ let $(\overline{\psi}_{j,1}, ..., \overline{\psi}_{j,r_j})$ be a minimal system of $n_* O_{\gamma_j}$ as an $O_{\tilde{X}}$-module. Applying Theorem 4.15 to the pair $(n_* O_{\overline{C}}, (\overline{\psi}_{1,1}, ..., \overline{\psi}_{r_k}))$ we obtain a reflexive $O_{\tilde{X}}$-module $M'$, which has no free factors by the minimality of the set of generators of $n_* O_{\overline{C}}$. If we denote by $M'_j$ the reflexive $O_{\tilde{X}}$-module obtained by applying Theorem 4.15 to the pair $(n_* O_{\overline{C}}, (\overline{\psi}_{j,1}, ..., \overline{\psi}_{j,r_j}))$ then we have the direct sum decomposition $M' = \bigoplus_{j=1}^{k} M'_j$.

By the proof of Theorem 4.15 we have that each of $M$ and $M'$ is isomorphic to the dual of the module of relations of a minimal set of generators of $n_* O_{\overline{C}}$ as $O_{\tilde{X}}$-module. Hence $M$ and $M'$ are isomorphic.

In order to finish the proof we have to show that each $M'_j$ is indecomposable. Let $M'_j = \oplus_{v=1}^{m_j} M'_{j,v}$ be the decomposition in indecomposable reflexive modules. Since $M$ does not have free factors no one of the factors is free. For each $v = 1, ..., m_j$ choose a generic system of sections $(\overline{\phi}_{j,v,1}, ..., \overline{\phi}_{j,v,n_{j,v}})$. Since the minimal resolution adapted to a reflexive module dominates the minimal resolution adapted to each of its direct factors we conclude that $\pi : \tilde{X} \to X$ dominates the minimal resolution adapted to $M$. Denote by $M'_{j,v}$ be the full $O_{\tilde{X}}$-module associated to $M'_{j,v}$. Let $(\overline{\psi}_{j,v,1}, ..., \overline{\psi}_{j,v,n_{j,v}})$ be the pair with $M'_{j,v}$ by the pair associated with $(M'_{j,v}, (\overline{\phi}_{j,v,1}, ..., \overline{\phi}_{j,v,n_{j,v}}))$ by Theorem 4.18. By Lemma 5.4 the support of $A_{j,v}$ is a disjoint union of smooth curves meeting the exceptional divisor transversely at smooth points. Such collection of curves is non-empty since the $O_{\tilde{X}}$-module $M'_{j,v}$ is non-free.

The full $O_{\tilde{X}}$-module $M$ associated to $M$ is the direct sum of the modules $M'_{j,v}$ when $j$ and $v$ vary. Taking the union of the system of sections $(\overline{\phi}_{j,v,1}, ..., \overline{\phi}_{j,v,n_{j,v}})$ letting $j$ and $v$ vary we find a system of sections of $M$, whose degeneracy locus is a disjoint union of smooth curves in $\tilde{X}$ meeting the exceptional divisor transversely at smooth points. Moreover there is at least a meting point for each pair of indexes $(j, v)$, since the full sheaf $M'_{j,v}$ is not free. Consequently, if at least one $M'_j$ is not indecomposable the number of meeting points is strictly larger than $k$.

On the other hand we know that the degeneracy locus of $M$ for a system of generic sections is a disjoint union of smooth curves in $\tilde{X}$ meeting the exceptional divisor transversely at $k$ smooth points. The system of sections obtained as the union of $(\overline{\phi}_{j,v,1}, ..., \overline{\phi}_{j,v,m_{j,v}})$ letting $j$ and $v$ vary, may be deformed continuously into a system of generic sections, and the corresponding degeneracy loci deform flatly. Since it is impossible to deform a curve meeting transversely the exceptional divisor in strictly more than $k$ points into a curve meeting transversely the exceptional divisor in precisely $k$ points, we deduce that each $M'_j$ is indecomposable. \qed

6. The cohomology of full sheaves on normal Stein surfaces with Gorenstein singularities

The main objective of this section is to prove to following theorem.

**Theorem 6.1.** Let $X$ be a Stein normal surface with Gorenstein singularities. Let $M$ be a reflexive $O_X$-module of rank $r$. Let $\pi : \tilde{X} \to X$ be a small resolution with respect to the Gorenstein form,
let \( Z_k \) be the canonical cycle at \( \tilde{X} \), (see Definition 2.1). Let \( \mathcal{M} \) be the full \( \mathcal{O}_{\tilde{X}} \)-module associated to \( M \). Let \( d \) be the specialty defect of \( \mathcal{M} \). Then we have the equality
\[
\dim \mathbb{C}(R^1\pi_*\mathcal{M}) = rpg - [c_1(\mathcal{M})] \cdot [Z_k] + d.
\]

This theorem will be very important in the following section. It will allow us to prove that a full special sheaf on a Gorenstein surface is determined by its first Chern class in the minimal adapted resolution. An immediate Corollary of the theorem and Proposition 5.14 shows how to use the cohomology of full sheaves as a resolution invariant for reflexive modules.

**Corollary 6.2.** Let \( X \) be a Stein normal surface with Gorenstein singularities. Let \( M \) be a special reflexive \( \mathcal{O}_X \)-module of rank \( r \). Let \( \pi : \tilde{X} \to X \) be a small resolution with respect to the Gorenstein form. Let \( M \) be the full \( \mathcal{O}_{\tilde{X}} \)-module associated to \( M \). Then the resolution is the minimal adapted resolution if and only if we have the equality
\[
\dim \mathbb{C}(R^1\pi_*\mathcal{M}) = rpg.
\]

**Proof.** [Proof of Theorem 6.1] The Theorem is local in the base \( X \). Therefore we may assume that \((X,x)\) is a normal Gorenstein germ. Then we have dualizing modules \( \omega_X = \mathcal{O}_X \) and \( \omega_{\tilde{X}} = \Lambda^2\Omega_{\tilde{X}} = \pi^*\mathcal{O}_X \).

The proof occupies the rest of the section, including some intermediate results, which we will single out as separate Lemmata and Propositions. Let us start with some preliminary work.

Let \( M, \pi : \tilde{X} \to X, Z_k, \mathcal{M}, r \) and \( d \) be as in the statement of the Theorem. Take \( r \) generic sections and consider the exact sequence obtained by the sections
\[
0 \to \mathcal{O}_{\tilde{X}}^r \to \mathcal{M} \to A' \to 0,
\]
and its dual
\[
0 \to N \to \mathcal{O}_{\tilde{X}}^r \to A \to 0,
\]
where \( A = \mathbb{E}_{\mathcal{O}_{\tilde{X}}}^1 (A', \mathcal{O}_{\tilde{X}}) \).

Since dualizing the first morphism of (42) we recover the first morphism of (41) back, we deduce that
\[
A' \equiv \mathbb{E}_{\mathcal{O}_{\tilde{X}}}^1 (A, \mathcal{O}_{\tilde{X}}).
\]

Applying the functor \( \pi_* - \) to the exact sequence (42) we get
\[
0 \to N \to \mathcal{O}_{\tilde{X}}^r \to \pi_*A \to R^1\pi_*N \to R^1\pi_*\mathcal{O}_{\tilde{X}}^r \to 0,
\]

where \( N = \pi_*N \) and, by Lemma 3.6, the module \( N \) is equal to the module \( M' \).

The last exact sequence can be split as follows
\[
0 \to N \to \mathcal{O}_{\tilde{X}}^r \to \mathcal{C} \to 0, \\
0 \to \mathcal{C} \to \pi_*A \to \mathcal{D} \to 0, \\
0 \to \mathcal{D} \to R^1\pi_*N \to R^1\pi_*\mathcal{O}_{\tilde{X}}^r \to 0,
\]

where \( \text{length}(\mathcal{D}) = d \).

Dualizing the first and second exact sequence we obtain
\[
0 \to \mathcal{O}_{\tilde{X}}^r \to M \to \mathcal{H} \to \text{Ext}^1_{\mathcal{O}_X} (\mathcal{C}, \mathcal{O}_X) \to 0,
\]
Proof. Denote by \(\theta\) the map that makes the diagram commute.

Since \((X, x)\) is Gorenstein and \(\pi : \tilde{X} \to X\) is small with respect to the Gorenstein form we have the exact sequence

\[
0 \to \omega_{\tilde{X}} \to \mathcal{O}_{\tilde{X}} \to \mathcal{O}_{Z_X} \to 0.
\]

Applying the functor \(\pi_*\) to the exact sequence \((41)\), using the identification \((43)\) and comparing with the exact sequence \((44)\) we obtain the diagram

\[
\begin{array}{ccccccc}
0 & \to & \mathcal{O}_{\tilde{X}} & \to & M & \to & \text{Ext}_X^1(C, \mathcal{O}_X) & \to 0 \\
\downarrow \text{Id} & & \text{Id} & & \downarrow \theta & & \downarrow \text{Id} & \\
0 & \to & \mathcal{O}_{\tilde{X}} & \to & M & \to & \pi_* \mathcal{O}_{\tilde{X}} & \to 0
\end{array}
\]

(46)

where \(\text{Id}\) is the identity and \(\theta\) is the map that makes the diagram commute.

Lemma 6.3. The diagram commutes.

Proposition 6.4. We have the equality

\[
\dim_{\mathbb{C}}(R^1 \pi_* \mathcal{M}) = r_{p_\mathcal{M}} - \dim_{\mathbb{C}}(\pi_* \mathcal{O}_{\tilde{X}}(\mathcal{A}, \mathcal{O}_{X})) + \dim_{\mathbb{C}}(\text{Ext}^2_{\mathcal{O}_{\tilde{X}}}(\mathcal{D}, \mathcal{O}_X)).
\]
Proof. Applying the functor $\mathcal{H}om(-,-)$ to the exact sequences (42) and (47) we get

$$
\begin{array}{c}
0 & 0 & 0 \\
0 & \omega_{\tilde{X}} & M \otimes \omega_{\tilde{X}} & \mathcal{E}(A,\omega_{\tilde{X}}) & 0 \\
0 & \mathcal{O}_{\tilde{X}} & M & \mathcal{E}(A,\mathcal{O}_{\tilde{X}}) & 0 \\
0 & \mathcal{O}_{Z_k} & M \otimes \mathcal{O}_{Z_k} & \mathcal{E}(A,\mathcal{O}_{Z_k}) & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}
$$

Applying the functor $\pi_*-$ to the last commutative diagram we get

$$
\begin{array}{c}
0 & 0 & 0 \\
0 & \pi_*\omega_{\tilde{X}} & \pi_*(M \otimes \omega_{\tilde{X}}) & \pi_* \mathcal{E}(A,\omega_{\tilde{X}}) & 0 \\
0 & \mathcal{O}_{\tilde{X}} & M & \pi_* \mathcal{E}(A,\mathcal{O}_{\tilde{X}}) & 0 \\
0 & \pi_* \mathcal{O}_{Z_k} & \pi_*(M \otimes \mathcal{O}_{Z_k}) & \pi_* \mathcal{E}(A,\mathcal{O}_{Z_k}) & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}
$$

By this diagram we get

$$
\dim C(R^1\pi_*\mathcal{M}) = rp_g - \dim C(\text{Im}(\alpha)), \\
\dim C(\pi_* \mathcal{E}(A,\mathcal{O}_{Z_k})) = \dim C(\pi_* \mathcal{E}(A,\mathcal{O}_{\tilde{X}}) / \pi_* \mathcal{E}(A,\omega_{\tilde{X}})),
$$

and

$$
\dim C(\text{Im} \alpha) = \dim C(\pi_* \mathcal{E}(A,\mathcal{O}_{\tilde{X}}) / \ker \alpha) = \dim C(\pi_* \mathcal{E}(A,\mathcal{O}_{\tilde{X}}) / \text{Im} h).
$$

Now by (46) we have $\text{Im} h = \text{Ext}^1_{\mathcal{O}_{\tilde{X}}} (\mathcal{C}, \mathcal{O}_{\tilde{X}})$. 

Hence by the previous equality, (52), (54) and (56) we get
\[
\text{dim}_C(\text{Im} \alpha) = \text{dim}_C(\pi_* \mathcal{Ext}_X^1(A, O_X) / \text{Im} h) \\
= \text{dim}_C(\pi_* \mathcal{Ext}_X^1(A, O_X) / \mathcal{Ext}_X^1(C, O_X)) \\
= \text{dim}_C(\pi_* \mathcal{Ext}_X^1(A, O_X) / \mathcal{Ext}_X^1(\pi_* A, O_X)) - \text{dim}_C(\mathcal{Ext}_X^2(D, O_X)) \\
= \text{dim}_C(\pi_* \mathcal{Ext}_X^1(A, O_X) / \mathcal{Ext}_X^1(\pi_* A, O_X)) - \text{dim}_C(\mathcal{Ext}_X^2(D, O_X)).
\]
(53)

Let \(c\) and \(\epsilon\) be the morphisms given in the diagram (54). Now by (54) and by Lemma 6.5 we have
\[
\text{dim}_C(\text{Im} \alpha) = \text{dim}_C(\pi_* \mathcal{Ext}_X^1(A, O_X) / \mathcal{Ext}_X^1(\pi_* A, O_X)) - \text{dim}_C(\mathcal{Ext}_X^2(D, O_X)) \\
= \text{dim}_C(\pi_* \mathcal{Ext}_X^1(A, O_X) / \mathcal{Ext}_X^1(\pi_* A, O_X)) - \text{dim}_C(\mathcal{Ext}_X^2(D, O_X)).
\]
(54)

Therefore by (53) and (54) we get the desired equality. \(\square\)

By the Proposition 6.4 to prove Theorem 6.1 it is enough to prove the equalities
\[
\text{dim}_C(\pi_* \mathcal{Ext}_X^1(A, O_{Z_k})) = [c_1(M)] \cdot [Z_k], \\
\text{dim}_C(\mathcal{Ext}_X^2(D, O_X)) = d.
\]

The following lemma gives us the first equality.

**Lemma 6.5.** Let \(A_1\) and \(A_2\) be two Cohen-Macaulay \(O_X\)-modules of dimension one such that \(A_1\) is contained in \(A_2\), the quotient \(A_2/A_1\) is finitely supported and the support of each sheaf intersects the exceptional divisor in finitely many points. Then we have the equality
\[
\text{dim}_C(\pi_* \mathcal{Ext}_X^1(A_1, O_{Z_k})) = \text{dim}_C(\pi_* \mathcal{Ext}_X^1(A_2, O_{Z_k})).
\]

**Proof.** Let \(A_1\) and \(A_2\) as in the statement. We have the exact sequence
\[
0 \to A_1 \to A_2 \to A_2/A_1 \to 0.
\]

Applying the functor \(\mathcal{H}om_{O_X}(-, O_{Z_k})\) to the last exact sequence we get
\[
0 \to \mathcal{H}om_{O_X}(A_2/A_1, O_{Z_k}) \to \mathcal{H}om_{O_X}(A_2, O_{Z_k}) \to \mathcal{H}om_{O_X}(A_1, O_{Z_k}) \to 0.
\]

(55)

Since \(A_1\) and \(A_2\) are Cohen-Macaulay sheaves of dimension one and the support of each sheaf intersects the exceptional divisor finitely we have
\[
\mathcal{H}om_{O_X}(A_2, O_{Z_k}) = \mathcal{H}om_{O_X}(A_1, O_{Z_k}) = 0, \\
\mathcal{Ext}_X^2(A_2, O_{Z_k}) = \mathcal{Ext}_X^2(A_1, O_{Z_k}) = 0.
\]

The second equality uses Auslander-Buchbaum formula and the fact that each \(A_i\) has depth 1.
The equality Proposition 6.6.

Proof. By the previous Lemma it is enough to assume that \( \mathcal{O}_X \) is \( \mathbb{C}[x, y] \) and \( Z_K \) is \( \mathcal{O}_X/(f) \) for some function \( f \).

Now by (55) and (56) we just need to prove the following equality

\[
\dim \mathbb{C}(\text{Ext}^1_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_{Z_K})) = \dim \mathbb{C}(\text{Ext}^2_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_{Z_K})).
\]

Consider the following resolution of \( \mathcal{O}_{Z_K} \)

\[
0 \longrightarrow \mathcal{O}_X \xrightarrow{f} \mathcal{O}_X \longrightarrow \mathcal{O}_{Z_K} \longrightarrow 0.
\]

Applying the functor \( \text{Hom}_{\mathcal{O}_X}(A_2/A_1, -) \) to the last exact sequence we get

\[
0 \longrightarrow \text{Hom}_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_X) \longrightarrow \text{Hom}_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_X) \longrightarrow \text{Hom}_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_{Z_K})
\]

Now since the support of \( A_2/A_1 \) is zero dimensional, we have by Theorem 3.1

\[
\text{Ext}^1_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_X) = 0.
\]

By the previous equality and the exact sequence (59) we get

\[
0 \longrightarrow \text{Ext}^1_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_{Z_K}) \longrightarrow \text{Ext}^2_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_X) \longrightarrow \text{Ext}^2_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_{Z_K}) \longrightarrow 0.
\]

Taking \( \mathbb{C} \)-dimensions we immediately obtain:

\[
\dim \mathbb{C}(\text{Ext}^1_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_{Z_K})) = \dim \mathbb{C}(\text{Ext}^2_{\mathcal{O}_X}(A_2/A_1, \mathcal{O}_{Z_K})).
\]

\[\square\]

**Proposition 6.6.** The equality \( \dim \mathbb{C}(\pi_* \text{Ext}^1_{\mathcal{O}_X}(A, \mathcal{O}_{Z_k})) = [c_1(M)] \cdot [Z_k] \) holds.

**Proof.** By the previous Lemma it is enough to assume that \( A \) is isomorphic to \( \mathcal{O}_{\overline{C}} \), where \( \overline{C} \) is the support of \( A \). A direct computation of \( \text{Ext}^1_{\mathcal{O}_X}(\mathcal{O}_{\overline{C}}, \mathcal{O}_{Z_k}) \) gives the result. \[\square\]

**Proposition 6.7.** The equality \( \dim \mathbb{C}(\text{Ext}^2_{\mathcal{O}_X}(D, \mathcal{O}_X)) = \dim \mathbb{C}(D) = d \) holds.

**Proof.** Using Theorem 3.1 one easily reduces by induction on \( \dim \mathbb{C}(D) \) to the case \( D = \mathbb{C}_p \), where \( \mathbb{C}_p \) is the skyscraper sheaf at a point \( p \) with stalk \( \mathbb{C} \). A direct computation shows that case. \[\square\]

The proof of Theorem 6.4 is complete now. \[\square\]
7. The classification and structure of special reflexive modules

7.1. The combinatorial classification. Let \((X, x)\) be a normal surface singularity. Lemma 5.4 allows to define the resolution graph of a reflexive module. Denote by \(M\) a reflexive \(\mathcal{O}_X\)-module, \(\pi: (\tilde{X}, E) \to (X, x)\) the minimal adapted resolution to \(M\), \(\mathcal{M}\) the full sheaf associated to \(M\) and \(r\) the rank of \(\mathcal{M}\). Take \(r\) generic sections of \(\mathcal{M}\) and consider the exact sequence given by the sections

\[
0 \to \mathcal{O}_X^r \to \mathcal{M} \to \mathcal{A}' \to 0.
\]

By Lemma 5.4 the sheaf \(\mathcal{A}'\) is isomorphic to \(\mathcal{O}_D\), where \(D\) is a smooth curve meeting the exceptional divisor transversely at smooth points. We construct a graph as follows:

1. Let \(G^0_M\) be the dual graph of \(\tilde{X}\) of the minimal good resolution that dominates \(\pi\), weighted with the self-intersection and the genus of each component (see [29]).
2. In each vertex \(v_i\), add as many arrows as the first Chern class of \(M\) intersects the exceptional divisor \(E_i\). Call the resulting decorated graph \(G_M\).

Definition 7.1. The resolution graph \(G_M\) of the module \(M\) is the graph described in the previous construction.

In the next theorem we characterize combinatorially resolution graphs of special modules over Gorenstein surface singularities. By a negative plumbing graph we mean the dual graph of a good resolution of a surface singularity. The property of being numerically Gorenstein only depends on the plumbing graph. In this case there is a canonical cycle with integral coefficients (see [29]).

Theorem 7.2. Let \(G\) be a negative definite plumbing graph, such that to some of its vertices there are a finite number of arrows attached. There is a Gorenstein surface singularity \((X, x)\) and a special reflexive module whose resolution graph is isomorphic to \(G\) if and only if each of the following properties is satisfied:

1. the graph is numerically Gorenstein.
2. if a vertex has genus 0, self intersection \(-1\) and has at most two neighboring vertices, then it supports at least 1 arrow.
3. if a vertex supports arrows then its coefficient in the canonical cycle equals 0.

Proof. Property (1) is necessary because Gorenstein implies numerically Gorenstein. Property (2) holds by the minimality of the good resolution dominating the minimal adapted resolution. Property (3) is a direct consequence of Proposition 5.14.

Conversely, let \(G\) be a graph satisfying all the properties. By [29] there is a Gorenstein normal surface singularity \((X, x)\) who has a resolution with plumbing graph equal to the result of deleting the arrows of \(G\). Let \(\pi: \tilde{X} \to X\) be such a resolution. Let \(D \subset \tilde{X}\) be a smooth curvette meeting the exceptional divisor \(E\) transversely at smooth points, and so that for each vertex \(v\) of \(V\) the number of components of \(D\) meeting the irreducible component \(E_v\) of \(E\) corresponding to \(v\), is exactly the number of arrows attached to \(v\).

Define \(A := \mathcal{O}_D\) and let \(\psi_1, ..., \psi_r\) be a set of generators of \(\pi_*A\) as an \(\mathcal{O}_X\)-module. Since \(A\) is equal to \(\mathcal{O}_D\) and the canonical order at the components \(E_v\) met by \(D\) is 0, choosing \(D\) generic enough we conclude that cond(\(\mathcal{R}_A(\psi_1, ..., \psi_r)\)) = (0, ..., 0). Hence, by Proposition 4.33 (1), we deduce that if \((\mathcal{M}, (\phi_1, ..., \phi_r))\) is the result of applying the bijection of Theorem 4.13 to \((A, (\psi_1, ..., \psi_r))\) then \(\mathcal{M}\) is full. It is also special since \(\psi_1, ..., \psi_r\) generate \(A\) as an \(\mathcal{O}_X\)-module (same argument than at the proof of Corollary 5.12).
By Proposition 5.5 the resolution \( \pi : \tilde{X} \to X \) is the minimal resolution adapted to \( \pi_* \mathcal{M} \), and by Theorem 5.9 the module \( \pi_* \mathcal{M} \) is special. It is clear by construction that the resolution graph of \( \pi_* \mathcal{M} \) equals \( \mathcal{G} \). □

A consequence of the previous Theorem and Proposition 5.15 is the following corollary

**Corollary 7.3.** Let \( \mathcal{G} \) be a negative definite plumbing graph, such that to some of its vertices there are a finite number of arrows attached. There is a Gorenstein surface singularity \((X, x)\) and an indecomposable special reflexive module whose resolution graph is isomorphic to \( \mathcal{G} \) if and only if the conditions of the previous Theorem hold and in addition \( \mathcal{G} \) has only one arrow.

### 7.2. The first Chern class of a module at its minimal adapted resolution

Let \( X \) be a Stein normal surface with Gorenstein singularities. Here we study the relation of a reflexive \( \mathcal{O}_X \)-module and its first Chern class in the Picard group of its minimal adapted resolution. We show that if the module is special then the first Chern class determines the module, providing a vast generalization of the corresponding result of Artin and Verdier for rational double points [2].

Let \( \mathcal{M} \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \). Let \( \pi : \tilde{X} \to X \) be the minimal resolution adapted to \( \mathcal{M} \), denote by \( E \) the exceptional divisor. Let \( \mathcal{M} \) be the full \( \mathcal{O}_{\tilde{X}} \)-module associated to \( \mathcal{M} \). The first Chern class of \( \mathcal{M} \) in \( \text{Pic}(\tilde{X}) \) is the class determined by the determinant bundle \( L := \text{det}(\mathcal{M}) \).

**Proposition 7.4.** The full \( \mathcal{O}_{\tilde{X}} \)-module \( \mathcal{M} \) is an extension of the determinant line bundle \( L \) by \( \mathcal{O}_X^{r-1} \).

**Proof.** Take \( r \) generic sections \((\phi_1, ..., \phi_r)\) of \( \mathcal{M} \) and consider the exact sequence given by the sections

\[
0 \to \mathcal{O}_X^{r-1} \to \mathcal{M} \to A' \to 0.
\]

Since the resolution is the minimal adapted resolution we have that \( A' \) is isomorphic to \( \mathcal{O}_D \), where \( D \) is a smooth curve meeting the exceptional divisor \( E \) transversely at smooth points by Lemma 5.3.

Locally in a trivializing open subset \( U \) of the locally free sheaf \( \mathcal{M} \) we have that the sections can be written as follows

\[
Q = \begin{pmatrix}
q_{11} & q_{12} & \cdots & q_{1r} \\
\vdots & \vdots & \ddots & \vdots \\
q_{r1} & q_{12} & \cdots & q_{rr}
\end{pmatrix}
\]

where each \( q_{ij} \) is an element of \( \mathcal{O}_{\tilde{X}}(U) \).

Therefore \( p \) belongs to \( D \) if and only if the determinant of \( Q(p) \) is equal to zero.

Since \( D \) is smooth, the matrix \( Q \) must have at least \( r-1 \) columns linearly independent. Therefore we can choose \( r-1 \) sections linearly independent everywhere. By genericity of the system of sections \((\phi_1, ..., \phi_r)\) we may assume that these sections are \((\phi_1, ..., \phi_{r-1})\). These sections give us the exact sequence

\[
0 \to \mathcal{O}_X^{r-1} \to \mathcal{M} \to L \to 0,
\]

where \( L \) is the line bundle \( \text{det}(\mathcal{M}) \). □

Now we assume that \( \mathcal{M} \) is special and \((X, x)\) is Gorenstein and prove stronger properties.

**Lemma 7.5.** The dimension of \( R^1 \pi_* L \) is \( p_g \).
Proof. By Proposition 5.14 the resolution $\pi : \tilde{X} \to X$ is small with respect to the Gorenstein form (hence the canonical cycle $Z_K$ is non-negative), and moreover $D$ does not meet the support of $Z_K$. Therefore we have

$$\text{Tor}_1^{O_{\tilde{X}}}(O_D, O_{Z_K}) = 0,$$
$$O_D \otimes O_{Z_K} = 0.$$

By these equalities, applying $- \otimes O_{Z_K}$ the exact sequence

$$(62) \quad 0 \to O_{\tilde{X}} \to \mathcal{L} \to O_D \to 0,$$

we get

$$(63) \quad O_{Z_K} \cong \mathcal{L} \otimes O_{Z_K}.$$\)

Now applying the functor $\pi_* -$ to the exact sequence (62) and using the last isomorphism we obtain

$$0 \to \pi_* O_{\tilde{X}} \to \pi_* \mathcal{L} \to \pi_* O_D \to R^1 \pi_* O_{\tilde{X}} \to R^1 \pi_* \mathcal{L} \to 0.$$

Since the diagram commutes and $R^1 \pi_* O_{\tilde{X}}$ and $R^1 \pi_* O_{Z_K}$ are isomorphic we conclude that $R^1 \pi_* O_{\tilde{X}}$ and $R^1 \pi_* \mathcal{L}$ have the same dimension. \hfill $\square$

**Theorem 7.6.** Let $X$ be a Stein normal surface with Gorenstein singularities. Let $M$ be a special $O_X$-module without free factors. Let $\pi : \tilde{X} \to X$ be the minimal resolution adapted to $M$, and $\mathcal{M}$ the full $O_{\tilde{X}}$-module associated to $M$. The module $\mathcal{M}$ (and equivalently $M$) is determined by its first Chern class in $\text{Pic}(\tilde{X})$.

Proof. Applying the functor $\pi_* -$ to the exact sequence (61) we get

$$0 \to \pi_* O_{\tilde{X}}^{r-1} \to \pi_* \mathcal{M} \to \pi_* \mathcal{L} \to R^1 \pi_* O_{\tilde{X}}^{r-1} \to R^1 \pi_* \mathcal{M} \to R^1 \pi_* \mathcal{L} \to 0.$$ \hfill (64)

Since

$$\dim (R^1 \pi_* \mathcal{M}) = rp_g \quad \text{by Corollary 6.2}$$
$$\dim (R^1 \pi_* \mathcal{L}) = \dim (R^1 \pi_* O_{\tilde{X}}) = p_g \quad \text{by Lemma 7.5},$$

we get that the exact sequence (64) split as follows

$$0 \to \pi_* O_{\tilde{X}}^{r-1} \to \pi_* \mathcal{M} \to \pi_* \mathcal{L} \to 0.$$ \hfill (65)

Therefore $\pi_* \mathcal{M} \in \text{Ext}^1_{O_{\tilde{X}}} (\pi_* \mathcal{L}, O_{\tilde{X}}^{r-1})$. Since the module $\pi_* \mathcal{M}$ is reflexive and without free factors we conclude the proof by Lemma 1.9.ii in [2] (this Lemma globalizes to the Stein surface situation that we are considering here). \hfill $\square$
7.3. The classification of special reflexive modules on Gorenstein surface singularities.

Before we state and prove the classification theorem we need the following lemma.

**Lemma 7.7.** Let \((X, x)\) be a normal Gorenstein surface singularity and \(\pi: \tilde{X} \to X\) be a resolution which is small with respect to the canonical form such that for some irreducible component \(E_i\) of the exceptional divisor \(E\) we have \(E_i \not\subseteq \text{Supp}(Z_k)\). If \(D_1\) and \(D_2\) are two irreducible curvettes, each one transverse to \(E_i\) at regular points of \(E\), then we have an isomorphism of line bundles \(\mathcal{O}_{\tilde{X}}(-D_1) \cong \mathcal{O}_{\tilde{X}}(-D_2)\).

**Proof.** We want to prove that \(\mathcal{O}_{\tilde{X}}(-D_1 + D_2)\) is isomorphic to \(\mathcal{O}_{\tilde{X}}\).

Consider the exponential exact sequence

\[
0 \to \mathcal{O}_{\tilde{X}} \to \mathcal{O}_{\tilde{X}} \rightarrow \mathcal{O}_{\tilde{X}}^* \to 0.
\]

Applying the functor \(\pi_*\) to the previous exact sequence we get

\[
\ldots \to H^1(\hat{X}, \mathbb{Z}) \to H^1(\hat{X}, \mathcal{O}_{\tilde{X}}) \to H^1(\hat{X}, \mathcal{O}_{\tilde{X}}^*) \to \delta \to H^2(\hat{X}, \mathbb{Z}) \to 0.
\]

We know that the Picard group of \(\hat{X}\) is \(H^1(\hat{X}, \mathcal{O}_{\tilde{X}}^*)\) and the morphism \(\delta\) is given by taking the first Chern class in cohomology.

By hypothesis we know that \(\delta(\mathcal{O}_{\tilde{X}}(-D_1 + D_2)) = 0\). By the exact sequence \((66)\) we get that there exist an element \(f \in H^1(\hat{X}, \mathcal{O}_{\tilde{X}})\) such that the line bundle given by \(\exp(f)\) is isomorphic to \(\mathcal{O}_{\tilde{X}}(-D_1 + D_2)\).

Denote by \(E\) the exceptional divisor of \(\pi\). By the location of the curvettes \(D_1\) and \(D_2\), an easy \(\check{\text{C}}\)ech cohomology computation shows that there exists a finite Stein cover \(U = \{U_i\}_{i \in I}\) so that \(f \in H^1(\hat{X}, \mathcal{O}_{\tilde{X}}) = H^1(U, \mathcal{O}_{\tilde{X}})\) is represented by a 1-cocycle \([f_{i,j}]\) with \(f_{i,j} \in \mathcal{O}_{\tilde{X}}(U_i \cap U_j)\) so that \(f_{i,j} = 0\) unless \(U_i \cap U_j \cap E\) is included in \(E_i \setminus \text{Sing}(E)\).

Since the resolution is small with respect to the Gorenstein form, we have the exact sequence

\[
0 \to \omega_{\tilde{X}} \to \mathcal{O}_{\tilde{X}} \to \mathcal{O}_Z \to 0.
\]

Applying the functor \(\pi_* -\) and by Grauert-Riemenschneider Vanishing Theorem we get that the homomorphism

\[
H^1(\hat{X}, \mathcal{O}_{\tilde{X}}) \to H^1(\hat{X}, \mathcal{O}_Z)
\]

is an isomorphism. Since the image of the \(\check{\text{C}}\)ech cocycle \([f_{i,j}]\) under this isomorphism is obviously zero for having empty support \((Z_k\) does not have support in \(E_i)\), we deduce that \(f = 0\) in \(H^1(\hat{X}, \mathcal{O}_{\tilde{X}})\). This implies that \(\mathcal{O}_{\tilde{X}}(-D_1 + D_2)\) is the trivial line bundle. \(\square\)

**Definition 7.8.** Let \((X, x)\) be a normal surface singularity and \(\pi: \tilde{X} \to X\) be a resolution. Any irreducible component \(E_i\) of the exceptional divisor is called a divisor over \(X\).

**Remark 7.9.** Let \(E_1, \ldots, E_n\) be a collection of divisors over \(X\). Then there exists a unique minimal resolution \(\pi: \tilde{X} \to X\) such that \(E_1, \ldots, E_n\) are irreducible components of the exceptional divisor.

Now we present the classification theorem:

**Theorem 7.10.** Let \((X, x)\) be a Gorenstein surface singularity. Then there exists a bijection between the following sets:

1. The set of special \(\mathcal{O}_X\)-modules without free factors up to isomorphism.
(2) The set of finite pairs \((E_1, n_1), \ldots, (E_t, n_t)\) where each \(E_i\) is a divisor over \(X\) and \(n_i\) is a positive integer, such the minimal resolution adapted to \(M\) with exceptional divisor \(E = \bigcup_{i=1}^{t} E_i\). Denote by \(\mathcal{M}\) the full sheaf associated to \(M\) and by \(n_j = c_1(\mathcal{M}) \cdot E_j\) for \(j = 1, \ldots, t\). We associate to the module \(M\) the pairs \((E_1, n_1), \ldots, (E_t, n_t)\) such that \(n_j\) is different form zero.

In order to prove the surjectivity of the previous assignment consider \((E_1, n_1), \ldots, (E_t, n_t)\) where each \(E_i\) is a divisor over \(X\) and \(n_i\) is a positive integer and denote by \(\pi: \tilde{X} \to X\) be the resolution given by Remark 7.9. The divisors are so that \(\pi: \tilde{X} \to X\) be the minimal resolution adapted to the Gorenstein form and the Gorenstein form does not have any pole in the components \(E_1, \ldots, E_t\).

PROOF. Let \(M\) be a special \(\mathcal{O}_X\)-module and \(\pi: \tilde{X} \to X\) be the minimal resolution adapted to \(M\) with exceptional divisor \(E = \bigcup_{i=1}^{t} E_i\). Denote by \(\mathcal{M}\) the full sheaf associated to \(M\) and by \(n_j = c_1(\mathcal{M}) \cdot E_j\) for \(j = 1, \ldots, l\). We associate to the module \(M\) the pairs \((E_1, n_1), \ldots, (E_k, n_k)\) such that \(n_j\) is different form zero.

By Proposition 4.33, (1) the module \(M\) is a divisor over \(X\) such that \(E\) is a divisor over \(X\) with exceptional divisor \(E\) such that \(n\) is different form zero.

In order to prove the surjectivity of the previous assignment consider \((E_1, n_1), \ldots, (E_t, n_t)\) where each \(E_i\) is a divisor over \(X\) and \(n_i\) is a positive integer and denote by \(\pi: \tilde{X} \to X\) be the minimal resolution adapted to the Gorenstein form and the Gorenstein form does not have any pole in the components \(E_1, \ldots, E_t\).

By Proposition 4.36, we have that \(\pi: \tilde{X} \to X\) be a minimal set of generators of \(\pi_\ast \mathcal{O}_D\) as an \(\mathcal{O}_X\)-module. Since the injectivity follows from Theorem 7.6 and Lemma 7.7.

Remark 7.11. If the union of curvettes \(D\) in the previous proof is chosen generic then the obtained module \(M\) does not have free factors.

PROOF. By the previous theorem there is a unique reflexive \(\mathcal{O}_X\)-module \(M_0\) without free factors associated with the set of pairs \((E_1, n_1), \ldots, (E_t, n_t)\). Let \(r\) be its rank and \((\phi_1, \ldots, \phi_r)\) be a set of generic sections. Let \((\mathcal{C}, (\psi_1, \ldots, \psi_r))\) be the pair associated with \((\mathcal{M}, (\phi_1, \ldots, \phi_r))\) by Theorem 4.15. Since \(M_0\) is without free factors and the sections are generic \((\psi_1, \ldots, \psi_r)\) is a minimal set of generators of \(\mathcal{C}\). Taking \(\pi: \tilde{X} \to X\) the minimal adapted resolution to \(M_0\) and using specialty and Proposition 4.36 we have that \(\mathcal{C} = \pi_\ast \mathcal{O}_D\) for a curve \(D\) as in the previous proof.

Let \(D'\) be a union of curvettes as in the proof of the previous theorem. Let \((\psi_1, \ldots, \psi_r)\) be a minimal set of generators of \(\pi_\ast \mathcal{O}_{D'}\) as an \(\mathcal{O}_X\)-module. Let \((\mathcal{M}', (\phi_1, \ldots, \phi_r))\) be the pair associated with \((\pi_\ast \mathcal{O}_{D'}, (\psi_1, \ldots, \psi_r))\) by Theorem 4.15. According with Proposition 4.36, if \(M\) is the module associated with \(D'\) by the previous proof, then we have the equality \(M = M'\).

The minimal number of generators of \(\pi_\ast \mathcal{O}_{D'}\) as an \(\mathcal{O}_X\)-module is upper semi-continuous under deformation of \(D'\). Then the minimal number of generators among all choices of \(D'\) as in the previous proof is \(r\): if it were smaller the module \(M_0\) would have rank smaller than \(r\).

Now, if \(D'\) is chosen generic the module \(M\) associated with \(D'\) by the previous proof has rank \(r\) and contains \(M_0\) as a direct factor, hence it is equal to \(M_0\).

Corollary 7.12. Let \((X, x)\) be a Gorenstein surface singularity. Then there exists a bijection between the following sets:
(1) The set of special, indecomposable $\mathcal{O}_X$-modules up to isomorphism.

(2) The set of irreducible divisors $E$ over $x$, such that any resolution of $X$ where $E$ appears, the Gorenstein form has not either zeros or poles along $E$.

**Proof.** It follows immediately from Theorem 7.10 and Proposition 5.15.

Notice that if $(X, x)$ is a rational double point, then the previous Corollary is the McKay correspondence given by Artin and Verdier [2].

**Corollary 7.13** ([2]). Let $(X, x)$ be a rational double point and denote by $\hat{X}$ the minimal resolution with exceptional divisor $E = \bigcup_{i=1}^{l} E_i$. Then there exists a bijection between the following sets:

(1) The set of reflexive, indecomposable $\mathcal{O}_X$-modules up to isomorphism.

(2) The set of irreducible divisors $E_i$ where $E_i$ is an irreducible component of the exceptional divisor $E$.

**Proof.** Since the singularity is a rational double point the following two sets are the same:

(1) The set of irreducible divisors $E_i$ where $E_i$ is an irreducible component of the exceptional divisor $E$.

(2) The set of irreducible divisors $E'_i$ where $E'_i$ is a divisor over $X$, such that the minimal resolution given by Lemma 7.9 is small with respect to the Gorenstein form and the Gorenstein form does not have any pole in the components $E'_i$.

Now the Corollary follows immediately from Corollary 7.12 and from the fact that any reflexive module on a rational double point singularity is special.

**8. Deformations of reflexive modules and full sheaves**

In the next sections we study deformations of reflexive modules. We treat simultaneously deformations over complex spaces and over complex algebroid germs (spectra of noetherian complete $\mathbb{C}$-algebras).

**8.1. The deformation functors.** We assume basic knowledge on Deformation Theory. We follow [18] as a basic reference. In order to fix terminology we recall some known definitions.

**Notation 8.1.** Let $\mathcal{Y} \to S$ be a flat morphism of two complex spaces, and $y, s$ be points in each of them. Let $\mathcal{M}$ be a $\mathcal{O}_\mathcal{Y}$-module. We will use the notation $\mathcal{M}|_s := \mathcal{M} \otimes_{\mathcal{O}_S} (\mathcal{O}_S/\mathfrak{m}_s)$, where $\mathfrak{m}_s$ denotes the maximal ideal at $s$. Clearly $\mathcal{M}|_s$ is a $\mathcal{O}_\mathcal{Y}_s$ module, where $\mathcal{Y}_s$ is the fibre of $\mathcal{Y}$ over $s$. Furthermore $(\mathcal{M}|_s)_y$ will denote the stalk of $\mathcal{M}|_s$ at $y$.

**Definition 8.2.** Let $Y$ be a either complex space or an algebroid germ and $M$ be a $\mathcal{O}_Y$-module.

(1) A deformation of $(Y, M)$ over a germ of complex space (or an algebroid germ) $(S, s)$ is a triple $(\mathcal{Y}, \hat{M}, \iota)$ where $\mathcal{Y}$ is a flat deformation of $Y$ over $S$, $\hat{M}$ is a $\mathcal{O}_\mathcal{Y}$-module which is flat over $S$, and $\iota$ is an isomorphism from $M$ to the fibre $\hat{M}|_y$.

(2) A deformation fixing $Y$ of $M$ over a germ of complex space $(S, s)$ is a deformation of $(Y, M)$ over $(S, s)$ such that $\mathcal{Y}$ is the trivial deformation $Y \times S$.

(3) Given a flat morphism $\mathcal{Y} \to S$, a flat family of modules on $\mathcal{Y}$ is a $\mathcal{O}_\mathcal{Y}$-module $\mathcal{M}$ which is flat over $S$.

(4) A flat family of $\mathcal{O}_Y$-modules fixing $Y$ is a flat family of modules on $Y \times S$. 
Deformations of a pair \((Y, M)\) form a contravariant functor \(\text{Def}_{Y, \mathcal{M}}\) from the category of germs of complex spaces to the category of sets in the usual way: morphisms of germs are transformed into mappings of set via the pull-back of deformation. Likewise deformations of \(M\) fixing the base form a contravariant functor \(\text{Def}_{\mathcal{M}}\). If we restrict to the category of spectra of Artinian \(\mathcal{C}\)-algebras, we can view the functor as a covariant functor from Artinian \(\mathcal{C}\)-algebras to sets. It is easy to check that Schlessinger conditions \((H0) – (H2)\) of Theorem 16.2 of [10] are satisfied for these two functors.

Let us remark that reflexiveness is an open property (see the next Lemma), and hence the deformation notion of Definition 8.2 is adequate as a deformation notion of reflexive sheaves.

**Lemma 8.3.** Let \(\sigma : \mathcal{Y} \to S\) be a flat family of normal surfaces. Let \(\mathcal{M}\) be a family of modules on \(\mathcal{Y}\). Let \(y \in \mathcal{Y}\) be a point. Suppose that the \(\mathcal{O}_{\mathcal{Y}_{\sigma(y)}}, y\)-module \((\mathcal{M}|_{\sigma(y)})_y\) is reflexive. There exists an open neighborhood \(U\) of \(y\) in \(\mathcal{Y}\) such that for any \(y' \in U\) the \(\mathcal{O}_{\mathcal{Y}_{\sigma(y')}}, y'\)-module \((\mathcal{M}|_{\sigma(y')})_{y'}\) is reflexive.

**Proof.** Reflexiveness is equivalent to being Cohen-Macaulay of dimension 2. An straightforward adaptation of EGA IV [14] § 6.11] shows that the locus where \((\mathcal{M}|_{\sigma(y)})_y\) is Cohen-Macaulay of dimension 2 is open.

**Remark 8.4.** Since being Gorenstein is equivalent to ask that the dualizing sheaf is an invertible sheaf, it is easy to prove that being Gorenstein is also an open property. In our work we do not use that property, so we omit the proof.

On the other hand, if we work at the resolution, fullness is not an open property, so one needs to restrict the deformations of Definition 8.2 in order to get a good notion of deformations and flat families of full sheaves.

**Definition 8.5 (Laufer [20]).** Let \(\mathcal{X} \to S\) be a flat family of normal Stein surfaces. A very weak simultaneous resolution of \(\mathcal{X} \to S\) is a proper birational morphism \(\Pi : \mathcal{X} \to \mathcal{X}\) satisfying

1. \(\mathcal{X}\) is flat over \(S\),
2. For any closed point \(s \in S\) the morphism \(\Pi|_s : \mathcal{X}_s \to \mathcal{X}_s\) is a resolution of singularities.

We will use the following notation: for any \(s \in S\) denote the restriction \(\Pi|_s\) by \(\Pi_s : \mathcal{X}_s \to \mathcal{X}_s\).

**Lemma 8.6.** Let \(\mathcal{X} \to S\) be a flat family of normal Stein surfaces and \(\Pi : \mathcal{X} \to \mathcal{X}\) a very weak simultaneous resolution. Let \(\mathcal{M}\) be an \(\mathcal{O}_\mathcal{X}\)-module which is flat over \(\mathcal{O}_S\). Then the first 2 of the following 3 conditions are equivalent and imply the third:

1. \(R^1\Pi_*\mathcal{M}\) is flat as \(\mathcal{O}_S\)-module in a neighborhood of a point \(s \in S\);
2. the natural map \((\Pi_*\mathcal{M})|_s \to (\Pi_s)_*(\mathcal{M}|_s)\) is an isomorphism;
3. \(\Pi_*\mathcal{M}\) is flat as \(\mathcal{O}_S\)-module in a neighborhood of a point \(s \in S\).

If \(S\) is the spectrum of an artinian algebra then the third condition is equivalent to the first two conditions.

For any morphism \(\phi : S' \to S\) let \(\Pi' : \mathcal{X}_S \times SS' \to \mathcal{X}_S \times SS',\ \tilde{\psi} : \mathcal{X}_S \times SS' \to \mathcal{X}\) and \(\psi : \mathcal{X}_S \times SS' \to \mathcal{X}\) be the natural maps. If the 3 previous conditions are satisfied for any \(s \in S\) then the natural map

\[\psi^*(R^1\Pi_*\mathcal{M}) \to R^1(\Pi')_*\left(\tilde{\psi}^*\mathcal{M}\right),\]

is an isomorphism.

**Proof.** The proof is an adaptation of the methods of Section III. 12 of [16]. The main difference is that in our case the morphism \(\Pi\) is not projective, and that \(\Pi_*\mathcal{M}\) is not coherent over \(S\). Now
we explain the changes needed in each of the results from Hartshorne book that we will use; we numerate the results as Hartshorne does. Our base \( S \) in Hartshorne’s setting is the spectrum of a ring \( A \). Easy adaptations of the proofs allow to modify Hartshorne statements as follows:

Proposition 12.1 is true without modification. The complex \( L^* \) of Proposition 12.2 is bounded above, \( L^i \) is finitely generated and free over \( A \) if \( i > 0 \), and only flat over \( A \) if \( i \leq 0 \). Proposition 12.4 is true asking \( W^i \) to be flat over \( A \) instead of projective, if \( i = 0 \), and not asking \( Q \) to be finitely generated if \( i = 0 \). Proposition 12.5 is true as stated. Corollary 12.6 is true if one asks \( T^0(A) \) to be flat instead of projective. Proposition 12.10 works as stated; the only point of the proof of Proposition 12.10 that needs some care is the following: the Theorem on Formal Functions ([16], Chapter III, Theorem 11.1) is used only for the 0-th cohomology. This theorem assumes projectivity for the morphism \( \Pi \), but for 0-th cohomology the theorem works without this hypothesis.

Now let us proceed to the proof using Hartshorne language. There are only two functors, \( T^0 \) and \( T^1 \). Thus \( T^0 \) is left exact and \( T^1 \) right exact. Condition (1) translates in the flatness of \( T^1(A) \), which by the adapted Corollary 12.6 of Hartshorne is equivalent to the exactness of \( T^1 \). This is equivalent to the exactness of \( T^0 \), and by the adapted Corollary 12.6 this implies the flatness of \( T^0(A) \), which is exactly Condition (3).

Condition (2) is a particular case of the isomorphism \((67)\). If the first condition hold then \( T^1 \) is exact and hence \( T^0 \) is right exact. Proposition 12.5 of Hartshorne implies the isomorphism \((67)\).

Then a direct application of Proposition 12.10 of [16] gives that Condition (2) implies the right exactness of \( T^0 \). This implies the exactness of \( T^1 \) and, by the adapted Corollary 12.6, Condition (1) holds.

Suppose that \( S \) is the spectrum of an artinian algebra. The Artinian Principle of Exchange of [39] gives the equivalence between the first and third conditions.

**Definition 8.7.** Let \( X \) be a normal Stein surface, \( \pi : \tilde{X} \to X \) be a resolution and \( M \) be a full \( \mathcal{O}_{\tilde{X}} \)-module.

1. A deformation of \((\tilde{X}, X, M)\) over a germ of complex space \((S, s)\) is a quadruple \((\tilde{X}, X, M, \iota)\), where \( X \) is a flat deformation of \( X \) over \((S, s)\), there is a proper birational morphism \( \Pi : \tilde{X} \to X \) which is a very weak simultaneous resolution, \( M \) is \( \mathcal{O}_{\tilde{X}} \)-module which is flat over \( S \), and \( \iota \) is an isomorphism from \( M \) to \( M|_s \). A deformation fixing \( X \) of \((\tilde{X}, X, M)\) is a deformation \((X, X, M, \iota)\) where \( X \) is the trivial deformation. A deformation fixing \((\tilde{X}, X, M)\) of \((X, X, M)\) is a deformation where \( \tilde{X} \) and \( \tilde{X} \) are trivial deformations.

2. A full deformation of \((\tilde{X}, X, M)\) is a deformation \((X, X, \tilde{M}, \iota)\) such that \( R^1\Pi_*\tilde{M} \) is flat as \( \mathcal{O}_S \)-module.

3. Given a morphism \( \Pi : \tilde{X} \to X \) as above, a family of full modules on \( \tilde{X} \) is a triple \((\tilde{X}, X, \tilde{M})\) where \( \tilde{M} \) is a \( \mathcal{O}_{\tilde{X}} \)-module which is flat over \( S \), the \( \mathcal{O}_S \)-module \( R^1\Pi_*\tilde{M} \) is flat, and the \( \mathcal{O}_{\tilde{X}} \)-module \( \tilde{M}|_s \) is full for all \( s \in S \). A flat family fixing \( X \) and/or \((\tilde{X}, X)\) is defined in the obvious way.

The reader may have noticed that while in the definition of full family we ask that the \( \mathcal{O}_{\tilde{X}} \)-module \( \tilde{M}|_s \) is asked to be full for all \( s \in S \), we do not ask the same property for full deformations over a germ \((S, s)\). The reason is the following proposition, which shows that fullness is an open property in full deformations.

**Proposition 8.8.** Let \( X \) be a normal Stein surface, \( \pi : \tilde{X} \to X \) be a resolution and \( M \) be a full \( \mathcal{O}_{\tilde{X}} \)-module. Let \((\tilde{X}, X, \tilde{M}, \iota)\) be a full deformation of \((\tilde{X}, X, M)\) over \((S, s)\). There exists an open neighborhood \( W \) of \( s \in S \) such that for any \( s' \in U \) the \( \mathcal{O}_{\tilde{X}_{s'}} \)-module \( \tilde{M}|_{s'} \) is full.
Proof. We will use the characterization of Proposition 8.3.

Since $\mathcal{M}$ is locally free, by flatness we have that $\overline{\mathcal{M}}$ is also locally free. Then $\overline{\mathcal{M}}|_{s'}$ is locally free for any $s' \in S$.

Since $R^1\Pi_*\overline{\mathcal{M}}$ is flat over $S$, by Lemma 8.6 we have that $\Pi_*\overline{\mathcal{M}}$ is flat over $S$ and also the equality

$$ (\Pi_*\overline{\mathcal{M}})|_{s'} = (\Pi|_{\tilde{X}'_*})_*\overline{\mathcal{M}}|_{s'} $$

This implies that $\Pi_*\overline{\mathcal{M}}$ is a flat deformation of the reflexive module $(\Pi|_{\tilde{X}'_*})_*\mathcal{M}$ (here we use that $\mathcal{M}$ is full). By openness of reflexivity (Lemma 8.3), for any $s'$ is a neighborhood of $s$ in $S$ we have that $(\Pi|_{\tilde{X}'_*})_*\overline{\mathcal{M}}|_{s'}$ is a reflexive $\mathcal{O}_{\tilde{X}'_*}$-module.

Let $E_{s'}$ be the exceptional divisor at $\tilde{X}'_*$. We have the local cohomology exact sequence

$$ 0 \to H^0_{E_{s'}}(\overline{\mathcal{M}}|_{s'}) \to H^0(\tilde{X}'_*,\overline{\mathcal{M}}|_{s'}) \to H^0(\tilde{X}'_* \setminus E_{s'},\overline{\mathcal{M}}|_{s'}) \to H^1_{E_{s'}}(\overline{\mathcal{M}}|_{s'}) \to H^1(\tilde{X}'_*,\overline{\mathcal{M}}|_{s'}). $$

The morphism $H^0(\tilde{X}'_*,\overline{\mathcal{M}}|_{s'}) \to H^0(\tilde{X}'_* \setminus E_{s'},\overline{\mathcal{M}}|_{s'})$ is surjective since $H^0(\tilde{X}'_*,\overline{\mathcal{M}}|_{s'})$ is a reflexive $\mathcal{O}_{\tilde{X}'_*}$-module and $\tilde{X}'_* \setminus E_{s'}$ is identified with $X'_*$ minus a finite set of points (where the modification takes place). Hence $H^1_{E_{s'}}(\overline{\mathcal{M}}|_{s'}) \to H^1(\tilde{X}'_*,\overline{\mathcal{M}}|_{s'})$ is injective as needed.

Let $(\phi_1,...,\phi_m)$ be a collection of global sections of $\mathcal{M}$, which almost generate it except at a finite set $Z \subset \tilde{X}$. By Equality (68) there exist $(\tilde{\phi}_1,...,\tilde{\phi}_m)$, global sections of $\overline{\mathcal{M}}$ which specialize to $(\phi_1,...,\phi_m)$ at the fibre $\tilde{X}$ over $s$. Let $\overline{Z} \subset \tilde{X}$ denote the locus where the sections $(\tilde{\phi}_1,...,\tilde{\phi}_m)$ do not generate $\overline{\mathcal{M}}$. Then we have the equality $\overline{Z} \cap \tilde{X} = Z$, and as a consequence there is an open neighborhood $U$ of $s$ in $S$ such that $\overline{Z} \cap \tilde{X}_s$ is finite for any $s' \in U$. Over $U$ we have that $\overline{\mathcal{M}}|_{s'}$ is generically generated by global sections.

At the following proposition we introduce the relevant deformation functors.

**Proposition 8.9.** Deformations of $(\tilde{X}, X, \mathcal{M})$ form a contravariant functor from the category of germs of complex spaces to the category of sets. We denote it by $\text{Def}_{\tilde{X}, X, \mathcal{M}}$. The functors of deformations fixing $X$ and $(\tilde{X}, X)$ are denoted respectively by $\text{Def}_{\tilde{X}, X, \mathcal{M}}$ and $\text{Def}_{\mathcal{M}}$.

Full deformations of $(\tilde{X}, X, \mathcal{M})$ form a contravariant functor denoted by $\text{FullDef}_{\tilde{X}, X, \mathcal{M}}$. The functors of full deformations fixing $X$ and $(\tilde{X}, X)$ are denoted respectively by $\text{FullDef}_{\tilde{X}, X, \mathcal{M}}$ and $\text{FullDef}_{\mathcal{M}}$.

These functors, restricted to the artinian basis, may be seen as a covariant functor from the category of artinian algebras to sets.

Proof. The only non-trivial point is to prove that pullback of full deformations are full deformations, but this follows from the isomorphism (67).

It is again easy to check that Schlessinger conditions $(H0) - (H2)$ are satisfied for the functors defined at the previous proposition.

**Proposition 8.10.** Let $\pi : \tilde{X} \to X$ be a resolution of a normal Stein surface, let $\mathcal{M}$ be a full $\mathcal{O}_X$-module and $\tilde{M} = \pi_*\mathcal{M}$ be its associated reflexive module. The push forward operation $\Pi_*$ along the resolution map defines a natural transformation from $\text{FullDef}_{\tilde{X}, X, \mathcal{M}}$ to $\text{Def}_{\tilde{X}, \mathcal{M}}$.

Analogous statements hold for the deformation functors fixing $X$ and/or $\tilde{X}$, and for families of full modules.

Proof. For the assertion about deformations let $(\tilde{X}', \mathcal{X}', \overline{\mathcal{M}}, i)$ be a full deformation of $(\tilde{X}, X, \mathcal{M})$. Flatness of the push down $\Pi_*\overline{\mathcal{M}}$ holds by Lemma 8.6. The isomorphism from $(\Pi_*\overline{\mathcal{M}})|_{s'}$ to $\tilde{M}$ is obtained composing the natural isomorphism (Lemma 8.6) with the isomorphism $\Pi_*\iota$. 


The remaining assertions are proved similarly. □

**Remark 8.11.** Although there is a bijection between full sheaves and reflexive sheaves \([19]\), as we will see below the transformation \(\text{FullDef}_M \to \text{Def}_M\) is not an isomorphism of functors.

**Proposition 8.12.** Let \(\pi: \tilde{X} \to X\) be a resolution of a normal Stein surface. Let \(M\) be a full \(\mathcal{O}_X\)-module and \(M = \pi_* M\) be its associated reflexive \(\mathcal{O}_X\)-module. Then the deformation functors \(\text{Def}_{\tilde{X},X,M}, \text{Def}_X,M, \text{FullDef}_{\tilde{X},X,M}, \text{FullDef}_X,M, \text{Def}_X,M, \text{Def}_M\) have miniversal deformations.

Let \((\tilde{X},X,M,\iota)\) be the miniversal deformation of \(\text{Def}_{\tilde{X},X,M}\), then the miniversal deformation of \(\text{FullDef}_{\tilde{X},X,M}\) is the stratum of the flattening stratification of \(R^1 \Pi_* M\) containing the origin. Analogous statements hold for \(\text{Def}_{\tilde{X},X,M}/\text{FullDef}_{\tilde{X},X,M}\) and \(\text{Def}_M/\text{FullDef}_M\).

**Proof.** By Theorem 16.2 of \([18]\) in order to prove the existence of miniversal deformation we only have to prove Schlessinger (H3) condition.

For \(\text{Def}_M\) this amounts to prove that \(\text{Ext}^1_{\mathcal{O}_X}(M,M)\) is finite dimensional (see for example \([35]\)). Since \(M\) is reflexive, it is locally free at \(X/\text{Sing}(X)\). Therefore \(\text{Ext}^1_{\mathcal{O}_X}(M,M)\) is finite dimensional as needed. The functor \(\text{Def}_{X,M}\) fibres over the functor of deformations of \(X\), with fibre the functor \(\text{Def}_M\). Since both the base and fibre functors satisfy (H3), so \(\text{Def}_X,M\) does it.

Since \(M\) is locally free the local to global spectral sequence shows that \(\text{Ext}^1_{\mathcal{O}_X}(M,M)\) is isomorphic to \(R^1 \pi_* \mathcal{H}om_{\mathcal{O}_X}(M,M)\), which is finite dimensional. Hence the Schlessinger condition (H3) is satisfied for the functor \(\text{Def}_M\). Since the functor \(\text{FullDef}_M\) is a sub-functor of \(\text{Def}_M\), the condition (H3) also holds for it. For the functors \(\text{Def}_{\tilde{X},X,M}, \text{Def}_X,M, \text{FullDef}_{\tilde{X},X,M}, \text{FullDef}_X,M\) we use fibration of functors arguments as before.

The flattening stratification statement is by versality and definition of the functors.

Let us give a basic proposition that we will use later.

**Proposition 8.13.** Let \(\pi: \tilde{X} \to X\) be a resolution of a normal Stein surface, let \((\tilde{X},X,M,\iota)\) be a full deformation of \((\tilde{X},X,M)\) over \((S,s)\). Then \(\Pi_* \left(\tilde{M}^\vee\right) = (\Pi_* M)^\vee\).

**Proof.** The proof is an adaptation of Lemma 3.5 and Lemma 3.6. Let \(\omega_{\tilde{X}|S}\) be the canonical sheaf over \(\tilde{X}\). The sheaf \(\tilde{M}^\vee \otimes \omega_{\tilde{X}|S}\) is locally free, hence it is flat over \(S\) and \((\tilde{M}^\vee \otimes \omega_{\tilde{X}|S})_{|S} \cong \tilde{M}^\vee \otimes \omega_{\tilde{X}}\), then by Lemma 3.5 and the Cohomology and Base Change Theorem \(([16], \text{Chapter III, Theorem 12.11})\) we have \(R^1 \Pi_* (\tilde{M}^\vee \otimes \omega_{\tilde{X}}) = 0\).

Now the proof is parallel to the proof of Lemma 3.6. □

### 8.2. The correspondence for deformations at families of normal Stein surfaces with Gorenstein singularities.

**Definition 8.14.** Let \(X\) be a normal Stein surface, let \(C\) be a rank 1 generically reduced Cohen-Macaulay \(\mathcal{O}_X\)-module of dimension 1, and a system of generators \((\psi_1,...,\psi_r)\) of \(C\) as \(\mathcal{O}_X\) module. Let \(M\) be a reflexive \(\mathcal{O}_X\)-module of rank \(r\) and \((\phi_1,...,\phi_r)\) be \(r\) sections.

1. A deformation of \((X,C,(\psi_1,...,\psi_r))\) over a germ \((S,s)\) is a quadruple \((\mathcal{X},\mathcal{C},(\overline{\psi}_1,...,\overline{\psi}_r),\rho)\), where \((\mathcal{X},\mathcal{C},\rho)\) is a deformation of \((X,C)\) and \((\overline{\psi}_1,...,\overline{\psi}_r)\) are sections of \(\mathcal{C}\) which via the isomorphism \(\rho\) restrict to \((\psi_1,...,\psi_r)\) over \(s\). A deformation fixing \(X\) is a deformation such that \(\mathcal{X}\) is the trivial deformation of \(X\).
A deformation of $(X, M, (\phi_1, ..., \phi_r))$ over a germ $(S, s)$ is a quadruple $(X, M, (\overline{\phi_1}, ..., \overline{\phi_r}), i)$, where $(X, M, i)$ is a deformation of $M$ and $(\overline{\phi_1}, ..., \overline{\phi_r})$ are sections of $M$, which via the isomorphism $i$ restrict to $(\phi_1, ..., \phi_r)$ over $s$. A deformation fixing $X$ is a deformation such that $X$ is the trivial deformation of $X$.

The deformations defined above, together with the pullback operation, form two contravariant functors $\text{Def}_{X,C}^{(\overline{\phi_1}, ..., \overline{\phi_r})}$ and $\text{Def}_{X,M}^{(\overline{\phi_1}, ..., \overline{\phi_r})}$ from the category of germs of complex spaces to the category of sets. Deformations fixing the base form two contravariant functors called $\text{Def}_c^{(\psi_1, ..., \psi_r)}$ and $\text{Def}_M^{(\phi_1, ..., \phi_r)}$.

Now we extend the correspondences at the Stein space (Theorem 4.15) to get an isomorphism of functors. First we need the following lemma, which can be found in Proposition 0.1 of [5], and also in [34], Proposition 2.2.

**Lemma 8.15.** Let $Y$ and $(S, s)$ be a complex space and a germ of complex space. Let $Y$ be a flat deformation of $Y$ over $(S, s)$. Let $F$ be a $O_Y$-module. Let $m_s$ be the maximal ideal at $s$. For any $O_{S,s}$-module $L$ and any index $i$ there is a natural morphism

$$\phi^i(L) : \mathcal{E}_O (F, O_Y) \otimes O_S L \to \mathcal{E}_O (F, O_Y \otimes O_S L).$$

The following assertions hold:

1. If $\phi^i(O_{S,s}/m_s)$ is surjective, then $\phi^i(L)$ is an isomorphism for any $L$.
2. Assume that $\phi^i(O_{S,s}/m_s)$ is surjective. Then $\phi^{i-1}(O_{S,s}/m_s)$ is surjective if and only if $\mathcal{E}_O (F, O_Y)$ is flat over $S$.
3. If $\mathcal{E}_O (F, O_Y \otimes O_{S,s}/m_s) = 0$ then $\mathcal{E}_O (F, O_Y \otimes O_S L) = 0$ for all $L$.

**Lemma 8.16.** In the situation of the preceding Lemma, if $F$ is flat over $S$ then we have the isomorphism

$$\mathcal{E}_O (F, O_Y \otimes O_{S,s}/m_s) \cong \mathcal{E}_O (F \otimes O_{S,s}/m_s, O_Y \otimes O_{S,s}/m_s).$$

**Proof.** It is straightforward if one compute $\mathcal{E}_O$ using a free resolution of $F$.

Now we are able to extend the correspondence given by Theorem 4.15. From now and for this and the following section we will always assume that $X$ is a normal Stein surface with Gorenstein singularities.

**Theorem 8.17.** Let $X$ be a normal Stein surface with Gorenstein singularities. Let $(M, (\phi_1, ..., \phi_r))$ be a reflexive $O_X$-module of rank $r$ and a collection $r$ nearly generic sections. Let $(C, (\psi_1, ..., \psi_r))$ be the rank $1$ generically reduced Cohen-Macaulay $O_X$-module of dimension $1$ with the collection of generators obtained from $(M, (\phi_1, ..., \phi_r))$ by the direct correspondence at the $X$ (see Theorem 4.15). The correspondence defined at Theorem 4.15 extends to define an isomorphism between the functors $\text{Def}_{X,M}^{(\phi_1, ..., \phi_r)}$ and $\text{Def}_{X,C}^{(\psi_1, ..., \psi_r)}$. The isomorphism restricts to an isomorphism between $\text{Def}_c^{(\phi_1, ..., \phi_r)}$ and $\text{Def}_c^{(\psi_1, ..., \psi_r)}$.

**Proof.** Let $(S, s)$ be a germ of complex space. Let $(X, M, (\phi_1, ..., \phi_r), i)$ be a deformation of $(X, M, (\phi_1, ..., \phi_r))$ over $(S, s)$. Let $O'_X \to M$ be the morphism induced by the sections, denote its cokernel by $(C)'$. Then we have the exact sequence:

$$0 \to O'_X \to M \to (C)' \to 0.$$
The flatness of \( M \) over \( S \), and the fact that the first mapping specializes over \( s \) to an injection, implies the flatness of \( (\mathcal{C})' \) over \( S \), by using the Local Criterion of Flatness. The specialization of the sequence to the fibre over \( s \) is the exact sequence of \( \mathcal{O}_X \)-modules
\[
0 \to \mathcal{O}_X \to M|_s \to (\mathcal{C})'|_s \to 0,
\]
and \( i \) induces an isomorphism between this sequence and the exact sequence
\[
0 \to \mathcal{O}_X' \to M \to \mathcal{C}' \to 0,
\]
induced by the sections \((\phi_1, ..., \phi_r)\).

The dual of the last sequence is the sequence
\[
0 \to N \to \mathcal{O}_X' \to \mathcal{C} \to 0,
\]
where the last morphism of the sequence gives rise to the generators \((\psi_1, ..., \psi_r)\) of \( \mathcal{C} \) (see the proof of Theorem 4.15).

Dualize the sequence \((73)\) with respect to \( \mathcal{O}_X \) and obtain the exact sequence
\[
0 \to \text{Hom}_{\mathcal{O}_X}(N, \mathcal{O}_X) \to \mathcal{O}_X' \to \text{Ext}^1_{\mathcal{O}_X}((\mathcal{C})', \mathcal{O}_X) \to \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X).
\]

Define \( N := \text{Hom}_{\mathcal{O}_X}(M, \mathcal{O}_X) \). We claim that \( \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X) \) vanishes. Indeed, since \( M \) is Cohen-Macaulay of dimension 2 we have the vanishing \( \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X) = 0 \) by Theorem 3.1. By Lemma 8.16 we have the isomorphism \( \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X) \cong \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X) = 0 \). This vanishing, together with Lemma 8.15 proves the claim.

As a consequence of the claim we have the exact sequence
\[
0 \to \mathcal{N} \to \mathcal{O}_X' \to \text{Ext}^1_{\mathcal{O}_X}((\mathcal{C})', \mathcal{O}_X) \to 0.
\]

We define \( \mathcal{C} := \text{Ext}^1_{\mathcal{O}_X}((\mathcal{C})', \mathcal{O}_X) \). We claim that the following assertions hold:

1. The \( \mathcal{O}_X \)-module \( \mathcal{C} \) is flat over \( S \).
2. The specialization \( \mathcal{N}|_s \to \mathcal{O}_X' \) of the first morphism of the sequence coincides with \( N \to \mathcal{O}_X' \).

Assume the claim. The second assertion induces an identification of \( \mathcal{O}_X' \to \mathcal{C} \) with \( \mathcal{O}_X' \to \mathcal{C}|_s \). Let \( \rho \) denote the isomorphism \( \mathcal{C} \to \mathcal{C}|_s \). The second morphism of Sequence \((75)\) induces a collection of sections \((\bar{\psi}_1, ..., \bar{\psi}_r)\). The first assertion shows that \((X, \mathcal{C}, (\psi_1, ..., \psi_r); \rho)\) is a deformation of \((X, \mathcal{C}, (\bar{\psi}_1, ..., \bar{\psi}_r))\) over \((S, s)\).

Let us prove the claim. Since \( \mathcal{C}' \) is Cohen-Macaulay of dimension 1 and \( X \) has Gorenstein singularities, Theorem 3.1 implies the vanishing \( \text{Ext}^1_{\mathcal{O}_X}(\mathcal{C}', \mathcal{O}_X) = 0 \) if \( i \geq 2 \). Then, since \( (\mathcal{C})' \) is flat over \( S \), using Lemma 8.16 we obtain the vanishing \( \text{Ext}^1_{\mathcal{O}_X}((\mathcal{C})', \mathcal{O}_X) = 0 \) if \( i \geq 2 \). Now we will apply Lemma 8.15 repeatedly for \( F = (\mathcal{C})' \): by the vanishing \( \text{Ext}^1_{\mathcal{O}_X}((\mathcal{C})', \mathcal{O}_X) = 0 \) we deduce that \( \phi^2(O_{S,s}/m_s) \) is surjective; the Lemma 8.15 (1) shows that \( \text{Ext}^1_{\mathcal{O}_X}((\mathcal{C})', \mathcal{O}_X) \) vanishes (hence it is flat over \( S \)). By Lemma 8.15 (2) we have that \( \phi^1(O_{S,s}/m_s) \) is surjective. Lemma 8.15 (2) shows now that \( \mathcal{C} = \text{Ext}^1_{\mathcal{O}_X}((\mathcal{C})', \mathcal{O}_X) \) is flat over \( S \) if and only if \( \phi^0(O_{S,s}/m_s) \) is surjective. This surjectivity holds since the target of this map vanishes because \( (\mathcal{C})' \) has proper support. This shows Assertion (1) of the claim.

For Assertion (2) we apply Lemma 8.15 for \( F = M \). We need to show the isomorphism \( \mathcal{N}|_s \cong N \), but this follows from Lemma 8.15 (1), if we show that \( \phi^0(O_{S,s}/m_s) \) is surjective. By Lemma 8.15 (2), this is reduced to prove the vanishing of \( \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X \otimes_{\mathcal{O}_S} O_{S,s}/m_s) \) and the flatness over \( S \) of \( \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X) \). The vanishing holds because \( \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X \otimes_{\mathcal{O}_S} O_{S,s}/m_s) \) is isomorphic to \( \text{Ext}^1_{\mathcal{O}_X}(M, \mathcal{O}_X) \) by flatness of \( M \) and Lemma 8.16 and the second module vanishes by Theorem 3.1.
The flatness of $\mathcal{E}_{\mathcal{O}_X}^r(M, \mathcal{O}_X)$ holds because this module also vanishes (apply Lemma 8.10 and Lemma 8.15 (3) and (1) as before, starting from the vanishing of $\mathcal{E}_{\mathcal{O}_X}^r(M, \mathcal{O}_X)$).

In order to have a natural transformation from $\text{Def}_{\mathcal{X}, M}^{(\phi_1, \ldots, \phi_r)}$ to $\text{Def}_{\mathcal{X}, \mathcal{C}}^{(\psi_1, \ldots, \psi_r)}$ we have to show that the construction commutes with pullbacks. This follows from Lemma 8.15 (1), if we show the isomorphism $\mathcal{C}|_s \cong \mathcal{E}_{\mathcal{O}_X}^r((\mathcal{C}')', \mathcal{O}_X \otimes_{\mathcal{O}_S} \mathcal{O}_{S,s}/\mathcal{m}_s)$. By the flatness of $((\mathcal{C}')'$ over $S$ and Lemma 8.10 the second module is isomorphic to $\mathcal{C}$, and then the desired isomorphism becomes the already proven identity $\mathcal{C}|_s \cong \mathcal{C}$.

Now we define the inverse natural transformation from $\text{Def}_{\mathcal{X}, \mathcal{C}}^{(\psi_1, \ldots, \psi_r)}$ to $\text{Def}_{\mathcal{X}, M}^{(\phi_1, \ldots, \phi_r)}$.

Let $(X', \mathcal{C}, (\tilde{\psi}_1, ..., \tilde{\psi}_r), \rho)$ be a deformation of $(X, \mathcal{C}, (\psi_1, ..., \psi_r))$ over $(S, s)$. Consider the exact sequence induced by the sections:

$$
(76) \quad 0 \to \mathcal{N} \to \mathcal{O}'_X \to \mathcal{C} \to 0.
$$

The flatness of $\mathcal{C}$ over $S$ implies the flatness of $\mathcal{N}$ over $S$. The specialization of the sequence to the fibre over $s$ is the exact sequence of $\mathcal{O}_X$-modules

$$
(77) \quad 0 \to \mathcal{N}|_s \to \mathcal{O}'_X \to \mathcal{C}|_s \to 0,
$$

and $\rho$ induces an isomorphism between this sequence and the exact sequence

$$
(78) \quad 0 \to N \to \mathcal{O}'_X \to \mathcal{C} \to 0,
$$

induced by the generators $(\psi_1, ..., \psi_r)$. The dual of the last sequence is the sequence

$$
(79) \quad 0 \to \mathcal{O}'_X \to M \to \mathcal{E}_{\mathcal{O}_X}^r(\mathcal{C}, \mathcal{O}_X) \to 0,
$$

where the sections $(\phi_1, ..., \phi_r)$ are induced by the first map of the sequence (see the proof of Theorem 4.15).

Dualize the sequence (76) with respect to $\mathcal{O}_X$ and obtain the exact sequence

$$
(80) \quad 0 \to \mathcal{O}'_X \to \mathcal{M} \to \mathcal{E}_{\mathcal{O}_X}^r(\mathcal{C}, \mathcal{O}_X) \to 0,
$$

where we define $\mathcal{M} := \mathcal{H}om_{\mathcal{O}_X}(\mathcal{N}, \mathcal{O}_X)$.

We claim that the following assertions hold:

1. the $\mathcal{O}_X$-module $\mathcal{M}$ is flat over $S$.
2. the specialization $\mathcal{O}'_X \to M|_s$ of the first morphism of the sequence is isomorphic to $\mathcal{O}'_X \to M$.

Assume the claim. The second assertion induces an isomorphism from $\mathcal{O}'_X \to M$ to $\mathcal{O}'_X \to \mathcal{M}|_s$. Let $\iota$ denote the isomorphism $M \to \mathcal{M}|_s$. The first morphism of Sequence (80) induces a collection of sections $(\phi_1, ..., \phi_r)$. The first assertion shows that $(X', \mathcal{M}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota)$ is a deformation of $(X, \mathcal{C}, (\phi_1, ..., \phi_r))$ over $(S, s)$.

The proof of the claim is an application of Lemmata 8.16 and 8.15 completely analogous to the proof of the previous two claim in this proof. We omit it here.

In order to have a natural transformation from $\text{Def}_{\mathcal{X}, \mathcal{C}}^{(\psi_1, \ldots, \psi_r)}$ to $\text{Def}_{\mathcal{X}, M}^{(\phi_1, \ldots, \phi_r)}$ we have to show that the construction commutes with pullbacks, but this is an application of Lemmata 8.16 and 8.15 similar to the proof that the transformation from $\text{Def}_{\mathcal{X}, M}^{(\phi_1, \ldots, \phi_r)}$ to $\text{Def}_{\mathcal{X}, \mathcal{C}}^{(\psi_1, \ldots, \psi_r)}$ commutes with pullbacks.

Finally we need to check that the correspondences that we have just defined are inverse to each other, but this is clear by construction.

It is obvious that the isomorphisms that we have defined restrict to an isomorphism between $\text{Def}_{\mathcal{M}}^{(\phi_1, \ldots, \phi_r)}$ and $\text{Def}_{\mathcal{C}}^{(\psi_1, \ldots, \psi_r)}$. \qed
8.3. The correspondence for deformations at simultaneous resolutions of families of normal Stein Surfaces with Gorenstein singularities.

**Definition 8.18.** Let \( X \) be a normal Stein surface and \( \pi : \tilde{X} \to X \) be a resolution. Let \((\mathcal{A}, (\psi_1, ..., \psi_r))\) be a rank 1 generically reduced Cohen-Macaulay \( \mathcal{O}_{\tilde{X}} \)-module of dimension 1, and a system of generators as \( \mathcal{O}_{\tilde{X}} \)-module satisfying the Containment Condition. Let \( \mathcal{M} \) be a full \( \mathcal{O}_{\tilde{X}} \)-module of rank \( r \) and \((\phi_1, ..., \phi_r)\) be \( r \) nearly generic sections.

1. A deformation of \((\tilde{X}, X, \mathcal{A}, (\psi_1, ..., \psi_r))\) over a germ \((S, s)\) is a quintuple \((\tilde{X}, X, \mathcal{A}, (\overline{\psi}_1, ..., \overline{\psi}_r), \rho)\), where \((\tilde{X}, X, \mathcal{A}, \rho)\) is a deformation of \((\tilde{X}, X, \mathcal{A})\) and \((\overline{\psi}_1, ..., \overline{\psi}_r)\) are sections of \( \mathcal{A} \), which via the isomorphism \( \rho \) restrict to \((\psi_1, ..., \psi_r)\) over \( s \).

2. A specialty defect constant deformation of \((\mathcal{A}, (\psi_1, ..., \psi_r))\) over a germ \((S, s)\) is a deformation \((\tilde{X}, X, \mathcal{A}, (\overline{\psi}_1, ..., \overline{\psi}_r), \rho)\) such that the cokernel of the natural mapping \[ \Pi_* \mathcal{O}_{\tilde{X}} \to \Pi_* \mathcal{A} \] induced by the sections \((\overline{\psi}_1, ..., \overline{\psi}_r)\) is flat over \( S \).

3. A (full) deformation of \((\tilde{X}, X, \mathcal{M}, (\phi_1, ..., \phi_r))\) over a germ \((S, s)\) is a quintuple \((\tilde{X}, X, \mathcal{M}, (\overline{\phi}_1, ..., \overline{\phi}_r), \iota)\), where \((\tilde{X}, X, \mathcal{M}, \iota)\) is a (full) deformation of \((\tilde{X}, X, \mathcal{M})\) and \((\overline{\phi}_1, ..., \overline{\phi}_r)\) are sections of \( \mathcal{M} \), which via the isomorphism \( \iota \) restrict to \((\phi_1, ..., \phi_r)\) over \( s \).

The deformations defined above give rise to functors \( \text{Def}^{(\psi_1, ..., \psi_r)}_{\tilde{X}, X, \mathcal{A}} \), \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{\tilde{X}, X, \mathcal{A}} \), \( \text{Def}^{(\phi_1, ..., \phi_r)}_{\tilde{X}, X, \mathcal{M}} \) and \( \text{FullDef}^{(\phi_1, ..., \phi_r)}_{\tilde{X}, X, \mathcal{M}} \). The obvious restricted deformation functors fixing \( \tilde{X} \) or \( X \) and \( X \) and \( \mathcal{A} \) are denoted by \( \text{Def}^{(\psi_1, ..., \psi_r)}_{\tilde{X}, \mathcal{A}} \), \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{\tilde{X}, \mathcal{A}} \), \( \text{Def}^{(\phi_1, ..., \phi_r)}_{X, \mathcal{M}} \), \( \text{FullDef}^{(\phi_1, ..., \phi_r)}_{X, \mathcal{M}} \), \( \text{Def}^{(\psi_1, ..., \psi_r)}_{\tilde{X}} \), \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{\tilde{X}} \), \( \text{Def}^{(\phi_1, ..., \phi_r)}_{\mathcal{A}} \) and \( \text{FullDef}^{(\phi_1, ..., \phi_r)}_{\mathcal{A}} \).

**Lemma 8.19.** The assignments defined in the previous definition are in fact contravariant functors.

**Proof.** The only non-trivial assertion is for \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{\tilde{X}, X, \mathcal{A}} \): we need to prove the preservation of the flatness of the cokernel \( \mathcal{D} \) under pullback. This holds because the formation of cokernels commutes with pullbacks and flatness is preserved by pullbacks. □

**Lemma 8.20.** In the setting of the previous definition, suppose that \((\psi_1, ..., \psi_r)\) generate \( \mathcal{A} \) as an \( \mathcal{O}_X \)-module (that is, they generate \( \pi_* \mathcal{A} \)). Then the functors \( \text{Def}^{(\psi_1, ..., \psi_r)}_{X, \mathcal{A}} \) and \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{X, \mathcal{A}} \) coincide.

**Proof.** The specialization of the cokernel of \( \Pi_* : \mathcal{O}_{\tilde{X}} \to \pi_* \mathcal{A} \) to the fibre over \( s \) vanishes, and hence the cokernel vanishes as well by Nakayama Lemma. □

**Theorem 8.21.** Let \( X \) be a normal Stein surface with Gorenstein singularities. Let \((\mathcal{A}, (\psi_1, ..., \psi_r))\) be a Cohen-Macaulay \( \mathcal{O}_{\tilde{X}} \)-module of dimension 1, and a system of generators as \( \mathcal{O}_{\tilde{X}} \)-module satisfying the Containment Condition, let \((\mathcal{M}, (\phi_1, ..., \phi_r))\) be a full \( \mathcal{O}_{\tilde{X}} \)-module of rank \( r \) with nearly generic sections. Suppose that the pairs \((\mathcal{A}, (\psi_1, ..., \psi_r))\) and \((\mathcal{M}, (\phi_1, ..., \phi_r))\) are related by the correspondence of Theorem 4.18. There is an isomorphism of functors between \( \text{FullDef}^{(\phi_1, ..., \phi_r)}_{X, \mathcal{M}} \) and \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{X, \mathcal{A}} \). The isomorphism restricts to isomorphisms between \( \text{FullDef}^{(\phi_1, ..., \phi_r)}_{X, \mathcal{M}} \) and \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{X, \mathcal{A}} \), and between \( \text{FullDef}^{(\phi_1, ..., \phi_r)}_{\mathcal{M}} \) and \( \text{SDCDef}^{(\psi_1, ..., \psi_r)}_{\mathcal{A}} \).
PROOF. The restriction statements are obvious after finding an isomorphism between \( \text{FullDef}_{\hat{X},X,M}^{(\phi_1,...,\phi_r)} \) and \( \text{SDCDel}_{\hat{X},X,A}^{(\psi_1,...,\psi_r)} \).

The proof of this isomorphism has two parts. In the first we find an isomorphism between \( \text{Def}_{\hat{X},X,M}^{(\phi_1,...,\phi_r)} \) and \( \text{Def}_{\hat{X},X,A}^{(\psi_1,...,\psi_r)} \). In the second part we prove that, under the defined isomorphism full deformations correspond to specialty defect constant deformations.

Part 1. The first part runs parallel to the proof of Theorem 8.17, so we skip many details and include only what is needed to define the isomorphism and to set up the notation for the proof of Part 2.

Let \( (S, s) \) be a germ of complex space. Let \( (\hat{X}, X, M, (\bar{\phi}_1, ..., \bar{\phi}_r), \iota) \) be an element of \( \text{Def}_{\hat{X},X,M}^{(\phi_1,...,\phi_r)}(S, s) \).

Consider the exact sequence induced by the sections:

\[
0 \to O_X^r \to M \to (\overline{A})' \to 0.
\]

The flatness of \( \overline{M} \) over \( S \), and the fact that the first mapping specializes over \( s \) to an injection, implies the flatness of \( (\overline{A})' \) over \( S \), by using the local criterion of flatness. The specialization of the sequence to the fibre over \( s \) is the exact sequence of \( O_X \)-modules

\[
0 \to O_X^r \to M|_s \to (\overline{A})'|_s \to 0,
\]

and \( \iota \) induces an isomorphism between this sequence and the exact sequence

\[
0 \to O_X^r \to M \to (\overline{A})' \to 0,
\]

induced by the sections \( (\phi_1,...,\phi_r) \).

The dual of this last sequence is the sequence

\[
0 \to N \to O_X^r \to A \to 0,
\]

where the last morphism of the sequence gives rise to the generators \( (\psi_1, ..., \psi_r) \) of \( A \) as an \( O_X \)-module (see the proof of Theorem 4.18).

Dualize the sequence (81) with respect to \( O_X \) and obtain the exact sequence

\[
0 \to \overline{N} \to O_X^r \to \overline{A} \to 0,
\]

where \( \overline{N} := \text{Hom}_{O_X}(M, O_X) \) and \( \overline{A} := \text{Def}_{O_X}((\overline{A})', O_X) \). The following two assertions are proved like the corresponding ones in the proof of Theorem 8.17.

1. The \( O_X \)-module \( \overline{A} \) is flat over \( S \).

2. The specialization \( \overline{N}|_s \to O_X^r \) of the first morphism of the sequence is isomorphic to \( N \to O_X^r \).

The second assertion induces an isomorphism from \( O_X^r \to A \) to \( O_X^r \to \overline{A}|_s \). Let \( \rho \) denote the isomorphism \( A \to \overline{A}|_s \). The second morphism of Sequence (85) induces a collection of sections \( (\bar{\psi}_1, ..., \bar{\psi}_r) \). We have that \( (\hat{X}, X, \overline{A}, (\overline{\psi}_1, ..., \overline{\psi}_r), \rho) \) is a deformation of \( (\hat{X}, X, A, (\psi_1, ..., \psi_r)) \) over \( (S, s) \) by the first assertion. So, we have defined map \( \text{Def}_{\hat{X},X,M}^{(\phi_1,...,\phi_r)}(S, s) \to \text{Def}_{\hat{X},X,A}^{(\psi_1,...,\psi_r)}(S, s) \). In order to have a natural transformation of functors from \( \text{Def}_{\hat{X},X,M}^{(\phi_1,...,\phi_r)} \) to \( \text{Def}_{\hat{X},X,A}^{(\psi_1,...,\psi_r)} \) we need to show that the transformation which we have defined commutes with pullbacks. This is analogous to the corresponding statement in the proof of Theorem 8.17.
Now we define the inverse natural transformation from $\text{Def}_\mathcal{X}(\psi_1,\ldots,\psi_r)$ to $\text{Def}_\mathcal{X}(\phi_1,\ldots,\phi_r)$. Let $(\tilde{X}, X, \mathcal{A}, (\psi_1, \ldots, \psi_r), \rho)$ be a deformation of $(X, X, \mathcal{A}, (\psi_1, \ldots, \psi_r))$ over $(S, s)$. Consider the exact sequence induced by the sections:

\[(86) \quad 0 \to \mathcal{N} \to \mathcal{O}_\mathcal{X}^r \to \mathcal{A} \to 0.\]

The flatness of $\mathcal{A}$ over $S$ implies the flatness of $\mathcal{N}$ over $S$. The specialization of the sequence to the fibre over $s$ is the exact sequence of $\mathcal{O}_\mathcal{X}$-modules

\[(87) \quad 0 \to \mathcal{N}|_s \to \mathcal{O}_\mathcal{X}^r|_s \to \mathcal{A}|_s \to 0,
\]

and $\rho$ induces an isomorphism between this sequence and the exact sequence

\[(88) \quad 0 \to \mathcal{N} \to \mathcal{O}_\mathcal{X}^r \to \mathcal{A} \to 0.
\]

induced by the generators $(\psi_1, \ldots, \psi_r)$. The dual of this last sequence is the sequence

\[(89) \quad 0 \to \mathcal{O}_\mathcal{X}^r \to \mathcal{M} \to \mathcal{E} \mathcal{O}_{\mathcal{X}}(\mathcal{A}, \mathcal{O}_\mathcal{X}) \to 0,
\]

where the sections $(\phi_1, \ldots, \phi_r)$ are induced by the first map of the sequence (see the proof of Theorem 4.18).

Dualize the sequence \[(88)\] with respect to $\mathcal{O}_\mathcal{X}$ and obtain the exact sequence

\[(90) \quad 0 \to \mathcal{O}_\mathcal{X}^r \to \mathcal{M} \to \mathcal{E} \mathcal{O}_{\mathcal{X}}(\mathcal{A}, \mathcal{O}_\mathcal{X}) \to 0,
\]

where $\mathcal{M} := \mathcal{H} \text{om}_{\mathcal{O}_\mathcal{X}}(\mathcal{N}, \mathcal{O}_\mathcal{X})$.

The following two assertions are proved like the corresponding ones in the proof of Theorem 4.17:

1. The $\mathcal{O}_\mathcal{X}$-module $\mathcal{M}$ is flat over $S$.
2. The specialization $\mathcal{O}_\mathcal{X}^r \to \mathcal{M}|_s$ of the first morphism of the sequence is isomorphic to $\mathcal{O}_\mathcal{X}^r \to \mathcal{M}$.

The second assertion induces an isomorphism from $\mathcal{O}_\mathcal{X}^r \to \mathcal{M}$ to $\mathcal{O}_\mathcal{X}^r \to \mathcal{M}|_s$. Let $\iota$ denote the isomorphism $\mathcal{M} \to \mathcal{M}|_s$. The first morphism of Sequence \[(90)\] induces a collection of sections $(\tilde{\phi}_1, \ldots, \tilde{\phi}_r)$. The first assertion shows that $(\tilde{X}, X, \mathcal{M}, (\tilde{\phi}_1, \ldots, \tilde{\phi}_r), \iota)$ is a deformation of $(\tilde{X}, X, \mathcal{M}, (\phi_1, \ldots, \phi_r))$ over $(S, s)$.

**PART 2.** Let $(\tilde{X}, X, \mathcal{M}, (\tilde{\phi}_1, \ldots, \tilde{\phi}_r), \iota)$ be an element of $\text{FullDef}_\mathcal{X}(\phi_1,\ldots,\phi_r)(S, s)$. We have to show that the quintuple $(\tilde{X}, X, \mathcal{A}, (\psi_1, \ldots, \psi_r), \rho)$ associated to it in Part 1 is a specialty constant deformation. In this part the Gorenstein condition plays an important role.

For this we have to show that the cokernel $\overline{\mathcal{D}}$ of the map $\Pi_\mathcal{O}_\mathcal{X}^r \to \Pi_\mathcal{A}$ is flat over $S$. Denote by $\mathcal{C}$ the image of the same map. We have the exact sequences

\[(91) \quad 0 \to \Pi_\mathcal{N} \to \mathcal{O}_\mathcal{X}^r \to \mathcal{C} \to 0,
\]

\[(92) \quad 0 \to \mathcal{C} \to \Pi_\mathcal{A} \to \overline{\mathcal{D}} \to 0.
\]

Now we specialize Sequence \[(92)\] at $s$. If we denote the maximal ideal of $s$ by $m_s$, and use the flatness of $\mathcal{A}$ over $S$, we have the exact sequence

\[0 \to \operatorname{Tor}_1^{\mathcal{O}_S}(\overline{\mathcal{D}}, \mathcal{O}_S/m_s) \to (\mathcal{C})|_s \to (\Pi_\mathcal{A})|_s \to (\overline{\mathcal{D}})|_s \to 0.
\]

We claim that the second morphism of the sequence can be identified with the injective morphism $\mathcal{C} \to \pi_\mathcal{A}$, where $\mathcal{C}$ is the $\mathcal{O}_\mathcal{X}$-module spanned by $(\psi_1, \ldots, \psi_r)$. If the claim is true we deduce the vanishing of $\operatorname{Tor}_1^{\mathcal{O}_S}(\overline{\mathcal{D}}, \mathcal{O}_S/m_s)$. This implies the flatness of $\overline{\mathcal{D}}$ using the local criterion of flatness.
In order to prove the claim we produce natural identifications $\left(\Pi_s, \bar{\mathcal{A}}\right)|_s \cong \pi_* \mathcal{A}$ and $\left(\mathcal{C}\right)|_s \cong \mathcal{C}$, which show that the morphism $\left(\mathcal{C}\right)|_s \to \left(\Pi_s \bar{\mathcal{A}}\right)|_s$ is injective, yielding the desired vanishing.

For the first identification notice that $\Pi_* \bar{\mathcal{A}}$ coincides with $\mathcal{A}$ with the $\mathcal{O}_X$-module structure obtained by restriction of scalars; similarly $\pi_* \mathcal{A}$ coincides with $\mathcal{A}$ with the $\mathcal{O}_X$-module structure obtained by restriction of scalars. Then the needed identification is the isomorphism $\rho$ defined above.

The second identification is a bit more involved (at the moment we do not even know the flatness of $\mathcal{C}$ over $S$). We proceed like in Section 6 to obtain a diagram similar to (90). Dualizing sequence (91) we obtain the sequence

$$0 \to \mathcal{O}_X^r \to \mathcal{O}_X^r \to \mathcal{O}_X^r \to 0.$$  

Applying $\Pi_*$ to Sequence (81) and using the isomorphism $(\bar{\mathcal{A}})^r \equiv \mathcal{Ext}_{\mathcal{O}_X}^r (\bar{\mathcal{A}}, \mathcal{O}_X)$, which comes from the fact that the natural transformations are inverse to each other, we obtain the exact sequence

$$0 \to \mathcal{O}_X^r \to \Pi_* M \to \Pi_* \mathcal{Ext}_{\mathcal{O}_X}^r (\bar{\mathcal{A}}, \mathcal{O}_X) \to R^1 \Pi_\mathcal{O}_X^r \to R^1 \Pi_* \bar{\mathcal{M}} \to 0.$$

We have the chain of equalities

$$\mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X) = \mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X, \mathcal{O}_X) = \mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X, \mathcal{O}_X) = \mathcal{O}_X.$$

The first is because $\mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X, \mathcal{O}_X) \cong \mathcal{N}$, the second is a consequence of Proposition 8.10 and the fact that flat deformations of reflexive modules are reflexive.

The last two exact sequences, together with the previous identifications yields the following commutative diagram:

$$\begin{array}{ccc}
0 & \to & \mathcal{O}_X^r \\
\downarrow \text{Id} & & \downarrow \text{Id} \\
0 & \to & \Pi_* M
\end{array}
\begin{array}{ccc}
\mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X) & \to & 0 \\
\theta & & \\
\Pi_* \mathcal{Ext}_{\mathcal{O}_X}^r (\bar{\mathcal{A}}, \mathcal{O}_X) & \to & R^1 \Pi_* \bar{\mathcal{M}}
\end{array}
\begin{array}{ccc}
\to & \to & \to \\
\end{array}
\begin{array}{ccc}
R^1 \Pi_* \mathcal{O}_X^r & \to & R^1 \Pi_* \bar{\mathcal{M}}
\end{array}$$

where $\theta$ is the only map making the diagram commutative.

Since we have the isomorphism $\mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{N}, \mathcal{O}_X) \cong \mathcal{M}$, dualizing the sequence (81), and using the exact sequence (81) we obtain that $\mathcal{Ext}_{\mathcal{O}_X}^r (\bar{\mathcal{A}}, \mathcal{O}_X)$ is isomorphic to $(\mathcal{A})$, and, as $\mathcal{O}_S$-module, $\Pi_* (\bar{\mathcal{A}})$ is equal to $(\mathcal{A})$, which is flat over $S$. Then, the exactness of the lower row of the diagram and the flatness of $R^1 \Pi_* \mathcal{M}$ imply that $\mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{N}, \mathcal{O}_X)$ is flat over $S$.

As a consequence, specializing the first row of diagram (93) over $s$ we obtain the exact sequence

$$0 \to \mathcal{O}_X^r \to M \to \mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{N}, \mathcal{O}_X) \mid_s \to 0.$$  

Comparing with the first row of diagram (90) we obtain the isomorphism

$$\left(\mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X)\right) \mid_s \cong \mathcal{Ext}_{\mathcal{O}_X}^r (\bar{\mathcal{A}}, \mathcal{O}_X).$$  

We have the chain of isomorphisms:

$$\mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X) \cong \mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{O}_X, \mathcal{O}_X) \mid_s \cong \mathcal{Ext}_{\mathcal{O}_X}^r (\mathcal{C}, \mathcal{O}_X) \mid_s = 0.$$
The first isomorphism is due to the flatness of $\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X)$ and Lemma 8.10; the second isomorphism is because of Equation (94), and the vanishing is due to the fact that $\mathcal{C}$ is Cohen-Macaulay of dimension 1, Theorem 3.1 and the Gorenstein condition.

The last vanishing shows, applying Lemma 8.15 (3), (2), and (1) for $\mathcal{F} = \mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X)$, the isomorphism

$$\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X) \cong \mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X)$$

Dualizing the first row of diagram (93) we obtain the exact sequence

$$0 \to \mathcal{H}om_{\mathcal{O}_X}(\mathcal{H}om_{\mathcal{O}_X}(\Pi_*\overline{\mathcal{N}}, \mathcal{O}_X), \mathcal{O}_X) \to \mathcal{O}_X \to \mathcal{E}_{\mathcal{O}_X}(\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X), \mathcal{O}_X) \to$$

We have the chain of equalities

$$\mathcal{H}om_{\mathcal{O}_X}(\mathcal{H}om_{\mathcal{O}_X}(\Pi_*\overline{\mathcal{N}}, \mathcal{O}_X), \mathcal{O}_X) =$$

$$= \mathcal{H}om_{\mathcal{O}_X}(\mathcal{H}om_{\mathcal{O}_X}(\Pi_*\overline{\mathcal{M}}, \mathcal{O}_X), \mathcal{O}_X) =$$

$$= \mathcal{H}om_{\mathcal{O}_X}(\Pi_*\overline{\mathcal{M}}, \mathcal{O}_X) = \Pi_*\overline{\mathcal{N}}.$$

The first and third equalities are applications of Proposition 8.13 and the second is because a triple dual coincides with a single dual. We also have

$$\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{H}om_{\mathcal{O}_X}(\Pi_*\overline{\mathcal{N}}, \mathcal{O}_X), \mathcal{O}_X) = \mathcal{E}_{\mathcal{O}_X}^\partial(\Pi_*\overline{\mathcal{M}}, \mathcal{O}_X) = 0.$$

The first equality has been shown in the chain of equalities prior to diagram (93), and the vanishing follows by an application of Lemmata 8.16 and 8.15, the fact that $\Pi_*\overline{\mathcal{M}}$ is a flat deformation of a reflexive $\mathcal{O}_X$-module and the Gorenstein condition. After these identifications the last exact sequence becomes:

$$0 \to \Pi_*\overline{\mathcal{N}} \to \mathcal{O}_X \to \mathcal{E}_{\mathcal{O}_X}(\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X), \mathcal{O}_X) \to 0,$$

and this gives, by comparison with Exact Sequence (91) the isomorphism

$$\mathcal{C} \cong \mathcal{E}_{\mathcal{O}_X}(\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X), \mathcal{O}_X).$$

The following chain of isomorphisms gives the needed identification:

$$\mathcal{E}_{\mathcal{O}_X}(\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X), \mathcal{O}_X) \cong \mathcal{E}_{\mathcal{O}_X}(\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X), \mathcal{O}_X), \mathcal{O}_X) \cong$$

$$\mathcal{E}_{\mathcal{O}_X}(\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X), \mathcal{O}_X) \cong \mathcal{E}_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X).$$

The first isomorphism is by (96); the second by (95); the third by flatness of $\mathcal{E}_{\mathcal{O}_X}^\partial(\mathcal{C}, \mathcal{O}_X)$ and Lemma 8.16; the fourth by (94); the fifth is by Theorem 3.1 using that $\mathcal{C}$ is Cohen-Macaulay of dimension 1.

We have proven that the pair $(\tilde{X}, X, \mathcal{A}, (\psi_1, ..., \psi_r), \rho)$ is a specialty defect constant deformation of the pair $(\tilde{X}, X, \mathcal{A}, (\psi_1, ..., \psi_r))$ over $(S, s)$.

In order to finish Part 2 of the proof we let $(\tilde{X}, X, \mathcal{A}, (\psi_1, ..., \psi_r), \rho)$ be a specialty constant deformation of $(\tilde{X}, X, \mathcal{A}, (\psi_1, ..., \psi_r))$ over $(S, s)$, and consider $(\tilde{X}, X, \mathcal{M}, (\phi_1, ..., \phi_r), t)$, the deformation assigned by the isomorphism of functors from $\text{Def}^t_{\tilde{X}, X, \mathcal{A}}$ to $\text{Def}^t_{\tilde{X}, X, \mathcal{M}}$. We have to prove that $(\tilde{X}, X, \mathcal{M}, (\phi_1, ..., \phi_r), t)$ is an element of $\text{FullDef}^t_{\tilde{X}, X, \mathcal{M}}(S, s)$. For this we need to show that $R^1\Pi_*\overline{\mathcal{M}}$ is flat over $S$. 
As before denote by $\overline{C}$ the image of $\Pi_*\mathcal{O}_X \to \Pi_*\mathcal{A}$ and consider the exact sequences \([91]\) and \([92]\). Denote by $\mathcal{D}$ the image of $\pi_*\mathcal{O}_X \to \pi_*\mathcal{A}$, and consider the exact sequences
\[
0 \to \pi_*\mathcal{N} \to \mathcal{O}_X \to \mathcal{C} \to 0,
\]
\[
0 \to \mathcal{C} \to \pi_*\mathcal{A} \to \mathcal{D} \to 0.
\]

Sequence \([92]\), and the flatness of $\Pi_*\mathcal{A}$ and $\mathcal{D}$ implies the flatness of $\overline{C}$ over $(S,s)$. Observe that $\Pi_*\mathcal{A}$ and $\mathcal{D}$ specialize over $s$ to $\pi_*\mathcal{A}$ and $\mathcal{D}$. Consequently, specializing Sequence \([92]\) over $s$ and comparing with Sequence \([95]\) we conclude the isomorphism
\[
\mathcal{C}|_s \cong \mathcal{C}.
\]

We have the chain of isomorphisms
\[
\mathcal{E}_{\mathcal{O}_X}(\overline{C}, \mathcal{O}_X) \cong \mathcal{E}_{\mathcal{O}_X}(\overline{C}|_s, \mathcal{O}_X) \cong \mathcal{E}_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X) = 0.
\]

The first isomorphism is by flatness of $\overline{C}$ and Lemma \([8.16]\) the second follows from \([99]\), and the vanishing by Theorem \([8.1]\) the fact that $\mathcal{C}$ is Cohen-Macaulay of dimension 1 and the Gorenstein condition. Then, by Lemma \([8.16]\) we have the isomorphism
\[
\mathcal{E}_{\mathcal{O}_X}(\overline{C}, \mathcal{O}_X)|_s \cong \mathcal{E}_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X).
\]

Observe also the vanishing $\mathcal{H}om_{\mathcal{O}_X}(\overline{C}, \mathcal{O}_X) = 0$. Using the last isomorphism and the vanishing, Lemma \([8.15] (2)\) implies that $\mathcal{E}_{\mathcal{O}_X}(\overline{C}, \mathcal{O}_X)$ is flat over $S$.

Specializing the first row of Diagram \([93]\) over $s$, we obtain the exact sequence
\[
0 \to \mathcal{O}_X \to \Pi_*\mathcal{M}|_s \to \mathcal{E}_{\mathcal{O}_X}(\overline{C}, \mathcal{O}_X)|_s \to 0.
\]

Using the identification \([100]\) and comparing with the sequence
\[
0 \to \mathcal{O}_X \to \pi_*\mathcal{M} \to \mathcal{E}_{\mathcal{O}_X}(\mathcal{C}, \mathcal{O}_X) \to 0,
\]

obtained by dualizing Sequence \([97]\), we deduce the isomorphism $\Pi_*\mathcal{M}|_s \cong \pi_*\mathcal{M}$. Hence Condition 2 of Lemma \([8.6]\) holds and this concludes the proof. \(\square\)

The previous theorem, together with Theorem \([4.18]\) gives the following set of corollaries:

**Corollary 8.22.** Assume that $(A, (\psi_1, ..., \psi_r))$ is a Cohen-Macaulay $\mathcal{O}_{\tilde{X}}$-module of dimension 1 with a collection of generators as a $\mathcal{O}_{\tilde{X}}$-module satisfying the Containment Condition. Let $(\tilde{X}, \chi, \overline{A}, (\tilde{\psi}_1, ..., \tilde{\psi}_r), \rho)$ be a specialty defect constant deformation of $(A, (\psi_1, ..., \psi_r))$. Then for any $s' \in S$ the Cohen-Macaulay $\mathcal{O}_{\chi,s'}$-module with generators $(\overline{A}|_{s'}, (\tilde{\psi}_1|_{s'}, ..., \tilde{\psi}_r|_{s'}))$ satisfies the Containment Condition.

**Remark 8.23.** Assume that $(A, (\psi_1, ..., \psi_r))$ is a Cohen-Macaulay $\mathcal{O}_{\tilde{X}}$-module of dimension 1 with a collection of generators as a $\mathcal{O}_{\tilde{X}}$-module satisfying the Containment Condition. Let $(\tilde{X}, \chi, \overline{A}, (\tilde{\psi}_1, ..., \tilde{\psi}_r), \rho)$ be a specialty defect constant deformation of $(A, (\psi_1, ..., \psi_r))$ over a germ $(S,s)$. Applying the correspondence defined in Theorem \([8.27]\) we obtain a full deformation of full $\mathcal{O}_{\tilde{X}}$-modules whose specialty defect is constant.

**Corollary 8.24.** The specialty defect is constant in a full deformation of full sheaf.

**Proof.** Given a full sheaf $\mathcal{M}$, let $(\phi_1, ..., \phi_r)$ be generic sections. For any deformation $(\overline{\mathcal{M}}, \iota)$ of $\mathcal{M}$ over $(S,s)$ let $(\overline{\phi}_1, ..., \overline{\phi}_r)$ be an extension of the sections over $(S,s)$. Applying the correspondence of Theorem \([8.21]\) to $(\overline{\mathcal{M}}, (\overline{\phi}_1, ..., \overline{\phi}_r), \iota)$ we obtain a specialty defect constant...
deformation. Apply the inverse correspondence to get back \((\mathcal{M}, (\phi_1, ..., \phi_r), \iota)\) and use the previous Remark.

Finally we need to compare the isomorphism between the functors \(\text{Def}_{X,M}^{(\phi_1, ..., \phi_r)}\) and \(\text{Def}_{X,C}^{(\psi_1, ..., \psi_r)}\) with the isomorphism between the functors \(\text{FullDef}_{X,X,M}^{(\phi_1, ..., \phi_r)}\) and \(\text{SDCDef}_{X,X,A}^{(\psi_1, ..., \psi_r)}\).

The results we need are the following:

**Proposition 8.25.** Let \(X\) be a normal Stein surface with Gorenstein singularities, let \((M, (\phi_1, ..., \phi_r))\) be a reflexive \(O_X\)-module of rank \(r\) together with \(r\) generic sections, \(\pi : \tilde{X} \to X\) be a resolution and \(M\) be the associated full \(O_{\tilde{X}}\)-module. Let \((A, (\psi_1, ..., \psi_r))\) be the result of applying the correspondence of Theorem 4.15 to \((M, (\phi_1, ..., \phi_r))\), and \((C, (\psi'_1, ..., \psi'_r))\) the result of applying the correspondence of Theorem 4.14 to \((M, (\phi_1, ..., \phi_r))\).

Consider a full deformation \((\tilde{X}, \mathcal{X}, \mathcal{M}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota)\) of \((\tilde{X}, X, M, (\phi_1, ..., \phi_r))\) over a base \(S\). Let \((\mathcal{X}, \mathcal{M}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota)\) be the deformation of \((X, M, (\phi_1, ..., \phi_r))\) obtained applying \(\Pi_*\) (see Proposition 8.14).

Let \((\mathcal{X}, \mathcal{X}, \mathcal{M}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota, \rho)\) be the result of applying the correspondence of Theorem 8.21 to \((X, X, M, (\phi_1, ..., \phi_r), \iota)\), and let \((\tilde{\mathcal{C}}, \tilde{\mathcal{C}}, \tilde{\mathcal{M}}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota, \rho')\) be the result of applying the correspondence of Theorem 8.17 to \((X, \mathcal{M}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota)\).

Then there is a natural inclusion \(\tilde{\mathcal{C}} \subset \Pi_* \mathcal{A}\) which extends the inclusion of \(\mathcal{C}\) into \(\pi_* A\) predicted in Proposition 4.34. Under this inclusion the sections \((\tilde{\psi}_1, ..., \tilde{\psi}_r)\) are identified with \((\tilde{\varphi}_1, ..., \tilde{\varphi}_r)\).

**Proof.** The proof is a straightforward adaptation of the proof of Proposition 4.34 in which one should quote Proposition 8.13 instead of Lemma 3.6.

**Proposition 8.26.** Let \(\pi : \tilde{X} \to X\) be a resolution of a normal Stein surface with Gorenstein singularities. Let \((A, (\psi_1, ..., \psi_r))\) be a pair formed by a rank 1 generically reduced 1-dimensional Cohen-Macaulay \(O_{\tilde{X}}\)-module, whose support meets the exceptional divisor \(E\) in finitely many points, and a set of \(r\) global sections spanning \(\mathcal{A}\) as \(O_{\tilde{X}}\)-module and satisfying the Containment Condition. Let \(\mathcal{C}\) be the \(O_{\mathcal{X}}\)-module spanned by \(\psi_1, ..., \psi_r\) (then \(\mathcal{C}\) is a rank 1 generically reduced 1-dimensional Cohen-Macaulay \(O_{\mathcal{X}}\)-module). Let \((\tilde{\mathcal{X}}, \tilde{\mathcal{X}}, \tilde{\mathcal{A}}, (\tilde{\psi}_1, ..., \tilde{\psi}_r), \rho)\) be a specialty constant deformation of \((\tilde{X}, \mathcal{X}, \mathcal{A}, (\psi_1, ..., \psi_r))\) with \(\Pi : \tilde{X} \to X\) the simultaneous resolution. Denote by \(\mathcal{C}\) the \(O_{\mathcal{X}}\)-submodule of \(\Pi_* \mathcal{A}\) spanned by \((\tilde{\psi}_1, ..., \tilde{\psi}_r)\). Then \((\tilde{\mathcal{X}}, \tilde{\mathcal{C}}, (\tilde{\psi}_1, ..., \tilde{\psi}_r), \rho)\) is a deformation of \((X, \mathcal{C}, (\psi_1, ..., \psi_r))\).

Moreover, let \((\tilde{\mathcal{X}}, \tilde{\mathcal{X}}, \tilde{\mathcal{M}}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \rho)\) be the result of applying the correspondence of Theorem 8.21 to \((X, X, M, (\phi_1, ..., \phi_r), \iota)\) and \((\tilde{\mathcal{X}}, \tilde{\mathcal{M}}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota, \rho')\) be the result of applying the correspondence of Theorem 8.17 to \((X, \mathcal{M}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \iota)\). Then we have the equality of deformations

\[(\tilde{\mathcal{X}}, \Pi_* \mathcal{M}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \rho) = (\tilde{\mathcal{X}}, \tilde{\mathcal{M}}, (\tilde{\phi}_1, ..., \tilde{\phi}_r), \rho').\]

**Proof.** In order to prove that \((\tilde{\mathcal{X}}, \tilde{\mathcal{A}}, (\tilde{\psi}_1, ..., \tilde{\psi}_r), \iota)\) is a deformation of \((X, \mathcal{C}, (\psi_1, ..., \psi_r))\) we only need to prove the flatness of \(\tilde{\mathcal{C}}\) over the base \(S\) of the deformation. This follows because we have the exact sequence

\[0 \to \mathcal{C} \to \Pi_* \mathcal{A} \to \mathcal{D} \to 0,
\]

the module \(\mathcal{D}\) is flat over \(S\) because \((\tilde{\mathcal{X}}, \tilde{\mathcal{X}}, \tilde{\mathcal{A}}, (\tilde{\psi}_1, ..., \tilde{\psi}_r), \rho)\) is a specialty constant deformation and the module \(\Pi_* \mathcal{A}\) is also flat over \(S\) because it coincides with \(\mathcal{A}\) as an \(O_{\tilde{X}}\)-module.

The remaining assertion runs parallel to the proof of Proposition 8.20 according with the proof of Theorem 8.21 and its proof the module \(\tilde{\mathcal{N}}\) in the sequence \(0 \to \tilde{\mathcal{N}} \to \mathcal{O}_{\tilde{X}} \to \mathcal{A} \to 0\) is the dual
of $M$. Pushing down by $\Pi$, we obtain

$$0 \to \Pi_*\mathcal{N} \to \mathcal{O}_X \to \Pi_*\mathcal{A} \to R^1\Pi_*\mathcal{N} \to R^1\Pi_*\mathcal{O}_X^r \to 0,$$

and the image of the map $\mathcal{O}_X^r \to \Pi_*\mathcal{A}$ is the $\mathcal{O}_X$-module spanned by $\overline{\psi}_1, \ldots, \overline{\psi}_r$, that is, the module $\overline{\mathcal{C}}$. So we obtain the sequence

$$0 \to \Pi_*\mathcal{N} \to \mathcal{O}_X^r \to \overline{\mathcal{C}} \to 0.$$

According with Theorem 8.17 and its proof the module $\Pi_*\mathcal{N}$ is isomorphic to the dual of $M$. By Proposition 8.13 the module $\Pi_*\mathcal{N}$ is isomorphic to the dual of $\Pi_*M$. This concludes the proof of the equality $\Pi_*M = M$. □

9. CLASSIFICATION OF GORENSTEIN NORMAL SURFACE SINGULARITIES IN COHEN-MACAULAY REPRESENTATION TYPES

In this section we prove that non log-canonical Gorenstein surface singularities are of wild Cohen-Macaulay representation type. This confirms a conjecture by Drozd, Greuel and Kashuba [9], and completes the classification in Cohen-Macaulay representation types of Gorenstein normal surface singularities. The reader may consult [9] and the references quoted there for a full definition of finite, tame and wild Cohen-Macaulay representation types. For our purposes it is enough to know that if a singularity admits essential families of indecomposable reflexive modules then it is of wild Cohen-Macaulay representation type.

**Definition 9.1.** Let $(X, x)$ be a normal surface singularity. A family $\mathcal{M}$ of $\mathcal{O}_X$-modules over a variety $S$ is called essential for any reflexive module $M$, if the set of points $s \in S$ such that $\mathcal{M}|_s$ is isomorphic to $M$ is a 0-dimensional analytic subvariety.

**Proposition 9.2.** Let $(X, x)$ be a normal Gorenstein surface singularity. If the minimal canonical order of prime divisors over $x$ (see Definition 2.10) is unbounded from below, then there are essential families of indecomposable special reflexive $\mathcal{O}_X$-modules with arbitrarily high dimensional base. Thus $(X, x)$ is of wild Cohen-Macaulay representation type.

**Proof.** Let $\pi : \tilde{X} \to X$ be a resolution which contains an irreducible component $F$ of the exceptional divisor $E$ of $x$ such that the minimal canonical order at $F$ equals $-d$. We are going to construct a $d$-dimensional essential family of indecomposable special reflexive $\mathcal{O}_X$-modules.

Let $V$ be the set of sequences $(x_1, \ldots, x_d)$ of infinitely near points to $x$ having the following inductive properties: the point $x_1$ is a smooth point of the exceptional divisor $E$ belonging to $F$. For $2 \leq i \leq d - 1$ let $\pi_{i-1}^{x_1, \ldots, x_{i-1}} : X^{i-1} \to X$ be the composition of the blow-ups of $\tilde{X}$ at $x_1, \ldots, x_{i-1}$, and the map $\pi$, let $E_i^{i-1}$ be the exceptional divisor of $\pi_{i-1}^{x_1, \ldots, x_{i-1}}$ and $F_i^{i-1}$ be the exceptional divisor of the blow up at $x_{i-1}$; the point $x_i$ is a smooth point of the exceptional divisor $E_i^{i-1}$ belonging to $F_i^{i-1}$. According with the methods of [11], Chapter 3, there is a variety $V$ parametrizing such sequences of infinitely near points, and a universal sequence of proper birational maps

$$Z^{d-1} \overset{\Pi^{d-1}}{\rightarrow} Z^{d-1} \rightarrow \cdots \rightarrow Z^1 \overset{\Pi^1}{\rightarrow} \tilde{X} \times V \overset{\Pi^0}{\rightarrow} X \times V,$$

so that $\Pi^0$ is the map $(\pi, Id_V)$ and for any $(x_1, \ldots, x_d) \in V$ and any $k \leq d - 1$, the fibre morphism

$$\Pi^0_{(x_1, \ldots, x_k)} : Z^k_{(x_1, \ldots, x_d)} \to X \times \{(x_1, \ldots, x_d)\},$$

is equal to $\pi \circ \pi^{x_1, \ldots, x_k}$. We denote the composition $\Pi^0 \circ \cdots \circ \Pi^{d-1}$ by $\rho$.

Let $\overline{D} \subset Z^{d-1}$ be a divisor such that its fibre over $(x_1, \ldots, x_d) \in V$ is a smooth curvette meeting the exceptional divisor $E^{d-1}$ transversely through $x_d$. It is clear that $\overline{D}$ exists at least over a Zariski
open subset of \( V \). Let \( r(x_1, ..., x_d) \) be the minimal number of generators of \( (\rho_* \mathcal{O}_{\tilde{V}})_{(x_1, ..., x_d)} \) as a \( \mathcal{O}_X \)-module. It is easy to prove that the function \( r(x_1, ..., x_d) \) is upper semi-continuous in \( V \). By shrinking \( V \) to a Zariski open subset we may assume the existence of sections \( (\psi_1, ..., \psi_r) \) of \( \rho_* \mathcal{O}_{\tilde{M}} \) that specialized over each point \( (x_1, ..., x_d) \in V \) gives a minimal set of generators of \( (\rho_* \mathcal{O}_{\tilde{V}})_{(x_1, ..., x_d)} \).

Applying the correspondence of Theorem 8.17 to \( (\psi_1, ..., \psi_r) \) we obtain pair \((\tilde{M}, \phi_{1}, ..., \phi_{r})\), where \( \tilde{M} \) is a family of reflexive \( \mathcal{O}_X \)-modules. Since \( R^i \rho_* \mathcal{O}_{\tilde{M}} \) vanishes, Lemma 8.6 implies the equality \( (\rho_* \mathcal{O}_{\tilde{M}})_{(x_1, ..., x_d)} = (\rho(x_1, ..., x_d))_* \mathcal{O}_{\mathcal{M}}_{(x_1, ..., x_d)} \) for any \((x_1, ..., x_d) \in V \). Consequently the module \( \mathcal{M}|_{(x_1, ..., x_d)} \) is the result of applying the correspondence of Theorem 4.15 to the pair \((\rho(x_1, ..., x_d))_* \mathcal{O}_{\mathcal{M}}_{(x_1, ..., x_d)}, (\psi_1|_{(x_1, ..., x_d)}, ..., \psi_r|_{(x_1, ..., x_d)})\). Then, having chosen \( D \) generic, by Proposition 5.13 Remark 4.28 and Proposition 6.15 we conclude that \( \mathcal{M}|_{(x_1, ..., x_d)} \) is a special indecomposable module.

The dimension of \( V \) equals \( d \), since each of the infinitely near points is free. Therefore, in order to finish the proof we only have to show that the family is essential. We claim that \( \rho(x_1, ..., x_d))_* \mathcal{M} \) is the minimal resolution adapted to \( \mathcal{M}|_{(x_1, ..., x_d)} \). If the claim is true the modules \( \mathcal{M}|_{(x_1, ..., x_d)} \) are pairwise non-isomorphic by Theorem 7.10 and we are done.

The claim follows from Proposition 5.5 noticing the facts that

\[
\text{cond} \left( R^i((\rho(x_1, ..., x_d))_* \mathcal{M}|_{(x_1, ..., x_d)}, (\psi_1|_{(x_1, ..., x_d)}, ..., \psi_r|_{(x_1, ..., x_d)}) \right) = 0,
\]

and that the minimal canonical order of \( F^i \) vanishes if and only if \( i = d \).

\[\square\]

**Theorem 9.3.** A Gorenstein surface singularity is of finite Cohen-Macaulay representation type if and only if it is a rational double point. Gorenstein surface singularities of tame Cohen-Macaulay representation type are precisely the log-canonical ones. The remaining Gorenstein surface singularities are of wild Cohen-Macaulay representation type.

**Proof.** In [9] it is proved that a normal surface singularity has finitely many indecomposable reflexive modules if and only if it is a quotient singularity. This implies that the Gorenstein surface singularities of finite Cohen-Macaulay representation type are exactly the rational double points. In [3] it is proved that log-canonical surface singularities are of tame Cohen-Macaulay representation type. By the classification of Example 3.27 of [25], if \( X \) is a Gorenstein singularity which is not log-canonical, and \( \sum q_i E_i \) is the divisor associated with its Gorenstein form at the minimal resolution, then either there is a \( q_i < -1 \), or the exceptional divisor have singularities of Milnor number at least 3. In this case it is possible to obtain resolutions which are small with respect to the canonical cycle with arbitrarily negative coefficients for the divisor of the Gorenstein form. Proposition 9.2 shows now that non log-canonical singularities are of wild Cohen-Macaulay representation type.

\[\square\]

10. Lifting deformations

Let \( X \) be a normal Stein surface. Let \( \pi : \tilde{X} \to X \) a resolution with exceptional divisor \( E \). Let \( M \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \) and \( \mathcal{M} \) be the associated full \( \mathcal{O}_{\tilde{X}} \)-module. We study when deformations of \( M \) lift to full deformations of \( \mathcal{M} \).

**Definition 10.1.** Let \( X \) be a normal Stein surface. Let \( \mathcal{X} \) be a deformation of \( X \) over a base \((S, s)\). Let \( \Pi : \tilde{X} \to \mathcal{X} \) be a very weak simultaneous resolution with exceptional divisor \( \mathcal{E} \). The strict
Proof. If \( A \) is irreducible, then, by the previous Remark it is obvious that for any arc \( \gamma : X \to X \) the subscheme \( A \times_S X \to X \) is liftable for the very weak simultaneous resolution obtained by pullback.

Remark 10.2. In the setting of the previous definition, it is clear that \( A \) lifts to \( \tilde{X} \) if and only if the fibre over \( s \) of the strict transform of \( A \) coincides with the strict transform of the fibre of \( A \) over \( s \).

Lemma 10.3. Let \( X \) be a normal Stein surface. Let \( \mathcal{X} \) be a deformation of \( X \) over a reduced base \( (S, s) \). Let \( \Pi : \tilde{X} \to X \) be a very weak simultaneous resolution with exceptional divisor \( E \). Let \( A \subset \mathcal{X} \) be a closed subscheme such that the fibre \( A_s \) of \( A \) over \( s \) is of dimension 1, and such that the Zariski open subset \( A \cap (\mathcal{X} \setminus \Pi(E)) \) is flat over \( S \). Then \( A \) is liftable if and only if for any arc \( \gamma : \text{Spec}(\mathbb{C}[t]) \to (S, s) \) the subscheme \( A \times_S \text{Spec}(\mathbb{C}[t]) \subset \mathcal{X} \times_S \text{Spec}(\mathbb{C}[t]) \) is liftable.

Proposition 10.4. Let \( X \) be a normal Stein surface with Gorenstein singularities. Let \( \mathcal{X} \) be a deformation of \( X \) over a reduced base \( (S, s) \). Let \( \pi : \tilde{X} \to X \) be a very weak simultaneous resolution with exceptional divisor \( E \). Denote by \( \pi : \tilde{X} \to X \) the fibre of \( \Pi \) over \( s \). Let \( \mathcal{M} \) be a reflexive \( \mathcal{O}_X \)-module of rank \( r \). Let \( (\tilde{X}, \mathcal{X}, \mathcal{M}, \iota) \) be a deformation of \( M \) over \( (S, s) \). Let \( \mathcal{M} \) be the full \( \mathcal{O}_{\tilde{X}} \)-module associated to \( M \). The first 3 of the following conditions are equivalent and imply the fourth and fifth.

1. There is a deformation \((\tilde{X}, \mathcal{X}, (\mathcal{M}, \iota)) \) of \( M \) which transforms under \( \Pi_* \) to \((\mathcal{X}, (\mathcal{M}, \iota)) \).
(2) For any collection \((\phi_1, \ldots, \phi_r)\) of nearly generic global sections of \(\mathcal{M}\) and any extension \((\overline{\phi}_1, \ldots, \overline{\phi}_r)\) as sections of \(\overline{\mathcal{M}}\), the deformation \((X, C, (\psi_1, \ldots, \psi_r), \rho)\) obtained applying the correspondence of Theorem \(\text{(17)}\) to \((\overline{X}, \overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r), \iota)\) lifts in a specialty defect constant way to \(\overline{X}\).

(3) There exists a collection \((\phi_1, \ldots, \phi_r)\) of nearly generic global sections of \(\mathcal{M}\) and an extension \((\overline{\phi}_1, \ldots, \overline{\phi}_r)\) as sections of \(\overline{\mathcal{M}}\), such that the deformation \((X, C, (\psi_1, \ldots, \psi_r), \rho)\) obtained applying the correspondence of Theorem \(\text{(17)}\) to \((\overline{X}, \overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r), \iota)\) lifts in a specialty defect constant way to \(\overline{X}\).

(4) For any collection \((\phi_1, \ldots, \phi_r)\) of nearly generic global sections of \(\mathcal{M}\) and any extension \((\overline{\phi}_1, \ldots, \overline{\phi}_r)\) as sections of \(\overline{\mathcal{M}}\), the support of the degeneracy module of \((\overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r))\) is liftable.

(5) There exists a collection \((\phi_1, \ldots, \phi_r)\) of nearly generic global sections of \(\mathcal{M}\) and an extension \((\overline{\phi}_1, \ldots, \overline{\phi}_r)\) as sections of \(\overline{\mathcal{M}}\), such that the support of the degeneracy module of \((\overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r))\) is liftable.

**Proof.** Suppose Condition (1) holds. Consider a collection \((\phi_1, \ldots, \phi_r)\) of nearly generic global sections of \(\mathcal{M}\) and an extension \((\overline{\phi}_1, \ldots, \overline{\phi}_r)\) as sections of \(\overline{\mathcal{M}}\). Applying the correspondence of Theorem \(\text{(17)}\) to \((\overline{X}, \overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r), \iota')\) we obtain the desired lifting. This proves Condition (2).

Condition (2) implies Condition (3) trivially.

If Condition (3) holds let \((\overline{X}, \overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r), \iota)\) be the specialization defect constant lifting. Applying the correspondence of Theorem \(\text{(17)}\) to it we obtain a deformation \((\overline{X}, \overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r), \iota')\). The quadruple \((\overline{X}, \overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r), \iota)\) obtained by forgetting the sections is the deformation that we need to obtain to show that Condition (1) holds.

If Condition (2) holds let \((\overline{X}, \overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r), \iota)\) be the specialization defect constant lifting. The support of \(\mathcal{A}\) is the strict transform of the support of the degeneracy module of \((\overline{\mathcal{M}}, (\overline{\phi}_1, \ldots, \overline{\phi}_r))\). Since for any \(s' \in S\) the support of \(\mathcal{A}|_{s'}\) meets the exceptional divisor at finitely many points, Condition (4) holds.

Condition (4) implies condition (5) obviously. \(\square\)

In the next example we use the non-liftability of the support of the degeneracy module to prove that a deformation of a reflexive module does not lift to a full deformation.

**Example 10.5.** Let \(X = V(xz - y^2) \subset \mathbb{C}^3\). Let \(S = \text{Spec}(\mathbb{C}[s])\). Define \(\alpha : \text{Spec}(\mathbb{C}[\lbrack t, s\rbrack]) \to X \times S\) by \((t, s) \to (t^2, s^3 + st, (t^2 + s)^2)\). Define \(\mathcal{C} := \alpha_\ast \mathbb{C}[\lbrack t, s\rbrack]\), and let \((\overline{\psi}_1, \ldots, \overline{\psi}_r)\) be a system of generators of \(\mathcal{C}\) as \(\mathcal{O}_{X \times S}\)-module. The correspondence of Theorem \(\text{(17)}\) defines a deformation \(\overline{\mathcal{M}}\) of reflexive modules which does not lift to a full deformation of full sheaves, since the support of the degeneracy module is not liftable.

Here we show an example where the support of the degeneracy module is liftable, but there is no full deformation.

**Example 10.6.** Let \(X = V(x^3 + y^3 + z^3)\). This is a minimally elliptic singularity as studied in [19]. The blowing up at the origin \(\pi : \overline{X} \to X\) produces its minimal resolution. Its exceptional divisor is a smooth elliptic curve \(E\). Let \(\overline{C}\) be a smooth curvett embedded in \(\overline{X}\), which meets \(E\) at a single point \(p\) with intersection multiplicity equal to 2. Let \(t\) be a uniformizing parameter for the germ \((\overline{C}, p)\). The curve \(C := \pi(\overline{C})\) has an ordinary cusp singularity at the origin of \(\mathbb{C}^3\) (that is \(C = \text{Spec}(\mathbb{C}[\lbrack t^2, t^3\rbrack])\). Let \(S := \text{Spec}(\mathbb{C}[s])\). We have the isomorphism \(\mathcal{O}_{\overline{X} \times S} \cong \mathbb{C}[\lbrack t, s\rbrack]\); this endows \(\mathbb{C}[\lbrack t, s\rbrack]\) with structures of \(\mathcal{O}_{X \times S}\)-module and of \(\mathcal{O}_{\overline{X} \times S}\)-module. Denote by \(\mathcal{C}\) the \(\mathcal{O}_{X \times S}\)-submodule
of $\mathbb{C}[t,s]$ spanned by $(s+t,t^2)$. We let $\mathcal{D}$ be its cokernel as $\mathcal{O}_{X \times S}$ module. It is easy to check that $\mathcal{D}$ is $\mathbb{C}[[s]]$-flat, and hence $\mathcal{O}_C$ is $\mathbb{C}[[s]]$-flat as well. Apply the correspondence of Theorem 8.17 to $(C,(s+t,t^2))$ and obtain $(\mathcal{M},(\bar{\phi}_1,\bar{\phi}_2))$, where $\mathcal{M}$ is a family of reflexive $\mathcal{O}_X$-modules.

The support of $\mathcal{C}$ equals $C \times S$, and its strict transform equals $\tilde{C} \times S$. So $C \times S$ lifts. On the other hand, if there is a family $\mathcal{M}$ of full $X$-modules lifting $\mathcal{M}$, then applying the correspondence of Theorem 8.21 to $(\mathcal{M},(\bar{\phi}_1,\bar{\phi}_2))$ we would obtain $(\mathcal{A},(s+t,t^2))$, where $\mathcal{A}$ is the $\mathcal{O}_{\tilde{C} \times S}$ module spanned by $(s+t,t^2)$. Since this module is not Cohen-Macaulay of dimension 2 (it is not a free module over $\mathbb{C}[[t,s]]$), it can not be a flat family over $\mathbb{C}[[s]]$ of 1-dimensional Cohen-Macaulay $\mathcal{O}_{\tilde{X}}$-modules. This is a contradiction which implies that the there is no family of full $\tilde{X}$-modules lifting $\mathcal{M}$.

Another way of proving the non-existence of lifting is observing that the specialty defect of the full $\mathcal{O}_{\tilde{X}}$-module lifting $\mathcal{M}|_s$ is zero, that the specialty defect of the full $\mathcal{O}_{\tilde{X}}$-module lifting $\mathcal{M}|_{s'}$ is not zero if $s' \neq 0$, and using Corollary 8.24.

**Proposition 10.7.** Let $X$ be a normal Stein surface with Gorenstein singularities. Let $\mathcal{X}$ be a deformation of $X$ over a reduced base $(S,s)$. Let $\Pi : \tilde{X} \rightarrow \mathcal{X}$ be a very weak simultaneous resolution. Let $M$ be a reflexive $\mathcal{O}_X$-module and $(\mathcal{X},\mathcal{M},i)$ be a deformation of $(X,M)$ over $(S,s)$. Then there exists a dense Zariski open subset $U \subset S$ where the deformation lifts as a full family of $\mathcal{O}_{\tilde{X}}$-modules.

**Proof.** Denote by

$$\mathcal{N} := (\Pi^*\mathcal{M})^\vee,$$

$$\mathcal{M} := (\Pi^*\mathcal{M})^\vee,$$

and also denote by $\mathcal{M}_{s'} := (\Pi^*\mathcal{M}|_{s'})^\vee$ the full sheaf associated to $\mathcal{M}|_{s'}$ and $\mathcal{N}_{s'} := (\Pi^*\mathcal{M}|_{s'})^\vee = (\mathcal{M}_{s'})$ for any $s' \in S$.

By genericity of flatness over a reduced base, there exists a Zariski dense open subset $U \subset S$ such that the following two properties hold:

1. The sheaves $\Pi^*\tilde{\mathcal{M}}, \mathcal{N}, \mathcal{O}_{\tilde{X}}(\Pi^*\mathcal{M},\mathcal{O}_{\tilde{X}})$ and $\mathcal{O}_{\tilde{X}}(\Pi^*\mathcal{M},\mathcal{O}_{\tilde{X}})$ are flat over $U$.
2. The sheaf $R^1\Pi_*\mathcal{M}$ is flat over $U$.

For any $s' \in S$ we know that $\tilde{X}|_{s'}$ is a smooth surface of dimension two, hence the Auslander-Buchsbaum Formula [3, Theorem 1.3.3] implies that $\mathcal{O}_{\tilde{X}}(s',\mathcal{M}|_{s'},\mathcal{O}_{\tilde{X}}) = 0$ for any $j \geq 3$.

The last vanishing, Assertion (1) of the previous list and a repeated application of Lemma 8.16 and Lemma 8.18 to the sheaf $\Pi^*\mathcal{M}$ implies the isomorphism $\mathcal{N}|_{s'} \cong \mathcal{N}_{s'}$ for any $s' \in U$. So we have that $\mathcal{N}|_U$ is locally free, and dualizing we obtain that $\mathcal{M}|_U$ is flat over $U$ (locally free on $\tilde{X}$) and the isomorphism $\mathcal{M}|_{s'} \cong \mathcal{M}_{s'}$ for any $s' \in U$. Finally Assertion (2) of the previous list implies that $(\tilde{X}|_U,\mathcal{X}|_U,\mathcal{M}|_U)$ is a family of full modules over $U$.

In order to finish the proof we need to verify that the natural morphism of coherent $\mathcal{O}_X$-modules

$$\mathcal{M}|_U \rightarrow (\Pi|_U)_*\mathcal{M}|_U$$

obtained as the composition

$$\mathcal{M}|_U \rightarrow (\Pi|_U)_*(\Pi|_U)^*\mathcal{M}|_U \rightarrow (\Pi|_U)_*((\Pi|_U)^*\mathcal{M}|_U)^\vee = (\Pi|_U)_*(\mathcal{M}|_U)^\vee$$

is an isomorphism.
By Lemma 8.6 the sheaf $((\mathcal{M})_{\mathcal{U}})$ is flat over $U$. Using this and Nakayama’s Lemma we are reduced to prove that and for any $s' \in U$ we have the specialization

$$\mathcal{M}_{|s'} \to ((\mathcal{M})_{\mathcal{U}})|_{s'}$$

is an isomorphism. Lemma 8.6 implies that this morphism coincides with

$$\mathcal{M}_{|s'} \to (\mathcal{M})_{|s'}(\mathcal{M}_{|s'})$$

but the second sheaf in the module has been proved to be isomorphic to $(\mathcal{M}_{|s'})_{s'},$ where $\mathcal{M}_{s'}$ is the full $\mathcal{O}_{X_{s'}}$-module associated with $\mathcal{M}_{|s'}$. Then the morphism is an isomorphism as needed. □

10.1. **Sufficient conditions for liftability to full deformations.** In this section we show sufficient conditions ensuring the liftability of a family of reflexive sheaves to a full family on a very weak simultaneous resolution. The result we prove probably is not the best that one can hope for, but is more than sufficient for the applications we have in mind. In particular, at some point we simplify things by working on a normal surface singularity rather than on a normal Stein surface.

**Definition 10.8.** Let $X$ be a normal Stein surface. Let $\mathcal{X}$ be a deformation of $X$ over a reduced base $(S, s)$. Let $M$ be a reflexive $\mathcal{O}_X$-module of rank $r$. A deformation $(\mathcal{X}, \mathcal{M}, \iota)$ of $(X, M)$ over a reduced base $(S, s)$ is said to be simultaneously normalizable if the degeneracy locus $C$ of $\mathcal{M}$ for a generic system of $r$ sections admits a simultaneous normalization over $S$. That is, there exists a smooth family of curves $\mathcal{D}$ over $S$, and a morphism $n : \mathcal{D} \to C$ such that for any $s' \in S$ the restriction $n|_{\mathcal{D}_{s'}} : \mathcal{D}_{s'} \to C_{s'}$ is the normalization.

**Remark 10.9.**

1. The existence of simultaneous normalization of $C$ in the previous definition does not depend on the choice of the system of generic sections.
2. The reader may consult [13] and [20] for recent accounts on simultaneous normalization.
3. There is a way to define a functor of simultaneously normalizable deformations of reflexive modules, considering also non-reduced bases $(S, s)$. The definition has some subtlety since the family of supports $C$ need not be a flat family of reduced curves. Since the applications presented in this paper do not need such a definition we avoid it.
4. If at the previous definition we assume $X$ to be a normal surface singularity (that is, a germ), we may assume that the normalization of $C_x$ is a disjoint union of discs $\coprod_i D_i$. As a consequence if the family is simultaneously normalizable, then the predicted simultaneous normalization $\mathcal{D}$ is equal to $\coprod_i D_i \times S$.

**Theorem 10.10.** Let $X$ be a normal Gorenstein surface singularity. Let $\mathcal{X}$ be a deformation of $X$ over a normal base $(S, s)$. Let $\Pi : \mathcal{X} \to X$ be a very weak simultaneous resolution. Let $M$ be a reflexive $\mathcal{O}_X$-module and $(\mathcal{X}, \mathcal{M}, \iota)$ be a simultaneously normalizable deformation of $(X, M)$ over the base $(S, s)$, so that for each $s' \in S$ the module $\mathcal{M}_{|s'}$ is special. If the support of the degeneracy module of $\mathcal{M}$ for a generic system of sections is liftable to $\mathcal{X}$, then the family $(\mathcal{X}, \mathcal{M}, \iota)$ lifts to a full family on $\mathcal{X}$.

**Proof.** Let $(\phi_1, ..., \phi_r)$ be a system of generic global sections of $\mathcal{M}$. Let $(\mathcal{X}, \mathcal{C}, (\psi_1, ..., \psi_r), \rho)$ be the result of applying the correspondence of Theorem 8.17 to $(\mathcal{X}, \mathcal{M}, (\phi_1, ..., \phi_r), \iota)$. Let $\overline{\mathcal{C}}$ be the support of $\mathcal{C}$. Let

$$n : \mathcal{D} \to \overline{\mathcal{C}}$$

be the simultaneous normalization that exists because $(\mathcal{X}, \mathcal{M}, \iota)$ is simultaneously normalizable. By Remark 10.9 we may assume that $\mathcal{D}$ is the product of $S$ with a disjoint union of discs.
Let \( K(\mathcal{C}) \) be the total fraction ring of \( \mathcal{C} \). If \( \mathcal{C} = \bigcup_{i=1}^{m} \mathcal{C}_i \) is the decomposition in irreducible components then the total fraction ring equals the direct product \( K(\mathcal{C}) = \prod_{i=1}^{m} K(\mathcal{C}_i) \) of the function fields of the components. Denote by \( T \) the set of non-zero divisors of \( O_{\mathcal{C}} \). The localization \( T^{-1}\mathcal{C} \) is a \( K(\mathcal{C}) \)-module, which expresses as \( T^{-1}\mathcal{C} = \prod_{i=1}^{m} \mathcal{C}_i \), where \( \mathcal{C}_i \) is a \( K(\mathcal{C}_i) \)-vector space. Since \( \mathcal{C} \) is a flat family of 1-dimensional rank 1 generically reduced Cohen-Macaulay modules over the normal base \( S \), the natural map to the localization \( \mathcal{C} \to T^{-1}\mathcal{C} \) is injective, and each \( \mathcal{C}_i \) is a 1-dimensional vector space. Hence the localization \( T^{-1}\mathcal{C} \) is isomorphic to \( \prod_{i=1}^{m} K(\mathcal{C}_i) = K(\mathcal{C}) \). We have found a \( O_{\mathcal{C}} \)-module monomorphism \( \iota : \mathcal{C} \hookrightarrow K(\mathcal{C}) \). Noticing that \( O_{\mathcal{C}} \) is a sub-ring of \( K(\mathcal{C}) \), it makes sense to define \( \mathcal{B} \) to be the \( O_{\mathcal{C}} \)-submodule of \( K(\mathcal{C}) \) spanned by \( \mathcal{C} \). Since \( \mathcal{C} \) is generated as \( O_{\mathcal{C}} \)-module by \( (\psi_1, \ldots, \psi_r) \), multiplying by the common denominator of \( \iota(\psi_1), \ldots, \iota(\psi_r) \) we may assume that the image of \( \iota \) lies in \( O_{\mathcal{C}} \). We have got the chain of inclusions of \( O_{\mathcal{C}} \)-modules

\[
\mathcal{C} \hookrightarrow \mathcal{B} \hookrightarrow O_{\mathcal{C}}.
\]

The second inclusion is an inclusion of \( O_{\mathcal{C}} \)-modules; thus \( \mathcal{B} \) is an ideal in \( O_{\mathcal{C}} \). Suppose that the zero set \( V(\mathcal{B}) \) contains an irreducible component \( Z \) that is dominant over \( S \) by the natural projection map. Such a \( Z \) is contained in a unique connected component of \( \mathcal{C} \), and each of these connected components is isomorphic to the product of \( S \) times a disc. Let \( t \) be a coordinate of the disc. By the normality of \( (S, s_0) \) there is a Weierstrass polynomial \( P \in O_S[[t]] \) whose zero locus defines \( Z \). Then, dividing by the appropriate Weierstrass polynomials we may assume that the embedding \( \iota \) is so that the zero set of the ideal \( \mathcal{B} \) does not dominate \( S \). Hence there exists a Zariski dense open subset \( U \) in \( S \) where, under the embedding \( \iota \) we have the equality

\[
\mathcal{B}|_U = O_{\mathcal{C}}|_U.
\]

For any \( s' \in S \), by specialty of \( M|_{s'} \) and Proposition 6.13 we have the isomorphism \( \mathcal{C}|_{s'} \cong O_{\mathcal{C}}|_{s'} \). This implies that \( \mathcal{C}|_{s'} \) is a monic ideal in \( O_{\mathcal{C}}|_{s'} \) and the equality \( \mathcal{C}|_{s'} = \mathcal{B}|_{s'} \). Then Equation (102) implies the equality

\[
\mathcal{C}|_U = O_{\mathcal{C}}|_U.
\]

Define \( \mathcal{D} := O_{\mathcal{C}}/\mathcal{C} \). Denote by \( m_S \) the maximal ideal of \( O_S.S \). Applying \( \cdot \otimes O_S/O_S/m_S \) to the exact sequence of \( O_{\mathcal{C}} \)-modules

\[
0 \to \mathcal{C} \to O_{\mathcal{C}} \to \mathcal{D} \to 0,
\]

we obtain the exact sequence

\[
0 \to Tor^1_{O_S}(\mathcal{B}, O_S/m_S) \to \mathcal{C} \otimes_{O_S} O_S/m_S \to O_{\mathcal{C}} \otimes_{O_S} O_S/m_S \to \mathcal{D} \otimes_{O_S} O_S/O_S/m_S \to 0.
\]

The second group in the sequence is isomorphic to \( \mathcal{C}|_{s_0} \), the third group is \( O_{\mathcal{C}}|_{s_0} \) and the morphism connecting them is injective at the generic points of the support of \( \mathcal{C}|_{s_0} \). Then, since \( \mathcal{C}|_{s_0} \) is a rank 1 generically reduced Cohen-Macaulay \( O_X \)-module of dimension 1 the morphism

\[
\mathcal{C} \otimes_{O_S} O_S/m_S \to O_{\mathcal{C}} \otimes_{O_S} O_S/m_S
\]

is injective and then \( Tor^1_{O_S}(\mathcal{B}, O_S/m_S) \) vanishes. Then \( \mathcal{D} \) is flat over \( S \) by the Local Criterion of Flatness. Since by Equality (103) the \( O_S \)-module \( \mathcal{B} \) has proper support we conclude that \( \mathcal{D} \) vanishes. This proves that the inclusion (101) becomes the equality

\[
\mathcal{C} = O_{\mathcal{D}}.
\]

Since \( \mathcal{C} \) has been assumed to liftable to \( \mathcal{X} \) the restriction of \( \Pi \) to the strict transform \( \mathcal{C}_{\mathcal{X}} \) of \( \mathcal{C} \) to \( \mathcal{X} \) is finite and birational over \( \mathcal{C} \). This implies that \( \mathcal{D} \) dominates \( \mathcal{C} \), and then we have a ring
monomorphism $\mathcal{O}_\mathcal{D} \hookrightarrow \mathcal{O}_\mathcal{D}$. As a consequence $\mathcal{O}_\mathcal{D}$ inherits a structure of $\mathcal{O}_\mathcal{X}$-module. Summing up we have shown that $(\tilde{X}, X, \mathcal{O}_\mathcal{D}, (\psi_1, ..., \psi_r), Id|\mathcal{O}_\mathcal{D})$ is a specialty defect constant deformation of $(\tilde{X}, X, \mathcal{O}_\mathcal{D}, (\psi_1|_s, ..., \psi_r|_s))$.

Applying the correspondence of Theorem 8.21 to $(\tilde{X}, X, \mathcal{O}_\mathcal{D}, (\psi_1, ..., \psi_r), Id|\mathcal{O}_\mathcal{D})$ we obtain a full deformation $(\tilde{X}, X, M_r, (\phi_1, ..., \phi_r), i)$. An application of Proposition 8.20 concludes the proof.

11. Moduli spaces of special reflexive sheaves on Gorenstein surface singularities

Let $(X, x)$ be a Gorenstein normal surface singularity. In this section we consider deformations and families of $\mathcal{O}_X$-modules fixing the space $X$. Our aim is to construct moduli spaces of special reflexive modules with prescribed combinatorial type.

**Definition 11.1.** Let $(X, x)$ be a Gorenstein surface singularity. Let $\mathcal{G}$ be the graph of a special reflexive $\mathcal{O}_X$-module and $r$ a positive integer. A family of special modules with graph $\mathcal{G}$ and rank $r$ over a complex space $S$ is a $\mathcal{O}_{X \times S}$-module $\mathcal{M}$ which is flat over $S$ and such that for any $s \in S$, the module $\mathcal{M}|_s$ is a special reflexive module of rank $r$ and graph $\mathcal{G}$.

Define a moduli functor $\text{Mod}_\mathcal{G}^r$ from the category of Normal Complex Spaces to the category of Sets, assigning to a normal complex space $S$ the set of families of special modules without free factors with graph $\mathcal{G}$ and rank $r$, and to a morphisms of complex spaces the corresponding pullback of families.

In this section we prove that the previous functors are representable by a complex algebraic variety.

**Remark 11.2.** Our moduli functor is somewhat restricted: we only consider families over normal complex spaces. It is an open problem to show that our moduli spaces represent the usual moduli functors. One should notice that even the definition of the moduli functor has some subtleties: restricting Example 11.0 to the base $\text{Spec}(\mathbb{C}[[s]]/(s^2))$ one sees a flat deformation of a special reflexive $\mathcal{O}_X$-module, such that over each point of the base the corresponding reflexive module is special, but that should not be considered as a family of special modules.

Let $\mathcal{G}$ be the graph of a special reflexive module (the possible graphs are classified in Theorem 7.22). Deleting the arrows of $\mathcal{G}$ we obtain a resolution graph $\mathcal{G}^o$ of the singularity $X$. Two different resolutions with the same resolution graph only differ in the positions of the infinitely near points which are the centers of the blow ups occuring after the minimal resolution.

Let $\mathcal{M}_{\mathcal{G}^o}$ be the set of pairs $(\pi, \varphi)$, where $\pi : \tilde{X} \to X$ is a resolution of singularities and $\varphi$ is a bijection from the vertices of $\mathcal{G}^o$ to the irreducible components of the exceptional divisor $E$ of $\pi$ inducing an isomorphism from $\mathcal{G}^o$ to the dual graph of the resolution. The group $\text{Aut}(\mathcal{G}^o)$ of automorphisms of the graph $\mathcal{G}^o$ acts on $\mathcal{M}_{\mathcal{G}^o}$ by composition on the left at the second coordinate. The group $\text{Aut}(\mathcal{G})$ is a subgroup of $\text{Aut}(\mathcal{G}^o)$. Define $\mathcal{M}_{\mathcal{G}^o}$ and $\mathcal{M}_{\mathcal{G}}$ to be the quotient of $\mathcal{M}_{\mathcal{G}^o}$ by $\text{Aut}(\mathcal{G}^o)$ and $\text{Aut}(\mathcal{G})$ respectively. The points of $\mathcal{M}_{\mathcal{G}^o}$ and $\mathcal{M}_{\mathcal{G}}$ are equivalence classes which will be denoted by $(\pi, \varphi)$ for simplicity.

**Lemma 11.3.** The sets $\mathcal{M}_{\mathcal{G}}$ and $\mathcal{M}_{\mathcal{G}^o}$ have a natural structure of algebraic variety, and the natural map from the first to the second is an etale covering.

The variety $\mathcal{M}_{\mathcal{G}}$ is a moduli space of resolutions of $X$, and has a universal family in the following sense: there is a birational morphism

$$\Pi : \tilde{X} \to X \times \mathcal{M}_{\mathcal{G}},$$
such that for any \((\pi, \varphi) \in \mathcal{M}_G\) the pullback morphism

\[
\Pi|_{\tilde{\mathcal{X}}(\pi, \varphi)} : \tilde{\mathcal{X}}(\pi, \varphi) \to X \times \{(\pi, \varphi)\}
\]

coincides with \(\pi\), where \(\tilde{\mathcal{X}}(\pi, \varphi)\) denotes the fibre of \(\tilde{\mathcal{X}}\) over \((\pi, \varphi)\) by the composition of \(\Pi\) with the projection to the second factor.

**Proof.** See [11], Chapter 3.

(\[\square\])

**Notation 11.4.** Let \(U\) be an open subset of \(\mathcal{M}_G\), the restriction of the universal family over \(U\) is denoted by

\[
\Pi|_U : \tilde{\mathcal{X}}|_U \to X \times U.
\]

Now we associate a special reflexive module to each point of \(\mathcal{M}_G\). Let \((\pi, \varphi) \in \mathcal{M}_G\).

A curve \(D \subset \tilde{\mathcal{X}}|_{(\pi, \varphi)}\) is \((\pi, \varphi)\)-appropriate if

1. it is a disjoint union of smooth curvettes which meet the exceptional divisor of \(\pi\) transversely, and for any vertex of \(\mathcal{M}_G\) the number of curvettes meeting the divisor that \(\varphi\) assigns to this vertex is exactly the number of arrows attached to this vertex,

2. the minimal number of generators of \(\pi_*\mathcal{O}_D\) as a \(\mathcal{O}_X\) module is minimal among the curves with the previous property.

In Remark 7.11 and its proof it is shown that a generic curve having the first property also satisfies the second.

Let \(D\) be a \((\pi, \varphi)\)-appropriate curve. Let \((\psi_1, \ldots, \psi_r)\) be a minimal set of generators of the \(\mathcal{O}_X\)-module \(\pi_*\mathcal{O}_D\). Applying the correspondence of Theorem 7.10 to \((\pi, \mathcal{O}_D, (\psi_1, \ldots, \psi_r))\) we obtain \((M(\pi, \varphi), (\phi_1, \ldots, \phi_r))\), where \(M(\pi, \varphi)\) is special reflexive \(\mathcal{O}_X\)-module of rank \(r\) (speciality is by Proposition 6.13). In Sections 7.2 and 7.3 it is proved that \(M(\pi, \varphi)\) does not depend on the \((\pi, \varphi)\)-appropriate curve.

However, there is no reason for which the rank \(r\) should be independent on the combinatorial type. In fact the rank of \(M(\pi, \varphi)\) induces a stratification in \(\mathcal{M}_G\) because of the following lemma.

**Lemma 11.5.** The function \(\text{rank}(M(\pi, \varphi))\) is upper-semicontinuous in \(\mathcal{M}_G\) for the Zariski topology.

**Proof.** The assertion is local. Consider \((\pi, \varphi) \in \mathcal{M}_G\). Given a small neighborhood \(U\) of \((\pi, \varphi)\) it is easy to construct a subscheme \(\overline{D} \subset \tilde{\mathcal{X}}|_U\) such that for any \((\pi', \varphi') \in U\) we have that the fibre \(\overline{D}|_{(\pi', \varphi')}\) is a \((\pi', \varphi')\)-appropriate curve and the \(\mathcal{O}_{\tilde{\mathcal{X}}|_U}\)-module \(\mathcal{O}_{\overline{D}}\) is flat over \(U\) (this is easy by the genericity statement given in Remark 7.11). Since \(R^1\Pi_*\mathcal{O}_{\overline{D}}\) vanishes, Lemma 8.6 implies that \(\Pi_*\mathcal{O}_{\overline{D}}\) is flat over \(U\) and that \((\Pi_*\mathcal{O}_{\overline{D}})|_{(\pi', \varphi')}\) equals \((\pi')_*((\mathcal{O}_{\overline{D}})|_{(\pi', \varphi')}).\) Then, the minimal number of generators of \((\Pi_*\mathcal{O}_{\overline{D}})|_{(\pi', \varphi')}\) as \(\mathcal{O}_X\)-module is upper-semicontinuous in the Zariski topology, and coincides with the rank of \(M(\pi', \varphi')\) for the Zariski topology.

Denote by \(\mathcal{M}_G^r\) to be the locally closed subset corresponding to modules of rank \(r\). By Theorem 7.10 the closed points of \(\mathcal{M}_G\) are in a bijection with the set of reflexive modules without free factors of graph \(G\) and rank \(r\). Our next step is to construct a universal family over each \(\mathcal{M}_G^r\).

**Lemma 11.6.** Let \(U\) be an open subset of \(\mathcal{M}_G\). For \(i = 1, 2\) let \(\overline{D}_i \subset \tilde{\mathcal{X}}|_U\) such that for any \((\pi', \varphi') \in U\) we have that the fibre \(\overline{D}_i|_{(\pi', \varphi')}\) is a \((\pi', \varphi')\)-appropriate curve and the \(\mathcal{O}_{\tilde{\mathcal{X}}|_U}\)-module \(\mathcal{O}_{\overline{D}_i}\) is flat over \(U\). Let \((\psi_1^i, \ldots, \psi_r^i)\) be a system of generators of \(\mathcal{O}_{\overline{D}_i}\) as a \(\mathcal{O}_{\tilde{\mathcal{X}}|_U}\times S\)-module. Let \((\Pi^i_\mathcal{M}((\psi_1^1, \ldots, \psi_r^1))\) be the result of applying the correspondence of Theorem 8.17 to \((\Pi_*\mathcal{O}_{\overline{D}_i}, (\psi_1^i, \ldots, \psi_r^i))\). Then we have the equality \(\mathcal{M}_G^r = \mathcal{M}_G^2\).
proof. Let \((\overline{\mathcal{M}}, (\overline{\phi}_1, ..., \overline{\phi}_r))\) be the result of applying the correspondence of Theorem \([8, 21]\) to \((\mathcal{O}_{\overline{D}}, (\overline{\psi}_1, ..., \overline{\psi}_r))\). By Proposition \([8, 20]\) we have the equality \(\Pi_*\overline{\mathcal{M}} = \overline{\mathcal{M}}\). Repeating in family the arguments of Section \([7, 2]\) we obtain that \(\overline{\mathcal{M}}\) is determined by the line bundle \(\mathcal{O}_{\overline{X}|_U}(\overline{-D})\).

An argument like in Lemma \([7, 7]\) show the isomorphism \(\mathcal{O}_{\overline{X}|_U}(\overline{-D}) \cong \mathcal{O}_{\overline{X}|_U}(\overline{-D}^2)\). \(\square\)

Lemma 11.7. There exists a unique family of special modules \(\overline{\mathcal{M}}_G\) with graph \(G\) and rank \(r\) over \(\mathcal{M}^r_G\) such that for any \((\pi, \varphi) \in \mathcal{M}^r_G\) we have the isomorphism \(\overline{\mathcal{M}}_G|_{(\pi, \varphi)} = \mathcal{M}(\pi, \varphi)\).

proof. The previous Lemma shows how to construct the family locally, and it shows, using Theorem \([8, 21]\) for suitable generic sections, that the result is unique up to the choices made. So the procedure glues well to a global universal family. \(\square\)

Theorem 11.8. The variety \(\mathcal{M}^r_G\) represents the functor \(\text{Mod}_G^r\).

proof. Let \(\overline{\mathcal{M}}\) be a family of special modules without free factor with graph \(G\) and rank \(r\) over a normal base \(S\). Consider the mapping

\[\theta : S \to \mathcal{M}^r_G\]

sending \(s\) to the unique point of \((\pi, \varphi) \in \mathcal{M}^r_G\) such that we have the isomorphism \(\overline{\mathcal{M}}|_s \cong \overline{\mathcal{M}}_G|_{(\pi, \varphi)}\).

We have to prove that the map is a complex analytic morphism, and that the pullback of the universal family over \(\mathcal{M}^r_G\) gives back the family \(\overline{\mathcal{M}}\).

The infinitely near points that one need to blow up to get \(\pi\) from the minimal resolution in \(X\) are partially ordered as follows: the first generation points is the set of points appearing in the minimal resolution, the second generation set of points are those appearing in the resolution obtained by blow up the first generation points, and successively. Let \(k\) be the maximal generation order of the infinitely near points needed to obtain \(\pi\). Let \(G^\circ\) be the dual graph of the result of blowing up the \(i\)-th generation points. We have a natural sequence of morphisms

\[(105) \quad \mathcal{M}^r_G \hookrightarrow \mathcal{M}_G \to \mathcal{M}^{r-1}_G = \mathcal{M}^{r-1}_G \to \mathcal{M}^{r-2}_G \to \cdots \to \mathcal{M}^0_G,\]

where the first morphism is a locally closed inclusion and the second morphism is an etale covering.

We will prove by induction that the composition

\[\theta_i : S \to \mathcal{M}^0_G\]

is a complex analytic morphism for any \(i\).

The initial step of the induction runs as follows. Let \(\pi : \tilde{X}_{\text{min}} \to X\) be the minimal resolution. Let

\[\Pi : \tilde{X}_{\text{min}} \times S \to X \times S\]

be the product of the map \(\pi\) with the identity at \(S\). Denote by \(E_{\Pi}\) the exceptional divisor of \(\Pi\). For any \(s \in S\) denote by \(E_s\) the full \(\mathcal{O}_{\tilde{X}_{\text{min}}}\)-module associated with \(\Pi|_s\). By Proposition \([10, 7]\) there is a Zariski open subset \(V\) in \(S\) and a flat \(\mathcal{O}_{\tilde{X}_{\text{min}} \times S}\)-module \(\overline{\mathcal{M}}_V\) such that \(R^1\Pi_*\overline{\mathcal{M}}_V\) is flat, for any \(s \in V\) the restriction \(\overline{\mathcal{M}}_V|_s\) is isomorphic to \(\mathcal{M}_s\), and we have \(\Pi_*\overline{\mathcal{M}}_V = \overline{\mathcal{M}}|_V\).

Fix \(s_0 \in S\). Choose a neighborhood \(U\) of \(s_0\) in \(S\) and sections \((\overline{\phi}_1, ..., \overline{\phi}_r)\) of \(\overline{\mathcal{M}}|_U\) so that the sections \((\overline{\phi}_1|_s, ..., \overline{\phi}_r|_s)\) are nearly generic for

- the \(\mathcal{O}_{\tilde{X}_{\text{min}}}\)-module \(\mathcal{M}_s\) for any \(s\) in \(U \cap V\) or \(s = s_0\),
- the \(\mathcal{O}_X\)-module \(\overline{\mathcal{M}}_s\) for any \(s \in U\).
Choosing \((\overline{\phi}_1, \ldots, \overline{\phi}_r)\) generic and perhaps shrinking \(U\) suffices to guarantee the properties above. Since the assertion we want to prove is local in \(S\) we may assume \(U = S\) and \(V \subset U\) to save some notation.

Applying the correspondence of Theorem \ref{thm:correspondence} to \((\overline{M}, (\overline{\phi}_1, \ldots, \overline{\phi}_r))\) we obtain \((\overline{C}, (\overline{\psi}_1, \ldots, \overline{\psi}_r))\). Since Theorem \ref{thm:correspondence} establishes an isomorphism of deformation functors, applying the correspondence of Theorem \ref{thm:correspondence} to \((\overline{M}|_s, (\overline{\phi}_1|_s, \ldots, \overline{\phi}_r|_s))\), we obtain the pair \((\overline{C}|_s, (\overline{\psi}_1|_s, \ldots, \overline{\psi}_r|_s))\).

The correspondence of Theorem \ref{thm:correspondence} applied to \((\mathcal{M}_s, (\overline{\phi}_1|_s, \ldots, \overline{\phi}_r|_s))\) gives a pair \((\mathcal{A}_s, (\psi_1|_s, \ldots, \psi_r|_s))\), where \(\mathcal{A}_s\) is 1-dimensional Cohen-Macaulay \(\mathcal{O}_{\tilde{X}_{min}}\)-module generated by the sections \((\psi_1|_s, \ldots, \psi_r|_s)\).

By Proposition \ref{prop:correspondence} and specialty we have that \(\pi_* \mathcal{A}_s\) equals \(\overline{C}|_s\), and we have the identification of sections \((\psi_1|_s, \ldots, \psi_r|_s)\) = \((\overline{\psi}_1|_s, \ldots, \overline{\psi}_r|_s)\).

The correspondence of Theorem \ref{thm:correspondence} applied to \((\mathcal{M}_V, (\overline{\phi}_1, \ldots, \overline{\phi}_r))\) gives a pair \((\mathcal{A}_V, (\overline{\psi}_1|_V, \ldots, \overline{\psi}_r|_V))\). By Proposition \ref{prop:correspondence} and specialty we have that \(\Pi_* (\mathcal{A}_V)\) equals \(\overline{C}_V\), and the sections \((\overline{\psi}_1|_V, \ldots, \overline{\psi}_r|_V)\) are identified with the restriction \((\overline{\psi}_1|_V, \ldots, \overline{\psi}_r|_V)\) of the sections \((\overline{\psi}_1, \ldots, \overline{\psi}_r)\) over \(V\). Since Theorem \ref{thm:correspondence} establishes an isomorphism of deformation functors, for any \(s \in V\) we have the equality of pairs

\[(\mathcal{A}_s, (\psi_1|_s, \ldots, \psi_r|_s)) = (\mathcal{A}_V|_s, (\overline{\psi}_1|_s, \ldots, \overline{\psi}_r|_s)|_s)\]
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