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Abstract

Quantum low-density parity-check (qLDPC) codes are quantum stabilizer codes where each stabilizer acts on a constant number of qubits and each qubit is acted on by a constant number of stabilizers. We study qLDPC codes constructed from balanced products and lossless expanders. We found that assuming the existence of 2-sided lossless expander graphs with free group action, the resulting qLDPC codes have constant rate, linear distance, and linear time decoders.

1 Introduction

The work of quantum error correction begins with Shor’s discovery of the 9-qubit code \cite{Shor2002}, followed by the CSS construction \cite{Calderbank1996} \cite{Steane1996} that represents a quantum stabilizer code with two classical linear codes. The CSS construction allows us to translate many classical results into quantum, including the existence of good quantum code, where ‘good’ means the code has code dimension and distance proportional to the number of qubits.

However, one problem that remains is the existence of good quantum low-density parity check (LDPC) code, i.e., a quantum CSS code where the two classical codes are LDPC. The classical LDPC code is a classical linear code with a sparse parity-check matrix. It was known for a while that good classical LDPC code exists through a random construction \cite{McEliece1961}. Quantum, however, does not allow a simple random construction. The simplest construction where stabilizers are chosen independently will not satisfy the commuting conditions required between the stabilizers. That is, to satisfy the commuting condition we need some structure besides pure randomness.

How to satisfy the commuting condition between the stabilizers? The simplest way is by taking the Cartesian product of two classical codes \cite{Bose1993}. This defines a quantum LDPC code and has constant rate, but unfortunately only gives $\Omega(\sqrt{n})$ distance. There are several improvements of distance to $\Omega(\text{polylog}(n)\sqrt{n})$ \cite{Chao2002} \cite{Aliferis2003} \cite{Gottesman2003} but it is very challenging to improve even by a polynomial factor.

It was until \cite{Lin2014} that breaks the square root barrier and brings the code distance to $\Omega(n^{3/5}/\text{polylog}(n))$. The new idea is to consider a more general product, the fiber product, which locally looks like Cartesian product, but have additional global features. Soon \cite{Lin2015} and \cite{Lin2016} further improve on the construction. The first paper uses random lift of a graph and increase the code distance to $\Omega(n/\log n)$ The second paper provides an explicit construction and proposed another kind of product, the balanced product, that unifies the previous constructions.
Now, we have the structure, so it is time to incorporate randomness and try to prove the existence of good quantum LDPC codes and linear time decoders.

1.1 Main results
In this paper, we show two results. First, we give a new construction of good quantum LDPC code assuming the existence of 2-sided lossless expanders with free group actions. Second, under the same assumption, we show the quantum LDPC code has a linear time decoder.

1.2 Technical tools
Our construction is built on two ingredients; namely, a two-dimensional graph structure and (one-dimensional) lossless expander graphs.

The two-dimensional graph is constructed by taking the Cartesian product of two one-dimensional graphs with free group actions over the same group and take the quotient of the diagonal action. Because of the Cartesian product, the final graph has not only vertices and edges, but also squares. This feature of having squares provides the necessary structure for quantum codes. This two-dimensional graph structure has been used in different context with different names including balanced product [11], G-lift [12], and left-right Cayley graph [13].

Now, we talk about the second ingredient, the lossless expanders. Having a two-dimensional graph structure is not enough to give a good qLDPC code, one needs some kind of expander property. If we look back at the historical development of the expander code, we found two different approaches. One construction uses the eigenvalue expanders together with Tanner code construction [14]. The other construction uses the lossless expanders [14]. Here, in the case of qLDPC, there are also two approaches. Ref. [12] took the first path, and this paper took the second.

So, what are lossless expander graphs? Lossless expander graphs are the optimal kind of vertex expanders. Given a $w$-regular graph, for any subset of vertices $S$ with small enough size (less than a constant fraction of the total number of vertices), its neighboring vertices, $N(S)$, has size $|N(S)| \geq (1 - \epsilon)w|S|$ for some small $\epsilon$. This almost saturate an upper bound for $|N(S)|, |N(S)| \leq w|S|$. More details is provided in Subsection 2.2.2.

Lossless property has many implications. One of them is the unique expansion, which means most of the vertices in $N(S)$ are connected to only one vertex in $S$. The more refined statement is that a lossless expander looks like a tree (Lemma 19). This allows us to have tight control on the global code structure such as distance and linear time decoder.

1.3 Outline
In Sec. 2 we introduce definitions and tools including the definitions of quantum error correcting codes, lossless expander graphs, balanced product construction, and chain complex. In Sec. 3 we construct quantum codes using balanced product and lossless expander graphs and show that the codes is a good qLDPC code. In Sec. 4 we construct a linear time decoder for the qLDPC code, show the correctness of the decoder, and analyze the running time. In Sec. 5 we discuss our results and future directions.

2 Preliminary

2.1 Quantum error correcting codes
Here, we review quantum error correcting codes and quantum low-density parity-check codes. Quantum error correcting codes are described through stabilizers. To discuss the stabilizers, we first review the Pauli
group. The Pauli group on 1 qubit $G_1$ is the matrix group generated by the 2 by 2 Pauli matrices
\[
X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]
More explicitly, $G_1 = \{\pm I, \pm iI, \pm X, \pm iX, \pm Y, \pm iY, \pm Z, \pm iZ\}$, where $I$ is the 2 by 2 identity matrix. The Pauli group on $n$ qubits $G_n = G_1^\otimes n$ is the $n$ fold tensor product of $G_1$.

**Definition 1** (Quantum stabilizer code). A quantum stabilizer code $Q$ that encodes $k$ logical qubits into $n$ physical qubits is defined by specifying a stabilizer group $S$ of $(n - k)$ generators, where $S$ is an Abelian subgroup of the Pauli group on $n$ qubits. A codeword, $|\psi\rangle$, is a vector in $\mathbb{C}^2^n$ such that the vector is invariant under the action of each element in $S$, $s|\psi\rangle = |\psi\rangle, \forall s \in S$. The codespace is the vector space spanned by the codewords.

To describe $S$, it is enough to specify a generating set. In the case of quantum CSS code, each stabilizer in the generating set contains only Pauli $X$ or Pauli $Z$. Therefore, we can explicitly describe $S$ by giving two matrices $H_x \in \mathbb{F}_2^{m_x \times n} \cong [\mathbb{F}_2^{m_x} \to \mathbb{F}_2^n], H_z \in \mathbb{F}_2^{m_z \times n} \cong [\mathbb{F}_2^{m_z} \to \mathbb{F}_2^n]$, where $S$ is generated by $m_x$ $X$-stabilizers $s_j = \prod_{i=1}^{n} X_i^{a_{j,i}}, j = 1, 2, ..., m_x$ and $m_z$ $Z$-stabilizers $s_k = \prod_{i=1}^{n} Z_i^{b_{k,i}}, k = 1, 2, ..., m_z$, where $X_i, Z_i$ are the Pauli $X$ and $Z$ operator acting on the $i$-th qubit and $a_{j,i}, b_{k,i}$ are the entries of $H_x$ and $H_z$. Recall that to have a well defined quantum stabilizer code, $S$ has to be Abelian. This is equivalent to the condition $H_x H_z^T = 0$. We denote the corresponding quantum CSS code as $Q(H_x, H_z)$.

Besides the stabilizers, another important object is the logical operators. The logical operators are the Pauli strings that commute with all stabilizers. They are called logical operators because they map codewords to codewords. The trivial logical operators are the logical operators that acts trivially on all codewords. In fact, the trivial logical operators are exactly the stabilizers.

Mathematically, the logical $X$-operators are the kernel of $H_x^T$, $\ker H_x^T = \{a \in \mathbb{F}_2^n : H_x^T a^T = 0\}$, the trivial logical $X$-operators are the image of $H_x$, $\im H_x = \{v H_x \in \mathbb{F}_2^n : v \in \mathbb{F}_2^{m_x}\}$.

Below are some important parameters of the code. The weight of a vector is the number of nonzero entries denoted as $|v|$.

- The length of the code: $n$.
- The dimension of the code: $k$.
- The distance of the code: $d$, which is the minimal weight of all nontrivial logical operators.
- The weight of the code: $w$, which is the maximal weight of all column and row vectors in $H_x$ and $H_z$.

Because the code is a CSS code, we can write $d = \min(d_x, d_z)$, where $d_x$ and $d_z$ are the lengths of the shortest nontrivial logical $X$-operator and $Z$-operator.

Quantum low-density parity-check (LDPC) codes are codes with constant weight, $w = \Theta(1)$. This implies each stabilizer only acts on a constant number of qubits and each qubit is only acted by a constant number of stabilizers. Good quantum LDPC codes are quantum LDPC codes that further have linear dimension and linear distance, $k = \Theta(n)$ and $d = \Theta(n)$.

### 2.2 Graphs

Here, we review the definition of bipartite graphs, adjacency matrices, regular graphs, Cayley graphs, and lossless expander graphs.

We use $\Xi \equiv (V_0, V_1, E)$ to denote a bipartite graph, where $V_0, V_1$ are the sets of vertices on the 2 sides, and $E \subseteq V_0 \times V_1$ is the set of edges between the vertices. We use variables $\nu_0, \nu_1$ to denote subsets of $V_0, V_1$. 

and use variables $x_0, x_1$ to denote individual vertices in $V_0, V_1$. We use $E(\nu_0, \nu_1)$ to denote the set of edges between $\nu_0$ and $\nu_1$.

The neighbors of a vertex $x_0$ within $\nu_1$ is denoted as $N_{\nu_1}(x_0)$. We abbreviate $N_{V_1}(x_0)$ to $N_1(x_0)$ and $N_{V_0}(x_1)$ to $N_0(x_1)$. Similarly, the neighbors of a subset $\nu_0$ within $\nu_1$ is denoted as $N_{\nu_1}(\nu_0)$.

The degree of a vertex $x_0$ in $\nu_1$ is defined as the size of the neighbors of $x_0$ in $\nu_1$, i.e. $\deg_{\nu_1}(x_0) := |N_{\nu_1}(x_0)|$.

The adjacency matrix of a bipartite graph is a matrix $L(E) \in \mathbb{F}_2^{V_0 \times V_1}$, where $L(E)_{x_0, x_1} = 1$ if $(x_0, x_1) \in E$, otherwise $L(E)_{x_0, x_1} = 0$. Equivalently, $L(E)e_{x_0} = \sum_{x_1 \in N_{V_1}(x_0)} e_{x_1}$, where $e_{x_0}$ and $e_{x_1}$ are the basis vectors in $\mathbb{F}_2^{V_0}$ and $\mathbb{F}_2^{V_1}$.

A bipartite graph $\Xi$ is $(w_0, w_1)$-regular if the degrees of all vertices in $V_0$ are equal to $w_0$, and the degrees of all vertices in $V_1$ are equal to $w_1$. Notice that $w_0$ and $w_1$ are the weights of the column and row vectors of the adjacency matrix.

### 2.2.1 Cayley graphs and graphs with free group action

Here, we discuss graphs with free group action, which is crucial for the balanced product construction. Cayley graph is the key example for a graph with free group action. In fact, all graphs with free group action can be decomposed into Cayley graphs.

A bipartite graph $\Xi$ is $G$-invariant if there exist $G$-actions on $V_0$ and $V_1$, such that if $(x_0, x_1) \in E$, then $(gx_0, gx_1) \in E$. We also say the graph has $G$-symmetry. Later we only consider a special case of $G$-action, where the action is free. A group action on a set $V$ is free, if for all $x \in V$, $gx = x$ implies $g = 1$. A group action on $\Xi$ is free, if the actions on both $V_0$ and $V_1$ are free.

The left (acting) bipartite Cayley graph, $\Gamma_{\text{left}}(G, A) = (V_0, V_1, E)$, is a bipartite graph constructed from a group $G$ and a generating set $A \subseteq G$. The graph has vertices $V_0 = G, V_1 = G$, and edges $E = \{(g, ag) : g \in G, a \in A\}$. We can also have the generating set acts from the right, which defines the right bipartite Cayley graph, $\Gamma_{\text{right}}(G, B)$. The left (right) bipartite Cayley graph is $G$-invariant by the right (left) group action which acts freely.

### 2.2.2 Lossless expander

A lossless expander graph is a regular graph where the vertex expansion is optimal i.e approximately equals to its degree.

**Definition 2** (Small set vertex expansion). A bipartite graph $\Xi$ has $(c, \alpha)$-vertex expansion from $V_0$ to $V_1$ if for any subset $\nu_0 \subseteq V_0$ with $|\nu_0| < c|V_0|$, $|N_{V_1}(\nu_0)| \geq \alpha|\nu_0|$.

**Definition 3** (1-sided lossless expander). A $(w_0, w_1)$-regular bipartite graph $\Xi$ is a 1-sided $(c, \epsilon)$-lossless expander from $V_0$ to $V_1$, if it has $(c, (1-\epsilon)w_0)$-vertex expansion from $V_0$ to $V_1$.

**Definition 4** (2-sided lossless expander). A $(w_0, w_1)$-regular bipartite graph $\Xi$ is a 2-sided $(c, \epsilon)$-lossless expander, if it has $(c, (1-\epsilon)w_0)$-vertex expansion from $V_0$ to $V_1$ and $(c, (1-\epsilon)w_1)$-vertex expansion from $V_1$ to $V_0$.

It is known that 1-sided lossless expanders with free group actions exist \cite{Le}. But 2-sided lossless expanders with free group actions are unknown at this moment.

### 2.3 Balanced product construction

Balanced product is used to guarantee the commuting condition of the stabilizers. It is obtained by first taking the Cartesian product, then taking the quotient over the diagonal group action.

We first review the definition of the hypergraph product \cite{Le} which is the same as the Cartesian product.
Definition 5 (Hypergraph product). Given two bipartite graphs \( \Xi_X = (V_{X,0}, V_{X,1}, E_X) \) and \( \Xi_Y = (V_{Y,0}, V_{Y,1}, E_Y) \), the hypergraph product of \( \Xi_X \) and \( \Xi_Y \), \( \Xi_X \times \Xi_Y \), has

- vertices: \( V_{00} = V_{X,0} \times V_{Y,0}, V_{10} = V_{X,1} \times V_{Y,0}, V_0 = V_{X,0} \times V_{Y,1}, V_{11} = V_{X,1} \times V_{Y,1} \).
- edges: \( G, \) with \( E_{00} = \{(x_0, y_0), (x_1, y_0) : (x_0, x_1) \in E_X, y_0 \in V_{Y,0}\} \), \( E_{10} = \{(x_0, y_1), (x_1, y_1) : (x_0, x_1) \in E_X, y_1 \in V_{Y,1}\} \), \( E_{01} = \{(x_0, y_0), (x_0, y_1) : x_0 \in V_{X,0}, (y_0, y_1) \in E_Y\} \), \( E_{11} = \{(x_1, y_0), (x_1, y_1) : x_1 \in V_{X,1}, (y_0, y_1) \in E_Y\} \).
- faces: \( F = \{(x_0, y_0), (x_1, y_0), (x_0, y_1), (x_1, y_1) : (x_0, x_1) \in E_X, (y_0, y_1) \in E_Y\} \).

When the graphs \( \Xi_X \) and \( \Xi_Y \) have \( G \)-action, the hypergraph product \( \Xi_X \times \Xi_Y \) has a \( G \)-action defined by the diagonal \( G \)-action. After quotienting this action, we obtain the balanced product.

Definition 6 (Balanced product). The balanced product of two bipartite graphs \( \Xi_X, \Xi_Y \) with free \( G \)-action, denoted by \( \Xi_X \times_G \Xi_Y \), has

- vertices: \( V_{00} = V_{X,0} \times V_{Y,0}, V_{10} = V_{X,1} \times V_{Y,0}, V_0 = V_{X,0} \times V_{Y,1}, V_{11} = V_{X,1} \times V_{Y,1} \), for \( \alpha, \beta \in \{0, 1\} \), where \( (x_0, y_0) \sim (gx_0, gy_0) \).
- edges: for \( \alpha, \beta \in \{0, 1\} \), \( E_{00} = \{(x_0, y_0), (x_1, y_0) : (x_0, x_1) \in E_X, y_0 \in V_{Y,0}\} / G \), where \( (x_0, y_0), (x_1, y_0) \sim (gx_0, gy_0), (gx_1, gy_0) \), and \( E_{10} = \{(x_0, y_0), (x_0, y_1) : x_0 \in V_{X,0}, (y_0, y_1) \in E_Y\} / G \), where \( (x_0, y_0), (x_0, y_1) \sim (gx_0, gy_0), (gx_1, gy_0) \), \( (gx_0, gy_1), (gx_1, gy_1) \).
- faces: \( F = \{(x_0, y_0), (x_1, y_0), (x_0, y_1), (x_1, y_1) : (x_0, x_1) \in E_X, (y_0, y_1) \in E_Y\} / G \), where \( (x_0, y_0), (x_1, y_0), (x_0, y_1), (x_1, y_1) \sim (gx_0, gy_0), (gx_1, gy_0), (gx_0, gy_1), (gx_1, gy_1) \).

The balanced product of bipartite graphs is illustrated in Figure 1. We use \( (V^*, E^*, F) \) as a shorthand for \( (V_{00}, V_{10}, V_{01}, V_{11}, E_{00}, E_{10}, E_{01}, E_{11}, F) \).

An important example of a balanced product graph is the left-right Cayley graph.

Definition 7 (Left-right Cayley graph). The left-right bipartite Cayley graph \( \Gamma_2(G, A, B) := \Xi_X \times_G \Xi_Y \) where \( \Xi_X := \Gamma_{\text{right}}(G, A^{-1}), \Xi_Y := \Gamma_{\text{right}}(G, B) \) are right bipartite Cayley graphs with \( A^{-1} = \{a^{-1} : a \in A\} \). Explicitly, the graph has

- vertices: \( V_{00} \cong V_{10} \cong V_{01} \cong V_{11} \cong G \times G / G \cong G \),
- edges:

\[
E_{00} = \{(g, ag) : g \in G, a \in A\},
E_{01} = \{(gb, a) : gb \in G, a \in A\},
E_{00} = \{(g, gb) : g \in G, b \in B\},
E_{01} = \{(ag, a) : ag \in G, b \in B\}.
\]
• faces: \{ (g, ag, gb, agb) : g ∈ G, a ∈ A, b ∈ B \},

where \( G × G/G \cong G \) uses the bijection \( [(x_α, y_β)] \mapsto x_α^{-1} y_β \) for \( α, β \in \{ 0, 1 \} \). \( [(x_α, y_β)] \) denotes the equivalent class of \( (x_α, y_β) \) in \( G × G/G \).

The left-right bipartite Cayley graph is illustrated in Figure 2. Note that we labeled the edges to point out the four vertices, \( g ∈ V_{00}, ag ∈ V_{10}, gb ∈ V_{01}, agb ∈ V_{11} \), form a square. The square appears because the left action commutes with the right action. The existence of squares will be used later in the proof.

Back to the balanced product, if \( z_{00} ∈ V_{00}, z_{10} ∈ V_{10}, z_{01} ∈ V_{01} \) and they are adjacent \( (z_{00}, z_{10}) ∈ E_{00}, (z_{00}, z_{01}) ∈ E_{01} \), then there exists a unique vertex \( z_{11} ∈ V_{11} \) that completes the square \( (z_{00}, z_{10}, z_{01}, z_{11}) ∈ F \). We denote such vertex as \( z_{10} × z_{00} z_{01} \). This is proven in the Lemma 25 and is used to show the balanced product gives a chain complex.

2.4 Chain complex

Here, we introduce the language of chain complexes from homological algebra. The connection between quantum error correcting codes and chain complexes was first discussed in [16].

As we will see, homological algebra gives a natural language to discuss quantum CSS codes, which drives the recent breakthrough in qLDPC codes [9] by drawing analogies between codes, chain complexes and manifolds.

Definition 8 (Chain complex). A chain complex \( C \) is a sequence of vector spaces, \( C_i \), together with linear maps, \( \partial_i : C_i \to C_{i-1} \) called the boundary operators, where these boundary operators satisfy

\[
\partial_{i-1} \partial_i = 0.
\]

The kernel and the image of a boundary operator is defined as \( \ker \partial_i := \{ c_i ∈ C_i : \partial_i c_i = 0 \} \), \( \im \partial_i := \{ \partial_i c_i ∈ C_{i-1} : c_i ∈ C_i \} \).

Notice the constraint \( \partial_{i-1} \partial_i = 0 \) is similar to the the commuting constraint for CSS codes \( H_x H_z^T = 0 \). Indeed, a quantum CSS code is equivalent to a 3-term chain complex:

\[
C : [ C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 ] \equiv [ \mathbb{F}_2^m, \xrightarrow{H_x}, \mathbb{F}_2^n, \xrightarrow{H_z} \mathbb{F}_2^m ].
\]

Using this equivalence, we can rewrite the objects in quantum codes in the language of chain complexes.

• Logical Z-operators \( \equiv \ker \partial_1 \).
• Trivial logical Z-operators \( \equiv \im \partial_2 \).
• Z-distance \( d_z = d_1(C) = \min_{v ∈ (\ker \partial_1 − \im \partial_2)} |v| \).
Similarly for X-operators, we consider the dual chain complex,

\[ C^T : C_0 \xrightarrow{\partial^T_0} C_1 \xrightarrow{\partial^T_1} C_2. \]  

(3)

- Logical X-operators \( \equiv \ker \partial^T_2 \).
- Trivial logical X-operators \( \equiv \text{im} \partial^T_1 \).
- X-distance \( d_x = d_1(C^T) = \min_{v \in (\ker \partial^T_2 - \text{im} \partial^T_1)} |v| \).

Note that distance is not an intrinsic property of a chain complex, instead, it is basis dependent.

3 Construct and prove good qLDPC

In this section, we will construct and prove the existence of good quantum LDPC codes assuming the existence of 2-sided lossless expanders with free group actions. The construction is based on the balanced product of lossless expander graphs.

**Theorem 9** (Good quantum LDPC). Assume that the 2-sided lossless expander with free group action in Conjecture 10 exists. Then for all \( 0 < r < 1 \), there exist \( \delta > 0, w \in \mathbb{N} \) and a construction of an infinite family of quantum error-correcting codes \( \{C_i\} \) with parameters \([n_i, k_i, d_i]\), such that \( n_i \) approaches infinity as \( i \) increases, \( k_i/n_i \geq r, d_i/n_i \geq \delta \) and \( C_i \) has weight \( w \).

We first construct the code in Section 3.1 and then prove that the code has constant rate, linear distance and finite weight in Section 3.2.

### 3.1 Construction of qLDPC

We first state the conjecture that is assumed for the entire paper.

**Conjecture 10** (2-sided lossless expander with free group action). There is a family of groups \( \{G_i\} \) with \( |G_i| \to \infty \), such that for any \( \epsilon > 0 \) and interval \( I \subseteq (0, 1) \), there exist parameters \((w_0, w_1), (c, \epsilon)\) and large enough \( i_0 \) such that for all \( G = G_i, i \geq i_0 \) there exists a bipartite graph \( X = (V_0, V_1, E) \) such that

- \( w_0/w_1 \in I \),
- \( X \) is \((w_0, w_1)\)-regular,
- \( X \) is a 2-sided \((c, \epsilon)\)-lossless expander,
- \( X \) has free \( G \)-action,
- \( |V_0| = \Theta(|G|) \).

Now, we introduce the notations used throughout the section. The balanced product graph is constructed using two bipartite graphs \( X_{\uparrow} = (V_{0\uparrow}, V_{1\uparrow}, E_{\uparrow}) \) and \( X_{\leftrightarrow} = (V_{0\leftrightarrow}, V_{1\leftrightarrow}, E_{\leftrightarrow}) \). We denote the vertices and edges of the balanced product graph by \( V_0, V_1, V_{0\uparrow}, V_{1\uparrow}, V_{0\leftrightarrow}, V_{1\leftrightarrow}, E_0, E_1, E_{\uparrow}, E_{\leftrightarrow} \) as shown in Fig. 11.

The bipartite graphs \( X_{\uparrow}, X_{\leftrightarrow} \) are chosen to satisfy the conditions given in the following theorem. This can be obtained assuming the conjecture [10]

**Theorem 11.** Assume Conjecture 10 holds. For any \( \epsilon > 0 \) and intervals \( I_{\uparrow}, I_{\leftrightarrow} \subseteq (0, 1) \), there exist parameters \((w_{\uparrow}, w_{\leftrightarrow}), (c_{\uparrow}, c_{\leftrightarrow}), (c_{\leftrightarrow}, c_{\leftrightarrow})\), such that
• \( w_\downarrow / w_\uparrow \in I_\downarrow, \)
• \( w_\leftarrow / w_\rightarrow \in I_\rightarrow, \)
• \( \epsilon_2 w_\downarrow \leq w_\uparrow, \epsilon_1 w_\uparrow \leq w_\downarrow, \)
• \( w_\uparrow \epsilon_\downarrow, w_\downarrow \epsilon_\uparrow \leq \epsilon, \)
• \( \epsilon_\downarrow \leq \epsilon \) (this inequality is not necessary since it is implied from the last line),
• \( \epsilon_2 \leq \epsilon, \)

and for any \( N \in \mathbb{N}, \) there exist group \( G \) with \( |G| > N, \) and bipartite graphs \( X_\downarrow = (V_0, V_\downarrow, E_\downarrow), X_\rightarrow = (V_\rightarrow, V_{\rightarrow}, E_{\rightarrow}) \) such that

- \( X_\downarrow \) is \( (w_\downarrow, w_\uparrow) \)-regular,
- \( X_\rightarrow \) is \( (w_\leftarrow, w_\rightarrow) \)-regular,
- \( X_\downarrow \) is a 2-sided \( (c_\downarrow, \epsilon_\downarrow) \)-lossless expander,
- \( X_\rightarrow \) is a 2-sided \( (c_\rightarrow, \epsilon_\rightarrow) \)-lossless expander,
- \( X_\downarrow, X_\rightarrow \) have free \( G \)-actions,
- \( |V_\downarrow| = \Theta(|G|) \) and \( |V_\rightarrow| = \Theta(|G|). \)

**Proof.** We find \( X_\downarrow \) and \( X_\rightarrow \) in order. Namely, we first find \( w_\downarrow, w_\uparrow, c_\downarrow, \epsilon_\downarrow, i_0 \) that satisfy the conjecture and \( w_\downarrow / w_\uparrow \in I_\downarrow, \epsilon_2 \downarrow \leq \min(\epsilon, w_\uparrow / w_\downarrow, w_\downarrow / w_\uparrow). \) Then, we find \( w_\leftarrow, w_\rightarrow, c_\rightarrow, \epsilon_\rightarrow, i_0' \) that satisfy the conjecture and \( w_\leftarrow / w_\rightarrow \in I_\rightarrow, \epsilon_\rightarrow \leq \epsilon / \max(w_\uparrow, w_\downarrow). \) This automatically satisfies \( \epsilon_\rightarrow \leq \epsilon. \)

Now, we pick large enough \( G = G_i \) such that \( |G| > N \) and \( i > i_0, i_0'. \)

Finally, we find \( X_\downarrow \) and \( X_\rightarrow \) that are lossless expanders, have free \( G \)-action, and satisfy linear size conditions \( |V_\downarrow| = \Theta(|G|), |V_\rightarrow| = \Theta(|G|). \) These are possible because of the conjecture. 

Now, we are ready to construct the code in Theorem 13.

- By Theorem 13, there exists \( X_\downarrow, X_\rightarrow, \) such that the parameters satisfy
  
  \[
  - \frac{(w_\downarrow - w_\uparrow)(w_\rightarrow - w_\leftarrow)}{w_\downarrow - w_\uparrow + w_\uparrow - w_\leftarrow} \geq r, \\
  - |V_\downarrow| = \Theta(|G|), |V_\rightarrow| = \Theta(|G|), \\
  - w_\uparrow \epsilon_\downarrow, w_\downarrow \epsilon_\uparrow, \epsilon_\downarrow, \epsilon_\uparrow \leq \epsilon \leq 1/12.
  \]

- Next, we take the balanced product \( X_\downarrow \times_G X_\rightarrow \) which gives a 3-term chain complex \( \mathbb{F}_2^{V_\downarrow} \xrightarrow{\partial_2} \mathbb{F}_2^{V_\downarrow \rightarrow} \oplus \mathbb{F}_2^{V_\rightarrow} \xrightarrow{\partial_1} \mathbb{F}_2^{V_\downarrow \rightarrow}, \) where \( \partial_2(v_{00}) = (L(E_{\downarrow 0})(v_{00}), L(E_{\downarrow 0})(v_{00})) \) and \( \partial_1((v_{10}, v_{01})) = L(E_{\rightarrow 1})(v_{10}) + L(E_{\rightarrow 1})(v_{01}) \) are induced from the adjacency matrices of the balanced product graph, and \( L(E_{\downarrow 0}) : \mathbb{F}_2^{V_\downarrow \rightarrow} \to \mathbb{F}_2^{V_\rightarrow}, L(E_{\rightarrow 1}) : \mathbb{F}_2^{V_\rightarrow} \to \mathbb{F}_2^{V_\downarrow \rightarrow} \).

- Finally, we obtain a quantum CSS code \( Q(H_x = \partial_1^T, H_z = \partial_2) \) by taking \( \partial_1^T \) and \( \partial_2 \) as the parity-check matrices where the vertices in \( V_{00}, V_{10} \cup V_{01}, \) and \( V_{11} \) represent the \( Z \)-stabilizers, the qubits, and the \( X \)-stabilizers.

We need 2-sided lossless expanders for our construction because we need to show both \( d_z \) and \( d_x \) are linear to \( n \). One side of the lossless expansion will show \( d_z \) is linear to \( n \) and the other side will show \( d_x \) is linear to \( n \).
3.2 Proof of Theorem 9

The main challenge for the proof is to show that the qLDPC has linear distance. This relies on a series of lemmas in Appendix C. The main work is done in what we called the small set LTC lemma which is proven in Appendix D.

Lemma 12 (Small set LTC). Consider the chain complex, $C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0$, constructed from the balanced product graph $X^\dagger \times_G X^{**} = (V^*, E^*, F)$, where $X^\dagger$ and $X^{**}$ satisfy

- $X^\dagger$ is $(w_\|, w_\perp)$-regular,
- $X^{**}$ is $(w_\rightarrow, w_\leftarrow)$-regular,
- $X^\dagger$ is a 1-sided $(c_\|, c_\perp)$-lossless expander from $V_0\|$ to $V_1\|$,
- $X^{**}$ is a 1-sided $(c_\leftrightarrow, c_\leftarrow)$-lossless expander from $V_0\leftarrow$ to $V_1\leftarrow$,
- $X^\dagger$, $X^{**}$ have free $G$-actions,
- $\epsilon_\| w_\| \leq w_\perp$,
- $w_\perp \epsilon_\leftarrow \leq \epsilon$,
- $\epsilon_\leftrightarrow \leq \epsilon$ (implied by the last line),
- $\epsilon_\perp \leq \epsilon$.

If $c_0 = \partial c_1$ for some short (normalized) locally minimal $c_1 = (v_{10}, v_{01}) \in C_1$, with $|v_{10}| < \min(c_\| |V_0\|/w_\|, c_\perp |V_0\|/w_\perp)$ and $|v_{01}| < \min(c_\leftrightarrow |V_0\leftarrow/w_\leftarrow, c_\perp |V_0\leftarrow|)$, then

$$\left(\frac{1}{2} - 6\epsilon\right)|c_1|_w \leq |c_0|_w,$$

where the normalized weight of the vectors $|c_1|_w = |v_{10}|/w_\| + |v_{01}|/w_\perp$ and $|c_0|_w = |c_0|/(w_\| w_\perp)$.

Proof of Theorem 9. Now, we prove the code constructed in the previous section has arbitrarily large code length, constant rate, linear distance and finite weight.

Proof of arbitrarily large code length. The code length $n = |V_0\| + |V_0\| qubits, m_z = |V_0\| Z$-stabilizers and $m_x = |V_11\| X$-stabilizers, so $k \geq n - m_z - m_x = |V_10\| + |V_01\| - |V_00\| - |V_11\|$. Because $X^\dagger$, $X^{**}$ are regular bipartite graphs, we know the ratio $|V_00\| : |V_10\| : |V_01\| : |V_11\| = w_\| w_\perp : w_\| w_\leftarrow : w_\| w_\rightarrow : w_\leftarrow w_\rightarrow$. Therefore, the rate, $k/n \geq \frac{(w_\| - w_\perp)(w_\| - w_\leftarrow)}{(w_\| - w_\perp) + w_\| + w_\leftarrow \rightarrow} \geq r$.

Proof of linear distance. By Lemma 32 to show linear distance it is sufficient to show the chain complex $C$ and the dual chain complex $C^T$ have linear local minimal distance. By Corollary 33 it is sufficient to check $\epsilon < 1/12$ which holds by assumption.

Proof of finite weight. From the code construction, we see each $Z$-stabilizer is connected to $w_\| + w_\rightarrow$ qubits, each $X$-stabilizer is connected to $w_\| + w_\leftarrow$ qubits, each qubit in $V_0\|$ is connected to $w_\| + w_\leftarrow$ stabilizers, and each qubit in $V_0\leftarrow$ is connected to $w_\| + w_\rightarrow$ stabilizers. So the code is LDPC with weight $\max(w_\| + w_\rightarrow, w_\| + w_\leftarrow, w_\| + w_\rightarrow, w_\| + w_\leftarrow) = \Theta(1)$.
4 Construct and prove linear time decoder for qLDPC

In this section, we show that given the syndrome of a short error, there is a linear time decoder that corrects
the error. The decoder we use is the iterative greedy decoder which is a direct generalization of the decoder
used in the lossless expander codes [14]. We describe the decoding algorithm in [4.1] and prove the correctness of
the decoder in Sec. [4.2] and show the decoder halts in linear time in Sec. [4.3].

We first review some terminologies. The Z(X)-errors are the Z(X)-flips that act on the qubits. The goal
of the decoder is to use the measurement outcome from the X(Z)-stabilizers to infer the Z(X)-errors. The
measurement outcome is called the syndrome. Using the language of the chain complex, a Z-error corresponds
to a vector \(c_1 \in F_2^{V_{01}} \oplus F_2^{V_1} \) and the X-syndrome of the error corresponds to the vector \(\partial c_1 \in F_2^{V_1} \). Similarly,
a X-error corresponds to \(c'_1 \in F_2^{V_{01}} \oplus F_2^{V_1} \) and the Z-syndrome of the error corresponds to \(\partial^T c'_1 \in F_2^{V_0} \).

Without loss of generality, we focus on decoding the Z-error because our code construction is symmetric
and the code is a CSS code, i.e., we can decode the Z-error and the X-error separately.

4.1 Decoding algorithm

Here, we describe a decoder that corrects the Z-error.

**Construction 13** (Decoding algorithm for the Z-error). Input: \(c_0 \in C_0 \)

1. Given the current syndrome, \(v_{11} \subseteq V_{11} \), find a vertex \(x_{00} \in V_{00} \) and a subset of its neighbors \(n_{10}(x_{00}) \subseteq N_{V_{10}}(x_{00}), n_{01}(x_{00}) \subseteq N_{V_{01}}(x_{00}) \) such that after applying Z-flips at \(n_{10}, n_{01}, \) the number of syndromes that goes from 1 to 0 \(\geq \beta \cdot \) the number of syndromes that is changed, where \(\beta = 1 - 12\varepsilon \). (We call this the flippability condition and say \(n_{10}(x_{00}), n_{01}(x_{00}) \) is flippable.) Apply Z-flips at \(n_{10}, n_{01} \) and update the syndrome.

2. Repeat, until no such vertex exists.

When \(\varepsilon < 1/24\), we have \(\beta > 1/2\), so the number of syndromes strictly reduces in each iteration. This
implies the number of iterations is at most the number of syndromes.

4.2 Correctness of the decoder

Now, we show the decoder correctly removes all the errors when the initial number of errors is small.

**Theorem 14.** If the initial number of errors satisfies

\[
|c_1| < \min(w_1, w_{\rightarrow})(\frac{1}{2} - 6\varepsilon)(\min_{w_1}(\frac{\min(c_2|V_{0\rightarrow}/|w_\leftarrow, c_2|V_{0\rightarrow}|)}{w_1}, \frac{\min(c_2|V_{0\rightarrow}/|w_\rightarrow, c_2|V_{0\rightarrow}|)}{w_{\rightarrow}})) - 1) = \Theta(n),
\]

then the decoder removes all errors and the final codeword is the original closest codeword.

To show this, we show two lemmas: Lemma [14] says, when the error is small, we can find a pair of flippable
\((n_{10}(x_{00}), n_{01}(x_{00}))\). Lemma [15] says, if the initial error is small, then the error remains small throughout
the algorithm. Note that because for quantum codes, error is only defined up to stabilizers, when we say the
error of a syndrome, we pick the error with the smallest normalized weight. When the error has smallest
normalized weight, it is guaranteed to be normalized locally minimal.

We denote \(c_0(t)\) to be the syndrome at time \(t\), and \(c_1(t) = (v_{10}(t), v_{01}(t))\) to be the error with the smallest
normalized weight \(|c_1(t)|_w\) such that \(\partial c_1(t) = c_0(t)\).

**Lemma 15** (Found if short). If a small error has non empty syndrome, \(|v_{10}| < \min(c_2|V_{0\rightarrow}/|w_\leftarrow, c_2|V_{0\rightarrow}|), |v_{01}| < \min(c_2|V_{0\rightarrow}/|w_{\rightarrow}, c_2|V_{0\rightarrow}|)\) then one can find a vertex \(x_{00}\) with
\(n_{10}(x_{00}), n_{01}(x_{00})\) that is flippable.
Lemma 16 (Short remains short). If the initial number of normalized error is small, \( |c_1(t = 0)|_w < \left(\frac{1}{2} - 6\epsilon\right) \min\left(\frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}, \frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}\right) - 1 \), then in all intermediate steps of the algorithm, 
\[ |v_10(t)| < \min(c_+, V_0|/w_-, c_1|V_0|), |v_01(t)| < \min(c_1|V_0|/w_+, c_+|V_0|). \]

Here, we prove Lemma 16 and Theorem 14. And leave Lemma 15 to Appendix D.

Proof of Lemma 16. The proof idea is to use the fact that the number of syndromes \( |c_0(t)| \) strictly decreases, and use a bound between \( |c_0(t)|_w \) and \( |c_1(t)|_w \) to show that even if \( |c_1(t)|_w \) grows, it cannot grow much.

On one hand, \( |c_0| \leq w_+|v_10| + w_1|v_01| \), because \( \deg_{i1}(x_{10}) = w_+ \) and \( \deg_{i1}(x_{01}) = w_1 \). So,
\[
|c_0(t = 0)|_w \leq |c_1(t = 0)|_w.
\]

On the other hand, by the small set LTC lemma 12 if \( |v_10(t)| < \min(c_+, V_0|/w_-, c_1|V_0|), |v_01(t)| < \min(c_1|V_0|/w_+, c_+|V_0|) \), then
\[
\left(\frac{1}{2} - 6\epsilon\right)|c_1(t)|_w \leq |c_0(t)|_w.
\]

Suppose \( |v_10(t)| < \min(c_+, V_0|/w_-, c_1|V_0|), |v_01(t)| < \min(c_1|V_0|/w_+, c_+|V_0|) \) is violated at some time. Let \( t = T \) be the first time it is violated. We have \( |c_1(T)|_w \leq \min\left(\frac{|v_01(t)|}{w_+}, \frac{|v_01(t)|}{w_-}\right) \geq \min\left(\frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}, \frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}\right).

Because the flip in each iteration has normalized weight \( \leq 1 \), \( |c_1(T)|_w - |c_1(T - 1)|_w \leq c_1(T - 1)|_w \leq 1 \), where \( c_1(T) \) is the direct application of the flip on \( c_1(T - 1) \). Because \( c_1(T) \) has the smallest weight, we have \( |c_1(T)|_w \leq |c_1(T)|_w \). Overall, \( |c_1(T)|_w \geq |c_1(T)|_w - 1 = \min\left(\frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}, \frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}\right) - 1 \).

Now, because the initial number of normalized error is assumed to satisfy \( |c_1(t = 0)|_w < \left(\frac{1}{2} - 6\epsilon\right) \min\left(\frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}, \frac{\min(c_0|V_0|/w_-, c_1|V_0|)}{w_-, c_1|V_0|}\right) - 1 \), through \( \left(\frac{1}{2} - 6\epsilon\right)|c_0(T - 1)|_w \leq |c_0(T - 1)|_w \leq |c_0(0)|_w \leq |c_0(0)|_w \), we reach a contradiction, where we use the bound between \( |c_0|_w, |c_1|_w \) for the first and the last inequalities, and \( |c_0|_w \) strictly decreases for the second inequality. This shows \( |v_10(t)| < \min(c_+, V_0|/w_-, c_1|V_0|), |v_01(t)| < \min(c_1|V_0|/w_+, c_+|V_0|) \) hold for all \( t > 0 \), and for \( t = 0 \) one can show directly using \( |v_10(0)| \leq w_1|c_0|_w \) and \( |v_01(0)| \leq w_0|c_1|_w \).

Proof of Theorem 14. We first show the decoder removes all errors. Given the bound on the initial number of the (unnormalized) error \( |c_1(t = 0)|_w \), \( |c_1(t = 0)|_w \leq |c_1(t = 0)|/\min(w_+, w_-) \) satisfies the condition in the short remains short lemma 16. Therefore, \( |v_10(t)| < \min(c_+, V_0|/w_-, c_1|V_0|), |v_01(t)| < \min(c_1|V_0|/w_+, c_+|V_0|) \) holds at all time. By the found if short lemma 15 when the syndrome is non empty, the decoder will continue to reduce the syndrome.

Now, we show the final codeword is the original closest codeword. Let \( T \) be the time when the decoder halts. Because \( |v_10(T)| < \min(c_+, V_0|/w_-, c_1|V_0|), |v_01(T)| < \min(c_1|V_0|/w_+, c_+|V_0|) \), by the small set LTC lemma 12 \( |c_0|_w = 0 \) implies \( |c_1|_w = 0 \). Therefore, the decoder ends with the original codeword.

4.3 Running time of the decoder

In this section, we analyze the running time of the decoder. The naive implementation where we scan through all possible flips, results with quadratic time complexity. So, we consider a refined version with additional preprocessing as follows.

1. Preprocessing: Given the syndromes, we make a list \( Q \), which contains all the candidate vertices that can be flipped by the decoder. Because there are \( |V_{00}| = \Theta(n) \) many choices for \( x_{00} \), and flippability can be determined in \( \Theta(w_+ w_- w_+^2 + w_-) = \Theta(1) \), where \( 2^{w_+} + w_- \) is the number of possible choices for \( n_{10}(x_{00}), n_{01}(x_{00}) \) (since \( n_{10}(x_{00}) \subseteq N_{10}(x_{00}) \) and \( |N_{10}(x_{00})| = w_1 \)) and \( \Theta(w_+ w_-) \) is the time to determine the flippable condition.
2. Time complexity of each iteration: Take a vertex from the list \( Q \), perform the flip, i.e. update the syndromes. After updating the syndromes, we update the list \( Q \). It is enough to update the vertices neighbor of the updated syndromes. Because there are at most \( w \downarrow w \rightarrow \) syndromes being updated, each syndrome neighbors to \( w \downarrow w \rightarrow \) vertices in \( V_{00} \). Combine with the time it takes to determine the flippability \( \Theta(w \downarrow w \rightarrow 2^{w \downarrow w \rightarrow}) \), the time complexity for each iteration is \( \Theta(w \downarrow w \rightarrow 2^{w \downarrow w \rightarrow} + w \downarrow w \rightarrow) = \Theta(1) \).

3. Number of iterations: When \( \epsilon < \frac{1}{\sqrt{k}}, \beta > \frac{1}{k} \), the number of syndromes strictly decreases in each iteration, so the number of iterations is at most the number of syndromes.

Overall, the algorithm can be implemented to run in \( \Theta(w \downarrow w \rightarrow 2^{w \downarrow w \rightarrow} |c_0|) = \Theta(|c_0|) \).

We state result from the above discussion.

**Theorem 17** (Linear time decoder). The decoder with preprocessing described above halts in time linear to the number of syndromes which is linear to the number of errors \( \Theta(|c_0|) = O(|c_1|) \).

If the initial error is locally minimal, then \( \Theta(|c_0|) = \Theta(|c_1|) \). We write \( O(|c_1|) \) to include the case where the initial error is not locally minimal.

5 Conclusion

5.1 Summary

In this work, we construct good qLDPC codes using the balanced product \([11]\) of two 2-sided lossless expander graphs. Assuming the existence of 2-sided lossless expander graphs with free group action \([10]\), the resulting qLDPC codes have constant rate, linear distance and linear time decoders.

5.2 Discussion

Here, we compare our construction with two recent papers on similar topics \([12]\), \([13]\). The common feature of these constructions is that all of them use the same kind of two-dimensional graph. The key difference is how one obtains the code from the graph. Here, we illustrate 3 different ways to obtain a chain complex from the two-dimensional graph.

Take the notation in Definition \(7\) and Figure \(2\). Denote vertices \( V = V_{00} \cup V_{10} \cup V_{01} \cup V_{11} \), horizontal edges \( E^x = E_{00} \cup E_{10}, \) vertical edges \( E^y = E_{00} \cup E_{10}, \) and faces \( F \).

Now, we can compare the chain complex obtained through 3 different methods. In \([12]\), the chain complex is \(\mathbb{F}_2^{E^x} \rightarrow \mathbb{F}_2^F \oplus \mathbb{F}_2^{E^y} \rightarrow \mathbb{F}_2^{E^y} \). In \([13]\), the chain complex is \(\mathbb{F}_2^F \rightarrow \mathbb{F}_2^{E^y} \oplus \mathbb{F}_2^{E^x} \rightarrow \mathbb{F}_2^{E^y} \). In this work, the chain complex is \(\mathbb{F}_2^{V_{00}} \rightarrow \mathbb{F}_2^{V_{10}} \oplus \mathbb{F}_2^{V_{01}} \rightarrow \mathbb{F}_2^{V_{11}} \). For simplicity, we didn’t include the base code in the examples above.

5.3 Future work

An important question left open in this paper is to construct 2-sided lossless expanders. It is known that 1-sided lossless expanders with symmetry exist \([15]\), so one may hope to generalize their method and find a new version of zig-zag products that gives 2-sided lossless expanders.
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A Lemma on lossless expanders

In this section, we first show a simple lemma on unique expansion, then show a bound of lossless expanders. The bound from the Corollary 20 puts enough constraint on lossless expanders that allows us to show the two key lemmas for linear distance and the correctness of the linear time decoder in Appendix D.

Comparing with Lemma 25 in [17], the corollary 20 implies Lemma 25 and is a finer description that is needed for the proof of linear time decoder. For showing linear distance, it is enough to use the coarser two key lemmas for linear distance and the correctness of the linear time decoder in Appendix D.

In this section, we first show a simple lemma on unique expansion, then show a bound of lossless expanders.

A Lemma on lossless expanders

1 instance of \( V \) from \( n \) deg applies. Say the partition is \( X \) \{set, where it is allowed for multiple instances. For example, exactly one vertex in \( X \) is a unique neighbor of \( v_0 \). We denote the unique neighbor of \( v_0 \) in \( V \) as \( N^\text{unique}_{V_1}(v_0) \).

The first lemma says a lossless expander graph has many unique neighbors.

Lemma 18 (Lossless expander implies unique expander). Let \( (V_0, V_1, E) \) be a \((w_0, w_1)\)-regular bipartite graph and \((c, \epsilon)\)-lossless expander. Then for small set \( v_0 \subseteq V_0 \), \(|v_0| < c|V_0|\), we have \(|N^\text{unique}_{V_1}(v_0)| \geq (1 - 2c)w_0|v_0|\).

Proof. Let \( a_i \) be the number of \( x_1 \) with \( \deg_{v_0}(x_1) = i \).

By the definition of lossless expanders, \(|N_{V_1}(v_0)| \geq (1 - \epsilon)w_0|v_0|\). So \( \sum_{i=1}^{w_1} a_i \geq (1 - \epsilon)w_0|v_0|\).

By counting the edges between \( V_0 \) and \( V_1 \) in two ways, we have \( w_0|v_0| = \sum_{i=1}^{w_1} i a_i \).

Together, \( a_i \geq 2 \sum_{i=1}^{w_1} a_i - \sum_{i=1}^{w_1} i a_i \geq (1 - 2\epsilon)w_0|v_0| \), where we use \( a_i \geq 0 \) in the first inequality.

Now, we turn to the main corollary. The goal of the following lemma is to extract a subgraph \( Y \) for each small subgraph \( X' \), such that \( Y \) is a tree, and the remaining graph \( Z \) has low degree at \( V_0 \). Roughly, it is saying the tree \( Y \) is a good approximation of \( X' \).

Lemma 19. Given a \((w_0, w_1)\)-regular bipartite graph, \((V_0, V_1, E)\), with 1-sided \((c, \epsilon)\)-lossless expansion from \( V_0 \) to \( V_1 \).

For each subgraph \( X' = (v_0, v_1, e) \) with \(|v_0| < c|V_0|\), we can partition \( X' \) into two subgraphs \( X' = Y \cup Z \), such that \( \deg_Y(x_1) \leq 1 \) for all \( x_1 \in v_1 \) and \( \deg_Z(x_0) \leq ce_0 \) for all \( x_0 \in v_0 \).

We won't use the lemma directly. Instead, we will use its corollary.

Before stating the corollary, we recall some definitions. A multiset is a modification of the concept of a set, where it is allowed for multiple instances. For example, \( \{a, a, b\} \) is a multiset with 2 instances of \( a \) and 1 instance of \( b \). Another way to represent a multiset is to indicate the number of instances on the upper indices. For example, \( \{a, a, b\} \) can be written as \( \{a^2, b\} \).

We say a multiset \( A \) majorizes another multiset \( B \) if \( \sum_{i=1}^{k} a_i \geq \sum_{i=1}^{k} b_i \) for all \( k = 1, ..., i_{\text{max}} \) where \( i_{\text{max}} = |A| = |B| \) and \( \{a_i\}_{i=1}^{i_{\text{max}}} \) and \( \{b_i\}_{i=1}^{i_{\text{max}}} \) are sorted sequences of \( A \) and \( B \) in the descending order. This is denoted as \( A \succeq B \). In the case where \( A \) and \( B \) have different number of elements we append 0s so that they become the same size and can be compared.

Corollary 20. Given a \((w_0, w_1)\)-regular bipartite graph, \((V_0, V_1, E)\), with 1-sided \((c, \epsilon)\)-lossless expansion from \( V_0 \) to \( V_1 \).

For any small subset \( v_1 \subseteq V_1 \) with \(|v_1| < c|V_0|/w_1 \), there exists \( n(x_0) \subseteq N_{v_1}(x_0) \) for each \( x_0 \in V_0 \), such that \( \{n(x_0) : x_0 \in V_0\} \) is a partition of \( v_1 \) and \(|N_{v_1}(x_0) - n(x_0)| \leq ew_0 \). Furthermore, \( \{|N_{v_1}(x_0) - n(x_0)| \}_{x_0 \in V_0} \leq \{cw_0 \frac{|N_{v_1}(x_0)|}{|V_0|} \} \).

Proof. Consider \( X' = (N_0(v_1), v_1, N_E(v_1)) \) where \( N_0(v_1) \) is set of neighboring vertices of \( v_1 \) in \( V_0 \), and \( N_E(v_1) \) is set of neighboring edges of \( v_1 \) in \( E \). Because \(|v_1| < c|V_0|/w_1 \), we have \(|N_0(v_1)| < c|V_0| \), so Lemma 19 applies. Say the partition is \( X' = Y \cup Z \).

Because \( \deg_{X'}(x_1) \geq 1 \) and \( \deg_{Y}(x_1) \leq 1 \) for all \( x_1 \in v_1 \), we can find a subgraph \( Y' \) such that \( Y \subseteq Y' \subseteq X' \) with \( \deg_{Y'}(x_1) = 1 \) for all \( x_1 \in v_1 \), by adding an edge to \( x_1 \) when \( \deg_{Y}(x_1) = 0 \). Now, by setting...
where the last equality follows from flow conservation.

\[ n(x_0) = N_{V_1}(x_0), \] 
we have \( \{n(x_0) : x_0 \in V_0\} \) is a partition of \( v_1 \) and \( |N(x_0) - n(x_0)| \leq \epsilon w_0 \). The final majorization inequality holds, because \( |N(x_0) - n(x_0)| \leq \epsilon w_0 \) and the number of edges emanating from \( v_1 \) is \( \leq w_1|v_1| \).

Now, we go back to the lemma. The lemma is similar to Hall’s marriage theorem and can be shown similarly using max-flow min-cut theorem together with a lemma that bounds the number of edges from the number of vertices. We first show the bound between edges and vertices, then we review the max-flow min-cut theorem.

**Lemma 21.** Given a \((w_0, w_1)\)-regular bipartite graph, \((V_0, V_1, E)\), with 1-sided \((c, \epsilon)\)-lossless expansion from \(V_0\) to \(V_1\). For any subsets \(v_0 \subseteq V_0\) and \(v_1 \subseteq V_1\), with \(|v_0| < c|V_0|\), the number of edges between \(v_0\) and \(v_1\), \(|E(v_0, v_1)|\), is bounded by
\[
|E(v_0, v_1)| = \sum_{x_0 \in v_0} \deg_{v_1}(x_0) \leq \epsilon w_0|v_0| + |v_1|,
\]
Moreover,
\[
\sum_{x_0 \in v_0} \max(\deg_{v_1}(x_0) - \epsilon w_0, 0) \leq |v_1|.
\]

**Proof.** We prove the first inequality by consider the graph consist of \(v_0\) and its neighbors \(N_{V_1}(v_0)\), then remove vertices \(N_{V_1}(v_0) - v_1\) and the connected edges.

First, the graph form by \(v_0\) and \(N_{V_1}(v_0)\) has \(w_0|v_0|\) edges. Next, when we remove \(N_{V_1}(v_0) - v_1\) vertices, we remove at least \(|N_{V_1}(v_0)| - |v_1|\) edges. So
\[
|E(v_0, v_1)| \leq w_0|v_0| - (|N_{V_1}(v_0)| - |v_1|) \leq \epsilon w_0|v_0| + |v_1|,
\]
where the last inequality follows from the lossless assumption.

The second inequality can be derived from the first inequality by writing
\[
\sum_{x_0 \in v_0} \max(\deg_{v_1}(x_0) - \epsilon w_0, 0) = \sum_{x_0 \in \{x_0 \in v_0 : \deg_{v_1}(x_0) > \epsilon w_0\}} \deg_{v_1}(x_0) - \epsilon w_0 \leq |v_1|.
\]

Here, we review the definition of flow, cut, and the max-flow min-cut theorem.

**Definition 22 (Flow network, flow and cut).** Let \(N = (V, E, s, t, c)\) be a flow network where \((V, E)\) forms a directed graph, \(s, t \in V\) are the source and the sink, and \(c : E \to \mathbb{R}\) is the capacity function.

A flow is a function \(f : E \to \mathbb{R}\) that satisfies

1. **Capacity constraint:** For every edge \((u, v) \in E\), \(f(u, v) \leq c(u, v)\).
2. **Conservation of flows:** For each vertex \(v \in V\) besides \(s\) and \(t\), \(\sum_{\{w : (w, v) \in E\}} f(u, v) = \sum_{\{w : (v, w) \in E\}} f(v, w)\).

The value of a flow is defined by
\[
|f| = \sum_{\{v : (s, v) \in E\}} f(s, v) = \sum_{\{v : (v, t) \in E\}} f(v, t),
\]
where the last equality follows from flow conservation.

A cut \((S, T)\) is a partition of \(V\) such that \(s \in S\) and \(t \in T\).
The capacity of a cut is the sum of the capacities at the boundary of $S$ and $T$

$$c(S,T) = \sum_{(u,v) \in E, u \in S, v \in T} c(u,v).$$  \hfill (10) $$

The maximum flow problem is to maximize $|f|$. The minimum cut problem is to minimize $c(S,T)$.

**Theorem 23** (Max-flow min-cut). The maximum value of a flow is equal to the minimum capacity of a cut.

Furthermore, when the capacities in a flow network are integers, there is a maximum flow such that the flow on each edge is an integer.

Finally, we are ready to prove the main lossless lemma.

**Proof of Lemma 19.** Recall that $X' = (V'_0, V'_1, E')$ is the subgraph of interest and our goal is to find a partition into two subgraphs $X' = Y \cup Z$.

Consider the flow network $(V, E, s, t, c)$ where

$$V = \{s\} \cup V'_0 \cup V'_1 \cup \{t\},$$ \hfill (11) $$

$$E = \{(s, x_0) : x_0 \in V'_0\} \cup e \cup \{(x_1, t) : x_1 \in V'_1\},$$ \hfill (12) $$

c(s, x_0) = \max(\text{deg}_{V'_1}(x_0) - \epsilon w_0, 0),$$ \hfill (13) $$
c(x_0, x_1) = 1,$$ \hfill (14) $$
c(x_1, t) = 1.$$ \hfill (15) $$

Here, we claim the existence of an integer flow which proves the theorem and we prove the claim afterwards.

**Claim 24.** There exist an integer flow $f$ with value $\sum_{x_0 \in V'_0} \max(\text{deg}_{X'}(x_0) - \epsilon w_0, 0)$.

Assuming the existence of the flow $f$, we define $Y = (V'_0, V'_1, \{e \in E' : f(e) = 1\})$ to be the subgraph consists of edges with flows equal to 1 and define $Z = X' - Y$ to be its complement.

We show the subgraphs satisfy the condition. We have $\text{deg}_Y(x_1) \leq 1$, because of capacity $c(x_1, t) = 1$ and flow conservation. Now, we show $\text{deg}_Z(x_0) \leq \epsilon w_0$. Because the cut $S = \{s\}, T = V'_0 \cup V'_1 \cup \{t\}$ has
capacity \( \sum_{x_0 \in V_0'} \max(\deg_{X'}(x_0) - \epsilon w_0, 0) \), \( f \) is saturated on this cut, so \( f(s, x_0) = \max(\deg_{X'}(x_0) - \epsilon w_0, 0) \).

By flow conservation \( \deg_{Y}(x_0) = f(s, x_0) = \max(\deg_{X'}(x_0) - \epsilon w_0, 0) \) which implies \( \deg_{Z}(x_0) \leq \epsilon w_0 \).

Now we suffice to prove the claim.

**Proof of the claim.** By max-flow min-cut theorem \([23]\) it is sufficient to show all cuts have value greater than \( \sum_{x_0 \in V_0'} \max(\deg_{V_1'}(x_0) - \epsilon w_0, 0) \). We will show this using Equation \([8]\) in Lemma \([19]\)

Given a cut \( S = \{s\} \cup S_0 \cup S_1, T = T_0 \cup T_1 \cup \{t\} \), where \( S_0 \cup T_0 = V_0', S_1 \cup T_1 = V_1' \). The capacity of the cut is

\[
c(S, T) = c(s, T_0) + c(S_0, T_1) + c(S_1, t) \\
= \sum_{x_0 \in T_0} \max(\deg_{V_1'}(x_0) - \epsilon w_0, 0) + E(S_0, T_1) + |S_1| \\
= \sum_{x_0 \in T_0} \max(\deg_{V_1'}(x_0) - \epsilon w_0, 0) + \sum_{x_0 \in S_0} \deg_{T_1}(x_0) + |S_1|. \tag{16}
\]

Now, we show the value is \( \geq \sum_{x_0 \in V_0'} \max(\deg_{V_1'}(x_0) - \epsilon w_0, 0) \).

\[
\sum_{x_0 \in V_0'} \max(\deg_{V_1'}(x_0) - \epsilon w_0, 0) \leq c(S, T) \\
\iff \sum_{x_0 \in S_0} \max(\deg_{S_1}(x_0) + \deg_{T_1}(x_0) - \epsilon w_0, 0) \leq \sum_{x_0 \in S_0} \deg_{T_1}(x_0) + |S_1| \tag{17}
\]

\[
\iff \sum_{x_0 \in S_0} \max(\deg_{S_1}(x_0) - \epsilon w_0, 0) \leq |S_1|,
\]

where the last inequality follows from Equation \([8]\) which uses \( |V_0'| \leq c|V_0| \).

Therefore, all cuts have capacities \( \geq \sum_{x_0 \in V_0'} \max(\deg_{V_1'}(x_0) - \epsilon w_0, 0) \), which together with the max-flow min-cut theorem \([23]\) implies the existence of the integer flow. \(\square\)

\section{Chain complex from balanced product}

In this section, we first provide more detail on the construction of the chain complex, then we prove the chain complex is well defined.

To get the code, we need to obtain vector spaces and linear maps from the graph. We do so by taking the adjacency matrix. Recall the adjacency matrix of a bipartite graph is a linear map \( L((V_0, V_1, E)) : \mathbb{F}_2^{V_0} \to \mathbb{F}_2^{V_1} \).

Before going further, we introduce a convenient notation. Because of the one-one correspondence between the subsets of \( V \) and vectors in \( \mathbb{F}_2^V \) by the map \( \nu \mapsto \sum_{x \in \nu} e_x \) where \( \nu \subseteq V \), we abuse the notation by overloading both use cases. For example, we write both \( x \in \nu \) and \( \nu \in \mathbb{F}_2^V \), where the first \( \nu \) is interpreted as a set with \( x \) as its element and the second \( \nu \) is interpreted as a vector \( \nu \in \mathbb{F}_2^V \). Similarly, \( x_0 \) can be interpreted both as an element in \( V_0 \) and the basis vector \( e_{x_0} \).

Now, we generalize the construction of linear maps from bipartite graphs to balanced product of bipartite graphs. Given a balanced product graph \( (V^*, E^*, F) \), we obtain the vector spaces \( \mathbb{F}_2^{V_{00}}, \mathbb{F}_2^{V_{10}}, \mathbb{F}_2^{V_{01}}, \mathbb{F}_2^{V_{11}} \) and the linear maps

- \( L_{00} \to 10 = L(E_{00}) : \mathbb{F}_2^{V_{00}} \to \mathbb{F}_2^{V_{10}} \),
- \( L_{00} \to 01 = L(E_{00}) : \mathbb{F}_2^{V_{00}} \to \mathbb{F}_2^{V_{01}} \),
- \( L_{10} \to 11 = L(E_{10}) : \mathbb{F}_2^{V_{10}} \to \mathbb{F}_2^{V_{11}} \),
Lemma 25 (Square completion lemma). Given $z_{00} \in V_{00}, z_{10} \in V_{10}, z_{01} \in V_{01}$ and $(z_{00}, z_{10}) \in E_{01}, (z_{00}, z_{01}) \in E_{00},$ then there exists a unique vertex $z_{11} \in V_{11}$ that completes the square $(z_{00}, z_{10}, z_{01}, z_{11}) \in F$.

Proof of square completion lemma. By the definition of balanced product, we can write $z_{00} = [(x_0, y_0)], z_{10} = [(x_1^0, y_0^0)], z_{01} = [(x_0^0, y_1^0)],$ and because of the group action is free there exist unique $g^a, g^b \in G$ such that $y_0^a = g^a y_0^0, x_0^b = g^b y_0^0.$ Let $x_1 = g^a x_1^0, y_1 = g^b y_1^0.$

We first show existence. Consider the face $[(x_0, y_0), (x_1, y_0), (x_0, y_1), (x_1, y_1)] \in F,$ we see $z_{11} = [(x_1, y_1)]$ satisfies the condition.

Now, we show uniqueness. Say $(z_{00}, z_{10}, z_{01}, z_{11})^0, z_{11})' \in F$. By the definition of balanced product, we can write $(z_{00}, z_{10}, z_{01}, z_{11}) = [(x_0^0, y_0^0), (x_1^0, y_0^0), (x_0^1, y_1^0), (x_1^1, y_1^0)],$ and there exists unique $g^c \in G$ such that $x_0 = g^c x_0^0, y_0 = g^c x_0^0.$ Let $x_1' = g' x_1^0, y_1' = g^c x_1^0.$ Because $(x_1, y_0) \sim (x_1^0, y_0^0) \sim (x_1', y_1') \sim (x_1, y_1')$ and because the group action is free, we have $x_1' = x_1.$ Similarly $y_1' = y_1.$ So $z_{11}^0 = [(x_1', y_1')] = [(x_1, y_1')] = z_{11}.$

For this unique vertex, we denote $z_{11} = z_{10} \times z_{00} z_{01}.$ Using a similar argument, we can also define $z_{10} = z_{11} \times z_{00} z_{01}, z_{00} = z_{00} \times z_{10} z_{11}, z_{00} = z_{01} \times z_{11} z_{10}.$

Now, we show the condition $L_{10-11} L_{00-10}(v) + L_{01-11} L_{00-01}(v) = 0.$ By linearity, it is sufficient to show $L_{10-11} L_{00-10}(v) + L_{00-01} L_{01-11}(v) = 0$ for each $z_{00} \in V_{00}.$

If we expand the summations, $L_{10-11} L_{00-10}(z_{00}) = \sum_{z_{11} \in N_{11}(z_{10})} \sum_{z_{10} \in N_{10}(z_{00})} z_{11},$ we see the number of $z_{11}$ appearing in $L_{10-11} L_{00-10}(z_{00})$ is equal to $\{z_{10} : z_{10} \in N_{10}(z_{00}) \cap N_{10}(z_{11})\}.$ Similarly, the number of $z_{11}$ appearing in $L_{01-11} L_{00-01}(z_{00})$ is equal to $\{z_{01} : z_{01} \in N_{01}(z_{00}) \cap N_{01}(z_{11})\}.$

Now, we show a bijection between $\{z_{10} : z_{10} \in N_{10}(z_{00}) \cap N_{10}(z_{11})\}$ and $\{z_{01} : z_{01} \in N_{01}(z_{00}) \cap N_{01}(z_{11})\}.$ This would imply the total number of $z_{11}$ appearing in $L_{10-11} L_{00-10}(z_{00}) + L_{01-11} L_{00-11}(z_{00})$ is even which proves the condition $\partial_1 \partial_2 = 0.$

To show the bijection, we use the square completion lemma. Define $f : \{z_{10} : z_{10} \in N_{10}(z_{00}) \cap N_{10}(z_{11})\} \to \{z_{01} : z_{01} \in N_{01}(z_{00}) \cap N_{01}(z_{11})\}$ to be $f(z_{10}) = z_{00} \times z_{10} z_{11}$ and $g : \{z_{01} : z_{01} \in N_{01}(z_{00}) \cap N_{01}(z_{11})\} \to \{z_{10} : z_{10} \in N_{10}(z_{00}) \cap N_{10}(z_{11})\}$ to be $g(z_{01}) = z_{11} \times z_{01} z_{00}.$ It is clear that $f(g(z_{10})) = z_{10}$ and $g(f(z_{01})) = z_{01}.$

C Lemmas for Theorem 9

In this section, we provide relevant materials for the proof of good qLDPC code, Theorem 9.

We first prove a simple lemma that shows the one-dimensional subgraph of the balanced product graph remains a lossless expander. Then we introduce locally minimal distance and show that small set LTC lemma implies locally minimal distance, which further implies linear distance.
C.1 Lossless expander

Lemma 26. Given two graphs $X_\text{z} = (V_\text{z}, V_1, E_\text{z})$ and $X_\text{z} = (V_0, V_1, E_\text{z})$ with free $G$-invariant action. Then for the one-dimensional subgraph of $X_\text{z} \times_G X_\text{z}$, $(V_0, V_1, E_\text{z})$ is isomorphic to $|V_\text{z}|/|G|$ copies of $X_\text{z}$. Similarly, $(V_0, V_1, E_\text{z})$ is isomorphic to $|V_\text{z}|/|G|$ copies of $X_\text{z}$, $(V_0, V_1, E_\text{z})$ is isomorphic to $|V_\text{z}|/|G|$ copies of $X_\text{z}$, and $(V_1, V_0, E_\text{z})$ is isomorphic to $|V_\text{z}|/|G|$ copies of $X_\text{z}$.

Proof. Here, we show the case for $(V_0, V_1, E_\text{z})$. Other cases follow similarly. Before quotienting, the 1d subgraph $(V_0, V_1, E_\text{z})$ of the hypergraph product $X_\text{z} \times X_\text{z}$ is isomorphic to $|V_\text{z}|/|G|$ copies of $X_\text{z}$ each labeled by $V_0$. After quotienting, the copies in the same orbit of $V_0$ are identified into 1 copy of $X_\text{z}$. So we are left with $|V_\text{z}|/|G|$ copies of $X_\text{z}$.  

Corollary 27. Under the same assumption in Lemma 26, further assume $X_\text{z} = (V_\text{z}, V_1, E_\text{z})$ is a 1-sided $(c_{\text{z}}, \epsilon_{\text{z}})$-lossless expander, $X_\text{z}$ is a 1-sided $(c_{\text{z}}, \epsilon_{\text{z}})$-lossless expander. Then $(V_0, V_1, E_\text{z})$ is a 1-sided $(c_{\text{z}}|V_\text{z}|/|V_0|, \epsilon_{\text{z}})$-lossless expander, $(V_0, V_1, E_\text{z})$ is a 1-sided $(c_{\text{z}}|V_\text{z}|/|V_0|, \epsilon_{\text{z}})$-lossless expander, $(V_0, V_1, E_\text{z})$ is a 1-sided $(c_{\text{z}}|V_\text{z}|/|V_0|, \epsilon_{\text{z}})$-lossless expander.

Proof. Here, we show the case for $(V_0, V_1, E_\text{z})$. Other cases follow similarly. By definition, any small set $v_0 \subseteq V_\text{z}$, $|v_0| < c_{\text{z}}|V_\text{z}|$, satisfies $|N_{V_\text{z}}(v_0)| \geq (1 - \epsilon_{\text{z}})|V_\text{z}|$. Now, given a small set $v_0 = \bigcup_{i=1}^{w} v_{0,i}$, where $v_{0,i}$ is the intersection of $v_0$ with the $i$-th copy of $X_\text{z}$. Because each $v_{0,i}$ is small, $|v_{0,i}| < c_{\text{z}}|V_\text{z}|$, the size of its neighbor $|N_{V_\text{z}}(v_{0,i})|$ has size at least $(1 - \epsilon_{\text{z}})|v_{0,i}|$. Therefore, $|N_{V_\text{z}}(v_0)| = \sum_{i=1}^{w} |N_{V_\text{z}}(v_{0,i})| \geq \sum_{i=1}^{w} (1 - \epsilon_{\text{z}})|v_{0,i}| = (1 - \epsilon_{\text{z}})|v_0|$. This implies $(V_0, V_1, E_\text{z})$ is a 1-sided $(c_{\text{z}}|V_\text{z}|/|V_0|, \epsilon_{\text{z}})$-lossless expander.  

C.2 Locally minimal

In this section, we introduce a variant of the locally minimal distance \[7\] \[18\] \[12\], the normalized locally minimal distance and show that the normalized locally minimal distance is a lower bound of the distance.

We first review the definition of local minimality.

Definition 28 (Locally minimal). Given a chain complex $C_i \xrightarrow{\partial_i} C_i$. A vector $c_i \in C_i$ is locally minimal if for any basis vector $e_{i+1} \in C_{i+1}$

$$|c_i + \partial_{i+1}e_{i+1}| \geq |c_i|.$$  

The definition of locally minimal is related to the greedy flipping decoder of the expander code.

Definition 29 (Greedy flipping algorithm). Input: $c_i \in C_i$.

1. If there exists a basis vector $e_{i+1} \in C_{i+1}$, such that $|c_i + \partial_{i+1}e_{i+1}| < |c_i|$, replace $c_i$ with $c_i + \partial_{i+1}e_{i+1}$.

2. Repeat until no such $e_{i+1}$ exists. Output $c_i$.

Any output of a greedy flipping algorithm is locally minimal. Note that $c_i$ strictly decreases in each iteration. So the algorithm halts in $|c_i|$ steps. Note that $\partial_{i+1}c_i$ does not change throughout the algorithm because in each iteration the change is 0, $\partial(c_i + \partial e_{i+1}) - \partial c_i = \partial \partial e_i = 0$. We refer the process of replacing $c_i$ with $c_i + \partial_{i+1}e_{i+1}$ flipping, because in $\mathbb{F}_2$, the bits flip between 0 and 1.

In our context, we consider a variant, the normalized locally minimal, where we normalize the weight before comparing $c_i + \partial_{i+1}e_{i+1}$ and $c_i$. The purpose of performing this additional normalization is to make the statement more natural.

The normalization is determined through the following discussion. For a chain complex constructed from balanced product of regular bipartite graphs, $\partial e_2$ flips $w_1$ bits in $\mathbb{F}_2^{V_0}$ and $w_\rightarrow$ bits in $\mathbb{F}_2^{V_0}$. So we will weight the components in $\mathbb{F}_2^{V_0}$ with $1/w_1$, and the components in $\mathbb{F}_2^{V_0}$ with $1/w_\rightarrow$.  
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**Definition 30** (Normalized locally minimal). Given a chain complex \( C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 \) constructed from balanced product of regular bipartite graphs. A vector \( c_1 = (v_{01}, v_{01}) \in \ker \partial_1 \) is normalized locally minimal if for any basis vector \( e_2 \in C_2 \)

\[
|c_1 + \partial e_2|_w \geq |c_1|_w,
\]

where \(|(v_{01}, v_{01})|_w = |v_{01}|/w_1 + |v_{01}|/w_{\rightarrow} \).

The greedy flipping algorithm still applies. Because in each step, \(|c_1|_w \) strictly decreases by at least \( \frac{1}{\max(w_1, w_{\rightarrow})} \), the algorithm halts in \(|c_1|_w \max(w_1, w_{\rightarrow}) \leq |c_1| \max(w_1, w_{\rightarrow})/\min(w_1, w_{\rightarrow}) = \Theta(|c_1|) \) steps.

From now on, we only consider the chain complex constructed from balanced product of regular bipartite graphs, and locally minimal always means normalized locally minimal.

Now, we define the locally minimal distance.

**Definition 31** (Locally minimal distance). Given a chain complex \( C : C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 \). The locally minimal distance \( d_{LM}^1(C) \) is the minimal weight of all the non trivial locally minimal vectors. Formally,

\[
d_{LM}^1(C) = \min_{c_1 \in \ker(\partial_1), \ c_1 \text{ is locally minimal}, c_1 \neq 0} |c_1|.
\]

Finally, we show the locally minimal distance is a lower bound of the distance.

**Lemma 32** (Linear locally minimal distance implies linear distance). Given a chain complex \( C \). Then

\[
d_1(C) \geq d_{LM}^1(C).
\]

**Proof.** Recall \( d_1(C) = \min_{c_1 \in \ker \partial_1 - \im \partial_2} |c_1| \). So \( d_1(C) = |c_1| \) for some \( c_1 \in \ker \partial_1 - \im \partial_2 \). We show that such \( c_1 \) is locally minimal.

Because \( c_1 \notin \im \partial_2 \), we have \( c_1 + \partial e_2 \notin \im \partial_2 \). Because \( c_1 \) has the smallest weight in \( \ker \partial_1 - \im \partial_2 \), we have \( |c_1| \leq |c_1 + \partial e_2| \). Therefore, \( c_1 \) is locally minimal and \( d_1(C) \geq d_{LM}^1(C) \).

**Corollary 33** (Linear locally minimal distance). Under the same assumption as in the lemma 17 and \( \epsilon < 1/12 \), we have

\[
d_{LM}^1(C) \geq \min(c_0, |V_{01}|/w_1, c_2|V_{01}|, c_2|V_{01}|/w_1, c_2|V_{01}|/w_1, c_2|V_{01}|).
\]

When \( |V_{01}| = \Theta(|G|), |V_{01}| = \Theta(|G|) \), and \( w_1, w_1, w_\rightarrow, w_\leftarrow, c \) are \( \Theta(1) \), we have

\[
\min(c_0, |V_{01}|/w_1, c_2|V_{01}|, c_2|V_{01}|/w_1, c_2|V_{01}|/w_1, c_2|V_{01}|) = \Theta(n), \text{ where } n = |V_{10}| + |V_{01}|.
\]

So,

\[
d_{LM}^1(C) \geq \Theta(n),
\]

which means the locally minimal distance is linear.

**Proof.** Recall the definition of locally minimal distance, \( d_{LM}^1(C) = \min_{c_1 \in \ker \partial_1, c_1 \text{ is locally minimal}, c_1 \neq 0} |c_1| \).

From lemma 12 we know if \( |v_{01}| < \min(c_0, |V_{01}|/w_1, c_2|V_{01}|) \) and \( |v_{01}| < \min(c_2|V_{01}|/w_1, c_2|V_{01}|) \) then \( |c_1| \left( \frac{1}{2} - 6\epsilon \right) \leq |c_0| = 0 \), for \( c_1 \in \ker \partial_1, c_1 \) is locally minimal. Therefore, if \( c_1 \neq 0 \), at least one of \( |v_{01}| < \min(c_0, |V_{01}|/w_1, c_2|V_{01}|) \), \( |v_{01}| < \min(c_2|V_{01}|/w_1, c_2|V_{01}|) \) is violated. So \( |c_1| \geq \min(c_0, |V_{01}|/w_1, c_2|V_{01}|, c_2|V_{01}|/w_1, c_2|V_{01}|) \).

**D** Proof of small set LTC lemma 12 and found if short lemma 15

Here, we prove the two key lemmas for the linear distance and the linear time decoder. We first prove the harder lemma for the linear time decoder, and obtain the small set LTC lemma as a corollary. Alternatively, one can also prove the small set LTC lemma directly as in 17.
D.1 Prove the found if short lemma \[15\]

Here is an overview of the proof. For each \(x_{00} \in V_{00}\), we set \(n_{10}(x_{00}), n_{01}(x_{00})\) according to the structure of lossless expanders. We show that there exists \(x_{00}\) such that the corresponding \(n_{10}(x_{00}), n_{01}(x_{00})\) is flippable. This is done through an averaging argument over \(x_{00}\). The averaged argument is shown by utilizing the inequalities from lossless expanders.

**Proof of Lemma \[15\]** By Corollary \[21\] \((V_{00}, V_{10}, E_{*0})\) is a 1-sided \((\epsilon|V_{00}|/|V_{00}|, \epsilon)\)-lossless expander, \((V_{01}, V_{11}, E_{*1})\) is a 1-sided \((\epsilon|V_{01}|/|V_{01}|, \epsilon)\)-lossless expander, \((V_{00}, V_{01}, E_{*0})\) is a 1-sided \((\epsilon_{*}|V_{00}|/|V_{00}|, \epsilon_{*})\)-lossless expander, \((V_{10}, V_{11}, E_{1*})\) is a 1-sided \((\epsilon_{*}|V_{10}|/|V_{10}|, \epsilon_{*})\)-lossless expander.

Recall that \((v_{10}, v_{01})\) represents the error and are assumed to be short enough so that the lossless lemmas apply.

We first assign \(n_{10}(x_{00}), n_{01}(x_{00})\) for each \(x_{00} \in V_{00}\). By Corollary \[20\] there exist \(n_{v_{10}}(x_{00}) \subseteq N_{v_{10}}(x_{00}), n_{v_{01}}(x_{00}) \subseteq N_{v_{01}}(x_{00})\), such that

- \(\{n_{v_{10}}(x_{00}) : x_{00} \in V_{00}\}\) forms a partition of \(v_{10}\),
- \(|N_{v_{10}}(x_{00}) - n_{v_{10}}(x_{00})| \leq \epsilon_{*}w_{*},\)
- \(\{n_{v_{01}}(x_{00}) : x_{00} \in V_{00}\}\) forms a partition of \(v_{01}\),
- \(|N_{v_{01}}(x_{00}) - n_{v_{01}}(x_{00})| \leq \epsilon_{*}w_{*}^{*}\).

Let \(F(x_{00}) = \partial n_{v_{10}}(x_{00}) + \partial n_{v_{01}}(x_{00})\) be the vertices (i.e. syndrome) that is flipped after flipping \(n_{v_{10}}(x_{00})\) and \(n_{v_{01}}(x_{00})\). Let \(O(x_{00}) \subseteq F(x_{00})\) be the vertices in \(F(x_{00})\) that is has non trivial syndrome before the flip. Let \(U(x_{00}) \subseteq F(x_{00})\) be the vertices in \(F(x_{00})\) that is unique neighbor to \(v_{10} \cup v_{01}\). It is easy to see \(U(x_{00}) \subseteq O(x_{00})\).
To remind ourselves, our goal is to show there exists \( x_{00} \) such that \( |O(x_{00})| \geq \beta |F(x_{00})| \). Because \( |O(x_{00})| \geq |U(x_{00})| \) we can reduce the question to show there exists \( x_{00} \), such that \( |U(x_{00})| \geq \beta |F(x_{00})| \). To show the existence, we will show the averaged statement \( \sum_{x_{00} \in V_{00}} |U(x_{00})| \geq \beta \sum_{x_{00} \in V_{00}} |F(x_{00})| \).

Now, we begin to show the averaged statement. The method is to show that most elements in \( F \) are also in \( U \) by removing the unwanted regions. Consider the following subsets \( A = \cup_{x_{00} \in V_{00}} A(x_{00}), B = \cup_{x_{00} \in V_{00}} B(x_{00}), C = \cup_{x_{00} \in V_{00}} C(x_{00}), D = \cup_{x_{00} \in V_{00}} D(x_{00}), \) where \( A \) is the main contribution and \( B, C, D \) are error terms.

\[ A(x_{00}) = A_{01}(x_{00}) \cup A_{10}(x_{00}) \text{ is the region where the syndromes are flipped when we flip } n_{v_{10}}(x_{00}) \text{ and } n_{v_{01}}(x_{00}). \]  
This includes the possibility of flipping multiple times.

\[
A_{01}(x_{00}) = \{(x_{00}, x_{10}, x_{01}, x_{10} \times x_{00} x_{01}) : x_{10} \in n_{v_{10}}(x_{00}), x_{10} \in N_{01}(x_{00}) - n_{v_{01}}(x_{00})\}, \quad (26)
\]

\[
A_{10}(x_{00}) = \{(x_{00}, x_{10}, x_{01}, x_{10} \times x_{00} x_{01}) : x_{10} \in N_{10}(x_{00}) - n_{v_{10}}(x_{00}), x_{10} \in n_{v_{01}}(x_{00})\}. \quad (27)
\]

We mainly care about the last coordinate, i.e. the vertex in \( V_{11} \). But we include the full information of the square in case \( x_{10} \times x_{00} x_{01} \) are not all distinct. Sometime we make this projection to the last coordinate implicit.

From the definition, it is easy to see \( F(x_{00}) \subseteq A(x_{00}). \)

\[ B_{01}(x_{00}) = B_{01}(x_{00}) \cup B_{10}(x_{00}) \text{ is a subregion of } A(x_{00}). \]

\[
B_{01}(x_{00}) = \{(x_{00}, x_{10}, x_{01}, x_{10} \times x_{00} x_{01}) : x_{10} \in n_{v_{10}}(x_{00}), x_{10} \in N_{v_{01}}(x_{00}) - n_{v_{01}}(x_{00})\}, \quad (28)
\]

\[
B_{10}(x_{00}) = \{(x_{00}, x_{10}, x_{01}, x_{10} \times x_{00} x_{01}) : x_{10} \in N_{v_{10}}(x_{00}) - n_{v_{10}}(x_{00}), x_{10} \in n_{v_{01}}(x_{00})\}. \quad (29)
\]

\[ C(x_{00}) = C_{01}(x_{00}) \cup C_{10}(x_{00}) \text{ is a subregion of } A(x_{00}) \text{ which has more than one neighbor in } n_{v_{10}}(x_{00}) \text{ for } C_{01}(x_{00}) \text{ or } n_{v_{01}}(x_{00}) \text{ for } C_{10}(x_{00}). \]

\[ C_{01}(x_{00}) = \{(x_{00}, x_{10}, x_{01}, x_{11}) \in A_{01}(x_{00}) : |N_{v_{10}}(x_{11})| > 1\}, \quad (30)
\]

\[
C_{10}(x_{00}) = \{(x_{00}, x_{10}, x_{01}, x_{11}) \in A_{10}(x_{00}) : |N_{v_{01}}(x_{11})| > 1\}. \quad (31)
\]

\[ D(x_{00}) = B(x_{00}) \cup D_{11}(x_{00}) \text{ is a region slightly larger than } B(x_{00}). \]

\[
D_{11}(x_{00}) = \{(x_{00}, x_{10}, x_{01}, x_{10} \times x_{00} x_{01}) : x_{10} \in N_{v_{10}}(x_{00}) - n_{v_{10}}(x_{00}), x_{10} \in N_{v_{01}}(x_{00}) - n_{v_{01}}(x_{00})\}. \quad (32)
\]

Now, we claim the relation between the number of unique neighbor vertices and \( A, B, C, D \).

**Claim 34.** \( |U| \geq |A| - |B| - |C| - 2|D| \).

We first assume the claim and prove the averaged statement.

We here bound each of \( |A|, |B|, |C|, |D| \).

First, we study \( |A| \).

\[
|A_{01}(x_{00})| + |A_{10}(x_{00})| = |n_{v_{10}}(x_{00})|(w_{\rightarrow} - |n_{v_{01}}(x_{00})|) + (w_{\downarrow} - |n_{v_{10}}(x_{00})|)|n_{v_{01}}(x_{00})| \\
\geq (|n_{v_{10}}(x_{00})|w_{\rightarrow} + w_{\downarrow} |n_{v_{01}}(x_{00})|)/2,
\]
where the last inequality follows from local minimality \( |n_{v_0}(x_{00})|/w_⊥ + |n_{v_0}(x_{00})|/w_→ \leq |N_{v_{10}}(x_{00})|/w_⊥ + |N_{v_{00}}(x_{00})|/w_→ \leq 1 \). So
\[
|A| \geq (w_→|v_{10}| + w_⊥|v_{01}|)/2.
\] (33)

Next, we study \(|B|\).
\[
|B_{01}(x_{00})| = |n_{v_{10}}(x_{00})||N_{v_0}(x_{00})| - n_{v_{01}}(x_{00})|
\leq |n_{v_{10}}(x_{00})|\epsilon_{→}w_→.
\]

So
\[
|B| \leq \epsilon_{→}w_→|v_{10}| + \epsilon_⊥w_⊥|v_{10}|.
\]

Then, we study \(|C|\).
\[
\sum_{x_{00} \in V_{00}} |C_{01}(x_{00})| \quad \text{are the number of edges that are connected to the non unique neighbors in } N_{11}(v_{10}).
\]

From Lemma 18 we have \( |N_{11}^\text{unique}(v_{10})| \geq (1 - 2\epsilon_{→})w_→|v_{10}| \). This implies
\[
\sum_{x_{00} \in V_{00}} |C_{01}(x_{00})| \leq 2\epsilon_{→}w_→|v_{10}|,
\]

so
\[
|C| \leq 2\epsilon_{→}w_→|v_{10}| + 2\epsilon_⊥w_⊥|v_{10}|.
\]

Finally, we study \(|D|\).
\[
|D_{11}| = \sum_{x_{00} \in V_{00}} |N_{v_{10}}(x_{00}) - n_{v_{10}}(x_{00})||N_{v_0}(x_{00}) - n_{v_0}(x_{00})|
\leq \epsilon_⊥w_⊥\epsilon_{→}w_→ \min(\left[ \frac{w_→}{w_→ - w_⊥}v_{10} \right], \left[ \frac{w_→}{w_→ - w_⊥}v_{01} \right])
\leq 2w_→\epsilon_{→}w_→(w_→|v_{10}|),
\]

where the last inequality follows from \( \left[ \frac{w_→}{w_→ - w_⊥}v_{10} \right] \leq \frac{2w_→}{\epsilon_⊥w_⊥}v_{10} \). If \(|v_{10}| = 0\), the inequality holds trivially. Otherwise, because \( \epsilon_⊥w_⊥ \leq w_→, |v_{10}| \geq 1 \), we have \( \frac{w_→}{\epsilon_⊥w_⊥}v_{10} \geq 1 \). Therefore, \( \left[ \frac{w_→}{w_→ - w_⊥}v_{10} \right] \leq 2\frac{w_→}{\epsilon_⊥w_⊥}v_{10} \).

Combine with the result of \(|B|\), we have
\[
|D| \leq \epsilon_{→}w_→|v_{10}| + \epsilon_⊥w_⊥|v_{10}| + 2(w_→\epsilon_{→})(w_→|v_{10}|).
\]

Now, we combine the results and use \( w_→\epsilon_{→} \leq \epsilon, \epsilon_{→} \leq \epsilon_⊥\epsilon_⊥ \leq \epsilon \) to obtain the desired result
\[
|U| \geq |A| - |B| - |C| - 2|D| \geq (1 - 2\epsilon_⊥)|A| \geq (1 - 2\epsilon_⊥)|F|,
\] (34)

where for the second inequality we use \( |A| \geq (w_→|v_{10}| + w_⊥|v_{01}|)/2, |B| \leq \epsilon(w_→|v_{10}| + w_⊥|v_{01}|), |C| \leq 2\epsilon(w_→|v_{10}| + w_⊥|v_{01}|), |D| \leq 3\epsilon(w_→|v_{10}| + w_⊥|v_{01}|) \) and for the last inequality we use \( F(x_{00}) \subseteq A(x_{00}) \).

We suffice to prove the claim. The idea is to consider the elements \((x_{00}, x_{10}, x_{01}, x_{11})\) in \( A - B - C \), and show that if the \( x_{11} \not\in U \), then such \( x_{11} \) appears at most twice in \( A - B - C \), and \( x_{11} \) appears at least once in \( D \).

**Proof of Claim** Let \((x_{00}, x_{10}, x_{01}, x_{11}) \in A - B - C \).

We first show \( x_{11} \) appears at most twice in \( A - B - C \). Suppose \((x_{00}, x_{10}, x_{01}, x_{11}) \in A_{01}(x_{00}) \). Because \( x_{10} \in n_{v_{10}}(x_{00}) \), we have \( |N_{v_{10}}(x_{11})| \geq 1 \). Because \((x_{00}, x_{10}, x_{01}, x_{11}) \not\in C \), we have \( |N_{v_{10}}(x_{11})| \leq 1 \), so \( |N_{v_{10}}(x_{11})| = 1 \).

This implies for \( x_{11} \) to be in \( A_{01}(x_{00}) - B - C \), there is a unique \( x_{10} \in N_{v_{10}}(x_{11}) \). Because \( \{n_{v_{10}}(x_{00})\} \times_{00} \in V_{00} \) forms a partition of \( v_{10} \), there is a unique choice of \( x_{00} \). Therefore, there is a unique choice of tuple \((x_{00}, x_{10}, x_{01}, x_{11})\) and \( x_{11} \) appears at most once in \( A_{01}(x_{00}) - B - C \). Similarly, \( x_{11} \) appears at most once in \( A_{10}(x_{00}) - B - C \), so \( x_{11} \) appears at most twice in \( A - B - C \).
Now we show if $x_{11} \notin U$, then $x_{11}$ appears at least once in $D$. Suppose $(x_{00}, x_{10}, x_{01}, x_{11}) \in A_0(x_{00})$. From the previous discussion, we have $|N_{v_{10}}(x_{11})| = 1$, and let $x_{10}$ be the unique element. We also know $x_{10} \in n_{v_{10}}(x_{00})$ because $(x_{00}, x_{10}, x_{01}, x_{11}) \in A_0(x_{00})$ and $x_{01} \in N_{v_{01}}(x_{00}) - N_{v_{01}}(x_{00})$ because $(x_{00}, x_{10}, x_{01}, x_{11}) \notin B_0(x_{00})$.

When $x_{11} \notin U$, $|N_{v_{10}}(x_{11})| + |N_{v_{01}}(x_{11})| \geq 2$, so we have $|N_{v_{11}}(x_{11})| \geq 1$. Pick any $x'_{01} \in N_{v_{11}}(x_{11})$. Then we have $(x'_{00} = x_{10} \times x_{11}, x'_{01}, x_{10}, x'_{01}, x_{11}) \in D$. First of all, $x'_{01} \in N_{v_{01}}(x_{11})$ but $x_{01} \notin N_{v_{01}}(x_{11})$ so $x'_{01} \neq x_{01}$. This implies $x'_{00} \neq x_{00}$, so $n_{v_{10}}(x_{00})$ is disjoint from $n_{v_{10}}(x'_{00})$. Because $x_{10} \in n_{v_{10}}(x_{00})$, we have $x_{10} \in N_{v_{10}}(x'_{00}) - n_{v_{10}}(x'_{00})$. Now, together with $x'_{01} \in N_{v_{01}}(x'_{00})$, we obtain $(x'_{00}, x_{10}, x'_{01}, x_{11}) \in D$. □

D.2 Prove the small set LTC lemma 12

Now, we can prove the small set LTC lemma as a simple corollary.

Proof of Lemma 12. Using the inequalities 33 and 34, we obtain $|e_0| \geq |U| \geq (1 - 12\epsilon)|A| \geq (1 - 6\epsilon)(w_{v}|v_{10}| + w_{l}|v_{01}|)$. □