The first direct double neutron star merger detection: implications for cosmic nucleosynthesis.
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ABSTRACT

Context. The astrophysical r-process site where about half of the elements heavier than iron are produced has been a puzzle for several decades. Here we discuss the role of one of the leading ideas –neutron star mergers (NSMs)– in the light of the first direct detection of such an event in both gravitational (GW) and electromagnetic (EM) waves.

Aims. Understanding the implications of the first GW/EM observations of a neutron star merger for cosmic nucleosynthesis.

Methods. We analyse bolometric and NIR lightcurves of the first detected double neutron star merger and compare them to nuclear reaction network-based macronova models.

Results. The slope of the bolometric lightcurve is consistent with the radioactive decay of neutron star ejecta with $Y_e \leq 0.3$ (but not larger), which provides strong evidence for an r-process origin of the electromagnetic emission. This rules out in particular “nickel winds” as major source of the emission. We find that the NIR lightcurves can be well fitted either with or without lanthanide-rich ejecta. Our limits on the ejecta mass together with estimated rates directly confirm earlier purely theoretical or indirect observational conclusions that double neutron star mergers are indeed a major site of cosmic nucleosynthesis. If the ejecta mass was typical, NSMs can easily produce all of the estimated Galactic r-process matter, and –depending on the real rate– potentially even more. This could be a hint that the event ejected a particularly large amount of mass, maybe due to a substantial difference between the component masses. This would be compatible with the mass limits obtained from the GW-observation.

Conclusions. The recent observations suggest that NSMs are responsible for a broad range of r-process nuclei and that they are at least a major, and likely the dominant r-process site in the Universe.
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1. Introduction

Soon after the discovery of the first binary neutron star (PSR 1913+16; Hulse & Taylor 1975) it became clear that gravitational wave emission drives the binary system towards a final coalescence (Taylor & Weisberg 1982). Lattimer & Schramm (1974) speculated that neutron star debris from such an event in both gravitational (GW) and electromagnetic (EM) waves. Neutron stars are responsible for about half of the elements heavier than iron, but until recently the dominant opinion was that core-collapse supernovae (CC SNe) must be the major production site. Eichler et al. (1989) discussed merging neutron star binaries as "central engines" for short gamma-ray bursts (sGRBs) and as r-process production sites. The first nucleosynthesis calculations based on 3D hydrodynamic merger simulations (Rosswog et al. 1999) showed that the neutron-rich matter that is dynamically ejected indeed produces –robustly and without any fine-tuning– r-process nuclei up to and beyond the third r-process peak at nucleon numbers of $A = 195$ (Rosswog et al. 1998, Freiburghaus et al. 1999).

They also showed that the ejecta are –if folded with estimated merger rates– enough to explain the amount of r-process material in the Galaxy.

A large number of subsequent studies (e.g. Roberts et al. 2011, Goriely et al. 2011, Wanajo & Janka 2012, Korobkin et al. 2012, have investigated these so-called "dynamic ejecta" as r-process sites. Only more recently, it was realised that the extremely low electron fraction ($Y_e$) is likely complemented by matter reaching $Y_e \sim 0.3$, e.g. by shock-heated material (Wanajo et al. 2014, Radice et al. 2016), neutrino-driven winds (Dessart et al. 2009, Perego et al. 2014) or the unbinding of accretion torus material (e.g. Lee & Ramirez-Ruiz 2007, Beloborodov 2008, Metzger et al. 2008, Fernandez & Metzger 2013). The unbound torus material can amount to ~ 40% of the initial torus mass and –depending on the initial mass asymmetry– can actually dominate the ejecta. Geometrically, there is the tendency of the low-$Y_e$ matter to be concentrated towards the orbital plane, while $Y_e$ increases towards the polar remnant regions, see e.g. Figs. 14 and 15 in Perego et al. 2014). While initially questioned (e.g. Argast et al. 2003), a number of recent studies (Matteucci et al. 2014, Mennekens & van Beveren 2014, van de Voort et al. 2015, Shen et al. 2015) find compact binary mergers at least as suitable or even preferred over CC SNe.
as the major r-process production site. One of the differences between the main alternatives is that (at least "ordinary") CC SNe occur ~ 1000 more frequently than compact binary mergers and therefore have to deliver a correspondingly smaller amount of r-process elements per event to account for the cosmic inventory. There are, however, various lines of arguments that favour rare events with large ejecta masses over frequent occurrences with smaller ones. For example, the geochemical enrichment of $^{244}$Pu (Wallner et al. 2015) Hotokezaka et al. (2013) and the observation of r-process enriched ultra-faint dwarf galaxies (Beniamini et al. 2016; Hansen et al. 2017) both argue in favour of rare events with high mass ejection. The inferred rates and ejecta masses agree well with what is expected from NSMs.

The most direct confirmation of compact binary mergers as r-process sites, however, is the detection of electromagnetic radiation from the radioactive decay of freshly synthesised r-process elements in the aftermath of a merger, a so-called "macronova" (e.g. Li & Paczynski 1998; Kulkarni 2005; Rosswog et al. 2013). Among other things, this allows one to measure the rate of these events and consequently constrain the r-process rate. The most compelling previous evidence for such a macronova has been the detection of an infrared excess in the aftermath of a short GRB (130603B; Tanvir et al. 2013; Berger et al. 2013).

The situation changed fundamentally on August 17, 2017 with the first direct detection of gravitational waves from a neutron star binary, GW170817 by the LIGO-Virgo collaboration (LVC; Abbott et al. 2017a). The electromagnetic follow-up of GW170817 has been described in many papers (e.g. Abbott et al. 2017b; Kasliwal et al. 2017; Smartt et al. 2017), and includes the first detection in gamma-rays (Goldstein et al. 2017) only 1.7 seconds after GW170817, via the optical and near-infrared (NIR) discovery and monitoring of AT2017gfo (Abbot et al. 2017b; Kasliwal et al. 2017) and the first detection in the ultraviolet (UV) (Levan et al. 2017) 2.29 sec after discovery.

To illustrate the impact of the electron fraction $Y_e$ on the resulting bolometric lightcurve, we focus on the implications of this first discovery for the r-process nucleosynthesis. We discuss the relevance of the inferred ejecta amount for the Galactic r-process inventory and update our recent predictions (Rosswog et al. 2017) for the detectability of AT2017gfo-like events.

2. Bolometric lightcurve: a clue to r-process nucleosynthesis

We have performed a number of calculations with the nuclear reaction network WinNet (Winteler 2012; Winteler et al. 2012) to explore how sensitive the nuclear heating rates are to the physical expansion conditions, which we set up as described in Rosswog et al. (2017) their Sect. 2.2). We ran a grid of 16 expansion models covering a broad parameter range ($\{v/c \times [Y_e] = [0.1, 0.2, 0.3, 0.4] \times [0.1, 0.2, 0.3, 0.4]\}$). To keep the parameter space manageable we fix the initial entropy to $15 k_B$. This is reasonable since a) for very low $Y_e$-values the results are insensitive to the exact entropy-value (Freiburghaus et al. 1999) and b) for higher $Y_e$ cases detailed simulation studies find narrow distributions around this value (Perego et al. 2014; Radice et al. 2016). For each case a power-law approximation for the nuclear heating rate (in erg/g s)

$$\dot{q} = q_0 \left( \frac{t}{t_0} \right)^{-\alpha}$$

was determined from the network data (for $t > 10^{-3}$ d; at earlier times the heating rate is roughly constant), see Table 1. We find that the power-law index $\alpha \approx -1.3$ for as long as $Y_e < 0.3$, consistent with earlier findings (Metzger et al. 2010; Korobkin et al. 2012; Hotokezaka et al. 2017). When $Y_e > 0.4$ the heating rate drops off substantially faster, and the normalisation constant $q_0$ is typically an order of magnitude lower. At early times when opacity effects are significant, diffusion can substantially affect the lightcurve shape. Once the ejecta are optically thin, and excess radiation produced earlier had time to escape, the lightcurve is typically an order of magnitude lower.

We have performed a number of calculations with the nuclear reaction network WinNet (Winteler 2012; Winteler et al. 2012) to explore how sensitive the nuclear heating rates are to the physical expansion conditions, which we set up as described in Rosswog et al. (2017, their Sect. 2.2). We ran a grid of 16 expansion models covering a broad parameter range ($\{v/c \times [Y_e] = [0.1, 0.2, 0.3, 0.4] \times [0.1, 0.2, 0.3, 0.4]\}$). To keep the parameter space manageable we fix the initial entropy to $15 k_B$.
Fig. 1. Nuclear heating rates of the explored parameter space, colours label $Y_e$-values. Overlaid are bolometric luminosities computed following the description in Kasliwal et al. (2017) using updated photometry from https://kilonova.space (yellow circles). We show the total nuclear heating rate (luminosities divided by an ejecta mass of $1.5 \times 10^{-2} M_\odot$). Also shown is the heating rate of a wind with $Y_e = 0.5$ that produces a substantial amount of nickel, see last panel in Fig. 2. The close agreement with $Y_e \lesssim 0.3$ strongly suggests the presence of substantial amounts of r-process matter.

observed emission places a lower limit on the ejected mass of

$$m_{\text{ej}}^{\text{min}} \equiv \frac{L_{\text{bol}}}{\dot{q}} \approx 1.5 \times 10^{-2} M_\odot.$$  \hspace{1cm} (2)

For a fixed set of nuclear physics ingredients this lower limit is robust. It has, however, been stressed by both Barnes et al. (2016) and Rosswog et al. (2017) that different nuclear mass models yield different amounts of trans-lead nuclei, the decays of which can substantially enhance the nuclear heating rate. For example, the results for the Finite-Range Droplet Model (FRDM; this mass model is used in WinNet; Moeller 1995) and the nuclear mass model of Duflo and Zuker (DZ; Duflo & Zuker 1995) differed at time scales of about a day by a factor of $\sim 5$ in their net heating rates $\dot{q}_{\text{tot}}$. Therefore, if a large fraction of the ejecta would have an electron fraction $< 0.25$ and the nuclear heating would be close to the DZ-predictions, this mass limit could be smaller by a factor of $\sim 5$.

Since the bolometric light curve seems equally well fit by all the models with electron fractions $Y_e \lesssim 0.3$, but only material with $Y_e < Y_e^{\text{crit}} = 0.25$ produces the third r-process peak, see Fig. 3, the bolometric luminosities alone are not conclusive regarding the ejecta composition. In particular it does not allow to infer whether lanthanides are present or whether the third r-process peak with elements such as platinum or gold is produced. For the purpose of illustration, we plot in Fig. 3 the resulting abundances for three trajectories. The first two yield an excellent fit to the slope of the bolometric light curve, but one ($Y_e = 0.2$, $v = 0.1c$) produces the full r-process range (but abundances below the second peak are produced only sub-dominantly) while the other ($Y_e = 0.3$, $v = 0.2c$) does not produce r-process beyond nucleon numbers $A > 130$. For comparison we also show the abundances for $Y_e = 0.4$ case which produces only elements up to $A \approx 90$.

3. Late near-infrared lightcurves

The most conservative expectation prior to GW/EM170817 was a red EM-transient due to high-opacity ejecta peaking days after the GW-chirp (Kasen et al. 2013; Tanaka & Hotokezaka 2013; Barnes et al. 2016; Rosswog et al. 2017; Wollaeger et al. 2017). Although the emergence of an additional blue component was discussed in theoretical work (Barnes et al. 2013; Rosswog 2014; Grossman et al. 2014; Metzger et al. 2014; Perego et al. 2014; Martin et al. 2015; Fernandez et al. 2015; Kasen et al. 2015), the brightness of the blue optical transient (AT2017gfo) that was detected (Coulter et al. 2017) hours after the GW-chirp came as a
Fig. 2. Nucleosynthesis for different electron fractions $Y_e$ for $s_0 = 15k_{\text{baryon}}, v_\text{ej} = 0.25c$ and FRDM mass model. Beyond $Y_e^{\text{crit}} \approx 0.25$ hardly any heavy elements beyond the second r-process peak ($A = 130$) are produced. Blue symbols refer to the solar system r-process.
Instead, we focus on the late NIR emission in the J-, H- and K-bands. We have explored the parameter space in electron fraction, velocity, and ejected mass in more than 220 nuclear network based macronova simulations. For each model the initial conditions are set up as described in detail in Sec. 2.4.3 of [Rosswog et al. (2017)] and the nuclear heating history \( \dot{q}(t) \) is calculated using the WinNet reaction network with the FRDM mass formula. We use time-dependent heating efficiencies \( f_{\text{he}} \) based on the work of Barnes et al. (2016) as calculated in [Rosswog et al. (2017)]. Here we use the time-dependent averages of the FRDM-cases explored in the latter work (their Fig. 8). We account for the uncertainty in the nuclear heating rate due to the \( \alpha \)-decay of trans-lead nuclei (as discussed in Sec. 2) in some experiments by enhancing the net heating rate of the FRDM results by a factor of 5 and refer to it as “DZ-type heating”.

To extract the radiative signature we use a semi-analytic eigenmode expansion formalism based on [Pinto & Eastman (2000)]. This semi-analytic approach has been shown to yield good agreement with more complex radiative transfer models and represents an improvement over the simpler model of [Grossman et al. (2014)] that we used in earlier work. Our approach is briefly summarized in Appendix A.

The NIR lightcurves alone leave some ambiguity as to what the exact ejecta parameters are, but they can be significantly constrained further if more data sets are taken into account. Interesting examples of NIR lightcurves are shown in Fig. 4. The low \( Y_e \) is characteristic for the “tidal” component of dynamic ejecta that is ejected immediately during the merger at its original, very low electron fraction and produces substantial \( r \)-process contributions from \( A \approx 100 \) up to and beyond the platinum peak. The left panel shows a good fit of the NIR light curves for the case that the heating rate from the FRDM nuclear mass model is used (\( m_{\text{ej}} = 0.06 \, M_\odot, Y_e = 0.1, v_{\text{ej}} = 0.15c, \kappa = 10 \, \text{cm}^2/\text{g} \)). If instead DZ-type nuclear heating is used, our best parameters differ from the FRDM case (\( m_{\text{ej}} = 0.006 \, M_\odot, Y_e = 0.1, v_{\text{ej}} = 0.15c, \kappa = 10 \, \text{cm}^2/\text{g} \)), and in particular substantially less mass is required. Interestingly, the NIR late-time light curves do not necessarily prove the presence of either lanthanides or third \( r \)-process peak elements, although based on theoretical modelling their presence is certainly expected. It is also possible to obtain a good fit for an electron fraction (\( Y_e = 0.28 \)) that is large enough to avoid the production of lanthanides and the third \( r \)-process peak and thus has a lower effective opacity (\( \kappa = 1 \, \text{cm}^2/\text{g} \)), see Fig. 5.

The mass of 0.05 \( M_\odot \) could plausibly be ejected from a \( \approx 0.13 \, M_\odot \) torus (assuming 40% ejection) and also the electron fraction is in the range expected for matter that has been exposed to a merger background neutrino field (Qian & Woosley [1996], Rosswog [2014], Perego et al. [2014], Siegel & Metzger [2017]). Only the velocities are larger (by a factor of \( \approx 2 \)) than what simulations (Fernandez & Metzger [2013], Just et al. [2015]) have found so far for unbound torus matter.

In order to see whether the comparison with another band can break the degeneracy between matter with and without lanthanides, we have added the g band (green) to Figs. 4 and 5. Based on this comparison alone, there would be a slight advantage for the lanthanide-free case. We would, however, consider it very unlikely that a merger starting out from cold, high-density \( \beta \)-equilibrium with \( Y_e \approx 0.06 \) manages to raise the electron fractions of all the ejecta beyond the critical value of \( \approx 0.25 \). To conclusively decide between the two cases may be beyond the capabilities of the current modelling (ours and in general). An obvious caveat is our use of constant gray opacities. In reality, opacities and the position of the photosphere are wavelength dependent. Another strong limitation stems from using only one value for electron fraction and velocity. This clearly is a strong

| \( v/c \) | \( Y_e \) | \( \dot{q}_0 \times 10^{10} \, \text{erg} \, (\text{g s})^{-1} \) | \( \alpha \) |
|---|---|---|---|
| 0.1 | 0.1 | 1.74 | -1.31 |
| 0.2 | 2.14 | -1.28 |
| 0.3 | 2.23 | -1.31 |
| 0.4 | 0.234 | -1.66 |
| 0.2 | 0.1 | 1.80 | -1.31 |
| 0.2 | 1.75 | -1.31 |
| 0.3 | 2.48 | -1.27 |
| 0.4 | 0.140 | -1.77 |
| 0.3 | 0.1 | 1.88 | -1.30 |
| 0.2 | 1.67 | -1.31 |
| 0.3 | 2.35 | -1.25 |
| 0.4 | 0.104 | -1.81 |
| 0.4 | 0.1 | 1.92 | -1.30 |
| 0.2 | 1.73 | -1.30 |
| 0.3 | 2.28 | -1.23 |
| 0.4 | 0.289 | -1.64 |

Table 1. Coefficients for power-law fits for nuclear heating rates of the form \( \dot{q} = \dot{q}_0 \left( \frac{t}{t_0} \right)^\alpha \), where \( t_0 = 1 \, \text{day} \).

Fig. 3. Abundances for two cases (red and orange lines) that can both reproduce the bolometric luminosity evolution. While both produce \( r \)-process elements, one case produces the third \( r \)-process peak (\( Y_e = 0.2 \) and \( v = 0.1c \)), but the other (\( Y_e = 0.3 \) and \( v = 0.2c \)) does not. Thus, from the bolometric lightcurve alone the absence/presence of lanthanides cannot be inferred. For comparison, we also show a case (green line) with large \( Y_e = 0.4 \) (\( v = 0.2c \)) that only produces elements with \( A < 90 \). That case does not fit the bolometric luminosity.

To extract the radiative signature we use a semianalytic eigenmode expansion formalism based on [Pinto & Eastman (2000)]. This semi-analytic approach has been shown to yield good agreement with more complex radiative transfer models and represents an improvement over the simpler model of [Grossman et al. (2014)] that we used in earlier work. Our approach is briefly summarized in Appendix A.

The NIR lightcurves alone leave some ambiguity as to what the exact ejecta parameters are, but they can be significantly constrained further if more data sets are taken into account. Interesting examples of NIR lightcurves are shown in Fig. 4. The low \( Y_e \) is characteristic for the "tidal" component of dynamic ejecta that is ejected immediately during the merger at its original, very low electron fraction and produces substantial \( r \)-process contributions from \( A \approx 100 \) up to and beyond the platinum peak. The left panel shows a good fit of the NIR light curves for the case that the heating rate from the FRDM nuclear mass model is used (\( m_{\text{ej}} = 0.06 \, M_\odot, Y_e = 0.1, v_{\text{ej}} = 0.15c, \kappa = 10 \, \text{cm}^2/\text{g} \)). If instead DZ-type nuclear heating is used, our best parameters differ from the FRDM case (\( m_{\text{ej}} = 0.006 \, M_\odot, Y_e = 0.1, v_{\text{ej}} = 0.15c, \kappa = 10 \, \text{cm}^2/\text{g} \)), and in particular substantially less mass is required. Interestingly, the NIR late-time light curves do not necessarily prove the presence of either lanthanides or third \( r \)-process peak elements, although based on theoretical modelling their presence is certainly expected. It is also possible to obtain a good fit for an electron fraction (\( Y_e = 0.28 \)) that is large enough to avoid the production of lanthanides and the third \( r \)-process peak and thus has a lower effective opacity (\( \kappa = 1 \, \text{cm}^2/\text{g} \)), see Fig. 5.

The mass of 0.05 \( M_\odot \) could plausibly be ejected from a \( \approx 0.13 \, M_\odot \) torus (assuming 40% ejection) and also the electron fraction is in the range expected for matter that has been exposed to a merger background neutrino field (Qian & Woosley [1996], Rosswog [2014], Perego et al. [2014], Siegel & Metzger [2017]). Only the velocities are larger (by a factor of \( \approx 2 \)) than what simulations (Fernandez & Metzger [2013], Just et al. [2015]) have found so far for unbound torus matter.

In order to see whether the comparison with another band can break the degeneracy between matter with and without lanthanides, we have added the g band (green) to Figs. 4 and 5. Based on this comparison alone, there would be a slight advantage for the lanthanide-free case. We would, however, consider it very unlikely that a merger starting out from cold, high-density \( \beta \)-equilibrium with \( Y_e \approx 0.06 \) manages to raise the electron fractions of all the ejecta beyond the critical value of \( \approx 0.25 \). To conclusively decide between the two cases may be beyond the capabilities of the current modelling (ours and in general). An obvious caveat is our use of constant gray opacities. In reality, opacities and the position of the photosphere are wavelength dependent. Another strong limitation stems from using only one value for electron fraction and velocity. This clearly is a strong
4. Discussion

The observation of GW170817 is a milestone. The first direct observation of a neutron star merger and its coincident electromagnetic detection has finally proven two long-held suspicions, namely i) that such mergers are a source of short GRBs and – as we have demonstrated here– ii) it provides a first direct proof that their ejecta are a major source for the cosmic r-process nucleosynthesis. We have explored the radioactive heating rate for a broad range of physical conditions and we find that the decline of the observed bolometric luminosity of AT2017gfo agrees very well with the decay produced by matter with \( Y_e \lesssim 0.3 \), but not larger. Such matter is subject to the rapid-neutron capture process, see Fig. 2. The bolometric lightcurve rules out in particular nickel winds as the major source of the emission. This provides strong, direct observational evidence for neutron star mergers being a major nucleosynthesis site and confirms earlier purely theoretical or indirect observational conclusions by Lattimer & Schramm (1974) Rosswog et al. (1998, 1999), Freiburghaus et al. (1999), Korobkin et al. (2012), Hotokezaka et al. (2015), Beniamini et al. (2016).

Using nuclear network calculations employing the FRDM nu
clear mass model, we derive a lower limit on the ejecta mass of \( 1.5 \times 10^{-2} \, M_\odot \) to explain the bolometric luminosity. Due to uncertainties in the nuclear physics far from stability, this limit could potentially be reduced by a factor of up to \( \sim 5 \). Even in this most pessimistic case the real ejecta amount would likely be \( \sim 1\% \) of a solar mass, which is a substantial amount in a cosmic nucleosynthesis context. Based on this first detected GW-event, the NSM rate (90% conf.) is estimated as 320 - 4740 Gpc\(^{-3}\) yr\(^{-1}\) (Abbott et al. 2017a), compact object merger rate estimates based on SWIFT GRB data point to \( \sim 500 - 1500 \) Gpc\(^{-3}\) yr\(^{-1}\) (Petrihlo et al. 2013) while recent population synthesis studies (Kim et al. 2015) estimate the rate as \( 244_{-202}^{+325} \) Gpc\(^{-3}\) yr\(^{-1}\), which means that within the rate uncertainties, neutron star mergers can well produce all the r-process elements. In Fig. 6, we show as solid black line the required event rate (scaled to an ejecta mass of \( 0.03 \, M_\odot \)) for different target metallicities and the presence of so-called "actinide boost" (Lai et al. 2008) that have a significant impact on the r-process (Moesta et al. 2017), however, find that such jets are subject to instabilities unless the initial star is endowed with a (likely unrealistically large) pre-collapse field of \( \sim 10^{13} \) G. If such instabilities set in, matter is exposed for longer to the central neutrino emission and therefore raises its \( Y_e \) to large enough values to avoid significant platinum peak contributions. This interesting topic certainly warrants more work in the future. For now we conclude, that additional contributions at both the light and heavy r-process end are possible, but are –based on current numbers– not strictly required. It is fair to state, however, that the corresponding chemical galactic evolution questions are not yet fully understood and will require further studies.

Using the same method as described in Rosswog et al. 2017 (their Sect. 3.4), we estimate the expected number of events like AT2017gfo that peak above a given limiting magnitude, see Fig. 7. For this, we used the blackbody model described in Kasliwal et al. 2017, and a reference event rate of 500 Gpc\(^{-3}\) yr\(^{-1}\). Due to the early blue peak of the observed transient, the expected numbers in the optical are large. A survey like ZTF (\( \geq 22 \) mag 600-second exposures for GW follow up) could detect all NSMs with such a blue peak within the LIGO range, of which we would expect approximately one per year. With a larger optical survey telescope such as LSST \( \sim 1000 \) macronovae could become observable per year. This, however, requires that the follow-up is triggered the same night because g-band fades rapidly and the numbers drop to only one event per year with 4 days after the merger. Observations at longer wavelengths would provide a larger window. In i-band, the number of observable macronovae 4 days after the merger is nearly two orders of magnitude larger. Similarly in the NIR, a 60-second exposure with VIRCAM in the K band would be sufficient and the transient remains observable for more than a week.

The long awaited era of multi-messenger GW-astronomy has now finally begun and the first multi-messenger detection of a merging neutron star binary has conclusively proven the long-held conjectures of producing short GRBs and forging heavy elements, thereby providing the first directly observed constraints of rates and ejecta masses. How representative this first event was will have to be probed by future multi-messenger detections.

Acknowledgements. We thank the anonymous referee for her/his insightful comments that helped improve our paper. It is a great pleasure to thank Friedrich-Karl Thielemann for insightful discussions. SR has been supported by the Swedish Research Council (VR) under grant number 2016–03657, 3, by the Swedish National Space Board under grant number Dnr. 107/16, SR, JS and AG are supported by the research environment grant “Gravitational Radiation and Electromagnetic Astrophysical Transients (GREAT)” funded by the Swedish Research council (VR) under Dnr 2016–06012. MMK acknowledges support by the GROWTH project funded by the National Science Foundation under PIRE Grant No 1545949. This work has further been supported by the CompStar network, COST Action MP1304. Some of the simulations were performed on the resources provided by the North-German Supercomputing Alliance (HLRN). A portion of this work was also carried out under the auspices of the National Nuclear Security Administration of the U.S. Department of Energy at Los Alamos National Laboratory under Contract No. DE-AC52-06NA25396 (O.K., R.W.). OK and RW are thankful to Aimee L. Hungerford, Chris L. Fryer and Christopher J. Fontes for inspiring and productive discussions.

Appendix A: Summary of the semi-analytic model

Here we briefly summarize the major ingredients of our semi-analytic macronova model. It uses the analytic density structure found from solving the spherical Euler equations for a self-similar homogeneous flow that is derived in Sec. 2.1.1 of

---

\[^5\] We use the density of Milky Way equivalent galaxies of Abadie et al. 2010 to transform between different units.
and

\[ (t - t_0) = \frac{R(t)}{v_{\text{max}}} \sqrt{1 - \frac{R_0}{R(t)}} + \frac{R_0}{v_{\text{max}}} \log \left[ \frac{R(t)}{R_0} \left( 1 - \frac{R_0}{R(t)} \right)^2 \right], \]

(A.3)

where \( R_0 = R(t_0) \), \( \rho_0 \) the initial central density and \( v_{\text{max}} \) the expansion velocity. For \( t \gg t_0 \) Eq. (A.3) reduces to \( R(t) = v_{\text{max}} t \) and the density profile becomes

\[ \rho(t, r) = \rho_0 \left( \frac{t_0}{t} \right)^3 \left( 1 - \frac{t^2}{v_{\text{max}}^2} \right)^3, \]

(A.4)

where \( v_{\text{max}} \) is the expansion front velocity. The ejecta mass and average velocity are

\[ m_{\text{ej}} = \frac{64\pi}{315} \rho_0^3 v_{\text{max}}^3 \quad \text{and} \quad \bar{v} = \frac{63}{128} v_{\text{max}}. \]

(A.5)

Coming from a radioactively heated, initially optically thick cloud of matter, macronova emission bears some similarity with type Ia supernovae. Since the energy injection decreases rapidly with time, the light curve will peak as soon as the injected energy has a chance to escape being converted into kinetic energy. This happens when the diffusion time becomes comparable to the elapsed time. In our model, we extract the radiative signature based on an eigenmode expansion formalism developed by Pinto & Eastman (2000). Our notation and details of derivation follow Wollaeger et al. (2017), where it was applied in the context of macronova with uniform density (see their Appendix A). Here we only summarize the main points, see the original paper for the justification of the physical assumptions and for the detailed derivation.

The starting point is the semi-relativistic diffusion equation which for radiation dominated flows reads

\[ \frac{DE}{Dt} = \nabla \cdot \left( \frac{c}{3\kappa \rho} \nabla E \right) + \frac{4}{3} E \nabla \cdot \mathbf{v} = \rho \dot{q}(t), \]

(A.6)

where \( E \) is the internal energy density, \( D/Dt \) the Lagrangian time derivative and \( \kappa \) the constant (gray) opacity. Using dimensionless quantities and assuming spherical symmetry and homologous expansion one finds

\[ \frac{DE}{Dt} - \frac{1}{R^2 x^2} \left[ \frac{c}{3\kappa \rho} x^2 E' \right]' + \frac{4E}{t} = \rho \dot{q}(t), \]

(A.7)

where the primed quantities are being differentiated with respect to \( x \). The second term in Eq. (A.6) is the divergence of the radiative diffusion flux \( \mathbf{F} \):

\[ \mathbf{F} = -\frac{c}{3\kappa \rho} \nabla E \equiv -\frac{c}{3\chi} \nabla E, \]

(A.8)

where we introduced the extinction coefficient \( \chi \equiv \kappa x \). With a subsequent separation of variables in mind, we make the Ansatz

\[ E(x, t) = E_0(t_0) \frac{t_0}{t} \phi(x) \phi(t), \quad \text{and} \quad \rho(x, t) = \rho_0(t_0) \frac{t_0}{t} \phi(x), \]

(A.9)

and recast the equation (A.7) into the following form:

\[ \frac{t_0}{t} \phi \dot{\phi} - \phi \frac{1}{\tau_0 x^2} \left[ \frac{x^2 \phi'}{\phi} \right]' = \frac{\rho \dot{q}(t)}{E_0} \phi, \]

(A.10)
where we introduced the timescale $\tau_0 \equiv \frac{3\rho_0 R_0^2}{\dot{E}}$.

It is convenient to use the rescaled time coordinate $\zeta \equiv t/\tau_0$ with $\tau_0 \equiv \tau/\tau_0$:

$$\frac{\psi}{\tau_0} \frac{\partial \psi}{\partial \zeta} - \zeta \frac{1}{\tau_0 x^2} \left[ \frac{x^2 \psi'}{\varphi} \right]' = \frac{\rho_0 \sigma_0 (\zeta)}{E_0} \psi.$$

The corresponding homogeneous linear equation,

$$\frac{1}{\zeta \varphi(\zeta)} \frac{\partial \varphi(\zeta)}{\partial \zeta} - \frac{1}{\tau_0 \varphi(x) x^2} \left[ \frac{x^2 \psi(x)'}{\varphi(x)} \right]' = 0,$$

admits a separation of variables for some constant $\lambda$:

$$\frac{\tau_0}{\zeta \varphi(\zeta)} \frac{\partial \varphi(\zeta)}{\partial \zeta} = -\lambda,$$

$$\frac{x^2 \psi(x)'}{\varphi(x)} + \lambda x^2 \psi(x) = 0.$$  \hfill (A.14)

Equation (A.14) is an eigenvalue problem. We can now make a substitution $\psi(x) \rightarrow (1 - x^2)^2 \zeta(x)$ to regularize it at the outer boundary, where density becomes zero. The power 4 is motivated by the following reasoning: for an adiabatic radiation-dominated outflow with a constant entropy $T^4/\rho \equiv \text{const}$, the temperature profile should be $\propto (1 - x^2)$, provided that the density profile is $\propto (1 - x^2)^3$. The corresponding internal energy density $E \propto T^4 \propto (1 - x^2)^3$.

The eigenvalue problem can be cast into Sturm-Liouville form:

$$\frac{d}{dx} \left[ x^2 (1 - x^2)^2 \frac{dz}{dx} \right] + x^2 (1 - x^2)^4 \left[ \lambda (1 - x^2)^2 - 24 \right] z = 0,$$

\hfill (A.15)

for which there exists a spectrum of distinct real eigenvalues $\{\lambda_m\}$ and an orthogonal basis $\{z_m(x)\}$ in Hilbert space with respect to the scalar product

$$\langle f | g \rangle \equiv \int_0^1 x^2 (1 - x^2)^2 f(x) g(x) dx.$$  \hfill (A.16)

This is a well-posed eigenvalue problem which can be solved using a variety of numerical methods. We use a Galerkin method with linear finite element discretization on a uniform grid with $N = 100$ points. Having computed the eigenvalues and eigenfunctions, we can expand a solution to the inhomogeneous problem (A.11) in eigenfunctions with time-dependent expansion coefficients $\phi_m(\zeta)$:

$$E(t, x) = E_0 \zeta^{-4} \sum_m \phi_m(\zeta) \psi_m(x),$$

\hfill (A.17)

where the functions $\psi_m(x) \equiv (1 - x^2)z_m(x)$ are weighted eigenfunctions of Eq.(A.15). Equation (A.13) splits into a series of decoupled first-order ODEs for the functions $\phi_m(\zeta)$:

$$\frac{d \phi_m}{d \zeta} + \frac{\zeta}{\tau_0} \phi_m + \lambda \tau_0 \varphi(\zeta) \phi_m = \frac{\rho_0 \sigma_0 (\zeta)}{E_0} \zeta \phi_m,$$

\hfill (A.18)

where

$$N_m \equiv \int_0^1 x^2 \psi_m^2(x) dx \equiv \int_0^1 x^2 (1 - x^2)^2 z_m^2(x) dx,$$

\hfill (A.19)

and

$$d_m \equiv \int_0^1 x^2 \varphi(x) \psi_m(x) dx \equiv \int_0^1 x^2 (1 - x^2)^2 z_m(x) dx.$$  \hfill (A.20)

We solve these equations numerically with a Crank-Nicholson integrator.

The bolometric luminosity is proportional to the flux $L(t) = 4\pi R(t)^2 \sum_{i=1}^N \frac{c}{3k\rho} \frac{\partial E}{\partial \tau} |_{\tau=0} | \psi_m(x) |^2$.

$$L(t) = 4\pi R(t)^2 \sum_{i=1}^N \frac{c}{3k\rho} \frac{\partial E}{\partial \tau} |_{\tau=0} | \psi_m(x) |^2.$$  \hfill (A.21)

To scrutinize our approach, we have computed light curves for a range of opacities $\kappa = 1, 10, 100, 1000$ cm$^2$/g and a power-law heating rate $q(t) = q_0 \kappa^\alpha$ with $q_0 = 5 \times 10^9$ erg s$^{-1}$ and $\alpha = -1.3$. Fig. shows the comparison of bolometric light curves calculated with the described approach and the corresponding one from the full multigroup Monte Carlo radiative transfer code SuperNuII. The semianalytic diffusion model performs substantially better than the simpler analytic solution of [Grossman et al. (2014)], which uses integration of the energy rate over the radiative zone outside of the trapped region. As demonstrated in [Wollaeger et al. (2017)], the spectrum of gray opacity models is well approximated by a blackbody with effective temperature at the photosphere:

$$T_{\text{eff}}(t) = \sqrt{\frac{L(t)}{4\pi \sigma R(t)^2}}.$$  \hfill (A.25)

The right panel in (A.1) shows the effective photospheric temperature evolution for full radiative transfer models and the temperatures for semianalytic models, computed using expression (A.25) and assuming the photosphere at optical depth $\tau_\text{phot} = 2/3$.
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