Abstract: Dimethyl ether (DME), derived from methanol, has been issued as an alternative to diesel and LPG. This study will continue the research of an optimized process control design for DME purification plants, specifically the methanol purification process. This way, water can be separated, and the main product, methanol, can be recycled for DME synthesis. A setpoint-based linear model of a methanol–water purification system has been developed with four controlled variables (CV) with objectives to; maintain a separated liquid water stream in the bottom stage (Stage 30) of the distillation column for methanol–water separation at 11.22%, keep the purified liquid methanol at a condenser at 58.81 °C and 49.96% of level, and the last CV is the cooler in the distillate stream, to keep the purified methanol’s top product at 40.75 °C. To complete the model, a first order plus dead time (FOPDT) disturbance model is created against the inlet temperature and flow rate of the feed, the major cause of disturbances in the industry. Using a traditional proportional integral controller connected to each controlled variable, a multi-loop control system is formed with optimization and compared to the disturbance rejection of multivariable model predictive control (MMPC). The final improvement against the feed temperature and flow for CV1, CV2, CV3, and CV4 is shown by, respectively, Integral Absolute Error (IAE) values of 79.49%, 99.90%, 100%, and 99.99% and Integral Square Error (ISE) values of 97.1%, 100%, 99.99%, and 100%.
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1. Introduction

In 2018, the energy consumption in Indonesia reached a total of 936.33 trillion barrels of oil equivalent (BOE), with 64.46 million BOE for LPG and 450.78 million BOE for fuel [1]. Energy demands and supply projections for 2019–2050 target induction stoves and DME utilization for liquefied petroleum gas (LPG) substitution. DME features easy volatility, no toxicity, no carcinogenicity, good water and alcohol solubility, and no pollution it is miscible with many resins and solvents. At ambient conditions, DME, similar to LPG, can be liquefied at moderate pressure. With a high cetane number, DME is clean-burning and sulfur-free, with extremely low particulates [2,3]. DME is derived from methanol from coal, natural gas, organic waste, and biomass [4]. Companies such as Topsoe, Mitsubishi Co., and Total have recently focused on promoting DME as a new and renewable fuel that can replace LPG and diesel. Solichin et al., (2011) [5] designed a DME purification plant suited and adjusted for Indonesia. In addition to the close market share, raw materials and auxiliary materials can be obtained in Indonesia, resulting in a reduced dependency on imported products. The manufacturing process starts with synthetic gas (CO2 and H2O) that is further synthesized into methanol and dehydrated into DME. The conversion from methanol to DME will still produce excess methanol and water, so they would be separated in a distillation column where the purified methanol is recycled to produce more DME [6–8]. This is different from what has been studied by Dyrda et al. [9], who used a membrane-based separation process to separate methanol and water to improve the
performance of the fuel cell. In this research, a distillation column is used for separating methanol and water.

What is left is the optimization of this plant design. Process control is the integration of a mathematical model into an operating program [10] to optimize manufacturing, and its quality results in an improvement in safety standard profits [11]. The design of a system controller for the purification process of DME and methanol has been studied several times. A performance evaluation of the traditional proportional integral (PI) controller on DME and methanol purification was conducted by Wahid and Gunawan (2015) [12]. Wahid and Brillianto (2020) then developed a multiple input–multiple output (MIMO) process model with a single controller as the central brain (centralized controller) for the purification of methanol (methanol–water separation) in a DME plant [13]. The MIMO model created is based on the interaction of a controlled variable and how the changes to its manipulated variable affect other controlled variables. Each interaction is described with a linear first order plus dead time (FOPDT) model because a linear model offers simplicity and a reliable solution for system optimization.

This study aims to enhance the centralized control of the methanol purification process into a decentralized (multi-loop) control, in which each of manipulated variables has its controller, creating a multi-loop scheme rather than a single direct control of a multivariable process. A decentralized controller produces a higher result of stability from its faster and more accurate response compared to a centralized controller [14].

Multivariable control has been studied for decades, since nearly all processes would involve a simultaneous control on the production rate (flow), inventory (level and pressure), and process environment (temperature). There are three advantages of using multiple single-loop controllers. The first is that simple algorithms are easy to use, which helps when calculations are implemented with analog computing equipment, the second is that it is easy for plant operating personnel to understand the control structure (they only need to monitor the controlled variables and adjust its related manipulated variable), and the last is that the standard control designs are developed for the common unit. Although analysis and experience are required, multiloop designs will continue to be used extensively [11]. For this reason, the performance of multi-loop PI controllers and the tuning method of Big Log-Modulus Tuning has been studied and endorsed by Vu & Lee (2007), Biyanto et al., (2018), and M. Farsi (2015) [15–17].

Many process control designs and implementations can benefit from linear transfer function models created using empirical approaches. FOPDT models are suitable for process control analysis and design with dead time. The linear regression identification approach is more generic and may be used in industrial processes [11]. The examples of a linear model on common units are the 2 × 2 MIMO model by Wood-Berry, Vinante-Luyben, Wardle-Wood, and Oggunnaike-Ray for a distillation column. They utilize two controlled variables and two manipulated variables. Oggunnaike-Ray also created a 3 × 3 MIMO model, and a 4 × 4 MIMO model was created by Alatiqi. All of these were studied further by Huang et al. (2003) for their simplicity and implementation [18]. The Wood-Berry distillation column was then proposed using the fractional order PID (FOPID) controller and proved to be successful in terms of performance [19]. Other research conducted by Kalpana et al. (2017), Memon and Kalhoro (2021), and Alawad and Muter (2021) has proven the success of a multivariable PID controller [20–22]. However, they used an existing model. Here, this study develops a disturbance model, as was done by Oggunnaike and Ray (1979) on the Wood-Berry model (1973), which was originally only the SP model [23].

Since we already have the setpoint (SP) models by Wahid and Brillianto (2020) [13], the disturbance model will be created using the same method as the FOPDT model. The used FOPDT method ensures that the actual process is best represented. To make the controller more appropriate for factory conditions in real time, we added manual disturbance and adjusted the controller to be more responsive to the disturbance.

Dietrich et al.’s (2020) study about a DME plant for power concluded that the feed composition and temperature have a significant impact on the composition of the product, and
this is because they are inconsistent and prone to be unstable after derivation from syntactic gas [24]. Thus, these two variable changes will be observed with the controlled variables of the process and then described with the FOPDT model. With a MIMO process model, a disturbance model, and an efficient PI control for each manipulated variable, a comprehensive and equipped multi-loop PI controller is created for the methanol purification process in the DME production plant.

2. Methods

2.1. Data Collection

The simulation of purification is made separately to reduce the variables that need to be controlled. The separation of methanol from water is based on the difference in boiling points: 64.7 °C and 100 °C, respectively. The data used were collected from Solichin et al.’s (2011) [5] studies on DME factory design. Tables 1 and 2 below are the parameters for each unit.

Table 1. Cooler and pump process parameters.

| Unit  | Code  | Objectives                        | Initial   | Final   |
|-------|-------|-----------------------------------|-----------|---------|
| Cooler| E-101 | Cools methanol distillates        | 240 °F    | 110 °F  |
| Pump  | P-101 | To increase the recycle flow pressure | 200 kPa | 3500 kPa |

(Source: Solichin et al. 2011) [5].

Table 2. Distillation column process parameters.

| Process Parameters | T-103 |
|--------------------|-------|
| Number of Stages   | 30    |
| Condenser Pressure | 14.69 psia |
| Reboiler Pressure  | 14.69 psia |
| Stream Inlet Stage | 19    |

(Source: Solichin et al. 2011) [5].

Figure 1 and Table 3 show the simulation process and a list of controlled variables, manipulated variables, their set points, and the disturbance.

Figure 1. Methanol purification process simulation.
Table 3. CV and MV of the methanol purification process.

| No | Unit Process | Controller Type | Controlled Variable | Manipulated Variable | Set Point | Actuator | Disturbance |
|----|--------------|-----------------|---------------------|----------------------|-----------|----------|-------------|
| 1  | Condenser T-103 | Temperature control | Temperature | Heat flow | 58.81 °C | Control Valve Qcond1 | Changes in the inlet feed (methanol + water) temperature and molar flow |
| 2  | Cooler E-101 |                     |                     | Heat flow | 40.75 °C | Control Valve QcoolMeRecy |          |
| 3  | Condenser T-103 | Level control | Column Level | Methanol to recycle Flow | 49.96% | Actuator Desired Position VLV-105 |          |
| 4  | Column T-103 |                     |                     | Wastewater flow | 11.22% | Actuator Desired Position VLV-106 |          |

2.2. Creating the Disturbance Model through System Identification

System identification is then conducted to create a dynamic system-based mathematical model based on the input and output signals of the system called a transfer function. Empirical models are designed completely using observational empirical evidence, data input, and data output from a dynamic system. A linear empirical dynamic model of a process is calculated using experimental data, one of which is to use step-response data. Interpretations may use Marlin’s (2000) process reaction curve (PRC) method [11]. Parameters of a PRC include the dead time ($\tau$), the time constant ($\theta$), the magnitude of the input shift ($\delta$), the magnitude of the steady-state change in the output ($\Delta$), and the overall slope ($S$). When measurement noise is considered, the model parameters can be precisely calculated. Deriving from the tangent line, the second method of the PRC by Smith (1972) resembles the closest actual process response, as pictured in Figure 2 below [24].
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**Figure 2.** Process reaction curve (PRC) of (a) Method I, (b) Method II, and (c) Method III (Source: Smith, 1972; Wade, 2004).

Thus, the parameters resulted will be used to create a transfer function of the first order plus dead time (FOPDT) method (Equation (4)).

$$K_p = \frac{\Delta}{\delta}$$  \hspace{1cm} (1)

$$\tau = \frac{\Delta}{S} = 1.5(t_{63\%} - t_{28\%})$$  \hspace{1cm} (2)

$$\theta = t_{63\%} - \tau$$  \hspace{1cm} (3)

$$\text{FOPDT}(G(s)) = \frac{K_p e^{-\theta s}}{\tau s + 1}$$  \hspace{1cm} (4)

2.3. Controller Pairing

The MIMO (multi-input–multi-output) method is a process control system that can manage process variables that communicate with a single controller at the same time [25]. A decentralized control system is a multivariable system where $n$ inputs and $n$ output
variables are treated as \( n \) mono-variable systems. A decentralized control structure has certain advantages, such as design and hardware simplicity and ease of use [26].

The motive for using a MIMO proportional integral controller for multi-loop control is its trouble-free configuration, straightforward tuning, and its ability to attain most of the estimated control objectives [27]. In multi-loop control, each manipulated variables \((n)\) depend on a single controller \((G_c)\) (Figure 3).

Figure 3. Block diagram of the \( 2 \times 2 \) MIMO process system multi-loop controller. (Source: Nandong, 2020) [14].

Equation (5) below is the purification \( 4 \times 4 \) MIMO process model by Wahid and Brillianto (2020). The controlled variables include the condenser temperature \((T_{\text{cond}})\), the cooler output temperature \((T_{\text{cooler}})\), the condenser level \((L_{\text{cond}})\), and the column level \((L_{\text{column}})\). The manipulated variables are the condenser load \((Q_{\text{cond}})\), the cooler load \((Q_{\text{cooler}})\), the distillate flow rate \((F_D)\), and the lower product flow rate \((F_B)\) [13].

\[
\begin{bmatrix}
T_{\text{cond}} \\
T_{\text{cooler}} \\
L_{\text{cond}} \\
L_{\text{column}}
\end{bmatrix} =
\begin{bmatrix}
-0.2e^{-0.66s} & 0.008e^{-6.29s} & -0.001e^{-1.17s} & -0.0732e^{-0.35s} \\
0.135+1 & -0.012e^{-7.45s} & 0.75s+0.03 & 0.12s+1 \\
1.12s+1 & 0.58s+0.05 & 0.00067e^{-1.63s} & 0.00067e^{-1.63s} \\
0.00067e^{-1.03s} & -0.0002e^{-1.03s} & 0.22s+1 & 0.22s+1
\end{bmatrix}
\begin{bmatrix}
Q_{\text{cond}} \\
Q_{\text{cooler}} \\
F_D \\
F_B
\end{bmatrix} (5)
\]

Control pairings themselves are chosen based on the process interactions, dynamic responses, and sensitivity to disturbance [14]. To find which control pairing works best, a relative gain array (RGA) \((\Lambda)\) is one way to decide (Equation (5)). Tables 4 and 5 explain the interaction between the variables from their RGA.

\[
G_p =
\begin{bmatrix}
K_{P11} & \cdots & K_{P1n} \\
\vdots & \ddots & \vdots \\
K_{Pm1} & \cdots & K_{Pmn}
\end{bmatrix}
\Lambda =
\begin{bmatrix}
\lambda_{11} & \cdots & \lambda_{1n} \\
\vdots & \ddots & \vdots \\
\lambda_{m1} & \cdots & \lambda_{mn}
\end{bmatrix}
\Lambda = G_p \times G_p^{-T} (6)
\]

where

\( G_p \) = process model; \( m \) = controlled variable;
\( K_p \) = process gain; \( n \) = manipulated variable;
\( \Lambda \) = RGA value.
Table 4. Relative gain array effect.

| \(\lambda_{mn}\) | Possible Pairing |
|------------------|------------------|
| \(\lambda_{mn} < 0\) | Unstable interactions |
| \(\lambda_{mn} = 1\) | No interaction exists |
| \(\lambda_{mn} = 0.5\) | Strong interactions |
| \(\lambda_{mn} > 1\) | Interactions in the opposite direction of the variables, and stronger as value increases |
| \(\lambda_{mn} < 1\) | Interactions in the same direction of the variables, and stronger as the value decreases |

Table 5. Quick summaries of several possibilities.

| \(\Lambda\) | Possible Pairing |
|-------------|------------------|
| \(\Lambda = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\) | No interaction. The controller design is a SISO system. |
| \(\Lambda = \begin{bmatrix} 1 & \delta \\ \delta & 1 \end{bmatrix}\) | Strong interaction if \(\delta\) is close to 1; weak interaction if \(\delta << 1\). |

(Source: Chau, 2001) [28].

2.4. Controller Tuning

Process interactions may include undesirable interactions between two or more control loops. The special characteristics of the proportional integral controller, however, are as follows:

- There are changes in output if the error is not zero. Because of its design, even in small error situations, this controller will eradicate errors.
- The reset time (\(\tau_i\)) ensures that the output returns to the set stage.

PI controllers are ineffective when processes with loads shift very rapidly and processes have a substantial lag between corrective actions and the resulting actions. However, since the DME plant does not require significant changes, the PI controller (Equation (6)) is used. Major load changes and significant variations at the setpoint can be properly controlled by the PI without prolonged oscillation or a permanent offset. After the disruption has occurred, it is easily returned to its proper state.

\[
G_c(s) = K_c \left(1 + \frac{1}{\tau_i s}\right) \quad (7)
\]

Controller tuning is used for achieving closed-loop stability. A way to tune decentralized PI controllers is through the biggest long-modulus tuning (BLT) method. This method idea is to tune individual interacting loops and then to de-tune all the loops together with a common factor (\(F\)) such that the overall system is stable and gives acceptable load disturbance rejection responses. The BLT method steps are as follows:

1. Calculating initial PI parameter values;
2. BLT de-tuning:
   a. Assume factor \(F\) with a typical range of \(1.5 < F < 4\);
   b. Calculate new values of the controller’s parameter, where the detune controller gain is \(K_{ci}\), and the detune reset time is \(\tau_{ii}\):
      \[
      K_{ci} = \frac{K_{cWG}}{F} \quad \text{and} \quad \tau_{ii} = \tau_{iWG} \times F; \quad (8)
      \]
   c. Determine the log modulus function (\(L_c\)) using a multivariable Nyquist plot (\(W\)):
      \[
      W = -1 + \det \left(1 + G_p G_c\right) \quad (9)
      \]
\[ G_C(s) = \begin{bmatrix} K_{c11} \left(1 + \frac{1}{\tau_{11}s}\right) & \cdots & K_{c1n} \left(1 + \frac{1}{\tau_{1n}s}\right) \\ \vdots & \ddots & \vdots \\ K_{cm1} \left(1 + \frac{1}{\tau_{m1}s}\right) & \cdots & K_{cmn} \left(1 + \frac{1}{\tau_{mn}s}\right) \end{bmatrix}; \quad (10) \]

d. Reasssume the F factor until the bode plot of W is stable, indicators are stated in Table 6 below.

**Table 6. Bode plot stability parameters.**

| Stable | Marginally Stable | Unstable |
|--------|-------------------|----------|
| Phase over frequency > gain cross over frequency | Phase over frequency = gain cross over frequency | Phase over frequency < gain cross over frequency |
| Gain margin > 1 | Gain margin = 1 | Gain margin < 1 |
| Phase margin = positive | Phase margin = 0 | Phase margin = negative |

(Source: Marlin, 2015) [11].

2.5. **Performance Evaluation**

For each process system, the sample to be taken and evaluated in this study is the CV graph monitored through setpoint tracking and disturbance rejection until the stable condition is reached again. Analysis was conducted using the performance parameters of the Integral Absolute Error (IAE) and the Integral Square Error (ISE).

The IAE is the absolute area of the difference between the area of the setpoint graph and the area of the controlled variable (CV) response graph. This makes the IAE easy to analyze. Meanwhile, the ISE value can be calculated by first squaring the existing data. IAE is better at detecting minor errors. This is because, when the value is smaller than 1, the ISE value will be smaller. IAE also does not have an error with negative values. For long-duration transients, ITAE (Integral of Time-Weighted Absolute Error) would perform best to penalize their deviations. However, the IAE and ISE perform better to correct errors precisely and with a fast response [11]. Since both hold time and deviation accountable, they are enough to underline the performance of a controller. The IAE and ISE can be used independently as a performance indicator of process control because the best IAE or ISE holds the best score [29]. Below are their equations.

\[ IAE = \int |SP(t) - CV(t)| \, dt \]  \quad (11)
\[ ISE = \int_0^\infty [SP(t) - CV(t)]^2 \, dt \]  \quad (12)

3. **Results and Discussion**

3.1. **Disturbance Model**

The model is obtained using the first order plus dead time (FOPDT) approach and the step response method. CV and MV changes during response changes will produce a PRC, from which we derive a transfer function that will be used to tune the controller. The disturbances that have been identified in this system are the instability of temperature and flow rate in the distillation column. Therefore, the PRC that is made is the influence of the feed-in temperature and flow rate on the liquid level and temperature in the distillation column and its condenser.

The feed-in molar flow and the temperature are increased by 5% on a separate simulation from 659.8 gmol/s to 692.78 gmol/s and from 81.74 °C to 85.827 °C. The disturbance transfer function model derived from the PRC in Figure 4 is concluded in Table 7. The excess flow causes a rise in the T-103 Condenser’s temperature and level. The higher feed-in temperature must have caused the mixture to expand more, causing a lower level in Stage 30 due to a faster condensing and an increase in condenser level. The decreasing slope results in a negative process gain value.
Figure 4. PRC of methanol purification controlled variables after the addition of (a) feed-in flow disturbance and (b) feed-in temperature disturbance.

Table 7. FOPDT of the methanol purification disturbance model.

| Disturbance       | Variable Process |
|-------------------|------------------|
|                   | CV1              | CV2              | CV3              | CV4              |
| Inlet Flow        | $0.0001e^{-1.15s}$ | $-0.006e^{-8.52s}$ | $0.0003e^{-17.2s}$ | $0.0016e^{-2.9s}$ |
|                   | $1.00s+1$        | $1.09e^{-2.8s}$  | $1.30s+1$        | $3.008s+1$       |
| Inlet Temperature | $0.106e^{-2.16s}$ | $0.090e^{-2.8s}$ | $0.145e^{-3.4s}$ | $-0.0275e^{-9.4s}$ |
|                   | $1.63s+1$        | $1.50s+1$        | $1.32s+1$        | $3.00s+1$        |

Thus, the final disturbance model ($G_d$) for methanol–water separation in DME synthesis, with $F_F$ as the feed flow rate and $T_F$ as the feed temperature, is as shown below.

\[
G_d(s) = \begin{bmatrix}
0.0001e^{-1.15s} & 0.006e^{-8.52s} & 0.0003e^{-17.2s} & 0.0016e^{-2.9s} \\
1.00s+1 & 1.09e^{-2.8s} & 1.30s+1 & 3.008s+1 \\
0.106e^{-2.16s} & 0.090e^{-2.8s} & 0.145e^{-3.4s} & -0.0275e^{-9.4s} \\
1.63s+1 & 1.50s+1 & 1.32s+1 & 3.00s+1
\end{bmatrix}
\]

(13)

3.2. Controller Pairing

The pairing results from the methanol purification $4 \times 4$ MIMO process model by Wahid and Brillianto (2020) [13]. RGA analysis is CV2-MV2 and CV4-MV4, as shown as bold below, from the Matlab coding program.

| RGA11 | RGA21 | RGA31 | RGA41 |
|-------|-------|-------|-------|
| 0.2452| 15.8404| 265.6956| 0.1637|
| RGA12 | RGA22 | RGA32 | RGA42 |
| 0.0555| 0.6979| -4.7820| 0.1538|
| RGA13 | RGA23 | RGA33 | RGA43 |
| -0.7833| -50.8558| -851.0568| 0.2304|
| RGA14 | RGA24 | RGA34 | RGA44 |
| -0.0915| -6.7712| -111.6737| 1.0274|

CV1 was paired with MV1 because it has the closest value to 1. To conclude the decentralized cycle of this controller, CV3 and MV3 are treated as a pair because the manipulated variable is the desired actuator position of the T-103 Condenser, and the T-103 Condenser level is CV3, which shows correlations more than other MV available.
3.3. Multiloop PI Controller Tuning

The process of the methanol–water \(4 \times 4\) MIMO process model with BLT was conducted. F is taken as the one closest to -8 dB because we use \(4 \times 4\) matrices, so the stability should be \(2 \times 4\), which is 8 dB (\(L_{max}\)). With less encirclement than the others, stability is most shown by \(F = 1.5\). This is proven by the positive magnitude and the Nyquist diagram that does not encircle \((-1,0)\). The fine-tuning method is done by using the ‘Tune’ feature on the PID block in Simulink, MATLAB. This feature will automatically design a controller that has a balance of response and stability. Fine-tuning is done until the most optimal result is obtained and the closed loop is a table. The performance of tuning parameters published by Wahid and Gunawan (2015) [12] will also be tested and compared. Table 8 below are the final value of the controllers parameters.

Table 8. Proportional integral (PI) controller parameters of the methanol purification process.

| Controlled Variable (CV) | Controller Parameter | Big Log-Modulus Tuning | Fine Tuning | Wahid and Gunawan (2015) |
|--------------------------|----------------------|------------------------|-------------|--------------------------|
| Vessel Temperature of Condenser T-103 | P | 0.67 | 0.24 | 1 |
| I | | 0.33 | 1.64 | 0.5 |
| MeRecy Temperature | P | 0.67 | 4.90 | 1 |
| I | | 0.33 | 42.41 | 0.5 |
| Liquid Percent Level of Condenser T-103 | P | 0.01 | −67.01 | 0.01 |
| I | | 2.16 | \(6.75 \times 10^{-19}\) | 1.80 |
| Total Liquid Volume Percent of T-103 | P | 9.00 | 3.49 | 13.50 |
| I | | 1.59 | 3.56 | 2.38 |

3.4. Performance Test

Multi-loop controller performance was compared with multivariable model predictive control. The test was conducted through a setpoint change and the manual adding of interference. The test was done by increasing 5% of the initial value individually. For example, when the T-103 Condenser temperature (CV1) setpoint change was tested, the final value of delta (\(\Delta\)) was input into the step block, whereas the rest of the step block was inactive. Table 9 below are the list of delta (\(\Delta\)) inputted in the step block.

Table 9. Final value of Simulink’s step block.

| CV | Set Point | Increase 5% | Delta (\(\Delta\)) |
|----|-----------|-------------|-------------------|
| 1  | 58.81 °C  | 61.75 °C    | 2.94              |
| 2  | 40.75 °C  | 42.79 °C    | 2.04              |
| 3  | 49.96%    | 52.46%      | 2.5               |
| 4  | 11.22%    | 11.78%      | 0.56              |
| Disturbance | | | |
| Feed Temperature | 81.74 °C | 85.83 °C | 4.09 |
| Feed Flow | 659.8 gmol/s | 692.72 gmol/s | 32.98 |

Below is the performance test results of disturbance rejection held in Simulink. Figure 5 displays the stability for all controllers. As shown on the left, the manual interference of temperature is added by increasing its original state from 81.74 °C to 85,827 °C. All controlled variables demonstrate final stability at 0. The condenser temperature (CV1) decreases when the feed-in temperature increases. It is suspected that this is caused by a slower form of top product that may result in an increase in the product temperature as well (CV2). The fine-tuned proportional-integral controller reveals a faster stabilized graphic and smaller disturbance peak than the BLT ones, but they are similar to WG. For BLT, the CV1 temperature disturbance peak reaches almost −0.32 and −0.2 for CV2, meaning the condenser temperature once reaches 58.49 °C and the MeRecy temperature decreases to...
40.55 °C. They stabilize at times 150 and 50 with values back to 58.81 °C and 40.75%. In the fine-tuned controller, the CV1 peak only reaches −0.35, and CV2 and CV4 barely leave 0. All stabilize before time 100.

Figure 5. Responses of the methanol purification process using BLT, FT, or WG (top to bottom) with disturbance(s) of (a) feed temperature, (b) feed flow, and (c) feed temperature and feed flow (from left to right). Vessel temperature of Column T-103 (CV1) is colored blue, temperature of the MeRecy stream (CV2) is colored yellow, the liquid percent level of Condenser T-103 (CV3) is colored green, and the total volume percent of T-103 (CV4) is colored red. Step of CV1 is colored orange, Step of CV2 is colored purple, Step of CV3 is colored light blue, and Step of CV4 is colored blue. Note that the CVs are analyzed, so none are manually increasing, and thus there are no changes in the step lines.

However, when compared with MMPC, CV1 stabilizes at a 58.167 °C condenser temperature, a 42.057 °C methanol final temperature, a 49.854% condenser level, and a 14.629% T-103 liquid volume at Stage 30. Error analysis will be further discussed in the next section.

In the middle row, the feed flow disturbance is increased from the initial value of 659.8 gmol/s to 692.72 gmol/s. Here, the fine-tuned proportional-integral controller shows
the lowest oscillation. As a response towards feed molar flow increases, liquid volume in the bottom stage decreases due to a more fluid increase in heat, causing slower stage movement. The condenser temperature increases because less mixture is condensed, affecting the heat exchange process and resulting in a higher product temperature.

For MMPC results using the unisim software, the increment of CV1 stays at 59.137 °C. The BL Tune increases until 58.875 °C and fine-tunes to 58.817 °C. However, both stabilize back to 58.81 °C. The MMPC final values of CV2, CV3, and CV4 are 43.023 °C, 49.916%, and 9.9%, meaning their differences are 2.27 °C, 0.0014%, and −2.13%.

When both disturbances are added, the response is similar to when the interference is only the temperature. The condenser temperature (CV1) decreases, and the level (CV4) is barely disturbed. The MeRecy temperature increases until 0.05 °C for the BLT but barely 0.01 °C for the fine-tuning. WG has a higher oscillation than both, which shows that feed temperature interference has a higher impact, and the best controller needs to be provided. Both fine-tuned and WG PI controllers reveal a faster stabilized graphic and a smaller disturbance peak.

Their IAEs and ISEs are given in Tables 10 and 11. The lowest error parameter values against temperature and flow disturbance are attributed to WG for CV1 and CV4, FT for CV2, and BLT for CV3. When both disturbances are added, the lowest error parameter values are attributed to fine-tuning for CV2. For CV1 and CV4, the parameters of Wahid and Gunawan (2015) have the lowest error values. Again, BLT has the lowest error values for CV3.

Table 10. IAE comparison of MMPC and multi-loop PI against disturbance rejection.

| CV  | IAE Improvement |       |
|-----|-----------------|-------|
|     | MMPC (Wahid and Brillianto 2020) | Multi-Loop PI |
|     | Big Log-Modulus Tuning | Wahid & Gunawan (2015) | Fine-Tuning | Big Log-Modulus Tuning | Wahid & Gunawan (2015) | Fine-Tuning |
| Feed Temperature Disturbance | | | |
| 1 | 3.70 × 10¹ | 1.05 × 10¹ | 4.71 | 6.65 | 71.58% | 87.27% | 82.01% |
| 2 | 7.96 × 10¹ | 1.24 | 2.98 × 10¹ | 1.62 × 10⁻¹ | 98.45% | 96.26% | 99.80% |
| 3 | 6.18 | 6.26 × 10⁻⁹ | 6.84 × 10² | 7.93 × 10⁻⁵ | 100.00% | −1.10 × 10⁴% | 100.00% |
| 4 | 2.04 × 10² | 2.47 × 10⁻² | 1.10 × 10⁻² | 2.82 × 10⁻² | 99.99% | 99.99% | 99.97% |
| Feed Flow Disturbance | | | |
| 1 | 3.75 × 10¹ | 3.11 × 10⁻¹ | 1.53 × 10⁻¹ | 2.09 × 10⁻¹ | 99.17% | 99.59% | 99.44% |
| 2 | 1.55 × 10² | 4.97 × 10⁻¹ | 9.20 × 10⁻¹ | 1.18 × 10⁻² | 99.68% | 99.41% | 99.99% |
| 3 | 3.32 | 1.46 × 10⁻⁶ | 1.62 × 10¹ | 1.87 × 10⁻⁶ | 100.00% | −385.80% | 100.00% |
| 4 | 7.41 × 10¹ | 1.16 × 10⁻² | 5.15 × 10⁻³ | 1.33 × 10⁻³ | 99.98% | 99.99% | 99.98% |
| Feed Flow and Temperature Disturbance | | | |
| 1 | 2.24 × 10¹ | 1.02 × 10¹ | 4.59 | 6.48 | 54.19% | 79.49% | 71.02% |
| 2 | 1.64 × 10² | 1.47 | 2.66 | 1.70 × 10⁻¹ | 99.11% | 98.38% | 99.90% |
| 3 | 1.24 × 10¹ | 6.12 × 10⁻⁵ | 6.69 × 10² | 7.74 × 10⁻⁵ | 100.00% | −5.31 × 10³% | 100.00% |
| 4 | 2.04 × 10² | 2.47 × 10⁻² | 1.10 × 10⁻² | 2.82 × 10⁻² | 99.98% | 99.99% | 99.98% |
Table 11. ISE comparison of MMPC and multi-loop PI against disturbance rejection.

| CV                        | MMPC (Wahid and Brillianto 2020) | ISE Multi-Loop PI | Improvement Multi-Loop PI |
|---------------------------|----------------------------------|-------------------|---------------------------|
|                           | Big Log-Modulus Tuning | Wahid & Gunawan (2015) | Fine-Tuning | Big Log-Modulus Tuning | Wahid & Gunawan (2015) | Fine-Tuning |
| Feed Temperature Disturbance |                          |                   |                           |                          |                          |             |
| 1                         | $2.30 \times 10^1$ | $2.03$ | $8.01 \times 10^{-1}$ | $1.41$ | 91.20% | 96.52% | 93.89% |
| 2                         | $1.06 \times 10^2$ | $9.90 \times 10^{-2}$ | $1.58 \times 10^{-1}$ | $7.03 \times 10^{-4}$ | 99.91% | 99.85% | 100.00% |
| 3                         | $6.41 \times 10^{-1}$ | $8.31 \times 10^{-5}$ | $9.53 \times 10^2$ | $1.29 \times 10^{-4}$ | 99.99% | $-1.49 \times 10^5\%$ | 99.98% |
| 4                         | $6.94 \times 10^2$ | $1.01 \times 10^{-4}$ | $2.39 \times 10^{-5}$ | $1.63 \times 10^{-4}$ | 100.00% | 100.00% | 100.00% |
| Feed Flow Disturbance     |                          |                   |                           |                          |                          |             |
| 1                         | $6.62 \times 10^1$ | $1.33 \times 10^{-3}$ | $5.47 \times 10^{-4}$ | $1.02 \times 10^{-3}$ | 100.00% | 100.00% | 100.00% |
| 2                         | $4.43 \times 10^2$ | $2.17 \times 10^{-2}$ | $4.20 \times 10^{-1}$ | $1.62 \times 10^{-5}$ | 100.00% | 99.91% | 100.00% |
| 3                         | $7.68 \times 10^{-1}$ | $4.66 \times 10^{-8}$ | $5.41 \times 10^{-1}$ | $7.31 \times 10^{-8}$ | 100.00% | 29.57% | 100.00% |
| 4                         | $9.64 \times 10^1$ | $2.23 \times 10^{-5}$ | $5.35 \times 10^{-6}$ | $3.70 \times 10^{-5}$ | 100.00% | 100.00% | 100.00% |
| Feed Flow and Temperature Disturbance |                          |                   |                           |                          |                          |             |
| 1                         | $2.68 \times 10^1$ | $1.95$ | $7.79 \times 10^{-1}$ | $1.36$ | 92.71% | 97.09% | 94.91% |
| 2                         | $3.85 \times 10^2$ | $1.08 \times 10^{-1}$ | $1.29 \times 10^{-1}$ | $8.38 \times 10^{-4}$ | 99.97% | 99.97% | 100.00% |
| 3                         | $1.83$ | $7.93 \times 10^{-5}$ | $9.10 \times 10^2$ | $1.22 \times 10^{-4}$ | 100.00% | $-4.96 \times 10^4\%$ | 99.99% |
| 4                         | $6.94 \times 10^2$ | $1.01 \times 10^{-4}$ | $2.39 \times 10^{-5}$ | $1.63 \times 10^{-4}$ | 100.00% | 100.00% | 100.00% |

Other than during the setpoint change against itself, the liquid percent level of Condenser T-103 (CV3) controller is the best displayed by the big log-modulus tuned PI controller. For the total liquid volume percent of T-103 (CV4), the best controller is shown by that of Wahid and Gunawan (2015), except against the change of CV3.

The response against setpoint changes is shown in Figure 6 and Tables 12–14. In Figure 6a, CV1 or the Vessel Condenser of the T-103 temperature is increased by 5%, from 58.81 °C to 61.7505 °C. All tuned controllers of CV1 display stability at the given final value after time 50. CV2 and CV4 are stable at 0, meaning no changes. CV3 has a decline, meaning that the value of liquid percent in the T-103 condenser decreases if CV1 is increased. If the condenser temperature changes, the column level is not affected because it is a previous process. Here, the liquid percent of the condenser decreases by about 12% by BLT tuning and almost 10% by fine-tuning. Neither affect the final temperature of the purified methanol stream. CV2 remains stable at 40.75 °C.

When CV2 is tempered, there should not be any changes towards CV1 if CV2 changes because there are no directly affected connections. Thus, in Figure 6b above, when E-101 cooler temperature changes, the rest of the controlled variables remains at approximately 0, both the condenser temperature and the column level, except for CV3.

In Figure 6c, when the CV3 setpoint is increased, CV1 and CV2 spike at the beginning of time when CV3 changes. The T-103 condenser temperature must be impacted by the change of its liquid level and thus the top product temperature. The fine-tuned PI controller has a faster response than BLT.

For CV4 setpoint tracking, the condenser temperature will be affected, and so will the output product of the purified methanol’s temperature. An increase in level means more product in the condenser, causing CV3 to increase as the CV4 setpoint is changed, indicating that G34 has a strong interaction. This is proven from the result of RGA analysis.
Figure 6. Responses against setpoint tracking using BLT, FT, and WG (top to bottom) in terms of (a) the vessel temperature of Column T-103 (CV1), (b) the temperature of the MeRecy stream (CV2), (c) the liquid percent level of Condenser T-103 (CV3), and (d) the total volume percent of T-103 (CV4). CV1 is colored blue, CV2 is colored yellow, CV3 is colored green, and CV4 is colored red. Step of CV1 is colored orange, Step of CV2 is colored purple, Step of CV3 is colored light blue, and Step of CV4 is colored blue.

Table 12. IAE comparison of MMPC and multi-loop PI.

| CV    | IAE          | Improvement          |
|-------|--------------|----------------------|
|       | MMPC (Wahid and Brillianto 2020) | Multi-Loop PI | MMPC (Wahid and Brillianto 2020) | Multi-Loop PI |
|       | Big Log-Modulus Tuning | Wahid & Gunawan (2015) | Fine-Tuning | Big Log-Modulus Tuning | Wahid & Gunawan (2015) | Fine-Tuning |
| CV1 Setpoint Change | | | | | | |
| 1     | $1.81 \times 10^2$ | $6.61 \times 10^1$ | $2.96 \times 10^1$ | $4.17 \times 10^1$ | 63.51% | 83.66% | 77.02% |
| 2     | 4.28 | 8.97 | 9.26 | 1.04 | $-109.63\%$ | $-116.24\%$ | 75.70% |
| 3     | 4.36 | $4.08 \times 10^3$ | $4.16 \times 10^3$ | $4.82 \times 10^3$ | $-93,386.24\%$ | $-9.53 \times 10^4\%$ | $-1.10 \times 10^5\%$ |
| 4     | $2.00 \times 10^{-2}$ | $2.29 \times 10^{-3}$ | $1.37 \times 10^{-3}$ | $1.65 \times 10^{-2}$ | 88.54% | 93.16% | 17.70% |
| CV2 Setpoint Change | | | | | | |
| 1     | $4.10 \times 10^{-1}$ | $7.34 \times 10^{-1}$ | $3.28 \times 10^{-1}$ | $4.60 \times 10^{-1}$ | $-79.02\%$ | $19.95\%$ | $-12.15\%$ |
| 2     | $5.64 \times 10^1$ | $1.83 \times 10^1$ | 8.20 | $2.71 \times 10^{-1}$ | 67.48% | 85.46% | 96.78% |
| 3     | $3.20 \times 10^{-1}$ | $3.59 \times 10^1$ | $3.73 \times 10^1$ | $4.35 \times 10^1$ | $-11,112.50\%$ | $-11,546.88\%$ | $-13,493.75\%$ |
| 4     | $2.00 \times 10^{-2}$ | $1.68 \times 10^{-4}$ | $8.12 \times 10^{-5}$ | $6.45 \times 10^{-4}$ | 99.16% | 99.59% | 96.78% |
Table 13. IAE comparison of MMPC and multi-loop PI (Cont’d).

| CV | MMPC (Wahid and Brillianto 2020) | Multi-Loop PI | Improvement |
|----|---------------------------------|---------------|-------------|
|    | IAE                             |               |             |
|    | Big Log-Modulus Tuning          | Wahid & Gunawan (2015) | Fine-Tuning |
|    |                                 |               |             |
|    |                                 |               |             |
|    |                                 |               |             |

CV3 Setpoint Change

|    |                     |               |             |
|----|---------------------|---------------|-------------|
| 1 | 5.20 × 10⁻¹         | 10.13         | –1282.31%   |
| 2 | 5.30 × 10⁻¹         | 4.31 × 10⁻¹   | –328.75%    |
| 3 | 5.79                | 2.19 × 10²    | –2886.18%   |
| 4 | 5.74 × 10¹          | 2.84 × 10⁻¹   | 99.75%      |

CV4 Setpoint Change

|    |                     |               |             |
|----|---------------------|---------------|-------------|
| 1 | 5.00 × 10⁻²         | 9.48 × 10⁻⁶   | 82.88%      |
| 2 | 5.00 × 10⁻²         | 4.71 × 10⁴    | –5.65 × 10⁷ |
| 3 | 5.36 × 10⁻²         | 1.03 × 10⁻¹   | 99.79%      |
| 4 | 5.36 × 10⁻²         | 1.42 × 10⁻¹   | 99.82%      |

Table 14. ISE comparison of MMPC and multi-loop PI.

| CV | MMPC (Wahid and Brillianto 2020) | Multi-Loop PI | Improvement |
|----|---------------------------------|---------------|-------------|
|    | ISE                             |               |             |
|    | Big Log-Modulus Tuning          | Wahid & Gunawan (2015) | Fine-Tuning |
|    |                                 |               |             |
|    |                                 |               |             |
|    |                                 |               |             |

CV1 Setpoint Change

|    |                     |               |             |
|----|---------------------|---------------|-------------|
| 1 | 4.35 × 10²          | 3.92 × 10¹    | 79.54%      |
| 2 | 4.00 × 10⁻²         | 1.77 × 10⁻¹   | –328.75%    |
| 3 | 6.00 × 10⁻²         | 3.49 × 10⁴    | –5.65 × 10⁷ |
| 4 | 5.36 × 10⁻⁷         | 9.48 × 10⁻⁸   | 91.79%      |

CV2 Setpoint Change

|    |                     |               |             |
|----|---------------------|---------------|-------------|
| 1 | 5.00 × 10⁻⁴         | 3.07 × 10⁻³   | –1389.60%   |
| 2 | 7.11 × 10¹          | 2.49 × 10⁻¹   | 79.68%      |
| 3 | 2.00 × 10⁻⁴         | 3.91          | –1.13 × 10⁸ |
| 4 | 8.30 × 10⁻⁷         | 3.29 × 10⁻⁹   | 99.47%      |

CV3 Setpoint Change

|    |                     |               |             |
|----|---------------------|---------------|-------------|
| 1 | 1.00 × 10⁻²         | 1.85          | –4759%      |
| 2 | 6.00 × 10⁻²         | 7.38 × 10⁻²   | 88.04%      |
| 3 | 3.10 × 10¹          | 1.22 × 10³    | –1099.23%   |
| 4 | 5.80 × 10⁻⁶         | 5.69 × 10⁻¹   | –7.36 × 10⁵ |

CV4 Setpoint Change

|    |                     |               |             |
|----|---------------------|---------------|-------------|
| 1 | 4.00 × 10⁻⁴         | 9.19 × 10⁻²   | –1.20 × 10⁵ |
| 2 | 5.00 × 10⁻⁴         | 6.35 × 10⁻³   | –1.21 × 10⁵ |
| 3 | 1.30 × 10⁻¹         | 9.73 × 10¹    | –48.30%     |
| 4 | 2.50 × 10¹          | 7.99 × 10⁻²   | 99.83%      |

Wahid and Gunawan (2015) displayed the smallest and shortest deviation period for the CV1 temperature controller as well. CV2’s best improvement is shown by the fine-tuned Multi-loop PI controller. Table 15 below lists the final result parameters of this research.

To corroborate this performance, the final multi-loop PI controller parameter performance was tested in Unisim. The parameter was taken back to the simulation software and input into a PI controller tool that was later attached to the process. Although the error parameters for some are not similar or even close to similar, the PI still showed
improvement compared to the MMPC performance, as shown in the Table 16 below. This shows that the accountability of a process model and a disturbance model enhances the response performance of the used controller.

### Table 15. Final controller parameter values.

| Controlled Variable (CV) | Tuning Method | P    | I    |
|--------------------------|---------------|------|------|
| Vessel Temperature        | WG            | 0.67 | 0.33 |
| MeRecy Temperature        | FT            | 4.90 | 42.41|
| Liquid Percent Level of Condenser | BLT | 0.01 | 2.16 |
| Total Liquid Volume Percent of T-03 | WG | 13.50 | 2.38 |

Table 16. IAE comparison of multi-loop PI in Simulink and Unisim.

| CV | MMPC (Wahid & Brilliant 2020) | IAE | Improvement | Multi-Loop | IAE | Improvement |
|---|--------------------------------|-----|-------------|------------|-----|-------------|
|   | Tuning Method                  | Simulink | Unisim | Simulink | Unisim | Simulink | Unisim |
|---|--------------------------------|----------|--------|----------|--------|----------|--------|
| CV1 Setpoint Change | | | | | | | |
| 1 | 1.81 × 10^2 | 2.86 × 10^3 | 2.08 × 10^-3 | 83.66% | 100.00% | 4.35 × 10^-2 | 3.92 × 10^3 | 2.65 × 10^-4 | 90.96% | 100.00% |
| 2 | 4.28 | FT | 1.04 | 1.15 × 10^-2 | 75.70% | 99.77% | 4.00 × 10^-2 | 3.37 × 10^-2 | 1.92 × 10^-2 | 15.80% | 99.52% |
| 3 | 4.36 | BLT | 6.09 × 10^-3 | 1.34 × 10^-2 | -93.5864% | 99.98% | 6.00 × 10^-2 | 5.39 × 10^-3 | 1.85 × 10^-2 | -5.65 × 10^-7% | 99.99% |
| 4 | 2.00 × 10^-2 | WG | 1.37 × 10^-3 | 1.37 × 10^-3 | 95.16% | 95.16% | 5.36 × 10^-3 | 4.40 × 10^-8 | 2.89 × 10^-9 | 91.79% | 46.18% |

Table 16. IAE comparison of multi-loop PI in Simulink and Unisim.

The control performance of the multi-loop PI is better than MMPC because MMPC is for non-linear processes modeled with Unisim, whereas, in this study, the controlled process is linear.

### 4. Conclusions

Based on the RGA, the correct installation of CV and MV are CV1-MV1, CV2-MV2, CV3-MV3, and CV4-MV4. To control the temperature is to control the heat flow, and to control the level is to control the flow. Proportional and Integral parameter values better to control CV1-MV1 pairing are 0.6667 and 0.3333, for CV2-MV2 are 4.9052 and 42.409, for CV3-MV3 are 0.0071 and 2.1603, also 13.5036 and 2.3776 for CV4-MV4.

Creating a disturbance model on the feed temperature and feed flow and focusing on each variable improved the controller performance in the methanol separation process in the DME Purification Plant by almost 100%; for CV1, CV2, CV3, and CV4, respectively,
the IAE values are 79.49%, 99.90%, 100%, and 99.99, and the ISE values are 97.1%, 100%, 99.99%, and 100%. The linear model using FOPDT was proven reliable and realistic. Thus, in this study, multi-loop PI controllers have been proven effective against disturbance rejection, with big log modulus tuning, and the most suitable pairing. However, it is still unstable against setpoint changes. In addition to this drawback, this multi-loop PI controller has only been proven theoretically. A further implementation method on the physical hardware of a programmable logic controller (PLC) system needs to be explored.
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