Abstract—The support recovery problem consists of determining a sparse subset of a set of variables that is relevant in generating a set of observations, and arises in a diverse range of settings such as compressive sensing, and subset selection in regression, and group testing. In this paper, we take a unified approach to support recovery problems, considering general probabilistic models relating a sparse data vector to an observation vector. We study the information-theoretic limits of both exact and partial support recovery, taking a novel approach motivated by thresholding techniques in channel coding. We provide general achievability and converse bounds characterizing the trade-off between the error probability and number of measurements, and we specialize these to the linear, 1-bit, and group testing models. In several cases, our bounds not only provide matching scaling laws in the necessary and sufficient number of measurements, but also sharp thresholds with matching constant factors. Our approach has several advantages over previous approaches: For the achievability part, we obtain sharp thresholds under broader scalings of the sparsity level and other parameters (e.g., signal-to-noise ratio) compared to several previous works, and for the converse part, we not only provide conditions under which the error probability fails to vanish, but also conditions under which it tends to one.
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I. INTRODUCTION

The support recovery problem consists of determining a sparse subset of a set of variables that is relevant in producing a set of observations, and arises frequently in disciplines such as group testing [1], [2], compressive sensing (CS) [3], and subset selection in regression [4]. The observation models can vary significantly among these disciplines, and it is of considerable interest to consider these in a unified fashion. This can be done via probabilistic models relating the sparse vector $\beta \in \mathbb{R}^p$ to a single observation $Y \in \mathbb{R}$ in the following manner:

$$ (Y | S = s, X = x, \beta = b) \sim P_{Y|X_S\beta_S}(\cdot | x_s, b_s), \quad (1) $$

where $S \subseteq \{1, \ldots, p\}$ represents the set of relevant variables, $X \in \mathbb{R}^p$ is a measurement vector, $X_S$ (respectively, $\beta_S$) is the subvector of $X$ (respectively, $\beta$) containing the entries indexed by $S$, and $P_{Y|X_S\beta_S}$ is a given probability distribution. Given a collection of measurements $Y \in \mathbb{R}^n$ and the corresponding measurement matrix $X \in \mathbb{R}^{n \times p}$ (with each row containing a single measurement vector), the goal is to find the conditions under which the support $S$ can be recovered either perfectly or partially. In this paper, we study the information-theoretic limits for this problem, characterizing the number of measurements $n$ required in terms of the sparsity level $k$ and ambient dimension $p$ regardless of the computational complexity. Such studies are useful for assessing the performance of practical techniques and determining to what extent improvements are possible.

Before proceeding, we state some important examples of models that are captured by $(1)$.

**Linear Model:** The linear model $[5]$, $[6]$ is ubiquitous in signal processing, statistics, and machine learning, and in itself covers an extensive range of applications. Each observation takes the form

$$ Y = (X, \beta) + Z, \quad (2) $$

where $\langle \cdot, \cdot \rangle$ denotes the inner product, and $Z$ is additive noise. An important quantity in this setting is the signal-to-noise ratio (SNR) $\frac{\mathbb{E}[\langle X, \beta \rangle^2]}{\mathbb{E}[Z]}$, and in the context of support recovery, the smallest non-zero absolute value $\beta_{\text{min}}$ in $\beta$ has also been shown to play a key role $[3]$, $[7]$, $[8]$.

**Quantized Linear Models:** Quantized variants of the linear model are of significant interest in applications with hardware limitations. An example that we will consider in this paper is the 1-bit model $[9]$, given by

$$ Y = \text{sign}((X, \beta) + Z), \quad (3) $$

where the sign function equals $1$ if its argument is non-negative, and $-1$ if it is negative.

**Group Testing:** Studies of group testing problems began several decades ago $[10]$, $[11]$, and have recently regained significant attention $[2]$, $[12]$, with applications including medical testing, database systems, computational biology, and fault detection. The goal is to determine a small number of “defective” items within a larger subset of items. The items involved in a single test are indexed by $X \in \{0, 1\}^p$, and each observation takes the form

$$ Y = 1 \left\{ \bigcup_{i \in S} \{X_i = 1\} \right\} \oplus Z, \quad (4) $$
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with \( S \) representing the defective items, \( Y \) indicating whether the test contains at least one defective item, and \( Z \) representing possible noise (here \( \oplus \) denotes modulo-2 addition). In this setting, one can think of \( \beta \) as deterministically having entries equaling one on \( S \), and zero on \( S^c \).

The above examples highlight that \([1]\) captures both discrete and continuous models. Beyond these examples, several other non-linear models are captured by \([1]\), including the logistic, Poisson, and gamma models.

### A. Previous Work and Contributions

Numerous previous works on the information-theoretic limits of support recovery have focused on the linear model \([5], [7], [8], [13]–[22]\). The main aim of these works, and of the present paper, is to develop necessary and sufficient conditions for which an “error probability” vanishes as \( p \to \infty \). However, there are several distinctions that can be made, including:

- Random measurement matrices \([5], [7], [8], [13]\) vs. arbitrary measurement matrices \([16], [18], [19]\):
- Exact support recovery \([5], [7], [8], [13]\) vs. partial support recovery \([15], [16], [20]\):
- Minimax characterizations for \( \beta \) in a given class \([5], [7], [8], [13]\) vs. average performance bounds for random \( \beta \) \([14], [16], [21]\).

Perhaps the most widely-studied combination of these is that of minimax characterizations for exact support recovery with random measurement matrices. In this setting, within the class of vectors \( \beta \) whose non-zero entries have an absolute value exceeding some threshold \( \beta_{\text{min}} \), necessary and sufficient conditions on \( n \) are available with matching scaling laws \([7], [8]\). See also \([23], [24]\) for information-theoretic studies of the linear model with a mean square error criterion.

Compared to the linear model, research on the information-theoretic limits of support recovery for non-linear models is relatively scarce. The system model that we have adopted follows those of a line of works seeking mutual information characterizations of sparsity problems \([2], [11], [14], [25]\), though we make use of significantly different analysis techniques. Similarly to these works, we focus on random measurement matrices and random non-zero entries of \( \beta \). Other works considering non-linear models have used vastly different approaches such as regularized M-estimators \([26], [27]\) and approximate message passing \([28]\).

**High-level Contributions:** We consider an approach using thresholding techniques akin to those used in information-spectrum methods \([29]\), thus providing a new alternative to previous approaches based on maximum-likelihood decoding and Fano’s inequality. Our key contributions and the advantages of our framework are as follows:

1. Considering both exact and partial support recovery, we provide non-asymptotic performance bounds applying to general probabilistic models, along with a procedure for applying them to specific models (cf. Section III-B).
2. We explicitly provide the constant factors in our bounds, allowing for more precise characterizations of the performance compared to works focusing on scaling laws (e.g., see \([5], [8], [29]\)). In several cases, the resulting necessary and sufficient conditions on the number of measurements coincide up to a multiplicative \( 1 + o(1) \) term, thus providing exact asymptotic thresholds (sometimes referred to as phase transitions \([24], [50]\)) on the number of measurements.
3. As evidenced in our examples outlined below, our framework often leads to such exact or near-exact thresholds for significantly more general scalings of \( k \), SNR, etc. compared to previous works.
4. The majority of previous works have developed converse results using Fano’s inequality, leading to necessary conditions for \( \mathbb{P}[\text{error}] \to 0 \). In contrast, our converse results provide necessary conditions for \( \mathbb{P}[\text{error}] \to 1 \). The distinction between these two conditions is important from a practical perspective: One may not expect a condition such as \( \mathbb{P}[\text{error}] \geq 10^{-10} \) to be significant, whereas the condition \( \mathbb{P}[\text{error}] \to 1 \) is inarguably so.

**Contributions for Specific Models:** An overview of our bounds for specific models is given in Table \[1\] where we state the derived bounds with the asymptotically negligible terms omitted. All of the models and their parameters are defined precisely in Section IV. In particular, the functions \( f_1, \ldots, f_9 \) and the remainder terms \( (\Delta_1, \Delta_2) \) are given explicitly, and are easy to evaluate. We proceed by discussing these contributions in more detail, and comparing them to various existing results in the literature:

1. **(Linear model)** In the case of exact recovery, we recover the exact thresholds on the required number of measurements given by Jin et al. \([17]\), as well as handling a broader range of scalings of \( \beta_{\text{min}} := \min(|\beta_i| : \beta_i \neq 0) \) (see Section IV-A for details) and strengthening the converse by considering the more stringent condition \( \mathbb{P}[\text{error}] \to 1 \). Our results for partial recovery provide near-matching necessary and sufficient conditions under scalings with \( k = o(p) \), thus complementing the extensive study of the scaling \( k = \Theta(p) \) by Reeves and Gastpar \([15], [16]\).

2. **(1-bit model)** We provide two surprising observations regarding the 1-bit model: Corollary \[3\] provides a low-SNR setting where the quantization only increases the asymptotic number of measurements by a factor of \( \frac{\pi}{2} \), whereas Corollary \[4\] provides a high-SNR setting where the scaling law is strictly worse than the linear model. Similar behavior will be observed for partial recovery (Corollaries \[2\] and \[5\]) by numerically comparing the bounds for various SNR values.

3. **(Group testing)** Asymptotic thresholds for group testing with \( k = \Theta(1) \) were given previously by Malyutov \([11]\) and Atia and Saligrama \([2]\). However, for the case that \( k \to \infty \), the sufficient conditions of \([2]\) that introduced additional logarithmic factors in
contrast, we obtain matching $\Theta(k \log \frac{p}{k})$ scaling laws for any sublinear scaling of the form $k = O(p^\theta)$ ($\theta \in (0, 1)$). Moreover, for sufficiently small $\theta$ we obtain exact thresholds. In particular, for the noiseless setting we show that $n \approx k \log_2 \frac{p}{k}$ measurements are both necessary and sufficient for $\theta \leq \frac{1}{4}$. This is in fact the same threshold as that for adaptive group testing [31], thus proving that non-adaptive Bernoulli measurement matrices are asymptotically optimal even when adaptivity is allowed; this was previously known only in the limit as $\theta \to 0$ [32]. For the noisy case, we prove an analogous claim for sufficiently small $\theta$. A shortened and simplified version of this paper focusing exclusively on group testing can be found in [33].

4. (General discrete observations) Our converse for the case of general discrete observations (Corollary 2) recovers that of Tan and Atia [25] for the case that $\beta_S$ is fixed, strengthens it due to a smaller remainder term $\Delta_0$, and provides a generalization to the case that $\beta_S$ is random.

### B. Structure of the Paper

In Section II we introduce our system model. In Section III, we present our main non-asymptotic achievability and converse results for general observation models, and the procedure for applying them to specific problems. Several applications of our results to specific models are presented in Section IV. The proofs of the general bounds are given in Section V and conclusions are drawn in Section VI.

#### C. Notation

We use upper-case letters for random variables, and lower-case variables for their realizations. A non-bold character may be a scalar or a vector, whereas a bold character refers to a collection of $n$ scalars (e.g., $Y \in \mathbb{R}^n$) or vectors (e.g., $X \in \mathbb{R}^{n \times p}$). We write $\beta_S$ to denote the subvector of $\beta$ at the columns indexed by $S$, and $X_S$ to denote the submatrix of $X$ containing the columns indexed by $S$. The complement with respect to $\{1, \ldots, p\}$ is denoted by $(\cdot)^c$.

The symbol $\sim$ means “distributed as”. For a given joint distribution $P_{XY}$, the corresponding marginal distributions are denoted by $P_X$ and $P_Y$, and similarly for conditional marginals (e.g., $P_{Y|X}$). We write $\mathbb{P} [\cdot]$ for probabilities, $\mathbb{E}[\cdot]$ for expectations, and $\text{Var}[\cdot]$ for variances. We use usual notations for the entropy (e.g., $H(X)$) and mutual information (e.g., $I(X;Y)$), and their conditional counterparts (e.g., $H(X|Z)$, $I(X;Y|Z)$). Note that $H$ may also denote the differential entropy for continuous random variables; the distinction will be clear from the context. We define the binary entropy function $H_2(\rho) := -\rho \log 2 - (1-\rho) \log(1-\rho)$, and the Q-function $Q(x) := \mathbb{P}[W \geq x]$ ($W \sim N(0,1)$).

We make use of the standard asymptotic notations $O(\cdot)$, $o(\cdot)$, $\Theta(\cdot)$, $\Omega(\cdot)$ and $\omega(\cdot)$. We define the function $[\cdot]^+ = \max\{0, \cdot\}$.
max\{0, \cdot\}, and write the floor function as \lfloor \cdot \rfloor. The function log has base e.

II. PROBLEM SETUP

A. Model and Assumptions

Recall that p denotes the ambient dimension, k denotes the sparsity level, and n denotes the number of measurements. We let \( S \) be the set of subsets of \( \{1, \ldots, p\} \) having cardinality \( k \). The key random variables in our setup are the support set \( S \in S \), the data vector \( \beta \in \mathbb{R}^p \), the measurement matrix \( X \in \mathbb{R}^{n \times p} \), and the observation vector \( Y \in \mathbb{R}^n \).

The support set \( S \) is assumed to be equiprobable on the \( \binom{p}{k} \) subsets within \( S \). Given \( S \), the entries of \( \beta_S \) are determinedistically set to zero, and the remaining entries are generated according to some distribution \( \beta_S \sim P_{\beta_S} \). We assume that these non-zero entries follow the same distribution for all of the \( \binom{p}{k} \) possible realizations of \( S \), and that this distribution is permutation-invariant.

The measurement matrix \( X \) is assumed to have i.i.d. values on some distribution \( P_X \). We write \( P_X^{k \times p} \), to denote the corresponding i.i.d. distributions for matrices, and we write \( P_X^k \) as a shorthand for \( P_X^{k \times 1} \). Given \( S, X, \) and \( \beta \), each entry of the observation vector \( Y \) is generated in a conditionally independent manner, with the \( i \)-th entry \( Y(i) \) distributed according to

\[
(Y(i)|S = s, X(i) = x(i), \beta = b) \sim P_{Y|X_S \beta_S}(\cdot|x(i), b_s),
\]

for some conditional distribution \( P_{Y|X_S \beta_S} \). We again assume symmetry with respect to \( S \), namely, that \( P_{Y|X_S \beta_S} \) does not depend on the specific realization, and that the distribution is invariant when the columns of \( X_S \) and the entries of \( \beta_S \) undergo a common permutation.

Given \( X \) and \( Y \), a decoder forms an estimate \( \hat{S} \) of \( S \). Similarly to previous works studying information-theoretic limits on support recovery, we assume that the decoder knows the system model. We consider two related performance measures. In the case of exact support recovery, the error probability is given by

\[
P_e := P[\hat{S} \neq S],
\]

and is taken with respect to the realizations of \( S, \beta, X, \) and \( Y \); the decoder is assumed to be deterministic. We also consider a less stringent performance criterion requiring that only \( k - d_{max} \) entries of \( S \) are successfully recovered, for some \( d_{max} \in \{1, \ldots, k-1\} \). Following [15], [16], the error probability is given by

\[
P_e(d_{max}) := P[|S \setminus \hat{S}| > d_{max} \cup |\hat{S} \setminus S| > d_{max}].
\]

Note that if both \( S \) and \( \hat{S} \) have cardinality \( k \) with probability one, then the two events in the union are identical, and hence either of the two can be removed.

For clarity, we formally state our main assumptions as follows:

[A1] The support set \( S \) is uniform on the \( \binom{p}{k} \) subsets of \( \{1, \ldots, p\} \) of size \( k \), and the measurement matrix \( X \) is i.i.d. on some distribution \( P_X \).

[A2] The non-zero entries \( \beta_S \) are distributed according to \( P_{\beta_S} \), and this distribution is permutation-invariant and the same for all realizations of \( S \).

[A3] The observation vector \( Y \) is conditionally i.i.d. according to \( P_{Y|X_S \beta_S} \), and this distribution is the same for all realizations of \( S \), and invariant to common permutations of the columns of \( X_S \) and entries of \( \beta_S \).

[A4] The decoder is given \( (X, Y) \), and also knows the system model including \( k, P_{Y|X_S \beta_S}, \) and \( P_{\beta_S} \).

Our main goal is to derive necessary and sufficient conditions on \( n \) and \( k \) (as functions of \( p \)) such that \( P_e \) or \( P_e(d_{max}) \) vanishes as \( p \to \infty \). Moreover, when considering converse results, we will not only be interested in conditions under which \( P_e \to 0 \), but also conditions under which the stronger statement \( P_e \to 1 \) holds.

In particular, we introduce the terminology that the strong converse holds if there exists a sequence of values \( n^* \), indexed by \( p \), such that for all \( \eta > 0 \), we have \( P_e \to 0 \) when \( n \geq n^*(1 + \eta) \), and \( P_e \to 1 \) when \( n \leq n^*(1 - \eta) \). This is related to the notion of a phase transition [24], [30]. More generally, we will refer to conditions under which \( P_e \to 1 \) as strong impossibility results, not necessarily requiring matching achievability bounds. That is, the strong converse conclusively gives a sharp threshold between failure and success, whereas a strong impossibility result may not.

It will prove convenient to work with random variables that are implicitly conditioned on a fixed value of \( S \), say \( s = \{1, \ldots, k\} \). We write \( P_{\beta_S} \) and \( P_{Y|X_S \beta_S} \) in place of \( P_{\beta_S} \) and \( P_{Y|X_S \beta_S} \) to emphasize that \( S = s \). Moreover, we define the corresponding joint distribution

\[
P_{\beta_S, X_S, Y}(b_s, x_s, y) := P_{\beta_S}(b_S)P_X^k(x_s)P_{Y|X_S \beta_S}(y|x_s, b_s),
\]

and its multiple-observation counterpart

\[
P_{\beta_S, X_S, Y}(b_s, x_s, y) := P_{\beta_S}(b_S)P_X^{n \times k}(x_s)P_{Y|X_S \beta_S}(y|x_s, b_s),
\]

where \( P_X^{n \times k}(\cdot|b_s) \) is the \( n \)-fold product of \( P_Y(X_S \beta_S)(\cdot|b_s) \).

Except where stated otherwise, the random variables \( (\beta_s, X_s, Y) \) and \( (\beta_s, X_s, Y) \) appearing throughout this paper are distributed as

\[
(\beta_s, X_s, Y) \sim P_{\beta_S, X_S, Y},
\]

with the remaining entries of the measurement matrix being distributed as \( X_{sc} \sim P_X^{p-k} \), and with \( \beta_{sc} \) distributed according to \( P_{\beta_S} \).

For notational convenience, the main parts of our analysis are presented with \( P_{\beta_S}, P_X \) and \( P_{Y|X_S \beta_S} \) representing probability mass functions (PMFs), and with the corresponding averages written using summations. However, except where stated otherwise, our analysis is directly applicable to case extensions to more general alphabets beyond \( \mathbb{R} \) are straightforward.
that these distributions instead represent probability density functions (PDFs), with the summations replaced by integrals where necessary. The same applies to mixed discrete-continuous distributions.

B. Information-Theoretic Definitions

Before introducing the required definitions for support recovery, it is instructive to discuss thresholding techniques in channel coding studies. These commenced in early works such as [34, 35], and have recently been used extensively in information-spectrum methods [29, 36].

1) Channel Coding: We first recall the mutual information, which is ubiquitous in information theory:

\[ I(X; Y) := \sum_{x,y} P_{XY}(x,y) \log \frac{P_{Y|X}(y|x)}{P_Y(y)}. \]  

(12)

In deriving asymptotic and non-asymptotic performance bounds, it is common to work directly with the logarithm,

\[ i(x; y) := \log \frac{P_{Y|X}(y|x)}{P_Y(y)}, \]

(13)

which is commonly known as the information density. The thresholding techniques work by manipulating probabilities of events of the form \( \sum_{i=1}^{n} i(X_i; Y_i) \leq \gamma \) and \( \sum_{i=1}^{n} i(X_i; Y_i) > \gamma \). For the former, one can perform a change of measure from the conditional distribution \( Y \) given \( X \) to the unconditional distribution of \( Y \), with a multiplicative constant \( e^{-\gamma} \). For the latter, one can similarly perform a change of measure from \( Y \) to \( (Y|X) \). Hence, in both cases, there is a simple relation between the conditional and unconditional probabilities of the output sequences.

Using these methods, one can get upper and lower bounds on the error probability such that the dominant term is

\[ \Pr \left[ \frac{1}{n} \sum_{i=1}^{n} i(X_i; Y_i) \leq I(X; Y) + \zeta_n \right] \]

(14)

for some \( \zeta_n = o(1) \). Assuming that \( \{(X_i, Y_i)\}_{i=1}^{n} \) has some form of i.i.d. structure, one can analyze this expression using tools from probability theory. The law of large numbers yields the channel capacity \( C = \max_{P_X} I(X; Y) \), and refined characterizations can be obtained using variations of the central limit theorem [37].

Among the channel coding literature, our analysis is most similar to that of mixed channels [29, Sec. 3.3], where the relation between the input and output sequences is not i.i.d., but instead conditionally i.i.d. given another random variable. In our setting, \( \beta_s \) will play the role of this random variable. See Figure 1 for a depiction of this connection.

2) Support Recovery: As in [2, 14], we will consider partitions of the support set \( s \in S \) into two sets \( s_{\text{diff}} \neq \emptyset \) and \( s_{\text{eq}} \). As will be seen in the proofs, \( s_{\text{eq}} \) will typically correspond to an overlap between \( s \) and some other set \( \bar{s} \) (i.e., \( s \cap \bar{s} \)), whereas \( s_{\text{diff}} \) will correspond to the indices in one set but not the other (e.g., \( s \setminus \bar{s} \)). There are \( 2^k - 1 \) ways of performing such a partition with \( s_{\text{diff}} \neq \emptyset \).

![Figure 1: Connection between support recovery and coding over a mixed channel.](image)

For fixed \( s \in S \) and a corresponding pair \( (s_{\text{diff}}, s_{\text{eq}}) \), we introduce the notation

\[ P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}} (y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}}) := P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}}) \]

(15)

\[ P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}} \beta_s (y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}, b_s}) := P_Y|X_{s_{\text{diff}}} \beta_s (y|x_{s_{\text{diff}}}, b_s), \]

(16)

where \( P_Y|X_{s_{\text{diff}}} \) is the marginal distribution of \( Y \). While the left-hand sides of (15)–(16) represent the same quantities for any such \((s_{\text{diff}}, s_{\text{eq}})\), it will still prove convenient to work with these in place of the right-hand sides. In particular, this allows us to introduce the marginal distributions

\[ P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}}) := \sum_{x_{s_{\text{diff}}}} P^n_{X|s_{\text{diff}}} (x_{s_{\text{diff}}}) P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}}) \]

(17)

\[ P_Y|X_{s_{\text{diff}}} \beta_s (y|x_{s_{\text{diff}}}, b_s) := \sum_{x_{s_{\text{diff}}}} P^n_{X|s_{\text{diff}}} (x_{s_{\text{diff}}}) P_Y|X_{s_{\text{diff}}} \beta_s (y|x_{s_{\text{diff}}}, x_{s_{\eq}}, b_s), \]

(18)

where \( \ell := |s_{\text{diff}}| \). Using the preceding definitions, we introduce two information densities. The first contains probabilities averaged over \( \beta_s \),

\[ i(s_{\text{diff}}; y|x_{s_{\text{eq}}}) := \log \frac{P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}})}{P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}})} \]

(19)

whereas the second conditions on \( \beta_s = b_s \):

\[ i^n(s_{\text{diff}}; y|x_{s_{\text{eq}}, b_s}) := \sum_{i=1}^{n} i(x^{(i)}_{s_{\text{diff}}}; y^{(i)}|x^{(i)}_{s_{\text{eq}}}, b_s), \]

(20)

where the single-letter information density is

\[ i(x_{s_{\text{diff}}}; y|x_{s_{\text{eq}}, b_s}) := \log \frac{P_Y|X_{s_{\text{diff}}} x_{s_{\text{eq}}} \beta_s (y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}, b_s})}{P_Y|X_{s_{\text{eq}}} \beta_s (y|x_{s_{\text{eq}}, b_s})}. \]

(21)

As mentioned above, we will generally work with discrete random variables for clarity of exposition, in which case the ratio is between two PMFs. In the case of continuous observations the ratio is instead between two PDFs, and more generally this can be replaced by the Radon-Nikodym derivative as in the channel coding setting [37].

Averaging (21) with respect to the random variables in (10) conditioned on \( \beta_s = b_s \) yields a conditional mutual information, which we denote by

\[ I(s_{\text{diff}}, s_{\text{eq}})(b_s) := I(X_{s_{\text{diff}}}; Y|X_{s_{\text{eq}}}, \beta_s = b_s). \]

(22)
This quantity will play a key role in our bounds, which will typically have the form
\[ P_e \approx P \left[ n \leq \max_{(s_\text{dif}, s_\text{eq})} \left( \frac{p}{|s_\text{dif}|} \right) I_{k_\text{dif}, s_\text{eq}}(\beta_s) \right]. \tag{23} \]
as will be made more precise in the subsequent sections.

III. GENERAL ACHIEVABILITY AND CONVERSE BOUNDS

In this section, we provide general results holding for arbitrary models satisfying the assumptions given in Section II. Each of the results for exact recovery has a direct counterpart for partial recovery. For clarity, we focus on the former throughout Sections III-A and III-B and then proceed with the latter in Section III-C.

A. Initial Non-Asymptotic Bounds

Here we provide our main non-asymptotic upper and lower bounds on the error probability. These bounds bear a strong resemblance to analogous bounds from the channel coding literature \cite{29}; in each case, the dominant term involves tail probabilities of the information density given in (22). The mean of the information density is the mutual information in (22), which thus arises naturally in the subsequent necessary and sufficient conditions on \( n \) upon showing that the deviation from the mean is small with high probability. The procedure for doing this given a specific model will be given in Section III-B.

We start with our achievability result. Here and throughout this section, we make use of the random variables defined in (11).

**Theorem 1.** For any constants \( \delta_1 > 0 \) and \( \gamma \), there exists a decoder such that
\[
P_e \leq P \left[ \bigcup_{(s_\text{dif}, s_\text{eq}) : s_\text{dif} \neq \emptyset} \left\{ \frac{p}{|s_\text{dif}|} I^v(X_{s_\text{dif}} ; Y | X_{s_\text{eq}}, \beta_s) \right\} \leq \log \left( \frac{p - k}{|s_\text{dif}|} + \log \left( \frac{k^2}{\delta_1^2} \right) \right) + P_0(\gamma) + 2\delta_1, \right. \tag{24}\]
where
\[
P_0(\gamma) := P \left[ \log \frac{P_{Y \mid X_0,X_{\beta_s}}(Y \mid X_0,X_{\beta_s})}{P_{Y \mid X_0}(Y \mid X_0)} > \gamma \right]. \tag{25}\]

**Proof:** See Section V-A.

**Remark 1.** The probability in the definition of \( P_0(\gamma) \) is not an i.i.d. sum, and the techniques for ensuring that \( P_0(\gamma) \to 0 \) vary between different settings. The following approaches will suffice for all of the applications in this paper:

1. In the case that \( P_{\beta_s} \) is discrete, \( P_{\beta_s}(y|x) = \sum_b P_{\beta_s}(b_s) P_{Y \mid X_0,X_{\beta_s}}(y \mid x_0, b_s) \), and it follows that
\[
\gamma = \log \frac{1}{\min_{b_s} P_{\beta_s}(b_s)} \implies P_0(\gamma) = 0. \tag{26}\]

Moreover, this can be strengthened by noting from the proof of Theorem 1 that \( \gamma \) may depend on \( \beta_s \), and choosing \( \gamma(b_s) = \log \frac{1}{P_{\beta_s}(b_s)} \) accordingly.

2. Defining
\[
I_0 := I(\beta_s ; Y | X_0) \tag{27}
\]
\[
V_0 := \text{Var} \left[ \log \frac{P_{Y \mid X_0,X_{\beta_s}}(Y \mid X_0,X_{\beta_s})}{P_{Y \mid X_0}(Y \mid X_0)} \right], \tag{28}\]
we have for any \( \delta_0 > 0 \) that
\[
\gamma = I_0 + \sqrt{\frac{V_0}{\delta_0}} \implies P_0(\gamma) \leq \delta_0. \tag{29}\]

This follows directly from Chebyshev’s inequality.

3. Defining
\[
I_{0,+} := \mathbb{E} \left[ \log \frac{P_{Y \mid X_0,X_{\beta_s}}(Y \mid X_0,X_{\beta_s})}{P_{Y \mid X_0}(Y \mid X_0)} \right]^+, \tag{30}\]
we have for any \( \delta_0 > 0 \) that
\[
\gamma = I_{0,+} + \frac{V_0}{\delta_0} \implies P_0(\gamma) \leq \delta_0. \tag{31}\]

This follows directly from Markov’s inequality.

The proof of Theorem 1 is based on a decoder the searches for a unique support set \( s \) such that
\[
\mathfrak{s}(X_{s_\text{dif}} ; y | X_{s_\text{eq}}) > \gamma_{|s_\text{dif}|} \tag{32}\]
for some \( \{\gamma_{|s|}\}_{s=1}^k \) and all \( 2^k - 1 \) partitions \( (s_{\text{dif}}, s_{\text{eq}}) \) of \( s \) with \( s_{\text{dif}} \neq \emptyset \). Since the numerator in (19) is the likelihood of \( y \) given \( (x_{s_{\text{dif}}}, x_{s_{\text{eq}}}) \), this decoder can be thought of a weakened version of the maximum-likelihood (ML) decoder. Like the ML decoder, computational considerations make its implementation intractable.

The following theorem provides a general non-asymptotic converse bound.

**Theorem 2.** Fix \( \delta_1 > 0 \), and let \( (s_{\text{dif}}(b_s), s_{\text{eq}}(b_s)) \) be an arbitrary partition of \( s = \{1, \ldots, k\} \) (with \( s_{\text{dif}} \neq \emptyset \)) depending on \( b_s \in \mathbb{R}^k \). For any decoder, we have
\[
P_e \geq P \left[ \mathfrak{s}(X_{s_{\text{dif}}(\beta_s)} ; Y | X_{s_{\text{eq}}(\beta_s)}) \geq \gamma_{|s_{\text{dif}}(\beta_s)|} \right] + \log \frac{1}{\delta_1} \tag{33}\]

**Proof:** See Section V-B.

The proof of Theorem 2 is based on Verdú-Han type bounding techniques \cite{36}.

B. Techniques for Applying Theorems 1 and 2

The bounds presented in the preceding theorems do not directly reveal the number of measurements required to achieving a vanishing error probability. In this subsection, we present the steps that can be used to obtain such conditions. We provide examples in Section IV.

The idea is to use a concentration inequality to bound the first term in (24) (or (33)), which is possible due to the fact
that each summation $i^n$ is conditionally i.i.d. given $\beta_s$. We proceed by providing the details of these steps separately for the achievability and converse. We start with the former.

1. Observe that, conditioned on $\beta_s = b_s$, the mean of $i^n(X_{s \text{diff}}; Y|X_{s \text{eq}}, \beta_s)$ is $n I_{s \text{diff}, s \text{eq}}(b_s)$, where $I_{s \text{diff}, s \text{eq}}(b_s)$ is defined in (32).

2. Fix $\delta_2 \in (0, 1)$, and suppose that for a fixed value $b_s$ of $\beta_s$, we have for all $(s_{\text{diff}}, s_{\text{eq}})$ that

$$\log \left( \frac{p-k}{|s_{\text{diff}}|} \right) + \log \left( \frac{k^2}{\delta_1^2 |s_{\text{diff}}|} \right)^2 + \gamma \leq n(1 - \delta_2) I_{s_{\text{diff}}, s_{\text{eq}}}(b_s),$$

(34)

and

$$\mathbb{P} \left[ i^n(X_{s_{\text{diff}}}; Y|X_{s_{\text{eq}}}, b_s) \leq n(1 - \delta_2) I_{s_{\text{diff}}, s_{\text{eq}}}(b_s) \mid \beta_s = b_s \right] \leq \psi_{|s_{\text{diff}}|}(n, \delta_2)$$

(35)

for some functions $\{ \psi_\ell \}_{\ell=1}^k$ (e.g., these may arise from Chebyshev’s inequality or Bernstein’s inequality [38, Ch. 2]). Combining these conditions with the union bound, we obtain

$$\mathbb{P} \left[ \bigcup_{(s_{\text{diff}}, s_{\text{eq}}) : s_{\text{diff}} \neq \emptyset} \left\{ i^n(X_{s_{\text{diff}}}; Y|X_{s_{\text{eq}}}, \beta_s) \right\} \leq \log \left( \frac{p-k}{|s_{\text{diff}}|} \right) + \log \left( \frac{k^2}{\delta_1^2 |s_{\text{diff}}|} \right)^2 + \gamma \mid \beta_s = b_s \right] \leq \sum_{\ell=1}^k \left( \psi_\ell(n, \delta_2) \right).$$

(36)

3. Observe that the condition in (34) can be written as

$$n \geq \frac{\log \left( \frac{p-k}{|s_{\text{diff}}|} \right) + \log \left( \frac{k^2}{\delta_1^2 |s_{\text{diff}}|} \right)^2 + \gamma}{I_{s_{\text{diff}}, s_{\text{eq}}}(b_s)(1 - \delta_2)}. \quad \text{(37)}$$

We summarize the preceding findings in the following.

**Theorem 3.** For any constants $\delta_1 > 0$, $\delta_2 \in (0, 1)$, and $\gamma$, and functions $\{ \psi_\ell \}_{\ell=1}^k$ ($\psi_\ell : \mathbb{Z} \times \mathbb{R} \to \mathbb{R}$), define the set

$$\mathcal{B}(\delta_1, \delta_2, \gamma) := \left\{ b_s : \text{(35) and (37) hold for all} \quad (s_{\text{diff}}, s_{\text{eq}}) \text{ with } s_{\text{diff}} \neq \emptyset \right\}. \quad \text{(38)}$$

Then we have

$$P_e \leq \mathbb{P} \left[ \beta_s \notin \mathcal{B}(\delta_1, \delta_2, \gamma) \right] + \sum_{\ell=1}^k \left( \psi_\ell(n, \delta_2) + P_0(\gamma) + 2\delta_1 \right). \quad \text{(39)}$$

**Remark 2.** The preceding arguments remain unchanged when $\delta_2$ also depends on $\ell = |s_{\text{diff}}|$. We leave this possible dependence implicit throughout this section, since a fixed value will suffice for all but one of the models considered in Section [IV]

In the case that (35) holds for all $b_s$ (or more generally, within a set whose probability under $P_{\beta_s}$ tends to one) and the final three terms in (39) vanish, the overall upper bound approaches the probability, with respect to $P_{\beta_s}$, that (37) fails to hold. In many cases, the second logarithm in the numerator therein is dominated by the first. It should be noted that the condition that the second term in (39) vanishes can also impose conditions on $n$. For most of the examples presented in Section [IV], the condition in (37) will be the dominant one; however, this need not always be the case, and it depends on the concentration inequality used in (33).

The application of Theorem 2 is done using similar steps, so we provide less detail. Fix $\delta_2 > 0$, and suppose that, for a fixed value $b_s$ of $\beta_s$, the pair $(s_{\text{diff}}, s_{\text{eq}}) = (s_{\text{diff}}(b_s), s_{\text{eq}}(b_s))$ is such that

$$\log \left( \frac{p-k + |s_{\text{diff}}|}{|s_{\text{diff}}|} \right) - \log \delta_1 \geq n(1 + \delta_2) I_{s_{\text{diff}}, s_{\text{eq}}}(b_s), \quad \text{(40)}$$

and

$$\mathbb{P} \left[ i^n(X_{s_{\text{diff}}}; Y|X_{s_{\text{eq}}}, b_s) \leq n(1 + \delta_2) I_{s_{\text{diff}}, s_{\text{eq}}}(b_s) \mid \beta_s = b_s \right] \geq 1 - \psi_{|s_{\text{diff}}|}(n, \delta_2) \quad \text{(41)}$$

for some function $\psi'_{|s_{\text{diff}}|}$. Combining these conditions, we see that the first probability in (33), with an added conditioning on $\beta_s = b_s$, is lower bounded by $1 - \psi'_{|s_{\text{diff}}|}(n, \delta_2)$. In the case that $\psi'_{|s_{\text{diff}}|}$ is defined for multiple $\ell$ values corresponding to different values of $b_s$, we can further lower bound this by $1 - \max_{n} \psi'_{|s_{\text{diff}}|}(n, \delta_2)$.

Next, we observe that (40) holds if and only if

$$n \leq \frac{\log \left( \frac{p-k + |s_{\text{diff}}|}{|s_{\text{diff}}|} \right) - \log \delta_1}{I_{s_{\text{diff}}, s_{\text{eq}}}(b_s)(1 + \delta_2)}. \quad \text{(42)}$$

Recalling that the partition $(s_{\text{diff}}, s_{\text{eq}})$ is an arbitrary function of $\beta_s$, we can ensure that this coincides with

$$n \leq \max_{(s_{\text{diff}}, s_{\text{eq}}) : s_{\text{diff}} \neq \emptyset} \frac{\log \left( \frac{p-k + |s_{\text{diff}}|}{|s_{\text{diff}}|} \right) - \log \delta_1}{I_{s_{\text{diff}}, s_{\text{eq}}}(b_s)(1 + \delta_2)}. \quad \text{(43)}$$

by choosing each pair $(s_{\text{diff}}, s_{\text{eq}})$ as a function of $b_s$ to achieve this maximum.

Finally, we note that the maximum over $\ell$ in the above-derived term $1 - \max_{\ell} \psi'_{|s_{\text{diff}}|}(n, \delta_2)$ may be restricted to any set $\mathcal{L} \subseteq \{1, \ldots, k\}$ provided that $|s_{\text{diff}}|$ is constrained similarly in (43); one simply chooses the partition $(s_{\text{diff}}(b_s), s_{\text{eq}}(b_s))$ so that $\ell = |s_{\text{diff}}|$ always lies in this set. Putting everything together, we have the following.

**Theorem 4.** For any set $\mathcal{L} \subseteq \{1, \ldots, k\}$, constants $\delta_1 > 0$ and $\delta_2 > 0$, and functions $\{ \psi'_\ell \}_{\ell \in \mathcal{L}}$ ($\psi'_\ell : \mathbb{Z} \times \mathbb{R} \to \mathbb{R}$), define the set

$$\mathcal{B}'(\delta_1, \delta_2) := \left\{ b_s : \text{(41) and (42) hold for all} \quad (s_{\text{diff}}, s_{\text{eq}}) \text{ with } |s_{\text{diff}}| \in \mathcal{L} \right\}. \quad \text{(44)}$$

Then we have

$$P_e \geq \mathbb{P} \left[ \beta_s \in \mathcal{B}'(\delta_1, \delta_2) \right] \left( 1 - \max_{\ell \in \mathcal{L}} \psi'_{|s_{\text{diff}}|}(n, \delta_2) \right) - \delta_1. \quad \text{(45)}$$

If the pair $(s_{\text{diff}}, s_{\text{eq}})$ had been fixed in Theorem 2 as opposed to being a function of $\beta_s$, then we would have only obtained a weaker result with the statement "for all $(s_{\text{diff}}, s_{\text{eq}})$"
Procedure 1: Steps for Obtaining Necessary and Sufficient Conditions on n from Theorems 3 and 4

1. (Identify a Typical Set) Construct a sequence of “typical” sets $T_{\beta} \subseteq \mathbb{R}^k$ of non-zero entries, indexed by $p$, such that $\mathbb{P}[\beta_s \in T_{\beta}] \rightarrow 1$, thus restricting the vectors $b_s$ for which $\psi(X_{\text{sdif}}; Y|X_{\text{seq}}, b_s)$ needs to be characterized.

2. (Bound the Information Density Tail Probabilities) Using a concentration inequality for i.i.d. summations (e.g., Chebyshev, Bernstein), bound the tail probabilities in (45) and (41) for each $(s_{\text{sdif}}, s_{\text{seq}})$ and $b_s \in T_{\beta}$, with a fixed constant $\delta_2$. Upon making these dependent on $(s_{\text{sdif}}, s_{\text{seq}}, b_s)$ only through $\ell := |s_{\text{sdif}}|$, the bounds are denoted by $\psi_\ell(n, \delta_2)$ and $\psi'_\ell(n, \delta_2)$.

3. (Control the Remainder Terms) By suitable rearrangements, find conditions on $n$ under which the terms $\sum_{\ell \in \mathcal{L}} (\mathbb{P}[\beta_s \notin B(\ell, \delta_2)] + o(1))$ and $\max_{\ell \in \mathcal{L}} \psi_\ell(n, \delta_2)$ in (39) and (40) vanish, thus ensuring that their contribution is negligible. Similarly, choose $\delta_1$ to vanish with $p$ so that its contribution is negligible, and for the achievability part, choose $\gamma$ such that the remainder term $P_0(\gamma)$ vanishes (cf. Remark 1).

4. (Combine and Simplify) Combine the previous steps as follows:

   a) Construct the set of non-zero entries $B(\ell, \delta_1, \delta_2) \subseteq \mathbb{R}^k$ (respectively, $B'(\ell, \delta_1, \delta_2)$) in (38) (respectively, (44));

   b) Deduce from (39) (respectively, (45)) and Step 3 that $P_e \leq \mathbb{P}[\beta_s \notin B(\ell, \delta_2)] + o(1)$ (respectively, $P_e \geq \mathbb{P}[\beta_s \in B'(\ell, \delta_2)] + o(1)$);

   c) From the properties of the typical set $T_{\beta}$ in Steps 1–2, deduce that $P_e \rightarrow 0$ (respectively, $P_e \rightarrow 1$) when $n$ satisfies (42) (respectively, (40)) for all $b_s \in T_{\beta}$;

   d) Augment this condition on $n$ with Step 3.

in (44) replaced by a fixed pair. Assuming that the remainder terms in (45) are insignificant, this weaker result is of the form $P_e \geq \mathbb{P}[\beta_s \notin B(\ell, \delta_2)] + o(1)$ rather than $P_e \geq \mathbb{P}[\beta_s \in B'(\ell, \delta_2)] + o(1)$. This can lead to significantly different bounds on the sample complexity, and the distinction is crucial in our applications in Section IV. As described in the proof in Section V, the key to obtaining this difference is in applying a refined version of an argument based on a genie.

The general steps in applying Theorems 3 and 4 to specific problems are outlined in Procedure 1.

In our experience, the choice of $T_{\beta}$ in the first step of Procedure 1 usually comes naturally given the specific model. On the other hand, it is often less straightforward to find a sufficiently powerful concentration inequality in Step 2. A simple choice is Chebyshev’s inequality, which expresses $\psi_\ell$ and $\psi'_\ell$ in terms of $I_{\text{sdif}, \text{seq}}(b_s)$ (see (22)) and the corresponding variances of the information densities. This choice is usually effective for the converse, whereas the achievability part typically requires sharper concentration inequalities such as Bernstein’s inequality, due to the combinatorial terms in (39).

C. Extensions to Partial Recovery

We now turn to the partial support recovery criterion in (7). The changes in the analysis required to generalize Theorems 1 and 2 to this setting are given in Section V-C rather than repeating each of these, we focus our attention on the resulting analogues of Theorems 3 and 4.

Theorem 5. For any constants $\delta_1 > 0$, $\delta_2 \in (0, 1)$ and $\gamma > 0$, and functions $\psi_\ell(\ell \in \mathbb{N}) : \mathbb{R} \rightarrow \mathbb{R}$, define the set

$$\mathcal{B}(\delta_1, \delta_2, \gamma) := \{b_s : \text{(45) and (40) hold for all } (s_{\text{sdif}}, s_{\text{seq}}) \text{ with } |s_{\text{sdif}}| \in \{d_{\text{max}}, \ldots, k\} \}.$$ (46)

Then we have

$$P_e(d_{\text{max}}) \leq \mathbb{P}[\beta_s \notin \mathcal{B}(\delta_1, \delta_2, \gamma)] + \sum_{\ell = d_{\text{max}} + 1}^k (\mathbb{P}[\beta_s \notin \mathcal{B}(\ell, \delta_2, \gamma)] - 2\delta_1),$$ (47)

where $P_0$ is defined in (25).

For the converse part, (42) is replaced by

$$n \geq \frac{\log (\frac{1}{\delta_1} + |s_{\text{sdif}}|) - \log \sum_{d=0}^{d_{\text{max}}} (\frac{p-k}{d}) |s_{\text{dif}}| - \log \delta_1}{I_{s_{\text{dif}}, s_{\text{seq}}}(b_s)},$$ (48)

and we have the following analog of Theorem 4.

Theorem 6. For any set $\mathcal{L} \subseteq \{d_{\text{max}} + 1, \ldots, k\}$, constants $\delta_1 > 0$ and $\delta_2 \in (0, 1)$, and functions $\psi_\ell(\ell \in \mathbb{N}) : \mathbb{R} \rightarrow \mathbb{R}$, define the set

$$\mathcal{B}'(\delta_1, \delta_2) := \{b_s : \text{(41) and (48) hold for all } (s_{\text{sdif}}, s_{\text{seq}}) \text{ with } |s_{\text{sdif}}| \in \mathcal{L} \}.$$ (49)

Then we have

$$P_e(d_{\text{max}}) \geq \mathbb{P}[\beta_s \in \mathcal{B}'(\delta_1, \delta_2)] (1 - \max_{\ell \in \mathcal{L}} \psi_\ell(n, \delta_2)) - \delta_1.$$ (50)

The applications of Theorems 5 and 6 follow identical steps to Procedure 1. However, it will be seen that the restriction $|s_{\text{sdif}}| > d_{\text{max}}$ can in fact considerably simplify these steps, since it removes the need to obtain concentration inequalities for smaller values of $|s_{\text{sdif}}|$.

D. Comparison to Fano’s Inequality

Most previous works on the information-theoretic limits of sparsity recovery have made use of Fano’s inequality [39, Sec. 2.11]. For this reason, we provide here a discussion on the relative merits of this approach and our approach. To this end, we consider the following bound, which can be
obtained by combining the analysis of [2], [14] with our refined genie argument:
\[
P_c \geq \sum_{b_s} P_{\beta_2}(b_s) \max \left\{ 0, 1 - \frac{n I_{\beta_2}(b_s), \sigma_2(b_s) + \frac{1}{|s_{\beta_2}|}(1 - \delta_2) \right\} \log \left( \frac{p-k+1}{|s_{\beta_2}|(b_s)} \right)
\]
in the notation of Theorem 2. By analyzing this bound similarly to Section III-B, we obtain for any \( \delta_2 > 0 \) that
\[
P_c \geq \delta_2 \mathbb{P}[\beta_2 \in B_{\text{Fano}}(\delta_2)] - \frac{1}{\log(p-k+1)},
\]
where
\[
B_{\text{Fano}}(\delta_2) := \left\{ b_s : n \leq \frac{\log(\frac{p-k+1}{|s_{\beta_2}|})}{I_{\beta_2}(b_s)}(1 - \delta_2) \right\}
\]
for all \((s_{\beta_2}, \sigma_2)\) with \(s_{\beta_2} \neq \emptyset\). (53)

A similar result for partial recovery can also be derived by incorporating the arguments from [16] and the present paper. As discussed in the introduction, the key advantage of Theorem 2 is that it provides a more precise characterization of how far the error probability is from zero, and in particular, the conditions under which \(P_c \to 1\) (strong impossibility results). On the other hand, the bound on \(P_c\) in (52) is always bounded away from one for fixed \(\delta_2\), and becomes increasingly weak for small \(\delta_2\).

The advantage of Fano’s inequality is that it only requires the mutual information to be computed, whereas our approach also requires the application of a concentration inequality. This, in turn, typically requires the variance of the information density to be characterized, which is not always straightforward. However, as discussed following Procedure 1, the main difficulty associated with these concentration inequalities is typically in finding one which is sufficiently powerful for the achievability part. Thus, the added difficulty in the converse may not add to the overall difficulty in deriving matching achievability and converse bounds.

IV. APPLICATIONS TO SPECIFIC MODELS

In this section, we present applications of Theorems 3–6 to the linear [5], 1-bit [9], and group testing [2] models, and to more general models with discrete observations [25]. Throughout the section, we make use of general concentration inequalities given in Appendix A. We also make use of the following variance quantity:

\[
V_{\beta_2}(b_s) := \text{Var}[\{X_{s_{\beta_2}}; Y\} | X_{s_{\beta_2}}, b_s] | \beta_2 = b_s].
\]

A. Linear Model with Discrete \(\beta_s\)

Here we consider the linear model, where each observation takes the form
\[
Y = (X, \beta) + Z,
\]
where \(Z \sim \mathcal{N}(0, \sigma^2)\) for some \(\sigma > 0\).

Without loss of generality, we consider the fixed support set \(s = \{1, \ldots, k\}\). Following the setup of [17], we let \(\beta_s\) be a uniformly random permutation of a fixed vector \((b_1, \ldots, b_k)\), and we choose \(P_x \sim \mathcal{N}(0, 1)\). Since both the measurement matrices and the noise are Gaussian, the mutual information in (22) is given by [39, Ch. 10]
\[
I_{\beta_2}(s_{\beta_2}) = \frac{1}{2} \log \left(1 + \frac{1}{\sigma^2} \sum_{b_s \in B_{\beta_2}} b_s^2\right)
\]
Throughout this subsection, we denote \(b_{\min} := \min \{b_i\}\) and \(b_{\max} := \max \{b_i\}\). We assume that \(\sigma^2 = \Theta(1)\), and that \(b_{\min} = \Theta(b_{\max})\) and \(0 < b_{\min} = O(1)\); note that \(b_{\min} = o(1)\) is allowed. The steps of Procedure 1 are as follows.

Step 1: We trivially choose the typical set \(T_{\beta}\) to contain all vectors on the support of \(P_{\beta_2}\).

Step 2: We make use of the following concentration inequality based on Bernstein’s inequality.

**Proposition 1.** Under the preceding setup for the linear model, we have for all \((s_{\beta_2}, \sigma_2)\) and \(b_s\) that
\[
\mathbb{P}\left[|n X_{s_{\beta_2}}; Y| X_{s_{\beta_2}}, b_s - n I_{\beta_2}(s_{\beta_2}, b_s) | \geq n \delta | \beta_2 = b_s\right] \leq 2 \exp\left(\frac{-2(\frac{\delta^2}{\sigma^2} + \frac{\delta\sigma_2}{\sigma^2})}{\sigma^2}ight)
\]

with \(\delta_2 := \sum_{i \in s_{\beta_2}} b_i^2\).

**Proof:** See Appendix B

Setting \(\delta = \delta_2 I_{\beta_2}(s_{\beta_2}, b_s)\), it follows that in (35) and (41) we can set
\[
\psi_e(n, \delta_2) = \psi_e(n, \delta_2) = 2 \max_{(s_{\beta_2}, \sigma_2) : |s_{\beta_2}| = \ell} \exp\left(-\frac{\delta I_{\beta_2}(s_{\beta_2}, b_s)^2}{2(4\sigma^2 + \delta)}\right).
\]

Step 3: In accordance with the first item of Remark 1 we set \(\gamma = \frac{1}{\ell} \log(\frac{1}{\ell})\) so that \(P_0(\gamma) = 0\).

We focus on the conditions on \(n\) under which the term \(\sum_{\ell=1}^{k}(\ell)\psi_e(n, \delta_2)\) in (39) vanishes; the term containing \(\psi_e\) in (45) can be handled in a similar yet simpler fashion. By the assumptions \(\sigma^2 = \Theta(1)\) and \(b_{\max} = \Theta(b_{\min})\), we readily obtain \(I_{\beta_2}(s_{\beta_2}, b_s) = \Theta(\log(1 + \ell b_{\min}^2))\) and \(\sigma_2^2 = \Theta(\min\{1, \ell b_{\min}^2\})\) using (56) and (58), where \(\ell = |s_{\beta_2}|\). Using these growth rates and upper bounding the summation in (39) by \(k\) times the corresponding maximum, we see that \(\sum_{\ell=1}^{k}(\ell)\psi_e(n, \delta_2) \to 0\) provided that the following holds for some sufficiently small constant \(\zeta\) (depending on \(\delta_2\)):
\[
\frac{n \log^2(1 + \ell b_{\min}^2)}{\min\{1, \ell b_{\min}^2\} + \log(1 + \ell b_{\min}^2)} \frac{1}{\min\{1, \ell b_{\min}^2\}} - \ell \log \frac{\ell}{\zeta} = \log k \to \infty
\]
for all \(\ell\). We now treat two cases separately:

- If \(\ell b_{\min}^2 = o(1)\), the first term in (60) behaves as \(\Theta(n\ell b_{\min}^2)\); by rearranging, we conclude that it suffices
that $n \to \infty$ and $n = \Omega\left(\frac{\log k}{b_{\min}^2}\right)$ with a sufficiently large implied constant.

• If $b_{\min}^2 = \Omega(1)$, the first term in (60) behaves as $O(n)$, and it thus suffices that $n \to \infty$ and $n = \Omega(k)$ with a sufficiently large implied constant.

Thus, the overall condition that we require is $n \to \infty$ and

$$n = \Omega\left(\frac{\log k}{b_{\min}^2}\right) \quad \text{and} \quad n = \Omega(k), \quad (61)$$

with sufficiently large implied constants. For the converse, the analogous condition to (60) contains only the first term on the left-hand side (the difference being due to the fact that the combinatorial term in (49) is not present in (45)), and a similar argument reveals that it suffices that $n = \omega\left(\frac{1}{b_{\min}}\right)$.

Step 4: Combining the preceding steps and applying asymptotic simplifications, we obtain the following.

**Corollary 1.** Under the preceding setup for the linear model with $\sigma^2 = \Theta(1)$, $b_{\min} = \Theta(b_{\max})$, $b_{\min}^2 = O(1)$, $k = o(p)$, and $m_\beta$ distinct elements in $(b_1, \ldots, b_k)$, we have $P_e \to 0$ as $p \to \infty$ provided that

$$n \geq \max_{s_{\text{dif}} \neq \emptyset} \frac{\log \left(p^{-k} I_{|s_{\text{dif}}|} \right)}{\frac{1}{2} \log \left(1 + \frac{1}{\sigma^2} \sum_{i \in s_{\text{dif}}} b_i^2\right) (1 + \eta)}, \quad (62)$$

under any one of the following additional conditions: (i) $k = \Theta(1)$; (ii) $k = o(\log p)$ and $m_\beta = \Theta(1)$; (iii) $k = O((\log p)^\theta)$ for some $\theta > 0$, and $m_\beta = 1$; (iv) $k = \Theta(p^\theta)$ for some $\theta \in (0, 1)$, $b_{\min}^2 = \Theta(\log k)$, and $m_\beta = 1$.

Conversely, without any additional conditions, we have $P_e \to 1$ as $p \to \infty$ whenever

$$n \leq \max_{s_{\text{dif}} \neq \emptyset} \frac{\log \left(p^{-k} I_{|s_{\text{dif}}|} \right)}{\frac{1}{2} \log \left(1 + \frac{1}{\sigma^2} \sum_{i \in s_{\text{dif}}} b_i^2\right) (1 - \eta)}, \quad (63)$$

for some $\eta > 0$.

**Proof:** The converse part follows from (42) with $\delta_1 \to 0$ sufficiently slowly. To check the condition $n = \omega\left(\frac{1}{b_{\min}}\right)$ stated following (61), we may assume without loss of generality that (63) holds with equality, since the decoder can always choose to ignore additional measurements.

When equality holds, we observe that for the worst-case $s_{\text{dif}}$ with $\ell = 1$, the denominator therein behaves as $O(b_{\min}^2)$ (since $b_{\min}^2 = O(1)$) and the numerator behaves as $\Theta(\log p)$, and hence, the condition $n = \omega\left(\frac{1}{b_{\min}}\right)$ is satisfied.

For the achievable part, we first use (37) to obtain

$$n \geq \max_{s_{\text{dif}} \neq \emptyset} \frac{\log \left(p^{-k} I_{|s_{\text{dif}}|} \right) + 2 \log \left(k I_{\left(s_{\text{dif}}\right)} \right) + k \log m_\beta}{\frac{1}{2} \log \left(1 + \frac{1}{\sigma^2} \sum_{i \in s_{\text{dif}}} b_i^2\right) (1 + \eta)}, \quad (64)$$

where the final term in the numerator arises from (26) since $P_{\beta_{s_{\text{dif}}}}(b_k)$ is the same for all permutations of $(b_1, \ldots, b_k)$, and is lower bounded by $m_\beta^{-k}$. Observe that the first term in the numerator behaves as $O\left(\log |s_{\text{dif}}| \log p\right)$ for each of the cases in the corollary statement, and the second term behaves as $\Theta\left(\log k + |s_{\text{dif}}| \log \frac{k}{b_{\min}^2}\right)$.

In cases (i)–(iii), we have $\log k = o(\log p)$, and it immediately follows that the numerator in (64) is dominated by the first term, and hence, the others can be factored into $\eta$ in (62). Moreover, in case (i), both conditions in (61) are dominated by the objective in (64) with $\ell := |s_{\text{dif}}| = 1$, which behaves as $\Theta\left(\frac{\log p}{k \log p}\right)$. In cases (ii)–(iii), the first condition in (61) is again dominated by the term in (64) with $\ell = 1$. The second condition is dominated by the term with $\ell = k$, which behaves as $\Theta\left(\frac{k \log p}{\log(1 + b_{\min}^2 k)}\right)$ and using the assumed scaling of $b_{\min}^2$, it is readily verified that the maximum can only be achieved with $\ell = \Theta(k)$. For any such maximizer, we have $\log k^{\ell - k} = \Theta(k \log p)$, and hence, the second term in the numerator of (64) can be factored into $\eta$, as it behaves as $O(k)$. The two conditions in (61) are identical under the given scaling of $b_{\min}^2$, and are dominated by the objective in (62) with $\ell = k$, which behaves as $\Theta\left(\frac{k \log k}{\log(1 + b_{\min}^2 k)}\right)$.

In the case that $b_{\min} = \Theta(1)$, the thresholds given in Corollary 1 coincide with those given in the main results of [17]. Our framework has the advantage of handling the case that $b_{\min} = o(1)$, as well as providing the strong converse ($P_e \to 1$) instead of the weak converse ($P_e \not\to 0$). However, it should be noted that the achievability parts of [17] have the notable advantage of using a decoder that does not depend on the distribution of $\beta_{s_{\text{dif}}}$.

On first glance, the bounds in (62)–(63) may appear to be difficult to evaluate, since the maximizations are over $2^k - 1$ non-empty subsets $s_{\text{dif}}$. However, it is in fact only $k$ of them that need to be computed, since for any given $\ell = |s_{\text{dif}}|$ the maximizing $s_{\text{dif}}$ is the one with the smallest corresponding value of $\sum_{i \in s_{\text{dif}}} b_i^2$.

**Comparison to the LASSO:** Conditions for the support recovery of the computationally tractable LASSO algorithm were given by Wainwright [6]. Several comparisons to the information-theoretic limits were given in [5]. However, it is important to note that the achievability parts of [17] have the following advantages.

First, the bounds in (62)–(63) may appear to be difficult to evaluate, since the maximizations are over $2^k - 1$ non-empty subsets $s_{\text{dif}}$. However, it is in fact only $k$ of them that need to be computed, since for any given $\ell = |s_{\text{dif}}|$ the maximizing $s_{\text{dif}}$ is the one with the smallest corresponding value of $\sum_{i \in s_{\text{dif}}} b_i^2$.

Second, the bounds in (62)–(63) may appear to be difficult to evaluate, since the maximizations are over $2^k - 1$ non-empty subsets $s_{\text{dif}}$. However, it is in fact only $k$ of them that need to be computed, since for any given $\ell = |s_{\text{dif}}|$ the maximizing $s_{\text{dif}}$ is the one with the smallest corresponding value of $\sum_{i \in s_{\text{dif}}} b_i^2$.

The results of [6] state that LASSO requires at least $(2k \log p)(1 + o(1))$ measurements regardless of $c_\beta$, and that this bound is also achievable in the limit as $c_\beta \to \infty$. On the other hand, Corollary 1 reveals that for the optimal decoder, the coefficient to $\log p$ can be arbitrarily small provided that $c_\beta$ is large enough. More precisely, applying some simple manipulations to (62), we find that the coefficient of $k \log p$ is $\sup_{\alpha \in (0, 1)} \frac{\eta}{2 \log (1 + c_\beta^\alpha)}$, where $\alpha$ represents the ratio $\frac{|s_{\text{dif}}|}{k}$. It is easy to verify that the maximum is achieved at $\alpha = 1$, yielding the constant $\frac{\eta}{2 \log (1 + c_\beta)}$. We conclude that the LASSO provably yields a suboptimal constant when $c_\beta > 1$, and fails to achieve the optimal logarithmic decay. However,
it should be noted that our decoder requires knowledge of $k$ and $c_β$, whereas the LASSO does not (except possibly via their role in determining the regularization parameter).

B. Linear Model with Gaussian $β_s$ and Partial Recovery

In this subsection, we consider the setup of Section [V-A] with two changes: We let the distribution of $β_s$ be continuous rather than discrete, and we consider partial recovery instead of exact recovery. More specifically, we let $β_s$ be i.i.d. on $N(0, σ^2_β)$ for some variance $σ^2_β$, and we consider the recovery condition in (7) with

$$d_{\text{max}} = \lceil α^* k \rceil$$  \hspace{1cm} (65)

for some $α^* \in (0, 1)$ not varying with $p$. We again choose $P_x \sim N(0, 1)$. We assume $σ^2_β = \frac{c_β}{k}$ for some $c_β > 0$ not depending on $p$, corresponding to a fixed per-sample SNR.

We begin with the following auxiliary result.

Proposition 2. Under the preceding setup for the linear model, the quantities $I_0$ and $V_0$ defined in (27)-(28) satisfy

$$I_0 \leq \frac{k}{2} \log \left(1 + \frac{nσ^2_β}{α^*} \right)$$ \hspace{1cm} (66)

$$V_0 \leq 2n.$$ \hspace{1cm} (67)

Proof: See Appendix B

We now proceed with the steps of Procedure [I] (with the suitable changes from exact recovery to partial recovery, cf. Section III-C).

Step 1: Our choice of the typical set $T_β$ is based on the following proposition characterizing the behavior of the $\lceil αk \rceil$ entries of $β_s$ having the smallest magnitude for fixed $α$. We define the random variable $β'_{\text{st}}$ to be the permutation of $β_s$ whose entries are listed in increasing order of magnitude.

Proposition 3. For any $α \in (0, 1)$, we have

$$\lim_{k \to \infty} \frac{1}{kσ^2_β} \sum_{i=1}^{\lceil αk \rceil} (β'_{\text{st}})_i^2 = g(α)$$ \hspace{1cm} (68)

with probability one, where

$$g(α) := \int_0^∞ [α - F_{χ^2}(u)]^+ du,$$ \hspace{1cm} (69)

and $F_{χ^2}$ is the cumulative distribution function of a $χ^2$ random variable with one degree of freedom.

Proof: Letting $F_κ_k$ be the empirical distribution of the values $\{\frac{1}{kσ^2_β} u_{i=1}^k\}$, we have from the Glivenko-Cantelli theorem [40, Thm. 19.1] that $\sup_u |F_κ_k(u) - F_{χ^2}(u)| \to 0$ almost surely. This immediately implies that the sum of the $\lceil αk \rceil$ smallest values in $\{\frac{1}{kσ^2_β} u_{i=1}^k\}$, normalized by the number of values $k$, converges almost surely to the integral of $F_{χ^2}^{-1}(u)$ from 0 to $α$. It is easily verified graphically that this integral can equivalently be written as $g(α)$.

Based on this result and its proof, we set $T_β$ to be the set of vectors $b_κ$ such that $\sup_u |F_κ_k(u) - F_{χ^2}(u)| \leq ε$, where $ε$ is chosen to decay sufficiently slowly so that $P[β_s \in T_β] \to 1$.

Thus, within the typical set, the empirical distribution of the non-zero entries closely follows a $χ^2$ random variable.

An important consequence of this choice of typical set regards the behavior of the mutual information in (56). For a fixed set size $|S_{\text{dir}}|$, the partition $(S_{\text{dir}}, S_{\text{eq}})$ minimizing this mutual information is the one with the smallest value of $\sum_{i \in S_{\text{dir}}} b_i^2$. Within the typical set, we immediately obtain from Proposition 3 that the corresponding mutual information behaves as follows when $|S_{\text{dir}}| = \lceil αk \rceil$:

$$I_{S_{\text{dir}}, S_{\text{eq}}}(b_κ) \to \frac{1}{2} \log \left(1 + \frac{c_β}{α^*} g(α)\right),$$ \hspace{1cm} (70)

where we recall that $c_β = kσ^2_β$ is a constant.

Step 2: We again make use of Proposition 1 and its subsequent expression for $ψ_κ$ and $ψ'_κ$ in (59).

Step 3: We choose $γ = I_0 + \sqrt{\frac{α}{δ_0}}$ as in (29) for some $δ_0 > 0$, thus ensuring that $P_0(γ) \leq δ_0$.

For the terms in Theorems [III-C] containing $ψ_κ$ and $ψ'_κ$, we first note that since we are considering partial recovery, we may focus on values of $ℓ = |S_{\text{dir}}|$ greater than $α^* k$. By our choice of $T_β$, we may also focus on realizations $b_κ$ of $β_s$ satisfying (68). For such realizations, we have for all $S_{\text{dir}}$ with $|S_{\text{dir}}| = \ell = Θ(k)$ that $\sum_{i \in S_{\text{dir}}} b_i^2 = Ω(1)$, which implies that $α^2_{S_{\text{dir}}} = Θ(1)$ in (58) and $I_{S_{\text{dir}}, S_{\text{eq}}}(b_κ) = Ω(1)$ in (56). The analogous condition to (60) thus simplifies to $nI' \gg k$ for some $I' = Ω(1)$, giving the following condition under which the second term in (39) vanishes:

$$n = Ω(k),$$ \hspace{1cm} (71)

with a sufficiently large implied constant. For the converse part, it suffices to have the weaker condition $n = \omega(k)$.

Step 4: Combining the above steps, we get the following.

Corollary 2. Under the preceding setup for the linear model with $k \to \infty$, $k = o(p)$, $σ^2_β = \frac{c_β}{k}$ for some $c_β > 0$, and $d_{\text{max}} = \lceil α^* k \rceil$ for some $α^* \in (0, 1)$, we have $P_e(d_{\text{max}}) \to 0$ as $p \to \infty$ provided that

$$n \geq \max_{α \in [α^*, 1]} \frac{α^* k \log \frac{p}{k} \log \left(1 + \frac{c_β}{α^*} g(α)\right)}{k} (1 + η)$$ \hspace{1cm} (72)

for some $η > 0$, where $g(\cdot)$ is defined in (69). Conversely, $P_e(d_{\text{max}}) \to 1$ as $p \to \infty$ whenever

$$n \leq \max_{α \in [α^*, 1]} \frac{α^* k \log \frac{p}{k} \log \left(1 + \frac{c_β}{α^*} g(α)\right)}{k} (1 - η)$$ \hspace{1cm} (73)

for some $η > 0$.

Proof: The condition in (72) is obtained using (37) and (70). By the assumption $k = o(p)$, the numerator in (72) coincides with $\log \left(p \frac{k}{p} - 1\right)$ up to remainder terms in Stirling’s approximation that can be factored into $η$. The factor $\log \left(p \frac{k}{p} - 1\right)$ in (37) has been factored into $η$; this is valid when $δ_1 \to 0$ sufficiently slowly due to the fact that $\log \left(k\frac{p}{p} - 1\right) = O(ε)$, whereas (again using the assumption $k = o(p)$) the numerator in (72) behaves as $\omega(k)$. We claim that the factor $γ = I_0 + \sqrt{\frac{α}{δ_0}}$ resulting
from \([29]\) can also be factored into \(\eta\) for some vanishing sequence of parameters \(\delta_0\) indexed by \(p\). To see this, we consider without loss of generality the “worst-case” setting in which \([22]\) holds with equality. We readily obtain \(n = \Theta(k \log \frac{1}{\epsilon})\), which in turn implies from Proposition 2 that \(I_O = O(k \log (1 + k \sigma^2_3 \log \frac{1}{\epsilon}) = O(k \log \log \frac{1}{\epsilon})\) and \(\sqrt{\nu} = O(\sqrt{k \log \frac{1}{\epsilon}})\). Thus, \(I_O + \sqrt{\nu}\) is dominated by the numerator of \([22]\) if \(\delta_0\) is chosen to decay as (for example) \(\Theta\left(\frac{1}{\log k}\right)\). The fact that \(n = \Theta(k \log \frac{1}{\epsilon})\) also implies \([71]\).

The converse bound in \([22]\) is obtained similarly using \([27]\), except for the term \(\alpha^*\) in the numerator. To see how this arises, we consider an arbitrary value of \(\alpha \in (\alpha^*, 1]\) and let \(\ell = \lfloor \alpha k \rfloor\); the case \(\alpha = \alpha^*\) follows by continuity. The term \(\log \left(\frac{p}{\ell}\right)\) is handled in the same way as the term \(\log \left(K_1 / \ell\right)\) above, so we focus on the term \(\log \sum_{d=0}^{d_{\max}} \left\langle K_1 / \ell\right\rangle_d\). This is upper bounded by \(\max_{d=0, \ldots, d_{\max}} \log \left(\frac{1 + d_{\max}}{\ell} \left(\frac{p}{\ell}\right)^d\right)\). Similarly to the achievable bound, we can factor \(\log \left(\frac{1 + d_{\max}}{\ell} \log \frac{1}{\epsilon}\right)\) into \(\eta\), so we are left with \(\log \left(d_{\max}\right)\). Approximating this using Stirling’s approximation as before, and recalling that \(d_{\max} = \lceil \alpha^* k \rceil\), we obtain the desired term \(\alpha^* k \log \frac{1}{\epsilon}\).

While the achievable and converse bounds in Corollary \([2]\) do not have the same constants, the two are similar and always have the same scaling laws. In the limit as \(c_3 \to \infty\), we have \(\frac{1}{2} \log \left(1 + \frac{c_3}{\pi^2} g(\alpha)\right) = \frac{1}{2} \log c_3 (1 + o(1))\); in this case, the maxima \(I_{\alpha_i} = \Theta(1)\) in \([72]–[73]\) are both achieved with \(\alpha \to 1\), and hence, the two bounds coincide to within a multiplicative factor of \(1 - 2^{1/\alpha^*}\).

Corollary \([2]\) is related to the setting studied by Reeves and Gastpar \([15], [16]\), but considers \(k = o(p)\) instead of \(k = \Theta(p)\). Despite this difference, it is instructive to compare the bounds upon letting the implied constant in the \(\Theta(p)\) scaling tend to zero. A careful comparison reveals that the converse bounds coincide in this limit, whereas our achievable bound is slightly better, in that the analogous bound in \([15]\) multiplies \(\frac{c_3}{\pi^2} g(\alpha) = (1/2)^2 \approx 0.17\); see \([15]\) Eq. (21) and \([16]\) Eq. (25).

In Section IV-E we present some numerical results for this setting.

C. 1-bit Model with Discrete \(\beta_S\)

We now turn to the quantized counterpart of \([55]\):

\[
Y = \text{sign}(\langle X_S, \beta_S \rangle + Z).
\]  

(74)

As in Section IV-A we fix \(s = \{1, \ldots, k\}\) and let \(\beta_s\) be a uniformly random permutation of a fixed vector \((b_1, \ldots, b_k)\), and we set \(P_X \sim N(0, 1)\). We again write the minimum and maximum absolute values of \(\{b_i\}_{i=1}^k\) as \(b_{\min}\) and \(b_{\max}\).

The following proposition gives the required characterizations on the mutual information terms and the corresponding variance terms. Recall the binary entropy function \(H_2(\cdot)\) and the Q-function \(Q(\cdot)\) defined in Sections I-C.

**Proposition 4.** Under the preceding setup for the 1-bit model, we have the following:

(i) The mutual information \(I_{\delta, s_{eq}}(b_s)\) is given by

\[
I_{\delta, s_{eq}}(b_s) = \mathbb{E}\left[H_2\left(Q\left(W \sqrt{\frac{\sum_{i \in s_{eq}} b_i^2}{\sigma^2 + \sum_{i \in s_{eq}} b_i^2}}\right)\right) - H_2\left(Q\left(W \sqrt{\frac{1}{\sigma^2} \sum_{i \in s_{eq}} b_i^2}\right)\right)\right],
\]

(75)

where \(W \sim N(0, 1)\).

(ii) If \(k = \Theta(1)\), \(\sigma^2 = \Theta(1)\), \(b_{\min} = \Theta(b_{\max})\), and \(b_{\min}^2 = o(1)\), then

\[
I_{\delta, s_{eq}}(b_s) = \left(\frac{1}{\pi \sigma^2} \sum_{i \in s_{eq}} b_i^2\right)(1 + o(1)).
\]

(76)

(iii) If \(k = \Theta(p)\), \(\sigma^2 = \Theta(1)\), and the entries of \(b_s\) all equal a common value \(b_0\) such that \(b_0^2 = \Theta(\log p / p)\), then the mutual information quantities \(I_{\delta, s_{eq}}(b_s)\) with \(|s_{eq}| = 1\) all equal a common value \(I_1\) satisfying

\[
I_1 = \frac{1}{2} \frac{b_0^2}{\sqrt{2\pi k b_0^2}} \mathbb{E}\left[W \log \frac{1 - Q(W)}{Q(W)}\right] (1 + o(1))
\]

\[
= \Theta\left(\sqrt{\frac{\log p}{p}}\right).
\]

(77)

(78)

where \(W \sim N(0, 1)\).

(iv) The variance \(V_{\delta, s_{eq}}(b_s)\) defined in \([54]\) satisfies

\[
V_{\delta, s_{eq}}(b_s) \leq c_0 \left(\frac{1}{\sigma^2} \sum_{i \in s_{eq}} b_i^2 + \left(\frac{1}{\sigma^2} \sum_{i \in s_{eq}} b_i^2\right)^2\right) + \min\left\{1, \left(\frac{1}{\sigma^2} \sum_{i \in s_{eq}} b_i^2\right)^2\right\} \left(\frac{1}{\sigma^2} \sum_{i \in s_{eq}} b_i^2\right)^2
\]

(79)

for some universal constant \(c_0\).

**Proof:** See Appendix C.  

Below we present two corollaries corresponding to different scalings of \(k\) and the SNR, namely, those given in parts (ii) and (iii) of Proposition 4. We proceed by simultaneously presenting the steps of Procedure 1 for both settings.

**Step 1:** As in Section IV-A we choose the trivial typical set \(T_{\beta}\) containing all vectors on the support of \(P_{\beta_S}\).

**Step 2:** We make use of Chebyshev’s inequality in Proposition 9 in Appendix A. Choosing \(\delta = \delta_2 I_{\delta, s_{eq}}(b_s)\) in \([143]\), it follows that we may set

\[
\psi_{\delta}(n, \delta_2) = \psi_{\delta}(n, \delta_2) = \max\left\{\frac{V_{\delta, s_{eq}}(b_s)}{|s_{eq}| = \ell, n \delta_2 I_{\delta, s_{eq}}(b_s)}\right\}. 
\]

(80)

**Step 3:** We again choose \(\gamma\) as in \([28]\) so that \(P_0(\gamma) = 0\). Consider the setting described in part (ii) of Proposition 4. Under the scalings therein, \([76]\) and \([79]\) both behave as \(\Theta(b_{\min}^2)\). Hence, and using \([80]\) and the fact that \(k = \Theta(1)\), the second term in \([39]\) vanishes provided that

\[
n = \omega\left(\frac{1}{b_{\min}^2}\right).
\]

(81)
The setting described in part (iii) of Proposition 4 is handled similarly. We set $\mathcal{C} = \{1\}$ in Theorem 3, thus focusing only on $\ell := |s_{\text{diff}}| = 1$. Denoting the corresponding variance $V_{s_{\text{diff}}, s_{\text{eq}}}(b_k)$ by $V_k$, it follows by substituting the scalings of $k, \sigma^2$ and $b_k^2$ into (79) that $V_k = O(\frac{\log p}{p})$. It thus follows from (78) and (80) that $\psi'(n, \delta_2)$ vanishes provided that

$$n = \omega(p).$$

(82)

Step 4: Combining the above steps and applying asymptotic simplifications, we obtain the following corollaries.

**Corollary 3.** Under the preceding setup for the 1-bit model with $k = \Theta(1), \sigma^2 = \Theta(1), b_{\min} = \Theta(\beta_{\max}),$ and $b_{\min} = o(1)$, we have $P_c \rightarrow 0$ as $p \rightarrow \infty$ provided that

$$n \geq \max_{u \neq u_{\text{diff}}} \frac{|u| \log p}{\frac{1}{2} \sum_{j \neq k} b_j^2} (1 + \eta)$$

(83)

for some $\eta > 0$. Conversely, $P_c \rightarrow 1$ as $p \rightarrow \infty$ whenever

$$n \leq \max_{u \neq u_{\text{diff}}} \frac{|u| \log p}{\frac{1}{2} \sum_{j \neq k} b_j^2} (1 - \eta)$$

(84)

for some $\eta > 0$.

**Proof:** We obtain (83) and (84) from (37) and (42) respectively. The denominators are obtained directly from part (ii) of Proposition 4 and the numerators follow from the identity $\log \left( \frac{\log p}{\frac{1}{2} \sum_{j \neq k} b_j^2} \right) (1 + o(1))$, which holds whenever $k = \Theta(1)$ and hence $|u_{\text{diff}}| = \Theta(1)$. By the assumption $k = \Theta(1)$, the remaining terms in (37) (including the choice of $\gamma$ in (26)) can be factored into $u$. The condition in (81) is implied by (83) (or by (84) when equality holds) by the same argument as Corollary 1.

**Corollary 4.** Under the preceding setup for the 1-bit model with $k = \Theta(p), \sigma^2 = \Theta(1),$ and the entries of $\beta_s$ deterministically equaling a common value $b_0$ such that $b_0^2 = \Theta(\frac{\log p}{p})$, we have $P_c \rightarrow 1$ provided that

$$n \leq \frac{\log p}{\frac{1}{2} \sum_{j \neq k} b_j^2} (1 - \eta)$$

(85)

for some $\eta \in (0, 1)$, where $W \sim N(0, 1)$.

**Proof:** The condition in (85) follows using (42) with $|s_{\text{diff}}| = 1$; the numerator behaves as $(\log p) (1 + o(1))$, and the denominator behaves according to (77). The additional condition in (82) is satisfied when (85) holds with equality. $\blacksquare$

In the same way as (62–65), one can compute (83–84) without evaluating all $2^k - 1$ objective values; for a given value of $|s_{\text{diff}}|$, the maximum is achieved by the set $s_{\text{diff}}$ with the smallest value of $\sum_{i \neq j} b_i^2$. The asymptotic identities used in the proof of Corollary 4 can directly be applied to (62–65) with $k = \Theta(1)$ and $b_{\min} = o(1)$, and the resulting expressions are precisely those in (83–84) with $1/2$ replaced by $1/2$. Thus, this is a case where there is only a minor loss in the performance due to the quantization; the corresponding asymptotic number of measurements only increases by a factor of $\frac{\log p}{p} \approx 1.57$.

In contrast, Corollary 4 describes a setting where the linear model and its 1-bit counterpart lead to significantly different requirements on the number of measurements. Under the scaling described therein, the necessary and sufficient number of measurements for the linear model behaves as $\Theta(p)$ [8, Table I]. Thus, the 1-bit quantization increases the required number of measurements from linear to super-linear in the ambient dimension.

**D. 1-bit Model with Gaussian $\beta_s$ and Partial Recovery**

We now consider the 1-bit counterpart of the setting studied in Section 4-B where $\beta_s$ is i.i.d. on $N(0, \sigma^2)$ for some $\sigma^2 = \Theta(1)$, and we seek partial recovery as in (7) with $d_{\max} = [\alpha^* k]$. We make use of the following.

**Proposition 5.** Under the preceding setup for the 1-bit model, the quantity $I_{0, +}$ in (30) satisfies

$$I_{0, +} \leq \frac{1}{2} \log \left( 1 + \frac{\log p}{\sigma^2} \right) + \sqrt{k \log \left( 1 + \frac{\log p}{\sigma^2} \right)},$$

(87)

for some universal constant $c_{0}$. $\blacksquare$

**Proof:** By the data processing inequality, $I_0$ must satisfy (66) even in the 1-bit setting. We immediately obtain (87) from the identity $I_{0, +} \leq I_0 + \sqrt{2} I_0$ given in [41].

We now turn to the steps for providing a counterpart to Corollary 2. We define the function

$$\Psi(\alpha, c, \beta_s, \sigma) := \mathbb{E} \left[ H_2 \left( Q \left( W \sqrt{c_2(1 - g(\alpha))} \right) \right) - H_2 \left( Q \left( \sqrt{c_2(\sigma^2)} W \right) \right) \right],$$

(88)

where $W \sim N(0, 1)$, and $g(\alpha)$ is defined in (69).

**Step 1:** We choose the same typical set $\mathcal{T}_\beta$ as that in Section 4-B thus ensuring that (68) holds for all sequences of typical vectors. It follows that $\sum_{i \in \mathcal{S}_{\text{diff}}} b_i^2 \rightarrow c_2 g(\alpha)$ and $\sum_{i \in \mathcal{S}_{\text{eq}}} b_i^2 \rightarrow c_2 (1 - g(\alpha))$ for the pair $(s_{\text{diff}}, s_{\text{eq}})$ with corresponding sizes $(\ell, k - \ell)$ $(\ell = |\alpha| k)$ such that $\sum_{i \in \mathcal{S}_{\text{diff}}} b_i^2$ is minimized. We observe from (75) that minimizing $\sum_{i \in \mathcal{S}_{\text{diff}}} b_i^2$ also amounts to minimizing $I_{\text{diff}, s_{\text{eq}}}(b_s)$ for a fixed value of $|s_{\text{diff}}|$, as was the case for the linear model. If $\frac{\log p}{k}$ converges to a given constant $\alpha$, then the corresponding mutual information converges as follows, in accordance with (75) and (88):

$$I_{\text{diff}, s_{\text{eq}}}(b_s) \rightarrow I(\alpha, c \beta_s, \sigma).$$

(89)

**Step 2:** We make use of the general concentration inequality given in Proposition 10 in Appendix A, setting $\delta = \delta_2 I_{\text{diff}, s_{\text{eq}}}(b_s)$ in (145) in Appendix A gives

$$|\psi_\ell(n, \delta_2) - \psi_\ell'(n, \delta_2)| = \max_{s_{\text{diff}}, \mathcal{S}_{\text{eq}}(b_s)} 2 \exp \left( - \frac{(\delta_2 I_{\text{diff}, s_{\text{eq}}}(b_s))^2 n}{2 |\mathcal{S}| \delta_2 + 2 \delta_2 I_{\text{diff}, s_{\text{eq}}}(b_s)} \right),$$

(90)
Step 3: We choose \( \gamma = \frac{I_{b_0} + \delta_0}{\delta_0} \) as in (31), ensuring that \( P_0(\gamma) \leq \delta_0 \). The other remainder terms are controlled in the same way as Section IV-B. We again use the fact that the typical realizations \( b_s \) of \( \beta_s \) satisfy (68), and yield \( \sum_{i \in s_{\text{diff}}} b_i^2 = \Omega(1) \), and hence \( \alpha_2^{s_{\text{diff}}} = \Theta(1) \) in (68). We also have \( I_{s_{\text{diff}}, s_{\text{eq}}} (b_s) = \Theta(1) \) in (75); this is seen by noting that the smallest mutual information for a fixed \( |s_{\text{diff}}| = |\alpha k| \) satisfies (69), and the mutual information upper bounded by \( \log 2 \) since the observations are binary. It follows that the exponent in (90) behaves as \( \Theta(n) \); hence, following the arguments in Section IV-B, we conclude that the second term in (49) vanishes provided that

\[
n = \Omega(k) \tag{91}
\]

with a sufficiently large implied constant. Once again, for the converse part, one can analogously show that the weaker condition \( n = o(1) \) suffices.

Step 4: Combining the above steps, we get the following.

**Corollary 5.** Under the preceding setup for the 1-bit model with \( k \to \infty \) and \( k = o(p) \), \( \sigma^2 \geq \Theta(1) \), \( \sigma_\beta^2 = \frac{c_\beta}{k} \), for some \( c_\beta > 0 \), and \( d_{\text{max}} = \lfloor \alpha^* k \rfloor \) for some \( \alpha^* \in (0, 1) \), we have \( P_k(d_{\text{max}}) \to 0 \) as \( p \to \infty \) provided that

\[
n \geq \max_{\alpha \in \{0, 1\}} \frac{\alpha k \log \frac{p}{k}}{\Psi(\alpha, c_\beta, \sigma)} (1 + \eta) \tag{92}
\]

for some \( \eta > 0 \), where \( \Psi \) is defined in (88). Conversely, \( P_k(d_{\text{max}}) \to 1 \) as \( p \to \infty \) whenever

\[
n \leq \max_{\alpha \in \{0, 1\}} \frac{(\alpha - \alpha^*) k \log \frac{p}{k}}{\Psi(\alpha, c_\beta, \sigma)} (1 - \eta) \tag{93}
\]

for some \( \eta > 0 \).

**Proof:** As usual, we begin with the conditions in (77) and (42). The denominators in (92)–(93) follow directly by applying (69). Moreover, the terms \( \alpha k \log \frac{p}{k} \) and \( (\alpha - \alpha^*) k \log \frac{p}{k} \) in the numerators are obtained in an identical fashion to Corollary 2 once we show that there exists a vanishing sequence of constants \( \delta_0 \), indexed by \( p \), such that the remainder term \( \gamma = \frac{I_{b_0} + \delta_0}{\delta_0} \) resulting from (51) can be factored into \( \eta \). To see this, we note that the right-hand side of (92) behaves as \( \Theta(k \log p) \), whereas from Proposition 5 (with the scalings \( n = \Theta(k \log p) \) and \( \sigma_\beta^2 = \Theta(\frac{1}{k}) \)), \( I_{b_0, \gamma} \) behaves as \( O(k \log p) \). We may thus set \( \delta_0 \) to be (for example) \( \frac{\log \log p}{\sqrt{\log p}} \). Finally, we observe that (91) holds whenever (92) holds, and similarly for the converse part.

The main difference in (92)–(93) compared to the linear counterparts in (72)–(73) is the behavior in the limit as \( c_\beta := k \sigma_\beta^2 \to \infty \). As stated following Corollary 2, the denominator in the linear setting behaves as \( (\log c_\beta)(1 + o(1)) \), thus tending towards infinity. In contrast, for the 1-bit setting, we have \( \Psi \leq \log 2 \) due to the fact that \( H_2(\cdot) \in [0, \log 2] \), and thus the denominator cannot grow unbounded. These observations are consistent with Corollary 4 which shows that 1-bit CS can require significantly more measurements compared to the linear setting when the signal-to-noise ratio (SNR) is sufficiently high.

![Figure 2: Asymptotic thresholds on the number of measurements required for partial support recovery for the linear and 1-bit models, with \( \alpha^* = 0.1 \). The number of measurements is normalized by \( k \log \frac{p}{k} \), and SNR is defined in (94).](image)

**E. Numerical Evaluations for Partial Recovery**

In this subsection, we present numerical calculations for the settings considered in Sections IV-B and IV-D. We set \( \alpha^* = 0.1, \beta^2 = 1, \) and \( k = o(p) \). We consider values of \( \sigma_\beta^2 \) of the form \( \sigma_\beta^2 = \frac{c_\beta}{k} \) for fixed \( c_\beta \). Similarly to [15], [16], we present our results in terms of

\[
\text{SNR}_{\text{dB}} := 10 \log \frac{k \sigma^2}{\sigma_\beta^2} = 10 \log c_\beta, \tag{94}
\]

which represents the per-sample SNR in dB.

Figure 2 plots the asymptotic thresholds on the number of measurements from Corollaries 2 and 5. For both the linear and 1-bit settings, there is a close correspondence between the necessary and sufficient number of measurements. The bounds for the two models nearly coincide at low SNR, which is consistent with Corollary 5.

The behavior of the bounds at high SNRs is also consistent with our previous discussions. In the linear setting, the ratio between the bounds narrows to approximately 1.11 as the SNR grows large, which coincides with the value \( \frac{1}{\sqrt{2}} \) given in the discussion following Corollary 2. Moreover, as discussed following Corollary 5 the number of measurements steadily decreases for increasing SNRs for the linear model, while saturating at an asymptotic limit for the 1-bit model.

**F. Group Testing**

1) **Noiseless Case with Exact Recovery:** Here we consider the noiseless group testing problem, where each observation is deterministically generated according to

\[
Y = I \{ \bigcup_{i \in S} \{X_i = 1\} \}. \tag{95}
\]
We consider Bernoulli measurement matrices with \( P_X(1) = 1 - P_X(0) = \frac{1}{e} \), where \( \nu \) is a constant not depending on \( p \). Here there is no latent variable \( \beta_s \), which can equivalently be thought of as corresponding to \( \beta_s \) equaling the vector of ones deterministically. This implies that \( I_{s_{dif}, s_{eq}}(b_s) \) depends only on \( \ell = |s_{dif}| \) and we emphasize this by writing it as \( I_{\ell} \). Our setting readily handles both fixed and growing \( k \); since the former is already well-understood \cite{2, 11, 42}, we focus on the case that \( k \rightarrow \infty \), and in particular on the case that \( k = \Theta(p^\theta) \) for some \( \theta \in (0, 1) \).

**Proposition 6.** Under the noiseless group testing setup, consider arbitrary sequences of sparsity levels \( k \rightarrow \infty \) and \( \ell \in \{1, \ldots, k\} \), indexed by \( p \). If \( \frac{\ell}{k} = o(1) \), then
\[
I_{\ell} = \left( e^{-\nu} \frac{\ell}{k} \log k \right) (1 + o(1)).
\]
Moreover, if \( \frac{\ell}{k} \rightarrow \alpha \in (0, 1) \), then
\[
I_{\ell} = e^{-(1-\alpha)\nu} H_2(e^{-\alpha\nu}) (1 + o(1)).
\]

**Proof:** See Appendix D

We proceed with the steps of Procedure 1:

**Step 1:** The first step is trivial; \( \beta_s \) is deterministic, and thus the typical set \( T_\beta \) is a singleton.

**Step 2:** In contrast to the previous examples, we use different concentration inequalities to handle different values of \( \ell \). Moreover, in accordance with Remark 2 we let \( \delta \) depend on \( \ell \), writing it as \( \delta_2,\ell \). For “large” values of \( \ell \) (to be made precise below), we will apply the general bound in Proposition 7 in Appendix A, for “small” values of \( \ell \), we use the following to obtain an improved bound.

**Proposition 7.** For the noiseless group testing problem, consider sequences \( k \rightarrow \infty \) and \( \ell \), indexed by \( p \), such that \( \frac{\ell}{k} \rightarrow 0 \). For any \( \epsilon > 0 \) and \( \delta_2,\ell \in (0, 1) \) bounded away from zero and one, the following holds for sufficiently large \( p \):
\[
\mathbb{P}[\hat{\nu}^{(k)}(X_{s_{dif}}, Y | X_{s_{eq}}, b_s) \leq n I_{\ell}(1 - \delta_2, \ell)]
\]
\[
\leq \exp \left( -n \frac{\ell}{k} e^{-\nu} \left( (1 - \delta_2, \ell) \log (1 - \delta_2, \ell) + \delta_2, \ell \right) (1 - \epsilon) \right)
\]
for all \((s_{dif}, s_{eq})\) with \(|s_{dif}| = \ell\).

**Proof:** See Appendix D

From the bounds in (98) and (145) in Appendix A we may fix \( \epsilon > 0 \) and choose the following when \( p \) is sufficiently large:

- For \( \ell \leq \ell \leq \frac{k}{\log k} \):
\[
\psi_\ell(n, \delta_2, \ell) = \exp \left( -n \frac{\ell}{k} e^{-\nu} \left( (1 - \delta_2, \ell) \log (1 - \delta_2, \ell) + \delta_2, \ell \right) (1 - \epsilon) \right).
\]

- For \( \ell > \frac{k}{\log k} \):
\[
\psi_\ell(n, \delta_2, \ell) = 2 \exp \left( -\frac{\delta_2, \ell I_\ell}{2(16 + 2\delta_2, \ell I_\ell)} n \right).
\]

For the converse, we only use the latter of these two cases, setting \( \psi_\ell(n, \delta_2, \ell) = 2 \exp \left( -\frac{\delta_2, \ell I_\ell}{2(16 + 2\delta_2, \ell I_\ell)} n \right) \).

**Step 3:** Since \( \beta_s \) is deterministic, we may trivially set \( \gamma = 0 \) to obtain \( P_0(\gamma) = 0 \) in (25).

For the converse, we set \( \mathcal{L} = \{k\} \) in Theorem 4. From the above choice of \( \psi_\ell \) and the growth of \( I_\ell \) in (97), we immediately obtain that \( \psi_\ell \rightarrow 0 \) whenever \( n = \Omega(1) \). The achievability part requires more effort; we summarize the findings in the following proposition.

**Proposition 8.** Let \( k = \Theta(p^\theta) \) for some \( \theta \in (0, 1) \).

(i) For any \( \eta > 0 \), there exists \( \delta_2(0) \in (0, 1) \) and a choice of \( \epsilon > 0 \) in (99) such that \( \sum_{\ell = 1}^{k} (\ell) \psi_\ell(n, \delta_2(0)) \rightarrow 0 \) provided that
\[
n \geq \frac{\theta \log \frac{p}{k}}{e^{-\nu} (1 + \eta)}.
\]

(ii) For any \( \delta_2(2) \in (0, 1) \), we have
\[
\sum_{\ell = 1}^{k} (\ell) \psi_\ell(n, \delta_2(2)) \rightarrow 0 \) provided that
\[
n \geq \frac{\theta \log \frac{p}{k}}{e^{-\nu} (1 - \eta)}.
\]

**Proof:** See Appendix D

The idea here is that for the smaller values of \( \ell \), it is the concentration inequality that dominates the final bound, so we set \( \delta_2, \ell = \delta_2(0) \) closer to one to provide better concentration behavior. For large values of \( \ell \), the opposite is true, so we let \( \delta_2, \ell = \delta_2(2) \) be close to zero.

**Step 4:** We obtain the following corollary by combining the previous steps and applying asymptotic simplifications.

**Corollary 6.** For the noiseless group testing problem with \( k = \Theta(p^\theta) \) \((\theta \in (0, 1))\) and an optimized parameter \( \nu \), we have \( P_e \rightarrow 0 \) as \( p \rightarrow \infty \) provided that
\[
n \geq \inf_{\nu > 0} \max \left\{ \frac{\theta}{e^{-\nu}(1 - \theta)} \frac{1}{H_2(e^{-\nu})} \frac{1}{k} \log \frac{p}{k} (1 + \eta) \right\}
\]
for some \( \eta > 0 \). Conversely, we have \( P_e \rightarrow 1 \) as \( p \rightarrow \infty \) whenever
\[
n \leq \frac{\log \frac{p}{k}}{2} (1 - \eta)
\]
for some \( \eta > 0 \).

**Proof:** We first consider the achievability part. We immediately obtain the first term in the maximum in (102) from (101), so it remains to derive the second term. We start with (57); by substituting \( \gamma = 0 \) and taking \( \delta \rightarrow 0 \) sufficiently slowly, we obtain
\[
n \geq \max_{\ell = 1, \ldots, k} \frac{\log (\frac{p}{k} - k + 2 \log (k^{(k)}) \log \frac{p}{k})}{I(1 - \delta_2, \ell)} (1 + o(1)).
\]
Using (96)–(97) and the asymptotic identity \( \log (\frac{p}{k} - k + 2 \log (k^{(k)}) \log \frac{p}{k}) \), we see that the objective in (104) behaves as
\[
\Theta \left( \frac{k \log \frac{p}{k}}{1 + \log \frac{p}{k}} \right)
\]
whenever the constants \( \{\delta_2, \ell\} \) are bounded away from one. This behaves as \( \Theta(k \log \frac{p}{k}) \) when \( \frac{\ell}{k} = \Theta(1) \), and as
The maximum can only be achieved asymptotically if \( \frac{\ell}{k} = \Theta(1) \), we proceed by considering \( \frac{\ell}{k} \to \alpha \) for some arbitrary \( \alpha \in (0,1) \). Under this scaling, \( \ell \log \frac{p}{k} \) behaves as \( (\alpha k \log \frac{p}{k})/(1+o(1)) \). Moreover, according to Proposition 8, we can choose \( \delta_{2,\ell} \) to be arbitrarily small for all \( \ell \) values except those below \( \lfloor \frac{k}{\log \ell} \rfloor \). Such values behave as \( o(k) \) and thus do achieve the maximum in (106). Combining these observations with (77), the right-hand side of (106) yields the condition

\[
n \geq \max_{\alpha \in (0,1)} \frac{\alpha k \log \frac{p}{k}}{e^{-\alpha \nu} H_2(e^{-\alpha \nu})} (1 + \eta),
\]

where \( \eta \) may be arbitrarily small. By a change of variable \( \lambda = e^{-\alpha \nu} \), the coefficient to \( k \log \frac{p}{k} \) can be written as \( \frac{1}{\nu} \lambda e^{-\lambda} H_2(e^{-\lambda}) \). This is easily verified to be decreasing in \( \lambda \in [0,1] \), which implies that the maximizing value of \( \alpha \) is one, and yields the second term in (102).

The converse part is similar but considerably simpler; by setting \( L = \{k\} \) in Theorem 3, we obtain \( \alpha = 1 \) immediately. The denominator \( \log 2 \) in (103) is obtained by maximizing \( H_2(e^{-\nu}) \) over \( \nu \), and the condition \( n \to \infty \) stated before Proposition 8 is clearly satisfied when (103) holds with equality.

By setting \( \nu = \log 2 \) in (102), it is readily verified that the necessary and sufficient conditions coincide for \( \theta \leq \frac{1}{2} \), and in fact yield the same threshold as adaptive group testing (31). To our knowledge, this was only known previously in the limit as \( \theta \to 0 \). Further comparisons to previous works are provided at the end of this subsection.

2) Noisy Case with Exact Recovery: We now turn to the noisy counterpart of (95):

\[
Y = 1 \left\{ \bigcup_{i \in S} \{X_i = 1\} \right\} \oplus Z,
\]

where \( Z \in \{0,1\} \) is additive noise, and \( \oplus \) denotes modulo-2 addition. For concreteness, we focus on the case that \( Z \sim \text{Bernoulli}(\rho) \) for some \( \rho \in (0,\frac{1}{2}) \) not varying with \( p \), though other noise models also fall into our framework (e.g., see [2]). As discussed below, we do not attempt to provide results with constants that are optimized to the same extent as the noiseless case, and we thus set \( \nu = \log 2 \), i.e., \( P_X \sim \text{Bernoulli}(\log \frac{2}{k}) \).

We follow Procedure 1 in a similar fashion to the noiseless case, altering the statements of Proposition 6 and 8 accordingly. To avoid repetition, we give the modified propositions and their proofs in Appendix E and state the resulting corollary here. The main difference is that in the analog of Proposition 8 we let \( \delta^{(h)}_2 \) remain arbitrary, thus leading to the optimization parameter \( \delta_2 \) in the following.

**Corollary 7.** Under the preceding setup for the noisy group testing problem with \( \rho \in (0,0.5) \), \( \nu = \log 2 \), and \( k = \Theta(p^d) \) \( (\theta \in (0,1)) \), we have \( P_e \to 0 \) as \( p \to \infty \) provided

\[
n \geq \inf_{\delta_2 \in (0,1)} \max \left\{ \zeta(\rho, \delta_2, \theta), \frac{1}{\log 2 - H_2(\rho)} \right\} \left( k \log \frac{p}{k} \right) (1 + \eta),
\]

for some \( \eta > 0 \), where

\[
\zeta(\rho, \delta_2, \theta) := \frac{2}{\log 2} \max \left\{ \frac{2(2 - 1 + 2\delta_2)}{\delta_2^2 (1 - 2\rho)^2} \right\}.
\]

Conversely, we have \( P_e \to 1 \) as \( p \to \infty \) whenever

\[
n \leq \frac{k \log \frac{p}{k}}{\log 2 - H_2(\rho)} (1 - \eta).
\]

for some \( \eta > 0 \).

**Proof:** See Appendix E.

As we will see in the numerical examples below, Corollary 7 provides an exact asymptotic threshold for a narrower range of \( \theta \) values compared to the noiseless case. This is due to the difficulty in precisely characterizing the concentration behavior of the information density tail probabilities. Nevertheless, the second term in the maximum in (109) is always dominant for sufficiently small \( \theta \), thus matching the converse. To see this, we first note that the first term in the maximum in (109) tends to zero as \( \theta \to 0 \), and cannot be dominant in this limit. This implies that \( \delta_2 \) may be arbitrarily close to zero provided that \( \theta \) is sufficiently small. Assuming then that \( \delta_2 \) and \( \theta \) are small and the maximum in (110) is achieved by the second term, we can write

\[
\zeta(\rho, \delta_2, \theta) \approx -\frac{2}{\log 2 (1 - \rho \log \frac{2}{k})}.
\]

This is strictly smaller than \( \frac{1}{\log 2 - H_2(\rho)} \); see Proposition 14 in Appendix E.

3) Partial Recovery: The consideration of partial recovery (cf. [7]) in fact leads to simpler expressions and proofs, as seen in the following.

**Corollary 8.** Under the preceding setup for the group testing problem with \( \rho \in [0,0.5) \) (i.e., possibly noiseless), \( \nu = \log 2 \), \( k \to \infty \), \( k = o(p) \), and \( d_{\text{max}} = |\alpha^*|k \) for some \( \alpha^* \in (0,1) \), we have \( P_e(d_{\text{max}}) \to 0 \) as \( p \to \infty \) provided

\[
n \geq \frac{k \log \frac{p}{k}}{2 - H_2(\rho)} (1 + \eta)
\]

for some \( \eta > 0 \). Conversely, \( P_e(d_{\text{max}}) \to 1 \) as \( p \to \infty \) whenever

\[
n \leq \frac{(1 - \alpha^*)(k \log \frac{p}{k})}{2 - H_2(\rho)} (1 - \eta)
\]

for some \( \eta > 0 \).
The achievability part follows the proofs of Corollaries 6 and 7, except that the “small” values of \( \ell \) need not be handled. That is, we only make use of the general concentration inequality in (145) in Appendix A and we end up with the single condition in (112). For the converse part, we again choose \( \mathcal{L} = \{ k \} \) in Theorem 6 and the steps are again similar, with the multiplicative factor \( 1 - \alpha^* \) arising via identical reasoning to Corollary 2. 

Corollary 8 shows that at least for sufficiently small \( \theta \) (e.g., \( k = O(p^2) \) in the noiseless case), there is not much to be saved by moving from exact recovery to partial recovery: Allowing for a fraction \( \alpha^* \) of errors leads to at most a reduction in the number of measurements of a multiplicative factor \( 1 - \alpha^* \).

4) Numerical Evaluations: In Figure 3 we compare the bounds in Corollary 6 with existing asymptotic bounds in the literature. For convenience, we switch to base-2 logarithms and plot the asymptotic limit of the ratio \( \frac{k \log_2 \frac{2}{\beta}}{n} \), so that a higher value corresponds to fewer measurements. We see that our achievability bound improves on all of the existing bounds; however, we note that the Combinatorial Optimal Matching Pursuit (COMP) [12] and Definite Defective (DD) [43] algorithms are computationally tractable and do not require knowledge of \( k \).

The converse bound shown is known to hold even for adaptive measurement matrices [31]. Thus, a key implication of our results is that adaptivity provides no asymptotic gain over non-adaptive Bernoulli measurements when \( k = O(p^2) \). It remains a open problem to derive practical decoding schemes for achieving the bound in the non-adaptive setting.

Figure 4 provides an analogous plot for the noisy case, with three different noise levels (i.e., values of \( \rho \)). In each case, we obtain an exact threshold for sufficiently small \( \theta \), albeit over a narrower range than the noiseless case. Once again, the converse is known to hold even in the adaptive setting [12], and we have thus provided cases where non-adaptive Bernoulli measurements yield the same asymptotics as optimal adaptive measurements. To our knowledge, this has not been shown previously even in the limit as \( \theta \to 0 \).

G. General Strong Impossibility result for Discrete Observation Models

Equation (144) in Appendix A bounds the variance of the information density uniformly in terms of the output alphabet size for models with discrete observations. Notable examples include group testing, the 1-bit model (or more generally, quantizations with more than two levels), and logistic regression. We obtain the following general strong impossibility result (i.e., conditions under which \( P_n \to 1 \)) by combining Proposition 9 in Appendix A with a variant of Theorem 4.

**Corollary 9.** If the observations lie in a finite set \( \mathcal{Y} \subset \mathbb{R} \) with probability one, then \( P_n \to 1 \) whenever there exist vanishing sequences \( \delta_{1,p} \to 0 \) and \( \epsilon_p \to 0 \) such that

\[
    n \geq \max_{(s_{\text{diff}}, s_{\text{eq}}) \neq \emptyset} \frac{\log \left( \frac{p-k+|s_{\text{diff}}|}{|s_{\text{diff}}|} \right) - \log \delta_{1,p}}{I_{s_{\text{diff}}, s_{\text{eq}}}(b_s) + \sqrt{|\mathcal{Y}| \pi p}}
\]

for all \( b_s \in \mathbb{R}^k \) within a set whose probability under \( P_{\beta_s} \) approaches one.

**Proof:** In this application, we do not use Theorem 4 directly, but instead follow the arguments leading up to it with (140) - (141) replaced by

\[
    \log \left( \frac{p-k+|s_{\text{diff}}|}{|s_{\text{diff}}|} \right) - \log \delta_1 \geq n(I_{s_{\text{diff}}, s_{\text{eq}}}(b_s) + \delta); \quad (115)
\]

and

\[
    \mathbb{P} \left[ \ell_n(X_{s_{\text{diff}}}; Y|X_{s_{\text{eq}}} = b_s) \leq n(I_{s_{\text{diff}}, s_{\text{eq}}}(b_s) + \delta) \mid \beta_s = b_s \right] \
    \geq 1 - \frac{|\mathcal{Y}|(\frac{1}{\epsilon})^2}{\delta^2 n}.
\]


By Proposition 9 in Appendix A, we have for all \((\delta_{\text{diff}}, s_{\text{eq}}, b_s)\) that \((116)\) holds, so the analogous probability to that on the right-hand side of \((45)\) is dictated only by \((115)\). Moreover, the right-hand side of \((116)\) tends to one upon setting \(\delta = \sqrt{\frac{\delta_p}{\epsilon_p}}\) for some \(\epsilon_p \to 0\). By also setting \(\delta_1 = \delta_1, p \to 0\) (so that the analogous additive term to that of \(\delta_1\) in \((45)\) vanishes), we see that \((115)\) coincides with \((114)\).

When \(\beta_s\) deterministic, this theorem recovers a recent result by Tan and Atia [25], which was proved using combinatorial techniques. Our result is in fact slightly stronger in the sense that the additive term in the denominator only behaves as \(\omega\left(\frac{1}{n}\right)\), whereas the corresponding term in [25] behaves as \(\omega\left(\frac{1}{\sqrt{n}}\right)\). Thus, in our result, the mutual information term remains the dominant one in a wider range of settings.

V. PROOFS OF GENERAL BOUNDS

Here we provide the proofs of Theorems 1 and 2, and then give the changes required to obtain the results for partial recovery in Section III-C. As mentioned previously, the proofs bear some resemblance to those of mixed channels in channel coding [29, Sec. 3.3]. However, the analysis here is more involved, primarily due to the fact that the "codewords" \(X_s\) are not independent for different values of \(s \in S\), but instead share common columns corresponding to the overlapping parts of the support set. See [5, 7, 17] for further discussions on the differences between support recovery and channel coding.

A. Proof of Theorem 1

1) Initial Non-Asymptotic Bound: Recall the definitions of the random variables in \((10) -(11)\), and the information densities in \((19) -(21)\). We fix the constants \(\gamma_1, \ldots, \gamma_k\) arbitrarily, and consider a decoder that searches for the unique set \(s \in S\) such that

\[
i(X_{\text{diff}}; Y|X_{\text{seq}}) > \gamma|s_{\text{diff}}|\tag{117}\]

for all \(2^k - 1\) partitions \((s_{\text{diff}}, s_{\text{seq}})\) of \(s\) with \(s_{\text{diff}} \neq \emptyset\). An error occurs if no such \(s\) exists, if multiple exist, or if such a set differs from the true value.

Since the joint distribution of \((\beta_s, X_s, Y_s | S = s)\) is the same for all \(s\) in our setup (cf. Section II), and the decoder that we have chosen exhibits a similar symmetry, we can condition on a fixed and arbitrary value of \(S\), say \(s = \{1, \ldots, k\}\). By the union bound, the error probability is upper bounded by

\[
P_e \leq \mathbb{P}\left[\bigcup_{(s_{\text{diff}}, s_{\text{seq}})} \left\{i(X_{\text{diff}}; Y|X_{\text{seq}}) \leq \gamma|s_{\text{diff}}|\right\}\right]
+ \sum_{\pi \in \mathcal{S} \setminus \{s\}} \mathbb{P}\left[i(X_{\pi|s}; Y|X_{\pi|s}) \geq \gamma|s_{\text{diff}}|\right],\tag{118}\]

where here and subsequently we let the condition \(s_{\text{diff}} \neq \emptyset\) remain implicit. The first term in \((118)\) corresponds to the true set failing the threshold test, and the second term corresponds to some incorrect set \(\bar{s}\) passing the threshold test. In the summand of the second term, we have upper bounded the probability of an intersection of \(2^k - 1\) events by just one such event, namely, the one corresponding to \(s_{\text{diff}} = \overline{S\setminus s}\) and \(s_{\text{eq}} = s \cap \overline{S}\).

Using the shorthand \(\ell := |S\setminus s|\), we can weaken the second probability in \((118)\) as follows:

\[
P\left[i(X_{\pi|s}; Y|X_{\pi|s}) > \gamma_{\ell}\right]
= \sum_{\pi \in \mathcal{S} \setminus \{s\}} \mathbb{P}\left[\log \frac{P_{X|X_{\pi|s}}(Y|X_{\pi|s})}{P_{Y|X_{\pi|s}}(Y|X_{\pi|s})} > \gamma_{\ell}\right]
\leq \sum_{\pi \in \mathcal{S} \setminus \{s\}} P_X^{n(\ell - 1)}(X_{\pi|s})\mathbb{P}\left[\log \frac{P_{X|X_{\pi|s}}(Y|X_{\pi|s})}{P_{Y|X_{\pi|s}}(Y|X_{\pi|s})} > \gamma_{\ell}\right]
= e^{-\gamma_{\ell}},\tag{121}\]

where in \((119)\) we used the fact that the output vector depends only on the columns of \(X_{\pi}\) corresponding to entries of \(\pi\) that are also in \(s\), and \((120)\) follows by bounding \(P_{Y|X_{\pi|s}}\) using the event within the indicator function, and then upper bounding the indicator function by one. Substituting \((121)\) into \((118)\) gives

\[
P_e \leq \mathbb{P}\left[\bigcup_{(s_{\text{diff}}, s_{\text{seq}})} \left\{i(X_{\text{diff}}; Y|X_{\text{seq}}) \leq \gamma|s_{\text{diff}}|\right\}\right]
+ \sum_{\ell=1}^{k} \binom{p-k}{\ell} \binom{k}{\ell} e^{-\gamma_{\ell}},\tag{122}\]

where the combinatorial terms arise from a standard counting argument [5].

Note that while the bound in \((122)\) appears to be simpler than that in the theorem statement, it is difficult to directly apply it to specific problems, since \(i(X_{\text{diff}}; Y|X_{\text{seq}})\) is not an i.i.d. summation in general.

2) Completion of the Proof: We fix the constants \(\gamma_1, \ldots, \gamma_{\ell}\) arbitrarily, and apply the following elementary
steps with \(\ell = |s_{\text{dif}}|\):

\[
P\left[ \bigcup_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ t(X_{\text{dif}}; Y | X_{s_{\text{seq}}}) \leq \gamma \ell \right\} \right] 
= P\left[ \bigcup_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log \frac{P_Y | X_{\text{dif}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \left( Y | X_{\text{dif}}, X_{s_{\text{seq}}} \right) \leq \gamma \ell \right\} \right] 
\leq P\left[ \bigcup_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log \frac{P_Y | X_{\text{dif}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \left( Y | X_{\text{dif}}, X_{s_{\text{seq}}} \right) \leq \gamma \ell \right\} \right] 
\leq P\left[ \bigcup_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log \frac{P_Y | X_{\text{seq}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \left( Y | X_{\text{seq}}, X_{s_{\text{seq}}} \right) \beta \leq \gamma \ell \right\} \right] 
+ P\left[ \bigcup_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log \frac{P_Y | X_{\text{seq}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \beta \left( Y | X_{\text{seq}}, X_{s_{\text{seq}}} \right) > \gamma \ell \right\} \right], 
\tag{124}
\]

where \(\bar{\gamma}_\ell = \gamma \ell + \gamma \ell\). The second term in \[(125)\] is upper bounded as

\[
P\left[ \bigcup_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log \frac{P_Y | X_{\text{seq}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \left( Y | X_{\text{seq}}, X_{s_{\text{seq}}} \right) > \gamma \ell \right\} \right] 
\leq \sum_{(s_{\text{dif}}, s_{\text{seq}})} P\left[ \log \frac{P_Y | X_{\text{seq}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \left( Y | X_{\text{seq}}, X_{s_{\text{seq}}} \right) > \gamma \ell \right] 
\leq \sum_{(s_{\text{dif}}, s_{\text{seq}})} \sum_{b_{s_{\text{seq}}}} P_{\beta_{s_{s_{\text{seq}}}}} X_{\text{seq}}^{n-(k-\ell)}(X_{s_{\text{seq}}}) 
\times P_{Y | X_{\text{seq}} X_{s_{\text{seq}}}} \left( Y | X_{\text{seq}}, X_{s_{\text{seq}}} \right) b_{s_{\text{seq}}} \times \mathbb{1} \left\{ \log \frac{P_Y | X_{\text{seq}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \left( Y | X_{\text{seq}}, X_{s_{\text{seq}}} \right) > \gamma \ell \right\} \tag{127}
\leq \sum_{(s_{\text{dif}}, s_{\text{seq}})} \sum_{b_{s_{\text{seq}}}} P_{\beta_{s_{s_{\text{seq}}}}} X_{\text{seq}}^{n-(k-\ell)}(X_{s_{\text{seq}}}) 
\times P_{Y | X_{\text{seq}} X_{s_{\text{seq}}}} \left( Y | X_{\text{seq}}, X_{s_{\text{seq}}} \right) c^{-\gamma \ell} \tag{128}
= \sum_{\ell=1}^{k} \frac{(k \ell)^\ell}{\ell!} e^{-\gamma \ell}, \tag{129}
\]

where \[(126)\] follows from the union bound, and the remaining steps follow the arguments used in \[(119)\]–\[(121)\].

We now upper bound the first term in \[(125)\]. The numerator in \[(125)\] equals \(P_Y | X_{s_{\text{seq}}} \left( Y | X_{s_{\text{seq}}} \right) \) for all \((s_{\text{dif}}, s_{\text{seq}})\) (cf., \[(15)\]), and we can thus write the overall term as

\[
P\left[ \log P_Y | X_{s_{\text{seq}}} \left( Y | X_{s_{\text{seq}}} \right) \right] 
\leq \max_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log P_Y | X_{s_{\text{seq}}} \beta_{s_{s_{\text{seq}}}} \left( Y | X_{s_{\text{seq}}}, X_{s_{\text{seq}}} \right) + \gamma \ell + \gamma \ell\right\} \tag{130}
\]

Using the same steps as those used in \[(123)\]–\[(125)\], we can upper bound this by

\[
P\left[ \log P_Y | X_{s_{\text{seq}}} \beta_{s_{s_{\text{seq}}}} \left( Y | X_{s_{\text{seq}}}, X_{s_{\text{seq}}} \right) \right] 
\leq \max_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log P_Y | X_{s_{\text{seq}}} \beta_{s_{s_{\text{seq}}}} \left( Y | X_{s_{\text{seq}}}, X_{s_{\text{seq}}} \right) + \gamma \ell + \gamma \ell + \gamma \right\} 
\leq \max_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log P_Y | X_{s_{\text{seq}}} \beta_{s_{s_{\text{seq}}}} \left( Y | X_{s_{\text{seq}}}, X_{s_{\text{seq}}} \right) \right\} + \frac{P_{Y | X, X_{s_{\text{seq}}} Y_{s_{\text{seq}}} \beta_{s_{s_{\text{seq}}} X_{s_{\text{seq}}}}} \beta_{s_{s_{\text{seq}}} X_{s_{\text{seq}}}} > \gamma \right\} \tag{131}
\]

for any constant \(\gamma\). Reversing the step in \[(130)\], this can equivalently be written as

\[
P\left[ \bigcup_{(s_{\text{dif}}, s_{\text{seq}})} \left\{ \log \frac{P_Y | X_{\text{seq}} X_{s_{\text{seq}}}}{P_Y | X_{s_{\text{seq}}}} \beta_{s_{s_{\text{seq}}}} \left( Y | X_{s_{\text{seq}}, X_{s_{\text{seq}}} \beta_{s_{s_{\text{seq}}}} X_{s_{\text{seq}}}} \right) \right\} \right] 
\leq \gamma \ell + \gamma \ell + \gamma \right\} + \frac{P_{Y | X, X_{s_{\text{seq}}} Y_{s_{\text{seq}}} \beta_{s_{s_{\text{seq}}} X_{s_{\text{seq}}}}} \beta_{s_{s_{\text{seq}}} X_{s_{\text{seq}}}} > \gamma \right\}. \tag{132}
\]

Observe that the first logarithm appearing here is precisely the information density in \[(20)\]. Moreover, the choices

\[
\gamma \ell = \log \left( \frac{k}{\delta_1} \left( \begin{array}{c} p - k \ \ell \ \ell \end{array} \right) \right) \tag{133}
\gamma \ell = \log \left( \frac{k}{\delta_1} \left( \begin{array}{c} k \ \ell \ \ell \end{array} \right) \right) \tag{134}
\]

make \[(129)\] and the second term in \[(122)\] be upper bounded by \(\delta_1\) each. Hence, and combining \[(125)\] with \[(129)\] and \[(132)\], and recalling that \(\ell = |s_{\text{dif}}|\), we obtain \[(24)\].

**B. Proof of Theorem 2**

As has been done in several previous proofs of information-theoretic converse bounds for sparsity pattern recovery \[2, 7, 16\], we consider an argument based on a genie. As explained formally below, the genie reveals some of the elements of the support set to the decoder, which is left to estimate the remaining entries. An important novelty in our arguments is that we also let the revealed indices depend on the random non-zero entries of \(\beta\); this leads to the improvement stated following Theorem 4.

It will prove convenient to present the proof under the following assumption of symmetry.

**Assumption 1.** The pair \((s_{\text{dif}}(b_{\ell}), s_{\text{seq}}(b_{\ell}))\) in Theorem 2 satisfies the following property: If \(b'_{\ell}\) is a permutation of \(b_{\ell}\), then the entries of \(b'_{\ell}\) indexed by \(s_{\text{dif}}(b'_{\ell})\) (respectively, \(s_{\text{seq}}(b'_{\ell}))\) are a permutation of the entries of \(b_{\ell}\) indexed by \(s_{\text{dif}}(b_{\ell})\) (respectively, \(s_{\text{seq}}(b_{\ell})\)).
We claim that the theorem statement under this assumption also implies the more general case. To see this, we use the symmetry of $P_{Y|X_{S\beta_S}}$ with respect to $S$ from in Section [II] and the fact that $X$ has an i.i.d. distribution. Among all the possible choices of functions $(s_{\text{diff}}(\cdot), s_{\text{eq}}(\cdot))$, there always exists a pair that maximizes the lower bound in (33) and satisfies Assumption [I]. More precisely, for any realization of $\beta_s$, the probability in (33) is determined by entries appearing in the partition $(\beta_{\text{diff}}, \beta_{\text{eq}})$ but not by their order, so one can always maximize (33) by forming this partition in a manner which is symmetric with respect to permutations of $\beta_s$.

We now formally define the genie-aided setup as follows:
1. Generate a random $k$-dimensional vector $\beta' \sim P_{\beta_S}$.
2. Given $\beta'$, let $\beta_{\text{diff}}, \beta_{\text{eq}}$ be the subvectors indexed by $s_{\text{diff}}(\beta')$ and $s_{\text{eq}}(\beta')$ respectively.
3. Let $\beta_{\text{diff}}$ (respectively, $\beta_{\text{eq}}$) be a uniformly random permutation of $\beta_{\text{diff}}$ (respectively, $\beta_{\text{eq}}$).
4. Generate $S_{\text{eq}}$ uniformly on $S_{\text{eq}}(\ell)$, to contain the $(p^{\ell})$ subsets of $\{1, \ldots, p\}$ having cardinality $k-\ell$, where $\ell = |\beta_{\text{diff}}|$. Set $\beta_{\text{eq}} = \beta_{\text{eq}}$.
5. Generate $S_{\text{diff}}$ uniformly on $S_{\text{diff}}(s_{\text{eq}})$, to contain the $(p^{\ell})$ subsets of $\{1, \ldots, p\} \setminus S_{\text{eq}}$ having cardinality $\ell$. Set $\beta_{S_{\text{diff}}} = \beta_{\text{diff}}$.
6. Set $S = S_{\text{diff}} \cup S_{\text{eq}}$ and $\beta_S = 0$. The measurement matrix $X$ is i.i.d. on $P_X$, and the observation vector $Y$ is generated from $S$, $X$, and $\beta$ according to (1), as in the original problem setup.
7. Identify the indices $S_{\text{eq}}$ and the vectors $\beta_{\text{diff}}$ and $\beta_{\text{eq}}$ to the decoder. The decoder forms an estimate $\hat{S}_{\text{diff}}$ of $S_{\text{diff}}$, and an error occurs if $\hat{S}_{\text{diff}} \neq S_{\text{diff}}$.

The joint distribution of $S$ and $\beta$ is the same here as in the original setup: The support set is uniform on $\mathcal{S}$, and the distribution of the non-zero entries $\beta_S$ is that of a uniformly random permutation of $\beta' \sim P_{\beta_S}$. Since $P_{\beta_S}$ is permutation-invariant by assumption, this yields $\beta_S \sim P_{\beta_S}$ as required. Thus, the only difference in this modified setup is that the decoder has further information, and it follows that any converse for this setup implies the same converse for the original setup.

Throughout the proof, we make use of the random variables defined in the preceding steps, departing from the notation implicitly conditioned on $S$ equating a fixed value $s$ (see (11)) until the final step in obtaining (33).

We first study the error probability for the genie-aided setting conditioned on $(S_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}}) = (s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})$, denoted by $P_e(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})$. By the identity $P_e[\mathcal{A}] = P_e[\mathcal{A} \cap \mathcal{E}] + P_e[\mathcal{A} \cap \mathcal{E}^c]$, we have for any event $A(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})$ that

$$P_e(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}}) \geq P_e[A(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})] - P_e[A(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}}) \cap \text{no error}].$$

We fix the constant $\gamma_\ell$ and choose

$$A(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}}) = \{Y^n(\mathbf{X}_{S_{\text{eq}}}; Y|\mathbf{X}_{s_{\text{eq}}}, \beta) \leq \gamma_\ell\},$$

where $\ell = k - |s_{\text{eq}}|$, and $\beta := \beta(\beta_{\text{diff}}, \beta_{\text{eq}}, s_{\text{diff}}, s_{\text{eq}})$ equals $\beta_{\text{diff}}$ (respectively, $\beta_{\text{eq}}$) on the entries indexed by $s_{\text{diff}}$ (respectively, $s_{\text{eq}}$). Using the definitions in (20)–(21), and defining $D(s_{\text{diff}}|s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})$ to be the set of pairs $(x, y)$ such that the decoder outputs $s_{\text{diff}}$ given $(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}}, x, y)$, we obtain

$$P[A(s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}}) \cap \text{no error}] = \frac{1}{\beta n^{p-k}} \sum_{\beta_{\text{diff}} \in \mathcal{D}(s_{\text{eq}}|s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})} \sum_{(x, y) \in D(s_{\text{diff}}|s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})} P^n_X(x)$$

$$\times P^n_{Y|X_{s_{\text{diff}}}X_{s_{\text{eq}}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}, \beta})$$

$$\times \{\log \frac{P^n_{Y|X_{s_{\text{diff}}}X_{s_{\text{eq}}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}, \beta})}{P^n_{Y|X_{s_{\text{eq}}}}(y|x_{s_{\text{eq}}, \beta})} \leq \gamma_\ell\}$$

$$\leq \frac{1}{\beta n^{p-k}} \sum_{\beta_{\text{diff}} \in \mathcal{D}(s_{\text{eq}}|s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})} \sum_{(x, y) \in D(s_{\text{diff}}|s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})} P^n_X(x)$$

$$\times P^n_{Y|X_{s_{\text{diff}}}X_{s_{\text{eq}}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}, \beta})e^{\gamma_\ell}$$

$$= e^{\gamma_\ell}$$

where (33) follows since an error occurs if and only if $(x, y) \notin D(s_{\text{diff}}|s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})$, (33) follows by upper bounding $P^n_{Y|X_{s_{\text{diff}}}X_{s_{\text{eq}}}}$ using the event in the indicator function, and (33) follows since the sets $D(s_{\text{diff}}|s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}})$ are disjoint, and their union over $s_{\text{diff}}$ is the entire space of $(x, y)$ pairs.

Averaging (33) over $(S_{\text{eq}}, \beta', \beta_{\text{diff}}, \beta_{\text{eq}})$ and applying (33), we obtain

$$P_e \geq \sum_{\beta'} P_{\beta_S}(\beta') \sum_{\beta_{\text{diff}}, \beta_{\text{eq}}} P_e[(\beta_{\text{diff}}, \beta_{\text{eq}}) = (\beta_{\text{diff}}, \beta_{\text{eq}}) | \beta']$$

$$\times \sum_{s_{\text{eq}} \in S_{\text{eq}}(\ell)} \sum_{s_{\text{diff}} \in S_{\text{diff}}(s_{\text{eq}})} \frac{1}{\beta n^{p-k}} \frac{1}{\beta n^{p-k}}$$

$$\times \{\log \frac{P^n_{Y|X_{s_{\text{diff}}}X_{s_{\text{eq}}}}(y|x_{s_{\text{diff}}}, x_{s_{\text{eq}}, \beta})}{P^n_{Y|X_{s_{\text{eq}}}}(y|x_{s_{\text{eq}}, \beta})} \leq \gamma_\ell | s_{\text{eq}}, \beta_{\text{diff}}, \beta_{\text{eq}}\}$$

$$- e^{\gamma_\ell}$$

where $\ell = |\beta_{\text{diff}}|$, and the conditioning on $\beta_{\text{diff}}'$ is a shorthand for $\beta' = \beta'$, and similarly for the second probability. Finally, we claim that this recovers (33) upon setting

$$\gamma_\ell = \log \left(\frac{p-k}{\ell} + \log \delta_1\right)$$

To see this, we first note that all of the terms in the summations over $s_{\text{diff}}$ and $s_{\text{eq}}$ in (140) are equal, since in the probability appearing in the summand, the entries $\beta_{\text{diff}}$ and $\beta_{\text{eq}}$ are the same for any such pair, namely, $\beta_{s_{\text{diff}}} = \beta_{\text{diff}}$ and $\beta_{s_{\text{eq}}} = \beta_{\text{eq}}$ (recall also the symmetry of $P_{Y|X_{S\beta_S}}$ with respect to $S$ assumed in Section [II]. Due to Assumption [I] this probability also coincides with that in (33) with $b_x := \beta'$, regardless of the realization of $(\beta_{\text{diff}}, \beta_{\text{eq}})$ given $\beta'$; the only
randomness in the corresponding distribution is that of the two random permutations of the subvectors.

C. Extensions to Partial Recovery

The achievability analysis in Section V-A extends immediately to handle the partial recovery criterion in (7), since we have already split the error events according to the amount of overlap between the true support and the incorrect support. The only difference is that the decoder searches for a set \( s \) such that \(|\tilde{s}_{\text{diff}}| > d_{\text{max}}\) (as opposed to \( s_{\text{diff}} \neq 0 \)), and chooses one arbitrarily if multiple such \( s \) exist. It follows that Theorem 1 remains true when the union in (23) is restricted to \(|\tilde{s}_{\text{diff}}| \in \{d_{\text{max}} + 1, \ldots, k\} \).

The extension of the converse analysis in Section V-B is less immediate, but still straightforward. We first recall the observation from [16] that the performance metric in (7) allows us to focus without loss of generality on decoders such that the estimated support \( \hat{S} \) (or \( \hat{S}_{\text{diff}} \cup S_{\text{eq}} \) in the genie-aided setting) has cardinality \( k \) almost surely. For any such decoder, the definition in (7) is unchanged when the second term in the union is removed.

We restrict the partitions \( (s_{\text{diff}}(b_s), s_{\text{eq}}(b_s)) \) of \( s \) to satisfy \(|s_{\text{diff}}(b_s)| > d_{\text{max}}\). In (137)–(138), we change the definition of \( D(s_{\text{diff}}(b_s), \tilde{s}_{\text{diff}}(b_s), b_s) \) to be the set of pairs \((x, y)\) such that the decoder outputs a sequence \( \tilde{s}_{\text{diff}} \) such that \(|s_{\text{diff}}(b_s)| \leq d_{\text{max}}\). This means that the sets \( D(\cdot, s_{\text{eq}}, \tilde{s}_{\text{diff}}, b_s) \) are no longer disjoint. However, we can easily count the number of such sets that each \((x, y)\) pair falls into. For fixed \( (s_{\text{eq}}, s_{\text{diff}}) \) and \( d \in \{0, \ldots, d_{\text{max}}\} \), the number of sets \( \hat{s}_{\text{diff}} \subseteq \{1, \ldots, p\} \) such that \(|s_{\text{diff}}(b_s)| = d\) is \( (p-d)/(s_{\text{diff}}(b_s)-d) \). Thus, each \((x, y)\) pair is included in \( \sum_{d=0}^{d_{\text{max}}} (p-d)/(s_{\text{diff}}(b_s)-d) \) of the sets \( D(\cdot, s_{\text{eq}}, \tilde{s}_{\text{diff}}, b_s) \), and (139) is replaced by

\[
\mathbb{P}[A(\tilde{s}_{\text{eq}}(b_s), \tilde{s}_{\text{diff}}(b_s)) \cap \text{no error}] \leq \sum_{d=0}^{d_{\text{max}}} \left(\frac{p-d}{p-k+\ell} \right) e^{-\gamma}. \tag{142}
\]

Thus, Theorem 2 remains true when the pair \((s_{\text{diff}}(\cdot), s_{\text{eq}}(\cdot))\) is constrained to satisfy \(|s_{\text{diff}}| \in \{d_{\text{max}} + 1, \ldots, k\} \), and \((p-k-|s_{\text{diff}}|)\) is replaced by \((p-k+|s_{\text{diff}}|)\).

VI. CONCLUSION

Taking an approach motivated by thresholding techniques in channel coding, we have presented a framework for developing necessary and sufficient conditions on the number of measurements for exact and partial support recovery with probabilistic models. We have provided several new results for the linear, 1-bit, and group testing models, as well as general discrete observation models. In several cases, we have provided exact asymptotic thresholds on the number of measurements with strong converse results.

There are several possible directions for future research. While we have focused on i.i.d. measurement matrices, it would be of significant interest to consider other types of random matrices, and to present converse results that hold for arbitrary measurement matrices, subject to suitable constraints such as power constraints. We provided some work in these directions for specific models in [44], [45].

One could also attempt to move from standard sparsity models to structured sparsity models [46], and from probabilistic guarantees with random \( \beta \) to minimax guarantees. There are several additional non-linear models that our general results could be applied to, such as the Poisson and gamma models. Finally, it may be interesting to apply similar analysis techniques to other statistical problems beyond support recovery.

APPENDIX A

CONCENTRATION INEQUALITIES

In order to apply our general bounds to specific models, we use concentration inequalities to obtain expressions for \( \psi_f \) and \( \psi'_f \) in (35) and (41), seeking to make the corresponding terms in (39) and (45) vanish. Here we present two general inequalities that will be used throughout Section IV.

Proposition 9. For general observation models, we have for all \((s_{\text{diff}}, s_{\text{eq}}, b_s)\) and \( \delta > 0 \) that

\[
\mathbb{P} \left[ \left| n \left( X_{s_{\text{diff}}} Y_{s_{\text{eq}}} b_s \right) - nI_{s_{\text{diff}}, s_{\text{eq}}} (b_s) \right| \geq n \delta \mid \beta_s = b_s \right] \leq \frac{V_{s_{\text{diff}}, s_{\text{eq}}}(b_s)}{\delta^2 n}, \tag{143}
\]

where \( V_{s_{\text{diff}}, s_{\text{eq}}}(b_s) \) is defined in (53). Moreover, if the observations lie in a finite set \( \mathcal{Y} \subset \mathbb{R} \) with probability one, then the following holds for all \((s_{\text{diff}}, s_{\text{eq}}, b_s)\) and \( \delta > 0 \):

\[
V_{s_{\text{diff}}, s_{\text{eq}}}(b_s) \leq |\mathcal{Y}| \left( \frac{1}{e} \right)^2. \tag{144}
\]

Before providing the proof, we state the following generalization of (144) to higher-order moments.

Proposition 10. If the observations lie in a finite set \( \mathcal{Y} \subset \mathbb{R} \) with probability one, then the following holds for all \((s_{\text{diff}}, s_{\text{eq}}, b_s)\) and \( \delta > 0 \):

\[
\mathbb{P} \left[ \left| n \left( X_{s_{\text{diff}}} Y_{s_{\text{eq}}} b_s \right) - nI_{s_{\text{diff}}, s_{\text{eq}}} (b_s) \right| \geq n \delta \mid \beta_s = b_s \right] \leq 2 \exp \left( - \frac{\delta^2 n}{2(8|\mathcal{Y}| + 2\delta)} \right). \tag{145}
\]

In the remainder of this appendix, we prove these propositions. Equation (143) follows from Chebyshev’s inequality, so we focus our attention on (144)–(145). We make use of the following form of Bernstein’s inequality [38, Sec. 2.8].

Lemma 1. Let \( W_1, \ldots, W_n \) be independent real-valued random variables such that

\[
\sum_{i=1}^n \mathbb{E}[W_i^2] \leq \tau \tag{146}
\]

\[
\sum_{i=1}^n \mathbb{E}[|W_i|^q] \leq \frac{q!}{2} \tau e^{q-2} \quad (q \geq 3) \tag{147}
\]
for some $\tau, c > 0$. Then
\[
P\left[ \sum_{i=1}^{n} (W_i - \mathbb{E}[W_i]) \geq t \right] \leq \exp\left( -\frac{t^2}{2(\tau + ct)} \right) \quad (148)
\]
for all $t > 0$.

To bound the moments of $i$, we follow the arguments of [29] and [47]. Recall the definition of the information density in (21). For any $q \geq 2$, we have from Minkowski’s inequality that
\[
\mathbb{E}\left[ |i(X_{\text{spec}}; Y|X_{\text{spec}}; b_s)|^q \right]^{1/q} \leq \mathbb{E}\left[ \left( \log \frac{1}{P_Y|X_{\text{spec}}; X_{\text{spec}}, b_s(1)|X_{\text{spec}}; X_{\text{spec}}, b_s(1)} \right)^q \right]^{1/q}
\]
\[+ \mathbb{E}\left[ \left( \log \frac{1}{P_Y|X_{\text{spec}}; X_{\text{spec}}, b_s(1)|X_{\text{spec}}; X_{\text{spec}}, b_s(1)} \right)^q \right]^{1/q}, \quad (149)
\]
where here and subsequently we implicitly condition on $\beta_s = b_s$. For any given $(x_{\text{spec}}, x_{\text{spec}})$, the remaining averaging over $Y$ in the first term has the form
\[
\sum_{y} P_Y|X_{\text{spec}}; x_{\text{spec}}, \beta_s(y|x_{\text{spec}}, x_{\text{spec}}, b_s)
\]
\[\times \left( \log \frac{1}{P_Y|X_{\text{spec}}; x_{\text{spec}}, \beta_s(y|x_{\text{spec}}, x_{\text{spec}}, b_s)} \right)^q, \quad (150)
\]
and is thus upper bounded by $|Y|^{(\frac{2}{q})}$, since the function $f(z) = z \log^q \frac{1}{z}$ has a maximum value of $(\frac{2}{q})^{1/q}$ for $z \in [0, 1]$. Handling the second term in (149) similarly, we obtain
\[
\mathbb{E}\left[ |i(X_{\text{spec}}; Y|X_{\text{spec}}; b_s)|^q \right]^{1/q} \leq 2 \left( |Y|^{(\frac{2}{q})} \right)^{1/q}, \quad (151)
\]
or equivalently
\[
\mathbb{E}\left[ |i(X_{\text{spec}}; Y|X_{\text{spec}}; b_s)|^q \right] \leq \left( \frac{q}{2} \right)^q |Y|^{2q-2} \quad (152)
\]
\[\leq \frac{q^q}{2} \mathbb{E}[|i(X_{\text{spec}}; Y|X_{\text{spec}}; b_s)|^{2q-2}, \quad (153)
\]
where (153) follows since $(\frac{2}{q})^{1/q} \leq q!$.

We obtain (144) by setting $q = 2$ in (152). Furthermore, we obtain Proposition 10 using Lemma 1 with $c = 2$, $\tau = n \cdot 8 |Y|$, and $t = 3n$.

**APPENDIX B**

**Proofs of Auxiliary Results for the Linear Model**

**A. Proof of Proposition 7**

We again use Lemma 1 and we thus seek suitable values for $\tau$ and $c$. Throughout the proof, we consider the random variables $(X_{\text{spec}}, X_{\text{spec}}, Y)$ distributed according to (8), implicitly conditioning on $\beta_s = b_s$. From (55), we have $Z = Y - \sum_{i \in s} X_i b_i$ and a direct calculation gives
\[
P_Y|X_{\text{spec}}; x_{\text{spec}}, \beta_s(Y|X_{\text{spec}}; X_{\text{spec}}, b_s) = \phi(Z; 0, \sigma^2) \quad (154)
\]
\[
P_Y|X_{\text{spec}}; x_{\text{spec}}, \beta_s(Y|X_{\text{spec}}; X_{\text{spec}}, b_s) = \phi\left( \sum_{i \in s} X_i b_i + Z; 0, \sigma^2 + \sum_{i \in s} b_i^2 \right), \quad (155)
\]
where $\phi(\cdot; \mu, \sigma^2)$ is the $N(\mu, \sigma^2)$ density function. Substituting these into (21) gives
\[
i(X_{\text{spec}}; Y|X_{\text{spec}}; b_s) = I_{\text{spec}, \text{spec}}(b_s) - \frac{Z^2}{2\sigma^2}
\]
\[+ 2\left( \sigma^2 + \sum_{i \in s} b_i^2 \right)^2 \left( \sum_{i \in s} X_i b_i + Z \right)^2, \quad (156)
\]
where $I_{\text{spec}, \text{spec}}(b_s)$ is given in (56).

The mean of (156) is $I_{\text{spec}, \text{spec}}(b_s)$, and we will apply Lemma 1 with $W_i$ corresponding to the sum of the second and third terms on the right-hand side. We can write these in terms of independent $N(0, 1)$ random variables (denoted by $Z_1$ and $Z_2$) as follows:
\[
W = \frac{Z_1^2}{2} + \frac{1}{2\sigma^2 + \sigma_{\text{spec}}^2} \left( \sigma Z_1 + \sigma_{\text{spec}} Z_2 \right)^2
\]
\[+ \frac{\sigma_{\text{spec}}^2}{2\sigma^2 + \sigma_{\text{spec}}^2} \left( \sigma^2 Z_1^2 + \sigma_{\text{spec}}^2 Z_2^2 \right) \quad (157)
\]
\[= \frac{\sigma_{\text{spec}}^2}{2\sigma^2 + \sigma_{\text{spec}}^2} \left( \sigma_{\text{spec}} Z_1 + \sigma_{\text{spec}} Z_2 \right)^2 \quad (158)
\]
where we have used the definitions in the proposition statement, and (158) follows from simple manipulations. Defining $Z_{\text{max}} = \max\{|Z_1|, |Z_2|\}$, we have the following with probability one:
\[
|W| \leq \frac{\sigma_{\text{spec}}^2}{2\sigma^2 + \sigma_{\text{spec}}^2} \left( \sigma_{\text{spec}} Z_1 + \sigma_{\text{spec}} Z_2 \right)^2 \quad (159)
\]
\[= \frac{\sigma_{\text{spec}}^2}{2\sigma^2 + \sigma_{\text{spec}}^2} \left( \sigma_{\text{spec}} Z_1 + \sigma_{\text{spec}} Z_2 \right)^2 \quad (160)
\]
Since $\mathbb{E}[\hat{Z}_{\text{max}}^4] \leq \mathbb{E}[\hat{Z}_{\text{max}}^4] = 6$, we obtain
\[
\mathbb{E}[W^2] \leq 6 \left( \frac{\sigma_{\text{spec}}^2}{\sigma^2 + \sigma_{\text{spec}}^2} \right)^2. \quad (161)
\]
Similarly, we can bound the higher moments as follows:
\[
\mathbb{E}[W^q] \leq \left( \frac{\sigma_{\text{spec}}^2}{\sigma^2 + \sigma_{\text{spec}}^2} \right)^q \mathbb{E}[\hat{Z}_{\text{max}}^q] \quad (162)
\]
\[\leq \frac{2\sigma_{\text{spec}}^2}{\sigma^2 + \sigma_{\text{spec}}^2} \left( \sigma_{\text{spec}} Z_1 + \sigma_{\text{spec}} Z_2 \right)^q \quad (163)
\]
\[\leq 2 \left( \frac{2\sigma_{\text{spec}}^2}{\sigma^2 + \sigma_{\text{spec}}^2} \right)^q \quad (164)
\]
where (163) follows by the same argument as (160) and the fact that the $2q$-th moment of an $N(0, 1)$ random variable is $\frac{\sqrt{\pi}}{2} \Gamma(q + \frac{1}{2})$, and (164) follows since $\Gamma(q + \frac{1}{2}) \leq \sqrt{\pi} q!$.

Combining (161) and (164), we see that the random variables $W_i = i(X_{\text{spec}}; X_{\text{spec}}; b_s) - I_{\text{spec}, \text{spec}}(b_s)$ satisfy the conditions of Lemma 1, with $\tau = n \cdot 4\sigma_{\text{spec}}^2$ and $c = \sigma_{\text{spec}}^2$ (see (58)). We thus obtain the desired result from (148) by identifying $t = 3n$.
B. Proof of Proposition 2

Since $Y = X_s \beta_s + Z$, we have

$$I_0 = I(\beta_s; Y | X_s) = H(Y | X_s) - H(Y | X_s, \beta_s)$$

(165)

$$= H(X_s \beta_s + Z | X_s) - H(Z).$$

(166)

From [39] Ch. 9, we have $H(Z) = \frac{1}{2} \log(2\pi e\sigma^2)$ and $H(X_s \beta_s + Z | X_s) = \frac{1}{2} \log((2\pi e)^n \det(\sigma^2 I_n + \sigma_2^2 X_s X_s^T))$, where $I_n$ is the $n \times n$ identity matrix. Averaging the latter over $X_s$ and substituting these into (166) gives

$$I_0 = \frac{1}{2} \mathbb{E} \left[ \log \det \left( I_n + \frac{\sigma_2^2}{\sigma^2} X_s X_s^T \right) \right] = \frac{1}{2} \mathbb{E} \left[ \log \det \left( I_k + \frac{\sigma_2^2}{\sigma^2} X_s X_s^T \right) \right]$$

(167)

$$= \frac{1}{2} \mathbb{E} \left[ \log \det \left( I_k + \frac{\sigma_2^2}{\sigma^2} X_s X_s^T \right) \right] = \frac{1}{2} \mathbb{E} \left[ \log \left( 1 + \frac{\sigma_2^2}{\sigma^2} \lambda_i(X_s^T X_s) \right) \right]$$

(168)

$$\leq \frac{1}{2} \log \left( 1 + \frac{n \sigma_2^2}{\sigma^2} \right).$$

(169)

where (168) follows from the identity $\det(I + AB) = \det(I + BA)$, (169) follows by writing the determinant as a product of eigenvalues (denoted by $\lambda_i(\cdot)$), and (170) follows from Jensen’s inequality and the following calculation:

$$\frac{1}{k} \mathbb{E} \left[ \sum_{i=1}^{k} \lambda_i(X_s^T X_s) \right] = \frac{1}{k} \mathbb{E}[\text{Tr}(X_s^T X_s)] = \mathbb{E}[X_s^T X_s] = n.$$  

(171)

This concludes the proof of (166).

We now turn to the bounding of the variance. Again using the fact that $Y = X_s \beta_s + Z$, we have

$$\log \frac{P_{Y|X_s, \beta_s}(Y | X_s, \beta_s)}{P_{Y|X_s}(Y | X_s)} = \log \frac{P_{Y|X_s, \beta_s}(Y | X_s, \beta_s)}{P_Z(Z)} = I_0 - \frac{1}{2\sigma^2} Z^T Z$$

(172)

$$+ \frac{1}{2} (X_s \beta_s + Z)^T \left( \sigma^2 I + \frac{\sigma_2^2}{\sigma^2} X_s X_s^T \right)^{-1} (X_s \beta_s + Z),$$

(173)

where $P_Z$ is the density of $Z$, and (173) follows by a direct substitution of the densities $P_Z \sim N(0, \sigma^2 I)$ and $P_{Y|X_s, \beta_s}(Y | X_s) \sim N(0, \sigma^2 I + \sigma_2^2 X_s X_s^T)$, where $0$ is the zero vector. Observe now that $\frac{1}{2\sigma^2} Z^T Z$ is a sum of $n$ independent $\chi^2$ random variables with one degree of freedom (each having a variance of 2), and hence, the second term in (173) has a variance of $\frac{n}{2}$. Moreover, by writing $M^{-1} = (M^{-\frac{1}{2}})^T M^{-\frac{1}{2}}$ for the symmetric positive definite matrix $M = \sigma^2 I + \frac{\sigma_2^2}{\sigma^2} X_s X_s^T$, where $\cdot^{-\frac{1}{2}}$ denotes the positive definite matrix square root of the inverse, we find that the final term in (173) is distributed as a sum of $\chi^2$ variables when conditioned on any value of $X_s$, and hence, the same is true unconditionally. We therefore again obtain a variance of $\frac{n}{2}$, and (174) follows using the identity $\text{Var}[A + B] \leq \text{Var}[A] + \text{Var}[B] + 2 \text{max}\{\text{Var}[A], \text{Var}[B]\}$.

APPENDIX C

PROOFS OF AUXILIARY RESULTS FOR THE 1-BIT MODEL

We first write down the relevant probability distributions and information densities conditioned on a fixed value of $b_s$ of $\beta_s$. Under the model $Y = \text{sign}(\sum_{i \in s} X_i b_i + Z)$ with $X_i \sim N(0, 1)$ and $Z \sim N(0, \sigma^2)$, we have

$$P_{Y|X_s, \beta_s}(Y | x_s, b_s) = \mathbb{P} \left[ Z \geq - \sum_{i \in s} x_i b_i \right]$$

(174)

$$= Q \left( -\frac{1}{\sqrt{\sigma^2 + \sum_{i \in \text{sdiff}} b_i^2}} \right).$$

(175)

Similarly, for any partition of $s$ into $(s_{\text{diff}}, s_{\text{seq}})$, we can write $Y = \text{sign}(\sum_{i \in s_{\text{seq}}} X_i b_i + \sum_{i \in \text{sdiff}} X_i b_i + Z)$ and use the same steps to conclude that

$$P_{Y|X_s, \beta_s}(Y | x_s, b_s) = Q \left( -\frac{\sum_{i \in s_{\text{seq}}} x_i b_i + \sum_{i \in \text{sdiff}} b_i}{\sqrt{\sigma^2 + \sum_{i \in \text{sdiff}} b_i^2}} \right).$$

(176)

The corresponding probabilities for $y = 0$ are one minus these expressions, which amounts to multiplying the argument to the Q-function by $-1$. Substitution into (26) gives

$$P_{X_s, \beta_s}(X_s, \beta_s) = \log \frac{Q \left( -\frac{\sum_{i \in \text{seq}} x_i b_i}{\sqrt{\sigma^2 + \sum_{i \in \text{sdiff}} b_i^2}} \right)}{Q \left( -\frac{\sum_{i \in \text{seq}} x_i b_i}{\sqrt{\sigma^2 + \sum_{i \in \text{sdiff}} b_i^2}} \right)}$$

(177)

for $y \in \{-1, 1\}$.

Throughout this appendix, we will use the fact that the first two derivatives of the function

$$f(x) := H_2(Q(x))$$

are given by

$$f'(x) = \log \frac{1 - Q(x)}{Q(x)} - 1 \frac{1}{\sqrt{2\pi}} e^{-x^2}$$

(178)

$$f''(x) = - \frac{1}{2\pi} e^{-x^2}$$

(179)

$$+ \log \frac{1 - Q(x)}{Q(x)} - 1 \frac{1}{\sqrt{2\pi}} e^{-x^2}.$$  

A. Proof of Proposition 2

Part (i)

Recalling that the coefficients $X_i (i \in s)$ are i.i.d. on $N(0, 1)$, we directly obtain from (175) that

$$H(Y | X_s, \beta_s = b_s) = \mathbb{E} \left[ H_2 \left( Q \left( \frac{1}{\sigma} \sum_{i \in s} X_i b_i \right) \right) \right]$$

(180)

$$= \mathbb{E} \left[ H_2 \left( Q \left( W \left( \frac{1}{\sigma^2} \sum_{i \in s} b_i^2 \right) \right) \right) \right].$$

(181)

where $W \sim N(0, 1)$. By evaluating $H(Y | X_{s_{\text{seq}}}, \beta_s = b_s)$ similarly using (176) and taking the difference between the two, we obtain (75).
Again using the assumptions on convenience, we write this identity as the first order Taylor expansion that

\[ f(x) - f(0) = \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} x^n \]

for all \( x \in \mathbb{R} \). Substituting (183) into (185), we obtain

\[ \zeta b_k \]

by the assumptions \( k = \Theta(p) \) and \( b_{k0} = \Theta(\log p) \), it is easily verified by a Taylor expansion of the function \( f(z) = \frac{1}{1 + z^2} \) as \( z \to 0 \) that \( \sqrt{\frac{k-10b_k}{1+b_{k0}}} = \sqrt{b_{k0}^2 (1 - \frac{b_{k0}^2}{2} + o(b_{k0}^2))} \). For convenience, we write this identity as

\[ \sqrt{\frac{(k-1)b_{k0}}{1+b_{k0}}} = \sqrt{b_{k0}^2 (1 - \zeta b_{k0}^2)} \]

where \( \zeta \) is a constant depending on \( p \) such that \( \zeta \to \frac{1}{2} \). Substituting (186) into (185), we obtain

\[ I_1 = \mathbb{E}\left[H_2\left(Q\left(W\sqrt{\frac{k(b_{k0}^2 - 1)}{1+b_{k0}^2}}\right)\right) - H_2\left(Q\left(W\sqrt{b_{k0}^2}\right)\right)\right]. \]

The next step is to Taylor expand the function \( f(x) = H_2(Q(x)) \). For any \( x \) and \( \delta > 0 \), we have

\[ f(x - \delta) = f(x) + \frac{\delta}{\sqrt{2\pi}} \log \frac{1 - Q(x)}{Q(x)} e^{-\frac{x^2}{2}} + \frac{\delta^2}{2} f''(x - \delta_0) \]

for some \( \delta_0 \in [0, \delta] \), where the middle term follows from (179). Next, we claim that \( f'' \) in (180) is bounded as follows:

\[ |f''(x)| \leq \frac{2}{\sqrt{2\pi}} (1 + |x|) e^{-\frac{x^2}{2}} + \frac{|x|^3}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}. \]

In the case that \( x \geq 0 \), this is seen by applying \( Q(x) \geq \frac{1}{\sqrt{2\pi(1+x)}} e^{-\frac{x^2}{2}} \) and \( 1 - Q(x) \geq \frac{1}{2} \) to obtain the first term, and applying \( Q(x) \leq e^{-x^2} \) (and hence \( \log \frac{1 - Q(x)}{Q(x)} = \log \left( \frac{1}{Q(x)} - 1 \right) \leq x^2 \)) to obtain the second term (e.g., see [48] for bounds on the \( Q \)-function). The case \( x < 0 \) follows since (180) is symmetric about zero. Substituting (188) into (187) with the identifications \( x = W\sqrt{kb_0} \) and \( \delta = W\sqrt{kb_0} \delta_0 \), we can write

\[ T_1 - T_2 - T_3 \leq I_1 + T_2 + T_3, \]

(190) where

\[ T_1 := (\zeta b_{k0}^2)^2 \mathbb{E}\left[\frac{W\sqrt{kb_0}^2}{2\pi} \log \frac{1 - Q(W\sqrt{kb_0}^2)}{Q(W\sqrt{kb_0}^2)} e^{-\frac{w^2b_{k0}^2}{4}}\right] \]

(191)

\[ T_2 := (\zeta b_{k0}^2)^2 \mathbb{E}\left[\frac{W^2kb_0^2}{2\pi} (1 + |W|\sqrt{kb_0}) e^{-\frac{w^2b_{k0}^2}{4}} (1 - \zeta b_{k0}^2)^2\right] \]

(192)

\[ T_3 := (\zeta b_{k0}^2)^2 \mathbb{E}\left[\frac{W^2kb_0^2}{2\pi} |W|^3(b_{k0}^2)^3 e^{-\frac{w^2b_{k0}^2}{4}} (1 - \zeta b_{k0}^2)^2\right] \]

(193)

and where for \( T_2 \) and \( T_3 \) we used the fact that \( \delta_0 \in [0, \delta] \) in (188) to upper bound the corresponding terms by the value at \( \delta_0 = 0 \) or \( \delta_0 = \delta \).

We will complete the proof by showing that \( T_1 \) behaves as (77) (with \( \sigma^2 = 1 \)), and that \( T_2 \) and \( T_3 \) behave as \( o(\log p) \). Letting \( \phi(\cdot) \) denote the standard normal PDF, we have

\[ T_1 = \frac{\zeta b_{k0}^2}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \phi(w) w \sqrt{kb_0} \log \frac{1 - Q(w\sqrt{kb_0}^2)}{Q(w\sqrt{kb_0}^2)} e^{-\frac{w^2b_{k0}^2}{4}} \int_{-\infty}^{w} \frac{1 - Q(t)}{Q(t)} e^{-\frac{t^2}{2}} dt \]

(194)

\[ = \frac{\zeta b_{k0}^2}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \phi\left(\frac{t}{\sqrt{kb_0}}\right) t log \frac{1 - Q(t)}{Q(t)} e^{-\frac{t^2}{2}} \sqrt{kb_0^2} dt \]

(195)

\[ = \frac{\zeta b_{k0}^2}{2\sqrt{2\pi}kb_0} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} (1 + \frac{1}{kb_0^2}) t log \frac{1 - Q(t)}{Q(t)} \]

(196)

\[ = \frac{\zeta b_{k0}^2}{\sqrt{2\pi}kb_0} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi} kb_0} \int_{-\infty}^{\infty} t log \frac{1 - Q(t)}{Q(t)} \]

(197)

\[ = \frac{1}{2} \log \frac{1 - Q(W)}{Q(W)} (1 + o(1)), \]

(198)
where, overloading the notation from part (iii), we define

\[ T_1 := \int f_{\text{diff}}(w_{\text{diff}}) f_{\text{eq}}(w_{\text{eq}}) Q(w_{\text{diff}} + w_{\text{eq}}) \]
\[ \times \left( \frac{\phi(w_{\text{diff}} + w_{\text{eq}})}{Q(w_{\text{diff}} + w_{\text{eq}})} \right)^2 \left( |w_{\text{diff}}| + (1 - \tau)|w_{\text{eq}}| \right)^2 \, dw_{\text{diff}} \, dw_{\text{eq}} \]
\[ T_2 := \int f_{\text{diff}}(w_{\text{diff}}) f_{\text{eq}}(w_{\text{eq}}) Q(w_{\text{diff}} + w_{\text{eq}}) \]
\[ \times \left( \frac{\phi(w_{\text{eq}})}{Q(\tau w_{\text{eq}})} \right)^2 \left( |w_{\text{diff}}| + (1 - \tau)|w_{\text{eq}}| \right)^2 \, dw_{\text{diff}} \, dw_{\text{eq}} \]

with \( f_{\text{diff}} \) and \( f_{\text{eq}} \) denoting the densities of \( W_{\text{diff}} \) and \( W_{\text{eq}} \). The function \( Q(x) \left( \frac{\phi(x)}{Q(x)} \right)^2 \) lies between 0 and \( \frac{1}{2} \), and hence \( T_1 \leq \frac{1}{2} \mathbb{E} \left[ \left( |W_{\text{diff}}| + (1 - \tau)|W_{\text{eq}}| \right)^2 \right] \), yielding

\[ T_1 = O(\mathbb{E}[W_{\text{diff}}]^2 + (1 - \tau)^2 \mathbb{E}[W_{\text{eq}}]^2). \]

We will further simplify this expression below, but we first bound \( T_2 \), which requires more effort.

We split the integral over \( \mathbb{R}^2 \) in (207) according to whether \( |w_{\text{diff}}| \leq \frac{1}{2} |w_{\text{eq}}| \) or \( |w_{\text{diff}}| > \frac{1}{2} |w_{\text{eq}}| \); the resulting expressions are denoted by \( T_{1,1} \) and \( T_{1,2} \) respectively. In each case, we use the following standard bounds on the Q-function (e.g., see [48]):

\[ \frac{\phi(\tau w_{\text{eq}})}{Q(\tau w_{\text{eq}})} \leq \begin{cases} 1 + \tau w_{\text{eq}} & w_{\text{eq}} \geq 0 \\ 1 & w_{\text{eq}} < 0 \end{cases} \]
\[ Q(w_{\text{diff}} + w_{\text{eq}}) \leq \begin{cases} 1 & w_{\text{diff}} + w_{\text{eq}} \geq 0 \\ \frac{1}{2} e^{-\frac{(w_{\text{diff}} + w_{\text{eq}})^2}{2}} & w_{\text{diff}} + w_{\text{eq}} < 0 \end{cases} \]

To bound \( T_{1,1} \), we note that the condition \( |w_{\text{diff}}| \leq \frac{1}{2} |w_{\text{eq}}| \) implies that \( \text{sign}(w_{\text{diff}} + w_{\text{eq}}) = \text{sign}(w_{\text{eq}}) \), and hence only two of the four combinations of the cases in (209) (210) can occur. When \( w_{\text{eq}} < 0 \), we can use the second of each of these cases to upper bound the integrand in (207) by \( f_{\text{diff}}(w_{\text{diff}}) f_{\text{eq}}(w_{\text{eq}}) \left( |w_{\text{diff}}| + (1 - \tau)|w_{\text{eq}}| \right)^2 \). On the other hand, when \( w_{\text{eq}} \geq 0 \) we can use the first of each of the cases to upper bound the integrand by

\[ f_{\text{diff}}(w_{\text{diff}}) f_{\text{eq}}(w_{\text{eq}}) \frac{1}{2} e^{-\frac{(w_{\text{diff}} + w_{\text{eq}})^2}{2}} \times (1 + \tau |w_{\text{eq}}|)^2 \left( |w_{\text{diff}}| + (1 - \tau)|w_{\text{eq}}| \right)^2. \]

Again using the condition \( |w_{\text{diff}}| \leq \frac{1}{2} |w_{\text{eq}}| \), we find that \( e^{-\frac{(w_{\text{diff}} + w_{\text{eq}})^2}{2}} \leq e^{-\frac{1}{2} |w_{\text{eq}}|^2} \). Since \( \tau \leq 1 \) by its definition following (200), it follows that \( e^{-\frac{1}{2} |w_{\text{eq}}|^2} (1 + \tau |w_{\text{eq}}|)^2 \) is upper bounded by a universal constant, and we are again left only with \( f_{\text{diff}}(w_{\text{diff}}) f_{\text{eq}}(w_{\text{eq}}) \left( |w_{\text{diff}}| + (1 - \tau)|w_{\text{eq}}| \right)^2 \). Combining the two cases, we conclude that

\[ T_{2,1} = O(\mathbb{E}[W_{\text{diff}}]^2 + (1 - \tau)^2 \mathbb{E}[W_{\text{eq}}]^2). \]
To upper bound $T_{2,2}$, we upper bound the integrand in (207) by

$$f_{\text{diff}}(w_{\text{diff}})f_{\text{eq}}(w_{\text{eq}})(1 + \tau |w_{\text{eq}}|)^2(|w_{\text{diff}}| + (1 - \tau)|w_{\text{eq}}|)^2$$

$$\leq f_{\text{diff}}(w_{\text{diff}})f_{\text{eq}}(w_{\text{eq}})(1 + 2|w_{\text{diff}}|)^2(3|w_{\text{diff}}|)^2,$$

where (213) follows by taking the higher of the two cases in both (209) and (210), and (214) follows since $|w_{\text{diff}}| > \frac{1}{2}|w_{\text{eq}}|$ and $\tau \in [0, 1]$. It follows that

$$T_{2,2} = O\left(\mathbb{E}[W_{\text{diff}}^2] + \mathbb{E}[W_{\text{diff}}^4]\right).$$

We now observe that the first two terms in (79) account for all of the terms in (208), (212) and (215) except for $(1 - \tau)^2\mathbb{E}[W_{\text{eq}}^2]$. Recalling that $\tau = \frac{1}{1 + \sum_{\ell \in \mathcal{S}_{\text{diff}}} b_\ell^2}$, we see that $(1 - \tau)^2 = \Theta(1)$ whenever $\sum_{\ell \in \mathcal{S}_{\text{diff}}} b_\ell^2 \leq \Omega(1)$, whereas a Taylor expansion yields $(1 - \tau)^2 = \Theta((\sum_{\ell \in \mathcal{S}_{\text{diff}}} b_\ell^2)^2)$ whenever $\sum_{\ell \in \mathcal{S}_{\text{diff}}} b_\ell^2 = o(1)$. Combining these cases, we obtain the third term in (79); recall that $\sigma^2 = 1$ throughout this proof.

**APPENDIX D**

**Proofs of Auxiliary Results for Noiseless Group Testing**

**A. Proof of Proposition 8**

As stated in [2] Eq. (36), we have $I_\ell = (1 - \frac{\nu}{k})^{k-\ell}H_2(\frac{\nu}{k})$, where $H_2(p)$ is the binary entropy function. For $k \to \infty$ and $\frac{\ell}{k} \to \alpha$, we immediately obtain (97) using the limits $(1 - \frac{\nu}{k})^{k-\ell} \to e^{-(1-\alpha)\nu}$ and $(1 - \frac{\nu}{k})^\ell \to e^{-\alpha
u}$, along with the continuity of the binary entropy function. In the case that $\frac{\ell}{k} \to 0$, the analogous limits are $(1 - \frac{\nu}{k})^{k-\ell} \to e^{-\nu}$ and $(1 - \frac{\nu}{k})^\ell \to 1 - \frac{\nu}{k}(1 + o(1))$, and we obtain (100) using the fact that $H_2(1 - \epsilon) = (-\epsilon \log \epsilon)(1 + o(1))$ as $\epsilon \to 0$. Note also that $\log \frac{\ell}{k} = \frac{\log k}{k}(1 + o(1))$ since $\frac{\ell}{k} \to \infty$.

**B. Proof of Proposition 7**

We begin by evaluating the information density in (21); for brevity, we write $\nu := \nu(X_{\text{diff}}; Y|X_{\text{eq}}, b_\ell)$ and $\nu_{\ell} := \nu(X_{\text{diff}}; Y|X_{\text{eq}}, b_\ell)$, and we are considering the noiseless case, we obtain the following:

1. We have $X_{\text{eq}} \neq 0$ with probability $1 - (1 - \frac{\nu}{k})^{k-\ell} = (1 - e^{-\nu})(1 + o(1))$, and in this case we have $\ell \to 0$.
2. Given $X_{\text{eq}} = 0$, we have $X_{\text{diff}} \neq 0$ with probability $1 - (1 - \frac{\nu}{k})^\ell = \ell \nu = \frac{\nu}{k}(1 + o(1))$, and in this case we have $\nu \nu_{\ell} = \log \frac{1 - (1 - \frac{\nu}{k})^{k-\ell}}{1 - (1 - \frac{\nu}{k})^\ell} = (1 + o(1))$.
3. Given $X_{\text{eq}} = 0$, we have $X_{\text{diff}} = 0$ with probability $1 - \frac{\nu}{k}^\ell = 1 + o(1)$, and in this case we have $\nu_{\ell} = \log \frac{1 - \nu}{1 - \frac{\nu}{k}} = \frac{\nu}{k}(1 + o(1))$.

The asymptotic identities given here follow from the assumption $\ell = o(k)$, along with standard Taylor expansions.

Let $N_0$ (respectively, $N_1$) be the random number of measurements such that $X_{\text{eq}} = 0$ and $X_{\text{diff}} = 0$ (respectively, $X_{\text{eq}} = 0$ and $X_{\text{diff}} \neq 0$). For any $\epsilon_1 \in (0, 1)$, the above observations imply the following with probability one when $p$ is sufficiently large:

$$\nu_{\ell} \geq N_1 \left(\log \frac{k}{\ell}\right)(1 - \epsilon_1) + N_0 \nu \frac{\ell}{k}(1 - \epsilon_1)$$

$$\geq N_1 \left(\log \frac{k}{\ell}\right)(1 - \epsilon_1).$$

We also have from (96) that $I_\ell \leq \left(e^{-\nu} \frac{\ell}{k}(1 + o(1))\right)$ for sufficiently large $p$. Combining these, we conclude that

$$N_1 > \frac{1 + \epsilon_1}{1 - \epsilon_1} e^{-\nu} \frac{\ell}{k}(1 - \delta_2) \implies \nu_{\ell} > nI_\ell(1 - \delta_2).$$

By considering the contrapositive statement, we have for any $\epsilon_2 > 0$ and sufficiently large $p$ that

$$\mathbb{P}\left[I^*(X_{\text{diff}}; Y|X_{\text{eq}}, b_\ell) \leq nI_\ell(1 - \delta_2)\right]$$

$$\leq \mathbb{P}\left[N_1 \leq n e^{-\nu} \frac{\ell}{k}(1 - \delta_2) + (1 + o(1))\right].$$

By the observations at the start of this subsection, we have $N_1 \sim \text{Binomial}(n, q)$ with $q = e^{-\nu} \frac{\ell}{k}(1 + o(1))$. We can thus further upper bound the right-hand of (219) by

$$\mathbb{P}\left[N_1 \leq n\epsilon_3(1 - \delta_2(1 - \epsilon_3))\right]$$

for any $\epsilon_3 \in (0, 1)$ and sufficiently large $p$; here we have used the fact that $(1 - \delta_2)(1 + o(1)) = (1 - \delta_2(1 + o(1)))$, since $\delta_2$ is fixed. It follows from a standard Chernoff-based tail bound for Binomial random variables (e.g., see [49] Sec. 4.1) that

$$\mathbb{P}\left[I^*(X_{\text{diff}}; Y|X_{\text{eq}}, b_\ell) \leq nI_\ell(1 - \delta_2)\right]$$

$$\leq e^{-nq\left((1 - \delta_2(1 - \epsilon_3))\log\left(1 - (1 - \epsilon_3)(1 - \delta_2)\right)\right)}.$$ (221)

The proof is concluded by substituting $q = e^{-\nu} \frac{\ell}{k}(1 + o(1))$ and noting that $\epsilon_3$ may be arbitrarily small.

**C. Proof of Proposition 5**

For the first part, we write $\sum_{\ell = 1}^{n \log k} \binom{n \log k}{\ell} \psi_\ell(n, \delta_2^{(1)}) =: T_1 + T_2$, where $T_1$ sums the terms from $1$ to $\lfloor k \log k \rfloor$, and $T_2$ sums the terms from $\lfloor k \log k \rfloor + 1$ to $\lfloor k \log k \rfloor$. For each of these, we upper bound the summation by the number of terms times the maximum term.

For $T_1$, there are at most $k \log k$ terms, and we apply (99), with $\delta_2, \ell = \delta_2^{(1)}$. The term $(1 - \delta_2^{(1)}) \log(1 - \delta_2^{(1)}) + \delta_2^{(1)}$ can be made arbitrarily close to one by choosing $\delta_2^{(1)}$ to be sufficiently close to one. Writing $\log \binom{n \log k}{\ell} = (\ell \log \frac{n \log k}{\ell})(1 + o(1))$ and performing some simple rearrangements, we obtain the following condition for $T_1 \to 0$:

$$n \geq \max_{\ell} k \log \frac{n \log k}{\ell} + 1 + \log \log k$$

$$\frac{1}{e^{-\nu} \frac{\ell}{k}}(1 + \eta_1),$$ (222)

where $\eta_1$ may be arbitrarily small. Note that $\log k$ arises as the logarithm of the number of terms in the summation.
We obtain (101) by noting that this bound is minimized at \( \ell = 1 \) and writing \( k \log k = \left( \frac{1}{n} k \log \frac{k}{\ell} \right) (1 + o(1)) \), which follows from \( k = \Theta(p^n) \).

For \( T_2 \), a similar argument yields (222) with \( \frac{1}{\ell} \log k \) in place of \( \frac{1}{\ell} \log k \); this follows by upper bounding the number of terms in the summation by \( k \). Since \( \ell \geq \log k \), we have \( \frac{1}{\ell} \log k = O(1) \), and we conclude that \( T_2 \to 0 \) provided that (101) holds.

Finally, for the second part of the proposition, we substitute (100). By an analogous argument to that leading to (222), along with the scaling laws of \( I_\ell \) in (96)–(97), it is readily verified that it suffices that \( n = \Omega(\max(1, \frac{\ell \log k}{1 + (\frac{k}{\ell} \log k)^2})) \) with a sufficiently large implied constant. Using the fact that \( \ell > \frac{1}{\log k} \) for this part, this reduces to \( \Omega(k \log k) \). Thus, any \( \Omega(k \log k) \) scaling suffices, and the proof is concluded by noting that \( \log k = \Theta(\log \frac{p}{\ell}) \).

**APPENDIX E**

**Noisy Group Testing**

Here we provide the relevant details for noisy group testing, leading to Corollary [7]. We focus our attention on the parts that differ from the noiseless case. Throughout the appendix, we use the notation \( q_1 * q_2 := q_1 q_2 + (1 - q_1)(1 - q_2) \). We work with an arbitrary Bernoulli distribution \( P_X \sim \text{Bernoulli}(\frac{\ell}{k}) \) to begin, and later substitute \( \nu = \log 2 \).

Before proceeding, we analyze the values taken by the information density \( \xi_k := I(X_{\mathsf{rel}}; Y|X_{\mathsf{seq}}) = \xi(X_{\mathsf{rel}}; Y|X_{\mathsf{seq}}, b_k) \) (with \( \ell = |s_{\mathsf{rel}}| \)) given in (21), under the model in (108):

1. We have \( X_{\mathsf{seq}} \neq 0 \) with probability \( 1 - (1 - \frac{\ell}{k})^{k-\ell} \), and in this case we have \( \tau_k = 0 \).

2. Given \( X_{\mathsf{seq}} = 0 \), we have the following, where we define \( \xi := (1 - \frac{\ell}{k})^{\ell} \):
   - \( X_{\mathsf{rel}} = 0 \) with probability \( 1 - \rho(1 - \xi) \), yielding \( \tau_k = \log \frac{1 - \rho}{1 - \rho(1 - \xi)} \).
   - \( X_{\mathsf{rel}} = 0 \) with probability \( \rho(1 - \xi) \), yielding \( \tau_k = \log \frac{1 - \rho}{\rho(1 - \xi)} \).
   - \( X_{\mathsf{rel}} = 0 \) with probability \( \rho(1 - \xi) \), yielding \( \tau_k = \log \frac{1 - \rho}{\rho(1 - \xi)} \).
   - \( X_{\mathsf{rel}} = 0 \) with probability \( \rho(1 - \xi) \), yielding \( \tau_k = \log \frac{1 - \rho}{\rho(1 - \xi)} \).

In the case that \( \ell = o(k) \), we can write \( \xi = 1 - \frac{\ell}{k} (1 + o(1)) \), yielding the following simplifications:

1. The preceding four probabilities behave as \( (1 - \rho)(1 - \frac{\ell}{k} (1 + o(1))) ; \rho(1 - \frac{\ell}{k} (1 + o(1))) ; \rho(1 - \frac{\ell}{k} (1 + o(1))) ; \rho(1 - \frac{\ell}{k} (1 + o(1))) \), and \( (1 - \rho) \frac{\ell}{k} (1 + o(1)) \).

2. The corresponding information densities behave as \( \frac{1 - 2 \rho}{1 - \rho} \frac{\ell}{k} (1 + o(1)) ; \frac{1 - 2 \rho}{1 - \rho} \frac{\ell}{k} (1 + o(1)) ; \frac{1 - 2 \rho}{1 - \rho} \frac{\ell}{k} (1 + o(1)) ; \frac{1 - 2 \rho}{1 - \rho} \frac{\ell}{k} (1 + o(1)) \).

For example, the first of these follows by writing \( \log \frac{1 - \rho}{1 - \rho(1 - \frac{\ell}{k})^{k-\ell}} \log \frac{1 - \rho}{1 - \rho(1 - \frac{\ell}{k})^{k-\ell} + \frac{\ell}{k}} \), dividing the numerator and denominator by \( 1 - \rho \), and Taylor expanding the logarithm.

**A. Analogs of Propositions [6–5]**

The analog of Proposition 6 is as follows.

**Proposition 11.** Under the noisy group testing setup in Section IV-E, consider arbitrary sequences of sparsity levels \( k \to \infty \) and \( \ell \in \{1, \ldots, k\} \) (both indexed by \( \nu \)). If \( \frac{1}{\nu} = o(1) \), then

\[
I_\ell = \left( e^{-\nu} \frac{\ell}{k} (1 - 2\rho) \log \frac{1 - \rho}{\rho} \right) (1 + o(1)).
\]

Moreover, if \( \frac{1}{\nu} \to \alpha \in (0, 1] \), then

\[
I_\ell = e^{-(1 - \alpha)\nu} \left( H_2(e^{-\alpha\nu} \rho) - H_2(\rho) \right) (1 + o(1)).
\]

**Proof:** We obtain (223) by recalling that the mutual information is the average of the information density, and applying the above-given asymptotic expansions, along with \( 1 - (1 - \frac{\ell}{k})^{k-\ell} \to e^{-\nu} \).

To prove (224), we write \( I(X_{\mathsf{rel}}; Y|X_{\mathsf{seq}}) = H(Y|X_{\mathsf{seq}}) - H(Y|X_{\mathsf{seq}}, X_{\mathsf{rel}}) \). The system model (108) immediately gives \( H(Y|X_{\mathsf{seq}}, X_{\mathsf{rel}}) = H_2(\rho) \). Moreover, a direct calculation reveals that \( H(Y|X_{\mathsf{seq}} = x_{\mathsf{seq}}) \) equals \( H_2(\rho) \) if \( x_{\mathsf{seq}} \) has an entry equal to one, and \( H_2(\xi \star \rho) \) otherwise, where we again write \( \xi := (1 - \frac{\ell}{k})^{\ell} \).

As in the noiseless case, we use Proposition 10 to characterize \( \psi_\ell \) for \( \ell > |\log k| \), and \( \psi'_\ell \) for \( \ell = k \).

**Proposition 12.** Under the noisy group testing setup in Section IV-E, consider sequences \( k \to \infty \) and \( \ell \), indexed by \( p \), such that \( \frac{\ell}{k} \to 0 \). For any \( \epsilon > 0 \) and \( \delta_2 > 0 \) not depending on \( p \), the following holds for sufficiently large \( p \):

\[
\mathbb{P}\left[ I(X_{\mathsf{rel}}; Y|X_{\mathsf{seq}}, b_k) \leq n I_\ell (1 - \delta_2) \right] 
\leq \exp \left( -n \frac{\ell}{k} e^{-\nu} \left( \frac{\delta_2^2 (1 - 2\rho)^2}{2(1 + \frac{\ell}{k})} \right) (1 - \epsilon) \right),
\]

for all \( (s_{\mathsf{rel}}, s_{\mathsf{seq}}) \) with \( |s_{\mathsf{rel}}| = |s_{\mathsf{seq}}| \).

**Proof:** We make use of the asymptotic identities for \( I_\ell \) at the start of this appendix. We first note that by simple averaging analogous to that used to obtain (223), we have \( \nu := \mathbb{E}[I_\ell] = e^{-\nu} \frac{\ell}{k} (1 + o(1)) \). Moreover, we have \( I_\ell \leq \log \frac{1 - \rho}{\rho} (1 + o(1)) \) with probability one. Using the form of Bernstein’s inequality based on Bennett’s inequality [38] Sec. 2.7, we have \( \mathbb{P}[|v| \leq n (I_\ell - \delta)] \exp \left( -n \frac{\ell}{k} \frac{\delta_2^2 (1 - 2\rho)^2}{2(1 + \frac{\ell}{k})} \right) \), where \( M \) is any almost-sure upper bound on \( \delta_2 \). Setting \( \delta = \delta_2 I_\ell \), substituting (223) and the preceding expressions for \( \nu \) and \( M \), and canceling the common terms in the numerator and denominator, we obtain (223).

Letting \( \psi_\ell = \log \left( \frac{1 - \rho}{\rho} \right) \frac{\ell}{k} (1 + o(1)) \), while being the same as in (100) for \( \ell > |\log k| \), we obtain the following.
Proposition 13. Let $k = \Theta(p^\theta)$ for some $\theta \in (0, 1)$.

(i) For any $\eta > 0$ and $\delta_2 \in (0, 1)$, there exists a choice of $\epsilon > 0$ in (224) such that
\[
\sum_{t=1}^n \left( \frac{1}{n} \right) \psi(n, \delta_2) \to 0 \text{ provided } n \geq \frac{1 + \frac{\epsilon}{\eta} \delta_2 (1 - 2p)}{\epsilon \nu \delta_2^2 (1 - 2p)^2} \left( k \log \frac{p}{k} \right) (1 + \eta). \tag{226}
\]

(ii) For any $\delta_2 \in (0, 1)$, we have
\[
\sum_{t=1}^n \left( \frac{k}{n} \right) \psi(n, \delta_2) \to 0 \text{ provided that } n = \Omega(k \log \frac{p}{k}).
\]

Proof: The proof is nearly identical to that of Proposition 8 except that (225) is used in place of (227) and $\delta_2$ is kept arbitrary in the first part.

Note that the choices of $\delta_2$ in the two cases above need not coincide; see Remark 2

B. Remaining Details in the Proof of Corollary 7

Recall that we have set $\nu = \log 2$, and thus the first term in (110) follows from (226).

Next, we consider the condition in (37) with $\ell = \delta_{\text{diff}} \leq \left\lfloor \frac{k}{\log k} \right\rfloor$. Setting $\gamma = 0$, letting $\delta_1 \to 0$ sufficiently slowly, applying Stirling’s approximation, and substituting (223), we obtain the condition
\[
n \geq \frac{k \log p}{\ell} + 2k \log k + 2 \frac{k}{\log k} \log k \left( 1 + o(1) \right). \tag{227}
\]

This is maximized for $\ell = 1$, yielding the second term in (110) upon writing $k \log k = \frac{\log 2}{\epsilon} \left( k \log \frac{p}{k} \right) (1 + o(1))$ and $k \log p = \frac{1}{\ell} \left( k \log \frac{p}{k} \right) (1 + o(1))$ (since $k = \Theta(p^\theta)$).

Finally, we consider (37) with $\ell > \left\lfloor \frac{k}{\log k} \right\rfloor$. In this case, the numerator is dominated by the first term, and for the case that $\ell \to \alpha \in (0, 1)$, we obtain the condition
\[
n \geq \frac{\alpha k \log \frac{p}{k}}{\epsilon (1 - \nu) \nu (H_2(e^{-\alpha \nu} \star \rho) - H_2(\rho))(1 - \delta_2)} \tag{228}
\]

where we have used (224). For the case that $\ell \to \alpha$ with $\ell > \left\lfloor \frac{k}{\log k} \right\rfloor$, we obtain a condition of the form (227) where only the first term of the numerator is kept. Such a condition is clearly dominated by (227).

Using the result in [11] Thm. 3a) in the limiting case that the number of defective items grows large, we have for the worst-case choice of $\alpha \in [0, 1]$ and an optimized choice of $\nu > 0$ that the minimax threshold resulting from (228) is obtained with $\alpha = 1$ and $\nu = \log 2$. Substituting these values yields the second term in (109).

C. An Auxiliary Result for Comparing the Terms

The following result allows us to compare the terms appearing in the achievability part of Corollary 7

Proposition 14. For all $\rho \in (0, 0.5)$, we have
\[
(1 - 2p) \log \frac{1 - \rho}{\rho} \geq 4 \left( \log 2 - H_2(\rho) \right). \tag{229}
\]

Proof: By some simple manipulations, the left-hand side can be written as $\log \frac{1}{\rho (1 - \rho)} - 2H_2(\rho)$, and we may thus equivalently prove that $\log \frac{1}{\rho (1 - \rho)} + 2H_2(\rho) \geq 4 \log 2$. This, in turn, can be verified by showing that the minimum of the function $\log \frac{1}{\rho (1 - \rho)} + 2H_2(\rho)$ occurs at $\rho = 0.5$, i.e., the point about which it is symmetric.
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