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Abstract—Tracking-by-detection is a very popular framework for single object tracking which attempts to search the target object within a local search window for each frame. Although such local search mechanism works well on simple videos, however, it makes the trackers sensitive to extremely challenging scenarios, such as heavy occlusion and fast motion. In this paper, we propose a novel and general target-aware attention mechanism (termed TANet) and integrate it with tracking-by-detection framework to conduct joint local and global search for robust tracking. Specifically, we extract the features of target object patch and continuous video frames, then we concatenate and feed them into a decoder network to generate target-aware global attention maps. More importantly, we resort to adversarial training for better attention prediction. The appearance and motion discriminator networks are designed to ensure its consistency in spatial and temporal views. In the tracking procedure, we integrate the target-aware attention with multiple trackers by exploring candidate search regions for robust tracking. Extensive experiments on both short-term and long-term tracking benchmark datasets all validated the effectiveness of our algorithm. The project page of this paper can be found at https://sites.google.com/view/globalattentiontracking/home/extend.
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I. INTRODUCTION

VISUAL tracking is to estimate the states of target object in sequential video frames, given the initial bounding box. It is one of the most important research topics in the computer vision community and has many practical applications such as autonomous driving, visual surveillance, and robotic. Many trackers are proposed in recent years, but visual tracking still faces many challenges including heavy occlusion, abrupt changing, and large deformation, etc. How to achieve robust and accurate tracking in challenging scenarios is still an open problem.

As is known to all, many trackers are developed based on the tracking-by-detection framework [1]–[11] and achieve good results on simple videos. However, their performance is still unsatisfying in challenging scenarios. Take this question in mind, we begin to revisit the tracking-by-detection framework and find the following procedures may be the key issues that lead to model drift. Firstly, they simply set a local search window using temporal information. The validation of this assumption is that the motion of the target object between continuous two frames is relatively small. We think this may not hold in practical tracking scenarios, especially when fast motion, heavy occlusion, deformation occurred. Therefore, these trackers always lose the target in extremely challenging frames. And it is difficult to re-track the target since the searching window is already invalid for sampling target candidates. Secondly, they first estimate the target location using a fixed scale and then determine the scale of the target at the estimated center location. Such approaches heavily rely on the object location and their performance could be easily disturbed when the location is unreliable. Moreover, fewer sampled scales may exclude the true state of the target, while more sampled scales will introduce high computational cost. Such local search strategy works well on simple videos, however, they still suffer from the aforementioned challenging factors, even deeper and wider networks adopted [1], [12], [13]. Surprisingly, seldom of previous works argue the local search strategy of the tracking-by-detection framework.

The aforementioned analysis inspires us to begin to think can we design a novel search scheme for visual tracking? One intuitive approach is to conduct global search with RPN-based method [14], however, only global search based trackers will be easily influenced by similar objects. Another idea is to jointly utilize the local and global search for tracking as [15]–[17] does. However, the edge-based feature used in [15] is still unreliable when the background is clutter which further limits their tracking performance. The authors of [16], [17] attempt to conduct global tracking in a sliding window manner which will be time-consuming. Therefore, how to mine the candidate search regions which most related to the target object is the key insight for joint local and global search strategy.

Inspired by the recent progress of semantic segmentation [18], [19], in this paper, we propose a novel and general target-aware attention learning approach to achieve global search under the tracking-by-detection framework. As shown in Fig. 2, our Target-aware Attention Network (named as TANet) takes several consecutive video frames and the target object as inputs and generates corresponding attention maps as output. In particular, we input consecutive frames as the input of 3D CNN to capture motion information, and current frame into 2D CNN to learn the appearance information. More importantly, we integrate the initialized target object in
the first frame into the learning framework for target-specific feature learning. These features will be concatenated and fed into a decoder network to generate corresponding attention maps. The proposed TANet can be trained with pixel-wise classification loss which is widely used in segmentation related tasks [20], [21]. Although it can provide us a good result, however, it is designed for per-pixel category prediction, as noted in [22], and it has the following two shortcomings: 1). the pixel-wise classification loss function may lead to local inconsistency, because it merely penalizes the false prediction on every pixel without explicitly modeling the correlation among adjacent pixels; 2). the pixel-wise classification may lead to semantic inconsistency in the global attention map. As shown in Fig. 1 (right sub-figure), the attention maps generated by binary cross-entropy loss function only are easier affected by background clutter.

To handle the inconsistency problems, a recent works resort to adversarial network [23], [24] due to the adversarial loss judge whether a given attention map is real or fake by joint configuration of many label variables, and enforce higher-level consistency. And many works adopt the routine of combining the cross-entropy loss with an adversarial loss to produce the label maps closer to the ground truth [22], [25]–[27]. In our conference paper [28], we follow this setting to train our generator and get better attention maps for robust tracking. Meanwhile, we find that the predicted attention map is not always consistent between continuous video frames. Such inconsistent attention will bring us jumping candidate proposals which may hurt the tracking performance. In this paper, we intuitively design a motion discriminator to address the inconsistency issue by conducting adversarial training in the motion view. Experimental results demonstrate that our proposed TANet can significantly boost the tracking results of multiple trackers on multiple benchmark datasets.

Generally speaking, the highlights of our work can be concluded as follows:

- **Flexible**: Our proposed target-aware attention is a flexible global search module for single object tracking. As a plug and play module, it can be integrated with many existing trackers as validated in our experiments.

- **Effective**: In our experiments, we conduct extensive experiments on six large-scale tracking datasets, including short-term and long-term datasets. These results demonstrate that our attention is effective for both short-term and long-term tracking tasks.

- **Efficient**: Our attention model only costs 0.18 seconds for each image and can be used selectively when encountering challenging factors. For instance, when integrating TANet with SiamRPN++, it still can running at 35 and 134 FPS if the ResNet-50 and AlexNet are used as the backbone, respectively. Therefore, the overall efficiency of tracking can be ensured, meanwhile the overall performance can be significantly improved.

To sum up, we draw the contributions of this paper as follows:

- We analyze the limitations of local search policy in popular tracking-by-detection framework and propose the joint local and global search framework to handle these issues.
- We propose a simple yet effective Target-aware Attention Network (TANet) and design a novel adversarial learning scheme for the training of our generator. In more detail, we use appearance and motion discriminator to ensure the spatial and temporal consistency of predicted target-aware attention maps.
- We demonstrate that our proposed TANet is a plug and play module by integrating it with multiple baseline trackers on several popular tracking benchmark datasets. Extensive experiments on both short-term and long-term tracking datasets validated the effectiveness and generalization of our proposed algorithm.

This paper is an extension of our conference paper [28]. The main difference between this paper and the conference version is concluded as follows: 1). We re-design the generator network to predict the attention maps of continuous frames simultaneously in the training phase; 2). We design a novel motion discriminator to augment the target-aware attention generation from the perspective of temporal view; 3). We validate the effectiveness and generalization of our model on both short-term and long-term large-scale tracking benchmark datasets.
II. RELATED WORK

In this section, we will give a brief review of the local and global search based trackers, visual attention based trackers, and generative adversarial learning. Due to the limited space in this paper, more related works on single object trackers can be found in the following survey papers [29]–[31] and paper list1.

Local Search based Tracking: For short-term tracking, existing trackers usually adopt local search strategy for target localization. These tracking algorithms can be divided into three main streams, i.e., binary classification based trackers [3], [32]–[37]. Correlation Filter (CF) based trackers [5], [38]–[43], and Siamese network based trackers. Specifically, the binary classification based trackers treat visual tracking as a classification problem and discriminate the given proposal is the target or not with an online learned model. Usually, the support vector machine (SVM) [44] or deep neural networks (DNNs) [45] is adopted to achieve this goal. In the deep learning era, the DNNs based classification usually attains better results than SVM based trackers. Representative trackers like MDNet [3] is designed to pre-train a CNN using a large set of videos with tracking ground truth to obtain a generic target representation. Many works are developed based on this idea, such as the ensemble learning based BranchOut [32], meta-learning based tracker [33], and real-time MDNet [34]. Although these works achieve higher performance, however, the running efficiency and model complexity limit their applications. Some deep learning based CF trackers [6], [38], [39], [41] can achieve more efficient tracking, however, their performance is outperformed by Siamese trackers by a large margin, especially on the large-scale benchmark datasets like LaSOT [46], TrackingNet [47].

In recent five years, the Siamese trackers occupy the vast majority of algorithms in the tracking field. The pioneering works like SiamFC [48] and SINT [49] first exploit the response maps and matching scores between target template and local search region with Siamese network, respectively. GOTURN [50] also draws more and more attention from researchers due to its high efficiency. After that, the regional proposal networks is introduced (i.e., SiamRPN [1], SiamRPN++ [13]) and deeper and wider backbone networks are design for high-performance tracking [51], [52]. The adversarial training is adopted to improve the robustness of trackers [35], [53], [54]. The ATOM [55], DiMP [56], prDiMP [57] and DJS [58] also demonstrate the effectiveness of discriminative feature learning for tracking. Due to the utilization of local search, many of these trackers still sensitive to challenging factors including out-of-view, heavy occlusion, and fast motion. Therefore, many global search based trackers are developed to address the aforementioned issues which can be found in the subsequent paragraph.

Global Search based Tracking: To address aforementioned issues, many researchers begin to design global search based trackers [14]–[17], [59]–[66]. Specifically, Ma et al. [60] train an online random fern classifier to re-detect objects in case of tracking failure. The authors of [61] also adopt local-global search for event camera based tracking by switching between local tracking and global detection. Zhu et al. [15] utilize hand-designed features for global proposal generation which are too simple for practical tracking scenarios. Huang et al. propose to track by global search only [14] and achieve good performance on long-term tracking datasets. However, their model performs poorly in short-term benchmarks due to challenging factors like similar objects. Paul et al. [62] propose a baseline method that jointly addresses detection, tracking, and segmentation with a single CNN model. DTNet is proposed in [63] by Song et al. to integrate object detection and tracking into an ensemble framework based on hierarchical reinforcement learning. Some trackers conduct the global search in a slide window manner like [16], [17], [64], however, such an approach may need high time cost. For example, the local-global tracker proposed in [16], [64] only achieves 3.8 and 2.7 FPS, respectively, which are almost impossible to use in practical scenarios. Compared with these works, our proposed tracker utilizes a joint local and global search strategy based on a carefully designed target-aware attention network which can bring more robust and accurate tracking results.

Visual Attention for Tracking: To handle the influence of video noises and/or tracker noises in extremely challenging conditions, there are several attempts to combine attention maps with visual tracking. Choi et al. [67] present an attention-modulated visual tracking algorithm that decomposes an object into multiple cognitive units and trains multiple elementary trackers to modulate the distribution of attention based on various features and kernel types. Han et al. [68] propose an online visual tracking algorithm by learning a discriminative saliency map using CNN. They also directly search the target object from attention locations. He et al. [69] propose a robust tracker based on key patch sparse representation (KSPR) to address the issues of partial occlusion and background information. Wang et al. [70] also adopt the dynamic attention network for multi-trajectory analysis to achieve robust tracking. Choi et al. [39] develop a deep attentional network to select subset of filters for robust and efficient tracking. Chu et al. propose a spatial-temporal attention mechanism (STAM) to handle the drift caused by occlusion and interaction among targets in [71]. Yang et al. [72] also introduce the attention model into their memory network for tracking. Li et al. [73] introduce the channel attention and focal loss to enhance feature representation learning. These approaches emphasize attentive features and resort to additional attention modules to generate feature weights. However, the feature weights learned in a single frame are unlikely to enable classifiers to concentrate on robust features over a long temporal span. Instead, our proposed target-aware attention network take continuous video frames and initial target object as inputs and predict frame-specific attention maps for candidate search location mining. Based on the joint local and global search framework, our tracker can attain good performance on both short-term and long-term tracking benchmark datasets.

Generative Adversarial Learning: Generative Adversarial Networks (GAN) [74] is a system of two neural networks

1https://github.com/wangxiao5791509/Single_Object_Tracking_Paper_List
contesting with each other in a zero-sum game framework. Although many works have been proposed in the object detection area, however, seldom of researchers consider using GAN to handle the issues in visual tracking task [35], [54], [75]. Zhao et al. [75] propose the antidecay LSTM for Siamese tracking which is trained under adversarial learning framework. Song et al. [35] conduct adversarial learning by dropping partial feature maps to help improve the robustness of their tracker. Different from these works, we propose to utilize GAN conditioned on input video frames and initial target objects for target-aware attention estimation for global search.

III. THE PROPOSED APPROACH

In this section, we will first give an overview of our proposed tracker in section III-A. Then, we dive into the details of our target-aware attention network, including the generator and two discriminators. After that, we will talk about the objective functions of our neural network and the details in the tracking phase.

A. Overview

As shown in Fig. 3, our proposed tracker contains two main modules: the baseline tracker and target-aware attention network (TANet). In more detail, our TANet is developed based on the framework of generative adversarial network which contains one generator and two discriminators, as shown in Fig. 2. Our generator takes the continuous video frames and target templates as input and extracts their features with 3D CNN and 2D CNN respectively. Then, the features are concatenated along the channel dimension and sequentially transformed into corresponding attention maps with an upsample network. With the generated sequential attention maps, we utilize combined loss functions of BCE loss, appearance adversarial loss, and motion adversarial loss for the optimization of the generator. In the testing phase, only the generator is used for global attention prediction. Given the global attention maps, we integrate it with baseline tracker for joint local and global search for robust object tracking. More details about these modules can be found in the following subsections.

B. Network Architecture

Generally speaking, our TANet contains three modules: the attention generator, the appearance discriminator, and the motion discriminator. We give a detailed introduction to these modules in the following subsections respectively.

1) The Generator: Given the continuous video frames \( \{I_{i-1}, I_i, I_{i+1}\} \) (i is the index of video frames, we take three continuous frames as an example to describe our algorithm) and target object initialized in the first frame, we first extract their features using 3D convolutional neural network [76] and ResNet-18 [77] respectively. Specifically, we resize the video frames into 300 \( \times \) 300, then feed them into two networks to obtain its motion feature \( F_m \) and appearance feature \( F_a \). For the target template, we can obtain its feature map \( F_t \) by feeding the resized image into the ResNet-18. Then, we concatenate the feature maps along the channel dimension, formally, we have:

\[
F_{encode}^i = [F_m^i, F_a^i, F_t^i];
\]

where \([,]\) denotes concatenate operation along the channel dimension. With aforementioned operations, we have feature maps of corresponding input \( \{F_{encode}^{i-1}, F_{encode}^i, F_{encode}^{i+1}\} \). Then, we use an upsample network to increase the resolution of generated attention maps recurrently. In another word, we use the upsample network to transform the convolutional features into attention maps along the temporal direction, as shown in Fig. 2. In more detail, the upsample network is composed of five groups of upsample module, and each upsample module consists of three transposed convolutional layers and one upsample layer. It is worthy to note that the upsample network is shared in this procedure.

Given the generated target-aware attention maps, we can directly utilize the pixel-wise loss function (BCE used in this paper) to measure its distance with the ground truth mask. However, as noted in [22], [28], [78], BCE loss merely penalizes the false prediction on every pixel without explicitly modeling the correlation among adjacent pixels. Besides, it also unable to keep the consistency between continuous video frames. Therefore, in this paper, we resort to the appearance and motion discriminators to joint configure of label variables and enforce higher-level spatial and temporal consistency. The details about the used discriminators can be found in the following subsections respectively.

2) The Appearance Discriminator: As mentioned in our conference paper [28], the appearance discriminator can be used to help guide the attention generation from the perspective of global spatial view. Many works are developed based on this idea, including shadow detection [26], [79], saliency detection [25], [78] and segmentation [23]. As shown in Fig. 2, the discriminator consists of convolutional layers and fully connected layers like standard CNN for image classification. The detailed network architecture can be found in Table 1.

3) The Motion Discriminator: The joint utilization of BCE and appearance discriminator can enable us to attain a good single feature map. However, we find that the attention predicted in continuous video frames may be varying significantly, as illustrated in Fig. 1. As we all know, there is only one true target object in each frame for single object tracking and the variation between continuous frames is relatively small. With this in mind, we introduce an external motion discriminator to ensure consistency in the temporal view. As shown in Fig. 2, we concatenate the predicted several attention
maps with their corresponding images and feed them into the motion discriminator for the temporal adversarial learning.

For the detailed network architecture, we first use a set of 3D convolutional layers to encode the input video clips. Then, we use one 2D convolutional layer and 2 fully connected layers to transform the encoded features into the predicted binary maps with their corresponding images and feed them into the motion discriminator of the whole motion discriminator. More detailed parameters can be found in Table II.

### C. Objective Functions

Given input video frames \( \{I_{i-1}, I_i, I_{i+1}\} \), target object template \( T \), target label map \( y \) of shape \( 1 \times H \times W \) where \( W, H \) are width and height of maps, the binary cross-entropy loss function can be formulated as:

\[
L_{\text{bce}}(G) = \sum_{i=1}^{H \times W} -y_i \log y'_i
\]

where \( y'_i \) denotes the predicted probability on the \( i \)-th pixel. More detail, if the \( i \)-th pixel belongs to target object, \( y_i = 1 \), otherwise \( y_i = 0 \). In our conference paper [28], we combine the pixel-wise loss function with adversarial loss (i.e., the appearance discriminator) to enforce the spatial consistency. The loss function of appearance adversarial loss \( L_{\text{GAN}}^a(G,D_a) \) can be formulated as:

\[
L_{\text{GAN}}^a(G,D_a) = \mathbb{E}_{I,y_i} [\log D_a(I,y_i)] + \mathbb{E}_I [\log(1 - D_a(I,G(I,T)))]
\]

To ensure the consistency of predicted continuous attention maps, we extend aforementioned adversarial learning framework by introducing another network, i.e., the motion discriminator \( L_{\text{GAN}}^m(G,D_m) \). We denote the continuous video frames and corresponding attention maps \( \{y_{i-1}, y_i, y_{i+1}\} \) as \( I \) and \( \hat{y} \) respectively. The motion adversarial loss can be written as:

\[
L_{\text{GAN}}^m(G,D_m) = \mathbb{E}_{I,y_i} [\log D_m(I,y_i)] + \mathbb{E}_I [\log(1 - D_m(I,G(I,T),G(I_{i+1},T)))]
\]

Therefore, we have the final objective function which can be formulated as:

\[
L = L_{\text{bce}} + \lambda_1 \cdot L_{\text{GAN}}^a(G,D_a) + \lambda_2 \cdot L_{\text{GAN}}^m(G,D_m)
\]

where \( \lambda_1 \) and \( \lambda_2 \) are all trade-off parameters. Detailed analysis on the two parameters is given in our experiments. This function can also be rewritten as:

\[
G^*, D_a^*, D_m^* = \arg \min_{G} \max_{D_a, D_m} L(G,D_a,D_m)
\]

The Eq. 6 can be solved by alternate between optimizing \( G, D_a \) and \( D_m \) until \( L(G,D_a,D_m) \) converges. The training process of our proposed dual-discriminator based generative adversarial learning can be found in Algorithm 1.

### D. Joint Local and Global Search for Tracking

After we obtain the target-aware attention generator, we can integrate it with recent popular trackers due to our TANet is a plug and play module. In this work, the SiamRPN++ [13], SiamFC++ [52], THOR [80], RT-MDNet [34], SiamMask [81],
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**TABLE II**

| Layer   | Kernel | Stride | Padding | Activation | # Input | # Out |
|---------|--------|--------|---------|------------|---------|-------|
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 3       | 64    |
| Pooling | 1 x 2  | 2 x 2  | -       | -          | -       | -     |
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 64      | 128   |
| Pooling | 2 x 2  | 2 x 2  | -       | -          | -       | -     |
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 128     | 256   |
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 256     | 256   |
| Pooling | 1 x 2  | 2 x 2  | -       | -          | -       | -     |
| 3D Conv | 2 x 2  | 2 x 2  | -       | -          | -       | -     |
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 512     | 512   |
| Pooling | 2 x 2  | 2 x 2  | -       | -          | -       | -     |
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 512     | 512   |
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 512     | 512   |
| 3D Conv | 2 x 2  | 2 x 2  | -       | -          | -       | -     |
| 3D Conv | 3 x 3  | 1 x 1  | 1 x 1   | ReLU       | 512     | 512   |
| Pooling | 3 x 3  | 2 x 2  | 1       | ReLU       | 512     | 100   |
| FC1     | 3 x 3  | 2 x 2  | 1       | ReLU       | 900     | 256   |
| FC2     | 3 x 3  | 2 x 2  | 1       | ReLU       | 256     | 1     |
In this section, we give a brief introduction to the SiamRPN++ and other trackers that share similar ideas. Specifically, SiamRPN++ and DiMP [56] are selected to validate the generalization of our tracker due to their good performance and high efficiency. In this section, we give a brief introduction to the SiamRPN++ to demonstrate how we conduct joint local and global search for visual tracking based on this tracker. The integration of our module with other trackers shares similar ideas. Specifically, the SiamRPN++ can locate the target object in the search region from the current frame, given the target template in the first frame. The two images are fed into a shared backbone network and the obtained features are processed by some non-shared neck layers and fused by depth-wise correlation operation. Then, the RPN head layers is used to predict the classification map and regression map. The regression branch involves four regression factors, including the center offset and scale changes. The position with the highest classification score is treated as the optimal target location of the current frame. For the detailed introduction of SiamRPN++ and other used trackers, please refer to their original papers.

Another part of our tracking system is the local and global search module, which plays an important role when facing challenging factors like fast motion, out-of-view, heavy occlusion, etc. Given the tracking results of the previous frame, we adopt the SiamRPN++ tracker to conduct local search if the response score is high (larger than a pre-defined threshold). When the challenging factors occurred, the response score will be unstable (lower than the threshold in continuous video frames) and the tracker may fail to locate the target object accurately. Therefore, we can use the global search region provided by our TANet at this moment, as shown in Fig. 3.

For the next frame, we still adopt local search for tracking and also will switch into global search if failure is detected. Similar operations are executed until the end of the current video sequence. We give a visualization on the IoU score and response score to help readers better understand our motivation and detection of tracking failure. As shown in Fig. 4, the red, blue, and green lines are used to denote the IoU value of baseline tracker DiMP [56], IoU value of ours, and confidence (response) score of DiMP tracker. We can find that the confidence score can reflect the quality of tracking procedure to some extent which is intuitive and easy to implement. Therefore, we adopt the confidence score as the criterion to switch between local and global tracking.

We provide a demo video for the comparison between the baseline tracker and our tracking results which can be found at: https://youtu.be/F2rrgLVS4nE. This procedure can also be found in Algorithm 2.

Algorithm 1: Dual-Discriminator based Adversarial Learning for Target-aware Attention Prediction.

**Input:** Video frame \( \{f_1, \ldots, f_N\} \), Ground truth \( \{p_1, \ldots, p_N\} \), iter = 0, \( n_1 = 5 \), \( n_2 = 3 \), \( \lambda_1 = 0.2 \), \( \lambda_2 = 0.1 \).

**Output:** The attention generator \( G \).

While not converged do:
  - If iter \( \% n_1 = 1 \):
    - Get M new data samples \((I, y)\)
    - Update the Appearance Discriminator \( D_{a}\):
      \[ \theta_{appD} = \theta_{appD} - \rho_a \sum_{i=1}^{M} \frac{\alpha_{L_{GAN}}(I_i, y_i)}{w_{appD}} \]
  - Else If iter \( \% n_2 = 1 \):
    - Get M new data samples \((I, y)\)
    - Update the Motion Discriminator \( D_{m}\):
      \[ \theta_{motD} = \theta_{motD} - \rho_m \sum_{i=1}^{M} \frac{\alpha_{L_{GAN}}(I_i, y_i)}{w_{motD}} \]
    - Else:
      - Get M new data samples \((I, y)\)
      - Update the Generator \( G\):
        \[ \theta_G = \theta_G - \rho_G \sum_{i=1}^{M} \frac{\alpha_{L_{GAN}}(I_i, y_i)}{w_G} + \lambda_1 \frac{\alpha_{L_{GAN}}(I_i, y_i)}{\lambda_2} + \lambda_2 \frac{\alpha_{L_{GAN}}(I_i, y_i)}{\lambda_2} \]
  - End If
  - End If
  - iter = iter + 1
End While

Algorithm 2: Joint Local and Global Search based Framework for Robust Single Object Tracking

**Input:** Test video sequence \( \{f_1, \ldots, f_N\} \) and initial BBox, Baseline Tracker, and TANet, \( \beta_1 = 0.8 \), \( \beta_2 = 5 \), fail count \( \beta = 0 \).

**Output:** Tracking Results.

For each frame \( f_i \) in \( \{f_2, \ldots, f_N\} \):
  - If response score of frame \( f_i \) larger than \( \beta_1 \):
    - Conduct local search with Baseline Tracker;
  - Else If \( \beta < \beta_2 \):
    - Conduct local search with Baseline Tracker;
    - \( \beta = \beta + 1 \);
  - Else:
    - Predict global search region with TANet;
    - Run Baseline Tracker according to global search region;
    - \( \beta = 0 \);
End If
End For

IV. EXPERIMENT

A. Datasets and Evaluation Metrics

For the training of our TANet, we randomly select 500 videos from train subset of GOT-10k dataset. We test our model on both short-term and long-term tracking datasets, including: OTB-100 [82], GOT-10k [83], TrackingNet [47], VOT2018LT [84], VOT2019LT [85] and LaSOT [46].

Success Rate (SR) and Precision Rate (PR) are adopted for the evaluation of LaSOT, OTB-100 and GOT-10k dataset. Specifically, the SR is used to measure interaction-over-union overlap between the predicted bounding box and ground truth. The frame will be treated as success if the IoU is larger than a...
Fig. 4. Illustration on relations between IoU score and response score from tracker (DiMP is used as baseline tracker for the visualization on selected video ballet from VOT2018LT dataset). The discontinuity between the lines is caused by the out-of-view of the target object. The red, green, and yellow BBox visualized in the video frames are tracking results of DiMP, Ours, and ground truth, respectively.

certain threshold. The PR focus on the center of the predicted bounding box and the ground truth bounding box. The tracking will be considered as success if the distance is under some threshold. The Average Overlaps (AO) is also adopted for the evaluation of GOT-10k which denotes the average of overlaps between all ground truth and estimated bounding boxes. As noted in [83], the AO is recently proved to be equivalent to the area under curve (AUC) metric employed in OTB-100 [82], TrackingNet [47], and LaSOT [46]. For the VOT2018LT and VOT2019LT datasets, we adopt the Precision, Recall, and F1-score as the evaluation criteria. Specifically, the definition of
these metrics are:

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 - \text{score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where TP, FP, and FN are used to denote the True Positive, False Positive and False Negative, respectively.

B. Implementation Details

In the training phase, the ground truth mask used for the training of our TANet can be directly obtained from existing tracking datasets. Following our conference paper [28], we fill the foreground and background regions with white pixels and black pixels respectively. It is also worthy to note that we recurrently predict continuous attention maps for each video frame in the training phase. In the testing stage, we directly predict one attention map for each frame to decrease the cost. Moreover, we monitor the failure of tracking procedure based on previous response scores \( \beta_1 \). We will switch to global search if the response score is lower than the given threshold for continuous \( \beta_2 \) frames. The related analysis on the two parameters can be found in later ablation studies.

Adagrad [86] is adopted for the optimization of our TANet. The learning rate for the generator and two discriminators are all \( 1e - 4 \). The experiments are conducted on a server with 8 \( \times \) TITAN Xp. For the weights used in our baseline tracker, we directly use the pre-trained model released by the authors. Our code is implemented based on PyTorch [87] and will be released at https://github.com/wangxiao5791509/LGSearch-DDGAN_PyTorch.

C. Comparison on Public Benchmarks

Six popular tracking benchmark datasets are used for the performance evaluation, including three short-term and three long-term tracking datasets.

**Results on OTB100 [82]:** OTB100 is a very popular benchmark in the visual tracking community which is consisted of 100 video sequences and proposed in 2015, also named OTB-2015. We can find that the baseline tracker THOR achieves 0.787/0.641 on the PR/SR on this benchmark according to Table III. With the help of our attention maps, we can conduct a global search and attain better results. Specifically, we achieve 0.791/0.646 on this benchmark and these results are significantly better than the baseline approach. This experimental result validated the effectiveness of our model.

**Results on GOT-10k [83]:** GOT-10k is a recently released large-scale tracking benchmark that contains 180 challenging videos for testing. As shown in Table III, the baseline method SiamFC++ (backbone: GoogLeNet) achieves 0.595/0.695 on the AO/SR respectively, while our proposed TANet can improve them to 0.607/0.737. Our tracking results are better than most of the compared algorithms including ROAM [91], D3S [58], and ATOM [55]. It is worthy to note that the SiamRCNN [66] is also a joint local and global search based tracker which is developed based on re-detection scheme. We achieve better results on SR when compared with this tracker. In addition, we also integrate our TANet into DiMP [56] in later parameter analysis, specifically, the baseline DiMP (SuperDiMP version) achieves 0.666/0.777 on \( AO/SR_{0.50} \) and we can further improve it to 0.684/0.799. This result is significantly better than the compared trackers including SiamRCNN [66], D3S [58], etc. Therefore, extensive experimental results on this benchmark fully demonstrate the advantage and effectiveness of our model.

**Results on TrackingNet [47]:** TrackingNet contains 511 video sequences for testing, as shown in Table III, we can find that the baseline tracker SiamFC++ (backbone: AlexNet) achieves 0.646/0.758/0.712 on the PR/Normalized-PR/SR respectively which are already better than some recent strong trackers like SiamRPN++ and ATOM. We can further improve it to 0.711/0.813/0.746 with our TANet which also demonstrates the effectiveness of our model and the importance of global search in visual tracking. Our results are also better than DiMP [56] which is a strong tracker proposed in 2019. Due to the baseline tracker already attained good results, and the video sequences in TrackingNet are nearly all short-term videos, therefore, our improvement is relatively smaller than on long-term datasets.

**Results on VOT2018-LT [84]:** VOT2018LT contains 35 challenging video sequences with a total length of 146,817 frames. As noted in [17], each video contains on average 12 long-term target disappearances, each lasting on average 40 frames. This dataset employs the precision/recall/F1-score as the evaluation criteria. As reported in Table III, we can find that the baseline tracker SiamRPN++ achieves 0.646/0.419/0.508 on these three metrics, while we obtain 0.649/0.535/0.586. This experiment fully demonstrates the effectiveness of our model for long-term visual tracking task.

**Results on VOT2019-LT [85]:** The VOT2019LT dataset consists of 50 long-term video sequences (215,294 frames). It introduces 15 more difficult videos with uncommon targets, such as boat, bull, and parachute, etc, based on VOT2018LT. It adopts the same evaluation protocol with VOT2018LT. As shown in Table III, we can find that the baseline tracker SiamRPN++ achieves 0.627/0.399/0.488 on this benchmark, and we can improve it to 0.628/0.437/0.515 on the precision/recall/F1-score respectively.

**Results on LaSOT [46]:** LaSOT is the largest dataset for long-term tracking which contains 1400 videos (Protocol-I and protocol-II employ all the videos and 280 videos for testing respectively). In this paper, we adopt the protocol-II for the evaluation of our tracker and compared trackers including CSRDCF [42], Lang-Tracker [94], ECO [4], DSiam [95], VITAL [35], THOR [80], MDNet [3], SiamRPN++ [13], Ocean [89], SiamFC++ [52], LTMU [65]. As shown in Fig. 5, we can find that the baseline tracker SiamFC++ achieves 0.574/0.543 on the PR/SR. Our proposed TANet can further improve them to 0.605/0.570 on the two evaluation metrics which outperform the baseline tracker by +3.1/2.7 points. This experiment fully validates the effectiveness of the global search provided by our TANet. Compared with other recent state-of-the-art trackers, we can find that our tracker also outperforms their results by a large margin. Specifically, we
TABLE III
RESULTS ON OTB100, GOT-10k, TrackingNet, VOT2018-LT AND VOT2019-LT DATASET. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD.

| Dataset       | SiamFC [48] | PGNet [88] | Ocean [89] | PTA [90] | SiamRCNN [66] | CREST [2] | THOR [80] | Ours         |
|---------------|-------------|------------|------------|----------|---------------|-----------|-----------|--------------|
| **OTB100**    | 0.771/0.582 | 0.892/0.691| 0.920/0.684| 0.848/0.634| 0.891/0.701  | 0.838/0.623| 0.787/0.641| 0.791/0.646  |
| **GOT-10k**   | 0.465/0.532 | 0.649/0.728| 0.597/0.676| 0.348/0.353| 0.556/0.634  | 0.342/0.356| 0.595/0.695| 0.607/0.737  |
| **TrackingNet** | SiamFC [48] | MDNet [3] | ATOM [55] | SiamRPN++ [13] | DiMP [56] | DaSiam-RPN [92] | SiamFC++ [52] | Ours         |
| Precision     | 0.571        | 0.606      | 0.703      | 0.733     | 0.740         | 0.638     | 0.712     | 0.746        |
| Norm. Prec.   | 0.666        | 0.705      | 0.771      | 0.800     | 0.801         | 0.733     | 0.755     | 0.813        |
| Success (AUC) | 0.571        | 0.565      | 0.648      | 0.694     | 0.687         | 0.591     | 0.646     | 0.711        |

| Dataset       | PTA [90] | SYT     | LTSINT [49] | MMLT [93] | DaSiam-LT [92] | MBMD [16] | SiamRPN++ [13] | Ours         |
|---------------|--------|--------|-------------|----------|----------------|-----------|----------------|--------------|
| **VOT2018-LT**|        |        |             |          |                |           |                | Ours         |
| Precision     | 0.595  | 0.520  | 0.566       | 0.574    | 0.627          | 0.634     | 0.646          | 0.649        |
| Recall        | 0.404  | 0.499  | 0.510       | 0.521    | 0.588          | 0.588     | 0.419          | 0.535        |
| F1-score      | 0.481  | 0.509  | 0.536       | 0.546    | 0.607          | 0.610     | 0.508          | 0.586        |

| Dataset       | ASINT      | CooSiam | Siamcos-LT | SiamRPNs-LT [1] | mbdet | SiamDw-LT [51] | SiamRPN++ [13] | Ours         |
|---------------|------------|---------|------------|-----------------|-------|----------------|----------------|--------------|
| **VOT2019-LT**|          |        |            |                 |       |                |                | Ours         |
| Precision     | 0.520     | 0.566  | 0.574      | 0.627           | 0.634 | 0.649          | 0.627          | 0.628        |
| Recall        | 0.499     | 0.510  | 0.521      | 0.588           | 0.588 | 0.609          | 0.399          | 0.437        |
| F1-score      | 0.509     | 0.536  | 0.546      | 0.607           | 0.610 | 0.629          | 0.488          | 0.515        |

Fig. 5. Tracking results on the LaSOT dataset.

outperform the LTMU by +2.8/3.1 which is a recent strong long-term tracker proposed in [65]. Our results are also better than recent strong anchor-free tracker Ocean [89], anchor-based tracker SiamRPN++ and THOR, which all demonstrate the advantages of our proposed module. Similar conclusions can also be drawn from the normalized PR results in Fig. 5.

D. Ablation Study

In this section, we will first give a component analysis of our model to check the effectiveness of each component. Efficiency analysis and attribute analysis are also reported in subsequent subsections.

1) Component Analysis on Encoding Network: In this subsection, we implement three kinds of encoding networks to validate the effectiveness of each module for final tracking, i.e., Algorithm-1, Algorithm-2, and Algorithm-3 in Table IV. These three models encode input data with C3D only, ResNet only, and both of them, respectively. As we can see from Table IV, when we remove the ResNet network or C3D module, the performance all dropped compared with both of them used. This demonstrates that C3D and ResNet modules all contribute to our final tracking results. Besides, we can also find that the tracking results with attention modules are significantly better than the baseline method. This fully validates the effectiveness of our joint local and global search framework based on the proposed TANet.

2) Component Analysis on Loss Functions: As shown in Table IV, we implement the following component analysis to check the contributions of each component in our loss functions: (i) +BCE: the binary cross-entropy loss function is used for the training of TANet; (ii) +AppD: the appearance

TABLE IV
ABLATION STUDY OF LOSS FUNCTIONS ON VOT2018-LT.

| Loss Functions | +C3D | +ResNet | +BCE | +AppD | +MotD | F1-score |
|----------------|------|---------|------|-------|-------|----------|
| Baseline       |      |         |      |       |       | 0.508    |
| Algorithm-1    | ✔    |         |      |       |       | 0.532    |
| Algorithm-2    | ✔    | ✔       |      |       |       | 0.565    |
| Algorithm-3    | ✔    | ✔       | ✔    |       |       | 0.572    |
| Algorithm-4    | ✔    | ✔       | ✔    | ✔     |       | 0.575    |
| Algorithm-5    | ✔    | ✔       | ✔    | ✔     | ✔     | 0.577    |
| Algorithm-6    | ✔    | ✔       | ✔    | ✔     | ✔     | 0.579    |
| Algorithm-6s   | ✔    | ✔       | ✔    | ✔     | ✔     | 0.586    |
discriminator is used; (iii) +MotD: the motion discriminator is used. It is worthy to note that the SiamRPN++ is selected as the baseline approach which uses AlexNet as the backbone network.

**Effects of Global Search.** As we can see from Table IV, the baseline tracker SiamRPN++ achieves 0.508 of the F1-score on the VOT2018LT dataset. When integrated with our target-aware attention maps, we can improve the baseline significantly by exploring joint local and global search scheme. Specifically, when all the models used, i.e., the Algorithm-6 in Table IV, our final result achieves 0.586, which fully demonstrates that our joint local and global search is very helpful for tracking task. More experimental results in section IV-F (generalization study) also validated this conclusion.

**Effects of Appearance Adversarial Learning.** To obtain better attention maps, we introduce the adversarial learning strategy to model the relations between different pixel values. In our conference paper, we design a simple appearance discriminator and jointly optimize the generator with BCE loss, i.e., the Algorithm-4 in Table IV. We can find that adversarial training also contributes to our final performance compared with Algorithm-3.

**Effects of Temporal Adversarial Learning.** In addition to the aforementioned appearance adversarial learning, we propose a novel motion discriminator to ensure the consistency of attention maps between nearby frames. As shown in Table IV, when jointly utilize these two discriminators, we can obtain 0.579 on this benchmark. It is also worthy to note that Algorithm-4 and Algorithm-5 are all better than the non-adversarial version Algorithm-3. We can obtain better results when more training data used, as shown in Table IV, the Algorithm-6s achieve 0.586 on this benchmark. These experiments validate that our model can obtain better results with the help of adversarial learning.

3) **Efficiency Analysis:** The dual-discriminators are only used for adversarial learning in the training phase, that is to say, the two modules will be removed in the tracking phase which does not increase the time cost. In addition, due to the switch between local search and global search, the target-aware attention model is only employed when the confidence score is rather low. Hence, the overall efficiency of baseline tracker can be ensured as much as possible. For each video, we resized the input frames into a fixed scale (300 × 300 used in this paper), therefore, the time spent on the attention prediction is fixed. Specifically, the TANet needs to spend 0.18 seconds for each frame when tested on a server with CPU I9 and GPU RTX2080TI. When integrating the TANet with SiamRPN++ (AlexNet used as the backbone), our tracker can run at 134 FPS (frames per second) on the whole OTB2015 dataset. If we use ResNet50 as the backbone, we can run at 35 FPS, as shown in Table V. In addition, we can draw similar conclusions when combining our TANet with other baseline trackers, like RT-MDNet and SiamFC++. These experimental results fully demonstrate the efficiency of our tracker.

4) **Attribute Analysis:** In this subsection, we report the tracking results under various challenging factors to demonstrate the effectiveness and robustness against these issues. As shown in Fig. 6, it is easy to find that our proposed tracker (based on SiamFC++) achieves the best tracking performance on most of the mentioned challenging factors, including aspect ratio change, viewpoint change, scale variation, illumination variation, motion blur, low resolution, deformation, rotation, camera motion, partial occlusion, background clutter and out-of-view. For the full occlusion and fast motion, the LTMU achieves better results than ours. This maybe caused by naive switch policy used in our tracker, i.e., we switch into global search if the tracking score is lower than given threshold for continuous frames. In our future works, we will consider to learn a specialized network for adaptive switch to get better tracking results.

**E. Parameter Analysis**

In our experiments, two parameters are very important for our global search, i.e., the switching threshold $\beta_1$ and failure threshold $\beta_2$. We report the tracking results with different thresholds in this subsection. The baseline tracker used in this experiment is the SiamMask [81].

For the switch threshold $\beta_1$, we think the state of tracking procedure is failure if the response score $\beta_2$ is lower than a pre-defined value for continuous $\beta_1$ frames. We fix $\beta_2$ as 0.8, and set the $\beta_1$ as 4, 6, 8, 10, 12. As reported in Table VI, we can get 0.450/0.543, 0.453/0.545, 0.455/0.548, 0.455/0.547, 0.454/0.545 on the AO/SR on the GOT-10k dataset. We can find that the overall results are better when the $\beta_1$ is in the range of [8, 10].

For the failure threshold $\beta_2$, it is used to determine whether the current frame is failing or not. In this experiment, we fix $\beta_2$ as 10 and set the $\beta_1$ as 0.6, 0.7, 0.8, 0.9, 0.95 to check the influence of this parameter on the GOT-10k dataset. As shown in Table VI, the tracking results are relatively stable. Specifically, the AO/SR of these settings are 0.451/0.541, 0.451/0.541, 0.455/0.547, 0.456/0.549, 0.453/0.549. We can get the best performance when the $\beta_2$ is set as 0.8-0.9.

Aforementioned analysis is mainly focused on the short-term tracking dataset, we also report the results on the long-term tracking dataset (the SiamMask is used to evaluate on the VOT2018LT dataset), as shown in Table VII. We can find that the overall results will be better when the $\beta_1$ and $\beta_2$ are set as 13 and 0.8, respectively. These results also demonstrate that our tracker is robust to these two parameters.

In addition, we also evaluate the tradeoff parameters $\lambda_1$ and $\lambda_2$ used in the adversarial learning phase. We integrate the TANet with DiMP tracker (SuperDiMP version is adopted in this experiment) and the detailed tracking results on GOT-10k can be found in Fig. 7 (a). Specifically, the baseline tracker attains 0.666/0.777/0.589 on AO/SR/$R_{0.50}$/$R_{0.75}$, respectively. After integrating our TANet into the DiMP for joint local and global based tracking, the overall performance can be improved with various values of $\lambda_1$ and $\lambda_2$, as shown in Fig. 7 (a). Specifically, we can improve baseline tracker to 0.674/0.790/0.596, 0.681/0.798/0.603, 0.684/0.799/0.599, 0.677/0.790/0.594, 0.671/0.782/0.591, when the parameters $\lambda_1/\lambda_2$ are set as 0.1/0.2, 0.3/0.3, 0.5/0.5, 0.7/0.7, 0.9/0.9, respectively. We can find that the best performance can be obtained when the two parameters are set as 0.3-0.5. We also...
### TABLE V

**Efficiency analysis on OTB2015 dataset.**

| SiamRPN++ (AlexNet | ResNet50) | Ours | DiMP (ResNet50) | Ours | RT-MDNet (CNN-3) | Ours | SiamFC++ (GoogleNet) | Ours |
|-------------------|----------|------|-----------------|------|------------------|------|----------------------|------|
|                   |          | 291 FPS | 134 | 35 FPS |          | 31 FPS | 29 FPS |          | 50 FPS | 44 FPS |          | 103 FPS | 62 FPS |

![Image of OTB2015 dataset analysis](image)

### TABLE VI

**Parameter analysis of $\beta_1$ and $\beta_2$ on the GOT-10k dataset.**

| $\beta_1$ | 4 | 6 | 8 | 10 | 12 |
|-----------|---|---|---|----|----|
| AO/SR    | 0.4510.543 | 0.4510.545 | 0.4550.548 | 0.4550.547 | 0.4550.545 |
| $\beta_2$ | 0.6 | 0.7 | 0.8 | 0.9 | 0.95 |
| AO/SR    | 0.4510.541 | 0.4510.541 | 0.4550.547 | 0.4550.549 | 0.4550.549 |

### TABLE VII

**Parameter analysis of $\beta_1$ and $\beta_2$ on the VOT2018LT dataset.**

| $\beta_1$ | 7 | 9 | 11 | 13 | 15 |
|-----------|---|---|----|----|----|
| F1-score  | 0.510 | 0.507 | 0.515 | 0.522 | 0.510 |
| $\beta_2$ | 0.6 | 0.7 | 0.8 | 0.85 | 0.9 |
| F1-score  | 0.515 | 0.516 | 0.515 | 0.515 | 0.509 |

### F. Generalization

In this work, we integrate our proposed module with multiple trackers to validate its generalization, as shown in Fig. 3.

Specifically, we test classification based trackers RT-MDNet [34], anchor-based Siamese network based trackers THOR [80], SiamRPN++ [13], SiamMask [81], anchor-free Siamese network based tracker SiamFC++ [52], and discriminative learning Siamese network based tracker DiMP [56]. We denote trackers combined with our module with ( ), as shown in Table VIII.

We can find that all the used baseline trackers can be improved by integrating our TANet, as demonstrated in Table VIII. Specifically, the THOR achieves 0.447/0.538 (AO/SR) on the GOT-10k and 0.593/0.339/0.432 on the VOT2018LT dataset, while we can improve them to 0.459/0.551 and 0.600/0.471/0.528 on the VOT2018LT dataset, respectively. The tracking results of SiamRPN++, SiamFC++, RT-MDNet, and DiMP also validate the effectiveness of our TANet. Therefore, we can conclude that our proposed TANet is a plug and play module that can be simply integrated with existing trackers to further improve their tracking results.

### G. Visualization

In addition to the aforementioned quantitative analysis, we also give some visualization about the learned target-aware
Fig. 7. (a). Tracking results on GOT-10k dataset with various $\lambda_1$ and $\lambda_2$; (b). Attention maps predicted by various $\lambda_1/\lambda_2$.

### TABLE VIII

Tracking results of 5 baseline trackers and ours on GOT-10k and VOT2018-LT.

|                   | GOT-10k | VOT2018-LT |
|-------------------|---------|------------|
|                   | Ao OR   | SR         | Ao OR   | SR         |
| SiamFC++          | 0.595   | 0.607      | 0.447   | 0.459      |
| SiamFC++(✓)      | 0.695   | 0.737      | 0.538   | 0.551      |
| THOR              | 0.453   | 0.454      | 0.451   | 0.455      |
| THOR(✓)          | 0.337   | 0.359      | 0.541   | 0.547      |
| SiamRPN++         | 0.646   | 0.649      | 0.419   | 0.535      |
| SiamRPN++(✓)     | 0.508   | 0.586      | 0.407   | 0.471      |
| SiamMask          | 0.488   | 0.528      | 0.426   | 0.491      |
| SiamMask(✓)      | 0.510   | 0.575      |          |            |
| DiMP              | 0.666   | 0.684      |          |            |
| DiMP(✓)          | 0.777   | 0.799      |          |            |

### Target-Aware Attention

As shown in Fig. 8, we can find that vanilla attention maps predicted by Algorithm-1 (i.e., only ResNet and BCE loss function used) are weak at target object regions in some videos, like crocodile in the first row. Meanwhile, the background in these maps are somewhat have a higher response score. Similar cases can also be found in the third and fifth row (We use a couple of red arrows to highlight these regions). These noisy regions will make the trackers tend to model drift when using global search. Compared with these attention maps, our adversarial learning based generator can predict more accurate candidate search regions. Our attention maps are more consistent from the temporal view. Therefore, we can achieve better tracking results compared with baseline local search trackers.

### Tracking Results

We give a visualization of the tracking results of our tracker (SiamFC++ based) and other compared state-of-the-art (SOTA) algorithms in Fig. 9. It is easy to find that our tracker is more robust to fast motion, heavy occlusion, and scale variation, etc. These experimental results all validate the effectiveness and advantages of our proposed TANet for global search.

### H. Discussion

Tracking with fast motion, heavy occlusion, deformation occurred have been explored in many state-of-the-art trackers. For the fast motion, current trackers usually depends on strong feature representation of deep learning [55], [58], [66], [91], or pre-processing operation like de-blur [96], high frame rate camera [97]. Some trackers also adopt hard sample generation for the motion blur caused by fast motion or heavy occlusion [35], [53]. For the deformation, they usually employ graph matching [98], gated fusion [99] for robust tracking. These works can handle specific challenge from aforementioned views, however, seldom of them can address all of them. Therefore, they may still facing model drift and how to re-capture the target object as soon as possible when these challenges passed away is the main consideration of our work. In contrast, our proposed target-aware attention model focus on providing candidate search regions from global view. Because we observe that these challenging situations only occupies a small part of the whole video sequences. This inspires us to think why don't we design an global search module to re-capture the target object once the challenging frames passed away? This is the main motivation of this work that conduct tracking in a joint local and global search manner. Thus, we design a novel target-aware attention model based

---

The target object is denoted with blue rectangles.
In addition to standard BCE loss used for the training, we also recurrently generate corresponding attention maps. These features are concatenated together and fed into an upsample network to predict target driven attention maps. These are then used to track the object. More importantly, we introduce the target template as a component of the neural network for spatial and temporal information encoding. This allows the model to adapt to changes in the target appearance and efficiently locate the target in real-time tracking tasks, especially for long-term tracking.

In our future works, we will consider designing a novel adaptive switch network to replace the naive score-based switch scheme used in this paper. Besides, we will also consider exploring the global structured scene information for robust tracking.
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