SPARSE QUADRATURE FOR HIGH-DIMENSIONAL INTEGRATION WITH GAUSSIAN MEASURE
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Abstract. In this work we analyze the dimension-independent convergence property of an abstract sparse quadrature scheme for numerical integration of functions of high-dimensional parameters with Gaussian measure. Under certain assumptions on the exactness and boundedness of univariate quadrature rules as well as on the regularity assumptions on the parametric functions with respect to the parameters, we prove that the convergence of the sparse quadrature error is independent of the number of the parameter dimensions. Moreover, we propose both an a priori and an a posteriori schemes for the construction of a practical sparse quadrature rule and perform numerical experiments to demonstrate their dimension-independent convergence rates.
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1. Introduction

In the mathematical modelling of a physical system, uncertainties may arise from various sources, such as material properties, initial/boundary conditions, and computational geometries. These uncertainties lead to the discrepancy between the experimental/observational data and the outputs of mathematical models. How to propagate the uncertainties through the mathematical models and how to calibrate them with given data are known as uncertainty quantification (UQ) problems [23, 32, 46, 49]. One of the central tasks of UQ is to compute the integral of some quantity of interest related to the solution with respect to the probability law of the uncertain inputs. When the uncertain inputs are approximated by many or a countably infinite number of random variables or parameters, e.g., by Karhunen–Loève expansion [45], one faces high/infinite-dimensional integration problems. Since the integral with respect to the parameters can not be computed analytically in general, numerical integration based on certain quadrature rules has to be employed. However, it is a great challenge to perform high-dimensional numerical integration as the computational complexity grows exponentially fast with respect to the number of the dimensions for most deterministic quadratures, which is widely known as “curse of dimensionality”. On the other hand, probabilistic quadrature rules, in particular Monte Carlo [7], are best known to break the curse of dimensionality. However, the convergence of
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these quadrature rules is often very slow, *e.g.*, the convergence rate of Monte Carlo quadrature is $O(M^{-1/2})$ with $M$ samples, regardless of the smoothness of the function and of the number of dimensions.

Recent years have seen a great development of sparse quadrature – numerical integration based on sparse grids [2, 5, 6, 10, 21, 22, 38, 43, 50] – to efficiently deal with high-dimensional integration problems. The curse of dimensionality is shown to be alleviated and/or broken by adaptive allocation of the quadrature points in different dimensions by ample numerical evidence [11, 12, 13, 21, 22, 27, 39, 43], which is also observed for interpolation problems by the same or similar dimension-adaptive algorithms [14, 15, 35, 37]. The dimension-independent convergence rate of the sparse quadrature for infinite-dimensional integration with respect to uniformly distributed parameters was proved in [43, 44], which is based on the dimension-independent convergence of Legendre/Taylor polynomial chaos approximation of stochastic problems in [15, 16, 17]. Different approximation methods of the stochastic problems with (lognormal) Gaussian random parameters have been studied in [8, 9, 18, 25, 26, 31, 33, 34, 40, 42]. More recently, a dimension-independent convergence rate of the polynomial chaos (based on Hermite polynomials) approximation for an elliptic problem with lognormal coefficients is obtained in [28], whose convergence rate is improved in [3]. A convergence result based on [3] is obtained in [19] for a sparse collocation method.

In this work, we show the dimension-independent convergence rate of an abstract sparse quadrature scheme for infinite-dimensional integration problems with i.i.d. standard Gaussian distributed parameters. The result holds under certain assumptions on the exactness and boundedness of univariate quadrature rules, and certain regularity assumptions on the parametric functions with respect to the parameters. In particular, only weighted derivatives are required to exist as in [3], compared to an analytic regularity requirement for the result with uniform distribution in [43]. Two examples are provided to illustrate the regularity assumptions, including an infinite-dimensional nonlinear parametric function, and an elliptic PDE with nonlinear parametric lognormal coefficients. The proof relies on three results: 1) the exactness and the boundedness of the sparse quadrature in arbitrary number of dimensions; 2) the bound of the sparse quadrature error by a weighted sum of the Hermite coefficients; 3) the summability of a weighted sequence of the coefficients arising from the regularity assumptions on the parametric function. Based on the proof, we propose *a priori* construction of the sparse quadrature, whose error is guaranteed to converge with a dimension-independent convergence rate with respect to the number of indices. We also present a goal-oriented *a posteriori* construction of the sparse quadrature, which turns out to be more accurate for the test examples. Both the *a priori* and the *a posteriori* construction schemes are built on several univariate quadrature rules, including the non-nested Gauss–Hermite quadrature rule [24], the nested transformed Gauss–Kronrod–Patterson (or Gauss–Patterson) quadrature rule [21], and the nested Genz–Keister quadrature rule [20]. We will investigate and compare the convergence properties of the construction schemes with different quadrature rules in high dimensions. Numerical experiments on the sparse quadrature for a nonlinear parametric function and an elliptic parametric PDE are performed to demonstrate the dimension-independent convergence rate, and to compare the *a priori* and the *a posteriori* construction schemes with different quadrature rules.

The rest of the paper is organized as follows. In Section 2 we present the sparse quadrature. Several univariate quadrature rules are introduced in hierarchical representation in Section 2.1, followed by the presentation of tensorization of these rules in Section 2.2 and of the sparse quadrature in Section 2.3. Section 3 is devoted to a convergence analysis of the sparse quadrature, with a dimension-independent convergence rate obtained in the main theorem in Section 3.1 and two examples shown to satisfy the regularity assumptions in Section 3.2. In Section 4 we introduce an *a priori* scheme (in Sect. 4.2) and an *a posteriori* scheme (in Sect. 4.1) for the construction of the sparse quadrature. We present two sets of numerical experiments in Section 5, one on the sparse quadrature for numerical integration of an infinite-dimensional parametric function in Section 5.1 and the other for numerical integration of two quantities of interest related to the solution of an elliptic parametric PDE in Section 5.2. Finally, in Section 6 we conclude with some further research perspectives.
2. Sparse quadrature with Gaussian measure

In this section, we present a sparse quadrature for numerical integration of a function of high/infinite-dimensional parameters with Gaussian measure. At first, we formulate a hierarchical representation of a univariate quadrature with three different quadrature rules. Then a tensor-product quadrature is constructed by tensorization of the univariate quadrature. The sparse quadrature is then defined by a sum of the tensorized univariate quadrature in an admissible index set.

2.1. Univariate quadrature

Let $f : \mathbb{R} \to S$ be a univariate function of a random variable with standard Gaussian (or normal) distribution $N(0,1)$, which takes values in some Banach space $S$. Let $I$ denote an integral defined as

$$I(f) = \int_{\mathbb{R}} f(y) d\gamma(y),$$

(2.1)

where $\gamma(y)$ is a Gaussian measure with the probability density function $\rho(y)$ given by

$$\rho(y) = \frac{1}{\sqrt{2\pi}} e^{-y^2/2}.$$

(2.2)

We introduce a sequence of quadrature rules $\{Q_l\}_{l \geq 0}$ indexed by level $l \in \mathbb{N}$, defined as

$$Q_l(f) = \sum_{k=0}^{m_l-1} w^l_k f(y^l_k), \quad l \geq 0,$$

(2.3)

where $y^l_k \in \mathbb{R}$ and $w^l_k \in \mathbb{R}$, $k = 0, \ldots, m_l - 1$, represent quadrature points and weights; $m_l$ is the number of the quadrature points at level $l$, which satisfies $m_0 = 1$ and $m_l < m_{l+1}$. We consider two classical choices of $m_l$ \cite{2, 20, 29} – adding one point or doubling the number of points from level $l$ to $l + 1$, i.e., $m_{l+1} = l + 1$ or $m_l = 2^{l+1} - 1$. Let $\{\Delta_l\}_{l \geq 0}$ denote a set of difference quadrature rules, which are defined as

$$\Delta_l = Q_l - Q_{l-1}, \quad l \geq 0,$$

(2.4)

where we set $Q_{-1} = 0$ by convention, i.e., $Q_{-1}(f) = 0$. Then we obtain a hierarchical representation of $Q_l$ through a telescopic sum of $\Delta_i$, $i = 0, \ldots, l$, i.e.,

$$Q_l = \sum_{i=0}^{l} \Delta_i.$$

(2.5)

As for the quadrature points and weights in (2.3) as well as the specific number of points in each level, we consider the following ones.

1. Gauss–Hermite (GH) quadrature. A Gauss quadrature is used for the approximation of the integral with the density $\rho$ as the weight function \cite{24}, where $y^0_k = 0$ and $w^0_k = 1$ for $l = 0$, and for $l \geq 1$, $y^l_k$, $k = 0, \ldots, m_l - 1$, are the roots of the orthonormal (with respect to $\rho$) Hermite polynomial $H_n$ for $n = m_l$, where

$$H_n(y) = \frac{(-1)^n \rho^{(n)}(y)}{\sqrt{n!} \rho(y)}, \quad n \geq 0,$$

(2.6)
2.2. Tensor-product quadrature

We consider the product measure space \((\mathbb{V}, \mathcal{B}(\mathbb{V}), \gamma)\) as in [3] where \(\mathcal{B}(\mathbb{V})\) is the \(\sigma\)-algebra generated by the Borel cylinders and \(\gamma\) is a tensorized Gaussian probability measure. The task is to compute the integral

\[
I(f) = \int_Y f(y) d\gamma(y). \tag{2.10}
\]

In order to approximate (2.10), we define a tensor-product quadrature as follows. By \(\mathcal{F}\) we denote a set of multi-indices \(\nu = (\nu_1, \ldots, \nu_J)\), which is defined as

\[
\mathcal{F} = \{\nu \in \mathbb{N}^J : |\nu|_0 < \infty\}. \tag{2.11}
\]
where $|\nu|_0 = \#\{j \in \mathbb{N} : \nu_j \neq 0\}$. Note that each $\nu \in \mathcal{F}$ is finitely supported and we denote its finite support set as

$$\mathcal{J}_\nu = \{j \in \mathbb{N} : \nu_j \neq 0\}. \quad (2.12)$$

Given $\nu \in \mathcal{F}$, we define a multivariate quadrature rule $Q_\nu$ as tensorization of the univariate quadrature rules on the tensor-product grids $G_\nu = \{y_k^j : k_j = 0, \ldots, m_{\nu_j} - 1, j \in \mathcal{J}_\nu\}$, i.e.,

$$Q_\nu(f) = \bigotimes_{j \in \mathcal{J}_\nu} Q_{\nu_j}(f) \equiv \sum_{k_{j_1}=0}^{m_{\nu_{j_1}-1}} \cdots \sum_{k_{j_d}=0}^{m_{\nu_{j_d}-1}} \prod_{j=1}^d w_{k_{j_1}}^{\nu_{j_1}} \cdots w_{k_{j_d}}^{\nu_{j_d}} f(y_{k_{j_1}}^{\nu_{j_1}}, \ldots, y_{k_{j_d}}^{\nu_{j_d}}), \quad (2.13)$$

where we suppose $\mathcal{J}_\nu$ is explicitly given as $\mathcal{J}_\nu = \{j_1, \ldots, j_d\}$ for some $d \in \mathbb{N}$, and we set $y_j = 0$ for all $j \notin \mathcal{J}_\nu$ and omit their appearance in the arguments of $f$ by slight abuse of notation. A full tensor-product quadrature for approximation of $(2.10)$ is defined as $Q_\nu(f)$ for $\nu = \mathbf{l}$, i.e., $\nu_j = l$ for each $j = 1, \ldots, J$ at given $l \in \mathbb{N}$. However, the total computational cost of $(m_l)^d$ function evaluations grows exponentially with respect to the number of dimensions $J$, known as curse of dimensionality, rendering this quadrature rule computationally prohibitive for large $J$, especially when evaluation of $f$ is expensive.

### 2.3. Sparse quadrature

In order to alleviate the curse of dimensionality, we turn to a sparse quadrature, which breaks the restriction of taking $\nu_j = l$ in each dimension and allows free choice of $\nu \in \mathcal{F}$. For each $\nu \in \mathcal{F}$ with support $\mathcal{J}_\nu$ in $d$ dimensions, we define a multivariate difference quadrature rule as

$$\Delta_\nu(f) = \bigotimes_{j \in \mathcal{J}_\nu} \Delta_{\nu_j}(f) \equiv \bigotimes_{j \in \mathcal{J}_\nu} (Q_{\nu_j} - Q_{\nu_j-1})(f), \quad (2.14)$$

which can be computed through $(2.13)$ with $2^d$ terms. If the quadrature points are nested, this computation only involves $\prod_{j \in \mathcal{J}_\nu} m_{\nu_j}$ evaluations of the function $f$. Otherwise, the number becomes $\prod_{j \in \mathcal{J}_\nu} (m_{\nu_j} + m_{\nu_j-1})$. Both costs become feasible for small $d$. By $\Lambda$ we denote an admissible index set [22], also called downward closed or monotonic index set [14, 43], which is defined such that

for any $\nu \in \mathcal{F}$, if $\nu \in \Lambda$, then $\mu \in \Lambda$ for all $\mu \leq \nu$ (i.e., $\mu_j \leq \nu_j, \forall j \geq 1$).

Then we can define a sparse quadrature rule on the grids $G_\Lambda = \bigcup_{\nu \in \Lambda} G_\nu$ as

$$Q_\Lambda(f) = \sum_{\nu \in \Lambda} \Delta_\nu(f). \quad (2.16)$$

Note that both the full tensor-product quadrature and the Smolyak quadrature [21, 47] can be represented as the sparse quadrature with $\Lambda := \{\nu \in \mathcal{F}, |\nu|_{\infty} \leq l\}$ for the former, where $|\nu|_{\infty} := \max_{j \geq 1} \nu_j$, and $\Lambda := \{\nu \in \mathcal{F}, |\nu|_1 \leq l\}$ with $|\nu|_1 = \nu_1 + \nu_2 + \cdots$ for the latter. A more general sparse quadrature is an anisotropic sparse quadrature in [22, 37], where the maximum level of the index $\nu_j$ is allowed to vary for different $j$. The index set $\Lambda$ and the corresponding quadrature points $G_\Lambda$ for the full tensor-product quadrature, the isotropic Smolyak sparse quadrature, and the anisotropic sparse quadrature are shown for GK with $l = 4$ in Figure 1 in two dimensions, from which we can observe large reduction of the points successively.
3. Convergence analysis

Let $N$ be the cardinality of an admissible index set $\Lambda$, which we denote as $\Lambda_N$ to reflect its cardinality. In this section we provide sufficient conditions for the existence of a sparse quadrature $Q_{\Lambda_N}$ whose quadrature error $\|I(f) - Q_{\Lambda_N}(f)\|_S$ does not depend on the number of dimensions $J$, thus breaking the curse of dimensionality. Moreover, we analyze the convergence rate of this error with respect to $N$ under certain assumptions on the regularity of the function $f$ with respect to $y$. We provide two specific examples for which such assumptions are verified.

3.1. Convergence analysis

In general, we consider the function $f$ to have finite second moment, i.e.,

$$\|f\|_{L^2(\gamma,S)} = \left( \int_{Y} \|f(y)\|^2_S d\gamma(y) \right)^{1/2} < \infty.$$  \hspace{1cm} (3.1)

In this situation, $f$ admits a polynomial expansion in the Hermite series [3], i.e.

$$f(y) = \sum_{\nu \in \mathcal{F}} f_{\nu} H_{\nu}(y),$$  \hspace{1cm} (3.2)
where the multivariate Hermite polynomials $H_\nu(y)$ and the coefficients $f_\nu$ read
\[ H_\nu(y) = \prod_{j \geq 1} H_{\nu_j}(y_j), \quad \text{and} \quad f_\nu = \int_Y f(y) H_\nu(y) d\gamma(y). \tag{3.3} \]

Here and in what follows we consider $J = \infty$ ($J \in \mathbb{N}$ is a special case where $y_j = 0$ for $j > J$). The univariate Hermite polynomials $\{H_n\}_{n \geq 0}$, as given in (2.6), are orthonormal. Due to this orthonormality, we have the Parseval’s identity
\[ ||f||^2_{L^2_\gamma(Y,S)} = \sum_{\nu \in \mathcal{F}} ||f_\nu||^2_S, \tag{3.4} \]
i.e., $\{|f_\nu||_S\}_{\nu \in \mathcal{F}} \in \ell^2(\mathcal{F})$, a sufficient and necessary condition for $f \in L^2_\gamma(Y,S)$.

**Assumption 3.1.** We make the following assumptions on the properties of the univariate quadrature rules $\{Q_l\}_{l \geq 0}$:

A.1 The quadrature at level $l$ is exact for all the functions $f \in \mathbb{P}_l \otimes \mathcal{S}$, where $\mathbb{P}_l = \text{span}\{y^i : i = 0, \ldots, l\}$, i.e.
\[ I(f) = Q_l(f) \quad \forall f \in \mathbb{P}_l \otimes \mathcal{S}. \tag{3.5} \]
In particular, $I(H_n) = Q_l(H_n)$ for Hermite polynomials $H_n$, $n = 0, \ldots, l$.

A.2 The quadrature $Q_l(H_n)$ for $H_n$ with $n > l$ is bounded by 2, i.e.
\[ |Q_l(H_n)| < 2, \quad \forall l \geq 0. \tag{3.6} \]

Both the Gauss–Hermite (GH) quadrature and the Genz–Keister (GK) quadrature satisfy Assumption 3.1 for $m_l \geq l + 1$, see [20, 24], while it does not hold for the transformed Gauss–Kronrod–Patterson (tGKP) quadrature. As for Assumption 3.1, we can verify it for the GH quadrature in the following lemma.

**Lemma 3.2.** For the Gauss–Hermite quadrature with $m_l = l + 1$ quadrature points at any level $l \geq 0$, see Section 2.1, we have the bound
\[ |Q_l(H_n)| < 2, \quad \forall n \geq 0, \tag{3.7} \]
for the orthonormal Hermite polynomials $H_n$, $n \geq 0$, defined in (2.6).

The proof is based on the Cramér inequality, e.g., in [1], that is made aware from ([19], Lem. 14), and the Markoff’s theorem, e.g., in [48].

**Proof.** For the (physicists’) orthogonal Hermite polynomials $\hat{H}_n$, $n = 0, 1, \ldots$, defined as ([1], Chap. 22, p. 776)
\[ \hat{H}_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2}, \quad \text{with} \quad \int_{-\infty}^{\infty} \hat{H}_n(x) \hat{H}_m(x) e^{-x^2} dx = \sqrt{\pi} 2^n n! \delta_{nm}, \tag{3.8} \]
we have the Cramér inequality [1], Chapter 22, page 787
\[ |\hat{H}_n(x)| < ce^{2n/\sqrt{n}} e^{x^2/2}, \quad \text{with} \quad c \approx 1.086435. \tag{3.9} \]
Consequently, with proper rescaling for the (probabilists’) orthonormal Hermite polynomials defined in (2.6), i.e., \( H_n(x) = (2^{n/2}\sqrt{n!})^{-1}H_n(x/\sqrt{2}) \), we have
\[
|H_n(x)| < ce^{x^2/4}.
\] (3.10)

For the smooth function \( f(x) = e^{x^2/4} \), by Markoff’s theorem [48], Chapter 16, page 378 (note there \( n = m_l = l + 1 \) for our \( l \) here) there exists \( \xi \in \mathbb{R} \) s.t.
\[
\int_{\mathbb{R}} f(x)\rho(x)dx = Q_l(f) + \frac{f^{(2l+2)}(\xi)}{(2l+2)!} k_{l+1},
\] (3.11)
where \( k_{l+1} \) is the highest coefficient of the Hermite polynomial \( H_{l+1}(x) \). As any even order derivative of \( f \) is non-negative (see [36], Lem. 4), from (3.11) we have
\[
Q_l(f) \leq \int_{\mathbb{R}} f(x)\rho(x)dx = \frac{1}{\sqrt{2\pi}}\int_{\mathbb{R}} e^{x^2/4}e^{-x^2/2}dx = \sqrt{2}.
\] (3.12)

Hence, we obtain
\[
|Q_l(H_n)| \leq Q_l(|H_n|) \leq cQ_l(f) \leq \sqrt{2}c \approx 1.536451 < 2,
\] (3.13)
where the first inequality is due to the positivity of the quadrature weights (2.7), and the second one is due to the bound (3.10).

As for the GK quadrature and the tGKP quadrature, no theoretical result is known to us for Assumption 3.1. We have computed \( Q_l(H_n) \) numerically by all three types of quadrature rules with all possible levels \( l \) and degrees of Hermite polynomial \( n \) up to machine precision. The results show that 3.1 holds in all cases with a sharper bound \( |Q_l(H_n)| \leq 1 \). The left of Figure 2 displays the numerical value \( |Q_l(H_n)| \) for the three quadrature rules with \( l = 3 \) and \( n = 0, \ldots, 150 \) (the polynomial degree \( n \) can not be larger due to machine precision); the right of Figure 2 shows \( |Q_l(H_n)| \leq 1 \) by the GH2 (GH with \( m_l = 2^{l+1} - 1 \) quadrature at \( l = 0, 1, 2, 3, 4, 5 \) and \( n = 0, \ldots, 150 \). Moreover, from the left figure we can also see that GH2 (with \( m_3 = 15 \) points) is exact (with machine precision) for \( I(H_n) \) for \( n = 0, \ldots, 29 \), and GK (with \( m_3 = 19 \) points) is exact for \( n = 0, \ldots, 29 \), which satisfy Assumption 3.1.

Assumption 3.1 implies the exactness and the boundedness of the sparse quadrature \( Q_{\Lambda} \) in multiple dimensions as presented in the following lemma. Similar results have been obtained on the exactness of the sparse quadrature for integration with respect to uniform measure, see, e.g., [4, 43].

**Lemma 3.3.** Under Assumption 3.1, for any admissible index set \( \Lambda \subset \mathcal{F} \), we have
\[
I(f) = Q_{\Lambda}(f), \quad \forall f \in \mathbb{P}_{\Lambda} \otimes \mathcal{S},
\] (3.14)
where \( \mathbb{P}_{\Lambda} = \text{span}\{\prod_{j \geq 1} y_j^{\nu_j}, \nu \in \Lambda\} \). In particular, as \( H_\nu \in \mathbb{P}_{\Lambda} \), we have
\[
I(H_\nu) = Q_{\Lambda}(H_\nu), \quad \forall \nu \in \Lambda.
\] (3.15)

Moreover, for any \( \nu \in \mathcal{F} \setminus \emptyset \), we have
\[
|Q_{\Lambda \cap R_\nu}(H_\nu)| \leq \prod_{j \in \nu} (1 + \nu_j)^3.
\] (3.16)
where the index set $\mathcal{R}_\nu := \{ \mu \in F : \mu \preceq \nu \}$, and $\mathcal{J}_\nu$ is the support set of $\nu$.

**Proof.** The result (3.14) can be obtained by induction based on Assumption 3.1, e.g., as in [43], Theorem 4.2 for the uniform measure. Here, we provide a different proof for the Gaussian measure. First, for $\Lambda = \{0\}$, and $f(y) = u_0$ with some function $u_0 \in \mathcal{S}$ for all $y \in Y$, we have $I(f) = u_0$ and $Q_0(f) = f(0) = u_0$, which verifies (3.14). Suppose (3.14) holds for an admissible set $\Lambda$, then we only need to verify that (3.14) also holds for the admissible set $\Lambda + k = \Lambda \cup \{\nu + k\}$ for all possible $k \in \mathbb{N}$, where $\nu + k = \nu^* + e_k$ for some $\nu^* \in \Lambda$ such that $(\nu^*)_k \geq \nu_k$ for all $\nu \in \Lambda$. Here $e_k \in \mathcal{F}$ is the vector whose $k$-th component is one with all remaining components zero. In fact, the function $f \in P_{\Lambda + k} \otimes \mathcal{S}$ can be decomposed as

$$f(y) = \sum_{\nu \in \Lambda + k} y^\nu u_\nu = \sum_{\nu \in \Lambda} y^\nu u_\nu + y^{\nu+k} u_{\nu+k} \equiv f_\Lambda(y) + f_k(y), \quad (3.17)$$

where we have denoted $f_\Lambda(y) = \sum_{\nu \in \Lambda} y^\nu u_\nu$ and $f_k(y) = y^{\nu+k} u_{\nu+k}$. Hence

$$Q_{\Lambda + k}(f) = Q_{\Lambda + k}(f_\Lambda) + Q_{\Lambda + k}(f_k). \quad (3.18)$$

By the definition (2.16) of the sparse quadrature rule, for the first term of (3.18), we have

$$Q_{\Lambda + k}(f_\Lambda) = Q_\Lambda(f_\Lambda) + \triangle_{\nu+k}(f_\Lambda), \quad (3.19)$$

where the first term $Q_\Lambda(f_\Lambda) = I(f_\Lambda)$ by the induction’s assumption, and the second term, by the Definition (2.14), can be explicitly written as

$$\triangle_{\nu+k}(f_\Lambda) = \sum_{\nu \in \Lambda} u_\nu \bigotimes_{j \in \nu + k} (Q_{(\nu + k)} y_j - Q_{(\nu + k) - 1}) y_j \quad (3.20)$$

By 3.1 and the fact $\nu_k \leq (\nu^*)_k$ for all $\nu \in \Lambda$ and $\nu + k = \nu^* + e_k$, we have

$$(Q_{(\nu + k)} - Q_{(\nu + k) - 1}) y_k = Q_{(\nu^*) + 1} - Q_{(\nu^*)} y_k = I(y^k) - I(y^k) = 0, \quad (3.21)$$
which implies that $\triangle_{\nu+k}(f_{A}) = 0$, thus $Q_{A+k}(f_{A}) = I(f_{A})$. As for the second term of (3.18), we have

$$Q_{A+k}(f_{k}) = \sum_{\nu \in A_{k}} \triangle_{\nu}(f_{k}) = \sum_{\nu \in R_{\nu+k}} \triangle_{\nu}(f_{k}) + \sum_{\nu \in A_{k} \setminus R_{\nu+k}} \triangle_{\nu}(f_{k}) ,$$

(3.22)

where we recall that $R_{\nu+k} = \{ \mu \in F : \mu \leq \nu+k \}$. Then by 3.1 the first term yields

$$\sum_{\nu \in R_{\nu+k}} \triangle_{\nu}(f_{k}) = Q_{R_{\nu+k}}(f_{k}) = u_{\nu+k} \bigotimes_{j \geq 1} Q_{(\nu+k)}(y_{j}(\nu+k)) = I(f_{k}) ,$$

(3.23)

and $\triangle_{\nu}(f_{k})$ vanishes for each $\nu \in A_{k} \setminus R_{\nu+k}$ by the same reasoning as in (3.21), i.e., there exists $j \in J_{\nu}$ such that $\nu_{j} > (\nu+k)_{j}$, so that $(Q_{\nu_{j}} - Q_{\nu_{j}-1})(y_{j}(\nu+k)) = 0$. Therefore, we also have $Q_{A+k}(f_{k}) = I(f_{k})$, so that $Q_{A+k}(f) = I(f)$ for any $f \in \mathbb{P}_{A+k} \otimes S$. This completes the induction and concludes the equality (3.14).

To check (3.16), by the definition of the sparse quadrature in (2.16) we have

$$|Q_{A \cap R_{\nu}}(H_{\nu})| = \left| \sum_{\mu \in A \cap R_{\nu}} \triangle_{\mu}(H_{\nu}) \right| \leq \sum_{\mu \in A \cap R_{\nu}} \left| \triangle_{\mu}(H_{\nu}) \right| \leq \sum_{\mu \in R_{\nu}} \left| \triangle_{\mu}(H_{\nu}) \right| ,$$

(3.24)

where the last inequality is due to $A \cap R_{\nu} \subset R_{\nu}$, where $R_{\nu}$ is a box in which the bound is easier to be derived as follows. By the definition of $\triangle_{\mu}$ in (2.14), we have

$$\left| \triangle_{\mu}(H_{\nu}) \right| \leq \prod_{j \in J_{\mu}} \left| Q_{\mu_{j}}(H_{\nu_{j}}) - Q_{\mu_{j}-1}(H_{\nu_{j}}) \right| \leq \prod_{j \in J_{\mu}} 4 = 4^{|J_{\mu}|} ,$$

(3.25)

where the second bound is due to Assumption 3.1. Therefore, we have

$$\sum_{\mu \in R_{\nu}} \left| \triangle_{\mu}(H_{\nu}) \right| \leq \sum_{\mu \in R_{\nu}} 4^{|J_{\mu}|} \leq \sum_{\mu \in R_{\nu}} 4^{|J_{\mu}|} = \prod_{j \in J_{\nu}} 4(1 + \nu_{j}) \leq \prod_{j \in J_{\nu}} (1 + \nu_{j})^{3} ,$$

(3.26)

where for the equality we have used $\sum_{\mu \in R_{\nu}} 1 = \prod_{j \in J_{\nu}} (1 + \nu_{j})$ and for last inequality we have used $4(1 + n) \leq (1 + n)^{3}$ for $n \geq 1$, which completes the proof.

The following lemma bounds the quadrature error $||I(f) - Q_{A_{N}}(f)||_{S}$ in terms of the weighted $\ell^{1}$-norm of the Hermite coefficients $\{ ||f_{\nu}||_{S} \}_{\nu \in F \setminus A_{N}}$. Similar results using Legendre polynomial expansion and triangular inequality can be found in [14], Lemma 4.2 and [43], Lemma 4.5 for interpolation and integration with uniform measure. Instead of relying on the Lebesgue constant as in those papers, we use the orthogonality of the Hermite polynomials and the bound in Assumption 3.1.

**Lemma 3.4.** Under Assumption 3.1, for any $f \in L_{2}^{\gamma}(Y, S)$, we have that for any $N \in \mathbb{N}$, there exists an admissible index set $A_{N} \subset F$ with $|A_{N}| = N$, such that

$$||I(f) - Q_{A_{N}}(f)||_{S} \leq \sum_{\nu \in F \setminus A_{N}} c_{\nu} ||f_{\nu}||_{S} ,$$

(3.27)

where $c_{\nu} := \prod_{j \in J_{\nu}} (1 + \nu_{j})^{3}$, the upper bound obtained in (3.16).
Proof. As \( f \in L^2_{\gamma}(Y, S) \), we have the polynomial expansion of \( f \) on the Hermite series as in (3.2), so that

\[
Q_{\Lambda_N}(f) = Q_{\Lambda_N} \left( \sum_{\nu \in \mathcal{F}} f_\nu H_\nu \right) = \sum_{\nu \in \mathcal{F}} f_\nu Q_{\Lambda_N}(H_\nu) + \sum_{\nu \in \mathcal{F} \setminus \Lambda_N} f_\nu Q_{\Lambda_N}(H_\nu) .
\] 

Therefore, by the identity (3.15) we obtain

\[
||I(f) - Q_{\Lambda_N}(f)||_S \leq \sum_{\nu \in \mathcal{F} \setminus \Lambda_N} ||f_\nu||_S |(I - Q_{\Lambda_N})(H_\nu)|
\] 

For any \( \nu \in \mathcal{F} \setminus 0 \), there exists \( j \in \mathbb{N} \) such that \( \nu_j \neq 0 \), for which we have \( I_j(H_{\nu_j}) = 0 \) due to the orthogonality of \( H_{\nu_j} \), hence

\[
I(H_\nu) = \prod_{j \geq 1} I_j(H_{\nu_j}) = 0 .
\]

Moreover, for any \( \nu \in \mathcal{F} \), we have

\[
Q_{\Lambda_N}(H_\nu) = \sum_{\mu \in \Lambda_N} \Delta_\mu(H_\nu) \\
= \sum_{\mu \in \Lambda_N} \prod_{j \geq 1} \left( Q_{\mu_j}(H_{\nu_j}) - Q_{\mu_j-1}(H_{\nu_j}) \right) \\
= \sum_{\mu \in \Lambda_N \cap R_\nu} \prod_{j \geq 1} \left( Q_{\mu_j}(H_{\nu_j}) - Q_{\mu_j-1}(H_{\nu_j}) \right) \\
= \sum_{\mu \in \Lambda_N \cap R_\nu} \triangle_\mu(H_\nu) = Q_{\Lambda_N \cap R_\nu}(H_\nu) ,
\]

where the third equality is due to Assumption 3.1. As a result, (3.29) becomes

\[
||I(f) - Q_{\Lambda_N}(f)||_S \leq \sum_{\nu \in \mathcal{F} \setminus \Lambda_N} ||f_\nu||_S |Q_{\Lambda_N \cap R_\nu}(H_\nu)| \leq \sum_{\nu \in \mathcal{F} \setminus \Lambda_N} c_\nu ||f_\nu||_S ,
\]

which completes the proof by using the bound (3.16).

In order to control the quadrature error, which is bounded by a weighted sum of the Hermite coefficients as above, we make the following assumptions from [3], Theorem 3.3 on the derivatives of the function \( f \) with respect to the parameter \( y \).

**Assumption 3.5.**

B.1 Let \( 0 < q < 2 \), and \( (\tau_j)_{j \geq 1} \) be a positive sequence such that

\[
(\tau_j^{-1})_{j \geq 1} \in \ell^q(\mathbb{N}) .
\]

B.2 Let \( r \) be the smallest integer such that \( r > 14/q \), we assume \( \partial_y^\mu f \in L^2_{\gamma}(Y, S) \) and there holds

\[
\sum_{|\mu|_{\infty} \leq r} \frac{\tau_{2\mu}}{\mu!} \int_{Y} ||\partial_y^\mu f(y)||_S^2 d\gamma(y) < \infty ,
\]
where \( \tau^{2\mu} = \prod_{j \geq 1} \tau_j^{2\mu_j}, \mu! = \prod_{j \geq 1} \mu_j! \), and \( \partial_y^\mu f(y) = \left( \prod_{j \geq 1} \partial_y^{\mu_j} \right) f(y) \).

**Remark 3.6.** Assumption 3.5 characterizes the relation between the regularity of the function \( f \) with respect to the parameter \( y \) and sparsity of the parametrization, i.e., the anisotropic property of the function with respect to different dimensions. The smaller \( q \) is, the faster \( \tau_j \) grows, so the faster \( \partial_y^\mu f(y) \) decays with respect to \( j \), and as \( r > 14/q \) becomes larger, the higher orders of derivative are needed. We will present two examples in the next section to verify Assumption 3.5 and illustrate this discussion.

The following result establishes the equivalence between the weighted summability of the integral of the mixed derivatives and the weighted summability of the Hermite coefficients, which is the key to bring the sparsity of the parametrization to the dimension-independent convergence rate.

**Proposition 3.7.** ([3], Thm. 3.3, Lem. 5.1). Under Assumption 3.5, we have

\[
\sum_{|\mu|_{\infty} \leq r} \frac{\tau^{2\mu}}{\mu!} \int_Y \| \partial_y^\mu f(y) \|^2 \mathcal{S} d\gamma(y) = \sum_{\nu \in \mathcal{F}} b_{\nu} \| f_\nu \|^2 \mathcal{S}, \tag{3.35}
\]

where the weights \( b_{\nu} \) given by

\[
b_{\nu} = \sum_{|\mu|_{\infty} \leq r} \left( \begin{array}{c} \nu \\ \mu \end{array} \right) \tau^{2\mu}, \quad \text{with} \quad \left( \begin{array}{c} \nu \\ \mu \end{array} \right) = \prod_{j \geq 1} \left( \begin{array}{c} \nu_j \\ \mu_j \end{array} \right), \tag{3.36}
\]

satisfies the summability condition

\[
\sum_{\nu \in \mathcal{F}} b_{\nu}^{-q/2} < \infty \tag{3.37}
\]

for any integer \( r \) such that \( r > 2/q \).

Based on the summability (3.37) and its proof, we obtain the following result.

**Lemma 3.8.** Under Assumption 3.5, for any \( \eta \geq q/4 \), we have

\[
\sum_{\nu \in \mathcal{F}} \left( \frac{b_{\nu}}{c_{\nu}^{1/\eta}} \right)^{-2\eta} < \infty. \tag{3.38}
\]

**Proof.** By the definition of \( b_{\nu} \) in (3.36), we can rewrite it as

\[
b_{\nu} = \prod_{j \geq 1} \left( \sum_{l=0}^{\nu_j} \left( \begin{array}{c} \nu_j \\ l \end{array} \right) \tau_j^{2l} \right). \tag{3.39}
\]

Then the left hand side of (3.38) can be written in the factorized form as

\[
\sum_{\nu \in \mathcal{F}} \left( \frac{b_{\nu}}{c_{\nu}^{1/\eta}} \right)^{-2\eta} = \sum_{\nu \in \mathcal{F}} \prod_{j \geq 1} \left( \sum_{l=0}^{\nu_j} \left( \begin{array}{c} \nu_j \\ l \end{array} \right) \tau_j^{2l} \frac{1}{(1+\nu_j)^{3/\eta}} \right)^{-2\eta} = \prod_{j \geq 1} \sum_{n \geq 0} \left( \sum_{l=0}^{n} \left( \begin{array}{c} n \\ l \end{array} \right) \tau_j^{2l} \frac{1}{(1+n)^{3/\eta}} \right)^{-2\eta} \tag{3.40}
\]
as long as we can show that the product on the right hand side is finite. Now we have

\[
\sum_{n \geq 0} \left( \sum_{k=0}^{r} \binom{n}{k} \frac{2^{k}}{1 + n}^{3/\eta} \right)^{-2\eta} \leq \sum_{n \geq 0} \left( \frac{n}{n \wedge r} \right)^{2(n \wedge r)} \frac{1}{(1 + n)^{3/\eta}} \leq 1 + 2^{6} \tau_{j}^{-4\eta} + \cdots + r^{6} \tau_{j}^{-4\eta(r-1)} + C_{r,\eta} \tau_{j}^{-4\eta r} =: d_{j}(r, \eta, \tau_{j}),
\]

where in the first inequality we have only kept the term \( l = n \wedge r = \min\{n, r\} \), and the constant \( C_{r,\eta} \) is defined as

\[
C_{r,\eta} = \sum_{n \geq r} \left( \frac{n}{1 + n}^{3/\eta} \right)^{-2\eta} = (r!)^{2\eta} \sum_{n \geq 0} \left( \frac{(n+1) \cdots (n+r)}{(1 + n + r)^{3/\eta}} \right)^{-2\eta}.
\]

As the term in the big parentheses grows as \( n^{-r-3/\eta} \) when \( n \to \infty \), and \( 2\eta(r - 3/\eta) > 1 \) for any \( \eta \geq q/4 \) when \( r > 14/q \) one has that \( C_{r,\eta} < \infty \). Since \((\tau_{j}^{-1})_{j \geq 1} \in \ell^{q}(\mathbb{N}) \) by Assumption \( \text{3.5} \), we have \( \tau_{j} \to \infty \) as \( j \to \infty \), so that there exists \( J_{\tau} < \infty \) such that \( \tau_{j} > 1 \) for all \( j > J_{\tau} \). For \( j > J_{\tau} \), we can bound the right hand side of (3.41) by

\[
d_{j}(r, \eta, \tau_{j}) \leq 1 + (2^{6} + \cdots + r^{6} + C_{r,\eta}) \tau_{j}^{-4\eta}.
\]

Consequently, by setting \( D_{r,\eta} = 2^{6} + \cdots + r^{6} + C_{r,\eta} \), we have

\[
\sum_{\nu \in \mathcal{F}} \left( \frac{b_{\nu}}{c_{\nu}^{1/\eta}} \right)^{-2\eta} \leq \prod_{j \geq 1} d_{j}(r, \eta, \tau_{j}) \leq \prod_{1 \leq j \leq J_{\tau}} d_{j}(r, \eta, \tau_{j}) \prod_{j > J_{\tau}} (1 + D_{r,\eta} \tau_{j}^{-4\eta}),
\]

where the first term is bounded as \( J_{\tau} < \infty \). The second term can be written as

\[
\prod_{j > J_{\tau}} (1 + D_{r,\eta} \tau_{j}^{-4\eta}) = \exp \left( \sum_{j > J_{\tau}} \log \left( 1 + D_{r,\eta} \tau_{j}^{-4\eta} \right) \right),
\]

which, by using \( \log(1 + x) \leq x \) for all \( x > -1 \), can be bounded by

\[
\exp \left( \sum_{j > J_{\tau}} \log \left( 1 + D_{r,\eta} \tau_{j}^{-4\eta} \right) \right) \leq \exp \left( D_{r,\eta} \sum_{j > J_{\tau}} \tau_{j}^{-4\eta} \right),
\]

which is finite when \( \eta \geq q/4 \) since \((\tau_{j}^{-1})_{j \geq 1} \in \ell^{q}(\mathbb{N}) \) in Assumption \( \text{3.5} \). Hence, (3.38) is concluded by (3.44) and (3.46).

We are now ready to state and prove the main theorem. The idea behind the proof is from the short discussion in [3, Rem. 5.1] and the result ([51], Lem. 2.9).

**Theorem 3.9.** Under Assumption 3.1 and 3.5, there exists an admissible index set \( \Lambda_{N} \subset \mathcal{F} \), a set of multi-indices corresponding to the \( N \) smallest values of \( b_{\nu} \) defined in (3.36), such that the sparse quadrature error is bounded by

\[
||I(f) - Q_{\Lambda_{N}}(f)||_{S} \leq C(N + 1)^{-s}, \quad s = \frac{1}{q} - \frac{1}{2},
\]

where \( C \) is a constant that depends only on \( \eta \) and \( \Lambda_{N} \).
where the constant $C$ is independent of $N$.

**Proof.** We consider the right hand side of (3.27) in Lemma 3.4, which we can bound by multiplying and dividing $b^{-1/2+\eta}_\nu$ with $\eta \geq q/4$ as

$$
\sum_{\nu \in \mathcal{F}\setminus \mathcal{A}_N} c_{\nu} \|f_{\nu}\|_{S} \leq \sup_{\nu \in \mathcal{F}\setminus \mathcal{A}_N} b^{-1/2+\eta}_\nu \sum_{\nu \in \mathcal{F}\setminus \mathcal{A}_N} \frac{c_{\nu}}{b_{\nu}} b^{1/2}_\nu \|f_{\nu}\|_{S},
$$

(3.48)

where the second term can be bounded by using Cauchy–Schwarz inequality as

$$
\sum_{\nu \in \mathcal{F}\setminus \mathcal{A}_N} \frac{c_{\nu}}{b_{\nu}} b^{1/2}_\nu \|f_{\nu}\|_{S} \leq \left( \sum_{\nu \in \mathcal{F}\setminus \mathcal{A}_N} \left( \frac{c_{\nu}}{b_{\nu}} \right)^2 \right)^{1/2} \left( \sum_{\nu \in \mathcal{F}\setminus \mathcal{A}_N} b_{\nu} \|f_{\nu}\|_{S}^2 \right)^{1/2}
$$

$$
\leq \left( \sum_{\nu \in \mathcal{F}} \left( \frac{b_{\nu}}{\nu^{1/\eta}} \right)^{-2\eta} \right)^{1/2} \left( \sum_{\nu \in \mathcal{F}} b_{\nu} \|f_{\nu}\|_{S}^2 \right)^{1/2},
$$

(3.49)

which is finite as a result of Lemma 3.8 for the first term and Assumption 3.5 and Proposition 3.7 for the second. By an increasing rearrangement of the sequence $(b_{\nu})_{\nu \in \mathcal{F}}$, which is equivalent to a decreasing rearrangement of $(b^{-1/2+\eta}_\nu)_{\nu \in \mathcal{F}}$ for $\eta < 1/2$, which we denote as $(z_{n})_{n \geq 1}$, the first term on the right hand side of (3.48) becomes

$$
\sup_{\nu \in \mathcal{F}\setminus \mathcal{A}_N} b^{-(1/2-2\eta)/2}_\nu = z_{N+1}.
$$

(3.50)

Since $(b^{-1/2}_\nu)_{\nu \in \mathcal{F}} \in \ell^q(\mathcal{F})$ as given in Proposition 3.7, we have that $(z_{n})_{n \geq 1} \in \ell^{\tilde{q}/(1-2\eta)}(\mathbb{N})$. We remark that $\eta < 1/2$ with $\eta = q/4$ implies $q < 2$, as expected. As a result, by taking $\eta = q/4$, the smallest value for $\eta$, we have $(z_{n})_{n \geq 1} \in \ell^{\tilde{q}}(\mathbb{N})$ where $\tilde{q} = 2q/(2-q) \in (0, \infty)$ for $q \in (0, 2)$. As $(z_{n})_{n \geq 1}$ is monotonically decreasing, when $\tilde{q} \in (0, 1)$, by Hölder’s inequality for $s = \frac{1}{\tilde{q}}$ and its conjugate $t = \frac{1}{1-s}$ we obtain

$$
z_{n}^2 \leq \frac{1}{n} \sum_{i=1}^{n} z_{i}^{2q} \leq \frac{1}{n} \left( \sum_{i=1}^{n} z_{i}^{2q} \right)^{1/2} \left( \sum_{i=1}^{n} t \right)^{1/2} = \left( \sum_{i=1}^{n} z_{i}^{2q} \right)^{\frac{1}{\tilde{q}}} n^{-\tilde{q}},
$$

(3.51)

so that

$$
z_{n} \leq \left( \sum_{i=1}^{n} z_{i}^{2q} \right)^{\frac{1}{2q}} n^{-s} \leq \left( \sum_{i=1}^{\infty} z_{i}^{2q} \right)^{\frac{1}{2q}} n^{-s}.
$$

(3.52)

For $\tilde{q} \geq 1$, again by Hölder’s inequality for $\tilde{q}$ and its conjugate $t = \frac{1}{1-s}$ where $s = \frac{1}{\tilde{q}}$ we have

$$
z_{n} \leq n^{-s} \sum_{i=1}^{n} z_{i} \leq n^{-s} \left( \sum_{i=1}^{n} z_{i}^{2q} \right)^{\frac{1}{2q}} \left( \sum_{i=1}^{n} t \right)^{1-s} \leq \left( \sum_{i=1}^{\infty} z_{i}^{2q} \right)^{\frac{1}{2q}} n^{-s}.
$$

(3.53)

Consequently, the main result (3.47) holds with the constant

$$
C = \left( \sum_{i=1}^{\infty} z_{i}^{2q} \right)^{\frac{1}{2q}} \left( \sum_{\nu \in \mathcal{F}} \left( \frac{b_{\nu}}{c_{\nu}} \right)^{-2\eta} \right)^{1/2} \left( \sum_{\nu \in \mathcal{F}} b_{\nu} \|f_{\nu}\|_{S}^2 \right)^{1/2} < \infty,
$$

(3.54)
which is independent of $N$. To conclude the proof, we need to show that the index set $\Lambda_N$ can be taken such that it is admissible, for which we only need to verify that for any $k \in \mathbb{N}$ and $\nu \in \mathcal{F}$, we have

$$b_{\nu+e_k} \geq b_{\nu}.$$  

(3.55)

This is true by the definition of $b_{\nu}$ in (3.36), i.e., for Kronecker delta $\delta_{jk}$,

$$b_{\nu+e_k} = \sum_{|\mu| \leq \nu, j \geq 1} \prod_{|\mu| \leq \nu, j \geq 1} \left( \frac{\nu_j + \delta_{jk}}{\mu_j} \right)^{2\mu_j} \geq \sum_{|\mu| \leq \nu, j \geq 1} \prod_{|\mu| \leq \nu, j \geq 1} \left( \frac{\nu_j}{\mu_j} \right)^{2\mu_j} = b_{\nu}.$$  

(3.56)

**Remark 3.10.** The convergence of the quadrature error with respect to the number of indices does not depend on the number of parameter dimensions. It only depends on the summability parameter $q$, which measures the sparsity of the parametric function with respect to the parameters: the smaller $q$ is, the sparser $f$ is, the faster the convergence becomes.

**Remark 3.11.** For any parametric function satisfying Assumption 3.5, our theorem implies that we can construct the admissible index set completely based on the definition of $b_{\nu}$ in (3.36) in order to achieve the convergence rate $N^{-s}$ with $s = 1/q - 1/2$. This convergence rate is obtained as an upper bound, which is not necessarily optimal. In fact, our numerical tests indicate that it could be improved.

The convergence rate is obtained with respect to the number of indices $N$ in the index set $\Lambda_N$, which is not necessarily the same as the number of quadrature points that represents the computational work. The following corollary provides a convergence rate with respect to the number of quadrature points in the case of Gauss–Hermite quadrature with $m_l = l + 1$.

**Corollary 3.12.** As a result of Theorem 3.9, for the case of Gauss–Hermite quadrature with $m_l = l + 1$, the sparse quadrature error is bounded by

$$\|I(f) - Q_{\Lambda_N}(f)\|_S \leq CN_p^{−s/2}, \quad s = \frac{1}{q} - \frac{1}{2},$$  

(3.57)

where $C$ is independent of the number of quadrature points $N_p$ corresponding to $\Lambda_N$.

**Proof.** The bound is a result of ([19], Prop. 18), which states that there exists a constant $C$ such that $N_p \leq CN^2$.

**Remark 3.13.** Similar convergence rates are observed in practice for both GH1, GH2, and GK with respect to the number of quadrature points as that of indices, as shown in our numerical tests. The reason might be that the number of quadrature points scales linearly with respect to the number of indices in practice, as suggested in [19], and that the quadrature $Q_l$, which uses $m_l$ quadrature points, is exact at least for $P_n$ with $n \geq m_l - 1$ (in fact it is exact for $P_{2m_l-1}$ by GH quadrature), which is much richer than $P_l$.

### 3.2. Examples

The dimension-independent convergence rate relies on Assumption on the derivatives of the function $f(y)$ with respect to the parameter $y$ as stated in Assumption 3.5. Here we provide two examples which satisfy such an assumption. For both examples, we assume a common structure that the function $f$ depends on $y$ through $\kappa(y)$ as $f(\kappa(y))$, where $\kappa$ is given by

$$\kappa(y) = \sum_{j \geq 1} y_j \psi_j,$$  

(3.58)
where we assume \( \max_{j \geq 1} ||\psi_j|| < \infty \) with \( ||\psi_j|| = |\psi_j| \) if \( \psi \in \mathbb{R} \) and \( ||\psi_j|| = ||\psi_j||_{L^\infty(D)} \) if \( \psi_j \) is a function in a physical domain \( D \).

### 3.2.1. Example 1 – A nonlinear parametric function

We first consider a nonlinear parametric function and set \( \psi_j = j^{-\alpha} \) in \( \kappa \), in particular,

\[
f(y) = f(\kappa(y)) = \exp \left( \sum_{j \geq 1} y_j j^{-\alpha} \right), \quad \alpha > 1. \tag{3.59}
\]

To satisfy Assumption 3.5, we compute

\[
\sum_{|\mu| \leq r} \frac{\tau \mu}{\mu!} \int_Y |\partial_y^\mu f(y)|^2 d\gamma(y) = \int_Y f^2(y) d\gamma(y) \sum_{|\mu| \leq r} \frac{\tau \mu}{\mu!} \prod_{j \geq 1} j^{-2\alpha \mu_j}, \tag{3.60}
\]

where, for \( \alpha > 1 \), we have

\[
\int_Y f^2(y) d\gamma(y) = \prod_{j \geq 1} \int_\mathbb{R} e^{2j^{-\alpha} y_j} \rho(y_j) dy_j = \exp \left( 2 \sum_{j \geq 1} j^{-2\alpha} \right) < \infty. \tag{3.61}
\]

Moreover, we have the bound (by using \( 1 + x + \cdots + x^r/r! < e^x \) for any \( x > 0 \))

\[
\sum_{|\mu| \leq r} \frac{\tau \mu}{\mu!} \prod_{j \geq 1} j^{-2\alpha \mu_j} = \prod_{j \geq 1} \left( \sum_{l=0}^r \frac{(\tau_j j^{-2\alpha})^l}{l!} \right) \leq \exp \left( \sum_{j \geq 1} \tau_j ^2 j^{-2\alpha} \right), \tag{3.62}
\]

which is finite if and only if \( \tau_j \lesssim j^{\alpha-1/2-\varepsilon} \) for arbitrary \( \varepsilon > 0 \), so that \( (\tau_j^{-1})_{j \geq 1} \in l^q(\mathbb{N}) \) for \( q \geq 1/((\alpha - 1/2) - \varepsilon) \). By Theorem 3.9, we obtain the convergence rate \( N^{-s} \) for \( s = 1/q - 1/2 \leq \alpha - 1 - \varepsilon \). Note that the case \( \alpha \leq 1 \) is not covered by the theorem.

### 3.2.2. Example 2 – PDE solution as a nonlinear map

We consider the solution (nonlinear with respect to \( y \)) of the diffusion equation: find \( u(y) \in H_0^1(D) \) such that

\[
- \text{div}(e^{\kappa(y)} \nabla u(y)) = g, \quad \text{in} \ D, \tag{3.63}
\]

with homogeneous Dirichlet boundary condition, and \( g \in H^{-1}(D) \). This example is studied in detail in [3]. Under the parametrization (3.58), for \( (\tau_j)_{j \geq 1} \) such that

\[
\sup_{x \in D} \sum_{j \geq 1} \tau_j |\psi_j(x)| < \frac{\ln 2}{\sqrt{r}}, \tag{3.64}
\]

and \( (\tau_j^{-1})_{j \geq 1} \in l^q(\mathbb{N}) \) for any \( 0 < q < \infty \), they proved the bound ([3], Thm. 4.2)

\[
\sum_{|\mu| \leq r} \frac{\tau \mu}{\mu!} \int_Y ||\partial_y^\mu u(y)||^2 d\gamma(y) \leq C \int_Y \exp(4||\kappa(y)||_{L^\infty(D)}) d\gamma(y) < \infty, \tag{3.65}
\]
where $S = H^1_0(D)$, $C$ is a constant independent of $y$. The first inequality is ensured by (3.64) from a careful estimate of the partial derivatives of $u$ with respect to $y$ and the sum of their integrals, while the second inequality is ensured by $(\tau^{-1})_{j \geq 1} \in \ell^q(N)$. Then the convergence rate $N^{-s}$ with $s = 1/q - 1/2$ in Theorem 3.9 is established for $f(y) = u(y)$. Note that in [3] only $r > 2/q$ is needed for the convergence result of a Hermite polynomial approximation error, while we need $r > 14/q$ for the convergence of the sparse quadrature error due to the proof in Lemma 3.8.

Here, the solution $u(y)$ can be replaced by a bounded linear functional of $f(y) = f(u(y))$, and the inequality (3.65) can be verified for $f$ due to

$$|\partial_y^\mu f(y)|^2 \leq ||f||_{S}^2 ||\partial_y^\mu u(y)||_{S}^2.$$  \hfill (3.66)

4. Construction of the Sparse Quadrature

We present a common adaptive algorithm for the construction of the sparse quadrature using two different construction schemes – one is a goal-oriented a posteriori construction based on an a posteriori error indicator – the difference quadrature $\Delta_\nu(f)$ in (2.14) that depends on each specific function $f$; the other one is an a priori construction that guarantees the dimension-independent convergence rate in Theorem 3.9. The a posteriori construction cannot be guaranteed in theory to achieve a dimension-independent convergence rate but appears to do so in our numerical experiments in Section 5.

4.1. Goal-oriented a posteriori construction

We first present the goal-oriented a posteriori construction of the sparse quadrature based on a dimension-adaptive tensor-product quadrature initially developed in [22], which we call adaptive sparse quadrature, whose associated grids $G_A$ are called adaptive sparse grids. The basic idea is based on the following adaptive process: given an admissible index set $A$, we search an index $\nu \in F$ among the forward neighbors of $A$ ($\nu \in F$ is called a forward neighbor of $A$ if $A \cup \nu$ is still admissible), at which $||\Delta_\nu||_S$ is maximized, and add this index to the index set $A = A \cup \{\nu\}$. As the number of forward neighbors depends on the number of dimensions $J$ (for example, the forward neighbors of $0$ are $e_j$ for all $j$), it is not feasible to search over all the forward neighbors in high or infinite dimensions. In such cases, it is usually reasonable to assume that the dimensions with small indices are more important than those with large indices, as determined, e.g., by the decaying eigenvalues in the Karhunen–Loève representation of a random field. Therefore, we can explore the forward neighbors dimension by dimension in a forward neighbor index set defined as (see, e.g., [14, 43])

$$\mathcal{N}(A) := \{\nu \notin A : \nu - e_j \in A, \forall j \in \mathbb{J}_\nu \text{ and } \nu_j = 0, \forall j > j(A) + 1\},$$  \hfill (4.1)

where $\mathbb{J}_\nu = \{j : \nu_j \neq 0\}$; $j(A)$ is the smallest $j$ such that $\nu_{j+1} = 0$ for all $\nu \in A$. More generally, $j(A) + K$ for a certain $K \geq 1$ can be used, see [40].

The construction process is presented in Algorithm 4.1. We remark that instead of using the maximum number of indices as the stopping criterion, we can use others, such as the maximum number of quadrature points, or an heuristic error indicator $||\sum_{\mu \in \mathcal{N}(A_N)} \Delta_\mu(f)||_S$. Moreover, for the a posteriori construction, it is also a common practice to choose $\nu$ as $\nu = \arg \max_{\mu \in \mathcal{N}(A_N)} ||\Delta_\mu(f)||_S/G_\mu$ to balance the error and the work, e.g., [22, 40]. However, these heuristic error indicators are not rigorous and may lead to early stopping of the algorithm in the case that $||\Delta_\mu(f)||_S$ is critically small for all $\mu$ in $\mathcal{N}(A_N)$, which can be possibly addressed by a verification process [10]. We remark that to construct $A_N$, we need to evaluate the function $f$ at all quadrature points corresponding to $\mathcal{N}(A_N)$ by the a posteriori construction, so that the total number of function evaluations is larger than that in $A_N$ as presented in Corollary 3.12. We will also investigate the convergence rate with respect to the total number of quadrature points in the numerical experiments.
Algorithm 4.1. Adaptive sparse quadrature
1: **Input:** maximum number of indices $N_{\text{max}}$, function $f$.
2: **Output:** the admissible index set $A_N$, quadrature $Q_{A_N}(f)$.
3: Set $N = 1$, $A_N = \emptyset$, evaluate $f(0)$ and set $Q_{A_N}(f) = f(0)$.
4: while $N < N_{\text{max}}$ do
5: Construct the forward neighbor set $N(A_N)$ by (4.1).
6: if a posteriori construction then
7: Compute $\Delta_\nu(f)$ for all $\nu \in N(A_N)$ by (2.13).
8: Take $\nu = \arg\max_{\mu \in N(A_N)} ||\Delta_\mu(f)||$.s.
9: else if a priori construction then
10: Compute $b_\nu$ for all $\nu \in N(A_N)$ by (3.36).
11: Take $\nu = \arg\min_{\mu \in N(A_N)} b_\mu$. 
12: end if
13: Enrich the index set $A_{N+1} = A_N \cup \{\nu\}$.
14: Set $Q_{A_{N+1}}(f) = Q_{A_N}(f) + \Delta_\nu(f)$. Set $N \leftarrow N + 1$.
15: Set $N \leftarrow N + 1$.
16: end while

4.2. A priori construction

A priori construction of sparse grids has been considered in the literature, e.g., in [5, 35, 37]. We also mention that a similar a priori algorithm is proposed in [19]. In our setting, from Theorem 3.9 we observe that the dimension-independent convergence rate of the sparse quadrature can be achieved by choosing the admissible index set $A_N$ with indices $\nu \in F$ corresponding to the $N$ smallest values of $b_\nu$. While we can compute $b_\nu$ for all the indices $\nu \in F_{r,j}$ where

$$F_{r,j} = \{ \nu \in F : |\nu|_\infty \leq r, \text{ and } \nu_j = 0 \text{ for } j > J \} ,$$

(4.2)

it is expensive/ineffable if $r$ and $J$ are very large or infinite. For a feasible construction, we first arrange $(\tau_j)_{j \geq 1}$ to be in increasing order, so that $b_{e_{j+1}} \geq b_{e_j}$ for all $j = 1, 2, \ldots$ by definition. Then we start with $A = \{0\}$ and adaptively enrich $A$ by Algorithm 4.1 that pick the index $\nu$ corresponding to the smallest $b_\nu$ with candidate indices from the forward neighbor set (4.1). By $b_{e_{j+1}} \geq b_{e_j}$ for all $j = 1, 2, \ldots$, and by the monotonic increasing property of $b_\nu$ in (3.55), the index corresponding to the smallest $b_\nu$ for $\nu \notin A$ is in the forward neighbor set $N(A)$, so that the a priori construction will adaptively select the indices corresponding to the smallest $b_\nu$, which guarantees that the convergence rate predicted by theory will be attained.

We remark that this a priori construction depends only on the parameters $q, \tau$ and $r$ in Assumption 3.5 for any function satisfying such assumption. However, it is not always straightforward or possible to verify this assumption especially for nonlinear functions with respect to the parameter as in Example 2. In this situation, and in the common parametrization as in (3.58), we use $\tau_j = j^{\alpha-1}$ when $||\psi_j||$ decays as $j^{-\alpha}$ as demonstrated in Section 5.2 (see Fig. 8), and choose $r = \text{floor}(14(\alpha - 1)) + 1$, the closest integer larger than $14(\alpha - 1)$ according to Assumption 3.5. Alternatively, we turn to a goal-oriented a posteriori construction that does not need $q, \tau$ and $r$.

5. Numerical experiments

In this section, we present two numerical experiments for a parametric function and a parametric PDE to demonstrate the convergence property of the sparse quadrature using different univariate quadrature rules and different construction schemes in comparison with the Monte Carlo quadrature.
Figure 3. Decay of quadrature errors $|I(f) - Q_\Lambda(f)|$ with respect to the number of indices (left) and the number of points (right) in $\Lambda$. Results are shown for the different quadrature rules constructed by both the a priori and the a posteriori schemes with Algorithm 4.1. Here, $\alpha = 2$.

5.1. A parametric function

We first consider the nonlinear parametric function presented in Example 1, Section 3.2.1. The expectation of the function is given analytically, which is

$$I(f) = \exp \left( \frac{1}{2} \zeta(2\alpha) \right),$$

where $\zeta(2\alpha) = \sum_{j \geq 1} j^{-2\alpha}$ is the Riemann zeta function. We compute it by truncation of $j$ at $10^3$ dimensions and use it as the reference value. We run Algorithm 4.1 for the construction of the sparse quadrature with both the a priori construction in Section 4.2, and the goal-oriented a posteriori construction in Section 4.1. For the former, we use $\tau_j = j^{\alpha - 1/2}$, as obtained in Example 1, for the computation of $b_\nu$ in (3.36). We set the maximum number of sparse grid points at $10^5$. The forward neighbor index set (4.1) is used since $\tau_j$ is monotonically increasing.

We test the four quadrature rules: 1) Gauss–Hermite rule with $m_l = l + 1$ (GH1 for short); 2) Gauss–Hermite rule with $m_l = 2l + 1 - 1$ (GH2); 3) transformed Gauss–Kronrod–Patterson rule (tGKP) with maximum level $l = 6$; 4) Genz–Keister rule (GK) with maximum level $l = 4$.

Figure 3 displays the decay of the quadrature errors with respect to the number of indices $|\Lambda|$ and the number of sparse grid points (function evaluations) $|G_\Lambda|$ in $\Lambda$. We can observe an asymptotically dimension-independent convergence rate of the quadrature error (except for tGKP which performs rather bad), not only with respect to the number of indices as predicted by Theorem 3.9, but also with respect to the number of points. Note that the convergence rate obtained is asymptotically dimension-independent, since only part of the dimensions at disposal have been activated as observed in Figure 4: in other words, had we considered even more than the current $10^4$ random variables, possibly countably many, we would have observed the same convergence curve. It is evident from the comparison that both the a priori and the a posteriori construction schemes lead to very close convergence rates for the quadrature rules GH1, GH2 and GK, while the a posteriori construction gives smaller quadrature errors at the same number of indices/points for all four quadrature rules.

The numerical convergence rate with respect to the number of indices is about $N^{-s}$ for GH1, GH2, and GK, with $s = 2$ for $\alpha = 2$, which is faster than that predicted by Theorem 3.9 at $s = \alpha - 1$. This indicates that the convergence rate obtained in Theorem 3.9 is possibly not optimal. Note that the convergence is slightly slower.
than $N^{-2}$ with respect to the number of points, which is due to the number of quadrature points growing faster than the number of indices. The performance of GH1, GH2, and GK are very close: the errors of GH2 and GK overlap with respect to the number of indices while the latter is smaller than the former with respect to the number of points, because GK points are nested while GH2 (also GH1) points are not. On the other hand, it is observed that tGKP does not converge as fast as the other three rules and the convergence becomes deteriorated using a larger number of points/indices. This might be due to the fact that the degree of exactness of tGKP is much smaller than the others; in particular, it does not satisfy 3.1 of Assumption 3.1 as shown in Figure 2.

The univariate quadrature level for each dimension for the two construction schemes with the four quadrature rules is displayed in Figure 4. Note that we have set the maximum level for tGKP to 6, and for GK to 4 due to the availability of the quadrature points. We set the maximum level for GH2 to 6 in the a priori construction to prevent allocating too many quadrature points in the first few dimensions. The a priori construction tends to use higher levels for the first few dimensions than the a posteriori construction for GH1, GH2, and GK, which leads to too many quadrature points than needed because of the high exactness of the GH1, GH2, and GK quadrature rules (see the early divergence of the errors in the right part of Fig. 3). This high exactness is explored and benefited by the a posteriori construction. On the other hand, the low exactness of the tGKP is not seen by the a priori construction but by the a posteriori, see the different levels for tGKP in Figure 4. Moreover, the a priori construction leads to less accurate quadrature results compared to the a posteriori construction, especially for GH2, GK, and tGKP as the number of these quadrature points double from one level to the next. As for GH1, the a priori construction is very close to the a posteriori construction in terms of accuracy. This is because only one quadrature point is added from one level to the next, so that the number of indices and the number of quadrature points are closer than those for the other three quadrature rules. Note that the a priori construction is performed completely based on the quantity $b_\nu$ in (3.36), which only depends on the index for fixed $(\tau_j)_{j\geq 1}$, regardless of how many quadrature points are used in the same index set.

The convergence rates have been investigated with respect to the number of indices and points in $\Lambda$ to demonstrate the results in Theorem 3.9. However, in order to construct $\Lambda$, the indices in its forward neighbor set $\mathcal{N}(\Lambda)$ (see the Definition 4.1) have to be searched over. Hence, we need to evaluate the function at each quadrature point in $\mathcal{N}(\Lambda)$ by the a posteriori construction, or evaluate $b_\nu$ (defined in (3.36)) by the a priori construction. Here we emphasize that the computational cost for the evaluation of $b_\nu$ could be negligible compared to that of the function evaluation which requires, e.g., a PDE solve, so that the a priori construction
Figure 5. Decay of quadrature errors $|I(f) - Q_{\Lambda}(f)|$ with respect to the number of indices (left) and the number of points (right) in $\Lambda = A \cup \mathcal{N}(A)$. Results are shown for the Monte Carlo (MC) and the GK quadrature rules constructed by both the $a$ priori and the $a$ posteriori construction schemes.

is potentially more efficient than the $a$ posteriori. For instance, here 30601 function evaluations are performed out of 100500 points (the remaining points are in the forward neighbor set $\mathcal{N}(A)$) by GH1 quadrature rule.

To investigate the convergence rate with respect to the total number of indices and points in $\Lambda = A \cup \mathcal{N}(A)$, which represents the total computational cost, we compute the quadrature error $|I(f) - Q_{\Lambda}(f)|$ for the GK rule with $\alpha = 1, 2, 3$. We also compute the Monte Carlo quadrature error by an average of 100 trials for all $\alpha$ in $10^3$ dimensions. The quadrature errors are reported in Figure 5.

We can observe that the convergence rates of the quadrature errors with respect to both the total number of indices and the total number of points corresponding to the union set $\Lambda$ are about $N^{-s}$, where $s = \alpha - 1/2$ for all $\alpha = 1, 2, 3$, by both the $a$ priori and the $a$ posteriori construction schemes. Meanwhile, the average of Monte Carlo (MC) quadrature errors decays as $N^{-1/2}$ for all $\alpha$, which is much slower than that of the sparse quadrature errors for $\alpha = 2, 3$. In the case $\alpha = 1$, the sparse quadrature still achieves very close convergence rate as $N^{-1/2}$ for MC and with smaller errors in this test example, see in the right part of Figure 5. Note that the MC quadrature error is measured in average/expectation, which could be much less accurate depending on the trial, while the sparse quadrature error is deterministically bounded.

5.2. A parametric PDE

In this section, we consider the parametric PDE of Example 2 in Section 3.2.2, where the coefficient $\kappa$ is a Gaussian random field allowing the Karhunen–Loève expansion

$$\kappa = \kappa_0 + \sum_{j \geq 1} \sqrt{\lambda_j} \phi_j y_j ,$$

where $(\lambda_j, \phi_j)_{j \geq 1}$ are the eigenpairs of $(-\delta \Delta)^{-\alpha}$, $\delta, \alpha > 0$, with homogeneous Dirichlet boundary condition on the boundary $\partial D$ of the domain $D \in \mathbb{R}^d$, and $(y_j)_{j \geq 1}$ are i.i.d. standard Gaussian random variables. For the simple case $D = (0, 1)$, we have for $\delta = 1/\pi^2$,

$$\lambda_j = j^{-2\alpha}, \text{ and } \phi_j = \sin(\pi j x) .$$
This monodimensional PDE problem under the above parametrization is well-posed under the condition $\alpha > 1/2$, see Assumption 3.1 from [8]. In the numerical test, we set $\kappa_0 = 0$, the forcing term $g = 1$, and prescribe zero Dirichlet boundary condition at $x = 0, 1$. A uniform mesh with mesh size $h = 1/2^{10}$ is used for the discretization of the domain $D$, therefore we truncate $j$ with $J = 1023$ dimensions in the parametrization (5.2). We use a finite element method with piecewise linear elements to solve the elliptic PDE. Under the parametrization (5.2), our quantity of interest is the average value of $u$ in $D$ and we compute its first two moments, i.e., we compute $\mathbb{E}[f_1]$ and $\mathbb{E}[f_2]$, where

$$f_1(y) = Q(u(y)) \text{ and } f_2(y) = Q^2(u(y)), \quad \text{where } Q(u(y)) = \int_D u(y) dx.$$ (5.4)

Figure 6. Decay of quadrature errors $|I(f) - Q_\Lambda(f)|$ with respect to the number of indices (left) and the number of points (right) in $\Lambda$. Results are shown for the different quadrature rules constructed by both the $a$ priori and the $a$ posteriori construction Algorithm 4.1. $\alpha = 2$. Top: $f_1$; bottom: $f_2$. 
Figure 7. Maximum level (max_{ν∈Λ∪N(A)} ν_j, j = 1, ..., 1023) in each dimension constructed by the a priori and the a posteriori schemes for the four quadrature rules. α = 2. Top: f_1; bottom: f_2.

We construct the sparse quadrature by both the a priori and the a posteriori construction schemes presented in Algorithm 4.1. For the a priori construction, to satisfy the condition (3.64) with \( ψ_j = \sqrt{λ_j}φ_j = j^{-α} \sin(πjx) \), a choice of \( τ_j \propto j^{α-1-ε} \) for arbitrary small \( ε > 0 \) is sufficient since

\[
\sup_{x∈D} \sum_{j≥1} τ_j |ψ_j(x)| \leq \sum_{j≥1} τ_j ||ψ_j||_{L^{∞}(D)} = \sum_{j≥1} τ_j j^{-α}.
\]

(5.5)

Here, we set \( τ_j = j^{α-1} \) with \( α = 2 \). To run Algorithm 4.1, we set the maximum number of sparse grid points set to 10^5.

Figure 6 displays the convergence of the quadrature errors of the two moments \( E[f_1] \) and \( E[f_2] \) with respect to the number of indices and points in the index set \( Λ \), where we compute the error by

\[
|I(f) - Q_Λ(f)| ≈ |Q^{GK}_{Λ_{max}} (f) - Q_Λ(f)|.
\]

(5.6)
Figure 8. Left: maximum level \((\max_{\nu \in A \cup \mathcal{N}(A)} \nu_j, j = 1, \ldots, 1023)\) in each dimension constructed by the \textit{a priori} scheme with different \((\tau_j)_{j \geq 1}\) and the \textit{a posteriori} scheme, all using \(\text{GH1}\). Right: the corresponding sparse quadrature errors. \(\alpha = 2\).

Here \(Q_{A_{\text{max}}}^\text{GK}(f)\) is the approximation of \(I(f)\) by the \textit{a posteriori} GK quadrature at the largest index set \(\bar{A}_{\text{max}} = A_{\text{max}} \cup \mathcal{N}(A_{\text{max}})\) with about \(10^5\) quadrature points. GK quadrature is used since it is more accurate for this test example as shown in Figure 6. Moreover, the number of activated dimensions in \(A\), for which the maximum grid level is larger than 1 in \(A \cup \mathcal{N}(A)\), is smaller than the number of the full dimensions for all quadrature rules, in particular smaller than the number of dimensions activated by the \textit{a posteriori} GK in \(\bar{A}_{\text{max}}\), see Figure 7, which indicates that the quadrature errors computed for the indices and the points in \(A\) are unbiased and the convergence rate is asymptotically dimension-independent. From the decaying of the quadrature errors, we can observe the asymptotically dimension-independent convergence rate about \(N^{-s}\) with \(s = 2\) with respect to the number of both indices and points in \(A\), for both quantities of interest \(f_1\) and \(f_2\). Again, GK quadrature turns out to be the most accurate and \(tGKP\) is the least with the same number of quadrature points. The \textit{a priori} construction gives less accurate quadrature results compared to the \textit{a posteriori} construction, in particular for \(\text{GH2}, \text{tGKP},\) and \(\text{GK}\) as explained in the last section. We remark that the same index set has been constructed for both \(f_1\) and \(f_2\) by the \textit{a priori} construction, while by the \textit{a posteriori} construction, the index sets for the two quantities are different. This can be illustrated by Figure 7, where the maximum level in each dimension is the same for \(f_1\) and \(f_2\) by the \textit{a priori} construction and different by the posteriori construction, see the comparison of \(\text{GH1}\) and \(\text{GK}\) for the two quantities. Therefore, the same index set can be used for different quantities of interest (with the same \((\tau_j)_{j \geq 1}\) once constructed by the \textit{a priori} scheme. On the other hand, the posteriori scheme requires a complete reconstruction of the index set for each new quantity of interest.

Note that with \(\tau_j = j^{\alpha - 1}\), i.e., \((\tau_j^{-1})_{j \geq 1} \in \ell^q(\mathbb{N})\) for \(q > 1/(\alpha - 1)\), the numerical convergence about \(N^{-s}\) with \(s = 2\) is faster than the convergence of \(N^{-s}\) with \(s = 1/q - 1/2 < \alpha - 3/2 = 1/2\) according to Theorem 3.9. However, as the choice \(\tau_j = j^{\alpha - 1}\) might be only a sufficient condition for Assumption 3.5, so we may numerically relax it. Here we also test \(\tau_j = j^{\alpha - 1/2}\) and \(\tau_j = j^{\alpha}\). The maximum level in each dimension and the convergence of the quadrature errors are shown in Figure 8 for the \textit{a priori} construction with \(\text{GH1}\). We can see that the three choices of \(\tau_j\) produce a very close convergence rate \(N^{-s}\) with \(s = 2\), though \(\tau_j = j^{\alpha - 1}\) leads to more accurate quadrature than \(\tau_j = j^{\alpha - 1/2}\) and \(\tau_j = j^{\alpha}\). The maximum levels from the three choices are also the same except in a small number of dimensions.

Finally, in Figure 9 we report the decay of the sparse quadrature errors for both \(E[f_1]\) and \(E[f_2]\) with respect to both the number of indices and the number of points in the union set \(\bar{A} = A \cup \mathcal{N}(A)\), which correspond to the total computational cost. We use the most accurate GK quadrature rule and test \(\alpha = 1, 2, 3\). The convergence
rate about $N^{-s}$ with $s = \alpha - 1/2$ can be observed for all $\alpha$ and for both the \textit{a priori} construction and the \textit{a posteriori} construction, which indicates that the convergence rate only depends on the sparsity parameter $\alpha$, and is much higher than the Monte Carlo convergence rate $N^{-1/2}$ for $\alpha = 2, 3$. In the case $\alpha = 1$, the sparse quadrature errors converge with rate about $N^{-1/2}$ and is smaller than that of Monte Carlo quadrature errors, which are computed as the average of 100 trials.

6. Conclusion

In this work, we analyzed the dimension-independent convergence property of an abstract sparse quadrature for high-dimensional integration with Gaussian measure under certain assumptions on the univariate quadrature rules and the regularity of the parametric function with respect to the parameters, which established the foundation of efficient algorithms to break the curse of dimensionality commonly faced by a class of high and infinite-dimensional integration problems. We presented both \textit{a priori} and \textit{a posteriori} construction schemes for
numerical integration. Moreover, we investigated the \textit{a priori} and the \textit{a posteriori} construction schemes with four kinds of different univariate quadrature rules and studied their convergence properties through numerical experiments on a nonlinear parametric function and a nonlinear parametric PDE. The numerical results demonstrate that the convergence rates of the quadrature errors do not depend on the number of dimensions but only on some parameter related to the regularity of the parametric function. This conclusion holds not only for the convergence of the quadrature errors with respect to the number of the indices in the admissible index set as stated in the main theorem, but also for the convergence with respect to the total number of quadrature points corresponding to the union of the admissible index set and its forward neighbor set, \textit{i.e.}, with respect to the total number of function evaluations or PDE solutions. The convergence of the sparse quadrature errors (with rate $N^{-s}$) is faster than the Monte Carlo quadrature errors (\textit{i.e.}, $s > 1/2$) in all the numerical examples with sufficiently large $\alpha$ (or small $q$) which indicates the regularity of the parametric function. The numerical convergence rates in the examples are larger than those of the theoretical prediction in the main theorem, which indicate that the latter may not be optimal. How to improve the theoretical convergence rate is worth investigating.

References

[1] M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions. Vol. 55 of Applied Mathematics Series (1966).
[2] I. Babuška, F. Nobile, and R. Tempone, A stochastic collocation method for elliptic partial differential equations with random input data. \textit{SIAM Rev.} \textbf{52} (2010) 317–355.
[3] M. Bachmayr, A. Cohen, R. DeVore and G. Migliorati, Sparse polynomial approximation of parametric elliptic PDEs. Part ii: lognormal coefficients. \textit{ESAIM: M2AN} \textbf{51} (2017) 341–363.
[4] J. Beck, F. Nobile, L. Tamellini and R. Tempone, Stochastic spectral Galerkin and collocation methods for PDEs with random coefficients: a numerical comparison, in Spectral and High Order Methods for Partial Differential Equations, edited by J.S. Hesthaven and E.M. Ronquist. Springer-Verlag, Berlin (2011) 43–62.
[5] J. Beck, F. Nobile, L. Tamellini and R. Tempone. A quasi-optimal sparse grids procedure for groundwater flows, in Spectral and High Order Methods for Partial Differential Equations-ICOSAHOM 2012. Springer (2014) 1–16.
[6] H.J. Bungartz and M. Griebel, Sparse grids. \textit{Acta Numerica} \textbf{13} (2004) 147–269.
[7] R.E. Caflisch, Monte Carlo and quasi-Monte Carlo methods. \textit{Acta Numerica} \textbf{7} (1998) 1–49.
[8] J. Charrier, Strong and weak error estimates for elliptic partial differential equations with random coefficients. \textit{SIAM J. Numer. Anal.} \textbf{50} (2012) 216–246.
[9] P. Chen and A. Quarteroni, Weighted reduced basis method for stochastic optimal control problems with elliptic PDE constraints. \textit{SIAM/ASA J. Uncertain. Quantif.} \textbf{2} (2014) 364–396.
[10] P. Chen and A. Quarteroni, A new algorithm for high-dimensional uncertainty quantification based on dimension-adaptive sparse grid approximation and reduced basis methods. \textit{J. Comput. Phys.} \textbf{298} (2015) 176–193.
[11] P. Chen and Ch. Schwab, Sparse-grid, reduced-basis Bayesian inversion. \textit{Comput. Methods Appl. Mech. Eng.} \textbf{297} (2015) 84–115.
[12] P. Chen and Ch. Schwab, Sparse-grid, reduced-basis Bayesian inversion: nonaffine-parametric nonlinear equations. \textit{J. Comput. Phys.} \textbf{316} (2016) 470–503.
[13] P. Chen, U. Villa and O. Ghattas, Hessian-based adaptive sparse quadrature for infinite-dimensional Bayesian inverse problems. \textit{Comput. Methods Appl. Mech. Eng.} \textbf{327} (2017) 147–172.
[14] A. Chkifa, A. Cohen and Ch. Schwab, High-dimensional adaptive sparse polynomial interpolation and applications to parametric pdes. \textit{Found. Comput. Math.} \textbf{14} (2014) 601–633.
[15] A. Chkifa, A. Cohen and Ch. Schwab, Breaking the curse of dimensionality in sparse polynomial approximation of parametric PDEs. \textit{J. Math. Pures Appl.} \textbf{103} (2015) 400–428.
[16] A. Cohen, R. DeVore and C. Schwab, Convergence rates of best N-term Galerkin approximations for a class of elliptic sPDEs. \textit{Found. Comput. Math.} \textbf{10} (2010) 615–646.
[17] A. Cohen, R. DeVore and C. Schwab, Analytic regularity and polynomial approximation of parametric and stochastic elliptic PDEs. \textit{Anal. Appl.} \textbf{9} (2011) 11–47.
[18] O.G. Ernst and B. Sprungk, Stochastic collocation for elliptic PDEs with random data: the lognormal case, in Sparse Grids and Applications-Munich 2012. Springer (2014) 29–53.
[19] O.G. Ernst, B. Sprungk, and L. Tamellini, Convergence of sparse collocation for functions of countably many Gaussian random variables – with application to lognormal diffusion problems. Preprint arxiv: arXiv:1611.07239 (2016).
[20] A. Genz and B.D. Keister, Fully symmetric interpolatory rules for multiple integrals over infinite regions with Gaussian weight. \textit{J. Comput. Appl. Math.} \textbf{71} (1996) 299–309.
[21] T. Gerstner and M. Griebel, Numerical integration using sparse grids. \textit{Numer. Algorithms}, \textbf{18} (1998) 209–232.
[22] T. Gerstner and M. Griebel, Dimension-adaptive tensor–product quadrature. \textit{Computing} \textbf{71} (2003) 65–87.
[23] R.G. Ghanem and P.D. Spanos, Stochastic Finite Elements: a Spectral Approach. Dover Civil and Mechanical Engineering, Courier Dover Publication, Springer-Verlag, New York (1991).
[24] A. Gil, J. Segura, and N.M. Temme, Numerical Methods for Special Functions. SIAM (2007).
[25] C.J. Gittelson, Stochastic galerkin discretization of the log-normal isotropic diffusion problem. *Math. Model. Methods Appl. Sci.* **20** (2010) 237–263.
[26] I.G. Graham, F.Y. Kuo, J.A. Nichols, R. Scheichl, Ch. Schwab and I.H. Sloan. Quasi-Monte Carlo finite element methods for elliptic PDEs with lognormal random coefficients. *Numer. Math.* **131** (2015) 1–40.
[27] M. Griebel and M. Holtz, Dimension-wise integration of high-dimensional functions with applications to finance. *J. Complex.* **26** 2010 455–489.
[28] V.H. Hoang and C. Schwab, N-term Wiener chaos approximation rates for elliptic PDEs with lognormal gaussian random inputs. *Math. Model. Methods Appl. Sci.* **24** (2014) 797–826.
[29] A. Klimke, *Uncertainty Modeling Using Fuzzy Arithmetic and Sparse Grids*. PhD thesis, Universität Stuttgart, Germany (2006).
[30] A.S. Kronrod, Nodes and Weights of Quadrature Formulas: sixteen-place tables. Consultants Bureau, NY (1965).
[31] F. Kuo, R. Scheichl, Ch. Schwab, I. Sloan and E. Ullmann, Multilevel quasi-Monte Carlo methods for lognormal diffusion problems. *Math. Comput.* **86** (2017) 2827–2860.
[32] O.P. Le Maître and O.M. Knio, Introduction: Uncertainty Quantification and Propagation. Springer (2010).
[33] H. Li and D. Zhang, Probabilistic collocation method for flow in porous media: comparisons with other stochastic methods. *Water Resour. Res.* **43** (2007).
[34] G. Lin and A.M. Tartakovsky, An efficient, high-order probabilistic collocation method on sparse grids for three-dimensional flow and solute transport in randomly heterogeneous porous media. *Adv. Water Res.* **32** (2009) 712–722.
[35] X. Ma and N. Zaharas, An adaptive hierarchical sparse grid collocation algorithm for the solution of stochastic differential equations. *J. Comput. Phys.* **228** (2009) 3084–3113.
[36] P.G. Nevai, Mean convergence of Lagrange interpolation, II. *J. Approx. Theory* **30** (1980) 263–276.
[37] F. Nobile, R. Tempone and C.G. Webster, An anisotropic sparse grid stochastic collocation method for partial differential equations with random input data. *SIAM J. Numer. Anal.* **46** (2008) 2411–2442.
[38] F. Nobile, R. Tempone and C.G. Webster, A sparse grid stochastic collocation method for partial differential equations with random input data. *SIAM J. Numer. Anal.* **46** (2008) 2309–2345.
[39] F. Nobile, L. Tamellini and R. Tempone, Convergence of quasi-optimal sparse grid approximation of Hilbert-valued functions: application to random elliptic PDEs. *Numer. Math.* **134** (2016) 343–388.
[40] F. Nobile, L. Tamellini, F. Tesi and R. Tempone, An adaptive sparse grid algorithm for elliptic PDEs with lognormal diffusion coefficient, in Sparse Grids and Applications-Stuttgart 2014. Springer (2016) 191–220.
[41] T.N.L. Patterson, The optimum addition of points to quadrature formulae. *Math. Comput.* **22** (1968) 847–856.
[42] C. Schillings, S. Schmidt and V. Schulz, Efficient shape optimization for certain and uncertain aerodynamic design. *Comput. Fluids* **46** (2011) 78–87.
[43] C. Schillings and Ch. Schwab, Sparse, adaptive Smolyak quadratures for Bayesian inverse problems. *Inverse Probl.* **29** (2013) 065011.
[44] C. Schillings and Ch. Schwab, Sparsity in Bayesian inversion of parametric operator equations. *Inverse Probl.* **30** (2014) 065007.
[45] Ch. Schwab and R. A. Todor, Karhunen–Loève approximation of random fields by generalized fast multipole methods. *J. Comput. Phys.* **217** (2006) 100–122.
[46] R.C. Smith, Uncertainty quantification: theory, implementation, and applications. Vol. 12. SIAM (2013).
[47] S.A. Smolyak, Quadrature and interpolation formulas for tensor products of certain classes of functions. *Dokl. Akad. Nauk SSSR* **4** (1963) 240–243.
[48] G. Szegő, *Orthogonal Polynomials*. Vol. 23. American Mathematical Society (1939).
[49] D. Xiu, Numerical Methods for Stochastic Computations: a Spectral Method Approach. Princeton University Press (2010).
[50] D. Xiu and J.S. Hesthaven, High-order collocation methods for differential equations with random inputs. *SIAM J. Sci. Comput.* **27** (2005) 1118–1139.
[51] J. Zech and Ch. Schwab, *Convergence rates of high dimensional Smolyak quadrature*. Technical Report 2017-27, Seminar for Applied Mathematics. ETH Zürich, Switzerland (2017).