Lightcone bootstrap at higher points
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1 Introduction

Analytic bootstrap methods have given a structural understanding of CFTs by leveraging the analytic structure of four-point functions [1–12]. Typically such studies consider the four-point function of scalar operators. This fact limits the data that can be accessed to scalar/scalar/symmetric traceless (of spin $J$) OPE coefficients. However, it is important to consider OPE coefficients between multiple spinning operators, of which an important example is the OPE coefficient of three stress tensors [13, 14]. A possibility would be to extend the analytic bootstrap to the four-point function of operators with spin, but this approach is technically challenging and works mostly in a case by case basis. An alternative is to consider higher-point functions of scalar operators, which through the OPE contains information about operators of arbitrary spin [15, 16]. In this case the technical challenge lies upon our knowledge of higher-point conformal blocks, which is still incomplete [16–19].

For the scalar four-point function, the lightcone bootstrap predicts the universal behaviour of scalar/scalar/spin $J$ OPE coefficients at large spin, which are of mean field type [1, 2]. Subsequent corrections, that include scaling dimensions and OPE coefficients, are determined by the leading twist operators in the theory [1, 2]. This large spin expansion is actually convergent up to a low spin value determined by the Regge behaviour of the four-point function [20, 21]. A remarkable check of the accuracy of this method was done in the 3D Ising model where the numerical bootstrap provided the data for comparison [3, 22] (see also [23] for the $O(2)$ model). Motivated by this success, our goal is to extend the lightcone bootstrap to the case of higher-point functions and therefore access OPE data involving spinning operators.

More concretely, we bootstrap five- and six-point functions. In the five-point case there is an unique OPE topology which involves the exchange of two operators of spin $J_1$ and $J_2$ and therefore includes the scalar/spin $J_1$/spin $J_2$ OPE coefficient, see (3.18) and (3.24). In the six-point case we consider the snowflake OPE channel which involves the exchange of three operators of spin $J_1$, $J_2$ and $J_3$ and therefore includes the spin $J_1$/spin $J_2$/spin $J_3$ OPE coefficient, see (3.38), (3.46) and (3.51). This bootstrap analysis is done in section 3, which follows section 2 where we review the kinematics and derive the lightcone conformal blocks for five- and six-point functions. Our results are tested in section 4 for the case of generalized free theory and of theories with a cubic coupling, whose block decomposition we determine explicitly. We conclude with a discussion of open problems in section 5.

Additional technical details are given in the appendices: appendix A gives more details on higher-point blocks, including some comments about the Euclidean expansion and the Mellin representation; appendix B discusses higher-point $D$-functions based on AdS techniques; appendix C presents new results on conformal harmonic analysis relevant for higher-point functions and can be read mostly independently from the main text.

2 Kinematics and conformal blocks

It is a well known property that $n$-point correlation functions in a conformal field theory depend nontrivially on $n(n - 3)/2$ conformal invariant variables for high enough spacetime
The choice of conformal invariant cross-ratios usually depends on the problem one is analysing. In a four-point function, that depends on two cross-ratios (say $u$ and $v$), there are several choices of cross-ratios used throughout the literature, for example

\begin{equation}
    u = z \bar{z} = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \quad v = (1 - z)(1 - \bar{z}) = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2},
\end{equation}

or

\begin{equation}
    s = |z|, \quad \xi = \cos \theta = \frac{z + \bar{z}}{2|z|}.
\end{equation}

This paper is focused on the analytic bootstrap of five- and six-point correlation functions, and therefore we will need to use appropriate sets of cross-ratios. For the five-point function it will be convenient to work with the five variables $u_1, \ldots, u_5$ given by

\begin{equation}
    u_1 = \frac{x_{12}^2 x_{25}^2}{x_{15}^2 x_{25}^2}, \quad u_{i+1} = u_i|_{x_j \to x_{j+1}},
\end{equation}

where in this definition the subscript in $x_j$ is taken modulo 5 (for example $x_6 \equiv x_1$). For the six-point function we introduce the nine cross-ratios $u_1, \ldots, u_6$ and $U_1, \ldots, U_3$ defined by

\begin{equation}
    u_1 = \frac{x_{12}^2 x_{25}^2}{x_{15}^2 x_{25}^2}, \quad u_{i+1} = u_i|_{x_j \to x_{j+1}}, \quad U_1 = \frac{x_{12}^2 x_{46}^2}{x_{14}^2 x_{36}^2}, \quad U_{i+1} = U_i|_{x_j \to x_{j+1}},
\end{equation}

where the subscript in $x_j$ is now taken modulo 6.

We will be interested in the Lorentzian lightcone expansion of correlation functions. The difference between the Lorentzian and Euclidean expansions can be easily understood from the OPE of two operators. In the Euclidean case the operators are taken to be coincident ($x_{ij} \to 0$) while in the Lorentzian case the operators approach the lightcone of each other ($x_{ij}^2 \to 0$). As is well known, the Euclidean limit is dominated by the operators with lowest scaling dimension, in contrast with the Lorentzian case that is dominated by the operator with lowest twist $\tau = \Delta - J$. This is evident from the leading term of the formula for the OPE

\begin{equation}
    \phi(x_1) \phi(x_2) \approx \sum_k C_{12k} (x_{12} \cdot D_z)^k O_{k,J}(x_1, z) + \ldots
\end{equation}

where $\ldots$ represent subleading terms in each expansion, $z$ is a null polarization vector,

\begin{equation}
    [dt] = \frac{\Gamma(\Delta_k + J)}{\Gamma(\Delta_k + J/2)} (t(1 - t))^{\Delta_k + J/2 - 1} dt,
\end{equation}

and $D_z$ is the so-called Todorov operator [24]

\begin{equation}
    D_z = \left( \frac{d}{2} - 1 + z \cdot \frac{\partial}{\partial z} \right) \frac{\partial}{\partial z^\mu} - \frac{1}{2} z^\mu \frac{\partial^2}{\partial z \cdot \partial \bar{z}}.
\end{equation}

\footnote{There are relations between conformal invariant cross-ratios for low dimensions ($d \leq n - 2$) such that the number of independent variables is instead $nd - (d+1)(d+2)/2$.}
The formulae above are key in obtaining the conformal block expansion around both limits. For example, in the four-point function case it is trivial to obtain the lightcone block from (2.6), with the result
\[
\langle \phi(x_1) \ldots \phi(x_4) \rangle \approx \sum_k \frac{C_{12k}}{(x_{12}^2)^{2\Delta_k-1}} \int [dt] \frac{\langle O_k(x_1 + tx_{21}, x_{12}) \phi(x_3) \phi(x_4) \rangle}{(x_{24}^2)^{2\Delta_k-2} (x_{13}^2)^{2\Delta_k-2}}.
\]

(2.9)

where we changed variables \( t \to t/(t+1) \) and \( t \to tx_{24}^2/x_{13}^2 \). The lightcone block for the exchange of an operator \( O_k \) is defined by this leading term in the expansion
\[
\langle \phi(x_1) \ldots \phi(x_4) \rangle \approx \frac{1}{(x_{12}^2 x_{34}^2)^{2\Delta_k}} \sum_k C_{12k}^2 G_k(u, v) + \ldots \, ,
\]

(2.10)

where
\[
G_k(u, v) = u^{\tau_k/2}(1-v)^{\tau_k/2} 2F_1 \left( \frac{\Delta_k + J_k}{2}, \frac{\Delta_k + J_k}{2}, \Delta_k + J_k, 1-v \right) \equiv u^{\tau_k/2} g_k(v) .
\]

(2.11)

We defined the function \( g_k(v) \) for later convenience. Note that the expansion (2.10) is merely schematic, since subleading terms in the lightcone limit of a lower twist block can dominate with respect to the lightcone limit of a higher twist block.

### 2.1 Lightcone conformal blocks

Let us start with the lightcone expansion of the five-point conformal block. Applying twice the OPE limit (2.6) we obtain
\[
\langle \phi(x_1) \ldots \phi(x_5) \rangle \approx \sum_k \left( \prod_{i=1}^2 C_{\phi \phi_k} \right) \int [dt_i] \frac{\langle O_{k_1}(x_1 + t_1 x_{21}, x_{12}) O_{k_2}(x_3 + t_2 x_{34}, x_{34}) \phi(x_5) \rangle}{(x_{12}^2)^{2\Delta_k-2} (x_{34}^2)^{2\Delta_k-2}} .
\]

(2.12)

The limits \( x_{12}^2 \to 0 \) and \( x_{34}^2 \to 0 \) correspond to \( u_1 \to 0 \) and \( u_3 \to 0 \), respectively. The three-point function in the integrand involves the external scalar and two symmetric traceless operators with arbitrary spin as depicted in the top-left part of figure 1. Our convention for three-point functions of symmetric and traceless operators is [25]
\[
\langle O_{k_1}(x_1, z_1) \ldots O_{k_3}(x_3, z_3) \rangle = \sum_{\ell_i} C_{J_1 J_2 J_3}^{\ell_1 \ell_2 \ell_3} V_{1123}^{\ell_1 \ell_2 \ell_3} V_{231}^{\ell_2 \ell_3 \ell_1} V_{312}^{\ell_3 \ell_1 \ell_2} H_{12}^{\ell_1 \ell_2} H_{13}^{\ell_2 \ell_3} H_{23}^{\ell_3 \ell_1} ,
\]

(2.13)

where we used a null polarization vector \( z_i \) to encode the indices of the operators, \( h_i = \Delta_i + J_i \) and \( V \) and \( H \) are defined as
\[
V_{i,jk} = \frac{(z_i \cdot x_{ij}) x_{ik}^2 - (z_i \cdot x_{jk}) x_{ij}^2}{x_{jk}^2} , \quad H_{ij} = \frac{(z_i \cdot x_{ij}) (z_j \cdot x_{ij}) - x_{ij}^2 (z_i \cdot z_j)}{2} .
\]

(2.14)

The sum in \( \ell_i \in \{0, \ldots, \min(J_k)\} \) counts the possible tensor structures. In the five-point case we have a three-point function of a scalar with two operators of spin \( J_1 \) and \( J_2 \).
Figure 1. Schematic representation of the OPE channels for five- and six-point functions. In the top left we have the snowflake decomposition of the five-point function, where we emphasize the OPE coefficient involving two spinning operators. In the top right we have the snowflake decomposition of the six-point function, emphasizing the OPE coefficient of three spinning operators. In the bottom, we depict the comb channel expansion, which may involve mixed-symmetry tensors and which we will not analyze in detail.

therefore the different structures are labelled by $\ell_3 \equiv \ell$ and $\ell_1$ and $\ell_2$ vanish. After doing simple and straightforward manipulations we arrive at the explicit expression for the lightcone block defined by

$$ (\phi(x_1) \ldots \phi(x_5)) \approx \frac{1}{(x_{12}^2 x_{34}^2) \Delta \phi} \left( \frac{x_{13}^2}{x_{15}^2 x_{35}^2} \right)^{\Delta \phi \over 2} \sum_{k_1, k_2, \ell} P_{k_1 k_2 \ell} G_{k_1 k_2 \ell}(u_i), \quad (2.15) $$

where

$$ G_{k_1 k_2 \ell}(u_i) = u_1^{k_1} u_2^{k_2} (1-u_2)^\ell u_5^{\Delta \phi} \int [dt_1][dt_2] $$

$$ \times \frac{1-t_1 (1-u_2) u_4 - u_2 u_4}{1-(1-u_4)t_2} \frac{1-t_2 (1-u_2) u_5 - u_2 u_5}{1-(1-u_5)t_1} \frac{h_1 - h_2 - 2\ell + \Delta \phi}{2} \frac{h_1 - h_2 - 2\ell + \Delta \phi}{2} \frac{1}{1-(1-t_1)(1-t_2)(1-u_2)}. \quad (2.16) $$

The expansion (2.15) includes a product of three OPE coefficients that we denote by

$$ P_{k_1 k_2 \ell} = C_{\phi \phi k_1} C_{\phi \phi k_2} C_{\phi k_1 k_2}^{(\ell)}. \quad (2.17) $$
Formula (2.16) is valid as long as one of the exchanged operators is not the identity. In such a case the OPE instead simplifies to

$$\phi(x_1)\phi(x_2) \approx \frac{C_{\phi \phi}}{x_1 x_2} T,$$

(2.18)

which forces the other exchanged operator to be the same as the external one. When the exchanged operator in the (12) OPE is the identity we have (in this case there is a single $$\ell = 0$$ structure)

$$G_{\ell \phi}(u_i) = \left(\frac{u_3 u_5}{u_4}\right)^{\Delta_\ell},$$

(2.19)

on the other hand, when the identity is flowing in the (34) OPE, we have

$$G_{\phi \ell}(u_i) = u_1^{\Delta_\ell}.$$

(2.20)

For the lightcone expansion of the six-point conformal block we need to apply the OPE limit (2.6) three times. We will choose the snowflake channel as illustrated in the top-right of figure 1. In this choice the exchanged operators are always symmetric traceless tensors of spin $$J_i$$. This gives

$$\langle \phi(x_1) \ldots \phi(x_6) \rangle \approx \frac{1}{(x_{12} x_{34} x_{56})^{\Delta_\phi}} \sum_{k_i, \ell_i} P_{k_i, \ell_i} G_{k_i, \ell_i}(u_i, U_i)$$

(2.21)

$$= \sum_{k_i} \left(\prod_{i=1}^3 C_{\phi \phi k_i} \right) \int [dt_i] \frac{(O_{k_i}(x_1 + t_1 x_{21}, x_{12})O_{k_2}(x_3 + t_2 x_{43}, x_{34})O_{k_3}(x_5 + t_3 x_{65}, x_{56}))}{(x_{12}^2)^{2\Delta_\phi - \tau_1} (x_{34}^2)^{2\Delta_\phi - \tau_2} (x_{56}^2)^{2\Delta_\phi - \tau_3}}.$$

Using the three-point function conventions (2.14) and defining $$T = \sum \tau_i, L = \sum \ell_i$$ and $$H = \sum h_i$$ we obtain

$$G_{k_i, \ell_i}(u_i, U_i) = u_1^{\frac{\tau_i}{2}} u_3^{\frac{\tau_i}{2}} u_5^{\frac{\tau_i}{2}} g_{k_i, \ell_i}(u_2, u_4, u_6, U_i)$$

(2.22)

$$= \prod_{i=1}^3 \int [dt_i] u_2^{2 \ell_i} \chi_i^{\ell_i-1} (1 - \chi_i)^{\ell_i-\tau_2} (1 - u_2)\ell_i + \ell_i - L A_i^{L} B_i^{L - H/2},$$

where we use the notation $$\ell_i \equiv \ell_{i+1}$$ and

$$A_i = \frac{1}{1 - u_2^{2(i-1)}} \left[ (1 - \ell_i)(1 - \chi_i)(-1 - u_2^{2(i-1)} - (1 - \ell_i + 1)u_2^{2(i-1)})(1 - \ell_i) + (1 - u_2^{2(i-1)} - (1 - \ell_i)u_2^{2(i-1)})(1 - \chi_i) + \chi_3 - i \right],$$

(2.23)

$$B_i = 1 - \chi_2 - i (1 - u_2 - \chi_2 - i (1 - \ell_i) + \chi_3 - i),$$

with $$\chi_i$$ defined as $$\chi_i = \frac{u_1 - u_2^{2(i-1)}}{u_1}.$$ A nice property of the $$\chi$$ variables is that the conformal block factorizes in products of three $$2F_1$$ in the limit $$\chi_i \rightarrow 0$$. Another nice property is that $$\ell_i$$ determines the leading power of $$\chi_i$$, as can easily be seen in (2.22).

---

Footnote:

The reader may have realized that due to the cyclic defining property of the cross-ratios we can for example refer to the even cross-ratios $$u_2, u_4, u_6$$ in the product as $$u_{2(i-1)}$$. 

---
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When one of the exchanged operators is the identity, the remaining two are equal to each other, which leads to the simplified expression

\[ G_{kkI}(u_i, U_i) = \left( \frac{u_1 u_3}{U_2} \right)^{\frac{\tau_k}{2}} g_k(u_2/U_1), \]  

where \( g_k(v) \) contains is the four-point block as defined in (2.11).

### 3 Snowflake bootstrap

Let us start by recalling the basic features of the lightcone bootstrap for four-point correlators [1, 2]. A four-point function of local operators \( \phi \) can be decomposed in the (12) or (23) OPE channels

\[ \frac{1}{(x_{12} x_{34})^{\Delta_{\phi}}} \sum_{\mathcal{O}_k} C^2_{\phi \phi k} G_k(u, v) = \frac{1}{(x_{23} x_{14})^{\Delta_{\phi}}} \sum_{k} C^2_{\phi \phi k} G_k(v, u), \]  

where \( G_k(u, v) \) is the full conformal block in the (12) channel. This bootstrap equation has been used to extract properties of conformal field theories following both analytic and numerical approaches.

Low twist operators dominate in the lightcone \( x_{12} \to 0 \) limit of the left hand side of the bootstrap equation. Unitary CFTs obey the following bounds for the twist of operators

\[ \tau = 0 \quad \text{identity}, \quad \tau \equiv \Delta - J \geq \begin{cases} (d - 2)/2 & \text{scalar} \\ d - 2 & \text{spin}, \end{cases} \]  

and so the leading term on the left hand side of the bootstrap equation is given by

\[ \frac{1}{(x_{12} x_{34})^{\Delta_{\phi}}} \sum_{k} C^2_{\phi \phi k} G_k(u, v) = \frac{1}{(x_{12} x_{34})^{\Delta_{\phi}}} \left[ 1 + C^2_{\phi \phi k} u^{2\tau_k} g_k(v) + \ldots \right], \]  

where we have used that the conformal block behaves as \( G_k(u, v) \to G_k(u, v) = u^{\frac{\tau_k}{2}} g_k(v) \) in the \( u \to 0 \) limit. The assumption is that above the identity there is a unique operator \( \mathcal{O}_k \) with leading twist. Next we take the limit of \( x_{23} \to 0 \), which moves the point \( x_2 \) to the corner of the square made by the lightcones of points 1 and 3, which can be taken respectively at 0 and 1 in the complex \( z \)-plane, as shown in figure 2. It is possible to take this second limit, which corresponds to \( v \) small, and use the right hand side of (3.1).

Each term in the \( u \to 0 \) limit will diverge at most logarithmically, which apparently contradicts the power law divergence of the left hand side of the equation. The emergence of the power law singularity was addressed in [1, 2] and it boils down to the contribution of double-twist operators \( [\phi^0 \phi]_{0,J} \sim \phi^0 \partial^J \phi \) whose twist approaches \( 2\Delta_{\phi} \) at large spin. The stronger divergence is recovered by performing the infinite sum over spin of these double-twist families. In particular, this fixes the density of OPE coefficients for this family of operators at large spin to be

\[ C^2_{\phi^0 \phi^0 [\phi^0 \phi]} \sim \frac{8\sqrt{\pi}}{\Gamma(\Delta_{\phi})^{2/2} 2^{2\Delta_{\phi} + J}} J^{2\Delta_{\phi} - 3/2}, \]  

which is the behaviour of OPE coefficients in Mean Field Theory.

\[ ^3 \text{This differs from some conventions in the literature by a factor of } 2^J \text{ due to our conformal block normalization.} \]
Additionally, the leading twist operator above the identity in the direct-channel leads to $1/J$ suppressed corrections to the OPE coefficients along with anomalous dimension type corrections, which means the twist of these families behaves as

$$\tau[\phi|_{J,\phi}] = 2\Delta\phi + \frac{k}{J^{\phi/2}}.$$  \hspace{1cm} (3.5)

At this level the large spin expansion is merely asymptotic, and the OPE coefficients and anomalous dimensions cannot be assigned to a single operator of a given spin. However, the large spin expansion actually converges at least down to spin 2, and the OPE coefficients are really associated to a unique operator at each spin, which follows from the fact that the double-twist operators really sit in Regge trajectories that are analytic in spin. All these remarkable facts were established through the Lorentzian inversion formula [20]. This formula systematizes the large spin perturbation theory/lightcone-bootstrap and essentially supersedes it as a computational tool [26–28]. In this work, however, we are interested in higher-point functions which are much richer, and for which a Lorentzian inversion formula is presently unavailable. Therefore we must resort to the more pedestrian large spin perturbation theory. It would of course be interesting to develop higher-point Lorentzian inversion formulae and reproduce and extend the results we will derive below.

3.1 Five-point function

Let us consider the more complicated case of the five-point function. We now have an exchange of two operators, and their contribution is captured by the block expansion in a given channel. We consider the $(12)(34)$ and $(23)(45)$ channels for the five-point function $\langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4)\phi(x_5) \rangle$,

$$\frac{(x_{13}^2)^{\Delta\phi}}{(x_{12}^2 x_{34}^2)^{\Delta\phi}} \sum_{k_1, k_2, \ell} P_{k_1 k_2 \ell} G_{12,34}^{12,34}(u_\ell) = \frac{(x_{24}^2)^{\Delta\phi}}{(x_{23}^2 x_{45}^2)^{\Delta\phi}} \sum_{n_1, n_2, \ell} P_{n_1 n_2 \ell} G_{n_1 n_2 \ell}^{23,45}(u_\ell).$$  \hspace{1cm} (3.6)
The limit $x_{12}^2, x_{34}^2 \to 0$ is dominated by low twist operators in the $(12)(34)$ channel. The natural candidate to lead this expansion is the identity operator, however it is not possible to have two identities being exchanged at the same time, since that would imply a nonzero three-point functions between two identities and the scalar operator $\phi(x_5)$. It is however possible to have one identity being exchanged in one OPE and another operator in the other OPE. In this case the conformal blocks simplify considerably and the exchanged operator must be the external one. The block simplifies to a product of a two- and three-point function, check (2.19) and (2.20). Thus, we conclude that the first terms in the lightcone limit in the channel $(12)(34)$ are given by

$$
C_{\phi\phi\phi} g_{I,\phi}(u_i) + C_{\phi\phi\phi} g_{I,\phi}(u_i) = C_{\phi\phi\phi} \left( \frac{u_3 u_5}{u_4} \right)^{\Delta_\phi/2} + u_1^{\Delta_\phi/2} .
$$

There is possibly another leading term from two exchanges of the leading twist operator $O_k$. This term has a lightcone limit in the channel $(12)(34)$ given by

$$
C_{\phi\phi k} C_{\phi\phi k} C_k k \phi g_{k, k, \ell}(u_i) .
$$

The term that dominates is determined by the rate at which $u_1$ and $u_3$ go to zero and by the twist of $\phi$ and $O_k$. Below we shall address both possibilities. We may then take the other limits $x_{23}^2, x_{45}^2, x_{15}^2 \to 0$, corresponding to $u_2, u_4, u_5 \to 0$, which as we shall see, are suitable for the expansion in the $(23)(45)$ channel. The decomposition in this channel takes the form

$$
\left( \frac{u_1 u_2^2 u_5}{u_2^2 u_4^2} \right)^{\Delta_\phi/2} \sum_{n_1, n_2, \ell} P_{n_1 n_2 \ell} g_{n_1 n_2 \ell}^{23, 45}(u_i),
$$

where we collected here the prefactors on both sides of (3.6). The powers of $u_2, u_4$ in the denominator of (3.9) impose constraints on the operators that need to be present in the conformal block decomposition of the channel $(23)(45)$.

### 3.1.1 Identity in the $(12)$ OPE

Let us understand this in more detail. First consider the term

$$
C_{\phi\phi\phi} g_{I,\phi}(u_i) = C_{\phi\phi\phi} \left( \frac{u_3 u_5}{u_4} \right)^{\Delta_\phi/2} ,
$$

where the identity is exchanged in the $(12)$ OPE. The cross-ratios $u_2$ and $u_4$, when taken to be small, control the twist of the exchanged operators in the cross-channel. We can use this to infer what class of operators are contributing in the cross-channel where the blocks behave as

$$
G_{n_1 n_2 \ell}^{23, 45}(u_i) = u_2^{\tau_{n_1}/2} u_4^{\tau_{n_2}/2} g_{n_1 n_2 \ell}(u_1, u_3, u_5) .
$$

Combining these behaviours with the prefactor in (3.9) we can conclude that the operators $n_1$ have a twist that approaches $2\Delta_\phi$, and therefore correspond to the usual leading double- twist operators. Moreover, in this case the operator $n_2$ must have twist $\Delta_\phi$. This
corresponds to the exchange of the external operator itself. Therefore the cross-channel OPE data is given by

\[ P_{[\phi \phi]_{0,J} \phi} = C_{\phi \phi [\phi \phi]_{0,J}} C_{\phi \phi [\phi \phi]_{0,J}} \]

from which we can see that the single-trace OPE coefficient cancels on both sides of the crossing equation, and we are left with data that is known from the four-point bootstrap, namely scalar/scalar/double-twist OPE coefficients.

Actually this case reduces to the crossing of the four-point function of \( \phi \) and its descendants. Firstly, in the direct-channel, since the five-point function factorizes into a product of 2 and 3-pt functions, we can use the \((45)\) OPE into the exchanged scalar operator \( \phi \), which acts on the MFT 4-pt function of \( \phi \) at points 1235. Secondly, in the cross-channel the \((45)\) OPE reduces the five-point block into an action on the four-point block with external \( \phi \) at points 1523 and double-twist exchange. This shows the problem reduces to that of the four-point function.

Nevertheless it is instructive to check this result explicitly using the lightcone blocks in (2.16) to describe the cross-channel contributions. In this case \( J_2 = \ell = 0 \) and \( \Delta_2 = \Delta_\phi \). Additionally for large spin \( J_1 \) the dimension of the exchanged operator approaches the double-twist value \( \Delta_1 = 2\Delta_\phi + J_1 \). This significantly simplifies the expression (2.16) for the blocks. In practice, it is useful to expand the integrand using the binomial theorem and performing the \( t_i \) integrals, which leads to a representation in terms of an infinite sum of hypergeometric functions. In fact, the sum is dominated by the region \( u_1 \sim J_1^{-2} \), similarly to the four-point case. This allows one to simplify the hypergeometric functions into Bessel functions, so the large spin limit of the lightcone block reads

\[ \Psi_{[\phi \phi]_{0,J} \phi}^{23,45}(u_i) \approx \sum_{n=0}^{\infty} \frac{J_1^{n+\frac{1}{2}} \Gamma\left(\frac{\Delta_\phi+1}{2}\right) \Gamma\left(\frac{2n+\Delta_\phi}{2}\right) u_1^{\Delta_\phi-n} \frac{u_2^{\Delta_\phi} (1-u_3)^n}{(n+1) \Gamma(n+\Delta_\phi)} K_n(2J_1 \sqrt{u_1})}{2^{n-3\Delta_\phi-J_1} \pi \Gamma(n+1) \Gamma(n+\Delta_\phi)} \]

(3.13)

Imposing the well-known large spin asymptotics of the scalar/scalar/double-twist OPE coefficients (3.4), one can do the sum over \( J_1 \) by approximating it as an integral. This reproduces the correct power of \( u_1 \) at fixed \( n \). The correct power of \( u_3 \) is then recovered by doing the infinite sum over \( n \).

We remark that one can then consider the related contribution where we swap the exchanged operators in the cross-channel, meaning we have \( \mathcal{O}_{n_1} = \phi \) and \( \mathcal{O}_{n_2} = [\phi \phi]_{0,J_2} \). This obviously corresponds to a factorized correlator in a different channel which is subleading in the lightcone limit here considered.

### 3.1.2 Identity in the \((34)\) OPE

On the other hand, when we exchange the identity in the \((34)\) OPE, the direct-channel contribution is

\[ C_{\phi \phi, \phi} u_1^{\frac{\Delta_\phi}{2}} \]

(3.14)

Thus, since the leading powers of \( u_2 \) and \( u_4 \) in the cross-channel expression (3.9) are the same, the operators that are exchanged in the cross-channel will both have the double-twist
value $2\Delta_\phi$. This allows us to probe the double-twist/double-twist/scalar OPE coefficient on the cross-channel

$$P_{\phi\phi|\mu_1|\phi|\mu_2} = C_{\phi\phi|\mu_1|\phi|\mu_2} C_{\phi|\phi|\phi|\phi} C_{\phi|\phi|\phi|\phi}.$$  \hspace{1cm} (3.15)

It is important to notice that the double-twist/double-twist/scalar OPE coefficient depends on the additional quantum number $\ell$, which encodes the tensor structure associated to spin-spin-scalar three-point functions.

Since the scalar/scalar/double-twist coefficients are fixed from the four-point analysis, matching to the direct-channel we immediately discover the remarkable non-perturbative relation

$$C^{(\ell)}_{\phi|\phi|\phi|\phi} \propto C_{\phi\phi}.$$  \hspace{1cm} (3.16)

which would be expected in a perturbative theory. With a more careful analysis, we will now fix the large spin asymptotics of this OPE coefficient, along with its $\ell$ dependence.

We need to reproduce the power law behaviour in the variables $u_1$, $u_3$ and $u_5$, which will emerge from the infinite sum over $J_1$, $J_2$ and $\ell$ in the cross-channel. More specifically, we consider the limit $J_1, J_2 \to \infty$ with $u_1 J_1^2$ and $u_5 J_2^2$ fixed. It is possible to approximate the lightcone block in this regime by approximating the integrand in (2.16), so that one finds integral representations of two Bessel functions,

$$G^{23,45}_{\phi|\phi|\mu_1|\phi|\mu_2}(u_1) \approx \frac{2^{2\Delta_\phi+J_1+J_2}}{\pi} J_\ell^{1/2} J_2^{1/2} u_2^{-\Delta_\phi} u_4^{\Delta_\phi} (1-u_3)^\ell \times u_1^{(3\Delta_\phi+2\ell)} u_5^{(\Delta_\phi+2\ell)} K_{\ell+\Delta_\phi}^2 \left( 2 J_1 u_1^{1/2} \right) K_{\ell+\Delta_\phi}^2 \left( 2 J_2 u_5^{1/2} \right).$$  \hspace{1cm} (3.17)

It is not hard to see that for consistency with the $u_3 \to 0$ limit the power law behavior in $u_1, u_5$ has to be reproduced term by term in the sum over $\ell$. This leads to the ansatz

$$P_{\phi|\phi|\mu_1|\phi|\mu_2} \approx C_{\phi\phi} b_\ell 2^{-J_1-J_2} J_4^{3(\Delta_\phi-1)/2} J_2^{3(\Delta_\phi-1)/2},$$  \hspace{1cm} (3.18)

which, upon performing the integrals over $J_1$ and $J_2$, reproduces the power law behavior in $u_1$ and $u_5$. Since $\ell \in \{0, \ldots, \min(J_1, J_2)\}$, this leaves us with an infinite sum over $\ell$ to perform, which will recover the power law behavior in $u_3$. In particular, we need to zoom in on the $\ell \to \infty$ region, with $u_3$ approaching zero such that $u_3 \ell$ is kept fixed. In this limit, we can use the approximation $(1-u_3)^\ell \approx e^{-u_3\ell}$. Then, we can take the asymptotic large $\ell$ behaviour of the coefficient $b_\ell$ to be

$$b_\ell \approx \frac{\Delta_\phi \Gamma\left(1+\frac{\Delta_\phi}{2}\right)}{2^{\Delta_\phi-3} \sqrt{\pi} \Gamma(\Delta_\phi) \Gamma\left(1+\frac{\Delta_\phi}{2}\right)} \approx e^{-2\ell} e^{2\ell-\Delta_\phi}. $$  \hspace{1cm} (3.19)

---

4This procedure deserves a word of caution. Strictly speaking we should first take the limit of $u_1, u_3 \to 0$, keeping large spin contributions, and only then take $u_2, u_4 \to 0$. In practice, since we use the lightcone block expansion (2.16) in the cross-channel, we are swapping the order of limits. This is justified a posteriori since the asymptotics of OPE coefficients at large spin that we obtain match the examples studied in section 4.

5The same result could be obtained by explicitly performing the sum over $\ell$ assuming $b_\ell \propto \frac{1}{\ell^{1/2}+\Delta_\phi}$. However, this cannot be used to determine the form of the coefficients at finite $\ell$ since the leading singularity in $u_3 \to 0$ only determines the asymptotic behaviour at $\ell \to \infty$. Remarkably this turns out to be the exact form of the coefficients in the disconnected correlator in section 4.2.1. A similar situation also occurs for the six-point case.
Figure 3. Witten diagrams corresponding to the leading order five-point function in a large N theory. The black and red dashed lines correspond to the unitarity cuts in the direct and crossed OPE channels, allowing us to infer what the exchanged operators are.

We can then approximate the sum over ℓ by an integral, which gives the correct power law behaviour in $u_3$ and finally reproduces the identity contribution in the direct-channel.

Both leading terms with an identity exchange are understood as a five-point function which factorizes into a product of a two- and three-point functions. A simple example of CFTs expected to present this behaviour are holographic theories with cubic couplings. We can draw bulk Witten diagrams and look at their unitarity cuts to infer the exchanged operators in the corresponding channel. This is presented in figure 3. Clearly, this picture is consistent with the results obtained from the lightcone limit analysis.

3.1.3 Two non-trivial exchanges

The case of two non-trivial exchanges is more subtle. When the exchanged operators are identical to the external ones, the lightcone limit of the block in the channel $(12)(34)$ is given by

$$C_{\phi\phi\phi}^3(u_1u_3u_5) \frac{\Delta_\phi}{2} \frac{\Gamma(\Delta_\phi)^2}{\Gamma(\frac{\Delta_\phi}{2})^4} \left(\zeta_2 + \ln u_4 \ln u_5 + 2S_{\Delta_\phi-2} \left(\ln u_4 + \ln u_5\right) + 4S_{\Delta_\phi-2}^2 - S_{\Delta_\phi-2}^{(2)} + \ldots\right),$$

(3.20)

where $S_{\alpha}^{(n)}$ denotes the degree-$n$ harmonic number and the dots represent subleading terms in $u_2$, $u_4$ and $u_5$. The powers of $u_2$ and $u_4$ indicate that the exchanged operators in the cross-channel should once again be of double-twist type. However, since the powers of $u_5$ are the same for both block expansions in the small $u_5$ limit, one cannot employ the usual argument which ensures that operators with large spin $J_2$ dominate the cross-channel. This means that the information in this OPE is not universal. The leading power of $u$ is a constant, which can be achieved block by block in the cross-channel, and therefore the usual argument for the necessity of large spin double-twist operators is not valid.

One can instead study the case where the two exchanged scalar operators $O_{k,\ast}$ are different from the external one, but identical among themselves.

$$O_{k,\ast}^{12,34}(u_i) \approx a_{\Delta,\Delta_\phi}(u_1u_3u_5)^{\Delta_\phi/2} u_4^{\frac{\Delta_\phi-2}{2}},$$

(3.21)
with
\[
a_{\Delta_*,\Delta_\phi} = \frac{\pi 4^{\Delta_* - 1}\Gamma(\frac{\Delta_* + 1}{2})^2 \csc^2 \left(\pi \left(\frac{\Delta_* - \Delta_\phi}{2}\right)\right)}{\Gamma\left(\frac{\Delta_* - \Delta_\phi}{2} + 1\right)^2 \Gamma\left(\frac{\Delta_\phi}{2}\right)^2}.
\] (3.22)

When $\Delta_* < \Delta_\phi$, this is the leading term. On the other hand, for $\Delta_* \geq \Delta_\phi$ the leading powers are instead integers and lead to the same limitation discussed above. Nevertheless, the term (3.21) is still present and can also be bootstrapped.

Notably, the power of $u_\ell$ will change the nature of the exchanged operators in the (45) OPE. In particular, we now have that the operator must have dimension asymptoting to $\Delta_* + \Delta_\phi + J_2$. Thus, the existence of the double-twist operators $[\phi \mathcal{O}_\phi]_{[0, J_2]}$ built out of the external $\phi$ and the internal $\mathcal{O}_\phi$. We see an asymmetry between the exchanges in the cross-channel, since the operators in the (23) channel are still the double-twist composites $[\phi \phi]_{[0, J_1]}$. This is similar to the case of identity exchange in the (12) channel which also leads to an asymmetry in the cross-channel exchanges. In particular, swapping the cross-channel exchanges in the (23) and (45) OPEs leads to a subleading contribution in the direct-channel.

The calculation in the cross-channel is similar to that of the previous subsection. Both families of double-twist operators must be in the large spin regime, which gives the following approximation for the cross-channel conformal block
\[
\mathcal{G}_{\phi \phi | \phi \mathcal{O}_\phi}^{23,45}(\ell, u_\ell) \approx \frac{2^{\Delta_* + \Delta_\phi + J_1 + J_2}}{\pi} J_1^{1/2} J_2^{1/2} u_\ell^{\Delta_* + (\Delta_* + \Delta_\phi)/2} u_4^{(\Delta_* + \Delta_\phi)/2} (1 - u_3)^\ell \times u_1^{\frac{1}{2}(2\Delta_\phi + \Delta_\phi + 2\ell)} u_5^{\frac{1}{2}(\Delta_\phi + 2\ell)} K_{\ell + \frac{\Delta_*}{2}}(2J_1 u_1^{1/2}) K_{\ell + \frac{\Delta_\phi}{2}}(2J_2 u_5^{1/2}).
\] (3.23)

Once again the sum over large spins $J_1$ and $J_2$ must be done for fixed $\ell$ and we then sum over $\ell$. The correct asymptotics for the OPE coefficients in this case is given by
\[
P_{[\phi \phi | \phi \mathcal{O}_\phi]} \approx q_{\Delta_*, \Delta_\phi} 2^{-J_1 - J_2} J_1^{4\Delta_* - 3 + 2\ell - \Delta_*} J_2^{\frac{3\Delta_* - 3 + 2\ell - 2\Delta_*}{2}} \ell^{-2\ell} e^{2\ell \Delta_* - \Delta_\phi},
\] (3.24)

where
\[
q_{\Delta_*, \Delta_\phi} = P_{\mathcal{O}_\phi \mathcal{O}_\phi} a_{\Delta_*, \Delta_\phi} \frac{2^{5 - 3\Delta_\phi - \Delta_*}}{\Gamma(\frac{\Delta_\phi - \Delta_*}{2}) \Gamma(\Delta_\phi - \frac{\Delta_*}{2})^2}.
\] (3.25)

The factor of $P_{\mathcal{O}_\phi \mathcal{O}_\phi} = C_{\phi \phi, \mathcal{O}_\phi}^2 C_{\phi \mathcal{O}_\phi, \mathcal{O}_\phi}$ is needed to match the direct-channel.

### 3.1.4 Stress-tensor exchange

In a general CFT, the leading twist operators are usually scalars of scaling dimension less than $d - 2$ or the stress tensor which has dimension $d$ and spin 2, and therefore twist $d - 2$. A spin 1 conserved current also has twist $d - 2$ but, since we are studying the OPE of identical scalars, only even spin operators can be exchanged. Thus, we are only left to consider the case of the stress tensor.\footnote{Higher spin conserved currents also have twist $d - 2$ but they only exist in free theories and we therefore ignore them.}

In this case, the direct-channel contribution has three terms associated to the tensor structures with $\ell = 0, 1, 2$. In the cyclic lightcone limit, it turns out that the powerlaw
behavior in $u_4 \to 0$ is suppressed by $\ell$ and therefore the tensor structure with $\ell = 0$ dominates. The block behaves very similarly to the scalar case, with the role of $\Delta_*$ being played by the twist of the stress tensor $d - 2$, up to some extra prefactors. Concretely, the direct-channel block contains the following term in the lightcone expansion

$$G_{TT\ell=0} \approx a_{T,\Delta_\phi}(u_1 u_3 u_5)^{(d-2)/2} u_4^{d-2-\Delta_\phi}/u_4^2, \quad (3.26)$$

with

$$a_{T,\Delta_\phi} = \frac{\pi 4^{d-1} \Gamma \left(\frac{d+1}{2}\right)^2 \sec^2 \left(\pi \Delta_\phi/2\right)}{\Gamma^2 \left(\Delta_\phi + 2\right) \Gamma^2 \left(\frac{d-\Delta_\phi}{2}\right)} \quad (3.27)$$

In the block expansion this term will come multiplied by the product of OPE coefficients $P_{TT\ell=0}$. Once again there are terms where the powers of $u_4$ and $u_5$ are constant and cannot be reproduced by large spin double twist families in the cross-channel. The term in (3.26) is the leading one for $d - 2 - \Delta_\phi < 0$, but it remains in the expansion otherwise, so it can be bootstrapped. The physics in the cross-channel is very similar to the scalar case as well. The small $u_2$ and $u_3$ behavior is matched by operators of the form $|\phi\phi\rangle_{0,1}$ in the (23) OPE and $|\phi T\rangle_{0,J_2}$ in the (45) OPE, with twists asymptoting to $2\Delta_\phi$ and $d - 2 + \Delta_\phi$ at large $J_1$ and $J_2$, respectively. The large spin limit is needed to obtain the right power law behavior in $u_1$ and $u_5$, and finally the large $\ell$ limit reproduces the small $u_3$ behavior. The cross-channel blocks and OPE coefficients are the same as in the scalar case with the replacement $\Delta_* \to d - 2$, up to the different prefactor which is fixed by the direct-channel block. More concretely, the cross-channel block in the large spin limit becomes

$$G_{[23,45|\phi\phi\rangle_{0,J_1}\phi T\rangle_{0,J_2}\ell} \approx \frac{2^{3\Delta_\phi+d-2+J_1+J_2}}{\pi} J_1^{1/2} J_2^{1/2} u_2^{\Delta_\phi} u_4^{(\Delta_\phi+d-2)/2}(1-u_3)^{\ell} \quad (3.28)$$

$$\times u_1^{4/2(\Delta_\phi+d-2+2\ell)} u_5^{\Delta_\phi+2\ell} K_{\ell+\frac{d-2}{2}} \left(2 J_1 u_1^{1/2}\right) K_{\ell+\frac{\Delta_\phi}{2}} \left(2 J_2 u_5^{1/2}\right),$$

and the OPE coefficients

$$P_{[\phi\phi\rangle_{0,J_1}\phi T\rangle_{0,J_2}\ell} \approx q_{T,\Delta_\phi} 2^{J_1-J_2} J_1^{1/2(1+2\ell-d+3\Delta_\phi)} J_2^{1/2(1+2\ell-2d+3\Delta_\phi)} \left(\frac{1}{2}\right)^{2\ell} \left(\frac{3\Delta_\phi-d}{2}\right)^{2\ell} \quad (3.29)$$

where

$$q_{T,\Delta_\phi} = P_{TT\ell=0} a_{T,\Delta_\phi} \frac{2^7 - 3\Delta_\phi - d}{\Gamma \left(\frac{\Delta_\phi-d+2}{2}\right) \Gamma \left(\Delta_\phi - \frac{d-2}{2}\right)}, \quad (3.30)$$

### 3.2 Six-point function — snowflake

The six-point function is a richer object as it admits two very different OPE decompositions that are usually denoted by snowflake and comb. One distinction between them is that in the snowflake decomposition we do three OPEs in nonconsecutive pairs of points and therefore all OPEs involve two external scalars. Therefore there will be an OPE coefficient between three symmetric traceless operators of arbitrary spin, as can be seen in the top-right of figure 1. On the other hand, in the comb channel the OPE involves consecutive pairs of operators. Thus, after performing the OPE between two external scalars, the resulting
Figure 4. A schematic form of the six-point snowflake bootstrap equation. The left hand side represents the (12)(34)(56) direct-channel expansion while the right hand side represents the (23)(45)(61) cross-channel.

symmetric traceless operator will be fused with another external scalar and can produce a mixed symmetry tensor operator, which in the mean field theory limit should correspond to a triple-twist operator. The bottom part of figure 1 illustrates this structure. In this paper we use the lightcone OPE between scalars (2.6) and therefore limit our analysis to the snowflake channel, whose bootstrap equation we depict in figure 4.

We start by considering the block expansion in the direct (12)(34)(56) channel

$$\langle \phi(x_1) \ldots \phi(x_6) \rangle = \frac{1}{(x_{12}^2 x_{34}^2 x_{56}^2)^{\Delta_{\phi}} \sum_{k_i,l_i} P_{k_i,l_i} G_{k_i,l_i}^{12,34,56}(u_i,U_i)}.$$  \hspace{1cm} (3.31)

and take the lightcone limits $x_{12}^2 \to 0$, $x_{34}^2 \to 0$, $x_{56}^2 \to 0$, which correspond to $u_1 \to 0$, $u_3 \to 0$, $u_5 \to 0$. The leading contributions in this limit come from the exchange of three identities, one identity and two leading twists or three leading twists. For now we take the leading twist to be a scalar, so that

$$\langle O(x_1) \ldots O(x_6) \rangle \approx \frac{1}{(x_{12}^2 x_{34}^2 x_{56}^2)^{\Delta_{\phi}}} \left[ P_{III} G_{III}(u_i,U_i) + \left( P_{k,k,k} G_{k,k,k}(u_i,U_i) + \text{perm} \right) \right] =$$

$$= \frac{1}{(x_{12}^2 x_{34}^2 x_{56}^2)^{\Delta_{\phi}}} \left[ 1 + \left( C_{\phi{k}_k}^2 \left( \frac{u_1 u_3}{U_2} \right)^{\frac{\tau_k}{2}} g_k(u_2/U_1) + \text{perm} \right) \right] \hspace{1cm} (3.32)$$

where $\Delta_{\phi}$ is the dimension of the leading twist operator $O_{k_i}$ and the functions $g_{k_i}$ and $g_{k,k,k}$ are defined from the four- and six-point lightcone blocks in (2.11) and (2.22), respectively. Then we take the three distances $x_{23}^2$, $x_{45}^2$ and $x_{16}^2$ to zero, or in cross-ratios $u_{2i} \to 0$, which will be appropriate to study the OPE decomposition in the crossed channel.


for general spin. The four-point conformal block \( g_{k_*} \) simplifies considerably in this limit
\[
g_{k_*}(u_i/U_j) \approx -\frac{\Gamma(\Delta_* + J_*)}{\Gamma^2(\Delta_* - J_*)} \left( S_{\Delta_* + J_* - 2} + \ln(u_i/U_j) \right) + \ldots ,
\]
where the \( \ldots \) represent subleading terms in \( u_i/U_j \). However, after taking \( u_{2i} \to 0 \) the function \( g_{k,k,k_*}(u_{2i}, U_i) \) of the six-point conformal lightcone block is still a nontrivial function of the cross-ratios \( U_i \), so we take one further limit \( x_{24}^2, x_{26}^2, x_{36}^2 \to 0 \), or equivalently \( U_i \to 0 \), which we refer to as the origin limit \([16]\). Let us remark that we do this just to make the problem technically simpler. With this extra limit one gets
\[
g_{k,k,k_*}(u_{2i}, U_i) \approx -\frac{\Gamma^3(\Delta_*)}{\Gamma^6(\Delta_*^2)} \left[ \prod_{i=1}^3 \ln U_i \right] + 2S_{\Delta_* - 2} \ln U_1 \ln U_2 + \left( 4S_{2 \Delta_* - 2} - 2S_{(2) \Delta_* - 2} + \zeta_2 \right) \ln U_1
\]
\[
+ \frac{2}{3} S_{\Delta_* - 2} \left( 4S_{2 \Delta_* - 2} - 3S_{(2) \Delta_* - 2} + 3\zeta_2 \right) + \ldots \] + perm , \quad (3.34)
\]
where the \( \ldots \) represent subleading terms. We give the derivation of this result in appendix \( B \). Notice that up to this order the correlator is polynomial of degree three in the logarithm of the cross-ratios, which contrasts with the behavior in a planar gauge theory \([15]\).

### 3.2.1 Exchange of three identities

Given the crossing equation
\[
\sum_{k_i, \ell_i} P_{k_i, \ell_i} G_{k_i, \ell_i}^{12,34,56}(u_i, U_i) = \prod_{i=1}^3 \left( \frac{u_{2i-1}}{u_{2i}} \right)^{\Delta_\phi} \sum_{k_i, \ell_i} P_{k_i, \ell_i} G_{k_i, \ell_i}^{23,45,16}(u_i, U_i) ,
\]
the limit taken above should be compatible with the cross-channel decompositions in the channel \((23)(45)(16)\). As we just described, the left hand side of this equation starts with a one and then has subleading corrections in the cross-ratios \( u_{odd} \to 0 \), while on the right hand side there is an apparent power law divergence in \( u_{even} \) in the prefactor. This implies that the cross-channel decomposition involves operators with dimension approximately equal to \( 2\Delta_\phi + J \) that cancel the prefactor \( u_{2i}^{\Delta_\phi} \) in the denominator. Each individual conformal block in the \((23)(45)(16)\) channel is regular in the cross-ratios \( u_{odd} \) as they approach zero, which is not enough to cancel the prefactor \( u_{2i-1}^{\Delta_\phi} \) and recover the identity contribution of the direct-channel.\(^7\) The solution is similar to that of the four- and five-point correlators in the sense that the identity is recovered from the infinite sum of double-twist operators with large spin. This can also be intuitively understood by looking at the “unitarity cuts” of a disconnected Witten diagram as in figure 5.

We will now choose the kinematics where both \( u_{odd} \) and \( U_j \) are sent to zero with the same rate \( J^{-2} \), with \( \ell_i \) fixed. This is not the choice we did in the direct-channel above, but

\(^7\)This behavior is similar to that of scalar exchange in the direct-channel \((3.34)\) and is given in appendix \( A \) for general spin.
we will recover its kinematics by sending $u_{odd}/U_i \to 0$ afterwards. The conformal block simplifies considerably in this limit and is given by a product of three Bessel functions

$$G_{k_i\ell_i}^{23,45,16} \approx \prod_{i=1}^{3} \frac{2^{J_{i+1}+\tau_i}}{\pi^2} \frac{\Gamma^{\frac{1}{2}}}{\Gamma^{\frac{1}{2}}} \frac{\chi_i}{u_{2i}} K_{2t_{i-1}+t_{i+1}+\tau_{i-1}+\tau_{i+1}} \left( \frac{2J_i \sqrt{U_{2i-1}}}{U_{2i-1}} \right)^{2t_{i-1}+2t_{i+1}+\tau_{i-1}+\tau_{i+1}},$$

(3.36)

where we can see that the parameter $\ell_i$ controls the cross-ratio $\chi_{i+1} = 1 - u_{2i-1}/U_{2i-1}$. The direct-channel limit that we took above can be recovered in the cross-channel by studying the limit where $\chi_i$ approaches 1, which in turn is controlled by the large $\ell_i$ region.\textsuperscript{8} We can now use (3.36) in the crossing equation (3.35) to reproduce the identity exchange of the direct-channel

$$1 \approx \frac{1}{8} \left( \prod_{n=1}^{3} \left( \frac{u_{2n-1}}{u_{2n}} \right)^{\Delta_n} \int dJ_n d\ell_n \right) P_{k_i\ell_i} G_{k_i\ell_i}^{23,45,16} (u_i, U_i),$$

(3.37)

where we transformed the sums in $k_i, \ell_i$ in the crossing equation to integrals in $J_n, \ell_n$ (including a factor of 1/2 because we are only summing over even spins). We can assume that the product of OPE coefficients $P_{k_i\ell_i}$ has the large $J_i$ power law behavior

$$P_{k_i\ell_i} \approx C \prod_{n=1}^{3} 2^{-J_n} f_n^{a_n} f_n(\ell_n).$$

(3.38)

Integrating over $J_i$ we obtain

$$1 \approx \prod_{i=1}^{3} \prod_{\epsilon=\pm} \int d\ell_i f(\ell_i) \frac{2^{2\Delta_\epsilon} u_{2i-1}^{\Delta_\epsilon} \ell_i^{\epsilon_i}}{\pi^{\frac{1}{2}}} \Gamma \left( 3 + 2a_i + 2\epsilon(\ell_{i+1} - \ell_{i-1}) \right) \left( \frac{3 + 2a_i + 2\epsilon(\ell_{i+1} - \ell_{i-1})}{4} \right)^{2t_{i-1}+2t_{i+1}+\tau_{i-1}+\tau_{i+1}},$$

(3.39)

\textsuperscript{8}We stress that we made the choice of considering the limit $U_i \to 0$ to simplify the expression for the block. Alternatively, one could mimic the approach of [16] and keep these cross-ratios finite. We emphasize however that our choice of taking the origin limit respects an order: $U_i \to 0$ only after $u_i \to 0$. The latter limit is dominated by large $J_i$ and large $\ell_i$, whereas the subsequent $U_i \to 0$ imposes $J_i \gg \ell_i \gg 1$. 

\textbf{Figure 5.} Witten diagrams corresponding to the leading order six-point function in a large $N$ theory. The black and red dashed lines correspond to the unitarity cuts in the direct and crossed OPE channels, allowing us to read-off the exchanged identity and double-twist operators, respectively.
where we used that $\tau_i = 2\Delta_\phi$ to leading order in large $J_i$. Then we consider the limit where $u_{\text{odd}}/U_i \to 0$. Remember that we need a power law divergence in $u_{\text{odd}}$ to kill the prefactor in (3.37) and, as expected, this is generated by the tail of the sum in $\ell_i$. In this regime we can replace $\chi_i^\ell_i$ by $c \exp(-\ell_i u_{2i-3}/U_{2i-3})$, where we are keeping fixed the argument of the exponential in the limit. The powers of $U_i$ cannot depend on $\ell_i$ otherwise this would give rise to a non-trivial in behavior $U_i$, which is not consistent with the left-hand side of (3.37), so we conclude that

$$a_i = r + \left( \sum_j \ell_j \right) - \ell_i,$$

(3.40)

with $r$ a constant that does not depend on $\ell_i$. We can, at this point, take the large $\ell_i$ behavior of the $\Gamma$ functions in (3.39). The $\ell_i$ behavior of the expression suggests that for large $\ell_i$ the function $f(\ell_i)$ has the following form

$$f_i(\ell_i) \approx e^{2\ell_i - 2\ell_i},$$

(3.41)

with $g$ and $c$ constants. Putting everything together and after doing the $\ell_i$ integration we obtain

$$1 \approx C 2^{6\Delta_\phi} \Gamma^2 \left( \frac{3}{2} + g + r \right) \prod_{i=1}^3 \frac{\Delta_\phi - \frac{3}{2} - g - r}{U_i^3 + g + \frac{3}{2}},$$

(3.42)

which fixes both $r, g$ and $c$ to be

$$r = \frac{4\Delta_\phi - 3}{2}, \quad g = -\Delta_\phi, \quad C = \frac{1}{2^{6\Delta_\phi} \Gamma^3 (\Delta_\phi)}.$$

(3.43)

This fixes the asymptotic form of $P_{k,\ell_i}$ proposed in (3.38).

3.2.2 Exchange of one identity and two leading twist operators

So far we have only reproduced the contribution of the identity in the direct-channel OPE decomposition (3.32). As we have seen subleading contributions depend non trivially on the cross-ratios, even in the limit where all $u_i$ approach zero, cf. (3.33) and (3.34). One key difference is that we will have to generate logs of the cross-ratios from the cross-channel OPE decomposition. Some of these logs are generated by allowing a correction to the dimension of the double-twist operators of the form

$$\tau_i = 2\Delta_\phi + \frac{k}{J_i^a}.$$

(3.44)

The conformal block, in the large spin limit, depends on the twist of the exchanged operator in an explicit way as can be seen in (3.36). It is easy to perturb the previous computation, done to reproduce the contribution of the identity with the cross-channel double-twist exchange, and include the correction to the dimension of these operators. First we expand (3.36) at large $J_i$ and keep the first subleading term in the series. Then, performing the integrals in $J_i$ and $\ell_i$ we obtain the following correction to the contribution of the leading twist operators exchange

$$k \frac{12}{\Gamma^2(\Delta_\phi)} \sum_j \left[ \ln \frac{u_{2j} u_{2j+3} U_{2j+1}^2}{(u_{2j-1} u_{2j+1} U_{2j-1}^3)^{\frac{3}{2}}} - (S_{\Delta_\phi} - S_{\Delta_{2\phi-n}}) \left( \frac{u_{2j-1} U_{2j+1}}{U_{2j+1}} \right)^{\frac{3}{2}} \right].$$

(3.45)
This term has the correct power law behavior coming from the direct-channel contribution of the identity and two leading twist operators, cf. (3.32) or (2.24). This fixes \( a = \tau_s \), in agreement with the four-point function calculation. Moreover, it contains some of the logs coming from the four-point block function \( g_{k_s} \), but it also has some unexpected log terms. It is precisely these terms that will allow us to fix the correction to the OPE coefficient between three double-twist operators

\[
P_{k,i} = P_{k,i}^{MFT} \left( 1 + \sum_j \frac{g_{j,k}}{J_f^{j,k}} \ln \left( \frac{\Delta_f \Gamma(2J_f + \tau_s)}{\Delta_j \Gamma(2J_j + \tau_s)} \right) \right)
\]

where \( c_{i,j} \), \( b_{i,j} \) and \( v_i \) are coefficients that we will fix. Upon inserting this in the cross-channel conformal block decomposition, and integrating over \( J_i \) and \( \ell_i \), we obtain

\[
\sum_j \left[ \ln \left( \prod_i u_{2i-1}^{J_{2i-1}} \right) \right] - \frac{2v_j}{\Delta_f \Gamma(2J_f + \tau_s)} \left( \frac{u_{2j-1} u_{2j+1}}{U_{j+1}} \right)^{\frac{2}{2J_f + \tau_s}}.
\]

The correct log behavior imposes that

\[
b_{i,i} = 0, \quad b_{i,i+1} = b_{i,i+2} = \frac{k}{2}, \quad c_{i,i} = 0, \quad c_{i,i+1} = c_{i,i+2} = -\frac{k}{2}, \quad v_1 = \frac{kS_{\tau+2j}}{2}.
\]

Thus, we see that we can reproduce exchanges in the direct-channel that include at least one identity by taking into account the contribution of large spin double-twist operators in the cross-channel. Moreover this procedure fixes the dimension and OPE coefficients of these operators at large spin. The formula for the OPE coefficients is one of the main results of this paper.

### 3.2.3 Exchange of three leading twist operators

Before analysing the contribution of the exchange of three leading twist operators in the direct-channel, let us see what is the effect of dressing the large spin double-twist contribution in the cross-channel by a term of the form \( \prod_{i=1}^3 \frac{1}{u_{2i-1}} \). This can be used, for example, to check what is the cross-ratio dependence of the corrections to the double-twist exchange in the cross-channel at large spin

\[
\prod_{i=1}^3 \frac{1}{u_{2i-1}} \Delta_f \int dJ_f d\ell_f P_{j,i}^{\text{tree}} \prod_{j=1}^3 J_{j,i}^{\ell_f} \right) G_{k,i} \propto \frac{1}{u_{2j-1}} \frac{u_{2j} u_{2j+1}}{u_{2j-1}^{\tau+2j+1}}.
\]

It follows that multiple corrections to the dimension of operators exchanged in the OPEs (23)(45) and (23)(45)(16), where \( r_i = 0 \) and two or three nonvanishing exponents \( q_i \), equal \(-\tau_s\), have, respectively, terms of the form

\[
\left( \frac{u_1 u_5}{U_2 U_3} \right)^{\tau} \left( \ln u_2 \ln u_4 + \ldots \right), \quad \left( \frac{u_1 u_3 u_5}{U_1 U_2 U_3} \right)^{\tau} \left( \ln u_2 \ln u_4 \ln u_6 + \ldots \right).
\]

\[ \text{JHEP03 (2022) 139} \]
where the ... stand for the contribution of log terms in other cross-ratios that are not important for the present discussion. One important feature of these two results is that at least one power of \( u_{\text{odd}} \) is given by \( \tau_s \). This can be thought as coming from the direct-channel contribution of a family of operators whose twist asymptotes to \( 2\tau_s \). Another curious feature is that there is necessarily a dependence on \( \ln u_{\text{even}} \) that cannot be generated by the contribution of a single conformal block, as we can see from (3.34). This suggests that this term comes from the contribution in the direct-channel of an infinite family of operators with twist \( 2\tau_s \). This behavior was already observed in [3] for the case of the four-point function from the existence of log\(^2\) \( v \) terms.

Now we are ready to reproduce the last term in (3.32) from the cross-channel decomposition. Since the direct-channel contribution (3.34) does not have any \( \ln u_{\text{even}} \) we conclude from the analysis of the previous paragraph that this term does not come from the correction of the dimension of double-twist operators. Therefore it must come solely from the correction to the OPE coefficient, which we propose to have the form

\[
P_{J_1, \ell_1} = P_{J_1, \ell_1}^{\text{tree}} \left( 1 + \sum_j \sum_k (c_{j,k} \ln J_k + b_{j,k} \ln \ell_k) + v_j + \frac{p(\ln J_j, \ln \ell_j)}{\prod J_j \ell_j^{-\frac{\Delta_s}{2}}} + \ldots \right),
\]

(3.51)

where the \( c_{i,j} \), \( b_{i,j} \) and \( v_i \) were already fixed in the previous section and \( p(\ln J_j, \ln \ell_j) \) is a polynomial function of the third degree\(^9\)

\[
p(\ln J_j, \ln \ell_j) = c_1 - c_2 \ln \frac{J_2^2}{\ell_1 \ell_2} \ln \frac{J_2^2}{\ell_1 \ell_3} \ln \frac{J_1^2}{\ell_2 \ell_3} + c_3 \ln \frac{J_1 J_2 J_3}{\ell_1 \ell_2 \ell_3} + 2c_4 \left[ \ln J_1 \ln \left( \frac{J_2 J_3}{\ell_1} \right)^2 \frac{1}{\ell_2 \ell_3} \right]
\]

\[
+ \ln J_2 \ln \frac{J_2^2}{\ell_1 \ell_3} - \ln J_3 \ln \frac{\ell_2^3}{\ell_1 \ell_3} \ell_1 + \frac{3(\ln \ell_1 \ln \ell_2 \ell_3 + \ln \ell_2 \ell_3)}{2} + \frac{\ln^2 \ell_1 + \ln^2 \ell_2 + \ln^2 \ell_3}{2}.
\]

(3.52)

This polynomial generates the terms

\[
\left( \prod_i u_i \right)^\frac{3}{2} \frac{\Gamma^3(\frac{2\Delta_s-\tau_s}{2})}{\Gamma^3(\Delta_s)} \left[ 8c_1 + 2c_2 \ln U_1 \ln U_2 \ln U_3 - 4c_3 \ln U_1 U_2 U_3 + 2c_4 \sum_{i<j} \ln U_i \ln U_j \right],
\]

(3.53)

upon integration in \( J_i \) and \( \ell_i \). A simple comparison with (3.34) fixes the values of \( c_i \) to be

\[
c_2 = \frac{P_{k,k,k}}{\Gamma(\Delta_s)\Gamma^3(\Delta_s)} \frac{\Gamma(\Delta_s)\Gamma^3(\Delta_s)}{\Gamma^2(\Delta_s)\Gamma^3(\frac{2\Delta_s-\Delta_s}{2})}, \quad c_3 = \frac{1}{4} \left( S^{(2)}_{\Delta s-2} - 4S^2_{\Delta s-2} - \zeta_2 \right)c_2,
\]

\[
c_1 = \frac{1}{4} S^2_{\Delta s-2} \left( 4S^2_{\Delta s-2} - 3S^{(2)}_{\Delta s-2} + 3\zeta_2 \right)c_2, \quad c_4 = S_{\Delta s-2} c_2.
\]

(3.54)

\(^9\)This ansatz is justified because the scalar conformal block is a polynomial of degree 3 in log of cross-ratios.
for a scalar leading twist operator and

\[ c_2 = \Gamma^3(\Delta_{\phi}) \frac{P_{000}B^{(3)}_{000}}{\Gamma^3\left(\frac{2\Delta_{\phi}-\tau^*}{2}\right)}, \]

\[ c_1 = \Gamma^3(\Delta_{\phi}) \frac{P_{000}B^{(0)}_{000} + 3P_{001}B^{(0)}_{001} + 3P_{002}B^{(0)}_{002}}{\Gamma^3\left(\frac{2\Delta_{\phi}-\tau^*}{2}\right)}, \]

\[ c_3 = 2\Gamma^3(\Delta_{\phi}) \frac{P_{000}B^{(1)}_{000} + P_{001}B^{(1)}_{001} + P_{002}B^{(1)}_{002}}{\Gamma^3\left(\frac{2\Delta_{\phi}-\tau^*}{2}\right)}, \] (3.55)

for the exchange a stress tensor, where we used the block for stress-tensor exchange derived in appendix A.2 and wrote \( P_\ell_1\ell_2\ell_3 \equiv P_{TTT\ell_1\ell_2\ell_3} \). We emphasize the absence of the OPE coefficients associated with the structures where two or three of the \( \ell_i \)'s are equal to 1. This happens since such structures are subleading in the \( U_i \to 0 \) limit. The constants \( B^{(m)}_{\ell_1\ell_2\ell_3} \) are the coefficients multiplying the degree-\( m \) polynomial of \( \ln U_i \) in the block associated to the tensor structure labeled by \( \ell_1, \ell_2 \) and \( \ell_3 \). These coefficients can be read off from equation (A.21) in appendix A.2. We remark that, as is well known, the OPE coefficients of the stress tensor are not all independent and in fact satisfy

\[ P_{011} = -2 \frac{8(P_{000} + P_{001}) + d(d + 2)P_{002}}{(d + 4)(d - 2)}, \] (3.56)

\[ P_{111} = \frac{32(2 + d)P_{000} + 8d(6 + d)P_{001} - 4d(d^2 - 20)P_{002}}{(d - 2)^2(d + 2)(d + 4)}, \]

since its correlation functions satisfy conservation equations [25]. This means that the different OPE coefficients associated to the \( \ell_i \) tensor structures are related to a set of three independent numbers.

We end this section with a speculative holographic interpretation of our bootstrap results which can be skipped by the more orthodox readers. In a four-point function, radial quantization allows us to visualize a weak gravitational process in AdS where two particles with large relative angular momentum come from the infinite past, interact, and continue towards the infinite future. This picture can be generalized for the six-point function in the comb channel, which instead corresponds to a three-body gravitational interaction. However, in the snowflake OPE that we analyzed, one cannot assign a single time coordinate which leads to the cylinder picture. Instead, this channel corresponds to a gravitational process where the asymptotic states are defined with respect to distinct time coordinates,\(^{10}\) where the underlying geometry is instead a “pair of pants”. The physical process is more easily understood by inspecting figure 6.

### 4 Examples

Consistency conditions of the bootstrap equations for higher-point functions impose constraints on the behaviour of three point functions of spinning operators as we have seen in

\(^{10}\)We thank Pedro Vieira for discussions on this point.
Figure 6. Schematic representation of the gravitational processes dual to the six-point comb channel on the left and to the six-point snowflake channel on the right. In the comb case, three particles come from the infinite past, interact weakly and continue towards future infinity. In the snowflake case, the blue and red particles come from the past infinity of two different time coordinates, say $t_1$ and $t_2$, respectively. The blue one travels to future infinity along $t_1$ and the red one along $t_2$. A third, green particle comes from past infinity in the $t_1$ direction and moves towards past infinity in $t_2$. The process can also be interpreted in other similar ways by permuting the role of the OPEs.

the previous sections. The goal of this section is to extract OPE coefficients of spinning operators by performing an explicit conformal block decomposition of the generalized free field theory correlator, as well as theories with cubic couplings, and confirm some of our previous results.

4.1 Generalized free theory

The six-point function of operators $\phi$ in a generalized free field theory is given by

$$\langle \prod_{i=1}^{6} \phi(x_i) \rangle_{\text{MFT}} = \sum_{\text{perm}} \langle \phi(x_1) \phi(x_2) \rangle \langle \phi(x_3) \phi(x_4) \rangle \langle \phi(x_5) \phi(x_6) \rangle = \sum_{\text{perm}} \frac{1}{x_1^2 x_2^2 x_3^2 x_4^2 x_5^2 x_6^2} \Delta_\phi, \quad (4.1)$$

where we should sum over all permutations of operator positions. We can extract a prefactor $(x_1^2 x_2^2 x_3^2 x_4^2 x_5^2 x_6^2) \Delta_\phi$ to write everything just in terms of cross-ratios,

$$\langle \prod_{i=1}^{6} \phi(x_i) \rangle_{\text{MFT}} = 1 + (u_1 u_3 u_5) \Delta_\phi \left( 1 + (u_2 u_4 u_6)^{-\Delta_\phi} + \sum_{i=1}^{3} U_i^{-\Delta_\phi} \right)$$

$$+ \sum_{i=1}^{3} \left[ \left( \frac{u_2 u_1 + u_2 + 3}{U_{2i-1}} \right)^{\Delta_\phi} + \left( \frac{u_2 u_{2i-1} + u_2 + 3}{u_{2i+2} U_{2i-1}} \right)^{\Delta_\phi} + \left( \frac{u_2 u_{2i-1} + 3 U_{2i+1}}{u_{2i+2} U_{2i-1}} \right)^{\Delta_\phi} \right]. \quad (4.2)$$

The prefactor we have extracted is appropriate to analyze the OPE limit in the channel $(12)(34)(56)$. The first term in (4.2) corresponds to the exchange of three identity operators and the others can contain one identity and two double-twist operators, or three double-twist operators. A systematic analysis of the operators that are exchanged in the OPE in these three channels can be done using the six-point conformal blocks [15] or the Casimir differential operator together with the boundary condition of the block in the lightcone limit [16]. We obtained for the OPE of three leading double-twist operators, which can not
be extracted from the four-point function of $\phi$, the result

$$
P_{J,\ell_i} = \prod_{i=1}^{3} \frac{(J_i + \ell_i - \sum_j \ell_j + 1)(\Delta_\phi)_{\frac{J_i}{2}}(\Delta_\phi)_{\ell_i}}{2^{\ell_i - 1} J_i! \ell_i! (\Delta_\phi)_{\ell_i}(J_i + 2\Delta_\phi - 1)}.
$$

(4.3)

By taking first the large $J_i$ and then the large $\ell_i$ limit we recover the asymptotic behavior (3.38) derived from the lightcone bootstrap in the previous section.

Note that for a free theory with $\Delta_\phi = (d - 2)/2$ this is the full set of OPE data that can be extracted from this correlator. In a generalized free theory there are subleading double-twist operators $\phi^n \partial^J \phi$ whose OPE coefficients could be extracted.

4.2 $\phi^3$ theory in $d = 6 - \epsilon$

We now consider turning on a cubic coupling which will allow us to further test our predictions involving, for example, the five-point function which vanishes for mean field theory. The five-point function in $\phi^3$ theory is given by\(^{11}\)

$$
\langle \prod_{i=1}^{5} \phi(x_i) \rangle = \sum_{\text{perm}} \langle \phi(x_1) \phi(x_2) \rangle \langle \phi(x_3) \phi(x_4) \phi(x_5) \rangle + \langle \prod_{i=1}^{5} \phi(x_i) \rangle_{\text{conn}}.
$$

(4.4)

This correlation function only has odd powers of $\epsilon$ as can be seen by drawing a few Feynman diagrams or from the structure of perturbation theory around the $\mathbb{Z}_2$ symmetric free theory. The leading term is a factorized correlator given by a product of a two-point function and a three-point function. The two-point function starts at the free theory order, but the three-point functions starts at order $\epsilon$, with a tree level contact diagram. The connected contribution starts at order $\epsilon^3$ and coexists with corrections to the factorized correlator.

To leading order in the $\epsilon$ expansion the connected contribution is given by

$$
\langle \phi(x_1) \cdots \phi(x_5) \rangle_{\text{conn}} = \sum_{\text{perm}} \frac{(C^{(1)}_{\phi\phi\phi})^3}{x_1^2 x_2^2 x_3^2 x_4^2 x_5^2} \int \frac{d^6 x_0}{x_0^2 x_1^2 x_2^2 x_3^2 x_4^2 x_5^2}.
$$

(4.5)

This six-dimensional integral is proportional to a $D$-function $D_{11112}$ which we analyze in appendix B.

4.2.1 Disconnected contribution to the five-point function

Let us write the block decomposition as

$$
\langle \phi(x_1) \cdots \phi(x_5) \rangle^{(1)} = \frac{x_{13}^2}{x_{12}^2 x_{34}^2 x_{15}^2 x_{35}^2} \sum_{k_1, k_2, \ell} P_{k_1, k_2, \ell}^{(1)} G_{k_1, k_2, \ell}^{(12)(34)}(u_i),
$$

(4.6)

where the superscript $(1)$ indicates the order in the $\epsilon$ expansion. We used that $\Delta_\phi = 2 + O(\epsilon)$ and that $P_{k_1, k_2, \ell}$ starts at order $\epsilon$. Our goal is to derive the spectrum and OPE coefficients of

\(^{11}\)This result can be obtained easily with the method of skeleton expansions as presented in [29]. It would be interesting to do conformal block decomposition for five- and six-point correlators in $\phi^3$ and see how the respective spinning OPE coefficients compare with the ones in $\mathcal{N} = 4$ SYM [16].
the operators exchanged in the (12)(34) channel for the leading disconnected contribution that is given by

\[
\left(\prod_{i=1}^{5} (\phi(x_i))^{(1)}\right) = \frac{C_{\phi\phi\phi\phi\phi}^{(1)} x_{12} x_{34} x_{15} x_{35}}{x_{12} x_{34} x_{15} x_{35}} \left( u_1^{\Delta_\phi} + \left( u_3 u_5 \right)^{\Delta_\phi} \right) + \left( u_1 u_3 \right)^{\Delta_\phi} \left[ \left( u_1 u_3 u_5 \right)^{\Delta_\phi} + \left( u_3 u_5 \right)^{\Delta_\phi} \right] + \left( u_2 u_4^2 u_5^3 \right)^{\Delta_\phi} \left( u_1^{\Delta_\phi} + u_3^{\Delta_\phi} \right) \left( 1 + \left( u_2 u_4 u_5 \right)^{\Delta_\phi} + u_2^{\Delta_\phi} \left( u_4^{\Delta_\phi} + u_5^{\Delta_\phi} \right) \right) .
\]  

(4.7)

To obtain the block decomposition we use two independent methods which serves as a cross-check of the calculation. Firstly we consider the Euclidean expansion of the five-point block discussed in appendix E of [18], and match it to the small \(u_1\) and \(u_3\) expansion of the correlator. Using this we can obtain as many OPE coefficients as we desire. We can then conjecture a general form for arbitrary \(J_1, J_2\) and \(\ell\), which we subsequently test by comparing to the explicit higher order results. Alternatively, we can use a generalization of the technique of [30] to higher-point correlators [16]. We act with the Casimir differential operators on the correlator in terms of its small \(u_1, u_3\) expansion. Since the conformal blocks are eigen-functions of the Casimir operator, we can fix the OPE coefficients order by order in \(u_1, u_3\) by acting recursively with the differential operators. Again, we can do this to arbitrarily high order, guess the general form of the coefficients and check it to even higher order.

We find that depending on which pair of operators form the two-point function we have different sets of operators being exchanged. When the two-point function is between points \(x_1\) and \(x_2\), we have the identity in the (12) OPE and \(\phi\) in the (34) OPE. The product of OPE coefficients is simply given by \(P_{\phi\phi}(1) = C_{\phi\phi\phi\phi}^{(1)}\). Similarly, when the two-point function is between points \(x_3\) and \(x_4\), we have \(P_{\phi\phi}(1) = C_{\phi\phi\phi\phi}^{(1)}\). When the two-point function is between points \(x_1\) and \(x_3\), or between \(x_2\) and \(x_5\), the result is less trivial since it leads to an expansion with an infinite number of operators. Adding up these two contributions, we find in the (12) OPE the double-twist operators \([\phi\phi]_{0,J}\), with dimension \(4 + J\) and (even) spin \(J\), along with the operator \(\phi\) in the (34) OPE. In this case we obtain \(P_{\phi\phi}(1) = C_{\phi\phi\phi\phi\phi\phi}^{(1)}\), where

\[
C_{\phi\phi\phi\phi\phi\phi\phi}^{(1)} = \frac{2^{J+1} \Gamma(J+2)^2 \Gamma(J+3)}{\Gamma(J+1) \Gamma(2J+3)} ,
\]  

(8.4)

which is the usual formula for the OPE coefficients of two scalar operators and a leading double-twist operator, which holds in MFT with \(\Delta_\phi = 2\). We may also consider the factorised correlator with generic \(\Delta_\phi\). In this case we have several infinite towers of sub-leading twist operators with dimension \(2\Delta_\phi + 2n + J\) and spin \(J\). We checked that the OPE coefficients are again given by the four-point MFT result. This can be easily understood by using the convergent OPE in the (34) channel, as discussed in section 3.1.1. A similar story holds when the two-point function is between points \(x_3\) and \(x_5\), or between \(x_4\) and \(x_5\).

Finally we can have a two-point function between \(x_1\) and \(x_3\), \(x_1\) and \(x_4\), \(x_2\) and \(x_3\), and \(x_2\) and \(x_4\), which are the most non-trivial and interesting cases. Together they admit an

\(^{12}\text{For example studying } \phi^3 \text{ theory in AdS with a massive scalar such that } m^2 = \Delta_\phi(\Delta_\phi - d).\)
expansion in terms of blocks where the exchanged operators are $[\phi \bar{\phi}]_{0,J_1}$ in the (12) OPE and $[\phi \bar{\phi}]_{0,J_2}$ in the (34) OPE. Thus we access OPE coefficients with one scalar and two spinning operators, which have the extra quantum number $\ell$. It is not hard to propose the formula for the OPE coefficients in the case $\ell = 0$, where the dependence in $J_1$ and $J_2$ turns out to factorize due to the nature of the tensor structure of $\ell = 0$. We find, for generic $\Delta_\phi$,

$$P^{(1)}_{[\phi \bar{\phi}]_{0,J_1} [\phi \bar{\phi}]_{0,J_2} \ell = 0} = \pi 2^{6-4\Delta_\phi} \prod_{i=1}^{2} \frac{2^{-J_i} \Gamma \left( J_i + \frac{\Delta_\phi}{2} \right) \Gamma \left( J_i + 2\Delta_\phi - 1 \right)}{\Gamma \left( J_i + 1 \right) \Gamma \left( \frac{\Delta_\phi}{2} \right) \Gamma \left( \Delta_\phi \right) \Gamma \left( J_i + \Delta_\phi - \frac{1}{2} \right)},$$

(4.9)

which for the $\Delta_\phi = 2$ case drastically simplifies to

$$P^{(1)}_{[\phi \bar{\phi}]_{0,J_1} [\phi \bar{\phi}]_{0,J_2} \ell = 0} = \frac{\pi 2^{-J_1-J_2} \Gamma(J_1+3)\Gamma(J_2+3)}{\Gamma \left( J_1 + \frac{3}{2} \right) \Gamma \left( J_2 + \frac{3}{2} \right)},$$

(4.10)

For higher $\ell$ we find that the $J_1$ and $J_2$ dependence no longer factorizes. Instead, for $\Delta_\phi = 2$ we find that the ratio $P^{(1)}_{[\phi \bar{\phi}]_{0,J_1} [\phi \bar{\phi}]_{0,J_2} \ell} / P^{(1)}_{[\phi \bar{\phi}]_{0,J_1} [\phi \bar{\phi}]_{0,J_2} \ell = 0}$ is given by a symmetric polynomial in $J_1$ and $J_2$, with maximum degree $2\ell$ in both variables combined and maximum degree $\ell$ in each variable separately. For example, the first few polynomials are given by

$$\frac{P_{\ell=1}}{P_{\ell=0}} = \frac{1}{2} \left( 3 + (J_1 + J_2) + J_1 J_2 \right),$$

$$\frac{P_{\ell=2}}{P_{\ell=0}} = \frac{1}{12} \left( J_1^2 J_2^1 + J_2^2 J_1^1 + J_2^2 J_1 + 7J_2 J_1 + 6(J_1 + J_2) + 18 \right),$$

$$\frac{P_{\ell=3}}{P_{\ell=0}} = \frac{1}{144} \left( J_1^3 J_2^0 - (J_2 J_1^3 + J_2 J_1^1) + 12J_2^2 J_1^1 + 12(J_2 J_1^2 + J_2^2 J_1) + 85J_2 J_1 + 72(J_1 + J_2) + 216 \right),$$

(4.11)

where here we used the shorthand notation $P_{\ell=i} \equiv P^{(1)}_{[\phi \bar{\phi}]_{0,J_1} [\phi \bar{\phi}]_{0,J_2} \ell = i}$. We can easily write down these polynomials to a very high order.\footnote{We can also write down a few of them for general $\Delta_\phi$. In this case there is also a simple additional denominator.} Unfortunately we did not find a closed form at arbitrary $\ell$. Nevertheless, we could perform the simpler task of finding the large $J_1, J_2$ at fixed $\ell$ behavior, which in fact we were able to do for generic $\Delta_\phi$. We found that

$$\frac{P^{(1)}_{[\phi \bar{\phi}]_{0,J_1} [\phi \bar{\phi}]_{0,J_2} \ell}}{P^{(1)}_{[\phi \bar{\phi}]_{0,J_1} [\phi \bar{\phi}]_{0,J_2} \ell = 0}} \approx \frac{(J_1 J_2)^\ell}{\Gamma(\ell + 1)(\Delta_\phi)^\ell},$$

(4.12)

Combining this result with the large spin behavior of the $\ell = 0$ OPE coefficient, and then taking the large $\ell$ limit, we find a perfect match with formula (3.18) obtained using the lightcone bootstrap!
4.2.2 Comments on the six-point function

The six-point function of a scalar $\phi$ in the $\epsilon$ expansion is given by

$$\langle \prod_{i=1}^{6} \phi(x_i) \rangle = \sum_{\text{perm}} \langle \phi(x_1)\phi(x_2)\rangle \langle \phi(x_3)\phi(x_4)\rangle \langle \phi(x_5)\phi(x_6)\rangle + \sum_{\text{perm}} \langle \phi(x_1)\phi(x_2)\rangle \langle \prod_{i=3}^{6} \phi(x_i) \rangle |_{\text{conn}}$$

$$+ \sum_{\text{perm}} \langle \phi(x_1)\phi(x_2)\phi(x_3)\rangle \langle \phi(x_4)\phi(x_5)\phi(x_6)\rangle + \langle \prod_{i=1}^{6} \phi(x_i) \rangle |_{\text{conn}}.$$  (4.13)

The leading term is given by the mean field theory discussed above (with $\Delta_\phi = 2 + O(\epsilon)$) and is of order $\epsilon^0$. The partialy factorized terms (two-point function times four-point function and three-point function times another three-point function) begin at order $\epsilon^2$. These have subsequent corrections of order $\epsilon^4$, which is the order at which the connected contributions begin. At leading order the latter is given by

$$\langle \prod_{i=1}^{6} \phi(x_i) \rangle |_{\text{conn}} = C^{\ell}_{\phi\phi} \left( \int \frac{d^6 x_0}{x_1^2 x_2^2 x_3^2 x_4^2 x_5^2 x_6^2 \prod_{i=1}^{6} x_i^2} + \int \frac{d^6 x_7 d^6 x_8}{x_7^2 x_8^2 x_1^2 x_2^2 x_3^2 x_4^2 x_5^2 x_6^2 x_7^2 x_8^2} \right) + \text{perm},$$

where the first integral is the same as the six-point $D$-function $D_{111111}$, which we analyze in appendix B. It would be nice to systematically study all these corrections and to match the asymptotics of the OPE coefficients with the lightcone bootstrap results presented in section (3.2).

5 Discussion

We have shown how to use the lightcone bootstrap for five- and six-point functions to determine the large spin behaviour of some new OPE coefficients. For the five-point function, in the case of a direct-channel identity exchange we determined the large $J_1, J_2$ and $\ell$ behaviour of the OPE coefficient $C^{(\ell)}_{\phi(\phi^0)_{J_1} [\phi O_{1/2}]_{J_2}}$ in the cross-channel. For the case of a leading twist exchange in the direct-channel, including the possibility of the stress tensor exchange, we determined the asymptotic behaviour of $C^{(\ell)}_{\phi(\phi^0)_{J_1} [\phi O_{1/2}]_{J_2}}$. For the six-point function, in the case of a direct-channel identity exchange, we determined the large $J_i$ and $\ell_i$ behaviour of $C^{(\ell_i)}_{\phi(\phi^0)_{J_1} [\phi O_{1/2}]_{J_2} [\phi O_{1/2}]_{J_3}}$. Subleading corrections to this OPE coefficient due to the direct-channel leading twist exchange were also bootstrapped. An interesting interpretation of these results emerges in connection to the origin limit $U_1 \to 0$. In this limit we observed that the correlation function diverges at most as $\log U_1^3$ in contrast with the planar gauge theory case where the divergences can be an arbitrary power of $\log U_1$ [15, 16]. The difference between these results follows from the existence or not of a twist gap in a CFT correlator.

Our knowledge of higher-point conformal blocks is still in its infancy. In particular, our work was limited to the leading order expansion of the blocks in the lightcone limit. In our notation this corresponds to the leading term in the limit $u_{odd} \to 0$ that defines the lightcone blocks. It would be very interesting to study subleading corrections to the blocks in this limit, which would allow us to bootstrap OPE coefficients with subleading double-twist operators of the form $[\phi\phi]_{n,J}$ and $[\phi O_{\ell}]_{n,J}$. Additionally, to simplify our analysis,
we often took the origin limit $U_i \rightarrow 0$. It would also be interesting to compute subleading terms in this expansion, which can be done using only the available lightcone blocks.

In this paper we only considered the lightcone blocks in the snowflake channel. For the six-point function the comb channel block would lead to a different expansion involving the exchange of mixed symmetry operators, which we expect to be of triple-twist type. Such operators are expected to be degenerate at large spin, but this degeneracy should be lifted at finite spin. It is a very interesting question whether the bootstrap would be able to address this question in the large spin expansion. This could be a sign of analyticity in spin for each triple-twist family.

Analyticity is also an open question regarding the new OPE coefficients whose large spin behaviour we determined in this work. In this case, since there is a unique operator at each spin and analyticity has been proven in the simpler case of the OPE coefficient $C_{\phi\phi|\phi\phi,0,J}$, we could also expect analyticity to hold. However, the situation here is more subtle because in this case we also have the label $\ell_i$ that parametrizes tensor structures and is basis dependent. This is an interesting question since in the case of $C^{(\ell_i)}_{\phi\phi|\phi\phi,0,1|\phi\phi|\phi\phi,0,2|\phi\phi|\phi\phi,0,3}$ it would connect to the OPE coefficients of the low spin contributions of this family of operators. In particular, for an appropriate choice of the external scalar operators, this will connect to the OPE coefficient between three energy-momentum tensors $C^{(\ell_i)}_{TTT}$. In this case one would hope to derive reliable predictions by including the contributions from the first terms in the large $J$ expansion.

Analyticity in spin is also important for Regge theory of higher-point functions. This is clear since Conformal Regge Theory relies on the analytic continuation in spin [31]. In the four-point case the Lorentzian inversion formula established such analyticity [20]. Thus, deriving a Lorentzian inversion formula for higher-point functions would shed light in this problem and, most likely, sistematize the calculations reported in this work.

A more ambitious problem is to set up the Euclidean numerical bootstrap for higher-point functions, with obvious gains in the available CFT data. As it is well known positivity is a key ingredient in the numerical bootstrap of four-point functions. In the case of the six-point function it is possible to choose reflection positive kinematics, however such positivity is not guaranteed term by term in the block expansion. The situation looks even worse in the case of the five-point function, since this correlator can not be seen as a positive norm of a state. One possibility would be to consider a positive semi-definite matrix whose matrix elements would involve the four-, five- and six-point function. We hope to return to these questions in the future.
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A Higher-point conformal blocks
A.1 Mellin amplitudes

The Mellin amplitude of a connected \( n \)-point function of scalar conformal correlators can be defined as [34, 35]

\[
\langle \mathcal{O}_1(x_1) \ldots \mathcal{O}_n(x_n) \rangle = \int \left[ d\gamma \right] M(\gamma_{ij}) \prod_{1 \leq i < j \leq n} \Gamma(\gamma_{ij}) \left( x_{ij}^2 \right)^{-\gamma_{ij}},
\]

(A.1)

where \( [d\gamma] \) denotes an integration with the constraints

\[
\sum_{i=1}^{n} \gamma_{ij} = 0, \quad \gamma_{ij} = \gamma_{ji}, \quad \gamma_{ii} = -\Delta_i.
\]

(A.2)

It is a well known fact by now that the OPE implies that the Mellin amplitude is a meromorphic function of the Mellin variables \( \gamma_{ij} \). For each exchange of a primary operator with dimension \( \Delta \) and spin \( J \) there is an infinite set of poles in the Mellin amplitude,

\[
M \approx Q_m \gamma_{LR} - (\Delta - J + 2m), \quad m = 0, 1, 2, \ldots ,
\]

(A.3)

where

\[
\gamma_{LR} = -\left( \sum_{i=1}^{k} p_i \right)^2 = \sum_{a=1}^{k} \sum_{i=k+1}^{n} \gamma_{ai},
\]

(A.4)

with the \( p_i \) defined such that \( p_i \cdot p_j = \gamma_{ij} \). The residue \( Q_m \) is related to lower point functions and conformal blocks [36]. The label \( m \) is associated to the contribution of higher twist descendant operators.

In particular, the equivalence between (A.1) and conformal block decompositions (2.15) and (2.21) imposes that the Mellin amplitude for the five and six-point correlator needs to have the following poles

\[
M_5 \approx \frac{\sum_i C_{12} C_{34} \sum_j C_{ij}^{(l)} F_l(\gamma)}{\left( \gamma_{12} - \frac{J_1 - \Delta_1 + 2\Delta_a}{2} \right) \left( \gamma_{34} - \frac{J_2 - \Delta_2 + 2\Delta_a}{2} \right)},
\]

(A.5)

\[
M_6 \approx \frac{\sum_i C_{12} C_{34} \sum_k C_{56} \sum_l C_{ijkl} F_{l_1 l_2 l_3}(\gamma)}{\left( \gamma_{12} - \frac{J_1 - \Delta_1 + 2\Delta_a}{2} \right) \left( \gamma_{34} - \frac{J_2 - \Delta_2 + 2\Delta_a}{2} \right) \left( \gamma_{56} - \frac{J_3 - \Delta_3 + 2\Delta_a}{2} \right)},
\]

(A.6)

where the functions \( F_l \) and \( F_{l_1 l_2 l_3} \) are computed by Mellin transforming the lightcone blocks used in this paper and \( C_{XYZ} \) are OPE coefficients. In the following we will determine the form of \( F_l \) and \( F_{l_1 l_2 l_3} \) for some specific cases.\(^{14}\)

\(^{14}\)It would be interesting to repeat the analysis of appendix A.1 of [31] for higher-point functions.
Let us start with the five-point lightcone conformal block (2.16) with identical scalar operators $O_i = \phi$, and write the numerator using the binomial formula

$$
\sum_{i_1, i_2, j_1, j_2} \binom{J_1 - l}{i_1} \binom{J_2 - l}{i_2} \frac{(1 - t_1)^{j_1} (1 - t_2)^{j_2}}{(1 - (1 - t_1)u_4)(1 - (1 - t_2)u_4)} \int \frac{[dt_1][dt_2]}{u_1^{\Delta_1 - j_1} u_2^{\Delta_2 - j_2} (1 - u_2)^l u_3^{i_1} u_4^{i_2}} \frac{\Delta_1 - \Delta_2 \Delta_1 + \Delta_2 + j_1 + j_2 - 2l + \Delta_\phi}{u_1^{\Delta_1 - j_1} u_2^{\Delta_2 - j_2} (1 - u_2)^l u_3^{i_1} u_4^{i_2}} \frac{\Delta_1 - \Delta_2 \Delta_1 + \Delta_2 + j_1 + j_2 - 2l + \Delta_\phi}{u_1^{\Delta_1 - j_1} u_2^{\Delta_2 - j_2} (1 - u_2)^l u_3^{i_1} u_4^{i_2}}.
$$

(A.7)

Next we introduce three Mellin variables $s_1, s_2, s_3$ with respect to the cross-ratios $u_2, u_4$ and $u_5$,

$$
\sum_{i_1, i_2, j_1, j_2} \binom{J_1 - l}{i_1} \binom{J_2 - l}{i_2} \frac{(1 - t_1)^{j_1} (1 - t_2)^{j_2}}{(1 - (1 - t_1)u_4)(1 - (1 - t_2)u_4)} \int ds_1 ds_2 ds_3 \Gamma(s_1) \Gamma(s_2) (s_3) \times u_2^{-s_1 + j_1 + j_2} u_4^{-s_2 + j_2} u_5^{-s_3 + j_1 + j_2 + \Delta_\phi} \left(\frac{\Delta_1 + J_1 + \Delta_2 + J_2 - \Delta_\phi}{2}\right)^{-s_1} \left(\frac{\Delta_1 - \Delta_2 - 2l + J_1 + J_2 + \Delta_\phi}{2}\right)^{-s_3} B_{s_1, s_2, s_3},
$$

(A.8)

with the function $B_{s_1, s_2, s_3}$ given by

$$
B_{s_1, s_2, s_3} = \int [dt_1][dt_2] (1 - t_1)^{j_1} (1 - t_2)^{j_2} \frac{\Delta_1 - \Delta_2 - j_1 - j_2 + 2(s_3 - s_1) + 2l - \Delta_\phi + 2j_2}{(1 - (1 - t_1)u_4)(1 - (1 - t_2)u_4)} t_1^{i_1} t_2^{i_2} \times (1 - (1 - t_1)u_4)(1 - (1 - t_2)u_4).
$$

(A.9)

For $J_1 = J_2 = 0$ the function $B_{s_1, s_2, s_3}$ can be integrated to

$$
B_{s_1, s_2, s_3} = \frac{\Gamma(\Delta_1) \Gamma(\Delta_2) \Gamma(\frac{\Delta_1 + \Delta_2 + 2(s_2 - s_1)}{2}) \Gamma(\frac{\Delta_2 - \Delta_\phi + 2(s_1 - s_2)}{2}) \Gamma(\frac{2(s_1 - s_2 - s_3) + \Delta_\phi}{2})}{\Gamma(\frac{\Delta_1}{2}) \Gamma(\frac{\Delta_2}{2}) \Gamma(\frac{\Delta_1 + \Delta_2 - 2s_1 - \Delta_\phi}{2})}.
$$

(A.10)

One of the advantages of this Mellin representation for the conformal block is that it makes it easier to study certain limits. For example, to get the leading term in the $u_2, u_4, u_5 \to 0$ limit we just have to close each contour $s_1, s_2, s_3$ to the left picking all the poles along the way. Notice that $B_{s_1, s_2, s_3}$ for generic spin can be written as a $_3F_2$ hypergeometric series

$$
B_{s_1, s_2, s_3} = \frac{\Gamma\left(\frac{J_1 + \Delta_1}{2} + 1\right) \Gamma\left(\frac{J_2 + \Delta_2}{2} + 1\right) \Gamma\left(\frac{i_2 - j_2 + J_1 + J_2 - s_2 + \Delta_\phi}{2}\right)}{2^{\Delta_1 - \Delta_2 - j_1 - j_2} \Gamma\left(\frac{J_1}{2} + \frac{\Delta_1}{2}\right) \Gamma\left(\frac{J_2}{2} + \frac{\Delta_2}{2}\right)} \times \Gamma\left(\ell + j_1 - \frac{J_1}{2} - s_1 + s_2 + \frac{\Delta_1}{2} - \frac{\Delta_\phi}{2}\right) \Gamma\left(\ell + j_2 - \frac{J_2}{2} - s_1 + s_3 + \frac{\Delta_2}{2} - \frac{\Delta_\phi}{2}\right) \times \Gamma\left(\ell + i_1 - \frac{J_1}{2} + \frac{\Delta_1}{2} - s_1 + \frac{\Delta_1 + \Delta_2 - \Delta_\phi}{2}\right) \Gamma\left(\ell + i_2 + \frac{J_1}{2} - \frac{J_2}{2} - s_1 + \frac{\Delta_1 - \Delta_2 - \Delta_\phi}{2}\right) \times _3F_2\left(-\frac{\Delta_1}{2} + \frac{\Delta_2}{2} + i_2 - \frac{J_1}{2} - s_1 + \ell, -\frac{\Delta_2}{2} + \frac{\Delta_1}{2} + i_2 + \frac{J_1}{2} - \frac{J_2}{2} - s_1 + \ell, -\frac{\Delta_1}{2} + \frac{\Delta_2}{2} + i_1 - \frac{J_1}{2} + \frac{J_2}{2} - s_1 + \ell; 1\right).
$$

(A.11)

To find $F_i$ one needs to relate the Mellin transform we have computed to the Mellin amplitude definition in (A.1). We use the conditions (A.2) to write the Mellin amplitude in
terms of five independent Mellin variables, namely \( \gamma_{12}, \gamma_{34}, \gamma_{13}, \gamma_{15}, \gamma_{35} \). After computing the integral in \( \gamma_{12} \) and \( \gamma_{34} \), we can relate the two sets of Mellin variables, \( s_i \)'s and \( \gamma_{ij} \), by demanding the exponents of the cross-ratios to be the same on both expressions. To do so, we first expand \( (1 - u_2)^l = \sum_k \binom{l}{k} (-u_2)^k \). We find then the relation

\[
\begin{align*}
    s_1 &= \frac{2j_1 + 2j_2 + 2k - J_2 + \Delta J_2 - 2\gamma_{13} - 2\gamma_{35}}{2}, \\
    s_2 &= \frac{2i_2 + J_1 - J_2 - \Delta J_1 + \Delta J_2 + \Delta \phi - 2\gamma_{35}}{2}.
\end{align*}
\]

This relation depends on indices that are summed over. Thus, performing the change of variables in (A.8) leads us to finite sums of contour integrals. We would like to swap the order of sums and integrals to be able to write \( F_l \) from those finite sums. This can be done if we are allowed to move, without crossing any poles, all the contours to the same region.

Assuming this can be done,\(^{15}\) to find \( F_l \) is just simple algebra. For specific values of spin and scaling dimension of the exchanged operators, it is easy to see that \( F_l \) defined in this way is, as expected, a polynomial in the Mellin variables \( \gamma_{13}, \gamma_{15}, \gamma_{35} \) whose degree depends on \( J_1, J_2, l \).

It is possible to repeat the same analysis for the six-point conformal block in the lightcone. Since the method is essentially the same we will just quote here the Mellin transform of the block for the exchange of scalar operators

\[
\prod_{i=1}^{3} \frac{\Delta_i}{(2\Delta_i - 2\Delta_i)} \Gamma(\Delta_i) \left( \sum_{i=1}^{3} \Delta_{ij} \right) \frac{\prod_{i=1}^{3} U_{s_i}^{-s_{3+i}}} {U_{1-s_{3+i}}} \Gamma \left( \frac{\Delta_i - 2(s_i + \bar{s}_i)}{2} \right) \Gamma \left( \frac{\Delta_{32} - 2(s_1 + s_5 - s_3)}{2} \right)
\]

where \( s_1 = s_5 + s_6, s_2 = s_4 + s_5, s_3 = s_4 + s_6 \) and \( \Delta_{ij} = \Delta_i - \Delta_j \). To relate this to \( F_{000} \) we repeat the analysis above. We write the usual Mellin amplitude definition (A.1) in terms of 9 independent Mellin variables \( \gamma_{ij} \). After integrating in \( \gamma_{12}, \gamma_{34} \) and \( \gamma_{56} \), it is easy to relate the remaining \( \gamma_{ij} \) to \( s_i \)'s by imposing the same power behaviour of the cross-ratios on both Mellin representations. We find:

\[
\begin{align*}
    s_1 &= \gamma_{23}, \\
    s_2 &= \gamma_{45}, \\
    s_3 &= \gamma_{16}, \\
    s_4 &= \gamma_{46}, \\
    s_5 &= \gamma_{24}, \\
    s_6 &= \gamma_{26}.
\end{align*}
\]

A simple computation shows that \( F_{000} \) is independent of \( \gamma_{ij} \) as one would expect for scalar exchanges.

### A.2 Explicit computation of six-point blocks

In the following we compute the leading lightcone limit contribution for the exchange of three minimal-twist operators in the snowflake channel of the six-point function. For

\(^{15}\)To be rigorous one needs to study in detail the very complicated pole structure of the integrand. This is particularly challenging due to the possible presence of fake poles. As discussed in [37], gamma functions that depend on more than a single Mellin variable can naively suggest the presence of families of poles that differ depending on the order of integration of the Mellin variables. These poles are fake.
simplicity, let us first consider that the corresponding operators are scalars. It will be useful
to recall the definition of the block $g_{k^{+}k^{-}k^{-}k^{+}}(u_{2i}, U_{i})$ given in (2.22). This is a complicated
three-dimensional integral even in the simpler scalar case. One can show, however, that no
divergences appear from the limit $u_{2i} \to 0$,\footnote{This can be checked for example with the HyperInt package\[32\]. We find only logarithmic divergences\in $U_{i}$ whenever $U_{i} \to 0$.} since the $U_{i}$’s act as regulators of those possible
divergences. This substantially simplifies our analysis. The situation for the spinning
operators is technically more involved but it is still free of divergences in the limit of $u_{2i} \to 0$.

As an example, consider the exchange of three leading-twist scalar operators with
dimension 2 in terms of the cross-ratios $y_{u}, y_{v}, y_{w}$\footnote{The appearance of these cross-ratios is not surprising given the duality between null polygon Wilson loops and correlation functions, see [16] for recent development in this topic. In fact these cross-ratios have appeared before in the study of WL/scattering amplitudes in $\mathcal{N} = 4$ SYM [33].} defined as

$$
U_{1} = \frac{y_{u}(1-y_{v})(1-y_{w})}{(1-y_{u}y_{v})(1-y_{u}y_{w})}, \quad U_{2} = \frac{y_{w}(1-y_{u})(1-y_{v})}{(1-y_{w}y_{u})(1-y_{w}y_{v})}, \quad U_{3} = \frac{y_{w}(1-y_{u})(1-y_{v})}{(1-y_{w}y_{u})(1-y_{w}y_{v})}.
$$

(A.15)

In these cross-ratios, the block becomes

$$
g_{222}(0, U_{i}) = \prod_{i=0}^{3} \int_{0}^{\infty} \frac{dt_{i}(y_{i+1}y_{i+1} - 1)^{2}}{y_{i}(y_{i+1} - 1)(y_{i} - 1) + t_{i}(1 + t_{i+1})(y_{i+1}y_{i+1} - 1)(y_{i}y_{i} - 1)},
$$

(A.16)

where we have changed variables $t_{i} \to t_{i}/(t_{i} + 1)$ and identified $y_{1} = y_{v}$, $y_{2} = y_{u}$ and
$y_{3} = y_{w}$. The subscripts should be understood mod 3. These cross-ratios appear to be a
more natural choice to compute these integrals, as the integrand factorizes into simpler
pieces. The integration can be done exactly and written in terms of hyperlogarithmic
functions as

$$
g_{222}(0, U_{i}) = \frac{(1-y_{u}y_{w})(1-y_{v}y_{w})(1-y_{u}y_{v})}{(1-y_{u})(1-y_{v})(1-y_{w})(y_{u}y_{v}y_{w} - 1)} \left( H_{0}(y_{u})(H_{0,1}(y_{v}) + H_{0,1}(y_{w}) - H_{0,2}(y_{v})) - H_{0}(y_{v})(H_{0,1}(y_{u}) + H_{0,1}(y_{w}) - H_{0,2}(y_{u})) + 2H_{0,2}(y_{u}y_{w} - 1)(y_{v}) 
+ H_{1}(y_{w})(H_{0,1}(y_{v}) + H_{0,1}(y_{u}) - H_{0,2}(y_{v}) - H_{0,2}(y_{u}) + H_{0,2}(y_{w} - 1)(y_{v})) + 2H_{2}(y_{w})(H_{0,1}(y_{v}) + H_{0,1}(y_{u}) - H_{0,2}(y_{v}) - H_{0,2}(y_{u}) + H_{0,2}(y_{w} - 1)(y_{v})) - (H_{0,1,0}(y_{u}) + H_{0,1,0}(y_{w}) + H_{0,1,0}(y_{v})) + 2H_{1}(y_{u})(H_{0,1,0}(y_{v}) - H_{0,1,0}(y_{u})) + H_{0}(y_{u}H_{0}(y_{v}) + H_{0,2}(y_{w} - 1)(y_{v})) + H_{0}(y_{u}H_{0}(y_{v}) + H_{0,2}(y_{w} - 1)(y_{v})) + \frac{\ln z}{n!}}, \quad H(z) = 1. \quad (A.18)
$$

The hyperlogarithmic functions $H$ are defined recursively via the integral [32]
One can then check that in the limit where all \( y_i \to 0 \) (which corresponds to \( U_i \to 0 \)), the integral (A.16) is given by

\[
\lim_{y_i \to 0} (A.16) \approx -\ln(y_u) \ln(y_v) - \zeta_2 \ln(y_w) - \zeta_2 \ln(y_u) - \zeta_2 \ln(y_v),
\]

which is consistent with the behaviour in (3.34). In fact, one can repeat this computation for several even integer values of the dimension of the exchanged scalar operators. In this class of examples, the integral can be performed with the HyperInt package. We use several parameterizations of the block and guess its general form in the kinematic limit we consider in this paper, namely \( u_{2i-1} \to 0 \), followed by \( u_{2i} \to 0 \) and in last place \( U_i \to 0 \). This is (3.34). We will later confirm these results by using a Mellin representation which we will define below.

For a stress tensor exchange, the form of the integrand is more complicated. Even for specific values of the \( \ell_i \)'s and of the space-time dimension \( d \), we find that these computations extend in time and therefore this procedure becomes less useful. It is however worth stating that if we restrict ourselves to the case where \( y_u = y_v = y_w \) these computations can be performed very quickly in HyperInt. We use these results as a sanity check for the Mellin method we now present.

In the kinematics relevant for the bootstrap calculation of section 3 we need to take \( u_{2i} \to 0 \), in which case we can derive a simplified Mellin representation. For that we consider the lightcone block (2.22), set \( u_{2i} \to 0 \) in the integrand \(^{18}\) and then we Mellin transform with respect to the cross-ratios \( U_i \). After some massaging we obtain

\[
g_{k+k+k*}^{\ell_1 \ell_2 \ell_3} = \prod_i 3 \int [ds_i] \Gamma(s_i) \frac{\Gamma(2J + \tau)}{2^J \Gamma \left( \frac{2J + \tau}{2} \right)} \sum_{n_i, m_i} (-1)^{m_i} U_i^{m_i + n_i - s_i + \ell_{2-i}}
\]

\[
\times \frac{(J - \ell_{2-i} - \ell_{3-i}) (J - n_{i+1} - \ell_{1-i} - \ell_{2-i}) \Gamma (s_i - n_i - \ell_{2-i} + \ell_{1-i})}{(2J - s_i - \ell_{1-i} - \ell_{3-i} + \frac{\tau}{2}) s_i (J + m_{i+1} + n_i - s_i - s_{i+1} + \frac{\tau}{2}) s_i - n_i - \ell_{2-i} + \ell_{1-i}),
\]

(A.19)

in the case where all the operators have the same twist and spin. The sums over \( n_i \) and \( m_i \) were introduced to reduce the binomials that appeared in the numerator into monomials of \( U_i \).

We would like to make an expansion in the limit \( U_i \to 0 \). In Mellin language this is simply done by closing the \( s_i \) contours to the left and picking the corresponding poles. At leading order only some poles contribute. We will call these the leading poles. The leading poles will only come from the gamma functions explicitly written above and which only depend on one of the Mellin variables.

We observe that the position of the leading poles does not depend on the value of \( m_i \). Therefore in the limit \( U_i \to 0 \), the leading contributions have to come from the terms with \( m_i = 0 \). For fixed values of spin, twist and \( \ell_i \), we perform the sum over \( n_i \) and pick the residues of leading poles. These leading contributions are located at values of \( s_i \) such that the exponent of the corresponding \( U_i \) becomes 0, which leads to the expected logarithmic

\(^{18}\)This does not lead to any divergences as discussed above.
behave when there is a double pole.\textsuperscript{19} If we use this mechanism in the case of scalar minimal-twist exchange, we immediately reproduce the result of (3.34)\textsuperscript{1}. Moreover, we can also check that this procedure for the leading poles nicely matches the results of direct integration using \textsc{HyperInt} in the limit \(y_u = y_v = y_w\).

For a stress tensor exchange, we have three possible values of \(\ell_i\)'s, namely 0, 1 and 2. If two or three \(\ell_i\)'s take value 1, those contributions will be subleading by powers of \(U_i\). We thus list the results for the remaining cases

\[
 g^{000}_{TTT} = -\frac{\Gamma(\tau+4)^3}{64\Gamma\left(\frac{\tau+4}{2}\right)^6} \left[ S_{\frac{\tau}{2}+1} + \frac{1}{3} \left( 4 \left( S_{\frac{\tau}{2}+1} \right)^2 - S_{\frac{\tau}{2}+1} \left( 8 \left( \frac{\tau}{2}+6 \right) + 2 \frac{\tau}{2} \left( \tau+2 \right) \left( \tau+4 \right) \left( \tau+6 \right) + \zeta_2 \right) \ln U_1 \right) \right.

\]

\[
 + 2 S_{\frac{\tau}{2}+1} \ln U_1 \ln U_2 \left[ 4 \left( S_{\frac{\tau}{2}+1} \right)^2 - 6 S_{\frac{\tau}{2}+1} \frac{8 \left( \frac{\tau}{2}+6 \right) + 2 \zeta_2}{2 \tau \left( \tau+2 \right) \left( \tau+4 \right) \left( \tau+6 \right)} + \text{perm} \right],
\]

\[
 g^{100}_{TTT} = -\frac{\Gamma(\tau+4)^3 (\tau+6) + 4}{16\Gamma\left(\frac{\tau+4}{2}\right)^6 \tau \left( \tau+2 \right) \left( \tau+4 \right) \left( \tau+6 \right)} \left[ 2 S_{\frac{\tau}{2}+1} + \ln U_2 \right],\]

\[
 g^{200}_{TTT} = -\frac{\Gamma(\tau+4)^3}{4\Gamma\left(\frac{\tau+4}{2}\right)^6 \tau \left( \tau+2 \right) \left( \tau+4 \right) \left( \tau+6 \right)} \left[ 2 S_{\frac{\tau}{2}+1} + \ln U_2 \right],
\]

where \(\tau = d - 2\) is the twist of the stress-tensor. Notice the result diverges for \(\tau = 0\). This is not a problem since we are considering the case where there is a twist gap which happens for \(d > 2\). For other non-vanishing \(\ell_i\), the result is obtained by permuting the cross-ratios.

### A.3 Euclidean expansion of six-point conformal blocks

The results of the main part of the paper were derived using the leading term of the conformal blocks expanded around the lightcone. We will shift gears in this section and analyze the conformal blocks expanded around the Euclidean OPE limit in a similar approach to the one done for four- and five-point function conformal blocks [18, 38, 39].

The two key ingredients in the derivation of the blocks are that they satisfy the Casimir differential equation

\[
 \left[ \frac{1}{2} \left( L_{AB}^{(i_1)} + L_{AB}^{(i_2)} \right)^2 - C_{\Delta,J} \right] f_{\Delta,J}(x_i) = 0,
\]

with

\[
 C_{\Delta,J} = \Delta(\Delta - d) + J(J + d - 2),
\]

where \(L_{AB}\) are the generators of the conformal group and their boundary condition coming from the OPE

\[
 O(x_{i_1})O(x_{i_2}) = \sum_k C_{i_1,i_2,k} \frac{x_{i_1 i_2}^{\mu_1 \nu_1} \cdots x_{i_1 i_2}^{\mu_J \nu_J}}{\left( x_{i_1 i_2}^2 \right)^{\Delta_{i_1,i_2} + \Delta_J + \frac{d}{2} + J}} O_{k,\mu_1 \cdots \mu_J}(x_{i_2}).
\]

\textsuperscript{19} Other poles of the family will always contribute at subleading orders. In fact, if we have \(s_i\) smaller than the required value, there will be a non-vanishing power \(U_i\) which leads to a subleading contribution. On the other hand, if \(s_i\) is instead larger, there is no corresponding pole and the residue is 0. In other words, leading poles are the rightmost poles of the family prescribed by the explicit gamma functions we wrote above.
In the Euclidean OPE limit there are three cross-ratios that approach zero

\[ s_1^2 = u_1, \quad s_2^2 = u_3, \quad s_3^2 = u_5, \quad (A.25) \]

and six others that remain fixed

\[ \xi_1 = \frac{U_1 - u_2 U_2}{s_1 U_1}, \quad \xi_2 = \frac{U_3 - u_4 U_1}{s_2 U_3}, \quad \xi_3 = \frac{U_2 - u_6 U_3}{s_3 U_2}, \]

\[ \xi_4 = \frac{(u_2 - U_1) U_2}{s_1 s_2 U_1}, \quad \xi_5 = \frac{(u_6 - U_2) U_3}{s_1 s_3 U_2}, \quad \xi_6 = \frac{(u_4 - U_3) U_1}{s_2 s_3 U_3}, \quad (A.26) \]

in a six-point correlation function and are analogous to the four-point cross-ratios written in equation (2.2). The cross-ratios that remain fixed can be interpreted as measuring the angles that the points 2, 4, 6 approach 1, 3, 5. It follows from the OPE (A.24) that the conformal block should behave as

\[ G_{\Delta_i, J_i}(s_i, \xi_i) = \prod_{j=1}^{3} \xi_j^{\Delta_j} g_{J_i}(\xi_i), \quad s_i \to 0, \quad (A.27) \]

where \( g_{J_i}(\xi_i) \)\(^{20} \) is a polynomial function of the cross-ratios \( \xi_i \) that satisfies three differential equations coming from the Casimir of the channel (12) in the limit \( s_i \to 0 \),

\[
\begin{align*}
(4 - \xi_1^2)\partial_{\xi_1}^2 + (4 - \xi_4^2)\partial_{\xi_4}^2 + (4 - \xi_5^2)\partial_{\xi_5}^2 & - 2(2\xi_2 + \xi_1\xi_4)\partial_{\xi_1}\partial_{\xi_4} \\
-2(2\xi_2 + \xi_1\xi_4)\partial_{\xi_1}\partial_{\xi_4} & - 2(2\xi_3 + \xi_1\xi_5)\partial_{\xi_1}\partial_{\xi_5} + (1 + d)(\xi_1\partial_{\xi_1} + \xi_4\partial_{\xi_4} + \xi_5\partial_{\xi_5}) \\
+2(2\xi_2\xi_3 - \xi_4\xi_5 - 2\xi_6)\partial_{\xi_4}\partial_{\xi_5} + J_1(J_1 + d - 2) & \cdot g_{J_i}(\xi_i) = 0, \quad (A.28)
\end{align*}
\]

with similar equations for the channels (34) and (56). These three differential equations, together with the boundary condition for \( \lambda \to 0 \),

\[ g_{J_i}(\xi_i) \to \xi_1^{\ell_1 - \ell_2 - \ell_3} \xi_2^{\ell_2 - \ell_1 - \ell_3} \xi_3^{\ell_3 - \ell_1 - \ell_2} \xi_4^{\ell_4} \xi_5^{\ell_5} \xi_6^{\ell_6}, \quad \xi_{1,2,3} \to \frac{\xi_{1,2,3}}{\lambda}, \quad \xi_{4,5,6} \to \frac{\xi_{4,5,6}}{\lambda^2}, \quad (A.29) \]

fix completely the form of the function. It is possible (and easy) to get subleading corrections of \( g_{J_i}(\xi_i) \) for any value of \( J_i \) and \( \ell_i \) from the differential equations. By analyzing these corrections we were able to check that the function \( g_{J_i}(\xi_i) \) satisfies relations of the type

\[ \xi_k g_{J_i, \ell_i}(\xi_i) = \sum_{i_1=\ldots=i_6}^{1} \epsilon^{(k)}_{i_1 \ldots i_6} g_{J_{i_1 + i_2}, J_{i_3 + i_4}, \ldots, J_{i_5 + i_6}}(\xi_i), \quad (A.30) \]

\(^{20}\)This is the analogue of the Gegenbauer polynomial that appears in the leading term of the OPE of a four-point function conformal block. Let us also remark that this function appears in the definition of the conformal block using the shadow formalism.
that can be used to define it recursively. One example of these relations is 21

\[ c^{(1)}_{-100000} = \frac{4(J_1 - \ell_2 - \ell_3)(J_1 + \ell_2 + \ell_3)}{(2J_1 + d - 4)(2J_1 + d - 2)}, \quad c^{(1)}_{100000} = 1, \quad c^{(1)}_{-10000} = -\frac{2\ell_2(\ell_2 + \ell_3 - 2)}{(2J_1 + d - 4)(2J_1 + d - 2)}, \quad c^{(1)}_{-1000-10} = -\frac{4\ell_2^2\ell_3}{(2J_1 + d - 4)(2J_1 + d - 2)}. \] (A.31)

Let us remark that there are similar relations for the Gegenbauer polynomial and for the five-point analogue [18].

It is an interesting open problem to obtain a representation of the conformal block as a series expansion in \( s_i \), as was done for four and five points [18, 39].

### B D-functions

In this appendix we analyze five- and six-point D-functions using standard technology from perturbation theory in AdS [42, 43].

#### B.1 Five points

We start from a five-point contact Witten diagram with a non-derivative interaction

\[ W_{\Delta_1,\ldots,\Delta_5}^{\text{cte}}(x_1, \ldots, x_5) = \int_{\text{AdS}_{d+1}} d^{d+1}y K_{\Delta_1}(x_1, y) \ldots K_{\Delta_5}(x_5, y) = D_{\Delta_1,\ldots,\Delta_5}, \] (B.1)

where the bulk-boundary propagator is defined as

\[ K_{\Delta}(x, y) = \left( \frac{z}{(x_i - y)^2 + z^2} \right)^{\Delta}. \] (B.2)

We can expand this in five-point conformal blocks without knowing their explicit form, using Harmonic analysis and the conformal partial waves. We will do this in the (12)(34) channel, but other channels can be obtained with the same method. Start by introducing auxiliary \( 1 = \int_{\text{AdS}} dy' \delta(y' - y) \) and attach the bulk to boundary propagators to the auxiliary points in the desired (12)(34) structure, i.e.

\[ W^{\text{cte}} = \int dy dy' dy'' K_{\Delta_1}(x_1, y') K_{\Delta_2}(x_2, y') K_{\Delta_3}(x_3, y'') K_{\Delta_4}(x_4, y'') K_{\Delta_5}(x_5, y) \delta(y' - y) \delta(y'' - y). \] (B.3)

Next, we use the spectral representation of the AdS delta function and the split representation of the harmonic function to obtain

\[ \delta(y_1 - y_2) = \int dx' \int_{-\infty}^{+\infty} \frac{dc}{2\pi i} \rho_3(c) K_{h+c}(x', y_1) K_{h-c}(x', y_2), \] (B.4)

21The other relations as well as the definition of \( g_{J_i,\ell_i}(\xi_i) \) in terms of a recurrence relation is provided in an auxiliary file.

22It would also be interesting to see how the recent and new approaches to the conformal blocks [19, 40, 41] can help in this problem.
where $c$ is the imaginary spectral parameter, $h = d/2$ and the spectral function for the Dirac delta is

$$
\rho_5(c) = \frac{\Gamma\left(\frac{d}{2} + c\right) \Gamma\left(\frac{d}{2} - c\right)}{2\pi^d \Gamma(-c) \Gamma(c)}. \tag{B.5}
$$

Now, all three bulk integrals can be performed, since they are of the AdS three-point function type

$$
\int dy K_{\Delta_1}(x_1, y) K_{\Delta_2}(x_2, y) K_{\Delta_3}(x_3, y) = a_{\Delta_1, \Delta_2, \Delta_3} \langle O_1(x_1) O_2(x_2) O_3(x_3) \rangle, \tag{B.6}
$$

where

$$
\langle O_1(x_1) O_2(x_2) O_3(x_3) \rangle = \frac{1}{x_{12}^{\Delta_1} x_{23}^{\Delta_2} x_{13}^{\Delta_3}} \tag{B.7}
$$

is the kinematical three-point function without OPE coefficient, and

$$
a_{\Delta_1, \Delta_2, \Delta_3} = \frac{\pi^2 \Gamma\left(\frac{\Delta_1 + \Delta_2 - \Delta_3}{2}\right) \Gamma\left(\frac{\Delta_1 + \Delta_3 - \Delta_2}{2}\right) \Gamma\left(\frac{\Delta_2 + \Delta_3 - \Delta_1}{2}\right)}{2 \Gamma(\Delta_1) \Gamma(\Delta_2) \Gamma(\Delta_3)} \tag{B.8}
$$

We are then left with two spectral integrals and two boundary integrals

$$
W^{\text{ctc}} = \int [dc'][dc''] dx' dx'' \rho_5(c') \rho_5(c'') a_{\Delta_1, \Delta_2, h + c', h - c', \Delta_3, h - c'' a_h + c'' a_{\Delta_3, \Delta_4}}
\times \langle O_1(x_1) O_2(x_2) O_{h - c'}(x') O_{h - c''}(x'') \rangle \langle O_{h + c'}(x'') O_{h + c''}(x'') O_3(x_3) O_4(x_4) \rangle, \tag{B.9}
$$

where $[dc] = dc/2\pi i$. The position space integrals precisely coincide with the definition of the five-point conformal partial wave for the exchange of two scalar operators of dimension $h + c'$ and $h + c''$

$$
\Psi^{\Delta_1 \ldots \Delta_5}_{h + c', h + c''}(x_i) = \int dx dx' \langle O_1 O_2 O_{h + c'}(x') O_{h - c'}(x') O_{h - c''}(x'') \rangle \langle O_{h + c'}(x'') O_{h + c''}(x'') O_3 O_4 \rangle. \tag{B.10}
$$

Thus, we find the partial have expansion for the five-point contact Witten diagram

$$
W^{\text{ctc}} = \int [dc'][dc''] \tilde{\rho}_5(c', c'') \Psi^{\Delta_1 \ldots \Delta_5}_{h + c', h + c''}(x_i), \tag{B.11}
$$

with

$$
\tilde{\rho}_5(c', c'') = \rho_5(c') \rho_5(c'') a_{\Delta_1, \Delta_2, h + c', h - c', \Delta_3, h - c'' a_h + c'' a_{\Delta_3, \Delta_4}}. \tag{B.12}
$$

To obtain the conformal block expansion we deform the contours towards the real axis and pick up the physical poles. To do this we need the relation between the conformal partial waves and the conformal blocks. Since they solve the same Casimir equations, the conformal partial waves must be a linear combination of the blocks for the exchanged operators and their shadows. We provide a detailed analysis of this relation in appendix C.

The coefficients can be obtained in the OPE limits and are given in terms of shadow factors $K(h - c)$ appears since it is the shadow of $h + c$)

$$
\Psi^{\Delta_1 \ldots \Delta_5}_{h + c', h + c''}(x_i) = K_{h - c'}^{\Delta_5, h - c''} K_{h - c''}^{\Delta_5, h + c'} G^{\Delta_1 \ldots \Delta_5}_{h + c', h + c''}(x_i) + 3 \text{ shadow terms} \tag{B.13}
$$
With
\[ K^{\Delta_1, \Delta_2}_{\Delta,\ell} = \left( -\frac{1}{2} \right)^{\ell} \frac{\pi^2}{\Gamma(D - \frac{d}{2})} \Gamma(d - \Delta + J - 1) \Gamma(\Delta + J - 1) \Gamma(\Delta + J - 1) \Gamma(\Delta + 2J - 2\Delta_1 - \ell + 1) \Gamma(\Delta + 2J - 2\Delta_2 - \ell + 1) }{\Gamma(D - 1 - \ell) \Gamma(D - 1) \Gamma(D - 1) \Gamma(D - 1) \Gamma(D - 1 - \ell) \Gamma(D - 1 - \ell) \Gamma(D - 1 - \ell) \Gamma(D - 1 - \ell) \Gamma(D - 1 - \ell) \Gamma(D - 1 - \ell) } }, \] (B.14)
which are related to the shadow factors $S$ we will compute below by $K^{\Delta_1, \Delta_2}_{\Delta,\ell} = (-\frac{1}{2})^{\ell} K^{\Delta_1, \Delta_2}_{\Delta}$. We will carefully describe these factors in appendix C. Note that since we only exchange scalar operators we always have $J = 0$ so we suppress that label. We now have the block expansion in contour integral form
\[ W^{\text{ctc}} = \int [dc'][dc''\rho_5(c',c'')G^{\Delta_1,\Delta_5}_{\Delta_1,\Delta_5}(x_i)], \] (B.15)
where
\[ \rho_5(c',c'') = 4K^{\Delta_5, h - c''}_{\Delta_5, h - c'} K^{\Delta_5, h + c'}_{\Delta_5, h + c''} \rho_5(c',c'') \] (B.16)
and the factor of 4 comes from the shadow combinations. The function $\rho_5$ contains three families of poles corresponding to the exchanged operators. Introducing the notation $\Delta' = h + c'$, we have

- Family 1: $\Delta' = \Delta_1 + \Delta_2 + 2n_1$, $\Delta'' = \Delta_3 + \Delta_4 + 2n_1$ (B.17)
- Family 2: $\Delta' = \Delta_1 + \Delta_2 + 2n_2$, $\Delta'' = \Delta_1 + \Delta_2 + 2n_2 + 2m_2$ (B.18)
- Family 3: $\Delta' = \Delta_3 + \Delta_4 + 2m_3$, $\Delta'' = \Delta_3 + \Delta_4 + 2m_3$ (B.19)

Thus we can write the block expansion as
\[ W^{\text{ctc}} = \sum_{n_1, m_1 = 0}^{\infty} P_{[12]_{n_1}[34]_{m_1}} G^{\Delta_1,\Delta_5}_{[12]_{n_1}[34]_{m_1}} + \sum_{n_2, m_2 = 0}^{\infty} P_{[12]_{n_2}[125]_{n_2 + m_2}} G^{\Delta_1,\Delta_5}_{[12]_{n_2}[125]_{n_2 + m_2}} + \sum_{n_3, m_3 = 0}^{\infty} P_{[345]_{n_3 + m_3}[34]_{m_3}} G^{\Delta_1,\Delta_5}_{[345]_{n_3 + m_3}[34]_{m_3}} \] (B.20)
where $[ij]_n$ denotes the scalar double-twist $[\mathcal{O}_i\mathcal{O}_j]_n$ with $n$ laplacians, and similarly for the triple-twists $[ijk]_{n+m}$. The $P_{ab}$ are related to the OPE coefficients through (2.17) with $\ell = 0$. Finally, we specify how to obtain the $P_{ab}$ from the residues of $\rho_5$

\[ P_{[12]_{n_1}[34]_{m_1}} = \text{Res}_{\Delta' = \Delta_1 + \Delta_2 + 2n_1} \text{Res}_{\Delta' = \Delta_3 + \Delta_4 + 2n_1} \rho_5(\Delta', \Delta'') \]
\[ P_{[12]_{n_2}[125]_{n_2 + m_2}} = \text{Res}_{\Delta' = \Delta_1 + \Delta_2 + 2n_2 + 2m_2} \text{Res}_{\Delta' = \Delta_1 + \Delta_2 + 2n_2 + 2m_2} \rho_5(\Delta', \Delta'') \]
\[ P_{[345]_{n_3 + m_3}[34]_{m_3}} = \text{Res}_{\Delta' = \Delta_3 + \Delta_4 + 2m_3} \text{Res}_{\Delta' = \Delta_3 + \Delta_4 + 2m_3} \rho_5(\Delta', \Delta'') \] (B.21)

Some comments on this block expansion are in order:

- We have exchange of both double-twist and triple-twist operators. Unlike the double-twist operators, of which there is only one of a given dimension, triple-twist operators are degenerate at leading order in $1/N$. Since we have operators of dimension $\Delta_1 + \Delta_2 + \Delta_5 + 2(n + m)$, and we sum over both $n$ and $m$ this means that there are $p + 1$ triple-twist operators of dimension $\Delta_1 + \Delta_2 + \Delta_5 + 2p$. 

\[ -37 - \]
• Large $N$ counting determines that a connected five-point function has a leading behaviour $\sim 1/N^3$. (One can have factorized three-point $\times$ two-point functions at order $1/N$ but let’s ignore those). We can check this large $N$ behaviour in the OPE coefficients. For family 1 we have

$$P_{[12]_{n_1}[34]_{m_1}} = C_{[12]_{n_1} C_{[12]_{n_1} 5[34]_{m_1}} C_{[34]_{m_1} 34}}$$

(B.22)

where the first and last OPE coefficient are the MFT ones, so we are accessing the $1/N^3$ information in $C_{[12]_{n_1} 5[34]_{m_1}}$. For the second family we have

$$P_{[12]_{n_2}[125]_{n_2+m_2}} = C_{[12]_{n_2} C_{[12]_{n_2} 5[125]_{n_2+m_2} C_{[125]_{n_2+m_2} 34}}}$$

(B.23)

where now the first two OPE coefficients are MFT (although the second one is single-twist/double-twist/triple-twist), and the $1/N^3$ data we are probing is $C_{[125]_{n_2+m_2} 34}$. The third family is similar to the second one.

• For generic dimensions we have an expansion in terms of blocks, however when the exchanged operators in different families have dimensions that differ by an even integer, we find that the OPE coefficients naively diverge. This happens when

$$\Delta_1 + \Delta_2 + \Delta_5 - \Delta_3 - \Delta_4 = 2p \quad \text{or} \quad \Delta_1 + \Delta_2 - \Delta_5 - \Delta_3 - \Delta_4 = 2q$$

(B.24)

for some $p, q \in \mathbb{Z}$. By carefully regulating the external dimensions and taking the limit, one finds that the divergences in OPE coefficients cancel, and we get instead derivatives of the blocks with respect to the exchanged dimension. This is the tell-tale sign of anomalous dimensions for the exchanged operators. We will see this explicitly in the $D_{11112}$ example that we will analyze below. Equivalently, we can take the integer separated dimensions at the level of the spectral function, which will then have double poles. Picking their residues also leads to the derivatives of the blocks. In particular, recall that the D functions which admit a closed form expression are the ones where the total dimension is an even integer. This means that either $\Delta_1 + \Delta_2 + \Delta_5$ and $\Delta_3 + \Delta_4$ are both odd or both even. In any case, their difference is an even number, and will therefore satisfy the above condition. Therefore, we learn that explicitly computable D-functions must always contain derivatives of blocks.

B.1.1 The case of $D_{11112}$

The simplest computable (in terms of ladder integrals) five-point D-function is $D_{11112}$. As argued above, this D-function contains blocks and derivatives of blocks corresponding to anomalous dimensions in its expansion. Following the limiting procedure described in the previous section, the coefficients in the expansion can be read off. We can organize the sum into two integers corresponding to the two exchanged operators. It is actually more convenient to pick the two integers to parametrize the dimension of one of the operators and the difference between the two. We separate the cases with same dimension and positive
difference, since they are qualitatively different. Therefore we write

\[ W^{\text{cte}} = \sum_{n_1=0}^{\infty} \frac{\Gamma_{2n_1+1}\Gamma_2^{n_1+1}\Gamma_2^{\frac{d}{2}+n_1+2}(1-\frac{3\delta_{n_1}}{4})}{2\pi^{d/2}\Gamma_2^{2n_1+2}\Gamma_2^{\frac{d}{2}+2n_1+2}} G_{2+2n_1,2+2n_1} \]  

(B.25)

\[ + \sum_{n_1=0,\delta=1}^{\infty} \left( \frac{\Gamma_2^{n_1+1}\Gamma_2^{\delta+n_1+1}\Gamma_2^{\delta+2n_1+1}\Gamma_2^{-\frac{d}{2}+n_1+2}(1-\frac{\delta}{4}+\delta+n_1+2)}{2\pi^{d/2}\Gamma_2^{2n_1+2}\Gamma_2^{\frac{d}{2}+2n_1+2}} \partial_{\Delta_1} G_{2+2(n_1+\delta)+2n_1} \right) \]

\[ \times \Gamma_{n_1+1}\Gamma_2^{-\frac{d}{2}+n_1+2}\Gamma_2^{\delta+n_1+1}\Gamma_2^{-\frac{d}{2}+\delta+n_1+3} G_{2+2(n_1+\delta)+2n_1} \]

where we introduced the shorthand notation \( \Gamma_a \equiv \Gamma(a) \). Specializing for concreteness to the case \( d = 4 \) and explicitly writing the block expansion for the first few operators, we have

\[ 8W^{\text{cte}} = 4\pi^2 G_{2,2} - \frac{10}{9} \pi^2 G_{2,4} \]

\[ - \frac{10}{9} \pi^2 G_{2,6} - \frac{16}{225} \pi^2 G_{4,2} \]

\[ + \frac{4}{45} \pi^2 G_{4,4} + \frac{134}{675} \pi^2 G_{6,2} \]

\[ + \frac{8}{45} \pi^2 G_{6,4}^{(0,1)} - \frac{16}{225} \pi^2 G_{6,6}^{(0,1)} + \frac{2}{15} \pi^2 G_{6,6}^{(0,1)} + \text{higher dimension operators} \]  

(B.26)

which has the expected left-right symmetry. On the other hand, \( D_{11112} \) admits an explicit position space expression in terms of a linear combination of products of rational functions of the five cross-ratios and one-loop ladder functions \( \Phi(z, \bar{z}) \) with the arguments being all possible five-point cross-ratios. In practice, we have to invert to the variables \( u, v \) and use

\[ \Phi(u, v) = \frac{2\text{Li}_2(1-v) + \log(u) \log(v)}{1-v} + \frac{u(2(v+1)\text{Li}_2(1-v) + \log(u)(-2v + v \log(v) + \log(v) + 2) + 2(v + v \log(v) - 1))}{(1-v)^3} + O(u^2) \]  

(B.27)

Using the radial expansion for the five-point blocks described in \([18]\)

\[ G_{\Delta',\Delta''} = \sum_{n',n''} a_{n',n''} s_1^{\Delta'+n'} s_2^{\Delta''+n''} H_{n',n''}(\chi_1, \chi_2, \chi_3) \]  

(B.28)

Where \( a_{n',n''} \) are kinematically fixed coefficients, \( s_1, s_2 \) are radial variables which are small in the double \((12)(34)\) OPE limit and \( H \) is a polynomial in the \( \chi_1, \chi_2, \chi_3 \) angular variables,\(^{23}\) which are fixed in this limit. As an example we have:

\[ G_{2,2} = s_2^2 s_1^2 + s_2^3 s_1 \chi_1 - s_2^3 s_1 \chi_2 + \frac{1}{3} s_2^4 s_1^2 (4\chi_1 - 1) + \frac{1}{2} s_2^4 s_1^2 (4\chi_2 - 1) + O(s^7) \]  

(B.29)

Using the explicit blocks and the expression in terms of ladder functions, we can form an expansion in the small \( s_1, s_2 \) limit, and we precisely reproduce the block expansion derived through harmonic analysis in the previous section.

\(^{23}\)We have \( 2\chi_1 = \xi_1, 2\chi_2 = \xi_3 \) and \(-2\chi_3 = \xi_1\) in terms of the \( \xi_i \) variables introduced in \([18]\).
B.2 Six points

It is not hard to generalize the previous analysis to the six-point D-function. We will consider the expansion in terms of the snowflake partial wave

\[
\Psi_{A,B,C}^{6} = \int dx_{7,8,9} (\mathcal{O}_{1}\mathcal{O}_{2}\mathcal{O}_{A}(x_{7})) \langle \mathcal{O}_{3}\mathcal{O}_{4}\mathcal{O}_{B}(x_{8}) \rangle \langle \mathcal{O}_{5}\mathcal{O}_{6}\mathcal{O}_{C}(x_{9}) \rangle \langle \mathcal{O}_{A}^{\dagger}(x_{7})\mathcal{O}_{B}^{\dagger}(x_{8})\mathcal{O}_{C}^{\dagger}(x_{9}) \rangle ,
\]

(B.30)

A similar analysis to the five-point case leads to the spectral function

\[
\rho_{6}(c_{1}, c_{2}, c_{3}) = \rho_{5}(c_{1})\rho_{5}(c_{2})\rho_{5}(c_{3})a_{\Delta_{1}, \Delta_{2}, h+c_{1}a_{\Delta_{3}}, \Delta_{4}, h+c_{2}a_{\Delta_{5}}, \Delta_{6}, h+c_{3}a_{h-c_{1}, h-c_{2}, h-c_{3}} .
\]

(B.31)

Using the OPE limits discussed in appendix C, we can then determine the proportionality factor between the partial wave and the block

\[
\Psi_{h+c_{1}, h+c_{2}, h+c_{3}}(x_{i}) = K_{h-c_{1}}^{h-c_{2}, h-c_{3}}K_{h-c_{2}}^{h-c_{1}, h-c_{3}}K_{h-c_{3}}^{h-c_{1}, h-c_{2}}G_{h+c_{1}, h+c_{2}, h+c_{3}}(x_{i}) + 7 \text{ shadow terms}
\]

(B.32)

Such that we can represent the six-point function by

\[
W^{dec} = \int [dc_{1,2,3}]\rho_{6}(c_{1,2,3})G_{h+c_{1}, h+c_{2}, h+c_{3}}(x_{i}) ,
\]

(B.33)

with

\[
\rho_{6}(c_{1,2,3}) = 8K_{h-c_{1}}^{h-c_{2}, h-c_{3}}K_{h-c_{2}}^{h-c_{1}, h-c_{3}}K_{h-c_{3}}^{h-c_{1}, h-c_{2}}\rho_{6}(c_{1,2,3}) .
\]

(B.34)

This spectral function leads to the following families of exchanged operators

1: \( \Delta_{A} = \Delta_{1} + \Delta_{2} + 2n_{1} \), \( \Delta_{B} = \Delta_{3} + \Delta_{4} + 2n_{2} \), \( \Delta_{C} = \Delta_{5} + \Delta_{6} + 2n_{3} \),

2: \( \Delta_{A} = \Delta_{3} + \Delta_{4} + \Delta_{5} + \Delta_{6} + 2m_{t} \), \( \Delta_{B} = \Delta_{3} + \Delta_{4} + 2m_{2} \), \( \Delta_{C} = \Delta_{5} + \Delta_{6} + 2m_{3} \),

3: \( \Delta_{A} = \Delta_{1} + \Delta_{2} + 2p_{1} \), \( \Delta_{B} = \Delta_{1} + \Delta_{2} + \Delta_{5} + \Delta_{6} + 2p_{2} \), \( \Delta_{C} = \Delta_{5} + \Delta_{6} + 2p_{3} \),

4: \( \Delta_{A} = \Delta_{1} + \Delta_{2} + 2q_{1} \), \( \Delta_{B} = \Delta_{3} + \Delta_{4} + 2q_{2} \), \( \Delta_{C} = \Delta_{1} + \Delta_{2} + \Delta_{3} + \Delta_{4} + 2q_{1} \),

where \( m_{t} = m_{1} + m_{2} + m_{3} \) and similarly for the other indices. Note that we identify double- and quadruple-twist operator families in the spectrum.

B.2.1 The case of \( D_{111111} \)

Once again we consider integer valued D-functions, the simplest of which has all dimensions equal to 1. They are particularly useful in the study of \( \phi^{3} \) theory in \( 6 - \epsilon \) dimensions. On the lightcone \( (12)(34)(56) \), the \( D \)-function \( D_{111111} \) has been computed in [44]. The fact that all dimensions are identical and furthermore integer, leads to the usual degeneracies, and pole collisions, which are responsible for generating derivatives of blocks, and therefore tree level anomalous dimensions.

Note that for poles to collide, we must have that some double-twist operators in family 1 have the same dimension as a quadruple trace operator in families 2,3 or 4. Therefore, the sum of operators naturally organizes in terms of a triangle function. If the three dimensions satisfy the triangle inequality, then there are no pole collisions, and the contributions can
only come from family 1. If the triangle inequality is violated by some exchanged operator (and of course this can only happen to one operator at a time), then we must consider the poles in family 1 along with the family who has that operator as a quadruple trace (e.g. if $\Delta_A \geq \Delta_B + \Delta_C$ then we take family 2). We write

$$W^{ctc} = \sum_{n_1,n_2,n_3=0}^{\infty} \frac{\pi^{d/2}}{2} \Gamma_3^{-\frac{d}{2}+n_1+n_2+n_3} \prod_{i=1}^{3} \frac{\Gamma_{n_i+1} \Gamma_{\frac{d}{2}+n_i}}{\Gamma_{2+n_i} \Gamma_{\frac{d}{2}+2+n_i}} C_{2+2n_1,2+2n_2,2+2n_3} +$$

$$+ \left( \sum_{n_1,n_2,\delta}^{\infty} \frac{\Gamma_{n_1+1} \Gamma_{n_2+1} \Gamma_{\frac{d}{2}+n_1+2} \Gamma_{\frac{d}{2}+n_2+2}}{\Gamma_{2+n_1+2} \Gamma_{2+n_2+2} \Gamma_{\frac{d}{2}+2+n_1} \Gamma_{\frac{d}{2}+2+n_2}} \partial \Delta \tilde{G}_{2+2n_1,2+2n_2,2+2n_3} \right) \right),$$

where $n_t = n_1 + n_2 + \delta$ and $\psi_a = S_a - a^{-1} - \gamma_E$.

### C Higher-point correlators and harmonic analysis

Harmonic analysis of the conformal group leads to the Euclidean inversion formula, which extracts the CFT data from the full correlator. This tool is available even for higher-point functions, but is generally not a useful apparatus for computations. A notable exception is the case of MFT correlators where the inversion can be performed rather explicitly in the case of four-pt functions [45]. In this appendix we derive some of the results needed to generalize this procedure to higher-point functions.

#### C.1 MFT six-point function from harmonic analysis

We will study the six-point function of identical real scalar operators $\phi$ of dimension $\Delta_{\phi}$ presented previously in (4.1). Before moving on, it is important to point out that depending on the OPE channel (snowflake vs comb), we can have different amounts of identity operator exchanges which must be accounted separately in the conformal partial wave expansion, since they are non-normalizable with respect to the Euclidean inversion formula. To analyze this we recall the definition of the six-point partial waves. The snowflake partial wave is

$$\Psi_{A,B,C}^{(1,6,a,b,c)} = \int_{1,8,9} \langle O_1 O_2 O_A(x_7) \rangle \langle O_3 O_4 O_B(x_8) \rangle \langle O_5 O_6 O_C(x_9) \rangle \langle \tilde{O}_A^\dagger(x_7) \tilde{O}_B^\dagger(x_8) \tilde{O}_C^\dagger(x_9) \rangle,$$

where we introduced the notation $\int_{1,2,...} = \int dx_1 dx_2 ...$ to make the equations more compact, $a, b, c, d$ are tensor structure labels and the daggers denote the dual representation, meaning the indices of the $A, B, C$ exchanged operators are contracted. We can now identify the problematic identity exchanges. The $12 - 34 - 56$ contraction corresponds to the
exchange of three identity operators, which is non-normalizable but can trivially be written as the conventional prefactor times 1. We can also have the exchange of one identity operator and two non-trivial double-twists. This will be the case, for example in the Wick contraction $12 - 35 - 46$. Pulling out the prefactor, we will be able to expand this in a factorized form, as a two-point function times a four-point function, and of course the block expansion of the four-pt function will be the non-trivial, but well-known MFT one. In total, we have one Wick contraction with three identities and six with one identity. Below, we will therefore focus on the eight remaining non-trivial ones. On the other hand, we have the comb channel partial wave:

$$\Psi_{ABC}^{c_1 \ldots c_6, abcd} = \int_{7,8,9} \langle O_1 O_2 O_A(x_7) \rangle^{a} \langle \tilde{O}_A^{b}(x_7) O_B(x_8) \rangle^{b} \langle \tilde{O}_B^{c}(x_8) O_C(x_9) \rangle^{c} \langle \tilde{O}_C^{d}(x_9) O_5 O_6 \rangle^{d} .$$

(C.2)

We can now have two identity exchanges (which is again a factor of 1 with the conventional prefactor choice), or one identity exchange (four choices). We must account for $15 - 34 - 26$ and $16 - 34 - 25$ Wick contractions which exchanged an identity in the snowflake channel, but do not do so in the comb channel. The remaining eight non-trivial contractions are the same as before.

To obtain the OPE coefficients, we will be using the euclidean inversion formula, which amounts to integrating the euclidean correlator multiplied by an appropriate conformal partial wave. This works because of the orthogonality property of partial waves. The appropriate inner product is given by

$$\left( \langle O_1 \cdots O_n \rangle, \langle \tilde{O}_1 \cdots \tilde{O}_n \rangle \right) = \int d^d x_1 \cdots d^d x_n \, vol \, SO(d + 1, 1) \, \langle O_1 \cdots O_n \rangle \langle \tilde{O}_1 \cdots \tilde{O}_n \rangle .$$

(C.3)

### C.1.1 Snowflake channel

For the snowflake partial waves we find the orthogonality property

$$\langle \Psi_{1 A B C}^{c_1 \ldots c_6, abcd}, \Psi_{1 A' B' C'}^{c_1' \ldots c_6', a' b' c'd} \rangle = \frac{\delta_{A, A'} \delta_{B, B'} \delta_{C, C'}}{\mu(\Delta_A, J_A) \mu(\Delta_B, J_B) \mu(\Delta_C, J_C)}$$

$$\times \left( \langle 12A \rangle^a, \langle 12A' \rangle^{a'} \right) \left( \langle 34B \rangle^b, \langle 34B' \rangle^{b'} \right) \left( \langle 56C \rangle^c, \langle 56C' \rangle^{c'} \right) \left( \langle \tilde{A} \tilde{B} \tilde{C} \rangle^d, \langle ABC \rangle^d \right) ,$$

where $\delta_{X, X'} = 2\pi \delta(\nu_X - \nu_X') \delta J_X, J_X'$, and we adopted the shorthand notation $X \equiv O_X$. The snowflake partial wave expansion is given by

$$\langle O_1 \cdots O_6 \rangle = \sum_{J_A, J_B, J_C} \int d\nu_A d\nu_B d\nu_C I_{abcd}^{\beta \gamma}(\nu_A, J_A, \nu_B, J_B, \nu_C, J_C) \Psi_{ABC}^{c_1 \ldots c_6}(x_i) ,$$

(C.5)

and we invert this with the orthogonality relation

$$I_{\gamma \beta}^{c_6 g h} \equiv \left( \langle O_1 \cdots O_6 \rangle, \Psi_{1 A B C}^{c_1 \ldots c_6, abcd} \right) = \frac{I_{abcd}^{\gamma \beta}(\nu_A, J_A, \nu_B, J_B, \nu_C, J_C)}{\mu(\Delta_A, J_A) \mu(\Delta_B, J_B) \mu(\Delta_C, J_C)}$$

$$\times \left( \langle 12A \rangle^a, \langle 12A' \rangle^{a'} \right) \left( \langle 34B \rangle^b, \langle 34B' \rangle^{b'} \right) \left( \langle 56C \rangle^c, \langle 56C' \rangle^{c'} \right) \left( \langle \tilde{A} \tilde{B} \tilde{C} \rangle^d, \langle ABC \rangle^d \right) .$$

(C.6)

Taking identical real scalars $O_i = O = O^\dagger$, this reduces the calculation of the spectral function to the calculation of the integral on the left-hand side of the above equation,
which is given by

\[
I^a = \int \frac{dx_1, \ldots, 9}{\text{Vol}} \langle \hat{O}(x_1)\hat{O}(x_2)\hat{O}_A(x_7)\rangle \langle \hat{O}(x_3)\hat{O}(x_4)\hat{O}_B(x_8)\rangle \langle \hat{O}(x_5)\hat{O}(x_6)\hat{O}_C(x_9)\rangle \\
\times \langle \hat{O}_A(x_7)\hat{O}_B(x_8)\hat{O}_C(x_9)\rangle^a \langle \hat{O}(1) \ldots \hat{O}(6) \rangle_{\text{MFT}}.
\]  
(C.7)

As discussed above, the MFT correlator consists of fifteen triplets of Wick contractions. Clearly, when either of the pairs are 12, 34 or 56, we can integrate one of the variables, and this will shadow transform one of the three-point functions. However, we will then have a three-point function with two coincident points, integrated over this point, which is badly divergent. This is the reason why such contributions are non-normalizable and need to be accounted for separately. Therefore, we henceforth focus on a representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result). Let us take for concreteness the representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result). Let us take for concreteness the representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result).

As discussed above, the MFT correlator consists of fifteen triplets of Wick contractions. Clearly, when either of the pairs are 12, 34 or 56, we can integrate one of the variables, and this will shadow transform one of the three-point functions. However, we will then have a three-point function with two coincident points, integrated over this point, which is badly divergent. This is the reason why such contributions are non-normalizable and need to be accounted for separately. Therefore, we henceforth focus on a representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result). Let us take for concreteness the representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result). Let us take for concreteness a representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result). Let us take for concreteness a representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result). Let us take for concreteness a representative contribution, and the remaining ones can be obtained in an identical manner (in fact some of them give a manifestly equal result).

\[
I^a = \int \frac{dx_1, 2, 4, 7, 8, 9}{\text{Vol}} \langle \hat{O}(x_1)\hat{O}(x_2)\hat{O}_A(x_7)\rangle \langle S[\hat{O}](x_1)\hat{O}(x_4)\hat{O}_B(x_8)\rangle \langle S[\hat{O}](x_2)\hat{O}(x_4)\hat{O}_C(x_9)\rangle \\
\times \langle \hat{O}_A(x_7)\hat{O}_B(x_8)\hat{O}_C(x_9)\rangle^a \langle \hat{O}(1) \ldots \hat{O}(6) \rangle_{\text{MFT}}.
\]  
(C.8)

with the shadow transform for the scalar defined as

\[
\langle S[\hat{O}](x) \ldots \rangle = \int dy \langle \hat{O}(x)\hat{O}(y) \rangle \langle \hat{O}(y) \ldots \rangle.
\]  
(C.9)

We also define the shadow factor for the three-point functions, which is the fundamental building block for the following calculations

\[
\langle S[\hat{O}][\hat{O}][\hat{O}] \rangle^a = S([\hat{O}][\hat{O}][\hat{O}])^b \langle \hat{O}[\hat{O}][\hat{O}] \rangle^b.
\]  
(C.10)

We can now write the spectral function as

\[
I^a = \int \frac{dx_1, 2, 4, 7, 8, 9}{\text{Vol}} \langle \hat{O}(x_1)\hat{O}(x_2)\hat{O}_A(x_7)\rangle \langle \hat{O}(x_3)\hat{O}(x_4)\hat{O}_B(x_8)\rangle \langle \hat{O}(x_5)\hat{O}(x_6)\hat{O}_C(x_9)\rangle \\
\times \langle [\hat{O}]\hat{O}[\hat{O}]\hat{O}_A(x_7)\hat{O}_B(x_8)\hat{O}_C(x_9)\rangle^a.
\]  
(C.11)

Let us make a few comments. First note that there is some freedom in choosing what operators we actually shadow transform, and in the case where we transform two in the same three-point function, we can also choose the order. This leads to apparently different expressions, which presumably give the same result in the end. We should also point out that independently of these choices, the shadow factors only include one spinning operator and are therefore known in closed form for any J and d. Additionally, it is clear that each three-point function has exactly one point in common with the other ones, and therefore the position space integrals remain non-trivial.

To address this, we note that an integral of two three-point functions integrated by a common point is just a four-point partial wave, which admits well-known crossing relations,
whose kernel are the $6j$ symbols of the conformal group. There is now some freedom in choosing over what integration point to perform crossing. Crossing over the scalar corresponds to a $6j$ symbol with three spinning operators. Crossing over a spinning one will lead to a similar result. Let us first define the $6j$ symbol\footnote{Our convention for the $6j$ symbol differs from others in the literature by a normalization factor.} through the crossing relation

$$
\Psi_{\Delta_c,J'}^{3214,ab}(x_3,x_2,x_1,x_4) = \sum_J \int [d\Delta] \left\{ \begin{array}{ccc} |\Delta_1,J_1| & |\Delta_2,J_2| & |\Delta',J'| \\ |\Delta_3,J_3| & |\Delta_4,J_4| & |\Delta,J| \end{array} \right\} \Psi_{\Delta,J}^{1234,cd}(x_1,x_2,x_3,x_4) .
$$

(C.12)

Let us cross through the scalar at $x_4$ using

$$
\int dx_4 (\hat{O}_C^\dagger(x_9) \mathcal{O}(x_2) \mathcal{O}(x_4)) (\hat{O}(x_4) \mathcal{O}(x_1) \hat{O}_B^\dagger(x_8)) = \sum_J \int [d\Delta']
$$

\begin{equation}
\times \left\{ \begin{array}{ccc} \Delta & \Delta & \Delta \\ [\Delta_C,J_C] & [\Delta_B,J_B] & [\Delta',J'] \end{array} \right\}^b \int dx_4 (\mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}(x_4)) (\hat{O}^\dagger(x_4) \hat{O}_C^\dagger(x_9) \hat{O}_B^\dagger(x_8))^b .
\end{equation}

(C.13)

With this, we can easily perform the $x_1,x_2$ integrals using the bubble integral formula

$$
\int dx_{1,2} (\hat{O}(x_1) \hat{O}(x_2)) (\mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}'(x_4)) = \frac{\delta_{AA',O'O}}{\mu(\Delta_A,J_A)} \delta(x_{74}) \left( \langle \hat{O} \hat{O} \mathcal{O}_A \rangle, \langle \mathcal{O} \mathcal{O} \mathcal{O}_A \rangle \right) .
$$

(C.14)

The delta function between operators $\mathcal{O}_A$ and $\mathcal{O}'$ removes the auxiliary spectral integral, and the position space delta function gives a final pairing between $A,B,C$ three-point functions. Collecting everything, we obtain

$$
I^a = S(\mathcal{O} \hat{O} \hat{O}_C) S(\hat{O} \mathcal{O} \hat{O}_C^\dagger) S(\hat{O} \mathcal{O} \hat{O}_C^\dagger) \left\{ \begin{array}{ccc} \Delta & \Delta & \Delta \\ [\Delta_C,J_C] & [\Delta_B,J_B] & [\Delta_A,J_A] \end{array} \right\}^b
$$

\begin{equation}
\times \frac{(\langle \hat{O} \hat{O} \mathcal{O}_A \rangle, \langle \mathcal{O} \mathcal{O} \mathcal{O}_A \rangle)}{\mu(\Delta_A,J_A)} \left( \langle \hat{O}_B^\dagger \hat{O}_C^\dagger \rangle^b, \langle \mathcal{O}_B \mathcal{O}_C \rangle \right) .
\end{equation}

(C.15)

Note that we have a $6j$ symbol with three spinning operators. When one or two of these operators are scalars, this should be related to well-known $6j$ symbols through the tetrahedral $S_A$ symmetry. Otherwise, this is a non-trivial object to be obtained either through weight-shifting operators, or more directly from the Euclidean inversion formula applied to the cross-channel partial wave with the appropriate tensor structures.

\subsection{Comb channel}

In the comb channel we have slight modifications to the orthogonality properties. The orthogonality relation now reads

$$
\left( \Psi_{ABC}^{c_1..,abcd}, \Psi_{A'B'C'}^{c_1..,efgh} \right) = \frac{\delta_{A,A'}\delta_{B,B'}\delta_{C,C'}}{\mu(\Delta_A,J_A)\mu(\Delta_B,J_B)\mu(\Delta_C,J_C)} \times \left( (124)^a, (\tilde{A}^3)_{\tilde{B}}^b, (A^3\tilde{B})^f \right) \left( (\tilde{B}^4)^c, (B^4\tilde{C})^g \right) \left( (\tilde{C}^5)^d, (C^5\tilde{D})^h \right) ,
$$

\begin{equation}
\text{where } \Psi_{ABC}^{c_1..,abcd}=\sum_J \int [d\Delta] \left\{ \begin{array}{ccc} |\Delta_1,J_1| & |\Delta_2,J_2| & |\Delta_3,J_3| & |\Delta_4,J_4| & |\Delta,J| \end{array} \right\} \Psi_{\Delta,J}^{abc,def}(x_1,x_2,x_3,x_4) .
\end{equation}
from which the spectral function now follows from the Euclidean inversion integral

\[
I^{efgh} \equiv \left( \langle O_1 \ldots O_6 \rangle, \Psi_{A_1 B_1 C}^{c,\dagger, \dagger, \dagger, \dagger} \right) = \frac{I^{abcdef}_{\mu(\Delta_A, J_A, \mu(\Delta_B, J_B) \mu(\Delta_C, J_C)}}{\mu(\Delta_A, J_A)} \times \left( \langle 12A \rangle^a, \langle \bar{1} \bar{2} \bar{3} \bar{A} \rangle^e \right) \left( \langle \bar{3} \bar{B} \rangle^b, \langle A \bar{4} \bar{B} \rangle^f \right) \left( \langle \bar{B} \bar{C} \rangle^c, \langle \bar{B} \bar{C} \rangle^g \right) \left( \langle \bar{C} \bar{5} \bar{6} \rangle^d, \langle \bar{C} \bar{5} \bar{6} \rangle^h \right),
\]

Once again, we specialize to the case of identical external scalars \( O \), such that the spectral function can be obtained from the integral

\[
I^{ab} = \int \frac{dx_{1,2,3,7,8,9}}{\text{Vol}} \langle \hat{O}(x_1) \hat{O}(x_2) \rangle \langle O_3 \rangle \langle O_4 \rangle \langle O_5 \rangle \langle O_6 \rangle_{\text{MFT}},
\]

### 34 identity.

As discussed above, in the Comb channel there are two qualitatively different types of terms without an identity exchange. The non-trivial contractions in the snowflake channel are also non-trivial in the comb channel. However, the \( \langle O(x_3) \rangle \langle O(x_4) \rangle \) Wick contraction, which is an identity exchange in the snowflake OPE, now becomes a non-trivial contribution. Let us take the \( 15 - 34 - 26 \) contraction. This gives a contribution

\[
I^{ab} \supset \int \frac{dx_{1,2,3,7,8,9}}{\text{Vol}} \langle \hat{O}(x_1) \hat{O}(x_2) \rangle \langle O_3 \rangle \langle O_4 \rangle \langle O_5 \rangle \langle O_6 \rangle_{\text{MFT}},
\]

Note that there is again a lot of freedom in what operator to take the shadow transform, and in the subsequent steps. However, it is unavoidable to obtain a shadow transform on a three-point function with two spinning operators, which gives a complicated (matrix) shadow factor

\[
I^{ab} \supset \int \frac{dx_{1,2,3,7,8,9}}{\text{Vol}} \langle \hat{O}(x_1) \hat{O}(x_2) \rangle \langle O_3 \rangle \langle O_4 \rangle \langle O_5 \rangle \langle O_6 \rangle_{\text{MFT}},
\]

We can now apply the bubble integral formula for the \( x_{1,2} \) integrals. This imposes a delta function between operators \( A \) and \( C \), and also on their positions, \( x_7 - x_9 \). In the end, we obtain

\[
I^{ab} \supset \frac{\delta_{AC}}{\mu(\Delta_A, J_A)} S(O_3 O_4 O_5) S(O_3 O_4 O_5) \left( \langle \hat{O} \hat{O} \hat{O} \rangle, \langle O_3 O_4 O_5 \rangle \right) \times \left( \langle O_A \hat{O} \hat{O} \hat{O} \rangle, \langle O_3 O_4 O_5 \rangle \right) \cdot \frac{\delta_{AB}}{\mu(\Delta_A, J_A)} S(O_3 O_4 O_5) S(O_3 O_4 O_5) \left( \langle \hat{O} \hat{O} \hat{O} \rangle, \langle O_3 O_4 O_5 \rangle \right)
\]

We again emphasize that this depends on a non-trivial shadow factor.

### Non-trivial contractions: one point in common.

Now, we have to consider again the eight non-trivial Wick contractions, which contain no identity operators in any channel. There are two further classes of Wick contractions, ones which will induce two common points between two pairs of three-point functions, and ones where all three-point functions

\[
\text{JHEP03(2022)139}
\]
will have one point in common with each other. A representative example of the second type is the Wick contraction 14–25–36. Its contribution to the spectral function is given by

\[
I^{ab} \supset \int \frac{dx_1...9}{\text{Vol}} \langle \hat{O}(x_1)\hat{O}(x_2)\hat{O}^d_A(x_7)\rangle \langle O_A(x_7)\hat{O}(x_3)\hat{O}^d_B(x_8) \rangle^a \langle O_B(x_8)\hat{O}(x_4)\hat{O}^d_C(x_9) \rangle^b \\
\times \langle O_C(x_9)\hat{O}(x_5)\hat{O}(x_6) \rangle \langle O(x_1)O(x_4) \rangle \langle O(x_2)O(x_3) \rangle \langle O(x_3)O(x_6) \rangle .
\] (C.22)

As usual we have some freedom in what operators to shadow transform. In this case, this is particularly relevant, since out of the three shadow factors, we can have either zero, one or two “difficult” shadow factors, depending on what operators we transform. Sticking to the easiest possibility, we inevitably get only one common point per three-point function, which means that once again we need to use crossing relations or 6j symbols to proceed with the position space integrals. It is convenient to cross through \( O_A(x_7) \) and then do the \( x_{2,3} \) integrals using the bubble formula. In the end we get

\[
I^{ab} \supset \left\{ \begin{array}{c}
\Delta [\Delta_B, J_B] \\
\Delta \Delta_C, J_C
\end{array} \right\}^{ac} \frac{S((\hat{O}|\hat{O}O_A)S(O_C|\hat{O}O)S(O_C|O[\hat{O}])}
\times \frac{\langle \hat{O}\hat{O}O_C^\dagger \rangle^b, \langle \hat{O}\hat{O}O_C \rangle^b}{\mu(\Delta_C, J_C)}
\left((\hat{O}\hat{O}O_C^\dagger)^b, \langle \hat{O}\hat{O}O_C \rangle^b\right)
\] (C.23)

There is just one more class of Wick contractions to analyze.

**Non-trivial contractions: two points in common.** We can also have two-point functions connecting the adjacent three-point functions of the partial wave. A representative example for this case is the Wick contraction 16–23–45. The contribution to the spectral function is given by

\[
I^{ab} \supset \int \frac{dx_1...9}{\text{Vol}} \langle \hat{O}(x_1)\hat{O}(x_2)\hat{O}^d_A(x_7)\rangle \langle O_A(x_7)\hat{O}(x_3)\hat{O}^d_B(x_8) \rangle^a \langle O_B(x_8)\hat{O}(x_4)\hat{O}^d_C(x_9) \rangle^b \\
\times \langle O_C(x_9)\hat{O}(x_5)\hat{O}(x_6) \rangle \langle O(x_1)O(x_4) \rangle \langle O(x_2)O(x_3) \rangle \langle O(x_3)O(x_5) \rangle .
\] (C.24)

Once again, we have the freedom to perform the shadow transforms, and we can get either zero, one or two hard factors. Let us get all simple factors by making the choice

\[
I^{ab} \supset \int \frac{dx_1...9}{\text{Vol}} \langle \hat{O}(x_1)O(x_3)\hat{O}^d_A(x_7)\rangle \langle O_A(x_7)\hat{O}(x_3)\hat{O}^d_B(x_8) \rangle^a \langle O_B(x_8)\hat{O}(x_4)\hat{O}^d_C(x_9) \rangle^b \\
\times S(O_C|\hat{O}|O)S(O_C|O[\hat{O}])S(\hat{O}|\hat{O}|O_A)(O_C(x_9)O(x_4)O(x_1)) .
\] (C.25)

There are now two possible approaches. We can try to do, for example the \( x_3, x_7 \) integrals, which would involve a bubble integral with a spinning operator integrated over

\[
\int \langle \hat{O}(x_1)O(x_3)\hat{O}^d_A(x_7)\rangle \langle O_A(x_7)\hat{O}(x_3)\hat{O}^d_B(x_8) \rangle^a \delta(\Delta) \frac{\delta(x_1-x_8)}{\mu(\Delta, 0)} \langle \hat{O}O\hat{O}_A \rangle = \frac{\delta(\Delta) \delta(x_1-x_8)}{\mu(\Delta, 0)} \langle \hat{O}O\hat{O}_A \rangle .
\] (C.26)

This would mean that the operator exchanged at \( O_B(x_8) \) would need to be the same as the external operator. It is not hard to argue that this is possible in MFT. We are then
able to do the final three-point pairing and obtain

\[ I \supset S(O_C[\tilde{O}]\tilde{O})S(O_C[\tilde{O}]\tilde{O})S(\tilde{O}[\tilde{O}]\tilde{O}_A) \frac{\langle \tilde{O}\tilde{O}\tilde{O}_A \rangle, \langle \tilde{O}\tilde{O}\tilde{O}_A \rangle}{\mu(\Delta, 0)} \langle \tilde{O}\tilde{O}\tilde{O}_C \rangle \langle \tilde{O}\tilde{O}\tilde{O}_C \rangle. \]  

(C.27)

Note that the tensor structure indices went away, since \( O_B \) became a scalar operator, and therefore all tensor structures became unique.

**C.2 Partial wave decompositon and conformal blocks**

In the previous section we formally derived the partial wave decomposition of MFT six-point functions. However, to obtain the actual CFT data, we need to write down the conformal block decomposition and read-off the OPE coefficients. In this subsection, we establish a relation between the partial wave decomposition and the conformal block expansion. We quickly review the case of the four-point function which can be expanded in partial waves as

\[ \langle O_1 O_2 O_3 O_4 \rangle = \sum_{\rho} \int_{\frac{1}{2}+i\infty}^{\frac{3}{2}} \frac{d\Delta}{2\pi i} I_{ab}(\Delta, \rho) \Psi_{O}^{O_i(ab)}(x_i) + \text{discrete}. \]  

(C.28)

Here discrete is associated with possible additional isolated contributions, notably including the identity. The partial wave is defined in terms of a conformally-invariant integral involving two three-point structures

\[ \Psi_{O}^{O_i(ab)}(x_i) = \int d^d x \langle O_1 O_2 O(x) \rangle^{(a)}(O_3 O_4 \tilde{O}^\dagger(x))^{(b)}. \]  

(C.29)

In order to relate the partial wave decomposition to conformal blocks we follow the strategy of [45]. The partial wave in (C.29) is a solution of the Casimir equation and therefore one can establish its relation to conformal blocks by uniquely estimating its form in the OPE limit \( x_1 \rightarrow x_2 \). Obviously the Euclidean OPE limit cannot be taken simply inside the integral as the integrand probes regions where the OPE in the pair (12) is no longer valid. However, understanding the leading behaviour outside this region is enough to match those contributions to a given conformal block. For concreteness, consider the replacement

\[ \langle O_1 O_2 O(x) \rangle^{(a)} \rightarrow C_{12 O}^{(a)} \langle O_1^\dagger(x_2) O(x) \rangle, \]  

(C.30)

where \( C_{12 O}^{(a)} \) encodes leading terms in the OPE \( O_1 \times O_2 \). With this replacement the integral in (C.29) becomes a shadow transform of \( \tilde{O}^\dagger \),

\[ \Psi_{O}^{O_i(ab)} \sim C_{12 O}^{(a)} \langle O_3 O_4 S[\tilde{O}^\dagger] \rangle^{(b)} = S(\langle O_3 O_4 [\tilde{O}^\dagger] \rangle)^b C_{12 O}^{(a)} \langle O_3 O_4 O^\dagger \rangle^{(c)}. \]  

(C.31)

On the other hand, the conformal block \( G_{O}^{(ab)} \) is a solution of the Casimir equation, which in the OPE limit of \( O_1 \times O_2 \) behaves as

\[ G_{O}^{(ab)} \sim C_{12 O}^{(a)} \langle O_3 O_4 O^\dagger \rangle^{(b)}, \quad (x_1 \rightarrow x_2). \]  

(C.32)

It is thus clear that the partial wave must contain a term

\[ \Psi_{O}^{O_i(ab)} \supset S(\langle O_3 O_4 [\tilde{O}^\dagger] \rangle)^b G_{O}^{(ac)}. \]  

(C.33)
Similarly, if one performs an OPE on $\mathcal{O}_3 \times \mathcal{O}_4$ instead, it is straightforward to show that the partial wave contains a term

$$\Psi_{\mathcal{O}}^{(ab)} \supset S(\mathcal{O}_1 \mathcal{O}_2[\mathcal{O}])^{\mathcal{O}} G^{(ab)}_{\mathcal{O}}.$$  \hspace{1cm} (C.34)$$

Putting everything together we conclude that

$$\Psi_{\mathcal{O}} (ab) = S(\mathcal{O}_3 \mathcal{O}_4[\mathcal{O}])^{\mathcal{O}} G^{(ac)}_{\mathcal{O}} + S(\mathcal{O}_1 \mathcal{O}_2[\mathcal{O}])^{\mathcal{O}} G^{(ab)}_{\mathcal{O}},$$  \hspace{1cm} (C.35)$$

which reflects the fact that the Casimir equation is invariant under $\Delta \to d - \Delta$. Inserting this relation on (C.28), extending the integration region along the entire imaginary axis and using shadow symmetry, allows us to write

$$\langle \mathcal{O}_1 \cdots \mathcal{O}_3 \rangle = \sum_{\rho} \int_{\frac{i}{2} - i\infty}^{\frac{i}{2} + i\infty} \frac{d\Delta}{2\pi i} C_{bc}(\Delta, \rho) G^{(ac)}_{\mathcal{O}},$$  \hspace{1cm} (C.36)$$

where $C_{bc}(\Delta, \rho) \equiv I_{ab}(\Delta, \rho) S(\mathcal{O}_3 \mathcal{O}_4[\mathcal{O}])^{\mathcal{O}}$. As usual we can then deform the contour integration away from the principal series and pick up poles of $C_{bc}(\Delta, \rho)$ on the real line, which have residues that encode CFT data. For a particular exchanged operator $\mathcal{O}_s$, we have

$$C_{12s} \mathcal{C}_{34s} = -\text{Res}_{\Delta=\Delta_s} C(\Delta, \rho_s).$$  \hspace{1cm} (C.37)$$

This formalism can straightforwardly be adapted to the case of higher-point functions. For five-point functions, the discussion has already been presented in [43], but we also review it here. We consider the partial wave

$$\Psi_{A, B}^{O_{(abc)}}(x_i) = \int d^d x_A d^d x_B \langle \mathcal{O}_1 \mathcal{O}_2 \mathcal{O}_A \rangle^{(c)} \langle \mathcal{O}_3 \mathcal{O}_4 \mathcal{O}_5 \rangle^{(b)} \langle \mathcal{O}_B \mathcal{O}_3 \mathcal{O}_4 \rangle^{(c)}$$  \hspace{1cm} (C.38)$$

where $\mathcal{O}_{A, B}$ are exchanged operators. A five-point function can be decomposed in terms of this partial wave

$$\langle \mathcal{O}_1 \cdots \mathcal{O}_5 \rangle = \sum_{\rho_A, \rho_B} \int_{\frac{i}{2} - i\infty}^{\frac{i}{2} + i\infty} \frac{d\Delta_A}{2\pi i} \int_{\frac{i}{2} - i\infty}^{\frac{i}{2} + i\infty} \frac{d\Delta_B}{2\pi i} I_{abc}(\Delta_A, \rho_A; \Delta_B, \rho_B) \Psi_{A, B}^{O_{(abc)}}(x_i).$$  \hspace{1cm} (C.39)$$

To expand this partial wave in terms of conformal blocks we again consider OPE limits. In particular, we take $x_1 \to x_2$ and $x_3 \to x_4$ at the level of the integrand and we observe that the partial wave must contain the term

$$\Psi_{A, B}^{O_{(abc)}}(x_i) \supset C^{(a)}_{12A} C^{(c)}_{34B} \langle S_{\mathcal{O}_A^\dagger} \mathcal{O}_5 S_{\mathcal{O}_B^\dagger} \rangle^{(b)} = (S_{A}^{BC})_d^{(a)} (S_{B}^{CD})_e^{(d)} C^{(a)}_{12A} C^{(c)}_{34B} \langle \mathcal{O}_A^\dagger \mathcal{O}_5 \mathcal{O}_B^\dagger \rangle^{(e)},$$  \hspace{1cm} (C.40)$$

where we have used the shorthand notation $S_{A}^{BC} = S([\mathcal{O}_A] \mathcal{O}_B \mathcal{O}_C)$ and recognized the leading behaviour of the conformal block $G^{(abc)}_{\mathcal{O}}$ in the OPE limits $x_1 \to x_2$ and $x_3 \to x_4$. As above, we notice that the partial wave $\Psi_{A, B}^{O_{(abc)}}(x_i)$ is a solution of the Casimir equations, one for each OPE exchange, and therefore it enjoys the invariance $\Delta \leftrightarrow d - \Delta$. We can then propose the decomposition

$$\Psi_{A, B}^{O_{(abc)}}(x_i) = R_1 G_{AB}(x_i) + R_2 G_{A\overline{B}}(x_i) + R_3 G_{AB}(x_i) + R_4 G_{A\overline{B}}(x_i),$$  \hspace{1cm} (C.41)$$
where, as we have seen, \( R_{1b}^a = (S^5_B)^a_c (S^{AB})^c_b \). In order to find the remaining \( R_i \)'s we explore the symmetry of the partial wave:

\[
\Psi_{A,B}^{(abc)}(x_i) = \int d^d x_A d^d x_B \langle O_1 O_2 O_A \rangle^{(a)} (\hat{O}^i_A O_5 \tilde{O}^i_B)^{(b)} (O_B O_3 O_4)^{(c)}
\]

\[
= \int d^d x_A d^d x_B ((S^5_A)^{-1})^i_A (O_1 O_2 O_A)^{(a)} (\hat{O}^i_A O_5 \tilde{O}^i_B)^{(b)} (O_B O_3 O_4)^{(c)}
\]

\[
= \int d^d x_A d^d x_B (S^{5}_A)^{(i}/(S^5_\lambda)^{-1})^b_c (O_1 O_2 O_A)^{(a)} (\hat{O}^i_A O_5 \tilde{O}^i_B)^{(b)} (O_B O_3 O_4)^{(c)}
\]

\[
= (S^{12}_A)^a_d ((S^5_\lambda)^{-1})^b_c \Psi_{A,B}^{(abc)}(x_i). \tag{C.42}
\]

Performing an OPE expansion on the \( \Psi_{A,B}^{(abc)}(x_i) \), we observe

\[
\Psi_{A,B}^{(abc)}(x_i) \supset (S^5_\lambda)^b_d (S^{AB})^d_c G^{(abc)}_{AB}(x_i), \tag{C.43}
\]

from which follows that

\[
R_{2de}^{ab} = (S^{12}_A)^a_d (S^{5}_5)^b_c. \tag{C.44}
\]

Similarly, one can show that

\[
R_3 = S^{5}_A S^3_B, \quad R_4 = S^{12}_A S^3_B. \tag{C.45}
\]

Just as we have shown in the 4-point case, one can use the shadow symmetry of \( I_{abc} \) to extend the region of integration such that

\[
\langle O_1 \ldots O_5 \rangle = \sum_{\rho_A, \rho_B} \int_{\frac{d}{2} - i\infty}^{\frac{d}{2} + i\infty} \frac{d \Delta_A}{2\pi i} \int_{\frac{d}{2} - i\infty}^{\frac{d}{2} + i\infty} \frac{d \Delta_B}{2\pi i} I_{abc}(\Delta_A, \rho_A; \Delta_B, \rho_B)(S^{5}_{\lambda})^b_d (S^{AB})^d_c G^{abc}_{AB}. \tag{C.46}
\]

The exact same techniques can be applied to six-point functions. Here, we focus on the snowflake decomposition which admits the partial wave expansion (C.5), where the snowflake partial wave is defined in (C.1). In a completely analogous procedure as discussed above, we can relate this partial wave to conformal blocks. In particular, from the shadow invariance of the Casimir equations it is natural to expand the partial wave as

\[
\Psi_{A,B,C}^{(abc)}(x_i) = R_1 G_{ABC} + R_2 G_{\sim ABC} + R_3 G_{\sim A\sim BC} + R_4 G_{\sim A\sim B\sim C} \nonumber
\]

\[
+ R_5 G_{AB\sim C} + R_6 G_{A\sim BC} + R_7 G_{A\sim B\sim C} + R_8 G_{A\sim B\sim C}, \tag{C.47}
\]

where

\[
R_1 = S^{BC}_{A} S^AC S^{AB}_C, \quad R_2 = S^{12}_A S^{BC}_{B} S^{AB}_C, \quad R_3 = S^{BC}_{B} S^AC S^{AB}_C, \quad R_4 = S^{56}_C S^{BC}_{A} S^{AC}_B, \tag{C.48}
\]

\[
R_5 = S^{12}_A S^{34}_C S^{AB}_C, \quad R_6 = S^{34}_C S^{56}_C S^{BC}_C, \quad R_7 = S^{12}_A S^{56}_C S^{AC}_B, \quad R_8 = S^{12}_A S^{34}_C S^{56}_B. \tag{C.48}
\]

The computation of these coefficients exactly mimics the computations in (C.42) and below. One can now insert (C.47) on the partial wave expansion and extend the region of integration to the whole imaginary axis, keeping only one term which reads

\[
\langle O_1 \ldots O_6 \rangle = \sum_{\rho_A, \rho_B, \rho_C} \int_{\frac{d}{2} - i\infty}^{\frac{d}{2} + i\infty} \frac{d \Delta_A}{2\pi i} \frac{d \Delta_B}{2\pi i} \frac{d \Delta_C}{2\pi i} I_{abcd}(\Delta_A, \rho_A; \Delta_B, \rho_B; \Delta_C, \rho_C)
\]

\[
\times S^{BC}_{A} S^AC S^{AB}_C \int_{\frac{d}{2} - i\infty}^{\frac{d}{2} + i\infty} d^d x \langle O_1 O_2 O_3 O_4 O_5 O_6 \rangle \tag{C.49}
\]
C.3 Direct computation of spinning shadow coefficients

In the previous subsections, we have repeatedly come across shadow coefficients involving multiple spinning operators but the computation of these shadow coefficients is an important question on its own. In this subsection, we will derive some of them using the shadow formalism. In [45] some of these coefficients were computed using weight-shifting operators from which recursion relations were derived [46]. Here, we extend these results and compute directly the explicit integration involved in the definition of these coefficients. We can write the shadow transform of an operator in a three-point structure as

$$\langle O_1 O_2 S [O_3] \rangle^{(a)} = \int d^d x_0 \langle \tilde{O}_3 \tilde{O}_0^{\dagger} \rangle \langle O_1 O_2 O_0 \rangle^{(a)}$$

(C.50)

where we have an implicit contraction of indices. Here we only consider symmetric and traceless representations of the conformal group and so the two- and three-point structures can be written in terms of the two fundamental building blocks [25] that appeared in (2.14). In particular we choose the normalization of the two-point structure to take the form

$$\langle O(x_1, z_1) O(x_2, z_2) \rangle = H^{J_{12}} \frac{x^\Delta_{1+2} J_{12}}{x^{\Delta_{1+2}} J_{12}}.$$  

(C.51)

On the other hand, the three-point structure is given by (2.13) once we omit the OPE coefficients. As in the main text, we use here the index-free notation of [25, 47]. In particular, in what follows we will use the formula

$$\left\langle (a \cdot D_z)^I (b \cdot z)^J \right\rangle = (\frac{J!}{2^J (a^2 b^2)^{J/2}})^{-1} C^{-1}_{h J} \left( \frac{a \cdot b}{(a^2 b^2)^{1/2}} \right),$$

(C.52)

where $C^{-1}_{h J}$ is a Gegenbauer polynomial and $h = d/2$.

Before moving on to more complicated examples, let us, as a warm-up, compute the shadow integral for three scalar operators. In this case, we can use the well-known star-triangle formula [48]

$$\int d^d x_0 \frac{1}{x_{10}^a (x_{20}^a (x_{30}^b (x_{12}^c \Delta_{1+2} \Delta_{1+3} \Delta_{2+3})))) = \frac{\pi^h \Gamma(h - c) \Gamma(h - b) \Gamma(h - c)}{\Gamma(a) \Gamma(b) \Gamma(c)} G(a, b, c)$$

(C.53)

with $a + b + c = 2h$ to get

$$\langle \phi_{\Delta_1} \phi_{\Delta_2} S [\phi_{\Delta_3}] \rangle = \int d^d x_0 \frac{1}{x_{30}^{2(d-\Delta_3)}} \frac{\Delta_{1+2-\Delta_3}}{(x_{12}^a \frac{\Delta_{1+2-\Delta_3}}{(x_{10}^b \frac{\Delta_{1+2-\Delta_3}}{(x_{20}^c \frac{\Delta_{1+2-\Delta_3}}{\Delta_{1+2-\Delta_3}}}}))) = \frac{\pi^h \Gamma(\Delta_3 - h) \Gamma(\frac{\Delta_3 + \Delta_1 - \Delta_2}{2}) \Gamma(\frac{\Delta_3 + \Delta_2 - \Delta_1}{2})}{\Gamma(2h - \Delta_3) \Gamma(\frac{\Delta_3 + \Delta_1 - \Delta_2}{2}) \Gamma(\frac{\Delta_3 + \Delta_2 - \Delta_1}{2})} \langle \phi_{\Delta_1} \phi_{\Delta_2} \phi_{\Delta_3} \rangle,$$

(C.54)

from which we can easily read the shadow coefficient $S (\phi_{\Delta_1} \phi_{\Delta_2} [\phi_{\Delta_3}] )$.

In [45] the authors computed the shadow coefficients for the case where two of the operators were scalars and one of them had spin $J$. Here we compute the coefficients...
corresponding to two spinning operators and a scalar and we shall recover their results as a restriction. Let us take the operators at $x_1$ and $x_3$ to be spinning operators whereas the operator at $x_2$ is a scalar. In this case the three-point structure simplifies and we are left just with the label $\ell_2 = \ell$. We first do a shadow transform of the operator at $x_3$

$$\langle \mathcal{O}_{\Delta_1,J_1} \phi J_2 \mathcal{S} | \mathcal{O}_{\Delta_3,J_3} \rangle (\ell) = \int d^d x_0 \langle \mathcal{O}_{\Delta_2,J_2} \mathcal{S} | \mathcal{O}_{\Delta_3,J_3} \Delta_{\mu_1...\mu_3} (x_0) \rangle \langle \mathcal{O}_{\Delta_1,J_1} (x_1, z_1) \phi \mathcal{J}_2 (x_2) \mathcal{O}_{\Delta_3,J_3} (x_0) \rangle (\ell), \quad (C.55)$$

where the indices to be contracted are explicitly shown. In light of the results of [25], this contraction can be simply done in terms of encoding polynomials that depend on the buildings blocks $H_{ij}$ and $V_{i,j,k}$. By doing so, one immediately recognizes that the term associated with the two-point function is already of the desired form $(a \cdot D_{x_0})^{J_3}$ with $a^\mu = (x_{03}, z_3) x_0^\mu - \frac{1}{2} x_0^2 z_3^\mu$. The terms in the three-point structure require some additional care. It is easy to see however that the $\mathcal{Z}$-dependent terms can be completed to a binomial of degree $J_3$ of form $(b \cdot z_0)^{J_3}$, as appears in (C.52). After using this equation, one then needs to expand back the binomial and collect only the term we have started with. The computation is straightforward and leads to the following expression for our integral

$$\int d^d x_0 \frac{(x_{01}^2)^{\frac{1}{2}(\Delta_1+J_1+\Delta_2-2\ell)}}{2^{J_3}(x_{01})} \cdot \left(\frac{1}{2}(\Delta_1+J_1+\Delta_2-2\ell)\right) (x_{02}^2)^{\frac{1}{2}(\Delta_3+J_3)} \cdot \left(\frac{1}{2}(\Delta_1+\Delta_2+\Delta_3-2\ell)\right)(x_{03}^2)^{\Delta_3+J_3} \times V_{1,20}^{\Delta_1-\ell} (V_{3,01} + V_{3,20})^{J_3-\ell} (V_{3,01}(x_01 \cdot z_1) - \mathcal{H}_{0,3,1})^\ell, \quad (C.56)$$

where for compactness we defined $\mathcal{H}_{i,j,k} = (x_{ij} \cdot z_j)(x_{kj} \cdot z_k) - \frac{1}{2}(z_j \cdot z_k)x_{ij}$. After performing the expansion of the integrand, one observes that all the terms to be integrated take the simple form

$$\frac{(x_{01} \cdot z_1)^{a}(x_{03} \cdot z_3)^{b}}{(x_{01})^{a}(x_{03})^{b}(x_{03})^{c}}. \quad (C.57)$$

The terms in the numerator can be found from taking derivatives of the denominator as

$$(z_j \cdot \partial_{x_j})^\alpha (x_{ij})^{-a} = 2^\alpha \frac{\Gamma(a + \alpha)}{\Gamma(a)} (x_{ij})^{\alpha}. \quad (C.58)$$

It is then easy to integrate the terms in (C.57) by swapping the order of integration and differentiation

$$\int d^d x_0 \frac{(x_{01} \cdot z_1)^{a}(x_{03} \cdot z_3)^{b}}{(x_{01})^{a}(x_{02})^{b}(x_{03})^{c}} = \frac{\Gamma(a - \alpha) \Gamma(c - \beta)}{2^a \Gamma(a) \cdot 2^b \Gamma(b) \cdot G(a - \alpha, b, c - \beta)} \times (x_{12})^{c-h-\beta} (x_{13})^{b-h} (x_{23})^{a-h-\alpha}, \quad (C.59)$$

where $a + b + c = 2h + \alpha + \beta$ and $G(a, b, c)$ was defined in (C.53).

---

\textsuperscript{25} Notice that $a^2 = 0$. We may then just keep the term $k = 0$ in the series definition of the Gegenbauer polynomial, $C_3^2(z) = \sum_{k=0}^{\infty} \frac{(-1)^k(\lambda)_{j-k}(2j)_{j-2k}}{k!(J-k)!}$. 

---
We can use a conformal transformation to fix the position of the scalar operator $x_2$ at infinity. For a scalar, this can be safely done without loss of information. Indeed, there is only one nonzero $\ell_i$ which controls both $z_1$ and $z_3$ and there is no $z_2$-dependence. If one does so, the integrand simplifies and the $x_2^2$ drop out. The action of the derivatives can then be given in terms of known functions,

$$
(z_1 \cdot \partial_{z_1})^\alpha (z_3 \cdot \partial_{z_3})^\beta (x_{13}^2)^{b-h} = 2^{\alpha + \beta} \frac{\Gamma(h + \alpha + \beta - b)}{\Gamma(h - b)} (x_{31} \cdot z_1)^\alpha (x_{13} \cdot z_3)^\beta (x_{13}^2)^{b-h-\alpha-\beta} \times 2F_1\left(-\alpha, -\beta, b+1-h-\alpha-\beta; \frac{z_1 \cdot z_3 x_{13}^2}{2x_{13} \cdot z_3 x_{13} \cdot z_1}\right).
$$

Putting everything together, we find

$$
\langle O_{\Delta_1, J_1} \phi\Delta_2 S[O_{\Delta_3, J_3}]^{(\ell)} \rangle = \sum_{p=0}^{J_3-\ell} \sum_{q=0}^{\ell-p} \sum_{r=0}^{s+w} (J_3-\ell) \ell \cdot \ell-q \cdot q \cdot s+w \times (-1)^{J_3+r+s+2w-m} 2^{-J_3} \times \frac{\Gamma(\Delta_3-h)}{(1+w) \Gamma(p+q+\Delta_3)} \frac{(p+\Delta_3)_w}{(2-J_3-J_1-2s+2t-2h+2\Delta_1+\Delta_2+\Delta_3)_w} \frac{H^{J_1}_{13} V^{J_1}_{13} V^{J_2}_{3,12} V^{J_3}_{3,10}}{(x_{13}^2)^{J_1+J_2+\Delta_2+\Delta_3+J_3} (x_{31}^2)^{J_2-J_3}}
$$

from which we can easily read the shadow coefficients associated with each possible three-point structure. One can check that this expression reproduces the results of [45] as a special case.\textsuperscript{26} It is worth stating that all the sums here have indeed a finite number of terms. This can be seen from the expression above by noticing that for sufficiently large $w$ the Pochhammer symbols in the numerator will vanish.

One could have wanted to do instead the shadow transform of the scalar operator. That case is simpler as there is no need to deal with the contractions of indices as we did in the beginning of this subsection. Keeping $x_2$ at infinity, we have the following integral to do

$$
\int d^d x_0 \frac{(x_{13}^2)^{\Delta_1-J_1+\Delta_2-J_2-\Delta_3}}{(x_{01}^2)^{\Delta_1+J_2+\Delta_2-J_2} (x_{30}^2)^{\Delta_2-J_1+\Delta_3+J_3}} V^{J_1}_{1,05} V^{J_2}_{3,10} \frac{H^{J_1}_{13}}{V^{J_2}_{3,10}},
$$

which can be integrated in the exact same way as before. This is a straightforward

\textsuperscript{26}Strictly speaking there is a $2^{-J_3}$ difference which follows from a different normalization of the two-point function.
computation and we find

\begin{align}
\langle O_{\Delta_1,J_1} S[\phi_{\Delta_2}] O_{\Delta_3,J_3}\rangle^{(\ell)} &= \sum_{p=0}^{J_1-\ell} \sum_{q=0}^{J_3-\ell} \sum_{r=0}^{\ell+s-r} \sum_{m=0}^{\ell} \frac{(J_1 - \ell) (J_3 - \ell) (\ell + s - r)}{p \ q \ r \ \ell + s - r} (-1)^{J_1 + J_3 - p + q - r + 2s + \ell - m} \\
& \times \pi^h \Gamma(J_1 + J_3 - p - q - 2\ell + \Delta_2 - h) \Gamma\left(\frac{J_1 + J_3 + \Delta_1 - \Delta_2 + \Delta_3}{2}\right) \Gamma\left(\frac{J_1 + J_3 - 2p - 2\ell + \Delta_1 + \Delta_2 - \Delta_3}{2}\right) \Gamma\left(\frac{J_1 + J_3 - 2q - 2\ell - \Delta_1 + \Delta_2 + \Delta_3}{2}\right) \\
& \times \langle O_{\Delta_1,J_1} S[\phi_{\Delta_2}] O_{\Delta_3,J_3}\rangle^{(\ell)} = \pi^h \Gamma(J_1 + J_3 - p - q - 2\ell + \Delta_2 - h) \Gamma\left(\frac{J_1 + J_3 + \Delta_1 - \Delta_2 + \Delta_3}{2}\right) \Gamma\left(\frac{J_1 + J_3 - 2p - 2\ell + \Delta_1 + \Delta_2 - \Delta_3}{2}\right) \Gamma\left(\frac{J_1 + J_3 - 2q - 2\ell - \Delta_1 + \Delta_2 + \Delta_3}{2}\right) \\
& \times \langle O_{\Delta_1,J_1} S[\phi_{\Delta_2}] O_{\Delta_3,J_3}\rangle^{(\ell)} \times \langle O_{\Delta_1,J_1} S[\phi_{\Delta_2}] O_{\Delta_3,J_3}\rangle^{(\ell)}.
\end{align}

The shadow coefficients computed in this way also reproduce the known results of [45] in the appropriate restriction.

Lastly, let us comment on the more generic situation where all operators have spin, which is, of course, more complicated. Note that we were only able to write the action of the derivatives in such a compact form because we fixed \( x_2 \) to infinity. In the more general case, we are no longer able to naively set \( x_2 \) to infinity since we would lose control of \( \ell_1 \) and \( \ell_3 \). On the other hand, we can still successfully integrate the shadow transform in a case-by-case basis, but this becomes cumbersome for large values of spin. For completeness, let us write down the integral that remains after having dealt with the contraction of indices

\begin{align}
\int d^d x_0 \frac{(x_0^2)^{\Delta_1 + J_1 - \Delta_2 - J_2 + \Delta_3 - J_3 + 2\ell_2}}{2^{J_2}(x_{01}^2)^{\Delta_1 + J_1 - \Delta_2 - J_2 + \Delta_3 + \ell_2} (x_{02}^2)^{\Delta_1 + J_1 + \Delta_2 + J_2 + \Delta_3 - J_3 - 2\ell_2}} \times H_{12}^{\ell_1 - \ell_2 - \ell_3} V_{2,01}^{\ell_2 - \ell_3} V_{3,02}^{\ell_1} (V_{2,01} x_{01}^2 x_{12} x_{02}^2 + H_{0,02} x_{12}^2) \times \langle O_{\Delta_1,J_1} S[\phi_{\Delta_2}] O_{\Delta_3,J_3}\rangle^{(\ell_1,\ell_2)}
\end{align}

where we assume that the shadow transform is done in the operator at \( x_3 \). One can easily see that all the terms can be integrated in the same way as before

\begin{align}
\int d^d x_0 \frac{(x_0^2)(x_0^2)^2(x_0^2)^3(x_0^2)^3}{(x_{01}^2)^a(x_{02}^2)^b(x_{03}^2)^c} = \Gamma(a - \alpha) \Gamma(b - \beta) \Gamma(c - \gamma) (2\alpha)^a (2\beta)^b (2\gamma)^c G(a - \alpha, b - \beta, c - \gamma) x_0^2)^{\alpha} (z_0 \cdot x_0^2)^{\beta} (z_0 \cdot x_0^2)^{\gamma} (x_{12}^2)^{c - \gamma} (x_{13}^2)^{b - \beta} \langle O_{\Delta_1,J_1} S[\phi_{\Delta_2}] O_{\Delta_3,J_3}\rangle^{(\ell_1,\ell_2)}
\end{align}

where \( a + b + c = 2h + \alpha + \beta + \gamma \).

This is all we need to successfully compute any shadow coefficient of a three-point function of three operators in spin \( J \) representation, but we did not manage to find a simple and compact formula for the action of derivatives in the above expression. While one can use this formalism to compute the shadow coefficients of three spinning operators, in practice the procedure becomes too computationally expensive at large spin. It would be interesting to investigate if the weight-shifting formalism of [45] offers a more efficient alternative.
Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] Z. Komargodski and A. Zhiboedov, Convexity and liberation at large spin, JHEP 11 (2013) 140 [arXiv:1212.4103] [nSPIRE].

[2] A.L. Fitzpatrick, J. Kaplan, D. Poland and D. Simmons-Duffin, The analytic bootstrap and AdS superhorizon locality, JHEP 12 (2013) 004 [arXiv:1212.3616] [nSPIRE].

[3] D. Simmons-Duffin, The lightcone bootstrap and the spectrum of the 3d Ising CFT, JHEP 03 (2017) 086 [arXiv:1612.08471] [nSPIRE].

[4] L.F. Alday and A. Zhiboedov, An algebraic approach to the analytic bootstrap, JHEP 04 (2017) 157 [arXiv:1510.08091] [nSPIRE].

[5] L.F. Alday, A. Bissi and T. Lukowski, Large spin systematics in CFT, JHEP 11 (2015) 101 [arXiv:1502.07707] [nSPIRE].

[6] A. Kaviraj, K. Sen and A. Sinha, Analytic bootstrap at large spin, JHEP 11 (2015) 083 [arXiv:1502.01437] [nSPIRE].

[7] A. Kaviraj, K. Sen and A. Sinha, Universal anomalous dimensions at large spin and large twist, JHEP 07 (2015) 026 [arXiv:1504.00772] [nSPIRE].

[8] L.F. Alday, Large spin perturbation theory for conformal field theories, Phys. Rev. Lett. 119 (2017) 111601 [arXiv:1611.01500] [nSPIRE].

[9] M.S. Costa, T. Hansen and J. Penedones, Bounds for OPE coefficients on the Regge trajectory, JHEP 10 (2017) 197 [arXiv:1707.07689] [nSPIRE].

[10] M. Kulaxizi, A. Parnachev and A. Zhiboedov, Bulk phase shift, CFT Regge limit and Einstein gravity, JHEP 06 (2018) 121 [arXiv:1705.02934] [nSPIRE].

[11] D. Li, D. Meltzer and D. Poland, Conformal bootstrap in the Regge limit, JHEP 12 (2017) 013 [arXiv:1705.03453] [nSPIRE].

[12] D. Meltzer and E. Perlmutter, Beyond a = c: gravitational couplings to matter and the stress tensor OPE, JHEP 07 (2018) 157 [arXiv:1712.04861] [nSPIRE].

[13] D.M. Hofman and J. Maldacena, Conformal collider physics: energy and charge correlations, JHEP 05 (2008) 012 [arXiv:0803.1467] [nSPIRE].

[14] X.O. Camanho, J.D. Edelstein, J. Maldacena and A. Zhiboedov, Causality constraints on corrections to the graviton three-point coupling, JHEP 02 (2016) 020 [arXiv:1407.5597] [nSPIRE].

[15] C. Bercini, V. Gonçalves and P. Vieira, Light-cone bootstrap of higher point functions and Wilson loop duality, Phys. Rev. Lett. 126 (2021) 121603 [arXiv:2008.10407] [nSPIRE].

[16] C. Bercini, V. Gonçalves, A. Homrich and P. Vieira, The Wilson loop — large spin OPE dictionary, arXiv:2110.04364 [nSPIRE].

[17] V. Rosenhaus, Multipoint conformal blocks in the comb channel, JHEP 02 (2019) 142 [arXiv:1810.03244] [nSPIRE].
[18] V. Gonçalves, R. Pereira and X. Zhou, 20′ five-point function from AdS$_5 \times S^5$ supergravity, *JHEP* **10** (2019) 247 [arXiv:1906.05305] [inSPIRE].

[19] D. Poland and V. Prilepina, Recursion relations for 5-point conformal blocks, *JHEP* **10** (2021) 160 [arXiv:2103.12092] [inSPIRE].

[20] S. Caron-Huot, Analyticity in spin in conformal theories, *JHEP* **09** (2017) 078 [arXiv:1703.00278] [inSPIRE].

[21] D. Simmons-Duffin, D. Stanford and E. Witten, A spacetime derivation of the Lorentzian OPE inversion formula, *JHEP* **07** (2018) 085 [arXiv:1711.03816] [inSPIRE].

[22] S. Caron-Huot, Y. Gobeil and Z. Zahraee, The leading trajectory in the 2 + 1D Ising CFT, arXiv:2007.11647 [inSPIRE].

[23] J. Liu, D. Meltzer, D. Poland and D. Simmons-Duffin, The Lorentzian inversion formula and the spectrum of the 3d O(2) CFT, *JHEP* **01** (2020) 206 [arXiv:1907.07914] [inSPIRE].

[24] V.K. Dobrev, V.B. Petkova, S.G. Petrova and I.T. Todorov, Dynamical derivation of vacuum operator product expansion in euclidean conformal quantum field theory, *Phys. Rev. D* **13** (1976) 887 [inSPIRE].

[25] M.S. Costa, J. Penedones, D. Poland and S. Rychkov, Spinning conformal correlators, *JHEP* **11** (2011) 071 [arXiv:1107.3554] [inSPIRE].

[26] L.F. Alday, J. Henriksson and M. van Loon, Taming the $\epsilon$-expansion with large spin perturbation theory, *JHEP* **07** (2018) 131 [arXiv:1712.02314] [inSPIRE].

[27] J. Henriksson and M. Van Loon, Critical O($N$) model to order $\epsilon^4$ from analytic bootstrap, *J. Phys. A* **52** (2019) 025401 [arXiv:1801.03512] [inSPIRE].

[28] L.F. Alday, J. Henriksson and M. van Loon, An alternative to diagrams for the critical O($N$) model: dimensions and structure constants to order 1/$N^2$, *JHEP* **01** (2020) 063 [arXiv:1907.02445] [inSPIRE].

[29] V. Goncalves, Skeleton expansion and large spin bootstrap for $\phi^3$ theory, arXiv:1809.09672 [inSPIRE].

[30] F. Gliozzi, A.L. Guerrieri, A.C. Petkou and C. Wen, The analytic structure of conformal blocks and the generalized Wilson-Fisher fixed points, *JHEP* **04** (2017) 056 [arXiv:1702.03938] [inSPIRE].

[31] M.S. Costa, V. Goncalves and J. Penedones, Conformal Regge theory, *JHEP* **12** (2012) 091 [arXiv:1209.4356] [inSPIRE].

[32] E. Panzer, Algorithms for the symbolic integration of hyperlogarithms with applications to Feynman integrals, *Comput. Phys. Commun.* **188** (2015) 148 [arXiv:1403.3385] [inSPIRE].

[33] L.J. Dixon, J.M. Drummond and J.M. Henn, Bootstrapping the three-loop hexagon, *JHEP* **11** (2011) 023 [arXiv:1108.4461] [inSPIRE].

[34] G. Mack, D-independent representation of conformal field theories in D dimensions via transformation to auxiliary dual resonance models. Scalar amplitudes, arXiv:0907.2407 [inSPIRE].

[35] J. Penedones, Writing CFT correlation functions as AdS scattering amplitudes, *JHEP* **03** (2011) 025 [arXiv:1011.1485] [inSPIRE].
[36] V. Gonçalves, J. Penedones and E. Trevisani, *Factorization of Mellin amplitudes*, JHEP 10 (2015) 040 [arXiv:1410.4185] [INSPIRE].

[37] E.Y. Yuan, *Simplicity in AdS perturbative dynamics*, arXiv:1801.07283 [INSPIRE].

[38] F.A. Dolan and H. Osborn, *Conformal partial waves and the operator product expansion*, Nucl. Phys. B 678 (2004) 491 [hep-th/0309180] [INSPIRE].

[39] M. Hogervorst and S. Rychkov, *Radial coordinates for conformal blocks*, Phys. Rev. D 87 (2013) 106004 [arXiv:1303.1111] [INSPIRE].

[40] I. Buric, S. Lacroix, J.A. Mann, L. Quintavalle and V. Schomerus, *From Gaudin integrable models to d-dimensional multipoint conformal blocks*, Phys. Rev. Lett. 126 (2021) 021602 [arXiv:2009.11882] [INSPIRE].

[41] I. Buric, S. Lacroix, J.A. Mann, L. Quintavalle and V. Schomerus, *Gaudin models and multipoint conformal blocks: general theory*, JHEP 10 (2021) 139 [arXiv:2105.00021] [INSPIRE].

[42] C.B. Jepsen and S. Parikh, *Propagator identities, holographic conformal blocks, and higher-point AdS diagrams*, JHEP 10 (2019) 268 [arXiv:1906.08405] [INSPIRE].

[43] D. Meltzer, E. Perlmutter and A. Sivaramakrishnan, *Unitarity methods in AdS/CFT*, JHEP 03 (2020) 061 [arXiv:1912.09521] [INSPIRE].

[44] V. Del Duca, L.J. Dixon, J.M. Drummond, C. Duhr, J.M. Henn and V.A. Smirnov, *The one-loop six-dimensional hexagon integral with three massive corners*, Phys. Rev. D 84 (2011) 045017 [arXiv:1105.2011] [INSPIRE].

[45] D. Karateev, P. Kravchuk and D. Simmons-Duffin, *Harmonic analysis and mean field theory*, JHEP 10 (2019) 217 [arXiv:1809.05111] [INSPIRE].

[46] D. Karateev, P. Kravchuk and D. Simmons-Duffin, *Weight shifting operators and conformal blocks*, JHEP 02 (2018) 081 [arXiv:1706.07813] [INSPIRE].

[47] M.S. Costa, J. Penedones, D. Poland and S. Rychkov, *Spinning conformal blocks*, JHEP 11 (2011) 154 [arXiv:1109.6321] [INSPIRE].

[48] E.S. Fradkin and M.Y. Palchik, *Recent developments in conformal invariant quantum field theory*, Phys. Rept. 44 (1978) 249 [INSPIRE].