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Monte Carlo Study of Imaging Plate Response to Laser-Driven Aluminum Ion Beams
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Abstract: We measured the response of BAS-TR imaging plate (IP) to energetic aluminum ions up to 222 MeV, and compared it with predictions from a Monte Carlo simulation code using two different IP response models. Energetic aluminum ions were produced with an intense laser pulse, and the response was evaluated from cross-calibration between CR-39 track detector and IP energy spectrometer. For the first time, we obtained the response function of the BAS-TR IP for aluminum ions with a kinetic energy as high as 222 MeV. On close examination of the two IP response models, we confirm that the exponential model fits our experimental data better. Moreover, we find that the IP sensitivity in the exponential model is nearly constant in this energy range, suggesting that the response function can be determined even with little experimental data.
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1. Introduction

An imaging plate (IP) is a film-like image sensor that records the incident radiation flux on a thin sheet called a phosphor layer. It is known to be sensitive to energetic charged particles, X-rays, and gamma rays [1–4]. Since IPs were developed by Fuji film Co. in the early 1980s, they have been widely used in nuclear science and in medicine. While an IP is a passive detector and cannot be used in high repetition rate experiments, IPs have several advantages over other particle detectors: (1) immunity to electromagnetic pulse (EMP), (2) high dynamic range (4–5 orders of magnitude), (3) high spatial resolution (resolving to as low as 10 µm), and (4) reusability (signals of IPs can be erased with white light) [1,5–7].

For radiation detection, Biological Analysis System (BAS) IP types are commonly used [8]. Specifically, BAS-MS, SR, and TR IPs were primarily designed for high sensitivity, high resolution, and detection of beta particles from tritium, respectively [9,10].

BAS IPs typically consist of three or four layers with various thicknesses: a protective layer, a phosphor layer, a support layer, and a magnetic layer. The BAS-TR IP has no protective layer [11], and the lack of a protective layer makes BAS-TR IP particularly well suited to measure heavy ions with short ranges within matter. Incoming ions deposit kinetic energy in the 50 µm thick phosphor layer [11]. Beneath the 250 µm thick support layer, there is a 160 µm thick magnetic layer which allows for magnetic attachment of the IP to the scanner [12].

When an IP is exposed to radiation, the electrons of Eu2+ in the phosphor layer are ionized and trapped in FBr or FI sites forming metastable states. The lifetimes of the metastable states range from 10 min to several days. When a scanner irradiates the phosphor layer with 2 eV photons from a laser diode, the electrons in the metastable state...
are re-excited and recombine with Eu$^{3+}$ and emit 3 eV photons. That emission is known as the photostimulated luminescence (PSL). To use an IP as a quantitative radiation detector, it is necessary to calibrate the PSL relative to the spectral intensity of radiation. For ions, the spectral response function of an IP is measured in units of PSL per incident ion of a given energy. This must be done for each type of radiation and IP and scanner combination, because each combination has in general different responses \[5,7,13–16\].

Researchers have measured the response of IPs to various radiation types such as electrons \[5,7,13,17–21\], protons \[12,14,22–24\], and X-ray \[16,25\] for a wide energy range. The measurement of IP responses to energetic heavy ion beams, however, is more challenging because it is difficult to produce heavy ion beams with sufficient particle fluence for IP calibration at a range of energies in a reasonably short time. For this reason, the published studies of IP response to ions are limited to a few types of heavier elements such as deuterium \[23,26\], helium \[16,23\], carbon \[6\], and titanium \[27\].

Since Hidding et al. \[28\] proposed a linear model predicting the response of IP, some researchers have calculated the IP response by calculating stopping powers using Monte Carlo simulation codes. Bonnet et al. designed an exponential model and calibrated the IP response to protons, electrons, photons, and $^4$He ions, using Geant4 \[14,16,29\]. Recently, Rabhi et al. reported on the responses of BAS-MS, SR, and TR for 1–200 MeV protons \[12\] and for 40–180 MeV electrons \[21\] using Geant4. Singh et al. used FLUKA to calibrate the responses of BAS-MS and SR to 150 keV–1.75 MeV electrons \[5\].

In this paper, we report on the IP response to aluminum (Al) ions for the first time, with an incident kinetic energy as high as 222 MeV. We have used an Al ion beam driven by an intense laser pulse as the ion source, and detected these ions using BAS-TR IPs for the measurements. We compare both the linear model and the exponential model with our experimental results for Al ions. In our study, we have used the Monte Carlo simulation code SRIM \[30\] to calculate the stopping powers of a BAS-TR IP for Al ions because SRIM is known to represent the available experimental data well \[31,32\]. We show that the response function calculations using stopping power from SRIM code agree very well with our experimental data for Al ions up to 222 MeV. We find that the IP sensitivity remains nearly constant for all the incident Al ion energy in the exponential model, which suggests that the IP response function can be calculated for the entire energy range of the ion beams using just a few experimental data points.

2. Experimental Setup

The experiments were performed on the Trident laser facility at Los Alamos National Laboratory (LANL) \[33,34\]. Figure 1 shows the schematic layout of the experimental setup. 80 J, 650 fs, 1054 nm laser pulses were focused using an f/3 off-axis parabola, and irradiated 110 nm thick aluminum foils with a peak laser intensity of about $2 \times 10^{20}$ W/cm$^2$ \[33\]. The laser-driven Al ion beams diverged with a 20° cone half-angle \[35,36\]. The ions fly into a high resolution and high dispersion Thomson Parabola Spectrometer (TPS) \[33,37\], which measures an energy spectrum of the ions separately depending on their charge to mass ($Z/A$) ratio. The TPS symmetry axis is aligned with the ion propagation direction, and the ion flux into the TPS is limited by a pinhole aperture along that axis. Over a portion of the ion flight within the TPS, strong electric ($E$) and magnetic ($B$) fields parallel to each other and normal to the symmetry axis deflects ions depending on their $Z/A$ and kinetic energy ($E_{\text{ion}}$). After a drift distance within the TPS, they arrive at the detector plane laid normal to the axis. The $Z/A$ and $E_{\text{ion}}$ are given by their location on this plane \[33,37\]. Specifically, the TPS disperses a given $Z/A$ on the detector plane along a narrow (as defined by the pinhole) parabolic curve in the $\hat{x}$ (horizontal, B-field deflection) and $\hat{y}$ (vertical, E-field deflection) directions originating at the intersection with the symmetry axis according to $E_{\text{ion}}$. The origin (= zero point in Figure 2) corresponds to an infinite $E_{\text{ion}}$, and X-rays or neutral particles are recorded as well. The TPS uses 10 cm long magnets producing 0.82 T and 50 cm long electrodes that can be charged up to 15 kV potential., enabling high energy resolutions of $\Delta E/E < 5\%$ at 100 MeV/nucleon \[33,37\]. The IP used in the
TPS was covered with an 18 µm thick Al filter in order to eliminate background noise originating from scattered laser lights, low energy protons (<1 MeV), low energy electrons (<50 keV), and soft X-rays [33]. Incident Al ions with kinetic energy greater than 50 MeV penetrated through the filter and reached the IP surface. For counting the absolute number of aluminum ions, strip-shaped CR-39 track detectors with a width of a few mm were placed on the IP surface [33].

Figure 1. Schematic layout of the experimental setup. An intense laser pulse produces energetic Al ions, which are detected using CR-39 and IP.

Figure 2. Schematic layout of the CR-39 strips on the IP. The laser-driven Al ions that are deflected inside the TPS leave traces on the CR-39 strips and BAS-TR IP. Calibration regions are marked as purple rectangles in the figure. At each boundary of the calibration region, PSL/ion values are measured by comparing the number of tracks on the CR-39 and the amount of PSL from the IP.

It is known that the IP response does not depend on the charge state of the incident ions [6,23,38,39]. This is because the incident ions quickly arrive at an equilibrium charge state as soon as they enter the target surface. This characteristic is assumed by Freeman et al. [23], and is confirmed by Doria et al. [6] and J. Strehlow et al. [27] in experiments using multiply charged carbon ions and titanium ions, respectively. Therefore, we do not need to specify the charge state of Al ions incident on the BAS-TR IP in our SRIM simulations.

3. Measurement of PSL/Ion

After exposing the calibration region of an IP to energetic aluminum ions, PSL is measured experimentally using a scanner. In this experiment, we scanned each IP 5 min after exposing it to an ion beam. The BAS-TR IP was scanned by a commercial scanner (Fujifilm Typhoon FLA-7000). The input light in the scanner is converted to electronic signals, which are stored in a PC as quantum level (QL) pixel-resolved image data. Since
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After exposing the calibration region of an IP to energetic aluminum ions, PSL is measured experimentally using a scanner. In this experiment, we scanned each IP 5 min after exposing it to an ion beam. The BAS-TR IP was scanned by a commercial scanner (Fujifilm Typhoon FLA-7000). The input light in the scanner is converted to electronic signals, which are stored in a PC as quantum level (QL) pixel-resolved image data. Since
QL encodes a logarithmic response, a conversion is required to extract the linear PSL data. The conversion formula from a QL value to a PSL value is

$$\text{PSL} = \left(\frac{R}{100}\right)^2 \times \frac{4000}{S} \times 10^{L \times \left(\frac{Q_L}{25} - \frac{1}{2}\right)},$$  

(1)

where $R = 25 \mu m$ is the resolution of the scanner, $S$ is the scanner sensitivity setting selected from 1000 to 10,000, $L = 5$ is the latitude parameter which relates to the dynamic range of the scanner, and $G = 16$ is the gradation parameter for 16-bit image data.

The PSL/ion value was obtained from cross-calibration between the amount of PSL scanned in the $\text{Al}^{11+}$ trajectory adjacent to a CR-39 strip and the number of ions counted in the pits of the strip. This calibration method assumes that there is no sharp discontinuity in the areal density of $\text{Al}^{11+}$ ions on the track nearby the edges of the CR-39 bars. These calibration regions are illustrated in Figure 2, which shows the schematic layout of the CR-39 strips on the BAS-TR IP.

4. Fading Effect

As time elapses after activation, some of the electrons in the metastable states spontaneously decay to the $\text{Eu}^{3+}$ state and emit PSL. This phenomenon is called the fading effect, and the resulting PSL loss when the IP is scanned subsequently should be taken into account in the analysis. Several studies have measured fading curves for electrons [13,17], protons [14], X-rays [5,7,15,26], and $\gamma$-rays [14]. Although the radiation sources used in fading measurements are different in each experiment, fading curves are not very sensitive to the type and energy of radiation. Bonnet et al. find that fading signals are nearly independent of the radiation type with less than 10% differences between photons and protons [14]. Ohuchi et al. also report that the fading effect is similar for electrons and for protons regardless of their kinetic energies [40]. The known parameters contributing to fading effect are ambient temperature and scanner type [7]. Although the fading effect becomes bigger as the ambient temperature increases, its change can be considered negligible for a small temperature fluctuation [7].

Zeil et al. [13] report different fading behaviors between their data measured by BAS-1800II and the data of Tanaka et al. [17] measured by BAS-5000. Their findings suggest that PSL signals measured using different scanners can be quite different [13]. Ohuchi et al. also compared BAS-1000 and BAS-5000 and observed that fading of BAS-5000 is larger than that of BAS-1000 [40]. Therefore, we need to apply a fading model benchmarked using the same IP with the same scanner. Bonnet et al. [14] and Boutoux et al. [7] have used the same FLA-7000 scanner as in our measurements, and their fading functions are quite comparable each other. They have both used two exponential functions to fit their data, and we have adopted the fading function of Boutoux et al. as shown below [7].

$$f(t) = 0.535 e^{-\frac{t}{\tau_1}} + 0.465 e^{-\frac{t}{\tau_2}},$$  

(2)

where $\tau_1 = 23.812$ (min), $\tau_2 = 3837.2$ (min). In our experiment, fading loss is expected to be about 10% at $t = 5$ (min), and thus the experimentally measured PSL values have been scaled upwards to the values that would have been measured at time zero.
5. Calculation of PSL/Ion from SRIM Data

There are two models commonly used to predict the amount of PSL from a given radiation. Hidding et al. [28] propose a linear model assuming that the yield of PSL is proportional to the total deposited energy in the sensitive layer of an IP:

\[ R(E_{\text{ion}}) = \alpha E_{\text{dep}}(E_{\text{ion}}), \quad (3) \]

where \( R(E_{\text{ion}}) \) is the IP response for ions with incident kinetic energy of \( E_{\text{ion}} \) and \( \alpha \) is the IP sensitivity. The IP sensitivity varies depending on the type of radiation and IPs. It also depends on the waiting time before scanning because of the fading loss. The total deposited energy, \( E_{\text{dep}}(E_{\text{ion}}) \), is obtained from the integral of the ion-stopping power \( S(z) \) at depth \( z \). In the phosphoric layer of the IP,

\[ E_{\text{dep}} = \int_0^W S(z)dz, \quad (4) \]

where \( S(z) = -dE_{\text{ion}}/dz \) and \( W \) is the thickness of the layer.

The incident ion loses its kinetic energy to electrons in the target by ion-electron collisions resulting from Coulomb interaction and to target nuclei by ion-nucleon collisions (called recoil process). In our SRIM simulations, the predominant process is Coulomb interaction, and the recoil energy contributes only \( \sim 10^{-4} \) to the entire collision process. The cross-section for ion-electron interaction is inversely proportional to the square of the approaching speed of the ion.

Bonnet et al. [14] proposed a model for the deposited energy that accounts for the optical thickness of the IP to the PSL radiation by weighting the stopping power by an exponential decay term, i.e.,

\[ E_{\text{dep}} = \int_0^W S(z) e^{-z/L} dz, \quad (5) \]

where \( L \) is the absorption length of PSL photons within the phosphor layer of the IP [14], which is \( 44 \pm 4 \) \( \mu \)m for BAS-TR IPs [16]. A large \( L \) implies that the PSL photons pass through the phosphor layer easily without being absorbed within it [16], and thus a negligible correction. However, \( L = 44 \) \( \mu \)m indicates that a significant amount of PSL is absorbed since the thickness phosphor layer of BAS-TR IP is 50 \( \mu \)m. Equation (4) can also be interpreted as a special case when the absorption length is infinity and there is no absorption [14]. We refer IP models proposed by Hidding et al. and Bonnet et al. as the linear model and the exponential model, respectively, in the following analysis.

To obtain the stopping power for Al beams, we use the Monte Carlo simulation code SRIM which calculates the stopping and range of ions in matter using a quantum mechanical treatment of ion-atom collision [30]. Each simulation is performed with 10,000 incidences and calculated stopping power and other values are averaged over the 10,000 incidences. We calculate \( E_{\text{dep}} \) using two different methods (1) by using the averaged \( S(z) \) obtained directly from SRIM, and (2) by calculating the absorbed energy and \( e^{-z/L} \) at each step from individual incidence then averaging \( E_{\text{dep}} \) over 10,000 incidences. SRIM divides the target depth into 100 steps in the first method, and about 700 uniform steps in the second method, which determines the simulation resolution. Although the second method has seven times higher target depth resolution in computing the total deposited energy in the phosphor layer, the discrepancy in the deposited energy calculations by each method is found to be only 0.01–0.1%.

In the linear model, we have calculated \( S(z) \) using the first method for simplicity. In the exponential model, we have used the second method to calculate \( S(z) \) since more steps can potentially reduce errors involved in calculating the weighting factor \( e^{-z/L} \). For each IP model, the total deposited energy is calculated as follows

\[ E_{\text{dep}} = \sum_{i=1}^{N} \left[ \frac{S(z_i) + S(z_{i+1})}{2} \right] (z_{i+1} - z_i), \quad \text{(Linear model)} \]
where \( z_i \) is the target depth (the distance that an Al ion passes through the target), \( S(z_i) \) is the stopping power of target at depth \( z_i \), \( E_i \) is the kinetic energy of the Al ion at \( z_i \), and \( l \) is the total number of steps (\( l = 100 \) or \( l = 700 \)). In the linear model, the area under the curve of stopping power as a function of target depth represents the deposited energy. We use the average of two stopping power values in each interval, and estimate the target depth of each thin layer as \( \frac{z_{i+1} - z_i}{2} \) in the exponential model.

The average stopping powers of phosphor layer for mono-energetic Al ions are shown as functions of the target depth in Figure 3 for 130 MeV Al ions (dashed green line) and for 200 MeV Al ions (dot dashed blue line). The 50 µm thick phosphor layer of BAS-TR IP is thick enough to stop all Al ions with \( E_{\text{ion}} \leq 130 \) MeV, so the entire \( E_{\text{ion}} \) is absorbed within the phosphor layer. For 200 MeV Al ions, on the other hand, the stopping power gradually increases as the ions lose their kinetic energy, but the ions penetrate through the phosphor layer with significant energy remaining.

Figure 3. Stopping power of the 50 µm thick phosphor layer of a BAS-TR IP for 130 MeV and 200 MeV Al ions as functions of the target depth. The area under the curve represents the deposited energy in the phosphor layer.

Figure 4a shows the IP response, \( R(E_{\text{ion}}) \), as a function of Al ion energy for our setup. Solid black circles indicate the experimental measurements of PSL/ion data. Error bars are estimated to be ±15%, which account for the decay uncertainty from the fading effect during the time gap (5 min), PSL stimulated by diode laser during scanning, inaccurate calibration of the PMT, and IP surface quality (roughness) [6]. The dashed black line represents the IP response calculated using the linear model, and the solid red line shows the IP response calculated using the exponential model with \( L = 44 \) µm. The calculated IP responses with ± one standard deviation (±4 µm) of \( L \) are shown when \( L = 48 \) µm (dashed red line) and \( L = 40 \) µm (dot dashed red line). In both models, the total deposited energy increases as the kinetic energy of Al ion increases from 50 MeV to 140 MeV, but it decreases beyond 140 MeV. The IP response from the exponential model increases more gradually and it fits the experimental data better.

As is described in the experimental setup section, there was an 18 µm thick filter in front of our BAS-TR IP, and only ions with sufficient kinetic energy (larger than 50 MeV) arrived at the IP front surface. Since filter arrangements can differ for each experiment, beyond the computation of our specific filter conditions, we aim to produce a response model applicable to arbitrary filter arrangements. We start with the computed incident ion energy on the front phosphor layer surface obtained by subtracting the energy loss in the 18 µm thick filter from the incoming \( E_{\text{ion}} \) measured with the TPS. We computed
Al ion energy loss in the filter with SRIM. Figure 4b shows energy loss from an 18 µm thick Al filter as a function of the incident Al ion energy. The dashed green line indicates the kinetic energy loss of energetic Al ions. The solid blue line shows the incident kinetic energy of Al ions on the phosphor layer after penetrating through the filter, which is calculated in Figure 4b. Solid black circles represent the experimentally measured IP responses, and the dashed black line indicates the IP response calculated using the linear model. The solid red line represents the IP response calculated using the exponential model with an absorption length of $L = 44$ µm. For both the linear and the exponential model, we have used the method of least squares and determined the IP sensitivity, $\alpha$, from Figure 4c. The IP responses with $\pm$ one standard deviation of the absorption length are also plotted in the same figure for $L = 48$ µm (dashed red line) and for $L = 40$ µm (dot dashed red line).

Figure 4. (a) IP response of BAS-TR IP is shown as a function of incoming Al ion energy before the filter. (b) Energy loss in the filter is shown as a function of Al ion energy (dashed green line). The incident kinetic energy of Al ions on the phosphor layer after penetrating through the filter is also shown as a function of Al ion energy (solid blue line). (c) IP response of BAS-TR IP is shown as a function of the incident Al ion energy on the phosphor layer.
6. IP Sensitivity

We examined how IP sensitivities at different incident Al ion energy deviate from the IP sensitivity obtained by least squares method in each model. Figure 5 shows the IP sensitivities as functions of the incident Al ion energy for both the linear model and the exponential model. The IP sensitivities calculated using the exponential model are shown as hollow red circles, and those calculated using the linear model are plotted as hollow black circles. These values are derived from experimentally measured IP responses and the calculated deposited energy from the incident Al ions using each model. In Figure 5, the IP sensitivity fluctuation in the exponential model is less than that in the linear model. The IP sensitivity is nearly constant at $\alpha_{\text{exp}} = 0.019$ in the exponential model with a standard deviation of 5% of $\alpha_{\text{exp}}$. In the linear model, the IP sensitivity is $\alpha_{\text{lin}} = 0.013$ with a standard deviation of 21% of $\alpha_{\text{lin}}$. This suggests that the exponential model describes the IP response better.

![Figure 5. Sensitivity of BAS-TR IP is shown as a function of the incident Al ion energy on the IP surface.](image)

Since the IP sensitivity in the exponential model remains nearly unchanged regardless of the incident kinetic energy of Al ions in Figure 5, we can treat $\alpha_{\text{exp}}$ as a constant value in Equation (3) and determine the IP response function by multiplying the deposited energy function calculated from the Monte Carlo simulations. This implies that the IP response function can be calculated even with little experimental data.

The overall sensitivity of BAS-TR IP to Al ions is found to be much smaller than the known sensitivity of IPs to electrons, protons, and alpha particles. This is consistent with the findings reported by Freeman et al. [23] and Bonnet et al. [16] for alpha particles. Bonnet et al. report that the IP sensitivity to $^4$He ions is about 10 times smaller than the IP sensitivity to protons with BAS-MS and BAS-SR IPs and around five times smaller than the IP sensitivity to protons with BAS-TR IP [16]. Bonnet et al. explain this using a quenching effect. According to their study, the IP sensitivity depends on both the type of incident ions and the stopping power of IPs for those ions [16,23].

In our experiment, a similar quenching effect is also observed. The measured sensitivity of BAS-TR IP to Al ions is about 13 times less than the known IP sensitivity to protons, and it is about half of the known IP sensitivity to $^4$He [16]. As shown in Figure 5, IP sensitivities decrease with increasing incident Al ion energy. This decrease is larger in the linear model than in the exponential model. The large variations of the IP sensitivities in the linear model seem to be caused by the quenching effect, which results in large discrepancy with the experimental IP response data. In comparison, the exponential model has smaller variations of the IP sensitivity and agrees well with the experimental data. The exponential factor in Equation (5) offsets the IP sensitivity decline coming from the stopping power increase of Al ions.
7. Conclusions

For the first time, we measured the response of BAS-TR IP to Al ions up to 222 MeV. The PSL/ion values were measured experimentally using CR-39 track detectors and an ion energy spectrometer, and the measurements were compared with calculated deposited energy. We propose a technique to calculate deposited energy in the phosphor layer using stopping power calculations from SRIM code. The response function taking the absorption length into account is in very good agreement with the experimental data. We find that the exponential model predicting the response of an IP fits the experimental data better. The IP sensitivity is nearly constant regardless of the incident energies of aluminum ion beams, suggesting that the IP response function can be calculated even with little experimental data. Our simulations and analysis provide a straightforward method using stopping power calculations to find the response function of an imaging plate to other energetic heavy ion beams.
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