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Abstract: Sensor-based and robot sorting are key technologies in the extended value chain of many products such as packaging waste (glass, plastics) or building materials since these processes are significant contributors in reaching the EU recycling goals. Hence, technological developments and possibilities to improve these processes concerning data analytics are evaluated with an interview-based survey. The requirements to apply data analytics in sensor-based sorting are separated into different sections, i.e., data scope or consistency. The interviewed companies are divided into four categories: sorting machine manufacturers, sorting robot manufacturers, recycling plant operators, and sensor technology companies. This paper aims to give novel insights into the degree of implementation of data analytics in the Austrian waste management sector. As a result, maturity models are set up for these sections and evaluated for each of the interview partner categories. Interviewees expressed concerns regarding the implementation such as a perceived loss of control and, subsequently, a supposed inability to intervene. Nevertheless, further comments by the interviewees on the state of the waste management sector conveyed that data analytics in their processes would also be a significant step forward to achieve the European recycling goals.
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1. Introduction

Sensor-based sorting, being one of the newest technologies for the recycling industry, is hoped to improve waste sorting enough to lead the way into a digitalized future and subsequently help meet the goals presented by the EU in 2018. These are 70% for packaging by 2030 and municipal waste in 5-year steps to a minimum of 65% by 2035. In addition, landfilling of municipal waste must be ensured to decrease to a maximum of 10% [1].

In recent years sensor-based sorting became increasingly popular due to the numerous possible applications and advancements in sensor technology as micro technologies enabled mass production of low cost and high-reliability sensors [2,3]. Sensor-based sorting is a contactless automated separation of particles based on specific features. Applications of this method can vary depending on the complexity of the technical design and the number of sensors. The detected features include color, composition, density, and conductivity, and the detection units, while following similar principles, vary in their construction. Comparisons with the still widely applied manual sorting show that sensor-based systems can identify characteristics of waste components more accurately [4–6]. An additional advantage related to mechanical waste sorting is the reduced health risk for workers [7]. The option to combine sensors with different characterization principles [8] especially results in a better quality of the final product, higher product yield and improved valuable recovery [9].
which are aspects that can correlate directly with a recycling plant’s revenue [10,11]. Due to the dynamic development of sensor-based sorting in recent years, new areas for use were and still are found [12–14]. Some sensors detect the superficial properties of the material, others give information about internal characteristics [15]. Visible spectroscopy (VIS) and near-infrared-sensors (NIR) belong to the first group and the other group comprises X-ray-transmission, X-ray-fluorescence, and inductive sensors [16].

Industry 4.0, the IoT, and rapidly increasing digitalization will enable the individual stakeholders (companies, customers, products, among others) to share valuable information amongst themselves in real time [17]. At the same time, the use of IT and automation will ensure the processing, analysis, and collection of vast amounts of information [18].

Implementing Industry 4.0 into the existing value chain of producers and stakeholders, though necessary for remaining responsive and adaptive to increasingly dynamic markets [19], comes with its own set of challenges and demands. When implementing Industry 4.0 technologies, challenges such as implantability, embedment, flexibility, and, especially in the field of waste management, robustness need to be considered [20].

Among the four dimensions of Big Data, namely, the variety of data, the velocity of generation and analysis of new data, the value of data, and the volume of data [21], one of the most pressing issues when adapting an existing plant to an Industry 4.0 approach is the emergence of vast amounts of data that must be processed and transmitted.

Transmission under the current industrial wireless network protocol is infeasible due to the limited bandwidth, which is unsuited to the necessary transmission rates for large scale Industry 4.0 applications [19]. Industry 4.0 needs transmission protocols able to handle the expected increase in data transmission volume.

In addition to the transmission issue, data processing needs to be implemented in a manufacturing-specific manner to ensure high quality and fidelity in the processed data and cohesion among different data acquisition models has to be ensured to allow for big data analytics [22].

Lastly, Industry 4.0 calls for standardized communication protocols and interconnectivity. This increase in connectivity and ease of access through standardized connections leads to issues concerning cybersecurity. The need to protect critical infrastructure, sensitive manufacturing data, and classified information stored in local servers or cloud-based IT platforms [23] increase dramatically with the use of Industry 4.0 settings [24].

The central aspect of Industry 4.0, apart from gaining insight into current industry procedures, is determining the differences in handling data [25] along the sensor-based sorting value chain in waste management. This value chain starts with the sensor manufacturer, which produces the sensor. Next comes the sorting machines manufacturer or the sorting robot manufacturer who installs the sensor in his equipment. At the end of this value chain, the sorting plant operator shows up and installs the sorting machine or sorting robot in his plant.

The definition of data as well as the perceived important aspects and usages may vary between individual stakeholders, thus resulting in unrealized potential concerning the possibilities and advantages of a sound data analytics strategy. Therefore, this study aims to explore the different approaches to and goals of the data handling part of digitalization in each of the four stakeholder categories.

The scientific research questions that are answered in this paper are:

1. How mature is the sensor-based and robot sorting area in Austrian waste management in the use of data analytics?
2. Where are the current limitations in technologies or in the willingness to be able to use data analytics in sensor-based or robot sorting in Austria?
3. What are the risks and chances in the specific area of sensor-based and robot sorting in the Austrian waste management sector?

Scientific literature reviews were performed to find a suitable evaluation method, searching for approaches to similar overarching questions.
Graninger executed an interview-based survey in his master’s thesis to monitor the current status of the interpretation, implementation and obstacles for Industry 4.0 in Austria’s industrial sector. In Graninger’s study, 34 companies out of over 300 participated in an email-based survey, so the return rate was approximately 10%. Furthermore, only 26 of them filled out this survey completely. The expert interviews were evaluated with bar charts and key figures such as a score factor or the weighted average [26].

Another analogical study was brought up by the German federal ministry of economics and technology in 2013. An online survey to evaluate the innovation potentials of big data was created and sent out to companies over decision makers, providers, users and scientists. It is not stated how many surveys were sent or where the contacted companies are located, but it is mentioned that 185 assessments were returned. The evaluation was done with percentages in bar charts [27].

Schuhmacher et al. created a study for an Industry 4.0 maturity model with expert interviews, practitioner workshops, and literature research. It was evaluated with spider diagrams and weighing of influence factors [28]. A maturity level is a step with predefined characteristics, with each level having more advanced characteristics on the way toward a mature process. In the case of this study, a data analytics strategy embracing all later specified aspects was used.

The last reference study was published by Gonçalves et al. and evaluates the readiness for Industry 4.0 of manufacturing companies. An online self-check tool was created and sent to an unknown number of companies, of which a total of 602 companies responded [29].

All these studies only consider Industry 4.0 in general but do not consider sensor-based sorting as a special technology within Industry 4.0. Therefore, in this study, for the first time ever, a maturity level assessment for sensor-based sorting in waste treatment is carried out with a focus on the Austrian waste sorting sector.

2. Materials and Methods

The state-of-the-art in waste sorting plants compared with a literature review revealed that a lot of information on sensor-based sorting in waste treatment is not accessible in the literature and is only known and traded by industrial experts in this field. For this reason, instead of a literature review, expert interviews were selected as an appropriate methodology.

After analyzing the previous stated four studies [26–29], it was decided that an interview-based survey would fit best since more information may be gathered in a personal conversation than from evaluating answers to predefined survey questions alone.

The interview-based survey consisted of questions regarding data analytics in general and in sensor-based/robot sorting. Due to COVID-19, all the interviews were conducted via video calls from March 2020 until May 2020.

The interviewed stakeholder experts were separated into four categories along the sensor sorting value chain: sensor manufacturers, sorting machine manufacturers, sorting robot manufacturers, and sorting plant operators. These categories were selected because only they can provide original data, whereas other stakeholders such as public authorities or research institutions could only provide secondary data obtained from the same group of experts. According to the working hypothesis, the highest maturity level should occur at the sensor technology sector, and at every step of utilization it will decrease, i.e., the sorting robot manufacturer is technologically behind the sensor producer, and so on.

Twenty-eight stakeholder experts were contacted, but due to reduced working hours in many companies, 12 interviews were held. The interview length varied from 45 min to 2.5 h. These 12 interviewed stakeholder experts cover mainly the whole Austrian waste sorting sector, although the companies are located all in Europe, because their equipment is the most commonly installed in Austrian waste sorting plants. The interviewed stakeholder experts were two sensor manufacturers located in Europe, four sorting machine manufacturers located in Europe, two sorting robot manufacturers located in Europe, and four sorting plant operators located in Austria.
In this section, it has to be stated that two sensor manufacturers cover the Austrian waste sorting sector because some sorting machine manufacturers produce their own sensors for their sorting machines. The two sorting robot manufacturers also cover the Austrian waste sorting sector since there are only a few sorting robots installed currently.

At the beginning of the interviews, the interviewers introduced themselves (the Chair of Waste Processing Technology and Waste Management), the research area of sensor-based sorting in the industry, as well as the aim and the focus of the survey. Next, the interviewee introduced himself, described his job and responsibilities in his company, and had the opportunity to bring in some questions of interest for the study. An example for such a question would be how the acquired data in the assessment is processed, which was in most of the interviews as the first open question. After it was agreed that the acquired data is only allowed to be published in an anonymous way—which was the precondition for each of the companies to participate—the survey questioning itself started. In some cases, one answer flipped to another question, but it was decided to follow the survey strictly and discuss topics twice instead of assuming the risk of missing any information. Nevertheless, when additional questions came up for some answer, they were discussed and appended to the study’s results.

The evaluation of the data acquired in the study is done with individual critical analysis for each of the expert interviews and graphically visualized with bar charts since the number of participants is straightforward and enables going into details with each of the interviewees.

The data analytics survey was primarily based on the doctoral thesis of Bernerstätter [30]. It consisted of general questions, a self-evaluation, and detailed questions, i.e., concerning the consistency and amount of data needed to calculate the degree of data analytics maturity [30]. Bernerstätter stated that a maturity for the use of data analytics cannot be determined with one overall maturity level that is detailed enough because the maturity for data analytics consists of many sectors which need to be determined individually to calculate an overall maturity level. These sectors are data collection, data provision and transfer, data formats, data encoding and presentation, data scope, data consistency, and data usage [30]. In his models, the maturity level 1 is the lowest level and the maturity level 4 the highest, which is also the basis for this study [30]. For this study there was also a new sector considered, which is the commitment to change, to bring in a perspective on whether applying data analytics is not a technical problem but a mental one when employees fear losing their jobs with increasing digitalization.

The first set of introductory questions covers data of sensor-based sorting systems, namely, which data are collected and where they are stored, and aims to determine a degree of occupation with the topic of the data in general Table 1.

The averaged data analytics maturity level is calculated via the summation of the answers divided by the number of questions, with a possible 0.5 gradation if the participants felt that the company was on the way to a higher level but not quite there yet. The self-assessment, which is an estimation of the overall maturity level based on the four possibilities given (Table 2) was done prior to the detailed questions which were used to calculate an average data analytics maturity level with all of the data analytic sectors (Table 3) to compare. Lastly, it was inquired if the industry experts trusted their recorded data.
Table 1. Questions concerning data collection by the sensor-based sorting system and the general approach to data.

| What Data is Collected by the Sensor-Based Sorting System?     | Percentage (Count) |
|---------------------------------------------------------------|-------------------|
| Production data                                               | 83% (10/12)       |
| Maintenance data                                              | 75% (9/12)        |
| Quality data                                                  | 58% (7/12)        |
| Machine data                                                  | 83% (10/12)       |
| Other data                                                    | 8% (1/12)         |

| Where is the data recorded?                                    | Percentage (Count) |
|---------------------------------------------------------------|-------------------|
| Right at the plant                                            | 92% (11/12)       |
| Measuring room                                                | 50% (6/12)        |
| Not on site                                                   | 8% (1/12)         |
| Others                                                        | 0% (0/12)         |

| Has the company implemented a strategy for managing data?      | 83% yes (10/12)   |
| Are data owners assigned for data governance?                 | 50% yes (6/12)    |
| Are efforts made as well to ensure high quality of transaction data? | 75% yes (9/12)    |

Table 2. Self-assessed data analytics maturity level.

| How Would You Assess the Degree of Maturity of Data Analysis for Sensor-Based Sorting or Robot Sorting in Your Company Using the Following Scale? |
|---------------------------------------------------------------------------------------------------------------------------------|
| Hardly any digitization in data analysis has been implemented. There is no actual concern about the subject.                             | 1 |
| An analysis of interrelationships has been implemented showing the reasons for an incident.                                          | 2 |
| Partially automated recording and specific formatting standards have been implemented. However, there is no consistency across data sources. | 3 |
| Continuous data and information management have been implemented based on established standards. In addition, prescriptive analysis helps the system act autonomously and appropriately. | 4 |

Table 3. Detailed data analytics maturity level to portray a more accurate state of the art.

| Data Collection                                                                                                                   | Percentage (Count) |
|-------------------------------------------------------------------------------------------------------------------------------------|-------------------|
| Data collection does not adhere to any standards and objectives and, in addition, is incomplete. Paper-recording predominates, the amount of data collected is generally relatively small. | 1 |
| Digital data collection is triggered manually or irregularly. Fault remedy measures and logic connecting the process generated and collected data are available. | 2 |
| Irregular predefined triggers constitute automated data collection. Manual records are regularly digitized.                           | 3 |
| No more manual data input, only confirmation of values is required. Automated data acquisition is made in regular intervals.       | 4 |

| Data provision and transfer                                                                                   | Percentage (Count) |
|---------------------------------------------------------------------------------------------------------------|-------------------|
| Data is not available in any format utilizable by analysis tools, so substantial data aggregation is not ensured. | 1 |
| Local server systems cause interface and compatibility problems. Manual transmission is sparse due to high effort and not in real-time. | 2 |
Table 3. Cont.

| Data provision and transfer                                                                 |   |
|-------------------------------------------------------------------------------------------|---|
| A centralized database system prevents interface problems and enables real-time analysis. | 3 |
| Unstructured data from measurement processes are immediately reduced to relevant characteristics. |   |
| Pre-processing steps are provided to immediately present data in a structured manner ready for analysis. | 4 |
| Data is stored in a Data Warehouse.                                                        |   |

| Data formats                                                                                     |   |
|------------------------------------------------------------------------------------------|---|
| It takes high effort to convert the data into a standard format.                            | 1 |
| Standard data formats are used (xls, PDF, ...) but not consistently, so that compilation takes a lot of time and effort. | 2 |
| Data formats do not limit the common data stock. Large amounts of data can be stored.        | 3 |
| Data formats are irrelevant because the file transfer passes through an interface straight to an analysis tool. Alternatively, file formats suitable for Big Data are available. | 4 |

| Data encoding and presentation                                                                 |   |
|---------------------------------------------------------------------------------------------|---|
| Text-only or incomprehensible codes characterize this unstructured form of data collection. | 1 |
| Codes can be interpreted clearly and entries are comparable.                                | 2 |
| Unambiguous interpretability is standard; essential attributes are scaled metrically, enabling transformation into nominally scaled values. | 3 |
| Metadata facilitates the automatic interpretation of the standardized codes from all data sources. | 4 |

| Data scope                                                                                     |   |
|---------------------------------------------------------------------------------------------|---|
| Data collected is unstructured, partly irrelevant, and too little in number. Spreadsheet software is sufficient. | 1 |
| The amount of data collected is too large to be interpreted by staff. The recording period is at least nine months. | 2 |
| The recording period is at least one year.                                                    | 3 |
| For at least 1.5 years, data has been entirely recorded and its relevance checked by precise allocation to the relevant observation units. | 4 |

| Data consistency                                                                                 |   |
|---------------------------------------------------------------------------------------------|---|
| Manual recordings provide inadequate or no consistent time reference.                          | 1 |
| Consistent time reference cannot be ensured across data sources but can be achieved using time stamps. | 2 |
| Diagnostic purposes can be satisfied by a defined reliable interval between surveys (to provide forecasts). Consistent time reference is ensured even across data sources. | 3 |
| A consistent system ensures time stamp integrity and traceable quality by association with ID data (e.g., order numbers). | 4 |

| Data usage                                                                                     |   |
|---------------------------------------------------------------------------------------------|---|
| Data is not used, i.e., records are kept without interpretation, or no adjustments are performed after interpretation. | 1 |
| Individual records are converted into a format ready for interpretation. Problems with data quality/consistency are known but not remedied in a standardized way. The IT department is solely responsible. | 2 |
Table 3. Cont.

| Data usage                                                                 |   |
|---------------------------------------------------------------------------|---|
| Data is interpreted to remedy faults and to make decisions on a regular basis. | 3 |
| Data management processes are documented and discussed with data protection and security. |   |
| Data is considered a resource.                                            |   |
| Both an archiving strategy and a disposal strategy are implemented.        | 4 |
| The use and expense of data can be financially evaluated.                 |   |
| Data-based systems intervene in the process.                              |   |

Commitment to change

| Staff and/or management resist real-time digital measurements, preferring paper-based recording or simultaneous digital and paper-based data recording. New technologies are faced with skepticism and no serious measures are taken to overcome resistance. | 1 |
| Individuals or mid-level management are voicing a desire for change. Change management is not systematic, but the relevance of data used as a resource is discussed. | 2 |
| Easy data access and fast interpretation, as well as automated process tracking, are key elements. Handling of data loss or insufficient data is improved. | 3 |
| New digital systems are embraced to support staff and to maintain and optimize the process. Change projects can be initiated top-down and bottom-up. | 4 |

2.1. Types of Data Recorded

During the interviews, additional information about the nature of the data collected has been gathered. Despite varying amongst the different stakeholders, similar types of data are being collected across all participating companies. These types of recorded data and a detailed description to them is listed in Table 4. The data will be categorized into four groups, namely machine, production, maintenance, and quality data.

Table 4. Types of data collected across all participating companies.

| Production Data |
|-----------------|
| Occupation density |
| Since the sorting efficiency is highly dependent on the occupation density (quote), many stakeholders opt to record the occupation density. The calculation is done by dividing the number of pixels detected by the area of the specific sorting aggregate. |
| Throughput rate |
| The throughput rate is defined as the amount of material in kg or m$^3$ passing through the sorting aggregate in a specified amount of time. Recording the throughput rate can help calibrate the sorting process to reach the ideal trade-off between yield and purity, highly dependent on the throughput rate [31]. |
| Maintenance data |
| Operating hours |
| Currently, the operating hours of the sorting equipment are being recorded. Nevertheless, so far, none of the interviewees intend to use this data set for advanced maintenance techniques such as prospective or predictive maintenance. |
| Quality data |
| Purity and Yield |
| Purity is the quotient of valuables in the ejected material. This value, along with yield, is the defining factor for the evaluation of separation success. The yield is defined as the quotient material fraction mass (e.g., PET) in eject multiplied with the related eject concentration and divided by input mass, which is first multiplied with the concentration of the material fraction mass in the input (e.g., PET) [25]. |
Table 4. Cont.

| Machine data |
|--------------|
| Object statistics |
| The number of objects recognized by the sensor-based sorting setup defines the object statistics. Objects are defined as areas of coagulated pixels of a specified minimum area. |
| Pixels statistics |
| The number of pixels detected for each specified material. This statistic yields the basis for more advanced statistics such as area density or occupation density. |
| Bad pixel replacement |
| Sensors may exhibit defective pixels caused by production. Many sorting software packages come with the ability to exclude or filter those pixels to minimize their effect on the sorting efficiency. However, in most cases, the number of these faulty pixels is not recorded or not available to the software’s user. |
| Areal density |
| By calculating the average mass of an object and correlating this with the average amount of pixels detected per object, e.g., a given PET bottle, the areal density of said material can be calculated. This measurement can be used to estimate the number of valuables in the input without the necessity of costly hand sorting or input analysis. |
| Detection rate |
| The detection rate defines the number of correctly identified pixels and objects with a custom sorting model relative to the standard settings of the given sorting aggregate. |
| Valve activity |
| According to the questioned stakeholders, the activation statistics of the pressurized air valves are being saved in most machine statistics. These may be used to recognize one-sided loading of the sorting aggregate in addition to the pixel statistics. |
| Other data |
| When the customer wants to record individual data in his sensor-based sorting machines, this option can be additionally enabled. This data could be, e.g., the used spare parts or how many remote maintenance accesses have been performed since the commissioning of the sensor-based sorting machine. |

2.2. Validation of Results

In order to validate the answers of the companies, site visits were conducted at every second company. During these site visits, selected sorting machines and sensors were conducted to confirm the given maturity level.

3. Results

Since 28 stakeholder experts were contacted and 12 interviews were held, a return rate of 43% could be achieved. As not all the 12 participants own a sensor-based sorting system directly, some answers refer to industry partners or customers. Most of the data collected regards the production and machine data, and nearly all of it is collected right at the plant. The introductory questions showed that most of the surveyed companies have a data managing strategy implemented, but only half have a designated person responsible for it. Transaction data, meaning the continual evaluation of data quality, was important to 75% of the participants. Questions and answers are listed in Table 1.

The self-assessed data analytics maturity level compared to the calculated average for each sector is shown in Figure 1. Sensor manufacturers have estimated their overall maturity level approximately one degree lower than the assessment resulted, and the same was true of the sorting plant operators. The sorting machine manufacturers’ self-assessed maturity level is lower than calculated for two stakeholders and higher for another two stakeholders. In contrast, the sorting robot manufacturers self-assessed themselves higher than the calculation result. The average for all of the stakeholders would be an overall data maturity level between 2.0 and 3.0, which would also be the similar to the self-assessed average.
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It was mentioned by the stakeholder experts that smaller and younger companies often do not have the means to build a data management strategy yet and, in addition, presently do not need it. However, all the questioned companies found data analytics to be an important topic that cannot be overlooked in the future and pledged to improve their approach to data handling. The following text will go into detail about which maturity level was calculated for each sector from the overall calculated data analytics maturity level. Figure 2 shows the results for each data analytics sector split up for each stakeholder expert.

Primarily following the data analytics maturity assessment of Bernerstätter [24], the first question for the calculated data analytics maturity level concerns data collection. Most of the participants were identified as being on the third step or higher. The area of data collection was generally considered to be the most digitized, especially for three sorting machine manufacturers and one sorting robot manufacturer, which reached level 4. Table 3 contains detailed descriptions of all maturity levels for each sector. The third level for data collection is described as ‘Irregular predefined triggers constitute automated data collection. Manual records are regularly digitized’. Data use is evidently not automated in plants to optimize efficiency. It is only used manually to optimize the sorting machine efficiency in periodic maintenance or troubleshooting when sorting machines face problems.
Figure 2. Comparison of the stakeholder answers in maturity levels from one to four in each data analytics category.

Question 2 concerns data provision and transfer and was estimated to be a level 4 for half of the interviewed stakeholder experts through the sensor-based sorting value chain. The description of the fourth level is ‘Pre-processing steps are provided to immediately present data in a structured manner ready for analysis. Data is stored in a Data Warehouse’.

Data formats, as a sector of data analytics, show similar results to data provision and transfer instead of sorting machine manufacturer 2, which faces a maturity level of 2.5. The fourth maturity level, which is the dominant one, is defined as ‘Data formats are irrelevant because the file transfer passes through an interface straight to an analysis tool. Alternatively, file formats suitable for Big Data are available’.

Generally, there is no visible trend seen for all four stakeholder categories in data encoding and presentation. The most established maturity level in this sector was level 3 (four times), which is defined as ‘Unambiguous interpretability is standard; essential attributes are scaled metrically, enabling transformation into nominally scaled values’.

On the data scope, half of the participated stakeholders are on the fourth step with the description ‘For at least 1.5 years, data has been entirely recorded and its relevance checked by precise allocation to the relevant observation units’. The maturity level 3 could
not be achieved by any interviewed stakeholder, and all of them had either a lower or a higher level.

Regarding data consistency, four participants are on the fourth level. The sensor manufacturers are both on second step, defined by the following statement: ‘Consistent time reference cannot be ensured across data sources, but can be achieved using time stamps’. An interesting result is that the maturity level of all four interviewed sorting plant operators varies from the lowest level to the highest level.

Consistent with the other maturity levels, the data usage also strongly depends on each interviewed stakeholder individually. The most determined maturity level was level 3 at five stakeholders. The definition for this level is ‘Data is interpreted to remedy faults and to make decisions on a regular basis. Data management processes are documented and discussed with data protection and security. Data is considered a resource’.

The last maturity level deviates from the work of Bernerstätter [24] but is also considered to be of interest and concerns the commitment to change. This maturity level does not deal with data but is essential to be considered on the way to a digitized future that does not start and stop at the IT department. Most of the participating stakeholder experts took a second to think about this part and changed their answers at least once. Only sensor manufacturer 1 found himself on the fourth maturity level and sorting machine manufacturer 1 was on the way to the fourth. The other stakeholder experts consider themselves to be on the way to the third, at the second level, or in between. Maturity level 3 is described as follows: ‘Easy data access and fast interpretation, as well as automated process tracking, are key elements. Handling of data loss or insufficient data is improved. The entire management supports change projects and embraces new technologies’.

The last question, ‘Do you trust the recorded data?’, received positive answers for 11 out of 12 interviewees (92%), emphasizing the need to verify data permanently. Considering the different maturity levels for each sector and each stakeholder, it cannot be claimed to determine a trend for each sector. However, advancement can be attempted for the whole European waste management industry as the interviewed stakeholders in the categories of sorting machine manufacturers and sorting robot manufacturers hold a considerable share of the market in Europe. Nonetheless, of interest, Figure 2 shows the individual sectors of data analytics in sensor-based sorting and the commitment to change for each stakeholder.

Finally, as a supplementary question, it was asked where there are currently still barriers to the use of data analytics in sensor-based sorting. Ten out of 12 participants stated that, currently, no mathematical relationships or models between the recorded data had been investigated. Whether there can be mathematical models, e.g., describing the influence of the processed data on another, would first have to be examined. Furthermore, the area of validity for newly found relationships in the recorded data is still not exactly known. Since these mathematical relationships in recorded data are still not investigated on an industrial level, these 10 participants see the use of data analytics as a risk, which can either be a chance or a hazard to a machine and, in the end, may weaken its performance instead of optimizing it. It would be a significant step to investigate the mathematical relationships in the recorded sensor-based sorting machine data to handle this industry’s risk correctly.

Furthermore, although the influences of different machine settings are known, they have not yet been investigated on a level that a sensor-based sorting machine can automatically adapt its sorting settings to the material flow to achieve the best sorting results. These settings would be, e.g., the illuminance of the used emitter(s), the used pressure for ejecting, the minimum object area and object height that is discharged, or the delay time for the activation of the compressed air nozzles.

At last, the stakeholders are interested in making sensor-based and robot sorting processes more efficient, either by improving the identification to characterize more particles correctly or by improving sorting efficiency with, e.g., mathematical models.
4. Discussion

The introductory questions generally show high interest in keeping the quality of data high with a minimal tendency to monitor machine and production data in contrast to data concerning the maintenance and quality of the product. In this chapter, the research questions of the study are discussed and interpreted.

4.1. How Mature Is the Sensor-Based and Robot Sorting Area in Austrian Waste Management in the Use of Data Analytics?

In Figure 1, the comparison between the self-assessed and averaged data analytics maturity level, sensor manufacturers and sorting plant operators have estimated their overall maturity level lower than it was calculated in the assessment. Two sorting machine manufacturers self-assessed lower than the results of the assessment and two self-assessed higher than the results. Sorting robot manufacturers tend to self-assess themselves a bit higher than the calculated maturity level. The overall average data maturity level for all stakeholders would be between 2.0 and 3.0, which would also be similar to the self-assessed average.

The maturity levels of each stakeholder in each data analytics sector differ from each other with slight to no correlations, and there is no derivable trend, as can be seen in Figure 2. The maturity level of each data analytic sector strongly depends on the company itself, so the stakeholder categories need to be analyzed individually.

4.1.1. Sensor Manufacturers

Sensor manufacturer 1 has been in the market for waste sorting sensors for years and has a broader product portfolio than the sensor manufacturer 2. Sensor manufacturer 2 has a slighter product portfolio, which might be the reason that the data analytic sectors are in the scope and the usage higher for 1. In provision and transfer, as well as for the formats, the maturity level might be higher for sensor manufacturer 2 since all their sensor portfolio is new and they have already thought about the relevance of these sectors in their product development. Meanwhile, sensor manufacturer 2 still has also “older” sensors in their equipment, which are not supplied with functions of the higher maturity levels. It can be said that new developed sensors are mostly supplied with the opportunity to provide data so that they can be used in sorting plants to develop a smart waste sorting plant.

4.1.2. Sorting Machine Manufacturers

For the sorting machine manufacturers, it can be seen that number 1 and number 4 are the leaders for all of the technical categories. The reason for this might be that these two companies are far older than the other two, so the global size of the companies as well as the amount of sold sorting machines result directly in a high maturity level for using data analytics in sensor-based sorting.

Sorting machine manufacturers 2 and 3 are in the lower maturity levels for the sectors, especially sorting machine manufacturer 3, which has the maturity level of 1 in data usage: ‘Data is not used, i.e., records are kept without interpretation, or no adjustments are performed after interpretation’. Taking a closer look on the company itself, it can be determined that this company supplies mostly smaller plants with their equipment, which might be the reason for their lower level: that customers do not favor this option was one of the answers that was given during the interviews. If the customer would have a demand for these options, they would of course integrate such opportunities in their new sorting machine generations. This leads to the next statement, which is that larger sorting machine manufacturers are on a higher data analytics maturity level in nearly all of the sectors than the smaller ones.

4.1.3. Sorting Robot Manufacturers

For the sorting robot manufacturers, the same statement as for the sensor manufacturers is valid, but in the other way around. Sorting robots are quite new technologies in the
waste management branch, so they are developed in a way that data analytics can be used in smart waste sorting plants. The main difference between sorting robot manufacturer 1 and sorting robot manufacturer 2 is that manufacturer 1 developed his robots so that it can be easily integrated in a plant and all of the data can be elected and used by other plant equipment. That is not the intention of sorting robot manufacturer 2: he does not want to share all the data from the robot with other machines, he only provides predefined selected data, which are mostly only finished calculations of objects and pixel statistics. It can be stated that sorting robots are able to provide data so that it can be used in sorting plants to develop a smart waste sorting plant, but this depends—as is also valid for the sensor manufacturers and the sorting machine manufacturers—on which data and how far the supplier is willing to hand over the access to his customer/sorting plant operator.

4.1.4. Sorting Plant Operators

The maturity level results of the category of the sorting plant operators shows that sorting plant operators 3 and 4 are further developed than the others. Sorting plant operator 4 is one of the largest waste sorting plants in Austria, which leads to this high maturity level in each category. Sorting plant operator 3 is has new sorting lines and old sorting lines installed and is also much bigger compared to the other sorting plants in Austria. The two smaller sorting plant operators 1 and 2 are not sorting fractions. They only sort out contaminants for waste, which is thermally treated after the sorting. A high maturity level of the data analytic sectors is not required for them since the sorting task is not to obtain a maximized pure sorted output product. They focus is on the legal threshold values for contaminants, which requires, in the worst case, a second sorter to reach the threshold values, but no intelligent plant, which works with cascade connections, uses intelligent circuits or scavenger concepts. In the case of the smaller sorting plants, the investment in a high digitalization level is not required since the tasks are different. For the sorting plant operators, it can be said that there are two main factors: one is the goal of the sorting tasks (high purity of output product or depose contaminants) and the size of the plant, measured in the yearly throughput rate.

In summary, it can be said that new developed sensors are able to provide all requirements to use data analytics in sensor-based and robot sorting. In any case, whether all of these options can be used depends strongly on the knowledge and willingness to share data of the sorting machine or sorting robot manufacturer. Here, as it can be seen in Figure 2, the data analytics sector’s commitment to change will be most important for the future. When these two criteria are fulfilled, the last criterion is whether the sorting plant operator wants or needs new innovations to achieve better sorting results as well as the plant size.

4.2. Where Are the Current Limitations in Technologies or in the Willingness to Be Able to Use Data Analytics in Sensor-Based or Robot Sorting in Austria? What Are the Risks and Chances in the Specific Area of Sensor-Based and Robot Sorting in the Austrian Waste Management Sector?

Supplementary questioning discovered the unused potential for further use of data analytics by developing mathematical models and the use of machine learning algorithms. However, the realization of this potential is inhibited by concerns about the reliability of these machine learning technologies. In addition, interviewees voiced their concerns about diminishing control over their machinery, which could lead to adverse effects on the sorting success without them being able to intervene promptly to alleviate the problem. These are viable concerns and must be dealt with in further evaluation of the applicability of machine learning based on mathematical models in the waste processing industry. Simultaneously, further studies have to be conducted to assess the essential machine parameters, e.g., the intensity of the emitters, the used pressure for ejecting, the minimum object area and object height that is discharged or the delay time for the activation of the compressed air nozzles to be controlled. Integrating data analysis systems and intelligent machinery control algorithms backed by mathematical models successfully into the processes would be a significant step into the future for the waste processing industry. The main objective
of all stakeholders is to make sensor-based and robot sorting processes more efficient by improving either the identification or the mechanical operation with mathematical models.
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