Comparative assessment of environmental variables and machine learning algorithms for maize yield prediction in the US Midwest
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Abstract
Crop yield estimates over large areas are conventionally made using weather observations, but a comprehensive understanding of the effects of various environmental indicators, observation frequency, and the choice of prediction algorithm remains elusive. Here we present a thorough assessment of county-level maize yield prediction in U.S. Midwest using six statistical/machine learning algorithms (Lasso, Support Vector Regressor, Random Forest, XGBoost, Long-short term memory (LSTM), and Convolutional Neural Network (CNN)) and an extensive set of environmental variables derived from satellite observations, weather data, land surface model results, soil maps, and crop progress reports. Results show that seasonal crop yield forecasting benefits from both more advanced algorithms and a large composite of information associated with crop canopy, environmental stress, phenology, and soil properties (i.e. hundreds of features). The XGBoost algorithm outperforms other algorithms both in accuracy and stability, while deep neural networks such as LSTM and CNN are not advantageous. The compositing interval (8-day, 16-day or monthly) of time series variable does not have significant effects on the prediction. Combining the best algorithm and inputs improves the prediction accuracy by 5% when compared to a baseline statistical model (Lasso) using only basic climatic and satellite observations. Reasonable county-level yield forecasting is achievable from early June, almost four months prior to harvest. At the national level, early-season (June and July) prediction from the best model outperforms that of the United States Department of Agriculture (USDA) World Agricultural Supply and Demand Estimates (WASDE). This study provides insights into practical crop yield forecasting and the understanding of yield response to climatic and environmental conditions.

1. Introduction
Timely and reliable crop yield forecasts at local to regional scales are becoming increasingly important as the Earth warms, and the population continues to climb (Foley et al 2011, Mueller et al 2012, Rosenzweig et al 2014). Early and robust estimates of crop yield inform decision making about commodity trading and insurance assessment. Spatially explicit information on historical crop yield also facilitates the understanding of yield gaps, crop response to environmental stress, and the adaptation of cropping systems under climate change scenarios (Lobell et al 2008, Sacks and Kucharik 2011, Sayago et al 2017). The availability of long-term historical statistics of crop production at sub-national units allows the development of data-driven models for crop yield prediction (Johnson 2014, Franch...
et al 2015, López-Lozano et al 2015, Pagani et al 2017). The idea is to associate reported crop yields with various climate and satellite observations (Bolton and Friedl 2013, Johnson et al 2016, Mladenova et al 2017). Climatic variables such as air temperature and precipitation are shown to explain one third of the variation in global county-level crop production (Ray et al 2015). Vapor pressure deficit (VPD) closely relates to crop water and heat stress and thus potentially assists in crop yield forecasting (Lobel et al 2014, Guan et al 2017, Li et al 2019b). Besides weather variables, satellite-derived vegetation indices (VIs) significantly improve the skill of yield predictions in many studies (Becker-Reshef et al 2010, Johnson 2014, Guan et al 2017, Peng et al 2018). In addition, a few studies show that satellite-based evapotranspiration (ET) and soil moisture observations possess unique signatures in quantifying environmental stress and might provide additional information than conventional optical-based VIs (Anderson et al 2016a, 2016b; Guan et al 2017, Mladenova et al 2017, Yang et al 2018).

Relationships between crop yields and the environmental variables are typically described by statistical or machine learning algorithms. Traditional linear or non-linear statistical models provide high interpretability and simplicity to describe the response of crop productivity to predictor variables. As a result, these models are widely used in crop yield forecasts with the help of monthly weather observations and VIs (Becker-Reshef et al 2010, Bolton and Friedl 2013, Sakamoto et al 2014, Peng et al 2018, Li et al 2019b). In recent years, machine learning algorithms, especially deep neural networks, have received increased attention given their ability to describe complex relationships (Yang et al 2019, Zhong et al 2019). Compared to statistical models, machine learning algorithms require no prior assumption about the relationships between response and predictor variables and allow for higher-order interactions, resulting in improved predictive power (Hengl et al 2017, Zhang et al 2019). Several studies have examined the performance of machine learning algorithms for county or state/province-level crop yield estimation mainly using climate variables, VIs, and Land Surface Temperature (LST) derived from satellite with mixed results (Johnson 2014, Kuwata and Shibasaki 2015, Johnson et al 2016, You et al 2017, Wang et al 2018, Kaneko et al 2019). For an instance, Johnson et al (2016) observed comparable forecast skills between multiple linear regression, Bayesian neural networks, and model-based recursive partitioning, while You et al (2017) found neural networks (e.g. Convolutional Neural Network (CNN) and Long-short Term Memory (LSTM)) to outperform decision tree and ridge regression.

While data-driven methods (i.e. statistical and machine learning methods) have become the dominant technique for crop yield forecasting at municipal levels, less attention has been paid to the comparative performance of different models and the behavior of different environmental variables including those that are not commonly used for yield predictions, such as crop progress statistics, soil properties, drought indices and variables from land data assimilation models. In this letter, we present a comprehensive analysis that compares a set of state-of-the-art statistical and machine learning models in combination with an extensive set of climatic and environmental features for their skill in crop yield forecasting. We evaluated the models and inputs using county-level maize yield statistics from 2001 to 2016 for the U.S. Midwest obtained from the United States Department of Agriculture (USDA).

We designed experiments to address the following questions: (1) How does yield respond to various environmental variables? (2) Does an extensive set of variables with higher temporal observation frequency benefit seasonal crop yield predictions? And (3) Is there a significant difference between the performance of different statistical and machine learning algorithms? It is worth noting that county-level yield forecasts are not publicly available during the growing season in the Midwest. The USDA World Agricultural Supply and Demand Estimates (WASDE) publishes monthly forecasts of US national yield primarily based on surveys. We used the WASDE reports as a baseline to benchmark our seasonal yield forecasts at national level.

2. Data and methods

2.1. Study area and yield data

The study area includes 12 states in U.S. Midwest: Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, and Wisconsin. We obtained county-level maize yield statistics from the National Agricultural Statistics Service (NASS) of USDA for 2001 to 2016. For counties with both rainfed and irrigated maize yield, we used the reported overall yield value. Counties that had less than one percent cultivated maize areas were discarded.

2.2. Climatic and environmental datasets

We compiled an extensive set of variables extracted from gridded weather data, optical, thermal, and microwave remotely sensed observations, land surface data assimilation systems, drought indices, gridded soil maps, as well as crop progress reports (table 1). These include time-series of land surface temperature (LST), surface reflectance, and VIs including EVI, Green Chlorophyll Index (GCI) (Gitelson 2005), and Normalized Difference Water Index (NDWI) (Gao 1996), derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) satellite images (Schaaf and Wang 2015, Wan et al 2015); air temperature, precipitation, and VPD from
the Parameter-elevation Relationships on Independent Slopes Model (PRISM) climate dataset (Daly et al 2008, 2015); surface soil moisture from the European Space Agency (ESA) Climate Change Initiative (CCI) dataset (Gruber et al 2013); rootzone soil moisture, potential ET, and ET from the Global Land Data Assimilation System (GLDAS-v2.1) dataset (Rodell et al 2004); and ET from the Atmosphere-Land Exchange Inverse (ALEXI) remote sensing model (Anderson et al 2011b). We derived a water stress (WS) indicator defined as the ratio between ET and PET from the GLDAS dataset. We incorporated three drought indices including the Palmer Drought Severity Index (PDSI) (Abatzoglou et al 2014), Standardized Precipitation Index (SPI) derived from PRISM data (Guttman 1999), and the Soil Moisture Deficient Index (SMDI) derived from the CCI soil moisture time series (Narasimhan and Srinivasan 2005). A heat index, Extreme Degree Day (EDD), was computed as the cumulative temperature above 30 °C during summer months (June–August) using the PRISM temperature data (Lobell et al 2013, Jin et al 2016). Soil properties such as soil available water content (AWC), organic matter content (SOM) and nitrogen content were derived from gridded soil datasets SoilGrids250 m (Hengl et al 2017) and SoilGrid + (Ramcharan et al 2018). We included county-level statistics such as maize harvested area, irrigated fraction, crop progress, and previous 5 year yield mean extracted from the USDA NASS. The crop progress data at state-level were converted to the dates when a certain percentage of acreage reaches a specific growth stage. Detailed description of each variable and its relation to yield is provided in table S1 of supporting information

| Dataset | Spatial resolution | Temporal resolution | Variables |
|---------|-------------------|---------------------|-----------|
| PRISM   | 1 km              | Daily               | Air Temperature, Precipitation, Vapor Pressure Deficit, Standardized Precipitation Index (SPI), Extreme Degree Day (EDD) |
| MODIS Nadir BRDF\(^a\)-Adjusted Reflectance (MCD43A4) | 500 m | Daily | Surface Reflectance, EVI, Green Chlorophyll Index (GCI), Normalized Difference Water Index (NDWI) |
| MODIS Terra (MOD11A2\(^b\)) | 1 km | 8-day | Daytime and Nighttime Land Surface Temperature (LST) |
| ESA CCI\(^c\) Microwave Soil Moisture v04.2 | 0.25 arc degree | Daily | Surface Soil Moisture (top 5 cm) |
| ALEXI\(^d\) model | 4 km | Daily | Evapotranspiration (ET) |
| GLDAS-v2.1 | 0.25 arc degree | 3 hourly | ET, Potential ET, Root Zone Soil Moisture, Water Stress\(^e\) |
| University of Idaho gridMET dataset | 4 km | 10 d | Palmer Drought Severity Index (PDSI) |
| SoilGrids250 m | 250 m | — | Soil Available Water Content, Organic Matter |
| Soil Properties and Class 100 m Grids United States | 100 m | — | Soil Nitrogen Content |
| NASS database | County | — | Crop progress, Harvest Area, Percentage of Harvest Area out of County Area, Percentage of Irrigated Area out of County Area, Last 5 year Yield Mean |

\(^a\)Bidirectional Reflectance Distribution Function (BRDF).
\(^b\)MODIS Aqua product (MYD11A2) was used when the Terra product was not available from 2001 to early 2002.
\(^c\)The ESA CCI soil moisture product (http://www.esa-soilmoisture-cci.org/node/139) merges surface soil moisture measures from various active and passive microwave observations, including ERS-1, ERS-2, SSM/I, TRMM TMI, and Aqua AMSR-E.
\(^d\)The ALEXI is an ET estimation model primarily driven by satellite remote sensing products. ALEXI mainly uses surface radiometric temperature sensed by geostationary satellites and Leaf Area Index (LAI) from MODIS.
\(^e\)Water stress was derived at the ratio of ET and Potential ET (PET).

2.3. Machine learning algorithms

We examined six machine learning algorithms including least absolute shrinkage and selection operator (LASSO) regression, Support Vector Regression (SVR), Random Forest (RF), eXtreme Gradient Boost (XGBoost), as well as two deep neural networks—LSTM and CNN. LASSO is a linear regression model that performs L1 regularization and variable selection in favor of simple and sparse models. SVR is a variant of the Support Vector Machine (SVM) that optimizes hyperplanes to separate training samples and uses kernels to incorporate non-linear relationships. Random forest is an ensemble machine learning algorithm that creates regression trees using subsets
of features and bootstrap samples. XGBoost is an algorithm that implements an optimized gradient boost technique over decision/regression trees (Chen and Guestrin 2016). Random forest and XGBoost are the most widely used machine learning algorithms in Geoscience and other areas (Anderson and Lucas 2018, Fernández-Delgado et al 2019, Hengl et al 2017; Shangguan et al 2017). LSTM network is a recurrent neural network (RNN) where a sequence of inputs is processed by nodes with directed connections (Lecun et al 2015). CNN is a specialized class of neural networks mostly used in image recognition. Figure S1 shows the LSTM and CNN architectures used in our analyses. Detailed descriptions of the models and parameterization can be found in table S2 and text S1.

2.4. Experiment settings and model evaluation
In exploratory analysis, we assessed the relationship between individual environmental variables and yield. The temporal dynamics of both Pearson’s ($r$) and Spearman’s ($r_s$) correlation coefficient was analyzed for sequential variables at an 8-day time interval as well as for non-sequential variables. The general trends of yield response to environmental variables were established using Multivariate Adaptive Regression (MARS) models with the year as a secondary predictor. The full dataset (2001–2016) was used for the exploratory analysis, while a separate assessment on the subset (2001–2006) involved only in the training sets showed similar results.

Based on the correlation analysis, we constructed three sets of environmental variables to build the feature space. A ‘Minimum (Min) set’ contains variables that are commonly used in previous yield prediction studies, including EVI, NDWI, daily average air temperature, average daily VPD, precipitation, daytime and nighttime LST, as well as the year and geographic coordinates to model spatiotemporal relationships. A ‘Good set’ extends the minimum set with variables that show a substantial correlation with yield (Section 3.1). These include ET, water stress, SMDI drought index, EDD, AWC, previous 5 year average yield, harvested and dented progress, etc. A third level—‘Full set’—includes all the variables. In addition, we tested the effect of temporal aggregations over sequential variables at 8-day, 16-day, or monthly time steps. These resulted in nine experimental levels based on three levels of variable selection and three time steps. These resulted in nine experimental levels over sequential variables at 8-day, 16-day, or monthly addition, we tested the effect of temporal aggregations with variables that show a substantial correlation with yield in summer consistent with previous findings (Lobell et al 2017). Heat stress variables, especially daytime LST, maximum VPD, and maximum daily air temperature in the last week of July are between yield and daytime LST, maximum VPD, and maximum daily air temperature, have strong negative correlations with yield during the whole growing season (p-value below 0.001) (figure S2). Based on their similarities in the temporal relationships with yield, variables are grouped into three categories (figure S3). The first group includes surface reflectance and VIs representing the amount of green foliage in the crop canopy. These variables possess strong correlations with yield during the whole growing season, especially in summer. The second group indicates crop heat stress, including air temperature, LST, and VPD. The last group is comprised of other variables that are associated with crop water stress, including ET, soil moisture, water stress index, and drought index SMDI. Besides, there are also high inter-correlations between variables within these groups (figure S4).

Overall, VIs (GCI, NDWI, EVI) and the NIR band from MODIS show the strongest signal (figure 1(a)). The correlation between yield and GCI/NDWI/NIR is between 0.72–0.74 from mid-July to mid-August, attributed to their high sensitivity to canopy green leaf volume, which directly contributes to grain growth. The negative correlations between NIR/VIs and yield (positive for the visible and SWIR bands) in April and May are consistent with previous studies (Johnson 2016) and related to the increasing trend of yield from low (earlier planting dates) to high latitudes (later planting dates). Heat stress variables, especially daytime LST, maximum and mean VPD, and maximum daily air temperature, have strong negative correlations with yield in summer consistent with previous findings (Lobell et al 2013). The correlation between yield and daytime LST, maximum VPD, and maximum air temperature in the last week of July are $-0.53, -0.47$, and $-0.41$, respectively. The superior performance of LST over air temperature agrees with previous studies, as canopy temperatures incorporate
the effect of soil water moisture and evaporative cooling, and are thus better indicators for heat stress and drought impact (Siebert et al 2014, Pede et al 2019). Among the variables related to water stress, ALEXI ET exhibits the highest correlation between mid-July and late-August ($r \sim 0.38-0.42$). Among the drought indices, SMDI based on CCI microwave surface soil moisture explain more yield variation than SPI and PDSI (maximum $r = 0.30$ vs. 0.28). But SMDI based on GLDAS root zone soil moisture shows only weak correlations with yield (maximum $r = 0.22$). Other variables, including nighttime LST, minimum VPD,
Figure 2. Comparison of county-level maize yield estimation (end-of-season) between different models and feature levels. (a) Average RMSE of yield estimation from 2007 to 2016 by different models and feature levels. The error bars refer to (mean ± standard deviation). (b) Average MAPE of yield estimation from 2007 to 2016 by different models and feature levels. Heatmaps for each model show MAPE of each feature levels. The number of features increase from the bottom left to the top right of the heatmaps. Refer to table S3 for the exact number of features.

potential ET, rainfall, and root zone soil moisture, show only weak correlations. Note that the correlation between rainfall and yield (maximum $r = 0.26$) is higher when rainfall is aggregated over a longer period (i.e. month) rather than 8-day (figure S5) since the effect of rainfall on yield is often cumulative.

Most non-sequential variables are highly correlated with yield (figure 1(b)). The previous five-year yield average has the highest correlation ($r = 0.67$) with yield, followed by the percentage of county area planted with maize and total harvested area. EDD negatively impacts yield with $r = -0.46$, stronger than the correlation with LST. The correlation between AWC and yield ($r = 0.23$) is also significant. Most crop progress variables show statistically significant correlations with yield. The dates of harvested and dented stage both exhibit high correlations with yield at $r \sim 0.24$–0.28, indicating that longer growing season favors crop yield (figure 1). The positive correlation between planting/emergence/silking and yield is a manifest of the relationship between yield and latitude (Long et al 2017) since we did not find any significant correlation when fixing the effect of latitude (figure S6).

A separate assessment using Spearman’s correlation coefficient, which considers non-linear relationships, shows similar results for both sequential and non-sequential variables (figure S7).

Figure 1(c) shows the yield response curves of selected variables by fixing the year in 2008 (full result in figure S8). Most variables exhibit expected behaviors. The response curve of rainfall suggests that both drought conditions and excessive rainfall are harmful to yield (Lobell et al 2014, Li et al 2019a). High maximum temperature of July harms yield, especially when it exceeds 33.5 °C. A linear reduction in yield is found with increasing extreme heat events (i.e. EDD). In addition, we also found increasing trends in the correlation between heat and water stress variables and yield since 2001 (figure S9), suggesting increasing sensitivity of yield to extreme drought and heat conditions (Hawkins et al 2013, Lobell et al 2014).

3.2. Comparison of machine learning models and features

All machine learning models show reasonable accuracy in predicting end-of-season county-level maize yield (figures 2, S10). Overall, Lasso has the lowest accuracy for all feature levels (figure S11; $p < 0.01$), with average RMSE (2007–2016) between 16.7 and 24 bu ac$^{-1}$ and a large year-to-year fluctuation. SVR performs better than Lasso but not as good as the other models. XGBoost has the best overall performance (figure S11; $p < 0.01$) and the smallest year-to-year variation. It achieves the highest accuracy with the Good set and 16-day aggregation: RMSE = 14.8 bu ac$^{-1}$, MAE = 11.4 bu ac$^{-1}$, and MAPE = 9%. The superiority of XGBoost over RF is attributed to the boosting technique that iteratively reduces bias and variance. In addition, XGBoost also runs significantly faster than SVR and RF given the same computing resources (table S4). Interestingly, we did not find any significant difference between the performance of deep neural networks and RF and SVM (figure S11). LSTM only marginally
Regression models were trained with XGBoost algorithm using three different feature sets: Min set, Good set, and Full set. Forecasts were made twice in a month with an early-month (E) and a late-month (L) estimates. (a) Yield estimation error (mean RMSE across 2007–2016) at different forecast time with different feature levels. The inset shows the difference in RMSE between Good/Full set and the Min set. (b) RMSE of maize yield estimation by county and different forecast time in U.S. Midwest using the Good set.

Figure 3. Within-season maize yield forecast error across U.S. Midwest. Regression models were trained with XGBoost algorithm using three different feature sets: Min set, Good set, and Full set. Forecasts were made twice in a month with an early-month (E) and a late-month (L) estimates. (a) Yield estimation error (mean RMSE across 2007–2016) at different forecast time with different feature levels. The inset shows the difference in RMSE between Good/Full set and the Min set. (b) RMSE of maize yield estimation by county and different forecast time in U.S. Midwest using the Good set.

outperforms RF and CNN (not statistically significant, figure S11), but it is not as good as XGBoost especially when a small number of features (monthly or Min set) was involved (figure 2). CNN and RNN are designed to capture specific patterns in structured data: CNN specializes in recognizing spatial locality in images and RNN in detecting sequential dependencies. However, the tabular style dataset used in this analysis has no spatial-related patterns for the convolutional kernels of CNN, although the sequential features might have favored LSTM, explaining its slightly better performance over CNN. This observation is consistent with previous studies (Wang et al 2017, Fernández-Delgado et al 2019, Zhang et al 2019).

The yield prediction accuracy using the Good and Full sets is significantly higher than that of the Min set across all models, while the difference between the Good and Full sets is minimal (figures 2, S11). Additional information contained in the Good/Full set, such as previous yield records, ET, soil moisture, EDD, soil properties, and crop progress reduces the MAPE by more than 1% for RF, XGBoost, CNN, LSTM and 2%–5% for Lasso and SVR (figure 2(b)). The performance of non-neural-network algorithms does not always improve as sequential features are aggregated at smaller time steps (figures 2(b), S11). For example, RF achieves the lowest accuracy using 8-day aggregated observations. While frequent observations contain more information during rapid growth periods, aggregation over a longer time period reduces random errors and the frequency of missing data. On the contrary, the accuracy of CNN and LSTM increases with smaller temporal aggregation steps and more variables (figure 2(b)), indicating the ability of these deep neural networks to work on large feature spaces. Nevertheless, there is not a significant overall effect of temporal aggregation frequency (figure S11).
Feature importance was evaluated using RF and XGBoost with the Full set and monthly aggregation. NDVI, GCI, and NIR reflectance in July and August were found to be the most important features for yield prediction (figure S12). Other important features include previous 5 year yield average, harvest area, percentage of irrigated area, potential ET, drought conditions (PDSI, SMDJ), June and July average VPD, as well as soil properties (organic matter content, available water content). XGBoost also leverages the information from crop progress data such as the time of emergence and silking. The feature importance rankings are different each year, as the controlling environmental factors of yield vary (figures S13, S14).

3.3. Within-season yield forecast
Within-season yield forecasting was evaluated using XGBoost, 16-day temporal aggregation of features, and three variable selection levels (figure 3). Using only information from March to May, the early June prediction achieves a reasonable estimation accuracy with 23.9 bu ac$^{-1}$ RMSE (16% MAPE) based on the Good or Full sets, attributed to the strong correlations between yield and MODIS reflectance and ALEXI ET from March and May (figure 3). As more information becomes available in the summer (June–August), the prediction accuracy gradually improves (figure 3(a)). Again, there is not a significant difference in the performance between the Good and Full sets. In addition, we tested a remote sensing Evaporative Stress Index (ESI), defined as the climatological anomalies in the ratio between actual ET and potential ET (Anderson et al 2007, 2011b). Compared to other ET related variables, such as ALEXI ET and GLDAS water stress, ESI shows a higher correlation with yield early in the season (i.e. before June) (figure S15). However, adding ESI to the Good sets does not significantly improve the within-season yield forecasting (figure S15).

The evolution of the forecasting accuracy during the growing season has significant spatiotemporal patterns (figures 3(b), S16,S17). The benefit of summer information is the most pronounced in southern states, such as Kansas, Missouri, southern Illinois, and Indiana (figures 3(b), S16). The prediction accuracy is higher in northern states, including North Dakota, Minnesota, Wisconsin, Iowa, and Michigan (figure 3(b)), where more than half of the counties could achieve RMSE below 10 bu ac$^{-1}$ by early September. While almost all the years see a decrease of RMSE from June to August, the decline is especially dramatic in 2012, when a summer drought significantly depressed yields (Grigg 2014) (figure S17). As a result, early-season forecasting in 2012 is inefficient with a significant overestimation of yield (figure S18). Although the yield forecast skill increases when late June and July data are provided, the late-season prediction accuracy of 2012 is still much lower compared to other years, especially for counties with significant irrigation presence (figure S18). This indicates that the data-driven models might not extrapolate well to unseen climatic conditions, and thus could lead to undermined performance.

The within-season yield forecasts produced by the Good set was further compared to that of the USDA WASDE estimates at national level. XGBoost significantly outperforms that of the WASDE in the early season (June and July) by 2 to 2.5 bu ac$^{-1}$ in RMSE, especially in extreme years such as 2012 (figure S19). XGBoost results are comparative to WASDE in August, and only slightly worse in September. Note that starting from August, the WASDE was primarily driven by surveys consisting of growers’ assessment and field measurements, and thus became much more accurate.

4. Conclusion
This study analyzed the performance of data-driven methods for seasonal crop yield estimation using an extensive set of environmental variables and six machine learning models. Almost all variables possess significant correlations with yield from March to October, with the strongest being surface reflectance, VIS, daytime LST, VPD, and ALEXI ET. The profound signals in surface reflectance and ALEXI ET during March to May contribute to the reasonably high accuracy of county-level yield forecasting in June—4 months before harvest. The national-level forecasts outperform that of the USDA WASDE reports in the early season (June and July).

The XGBoost model outperforms other algorithms both in accuracy and stability, while deep neural networks such as CNN and LSTM are not advantageous, especially for datasets involving small feature space. The XGBoost also computationally scales better than RF and SVM given the same workload. Using Lasso and commonly used monthly observations (climatic, LST, and VIS) (min set) as the baseline, we found that including variables about environmental stresses and phenology reduces the percentage error by 2.8% (Full set); using stronger estimators sees an error reduction of 1.6% (SVR) to 3.8% (XGBoost). Combining ‘more estimators’, ‘better variables’, and ‘appropriate temporal frequency’ results in an improvement of accuracy up to 5% (XGBoost, 16-day).

These results contribute to a comprehensive understanding of the response of maize yield to various environmental variables and the comparative performance of seasonal crop yield forecasts across
different types of machine learning algorithms, different predictor variables, and different temporal aggregation steps. All the data inputs are freely accessible to the public. Further improvement of the yield prediction modeling could benefit from more explicit information about crop type and irrigation practices, seasonal climate prediction data and ensemble stacking techniques.
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