ON THE COMPATIBLE SETS EXPANSION OF THE TUTTE POLYNOMIAL
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Abstract. Kochol [6] gave a new expansion formula for the Tutte polynomial of a matroid using the notion of compatible sets, and asked how this expansion relates to the internal-external activities formula. Here, we provide an answer, which is obtained as a special case of a generalized version of the expansion formula to Las Vergnas’s trivariate Tutte polynomials of matroid perspectives [10]. The same generalization to matroid perspectives and bijection with activities have been independently proven by Kochol in [5] and [7] in parallel with this work, but using different methods. Kochol proves both results recursively using the contraction-deletion relations, whereas we give a more direct proof of the bijection and use that to deduce the compatible sets expansion formula from Las Vergnas’s activities expansion.
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1. Introduction

Let $M = (E, B)$ be a matroid on a finite ground set $E$ with $B$ the set of bases. Let $r(M)$ be the rank of $M$ and $r_M(X)$ the rank in $M$ of a subset $X \subseteq E$. Let $M^*$ be the dual matroid and $r^*$ its rank function. For the fundamentals of matroid theory, we point to Oxley [8] or Welsh [13].

Introducing for graphs by Tutte [9] and generalized to matroids by Crapo [1], the Tutte polynomial admits several equivalent descriptions. Let us recall its definition in terms of internal-external activities:

Definition 1. Given a matroid $M$ on ground set $E$ with a total ordering $<$ on $E$, and an arbitrary subset $X \subseteq E$, the set of internally active elements of $M$ with respect to $X$ is

$$\text{Int}_M(X) := \{ e \in X : (E \setminus X) \cup e \text{ contains an } M^*\text{-circuit with } e \text{ as its minimal element} \},$$

and the set of externally active elements is

$$\text{Ext}_M(X) := \{ e \in E \setminus X : X \cup e \text{ contains an } M\text{-circuit with } e \text{ as its minimal element} \}.$$

Definition 2 (Crapo [1]). The Tutte polynomial for a matroid $M = (E, B)$ is given by

$$T_M(x, y) = \sum_{B \in B} x^{|\text{Int}_M(B)|} y^{|\text{Ext}_M(B)|}.$$ 

Kochol [6] gave a new expansion of Tutte polynomials using the notion of compatible sets:

Definition 3 (Kochol [6]). Let $M$ be a matroid on ground set $E$ with total ordering $<$. Then a set $X \subseteq E$ is $(M, <)$-compatible if there is no $M$-circuit $C$ with $X \cap C = \{ \min(C) \}$. The set $D(M, <)$ is

$$D(M, <) := \{ X \subseteq E : X \text{ is } (M^*, <)\text{-compatible and } E \setminus X \text{ is } (M, <)\text{-compatible} \}.$$

Theorem 4 (Kochol [6]). The Tutte polynomial $T_M(x, y)$ for a matroid $M = (E, B)$ is given by

$$T_M(x, y) = \sum_{X \in D(M, <)} x^{r(M/X)} y^{r^*(M/X)}.$$ 

Kochol originally proved this using the contraction-deletion property of the Tutte polynomial [6], but asked whether there is a direct proof using the internal-external activities formula. Here, we answer this question in the more general context of Tutte polynomials of matroid perspectives:

Definition 5. A pair $(M, M')$ of matroids on a common ground set $E$ is a matroid perspective (also called a morphism of matroids) if every circuit of $M$ is a union of circuits of $M'$.
**Example 6.** For graphical matroids, one can obtain a matroid perspective by identifying some of the vertices of the graph with each other (see Figure 1), and for general realizable matroids, one can obtain a matroid perspective from a linear map.

Las Vergnas introduced the following trivariate Tutte polynomial of a matroid perspective in [10] and further studied its properties in [12] and [13]. It admits several different descriptions, just like the Tutte polynomial of a matroid. (See [3] and [2] for more on the Tutte polynomial of matroid perspectives and related generalizations of the Tutte polynomial.) We focus here on the description in terms of internal-external activities:

**Theorem 7** (Las Vergnas [10]). For a matroid perspective \((M, M')\) on ground set \(E\) with total ordering \(<\), the trivariate Tutte polynomial is given by

\[
T_{M, M'}(x, y, z) = \sum_{B \text{ independent in } M, \text{ spanning in } M'} x^{\mid \text{Int}_{M'}(B)\mid} y^{\mid \text{Ext}_{M}(B)\mid} z^{r(M) - r(M') - (r_M(B) - r_{M'}(B))}.
\]

Note that when \(M = M'\), one recovers the internal-external activities formula from Definition 2.

**Remark 1.** Trivariate Tutte polynomials can also be defined for a general pair of matroids \(M\) and \(M'\) (see [4]), but in general this polynomial does not have all positive coefficients or a known internal-external activities expansion.

Kochol’s notion of compatible sets can be extended to matroid perspectives as follows:

**Definition 8** (Kochol [5]). Given a matroid perspective \((M, M')\) on ground set \(E\) with total ordering \(<\), define

\[
D(M, M', <) = \{X \subseteq E : X is ((M')^*, <)-compatible and \ E\backslash X is (M, <)-compatible\}.
\]

Note that when \(M = M'\), one recovers that \(D(M, M', <) = D(M, <)\). Our main theorem (independently proven by Kochol in [7] using the contraction-deletion relations) gives a bijection between internal-external activities of matroid perspectives and compatible subsets. To state it, we recall the notion of minimal bases (see [3]): A total order \(<\) on the ground set of a matroid \(M\) induces a total lexicographic order on its bases. Denote by \(B_{\min}(M)\) the minimal basis of \(M\) under this ordering. Then our main result is as follows:

**Theorem 9** (independently proven by Kochol in [7]). Suppose \((M, M')\) is a matroid perspective on ground set \(E\) with total ordering \(<\). Then there is a bijection

\[
\{B \text{ independent in } M, \text{ spanning in } M'\} \leftrightarrow D(M, M', <),
\]

given by

\[
f(B) := B \backslash \text{Int}_{M'}(B) \cup \text{Ext}_{M}(B),
\]

with inverse mapping

\[
g(X) := X \backslash \text{B}_{\min}(\text{X}) \cup \text{B}_{\min}(M' \text{X}).
\]

The reader may consult Example 12 illustrating Theorem 9.

**Remark 2.** It was proven by Las Vergnas in [11] (with a missing detail completed by Gioan in [3]) that for a matroid perspective \((M, M')\) with ground set \(E\), the Boolean intervals \([B \\text{Int}_{M'}(B), B \cup \text{Ext}_{M}(B)]\) partition \(2^E\) (where \(B\) ranges over sets that are independent in \(M\) and spanning in \(M')\). The set \(B\) is a special representative of its corresponding interval, and the bijection in Theorem 9 can be thought of as associating to \(B\) and to its interval another special representative \(f(B)\) of the same interval. Thus, this bijection preserves the interpretation of these intervals in terms of bases and a corresponding interpretation in terms of compatible sets.

We obtain as a corollary the following compatible sets expansion of the Tutte polynomial of a matroid perspective, which matches Kochol’s formula from [5] and reduces to Kochol’s original formula from [6] for the case \(M = M'\):

**Corollary 10** (Kochol [5]). For a matroid perspective \((M, M')\), the Tutte polynomial can be expressed as

\[
T_{M, M'}(x, y, z) = \sum_{X \in D(M, M', <)} x^{r(M'/X)} y^{r(M)/(M') \cup X} z^{r(M) - r(M') - (r_M(X) - r_{M'}(X))}.
\]
In addition to the special case $M = M'$, one can also consider the special case where $M' = 0$ is the uniform matroid of rank 0. In that case, it follows from the convolution formula for the Las Vergnas Tutte polynomial that $T_{M,0}(x, y, z) = T_M(z + 1, y)$ (see [10]). Thus, setting $z = x - 1$ gives the following alternate compatible sets expansion of the ordinary Tutte polynomial as a special case of Corollary [10]

**Corollary 11.** The ordinary Tutte polynomial has the compatible sets expansion

$$T_M(x, y) = \sum_{X \text{ s.t. } E \setminus X \text{ is } (M, <)-\text{compatible}} (x - 1)^{r(M/X)} y^{r(M'/X)}.$$

This follows from Corollary [10] because if $M' = 0$, then there are no $(M')^*$ circuits and therefore all sets $X$ are $((M')^*, <)$-compatible, and also $r(M'/X) = 0$ for every $X$, so all the powers of $x$ are 0, while the powers of $z = x - 1$ are $r(M) - r_M(X) = r(M/X)$.

The proofs of Theorem [9] and Corollary [10] will be given in Section 2. We finish this section with an example of the bijection in Theorem [9].

**Example 12.** Let $M$ and $M'$ be the two graphical matroids shown in Figure [1] so $E = \{1, 2, 3, 4, 5\}$, $r(M) = 3$, $r(M') = 2$, and $M'$ is formed by identifying two vertices of $M$ with each other. The dual matroid $(M')^*$ is also shown, since it is used for computing internal activities.

![Figure 1](image)

**Figure 1.** Sample graphical matroid perspective $(M, M')$ used in Example [12] along with $(M')^*$.

Figure [1] lists the sets $B$ which are independent in $M$ and spanning in $M'$ along with the corresponding internal and external activities, compatible sets $X$, and Tutte polynomial terms. We find from the table that the Tutte polynomial in this case is given by

$$T_{M,M'}(x, y, z) = x^2 z + x^2 + y^2 + xy + 2xz + yz + 2x + 2y + z + 1.$$

| $B$     | Int$_M(B)$ | Ext$_M(B)$ | $X$  | Term   |
|---------|------------|------------|------|--------|
| $\{2, 4\}$ | $\{2, 4\}$ | $\emptyset$ | $\emptyset$ | $x^2 z$ |
| $\{2, 5\}$ | $\{2\}$   | $\emptyset$ | $\{5\}$  | $xz$    |
| $\{3, 4\}$ | $\{4\}$   | $\emptyset$ | $\{3\}$  | $xz$    |
| $\{3, 5\}$ | $\emptyset$ | $\emptyset$ | $\{3, 5\}$ | $z$     |
| $\{4, 5\}$ | $\emptyset$ | $\{3\}$   | $\{3, 4, 5\}$ | $yz$    |
| $\{1, 2, 4\}$ | $\{2, 4\}$ | $\emptyset$ | $\{1\}$  | $x^2$   |
| $\{1, 2, 5\}$ | $\{2\}$   | $\emptyset$ | $\{1, 5\}$ | $x$     |
| $\{1, 3, 4\}$ | $\{4\}$   | $\emptyset$ | $\{1, 3\}$ | $x$     |
| $\{1, 3, 5\}$ | $\emptyset$ | $\emptyset$ | $\{1, 3, 5\}$ | $1$     |
| $\{1, 4, 5\}$ | $\emptyset$ | $\{3\}$   | $\{1, 3, 4, 5\}$ | $y$     |
| $\{2, 3, 4\}$ | $\{4\}$   | $\{1\}$   | $\{1, 2, 3\}$ | $xy$    |
| $\{2, 3, 5\}$ | $\emptyset$ | $\{1\}$   | $\{1, 2, 3, 5\}$ | $y$     |
| $\{2, 4, 5\}$ | $\emptyset$ | $\{1, 3\}$ | $\{1, 2, 3, 4, 5\}$ | $y^2$   |

**Table 1.** Table illustrating Theorem [9] for the matroid perspective in Figure [1].
As an example of how to compute one of the rows, consider \( B = \{2,3,4\} \). To compute \( \text{Ext}_M(B) \), we determine for each \( e \notin B \) whether \( e \) is the minimal element of some circuit in \( B \cup e \). If \( e = 1 \), we get the circuit \{1,2,3\}, in which 1 is the minimal element, so 1 is externally active, but if \( e = 5 \), we get the circuit \{3,4,5\}, in which 5 is not the minimal element, so 5 is not externally active. Thus, \( \text{Ext}_M(B) = \{1\} \). Similarly, for \( \text{Int}_M(B) \), we consider the set \( E \setminus B = \{1,5\} \) in the matroid \( (M')^* \), and determine whether each \( e \in B \) is the minimal element of some \( (M')^* \) circuit in \( E \setminus B \cup e \). For \( e = 2 \) and \( e = 3 \), no \( (M')^* \)-circuits are created by adding them to the set \{1,5\}, so they are not internally active, but for \( e = 4 \), the circuit \{4,5\} is created, which does have 4 as its minimal element. Thus, \( \text{Int}_M(B) = \{4\} \). It follows that the corresponding set \( X \) is

\[
X = \{2,3,4\} \setminus \{4\} \cup \{1\} = \{1,2,3\},
\]

and that the corresponding Tutte polynomial term is \( xy \). One can verify that this set \( X \) is indeed in \( \mathcal{D}(M, M', <) \), because no \( (M')^* \)-circuit intersects \( \{1,2,3\} \) only at the minimal element of the circuit, and no \( M \)-circuit intersects its complement \( \{4,5\} \) only at the minimal element of the circuit. The remaining rows of the table can be checked similarly.

2. Proof of the bijection and the expansion formula

We will break the proof of Theorem \[9\] into the following four claims:

Claim 1. If \( B \) is independent in \( M \) and spanning in \( M' \), then \( X = f(B) \in \mathcal{D}(M, M', <) \).

Claim 2. If \( X \in \mathcal{D}(M, M', <) \), then \( B = g(X) \) is independent in \( M \) and spanning in \( M' \).

Claim 3. If \( B \) is independent in \( M \) and spanning in \( M' \), then \( g(f(B)) = B \).

Claim 4. If \( X \in \mathcal{D}(M, M', <) \), then \( f(g(X)) = X \).

Each claim consists of two parts which are analogous by duality, since \((M')^*, M^*\) is a matroid perspective if \((M, M')\) is, and since being internally active and being externally active are dual notions.

Claim 1. If \( B \) is independent in \( M \) and spanning in \( M' \), then \( X = f(B) \in \mathcal{D}(M, M', <) \).

Proof. We will show that \( E \setminus X \) is \((M', <)\)-compatible, and the proof that \( X \) is \(((M')^*, <)\)-compatible is analogous by duality. Suppose for contradiction there is an \( M \)-circuit \( C \) such that

\[
C \cap (E \setminus X) = \{\min(C)\} = \{e\}.
\]

We will reduce to the case where \( C \) contains only elements of \( B \), except possibly \( e \). If there is some \( e' \in C \cap (E \setminus B) \) with \( e' \neq e \), then \( e' \in X \setminus B = \text{Ext}_M(B) \), so there is an \( M \)-circuit \( C' \subseteq B \cup e' \) with \( e' = \min(C') \). Since \( e < e' \), \( e \notin C' \), so by the strong circuit elimination axiom, there is an \( M \)-circuit

\[
C'' \subseteq (C \cup C') - e'
\]

containing \( e \). Since all elements of \( C' \) besides \( e' \) are in \( B \), \( C'' \) contains strictly fewer of \( E \setminus B \) than \( C \) does, and it still has \( e \) as its minimal element.

Thus, we can repeatedly apply the strong circuit elimination axiom in the same manner to eventually get a circuit with \( e \) as its minimal element and all other elements in \( B \). But this means \( e \in \text{Ext}_M(B) \), which is impossible since we assumed \( e \notin X \). This gives a contradiction, so \( E \setminus X \) must be \((M', <)\)-compatible, and by an analogous argument, \( X \) is \(((M')^*, <)\)-compatible, so \( X \in \mathcal{D}(M, M', <) \).

Claim 2. If \( X \in \mathcal{D}(M, M', <) \), then \( B = g(X) \) is independent in \( M \) and spanning in \( M' \).

Proof. Note that \( M = M|X \oplus M/X \), so if we take the union of a basis of \( M|X \) and a basis of \( M/X \), we get a basis of \( M \). Now \( X \setminus \text{B}_{\min}(M|X)^* \) is a basis for \( M|X \), and \( \text{B}_{\min}(M'/X) \) is an independent set in \( M/X \) (since it contains no \((M'/X)^*\)-circuit and therefore no \((M/X)^*\)-circuit), so it is a subset of a basis of \( M/X \). It follows that \( g(X) \) is a subset of a basis of \( M \) and is therefore independent in \( M \), and the proof that it is spanning in \( M' \) is analogous by duality.

Claim 3. If \( B \) is independent in \( M \) and spanning in \( M' \), then \( g(f(B)) = B \).
Proof. Let $X = f(B)$. We wish to show that

$$\text{Ext}_M(B) = B_{\min}((M|X)^*_C), \quad \text{Int}_{M'}(B) = B_{\min}(M'/X).$$

We will prove the first statement, and the second is analogous by duality.

First we claim that $\text{Ext}_M(B)$ is a basis of $(M|X)^*_C$. Since $X\setminus \text{Ext}_M(B) = B\setminus \text{Int}_{M'}(B)$ is a subset of $B$ and is therefore independent in $M|X$, $\text{Ext}_M(B)$ spans $(M|X)^*_C$. It remains to show that $\text{Ext}_M(B)$ is independent in $(M|X)^*$.

If not, then $\text{Ext}_M(B)$ is also not independent in $M^*$, so $E\setminus \text{Ext}_M(B)$ (which contains $B$) is not spanning in $M$. Thus, there is no way to extend $B$ to a basis of $M$ except by including an element of $\text{Ext}_M(B)$, which is a contradiction, since for every $e \in \text{Ext}_M(B)$, $B \cup e$ contains an $M$-circuit. It follows that $\text{Ext}_M(B)$ is both independent and spanning in $(M|X)^*$, so it must be a basis.

To see that it is minimal, suppose for contradiction $\text{Ext}_M(B) \neq B_{\min}((M|X)^*_C)$, and let

$$B' = B_{\min}((M|X)^*_C), \quad e = \min(B'\setminus \text{Ext}_M(B)),$$

so $e \in B$ since $e \in X\setminus \text{Ext}_M(B)$, and $e$ is smaller than all elements of $\text{Ext}_M(B)\setminus B'$ since $B'$ is a smaller basis than $\text{Ext}_M(B)$. Since $X\setminus B'$ is a basis of $M|X$, $X\setminus B' \cup e$ contains a unique $M$-circuit $C$, which must also contain some $e' \in X\setminus B = \text{Ext}_M(B)$, since not all its elements can be in $B$. Thus, there is an $M$-circuit $C'$ in $B \cup e'$ which has $e'$ as its minimal element. Then $e \notin C'$ because $e < e'$, so by the strong circuit elimination axiom there is an $M$-circuit

$$C'' \subseteq (C \cup C') - e'$$

containing $e$, which therefore contains strictly fewer elements of $X \setminus B$ than $C$ does, since all other elements of $C'$ are in $B$. Applying this repeatedly, we get an $M$-circuit contained entirely in $B$, which is impossible since $B$ is a basis set. It follows that $\text{Ext}_M(B) = B_{\min}((M|X)^*_C)$, and we can analogously show that $\text{Int}_{M'}(B) = B_{\min}(M'/X)$, thus $g(X) = B$.

Claim 4. If $X \in D(M, M', <)$, then $f(g(X)) = X$.

Proof. Let $B = g(X)$, and let

$$B' = B_{\min}((M|X)^*_C), \quad B'' = B_{\min}(M'/X),$$

so $B = X\setminus B' \cup B''$. We will show that $B' = \text{Ext}_M(B)$, and the proof that $B'' = \text{Int}_{M'}(B)$ is analogous.

First we claim that $B' \subseteq \text{Ext}_M(B)$. If not, let

$$e = \min(B'\setminus \text{Ext}_M(B)).$$

Then since $e \in B'$ and $X\setminus B'$ is a basis for $M|X$, $X\setminus B' \cup e$ contains a unique $M$-circuit $C$, and $X\setminus B' \subseteq C$, so $C$ is also the only $M$-circuit in $B \cup e$. Since $e \notin \text{Ext}_M(B)$, there is some $e' < e$ in $C$. Then $X\setminus B' - e' \cup e$ does not contain an $M$-circuit, so it is a basis of $M|X$, which means its complement in $X$, $B' - e' \cup e'$, is a basis of $(M|X)^*_C$, contradicting the minimality of $B'$. It follows that $B' \subseteq \text{Ext}_M(B)$.

Second, we claim that $\text{Ext}_M(B) \subseteq B'$. We know $\text{Ext}_M(B)$ is an independent set in $M^*$ by the same argument as in the proof of Claim 3, so it suffices to show that $\text{Ext}_M(B) \subseteq X$. If not, suppose

$$e \in \text{Ext}_M(B) \setminus X,$$

so $e$ is the minimal element of the unique $M$-circuit $C \subseteq B \cup e$. Then all other elements of $C$ are in $B \subseteq X\setminus B''$. If they are all in $X$, then $C$ is an $M$-circuit intersecting $E \setminus X$ only at its minimal element, contradiction compatibility. Thus, there is some $e' \in C \cap B''$. By an analogous argument to above, $B'' \subseteq \text{Int}_{M'}(B)$, so $e' \in \text{Int}_{M'}(B)$. Then $B - e' \cup e$ is an independent set in $M$ because it does not contain $C$, so its complement

$$E\setminus (B - e' \cup e) = E\setminus B \cup e' - e$$

is spanning in $M^*$. But $B \cup e$ is not independent in $M$, so $E\setminus B - e$ is not spanning in $M^*$ and thus must have corank 1, meaning the flat $E\setminus B - e$ is an $M^*$-hyperplane not containing $e'$. Since $e'$ is internally active in $M'$, it is the minimal element of the unique $(M')^*$-circuit $C' \subseteq E\setminus B \cup e'$, so $e \notin C'$ because $e > e'$. Any $(M')^*$-circuit is a union of $M^*$-circuits since $(M')^* \subseteq M^*$ is a matroid perspective, so there must be some $M^*$-circuit $C'' \subseteq E\setminus B \cup e' - e$ containing $e'$. But then

$$|C''\setminus (E\setminus B - e)| = 1,$$

which is impossible since $C''$ is a circuit and $E\setminus B - e$ is a hyperplane. This gives a contradiction, so we must have $\text{Ext}_M(B) \subseteq X$ and therefore $\text{Ext}_M(B) \subseteq B'$. Thus, $B' = \text{Ext}_M(B)$, and similarly $B'' = \text{Int}_{M'}(B)$, so $f(B) = X$.\qed
Putting these claims together, we conclude that $f$ and $g$ are inverses, so the proof of Theorem 9 is complete. We now prove the expansion formula:

**Proof of Corollary 10.** It follows from Theorem 9 that the terms in Las Vergnas’s formula (Theorem 7) are in bijection with the terms of our compatible sets expansion (Corollary 10), and that if $B$ corresponds to $X$ under this bijection, then

$$B \setminus X = \text{Int}_{M'}(B) = B_{\min}(M'/X), \quad X \setminus B = \text{Ext}_M(B) = B_{\min}((M|X)^*).$$

It follows from this that

$$|\text{Int}_{M'}(B)| = r(M'/X), \quad |\text{Ext}_M(B)| = r((M|X)^*),$$

which shows that the powers of $x$ and $y$ match in corresponding terms. Thus, it remains to show that the powers of $z$ are also the same, which is equivalent to saying that

$$r_M(B) - r_{M'}(B) = r_M(X) - r_{M'}(X).$$

Since $B$ is independent in $M$ and spanning in $M'$,

$$r_M(B) = |B|, \quad r_{M'}(B) = r(M') \implies r_M(B) - r_{M'}(B) = |B| - r(M').$$

Since $\text{Int}_{M'}(B)$ is a basis for $M'/X$, we get

$$r_{M'}(X) = r(M') - r(M'/X) = r(M') - |\text{Int}_{M'}(B)|,$$

and since $\text{Ext}_M(B)$ is a basis for $(M|X)^*$,

$$r_M(X) = |X| - r((M|X)^*) = |X| - |\text{Ext}_M(B)| = |B| - |\text{Int}_M(B)|.$$

Subtracting these implies that the powers of $z$ are the same in both cases and completes the proof. \qed

We can now recover Kochol’s original formula (Theorem 4) as the special case $M = M'$, and Corollary 11 as the special case $M = 0$.
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