Improved accuracy of short-distance measurement of water flow velocity using Pulse Boundary Model
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ABSTRACT

Salt tracer is one of the widely used shallow water velocity measurement methods. The Pulse Boundary Model method produces low velocity at short distances from the salt injection position. This study proposes a two-step approach to accurately estimate the flow velocity. Experiments were carried out under three flow rates of 12, 24, and 48 L min⁻¹ and three slope gradients of 4, 8, and 12° at six measurement positions of 0.05, 0.3, 0.6, 0.9, 1.2, and 1.5 m from the solute injection positions. The new method obtains peak velocities that are 0.999 times those of the centroid velocities, indicating that either centroid or peak time can be equally used to measure flow velocity. The new method significantly improves measurement accuracy of flow velocity at short distances, as indicated by the almost equal measured velocities at all locations as those measured at longer distances. Velocities measured by the new method were significantly higher than those measured by the Pulse Boundary Model method or the centroid velocities measured by the traditional salt tracer method. In addition, the centroid and the peak velocities obtained by the new method correlates well to those by the traditional volumetric method. The velocities measured by the volumetric method were 0.79 (centroid velocity) and 0.78 (peak velocity) times of those estimated by the new and improved method. The results show that new and improved method provides an accurate and efficient approach in measuring shallow water flow velocity at short distances.

1. INTRODUCTION

The velocity of overland flow is one of the most important parameters in predicting soil erosion and non-point source pollution. This factor is the key to understand the complicated mechanism of soil erosion and has long been a focus of concern in developing and improving process-based erosion prediction models. Thus, the accurate measurement of shallow water flow velocity is of interest in both laboratory and field conditions.

Water flow along the soil slope commonly has a depth of mm or cm. The velocity of this shallow water flow is influenced by many factors under specific circumstances. The existing measurement for flow velocity include tracers of dye, salt, and thermal (Bresler 1973; Luk and Merz 1992; Lei et al. 2010; Zhang et al. 2010; Abrantes et al. 2018), volumetric, hot film, Particle Image Velocimetry (PIV), photoelectric sensor, and conductance sensor methods (Bruun 1996; Li et al. 1997; Hyun et al. 2003; Giménez et al. 2004; Liu et al. 2007, 2008). However, most of these measurements are for the velocity of open-channel flow. Among these different methods, the dye and salt tracers are low-cost and easy to operate while the others are high in cost, not suitable for the measurement of shallow flow velocity, or not environmentally friendly, such as the radioisotope tracer method.

The traditional dye tracer method is widely used to measure velocities of flow water. However, the velocities need to be re-calibrated or corrected with different factors,
such as correction coefficients from 0.365 to 0.825 (Horton et al. 1934; Emmett 1970; Dunkerley 2001; Myers 2002; Zhang et al. 2010). The calibration parameters are related to the flow velocity, diffusion dispersion coefficient, and the sediment content in the flow (Planchon et al. 2005), and the value of 0.67 was widely used (Rouhipour et al. 1999; Pan and Shangguan 2006). In addition, the dye tracer method needs a relatively long distance for measurement because dye diffusion and systematic error may cause considerable error at very short distances. However, with the development of photology, greater accuracy can be attained by using infrared video (Abrantes et al. 2018).

The salt tracer method has been used to measure shallow water flow velocities for many years. Along with different mathematical models (Lei et al. 2005, 2010; Shi et al. 2012), the traditional salt tracer method can estimate flow velocity by measuring the conductivity using electric sensors (Li et al. 1996; Chang et al. 2015). The distance of salt injection to the tracer sensor is divided by the corresponding identified peak detection time, leading edge detection time, or the calculated centroid time from the pulse tracer curve. Thus, not all measured data contribute to the velocity calculation but rather only the time to peak concentration, leading edge, or the centroid of the tracer curve are considered. However, the time of peak concentration or leading edge is difficult to determine when the measured curve quality is poor, which indicates an irregular or missing peak, or unclarity of leading edge due to electronic noise or unsteady water flow.

For the mathematical methods, the Pulse Boundary Model proposed by Lei et al. (2005) is based on the instant injection of electrolyte solution, which is considered as a pulse function. The boundary condition needs to obtain the analytical solution of the one-dimensional convection dispersion equation under steady water flow. By fitting this solution into the experimentally measured solute transport process data, the average velocity can be determined. Results calculated by the Pulse Boundary Model turns out to be lower than the real velocity (Lei et al. 2010) because the solute injection is never actually instantaneous but rather always takes a certain period of time, often longer than 0.6 s. Therefore, the pulse boundary is merely a mathematical approximation of the real velocity. In addition, this error is even higher when the measured distance from the salt injection point is short, which requires a relatively long duration for the salt injection. For instance, the flow velocity of 1 m s⁻¹ with a measurement distance shorter than 1 m from the salt injection point results in a measurement error of approximately 60%. However, the Pulse Boundary Model can present an excellent model fit to the measured data. This indicates that the model simulation data followed the peak position and the rising and falling trends of the resulting curves. Thus, the peak detection time can be effectively detected.

In this study, a combined method for estimating shallow flow velocity is proposed to take advantage of the excellent fit of the Pulse Boundary Model by Lei et al. (2005) and the simple calculation of the traditional salt tracer method. The specific purposes of this study are: (1) to outline the procedures for the combination of the Pulse Boundary Model and traditional salt tracer methods; (2) to estimate the velocity with the experimental data using the new and improved method; (3) to validate the method results by comparing the measured velocities with those obtained by the volumetric method; and (4) to estimate the relative errors of Pulse Boundary Model at different positions under the experimental conditions.

2. Model Development
2.1 Theoretical Background
2.1.1 Velocity Estimated by the Traditional Salt Tracer Method

For a finite travel distance, soil infiltration and adsorption of salt can be ignored. According to the classic mechanical principle, the centroid velocity of salt pulse is consistent with the water flow velocity (Elder 1959). Thus, for the traditional salt tracer method, the flow velocity is estimated by measuring the conductivity, which represents the processes of solute transport. The peak time \( t_p \), leading edge time \( t_e \), and the centroid time \( t_c \) (Fig. 1) of the tracer curve at a sampling station downslope are obtained. The travel distance is then divided by the time to reach the peak velocity \( u_p \), leading edge velocity \( u_e \), and the centroid velocity \( u_c \), and this can be identified from the tracer curves, while \( t_c \) involves further computations. Peak velocity, centroid velocity, and centroid time can be calculated using Eqs. (1) to (3).

\[
\begin{align*}
    u_p &= \frac{L_n}{t_p} \\
    u_e &= \frac{L_n}{t_e} \\
    t_c &= \frac{\sum C_{ni} t_{ni}}{\sum C_{ni}}
\end{align*}
\]

where \( n \) is the sensor sequence number (Fig. 1), \( n = 1 \sim 6 \); \( L_n \) is the distance from the solute injection position to the \( n \)th sensor; \( t_p \) (s) is the peak detection time of tracer curves; \( t_e \) (s) is the ending edge detection time of the pulse tracer curve; \( t_{ni} \) (s) is the time corresponding to a certain data point of the \( n \)th sensor; and \( C_{ni} \) is the conductivity corresponding to a certain data point of the \( n \)th sensor.
2.1.2 Velocity Estimated by the Pulse Boundary Model Method

Salt solution is transported in water flow through both convection and dispersion mechanisms. Many factors influence this transportation process, such as flow rate, flow velocity, and water quality. A shallow water flow, which is generally in cm, can reasonably be assumed as a steady flow and can be treated as one-dimensional along the stream line. The convectional and dispersion of salt (chemical) in a steady water flow is defined by Fick’s law and the mass conservation law, given by the differential equation for the one-dimensional solute transport as:

\[
\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} = \frac{\partial}{\partial x} \left( D_H \frac{\partial C}{\partial x} \right)
\]  

(4)

where \( C \) is the solute concentration, kg \( \cdot m^{-3} \), a function of distance \( x \) and time \( t \), proportional to the electrical conductivity of the solution; \( x \) (m) is the coordinate along the slope; \( u \) (m/s) is flow velocity; \( t \) (s) is time; and \( D_H \) (m\(^2\) s\(^{-1}\)) is the hydrodynamic dispersion coefficient.

If the upper boundary condition is assumed to be a pulse, then the initial and boundary conditions for Eq. (4) are given as:

\[
C(x, t) = C_0 \delta(t) \quad x = 0
\]  

(5a)

\[
C(x, t) = 0 \quad x = \infty
\]  

(5b)

\[
C(x, t) = 0 \quad t = 0
\]  

(5c)

The solution to Eq. (4) as a time-dependent function is given by Lei et al. (2005) as:

\[
C(x, t) = C_0 \frac{x}{2 \sqrt{\pi} D_H t} \exp \left\{ -\frac{(x - ut)^2}{4D_H t} \right\}
\]  

(6)

The experimentally obtained data are fitted with Eq. (6), based on the least squares method (Lei et al. 2005), to produce the flow velocity, \( u \), and the hydrodynamic dispersion coefficient, \( D_H \).

2.1.3 Relationship Between the Traditional Salt Tracer and Pulse Boundary Model Methods

As concluded above, the centroid velocity of the salt pulse is consistent with the water flow velocity. In addition, the velocity derived from the traditional salt tracer and the Pulse Boundary Model methods are consistent, based on the following theoretical analysis (Xia 2003).

Figure 2 shows that \( C(x, t) \), a function of distance \( x \) and time \( t \), is a continuous function. Thus, the computation [Eq. (3)] can be changed to:

\[
t_e = \frac{\int_0^\infty C(x, t) \, dt}{\int_0^\infty C(x, t) \, dt}
\]  

(7)

Substituting Eqs. (6) into (7) leads to:

\[
t_e = \frac{\int_0^\infty \frac{1}{\sqrt{4\pi D_H t}} \, dt}{\int_0^\infty \frac{1}{\sqrt{4\pi D_H t}} \, dt}
\]  

(8)

Let:

\[ a_1 = \frac{u^2}{4D_H} \]  

(9)

\[ a_2 = \frac{x^2}{4D_H} \]  

(10)

Fig. 1. Temporal distribution of electric conductivity.
Then we obtain:

\[
\begin{align*}
  t_e &= \int_0^\infty \frac{1}{\sqrt{t}} \exp\left(-a_1 t - \frac{a_2}{t}\right) dt \\
  &= \int_0^\infty \frac{1}{\sqrt{t}} \exp\left(-a_1 t - \frac{a_2}{t}\right) dt
\end{align*}
\]

The form can be changed to:

\[
\begin{align*}
  t_e &= \int_0^\infty \frac{1}{\sqrt{t}} \exp\left[-\frac{4a_2}{4t} - \frac{a_1 t}{t}\right] dt \\
  &= \int_0^\infty \frac{1}{\sqrt{t}} \exp\left[-\frac{4a_2}{4t} - \frac{a_1 t}{t}\right] dt
\end{align*}
\]

Use the inverse Laplace transformation to determine:

\[
\begin{align*}
  t_e &= \sqrt{\frac{\pi}{a_1}} \exp\left(-\sqrt{4a_2} s\right) \\
  &= \sqrt{\frac{\pi}{a_1}} \exp\left(-\sqrt{4a_2} s\right)
\end{align*}
\]

Simplify and obtain:

\[
\begin{align*}
  t_e &= \sqrt{\frac{a_2}{a_1}} \\
  &= \sqrt{\frac{a_2}{a_1}}
\end{align*}
\]

Substitute Eqs. (9) and (10) into (14) and we can determine:

\[
\begin{align*}
  t_e &= \frac{x}{u} \\
  &= \frac{x}{u}
\end{align*}
\]

Equation (15) shows that velocities that derived from the traditional salt tracer and Pulse Boundary Model methods are theoretically consistent (Xia 2003). Thus, we can use the solution of Pulse Boundary Model to calculate the centroid time. On this basis, we can conclude that the coupling of Pulse Boundary Model and salt tracer method is theoretically rational.

2.2 The Coupled Pulse Boundary Model and Traditional Salt Tracer Method

Centroid velocity derived from the traditional salt tracer method has a more acceptable physical meaning and is easy to obtain. However, different experimental conditions can cause varying water and laminar flows or salt adsorption by the sediment, which in turn results in erratic measurement curves. Figure 2 shows that the measured tracer curves are jagged rather than smooth lines, and the velocities derived from the calculated centroid times also vary dramatically. As mentioned above, velocities derived from the traditional salt tracer and Pulse Boundary Model methods are theoretically consistent. Thus, we propose a new calculation that combines these two methods. First, fit the experimentally obtained data, electrolyte concentration, and time with the solution of Eq. (6) to obtain the fitted curves of the Pulse Boundary Model, dispersion coefficient \(D_H\), and the flow velocity \(u\). The fitted peak time \(t'_{p}\) was identified from the fitted curve, and the centroid time \(t'_c\) from fitted curves was calculated using Eq. (3). Then, determine the elapsed centroid time between the adjacent sensors of the fitted curve \(\Delta t'_c\) with Eq. (16), and the peak concentration time elapsed between the adjacent sensors of the fitted curve \(\Delta t'_{pm}\) with Eq. (18). Finally, calculate the centroid velocity \(u'_{cm}\) and peak concentration velocity \(u'_{pm}\) using the new
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3. METHODS AND MATERIALS

An experimental flume that is 4 m long and 15 cm wide was used to simulate the water flow wherein the solute was transported. Figure 3 shows the experimental system. The system included a computer installed with specially designed software for controlling the salt solute injection and sensed data logging, an interface unit, electric conductivity sensors, a salt solute injector, the flume, and the water supply. The experiments involved a combination of three flow rates (Q = 12, 24, and 48 L min⁻¹) and three slope gradients (S = 4, 8, and 12°). Regulated water flow was introduced into the flume from the upper end. Once the flow stabilized (within 1 min fluctuation), approximately 6 ml of highly saturated salt solution (KCl) was injected at a location 1 m from the upper end of the flume, allowing a certain distance to achieve a steady flow. The salt solution was injected into the water flow using a computer-controlled electrical valve. The 6 sensors were located at 5, 30, 60, 90, 120, and 150 cm from the solute injector. The electrical conductivity values measured at these six locations were logged into the computer through the specially designed data logger, controlled by the specially designed software.

The experimentally obtained data were fit into Eq. (6), then the fitted curves, and were calculated. The calculated centroid time were obtained from the fitted curves with Eq. (3), then the centroid and peak concentration velocities were determined by the new and improved method.

4. RESULTS AND DISCUSSION

4.1 Time Calculation

Figure 4 shows the solute transport progress as the experimental data (dotted curves) and the trends fitted with the analytic solution function (smooth curves) as given by the solution of Pulse Boundary Model [Eq. (6)] along slopes. As shown in Fig. 4 and Table 1, although the overall trend of the curve is clear, the measured data had varying fluctuations. Obtaining a reasonable centroid time and peak concentration time (t_p) is difficult with the traditional salt tracer method. Thus, the calculated centroid velocities varied dramatically, such as from -0.44 to 11.84 m s⁻¹ under flow rate of 48 L min⁻¹ and slope gradients of 4°. Furthermore, accurate manual identification of peak time is difficult because the water flow is not an identical laminar flow or salt is adsorbed by the sediment.

The coefficients of determination calculated at all positions and for all experimental treatments were 0.92 - 0.99. No significant differences were found for data sets obtained at different measurement positions, for different slope gradients, and under different flow rates. The results indicated that the model effectively fitted the solute transport processes (Fig. 4). The fitted curves followed the peak and the fluctuations of the experimentally obtained curves, from which we can derive the only sure values of peak concentration time (t_p) and reasonable centroid time (t_c). Figure 5 shows the comparison of centroid times calculated by traditional salt tracer method (t_c) and the new and improved method (t_c'). The centroid times obtained using the traditional salt tracer method was higher than those from the new and improved method. The possible reason is the salt sorption by the sediment. On the one hand, the pulse tracer curve extended to the right and exhibited several minor wave crests (Li et al. 1996). On the other hand, the varying amounts of salt sorption by the different slope surfaces caused the different shape and volatility of the measurement curve, which caused different results of adjacent sensors. The centroid times calculated by the traditional salt tracer method showed greater variations than those obtained by the new and improved method. According to the assumption and experiment setting of this
study, the velocity measured by different sensors should be consistent in a certain experiment. Thus, the calculated results of centroid time by the new and improved method was more reasonable.

Figure 6 shows the difference between $t_c$ and $t_p$, which generally indicated that $t_p < t_c$. This result is consistent with the analysis by Taylor (1954) that the tracer concentration distributed with time was right-skewed for the finite travel distance. The reason associated with the dispersion of the solute. Figure 6 also indicated that the difference between $t_c$ and $t_p$ decreased with the increase of the slope gradients. Furthermore, we can conclude from Eqs. (1) and (2) that $u_p > u_c$.

4.2 Results of Velocity Measurement

Figure 7 shows the velocities computed by the new and improved method, traditional salt tracer method, and Pulse Boundary Model under different conditions. As mentioned above, time calculated results by the traditional salt tracer method were not reasonable, and thus we used those from the fitted curves to calculate the velocity using the traditional salt tracer method [Eqs. (1) - (3)].

The results showed that peak concentration velocity was a little higher than centroid velocity. The difference between centroid velocities obtained by the traditional salt tracer method and the Pulse Boundary Model at different distances from the KCl solution injection position was not significant, which confirmed the theoretical analysis from Eqs. (7) to (15). Furthermore, the results indicated that the traditional salt tracer method obtained low velocities at short distances from the solute injection, similar to the Pulse Boundary Model method.

Centroid and peak concentration velocities obtained by the new and improved method were not significantly different. Both were higher than those of the traditional ones and of the Pulse Boundary Model. The differences increase with slope gradients and flow rate, which indicated that the Pulse Boundary Model resulted in greater errors at higher flow rate and steeper slope gradients. Figure 7 also shows that velocity by traditional salt tracer method increased with distances from the KCl solution injection point while that...
Table 1. Time and centroid velocity calculation results by traditional salt tracer method.

| Angle (°) | 12 L min⁻¹ | 24 L min⁻¹ | 48 L min⁻¹ |
|----------|-------------|-------------|-------------|
|          | x (m) t_c (s) u_c (m s⁻¹) | x (m) t_c (s) u_c (m s⁻¹) | x (m) t_c (s) u_c (m s⁻¹) |
| 4°       | 0.05 1.98 0.03 | 0.05 1.55 0.03 | 0.05 1.62 0.03 |
|          | 0.3  2.09 2.14 | 0.3  2.69 0.22 | 0.3  3.22 0.16 |
|          | 0.6  3.26 0.26 | 0.6  3.52 0.36 | 0.6  3.30 0.40 |
|          | 0.9  4.18 0.33 | 0.9  3.91 0.77 | 0.9  3.55 1.20 |
|          | 1.2  5.16 0.31 | 1.2  4.81 0.33 | 1.2  4.12 0.52 |
|          | 1.5  6.04 0.34 | 1.5  5.37 0.54 | 1.5  4.83 0.43 |
| 8°       | 0.05 1.11 0.05 | 0.05 1.24 0.04 | 0.05 2.92 0.02 |
|          | 0.3  1.54 0.58 | 0.3  3.42 0.11 | 0.3  1.76 -0.21 |
|          | 0.6  2.61 0.28 | 0.6  2.21 -0.25 | 0.6  2.53 0.39 |
|          | 0.9  3.05 0.69 | 0.9  2.87 0.45 | 0.9  2.84 0.95 |
|          | 1.2  3.78 0.41 | 1.2  3.43 0.54 | 1.2  3.28 0.69 |
|          | 1.5  4.47 0.43 | 1.5  4.48 0.29 | 1.5  4.33 0.28 |
| 12°      | 0.05 2.58 0.02 | 0.05 1.84 0.03 | 0.05 0.87 0.06 |
|          | 0.3  2.91 0.76 | 0.3  1.97 1.90 | 0.3  1.37 0.49 |
|          | 0.6  2.23 -0.44 | 0.6  2.31 0.87 | 0.6  2.33 0.31 |
|          | 0.9  3.39 0.26 | 0.9  2.54 1.35 | 0.9  2.08 -1.20 |
|          | 1.2  3.42 1.14 | 1.2  3.48 0.32 | 1.2  3.21 0.27 |
|          | 1.5  4.47 0.28 | 1.5  3.75 1.10 | 1.5  3.04 -1.72 |

Fig. 5. Comparison of centroid time calculated by traditional and the improved salt tracer methods.
Fig. 6. Difference between $t_c$ and $t_p$ under different conditions.

Fig. 7. Velocity calculated by the improved and traditional salt tracer methods and Pulse Boundary Model.
of the new and improved method varied very little along the slope, which indicated an almost steady water flow. The measured velocities increased with distance from the solute injector and stabilized after 60 cm for the flume slope of 12°. The possible reason is that the water flow is still accelerating in the upper part of the flume. In other words, velocities obtained by the new and improved method showed no increasing trend along the slope such as that calculated by the traditional salt tracer method. Thus, the new and improved method can effectively eliminate the error at short distances from the solute injection.

4.3 Comparison of the New and Improved Method and Volumetric Method

For comparison purposes, volumetric method was also used to verify the validity of the new and improved method, and the measurement precision was quantitatively shown under every experimental condition (Table 2 and Fig. 8). The volumetric method used a traditional needle approach to determine the flow depth, with which the average velocity was determined by dividing the flow rate by the product of the flume width and depth.

\[ u_v = \frac{Q}{wd} \]  

where \( Q \) (m³ s⁻¹) is the flow rate; \( w \) (m) is the flume width; \( d \) (m) is the flume depth. The velocities by these different methods under varying experimental conditions were linear fitted. Figure 8 shows the regressed results, with the confidence interval of 95%. The error was calculated by:

\[ e = \left( \frac{u_{c'} - u_{c}}{u_{c}} \right) \times 100\% \]  

Table 2. Error of the new and improved method relative to volumetric method.

| Slope (°) | Flow rate (L min⁻¹) | Velocity by volumetric method \( u_c \) (m s⁻¹) | Velocity by the new and improved method (m s⁻¹) | Error (%) |
|----------|---------------------|---------------------------------------------|---------------------------------------------|---------|
|          |                     | \( u_{c'} \) | \( u_{c} \) | \( u_{c'} \) | \( u_{c} \) | \( \% \) |
| 4        | 12                  | 0.29       | 0.3          | 0.3          | 3.33  | 3.33  |
|          | 24                  | 0.34       | 0.43         | 0.43         | 20.93 | 20.93 |
|          | 48                  | 0.42       | 0.53         | 0.56         | 20.75 | 25.00 |
| 8        | 12                  | 0.33       | 0.37         | 0.41         | 10.81 | 19.51 |
|          | 24                  | 0.41       | 0.52         | 0.52         | 21.15 | 21.15 |
|          | 48                  | 0.55       | 0.71         | 0.7          | 22.54 | 21.43 |
| 12       | 12                  | 0.38       | 0.42         | 0.42         | 9.52  | 9.52  |
|          | 24                  | 0.42       | 0.58         | 0.59         | 27.59 | 28.81 |
|          | 48                  | 0.54       | 0.76         | 0.76         | 28.95 | 28.95 |

Fig. 8. Comparison of the velocities calculated by the new and improved and volumetric methods.
where \( u_c \) is the centroid or peak velocity of the new and improved method and \( u_v \) is volumetric velocity.

Figure 8 and Table 2 shows that the velocities measured by the volumetric method were 0.79 (centroid velocity, \( R^2 = 0.99 \)) and 0.78 (peak velocity, \( R^2 = 0.99 \)) times of those estimated by the new and improved method. The multiple relationships between velocities of the two methods were close to that between the volumetric method and Measured Boundary Condition model, which was 0.79 (Lei et al. 2010). All the data points lay on the right side of the line of 1:1, which indicates that all velocities of the new and improved method were higher than those estimated by volumetric velocity, with the error of 3.33 - 28.95%. The error of both the centroid and peak velocities increase with the slope and gradients, which indicates a velocity increase. The possible reason is the visual error of the flow depth measurement. The flow depth was typically very shallow, ranging 5 - 13 mm for the flow rates and slope gradients used in these experiments. The inertial and aqueous tension effect, water measured sensor, vernier caliper with a certain width of 2 mm made a wave at the fore-side from the flow direction, which indicates an error of 15 - 40% in measuring the flow depth. This error increased with the increase of flow velocity, slope gradients, and flow rate, which caused greater turbulence intensity. As the flow velocity increased, the flow turbulence and the error of depth measurement also increased.

The peak concentration velocities were 0.999 times those of centroid velocities obtained by the new and improved method (\( R^2 = 0.999 \)), which confirmed that the centroid and peak concentration velocities were almost identical. With the new and improved method, either the centroid or peak times can be used to obtain higher velocity accuracy. Considering all these factors, we can conclude that the new and improved method can calculate shallow flow velocity at short distances from the solute injection without the common error obtained from traditional methods.

### 4.4 Relative Errors at Different Positions of the Pulse Boundary Model Method

Figure 7 shows that the measured velocities increased with the distance from the solute injection point. This finding is unlike that of Lei et al. (2013) who measured the water flow velocity within a gravel layer using the Pulse Boundary Model and found that the measured velocities increased with the distance from the solute injection point but stabilized after a distance of 60 cm. In the present study, the measured velocities increased with the distance between the solute injector and measurement location under different flow rates and slope gradients, the increase rate decreased gradually with the distance. However, velocities did not stabilize even at the longest distance (1.5 m) except for the gentler slope (4\(^\circ\)).

The new and improved method obtained consistent centroid and peak concentration velocities. As such, taking the average centroid velocity (\( \bar{u}_c \) shown in Table 2) of the five locations (0.3, 0.6, 0.9, 1.2, 1.5 m) as the real velocity, we can estimate the relative errors in measured flow velocities using Pulse Boundary Model under different flow rates and slope gradients at different locations (Table 2). The relative errors at different locations from the solute injector ranged 15 - 65% (Table 3), which were much higher than the relative errors of velocity measured within a gravel layer by the Pulse Boundary Model (with the highest of 20%).

### 5. CONCLUSION

The Pulse Boundary Model is an efficient method for velocity measurement. However, because of inappropriate assumption of pulse boundary conditions, this method produces low velocity. To reduce such errors, we present an improved approach by combining the Pulse Boundary Model and traditional solute tracer method and calculated the velocities of every two adjacent sensors. The results showed that the peak velocities were 0.999 times of the centroid velocities. In addition, the velocities estimated by the new method agreed well with those measured by the volumetric method, which were 0.79 (centroid velocity) and 0.78 (peak velocity) times of those by the new method. The centroid velocities calculated by the traditional salt tracer method and by Pulse Boundary Model method at different distances from the KCl solution injection position were not significantly different. However, they were significantly lower than those by the new and improved method, which obtained significantly greater measurement accuracy not only at short distance but along the entire slope. Furthermore, unlike the traditional salt tracer method, the centroid and peak concentration velocities by the new and improved method were almost identical. As such, with the new improved method, either centroid or peak time to obtain velocity with greater precision.

The relative errors of the velocities obtained by Pulse Boundary Model at different locations from the solute injector ranged 15 - 65%, which increased with flow rate. These errors can be reduced by using the new and improved method and thereby increase the accuracy in measuring water flow velocity. The new improved method provides a precise and efficient approach in calculating shallow velocity at short distances.
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