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ABSTRACT

Any-to-any voice conversion technologies convert the vocal timbre of an utterance to any speaker even unseen during training. Although there have been several state-of-the-art any-to-any voice conversion models, they were all based on clean utterances to convert successfully. However, in real-world scenarios, it is difficult to collect clean utterances of a speaker, and they are usually degraded by noises or reverberations. It thus becomes highly desired to understand how these degradations affect voice conversion and build a degradation-robust model. We report in this paper the first comprehensive study on the degradation robustness of any-to-any voice conversion. We show that the performance of state-of-the-art models nowadays was severely hampered given degraded utterances. To this end, we then propose speech enhancement concatenation and denoising training to improve the robustness. In addition to common degradations, we also consider adversarial noises, which alter the model output significantly yet are human-imperceptible. It was shown that both concatenations with off-the-shelf speech enhancement models and denoising training on voice conversion models could improve the robustness, while each of them had pros and cons.

Index Terms— voice conversion, speech enhancement, noise robustness, adversarial attack

1. INTRODUCTION

Voice conversion (VC) alters the vocal timbre of an utterance while preserving its linguistic content or phoneme structure. These technologies were boosted with the help of deep learning in recent years \cite{1, 2, 3, 4}. Among them, any-to-any VC aims to convert the vocal timbre of an utterance to another speaker not necessarily seen during training, which is thus more challenging but closer to real applications. The recent success of any-to-any VC heavily based on clean utterances, which are not distorted by noises or other degradations. However, it is difficult to obtain clean utterances without a proper environment or professional recording equipment in real-world scenarios. The converted utterance can be severely distorted in both linguistic content and vocal timbre due to the degraded inputs. There may be mispronounced phonemes, and humans may not understand the content at all in the worst case. Besides, the converted utterance may not sound like being produced by the target speaker, which means a failed VC. All these defects constrained the applications of VC technologies.

In this paper, we study on and enhance the degradation robustness of any-to-any VC models. We study how various degradations affect VC in linguistic content and vocal timbre. We then propose two approaches to strengthening the robustness of VC models. The first one is the concatenation with speech enhancement (SE). We utilize off-the-shelf SE models as a preprocessing step to remove several degradations in utterances and thus improve the VC quality. The second one is denoising training, which aims to enhance the robustness without modifying the network architecture or introducing additional parameters. Specifically, we randomly apply different degraded data augmentation during training to explicitly force the model to filter the degradations and perform VC correctly.

We conducted both objective and subjective evaluations on two state-of-the-art any-to-any VC models with degraded inputs. The evaluation results showed that the two proposed approaches help VC models perform significantly better across various degradations. Interestingly, it was found that metrics used in SE did not necessarily correlate to their benefits to VC. Meanwhile, the proposed approaches improve the degradation robustness and enhance the conversion quality with clean inputs.

We also studied adversarial noises in this paper. Different from common degradations, adversarial noises are human-imperceptible yet much powerful to alter the model output drastically. It was shown that VC models fail to properly convert the vocal timbre when these noises are added to inputs \cite{5}. To defend VC models from such attacks, we adopted the two proposed approaches and further combined adversarial and denoising training. Through the experiments, we found that SE models and denoising training could directly eliminate adversarial noises well. In contrast, adversarial training increased training time yet did not show apparent improvements.

2. RELATED WORKS

Conventional VC needs parallel data for training. However, such data is difficult to collect as the number of speakers grows. To this end, Chou et al. \cite{6} adopted domain adversarial training to obtain disentangled representations of linguistic content and speaker. CycleGAN-VC \cite{7} used GAN and cycle-consistency to obtain high-quality and linguistically meaningful outputs. StarGAN-VC \cite{8} then further performed many-to-many VC with conditional input. However, all these are limited to speakers seen during training, and their applications are thus constrained.

On the other hand, any-to-any VC converts between arbitrary speakers even unseen during training. AdaIN-VC \cite{11} manipulated vocal timbre with adaptive instance normalization. AutoVC \cite{2} used a pre-trained speaker encoder and an information bottleneck to encode inputs properly. FragmentVC \cite{3} leveraged Transformer architecture to build exemplar-based VC, and S2VC \cite{4} further improved it with self-supervised representations, achieving state-of-the-art performance.

Noise-robust VC has been studied before neural networks were widely adopted \cite{9}, but there are still few studies on any-to-any VC. Huang et al. \cite{10} studied the robustness of several recent VC models in various perspectives. Nevertheless, they only conducted preliminary experiments with a few types of artificial noise, not real-
world noises and other degradations as in this paper. On the other hand, Voicy \cite{11} overcame noisy reverberant conditions by introducing phonetic and acoustic-ASR encoders as additional modules, where transcriptions were required, however. Besides, none of these previous works has investigated how to enhance the adversarial robustness, which also plays an important role in VC \cite{5}.

### 3. DEGRADATION-ROBUST VOICE CONVERSION

The general framework of any-to-any VC models follows encoder-decoder architecture \cite{11,2,3,4}. The content encoder encodes linguistic content from a source utterance produced by the source speaker, while the speaker encoder extracts vocal timbre from a target utterance produced by the target speaker. The decoder then receives encoder outputs and generates a converted utterance that contains the same linguistic content as the source utterance but sounds like being produced by the target speaker.

Empirically, a successful conversion relies on clean utterances for both source and target. However, in real-world scenarios, utterances are inevitably degraded. In this case, the converted utterance differs from the expected one, and its quality dropped significantly in both linguistic content and vocal timbre.

#### 3.1. Speech enhancement concatenation

To reduce the impact of degradations, the most straightforward way is to adopt an off-the-shelf SE model, which removes them from utterances. We first process inputs with an SE model to obtain enhanced utterances that contain fewer degradations. The VC model then receives these enhanced utterances, and hopefully, the enhanced utterance would be well converted.

However, the SE model only learns to remove the noise, so there is no guarantee that its output would be suitable for VC. On the other hand, the VC model has never seen enhanced utterances during the training. The SE model may remove some critical speech characteristics for VC, and thus the enhanced utterances hamper VC results. Moreover, adopting an SE model introduces much more parameters and makes the whole system larger, and thus is unfriendly for deployment on mobile devices in real-world scenarios.

#### 3.2. End-to-end denoising training

We then propose end-to-end denoising training that reinforces VC models by adopting new training objectives and data augmentations to avoid the above concerns. During the training, we randomly adopt data augmentation to generate degraded utterances. Then, the VC model receives signed or degraded utterances as input, and we calculate the loss with the authentic clean data in both cases.

Since reconstruction loss is the main objective for training most any-to-any VC models nowadays, our end-to-end denoising training makes the VC model like a denoising autoencoder, which receives degraded data as input and needs to reconstruct original clean data. From another perspective, since the model recovers clean utterances from degraded ones, we can consider this approach a combination of training SE and VC in a single model.

### 4. ADVERSARIAL ATTACK AND DEFENSE

We can make a VC model fail to convert vocal timbre properly by adding particular noises obtained via adversarial attack to target utterances \cite{5}. However, it is not yet investigated how to defend VC models against these attacks. These noises are human-imperceptible yet able to alter the model output drastically, and we thus consider them also a particular degradation. There are two scenarios in adversarial attack: untargeted and targeted attack. An untargeted attack simply aims to alter the vocal timbre of converted utterances to make them not sound like being produced by the target speaker. In contrast, a targeted attack further attempts to make the converted utterance sound like being produced by a specific third speaker other than the target speaker.

On the other hand, there are two scenarios in defense against adversarial attacks. The first is passive defense, where we attempt to remove adversarial noises by additional data preprocessing while keeping the model unchanged, and the SE concatenation belongs to this scenario. The second is proactive defense, which enhances the robustness from the training stage. The most popular one is adversarial training, where the model is directly trained on adversarial examples \cite{13}. Here we combine denoising training and adversarial training by considering adversarial noises another augmentation.

### 5. EXPERIMENTAL SETTINGS

#### 5.1. Models

We evaluated the proposed approaches on two state-of-the-art any-to-any VC models: AdaIN-VC\cite{14} and S2VC\cite{15}. S2VC includes several self-supervised representations, and here we adopted CPC \cite{13} version since it was reported to perform the best. For SE, we chose off-the-shelf models pre-trained on different datasets: DEMUCS \cite{14}, on Valenti \cite{15} and DNS \cite{16}; MetricGAN+ \cite{17}, on VoiceBank-DEMAND \cite{18}; and Conv-TasNet \cite{19}, on LibriMix \cite{20}.

The above VC models do not generate converted utterances in waveform directly. To convert acoustic features to waveforms, we used a WaveRNN-based universal vocoder\cite{1} trained on LibriTTTS \cite{21} (train-clean-100), LJ Speech \cite{22} and CMU Arctic \cite{23} for both VC models.

#### 5.2. Degraded data augmentation

We considered three common degradations: additive noise, reverberation, and band rejection implemented in WavAugment\cite{1}. The augmentation procedure during the training was as follows. We randomly augmented 60% of the utterances in a mini-batch and remained the other 40% intact. For additive noise, we used DEMAND \cite{25} dataset for various types of background noises. For each utterance to be degraded, we first added noise with SNR uniformly sampled from 0, 5, 10, and 15. Then, we applied reverberation (room-scale from 0 to 100) and band rejection (bandwidth from 50 to 150, with the lower frequency, ranged from 100 Hz to 500 Hz) with the probability being 0.5 for each.

#### 5.3. Adversarial training

In the case adversarial training was combined with denoising training, we randomly applied embedding attack \cite{15} to each utterance in a mini-batch, no matter already augmented, with probability 0.5. However, the typical adversarial training is inefficient and time-consuming. We thus resorted to fast adversarial training \cite{24} to speed up the training. For simplicity, we fixed the step size $\alpha$ and the maximum amplitude of noises $\epsilon$ to be 0.001 and 0.005, respectively.
5.4. Test scenarios

We selected 20 speakers from CSTR VCTK Corpus [27] and denoted it as VCTK-test. These speakers were all unseen during the training, which is important to the performance evaluation of any-to-any VC. The degraded data generation followed the same procedure described in Sec. 5.2 except for a different noise dataset, WHAM! [28], and SNR being 2.5, 7.5, 12.5, or 17.5 to ensure that both noise types and SNR values were unseen in denoising training. We randomly sampled 250 conversion pairs (source and target) and performed VC in all objective evaluations. As for subjective evaluation, we further sampled 25 utterances from the above 250 converted utterances, and each utterance was scored by five subjects individually.

We leveraged embedding attacks to test adversarial robustness. For each conversion pair, we randomly sampled the third speaker from VCTK-test and performed a targeted attack, aiming to make the converted utterance sound like being produced by that speaker but not the target speaker. We assumed the attacker had full access to architectures and parameters of VC models but was unaware of SE models, and thus all attacks were against VC models only.

5.5. Evaluation metrics

An automatic speech recognition (ASR) system [4] was used to evaluate the naturalness of converted utterances. Intuitively, suppose a converted utterance well preserved the linguistic content from the source utterance. In that case, the character error rate (CER) from ASR should be low or very close to that of the source utterance. Conversely, a higher CER indicates that the converted utterance was severely distorted and did not sound natural.

On the other hand, we adopted a speaker verification (SV) system [5] to measure the vocal timbre of converted utterances. It took a converted utterance and a target utterance as input and then generated two fixed-dimensional embeddings. If the cosine similarity between the embeddings exceeded a pre-defined threshold, the two utterances were considered produced by the same speaker. In this case, the conversion was considered successful. The threshold was obtained by computing the equal error rate (EER) on the entire VCTK dataset. We then defined speaker verification accept rate (SVAR) to be the percentage of successful conversions.

For subjective evaluation, we conducted two Mean Opinion Score (MOS) tests for naturalness and speaker similarity, respectively. For naturalness, subjects were given either a converted utterance or an authentic utterance, and they determined the perceptual quality ranging from 1 to 5. A high score means an utterance sounded natural. As for speaker similarity, subjects listened to a target utterance and the converted utterance, and they answered whether the same speaker produced the two with a score from 1 (absolutely different) to 5 (absolutely same).

6. RESULTS

6.1. Objective evaluation

Table 1 shows the VC performances under different scenarios. The results of baseline VC models are also included for comparison. In terms of baseline models, with degraded inputs, CER soared while SVAR dropped significantly, indicating that both linguistic content and vocal timbre of the converted utterances were severely altered and distorted. We further included S2VC with wav2vec 2.0 representations for comparison. The performance drop on S2VC indicates that self-supervised representations, CPC and wav2vec 2.0 in this case, were not robust to distortions in terms of VC applications. Furthermore, the performances of these representations on degraded data are correlated to those on clean data, showing that the choice of self-supervised representations is an essential factor in degradation robustness.

In SE concatenation, results were much different across SE models. As a reference, Table 2 lists the performance of SE models on degraded VCTK-test on SE metrics. The higher score in these metrics indicates better performance in terms of SE. Among the three SE models, DEMUCS performed the best. It effectively improved VC performance, as both CER and SVAR were close to those from clean inputs. Conv-TasNet slightly fell behind but still helped VC to some extent. Surprisingly, although MetricGAN+ obtained a great score on PESQ, it yielded a slight improvement in VC (especially SVAR). This suggests that SE evaluation metrics do not always correlate to improvements on VC. Then, we see that denoising training still worked well on both AdaIN-VC and S2VC with the performance on par with SE concatenation. In addition, Table 2 lists the performance of proposed approaches on clean data. Interestingly, denoising training improved the CER much, while DEMUCS slightly improved SVAR. Overall, both approaches improved VC performance well with different merits: SE concatenation did not involve training, while denoising training did not need additional parameters.

Table 1: The performance of SE concatenation and denoising training on degraded VCTK-test. Baselines are included for comparison.

| Scenarios       | AdaIN-VC | S2VC | S2VC-W2V |
|-----------------|----------|------|----------|
| Clean baseline  | 37.31%   | 26.79% | 14.49%   |
| Degraded        |          |      |          |
| baseline        | 62.42%   | 68.26% | 68.24%   |
| DEMUCS          | 43.83%   | 35.71% | 24.46%   |
| MetricGAN+      | 53.56%   | 47.84% | 36.69%   |
| Conv-TasNet     | 48.48%   | 33.93% | 23.25%   |
| Denoising       | 45.41%   | 38.94% | 25.59%   |

| Scenarios       | AdaIN-VC | S2VC | S2VC-W2V |
|-----------------|----------|------|----------|
| Clean baseline  | 85.2%    | 86.8% | 65.6%    |
| Degraded        |          |      |          |
| baseline        | 5.2%     | 4.4% | 1.6%     |
| DEMUCS          | 64.4%    | 77.2% | 59.6%    |
| MetricGAN+      | 14.8%    | 16.4% | 33.6%    |
| Conv-TasNet     | 58.0%    | 71.2% | 55.6%    |
| Denoising       | 66.0%    | 71.6% | 53.2%    |

Table 2: The evaluation results of SE models on degraded VCTK-test (additive noise only / all degradations).

| Metrics         | DEMUCS | MetricGAN+ | Conv-TasNet |
|-----------------|--------|------------|-------------|
| PESQ            | 2.62 / 2.26 | 2.52 / 2.15 | 2.53 / 1.96 |
| STOI            | 0.96 / 0.95 | 0.90 / 0.91 | 0.96 / 0.94 |
| SI-SDR (dB)     | 16.67 / 9.99 | 2.79 / 2.47 | 17.5 / 9.45 |
6.2. Subjective evaluation

We further compared the two best results obtained previously by MOS tests: DEMUCS and denoising training on S2VC. Table 4 lists the two MOS results of converted utterances using clean or degraded inputs. Obviously, the original S2VC was not robust. It performed much worse with degraded inputs, and these converted utterances sounded neither natural nor like being produced by the target speakers, leading to failed VC. On the other hand, both DEMUCS and denoising training achieved much better results on both tests, which were comparable to those of original S2VC using clean inputs. Specifically, SE concatenation performed better in naturalness, while denoising training obtained higher similarity scores. Last, we see similar trends in objective and subjective evaluation results, strengthening the correctness of objective evaluations above. The demo page and the source code are available at https://cyhuang-tw.github.io/robust-vc-demo.

| Degradation          | MOS (Authentic) | MOS (Sim.) |
|----------------------|-----------------|------------|
| Clean                | 5.15 ± 0.10     | 3.67 ± 0.01|
| Degraded             | 1.24 ± 0.05     | 2.74 ± 0.07|

6.3. Performance analysis

The above analysis was based on fully-degraded utterances (with three degradations). Table 5 shows the VC performance when we only applied one degradation to input utterances. Additive noise distorted the converted utterances the most because it led to the highest CER and the lowest SVAR in all models. Reverberation also severely hampered VC, but it impacted CER more than SVAR, which matches the fact that it is hard to understand the content of a reverberated utterance because consecutive phonemes interfere with each other. On the other hand, even with reverberation, we may still easily recognize the speaker. Last, band rejection had the most negligible impact on both metrics, and it affected more on SVAR than it did on CER. This is probably because the filtered frequency band did not contain important phoneme information, while high-frequency components were keys to different vocal timbre.

6.4. Adversarial robustness

We also evaluated the adversarial robustness of VC models. Table 6 lists the SVAR of VC models under adversarial attacks. Lower SVAR indicates more failed conversions and thus more successful attacks. We only measured SVAR since the adversarial attacks aimed to alter the vocal timbre of converted utterances instead of linguistic content. We see adversarial attacks worked well on the original VC models since the SVAR dropped significantly and was much lower than their original ones. As we applied SE concatenation, the SVAR increased for both models (fewer failed conversions), though not as high as it was, showing that SE models not only suppressed common degradations but eliminated subtle adversarial noises to some extent. On the other hand, denoising training also enhanced the adversarial robustness with comparable effectiveness to SE concatenation. We then found that when integrating adversarial training, the SVAR did not increase further. This shows that denoising training was already sufficient to make the VC model robust against adversarial attacks to some extent though no attack was involved in training.

| Models          | -   | DEMUCS | DNT   | DNT + Adv. |
|-----------------|-----|--------|-------|------------|
| AdaIN-VC        | 45.2%| 79.2%  | 78.8% | 76.8%      |
| S2VC            | 78.4%| 86.4%  | 80.0% | 80.0%      |

DNT: denoising training, Adv.: adversarial training.

7. CONCLUSIONS

Although substantial improvements have recently been achieved in VC technologies, their applications are limited due to various degradations in real-world scenarios. This paper presents the first comprehensive analysis of the degradation robustness of state-of-the-art any-to-any VC models. Two approaches are proposed to enhance the model performance against different degradations. The evaluation results showed that even though SE models had similar performance in terms of SE evaluation metrics, their effectiveness on VC might vary a lot. On the other hand, we can significantly enhance the degradation robustness of VC models without modifying model architecture or expanding model size through denoising training. Besides, the proposed approaches also enhanced the adversarial robustness effectively.
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