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Abstract

Natural Language Inference (NLI) datasets contain examples with highly ambiguous labels due to its subjectivity. Several recent efforts have been made to acknowledge and embrace the existence of ambiguity, and explore how to capture the human disagreement distribution. In contrast with directly learning from gold ambiguity labels, relying on special resource, we argue that the model has naturally captured the human ambiguity distribution as long as it’s calibrated, i.e. the predictive probability can reflect the true correctness likelihood. Our experiments show that when model is well-calibrated, either by label smoothing or temperature scaling, it can obtain competitive performance as prior work, on both divergence scores between predictive probability and the true human opinion distribution, and the accuracy. This reveals the overhead of collecting gold ambiguity labels can be cut, by broadly solving how to calibrate the NLI network.

1 Introduction

Ambiguity is intrinsic to natural language. Previously, it’s common to disregard it as noise or as a sign of poor-quality data, because we implicitly make the assumption that there is only one correct label given an example, indicating the unique class it belongs to. However, it is against the subjectivity of many natural language understanding (NLU) tasks, such as natural language inference (NLI) and semantic textual similarity (STS), as their annotations are heavily based on personal experience and opinions. More recent research has gravitated towards the necessity to acknowledge and embrace the existence of ambiguity in NLI.

Pavlick and Kwiatkowski (2019) shows that human disagreements, very often, are not dismissible as annotation noise, but rather persist as collecting more ratings and varying the amount of context provided to raters. Humans judgments cannot be adequately summarized by a single aggregate label or value,¹ but a distribution. ChaosNLI (Nie et al., 2020) provides an empirical distribution by collecting 100 annotations for each instance, to simulate true soft label distribution, which is always used as the ambiguity NLI benchmark.

For the first example in Table 1 extracted from ChaosNLI, it’s totally reasonable to assign either Neutral or Entailment, depending on the annotators’ understanding of relationship between “legend” and “hero”. The second shows the disagreement between Contradiction and Neutral when differing from the context and the annotators’ background knowledge.

The challenge is how to capture this linguistic ambiguity? In other words, how to model the human disagreement distribution? Pavlick and Kwiatkowski (2019) demonstrated NLI systems trained to predict an aggregate label do not learn the uncertainty that exists among humans’ perceptions. So Meissner et al. (2021) explored to train directly on the crowd-sourcing soft label distribution of the annotators. They find training on the same amount of data but targeting the ambiguity distribution instead of one-hot labels can improve the

¹It refers to previous gold-labels or one-hot (hard) labels.

Table 1: Ambiguous examples from ChaosNLI. Label: the first element is the class, the second is the number of annotators among 100 choosing this class. C E N refers to classes of Contradiction, Entailment and Neutral.
prediction accuracy, and narrow the ChaosNLI JSD scores. However, is the success of JSD reduction and accuracy improvement completely attributed to the usage of special resources with ambiguity labels? What essentially makes the contribution?

In our view, it’s the label smoothing of soft labels that plays an important role, owing to its effectiveness on regularisation, re-calibration and loss correction (Patrini et al., 2016; Lukasik et al., 2020; Müller et al., 2019). Specifically, the ambiguity distribution employed by Meissner et al. is just a special soft label, targeting label smoothing outputs is believed to have comparable performance, much cheaper than collecting crowdsourcing labels.

We further posit that the linguistic ambiguity have been learned by a well-calibrated model, trained either hard or soft labels. The predictive probability of a perfectly-calibrated model can reflect the true correctness likelihood, i.e. empirical accuracy is equal to the prediction confidence. Empirical accuracy is obtained from observations across the human judges. That is, predictive confidence (uncertainty) can represent the human judgment distribution when model is calibrated. To this end, not only label-smoothing, but other re-calibration approaches such as temperature scaling can reach the same goal. Our experiments confirmed our hypothesis, when model is calibrated, it can obtain competitive ChaosNLI divergence scores and bring accuracy boost.

Our contributions are two folds: (1) We propose the hypothesis: a well-calibrated network can naturally capture linguistic ambiguity, regardless of using special resource. It reasonably explains the success of training with ambiguity labels, and converts question of “how to capture human disagreement distribution?” to a more general one “how to train a calibrated model?” Our experiments confirm that commonly-used re-calibration methods are as effective as targeting at ambiguous annotations. (2) Knowledge of linguistic ambiguity learned from the general domain benefits biomedical domain as well, which suggests ambiguity signals can be transferred across domains. But calibration is not an intrinsic property of a model, it’s data-dependent.

2 Background

Label smoothing (LS) is a mixture of one-hot label vector $y_{hot}$ and the uniform distribution:

$$y_{ls} = (1 - \alpha)y_{hot} + \alpha/K$$

where $K$ is the number of label classes, $\alpha$ is a hyper-parameter that determines the amount of smoothing. $\alpha = 0$, $y_{ls} = y_{hot}$, $\alpha = 1$, $y_{ls}$ is the uniform distribution.

In the setting, where the loss function $L$ is cross entropy, and the model applies the softmax ($\sigma_{SM}$) to the penultimate layer’s logit vector $z$ to compute probability $p$, the gradient of the cross entropy loss function with respect to the logits is:

$$\nabla L = \sigma_{SM}(z) - y; \frac{\partial L}{\partial z_i} = p_i - y_i$$

We can see that gradient descent will try to make $p$ as close to $y$ as possible. When $y$ is the one-hot label, models will classify every training example correctly with the confidence of almost 1. This not only conflicts with the inherent disagreement of NLI, but tends to result in over-confident and less-generalised models as well.

Concretely, suppose $K = 3$, $z = [z_1, z_2, z_3]$, the consequence of using one-hot encoded label $y = [1, 0, 0]$ is that $z_1$ will be extremely large and the other logits will be extremely small: $z_1 \gg z_2$ and $z_1 \gg z_3$. In other words, one-hot labels encourage the largest possible logit gaps to be fed into the softmax function. Moreover, the gradient is bounded between -1 and 1, as $p_i$ and $y_i$ is probability value in $[0, 1]$. Large logit gaps combined with the bounded gradient lead models to be less adaptive and too confident. In contrast, smoothed labels encourages small logit gaps. Label smoothing restrains the largest logit from becoming much bigger than the rest, improving model generalisation ability, and prevents overconfident predictions, making model more calibrated instead of over-confidence.

Pereyra et al. (2017) explains label smoothing by connecting it to a maximum entropy based confidence penalty through the direction of the KL divergence. Specifically, to penalize confident (low entropy) output distributions, adding the negative entropy to the negative log-likelihood $L_{NLL}$ during training as Eq (1). Applying label smoothing is interpreted as adding a confidence penalty $D_{KL}(u||p)$ to original loss as a regularizer, where $u$ is uniform distribution.

$$L = L_{NLL} - \beta H(p) \quad \text{(1)}$$

$$L = L_{NLL} - D_{KL}(u||p) \quad \text{(2)}$$

Müller et al. shows label smoothing implicitly calibrates learned models so that the confidences of their predictions are more aligned with the accuracy of predictions. Beside, it’s functional in backward
loss correction and denoising (Patrini et al., 2016; Lukasik et al., 2020).

**Classification Re-calibration** Apart from label smoothing, post-hoc scaling, such as matrix and vector scaling and temperature scaling, is demonstrated to be effective to re-calibrate DNNs (Guo et al., 2017). They apply a linear transformation \( Wz_i + b \) to the logits \( z_i \): \( \hat{q}_i = \sigma_{SM}(Wz_i + b) \). The parameters \( W \) and \( b \) are optimized with respect to NLL on the validation set. As the number of parameters for matrix scaling grows quadratically with the number of classes \( K \), vector scaling is defined as a variant where \( W \) is restricted to be a diagonal matrix.

Temperature scaling uses a single scalar parameter \( T > 0 \) for all classes. \( T \) is optimized with respect to NLL on the validation set as well.

\[
\hat{q}_i = \sigma_{SM}(z_i/T)
\]

Because the parameter \( T \) does not change the maximum of the \( \text{softmax} \) function, the class prediction remains unchanged, temperature scaling does not affect the model’s accuracy.

**Related Work** Several recent studies, in parallel with ours, explore to capture NLI label distribution. The most similar work is Zhang et al. (2021). They also train with multi-annotated examples, label smoothing and temperature scaling, but differ from the motivation, implementation and results. Specifically, we pay much attention to analyzing why re-calibration approaches are useful, and investigating the connection between model calibration error, sharpness with NLI distribution distance, while they merely conduct an empirical case study without any deep analysis. In the experiment, they train with the majority of ChaosNLI and test on only 500 examples sampled from ChaosNLI, but we train using SNLI/MNLI corpus and evaluate on the whole ChaosNLI. Statistically, our results are more convincing: In addition to the result, their distribution divergence declines at the cost of declining accuracy of 4 points, from 0.72 to 0.68, whereas our accuracy remains the same level.

Zhou et al. (2021) paid more attention to Bayesian estimation and model distillation to learn label distribution, without focusing on label smoothing on which we concentrate and analyzed deeply, including uncertainty metrics and soft factor selection. Overall, our work complements concurrent studies with lots of comprehensive and useful analysis in terms of label smoothing and temperature scaling.

### 3 Hypothesis

While softmax of NLI models trained with hard labels allows the model to represent predictive confidence, this probability does not necessarily mimic the uncertainty that exists among humans’ perceptions (Pavlick and Kwiatkowski, 2019). We speculate targeting one-hot labels leads model to be over-confident. The miscalibration of over-confidence results in the disability to represent human disagreement distributions correctly.

Meissner et al. (2021) explores to train on the empirically-gold soft labels collected by crowdsourcing annotations. They find training on the same amount of data but targeting the ambiguity distribution instead of hard labels can reduce ChaosNLI divergence scores (JSD) and achieve higher performance. So they advocate to use crowdsourcing techniques to obtain a label distribution by collecting multiple annotations given an instance, instead of only one as before.

However, is the success completely attributed to the usage of empirically-gold label distribution as training target? What essentially makes difference? In our view, it’s the soft label — output of label-smoothing, as an effective technique on re-calibration, regularisation and loss correction that plays an important role in this success. The ambiguity distribution they employed is just a special soft label, targeting other label smoothing outputs is believed to have comparable performance, but much cheaper than crowdsourcing distribution.

Moreover, we argue that even training with gold soft labels as AmbiNLI (Meissner et al., 2021), cannot always obtain improvements. It may bring degradation when model has been under-confident or calibrated, as continuous training with soft labels will exacerbate under-confidence, which deviates prediction away from the correct one. Besides, AmbiNLI only showed performance on one special benchmark — ChaosNLI which concentrates on ambiguous cases. How about performance on other corpus that consist of both ambiguous and extreme non-ambiguous instances?

Therefore, we posit that the linguistic ambiguity have been learned by models that is well-calibrated, even if just trained on previous one-hot labels. And not only label-smoothing, but other re-calibration approaches can reach the same goal.
Table 2: Statistics information of NLI datasets. Prem is the mean token count among premise sentences.

| Dataset         | Train  | Dev    | Test   | Prem   |
|-----------------|--------|--------|--------|--------|
| SNLI            | 550,152| 10,000 | 10,000 | 14.10  |
| MultiNLI-matched| 392,702| 10,000 | 10,000 | 22.25  |
| MultiNLI-mismatched| 0   | 10,000 | 10,000 | 22.54  |
| MedNLI          | 11,232 | 1,395  | 1,422  | 20.00  |
| UNLI            | 55,517 | 3,040  | 3,040  |
| Chaos-SNLI      | –      | –      | 1,514  |
| Chaos-MNLI      | –      | –      | 1,599  |
| AmbiNLI-S       | 18,152 | –      | –      |
| AmbiNLI-M       | 18,048 | –      | –      |
| AmbiNLI-U       | 55,517 | –      | –      |

So we conduct a case study to explore: 1) Can other soft labels generated from the label smoothing achieve competitive results as crowdsourcing ambiguity distribution? 2) Is training using soft labels always better than using one-hot labels? and vice versa? 3) Without soft labels, can other recalibration methods narrow the distance to true correctness probability either?

4 Dataset and Metric

This section gives descriptions of datasets throughout this work, and metrics to assess predictions.

4.1 Datasets

SNLI (Bowman et al., 2015) is a large-scale (570k pairs) NLI resource based on image captioning, in which 56,951 (10%) pairs are validated after the first-stage construction of three hypothesis sentences given a premise towards “definitely true”, “may be true” and “definitely false”. In validation, additional four annotators are asked to assign labels for a pair of (premise, hypothesis), yielding five annotations. If any one of the three labels was chosen by at least three of the five annotators, it was chosen as the gold label. All examples in the test and development sets have been validated.

MultiNLI (MNLI) (Williams et al., 2018) improves upon SNLI in both its coverage and difficulty by offering data from ten distinct genres of written and spoken English, making it possible to capture more of the complexity of modern English, and supplying explicit setting for evaluating cross-genre domain adaptation.

The disagreement and subjectivity among humans in NLI annotation results in the reflection of ambiguous labels. Many efforts have been made to embrace linguistic ambiguity, regarding them as an intrinsic property of the populations, instead of noise of the data collection and the uncertainty of individual annotators.

ChaosNLI (Nie et al., 2020) is created, by collecting 100 annotations per example for 3,113 examples in SNLI (1,514) and MNLI (1,599), denoting as Chaos-SNLI and Chaos-MNLI respectively. Two sets are a subset of the SNLI development set and a subset of MultiNLI-matched development set, in which the examples satisfy the requirement that their majority label agrees with only three out of five individual labels collected by the original work. It’s extensively used as a standard benchmark in ambiguity evaluation.

UNLI (Chen et al., 2020) shifts NLI task away from categorical labels, targeting subjective probability assessment (a numerical value $$\in [0, 1]$$). UNLI re-annotated a subset of SNLI, resulting in 55,517, 3,040 and 3,040 for train, validation and test set, where annotators are asked to estimate how likely the situation described in the hypothesis sentence would be true given the premise.

AmbiNLI (Meissner et al., 2021) is constructed based on existing datasets, converting one-hot or regression numerical labels to a probability distribution. On SNLI development, test set, and MNLI (matched and mismatched) development set with 5 annotations, it converts an ambiguity distribution by simply counting the number of annotations for each label and then scaling it down into probabilities, denoting to AmbiSNLI and AmbiMNLI. Their combination is named as AmbiSM. To avoid overlap with ChaosNLI, they remove the samples used in ChaosNLI. Samples of UNLI training set are converted by a simple linear approach.  

MedNLI (Romanov and Shivade, 2018) is a dataset annotated by doctors, grounded in the medical history of patient. Statistical information is exhibited in Table 2.

Overall, gold labels of SNLI, MNLI and MedNLI are one-hot, or refer to hard labels. The label of UNLI is continuous value, which are not directly applied in our experiment, but the corresponding discrete converted version in AmbiNLI. The gold label of AmbiNLI and ChaosNLI is a distribution, we denote as gold ambiguous label, ambiguity label or distributional labels. Note that these two ambiguity datasets have hard label as well, i.e. the largest-probability class. And AmbiNLI is split and employed in both training and test, while ChaosNLI is only utilized as test set.

2See details in original paper or appendix.
4.2 Metrics

Accuracy and F1 only focus on the class type of maximum probability, which is inadequate to evaluate ambiguity distributions.

Jensen-Shannon Distance (JSD) (Endres and Schindelin, 2003) is used to measure the distance between the softmax multinomial distribution of the models and the distributions over human labels.

Calibration Metrics: Calibration is a frequentist notion of uncertainty which measures the discrepancy between subjective forecasts and empirical frequencies. In perfect calibration, neural networks produce confidences that do represent true probabilities. It can be measured by expected calibration error (ECE), and proper scoring rules such as negative log likelihood (NLL) (Guo et al., 2017).

ECE is defined as:

$$ECE = \frac{1}{M} \sum_{m=1}^{M} \frac{|B_m|}{N} |acc(B_m) - conf(B_m)|$$

To estimate the expected accuracy from finite N samples, we group predictions into M interval bins (each of size 1/M) and calculate the accuracy of each bin. Let B_m be the set of indices of samples whose prediction confidence falls into the interval I_m = (m-1/M, m/M). The accuracy and the average confidence within bin B_m is

$$acc(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} I(\hat{y}_i = y_i)$$

$$conf(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} \hat{p}_i$$

where \(\hat{y}_i\) and \(y_i\) are the predicted and true class labels for sample \(i\), \(\hat{p}_i\) is corresponding confidence.

Reliability Diagram is a visual representation of model calibration in classification, plotting expected sample accuracy as a function of confidence. If the model is perfectly calibrated, the diagram should plot the identity function. Any deviation from a perfect diagonal represents miscalibration.

Sharpness measures the average confidence on the dataset as a whole, rather than on a bin. Aligning with empirical accuracy, it tells the model overall is under- or over-confident.

$$sharpness = \frac{1}{N} \sum_{i=1}^{N} max([p_1, p_2, p_3])$$

5 Case Study

This section empirically verifies our hypotheses.

Experimental Setup For fair comparison, we follow the setup of AmbiNLI (Meissner et al., 2021), and reproduce the experiments completely. We use BERT-base (Devlin et al., 2019) with pre-trained weights and a softmax classification head. We use a batch size of 64 and learning rate of 1e-5.  

We first obtain a base-NLI model by pre-training 3 epochs on the gold-labels of the combination of SNLI and MNLI training sets. Meissner et al. observed that this pre-training step is necessary to provide the model with a general understanding of the NLI task. We then finetune the model on other NLI dataset, setting the training objective to be the minimization of the cross-entropy between the output probability distribution and the target ambiguity distribution. For evaluation, we compute the ChaosNLI divergence scores, calibration error and sharpness. The reproduced results are closely similar to the original paper shown in Table 4.  

5.1 Label Smoothing VS Ambiguity Labels

We decompose the comparison between label smoothing and gold ambiguity soft labels into three sub-problems: (1) Label smoothing empirically has been shown to improve both predictive performance and model calibration in image classification and machine translation (Müller et al., 2019; Lukasik et al., 2020), is it effective on NLI task either, decreasing ECE? (2) How to search for an optimal soften factor \(\alpha\)? (3) Can label smoothing reduce JSD and improve accuracy when it obtains small ECE?

We apply the unigram label smoothing (Xie et al., 2016). The hyperparameter \(\alpha \in (0, 1)\) controls the soften strength, meanwhile reflecting the correctness probability of the target label.

$$y_i = \begin{cases} \alpha & i = \text{target} \\ \frac{1-\alpha}{K-1} & i \neq \text{target} \end{cases}$$

For example, \(\alpha=0.8\), \(y=0.8, 0.1, 0.1\) when target is the first class, contrasting with ambiguous labels.

How to search an optimal \(\alpha\) used in ChaosNLI evaluation? What relates to a proper \(\alpha\) given a dataset? In prior work, \(\alpha\) is generally tuned by a validation set. It tends to be set as 0.9 over many corpus (Pereyra et al., 2017; Müller et al., 2019), regarded as introduced label noise to help the model...
to be more robust, by moving the decision boundary closer to a class (Lukasik et al., 2020).

Li et al. shows that the inductive bias of the label smoothing is dependent on the statistical structure of the data. They concretely cluster data by Bayes error rate (BER) bias $R(x)$, and then learn cluster-dependent smoothing strength $\alpha(x)$, where $P(y = k|x)$ is the conditional posterior probability.

$$R(x) = 1 - \max_{k \in [K]} P(y = k|x)$$

In our experiment, we simplify the learnable $\alpha(x)$ to conventional tuning manner, but maintain the cluster-dependent. We first predict label probability $\hat{P}$ for AmbiSNLI and AmbiMNLI using the base-NLI model, and then extract validation sets for AmbiSNLI and AmbiMNLI respectively, by the condition of $\hat{p}_i \in (a, b)$, $\hat{p}_i = \max(\hat{P})$ is the predictive confidence (“conf” in short), remaining partition of both datasets are combined as the training set. Then we search the best $\alpha$ depending on the validation set.

From the perspective of calibration, label smoothing aims to align accuracy with the predictive probability, when $\alpha$ is the target probability in our setting, we expect that $\alpha \rightarrow Accuracy$, obtains the smallest ECE. During investigation, conditioned conf interval $(a,b)$, $\hat{p}_i = \max(\hat{P})$ is the predictive confidence (“conf” in short), remaining partition of both datasets are combined as the training set. Then we search the best $\alpha$ depending on the validation set.

Label smoothing can effectively calibrate NLI model, and decrease ECE. In Figure 1, training on soft labels either of gold ambiguity labels collected by crowdsourcing or label smoothing are useful to calibrate the base-NLI model (red line), i.e. yellow and green lines are both closer to the black diagonal line that represents the perfect calibration.

And continuous fine-tuning on one-hot hard labels gets the blue line more deviate from the diagonal line than the base-NLI model, leading to a more over-confident one. This can also be observed in Figure 2 — ECE bar chart of 0.8-0.9 conf interval. Fine-tuning using ambiguous soft labels and label smoothed labels can obtain lower ECE than base-NLI, while hard labels leads to higher ECE. However, the interval of 0.9-1.0 demonstrates the opposite results. This indicates using ambiguous labels is not always better than hard labels.

5NLI is a three-class classification task, $\hat{p}_i > 0.33$, so start from $(0.3,0.4)$ rather than $(0.0,1)$

The optimal $\alpha$ is not only dependent on the statistical structure of the data, but also the state of the model. In the conf interval of 0.9-1.0, the base-NLI model has almost reached the perfect calibration, ambiguity labels cuts the legitimate confidence. So we can see the yellow line is mostly above the diagonal line (Figure 1), it’s the indication of being under-confident. Table 3 shows the best choice of $\alpha$ for each interval. It relates to the varying predictive confidence and the empirical accuracy, but not being equal to either of them, while empirically higher than the accuracy.

Label smoothing can improve accuracy and reduce JSD, being comparable to using gold ambiguity labels. We draw the accuracy (left) and JSD (right) of three edge intervals in Figure 3. On low-confidence interval 0.3-0.4, label smoothing
We posit once the model is calibrated, it naturally verifies that $T = 0.8$ is the best on Chaos-SNLI and 0.6 for Chaos-MNLI.

As shown in Table 4, compared with the baseline settings, results verify that $\alpha = 0.8$ is the best on Chaos-SNLI and 0.6 on Chaos-MNLI.

### 5.4 Re-calibrate by Temperature Scaling

We posit once the model is calibrated, it naturally has captured the human agreement distribution. In this section, we investigate whether other re-calibration method like temperature scaling (TS) can reduce JSD, capturing linguistic ambiguity.

We search the optimal temperature $T$ based on AmbiSM as validation set, and evaluate on Chaos-SNLI and Chaos-MNLI. As models tend to be over-confident, we search $T > 1.0$. Table 5 shows, on validation set, $T=1.2$ and 1.5 can obtain the smallest ECE for AmbiSNLI and AmbiMNLI resp. We find that temperature scaling can reduce ECE and make the sharpness be more matched with empirical accuracy, but seemingly cannot decrease JSD. We
speculate it’s due to the inaccurate “gold” ambiguity distribution of AmbiSM (5 annotations) used in calculation of JSD between predictive probability.

As shown in Table 6, applying temperature scaling on both Chaos-SNLI (T=1.2) and Chaos-MNLI (T=1.5) are effective to decrease ECE, forcing the predictive probability closer to the empirical accuracy, and we observed JSD and NLL decline at the same time, compared with baseline model trained using smnli without temperature scaling. This indicates that in addition to label smoothing, temperature scaling is also useful to capture human linguistic ambiguity as long as they are calibrated with small calibration error.

We find after temperature scaling using T=1.2 and 1.5, models are still over-confident with large ECE, we wonder: can proper T calibrate them furthermore? Will JSD decrease with the decline of ECE? Note that it’s not correct to choose the optimal T according to the held-out test set, we do so here just for case study. Therefore, we increase T=1.2 to 2.0 for Chaos-SNLI, it reaches the smallest ECE, JSD is observed to decline as the same time, as demonstrated in Table 6. On Chaos-MNLI, T increases from 1.5 to 4.0, JSD consecutively drops from 0.29 to 0.23.

6 Domain Transfer

It’s well-known that accuracy will drop in domain transfer. But how about JSD and ECE? Is calibration an intrinsic property of the model which is independent of evaluation benchmark? Can knowledge of linguistic ambiguity transferred across domains? Can the property of calibration learned from general domain transfer to the biomedical?

To observe how accuracy, JSD and ECE varies in domain transfer, we first evaluate AmbiSNLI, AmbiMNLI and MedNLI test set, under three NLI benchmarks that are distantly-distributed from its domain. But how about JSD and ECE? Is calibration an intrinsic property of the model which is independent of evaluation benchmark? Can knowledge of linguistic ambiguity transferred across domains? Can the property of calibration learned from general domain transfer to the biomedical?

Table 4: Results on Chaos-SNLI/MNLI, fine-tuning on AmbiSM with different labels. AmbiSM (α) applies LS.

Table 5: Results using TS on AmbiSNLI (upper) and AmbiMNLI (bottom). The bold is the smallest ECE, and sharpness matches empirical accuracy the most closely.

Table 6: Results with varying temperature T on Chaos-SNLI (upper) and Chaos-MNLI (bottom).
training on general NLI dataset: AmbiSM gold ambiguous labels, label smoothing and temperature scaling can improve accuracy and reduce NLL of MedNLI, compared with hard labels. This suggest linguistic ambiguity information can be transferred, though not remarkable. Continuous fine-tuning over MedNLI training set improves performance by a large margin over all metrics. Two commonly-used re-calibration methods are effective in biomedical domain as well.

7 Conclusion

In this paper, we explore how to capture the human linguistic ambiguity from the perspective of model calibration. We empirically verify our hypothesis that NLI models have naturally captured the linguistic ambiguity as long as it’s well-calibrated. In such case, model predictions can truly reflect the correct human subjective distribution. Moreover, we find it’s not always better to train with soft labels than hard ones, particularly in highly-certain data cluster. And the knowledge of linguistic ambiguity can be transferred across domains, benefiting low-resource setups. These takeaways are significant for future work in ambiguous NLI.
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| Dataset | Split | Used By | #Samples | #Labels |
|---------|-------|---------|----------|---------|
| SNLI    | Train | UNLI    | 55,517   | 1r      |
|         | Dev.  | ChaosNLI| 3,040    | 100     |
|         | AmbiS | 9,842   | 5        |
|         | Test  | UNLI    | 3,040    | 1r      |
|         | AmbiS | 9,824   | 5        |
| MNLI    | Dev.  | ChaosNLI| 1,599    | 100     |
|         | AmbiM | 9,815   | 5        |
|         | Dev. M| AmbiM   | 9,832    | 5       |

Table 9: Datasets of ambiguous labels. “1r” denotes a regression label in the [0,1], refer to AmbiNLI original paper.

![Reliability diagram for AmbiMNLI validation set.](image)

Figure 4: Reliability diagram for AmbiMNLI validation set.

A Appendices

A.1 Ambiguity Dataset Details

In the case of UNLI, AmbiNLI had taken only the 55,517 samples from the training set, so there is no overlap with ChaosNLI. They apply a simple linear approach to convert the UNLI regression value $p_NLI$ into a probability distribution $z_{NLI}$, as described in the following composed function:

$$z_{NLI} = \begin{cases} (0, 2p, 1 - 2p) & p < 0.5 \\ (2p - 1, 2 - 2p, 0) & p \geq 0.5. \end{cases}$$

The resulting AmbiNLI dataset has 18,152 SNLI examples, 18,048 MNLI examples, and 55,517 UNLI examples, for a total of 91,717 premise-hypothesis pairs with an ambiguity distribution as the target label.

Three datasets: ChaosNLI, UNLI and AmbiNLI are all derived from existing SNLI and MNLI, their
relation can be see in Table 9, which is completely referred to (Meissner et al., 2021) Table 1. It can help readers to understand their overlap relation intuitively.

A.2 Evaluation Results of AmbiMNLI

In Figure 4, both gold ambiguity soft labels (soft-yellow line) and label smoothing (LS-green line) drag baseline (red line) much closer to the diagonal black line, while the hard label fine-tuning goes towards the opposite. This indicates label smoothing is as effective as gold ambiguity labels to calibrate models, and decreases ECE as show in left of Figure 5.

In addition, we find training on soft labels does not always lead to accuracy improvement and JSD decline, this particularly is exhibited in high confidence intervals. In conf=0.9-1.0, accuracy over all types of labels remains on a high level, but gold ambiguity labels has much high JSD. This is consistent with the findings in AmbiSNLI.

A.3 Results and Analysis of ChaosNLI

We reproduced results of AmbiNLI Table 2 in Table 10 below, and further did some ablation studies and analysis.

Random sampling of instance-specific soften factor $\alpha$: In conventional label smoothing, all training examples are softened by a same fixed $\alpha$, resulting in same probability of the target class, while the maximum probability of the crowdsourcing soft ambiguity label differs from each other. So we simulate a setting at risk of introducing much noise, where for each instance, they have an unique soften factor $\alpha$ which is uniformly sampled from the real interval (0.6, 1.0), i.e. the row “+AmbiSM (>0.6)” $\alpha$ is set greater than 0.6 because we assume gold label is agreed by at least 60% annotators. It’s inferior to using gold ambiguous labels.

Discussion Ambi-UNLI: Using AmbiU, looking at the AmbiU and AmbiSMU results in Table 10 below, apparently UNLI data is not always beneficial. Specifically, it seems to worsen scores in all metrics except for ChaosMNLI accuracy. The origi-
nal paper supposes that UNLI’s skewed distribution worsens scores. The distribution of labels in UNLI is drastically different from SNLI and MultiNLI, including textual topic, style and label type, when a model is fine-tuned on it, this distribution shift has a negative influence.

They found a very large number of samples with labels very close to 0 or 1, which translate into very extreme non-ambiguous distributions when converted. They confirm their hypothesis by filtering out all UNLI samples that had a probability label $p < 0.05$ or $p > 0.97$, and ran the “Filtered” experiments. Following this line, if it’s due to extreme non-ambiguous distributions, label smoothing ($\alpha=0.8$) over these samples should have obtained comparable results as filtering, even better because of more training data, but the fact is that it’s better than +AmbiU, worse than +AmbiU Filt., enlarging the range of soft samples to $p < 0.1$ or $p > 0.9$ worsens more. This indicates filtering is occasionally a useful remedy in this setting, it does not result from non-ambiguous labels.

We further confirm this by randomly select (RS) subset of AmbiU to AmbiSM, i.e. AmbiSMU RS32924 \(^8\), AmbiSMU RS18000, AmbiSMU RS9000, the number behind SR represents the size of the subset, we can see that the less AmbiU is incorporated, the better scores can be gained. Thus, UNLI data, under the current conversion approach, is somewhat problematic. We only apply AmbiSNLI and AmbiMNLI in the experiments.

\(^8\)32924 is the number of examples of AmbiU which is remained for after filtering by ($p<0.05 \text{ or } p>0.97$), we randomly sample the same number of cases to make a comparison, result shows Filt. is better than RS.