A batch system for HEP applications on a distributed IaaS cloud
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Abstract. The emergence of academic and commercial Infrastructure-as-a-Service (IaaS) clouds is opening access to new resources for the HEP community. In this paper we will describe a system we have developed for creating a single dynamic batch environment spanning multiple IaaS clouds of different types (e.g. Nimbus, OpenNebula, Amazon EC2). A HEP user interacting with the system submits a job description file with a pointer to their VM image. VM images can either be created by users directly or provided to the users. We have created a new software component called Cloud Scheduler that detects waiting jobs and boots the user VM required on any one of the available cloud resources. As the user VMs appear, they are attached to the job queues of a central Condor job scheduler, the job scheduler then submits the jobs to the VMs. The number of VMs available to the user is expanded and contracted dynamically depending on the number of user jobs. We present the motivation and design of the system with particular emphasis on Cloud Scheduler. We show that the system provides the ability to exploit academic and commercial cloud sites in a transparent fashion.

1. Introduction
Grid computing, although successful for many High Energy Physics(HEP) projects, has some well understood disadvantages [1] when compared to traditional cluster High Throughput Computing (HTC). On of the more difficult to overcome is the need to deploy applications to remote resources. Applications written for HEP experiments are complex software systems usually requiring an application specialist to make the deployment. Often it can take significant amounts of time to install and configure the software on a new cluster, making it difficult to quickly take advantage of computing resources as they become available.

Virtual Machine software such as Xen [2] and KVM [3] can be used to wrap the application code in a complete software environment [1]. Both Xen and KVM have been shown to present insignificant execution overhead for HEP applications [4]. VMs can be copied and deployed at various remote Infrastructure-as-a-Service (IaaS) cloud computing platforms, such as Nimbus
# Regular Condor Attributes
Universe = vanilla
Executable = script.sh
Arguments = one two three
Log = script.log
Output = script.out
Error = script.error
should_transfer_files = YES
when_to_transfer_output = ON_EXIT

# Cloud Scheduler Attributes
Requirements =
+VMT = "vm-name"
+VMLoc = "http://repo.tld/vm.img.gz"
+VMAMI = "ami-dfasfdfs"
+VMCPUArch = "x86"
+VMCPUCores = "1"
+VMNetwork = "private"
+VMMem = "2048"
+VMStorage = "20"
Queue

Figure 1. A typical Condor Job description file used with Cloud Scheduler. There are several custom attributes required which define the type of VM image required to run the job.

[5], OpenNebula [6], Eucalyptus [7]. However, having efficient VMs and the means to deploy them to remote IaaS sites is not enough to make a usable platform for a typical HEP user with many jobs to run. Most HEP users are already familiar with using cluster batch computing as it has been a technology employed for at least the last decade. However, few of these users have experience constructing a batch system as this is typically a task handled by a site system administrator. We have implemented a dynamic multi-cloud site batch system using a simple software component we developed called Cloud Scheduler [8]. Our goal is to produce a system that requires little effort from the users than typical batch job submissions. In this paper we describe this system and show how it can be used effectively with the BaBar application software [9].

2. System Architecture
Cloud resources are typically provided at discrete sites with no mechanism for bridging multiple sites or submitting to a central resource broker. In order to use multiple sites, requests for VMs must be individually submitted to each site. As the number of sites grows this task becomes increasingly onerous for the users. We solve this problem by building Condor [10] resource pools across multiple clouds. The component which allows us to accomplish this is the aforementioned Cloud Scheduler (for a detailed description of Cloud Scheduler’s internal design see [8]). Cloud Scheduler is configured with a simple text file that list the available cloud resources and their properties such as available CPU architectures, number of available VM slots, and memory per slot.

Users are provided with a VM with an unmodified installation of an operating system or one configured with project-specific HEP application software. This serves both typical and sophisticated users who wish to substantially modify their application software. Users create a valid X.509 grid proxy [13], then submit a Condor job with a set of custom Condor attributes (see Figure 1). The Condor attributes define the type of VM image which their job requires
Figure 2. The figure shows the distributed cloud system used in this work. The number of VM slots (or cores) at each site shown on the figure is the number made available to this project.

in addition to other requirements such as memory, scratch space, and CPU architecture. Once submitted to Condor, Cloud Scheduler detects the waiting idle job in the queue and boots a virtual machine on any number of configured IaaS cluster types such as Nimbus, Amazon EC2, and Eucalyptus. Prior to booting, the VM is contextualized (modified by the IaaS software) to connect back to the central Condor Scheduler to begin draining jobs. Users initially see a Condor Scheduler with no available resources and then VMs spring to life that meet the requirements of their jobs. When all jobs are completed the idle VMs are shutdown.

In this work we use a system consisting of four clouds as shown in Figure 2. Both the UVic HEP cloud and UVic science cloud are located in Victoria, Canada. The NRC cloud is located at the National Research Council in Ottawa, Canada, and Amazon EC2 is located in Virginia. All sites are connected with 1 Gbps or better research network connections except Amazon EC2 which is reached via a slower and more congested commodity internet connection. The slower network connection limits the use of EC2 for applications that require access to databases or data sets that are located at remote locations. Each one of the three research cloud sites consists of a Linux cluster with Intel Nahalem Xeon processors and Gigabit Ethernet or bonded Gigabit Ethernet connections. These clusters are typical of those purchased for HEP HTC clusters. The three research sites use Nimbus and are accessed by the Nimbus IaaS API. Sites provided by Amazon are accessed via its REST API. Each Nimbus site uses X.509 grid proxies for authentication, which allows HEP users to reuse their existing grid credentials. Grid credentials are also well trusted means of authentication at other research sites. Amazon EC2
uses its own access control and secret keys for authentication.

3. Results
We present a analysis run comprised of 255 jobs submitted by a BaBar user who is a member of this project. The submitted jobs run a user analysis over three BaBar data sets: Tau1N-data (total size: 1158 GB), Tau1N-MC (total size: 615 GB) and Tau11-MC (total size: 1386 GB). Tau1N-data and Tau1N-MC have event sizes of 4 KB while Tau11-MC has event size of 3 KB. All the data is stored on a Lustre filesystem hosted at UVic and is accessed by the VMs through the Xrootd [12] protocol.

Prior to the submission the user prepared a Xen VM image containing their BaBar application and made it available on an http server at NRC in Ottawa. This server functions as the central virtual machine image repository which can be accessed by any one of the research clouds shown in Figure 2. In addition the VM image must be uploaded to Amazon EC2 as Amazon requires that images preexist on their cloud. Each VM image is roughly 16 GB in size. At present there is no user authentication on the central VM repository, however we have an image repository under development which can use X.509 proxies to authenticate over https.

Figure 3(a) shows the jobs submission occurring at 13:00 on Jan 8 and 255 jobs entering the batch queue. Initially no jobs are able to run because no suitable resources have yet been instantiated in the cloud. Cloud Scheduler detects the waiting jobs and begins to instantiate the necessary VMs to meet the requirements of the jobs as listed in the Condor job description files (see Figure 1). We initially see VMs rapidly starting on both the NRC cloud and EC2 as shown in Figure 3(b). There is a delay of approximately 5 hours at which point we see VMs booting on both clouds at the University of Victoria. Because each 16 GB VM image is transferred over the WAN from Ottawa to Victoria we see a substantial penalty in the boot up times on Victoria based clouds. In order to avoid this penalty VM images could have been preloaded onto those clouds, however this would require extra work on the part of the user and knowledge of the clouds in question. In the future, we intend to address this problem by implementing a caching system such that identical images will only be transferred over the WAN once.

At roughly 20:00 on Jan 8 we see the full distributed cloud reaching its capacity of 100 VMs. After two hours of stable running 2 of the physical worker nodes on the UVic HEP cloud experienced a known intermittently occurring Xen networking bug which caused the VMs on those nodes to drop their network connection to the central Condor Scheduler. Once this occurs those machines drop off the available Condor resources and the jobs are listed as ‘evicted’ in Condor terms. Cloud scheduler immediately detects that these VMs are booted but not connected to the job queues. It then terminates those VMs via the cluster IaaS interface and attempts to instantiate new VMs to replace them. The cluster soon recovers and returns to full capacity and Condor resubmits the jobs. In this fashion the user is insulated from instabilities in the cloud system. This is particularly important in the case of these new technologies.

Near 15:00 on Jan 9 we see that there are fewer then 100 remaining running jobs and Cloud Scheduler begins to shut down the unused resources as the jobs finish. As the job queue drains we see the number of running VMs simultaneously reduced.

The total network I/O usage of the distributed cloud can be seen in Figure 4. Early in the run the demands on the VM image repository are substantial with half hour average network I/O peaking at 2.2 Gbps when all three research clouds are pulling from the image repository simultaneously. After the NRC cloud, which is co-located with the image repository finishes pulling the VMs we see I/O drop to 400 Mbps as the VM images are transferred across the WAN to Victoria. Amazon EC2 has no impact on the image repository I/O as the EC2 image is already stored at the Amazon site. The Xrootd I/O for data access for the running across all sites peaks at a modest 400 Mbps.
Figure 3. (a) Shows the state of 255 jobs executed on the cloud system over a 2 day period in January 2010. The blue line shows the number of queued jobs and the black line show the number of running jobs. (b) Shows the VMs automatically instantiated to meet the needs of those jobs over the same period. The blue curve shows the number of VMs being booted, the black curve shows the running VMs and the red curve shows VMs in an error state. The number of VMs being booted shows a short spike for VMs being booted on the NRC and Amazon EC2 clouds (where the VMs are locally stored). The VMs required at the two UVic clouds needed to be transferred from Ottawa to Victoria and this required 4-5 hours on the research network. The dip in the number of running jobs is explained in the accompanying text.
Figure 4. The total network I/O of the distributed cloud system. The blue line shows the network traffic out of the VM image repository as the images are being sent to both the local sites (as seen by the spike at early times) and remote sites (sustained transfer over a few hour period). The black line shows the data I/O from the jobs in the Cloud VMs. The rate grows with the number of jobs but there is also a dependence on the data set used in the analysis job.

4. Conclusion
We have constructed a multi-site distributed cloud using Condor and a new component called Cloud Scheduler. This distributed cloud was able to analyze roughly 5 TB of BaBar data using 100 VMs booted across four cloud sites with no work from the user beyond job submission and VM image preparation. Furthermore, we have shown that the system is resilient to failures in individual cloud resources; a feature essential to any system running on new IaaS technology.
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