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Abstract
Identifying the portions of trajectory data where movement ends and a significant stop starts is a basic, yet fundamental task that can affect the quality of any mobility analytics process. Most of the many existing solutions adopted by researchers and practitioners are simply based on fixed spatial and temporal thresholds stating when the moving object remained still for a significant amount of time, yet such thresholds remain as static parameters for the user to guess. In this work we study the trajectory segmentation from a multi-granularity perspective, looking for a better understanding of the problem and for an automatic, user-adaptive and essentially parameter-free solution that flexibly adjusts the segmentation criteria to the specific user under study and to the geographical areas they traverse. Experiments over real data, and comparison against simple and state-of-the-art competitors show that the flexibility of the proposed methods has a positive impact on results.
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1 Introduction
Thanks to the wide diffusion of localization technologies and mobile services based on the positioning of users and devices, the availability of mobility traces is increasing fast in several application domains. Location-based services provided through smartphones are nowadays extremely popular, from nearby restaurant suggestions to travel assistants, and in the near future all circulating vehicles will be equipped with localization capabilities for
their continuous monitoring. The vast amounts of data produced open the door to several useful applications that can yield better services, more sustainable cities, improved living conditions, etc. All this starts from appropriate mobility analysis operations able to transform raw data into useful information in the form of a deeper domain knowledge, patterns, models, and forecasts.

In mobility analytics one of the fundamental concepts is movement, namely the part of mobility data that describes a transfer from one place where the individual (or the object) was staying, to another one where the user will stop. Identifying movements in the raw stream of positions, for instance the continuous flow of GPS traces of a vehicle, is essential to many tasks, as it enables the development of mobility data models [19, 38] and applications like carpooling [2, 17], trajectory prediction [45] and car crash prediction [16], which are based on stop locations and the transitions between them. Errors in identifying stops and movements greatly affect the results of modeling, and therefore the overall performances. While it is simple to define a stop in geometrical terms, it is much less clear how to define significant stops, i.e. stops that might have some meaning for the user (for instance, stopping to do some activity before leaving), as opposed to stops that are simply incidental (for instance, due to a small traffic jam).

Practitioners in the mobility analytics domain defined several simple strategies to select stops in the mobility data stream (a brief account of literature on this topic is provided in the next section), each of them apparently capturing well some specific concept or some application-specific idea of stop. For instance, some solutions simply identify the moments where the object did not move, based on some thresholds, while others select the stops that have a duration compatible with some specific task, for instance discarding stops at a supermarket if their duration is physically too short to be able to enter, buy and exit. However, most existing solutions suffer from two important limitations: (i) they are based on critical thresholds that the user needs to choose accurately, and in most cases it is difficult to understand what value is the best; (ii) such thresholds are global, i.e. the same threshold value applies to all the individuals, irrespective of any distinctive characteristics they might have or of the places they visit. The reason of the latter is that, while an overall evaluation might be performed to select a global threshold, doing that separately for each individual might be impossible if their number is huge.

In this work we try to overcome the limitations highlighted above, providing a general methodology that inspects the mobility of the individual, and identifies segmentation thresholds that apparently match their mobility features. The process allows to get rid of virtually any input parameter (the only needed one is a spatial threshold that depends to location accuracy, and therefore is basically fixed for GPS data, ref. Section 4.2), adapts thresholds to each individual and is completely automatic, thus applicable to large pools of users. Moreover, we extend the aforementioned approach by observing the typical stops of other users for areas in which the single individual behavior is not reliable due to a low number of stops, and use the collective behavior to infer a suggested time threshold for the individual in those areas.

The paper is organized as follows: Section 2 discusses the related works and how our proposal differs from existing solutions; Section 3 provides some preliminary definitions; Section 4 defines the problem we want to tackle; Section 4 introduces our first proposed method to solve the problem, named ATS, while Section 5 describes a space-aware refinement
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1This work extends the paper “Self-Adapting Trajectory Segmentation” presented at BMDA 2020 International Workshop in Big Mobility Data Analytics [4].
named ACTS, with its variants; Section 6 defines some evaluation measures to quantify the quality of a segmentation; Section 7 provides empirical quantitative and qualitative evaluations of results, also comparing against some baselines and competitors; finally, Section 8 closes the paper with some conclusions and pointers towards future developments.

2 Related work

Segmentation is a technique for decomposing a given sequence into homogeneous and possibly meaningful pieces, or segments, such that the data in each segment describe a simple event or structure. Segmentation methods are widely used for extracting structures from sequences, and are applied in a large variety of contexts [43], such as: time series [7, 21], genomic sequences [31, 36, 37], text [28], video data. In the latter case, for instance, [33] proposes a trajectory segmentation approach for image motion, formulating it as an optimization problem aimed at minimizing the error between the observed motions and the segments approximating them.

Various simple approaches are currently adopted in practice, the most common being based on spatial and/or temporal constraints. This is the case, for instance, of the application paper in [46] where human trajectories are identified through a predefined rule based on a pair of spatio-temporal parameters regulating the end of a trajectory and the start of the subsequent one; and [20], where the trajectory is divided into subsequent trips if the time interval of “nonmovement” exceeds a certain threshold. In [49] it is described a change-point-based segmentation approach for GPS trajectories according to the transportation means adopting a universal threshold for determining whether a segment is “walk” or “nonwalk”. The work in [6] presents a theoretical framework that computes an optimal segmentation through computational geometry methods based on several criteria (e.g., speed, direction, location disk) that must be satisfied in each partition, thus making the approach local. However, the approach is rather general and not clearly applicable to the human trajectory context, where a trip can be complex and not showing the geometrical/movement uniformity the method looks for. Each criterion mentioned above corresponds to thresholds that the user must set, without clear guidelines on how to choose them. Finally, we remark that the implicit objective of such solutions is to identify the situations where the trajectory physically stops, regardless of its significance for the user. That allows to overcome the lack of a specific signal in the input data (e.g. car switch on/off) and the presence of artifacts introduced by GPS errors (e.g. the coordinates of an object change even if in reality it does not move), yet it does not distinguish between significant stops and irrelevant ones, which is a more semantic classification.

The authors of [47] segment the trajectories in two steps. The first segmentation is performed by means of simple policies with respect to temporal and/or spatial predefined constraints. Then, the trajectories are divided into stops and moves observing variations of the speed of the object. If the variations of the speed is below a speed threshold and there is a sufficient number of observations, then the portion of trajectory is annotated as a stop. The speed threshold is not general but changes according to the user behavior and also to the surrounding of the stop. In [40] it is defined a measure of the density of the points in the neighbourhood of each trajectory point, the Spatio-Temporal Kernel Window (STKW) statistics. To determine the start and end points of segments, the algorithm looks for maximal changes in STKW values. The focus of the approach is on capturing changes of transportation mode, including stops, which are simply points with low speed.
Besides to these methodologies, several other solutions to the trajectory segmentation problem have been proposed in the literature, yet with objectives different from ours. For example, cost-function based strategies were presented in [24, 25], while clustering-based ones are introduced in [29, 30], and a method based on interpolation kernels is described in [10, 11]. All these approaches are more focused on splitting a movement into homogeneous parts, rather than discovering significant stops, which is the purpose of this paper.

From a more specific perspective, we can frame our proposal as a methodology for stop-detection, the segmentation being a consequence of selecting stops as cutting points. Along this direction, [44] presents a kernel-based algorithm to detect stop locations and estimate stop durations. The method does not analyze the points sequentially, and instead builds a kernel density surface from which it extracts local maxima that become activity location candidates from which to derive the stay time. In [1] it is presented an algorithmic framework for criteria-based segmentation of trajectories through a start-stop matrix that stores the relation between a trajectory and a criterion. In the criteria-based setting, segments are chosen such that the movement inside each segment is homogenous w.r.t a given criterion (e.g., on speed). The work in [48] describes a solution that derives the users’ activity locations and times from data collected by their phones (GPS, GSM, WiFi, etc.). The main steps of the procedure consist in generating a first set of candidate stops according to predefined spatial/temporal windows, then in checking frequently visited places and in merging them, and finally in removing extra stops. A refinement of this procedure is presented in [39]. In [9] it is described a procedure that starts from fixed atomic segment of a homogeneous state, i.e., not moving or moving very little), and iteratively extends the segment until a new state is found. Similarly, [8] illustrates a method for threshold settings for stop detection focusing on periods of non-movement. In [22] stop points are detected using a density-based spatial clustering algorithm where a temporal criterion and gaps are also taken into account. Similarly, in [14] it is proposed a refined version of the DBSCAN clustering algorithm combined with SVM to identify the activity of stop locations. Finally, also [23] describes a cluster-centric trajectory segmentation approach exploiting movement characteristics such as position, direction, and speed of moving objects. Compared to these solutions, our proposal has a twofold objective, since we aim at simultaneously labeling a point as a stop and to refine the trajectory among two consecutive stops.

In this work we provide a segmentation method that, opposed to most of the existing ones, is not based on fixed space and/or time thresholds to be selected by the user – this is the case, for instance, of [20, 27, 46, 47, 49]. Instead, we aim to make the segmentation parameter-free and also adaptive to the single user’s data [15, 26], giving the opportunity to have different kinds of segmentation over different users. Also, our approach is complementary to the STKW-based one [40], as the latter aims to differentiate movements with different speed profiles, including stops as a particular example, while we focus on stop timing and try to understand which stops are actually significant (e.g. not too short) for the user. A work that is closer to our proposal is [10], where the authors introduce a new approach for unsupervised trajectory segmentation, called Octal Window Segmentation. The solution is based on a behaviour deviation detection strategy which makes use only of geolocation data over time. Interpolation methods are adopted to generate an error signal, which is then used as a criterion to split the trajectories into sub-trajectories. However, while the general idea has some similarity to ours, the approach seems to be appropriate for identifying route changes (at least in free movement) and changes of speed, yet much less for identifying significant stops.
3 Problem definition

We start by defining trajectory segmentation based on a spatial and a temporal threshold, in a way similar to standard approaches in literature.

**Definition 1** (Individual Trajectory) Given a user $u$, her Individual Trajectory $T_u$ is the sequence of $n$ points $T_u = \langle p_1, \ldots, p_n \rangle$ that describes her position in time, where each point $p \in T_u$ is defined as a triple $p = (p.x, p.y, p.t)$, representing its spatial coordinates $x$ and $y$, and the corresponding timestamp $t$. Moreover, points are in chronological order, i.e. $\forall 1 < i \leq n, p_{i-1}.t < p_i.t$.

First, we associate to each point a value corresponding to the time needed to move away from it farther than a spatial threshold:

**Definition 2** (Pseudo-Stop Duration) Given an individual trajectory $T = \langle p_1, \ldots, p_n \rangle$ and a spatial threshold $\sigma$, the Pseudo-stop duration associated to point $p_i$ is defined as $SD(T, i) = \min \{ p_j.t - p_i.t | i < j \leq n \land d(p_i, p_j) > \sigma \}$, where $d$ represents the geometrical Euclidean or geographical distance.

Notice that the last point $p_n$ will have $SD(T, n) = \min \emptyset = \infty$. Then, we define a partitioning of trajectories into segments, each terminating with a point having an high pseudo-stop duration.

**Definition 3** (Segmented Trajectory) Given a trajectory $T = \langle p_1, \ldots, p_n \rangle$, a spatial threshold $\sigma$ and a temporal threshold $\tau$, we define the $(\sigma, \tau)$-segmentation of $T$ as $T_{\sigma,\tau} = \langle S_1, \ldots, S_m \rangle$, such that:

1. $\forall i \ s.t. \ 1 \leq i \leq m$, $S_i$ is a subsequence $\langle p_s, p_{s+1}, \ldots, p_e \rangle$ of $T$
2. $\bigcup_{i=1}^{m} set(S_i) = set(T)$ and $i \neq j \Rightarrow set(S_i) \cap set(S_j) = \emptyset$
3. $\forall S = \langle p_s, p_{s+1}, \ldots, p_e \rangle \in T_{\sigma,\tau}^*, SD(T, e) > \tau \land \forall j \ s.t. \ s \leq j < e : SD(T, j) \leq \tau$

where $set(I) = \{ p \in I \}$.

Conditions (i) and (ii) imply that the segments of the segmented trajectory of $T$ form a partitioning of the elements of $T$ in the strictly mathematical sense. Moreover, condition (iii) states that all the points in a segment are movement points, i.e., their pseudo-stop duration is smaller than the given threshold, excepted the last point. Therefore, each point in $T$ that has a high pseudo-stop duration will act as a split point, and corresponds to a distinct partition in $T_{\sigma,\tau}^*$. Also, an implicit consequence of the definition is that partitions are maximal, i.e., they cannot be extended with additional points and still satisfy the requirements of Definition 3.

Existing trajectory segmentation methods assume that the same rules and the same parameters should apply to all moving objects. Since different objects can show very different movement characteristics, the above assumption leads to make choices that on average fit best the dataset, yet potentially making sub-optimal choices on single individuals.

Our objective is to overcome this limitation, making the segmentation process adaptive to the individual and taking into consideration their overall mobility. Our problem statement extends the traditional formulation of segmentation as a threshold-based operation, thus the core issue is to find good parameter values for each user.
Definition 4 (Individual Cut Threshold Problem) Given an Individual Trajectory $T_u$, and a global spatial threshold $\sigma$, the problem is to identify the temporal threshold $\tau$ that yields the optimal segmentation $T^{\sigma,\tau}$.

We notice that the problem definition requires a user-provided parameter $\sigma$. However, as it will commented later in more detail, this is a single global threshold that only depends on location accuracy and is therefore expected to be rather easy to select for a given data source type.

In this work we also consider a generalization of the problem, where each user is actually associated to a set of thresholds instead of just one. In particular, we assume that the correct temporal threshold can depend on where the user is moving in each specific moment. We do that by first revising our definition of segmentation:

Definition 5 (Space-Adaptive Segmented Trajectory) Given a trajectory $T = \langle p_1, \ldots, p_n \rangle$, a space partitioning $G$ that maps points to geographical cells, a spatial threshold $\sigma$ and a function $\tau_G : G \rightarrow \mathbb{R}$ that associates a temporal threshold to each cell in $G$, we define the $(\sigma, \tau_G)$-segmentation of $T$ as $T^{\sigma,\tau_G} = \langle S_1, \ldots, S_m \rangle$, such that:

(i) $\forall i \ s.t. \ 1 \leq i \leq m, \ S_i$ is a subsequence $\langle p_s, p_{s+1}, \ldots, p_e \rangle$ of $T$
(ii) $\bigcup_{i=1}^{m \setminus \text{set}(S_i) = \text{set}(T) \text{ and } i \neq j \Rightarrow \text{set}(S_i) \cap \text{set}(S_j) = \emptyset}$
(iii) $\forall S = \langle p_s, p_{s+1}, \ldots, p_e \rangle \in T^{\sigma,\tau}, \ SD(T, e) > \tau_G(G(p_e)) \land \forall j \ s.t. \ s \leq j < e : SD(T, j) \leq \tau_G(G(p_j))$

where $\text{set}(I) = \{ p \in I \}$.

The change basically consists in replacing the fixed threshold $\tau$ of the user with a set of values, one for each geographical cell visited by the user, formalized as a function from cells to thresholds. The problem now, therefore, becomes how to find the assignment of thresholds $\tau_G$.

Definition 6 (Individual Space-Adaptive Cut Threshold Problem) Given an Individual Trajectory $T_u$, a space partitioning $G$ and a global spatial threshold $\sigma$, the problem is to identify the set of temporal thresholds $\tau_G$ that yields the optimal space-adaptive segmentation $T^{\sigma,\tau_G}$.

Since the number of moving objects can be very large, the process must be completely automatized and require no human intervention. In Section 4 we will introduce a simple and effective approach to solve the first problem, and thus find a suitable value of $\tau$ for each user, also providing some basic guidelines to choose a value for the global spatial parameter. Then, Section 5 will revise the approach to tackle the space-adaptive problem definition, considering a more flexible context where the temporal threshold of a user can also change based on the areas visited, thus in principle yielding different values for different spatial locations.

4 Self-adaptive trajectory segmentation

The first solution proposed for the individual cut threshold problem consists in fixing the spatial threshold to a global value (i.e. to be used for all users) and then in studying the segmentations that we would obtain by applying different temporal thresholds. We will start
describing the process for choosing the temporal threshold, which is the central part of the solution, and later discuss how the spatial one can be chosen.

4.1 Methodology

When very small values of $\tau$ are used, the segmentation obtained will contain a huge number of very short segments, till the extreme case where each point forms its own segment. As the threshold is increased, more and more segments will merge together, since some of the former splitting points will fall below $\tau$. The process is expected to gradually enlarge the trajectory segments by first including simple slowdowns (i.e. not really stop points), then temporary stops (e.g. at traffic lights), and so on. Our approach consists in (virtually) monitoring such progression, and detecting the moment where an anomalous increase in the number of segments is observed, which represents a sort of change of state. This follows the same kind of idea adopted in various unsupervised classification contexts, such as the knee method for deciding the number $k$ of clusters for the $k$-means algorithm [42], or analogous solutions to choose the radius for density-based clustering (e.g. DBScan).

In our solution, rather than relying on visual or similar heuristic criteria, we will base the threshold selection on a statistical test. In particular, we will adopt the Modified Thompson Tau Test [5] which, basically, checks whether a given value fits the distribution of the rest of the data or not [18]. Since we look for anomalous values in a sequence, we apply the test iteratively, comparing each value $n(t)$ (the number of segments obtained with $\tau = t$) against the values $n(t')$ obtained for larger thresholds $t'$. This process yields a set of thresholds that have an anomalous number of partitions as compared to the successive thresholds. Among them, we simply choose the smallest one, thus deciding to select the segments that emerge at the first change of state, also representing shorter and finer granularity movements.

The procedure, named ATS (self-Adaptive Trajectory Segmentation) is summarized in Algorithm 1. Step 1 collects the pseudo-stop durations $SD$ of all the points $i$ of the input trajectory, and step 2 computes the frequency $F$ of each value, basically representing the number of new segments obtained using that value as $\tau$ w.r.t. the previous smaller thresholds. In our implementation such frequency distribution is computed through smoothed histograms, grouping values into bins of 1-minute width. Figure 1(left) shows the frequency distribution of a sample trajectory, the vertical line corresponding to a possible cut point. The resulting set of segments obtained is described in Fig. 1(right) in terms of segments duration. Finally, step 3 applies the Modified Thompson Tau Test to all possible cut thresholds,
corresponding to all the non-zero values of frequency function $F$, to identify the frequency values that appear to be anomalous with respect to the frequency of larger thresholds. Among all these candidate thresholds, step 4 selects the smallest one as value for $\tau$.

**Computational complexity** The cost of Algorithm 1 is dominated by step 1, since the computation of each pseudo-stop duration ($SD$) could in principle require to scan all the remaining points of the individual trajectory, thus yielding an $O(n^2)$ cost, where $n$ is the size of the individual trajectory. However, in practical applications the trajectory portion needed for each $SD$ is relatively small, leading to a quasi-linear cost. The remaining parts of the algorithm can be realized in linear time, including the Modified Thompson Tau Test, which can be computed for each point through incremental updates, and considering that the actual size of $F$ (namely, not considering empty bins where $F(a) = 0$, which can be simply omitted) is at most $n = |T|$.

**Algorithm 1 AT$S(T, \sigma)$**

| Input | Individual trajectory $T$, spatial threshold $\sigma$ |
|---|---|
| Output | Cut threshold $\tau$ |
| 1 | $S = \{ SD(T, i) \mid 1 \leq i \leq |T| \}$ |
| 2 | $F = \text{frequency distribution of } S \text{ values with 1-minute bins } (F(a) = |\{a \in S\}|)$ |
| 3 | $C = \{ t | t \in \text{range of } F \land T T(F(t), (F(t')|t' > t)) = \text{true} \}; \ T T(a, B) = \text{Modified Thompson Tau Test of } a \text{ vs. set } B$ |
| 4 | return $\min C$ |

4.2 Fixing the spatial threshold

In our approach, the threshold $\sigma$ represents the minimum distance between two (consecutive) points that can be considered as a movement, and the temporal parameter is indeed measured as the time needed to make a movement. A simple way to fix its value is to adopt the minimum value that, according to the accuracy of our dataset, cannot be mistaken for a positioning error, for instance due to GPS uncertainty. In our experiments we adopt road vehicle GPS traces that are expected to have errors not larger than 10 meters, therefore we could fix $\sigma = 20$ (the worst case distance between two points that have the maximal error in opposite directions). We decided to slightly increase it to 50 in order to stay on the safe side, also to take into account that errors are slightly higher than average in urban centers, which is the application context where our experiments are performed. Since we do not have data sources from other kinds of transport (ships, planes, etc.) the selected threshold seems to meet our purposes. However, empirical results confirm that the value of the global parameter $\sigma$ is not critical, as our approach shows a low sensitivity to it. For this reason, the value we chose in our experiments (50 meters) can be considered a good guess for generic vehicle GPS data. Other data sources with a higher spatial uncertainty might require larger values, to be ascertained through a (one-shot) analysis of the data produced.

5 Individual and collective adaptive trajectory segmentation

The solution described in the previous section strictly follows the problem formulation of $(\sigma, \tau)$-segmentation given in Definition 3, thus implicitly assuming that a user has a single, optimal threshold that applies well in any area where they move. Clearly, common sense
suggests that this is an artificial assumption, and the threshold that is correct for a user in a
given place, might be not optimal for the same user in a different location. To loosen such
assumptions, we adopt here the more general notion of space-adaptive segmented trajectory,
introduced in Definition 5, and a corresponding strategy to adapt the thresholds also to
geographical locations.

The problem, now, consists in finding for each user an assignment of thresholds $\tau_G$ that
provides a (potentially different) threshold value for each geographical cell in the space
partitioning $G$.

We identify here three possible approaches:

1. **Local individual approach:** following the same idea of ATS, we could restrict the sta-
tistical test used to fix the threshold $\tau$ only to the points of the user that fall in a given
cell $g \in G$. While very appealing, empirical evaluations show that the data samples
associated to each cell are too small to apply the test, with very few exceptions. For this
reason, alternative solutions were considered.

2. **Local collective approach:** this solution assumes that the time threshold $\tau$ is actually a
function of the location, and does not directly depend on the user. Therefore, each cell
$g$ is associated to a data sample composed of all the points of all users that fall in $g$.
This greatly increases the sample size, yet losing the identity of the single user.

3. **Wisdom-of-the-crowd collective approach:** the idea here is that each user brings an opin-
ion about what is the correct threshold, built from their own mobility data (and therefore
their own $\tau$ found through ATS), and over each cell $g$ all users vote for the best local
threshold value, each vote having a weight proportional to the frequency of visit of the
cell. This is a simple application of the classical “wisdom of the crowd” principle [13].

Approaches 2 and 3 provide a candidate threshold value $\tau^*$ for a user in a given cell,
which can be seen as a suggestion that all users provide as alternative to the individual value
$\tau$. Our proposal is to replace $\tau$ with $\tau^*$ whenever the former has a weak relation with the
cell, i.e. for those locations that the user visited only rarely, and that therefore were not
significantly involved in the computation of the global $\tau$. Both collective approaches result
into a mapping $G_C : G \rightarrow \mathcal{R}$ that associates each geographical cell in $G$ to a suggested $\tau^*$.
The procedure that implements the management of such suggestions is the same for both
approaches, is named ACTS (self-Adaptive and Collective Trajectory Segmentation), and is
summarized in Algorithm 2.

**Algorithm 2** ACTS($T$, $\sigma$, $G_C$, $\text{min\_stops}$).

| Input | Individual trajectory $T$, spatial threshold $\sigma$, Cell grids and associated collective threshold multisets $G_C$, Minimum number of stops $\text{min\_stops}$. |
|-------|--------------------------------------------------------------------------------------------------|
| Output| Cut thresholds $\eta$                                                                                     |
| 1    | $\tau = \text{ATS}(T, \sigma)$;                                                                     |
| 2    | $G_I = \{ (g, \text{freq}) \mid g \in G_C \land \text{freq} = |\{p \in T \mid p \in g\}| \}; \text{visited cells \& frequency}$ |
| 3    | $\eta = \emptyset$;                                                                                   |
| 4    | for $(g, \text{freq}) \in G_I$ do                                                                   |
| 5    | $\mu = \text{model}(S)$ for $(g, S) \in G_C$;                                                        |
| 6    | if $\text{freq} \geq \text{min\_stops}$ then                                                         |
| 7    | $\eta = \eta \cup \{(g, \tau)\}; \text{individual threshold prevails}$                              |
| 8    | else                                                                                                 |
| 9    | $\eta = \eta \cup \{(g, \mu)\}; \text{collective threshold prevails}$                              |
| 10   | return $\eta$                                                                                       |

The procedure that implements the management of such suggestions is the same for both
approaches, is named ACTS (self-Adaptive and Collective Trajectory Segmentation), and is
summarized in Algorithm 2.
Besides the individual user trajectories $T$ and the spatial threshold $\sigma$, the ACTS procedure takes as input the cell grid $G_C$ containing the pseudo-stop times of all the observed users grouped per cell, and the minimum number of stops $\text{min}\_\text{stops}$ that an individual user can have in a cell in order to consider the cell “frequently visited”. In the first step, ACTS retrieves the user adaptive threshold $\tau$. After that, it identifies the subset $G_I \subseteq G_C$ of cells visited by the user, with their visit frequencies. Then, for each cell $g$ (lines 4–10), if the cell is frequently visited, i.e., the user has in that area at least $\text{min}\_\text{stops}$ points, then the individual global threshold $\tau$ is used (line 7), otherwise we take the most frequent value among those associated to the cell $g$ (lines 5 and 9).

In order to specify what kind of threshold suggestions we are using in the ACTS procedure, we will refer to it as $\text{ACTS}_{\text{Local}}$ when $G_C$ is obtained through the local collective approach (number 2 of the list above), and as $\text{ACTS}_{\text{WOTC}}$ when the Wisdom-of-the-crowd approach is used.

**Spatial grid definition** In principle, any definition of grid $G$ can be applied to ACTS, provided that it is a partition of space that covers all points in our users’ trajectories. In our experiments we opted for a regular grid, which is the most commonly adopted solution in literature, and in particular we implemented it through a standard geohashing. Geohash [34] is a very efficient mapping of locations into rectangular grids, and allows to change its spatial granularity in a transparent way. Its main limitation is in the fact that grids are predefined worldwide, and the spatial granularity can be changed in a limited set of configurations, the size of each cell doubling when we move from one granularity level to the next one. Other, more sophisticated space partitioning strategies are used in literature, such as regular exogonal grids [41] of quad-tree based adaptive partitioning [12], yet evaluating all of them is out of the scope of this paper. Given an encoding length $h$, Geohash associates each pair of latitude-longitude coordinates to a string of $h$ letters and digits, which corresponds to define a partitioning into square or rectangular cells, each cell corresponding to the set of points that have the same encoding. In particular, we will consider three levels: $h = 5$, resulting into cells of diameter $\sim 4.8$ Km; $h = 6$, with diameter $\sim 1.22$ Km; and $h = 7$, with diameter $\sim 0.152$ Km.

Algorithm 3 summarizes the overall process, including the generation of grid $G$ and collective suggestions $G_C$, for both variants of ACTS.

**Algorithm 3** $\text{ACTS}_{\text{ALL}}(\text{Method}, T, \sigma, h, \text{min}\_\text{stops})$.

**Input**: Method to apply (Local or WOTC), Individual trajectories of all users $T$, spatial threshold $\sigma$, geohash level $h$, Minimum number of stops $\text{min}\_\text{stops}$.

**Output**: Segmented trajectories $T^*$

1. $G = \{\text{geohash}(lat, lon) | T \in T \land (lat, lon) \in T\}$;
2. if Method = ‘Local’ then
   3. \[ G_C = \{(g, \tau^*) | g \in G \land S = \{SD(T, i) | T \in T \land T[i] \in g\} \land \tau^* = \text{ATS}_{\text{geo}}(S, \sigma)\}; \]
4. if Method = ‘WOTC’ then
   5. \[ G_C = \{(g, \tau^*) | g \in G \land S = \{\text{ATS}(T, \sigma) | T \in T \land T \cap g \neq \emptyset\} \land \tau^* = \text{mode}(S)\}; \]
6. $T^* = \emptyset$;
7. for $T \in T$ do
   8. $\tau_G = \text{ACTS}(T, \sigma, G_C, \text{min}\_\text{stops})$;
   9. $T^* = T^* \cup T^{\sigma, \tau_G}$; \quad // $(\sigma, \tau_G)$-segmentation, see Definition 5
10. return $T^*$
6 Evaluation measures

The reconstruction error generally used for evaluating segmentation problems [3] just measures how well each segment can be approximated with one value, and thus seems not to fit with trajectory segmentation. Therefore, similarly to clustering evaluation, we propose three internal evaluation measures [42]. Let $T$ be the sequence of $n$ points and $T_S = \langle S_1, \ldots, S_m \rangle$ its segmentation. We denote with $A_t = \text{duration}(T) = p_n.t - p_1.t$ the total elapsed time from the first point of $p_1 \in T$ to the last point $p_n \in T$, and $A_d = \text{length}(T) = \sum_{i=1}^{n-1} d(p_i, p_{i+1})$ the total distance covered by the trajectory, computed by considering every couple of subsequent points in $T$. Let $M_t = \sum_{S_i \in T_S} \text{duration}(S_i)$ be the sum of the segments’ duration, i.e., the time spent driving, and $M_d = \sum_{S_i \in T_S} \text{length}(S_i)$ be the sum of the segments’ length, i.e., the distance traveled. Then, we define the following measures:

- **time precision**: $TP = 1 - \frac{M_t}{A_t}$
- **distance coverage**: $DC = \frac{M_d}{A_d}$
- **mobility f-measure**: $MF_\beta = \frac{(1 + \beta^2) \cdot TP \cdot DC}{(\beta^2 \cdot TP) + DC}$

Time precision and distance coverage capture two conflicting effects of segmentation, namely the time covered by stops and the distances covered by the segments (i.e. the movement points). Indeed, a very aggressive segmentation will identify a large number of stop points, yielding a high time precision, yet this will make segments shorter, significantly reducing the distance coverage. Similarly, a very loose segmentation will yield exactly the opposite results. Any segmentation choice will yield a trade-off between them. Analogously to the f-measure adopted in Information Retrieval, which is a combination of precision and recall measures, our mobility f-measure accounts for both aspects simultaneously. In the experiments we adopt $\beta = 0.25$, which weighs time precision higher than distance coverage by augmenting the relevance of missing precision in stop detection. The reason is that i) it is relatively easy to guarantee an high distance coverage, and ii) the main focus of the paper is on the temporal aspects of trajectory partitioning.

7 Experiments

We experimented the proposed trajectory segmentation approaches ATS and ACTS over real datasets of GPS vehicle traces. The results commented in the following refer to 2000 users of the area of Rome (Italy), and London (UK). The means and standard deviations of the sampling rate for the users analyzed are 12194.67 ± 22575.66 and 4385.76 ± 9359.14, for Rome and London respectively. The high values and their high variability is due to the presence of several long time gaps, typically due to parking periods.

In the following, we first analyze the personal temporal thresholds returned by ATS, and then provide a quantitative and qualitative evaluation of the results for understanding the benefits of the novel method with respect to existing ones. We compare, in particular, against the common trajectory segmentation method based on fixed parameters (FTS_temp-thr) as proposed in [46]. Moreover, we consider a baseline consisting in a random trajectory segmentation method that splits the sequence of points $T = \langle p_1, \ldots, p_n \rangle$ into $m$ equal-length segments (i) with $m$ randomly extracted between 2 and $n/2$ (RTS$_1$), or (ii) with $m$ set to the number of segments returned by ATS (RTS$_2$).

Next, we show the results obtained with the two variants of ACTS, ACTS$_{LOC}$ and ACTS$_WOTC$, thus evaluating the impact of considering geography and collective behaviors in the definition
of individual temporal thresholds. Here, we compare our proposed solutions against a state- of-the-art approach for trajectory segmentation exploiting a completely different strategy but relying exactly on the same input data format. We name HEH-D the proposal described in [22] for detecting stop points using the DBSCAN method. In summary, HEH-D first runs DBSCAN on the GPS observations only considering the spatial dimension. Then, it further separates the points in each cluster that have a temporal gap between each other larger than \( q \) seconds, and turns into noise the spatio-temporal clusters composed by less than \( k \) points. Finally, all the noise points are sorted chronologically and modeled as trajectories while those in the clusters are treated as stop points. According to the suggestions in [22], we adopted the following parameters setting: \( \text{minpts} = 5, \epsilon = 50 \text{ meters}, q = 210 \text{ seconds} \). Also, for the parameter \( k \) we evaluated all values between 2 and 6 (the latter being the choice suggested in the paper), and eventually selected \( k = 2 \) since it yields the best results in terms of mobility f-measure. Additionally, we also experimented with a variant of this method that replaces DBSCAN with OPTICS, named HEH-O in the experiments, for which we adopted the same parameters specified for HEH-D. The idea is that OPTICS typically performs better than DBSCAN when clusters in the data have variable densities, and that might help improving the quality of the segmentation.

Finally, we conclude the section with an evaluation of run times of our methods when the number of users and the duration of their trajectories vary.

### 7.1 Self-adaptive temporal threshold (ATS)

We observe in Fig. 2 the distribution of the time thresholds selected by ATS for each user (vertical axis represents value frequencies in log-scale).

Although every user has her own mobility with its own mix of regular and more erratic behaviors [35], we observe two clear peaks in the distributions for both Rome and London. This means that ATS mainly recognizes two different types of users regarding to the minimum duration of the stops. This supports the intuition behind our approach, namely to have a self-adaptive procedure selecting a personalized best temporal threshold for each user. Selecting one single threshold value for all the data might negatively affect the segmentation of some users, partitioning their trajectories either too much or too little. The first peak is at about 600 seconds (\( \sim 10 \text{ minutes} \)), while the second peak is around 1200 seconds (\( \sim 20 \text{ minutes} \)). These values correspond to the temporal thresholds that the ATS procedure uses.

![Fig. 2](image-url) Time threshold distributions for trajectories obtained with ATS in Rome and London. The peaks show the ideal thresholds to be set to build the trajectories.
to cut each trajectory. There is also a minority of users having values relatively far from the peaks.

### 7.1.1 Comparison of evaluation measures

In this section we compare the ATS approach with the baseline methods taken into account. In Tables 1 and 2 we report the results obtained on our two cities. The first three columns show the evaluation measures described above. The fourth column shows the ratio between the average sampling period of movement points (thus discarding the stop portions of the user’s trajectory) and the average sampling period of the full trajectory, while the last one reports the average number of segments obtained and its standard deviation. In general, we can observe that the best results were obtained with the ATS and FTS methods, both for Rome and London. Analyzing the ratio (fourth column) we can see that values are low for both ATS and the FTS ones, meaning that the long stops are ignored (i.e. they are recognized as real stops) and just the short ones are considered. On the contrary, with the random approaches the ratio is bigger because the algorithm function evaluates all stops in the same way. Looking at the number of segments it is possible to note that FTS and ATS methods produce different quantities, especially the FTS120 produces less segments in the Rome case and much more in London. About the last two approaches, the RTS1 method works with a random number of segments, so it is normal that the final result differs from the others, while the RTS2 takes as number of segments the same of the ATS approach so we aspect to achieve similar results.

For the evaluation measures we can see that ATS reached the goal we expected, i.e. yielding a quality of results which is always comparable or higher than fixed-threshold approaches and more robust. Indeed, for both Rome and London the values obtained by ATS are compatible with the FTS results, even better in the $MF_{.25}$ for Rome and in the distance coverage for London. In particular, in the Rome example, having a high $MF_{.25}$ values means that also the time precision and the distance coverage are well correlated, leading to satisfying result. Looking at the FTS120 results, we can note that the time precision is high but the distance coverage is very low, because the algorithm builds short trajectories with few points. An analogous reasoning can be done analyzing the FTS1200 method, which produces an excellent distance coverage score but a lower time precision. The ATS solution reaches a good balance, thanks to its adaptive behaviour that allows to control and correct the trajectory fragmentation, and all its evaluation measures are always either the best or the second best of the group.

| method     | $MF_{.25}$ | $TP$  | $DC$  | $ratio_{st}$ | #segms (avg ± std) |
|------------|------------|-------|-------|--------------|--------------------|
| ATS        | .951       | .951  | .981  | 0.049        | 837.34 ± 854.52    |
| FTS120     | .925       | .996  | .456  | **0.015**    | 592.26 ± 652.78    |
| FTS1200    | .948       | .947  | .997  | 0.053        | 746.28 ± 733.96    |
| RTS1       | .279       | .268  | .722  | 0.700        | 2094.85 ± 2472.36  |
| RTS2       | .124       | .118  | .877  | 0.883        | 899.59 ± 926.03    |

The first three columns show the measures illustrated in Section 6. The fourth one reports the ratio between the average sampling period of non-stop points over that of all points, and the last column is the number of segments.
Table 2  Evaluation on London data

| method  | $MF_{25}$ | $TP$   | $DC$  | ratio | #segms (avg ± std) |
|---------|-----------|--------|-------|-------|-------------------|
| ATS     | .955      | .953   | .999  | 0.047 | 433.92 ± 513.72   |
| FTS$_{120}$ | .958    | .961   | .944  | 0.040 | 1131.83 ± 1431.81 |
| FTS$_{1200}$ | .952    | .950   | .999  | 0.050 | 359.55 ± 410.61   |
| RTS$_{1}$ | .267      | .256   | .695  | 1.007 | 2833.72 ± 4203.05 |
| RTS$_{2}$ | .035      | .033   | .958  | 1.008 | 445.65 ± 527.97   |

The first three columns show the measures illustrated in Section 6. The fourth one reports the ratio between the average sampling period of non-stop points over that of all points, and the last column is the number of trajectories.

For a better understanding of the quality of ATS, the distribution of $MF_{25}$ values for the different approaches on the two datasets is shown in Fig. 3 through a boxplot visualization. For the Rome case we can observe that with the ATS approach the median value is the highest (closest to 1) and the inter-quartile range is smaller than the other two, meaning that we have a smaller variability and thus more robust results. The London case appears to be different, and the best $MF_{25}$ values are obtained with the FTS$_{1200}$, although the median is very similar to ATS and the box is only slightly narrower. This indicates that in some contexts the flexibility introduced by ATS might be not required, and it only reaches performances similar to those of simpler solutions.

7.1.2 Comparison of segmentation statistics

In the following we analyze other statistical indicators on the trajectory segments extracted by the various methods. Indeed, discovering some hidden correlations between trajectory features and the segmentation approach could lead to a better understanding of the problem and highlight other relevant aspects. In Fig. 4 we report the distributions of the average number of points per segment for Rome and London. For all methods, the majority of segments have less than 20 points, probably meaning that most of the trips take place within the city. However, in the distribution tails some long trajectories with more points emerge. We observe that the distribution peaks of ATS place somehow in between the peaks of the two FTS variants (though closer to FTS$_{1200}$, especially in London) thus finding a trade-off between them. Moreover, we can see that the distributions are different in the two cities:

![Fig. 3](image-url) Boxplots for the $MF_{25}$ results. On the Rome data ATS yields better results than the FTS solutions, while in London all three produce almost the same results. The variability of ATS results is consistently smaller than the other methods, which is a sign of robustness.
London has a wider distribution than Rome, meaning that the first one has a larger variety of trips.

Figure 5 shows the distributions of the average number of segments per user. In London most of the users have less than 20 trajectory segments. The peak of the distribution is between 5 and 10. Between 30 and 100 segments the distribution remains stable at a small value larger than zero. In Rome we observe a similar result with a peak between 15 and 20. Also in this case, the peak of ATS distribution tends to stay in the middle of the FTS ones.

In Fig. 6 we compare the distribution of average length and average duration of the segments returned by ATS (left) and FTS (right) for the area of Rome. With the ATS method the peak value is around 10km, thus confirming that most of the trips are short, and likely to take place around the city. With the FTS methods the peak position depends on the temporal threshold imposed: with a threshold of 1200 seconds the average distance is similar to ATS, while with 120 seconds it becomes lower and close to 5 km. The results for the RTS methods are omitted, since their plots are very similar to FTS. Also, the plots for London show exactly the same behavior observed on Rome.

In terms of segments duration, ATS yields a distribution with a peak around 1200 – 1500 seconds (≈ 20 – 25 minutes). With the FTS methods the peaks change: for FTS 120 the peak is around 500 seconds while for FTS 1200 the peak is centered in 1800 seconds. Also in this case, the results on London are very similar and omitted here.
7.1.3 Case study

In this section we show qualitatively on a case study the effectiveness of ATS with respect to FTS. In Fig. 7 we report the segmentation returned by FTS1200 [46] (left) and by ATS (right), the user is traveling from south to north. FTS1200 returns two trajectories (green and blue), while ATS returns three trajectories (green, orange and blue). The second line of plots reports the time gap between consecutive GPS points. The colors match the trajectory segments, while stops are highlighted in red. We observe how ATS identifies the short stop of less than 15 minutes at the service area similarly to the subsequent longer stop. On the
other hand, FTS1200 considers the first stop as part of the green trajectory. The map in the bottom line of Fig. 7 shows the service area which is very close to the GPS points reported on the bottom right corner of the map. This case study highlights how various existing stops under a certain predefined threshold can be missed with a segmentation approach like FTS, while a more data-driven and self-adaptive method like ATS is able to take into account specific user behaviors and return more detailed results.

### 7.2 Individual and collective adaptive temporal threshold (ACTS)

In this section we show the impact and improvements given by the ACTS methods exploiting the collective behavior over ATS. First of all we choose a reference geohash precision looking for a trade-off between the geographical granularity and the number of pseudostops collected in the cells. We opt for a geohash precision of $h = 6$ corresponding to an area of size $1.22\text{ km} \times 0.61\text{ km}$. As shown in the next sections, values $h = 5$ and $h = 7$ yield very similar results, suggesting that any value of $h$ around 6 appears appropriate for this kind of data. The set $G$ of cells obtained this way are used by Algorithm 3 to compute local suggestions for time thresholds by collecting the pseudo stops of all the 2000 users in the dataset under consideration. Then, for the ACTS LOC method a distribution of pseudo-stop durations for every cell is created, which will later pass through the Thompson test. Both ACTS strategies require to define the minimum number of points (visits) of a user in a cell that make it significant for them. In order to avoid any manual setting, after a preliminary experimentation we decided to derive it directly from the distribution of pseudo-stops durations of the dataset, fixing it to its 50-th percentile. In our dataset, in particular, that corresponds to $\text{min\ number} = 5$, meaning that when a user passes in a given cell, if they have at least 5 points inside it, for that cell we can use their own individual time threshold computed by ATS; otherwise, we will use the collective threshold assigned to the cell.

We report in Figs. 8 and 9 the distributions of the time thresholds selected respectively by ACTS LOC and Acts WOTC (Rome dataset on the left and London on the right) for each user (vertical axis represents value frequencies in log-scale). Similarly to Fig. 2, we can observe two peaks in the distributions at about 600 seconds (≈ 10 minutes) and 1200 seconds (≈ 20 minutes) for both cities. Compared to Fig. 2, the two ACTS variants show a lower variability and more focused distributions. ACTS LOC and Acts WOTC produce almost identical distributions, however, as will be shown later, their threshold assignments (and therefore the trajectory segmentations they imply) are actually different.

![Fig. 8](#) Time threshold distributions for the users obtained by ACTS LOC in Rome and London. Compared to ATS, the distributions are more concentrated on the two peaks.
7.2.1 Impact of ACTS strategies

In this section we provide a first evaluation of the impact of the selection strategies adopted in the two ACTS variants to assign threshold values to grid cells and, as effect, to individuals over those cells. Figure 10 shows the spatial distribution of the number of points (and, therefore, of pseudo-stop duration values associated) that fall in the cells of the two observed areas. In both cases, cells are obtained with a geohash precision $h = 6$. We notice that in the London dataset (right) the higher number of stops are mainly located along locations with high population density and within the urbanized areas. On the other hand, the Rome data (left) shows high values also along the main roads, and covers an area which is larger than the city itself (southern section of the picture), touching a part of Lazio (outside the city) and a part of Tuscany.

The plots in Fig. 11 compare the temporal thresholds that ATS and $\text{Acts}_{WOTC}$ associate to each user for each cell they visit (remind that the value assigned by ATS will be the same for all the cells of a user, while $\text{Acts}_{WOTC}$ yields cell-dependent thresholds that will substitute the ATS value when the cell is poorly visited by the user). In both cities we can see that the differences, and thus the impact of $\text{Acts}_{WOTC}$ over ATS, is significant and approximately symmetric, i.e. sometimes the initial ATS threshold is increased, some other times it is decreased, with an overall balance between them. The corresponding plots for $\text{ACTS}_{LOC}$ vs. ATS are very similar to the previous ones, and is therefore not reported here.
As mentioned above, the geohash precision is in principle a parameter that should be chosen by the user. In order to evaluate the sensitivity of the approach over such precision, we show in Figs. 12 and 13 the same scatter plot replicated with precision $h = 5$, corresponding to cells of twice the area w.r.t. the previous case, and $h = 7$, corresponding to cells of half the original area. As we can see, the impact remains virtually the same as $h = 6$, suggesting that this is not a critical parameter – although values much smaller or much larger than these are expected to be not effective, since very small ones yield huge cells potentially covering entire cities, and very large ones create cells that are too small to capture significant amounts of points.

### 7.2.2 Comparison of evaluation measures

In the following we first compare the ACTS methods against ATS, and later we compare their performances with those of the two variants of the competitor considered, namely HEH-D and HEH-O. All evaluations are based on the metrics defined earlier.

Comparing our approaches, in Table 3 we observe that ACTS$\text{LOC}$ improves the performance of ATS in terms of $MF_{25}$ and $TP$ for Rome dataset. On the other hand, in Table 4 we
can see that on the London dataset all three approaches are comparable in terms of performance, reaching higher levels of DC compared to Rome. In terms of sampling ratio (fourth column) the ACTS methods show an improvement against ATS, since their lower value (more pronounced for ACTS$_{LOC}$, and a bit marginal for ACTS$_{WOTC}$) means that the former create trajectories with smaller internal time gaps. In addition, by analyzing the number of segments (last column) we can see that values for ACTS$_{LOC}$ are higher than ATS and those for ACTS$_{WOTC}$ are comparable, though slightly higher and with a slightly lower standard deviation. These factors, combined with the smaller $ratio_{st}$ of ACTS methods with respect to ATS, imply that overall the local and wisdom of the crowd mechanisms suggest more changes towards smaller thresholds, therefore leading to more splits.

Figure 14 reports the $MF_{25}$ for all our approaches and the FTS baselines as boxplots. For the Rome case we can observe that the distribution of values of ACTS$_{WOTC}$ is similar to ATS, only slightly more compact, while that of ACTS$_{LOC}$ has slightly higher median and a significantly smaller interquartile range. The differences in London are much less visible.

In summary, the evaluation measures suggest that the ACTS methods achieve a small but interesting improvement over the basic ATS.

The last two lines of Tables 3 and 4 show the measures obtained with the two competitors. We can observe that there is a great discrepancy between them and those obtained with our methods, suggesting that, on our dataset, the clustering-based methods are not able to

Table 3  Evaluation on Rome data

| method    | $MF_{25}$ | TP   | DC      | $ratio_{st}$ | #segms (avg ± std) |
|-----------|-----------|------|---------|--------------|---------------------|
| ATS       | .9513     | .9507| .9876   | .0462        | 851.551 ± 717.173  |
| ACTS$_{LOC}$ | .9587     | .9654| .9174   | .0379        | 946.743 ± 785.998  |
| ACTS$_{WOTC}$ | .9514     | .951 | .9856   | .0459        | 857.157 ± 713.349  |
| HEH-O     | .1560     | .1538| .7874   | .0313        | 2400757.281 ± 2760922.811 |
| HEH-D     | .1877     | .1308| .8586   | .0511        | 2244814.994 ± 3521517.705 |

The first three columns show the measures illustrated in Section 6. The fourth one reports the ratio between the average sampling period of non-stop points over that of all points, and the last column is the number of segments.
### Table 4  Evaluation on London data

| method       | $MF_{25}$ | $TP$  | $DC$  | ratio_{st} | #segms (avg ± std) |
|--------------|-----------|-------|-------|------------|--------------------|
| ATS          | .9547     | .9523 | .9991 | 0.0480     | 433.612 ± 525.916  |
| ACTS_{LOC}   | .9538     | .9517 | .9983 | 0.0472     | 477.971 ± 588.472  |
| ACTS_{WOTC}  | .9545     | .9523 | .9991 | 0.0478     | 433.652 ± 525.845  |
| HEH-O        | .3660     | .3492 | .7513 | 0.0561     | 66389.061 ± 150547.085 |
| HEH-D        | .8877     | .9140 | .8401 | 0.0459     | 242882.126 ± 963253.651 |

The first three columns show the measures illustrated in Section 6. The fourth one reports the ratio between the average sampling period of non-stop points over that of all points, and the last column is the number of segments.

segment trajectories in an effective way. In particular, both HEH-D and HEH-O produce highly fragmented segments (see their huge number of segments yielded) leading to a medium-low distance coverage and a very low time precision – the only exception being HEH-D on London, which however further shows how its behaviour is unstable. Figure 15 reports the boxplots showing the distribution of $MF_{25}$ for the different approaches. We immediately notice that the scores obtained by HEH-O and HEH-D are significantly worse than the others. In light of the results obtained, we will not discuss these two competitors any further in the paper, focusing instead on the behaviour of the other methods.

#### 7.2.3 Comparison of segmentation statistics

Similarly to what done in Section 7.1.2 for ATS, in the following we analyze other statistical indicators on the trajectory segments extracted by the ACTS methods. In Fig. 16 we report the distributions of the average number of segments per user and points per segment for Rome (top) and London (bottom). The average number of segments per user (first column), highlights that in Rome ATS and Acts_{WOTC} yield similar distributions, while ACTS_{LOC} generates more users with an high number of segments. In London the distribution is more skewed towards low numbers of segments, again with ACTS_{LOC} with a peak on higher values. In terms of number of points per segment (right column), we can see that in Rome most segments have between 5 and 15 points, yet ACTS_{LOC} shows a more concentrated peak on 5-10 points, which is coherent with the previous results (more segments are generated, and consequently they are shorter, on average). Something similar happens in London, now the concentration of values being between 15 and 30 points.

![Fig. 14 Boxplots for $MF_{25}$. On the Rome data ACTS_{WOTC} yields results similar to ATS, while ACTS_{LOC} significantly improves them. On London the differences are less pronounced](image-url)
7.2.4 Run times analysis

We present here some performance experiments regarding the scalability of our proposed methods w.r.t. the number of input trajectories (i.e. users) and their duration. In the first experiments, we test how the running time changes by varying the number of users in a range from 200 to 2000 (in steps of 200 and 250) while in the second ones we test it by varying the number of months covered by the data. In particular, in the last case we start from the data of a single month (January) and gradually add the next months one by one, obtaining 12 different datasets. These tests were made on the three ATS/ACTS approaches we proposed, compared with the two methods used as baseline (FTS and RTS). The experimental results for both Rome and London are shown in Fig. 17. As it is possible to notice, the trends of FTS and RTS are linear and very low in both plots, confirming that their simplicity yields very fast executions. As expected, ATS and ACTS have much higher computation times, yet their trends appear to be linear or quasi-linear w.r.t. both the dimensions considered (users and duration), confirming the hypothesis made in Section 4.

Fig. 16 Distribution of the number of segments, points and trajectories (from left to right) over Rome (top) and London (bottom)
Fig. 17 Run times experiments in function of the number of users and the data collection period. In both cases the time trend grows quite linearly.

8 Conclusion

In this paper we have presented a set of user adaptive methods for solving the trajectory segmentation problem, a very common and useful task in mobility data mining, especially in preprocessing phases. The solutions proposed take into consideration the overall trajectory of the user, identifying an individual cut time threshold (each user can potentially have a different threshold) and also combining the information coming from the different users through the spatial regions they share. This process yields thresholds for trajectory segmentation which are not only user-adaptive, but also location-adaptive, thus taking into account that a stop at different places might require time intervals of different duration to be considered a significant stay – and thus a trajectory cut point. The experiments show that the individual and collective adaptive strategies have a significant impact on the thresholds obtained, which lead to a performance improvement in terms of the metrics defined for this purpose.

Having a refined segmentation, as those obtained with ATS and the ACTS family, is very important in applications where the individual behaviour is under study. For this reason, future works on this line include the integration of our methods into existing applications in the domain of crash prediction [16] and simulations of Electric Vehicles mobility [32] which are based on a detailed modeling of users’ mobility history.

Also, the results obtained in this paper suggested us to explore the feasibility of some more flexible individual mobility models. In particular, the idea is to depart from the notion of single trips, and instead allow a multi-resolution, hierarchical view where the same...
movement is interpreted both as one trip and, possibly, as a sequence of several small ones. The different levels of the hierarchy might be obtained by moving the time threshold $\tau$ (the same one that in the present work we tried to fix to either a single value or a few ones for each user) up and down, linking the segments that originate from a split of an existing one. The resulting model would clearly be complex and its computation and management challenging.
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