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The explicit formulation of the general inverse problem on conservation laws is presented for the first time. In this problem one aims to derive the general form of systems of differential equations that admit a prescribed set of conservation laws. The particular cases of the inverse problem on first integrals of ordinary differential equations and on conservation laws for evolution equations are studied. We also solve the inverse problem on conservation laws for differential equations admitting an infinite dimensional space of zeroth-order conservation-law characteristics. This particular case is further studied in the context of conservative first-order parameterization schemes for the two-dimensional incompressible Euler equations. We exhaustively classify conservative first-order parameterization schemes for the eddy-vorticity flux that lead to a class of closed, averaged Euler equations possessing generalized circulation, generalized momentum and energy conservation.

1 Introduction

Conservation laws play a distinguished role in mathematical physics. They have multiple practical applications in several areas related to differential equations, including integrability theory, asymptotic integrability and the construction of geometric numerical integration schemes.

There is a vast body of literature devoted to the so-called direct problem on conservation laws. Here one is given a system of differential equations and aims to find its space of conservation laws, or at least a subspace of this space singled out by additional constraints, such as a prescribed upper bound for the order of conservation laws to be considered. Standard tools for the solution of the direct problem on conservation laws include Noether’s theorem, different variations of the direct method and techniques based on co-symmetries, see [1, 2, 12, 13, 39, 46, 58, 60] and references therein. For a class of (systems of) differential equations, i.e., for a family of systems of differential equations that is parameterized by a tuple of arbitrary functions or constant parameters, collectively referred to as arbitrary elements [42, 45], one should tackle the direct problem on conservation laws as classification problem since then the space of conservation laws in general depends on the arbitrary elements parameterizing systems of the class.

The direct classification problem on conservation laws is in many aspects similar to the direct (symmetry) group classification of differential equations. Directly classifying Lie symmetries in a given class of differential equations, one aims to find, up to equivalence, those systems that admit more symmetries than the most general system from the class [9, 42, 43, 45]. The associated inverse problem on group classification is well investigated too [23, 21, 19, 42, 43]. Here one is given a Lie group and finds those systems of differential equations admitting the selected group as a symmetry group. This problem deserves attention due to the important role that symmetries play in the mathematical sciences; virtually all central models of modern physics are invariant under wide symmetry groups and hence the classification of systems of differential equations invariant under prescribed Lie groups is a significant direction of the study in the field of group analysis. The inverse problem of group classification is solved by systematically computing differential invariants with infinitesimal methods [39, 42] or with equivariant moving frames [15, 20, 21, 41]. Recently the study of inverse symmetry problems was extended to
generalized conditional symmetries of evolution systems in (1+1)-dimensions \[50, 51\]. Since conservation laws take up a distinguished place in physical theories as well, the inverse problem on conservation laws is also relevant from the physical point of view.

The inverse problem on conservation laws has received less attention so far although it has several important fields of applications as well. The intuitive formulation of the inverse problem is the following:

**Problem.** *Derive the general form of systems of differential equations with a prescribed set of conservation laws.*

The inverse problem was considered in \[25\] for the particular case of single evolution equations, where both equations and densities of their conservation laws do not explicitly involve the corresponding independent variables. As far as we know, this was the first work on the inverse problem on conservation laws in general, and this is the only paper on the subject in the literature, which has no essential citations.

The inverse problem on conservation laws arises naturally in the construction of physical parameterization schemes (or closure models), e.g., in geophysical fluid mechanics. Parameterization refers to the procedure of including unresolved processes into numerical models of the Earth system. Constructing closure models for such processes is one of the main directions of present research in the geosciences \[53\]. The problem is timely as even a continuous increase of resolution in new numerical models cannot resolve all dynamically active scales that govern the time evolution of the Earth system. The construction of sensible closure models for these unresolved scales is hence of major importance to continue improving numerical simulations for weather and climate processes. In practice this is done by averaging the governing equations of hydro-thermodynamics in space and time, with the length of the averaging intervals being determined by the resolution of the resulting numerical model of these equations. Averaging nonlinear equations introduces unresolved terms that have to be expressed using the resolved values. This is the parameterization step, which by its nature is always an imperfect approximation. Physically, these unresolved terms correspond to processes that cannot be resolved at the particular resolution of the resulting numerical model for the governing equations of hydro-thermodynamics. Mathematically, parameterization is done by replacing an unclosed system of differential equations with a class of closed systems of differential equations. The inverse problem on conservation laws arises as the problem of choosing the arbitrary elements of the class in such a manner that the corresponding closed systems inherit, in a certain sense, some of the conservation laws of the original system. Note that this is not an artificial problem. Parameterization schemes in practice are routinely constructed so as to preserve some conservation laws of the initial system of differential equations. One prominent example is the construction of parameterization schemes for the two-dimensional Euler equations. Physical considerations show that the parameterized two-dimensional Euler equations should be energy preserving. Thus, the inverse problem on conservation laws for the two-dimensional Euler equations could be formulated as the problem of finding the class of closed systems arising from parameterizing the averaged two-dimensional Euler equations, such that all members of the class admit at least conservation of energy. We will address this problem in detail in Section 8. For a more detailed introduction to the problem of parameterization and its relation to classes of differential equation, we include a short, self-contained description in Section 7.

The inverse problem on conservation laws is also relevant in the context of geometry-preserving discretization, i.e., if numerical discretizations are sought that should preserve conservation laws of the associated differential equations. This problem is of high practical relevance in fields that require long time integrations as the preservation of conservation laws is usually mandatory for such applications \[26\].

Solving the inverse problem on conservation laws for a class of differential equations may help in the solution of the direct problem for this class. Methods related to the inverse problem...
on conservation laws were recently used to classify all conservation laws for the class of (1+1)-
dimensional even-order evolution equations [49].

The precise formulation of the inverse problem on conservation laws requires considerable
work. In particular, conservation laws are defined as equivalence classes of conserved currents
and correspond to equivalence classes of their characteristics. Hence one needs to determine what
constitutes the appropriate data for this problem. Thus, the inverse problem on conservation
laws is more involved than the related inverse problem of group classification.

The interpretation of the inverse problem on conservation laws may be extended considering
not the precise form of individual conservation laws but their properties.

**Problem.** *Study properties of systems of differential equations that are implied by prescribed
properties of conservation laws of these systems.*

A number of known results on conservation laws of differential equations can be interpreted
within the framework of the extended inverse problem on conservation laws, and some “if and
only if” statements simultaneously solve a direct problem and its inversion. An example of
interwining the direct and inverse problem on conservation laws in the extended interpretation
is given by the generalized version [44] of Noether’s second theorem [39, Theorem 5.66]. It states
that a system of differential equations possesses conservation laws parameterized by an arbitrary
smooth functions of all independent variables if (the direct problem) and only if (the inverse
problem) this system is abnormal[^1^]. Abnormal systems are also characterized by the presence
of trivial conserved currents associated with nontrivial characteristics.

The problem on reversing Noether’s first theorem, which was posed by [56] and later tackled
in [3, 4], can be considered as a joint inverse problem on conservation laws and Lie symmetries.
Roughly speaking, the statement of Takens’ problem is the following. Given a system of differential
equations $\mathcal{L}$ admitting a Lie algebra $\mathfrak{g}$ of Lie symmetries simultaneously being conservation-
law characteristic of $\mathcal{L}$, which properties the system $\mathcal{L}$ and the algebra $\mathfrak{g}$ should have to guarantee
that $\mathcal{L}$ is the system of Euler–Lagrange equation for a Lagrangian? In [3, 4, 56], the generalized
Noether’s first theorem that includes both Noether’s first theorem and its converse was proved
for scalar second-order partial differential equations, for linear systems or, more generally, for
systems of equations that are polynomial in the dependent variables and their derivatives and
whose total degree is not greater than the pointwise dimension of the projection of the algebra $\mathfrak{g}$
to the space of independent variables. Results related to the converse to Noether’s theorem were
earlier obtained in classical field theories [28, 31, 32], where the corresponding Lie symmetry
group is the infinite-dimensional group of all coordinate transformations on the underlying base
manifold. See also [5, 33] and references therein for the further development of the subject.

The classification of conservation laws for a class of differential equations can often be reformu-
lated as the solution of a series of related inverse and direct problems on conservation laws.
Thus, in the course of classification of conservation laws of non-Goursat second-order parabolic
partial differential equations for one function of two independent variables in [14], such equations
admitting at least one-, two- and three-dimensional spaces of conservation laws were described,
and such equations with at least four-dimensional spaces of conservation laws were proved to
be linearizable. In particular, only Monge–Ampère parabolic equations among the above ones
were shown to possess conservation laws. A similar study for second-order parabolic partial
differential equation for one function of three independent variables was carried out in [18, 19].
Conservation laws of (1+1)-dimensional and three-dimensional second-order evolution equations that are invariant with
respect to time translations were classified up to contact transformations in [14] as well. This
classification was extended in [47] to the entire class of (1+1)-dimensional second-order evolution

[^1^]A system of differential equations is called abnormal if it has an identically vanishing differential consequence
such that the associated tuple of differential operators acting on system’s equations does not vanish on the manifold
defined by the system and its differential consequences in the corresponding infinite-order jet space. Such systems
are also called globally under-determined [39, p. 170–171].
equations. Normal forms of such equations with one- and two-dimensional spaces of conservation laws were derived up to contact transformations therein, and equations with conservation-law spaces of greater dimensions were shown to be linearizable. Normal forms of a (1+1)-dimensional evolution equation of arbitrary order that possesses a conservation law of order not greater than one or a pair of linearly independent zeroth-order conservation laws were obtained up to contact equivalence in [55] and in [48], respectively; see also [22] for particular cases of these forms. An inverse problem on conservation laws naturally arises in the course of looking for integrable systems of evolution equations using the concept of formal symmetry [36].

The further organization of this paper is as follows: In Section 2 we present some essential facts on conservation laws of differential equations. Section 3 is devoted to the correct formulation of the inverse problem on conservation laws. We show that conservation-law characteristics are in general the more appropriate data for the inverse problem on conservation laws than the entire conserved currents. We also state the well-posedness of the inverse problem on conservation laws for the wide class of systems of differential equations in the extended Kovalevskaya form, where the prescribed data are reduced conservation-law characteristics or reduced conservation-law densities. A particular case, which is the inverse problem on first integrals for single ordinary differential equations, is comprehensively studied in Section 4. In Section 5 we review the inverse problem on conservation laws for single (1+1)-dimensional evolution equations. In Section 6 for the case of single partial differential equations we solve the inverse problem on conservation laws with characteristics that are arbitrary smooth functions of a single variable (or several variables) or have a related simple structure. Conservation laws of this kind are typical, in particular, for systems of differential equations modeling flows of an incompressible fluid, such as the incompressible Euler equations, the incompressible Navier–Stokes equations and the vorticity equation. Notions involved in the framework of conservative parameterization and the interpretation of conservative parameterization as an inverse problem on conservation laws are discussed in Section 7. In Section 8 we use the results proved in Section 6 to derive the general form of parameterization schemes for the eddy-vorticity flux in the Reynolds averaged two-dimensional incompressible Euler equations that preserve generalized circulation, generalized momenta in \(x\)- and \(y\)-directions as well as energy. The research perspective on further required investigations within the inverse problem on conservation laws and the conclusions are found in Section 9.

### 2 Conservation laws of differential equations

It is appropriate to collect here a few results related to conservation laws of differential equations and their relation to the parameterization problem. A more extensive account of this material can be found e.g. in [12] [39] [40].

Here and in the following we denote by \(\mathcal{L}\) a system of differential equations. The system \(\mathcal{L}\) consists of \(l\) equations of the form
\[
L^\mu(x, u(x)) = 0, \quad \mu = 1, \ldots, l,
\]
where \(x = (x_1, \ldots, x_n)\) are the \(n\) independent variables, \(u = (u^1, \ldots, u^n)\) are the \(m\) unknown functions (the dependent variables) and the symbol \(u(x)\) denotes all derivatives of the functions \(u\) with respect to \(x\) of order not greater than \(r\). By definition \(u\) is included in \(u(x)\) as derivatives of order zero. Within the local approach, which is employed in the present paper, differential equations can be interpreted as algebraic equations in the jet space \(J^\infty(x|u)\), where both the independent variables \(x\) and the derivatives of \(u\) with respect to \(x\) are assumed as usual variables. A smooth function \(f\) depending on \(x\) and a finite number of derivatives of \(u\) (i.e., a smooth function on an open set of \(J^\infty(x|u)\) with finite number of arguments and with values in the underlying field) is called a differential function of \(u\), which is denoted by \(f = f[u]\). The order \(ord\ f\) of a differential function \(f\) is

\[\text{ord} f \]
the highest order of derivatives involved in \( f \), and, if \( f \) does not depend on derivatives of \( u \), \( \text{ord } f = -\infty \).

**Definition 1.** A *conserved current* of the system \( \mathcal{L} \) is an \( n \)-tuple of differential functions \( F = (F^1[u], \ldots, F^n[u]) \) the total divergence of which vanishes on the solutions of \( \mathcal{L} \),

\[
(\text{Div } F)\big|_{\mathcal{L}} = 0. \tag{1}
\]

**Notation.** In Definition 1 and in what follows, the total divergence operator is defined by \( \text{Div } F = D_iF^i \), and \( D_i = D_{x_i} \) denotes the operator of total derivative with respect to the variable \( x_i \). In other words, \( D_i = \partial_i + u_{a_i}^a\partial_{u^a} \), where \( \alpha = (\alpha_1, \ldots, \alpha_n) \) is an arbitrary multi-index, \( \alpha_i \in \mathbb{N}_0 = \mathbb{N} \cup \{0\} \), the index \( i \) runs from 1 to \( n \), the index \( a \) runs from 1 to \( m \), the variable \( u_{\alpha}^a \) of the jet space \( J^\infty(x|u) \) is identified with the derivative \( \partial^{\alpha}|u^a/\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n} \), \( |\alpha| = \alpha_1 + \cdots + \alpha_n \), and \( \delta_i \) is the multi-index with zeros everywhere except on the \( i \)th entry, which equals 1. \( \partial_i := \partial/\partial x_i \) and \( \partial_{u^a} := \partial/\partial u^a \). The summation convention over repeated indices is used. With \( \langle \ldots \rangle\big|_{\mathcal{L}} = 0 \) we mean that the corresponding expression only vanishes for solutions of the system \( \mathcal{L} \).

The validity of (1) on the solution set of \( \mathcal{L} \) is significant for relating the conserved current \( F \) to \( \mathcal{L} \). A conserved current \( F \) is *trivial* if it is represented as \( F = \hat{F} + \bar{F} \), where \( \hat{F} \) and \( \bar{F} \) are \( n \)-tuples of differential functions such that the components of \( \hat{F} \) vanish on the solutions of \( \mathcal{L} \) and \( \bar{F} \) is a null divergence. By null divergence it is meant that \( \text{Div } \bar{F} \equiv 0 \) holds unrestricted of the system \( \mathcal{L} \).

Two conserved currents \( F \) and \( F' \) are called *equivalent* if their difference \( F - F' \) is a trivial conserved current. It is obvious that for any system \( \mathcal{L} \) its set of conserved currents, denoted by \( \text{CC}(\mathcal{L}) \), is a linear space. Likewise, the subset of trivial conserved currents, denoted by \( \text{CC}_0(\mathcal{L}) \), is a linear subspace of \( \text{CC}(\mathcal{L}) \). The set of equivalence classes of \( \text{CC}(\mathcal{L}) \) with respect to the above equivalence relation on conserved currents is the quotient space \( \text{CC}(\mathcal{L})/\text{CC}_0(\mathcal{L}) \), which is denoted by \( \text{CL}(\mathcal{L}) \).

**Definition 2.** The linear space \( \text{CL}(\mathcal{L}) \) is called the *space of (local) conservation laws* of the system \( \mathcal{L} \). Its elements are called *local conservation laws* of the system \( \mathcal{L} \).

In other words, equivalent conserved currents correspond to the same conservation law.

If the system \( \mathcal{L} \) is totally nondegenerate [40] or weakly totally nondegenerate [29] [44], then it is possible to use the Hadamard lemma and ‘integration by parts’ to represent the definition of conserved current (1) in the form

\[
\text{Div } F = \lambda^1L^1 + \cdots + \lambda^lL^l, \tag{2}
\]

where the initial conserved current \( F \) should be replaced by one differing from \( F \) in a trivial conserved current, \( F + \bar{F} \rightarrow F \), where the components of \( \bar{F} \) vanish on the solutions of \( \mathcal{L} \).

**Definition 3.** The \( l \)-tuple of differential functions \( \lambda = (\lambda^1, \ldots, \lambda^l) \) is called the *characteristic* and Eq. (2) is the *characteristic form* of the conservation law corresponding to the conserved current \( F \).

The *Euler operator* \( \mathbf{E} = (\mathbf{E}^1, \ldots, \mathbf{E}^m) \) is the \( m \)-tuple of differential operators defined by

\[
\mathbf{E}^a = (-D)^{a}\partial_{u^a}, \quad a = 1, \ldots, m, \quad \text{where } (-D)^{a} = (-D_1)^{\alpha_1} \cdots (-D_n)^{\alpha_n}.
\]

It is well known [39, Theorem 4.7] that a differential function \( f \) is (locally) a total divergence, meaning that \( f = \text{Div } F \) for some \( n \)-tuple of differential functions \( F \), if and only if it is annihilated by the Euler operator, \( \mathbf{E}^af = 0 \). In other words, \( \text{im } \text{Div} = \text{ker } \mathbf{E} \) (locally). Using this property
of the Euler operator and applying it to the characteristic form of conservation laws (2), one obtains
\[ E^a(\lambda^1 L^1 + \cdots + \lambda^l L^l) = 0, \quad (3) \]
which is both a necessary and sufficient condition for the tuple \( \lambda \) to be a conservation-law characteristic of the system \( \mathcal{L} \). The characteristic approach to conservation laws is particularly suitable for the automatic computation of low-order conservation laws for systems of differential equations in the extended Kovalevskaya form using computer algebra systems, see e.g. [16, 60].

The notion of triviality extends to conservation-law characteristics as well. A characteristic \( \lambda \) is called trivial if it vanishes for all solutions of \( \mathcal{L} \). The existence of trivial characteristics makes it necessary to introduce equivalent characteristics. If the difference \( \tilde{\lambda} - \lambda \) of characteristics \( \lambda \) and \( \tilde{\lambda} \) is a trivial characteristic, then the characteristics \( \lambda \) and \( \tilde{\lambda} \) are called equivalent. Similar as for conserved currents the set of characteristics, denoted by \( \text{Ch}(\mathcal{L}) \), is a linear space with the subset \( \text{Ch}_0(\mathcal{L}) \) of trivial characteristics being a linear subspace thereof. For a normal totally non-degenerate system \( \mathcal{L} \), the characteristic form of conservation laws (2) then induces a one-to-one correspondence between the factor spaces \( \text{CC}(\mathcal{L})/\text{CC}_0(\mathcal{L}) \) and \( \text{Ch}(\mathcal{L})/\text{Ch}_0(\mathcal{L}) \). This correspondence forms the basis of both Noether’s theorem and the direct method for construction of conservation laws as found in [1, 2, 12, 13, 39, 58].

3 Statement of inverse problem on conservation laws

Having introduced some of the necessary background on conservation laws we now proceed with the proper statement of the inverse problem on conservation laws. This statement appears considerably more difficult than the statement of the analogous inverse problem of group classification, which has been the subject of extensive investigations, see [10, 39, 42, 43] for discussions and some physical applications.

The first step for the formulation of the inverse problem on conservation laws is to determine which data of conservation laws should be used. Here we justify why the appropriate choice is to invoke densities and characteristics but not entire conserved currents and, moreover, why the starting point of the consideration rests, in most cases, on a generalization of the Kovalevskaya form for systems of differential equations.

Conserved currents. As conservation laws are equivalence classes of conserved currents, it seems at first sight that a fixed conserved current might be chosen as the appropriate datum for the corresponding conservation law. There are, however, at least two counter-arguments against doing this.

The equivalence of conserved currents is of complex structure involving two kinds of trivial conserved currents. In contrast to characteristics, it is not so obvious to determine whether a conserved current is trivial or not even for a fixed system of differential equations. In fact this determination reduces, at least implicitly, to the consideration of related characteristics. For classes of systems of differential equations, the situation is even more complicated. Conserved currents may be trivial for some systems from the class and nontrivial for other systems from the same class. In other words, it is then difficult to test whether such data are really independent to each other and thus whether the problem with such data is well posed.

The use of entire conserved currents in the discussed framework is also prevented by the fact that not all \( n \)-tuples of differential functions are suitable candidates for conserved currents if the number of independent variables \( n \) is greater than one. In the case of multiple conservation laws for single differential equations the conditions arising for equations from different candidates...
for conserved currents may be inconsistent. Moreover, fixing conserved currents considerably restricts the form of the corresponding system, especially in the case of single equations, see Remark 23. Even minor variations within the form of systems from a class lead to varying the form of conserved currents.

The above counter-arguments lead to the idea that a part of the components can be used in the statement of the inverse problem on conservation laws instead of entire conserved currents.

**Characteristics.** Another class of objects related to conservation laws and describing them consists of conservation-law characteristics. There are several arguments for working with characteristics rather than entire conserved currents.

Thus, conservation-law characteristics are equivalent if and only if they coincide on solutions of the considered system of differential equations, which is much simpler than the equivalence relation for conserved currents. This is why the equivalence of characteristics can be easily verified, even for classes of differential equations.

Another argument is that characteristics are, roughly speaking, more stable under varying systems within a class of differential equations. While conserved currents change under any modification of the corresponding system of differential equations, there is a chance that some characteristics are not modified under such changes, thus being the more appropriate object for the study of the inverse problem.

Finally, for variational systems characteristics of variational symmetries are characteristics of conservation laws. Therefore, the inverse problem on conservation laws has an immediate connection with the inverse group classification problem for such systems, which is directly exploitable if the problem is formulated in terms of characteristics.

While there are also some obstacles for working with characteristics, they are not too principal and can be controlled.

In particular, characteristics can be defined only for systems that are weakly totally nondegenerate [39, 44], but this property is quite natural and the class of weakly totally nondegenerate systems is quite wide.

For characteristics to be perfect initial data for the inverse problem on conservation laws, the equivalences of conserved currents and characteristics should be compatible, i.e., for systems of differential equations under consideration we should have a one-to-one correspondence between conservation laws and equivalence classes of characteristics. However, this correspondence was only proven for normal totally nondegenerate systems [39, Theorem 4.26], see also [34] for the first formulation of this result. The above one-to-one correspondence does not exist, e.g. for abnormal systems. In view of the generalized second Noether theorem, each abnormal system admits nontrivial characteristics that correspond to trivial conserved currents [44], see also [39, p. 345] for the case of Euler–Lagrange equations. At the same time, such lack of one-to-one correspondence is again not principal for the purpose of the inverse problem on conservation laws. What is essential is that trivial characteristics should be associated with trivial conserved currents, or, in other words, equivalent characteristics correspond to the same conservation law. The existence of systems without this property is still an open problem. Such systems should be quite artificial and they do not arise in practical applications. Hence, the correspondence between characteristics and conservation laws makes no serious complication for the inverse problem on conservation laws.

The main downside of working with conservation-law characteristics rather than with conserved currents is that characteristics are not invariant under system equivalence. Recall that two systems of differential equations are equivalent if they are defined on the same space of independent and dependent variables and can be obtained from each other using the following operations:

- Recombining equations with coefficients that are differential functions and constitute a nondegenerate matrix (giving rise to linearly equivalent systems)
• Supplementing a system with its differential consequences or excluding equations that are differential consequences of other equations.

It is immediately obvious that equivalent systems have the same solution set and hence the same set of conserved currents and the same sets of various kinds of symmetries, but this is not the case for both co-symmetries and conservation-law characteristics. Fortunately, the system equivalence is not too relevant for the inverse problem on conservation laws. If a proper class of systems of differential equations without gauge equivalence is chosen, each set of equivalent systems has exactly one representative in the class \[30, 45\]. Even if the gauge equivalence is nontrivial, it can be made inessential since in any case the number of system equations as well as the number of independent and dependent variables are fixed within the class. This is why characteristics are in any case the appropriate initial data for the inverse problem on conservation laws.

One more obstacle for working with conservation-law characteristics is created by the process of confining characteristics to solutions of the considered systems. In contrast to symmetries, co-symmetries and conserved currents, if a tuple of differential functions coincides with a conservation-law characteristic for all solutions of a system \(L\), it does not mean that this tuple itself is a conservation-law characteristic of \(L\). In particular, the exclusion of principal derivatives of \(L\) from a conservation-law characteristic of \(L\) may give a co-symmetry that is not a conservation-law characteristic of \(L\).

**Form for systems.** The starting point for posing a particular inverse problem on conservation laws is to specify the number of independent and dependent variables and the general form of the system including the number of equations to be considered. In order to overcome the aforementioned obstacles with conserved currents and characteristics, a good (and, in the most general settings, unique) choice for the general form is a Kovalevskaya form. At the same time, requiring systems of differential equations to be of the Kovalevskaya form \[39\] pp. 162–163] is too restrictive for the inverse problem on conservation laws. The following more general form first introduced in [17] can be used in this framework.

**Definition 4.** A system of partial differential equations \(L\) is of extended Kovalevskaya form if its equations can be written as

\[
\begin{align*}
\frac{\partial^{r_a} u^a}{\partial x^\alpha} := \frac{\partial^{r_a} u^a}{\partial x^\alpha} = H^j(x, \tilde{u}^{(r)}) , \quad a = 1, \ldots, m.
\end{align*}
\]

where \(0 \leq r_a \leq r\) and \(\tilde{u}^{(r)}\) denotes all derivatives of the functions \(u\) with respect to \(x\) up to order \(r\), where each \(u^b\) is differentiated with respect to \(x^\alpha\) at most \(r_b - 1\) times, \(b = 1, \ldots, m\).

In terms of Riquier’s compatibility theory, all derivatives appearing on the left-hand side in (4) and their differential consequences are called principal derivatives for \(L\). The other derivatives are called parametric derivatives of \(L\). The extension of the Kovalevskaya form is necessary for a few reasons.\(^4\) Physically relevant equations such as the \((1+2)\)-dimensional linear heat equation \(u_t = u_{xx} + u_{yy}\) are not conveniently represented in the standard Kovalevskaya form as the representation \(u_{xx} = u_t - u_{yy}\) is not natural from the physical point of view since the density should then be associated with \(x\) instead of \(t\). Also, the extended Kovalevskaya form is a natural representation for potential systems corresponding to conservation laws constructed with conservation laws of \((1+1)\)-dimensional differential equations.

\(^4\)The extended Kovalevskaya form is much less restrictive than the usual Kovalevskaya form, since two conditions are weakened. Firstly, zeroth-order derivatives may appear in the left-hand side of equations. Secondly, there are no restrictions on the order of derivatives with respect to \(x_1, \ldots, x_{n-1}\) depending on \(r_a\)'s. Systems of the form \([11]\) with positive \(r_a\)'s are called normal systems in \([34]\) and Cauchy–Kovalevsky systems in a weak sense (resp., pseudo CK systems in short) in \([57]\).
Below we collect all facts on that the extended Kovalevskaya form allows one to select the data for the inverse problem on conservation laws in a proper way.

Using a part of conserved current components as initial data for the inverse problem on conservation laws instead of entire conserved currents naturally singles out the independent variables associated with these components and, in turn, the derivatives with respect to these variables in the corresponding system. This aligns well with the extended Kovalevskaya form \([41]\).

The distinguished independent variable is \(x_n\). Each conserved current of \([41]\) is naturally split into the density (which is the component associated with the variable \(x_n\)) and the flux (consisting of components associated with the variables \(x_1, \ldots, x_{n-1}\)), and the density completely defines the corresponding conservation law. This means that only densities are the proper parts of conserved currents as initial data. If one tries to use more components of a conserved current simultaneously then the problem may become inconsistent.

The notion of characteristics can be introduced only for systems of special kind, i.e., for weakly totally nondegenerate systems \([41]\), and totally locally solvable systems of extended Kovalevskaya form are definitely of this kind. The extended Kovalevskaya form is particularly good for confining conserved currents and conservation-law characteristics to the solution set of the system under consideration. Given a system in extended Kovalevskaya form, it is easy to derive expressions for all principal derivatives in terms of parametric derivatives since no nontrivial differential consequences arise. Conserved currents and characteristics depending only on the independent variables and parametric derivatives are called reduced conserved currents and reduced characteristics, respectively. It is obvious that for a general system of differential equations \(\mathcal{L}\), each tuple of differential functions that coincides with a conserved current of \(\mathcal{L}\) on solutions of \(\mathcal{L}\) is also a conserved current of \(\mathcal{L}\). Therefore, confining conserved currents to the solution set of the corresponding system is trivial. This is, however, not the case for conservation-law characteristics of general systems. At the same time, according to Lemma 3 in \([34]\) and the extended result in \([41]\), for a system in extended Kovalevskaya form, each conservation law admits a reduced characteristic, which allows one to neglect the triviality of conservation-law characteristics and gives a simple criterion on the triviality of conserved currents: A conserved current is trivial if and only if the corresponding reduced characteristic vanishes. Moreover, given a system of partial differential equations \(\mathcal{L}\) in the extended Kovalevskaya form \([41]\) and a reduced conserved current \(F = (F^1, \ldots, F^n)\) of this system (and thus the corresponding reduced density is \(F^n\), the components of the associated reduced characteristic are defined by \([41]\), see also \([57]\), Proposition 7.41])

\[
\lambda^a = 0 \quad \text{if} \quad r_a = 0 \quad \text{and} \quad \lambda^a = \sum_{\beta: \beta_n=r_n-1} (-D)^{\beta-(r_n-1)\delta_n} \frac{\partial F^n}{\partial u^a_\beta} = E^{a,(r_n-1)\delta_n} F^n \quad \text{if} \quad r_a \geq 1.
\]

Here \(E^{a,\alpha}\) is the higher-order Euler operator that corresponds to the derivative \(u^a_\alpha\) and which acts on an arbitrary differential function \(P[u]\) according to

\[
E^{a,\alpha} P = \sum_{\beta \geq \alpha} \frac{\beta!}{\alpha!(\beta - \alpha)!} (-D)^{\beta-\alpha} \frac{\partial P}{\partial u^a_\beta}.
\]

Recall also that the condition \(\beta \geq \alpha\) for the multi-indices \(\alpha = (\alpha_1, \ldots, \alpha_n)\) and \(\beta = (\beta_1, \ldots, \beta_n)\) means that \(\beta_1 \geq \alpha_1, \ldots, \beta_n \geq \alpha_n\), and \(\alpha! := \alpha_1! \cdots \alpha_n!\) for any multi-index \(\alpha\). The existence of the explicit relation between reduced densities of a conservation law and its reduced characteristic allows one to reformulate the above criterion on the triviality of conserved currents in terms of densities.

**Statement of the problem.** In view of the above discussion, conservation-law characteristics are the better data compared to conserved currents. This is why, the empiric formulation of the inverse problem on conservation laws, which is given in the introduction, can be improved to:
Problem. Derive the form of systems of differential equations with a prescribed set of conservation-law characteristics.

In the most general setting, this formulation might still not be well posed and therefore it is not absolutely rigorous. This is why additional restrictions for the objects involved are necessary, e.g., on the form of systems, on the characteristic order or on the number of independent variables.

In particular, if we consider conservation-law characteristics of any order, then we should restrict the allowed form of systems in the statement of the problem by considering only systems in the extended Kovalevskaya form. In this case, one more proper kind of data, namely densities, exists. The corresponding specific formulation of the inverse problem on conservation laws is the following:

Problem. Given a class of systems of differential equations in the extended Kovalevskaya form, find its subclass of systems admitting a prescribed set of reduced conservation-law characteristics (resp. reduced densities).

It often happens in practical applications, that the most important conservation laws possess low-order, or even zeroth-order, characteristics. For such characteristics the confining to the solution sets of the corresponding systems is trivial. Hence, it becomes inessential whether systems are of the extended Kovalevskaya form, cf. Section 8. We then have the following particular formulation of the inverse problem on conservation laws:

Problem. Derive the form of systems of differential equations with prescribed set of low-order (in particular zeroth-order) conservation-law characteristics.

One more specific case is associated with the restriction of the number of independent variables to one, i.e., with ordinary differential equations. The corresponding inverse problem is presented in Section 4.

The above particular rigorous formulations cannot cover all situations that arise in applications. For example, a class may consist of abnormal systems such as Maxwell’s equations or Einstein field equations, which do not possess a representation in the extended Kovalevskaya form. Sometimes higher-order characteristics may arise and thus should be required to be admitted by differential equations. The formulation of the inverse problem on conservation laws in such situations needs more accurate investigations in order to guarantee that it is well posed.

Tools for solution. Basic tools in the study of conservation laws (both in the formulation of the theory as well as in practical computations) are the ‘integration by parts’ [39, p. 266], which is just a specific version of the product rule, and its extension to the Lagrange identity, see e.g. [27, p. 67] for the case of linear ordinary differential operators. In particular, these tools are used in the definition of conservation-law characteristics [39, p. 266] and the proof of the fundamental theorem on correspondence between characteristics and conserved currents [39, Theorem 4.26]. This is why it is natural that these tools should also be applied for solving particular inverse problems on conservation laws.

For convenience we present here the form of the Lagrange identity for differential operators in total derivatives. Let $P$ be a linear differential operator in total derivatives, $P = \psi^\alpha[u]D^\alpha$, where $D^\alpha = D^{\alpha_1} \cdots D^{\alpha_n}$ and only a finite number of the coefficients $\psi^\alpha$ are nonzero. Denote by $P^\dagger$ its formally adjoint operator, $P^\dagger f = (-D)^\alpha(\psi^\alpha f)$ for any differential function $f = f[u]$. The Lagrange identity (also called generalized Green’s formula [61, Section 12]) implies that for any differential functions $f$ and $g$ of $u$,

$$f P g - g P^\dagger f \in \text{im Div},$$

(5)

where $\text{im Div}$ denotes the image of the total divergence operator. In other words, there is a tuple of differential functions $F = (F^1, \ldots, F^n)$ such that $f P g - g P^\dagger f = \text{Div} F$. Moreover, the tuple $F$ can be explicitly represented in terms of total derivatives of $f$, $g$ and $\psi^\alpha$ [61, Proposition A.4].
Another tool for the solution of the inverse problem on conservation laws is provided by equation (3). If \( \lambda \) is a prescribed characteristic, then equation (3) implies a system of defining equations for \( L \). This tool is efficient when the number of prescribed characteristics is sufficiently large, cf. Section 6.

4 The inverse problem on first integrals for ordinary differential equations

The case of ordinary differential equations, where the number of independent variables equals one, is quite specific from various points of view including conservation laws. This is why particular terminology is used for related notions. Thus, conserved currents which are singletons and analogous to densities in this case, are called constants of the motion or first integrals and the associated characteristics are called integrating factors. Given a system \( \mathcal{L} \) of ordinary differential equations that admits a representation in the Kovalevskaya form\(^5\) it is natural to assume that its first integrals involve only derivatives of orders less than orders of the corresponding leading derivatives and, if nontrivial, necessarily depend on subleading derivatives. Since in the case of one independent variable null divergences are exhausted by constants, the equivalence of conserved currents then degenerates for the system \( \mathcal{L} \) to adding arbitrary constants to first integrals and becomes quite inessential. As a result, the inverse problem on conservation laws in the class of systems of ordinary differential equations reducing to the canonical form can be interpreted as the inverse problem on first integrals, which is stated in the above particular terminology as follows:

**Problem.** Find the general form of systems of ordinary differential equations that admit a prescribed set of integrating factors.

Here we consider the simplest case of a single ordinary differential equation for a single unknown function since in this case the solution of the inverse problem on first integrals possesses an especially nice representation. Let

\[
L[u] = 0
\]

be a single ordinary differential equation in the independent variable \( x_1 =: t \) and the single dependent variable \( u \). We aim to find the functional form of \( L \) that admits \( p \) first integrals \( I^1, \ldots, I^p \), where the associated integrating factors \( \lambda^1, \ldots, \lambda^p \) are totally linearly independent.

The case of \( p = 1 \), i.e., choosing a single integrating factor, is trivial. From the characteristic form \( D_t I^1 = \lambda^1 L \) for the first integral \( I^1 \) corresponding to the integrating factor \( \lambda^1 \), we can resolve \( L = D_t I^1 / \lambda^1 \) provided that \( \lambda^1 \neq 0 \). This formula, where \( I^1 \) runs through the set of differential functions, gives the general form of the left hand sides of single ordinary differential equations that admit \( \lambda^1 \) as an integrating factor.

For more than one first integral, deriving corresponding formulas is much more involved. In particular, we need to extend the notion of Darboux transformation \(^{35} \) p. 9 to differential functions. By \( W(f^1, \ldots, f^k) \) we denote the Wronskian of differential functions \( f^1[u], \ldots, f^k[u] \) in the total derivative \( D_t \), i.e., \( W(f^1, \ldots, f^k) = \det(D_t^{-1} f^l)_{l, \nu = 1, \ldots, k} \).

**Definition 5.** Given totally linearly independent differential functions \( f^1[u], \ldots, f^k[u] \), whose Wronskian does not vanish, the differential function

\[
DT[f^1, \ldots, f^k][G] = \frac{W(f^1, \ldots, f^k, G)}{W(f^1, \ldots, f^k)},
\]

\(^5\) For systems of ordinary differential equations, the Kovalevskaya form is called the canonical form. The particular case of the canonical form, where all equations are of the first order, is called the normal Cauchy form or, shortly, the normal form.
is called the *Darboux transformation* of a differential function \(G[u]\) with respect to \(f^1, \ldots, f^k\).

The Darboux transformation \(\text{DT}[f^1, \ldots, f^k]G\) is the result of the action of a differential operator in the total derivative \(D_t\) on the differential function \(G\). We call this operator the *Darboux operator* with respect to \(f^1, \ldots, f^k\) and denote it by \(\text{DT}[f^1, \ldots, f^k]\). Its formally adjoint operator is denoted by \(\text{DT}[^t[f^1, \ldots, f^k]]\).

The following theorem describes the form of a single ordinary differential equation admitting \(p\) integrating factors with nonvanishing Wronskian.

**Theorem 6.** A single ordinary differential equation \(L[u] = 0\) admits \(p\) integrating factors \(\lambda^1, \ldots, \lambda^p\) with \(W(\lambda^1, \ldots, \lambda^p) \neq 0\) if and only if the left hand side \(L\) is of the form

\[
L = \text{DT}[\lambda^1, \ldots, \lambda^p]^t H,
\]

where \(H\) is a differential function of \(u\).

**Proof.** Consider an arbitrary but fixed ordinary differential equation \(L = 0\) with integrating factors \(\lambda^1, \ldots, \lambda^p\). Denote by \(I^s\) a first integral corresponding to \(\lambda^s, s = 1, \ldots, p\). We introduce the tuple of differential functions \((\varphi^1, \ldots, \varphi^p)\) that is adjoint to \((\lambda^1, \ldots, \lambda^p)\) and whose components are defined by

\[
\varphi^s = (-1)^{p-s} \frac{W(\lambda^1, \ldots, \lambda^s, \ldots, \lambda^p)}{W(\lambda^1, \ldots, \lambda^p)},
\]

where \((\lambda^1, \ldots, \lambda^s, \ldots, \lambda^p)\) for a fixed \(s\) denotes the tuple obtained from the tuple \((\lambda^1, \ldots, \lambda^p)\) by excluding \(\lambda^s\). Conversely, for \((\lambda^1, \ldots, \lambda^p)\) we can write in terms of \((\varphi^1, \ldots, \varphi^p)\),

\[
\lambda^s = (-1)^{p-s} \frac{W(\varphi^1, \ldots, \varphi^s, \ldots, \varphi^p)}{W(\varphi^1, \ldots, \varphi^p)}.
\]

Note that we have

\[
\left(D^k_t \varphi^s\right)\lambda^s = \begin{cases} 
0 & \text{if } 0 \leq k < p - 1, \\
(-1)^{p-1} & \text{if } k = p - 1.
\end{cases}
\]

We set \(H := -\varphi^s I^s\). Totally differentiating this equality and using \(D_t I^s = \lambda^s L\) and \((\ref{5})\), we get

\[
-D^k_t H = (D^k_t \varphi^s) I^s + \varphi^s \lambda^s L = (D^k_t \varphi^s) I^s,
\]

\[
-D^2_t H = (D^2_t \varphi^s) I^s + (D_t \varphi^s) \lambda^s L = (D^2_t \varphi^s) I^s, \ldots.
\]

Iterating this procedure, we derive overall

\[
-D^k_t H = (D^k_t \varphi^s) I^s, \quad k = 0, \ldots, p - 1,
\]

\[
-D^p_t H = (D^p_t \varphi^s) I^s + (-1)^{p-1} L.
\]

We can interpret the above system as a system of linear algebraic equations with respect to \(I^s\) and \(L\). Employing Cramer’s rule we can solve the above linear system to obtain

\[
L = (-1)^p \frac{W(\varphi^1, \ldots, \varphi^p, H)}{W(\varphi^1, \ldots, \varphi^p)} = (-1)^p \text{DT}[\varphi^1, \ldots, \varphi^p] H,
\]

which, in view of the property \(\text{DT}[\varphi^1, \ldots, \varphi^p] = (-1)^p \text{DT}[\lambda^1, \ldots, \lambda^p]^t\), gives the form \((\ref{6})\).

In turn, if the representation \((\ref{5})\) holds then we find from multiplying \((\ref{6})\) with the integrating factor \(\lambda^s\) that

\[
\lambda^s L = \lambda^s \text{DT}[\lambda^1, \ldots, \lambda^p]^t H = \lambda^s \text{DT}[\lambda^1, \ldots, \lambda^p]^t H - H \text{DT}[\lambda^1, \ldots, \lambda^p] \lambda^s,
\]

where we subtracted zero in the last expression since \(\text{DT}[\lambda^1, \ldots, \lambda^p] \lambda^s = 0\). In view of the Lagrange identity \((\ref{5})\) the right hand side of \((\ref{10})\) is the total derivative of some differential function. This means that for each \(s\) the differential function \(\lambda^s\) is an integrating factor of the equation \(L = 0\). \(\square\)
Remark 7. Since \( \ker \mathrm{DT}[\lambda^1, \ldots, \lambda^p] = \mathrm{DT}[\varphi^1, \ldots, \varphi^p] = \langle \varphi^1, \ldots, \varphi^p \rangle \), it follows from the proof of Theorem 6 that the differential function \( H \) in the representation (6) for a given differential function \( L \) is necessarily of the form

\[
H = -\varphi^s I^s + c_s \varphi^s,
\]

where the tuple of differential functions \( (\varphi^1, \ldots, \varphi^p) \) is adjoint to \( (\lambda^1, \ldots, \lambda^p) \) with components \( \varphi^s \) defined by (7). \( I^s \) is a first integral of the equation \( L = 0 \) that are associated with the integrating factor \( \lambda^s \), \( \mathrm{D}_x I^s = \lambda^s L \), \( s = 1, \ldots, p \), and \( c_1, \ldots, c_p \) are arbitrary constants. The indeterminacy in \( H \) is induced by the indeterminacy in defining first integrals by associated integrating factors, \( \mathrm{D}_x I^s = \lambda^s L \) as well if and only if \( I^s = I^s + c_s \) for a constant \( c_s \).

Corollary 8. If a differential function \( L \) admits the representation (6), then the ordinary differential equation \( L = 0 \) possesses \( p \) totally linearly independent first integrals

\[
I^s = (-1)^{p-s+1} \frac{W(\varphi^1, \ldots, \varphi^s, \ldots, \varphi^p, H)}{W(\varphi^1, \ldots, \varphi^p)}
\]

respectively associated with the integrating factors \( \lambda^s \), where the tuple of differential functions \( (\varphi^1, \ldots, \varphi^p) \) is adjoint to \( (\lambda^1, \ldots, \lambda^p) \) with components \( \varphi^s \) defined by (7).

Proof. The expression for \( I^s \) is obtained from the system (6) using Cramer’s rule.

We now study a few properties of the representation (6).

Proposition 9. The representation (6) depends rather on the linear span \( \langle \lambda^1, \ldots, \lambda^p \rangle \), not on the fixed basis \( \langle \lambda^1, \ldots, \lambda^p \rangle \) itself.

Proof. Consider \( \tilde{\lambda}^s = \lambda^s a_s \), where \( A = (a_s) \) is a nondegenerate constant matrix. Since

\[
W(\tilde{\lambda}^1, \ldots, \tilde{\lambda}^p) = W(\lambda^1, \ldots, \lambda^p) \det A \quad \text{and} \quad W(\tilde{\lambda}^1, \ldots, \tilde{\lambda}^p, H) = W(\lambda^1, \ldots, \lambda^p, H) \det A,
\]

it follows from the definition of Darboux operator that

\[
\mathrm{DT}(\lambda^1, \ldots, \lambda^p) = \mathrm{DT}(\tilde{\lambda}^1, \ldots, \tilde{\lambda}^p).
\]

The linear combination of integrating factors \( \lambda^1, \ldots, \lambda^p \) is underlaid by the analogous linear combining of the associated first integrals \( I^1, \ldots, I^p \), \( I^s = I^s a_s \). The components of the tuple \( (\tilde{\varphi}^1, \ldots, \tilde{\varphi}^p) \) adjoint to \( (\tilde{\lambda}^1, \ldots, \tilde{\lambda}^p) \) are given by

\[
\tilde{\varphi}^s = (-1)^{p-s} \sum_{s' = 1}^{p} \frac{W(\sum_{s' \neq s} \lambda^{s'} a_{s', s}, \sigma \neq s)}{W(\lambda^1, \ldots, \lambda^p)} \det A = (-1)^{s+s'} \sum_{s' = 1}^{p} \varphi^{s'} A_{s', s},
\]

where \( A_{s', s} \) is the \((s', s)\) minor of \( A \), and \( \sigma \) and \( \sigma' \) run from 1 to \( p \). Therefore, the differential function \( H := -\varphi^s I^s \) is preserved in the course of this linear combining, \( H = \tilde{H} := -\tilde{\varphi}^s \tilde{I}^s \).

Remark 10. Linear combinations of first integrals of an ordinary differential equation present the simplest particular case of general functional combinations of such integrals. The latter combinations are first integrals of the same equation as well. Given an ordinary differential equation \( L[u] = 0 \) and its \( p \) first integrals \( I^1, \ldots, I^p \) such that the Wronskians of the corresponding integrating factors \( \lambda^1, \ldots, \lambda^p \) does not vanish, consider functional combinations \( \tilde{I}^s := F^s(I^1, \ldots, I^p) \) with nonzero Jacobian \( J := \det(F^s_{I^s}) \). The integrating factor for the first integral \( \tilde{I}^s \) is \( \tilde{\lambda}^s = \tilde{F}^s \lambda^s \), and on solutions of the equation \( L[u] = 0 \) we get

\[
W(\tilde{\lambda}^1, \ldots, \tilde{\lambda}^p) = W(\lambda^1, \ldots, \lambda^p) J \neq 0.
\]

Setting \( \tilde{H} := -\tilde{\varphi}^s \tilde{I}^s \), where \( (\tilde{\varphi}^1, \ldots, \tilde{\varphi}^p) \) is the tuple adjoint to \( (\tilde{\lambda}^1, \ldots, \tilde{\lambda}^p) \), we derive the representation (6) in terms of the transformed integrating factors \( \tilde{\lambda}^1, \ldots, \tilde{\lambda}^p \). In other words, the representation (6) is invariant with respect to the prolongations of gauge transformations of functional re-combining first integrals to integrating factors.

Proposition 11. For fixed \( L \) and fixed \( \langle \lambda^1, \ldots, \lambda^p \rangle \), the general form of \( H \) is \( H = H^0 + c_s \varphi^s \), where \( H^0 \) is a particular value of \( H \), and \( c_1, \ldots, c_p \) are arbitrary constants.
Proof. It suffices to note that the linear span \( \langle \varphi^1, \ldots, \varphi^p \rangle \) coincides with the kernel of the Darboux operator \( DT(\varphi^1, \ldots, \varphi^p) = (-1)^p DT(\lambda^1, \ldots, \lambda^p)' \).

Proposition 12. Given a differential function \( L[u] \) represented in the form (3), a nonvanishing differential function \( \Lambda[u] \) and a point transformation \( T : \hat{t} = T(t,u), \hat{u} = U(t,u) \), the differential function \( \hat{L}[\hat{u}] \) of \( \hat{u} = \hat{u}(\hat{t}) \) that is defined by \( \hat{L}[\hat{u}] = \Lambda[u]L[u] \) admits the counterpart of the representation (3), \( \hat{L} = DT(\lambda^1, \ldots, \lambda^p)\hat{H} \), with differential functions \( \hat{\lambda}^1[\hat{u}], \ldots, \hat{\lambda}^p[\hat{u}] \), \( H[\hat{u}] \) obtained from the conditions
\[
\hat{\lambda}^s[\hat{u}] = \frac{\lambda^s[u]}{\Lambda[u]} D_{\hat{t}}T(t,u), \quad \hat{H}[\hat{u}] = \Lambda[u](D_{\hat{t}}T(t,u))^p H[u].
\]

Proof. If the differential function \( L[u] \) is represented in the form (3), then the differential functions \( \lambda^1[u], \ldots, \lambda^p[u] \) are integrating factors of the equation \( L[u] = 0 \). Let \( I^1[u], \ldots, I^p[u] \) be associated first integrals of this equation. For each \( s \), the point transformation \( T \) maps \( I^s \) and \( \lambda^s \) to a first integral \( \hat{I}^s \) and the corresponding integrating factor \( \hat{\lambda}^s \) of the equation \( \hat{L} = 0 \). Therefore, we have the counterpart of the representation (3) for the function \( L \). Since \( \hat{I}^s = I^s, \hat{L} = \Lambda L \) and \( \hat{\lambda}^s\hat{L} = D_{\hat{t}}\hat{I}^s = (D_{\hat{t}}I^s)/(D_{\hat{t}}T) = \lambda^s L/(D_{\hat{t}}T) \), the prolongation of \( T \) to \( \hat{\lambda}^s \) is \( \hat{\lambda}^s = \lambda^s/(D_{\hat{t}}T) \).

Wronskians have the following simple properties: \( W(\hat{\lambda}^1[\hat{u}], \ldots, \hat{\lambda}^p[\hat{u}], \hat{H}[\hat{u}]) = W(\lambda^1[u], \ldots, \lambda^p[u], H[u]) \).

Consider a linear \( r \)th order ordinary differential equation \( L = 0 \) with leading coefficient 1. Then the Lagrange identity implies that this equation admits \( r \) totally linearly independent integrating factors \( \lambda^s \) that are functions of \( t \) only and satisfy the adjoint of the equation \( L = 0 \). Hence, the Darboux operator \( DT(\lambda^1, \ldots, \lambda^p)' \) coincides with the operator associated with the equation \( L = 0 \). This observation leads to the following proposition.

Proposition 13. Let \( L = 0 \) be a linear \( r \)th order ordinary differential equation with leading coefficient 1. For the representation (3) constructed with \( p = r \) totally linearly independent integrating factors depending only on \( t \), the adjoint Darboux operator coincides with the differential operator associated with the equation, and \( H = u \) modulo adding an arbitrary solution of the equation.

It is obvious that each linear ordinary differential equation also admits integrating factors that depend on derivatives of \( u \). The representation (3) constructed with using such integrating factors involves, even for linear equations, expressions nonlinear in derivatives of \( u \).

In the following we will consider a few simple examples of well-known ordinary differential equations and derive the representation (3) for the right-hand side of each of these equations. Varying the involved differential function \( H \) will result in the representation for all ordinary differential equations that admit the same first integrals as the original equation does but are, in general, nonlinear even if the original equation is linear. These examples hint at ways of studying the inverse problem on conservation laws for the more complicated case of nonlinear partial differential equations, including the construction of ansatzes for conservative parameterizations.

Example 14. Consider the elementary second-order ODE \( L := u'' = 0 \). This equation admits the integrating factors \( \lambda^1 = 1 \) and \( \lambda^2 = t \), with the associated first integrals \( I^1 = u' \) and \( I^2 = tu' - u \). Using (3), we determine the adjoint functions \( \varphi^1 \) and \( \varphi^2 \) to be \( \varphi^1 = -t \) and \( \varphi^2 = 1 \). Now evaluating the representation (3), we obtain
\[
L = DT(\lambda^1, \lambda^2)' H = (-1)^2 DT[\varphi^1, \varphi^2] H = \frac{W(\varphi^1, \varphi^2, H)}{W(\varphi^1, \varphi^2)} = D^2 H.
\]
Choosing the particular value $H = -\varphi^1 I^1 - \varphi^2 I^2$ for the differential function $H$ according Remark 7, we find $H = u$, which agrees with Proposition 13. Varying $H$ in the set of differential functions of $u$ with $\text{ord } D^2_t H > 0$, we get the following obvious claim. An ordinary differential equation $L[u] = 0$ possesses the integrating factors $1$ and $t$ if and only if $L = D^2_t H$ for some $H[u]$. Similar claims hold for all tuples of $\lambda$'s considered below in the present and the successive examples but we omit these claims for brevity.

At the same time, the elementary second-order ODE also admits the integrating factor $u'$ associated with the first integral $(u')^2/2$. In the representation 8 for the equation $u'' = 0$ we can use, e.g., the pairs $(\lambda^1, \lambda^2) = (1, u')$ or $(\lambda^1, \lambda^2) = (t, u')$. In the first case, the adjoint functions are $\varphi^1 = -u'/u''$ and $\varphi^2 = 1/u''$ and hence we obtain the representation

$$L = D_t \left( D_t + \frac{u''}{u''} \right) H, \quad \text{where} \quad H = \frac{(u')^2}{2u''}.$$  
In the second case we compute the adjoint functions $\varphi^1 = -u/(tu'' - u')$ and $\varphi^2 = t/(tu'' - u')$.

The representation 9 then becomes

$$L = \left( D^2_t + \frac{tu''}{tu'' - u'} D_t + \frac{2u'' + tu''}{tu'' - u'} - \frac{(tu'')^2}{(tu'' - u')^2} \right) H, \quad \text{where} \quad H = \frac{tu'^2 - 2tu'u'}{2(tu'' - u')}.$$  

Moreover, one can derive the representation 10 for $u'' = 0$ using three integrating factors. Setting $\lambda^1 = 1$, $\lambda^2 = t$ and $\lambda^3 = u'$, the associated adjoint functions are $\varphi^1 = (tu'' - u')/u''$, $\varphi^2 = -u''/u''$ and $\varphi^3 = 1/u''$. In this case, the representation 11 reads

$$L = -D^2_t \left( D_t + \frac{u'_v}{u''} \right) H = -D^2_t \frac{D_t (u'' H)}{u''} \quad \text{with} \quad H = -\frac{u''}{u''} + \frac{(u')^2}{2u''}.$$  

Note that the last three representations involve derivatives of higher order than the order of the original equation. These derivatives are canceled after the substitution of an appropriate value of the differential parameter function $H$ in the representation and the subsequent expansion.

More generally, any first integral of the equation $u'' = 0$ is a function $G$ of the two most elementary integrals $u'$ and $\omega = tu' - u$. The associated integrating factor is $\lambda = G_{u'} + tG_{\omega}$. Thus we could construct further representations of the form 11 using an arbitrary number of totally linearly independent integrating factors of this equation.

This example illustrates that even starting from a simple ordinary differential equation with simple integrating factors one can obtain quite cumbersome representations of the form 11.

Remark 15. Example 14 shows that the representation 6 may involve derivatives of $u$ whose order is higher than ord $L$. Moreover, the representation may be singular for any solution of the corresponding equation $L[u] = 0$. In general, this singularity always occurs when the corresponding first integrals are functionally dependent. Indeed, suppose that $I^p = \Theta(I^1, \ldots, I^{p-1})$. Totally differentiating this equality with respect to $t$, we derive $\lambda^p = \Theta_{t1} \lambda^1 + \cdots + \Theta_{tp-1} \lambda^{p-1}$ and thus $D^k_t \lambda^p = \Theta_{t1} D^k_t \lambda^1 + \cdots + \Theta_{tp-1} D^k_t \lambda^{p-1} + R^k$, $k = 1, 2, \ldots$, where the differential function $R^k = R^k[u]$ vanishes on each solution of the equation $L[u] = 0$. Therefore, the Wronskian $W(\lambda^1, \ldots, \lambda^p)$ has the same property.

Example 16. As a second initial equation, consider the equation for the classical harmonic oscillator $L := u'' + u = 0$. The harmonic oscillator possesses the two integrating factors $\lambda^1 = -\sin t$ and $\lambda^2 = \cos t$, with the associated first integrals $I^1 = u \cos t - u' \sin t$ and $I^2 = u \sin t + u' \cos t$. The adjoint functions to the integrating factors are $\varphi^1 = -\cos t$ and $\varphi^2 = -\sin t$.

We again evaluate the representation 8 and find

$$L = DT[\lambda^1, \lambda^2] H = (-1)^2 DT[\varphi^1, \varphi^2] H = \frac{W(\varphi^1, \varphi^2, H)}{W(\varphi^1, \varphi^2)} = D^2_t H + H.$$  
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In accordance with Proposition [13] $H = -\varphi^1 I^1 - \varphi^2 I^2 = u$ is associated with the initial equation, and the other values of $H$ with $\text{ord}(D^2 H + H) > 0$ leads to other ordinary differential equations admitting the same integrating factors $\lambda^1 = -\sin t$ and $\lambda^2 = \cos t$.

For the harmonic oscillator we also have the integrating factor $\lambda = u$ and the most general first integral is a function of $I^1$ and $I^2$. But the consideration of the representation (10) originated from the harmonic oscillator is not needed. In fact, for second-order linear ODEs it is sufficient to study only the elementary equation since any such equation is similar to the elementary equation with respect to a foliation-preserving point transformation that is linear in $u$. This is why any representation of the form (10) with integrating factors of a second-order linear ODE is the image, with respect to such a transformation, of a similar representation with integrating factors of the elementary equation.

**Example 17.** To give an example with a nonlinear initial equation, we now consider the famous Lorenz 1963 model. This dynamical system of three equations reads

\[
\frac{dx}{dt} = \sigma y - mx, \quad \frac{dy}{dt} = x(r - z) - my, \quad \frac{dz}{dt} = xy - mbz, \tag{11}
\]

where it is conventional to denote the dependent variables of the system by $x$, $y$ and $z$, and $\sigma$, $r$ and $b$ are non-dimensional constants. The control parameter $m$ governs the strength of the dissipation. In the original Lorenz system, $m = 1$. In the case of $m = 0$, system (11) is called the conservative Lorenz system, and admits two first integrals, which are

\[
\hat{I}^1 = \frac{1}{2}x^2 - sz, \quad \hat{I}^2 = \frac{1}{2}(y^2 + z^2) - rz,
\]

see e.g. [11]. To fit the example of the conservative Lorenz system in the framework developed above, we convert (11) for the case of $m = 0$ into a single ordinary differential equation. Suppose that $x$ is not a constant. Then expressing $y$ from the first equation and $z$ from the second equation in view of the expression for $y$ and substituting into the last equation leads to the following third-order equation for $x$:

\[
L := \left(\frac{x''}{x}\right)' + xx' = 0. \tag{12}
\]

The two first integrals for (12) corresponding to the above first integrals for the conservative Lorenz system, up to constant multipliers, are

\[
I^1 = \frac{x^2}{2} + \frac{x''}{x}, \quad I^2 = \frac{(x')^2}{2} + \frac{1}{2} \left(\frac{x''}{x}\right)^2,
\]

with the associated integrating factors $\lambda^1 = 1$ and $\lambda^2 = x''/x$. The adjoint functions for $(\lambda^1, \lambda^2)$ are $\varphi^1 = -(x''/x)/(x''/x)'$ and $\varphi^2 = 1/(x''/x)'$ and the representation (6) for the equation (12) reads

\[
L = D_t \left( D_t + \frac{(x''/x)'}{(x''/x)'} \right) H \quad \text{with} \quad H = \frac{xx'' - (x')^2 + (x''/x)^2}{2(x''/x)'}.
\]

For practical computations and more accurate estimations of orders of involved differential functions, an alternative representation to (6) is useful. We define $\bar{\varphi}^s = W(\lambda^1, \ldots, \lambda^p)\varphi^s$ and $\bar{H} = W(\lambda^1, \ldots, \lambda^p)H$. Substituting $\varphi^s = \bar{\varphi}^s/W(\lambda^1, \ldots, \lambda^p)$ and $H = \bar{H}/W(\lambda^1, \ldots, \lambda^p)$ in the representation (6), and using the Wronskian property $W(gf^1, \ldots, gf^k) = g^kW(f^1, \ldots, f^k)$, we obtain the alternative representation

\[
L = (-1)^p \frac{W(\bar{\varphi}^1, \ldots, \bar{\varphi}^p, \bar{H})}{W(\lambda^1, \ldots, \lambda^p)^p}. \tag{13}
\]
Lemma 18. Let \( \text{ord} L = r \) and \( q := \max_{s} \text{ord} \lambda^{s} \). Then, the differential function \( \hat{H} \) in the representation (13) satisfies the condition \( \text{ord} \hat{H} \leq \max(r - p, q + p - 2) \).

Proof. By definition of \( q \), we have \( q \in \{-\infty\} \cup 2\mathbb{N}_{0} \), \( \text{ord} \lambda^{s} \leq q \) and hence \( \text{ord} W(\lambda^{1}, \ldots, \lambda^{p}) \leq q + p - 1 \). The definition of \( \hat{\phi}^{s} \) implies that \( \text{ord} \hat{\phi}^{s} \leq q + p - 2 \) and thus \( \text{ord} D_{L}^{r} \hat{\phi}^{s} \leq q + 2p - 2 \).

As \( \text{ord} L = r \), from the alternative representation (13) we obtain the estimate \( \text{ord} D_{L}^{r} \hat{H} \leq \max(r, q + 2p - 2) \). Therefore, \( \text{ord} \hat{H} \leq \max(r - p, q + p - 2) \), proving the assertion. \( \square \)

Corollary 19. If \( q \leq r - 2p + 2 \) then \( \text{ord} \hat{H} \leq r - p \).

Proof. The inequality \( q \leq r - 2p + 2 \) implies that \( q + p - 2 \leq r - p \) and therefore the estimate for \( \text{ord} \hat{H} \) from Lemma 18 reduces to \( \text{ord} \hat{H} \leq r - p \). \( \square \)

Lemma 20. Let \( \lambda^{s} \leq r - 2p + 1 \) for all \( s \). Then in the representation (13) \( \text{ord} L = r \) if and only if \( p \leq r \) and \( \text{ord} \hat{H} = r - p \).

Proof. Similarly to the above, we have \( \text{ord} W(\lambda^{1}, \ldots, \lambda^{p}) \leq r - p \), \( \text{ord} \hat{\phi}^{s} \leq r - p - 1 \) and thus \( \text{ord} D_{L}^{r} \hat{\phi}^{s} \leq r - 1 \).

Suppose that \( \text{ord} L = r \). If \( p > r \), then \( \text{ord} \lambda^{s} = -\infty \) and hence necessarily \( \text{ord} \hat{H} \geq 0 \). This implies that the order of the right hand side in (13) is not less than \( p \), which is greater than the order of the left hand side \( L \). The obtained contradiction means that \( p \leq r \). Then \( \text{ord} D_{L}^{r} \hat{H} = r \), which is equivalent to \( \text{ord} \hat{H} = r - p \).

The converse assertion is obvious. \( \square \)

Corollary 21. If \( \text{ord} \lambda^{s} \leq r - 2p \), then additionally in the representation (13) \( \text{ord} H = \text{ord} \hat{H} = r - p \).

Remark 22. The inverse problem on conservation laws in general becomes more complicated if additional restrictions, e.g., on the order of equations to be constructed are posed. The solution of such a modified problem may still involve representations like (6) but may also need specific tools depending on the tuple of integrating factors under consideration. Let us construct, for instance, ordinary differential equations, \( L = 0 \), of order less than or equal to three that admit \( 1, t \) and \( u' \) as integrating factors. These differential functions are integrating factors of the elementary equation \( u'' = 0 \). Following Example 14, we obtain that \( L = D_{H}^{2} H[u] \), where \( \text{ord} H \leq 1 \) and \( u' D_{H}^{2} H \in \text{im} D_{t} \). “Integrating by parts” in the latter condition gives that \( u''' H \in \text{im} D_{t} \), i.e., \( E(u''' H) = 0 \), where \( E \) is the Euler operator. After expanding and splitting the equation \( E(u''' H) = 0 \) with respect to derivatives of \( u \), we derive the system of determining equations for \( H \), which reduces to \( H_{ttt} = H_{tt} = H_{tt} = H_{ttt} = 0 \). Therefore, the general form of equations to be constructed is \( L = c_{1} u'' + c_{0} \), where \( c_{0} \) and \( c_{1} \) are arbitrary constants with \( c_{1} \neq 0 \). Thus, we have the interesting phenomenon that there are no third-order ordinary differential equations admitting \( 1, t \) and \( u' \) as integrating factors, which indicates a certain inconsistency among these integrating factors. At the same time, similar second-order equations exist although they reduce to the elementary equation \( u'' = 0 \) by an obvious transformation.

5 The inverse problem on conservation laws for evolution equations

Using the tool of Darboux transformations the results from the previous section on ordinary differential equations can be extended to the case of \((1+1)\)-dimensional evolution equations. We present the analogous results to the ones given for ordinary differential equations. In many aspects, the theory of evolution equations is very close to the theory of ordinary differential equations and \( t \) plays the role of a parameter. A more extended discussion including the proofs of the following statements will be presented in [49].
As with ordinary differential equations, there are a few peculiarities of evolution equations that are recalled here. It is conventional to denote the two independent variables in evolution equations \((x_1, x_2) = (t, x)\). Let
\[
E: u_t = G(t, x, u_0, \ldots, u_r), \quad G_{u_r} \neq 0, \quad r \geq 2,
\]
be an evolution equation, where \(u_k = \partial^k_x u, k \in \mathbb{N}\), and \(u_0 := u\). Without loss of generality, the conserved currents for evolution equations can be assumed to be independent of derivatives involving differentiations with respect to \(t\). In this specific situation, the definition \([1]\) for a conserved current \((\rho, \sigma)\) of the equation \(E\) can be reduced to the identity
\[
\bar{D}_t \rho + D_x \sigma = 0, \quad \text{i.e.,} \quad \rho_t + \rho_x G + D_x \sigma = 0,
\]
where \(\bar{D}_t = \partial_t + (D^k_x G)\partial_{u_k}\) is the restriction of the operator of total derivative with respect to \(t\) on the manifold defined by equation \(E\) and its differential consequences in the jet space \(J^\infty(t, x|u)\), and \(\rho_\ast = \rho_{u_k} D^k_x\) is the Fréchet derivative of \(\rho\). The differential functions \(\rho\) and \(\sigma\) are the density and the flux of the conserved current \((\rho, \sigma)\). As evolution equations give the simplest example for systems in the extended Kovalevskaya form, the characteristic \(\lambda\) associated with the conservation law containing the conserved current \((\rho, \sigma)\) can be expressed via the density \(\rho\) as
\[
\lambda = \frac{\delta \rho}{\delta u},
\]
where \(\delta/\delta u = (-D_x)^k \partial_{u_k}\) is the variational derivative, which coincides with the restriction of the Euler operator for differential functions that do not involve differentiation with respect to \(t\).

**Remark 23.** Prescribing an exact form of the conserved current \((\rho, \sigma)\) defines the right hand side \(G\) of the corresponding evolution equation \(E\) up to some number of arbitrary smooth functions of \(t\), and this number does not exceed \(\ord \rho\). Indeed, if \(\rho\) and \(\sigma\) are fixed differential functions, then the equation \([15]\) can be considered as \((\ord \rho)\)th order inhomogeneous linear ordinary differential equation for \(G\) in total derivatives with respect to \(x\), where the variable \(t\) plays the role of a parameter. The general solution of this equation, if solutions exist at all, can be represented in the form \(G = G^a + G^{gb}\), where \(G^a\) is a particular solution of this equation and \(G^{gb}\) is the general solution of the corresponding homogeneous equation \(\rho_\ast G = 0\). The solution set of the equation \(\rho_\ast G = 0\) coincides with the kernel of the operator \(\rho_\ast\). By Lemma 6.45 of \([11]\), see also the proof of Theorem 1 in \([52]\), the dimension of the kernel of \(\rho_\ast\) over the ring of smooth functions of \(t\) is not greater than \(\ord \rho\). Moreover, only some pairs of differential functions can be conserved currents for evolution equations since the equation \([15]\) with prescribed values of \(\rho\) and \(\sigma\) may have no solutions in \(G\). The existence of evolution equations for a few prescribed candidates for conserved currents is even less expectable due to compatibility issues between the copies of the equation \([15]\) for the given pairs of \(\rho\) and \(\sigma\), which also further reduces the possible arbitrariness in the form of \(G\).

**Theorem 24.** An evolution equation of the form \([14]\) admits \(p\) linearly independent conservation laws with densities \(\rho^s\) and characteristics \(\lambda^s = \delta \rho^s/\delta u\) if and only if
\[
G = DT(\lambda^1, \ldots, \lambda^p)^t H - \sum_{s=1}^p DT(\lambda^1, \ldots, \lambda^s, \ldots, \lambda^p)^t \left( \frac{W(\lambda^1, \ldots, \lambda^s, \ldots, \lambda^p)}{W(\lambda^1, \ldots, \lambda^p)} \rho^s_t \right),
\]
where \(H\) is a differential function of \(u\).

Theorem 24 is the natural extension of Theorem 4 to evolution equations. Note that in all Wronskians and Darboux transformations the derivatives are total derivatives with respect to \(x\).
Proposition 9 has a natural counterpart for evolution equations. Namely, the representation (16) depends on the linear span \(\langle \rho_1, \ldots, \rho_p \rangle\) rather than on the fixed basis \(\{\rho_1, \ldots, \rho_p\}\). Similarly, Proposition 11 can be extended to evolution equations, in that for fixed \(G\) and \(\langle \rho_1, \ldots, \rho_p \rangle\), the general form of \(H\) is \(H = H^0 + f^s(t)\varphi^s\), where \(H^0\) is a particular value of \(H\), \(f^s(t)\) are arbitrary smooth functions of \(t\) and \(\varphi^1, \ldots, \varphi^p\) are adjoint functions to \(\lambda^1, \ldots, \lambda^p\) with respect to the independent variable \(x\).

Similar to (13) we also have an alternative representation to (16). There are also order estimations for differential functions in (16) analogous to Lemma 18 and its corollaries.

Example 25. To give an example for the representation (16), consider the Korteweg–de Vries (KdV) equation

\[ u_t + uu_x + u_{xxx} = 0. \]  

(17)

It is well known that (17) admits an infinite sequence of linearly independent conservation laws of growing order [37]. The two most elementary conservation laws for the KdV equation have the characteristics \(\lambda^1 = 1\), \(\lambda^2 = u\) and the conserved currents

\[
\begin{align*}
&\left( u, \frac{1}{2} u^2 + u_{xx} \right), \\
&\left( \frac{1}{2} u^2, \frac{1}{3} u^3 + uu_{xx} - \frac{1}{2} u_x^2 \right),
\end{align*}
\]

respectively. For these two conserved currents and \(G = -uu_x - u_{xxx}\), the representation (16) becomes

\[
G = D_x \left( D_x + \frac{u_{xx}}{u_x} \right) H, \quad H = -\frac{1}{2} u_x - \frac{u^3}{6u_x}.
\]  

(18)

Varying the function \(H\) in the expression (18) we obtain the representation for all evolution equations that admit the characteristics \(\lambda^1 = 1\) and \(\lambda^2 = u\).

6 Inverse problems for infinite dimensional spaces of zeroth-order characteristics

We discuss the inverse problem on conservation laws for the case of a single partial differential equation of a single unknown function, i.e., \(m = l = 1\) and \(n > 1\), that possesses a space of conservation-law characteristics parameterized by arbitrary smooth functions of one or several arguments that themselves are functions of independent and dependent variables. Recall that such characteristics are typical for hydrodynamics models, see, e.g., Section 8 below. Thus, in this section we consider a differential equation \(L\): \(L[u] = 0\) for the unknown function \(u = u(x)\) of the variables \(x = (x_1, \ldots, x_n)\).

Lemma 26. A partial differential equation \(L\): \(L[u] = 0\) for a single unknown function \(u = u(x)\) of the variables \(x = (x_1, \ldots, x_n)\) admits the family of conservation-law characteristics \(\{h(x_1)\}\), where \(h\) runs through the set of smooth functions of \(x_1\), if and only if the differential function \(L\) is represented in the form

\[
L[u] = D_2 F^2 [u] + \cdots + D_n F^n [u]
\]  

(19)

for some differential functions \(F^2, \ldots, F^n\).

Proof. The “if” part is obvious. Let us prove the “only if” part. As the total divergence in the representation (13) does not include the total derivative with respect to \(x_1\), we can interpret the variable \(x_1\) as a parameter and introduce \(u^k := \partial^k u / \partial x_1^k\), \(k = 0, \ldots, N\) as dependent variables,
where \( N = \max\{\alpha_1 \mid L_{u_\alpha} \neq 0\} \). In other words, \( N \) is the highest number of differentiations with respect to \( x_\alpha \) that appears in derivatives involved in \( L[u] \).

Consider the expanded Euler operator \( \hat{E} = (\hat{E}^0, \ldots, \hat{E}^N) \) with components

\[
\hat{E}^k = (-D)\hat{\alpha} \frac{\partial}{\partial u^k_{(0,\hat{\alpha})}}, \quad k = 0, \ldots, N.
\]

Here \((-D)\hat{\alpha} = (-D_2)^{\alpha_2} \cdots (-D_n)^{\alpha_n}, \hat{\alpha} = (\alpha_2, \ldots, \alpha_n)\) runs through the multi-index set \( \mathbb{N}_0^{n-1} \) and \( u^k_{(0,\hat{\alpha})} \) is the jet variable identified with \( \partial^{k+|\hat{\alpha}|} u/\partial x_1^k \partial x_2^{a_2} \cdots \partial x_n^{a_n} \). Thus, here and in what follows the hat over a tuple symbol denotes the exclusion of the first component. It then suffices to prove that the action of the operator \( \hat{E} \) on \( L \) is zero,

\[
\hat{E}^k = 0, \quad k = 0, \ldots, N.
\]

Let \( E \) be the standard Euler operator with respect to \( u \), \( E = (-D)^\alpha \partial_{u_\alpha} \). If the function \( h = h(x_1) \) is a conservation-law characteristic for the equation \( L[u] = 0 \), then we have \( E(hL) = 0 \), which can be expanded in the following way:

\[
E(hL) = (-D)^\alpha (hL)_{u_\alpha} = (-D_1)^{\alpha_1} (-D)\hat{\alpha} (hL)_{u_{\hat{\alpha}}} = (-D_1)^{\alpha_1} (h\hat{E}^{\alpha_1} L)
= \sum_{\alpha_1=0}^{N} (-1)^{\alpha_1} \sum_{s=0}^{\alpha_1} \left(\begin{array}{c} \alpha_1 \\ s \end{array}\right) (\partial_s^{a_1} h) D_1^{a_1-s} (\hat{E}^{\alpha_1} L)
= \sum_{s=0}^{N} (\partial_s^{a_1} h) \sum_{\alpha_1=s}^{N} (-1)^{\alpha_1} \left(\begin{array}{c} \alpha_1 \\ s \end{array}\right) D_1^{a_1-s} (\hat{E}^{\alpha_1} L) = 0. \tag{20}
\]

Here we used the definition of the expanded Euler operator \( \hat{E} \) and the fact that \( h \) depends on \( x_1 \) only. Since the function \( h \) is arbitrary, the last equality in (20) can be split with respect to the various derivatives of \( h \), which gives the system

\[
\sum_{\alpha_1=s}^{N} (-1)^{\alpha_1} \left(\begin{array}{c} \alpha_1 \\ s \end{array}\right) D_1^{a_1-s} (\hat{E}^{\alpha_1} L) = 0, \quad s = 0, \ldots, N. \tag{21}
\]

We start with the highest value \( s = N \) and proceed to the lower values of \( s \) using the results for the higher values. Thus, the equation (21) with \( s = N \) is \( \hat{E}^N L = 0 \). Using this result in the equation (21) with \( s = N - 1 \) and continuing in a similar way up to \( s = 0 \), we obtain the simplified system

\[
\hat{E}^N L = 0, \quad \hat{E}^{N-1} L = 0, \quad \ldots, \quad \hat{E}^0 L = 0.
\]

In view of [39, Theorem 4.7], this system implies that \( L[u] \) is of the form (19), which completes the proof.

\textbf{Corollary 27.} If a differential equation \( L[u] = 0 \) admits \( N + 1 \) locally linearly independent conservation laws with characteristics depending only on the single variable \( x_1 \), \( h^{s'} = h^{s'}(x_1) \), \( s' = 0, \ldots, N \), then the representation (19) holds and hence the equation admits conservation laws with characteristics being arbitrary smooth functions of \( x_1 \).

\textbf{Proof.} Substituting the characteristics \( h^{s'} \) into (20), we obtain the condition

\[
\sum_{s=0}^{N} (\partial_s^{a_1} h^{s'}) \sum_{\alpha_1=s}^{N} (-1)^{\alpha_1} \left(\begin{array}{c} \alpha_1 \\ s \end{array}\right) D_1^{a_1-s} (\hat{E}^{\alpha_1} L) = 0, \quad s' = 0, \ldots, N.
\]

Since the functions \( h^{s'} \) are linearly independent and hence their Wronskian is (locally) nonvanishing, \( |\partial_s^{a_1} h^{s'}|_{s',s'=0,\ldots,N} \neq 0 \), the above condition implies the system (21). Thus, the further proof is the same as the proof of Lemma 26.
A further direct corollary is the following:

**Corollary 28.** A differential equation \( \mathcal{L} : L[u] = 0 \) admits an arbitrary smooth function \( h = h(x_1, \ldots, x_l) \) as a conservation-law characteristic, where \( l < n \), if and only if the differential function \( L \) is represented in the form

\[
L = D_{x_{i+1}} F^{i+1}[u] + \cdots + D_n F^n[u],
\]

for a tuple of \( n - l \) differential functions \( F^{1, \ldots, F^{n}} \).

**Remark 29.** The case \( l = n \) is singular for the formulation of Corollary 28. The corresponding assertion is called the du Bois-Reymond lemma [39, Lemma 5.67]. It states the following: If for any function \( h = h(x) \) there exists an \( n \)-tuple of differential functions \( F[u] \) such that

\[
hL[u] = \text{Div} F[u],
\]

then the differential function \( L[u] \) is in fact a function of \( x \) alone.

**Lemma 30.** A differential equation \( \mathcal{L} : L[u] = 0 \) for the unknown function \( u = u(x) \), \( x = (x_1, \ldots, x_n) \) admits the characteristics \( h(x_1) \) and \( f(x_1)x_2 \), where \( h \) and \( f \) run through the set of smooth functions of \( x_1 \), if and only if its right hand side \( L \) is represented in the form

\[
L = D^2_2 G^2[u] + D^3 G^3[u] + \cdots + D_n G^n[u], \tag{22}
\]

for some differential functions \( G^2[u], \ldots, G^n[u] \).

**Proof.** We again prove the “only if” part merely. Lemma 26 implies the representation \( L = \text{Div} \tilde{F} \) for some tuple \( \tilde{F} = (F^2[u], \ldots, F^n[u]) \), where \( \text{Div} \tilde{F} = D_2 F^2 + \cdots + D_n F^n \). As \( f(x_1)x_2 \) is a conservation-law characteristic of \( \mathcal{L} \), we also have

\[
f_{x_2} L = f_{x_2} \text{Div} \tilde{F} = \text{Div}(f_{x_2} \tilde{F}) - f F^2 = \text{Div} H,
\]

where we used ‘integration by parts’ to arrive at the second equality and the definition of conservation-law characteristic to establish the third equality. Here the tuple \( H = (H^1[u], \ldots, H^n[u]) \) is a conserved current associated with the characteristic \( f(x_1)x_2 \). From the last equality in (23) we conclude that

\[
f F^2 = \text{Div}(f_{x_2} \tilde{F}) - \text{Div} H,
\]

that is, the arbitrary smooth function \( f = f(x_1) \) is a conservation-law characteristic for the equation \( F^2[u] = 0 \). In view of Lemma 26 the differential function \( F^2 \) admits the representation

\[
F^2 = \text{Div} \tilde{K}[u] \quad \text{for some tuple of differential functions} \quad \tilde{K} = (K^2[u], \ldots, K^n[u]).
\]

Therefore,

\[
L = D_2 \text{Div} \tilde{K}[u] + D_3 F^3[u] + \cdots + D_n F^n[u],
\]

which leads to the representation (22) with \( G^2 = K^2 \) and \( G^j = F^j + D_2 K^j, j = 3, \ldots, n \).

**Corollary 31.** A differential equation \( \mathcal{L} : L[u] = 0 \) for the unknown function \( u = u(x) \) of the variables \( x = (x_1, \ldots, x_n) \) admits characteristics of the form \( h(x_1) + \sum_{i=2}^{n} f^i(x_1)x_i \) with arbitrary smooth functions \( h = h(x_1) \) and \( f^i = f^i(x_1), i = 2, \ldots, n \), if and only if the differential function \( L \) can be represented as

\[
L = \sum_{i,j=2}^{n} D_i D_j K^{ij}[u]. \tag{24}
\]

**Proof.** Following the proof of Lemma 30, we obtain that \( L = \text{Div} \tilde{F} \) with \( F^i = \text{Div} \tilde{K}^i \) for some \( \tilde{K}^i = (K^2[u], \ldots, K^n[u]), i = 2, \ldots, n \).
We can rearrange the representation (31) and assume that $K^{ij}$’s are symmetric in $(i, j)$, $K^{ij} = K^{ji}$, or that the summation range for $(i, j)$ is $2 \leq i \leq j \leq n$.

Lemma 26 can also be generalized by considering arbitrary functions of more general arguments.

**Lemma 32.** A partial differential equation $\mathcal{L}: L[u] = 0$ for a single unknown function $u = u(x)$ of the variables $x = (x_1, \ldots, x_n)$ admits the family of conservation-law characteristics $\{h(\omega)\}$, where $h$ runs through the set of smooth functions of $\omega = \omega(x, u)$ being a nonconstant smooth function of $(x, u)$, if and only if the differential function $L$ is represented in the form

$$L[u] = D_i(G^{ij}D_j\omega) = (D_iG^{ij})D_j\omega = D_j(\omega D_iG^{ij})$$

for some differential functions $G^{ij} = G^{ij}[u]$ with $G^{ij} = -G^{ji}$.

*Proof.* Since the “if” part of the lemma is obvious, we merely prove the “only if” part. The above condition on $\mathcal{L}$ means that $hL \in \text{im Div}$ for any smooth function $h = h(\omega)$. Without loss of generality, we can assume that $D_1\omega \neq 0$. Locally changing coordinates $\tilde{x}_1 = \omega, \tilde{x}_i = x_i, i \neq 1$, and either $\tilde{u} = u$ if $\omega_1 = 0$ or $\tilde{u} = x_1$ if $\omega_u \neq 0$. In the new coordinates, lemma’s supposition takes the form $JhL \in \text{im Div}$, where $J = \det(D_j\tilde{x}_i)_{i,j=1,\ldots,n}$ and Div is the divergence in the total derivatives $D_i$ with respect to the new coordinates $\tilde{x}_j$; cf. [46, Proposition 1]. Then Lemma 26 implies that $JL = \text{Div} \tilde{F}$ with the tuple $\tilde{F} = (F^1[u], \ldots, F^n[u])$, where $F^1 = 0$. Returning to the old coordinates, we obtain $L = \text{Div} F$, where the tuples $F = (F^1[u], \ldots, F^n[u])$ and $\tilde{F}$ are related by $JF^i = F^jD_j\tilde{x}_i$. Therefore, the equality $F^1 = 0$ is equivalent to the equation $F^2D_2\omega = 0$. The symmetric representation of the general solution of this equation with respect to $F$ is $F^i = G^{ij}D_j\omega$ for some differential functions $G^{ij} = G^{ij}[u]$ with $G^{ij} = -G^{ji}$.

The symmetrization of the representation (26) leads to an additional ambiguity of the coefficients $G^{ij}$, and thus they can be constrained more. In particular, if $D_1\omega \neq 0$, then we can set $G^{ij} = 0, i, j \neq 1$.

The representation (25) also be rewritten in the form $L[u] = F^jD_j\omega = D_j(\omega F^j)$, where $F = (F^1[u], \ldots, F^n[u])$ is a null divergence, $\text{Div} F = 0$.

**Remark 33.** The “if” part of Lemma 32 is obviously true even for $\omega$ being a nonconstant differential function of $u$. We may conjecture that the “only if” part is also true although its proof needs tools more powerful than and different from those used for proving Lemma 32.

### 7 Conservative parameterization as inverse problem on conservation laws

Despite the ever increase in computational power, it is impossible to run a numerical simulation at infinite resolution. In other words, dictated by the computational resources available and computational costs acceptable, one has to choose a maximum resolution, which in turn introduces a minimal scale below that the model is not capable of resolving physical processes any more. At the same time, nonlinear systems are characterized by the interaction of various scales and, therefore, the effects of the unresolved subgrid-scale processes on the resolved processes cannot be omitted in a numerical simulation of such systems. Modeling these effects is known as parameterization.

In developing a numerical approximation including the construction of parameterization schemes, it is in general important to maintain the consistency with the original model. A major challenge in the construction of parameterization schemes for differential equations is to ensure the preservation of important geometric structures of the original system $\mathcal{L}$ of governing differential equations. By this it is meant that a closure model for unresolved processes should

...
lead to a system of differential equations for the resolved quantities that shares some of the features of the system $\mathcal{L}$. Both symmetries and conservation laws play a fundamental role for the initial formulation of physical theories and their study. This is why they may be among such shared features that should be preserved even on the level of the resolved scales of the system $\mathcal{L}$.

Research of symmetry-preserving closure models was initiated in \cite{38} for the Navier–Stokes equations and formalized in \cite{43} using the language of group analysis of differential equation. In the latter paper it was demonstrated that finding local parameterization schemes (i.e., parameterization schemes that model the unresolved processes at a point by using only the information of the resolved processes in this point) can be re-cast as a group classification problem. This observation unlocks the use of a variety of techniques from the group classification of differential equations to be applied to the parameterization problem. See \cite{6, 9, 42, 45} and references therein for a discussion of various group classification methods.

The ideology of conservative parameterization is similar to that of symmetry-preserving closure models. If the system $\mathcal{L}$ describes, e.g., an energy preserving physical process that cannot be resolved numerically, then a parameterization for this process should still preserve energy. This is essentially the problem of finding conservative parameterization schemes. First examples for conservative parameterization schemes were given in \cite{7, 10}. Here we interpret the inverse problem on conservation laws in the light of the conservative parameterization using, for the sake of simplicity, local first-order parameterization schemes.

Mathematically, the splitting into resolved and unresolved scales is done by decomposing the unknown functions as a mean part and a deviation part, i.e., $u = \bar{u} + u'$, where bars are used to denote means and primes denote the deviations from this mean. In order to derive the model for the mean part $\bar{u}$, one has to average $\mathcal{L}$. Depending on the averaging rule invoked and the particular form of the system $\mathcal{L}$, the resulting averaged system $\bar{\mathcal{L}}$ is typically not closed. In other words, additionally to derivatives of $\bar{u}$ the system $\bar{\mathcal{L}}$ involves a tuple of subgrid-scale quantities $w = (w^1, \ldots, w^k)$,

$$\bar{\mathcal{L}}: \bar{\mathcal{L}}^\mu(x, \bar{u}(\bar{r}), w) = 0, \quad \mu = 1, \ldots, l,$$

and thus it can only be used in practice once a parameterization for $w$ is found.

**Definition 34.** A local first-order parameterization scheme is an expression of the tuple of unknown subgrid-scale quantities $w$ as differential functions of $\bar{u}$, $w = f[\bar{u}]$, where $f = (f^1, \ldots, f^k)$ are the parameterization functions $\cite{54}$.

Recall that in a higher order parameterization scheme one typically has to extend the averaged system with differential equations for the unresolved quantities. This in turn introduces new unresolved quantities of higher order, which should also be parameterized. The extension of the initial system leads to several complications in the course of study of structure-preserving parameterization schemes, which will be the subject of future investigations.

As a start for the consideration, the parameterization functions can be assumed as arbitrary differential functions of certain order, or one can use a specific ansatz that depends on further arbitrary differential functions $\tilde{f}$ satisfying certain differential constraints. Upon inserting the local first-order parameterization scheme $w = f[\bar{u}]$ into the unclosed model $\mathcal{L}$ one obtains a class of closed systems of differential equations, denoted by $\bar{\mathcal{L}}|_{w=f}$, in which $\tilde{f}$ acts as tuple of arbitrary elements of the class. This closed system of differential equations can now be used in practice as it is a system for $\bar{u}$ only. The main task is to find the arbitrary elements $\tilde{f}$ such that $\bar{\mathcal{L}}|_{w=f}$ adequately describes the evolution of $\bar{u}$. This is the parameterization problem in general. Here we are interested in solving this problem using conservation laws of differential equations.

**Definition 35.** A local parameterization scheme is called conservative if the parameterized system of differential equations admits nontrivial conservation laws.
As formulated above, the problem of finding conservative parameterization schemes can be tackled within the context of both the direct and the inverse problems on conservation laws. Within the framework of the direct problem, we would start with a general closed class of differential equations with yet to be determined parameterization functions, and aim to classify, up to an equivalence, the forms of the parameterization functions leading to equations from the closed class that admit nontrivial conservation laws. Within the framework of the inverse problem, which is the subject of the present paper, one starts with conservation laws admitted by the original system $L$ and constructs the parameterization functions $f$ in such a way that the closed system $\hat{L}_{|w=f}$ admits the corresponding conservation laws. For more information, see [7, 10].

8 Conservative parameterization for the vorticity equation

We demonstrate the procedure of conservative closure introduced in Section 6 for the system of two-dimensional incompressible Euler equations. This example is particularly challenging as the conservation laws to be preserved correspond to characteristics parameterized by arbitrary functions of certain arguments. The two-dimensional incompressible Euler equations in the stream function form reduce to the single vorticity equation

$$\zeta_t + \psi_x \zeta_y - \psi_y \zeta_x = 0, \quad \zeta := \psi_{xx} + \psi_{yy}, \quad (26)$$

Here $\psi = \psi(t, x, y)$ is the stream function generating horizontal, two-dimensional incompressible flow $v = k \times \nabla \psi$ with $k = (0, 0, 1)^T$, $\zeta$ is the vorticity, and we use a specific notation for the variables, $t, x, y$ and $\psi$ instead of $x_1, x_2, x_3$ and $u$.

Subsequently we are interested in the dynamics of the mean part (26) as this is the only part that is accessible to a numerical model, which usually operates on a fixed, finite resolution. That is, we split the dependent variable $\psi$ as well as $v$ and $\zeta$ into resolved (mean) parts $\bar{\psi}$, $\bar{v}$ and $\bar{\zeta}$ and unresolved (sub-grid scale) parts $\psi'$, $v'$ and $\zeta'$, i.e.,

$$\psi = \bar{\psi} + \psi', \quad v = \bar{v} + v' \quad \text{and} \quad \zeta = \bar{\zeta} + \zeta'.$$

Averaging Eq. (26) in a way satisfying the Reynolds averaging rule $\bar{ab} = \bar{a} \bar{b} + a'b'$ (e.g. using the ensemble average), we obtain the equation for the mean part, which is

$$\bar{\zeta}_t + \bar{\psi}_x \bar{\zeta}_y - \bar{\psi}_y \bar{\zeta}_x = \nabla \cdot \bar{\zeta}'\bar{v}', \quad \bar{\zeta} := \bar{\psi}_{xx} + \bar{\psi}_{yy}. \quad (27)$$

The problem with the averaged equation (27) is that its right-hand side involves the divergence of the unknown vorticity flux $\bar{\zeta}'\bar{v}'$ for which no equation is given. In other words, system (27) is underdetermined, which is the usual closure problem of fluid mechanics.

We close the equation (27) by assuming a functional relation between the vorticity flux, the independent variables, the averaged stream function $\bar{\psi}$ and its various derivatives,

$$\grad \cdot \bar{\zeta}'\bar{v}' = V[\bar{\psi}].$$

Here the notation $V = V[\bar{\psi}]$ indicates that $V$ is a differential function of $\bar{\psi}$, i.e., a smooth function of $t, x, y, \bar{\psi}$ and derivatives of $\bar{\psi}$ with respect to $t, x$ and $y$. Introducing this closure ansatz in (27) leads to

$$\zeta_t + \psi_x \zeta_y - \psi_y \zeta_x = V[\psi], \quad \zeta := \psi_{xx} + \psi_{yy}, \quad (28)$$

where we have omitted bars over the averaged quantity for the sake of notational simplicity. As this system is now closed, i.e., it does not involve unresolved quantities any more, this notation is consistent. The problem is now to specify the functional form of $V$ in such a manner that the equation (28) preserves some of the conservation laws of the original vorticity equation (26).
More specifically, we are interested in preserving the conservation laws of (26) with zeroth-order characteristics, which are in the span
\[ \langle h(t), f(t)x, g(t)y, \psi \rangle. \] (29)

Physically, these conservation-law characteristics are associated with the conservation of generalized circulation, generalized momenta in \( x \)- and \( y \)-directions, and energy, respectively. All of these conservation laws are of superior importance in fluid mechanics and hence it is natural to attempt finding parameterization schemes of the general form (28) that preserve these conservation laws in the averaged model.

In order to determine the functional form of \( V \), we can use the theory laid down in Section 6. Before constructing \( V \), it is instructive to check directly that the vorticity equation (26) itself can be brought into the form required by Corollary 31. Thus, the repeated ‘integration by parts’ of the Jacobian \( \psi_x\zeta_y - \psi_y\zeta_x \) leads to the expression
\[ \psi_x\zeta_y - \psi_y\zeta_x = (D_y^2 - D_x^2)(\psi_x\psi_y) + D_xD_y(\psi_x^2 - \psi_y^2). \]

Then, we can represent the left hand side of the vorticity equation (26) as
\[ \zeta_t + \psi_x\zeta_y - \psi_y\zeta_x = D_y^2(\psi_t - \psi_x\psi_y) + D_xD_y(\psi_x^2 - \psi_y^2) + D_x^2(\psi_t + \psi_x\psi_y), \]
which is in accordance with Corollary 31. In view of this corollary, a similar representation also holds for the differential function \( V[\psi] \), i.e.,
\[ V[\psi] = D_x^2F^{11} + D_xD_yF^{12} + D_y^2F^{22}. \] (30)

with some differential functions \( F^{11}, F^{12} \) and \( F^{22} \) of \( \psi \), if and only if the closed vorticity equation (28) still admits generalized circulation and momenta as conservation laws.

The remaining task is now to find the restricted form of \( V \) if a parameterization for the vorticity equation should also preserve energy, i.e., the characteristic \( \psi \). In this case
\[ \psi V = \psi(D_y^2F^{11} + D_xD_yF^{12} + D_y^2F^{22}) = \text{Div} H \]
for some triple of differential functions \( H \). Using ‘integration by parts’ in the above equation, we obtain
\[ \psi_{xx}F^{11} + \psi_{xy}F^{12} + \psi_{yy}F^{22} = \text{Div} Q, \]
for another triple of differential functions \( Q \). This is a single inhomogeneous linear algebraic equation for the components \( F^{11}, F^{12} \) and \( F^{22} \). The solution of this equation can be represented in a symmetric way as
\begin{align*}
F^{11} & = \psi_{yy}P^2 - \psi_{xy}P^3 + R^1, \\
F^{12} & = \psi_{xx}P^3 - \psi_{yy}P^1 + R^2, \\
F^{22} & = \psi_{xy}P^1 - \psi_{xx}P^2 + R^3,
\end{align*}
where \( P^i = \psi^i[\psi] \) are arbitrary differential functions of \( \psi \), \( i = 1, 2, 3 \), and the triple of differential functions \( R^i = R^i[\psi] \) is a particular solution of the equation,
\[ \psi_{xx}R^1 + \psi_{xy}R^2 + \psi_{yy}R^3 = \text{Div} Q. \]
A nice particular solution satisfies the additional constraints \( R^2 = 0, \ R^1 = R^3 = \frac{1}{\zeta} \text{Div} Q \).

The possible singularity in points where the vorticity vanishes can be compensated by vanishing \( \text{Div} Q \) in the same points. For example, if \( Q = \zeta^2S \) for some triple \( S \) of differential functions of \( \psi \), then \( \text{Div} Q = \zeta^2 \text{Div} S + 2\zeta(S^1\zeta_t + S^2\zeta_x + S^3\zeta_y). \)

The substitution of the above solution into (30) leads to the following assertion:
Proposition 36. If the unclosed vorticity flux $\nabla \cdot \zeta v'$ is parameterized by $V[\psi]$ in the Reynolds averaged vorticity equation, where $V[\psi]$ is given through

$$V[\psi] = D_x^2(\psi_{yy}P^2 - \psi_{xy}P^3) + D_xD_y(\psi_{xx}P^3 - \psi_{yy}P^1) + D_y^2(\psi_{xy}P^1 - \psi_{xx}P^2)$$

$$+ (D_x^2 + D_y^2)(\zeta \text{Div } S + 2S^1\zeta_t + 2S^2\zeta_x + 2S^3\zeta_y)$$

for some differential functions $P^i$ and $S^i$, $i = 1, 2, 3$, of $\psi$ the resulting closed equation (28) possesses the conservation laws associated with characteristics $h(t), f(t)x, h(t)y$ and $\psi$. That is, the closed equation will preserve generalized circulation, generalized momenta in $x$- and $y$-direction and energy.

The expression for $V$ given in Proposition 36 is still too general. It can be considered as ansatz for $V$ that should be further specified from the physical point of view. Various additional constraints can be imposed on $P^i$ and $S^i$ for the parameterized equation (28) to possess other required properties such as the preservation of Lie symmetries or the consistency with the structure of the initial equation (26). In particular, we can set $S^1 = 0$ and choose the other differential functions $P^i$ and $S^i$ not to depend on derivatives of $\psi$ that involve differentiation with respect to $t$. Then $V$ has the same property.

9 Research perspective for inverse problem on conservation laws

In this paper we have, for the first time, explicitly introduced the inverse problem on conservation laws and rigorously stated it in important particular cases. As for the analogous inverse problem on group classification, posing this problem is motivated by several practical applications.

We have solved the inverse problem on conservation laws for single ordinary differential equations, for single evolution equations and for single general partial differential equations that admit infinite dimensional spaces of zeroth-order characteristics of simple structure. Nevertheless, the methods introduced here can be carried over to the more complicated case of systems of differential equations. A main difficulty while extending the results derived in this paper to the case of systems of differential equations is that the formulas involved will become more cumbersome, but this poses mostly a technical hurdle.

There are several additional areas of importance in this subject that warrant further investigation.

A problem of high practical relevance is to study partial differential equations with general infinite dimensional spaces of conservation-law characteristics. From the viewpoint of real-world applications it is required to study conservative parameterization schemes that preserve conservation laws with characteristics of order higher than zero. For example, it is well know that in addition to the zeroth-order characteristics (29) the vorticity equation (26) also admits the family of characteristics $\{h(\zeta)\}$, where $h$ is an arbitrary smooth function of the vorticity $\zeta = \psi_{xx} + \psi_{yy}$. At least some of these characteristics, e.g. $h = \zeta$ corresponding to preservation of enstrophy, are physically essential. The left hand side of the vorticity equation (26) can be represented in the form (25), where $(x_1, x_2, x_3) = (t, x, y)$, $u = \psi$, $\omega = \zeta$ and

$$G^{ij}[\psi] = \begin{pmatrix} 0 & 0 & y \\ 0 & 0 & -\psi \\ -y & \psi & 0 \end{pmatrix},$$

cf. Remark 33. A problem is to prove that any equation possessing the family of characteristics $\{h(\zeta)\}$ can be represented in the same form with certain functions $G^{ij} = -G^{ji}$. Then, to describe equations admitting all the above characteristics of the vorticity equation, one should merge this representation with the representation given in Proposition 36 which is not trivial.
The parameterization schemes constructed in Section 8 for the eddy-vorticity flux in the incompressible Euler equations give, to the best of our knowledge, the first example for systematically finding closure schemes that lead to parameterized models preserving conservation laws of the initial model. At the same time, the obtained parameterizations are physically quite simple as they are of first order. Modern state-of-the-art parameterization schemes depend not only on the mean values of the equation variables but can include higher-order correlation terms as well. An example for a symmetry-preserving higher-order parameterization schemes was recently given in [8]. Extending the methods for finding conservative parameterization schemes to more complicated closure ansatzes will be an important problem of future investigations.

Although it is natural to consider the inverse problem on conservation laws as a problem in itself, in practical applications it might be relevant to construct systems of differential equations that possess both certain conservation laws and a prescribed symmetry group. In other words, it will be necessary to consider the joint inverse problem on conservation laws and group classification, cf. [3, 4]. This is important in the study of parametrization schemes as not only conservation laws have to be respected when deriving a closure model. Other geometric properties as for example Lie symmetries might have to be preserved as well, as discussed e.g. in [7, 10, 38, 39, 54].

Lastly, another relevant study will be the inverse problem on conservation laws for difference equations. This problem is intimately linked to the problem on conservative discretization, which is of immediate practical relevance. First results on applying the mathematical machinery on conservation laws to finding conservative discretization schemes were given in [59], and more extended investigations on this problem are currently underway.
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