Realizing the analytic surgery group of Higson and Roe geometrically part II: relative $\eta$-invariants

Robin J. Deeley · Magnus Goffeng

Abstract We apply the geometric analog of the analytic surgery group of Higson and Roe to the relative $\eta$-invariant. In particular, by solving a Baum–Douglas type index problem, we give a “geometric” proof of a result of Keswani regarding the homotopy invariance of relative $\eta$-invariants. The starting point for this work is our previous constructions in “Realizing the analytic surgery group of Higson and Roe geometrically, Part I: The geometric model”.

1 Introduction

This is the second in a series of three papers on the construction and applications of a Baum–Douglas type model for the analytic surgery exact sequence of Higson and Roe [20–22]. In the first paper [17], we defined the geometric cycles, proved that the associated group fits into the correct exact sequence, and constructed maps to various $K$-theory groups; these maps are the geometric counterpart and generalization of the map from the analytic surgery group to the real numbers constructed in [23].

The main goal of this paper is to relate the geometric group and the aforementioned maps to the relative $\eta$-invariant; the reader should notice a strong analogy between this paper and the constructions in [23]. We also lay the foundation for constructions that will appear in the next paper in the series. The main topic of the next paper is the
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construction of an explicit isomorphism between the geometric group and Higson and Roe’s analytic group; this map is defined from geometric to analytic cycles.

Furthermore, in this paper, we begin the process of applying “Baum’s approach to index theory” to vanishing results concerning the relative $\eta$-invariant. The vanishing results we are interested in are well studied. For example, Keswani [27, Theorem 1.2] has proved the following beautiful result (see [27] for notation):

**Theorem 1.1** Let $M$ be a closed, smooth, oriented, odd-dimensional, Riemannian manifold. Suppose that $\Gamma$ is a torsion-free, discrete group and the Baum–Connes assembly map is an isomorphism for the full group $C^*$-algebra of $\Gamma$. Let $\sigma$ be a finite-dimensional unitary representation of $\pi_1(M)$ that factors through $\Gamma$. Then the relative $\eta$-invariant $\rho_\sigma(M)$ is an oriented homotopy invariant of $M$.

The work of Keswani was preceded by work of Mathai [31], Neumann [33] and Weinberger [39]. Following Keswani, similar results have been obtained by Benameur-Piazza [10], Benameur-Roy [11, 12], Higson-Roe [23], Piazza-Schick [34], Wahl [38], among others.

Although our main goal is a proof of Keswani’s result (i.e., Theorem 1.1), the methods presented provide a template for proving similar results for variants of the relative $\eta$-invariant (e.g., Cheeger–Gromov’s $\ell^2$-relative $\eta$-invariants); the reader can find a “Higson and Roe” type proof of the main result of [28] in the recent paper of Benameur-Roy [12]. We discuss this idea in a bit more detail in Remark 6.13. Furthermore, in the next paper in the series higher invariants will be considered in the context of our geometric cycles (see the work of Piazza-Schick [34] for more on the analytic context). In fact, a detailed study of the geometrically defined invariants constructed in [17] is planned in future work.

We begin with a short review of the “Baum approach to index theory” in the context of geometric and analytic $K$-homology. The reader can find more details on this method in [6, 7]; the introduction to [8] also discusses this approach to index theory in detail. Let $X$ be a finite CW-complex, $K^{ana}_*(X)$ be its analytic $K$-homology group, and $K^{geo}_*(X)$ be its geometric $K$-homology group; the reader can find the definitions of the cycles which determine these two groups in (for example) [6, 9]. The starting point for this approach to index theory is the following commutative diagram:

$$
\begin{array}{ccc}
K^{geo}_0(X) & \xrightarrow{\lambda} & K^{ana}_0(X) \\
\downarrow{\text{ind}_{top}} & & \downarrow{\text{ind}_{ana}} \\
\mathbb{Z} & & \\
\end{array}
$$

where the maps $\text{ind}_{top}$ and $\text{ind}_{ana}$ are respectively the topological and analytic index maps, and $\lambda$ is the natural isomorphism (in even degree) between geometric and analytic $K$-homology (again the reader can find further details in [6, 9]). We emphasize the direction of the map $\lambda$ at the level of cycles: it takes geometric cycles to analytic cycles.
The “index problem”, stated in [6, page 154], is defined as follows. As input, one takes an explicit analytic cycle yielding a class in $K^{an}(X)$. The “problem” is to find an explicit geometric cycle (yielding a class in $K^{geo}(X)$) with the property that it maps to the class of the analytic cycle (i.e., the input) under the map $\lambda$. From such a geometric cycle (and the commutative diagram (1)), we obtain a topological formula for the index of the input; it is given by the image of the geometric cycle under the map $\text{ind}_{\text{top}}$. This method has been used in the context of the Atiyah-Singer index theorem in [6,7] and (more recently) in the case of an index theorem for hypoelliptic operators in [8]. To apply this method, it is required that one has a map from the geometric group to another abelian group; in most cases, the image group is an analytic group, but in this paper we will use a “geometrically” defined group, which was introduced by Higson and Roe in [23]. The more standard Baum approach to index theory will be applied to our situation in the next paper in the series.

The geometric model for analytic surgery was constructed in the first paper in this series [17]; we recall it briefly and refer the reader to [17] for further details. The input data for the geometric model of [17] is a discrete group $\Gamma$, a Banach algebra completion $\mathcal{A}(\Gamma)$ of $\mathbb{C}[\Gamma]$, and the associated assembly map; we denote the group produced by our construction by $S^{\text{geo}}_\ast(\Gamma, \mathcal{A})$. The prototypical cycle for $S^{\text{geo}}_\ast(\Gamma, \mathcal{A})$ consists of a cycle for $K^{\text{geo}}_{s-1}(B\Gamma)$ whose image under the assembly map vanishes in $K^{\text{geo}}_{s-1}(\mathcal{A}(\Gamma))$ and a bordism implementing this vanishing. To be more precise, a “nice” class of cycles are those of the form $(W, (E_A(\Gamma), E_C, \alpha), f)$ where

1. $W$ is a compact spin$^c$-manifold with boundary;
2. $f : \partial W \to B\Gamma$ is a continuous map;
3. $E_A(\pi) \to W$ is a locally trivial bundle of finitely generated projective $\mathcal{A}(\Gamma)$-modules;
4. $E_C \to \partial W$ is a (Hermitian) vector bundle;
5. $\alpha$ implements an $\mathcal{A}(\Gamma)$-linear isomorphism of bundles

$$\mathcal{E}_{\mathcal{A}(\Gamma)}|_{\partial W} \cong E_C \otimes f^* \mathcal{L}_A,$$

where $\mathcal{L}_A := E \Gamma \times_{\Gamma} \mathcal{A}(\Gamma) \to B\Gamma$ is the Mischenko bundle.

Cycles of the form above are referred to as easy cycles. The general cycles for $S^{\text{geo}}_\ast(\Gamma, \mathcal{A})$ are of the form $(W, \xi, f)$ where $\xi$ is a cocycle for a relative group for assembly on the level of $K$-theory. The details of the relative $K$-theory groups for assembly can be found in [17, Section 1.3]. Let us briefly recall that a relative $K$-theory cocycle for assembly on $(W, \partial W, f)$ is a quintuple $\xi = (\mathcal{E}_{\mathcal{A}(\Gamma)}, \mathcal{E}_{\mathcal{A}(\Gamma)}', E_C, E_C', \alpha)$ where $\mathcal{E}_{\mathcal{A}(\Gamma)}, \mathcal{E}_{\mathcal{A}(\Gamma)}' \to W$ and $E_C, E_C' \to \partial W$ are, as for the easy cycles, bundles for the Banach algebra indicated in the subscript and $\alpha$ is an $\mathcal{A}(\Gamma)$-linear isomorphism of bundles

$$\alpha : \mathcal{E}_{\mathcal{A}(\Gamma)}|_{\partial W} \oplus (E_C \otimes \mathbb{C} f^* \mathcal{L}) \sim \mathcal{E}_{\mathcal{A}(\Gamma)}'|_{\partial W} \oplus (E_C \otimes \mathbb{C} f^* \mathcal{L}).$$

The length of this paper is (more or less) explained by the computational complications caused by having to consider cycles of this more general form. It is therefore
an interesting open question whether the geometric group can be defined using only the easy cycles discussed above.

The content of the paper is as follows. After reviewing some relevant aspects of the Atiyah–Patodi–Singer index theorem in Sect. 2, we recall (in Sect. 2.3) the definition of an “oriented” version of the geometric \( K \)-homology from \([19,23,26]\). From two finite-dimensional unitary representations \( \sigma_1 \) and \( \sigma_2 \) of the same rank, a group \( S^h_1(\sigma_1, \sigma_2) \) consisting of equivalence classes of “oriented” cycles relative to \( (\sigma_1, \sigma_2) \) was constructed in \([23]\). It provides a hybrid model (cycles contain both geometric and analytic data) that encode the data required to define relative \( \eta \)-invariants (with respect to the representations, \( \sigma_1 \) and \( \sigma_2 \)). A cycle in this model consists of a quintuple

\[
(M, S_{\mathcal{C}_\ell}, f, D, n)
\]

where \( (M, S_{\mathcal{C}_\ell}, f) \) is a cycle for the oriented model \( K^h_1(B\Gamma) \) of \( K \)-homology, as such \( M \) is oriented and \( S_{\mathcal{C}_\ell} \to M \) is a Clifford bundle, \( D \) is a Dirac operator on \( (M, S_{\mathcal{C}_\ell}, f) \) and \( n \) is an integer; the dependence of this group on the choice of representations \( \sigma_1 \) and \( \sigma_2 \) only appears in the relations used to defined the group (see \([23, \text{Remark 8.8}]\)). We review the definition of this group in Sect. 3 and extend the class of cycles to also encompass a spectral section; these cycles are better suited for the study of stable relative \( \eta \)-invariants.

In Sect. 4, we construct a map \( \Phi_\mathcal{A} \) from the geometric group \( S^0_{geo}(\Gamma, \mathcal{A}) \) to \( S^h_1(\sigma_1, \sigma_2) \) under suitable assumptions on the Banach algebra \( \mathcal{A}(\Gamma) \). To explain the idea of this mapping, we restrict to the easy cycles described above. The map, \( \Phi_\mathcal{A} \), is defined (at the level of easy cycles) via

\[
(W, (\mathcal{E}_{\mathcal{A}(\Gamma)}, E_{\mathcal{C}}, \alpha), f) \mapsto (\partial W, S_{\partial W} \otimes E_{\mathcal{C}}, f, D, n)
\]

where \( S_{\partial W} \) denotes the spin-\( c \)-structure on \( \partial W \), \( D \) is a choice of Dirac operator on \( S_{\partial W} \otimes E \) and \( n \) is the index of an Atiyah–Patodi–Singer type operator associated with the bundle data \( (\mathcal{E}_{\mathcal{A}(\Gamma)}, E_{\mathcal{C}}, \alpha) \) and the choice of Dirac operator \( D \). We also provide an alternative definition \( \tilde{\Phi}_{C^*_\text{full}} \) of the map \( \Phi_{C^*_\text{full}} \) to \( S^h_1(\sigma_1, \sigma_2) \) in Sect. 4.3 based on higher Atiyah–Patodi–Singer index theory by encoding a choice of spectral section in the data. As such, unlike the geometric model for analytic surgery, the map \( \tilde{\Phi}_{C^*_\text{full}} \) is only defined for \( C^* \)-algebra coefficients. We restrict our attention to the full (maximal) \( C^* \)-completion \( C^*_\text{full}(\Gamma) \) of \( \mathbb{C}[\Gamma] \).

We compare the map \( \Phi_{C^*_\text{full}} \), composed with the relative \( \eta \)-invariant that defines a map \( S^h_1(\sigma_1, \sigma_2) \to \mathbb{R} \), to the map to the real number from \([17]\) (mentioned above) in Sect. 5. The map from \([17]\) depends on a set of data \( \mathcal{K} \) constructed from \( \sigma_1 \) and \( \sigma_2 \) and gives a map

\[
\text{ind}^\mathbb{R}_{\mathcal{K}} : S^0_{geo}(\Gamma, C^*_\text{full}) \to K_0(N) = \mathbb{R}.
\]

Here \( N \) denotes a \( \text{II}_1 \)-factor. The two maps differ by a Chern–Simons term

\[
\text{cs}_{\mathcal{K}} : S^0_{geo}(\Gamma, C^*_\text{full}) \to K_0(N) = \mathbb{R}.
\]

This situation is analogous to that of the various \( \mathbb{R}/\mathbb{Z} \)-valued pairings considered in \([15]\). The Chern–Simons term compensates for the fact that the map \( \text{ind}^\mathbb{R}_{\mathcal{K}} \) depends
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on a choice of cocycle representing the canonical class that $\sigma_1$ and $\sigma_2$ defines in $K^1(B\Gamma; \mathbb{R}/\mathbb{Z})$, see [3, 4]. In summary, we have following result (which appears as Theorem 5.5 in the main body of the paper):

**Theorem 1.2** Assume that $\sigma_1, \sigma_2 : \Gamma \to U(k)$ are representations and let $\mathcal{N}$ and $\mathcal{N}_0$ be the data chosen in the introduction of Sect. 5 (cf. [17, Section 5]). The $\mathcal{N}$–Chern–
Simons invariant with connection from Definition 5.2 is well defined and induces a map $c_{\mathcal{N}} : S_0^{geo}(\Gamma, C^*_\text{full}) \to \mathbb{R}$ fitting into the commutative diagram:

$$
\begin{array}{c}
S_0^{geo}(\Gamma, C^*_\text{full}) \xrightarrow{\Phi_{C^*_\text{full}}} S_1^h(\sigma_1, \sigma_2).
\end{array}
$$

where
(1) $\Phi_{C^*_\text{full}}$ is the map in Definition 4.2;
(2) $\rho_{\sigma_1, \sigma_2}$ is the map in Definition 3.13;
(3) $\tau_N$, $\otimes_{\mathbb{N}}$, and $c_{\mathcal{N}}$ are the maps discussed in Sect. 5.

The map $\otimes_{\mathbb{N}} - c_{\mathcal{N}}$ can be viewed as analogous to the topological index map and $\rho_{\sigma_1, \sigma_2} \circ \Phi_{C^*_\text{full}}$ as analogous to the analytic index map in the “Baum approach to index theory” discussed above. The application of this approach to the rigidity of relative $\eta$–invariants is based on the following theorem describing how the mappings of Theorem 1.2 fit together with the geometric version of Higson-Roe’s analytic surgery exact sequence (see [17, Theorem 3.8]).

**Theorem 1.3** Assume that $\sigma_1, \sigma_2 : \Gamma \to U(k)$ are representations. The following diagram has exact rows and commutes

$$
\begin{array}{c}
K_\ast^{geo}(pt; C^*_\text{full}(\Gamma)) \xrightarrow{r} S_0^{geo}(\Gamma, C^*_\text{full}) \xrightarrow{\delta} K_{\ast-1}^{geo}(B\Gamma) \xrightarrow{0} 0.
\end{array}
$$

Here the mappings $r$ and $\delta$ are described in [17, Section 3], $\Phi_{C^*_\text{full}}$ is the map in Definition 4.2, $\rho_{\sigma_1, \sigma_2}$ is the map in Definition 3.13 and $\bar{\rho}_{\sigma_1, \sigma_2}$ denotes the mod $\mathbb{Z}$-reduction of $\rho_{\sigma_1, \sigma_2}$.

The two bottom rows of the diagram in Theorem 1.3 are described in Proposition 3.14. The top two rows are described in Theorem 4.12. With Theorems 1.2 and 1.3
in hand, we proceed to apply “Baum’s approach to index theory” to our situation in Sect. 6. In particular, our proof of Theorem 1.1 is based on solving such an index problem. Given \((M, S_{\mathbb{C}^\ell}, f, D)\), a cycle for \(K^h_1(B\Gamma)\) with a choice of Dirac operator, the \((\sigma_1, \sigma_2)\)-relative index problem asks for a cycle \((W, \xi, f)\) for \(S^\text{geo}_0(\Gamma, \mathcal{A})\) such that

\[
\Phi_{\mathcal{A}}(W, \xi, f) = [M, S_{\mathbb{C}^\ell}, f, D, 0] \text{ in } S^h_1(\sigma_1, \sigma_2).
\]

Whenever the index problem for \((M, S_{\mathbb{C}^\ell}, f, D)\) admits a solution and \(\Gamma\) is a torsion-free group for which \(\mathcal{A}(\Gamma)\) has the Baum–Connes property, we have that \(S^\text{geo}_0(\Gamma, \mathcal{A}) = 0\); it follows that

\[
\rho_{\sigma_1, \sigma_2}(M, S_{\mathbb{C}^\ell}, f, D) = \rho_{\sigma_1, \sigma_2} \circ \Phi_{\mathcal{A}}(W, \xi, f) = 0.
\]

Whenever \((M, S_{\mathbb{C}^\ell}, f, D)\) admits a solution to the index problem it follows that

\[
\mu(M, S_{\mathbb{C}^\ell}, f) = 0 \text{ in } K_1(\mathcal{A}(\Gamma)).
\]

This is unfortunately not a sufficient condition; the reader can deduce counterexamples from the results of [34, Section 15], see more in Remark 6.4.

Following ideas in [34], we avoid these obstructions for the case of \(C^*\)-algebra completions of \(C[\Gamma]\) in Sect. 6.2 through a stable reformulation of the \((\sigma_1, \sigma_2)\)-relative index problem using higher Atiyah–Patodi–Singer index theory. The stable \((\sigma_1, \sigma_2)\)-relative index problem admits a solution whenever \(\mu(M, S_{\mathbb{C}^\ell}, f) = 0\), see Theorem 6.7. It can be concluded that if \((M, S_{\mathbb{C}^\ell}, f, D)\) vanishes under assembly, \(\Gamma\) is torsion-free and has the full Baum–Connes property, the stable relative \(\eta\)-invariant \(\rho_{\sigma_1, \sigma_2}^s(M, S_{\mathbb{C}^\ell}, f, D) = 0\). Theorem 1.1 follows from techniques in [34].

2 Preliminaries on relative \(\eta\)-invariants

In the seminal work of Atiyah–Patodi–Singer [1–3], a non-local boundary condition on Dirac operators (now known as Atiyah-Patodi-Singer boundary conditions) was studied. We recall this boundary condition below in (5). The index formula from [1] for a Dirac operator on a compact manifold with boundary equipped with Atiyah–Patodi–Singer boundary conditions contains not only the ordinary local contributions but also a spectral term from the boundary, known as an \(\eta\)-invariant. It turns out that many interesting secondary invariants can be constructed from \(\eta\)-invariants. In this section, we briefly recall these invariants and some \(C^*\)-algebraic techniques introduced in [34] to study these invariants. We also recall the oriented model for geometric \(K\)-homology in Sect. 2.3.

Throughout the paper, \(W\) denotes a Riemannian oriented manifold with boundary which often is equipped with a spin\(^c\)-structure. The bundle \(S \to W\) (in this subsection) is assumed to be a Clifford bundle equipped with a Hermitian Clifford connection \(\nabla_S\). We sometimes write \(S_{\mathbb{C}^\ell}\) to emphasize that \(S\) is a Clifford bundle. For the purposes of this paper, we always assume that the metric on \(W\) and the Clifford connection \(\nabla_S\) are of product type near \(\partial W\). The associated Dirac operator will be denoted by \(D_S\) or \(D_{\nabla_S}\).
2.1 The Atiyah–Patodi–Singer index theorem

Assume that the manifold with boundary, \( W \), is even-dimensional. Since we have assumed \( \nabla_S \) and the metric on \( W \) to be of product type near \( \partial W \), \( D_S \) decomposes near the boundary as follows. We take a collar neighborhood \([0, 1] \times \partial W \) of the boundary of \( W \) on which all geometric structure are of product type. In particular, we can write \( S|_{\partial W} \cong S_N \otimes S_{\partial} \) where \( S_N \) is the spin\(^c\)-structure of the normal bundle to \( \partial W \) and \( S_{\partial} \) is a Clifford bundle on \( \partial W \). The Clifford bundle \( S \) splits into its graded components \( S_+ \oplus S_- \) and \( S_{\partial} \) can be identified with \( S_+|_{\partial W} \). There is an odd self-adjoint unitary \( \sigma : S|_{\partial W} \to S|_{\partial W} \) acting as Clifford multiplication by \( dt \), where \( t \) denotes the coordinate normal to \( \partial W \). The Dirac operator \( D \) is odd and decomposes into two operators \( D^+ \) and \( D^- \) acting from \( S_+ \to S_- \) and \( S_- \to S_+ \) respectively. There is a Dirac operator \( D_{\partial} \) on \( S_{\partial} \) such that near \( \partial W \):

\[
D^+ = \sigma|_{S_+} \left( \frac{\partial}{\partial t} + D_{\partial} \right). \tag{4}
\]

The Dirac operator \( D_{\partial} \) is a self-adjoint elliptic differential operator. Hence, the projection onto the non-negative spectrum of \( D_{\partial} \), written as \( P_{\partial} := \chi_{[0, \infty)}(D_{\partial}) \), is a well defined classical pseudo-differential operator of order 0 on \( \partial W \) acting on the vector bundle \( S_{\partial} \). The Atiyah–Patodi–Singer condition on an element of the first Sobolev space \( f \in H^1(W, S_+) \) is given by

\[
P_{\partial}[f|_{\partial W}] = 0. \tag{5}
\]

The operator \( D_S^+ \) equipped with the boundary condition (5) will be denoted by \( D_{APS}^+ \). By [1, Theorem 3.10], the operator \( D_{APS}^+ \) is Fredholm. To describe its index, we need the \( \eta \)-function of \( D_{\partial} \); it is defined (for \( \text{Re}(s) > \dim(W) - 1 \)) by the expression

\[
\eta_{D_{\partial}}(s) := \sum_{\lambda \in \text{Spec}(D_{\partial}) \setminus \{0\}} \text{sign}(\lambda)|\lambda|^{-s}.
\]

This function extends meromorphically to the complex plane; by [1, Theorem 3.10], it is regular at \( s = 0 \). Furthermore, the Atiyah–Patodi–Singer index formula computes the index of \( D_{APS}^+ \):

\[
\text{ind}(D_{APS}^+) = \int_W \alpha_D - \frac{1}{2} \left( \eta_{D_{\partial}}(0) + \dim \ker D_{\partial} \right), \tag{6}
\]

where \( \alpha_D \) is a density coming from a local expression. For instance, when \( S \) is of the form \( S_W \otimes E \), for a spin\(^c\)-structure \( S_W \to W \) with Clifford connection \( \nabla_W \) and a hermitean vector bundle \( E \to W \) with hermitean connection \( \nabla_E \), and \( D \) is constructed from \( \nabla_S \otimes \nabla_E \) then \( \alpha_D = \text{ch}([\nabla_E] \wedge Td(\nabla_W)) \). We often abuse the notation by letting \( \text{ind}_{APS}(D) \) denote \( \text{ind}(D_{ APS}^+) \).

In fact, whenever \( P \) is an order 0 pseudo-differential projection on \( L^2(\partial W, S_{\partial}) \), with \( P - P_{\partial} \) being a smoothing operator, the boundary condition (5) leads to a well-defined
Fredholm operator, $D^+_p$. The index of $D^+_p$ is given by

$$\text{ind}(D^+_p) = \text{ind}(D^+_{APS}) + \text{ind}(P, P_0), \quad (7)$$

where $\text{ind}(P, P_0)$ is the index of the Fredholm pair of projections $(P, P_0)$. We sometimes write $\text{ind}_{APS}(D, P)$ for $\text{ind}(D^+_p)$. See more in [14, Section I.10]. A highly useful fact in regards to “Atiyah–Patodi–Singer indices” is that they have well understood gluing properties. More precisely, we have the following proposition [whose proof follows from the Atiyah–Patodi–Singer index formula (6)].

**Proposition 2.1** Assume that $Z$ is a compact manifold with boundary, $S \to Z$ is a Clifford bundle and $D^Z$ is a Dirac operator on $S$. Let $Y \subseteq Z^\circ$ be a closed hyper surface such that $Z = W_1 \cup_Y W_2$ where $W_1$ and $W_2$ are compact manifolds with boundaries $\partial W_i = (-1)^i Y \cup M_i$, for a closed manifold $M_i$. Then,

$$\text{ind}(D^Z_{APS}) = \text{ind}(D^W_{APS}) + \text{ind}(D^W_{APS}) + \dim \ker D^Y,$$

where $D^W_i$ is the Dirac operator on $S|_{W_i}$ given by restricting $D^Z$ to $W_i$ and $D^Y$ is the boundary operator on $Y$.

An invariant closely related to the Atiyah-Patodi-Singer index theorem is the relative $\eta$-invariant. They were first studied in [2]. We now assume that $M$ is a closed Riemannan oriented manifold, that $S \to M$ is a Clifford bundle equipped with a Hermitean Clifford connection $\nabla_S$ and that $F_1, F_2 \to M$ are two flat Hermitean vector bundles of the same rank. Equipping $F_1$ and $F_2$ with their flat connections we can associate Dirac operators $D_{S,1}$ and $D_{S,2}$ on $S \otimes F_1$ respectively $S \otimes F_2$. The relative $\eta$-invariant, associated with this data, is defined to be the real number

$$\rho(M, S, \nabla_S, F_1, F_2) := \frac{1}{2} \left( \eta_{D_{S,1}}(0) + \dim \ker D_{S,1} - \eta_{D_{S,2}}(0) - \dim \ker D_{S,2} \right). \quad (8)$$

By [2, Theorem 3.3], the invariant $\rho(M, S, \nabla_S, F_1, F_2) \mod \mathbb{Z}$ is a bordism invariant. This fact is a direct consequence of (6); the relative $\eta$-invariant can jump only by the integer coming from an Atiyah–Patodi–Singer index of the bordism. We will revisit this result below in Proposition 3.14.

The relative invariant, without reducing modulo $\mathbb{Z}$, does not behave as well under bordism. However, [23, Proposition 6.6] implies that relative $\eta$-invariant respects vector bundle modification (see Definition 3.7 below or [23, Definition 3.9]). We use the notation $1_{\mathbb{R}} \to M$ for the trivial real line bundle.

**Proposition 2.2** (See [23, Proposition 6.6]) Assume that $M$ is an oriented closed Riemannian manifold, $S \to M$ is a Clifford bundle equipped with a Hermitean Clifford connection $\nabla_S$, that $F_1, F_2 \to M$ are two flat Hermitean vector bundles of the same rank and that $V \to M$ is an oriented even-dimensional vector bundle. We define $\pi_V : M^V := S(V \oplus 1_{\mathbb{R}}) \to M$, the sphere bundle of $V \oplus 1_{\mathbb{R}}$, and let $S^V \to M^V$ denote the vector bundle modification of $S$ along $V$ (see [23, Definition 3.9] or below
in Definition 3.7) equipped with its canonically associated Clifford connection $\nabla_{S^V}$. It holds that

$$\rho(M, S, \nabla_S, F_1, F_2) = \rho(M^V, S^V, \nabla_{S^V}, \pi_V^* F_1, \pi_V^* F_2).$$

### 2.2 Higher Atiyah–Patodi–Singer index theory

To fully understand relative $\eta$-invariants, we will make use of higher Atiyah–Patodi–Singer theory. This theory was initiated in [32] where an Atiyah–Patodi–Singer index theorem for families was proved. For families, it is not clear how to choose boundary conditions since the spectral projections $\chi_{[0, \infty)}(D_{\partial})$ can vary in a non-continuous way in the family. A choice has to be made and it is clear from Eq. (7) that this choice (in general) affects the end result.

**Definition 2.3** Assume that $C$ is a unital $C^*$-algebra and that $W$ is an oriented Riemannian manifold with boundary. We say that a smooth locally trivial bundle of finitely generated projective $C$-modules $S_C\ell \to W$ is a $C$-Clifford bundle if there is a Clifford bundle $S_C\ell \to W$ and a smooth locally trivial bundle of finitely generated projective $C$-modules $E_C \to W$ such that

$$S_C\ell \otimes C \cong S_C\ell \otimes E_C.$$

The assumption on $S_C\ell \otimes C \to W$ to be smooth can be lifted using [37, Theorem 3.14]. We note that it is also possible to equip any $C$-Clifford bundle with a $C$-valued hermitian inner product. A Clifford connection is a connection $\nabla_S = \nabla_S \otimes \nabla_E := \nabla_S \otimes I + I \otimes \nabla_E$ on $S_C\ell \otimes C$ such that $\nabla_S$ is a Clifford connection on $S_C\ell$ and $\nabla_E$ a connection on $E_C$. After choosing a Clifford connection, we can construct a Dirac operator $D_{S\ell}$ on $S_C\ell \otimes C$. The construction of suitable Atiyah-Patodi-Singer boundary conditions on $D_{S\ell}$ requires a bit of analysis. We recall the construction from [29] in the even-dimensional case.

Assuming the Clifford connection $\nabla_{S\ell}$ to be of product type near $\partial W$, we can as above find a $C$-Clifford bundle $S_{\partial} \to \partial W$ with a Dirac operator $D_{S\ell, \partial}$ and in a collar neighborhood near the boundary write

$$D_{S\ell}^+ = \sigma \left( \frac{\partial}{\partial t} + D_{S\ell, \partial} \right),$$

for a unitary bundle isomorphism $\sigma : S_{\ell}^+|_{\partial W} \to S_{\ell}^-|_{\partial W}$. The Dirac operator $D_{S\ell, \partial}$ is an elliptic self-adjoint operator in the Mischenko–Fomenko pseudo-differential calculus of $C$-linear operators, see [18]; hence $D_{S\ell, \partial}$ forms a self-adjoint regular $C$-linear operator with $C$-compact resolvent.

Recall the following terminology from [29]. A spectral cut (see [29, Definition 2]) is a function $\chi \in C^\infty(\mathbb{R}, [0, 1])$ such that for some $a < b$ it holds that $\chi(t) = 0$.  

$\square$ Springer
for $t < a$ and $\chi(t) = 1$ for $t > b$. We can in general consider a $C$-linear elliptic self-adjoint pseudo-differential operator $D$ in the Mischenko–Fomenko calculus on a smooth locally trivial bundle $E \to M$ of finitely generated projective $C$-modules on a closed manifold $M$. A spectral section for $D$ (see [29, Definition 3] or [40]) is a projection $P \in \text{End}_C^*(L^2(M, E))$ such that there are two spectral cuts $\chi_1 \leq \chi_2$ satisfying that $\text{im} \chi_1(D) \subseteq \text{im} P \subseteq \text{im} \chi_2(D)$. We recall the following important Theorem from [29]:

**Theorem 2.4** (Theorem 3 of [29]) There exists a spectral section for $D$ if and only if $\text{ind}_C(D) = 0 \in K_1(C)$.

**Remark 2.5** Let $\Psi^{-\infty}_C(M, E)$ denote the algebra of smoothing operators in the Mischenko–Fomenko calculus on the $C$-bundle $E$. By [30, Proposition 2.10], we can choose $P$ such that there is a self-adjoint smoothing operator $A \in \Psi^{-\infty}_C(M, E)$ with $D + A$ is invertible and

$$P = \chi_{[0, \infty)}(D + A) = \frac{1}{2} \left( \frac{D + A}{|D + A|} + 1 \right).$$

Returning to the situation of a $C$-Clifford bundle $\mathcal{G} \to W$ on an oriented manifold with boundary, the boundary operator $D_{\mathcal{G}, \partial}$ defines a class $\text{ind}_C(D_{\mathcal{G}, \partial}) \in K_1(C)$ which by (for example) [24, Theorem 6.2] vanishes (i.e., $\text{ind}_C(D_{\mathcal{G}, \partial}) = 0$). We summarize these conclusions in the following Lemma; we will make use of this result throughout the paper.

**Lemma 2.6** Assume that $W$ is an even-dimensional oriented Riemannian manifold, $C$ is a unital $C^*$-algebra, $\mathcal{G} \to W$ a $C$-Clifford bundle with Clifford connection and all of these geometric structures are of product type near $\partial W$. Then there is a smoothing operator $A \in \Psi^{-\infty}_C(\partial W, \mathcal{G})$ such that $D_{\mathcal{G}, \partial} + A$ is invertible and the projection $P_A := \chi_{[0, \infty)}(D + A)$ defines a boundary condition making $D_{\mathcal{G}}$ into a $C$-Fredholm operator with a well defined index class $\text{ind}_{APS}(D_{\mathcal{G}}, A) \in K_0(C)$.

The proof of the final part of the Lemma can be found in [29, Section 3]. The reader should recall from (7) that already when $C = \mathbb{C}$ the class $\text{ind}_{APS}(D_{\mathcal{G}}, A)$ depends on the choice of $A$.

Higher Atiyah–Patodi–Singer theory comes with good functoriality properties. Assume that $\phi : C \to C'$ is a unital $*$-homomorphism; we also take data $(W, \mathcal{G}, \nabla_{\mathcal{G}}, A)$ as above. The data can be pushed forward along $\phi$ to data $(W, \phi_* \mathcal{G}, \phi_* \nabla_{\mathcal{G}}, \phi_* A)$ using the internal tensor product over $C$. By [34, Corollary C.2], $D_{\phi_* \mathcal{G}, \partial} + \phi_* A$ is invertible. Thus the class $\text{ind}_{APS}(D_{\phi_* \mathcal{G}}, \phi_* A) \in K_0(C')$ is well defined. Moreover,

$$\phi_* \text{ind}_{APS}(D_{\mathcal{G}}, A) = \text{ind}_{APS}(D_{\phi_* \mathcal{G}}, \phi_* A).$$

We will need to express relative $\eta$-invariants through higher Atiyah–Patodi–Singer theory. Let $\Gamma$ be a finitely generated discrete group and assume that $M$ is a closed
oriented Riemannian manifold equipped with a continuous map $f : M \to B\Gamma$. We let $\mathcal{L} := E\Gamma \times_{\Gamma} C^*_{\text{full}}(\Gamma) \to B\Gamma$ denote the Mischenko bundle for the full $C^*$-algebra of $\Gamma$ on $B\Gamma$. Whenever $\sigma_1, \sigma_2 : \Gamma \to U(k)$ are two representations of $\Gamma$ we can define the vector bundles

$$E_i := E\Gamma \times_{\sigma_i} \mathbb{C}^k = \mathcal{L} \times_{\sigma_i} \mathbb{C}^k \to B\Gamma, \quad i = 1, 2.$$ 

The vector bundles $F_i := f^*E_i \to M$ are flat Hermitean vector bundles. For any Clifford bundle $S \to M$ with a Dirac operator $D_S$ associated with a Clifford connection $\nabla_S$, the relative $\eta$-invariant is defined as in (8):

$$\rho_{\sigma_1, \sigma_2}(M, S, f, D_S) := \frac{1}{2} \left( \eta_{D_S,1}(0) + \dim \ker D_{S,1} - \eta_{D_S,2}(0) - \dim \ker D_{S,2} \right),$$

where $D_{S,i}$ denotes the Dirac operator on $S \otimes F_i$ constructed from $D_S$ and the flat connection on $F_i$.

**Notation 2.7** When $M$ is an oriented manifold, $f : M \to B\Gamma$ is a continuous map, $S = \wedge^*_{\mathbb{C}} T^*M$, $D_{\text{sign}}$ is the signature operator (see [1]) and $\sigma : \Gamma \to U(k)$ is a representation, the invariant

$$\rho_\sigma(M, f) := \rho_{\sigma, \varepsilon}(M, S, f, D_{\text{sign}}),$$

where $\varepsilon$ denotes the trivial representation, is referred to as the relative $\eta$-invariant for the signature operator.

A **stable relative $\eta$-invariant** can also be constructed (see [34] for more details). This invariant can only be defined if we make the following assumptions. We can lift $D_S$ to a Dirac operator $D_{S,\mathcal{L}}$ on $S \otimes f^*\mathcal{L}$ via the flat connection on $f^*\mathcal{L}$. The operator $D_{S,\mathcal{L}}$ is an elliptic $C^*_{\text{full}}(\Gamma)$-linear self-adjoint operator and there is a well defined index class $\text{ind}_{C^*_{\text{full}}(\Gamma)}(D_{S,\mathcal{L}}) \in K_1(C^*_{\text{full}}(\Gamma))$. Assume that $\text{ind}_{C^*_{\text{full}}(\Gamma)}(D_{S,\mathcal{L}}) = 0$. By Theorem 2.4 and [34, Corollary C.2], there exists an $A \in \Psi_{-\infty}^0(\Gamma)(M, S \otimes f^*\mathcal{L})$ such that $D_{S,\mathcal{L}} + A$ is invertible, in particular $D_{S,i} + (\sigma_i)_*A$ is invertible for $i = 1, 2$. We define the stable relative $\eta$-invariant as

$$\rho_{\sigma_1, \sigma_2}^S(M, S, f, D_S) := \frac{1}{2} \left( \eta_{D_{S,1} + (\sigma_1)_*A}(0) - \eta_{D_{S,2} + (\sigma_2)_*A}(0) \right).$$

**Lemma 2.8** Assume that

1. The full assembly for free actions $\mu : K_*(B\Gamma) \to K_*(C^*_{\text{full}}(\Gamma))$ is surjective.
2. For the data $(M, S, f, D_S)$, we have that $\text{ind}_{C^*_{\text{full}}(\Gamma)}(D_{S,\mathcal{L}}) = \mu(M, S, f) = 0$.

Then the stable relative $\eta$-invariant $\rho_{\sigma_1, \sigma_2}^S(M, S, f, D_S) \in \mathbb{R}$ is well defined and does not depend on the choice of $A$.

---

1 For definitions see below in Sect. 2.3.
The proof of Lemma 2.8 is by no means trivial; the reader is referred to [34, Lemma 4.6]. In [34], under the stronger assumption of \( \mu \) being an isomorphism, Piazza and Schick prove that \( \rho_{\delta_{1,\sigma_2}}(M, S, f, D_S) = 0 \) for any \( A \). A geometric proof of this fact using the “Baum approach to index theory” is given in Theorem 6.10.

### 2.3 Baum–Douglas models

The geometric model of [17] is defined using spin\(^c\)-manifolds. However, as we saw in the previous section (also see [23,27]), relative \( \eta \)-invariants are interesting in the larger generality of oriented manifolds. As such, the Baum–Douglas type geometric group constructed in [23] encoding relative \( \eta \)-invariants uses oriented manifolds and Clifford bundles. This development is very much based on the papers [19,26].

In this section, the definitions and main techniques of “oriented” Baum–Douglas type models from [26] are recalled and adapted to the case of coefficients in a Banach algebra.

**Definition 2.9** Let \( X \) be a locally compact Hausdorff space and \( B \) a unital Banach algebra. An oriented \( K \)-cycle with coefficients in \( B \) is a triple \((M, \mathcal{S}_{\mathcal{C}^{\ell}\otimes B}, f)\) where:

1. \( M \) is an oriented smooth manifold.
2. \( \mathcal{S}_{\mathcal{C}^{\ell}\otimes B} \to M \) is a \( B \)-Clifford bundle (see Definition 2.3).
3. \( f : M \to X \) is a continuous map.

The assumptions on \( \mathcal{S}_{\mathcal{C}^{\ell}\otimes B} \) to be smooth can be lifted using [37, Theorem 3.14]. Two oriented \( K \)-cycles with coefficients in \( B \), \((M, \mathcal{S}_{\mathcal{C}^{\ell}\otimes B}, f)\) and \((M', \mathcal{S}'_{\mathcal{C}^{\ell}\otimes B}, f')\), are said to be isomorphic if there is a diffeomorphism \( \kappa : M \to M' \) such that \( f = f' \circ \kappa \) and \( \mathcal{S}_{\mathcal{C}^{\ell}\otimes B} \cong \kappa^* \mathcal{S}'_{\mathcal{C}^{\ell}\otimes B} \) as bundles of Clifford \( B \)-bundles. The inverse of a cycle \((M, \mathcal{S}_{\mathcal{C}^{\ell}\otimes B}, f)\) is defined as

\[
-(M, \mathcal{S}_{\mathcal{C}^{\ell}\otimes B}, f) := \begin{cases} 
(-M, \mathcal{S}_{\mathcal{C}^{\ell}\otimes B}, f) & \text{if } M \text{ is even-dimensional,} \\
(-M, -\mathcal{S}_{\mathcal{C}^{\ell}\otimes B}, f) & \text{if } M \text{ is odd-dimensional}
\end{cases}
\]

(10)

Here \(-M\) denotes the manifold \( M \) with reversed orientation and \(-\mathcal{S}_{\mathcal{C}^{\ell}\otimes B}\) the \( B \)-Clifford bundle \( \mathcal{S}_{\mathcal{C}^{\ell}\otimes B} \) equipped with the opposite Clifford multiplication; the reader can find more details in [26, Subsection 2.2].

We now turn to a construction related to the vector bundle modification of oriented cycles. Assume that \( \pi : V \to M \) is an oriented vector bundle equipped with a metric. We let \( 1_{\mathbb{R}} \to M \) denote the trivial real line bundle and form the sphere bundle

\[
\pi_V : M^V := S(V \oplus 1_{\mathbb{R}}) \to M,
\]

(11)

whose fibers are spheres of the same dimension as the rank of \( V \). There is an inclusion \( V \hookrightarrow S(V \oplus 1_{\mathbb{R}}) \) such that the projection \( \pi_V \) induces a diffeomorphism \( S(V \oplus 1_{\mathbb{R}}) \setminus V \cong M \).

The sphere \( S(V \oplus 1_{\mathbb{R}}) \) can be realized as \( S(V \oplus 1_{\mathbb{R}}) = S_+ \cup_{S(V)} S_- \), where \( S_\pm \to M \) are bundles of open balls (each of which is diffeomorphic to \( V \)). The metric
on $V$ induces a splitting $TS_{\pm} \cong \pi^*_V V \oplus \pi^*_V TM$ which glues together (globally) to give a decomposition $TS(V \oplus 1\mathbb{R}) \cong T_{ver} \oplus T_{hor}$; it also follows that $T_{ver}|_V \cong \pi^*_V V$.

We define the graded $T_{ver}$-Clifford bundle $\hat{V} \rightarrow S(V \oplus 1\mathbb{R})$ as

$$\hat{V} := \ker(\epsilon_d \epsilon_H - 1) \subseteq \wedge^*_C T_{ver},$$

where $\epsilon_d$ is the ordinary grading by form degree on $\wedge^*_C T_{ver}$ and $\epsilon_H$ is the grading constructed from the Hodge $*$ on $\wedge^*_C T_{ver}$; the grading on $\hat{V}$ is given by $\epsilon_d$.

**Definition 2.10** The vector bundle modification of an oriented cycle $(M, \mathbb{G}_{\mathcal{C}_\ell \otimes B}, f)$ for $K^h_*(X; B)$ along an even-dimensional oriented vector bundle $V \rightarrow M$ is the cycle

$$(M, \mathbb{G}_{\mathcal{C}_\ell \otimes B}, f)^V := (M^V, \pi^*_V \mathbb{G}_{\mathcal{C}_\ell \otimes B} \hat{\otimes} \hat{V}, f \circ \pi_V).$$

The next Proposition guarantees that vector bundle modification in the oriented model is compatible with the spin$^c$-version. For a proof, see [26, Page 61].

**Proposition 2.11** Whenever $V \rightarrow Z$ admits a spin$^c$-structure $S_V \rightarrow Z$, there is a natural isomorphism of $T^*_ver$-Clifford bundles $\hat{V} \cong \pi^*_V S_V \otimes (\pi^*_V S_V)^{+\star}$.

The set of isomorphism classes of oriented $K$-cycles with coefficients in $B$ can be equipped with an equivalence relation generated by the usual relations disjoint union/direct sum, bordism and vector bundle modification. These notions are defined for $B = \mathbb{C}$ in [26, Subsection 2.2] and generalizes mutatis mutandis to the general case. We let $K^h_*(X; B)$ denote the quotient of the set of isomorphism classes of oriented $K$-cycles with coefficients in $B$ by this relation. The set $K^h_*(X; B)$ forms an abelian group under disjoint union while the inverse of a cycle defined in Eq. (10) forms an inverse under disjoint union in this set.

**Remark 2.12** In the case that $B = \mathbb{C}$, we use the notation $K^h_*(X) := K^h_*(X; \mathbb{C})$. It is obvious from the definitions that this group coincides with the group defined in [26].

In [17], $K^{geo}_*(X; B)$ was defined using cycles that are triples $(M, \mathcal{E}_B, f)$ where $M$ is spin$^c$ and $\mathcal{E}_B \rightarrow M$ is a smooth locally trivial bundle of finitely generated projective $B$-modules; we refer to these cycles as $K$-cycles with coefficients in $B$. In analogy with [26, Lemma 2.8], we have the following result:

**Lemma 2.13** The map from the set of $K$-cycles with coefficients in $B$ to the set of oriented $K$-cycles with coefficients in $B$ given by

$$(M, \mathcal{E}_B, f) \mapsto (M, S_M \otimes \mathcal{E}_B, f),$$

where $S_M \rightarrow M$ is the spin$^c$-structure of $M$, defines an isomorphism

$K^{geo}_*(X; B) \cong K^h_*(X; B).$

In particular, there is a natural isomorphism $K^h_*(pt; B) \cong K_*(B).$
Definition 2.14 Assume that $B$ is a unital Banach algebra, $X$ a locally compact Hausdorff space and $\mathcal{L}_B \to X$ a locally trivial bundle of finitely generated projective $B$-modules. The oriented assembly map $\mu^h_L : K^h_\ast(X) \to K^h_\ast(pt; B)$ along $\mathcal{L}_B$ is given on cycles by

$$(M, S_{\mathcal{C}\ell}, f) \mapsto (M, S_{\mathcal{C}\ell} \otimes f^* \mathcal{L}_B).$$

Remark 2.15 In [17, Definition 1.3], the assembly map in the spin$^c$-model is defined at the level of cycles via $\mu_L : (M, E_{\mathcal{C}}, f) \mapsto (M, E_{\mathcal{C}} \otimes f^* \mathcal{L}_B)$. It is clear from the definitions involved (i.e., 2.14 and [17, Definition 1.3]) that the following diagram commutes

$$\begin{array}{ccc}
K^{geo}_\ast(X) & \xrightarrow{\mu_L} & K^{geo}_\ast(pt; B) \\
\downarrow & & \downarrow \\
K^h_\ast(X) & \xrightarrow{\mu^h_L} & K^h_\ast(pt; B)
\end{array}$$

where the vertical arrows are the natural isomorphisms discussed in Lemma 2.13.

The prototypical example of assembly (as defined in Definition 2.14) is the assembly map for free actions; this assembly map plays a key role in this paper. Let $\Gamma$ be a finitely generated discrete group, $E\Gamma \twoheadrightarrow B\Gamma$ be the universal $\Gamma$-bundle over the classifying space, $B\Gamma$, of $\Gamma$, and $\mathcal{A}(\Gamma)$ be a Banach algebra completion of $\mathbb{C}[\Gamma]$. The completion most relevant in this paper is the full $C^*$-completion. However, other completions are possible (e.g., the reduced $C^*$-completion $C^*_{red}(\Gamma)$ or $\ell^1(\Gamma)$). The Mischenko bundle is given by

$$\mathcal{L}_A = E\Gamma \times_{\Gamma} \mathcal{A}(\Gamma) \twoheadrightarrow B\Gamma.$$ 

If $\Gamma$ is torsion-free, $\mathcal{A}(\Gamma)$ is said to have the Baum–Connes property if $\mu_{\mathcal{L}_A}$ is an isomorphism. If $C^*_{full}(\Gamma)$ has the Baum–Connes property, we say that $\Gamma$ has the full Baum–Connes property.

The assembly along $\mathcal{L}_{C^*_{red}}$ defines a map $\mu_{red} : K_\ast(B\Gamma) \to K_\ast(C^*_{red}(\Gamma))$ that is often referred to as the reduced assembly for free actions. If $\Gamma$ is torsion-free, then $\mu_{red}$ is equivalent to the Baum–Connes assembly map; the well known conjecture of Baum and Connes predicts that any torsion-free discrete group has the reduced Baum–Connes property, i.e., $\mu_{red}$ is an isomorphism. We refer the reader to the discussion in [17, Section 1] for more details.

3 The relative group of Higson-Roe

We now turn to the relation between relative $\eta$-invariants and geometric $K$-homology. As in Sect. 2.2, we let $\sigma_1$ and $\sigma_2$ denote two rank $k$ unitary representations of a discrete group $\Gamma$. In [23], a group $\widehat{S}^h_\ast(\sigma_1, \sigma_2)$ was constructed as a natural domain for the relative $\eta$-invariant. We will recall the construction of this group below. Before
recalling the geometric group $S^h_1(\sigma_1, \sigma_2)$ of Higson and Roe, we introduce further notation regarding Dirac operators.

**Notation 3.1** (Notation for Dirac operators) Let $M$ be a closed oriented manifold and $f : M \to B\Gamma$ a continuous map. If $S_{\mathcal{C}l} \to M$ is a Clifford bundle with Clifford connection $\nabla_{S_{\mathcal{C}l}}$, we let $D^M_{\nabla_{S_{\mathcal{C}l}}}$ denote the associated Dirac operator. We also let $-S_{\mathcal{C}l}$ denote the Clifford bundle $S_{\mathcal{C}l}$ equipped with the opposite Clifford multiplication; its Dirac operator equals $-D^M_{\nabla_{S_{\mathcal{C}l}}}$. When the choice of data is understood from the context, we denote Dirac operators by $D^M_{S_{\mathcal{C}l}}$, $D_S$ or $D^M$ or sometimes simply by $D$. If $S = S_M \otimes E$ for a vector bundle $E$ and a spin$^c$-structure $S_M$ we sometimes also write $D_E$. Letting $\sigma_1$ and $\sigma_2$ be as above, $E_i := E \times_{\sigma_i} \mathbb{C}^k \to B\Gamma$.

If $D$ is any Dirac type operator on $M$ acting on a Clifford bundle $S_{\mathcal{C}l}$, let $D^i$, or sometimes $D^M_{S_{\mathcal{C}l} \otimes E_i}$ if the Dirac operator is constructed as above, denote the Dirac operator on $S_{\mathcal{C}l} \otimes f^* E_i$ given by twisting $D$ by the flat connection on $f^* E_i$.

Whenever no index is specified, $L$ denotes the Mischenko bundle for the full $C^*$-completion of $\mathbb{C}[\Gamma]$. We will reserve $A$ for smoothing operators $A \in \Psi^{-\infty}_{\mathcal{C}^*} (M, S_{\mathcal{C}l} \otimes f^* L)$ in the Mischenko–Fomenko calculus. We use the notation $A_i := (\sigma_i)^*(A) \in \Psi^{-\infty}(M; S_{\mathcal{C}l} \otimes f^* E_i)$.

### 3.1 The relative group of Higson-Roe

We recall the relative group of Higson-Roe as constructed in [23, Section 8], but “decorate” cycles with a smoothing operator on the Mischenko bundle for the full $C^*$-completion. This does not alter the cycles considerably after imposing the bordism relation; however, it makes the study of the stable relative $\eta$-invariants fit more naturally into the framework of [23].

**Definition 3.2** A collection $(M, S_{\mathcal{C}l}, f, D, A, n)$ is called a decorated odd oriented $(\sigma_1, \sigma_2)$-cycle if

1. $(M, S_{\mathcal{C}l}, f)$ is a cycle for $K^h_1(B\Gamma)$;
2. $D$ is a specific choice of Dirac operator for $(M, S_{\mathcal{C}l}, f)$;
3. $A \in \Psi^{-\infty}_{\mathcal{C}^*} (M, S_{\mathcal{C}l} \otimes f^* L)$ is a self-adjoint smoothing operator;
4. $n$ is an integer;

The inverse of an odd oriented $(\sigma_1, \sigma_2)$-cycle $(M, S_{\mathcal{C}l}, f, D, A, n)$ as

$- (M, S_{\mathcal{C}l}, f, D, A, n) := (-M, -S_{\mathcal{C}l}, f, -D, -A, d_2(D, A) - d_1(D, A) - n), \tag{12}$

where

$d_i(D, A) := \dim \ker(D_i + A_i). \tag{13}$
A collection of the form \( (M, S_{C\ell}, f, D, n) \) such that \((M, S_{C\ell}, f, D, 0, n)\) is a decorated odd oriented \((\sigma_1, \sigma_2)\)-cycle is called an odd oriented \((\sigma_1, \sigma_2)\)-cycle.

The notion of bordism for (decorated) odd oriented \((\sigma_1, \sigma_2)\)-cycles is slightly involved. First we introduce the notion of a \((\sigma_1, \sigma_2)\)-cycle with boundary.

**Definition 3.3** A decorated \((\sigma_1, \sigma_2)\)-cycle with boundary is a quintuple \((W, S^W_{C\ell}, g, Q, A)\) where

1. \((W, S^W_{C\ell}, g)\) is an even oriented \(K\)-cycle with boundary of product type \(S^W_{C\ell} \cong S^{\partial W}_{C\ell} \otimes S_N\) near the boundary.
2. \(Q\) is a choice of Dirac operator for \((W, S^W_{C\ell}, g)\) that is of product type \(Q = \sigma \left( \frac{\partial}{\partial t} + Q_{\partial} \right)\) near the boundary [cf. Eq. (4) on page 6].
3. \(A \in \Psi_{c,\text{full}}^{-\infty}(\partial W, S^{\partial W}_{C\ell} \otimes g^*\mathcal{L})\) is self-adjoint.

If \(A = 0\), we say that the quadruple \((W, S^W_{C\ell}, g, Q)\) is a \((\sigma_1, \sigma_2)\)-cycle with boundary.

With a \((\sigma_1, \sigma_2)\)-cycle with boundary \((W, S^W_{C\ell}, g, Q, A)\) there are two associated Atiyah–Patodi–Singer index problems; one is associated to \((Q_1, \chi_{[0,\infty)}(Q_{\partial} + A_1))\) and the other is associated to \((Q_2, \chi_{[0,\infty)}(Q_{\partial} + A_2))\). We will use the notation \(\text{ind}_{APS}(Q, A) := \text{ind}_{APS}(Q_i, \chi_{[0,\infty)}(Q_{\partial,i} + A_i))\). It follows from Lemma 2.8 that

\[
\frac{1}{2} \left( \eta_{Q_{\partial,1} + A_1}(0) + d_1(Q_{\partial}, A) \right) - \frac{1}{2} \left( \eta_{Q_{\partial,2} + A_2}(0) + d_2(Q_{\partial}, A) \right) = \text{ind}_{APS}(Q, A)_2 - \text{ind}_{APS}(Q, A)_1 \in \mathbb{Z}. \tag{14}
\]

Moreover, if \(Q_{\partial,\mathcal{L}} + A\) is invertible, Eq. (9) on page 9, implies that

\[
\text{ind}_{APS}(Q, A)_i = (\sigma_i)_*\text{ind}_{APS}(Q_{\mathcal{L}}, A).
\]

**Definition 3.4** The boundary of \((W, S^W_{C\ell}, g, Q, A)\) is

\[
\partial(W, S^W_{C\ell}, g, Q, A) = (\partial W, S^{\partial W}_{C\ell}, g|_{\partial W}, Q_{\partial}, A, n),
\]

where

\[
n := \text{ind}_{APS}(Q, A)_1 - \text{ind}_{APS}(Q, A)_2.
\]

We say that two decorated odd oriented \((\sigma_1, \sigma_2)\)-cycles \((M, S_{C\ell}, f, D, A, n)\) and \((M', S'_{C\ell}, f', D', A', n')\) are decoratively bordant if

\[
(M, S_{C\ell}, f, D, A, n) \cup (M', S'_{C\ell}, f', D', A', n')
\]

is the boundary of a decorated \((\sigma_1, \sigma_2)\)-cycle with boundary. In the same way a \((\sigma_1, \sigma_2)\)-cycle with boundary defines the notion of bordism on odd oriented \((\sigma_1, \sigma_2)\)-cycles (see [23, Definitions 8.9 and 8.13(b)]).
If \((M, S_{C^\ell}, f, D, A, n)\) is an odd oriented \((\sigma_1, \sigma_2)\)-cycle we define

\[
\rho_{\sigma_1, \sigma_2}(M, S_{C^\ell}, f, D, A) := \frac{1}{2} \left( \eta_{D_1 + A_1}(0) + d_1(D, A) \right) - \frac{1}{2} \left( \eta_{D_2 + A_2}(0) + d_2(D, A) \right) \in \mathbb{R}
\] (15)

On the right hand side, all of the data in \((M, S_{C^\ell}, f, D, A)\) is used even though the notation suppresses some of the data.

**Proposition 3.5** There is a bordism

\[(M, S_{C^\ell}, f, D, A, n) \sim_{\text{bor}} (M, S_{C^\ell}, f, D, 0, n + m)\]

where

\[m = \rho_{\sigma_1, \sigma_2}(M, S_{C^\ell}, f, D, A) - \rho_{\sigma_1, \sigma_2}(M, S_{C^\ell}, f, D, 0).\]

**Proof** Define \(W := M \times [0, 1]\), \(g := f \circ \pi_M\) and \(Q = \sigma \left( \frac{\partial}{\partial t} + D \right)\), where \(t\) denotes the coordinate in \([0, 1]\) and \(\sigma\) is the bundle automorphism given by Clifford multiplication by \(dt\) (see more in Sect. 2.1 and Eq. (4)). Define \(\hat{A}\) as \(A\) on \(M \times \{1\}\) and \(0\) on \(M \times \{0\}\). It follows from (14) that \(m \in \mathbb{Z}\) and that \((M, S_{C^\ell}, f, D, A, n) \cup (M, S_{C^\ell}, f, D, 0, n + m)\) is the boundary of \((W, S_{C^\ell}^W, g, Q, \hat{A})\). \(\square\)

**Remark 3.6** A consequence of Proposition 3.5 is that any odd oriented \((\sigma_1, \sigma_2)\)-cycle \((M, S_{C^\ell}, f, D, A_0, n)\) is bordant to a cycle of the form \((M, S_{C^\ell}, f, D, 0, n')\). If \(\mu_{\mathcal{C}^\ell - \text{fall}}(M, S_{C^\ell}, f) = 0\), the cycle is bordant to a cycle of the form \((M, S_{C^\ell}, f, D, A, n')\) where \(D_{\mathcal{C}} + A\) is invertible. To simplify notation, we denote a cycle of the form, \((M, S_{C^\ell}, f, D, 0, n)\), by \((M, S_{C^\ell}, f, D, n)\).

A 2k-dimensional oriented vector bundle \(V \to M\) is uniquely determined by its principal \(SO(2k)\)-bundle \(P_V \to M\) of oriented frames by \(V = P_V \times_{SO(2k)} \mathbb{R}^k\). The sphere bundle \(M^V = S(V \oplus 1_{\mathbb{R}}) \to M\) can be reconstructed from \(P_V\) by \(S(V \oplus 1_{\mathbb{R}}) = P_V \times_{SO(2k)} S^{2k}\). If a principal \(SO(2k)\)-bundle \(P\) is given, we let \(\pi_P : M^P := P \times_{SO(2k)} S^{2k} \to M\). We follow the construction of vector bundle modification from [23]. Let \(D_{\theta}\) denote a \(SO(2k)\)-equivariant Dirac operator on \(S^{2k}\) whose kernel is a one-dimensional copy of the trivial representation (see [23, Lemma 6.7]). Whenever \(P \to M\) is a principal \(SO(2k)\)-bundle, it is possible to identify

\[
L^2(M^P; \pi_P^* S\hat{\otimes} \hat{V}) \cong L^2(P \times S^{2k}; \pi^* S\hat{\otimes} \hat{V}_{S^{2k}})^{SO(2k)}.
\] (16)

which is the \(SO(2k)\)-invariant direct summand in \(L^2(P \times S^{2k}; \pi^* S\hat{\otimes} \hat{V}_{S^{2k}})\). Furthermore, whenever \(D\) is an operator on \(M\), it lifts to an equivariant operator on \(P\) that we will denote by \(\pi_P^* (D)\). The following definition is a minor variation of [23, Definition 8.13] (also see [16, Section 4.1]).

**Definition 3.7** Assume that \((M, S_{C^\ell}, f, D, A, n)\) is a decorated odd oriented \((\sigma_1, \sigma_2)\)-cycle and that \(P \to M\) is a smooth principal \(SO(2k)\)-bundle. We define the data
(1) $D^P$ is defined as the restriction of the sum of graded tensor products $\pi^D_p(D) \hat{\otimes} \epsilon_{dR} + 1_{L^2(P, \pi^D_p S) \hat{\otimes} D_\theta}$ to its maximal domain in $L^2(M^P; \pi^D_p S \hat{\otimes} \hat{\nabla}) \subseteq L^2(P \times S^{2k}; \pi^* S \hat{\otimes} \hat{\nabla}_{S^{2k}})$, here $\epsilon_{dR}$ denotes the grading operator $L^2(S^{2k}; \hat{\nabla}_{S^{2k}})$ defined from form degree.

(2) The smoothing operator $A^p$ is defined as the restriction of $\pi^D_p(A) \hat{\otimes} e_\theta$ to $L^2(M^P, \pi^D_p S \otimes f^* \hat{\nabla} \hat{\otimes} \hat{\nabla}_P)$, where $e_\theta$ is the even smoothing operator on $S^{2k}$ giving the projection onto the kernel of $D_\theta$.

(3) $\hat{\nabla}_P$ is the Thom bundle constructed from the oriented vector bundle $P \times_{SO(2k)} \mathbb{R}^{2k} \rightarrow M$, defined as in Definition 2.10.

The vector bundle modification of $(M, S_{\mathcal{C}_E}, f, D, A, n)$ along $P$ is defined to be the odd oriented $(\sigma_1, \sigma_2)$-cycle

$$(M, S_{\mathcal{C}_E}, f, D, A, n)^P := (M^P, \pi^D_p S_{\mathcal{C}_E} \otimes \hat{\nabla}_P, f \circ \pi_P, D^P, A^p, n).$$

**Proposition 3.8** The vector bundle modification of decorated odd oriented $(\sigma_1, \sigma_2)$-cycles in Definition 3.7 is well defined.

**Proof** Using the constructions of [23], it remains to prove that $A^P$ is a well defined smoothing operator. This is clear since the integral kernel of $A^P$ is restriction of the exterior product of the pullback of the integral kernel of $A$ along $M^P \times M^P \rightarrow M \times M$ with the projection onto the kernel of $D_\theta$ to $L^2(M^P)$. □

The next Lemma shows that our notion of vector bundle modification is well behaved with respect to higher Atiyah–Patodi–Singer theory (compare with [16, Section 4.1]).

**Lemma 3.9** Let $(M, S_{\mathcal{C}_E}, f, D, A, n)$ be a decorated odd oriented $(\sigma_1, \sigma_2)$-cycle such that the $C^*_\text{full}(\Gamma)$-linear operator $D^\Gamma + A$ is invertible and let $P \rightarrow M$ be a principal $SO(2k)$-bundle. Then the $C^*_\text{full}(\Gamma)$-linear operator $D^\Gamma_P + A^P$ is invertible.

**Proof** On the complemented $C^*_\text{full}(\Gamma)$-submodule

$L^2(M, S \otimes f^* \mathcal{L}) = (1_{L^2(M, S \otimes f^* \mathcal{L})} \otimes e_\theta) \cdot L^2(M^P, \pi^D_p S \otimes f^* \mathcal{L} \hat{\otimes} \hat{\nabla}_P) \subseteq L^2(M^P, \pi^D_p S \otimes f^* \mathcal{L} \hat{\otimes} \hat{\nabla}_P),$

it holds that

$$(D^\Gamma_P + A^P)|_{L^2(M, S \otimes f^* \mathcal{L})} = D^\Gamma + A.$$

Hence the restriction of $D^\Gamma_P + A^P$ to the complemented $C^*_\text{full}(\Gamma)$-submodule $L^2(M, S \otimes f^* \mathcal{L})$ is invertible. On the complement of this $C^*_\text{full}(\Gamma)$-submodule;

$$L^2(M, S \otimes f^* \mathcal{L}) \cap (\text{id} - 1_{L^2(M, S \otimes f^* \mathcal{L})} \otimes e_\theta) \cdot L^2(M^P, \pi^D_p S \otimes f^* \mathcal{L} \hat{\otimes} \hat{\nabla}_P) \subseteq L^2(M^P, \pi^D_p S \otimes f^* \mathcal{L} \hat{\otimes} \hat{\nabla}_P),$$
or rather in the core
\[(\text{id} - 1_{L^2(M, S \otimes f^*L)} \otimes e_\theta) \cdot C^\infty(M^P, \pi_P^*S \otimes f^*L \hat{\otimes} \hat{V}_P) \subseteq L^2(M, S \otimes f^*L) \perp,\]
it holds that
\[\left((D^P_L + A^P)|_{L^2(M, S \otimes f^*L) \perp}\right)^2 = \left(\pi_P^*(D_L)^2 \hat{\otimes} (\text{id} - e_\theta) + 1_{L^2(P, \pi_P^*S \otimes f^*L) \hat{\otimes} D_\theta}\right)|_{L^2(M, S \otimes f^*L) \perp}.
\]
Since $D_\theta^2$ is strictly positive on the image of $\text{id} - e_\theta$, and $\pi_P^*(D_L)^2 \hat{\otimes} (\text{id} - e_\theta) \geq 0$, it follows that $(D^P_L + A^P)|_{L^2(M, S \otimes f^*L) \perp}$ is invertible. 

**Definition 3.10** We define $\tilde{S}^h_1(\sigma_1, \sigma_2)$ to be the set of equivalence classes of decorated odd oriented $(\sigma_1, \sigma_2)$-cycles under the relation generated by decorated bordism, vector bundle modification and disjoint union/direct sum:

\[(M, S_{\mathbb{C}^\ell}, f, D, A, n) \hat{\cup}(M, S_{\mathbb{C}^\ell}', f, D', A', n') \sim (M, S_{\mathbb{C}^\ell} \oplus S_{\mathbb{C}^\ell}', f, D \oplus D', A \oplus A', n + n').\]

We define $S^h_1(\sigma_1, \sigma_2)$ to be the set of equivalence classes of odd oriented $(\sigma_1, \sigma_2)$-cycles under the relation generated by bordism, vector bundle modification and disjoint union/direct sum:

\[(M, S_{\mathbb{C}^\ell}, f, D, n) \hat{\cup}(M, S_{\mathbb{C}^\ell}', f, D', n') \sim (M, S_{\mathbb{C}^\ell} \oplus S_{\mathbb{C}^\ell}', f, D \oplus D', n + n').\]

**Remark 3.11** The group defined in [23, Definition 8.13] (which was denoted by $S^\text{geom}_1(\sigma_1, \sigma_2)$ in [23]) coincides with our group $S^h_1(\sigma_1, \sigma_2)$ by construction. That the group also coincides with $\tilde{S}^h_1(\sigma_1, \sigma_2)$ is a bit more subtle.

**Lemma 3.12** The map defined at the level of cycles via

\[S^h_1(\sigma_1, \sigma_2) \to \tilde{S}^h_1(\sigma_1, \sigma_2), \quad (M, S_{\mathbb{C}^\ell}, f, D, n) \mapsto (M, S_{\mathbb{C}^\ell}, f, D, 0, n),\]

induces an isomorphism of groups.

**Proof** It follows from Remark 3.6 that the map is a surjection. A splitting on the level of cycles for this map is given by

\[(M, S_{\mathbb{C}^\ell}, f, D, A, n) \mapsto (M, S_{\mathbb{C}^\ell}, f, D, n + m),\]

where the number $m$ is given in Proposition 3.5. This map clearly respects both bordism and the disjoint union/direct sum relation. The proof of the Lemma is complete upon noting that [23, Proposition 6.7] implies that this map on cycles respects vector bundle modification; thus, it induces a well defined inverse map $\tilde{S}^h_1(\sigma_1, \sigma_2) \to S^h_1(\sigma_1, \sigma_2)$.

Following Higson and Roe [23, Definition 8.15], we have the following definition.
Proposition 3.13 The relative $\eta$-invariant $\rho_{\sigma_1, \sigma_2} : \tilde{S}_1^h(\sigma_1, \sigma_2) \to \mathbb{R}$, defined at the level of cycles via

$$\rho_{\sigma_1, \sigma_2}(M, S_{C\ell}, f, D, A, n) := n + \rho_{\sigma_1, \sigma_2}(M, S_{C\ell}, f, D, A),$$

is well defined.

Proof It follows from Definition 3.4 that $\rho_{\sigma_1, \sigma_2}$ respects decorated bordism. Hence, by Proposition 3.5, it suffices to prove that $\rho_{\sigma_1, \sigma_2}$ is well defined as a map $S_1^h(\sigma_1, \sigma_2) \to \mathbb{R}$; this was proved in [23, Proposition 8.14].

We define $\delta_{\sigma_1, \sigma_2} : \tilde{S}_1^h(\sigma_1, \sigma_2) \to K_1^h(B\Gamma)$ on cycles by

$$\delta_{\sigma_1, \sigma_2}(M, S_{C\ell}, f, D, A, n) = (M, S_{C\ell}, f).$$

We also define the $\rho$-invariant

$$\tilde{\rho}_{\sigma_1, \sigma_2} : K_1^h(B\Gamma) \to \mathbb{R}/\mathbb{Z}, \quad \tilde{\rho}_{\sigma_1, \sigma_2} : (M, S_{C\ell}, f) \mapsto \rho_{\sigma_1, \sigma_2}(M, S_{C\ell}, f, D, A) \mod \mathbb{Z},$$

for any choice $D$ of a Dirac operator on $S_{C\ell}$ and self-adjoint smoothing operator $A$. The map $\tilde{\rho}_{\sigma_1, \sigma_2}$ is well defined by [23, Theorem 6.1], see also [2, Theorem 3.3]. We note the following consequence of [23, Lemma 8.24] and Proposition 3.13.

Proposition 3.14 There is a commuting diagram with exact rows:

$$
\begin{array}{ccc}
0 & \longrightarrow & \mathbb{Z} \\
\downarrow & & \downarrow \\
\tilde{S}_1^h(\sigma_1, \sigma_2) & \longrightarrow & K_1^h(B\Gamma) \\
\rho_{\sigma_1, \sigma_2} & \downarrow & \tilde{\rho}_{\sigma_1, \sigma_2} \\
0 & \longrightarrow & \mathbb{R} \\
\end{array}
$$

Remark 3.15 The careful reader will note a difference in the sign conventions considered here and those used in [23]. This manifests itself as follows: the roles of $\sigma_1$ and $\sigma_2$ are interchanged in the inversion formula for cycles in Eq. (12). This difference is explained by the use of the Atiyah–Patodi–Singer index formula (6) (on page 6) as stated in [1]; the index formula for Dirac operators with the Atiyah–Patodi–Singer index formula in [23, Theorem 2.2] contains a different sign. The difference in sign can be explained by the usage of the spectral projection onto the positive spectrum in contrast to the usage of the spectral projection onto the non-negative spectrum in [1].

Remark 3.16 The reader should note the following connection between the results in this section and results in [12]. Namely, the techniques developed to this point can be applied in the construction considered in [12, Section 4.2]. In particular, in [12, Definition 4.1], a geometric group is defined; its cycles take the form $(M, S, f, D, x)$, for $x \in \mathbb{R}$. The only change required to construct this group is as follows: the bordism relation should be defined using the difference of the Atiyah-Patodi-Singer index and the $L^2$-Atiyah–Patodi–Singer index (rather than the $(\sigma_1, \sigma_2)$-relative Atiyah–Patodi–Singer index discussed in this section). The Cheeger–Gromov $\ell^2$-relative $\eta$-invariant
(see [34] and [12, Definition 5.1]) is well defined on this group. As mentioned, this is very much in line with the development in [12]—in particular, see [12, Proposition 5.2].

4 The map $\Phi_A$

In this section, under suitable assumptions on the Banach algebra $A(\Gamma)$, we construct a map $\Phi_A : S_0^{geo}(\Gamma, A) \rightarrow S_1^h(\sigma_1, \sigma_2)$. In this paper, the applications of the mapping $\Phi_A$ are (for the most part) concerned with the case when $A$ is the full $C^*$-completion of $\mathbb{C}[\Gamma]$. We will for the most of this section assume that $A(\Gamma)$ is a Banach algebra completion of $\mathbb{C}[\Gamma]$ such that $\sigma_1$ and $\sigma_2$ extend continuously to $A(\Gamma)$. We will use the notation and terminology of [17]. To begin, we need the notion of a choice of Dirac operators on the $K$-theory cocycles.

**Definition 4.1** (Dirac operators on $\mu_\ell$-relative $K$-theory cocycles) Assume that $W$ is an even-dimensional spin$^c$-manifold with boundary and $f : \partial W \rightarrow X$. Assume that $\xi = (\mathcal{E}_{A(\Gamma)}, \mathcal{E}'_{A(\Gamma)}, E_C, E'_C, \alpha)$ is a $\mu_\ell$-relative $K$-theory cocycle on $(W, \partial W, f)$ (see [17, Definition 1.8]). Assume that $D_\mathcal{E}$ and $D_{E'}$ are Dirac operators on $S_W \otimes \mathcal{E}_{A(\Gamma)}$ respectively $S_W \otimes \mathcal{E}'_{A(\Gamma)}$ defined from $A(\Gamma)$-Clifford connections of product type near $\partial W$. Assume that $D_\mathcal{E}$ and $D_{E'}$ are Dirac operators on $S_{\partial W} \otimes E_C$ respectively $S_{\partial W} \otimes E'_C$. We say that the data $\mathcal{E}_0 := (D_\mathcal{E}, D_{E'}, D_E, D_{E'})$ is a choice of Dirac operators for $\xi$.

Whenever the choice of Dirac operators $\mathcal{E}_0$ is constructed from a Clifford connection $\nabla_W$ on $S_W$, $C^*_\text{full}(\Gamma)$-connections $\nabla_\mathcal{E}$ and $\nabla_{E'}$ on $\mathcal{E}_{C\text{full}}(\Gamma)$ respectively $\mathcal{E}'_{C\text{full}}(\Gamma)$, connections $\nabla_\mathcal{E}$ and $\nabla_{E'}$ on $E_C$ respectively $E'_C$, we say that $\mathcal{E}_0$ is constructed from the choice of connection $(\nabla_W, \nabla_\mathcal{E}, \nabla_{E'}, \nabla_E, \nabla_{E'})$.

Our next goal is the construction of a map $\Phi_A : S_0^{geo}(\Gamma, A) \rightarrow S_1^h(\sigma_1, \sigma_2)$ which combined with the relative $\eta$-invariant will give us an invariant for cycles in $S_0^{geo}(\Gamma, A)$.

**Definition 4.2** (The map $\Phi_A : S_0^{geo}(\Gamma, A) \rightarrow S_1^h(\sigma_1, \sigma_2)$) Assume that we have a cycle $(W, \xi, f)$ for $S_0^{geo}(\Gamma, A)$ and a choice of Dirac operators $\mathcal{E}_0 = (D_\mathcal{E}, D_{E'}, D_E, D_{E'})$ for $\xi = (\mathcal{E}_{A(\Gamma)}, \mathcal{E}'_{A(\Gamma)}, E_C, E'_C, \alpha)$. We define the vector bundles

$$G_i := \mathcal{E}_{A(\Gamma)} \otimes_{\sigma_i} \mathbb{C}^k, \quad G'_i := \mathcal{E}'_{A(\Gamma)} \otimes_{\sigma_i} \mathbb{C}^k.$$ 

We also set $G_i, \ell := S_W \otimes G_i$ and $G'_i, \ell := S_W \otimes G_i$ and equip these Clifford bundles with the Dirac operators $D^W_{G_i}$ and $D^W_{G'_i}$, induced from $D_\mathcal{E}$ and $D_{E'}$ respectively.

The Dirac operators $D_E$ and $D_{E'}$ induce Dirac operators $D^W_{E} \times [0, 1]$ and $D_{E'}^{\partial W} \times [0, 1]$ on (respectively) the bundles

$$E_C \otimes S_{\partial W} \times [0, 1] \rightarrow \partial W \times [0, 1] \quad \text{and} \quad E'_C \otimes S_{\partial W} \times [0, 1] \rightarrow \partial W \times [0, 1].$$ 
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We also equip the Clifford bundles \((G_i |_{\partial W} \oplus E'_C \otimes f^* E_i) \otimes S_{\partial W \times [0,1]} \to \partial W \times [0,1]\) with Dirac operators \(\bar{D}_i^{\partial W \times [0,1]}\) such that

\[
\bar{D}_i^{\partial W \times [0,1]} = D_G^W \oplus D_{E',i} \quad \text{near} \ 0
\]

and \(\bar{D}_i^{\partial W \times [0,1]} = \alpha^* \left( D_G^W \oplus D_{E,i} \right) \quad \text{near} \ 1.\) (17)

Recalling the notation \(d_i (D)\) from Eq. (13), we can define

\[
\Phi_{A}(W, (E_A(\Gamma), E'_A(\Gamma), E_C, E'_C, \alpha), f) := (\partial W, S_{\partial W} \otimes E_C, f, D_E, n) \cup (\partial W, S_{\partial W} \otimes E'_C, f, D_{E'}, 0),
\]

where

\[
n := \text{ind}_{APS}(D_G^W) - \text{ind}_{APS}(D_{G_2}^W) \\
+ \text{ind}_{APS}(D_{G_1}^W) - \text{ind}_{APS}(D_{G_2}^W) \\
+ \text{ind}_{APS}(\bar{D}_1^{\partial W \times [0,1]}) - \text{ind}_{APS}(\bar{D}_2^{\partial W \times [0,1]}) \\
+ \dim \ker D_G^W - \dim \ker D_{G_1}^W + \dim \ker D_{G_2}^W - \dim \ker D_{G_1}^W - \dim \ker D_{G_2}^W \\
+ d_1(D_{E'}^W) - d_2(D_{E'}^W) + d_1(D_{E'}^W) - d_2(D_{E'}^W).
\]

**Remark 4.3** The expression for \(n\) from Definition 4.2 can be rewritten in a form that is easier to work with using the Atiyah–Patodi–Singer index theorem. Let \(\Xi_0\) be a choice of Dirac operators constructed (as in the previous paragraphs) from the choice of connection \((\nabla_W, \nabla_C, \nabla_{E'}, \nabla_E, \nabla_{E'})\). Let \(\nabla_{G_i} := (\sigma_i)_* \nabla_C\) and \(\nabla_{G'_i} := (\sigma_i)_* \nabla_{E'}\). We also let \(\tilde{\nabla}_i := (1 - t)\nabla_{G_i} \oplus \nabla_{E'} + t \alpha^*(\nabla_{G'_i} \oplus \nabla_E)\), i.e. the connection on \((G_i \oplus E'_C \otimes f^* E_i) \times [0,1] \to \partial W \times [0,1]\) that with the connection on \(\partial W \times [0,1]\) induced from \(\nabla_W\) induces the Dirac operator \(\bar{D}_i\). The Atiyah-Patodi-Singer index theorem [see Eq. (6) on page 6] implies that the integer \(n\) takes the form

\[
n = \int_W (\text{ch}(\nabla_{G_1}) - \text{ch}(\nabla_{G_2})) \wedge T d(\nabla_W) - \int_W (\text{ch}(\nabla_{G'_1}) - \text{ch}(\nabla_{G'_2})) \wedge T d(\nabla_W)
\]

\[
+ \int_{\partial W \times [0,1]} (\text{ch}(\tilde{\nabla}_1) - \text{ch}(\tilde{\nabla}_2)) T d(\nabla_W)
\]

\[
+ \frac{1}{2} \left( \eta(D_{E',1}^W) - \eta(D_{E',2}^W) \right) - \frac{1}{2} \left( \eta(D_{E',1}^W) - \eta(D_{E',2}^W) \right)
\]

\[
+ \frac{1}{2} \left( d_1(D_{E'}^W) - d_2(D_{E'}^W) \right) - \frac{1}{2} \left( d_1(D_{E'}^W) - d_2(D_{E'}^W) \right).
\]

This expression is the motivation for “correcting” by the dimensions of kernels on the boundary; it forces the contributions from the kernels on the boundary to respect...
orientation in the same way the $\eta$-terms do. In particular, if $E'_{\mathcal{A}(\Gamma)} = E'_C = 0$ then

$$n = \text{ind}_{APS}(\hat{D}_1^W) - \text{ind}_{APS}(\hat{D}_2^W),$$

where $\hat{D}_i^W$ is a Dirac operator that equals $\alpha^*(D_{E,i}^{\partial W \times [0,1]})$ in a collar neighborhood of $\partial W$ and equals $D_{G_i}$ inside $W$. The reader may find it useful to compare the definition of $\Phi_1$ given here to expression (3) (on page 4), which deals with the case of easy cycles.

4.1 Well defined from cycles to classes

Our first goal is to prove that $\Phi_1$ is well-defined; firstly, as a map from cycles to classes in $S^h_1(\sigma_1, \sigma_2)$ and then as a map $S^\text{geo}_0(\Gamma, \mathcal{A}) \to S^h_1(\sigma_1, \sigma_2)$. To do so, we require a number of lemmas.

**Lemma 4.4** Let $M$ be a closed orientable manifold, $S \to M$ a Clifford bundle, $f : M \to B\Gamma$ a continuous map. Let $\nabla$ and $\nabla'$ be two Clifford connections on $S$ leading to Dirac operators $D$ and $D'$ respectively. We can form

1. The manifold with boundary $M \times [0,1]$ (along with the pullback of the orientation on $M$ and the pullback of $S$).
2. A Clifford connection $\bar{\nabla} = (1 - t)\nabla + t\nabla'$ and the associated Dirac operator $D_{\bar{\nabla}}$.

Let $D_{\bar{\nabla},1}$ be $D_{\bar{\nabla}}$ twisted by the flat connection on $f^*E_i$ and set

$$m := \text{ind}_{APS}(D_{\bar{\nabla},1}) - \text{ind}_{APS}(D_{\bar{\nabla},2}).$$

Then the cycle

$$((M, S_{C\ell}, f)\hat{\cup}(M, -S_{C\ell}, f), D\hat{\cup} - D', m)$$

is a boundary and therefore trivial in $S^h_*(\sigma_1, \sigma_2)$.

**Proof** The result follows from the definition of bordism in $S^h(\sigma_1, \sigma_2)$. The construction of the bordism we have in mind uses the manifold with boundary $M \times [0,1]$, the pullback of the relevant bundle, and the continuous function $f \circ \pi$ (here $\pi : M \times [0,1] \to M$ denotes the projection map). We leave the details to the reader. $\square$

**Lemma 4.5** Let $M$ be a closed oriented manifold. Suppose that $S_1$ and $S_2$ are Clifford bundles over $M$ with fixed Clifford connections; we denote the connections by $\nabla_{S_i}$. Let $D_{S_i}$ ($i = 1$ and 2) and $D_{S_1 \oplus S_2}$ denote the associated Dirac operators; for the operator $D_{S_1 \oplus S_2}$, we used the natural Clifford connection coming from the ones on $S_1$ and $S_2$. Then $\eta(D_{S_1 \oplus S_2}) = \eta(D_{S_1}) + \eta(D_{S_2})$.

Furthermore, let $V_1$ and $V_2$ also denote Clifford bundles over $M$ (again with fixed Clifford connections, which are denoted by $\nabla_{V_i}$). We form the Dirac operators $D_{S_1 \oplus V_2}$ and $D_{S_2 \oplus V_1}$. Suppose that there exists an isomorphism $\alpha : S_1 \oplus V_2 \cong S_2 \oplus V_1$ of Clifford
bundles and that the Clifford connections are compatible with this isomorphism; that is
\[ \alpha^* (\nabla_{S_2} \otimes I + I \otimes \nabla_{V_1}) = \nabla_{S_1} \otimes I + I \otimes \nabla_{V_2} \]

Then \( \eta(D_{S_1 \otimes V_2}) = \eta(D_{S_2 \otimes V_1}) \).

**Proof** Both the statements follow by definition. \( \square \)

**Lemma 4.6** Let \( W \) be a compact spin^c-manifold with boundary, \( E \) a vector bundle over it, \( S_W \to W \) its spin^c-structure and \( \nabla_E \) and \( \nabla'_E \) are two connections \( E, \nabla_W \) and \( \nabla'_W \) are two Clifford connections on \( S_W \), and all of the connections \( \nabla_E, \nabla'_E, \nabla_W \) and \( \nabla'_W \) are of product type near \( \partial W \). Then
\[
\int_W \text{ch}(\nabla'_E) \wedge \text{Td}(\nabla'_W) + \int_{\partial W \times [0,1]} \text{ch}(\nabla_E, \nabla'_E) \wedge \text{Td}(\tilde{\nabla}_{\partial W \times [0,1]}) + \int_{-W} \text{ch}(\nabla_E) \wedge \text{Td}(\nabla_W) = 0.
\]

Here, \( t \) denotes the coordinate in \([0, 1]\) and the required data is constructed as follows:

1. \( \text{ch}(\nabla_E, \nabla'_E) \) denotes the Chern character of \( \tilde{\nabla}_E := t \nabla_E + (1 - t) \nabla'_E \);
2. \( \tilde{\nabla}_{\partial W \times [0,1]} := t \nabla_{\partial W} + (1 - t) \nabla'_{\partial W} \), where \( \nabla_{\partial W} \) and \( \nabla'_{\partial W} \) denote the Clifford connections on \( S_W|_{\partial W \times [0,1]} \to \partial W \times [0,1] \) induced from \( \nabla_W \) respectively \( \nabla'_W \).

**Proof** Define \( Z := W \cup_{\partial W} \partial W \times [0, 1] \cup_{\partial W} \partial W - W \) and define \( \tilde{S} \to Z \) by gluing together \( S_W \otimes E \to W \) over the cylinder with \( -S_W \otimes E \to -W \). Let \( D_{\tilde{S}} \) denote the Dirac operator on \( \tilde{S} \) constructed from gluing together the Clifford connection \( \tilde{\nabla}_W \otimes \nabla_E \) on \( W \) with \( \tilde{\nabla}'_W \otimes \nabla'_E \) over \( -W \) over the cylinder using the Clifford connection \( \tilde{\nabla}_{\partial W \times [0,1]} \otimes \tilde{\nabla}_E \). By the local index theorem,
\[
\text{ind}_{AS}(D_{\tilde{S}}) = \int_W \text{ch}(\nabla'_E) \wedge \text{Td}(\nabla'_W) + \int_{\partial W \times [0,1]} \text{ch}(\tilde{\nabla}_E) \wedge \text{Td}(\tilde{\nabla}_{\partial W \times [0,1]}) + \int_{-W} \text{ch}(\nabla_E) \wedge \text{Td}(\nabla_W).
\]

We note that \( W \times [0, 1] \) can be made into a smooth manifold with boundary (using the straightening of the angle technique, see Lemma 4.1.9 of [36]) and
\[
\partial (W \times [0, 1]) = Z \text{ with } S_W \otimes E \times [0, 1]|_Z = \tilde{S}.
\]
That is, \( (Z, \tilde{S}) = \partial (W \times [0, 1], S_W \otimes E \times [0, 1]) \) so \( \text{ind}_{AS}(D_{\tilde{S}}) = 0 \) since the index is a bordism invariant. \( \square \)

**Lemma 4.7** The map, \( \Phi_A \), is well-defined as a map from cycles with vector bundle data in \( s^{\text{geo}}_0 (\Gamma, \mathcal{A}) \) to classes in \( s^h_1(\sigma_1, \sigma_2) \).
Proof Let \( x = (W, (E_A(\Gamma), E_A'(\Gamma), E_C, E_C', \alpha), f) \) be a cycle with vector bundle data in \( S^\geo_0(\Gamma, A) \). We must show that \( \Phi_A(x) \) does not depend on the particular choice of Dirac operators. As such, let \( \Xi_0 = (D_\mathcal{E}, D_{\mathcal{E}'}, D_E, D_{E'}) \) and \( \tilde{\Xi}_0 = (\tilde{D}_\mathcal{E}, \tilde{D}_{\mathcal{E}'}, \tilde{D}_E, \tilde{D}_{E'}) \) denote two choices of Dirac operators constructed from two choices of connections

\[
(\nabla_W, \nabla_{\mathcal{E}}, \nabla_{\mathcal{E}'}, \nabla_E, \nabla_{E'}) \text{ respectively } (\tilde{\nabla}_W, \tilde{\nabla}_{\mathcal{E}}, \tilde{\nabla}_{\mathcal{E}'}, \tilde{\nabla}_E, \tilde{\nabla}_{E'}). 
\]

With these choices made, we have two associated classes \( \Phi_{\Xi_0} \) and \( \Phi_{\tilde{\Xi}_0} \) in the group \( \mathcal{S}^h_*(\sigma_1, \sigma_2) \). Lemma 4.4 implies that

\[
\Phi_{\Xi_0} - \Phi_{\tilde{\Xi}_0} = (\emptyset, \emptyset, \emptyset, N),
\]

where

\[
N = n - \tilde{n} - m - m' + d_2(D_{E'}^{\partial W}) - d_1(D_{E'}^{\partial W}) + d_2(D_{E'}^{\partial W}) - d_1(D_{E'}^{\partial W}).
\]

Here \( n \) and \( \tilde{n} \) are as in Definition 4.2. The number \( m \) is the difference of Atiyah–Patodi–Singer indices of the Dirac operator associated with interpolating between the Dirac operators \( D_{E,i}^{\partial W} \) and \( \tilde{D}_{E,i}^{\partial W} \) on the cylinder \( \partial W \times [0, 1] \). Analogously, \( m' \) is the difference of Atiyah–Patodi–Singer indices but for \( \tilde{D}_{E,i}^{\partial W} \) and \( D_{E,i}^{\partial W} \). Note that \( m' \) can also be defined as the difference of Atiyah–Patodi–Singer indices of the Dirac operator associated with interpolating between the Dirac operators \( D_{E,i}^{\partial W} \) and \( \tilde{D}_{E,i}^{\partial W} \) when equipping the cylinder \( \partial W \times [0, 1] \) with its opposite orientation.

It follows from the Atiyah–Patodi–Singer theorem that

\[
N = L + S + D,
\]

where

1. \( L \) is computed via local expressions;
2. \( S \) is computed from the spectral data of the Dirac operators on the boundaries;
3. \( D \) is computed from the dimensions of the kernels of the Dirac operators on the boundaries.

We follow the notations of Remark 4.3 and the statement of Lemma 4.6 with the addendum that terms computed using \( \tilde{\Xi}_0 \) will be indicated with a tilde. We begin with the local term, which (after rearranging the terms and applying Lemma 4.6) is given by

\[
L = \int_W (\text{ch}(\nabla_{G_1}) - \text{ch}(\nabla_{G_2})) \wedge Td(\nabla_W) - \int_W (\text{ch}(\nabla_{G_1}) - \text{ch}(\nabla_{G_2})) \wedge Td(\nabla_W)
\]

\[
- \int_{\partial W \times [0, 1]} \text{ch}(\nabla_{G_1} \oplus \nabla_{E \otimes E_1}, \alpha^*(\nabla_{G_1} \oplus \nabla_{E \otimes E_1})) \wedge Td(\nabla_{\partial W})
\]

\[
+ \int_{\partial W \times [0, 1]} \text{ch}(\nabla_{G_2} \oplus \nabla_{E \otimes E_2}, \alpha^*(\nabla_{G_2} \oplus \nabla_{E \otimes E_2})) \wedge Td(\nabla_{\partial W})
\]
\[-\int_W (\text{ch}(\tilde{\nabla} G_1) - \text{ch}(\tilde{\nabla} G_2)) \wedge Td(\tilde{\nabla} W) + \int_W (\text{ch}(\tilde{\nabla} G'_1) - \text{ch}(\tilde{\nabla} G'_2)) \wedge Td(\tilde{\nabla} W)\]
\[+ \int_{\partial W \times [0,1]} \text{ch}(\tilde{\nabla} G_1 \oplus \tilde{\nabla} E' \otimes E_1, \alpha^*(\tilde{\nabla} G'_1 \oplus \tilde{\nabla} E' \otimes E_1)) \wedge Td(\tilde{\nabla} w)\]
\[- \int_{\partial W \times [0,1]} \text{ch}(\tilde{\nabla} G_2 \oplus \tilde{\nabla} E' \otimes E_2, \alpha^*(\tilde{\nabla} G'_2 \oplus \tilde{\nabla} E' \otimes E_2)) \wedge Td(\tilde{\nabla} w)\]
\[- \int_{\partial W \times [0,1]} (\text{ch}(\nabla \otimes E_1, \tilde{\nabla} E' \otimes E_1) - \text{ch}(\nabla \otimes E_2, \tilde{\nabla} E' \otimes E_2)) \wedge Td(\tilde{\nabla} w \times [0,1])\]
\[- \int_{\partial W \times [0,1]} (\text{ch}(\nabla' \otimes E_1, \tilde{\nabla} E' \otimes E_1) - \text{ch}(\nabla' \otimes E_2, \tilde{\nabla} E' \otimes E_2)) \wedge Td(\tilde{\nabla} w \times [0,1]) = 0\]

The Atiyah–Patodi–Singer index theorem and Remark 4.3 imply that the spectral term is given by

\[2S = \eta(D^W_{E \otimes E_1}) - \eta(D^W_{E' \otimes E_2}) - \eta(D^W_{E \otimes E_1}) + \eta(D^W_{E \otimes E_1}) - \eta(D^W_{E \otimes E_2}) - \eta(D^W_{E \otimes E_2})\]

\[= \eta(D^W_{E' \otimes E_1}) + \eta(D^W_{E' \otimes E_2}) - \eta(D^W_{E' \otimes E_1}) - \eta(D^W_{E' \otimes E_2})\]

\[= \eta(D^W_{E' \otimes E_1}) - \eta(D^W_{E' \otimes E_2}) - \eta(D^W_{E' \otimes E_1}) - \eta(D^W_{E' \otimes E_2}) = 0.\]

Here, the first four terms come from\( n \), the next four from\( \tilde{n} \) and the remaining eight come from\( m + m' \). Finally, letting\( n_D, \tilde{n}_D, m_D \) and\( m'_D \) denote the dimensional contributions to\( n, \tilde{n}, m \) respectively\( m' \) we have that

\[2D = 2n_D - 2\tilde{n}_D - 2m_D - 2m'_D + 2d_2(D^W_{E'}) - 2d_1(D^W_{E'})\]

\[= \frac{1}{2} (d_1(D^W_{E'}) - d_2(D^W_{E'}) - d_1(D^W_{E'}) + d_2(D^W_{E'}))\]

\[= \frac{1}{2} (d_1(D^W_{E'}) - d_2(D^W_{E'}) - d_1(D^W_{E'}) + d_2(D^W_{E'}))\]

\[= \frac{1}{2} (d_1(D^W_{E'}) - d_2(D^W_{E'}) - d_1(D^W_{E'}) + d_2(D^W_{E'}))\]

\[= \frac{1}{2} (d_1(D^W_{E'}) - d_2(D^W_{E'}) - d_1(D^W_{E'}) + d_2(D^W_{E'}))\]

This proves that\( N = 0 \); hence,\( \Phi_A(x) \) does not depend on the choice of Dirac operators. \( \square \)
4.2 \( \Phi_\mathcal{A} \) is well defined from classes to classes

In this section, we prove that \( \Phi_\mathcal{A} \) induces a well defined map \( S_0^{geo} (\Gamma; \mathcal{A} ) \rightarrow S_1^h (\sigma_1, \sigma_2) \).

**Lemma 4.8** Assume that \((M, S_{\mathcal{C}}, f, D^M, m) = \partial(W, S_{\mathcal{C}}^W, g, Q), \) in the sense of Definition 3.3, then for any \( n \in \mathbb{Z} \) there is a bordism

\[
(M, S_{\mathcal{C}}, f, D^M, n) \sim_{\text{bor}} (\emptyset, \emptyset, \emptyset, \emptyset, n-m),
\]

where (the above bordism condition implies that)

\[
m = \text{ind}_{APS}(Q_1) - \text{ind}_{APS}(Q_2).
\]

**Proof** It follows directly from the definition of bordism that \((M, S_{\mathcal{C}}, f, D^M, m) \sim_{\text{bor}} (\emptyset, \emptyset, \emptyset, \emptyset, 0) \). The Lemma follows from the fact that the bordism relation respects addition of cycles. \( \square \)

**Lemma 4.9** If the cycle \( x = (W, (\mathcal{E}_{A (\Gamma)}, \mathcal{E}_{A (\Gamma)}', E_{\mathcal{C}}, E_{\mathcal{C}}', \alpha), f) \) is such that \( f \) extends to a function \( g : W \rightarrow B\Gamma \) and there are bundles \( F, F' \rightarrow W \) extending \( E \) respectively \( E' \) and \( \alpha \) extends to an isomorphism on \( W \)

\[
\beta : \mathcal{E}_{A (\Gamma)} \oplus F' \otimes g^* \mathcal{L} \cong \mathcal{E}_{A (\Gamma)}' \oplus F \otimes g^* \mathcal{L},
\]

then \( \Phi_\mathcal{A} (x) = (\emptyset, \emptyset, \emptyset, \emptyset) \).

**Proof** We choose Dirac operators \( D_F^W \) and \( D_{F'}^W \) on \( S_W \otimes F \) respectively \( S_W \otimes F' \) of product type as in Eq. (4) (found on page 6) near \( \partial W \) with boundary operators \( D_{E}^\partial W \) respectively \( D_{E'}^\partial W \). By Lemma 4.8,

\[
\Phi_\mathcal{A} (x) = (\emptyset, \emptyset, \emptyset, n - m - m'),
\]

where \( n \) is as in Definition 4.2, \( ^2 \)

\[
m : = \text{ind}_{APS}(D_{F,1}^W) - \text{ind}_{APS}(D_{F,2}^W) \quad \text{and} \quad m' : = \text{ind}_{APS}(D_{E',1}^\partial W) - \text{ind}_{APS}(D_{E',2}^\partial W).
\]

We define \( Z := W \cup_{\partial W} \partial W \times [0, 1] \cup_{\partial W} - W \) and, for \( i = 1, 2 \), the Clifford bundles on \( Z \):

\[
\mathcal{G}_i := (G_i \oplus F' \otimes E_i) \otimes S_W \cup_{\partial W \times \{0\}} ((G_i \oplus E' \otimes E_i) \otimes S_{\partial W \times \{0, 1\}}) \cup_{\partial W \times \{1\}} (G_i' \oplus F \otimes E_i) \otimes S_{-W}.
\]

\( ^2 \) Compare with Remark 4.3.
We can equip \( G_i \) with a Dirac operator by gluing together \( D_W^{G_i} \oplus D_W^{E_i} \) with \( \tilde{D}_i \) over \( \partial W \times \{0\} \) and with \( \beta^*(D_W^{G_i} \oplus D_W^{E_i}) \) over \( \partial W \times \{1\} \).

It follows from the Atiyah–Patodi–Singer index theorem that

\[
 n - m - m' = \int_W (\text{ch}(\nabla_{G_1}) - \text{ch}(\nabla_{G_2})) \wedge Td(\nabla_W) \\
 - \int_W (\text{ch}(\nabla_{G_1}) - \text{ch}(\nabla_{G_2})) \wedge Td(\nabla_W) \\
 + \int_{\partial W \times [0,1]} (\text{ch}(\tilde{\nabla}_1) - \text{ch}(\tilde{\nabla}_2)) Td(\nabla_{\partial W}) \\
 - \int_W (\text{ch}(\nabla_{F \otimes E_1}) - \text{ch}(\nabla_{F \otimes E_2})) \wedge Td(\nabla_W) \\
 + \int_W (\text{ch}(\nabla_{F \otimes E_1}) - \text{ch}(\nabla_{F' \otimes E_2})) \wedge Td(\nabla_W) \\
 = \int_W (\text{ch}(\nabla_{G_1} \oplus \nabla_{F' \otimes E_1}) - \text{ch}(\nabla_{G_2} \oplus \nabla_{F' \otimes E_2})) \wedge Td(\nabla_W) \\
 - \int_W (\text{ch}(\nabla_{G_1} \oplus \nabla_{F \otimes E_1}) - \text{ch}(\nabla_{G_2} \oplus \nabla_{F \otimes E_2})) \wedge Td(\nabla_W) \\
 + \int_{\partial W \times [0,1]} (\text{ch}(\tilde{\nabla}_1) - \text{ch}(\tilde{\nabla}_2)) Td(\nabla_{\partial W}) \\
 - \int_W (\text{ch}\beta^*(\nabla_{G_1'} \oplus \nabla_{F' \otimes E_1}) - \text{ch}\beta^*(\nabla_{G_2'} \oplus \nabla_{F' \otimes E_2})) \wedge Td(\nabla_W) \\
 + \int_{\partial W \times [0,1]} (\text{ch}(\tilde{\nabla}_1) - \text{ch}(\tilde{\nabla}_2)) Td(\nabla_{\partial W}) \\
 = \text{ind}(Z, G_1) - \text{ind}(Z, G_2) = 0.
\]

The reader should note that the last equality follows from the bordism invariance of the index on closed manifolds. \( \Box \)

**Lemma 4.10** The map \( \Phi_A \) respects gluing of cycles in the following sense. Assume that \( x_i = (W_i, (E_{A(\Gamma),i}, E'_{A(\Gamma),i}, E_{C,i}, E'_{C,i}, \alpha_i, f_i)) \) are cycles for \( i = 1, 2 \) and there is an \( \text{spin}^c \) manifold \( Y \) satisfying that

\[
 \partial W_i = M_i \cup (-1)^i Y, \quad f_1|_Y = f_2|_Y \quad \text{and} \\
 (E_{A(\Gamma),1}, E'_{A(\Gamma),1}, E_{C,1}, E'_{C,1}, \alpha_1)|_Y = (E_{A(\Gamma),2}, E'_{A(\Gamma),2}, E_{C,2}, E'_{C,2}, \alpha_2)|_Y.
\]

Then, we can form the cycle

\[
 x_1 \cup_Y x_2 := (W, (E_{A(\Gamma)}, E'_{A(\Gamma)}, E_{C}, E'_{C}, \alpha), f),
\]
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where \( W := W_1 \cup_Y W_2 \) and the vector bundle data is defined as

\[
\begin{align*}
\mathcal{E}_{A(\Gamma)} := & \mathcal{E}_{A(\Gamma), 1} \cup_Y \mathcal{E}_{A(\Gamma), 2}, \quad \mathcal{E}'_{A(\Gamma)} := \mathcal{E}'_{A(\Gamma), 1} \cup_Y \mathcal{E}'_{A(\Gamma), 2}, \\
E_C := & E_{C, 1}|_{M_1} \cup E_{C, 2}|_{M_2}, \quad E'_C := E'_{C, 1}|_{M_1} \cup E'_{C, 2}|_{M_2}, \\
\alpha := & \alpha|_{M_1} \cup \alpha|_{M_2} \quad \text{and} \quad f := f|_{M_1} \cup f|_{M_2}.
\end{align*}
\]

Moreover, we have that

\[
\Phi_A(x_1 \cup x_2) = \Phi_A(x_1 \cup_Y x_2) \quad \text{in} \quad S^h_1(\sigma_1, \sigma_2)
\]

**Proof** We choose connections compatible with the gluing near \( Y \). Let \( n_1 \) and \( n_2 \) be the integer parts of \( \Phi_A(x_1) \) respectively \( \Phi_A(x_2) \). Set \( g := f_1|_Y = f_2|_Y, F_C := E_{C, 1}|_Y = E'_{C, 1}|_Y = E'_{C, 2}|_Y \). Let \( S_Y \to Y \) denote the spin\(^c \)-structure on \( Y \), similarly we let \( S_{\delta W_1}, S_{\delta W_2} \) and \( S_{\delta \mathcal{W}} \) denote the indicated spin\(^c \)-structure. It follows that

\[
\begin{align*}
\Phi_A(x_1 \cup x_2) &= (\partial W_1 \cup \partial W_2, S_{\delta W_1} \otimes E_{C, 1} \cup S_{\delta W_2} \otimes E_{C, 2}, f_1 \cup f_2, D_{E_1}^{\delta W_1} \cup D_{E_2}^{\delta W_2}, n_1 + n_2) \\
&= (\partial W, S_{\delta \mathcal{W}} \otimes E_C, f, D_E^{\delta W}, n_1 + n_2) \cup -(\partial W, S_{\delta W} \otimes E'_C, f, D_{E'}^{\delta W}, 0) \cup \\
&= (\partial W, -S_Y \otimes F_C \cup S_Y \otimes F_C, g \cup g, -D_F^Y \cup D_F^Y, 0) \cup \\
&= (\partial W, -S_Y \otimes F_C \cup S_Y \otimes F_C, g \cup g, D_F^Y \cup -D_F^Y, 0) \sim_{bor} \cup (\partial, \emptyset, \emptyset, \emptyset, -m),
\end{align*}
\]

where

\[
m := \text{ind}_{APS}(D_F^Y \otimes E_1) - \text{ind}_{APS}(D_F^Y \otimes E_2) - \text{ind}_{APS}(D_F^Y \otimes E_1) + \text{ind}_{APS}(D_F^Y \otimes E_2) = d_1(D_F^Y) - d_2(D_F^Y) - d_1(D_F^Y) + d_2(D_F^Y).
\]

Let \( n \) denote the integer part of \( \Phi_A(x_1 \cup_Y x_2) \). The proof of the Lemma is complete upon noting that \( n = n_1 + n_2 - m \); this equality follows from the Atiyah-Patodi-Singer index theorem and Remark 4.3.

**Remark 4.11** The reader should compare the proof of Lemma 4.10 to Proposition 2.1. Moreover, Lemma 4.10 proves a special case of bordism invariance for \( \Phi_A \). Namely,
using the notation of Lemma 4.10, we have that \( x_1 \cup x_2 \sim_{\text{bor}} x_1 \cup y \times x_2 \) in \( S_{0}^{\text{geo}}(\Gamma, \mathcal{A}) \). A specific bordism can be constructed using the manifold with boundary obtained from straightening the angle on \( Z = (W \cup y \times [0, 1] \cup y W') \times [0, 1] \) and considering the regular domain \( (W \cup y \times [0, 1] \cup y W') \times [0] \cup (W \cup (W')) \times [1] \) of \( \partial Z \).

**Theorem 4.12** Assuming that \( \mathcal{A}(\Gamma) \) is a Banach algebra closure of \( \mathbb{C}[\Gamma] \) such that \( \sigma_1 \) and \( \sigma_2 \) extends to \( \mathcal{A}(\Gamma) \), the map \( \Phi_{\mathcal{A}} : S_{0}^{\text{geo}}(\Gamma, \mathcal{A}) \rightarrow S_{1}^{\text{geo}}(\sigma_1, \sigma_2) \) is well-defined and fits into a commutative diagram with exact rows:

\[
\begin{array}{cccccc}
K_{0}^{\text{geo}}(pt; \mathcal{A}(\Gamma)) & \xrightarrow{r} & S_{0}^{\text{geo}}(\Gamma, \mathcal{A}) & \xrightarrow{\delta} & K_{1}^{\text{geo}}(B\Gamma) \\
(\sigma_1 - \sigma_2)_* & \downarrow & \Phi_{\mathcal{A}} & \downarrow & \\
0 & \longrightarrow & Z & \longrightarrow & S_{1}^{\text{geo}}(\sigma_1, \sigma_2) & \xrightarrow{\delta_{\sigma_1, \sigma_2}} & K_{1}^{h}(B\Gamma) & \longrightarrow & 0,
\end{array}
\]

where the lower row is the short exact sequence of Proposition 3.14 and the right vertical map is the isomorphism of Lemma 2.13.

**Proof** Let us start by showing that \( \Phi_{\mathcal{A}} \) is well defined from classes of cycles with vector bundle data (i.e., map degenerate cycles to 0 and respects disjoint union/direct sum, vector bundle modification and bordism). It follows from Remark 4.3 and Lemma 4.4 that if \((W, \xi, f)\) is a degenerate cycle then \( \Phi_{\mathcal{A}}(W, \xi, f) \) is null bordant. The result for the disjoint union/direct sum relation is clear.

To prove invariance under vector bundle modification, consider a cycle

\[
(W, (\mathcal{E}_{\mathcal{A}(\Gamma)}, \mathcal{E}'_{\mathcal{A}(\Gamma)}, E_{C}, E'_{C}, \alpha, f))
\]

for \( S_{0}^{\text{geo}}(\Gamma, \mathcal{A}) \) and \( V \rightarrow W \) a spin\(^c\) vector bundle with even-dimensional fibers. We take \( n \) as in Definition 4.2. By [23, Proposition 6.6] the Atiyah–Patodi–Singer index is invariant under vector bundle modification when choosing the Dirac operators \( D^{\partial W V} \) on \( \partial W V \) in the canonical way (see [23, Proposition 6.6]). Let \( \pi_{V} : (\partial W) V \rightarrow \partial W \) denote the projection. It follows from Proposition 2.11 and these observations that

\[
\Phi_{\mathcal{A}}((W, (\mathcal{E}_{\mathcal{A}(\Gamma)}, \mathcal{E}'_{\mathcal{A}(\Gamma)}, E_{C}, E'_{C}, \alpha, f)) V)
\]

\[
= (\partial W V, S_{\partial W V} \otimes E_{C, V}, f \circ \pi_{V}, D^{\partial W V}_{E V}, n)
\]

\[
= (\partial W V, S_{\partial W V} \otimes E_{C, V}, f \circ \pi_{V}, D^{\partial W V}_{E V}, 0)
\]

\[
= (\partial W, S_{\partial W} \otimes E_{C}, f, D^{\partial W}_{E}, n) V_{|aw} \cup - (\partial W, S_{\partial W} \otimes E'_{C}, f, D^{\partial W}_{E}, 0) V_{|aw}.
\]

To prove bordism invariance of \( \Phi_{\mathcal{A}} \), assume that

\[
w = (W, (\mathcal{E}_{\mathcal{A}(\Gamma)}, \mathcal{E}'_{\mathcal{A}(\Gamma)}, E_{C}, E'_{C}, \alpha, f) \sim_{\text{bor}} 0
\]

in \( S_{0}^{\text{geo}}(\Gamma, \mathcal{A}) \). By the definition of bordism, there is a cycle

\[
x = (\tilde{W}, (\tilde{\mathcal{E}}_{\mathcal{A}(\Gamma)}, \tilde{\mathcal{E}}'_{\mathcal{A}(\Gamma)}, \tilde{E}_{C}, \tilde{E}'_{C}, \tilde{\alpha}, \tilde{f})
\]

\( \tilde{\mathcal{A}} \) Springer
(as in Lemma 4.9) such that \( \partial W = \partial \tilde{W}, \tilde{f} = f \) and

\[
(\mathcal{E}_A(\Gamma), \mathcal{E'}_A(\Gamma), E_C, E'_C, \alpha)|_{\partial W} = (\tilde{\mathcal{E}}_A(\Gamma), \tilde{\mathcal{E'}}_A(\Gamma), \tilde{E}_C, \tilde{E'}_C, \tilde{\alpha})|_{\partial \tilde{W}}.
\]

By Lemma 4.9, \( \Phi_A(x) = 0 \). Hence, Lemma 4.10 and bordism invariance of the index on closed manifolds imply that

\[
\Phi_A(w) = \Phi_A(w \cup x) = \Phi_A(w \cup \partial W \times \mathbb{R}) = 0.
\]

To prove that the diagram (18) commutes, if \( (M, \mathcal{E}) \) is a cycle for \( K^\text{geo}_0(\mathbb{C}) \), then in \( \tilde{S}_1(\sigma_1, \sigma_2) \)

\[
\text{ind}(M, \mathcal{E} \otimes \sigma_1 \mathbb{C}^k) - \text{ind}(M, \mathcal{E} \otimes \sigma_2 \mathbb{C}^k).
\]

On the other hand, since \( M \) is closed,

\[
\Phi_A \circ r (M, \mathcal{E}) = \Phi(M, (\mathcal{E}, M \times 0, \emptyset, \emptyset, \emptyset)) = (\emptyset, \emptyset, \emptyset, \emptyset, n).
\]

It is clear that \( \delta = \delta_{\sigma_1, \sigma_2} \circ \Phi_A \) since

\[
\delta_{\sigma_1, \sigma_2} \circ \Phi_A(W, (\mathcal{E}_A(\Gamma), \mathcal{E'}_A(\Gamma), E_C, E'_C, \alpha), f) = (\partial W, S_{\partial W} \otimes E_C, f) \cup (\partial W, S_{\partial W} \otimes E'_C, f).
\]

\[\square\]

4.3 The map \( \Phi_A \) for \( C^* \)-algebras

Later, we will make use of a modification of the map \( \Phi_A \) that fits well with \( C^* \)-algebra completions. Informally, it maps to cycles with more “analytic data”; somewhat more precisely, it maps into a well behaved class of cycles for \( \tilde{S}_1(\sigma_1, \sigma_2) \). Let \( W \) be an even-dimensional compact spin\( c \) manifold with boundary, \( f : \partial W \to B \Gamma \) continuous and \( \xi \) a \( K \)-theory cocycle relative to assembly for free \( \Gamma \)-actions (see the Introduction or in more detail [17, Definition 1.8]).

**Definition 4.13** Assume that \( \Xi_0 = (D_{\mathcal{E}}, D_{\mathcal{E}'}, D_E, D_{\mathcal{E}'}) \) is a choice of Dirac operators (see Definition 4.1) for \( \xi = (\mathcal{E}_{C_{\text{full}}}(\Gamma), \mathcal{E'}_{C_{\text{full}}}(\Gamma), E_C, E'_C, \alpha) \). Let \( A = (A_{\mathcal{E}}, A_{\mathcal{E}'}, A) \) be a triple of smoothing operators in the Mischenko–Fomenko calculus:

\[
A_{\mathcal{E}} \in \Psi^{-\infty}_{C_{\text{full}}(\Gamma)}(\partial W, \mathcal{E} \otimes S_{\partial W}), \quad A_{\mathcal{E}'} \in \Psi^{-\infty}_{C_{\text{full}}(\Gamma)}(\partial W, \mathcal{E}' \otimes S_{\partial W})
\]

and

\[
A \in \Psi^{-\infty}_{C_{\text{full}}(\Gamma)}(\partial W \cup \partial W', (\mathcal{E}' \otimes S_{\partial W} \otimes f^* L) \cup -(E \otimes S_{\partial W} \otimes f^* L)).
\]
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such that the boundary operators
\[ D_{E'} + A_{E', \pm}, \quad D_{E''} + A_{E'', \pm} \]
are all invertible. We say that the data \( \Xi = (\xi, \Xi_0, A) \) is a decoration of \( \xi \). A decorated \( K \)-theory cocycle relative to assembly is a decoration of a \( K \)-theory cocycle relative to assembly.

Whenever \((W, \xi, f)\) is a cycle for \( S_0^{geo}(\Gamma, C_{\text{full}}^*) \) and \( \Xi \) is a decoration of \( \xi \), we say that \((W, \Xi, f)\) is a decorated cycle for \( S_0^{geo}(\Gamma, C_{\text{full}}^*) \).

**Lemma 4.14** Any \( K \)-theory cocycle relative to assembly on \((W, \partial W, f)\) admits a decoration.

**Proof** Let \((W, (E_{C_{\text{full}}^*(\Gamma)}, E_{C_{\text{full}}^*(\Gamma)}, E_C, E'_C, \alpha, f))\) be a cycle for \( S_0^{geo}(\Gamma, C_{\text{full}}^*) \). As such, each of the cycles \((\partial W, E_{C_{\text{full}}^*(\Gamma)}, (\partial W, E_C \otimes f^*L) \cup (\partial W, E_C \otimes f^*L))\) for \( K_0^{geo}(pt, C_{\text{full}}^*(\Gamma)) \) are nullbordant; in particular, their higher index vanish. Given a choice of Dirac operators for \( \xi := (E_{C_{\text{full}}^*(\Gamma)}, E_{C_{\text{full}}^*(\Gamma)}, E_C, E'_C, \alpha) \), Theorem 2.4 implies the existence of smoothing operators. \(\square\)

**Definition 4.15** (The higher Atiyah–Patodi–Singer index of a decorated cycle) Let \((W, \Xi, f)\) be a decorated cycle for \( S_0^{geo}(\Gamma, C_{\text{full}}^*) \). Consider the Dirac operator \( \tilde{D} \) on the \( C_{\text{full}}^* \)-Clifford bundle
\[ \mathcal{S} := \left( \pi^* \left( E_{C_{\text{full}}^*(\Gamma)} \right) \otimes (\partial W) \otimes S_{\partial W \times [0,1]} \right) \rightarrow \partial W \otimes [0,1] \]
defined as in (17) (see page 19) from \( \Xi_0 \). The \( C_{\text{full}}^*(\Gamma) \)-Clifford bundle \( \mathcal{S} \) is graded since \( W \) is even-dimensional and using the identification
\[ \mathcal{S}^+|_{\partial W \times [i]} = (-1)^i \left( \left( E_{C_{\text{full}}^*(\Gamma)} \right) \otimes \pi^* \left( E_C \otimes f^*L \right) \right) \otimes S_{\partial W} \text{ for } i = 0, 1, \]
we define the smoothing operator
\[ \tilde{A} := (\text{id} \cup \alpha^*)^{-1} \left( \left( A_{E} \cup - A_{E'} \right) \otimes A \right) (\text{id} \cup \alpha^*) \in \Psi_{-\infty}^{-\infty}(\partial W \cup - \partial W, \mathcal{S}^+|_{\partial W}). \]

The higher Atiyah–Patodi–Singer index of \((W, \Xi, f)\) is defined as
\[ \text{ind}_{APS}(W, \Xi, f) := \text{ind}_{APS}(D^{W}_{E}, A^{E}) - \text{ind}_{APS}(D^{W}_{E'}, A^{E'}) + \text{ind}_{APS}(\tilde{D}^{\partial W \times [0,1]}, \tilde{A}) \in K_0(C_{\text{full}}^*(\Gamma)). \]

**Remark 4.16** The higher Atiyah–Patodi–Singer index of \((W, \Xi, f)\) depends (to a very large extent) on the choice of decoration \( \Xi \); for the trivial group, this fact can be seen from Eq. (7) (found on page 7).
Proposition 4.17 Following the notation of Definition 4.13, the association

$$\tilde{\Phi}_{C^*_\text{full}}^0 (W, \Xi, f)$$

$$:= (\partial W \dot{\cup} - \partial W, E_C \otimes S_{\partial W} \dot{\cup} - E'_C \otimes S_{\partial W}, f \dot{\cup} f, D_E \dot{\cup} - D_{E'}, A, (\sigma_1 - \sigma_2)*\text{ind}_{APS}(W, \Xi, f)).$$

induces a well defined map $\tilde{\Phi}_{C^*_\text{full}}: S^*_0 (\Gamma; C^*_\text{full}) \to \tilde{S}^1_0 (\sigma_1, \sigma_2)$ fitting into a commutative diagram:

$$S^*_0 (\Gamma; C^*_\text{full}) \xrightarrow{\Phi_{C^*_\text{full}}} S^0_0 (\Gamma; C^*_\text{full}) \xrightarrow{\Phi_{C^*_\text{full}}} S^1_0 (\sigma_1, \sigma_2) \xrightarrow{\sim} \tilde{S}^1_1 (\sigma_1, \sigma_2)$$

where the bottom row is the isomorphism of Lemma 3.12.

Proof The result follows from Theorem 4.12 once we prove that for any decorated cycle $(W, \Xi, f)$ there is, modulo the disjoint union/direct sum relation, a decorated bordism $\tilde{\Phi}_{C^*_\text{full}} (W, \Xi, f) \sim_{\text{bor}} \Phi_{C^*_\text{full}} (W, \xi, f)$ whenever the cycle $\Phi_{C^*_\text{full}} (W, \xi, f)$ is defined using the connection data in the decoration $\Xi$ of $\xi$ (see Definition 4.2). We note that by functoriality of Atiyah–Patodi–Singer indices,

$$(\sigma_1 - \sigma_2)*\text{ind}_{APS}(W, \Xi, f)$$

$$= \text{ind}_{APS}(D^W_{G_1}, A^E_1) - \text{ind}_{APS}(D^W_{G_2}, A^E_2)$$

$$- \text{ind}_{APS}(D^W_{G_1'}, A^E_1') + \text{ind}_{APS}(D^W_{G_2'}, A^E_2')$$

$$+ \text{ind}_{APS}(D^W_{A^W \times [0,1]}, A_1) - \text{ind}_{APS}(D^W_{A^W \times [0,1]}, A_2) = n - m,$$

where the Clifford connections $\nabla_{G_1}$ et cetera and $n$ are as in Definition 4.2 while $m$ is as in Proposition 3.5. Proposition 3.5 implies that

$$\Phi_{C^*_\text{full}} (W, \xi, f).$$

Remark 4.18 If $x \in K_*(C^*_{\text{full}}(\Gamma))$ is the image of the cycle $(M, E, f)$ for $K^s_{\text{geo}} (B\Gamma)$ under assembly, Atiyah’s $L^2$-index theorem for coverings and the Atiyah-Singer index theorem imply that $(\sigma_1 - \sigma_2)*(x) = 0$. Hence, if the assembly map $\mu : K^s_{\text{geo}} (B\Gamma) \to K_*(C^*_{\text{full}}(\Gamma))$ is surjective then $(\sigma_1 - \sigma_2)* = 0$ as a map on $K_*(C^*_{\text{full}}(\Gamma))$. 

\[\square\] Springer
5 Relation between $\rho \circ \Phi_{A}$ and the geometric $\rho$-invariant of [17]

In [17, Section 5], a map, $S^\text{geo}_0(\Gamma, C^*_\text{full}) \to \mathbb{R}$, was constructed on the level of geometric cycles. In this section, we compare this map with the map $\rho_{|_{\sigma_1, \sigma_2}} \circ \Phi_{C^*_\text{full}} : S^\text{geo}_0(\Gamma, C^*_\text{full}) \to \mathbb{R}$. We begin by recalling the construction from [17, Section 5].

Let $N$ denote a $\Pi_1$-factor (i.e. a finite von Neumann algebra factor with $K_0(N) \cong \mathbb{R}$); we identify $K_0(N)$ with $\mathbb{R}$ via the unique normal faithful tracial state of $N$. Following the notation of [17, Definition 5.1] and [17, Example 5.2], we construct the following data from the unitary rank $k$ representations $\sigma_1$ and $\sigma_2$ of $\Gamma$. As above, we let $E_i := E_\Gamma \times_{\sigma_i} \mathbb{C}^k \to B\Gamma$. We choose an isomorphism $\phi : E_1 \otimes N \to E_2 \otimes N$ of $N$-bundles on $B\Gamma$. Such an isomorphism is constructed along the lines of [4, Proposition 5.2]. The existence of such an isomorphism follows from the fact that $E_1$ and $E_2$ are flat.

We let $N := (E_1, E_2, \phi)$ denote the associated cocycle for $K^1(B\Gamma; \mathbb{R}/\mathbb{Z})$, for more on $K$-theory with coefficients in $\mathbb{R}/\mathbb{Z}$, see [4,5,15,25]. The pairing between $K$-homology and $K$-theory with coefficients in $\mathbb{R}/\mathbb{Z}$ is discussed in the context of geometric cycles in [15, Section 6.2]. The data $N$ was required in [17, Definition 5.1] to be refined by further data, which in this case is canonically associated with the data $(N, \sigma_1, \sigma_2)$ and as such we denote this data by $N$. We remark that in the general setup considered in [17] it was the $M_k(\mathbb{C})$-bundles $L \otimes_{\sigma_i} M_k(\mathbb{C})$ and not the vector bundles $E_i = L \otimes_{\sigma_i} \mathbb{C}^k$ that was used in $N$. This difference does not affect the comparison carried out in this section.

The map $\text{ind}_{\pi}^N : S^\text{geo}_0(\Gamma, C^*_\text{full}) \to K_*(pt; N) = \mathbb{R}$ was defined in [17, Proposition 5.5] on the level of cycles by

$$(W, \xi, f) \mapsto (Z, \alpha^N_{W, f}(\xi)),$$

where $Z := W \cup_{\partial W} \partial W \times [0, 1] \cup_{\partial W} W$ and $\alpha^N_{W, f} : K^0(W, \partial W; \mu_L) \to K^0(Z; N)$ is a map canonically constructed from $W, f$ and $N$. The reader is referred to [17, Section 5] for the precise construction.

We will need to understand $\alpha^N_{W, f}$ on an explicit level modulo terms producing null-bordant cycles. Assume that $\xi = (E^\ast_{C^*_\text{full}(\Gamma)}, E^\ast_{C^*_\text{full}(\Gamma)}), E_C, E'_C, \alpha)$ is a cycle for $K^0(W, \partial W; \mu_L)$. For notational simplicity, let

$$\tilde{E}^\ast_{C^*_\text{full}(\Gamma)} := \pi^*(E_C \otimes f^*L) \to \partial W \times [0, 1]$$

and

$$\tilde{E}'^\ast_{C^*_\text{full}(\Gamma)} := \pi^*(E'_C \otimes f^*L) \to \partial W \times [0, 1]$$

where $\pi$ denotes the projection map, $\partial W \times [0, 1] \to \partial W$.

Throughout this subsection, we abuse notation by letting $C^*_\text{full}(\Gamma)^k$ denote the bundle corresponding to $k$ copies of the unit class in $C(M, C^*_\text{full}(\Gamma))$ for a manifold $M$ that will be clear from its context. Similarly, we let $1^k$ denote the bundle corresponding to $k$ copies of the unit class in $C(M)$. We choose a complementary $C^*_\text{full}(\Gamma)$-bundle $E_{C^*_\text{full}(\Gamma)}^\perp \to W$ for $\tilde{E}^\ast_{C^*_\text{full}(\Gamma)}$; that is, there is an isomorphism
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hand, we obtain an isomorphism of 
\[ C_\tilde{\sim} \] for some \( n \). We also choose a complementary \( C^*_{\text{full}}(\Gamma) \)-bundle \( \tilde{\varepsilon}'_{C^*_{\text{full}}(\Gamma)} \rightarrow \partial W \times [0, 1] \) for \( \tilde{\varepsilon}^*_{C^*_{\text{full}}(\Gamma)} \); that is, there is an isomorphism
\[ \tilde{\varepsilon}^*_{C^*_{\text{full}}(\Gamma)} \oplus \tilde{\varepsilon}'_{C^*_{\text{full}}(\Gamma)} \cong C^*_{\text{full}}(\Gamma)^{\tilde{n}} \]
for some \( \tilde{n} \). With the isomorphism \( \alpha \) and the choice of complementary bundles in hand, we obtain an isomorphism of \( C^*_{\text{full}}(\Gamma) \)-bundles on \( \partial W \times [0, 1] \):
\[ \hat{\alpha} : \tilde{\varepsilon}^*_{C^*_{\text{full}}(\Gamma)} \oplus \tilde{\varepsilon}'_{C^*_{\text{full}}(\Gamma)} \oplus C^*_{\text{full}}(\Gamma)^n \sim \varepsilon^*_{C^*_{\text{full}}(\Gamma)} \oplus C^*_{\text{full}}(\Gamma)^{\tilde{n}}. \]
The isomorphism \( \hat{\alpha} \) induces isomorphisms over \( \partial W \times \{0\} \) for \( i = 1, 2 \):
\[ \hat{\alpha}_i := (\sigma_i)_*(\hat{\alpha}) : (E_C \otimes f^*E_i)^{\perp} \oplus E'_C \otimes f^*E_i \oplus 1^{nk} \sim G_i|_{\partial W} \oplus G_i^{\perp}|_{\partial W} \oplus 1^{nk}. \]
We note that the choices \( \varepsilon^*_{C^*_{\text{full}}(\Gamma)} \) and \( \tilde{\varepsilon}'_{C^*_{\text{full}}(\Gamma)} \) gives a canonical choice of complement for the bundles \( E_C \otimes f^*E_i \) and \( G_i \). The isomorphism \( \phi \) induces an isomorphism of vector bundles over \( \partial W \):
\[ \phi_* : \left( (E_C \otimes f^*E_1)^{\perp} \oplus E'_C \otimes f^*E_1 \oplus 1^{nk} \right) \otimes N \sim \left( (E_C \otimes f^*E_2)^{\perp} \oplus E'_C \otimes f^*E_2 \oplus 1^{nk} \right) \otimes N. \]

Let \( \Sigma_{\xi} \rightarrow Z = W \cup_{\partial W} \partial W \times [0, 1] \cup_{\partial W} W \) denote the \( N \)-bundle obtained by gluing together
\[(G'_1|_{\partial W} \oplus G_1^{\perp}|_{\partial W} \oplus 1^{nk}) \otimes N \rightarrow W \text{ along } \hat{\alpha}_1 \otimes \text{id}_N \text{ with } \]
\[ \pi^* \left( (E_C \otimes f^*E_1)^{\perp} \oplus E'_C \otimes f^*E_1 \oplus 1^{nk} \right) \otimes N \rightarrow \partial W \times [0, 1] \]
which is glued along \( \hat{\alpha}_2 \circ \phi_* \text{ with } \left[ G'_2|_{\partial W} \oplus G_2^{\perp}|_{\partial W} \oplus 1^{nk} \right] \otimes N \rightarrow -W. \]
The following Proposition follows from the constructions in [17, Section 5].

**Proposition 5.1** In the notation above, \( \alpha^N_{W, f}(\xi) - [\Sigma_{\xi}] \in \mathbb{R}[1] \subseteq K^0(Z; N). \)

Since the manifold \( Z \) is nullbordant, \( (Z, \alpha^N_{W, f}(\xi)) \sim_{\text{bor}} (Z, \Sigma_{\xi}) \in K^{geo}_0(pt; N). \) We now turn to the comparison of \( \text{ind}^R_N \) with \( \rho_{\sigma_1, \sigma_2} \circ \Phi^*_{C^*_{\text{full}}}. \) First we recall that a \( \text{II}_1 \)-factor \( N \) is equipped with a unique faithful normal tracial state \( \tau_N \) (see [13, Corollary III.2.5.8]). Whenever \( \mathcal{F}_N \rightarrow W \) is a smooth \( N \)-bundle equipped with a connection \( \nabla_{\mathcal{F}} \), we use the notation \( \text{ch}_\tau(\nabla_{\mathcal{F}}) \) for the associated Chern character,
see more in [37]. Whenever $Z$ is closed, the cohomology class of $\text{ch}_\tau(\nabla_\mathcal{F})$ only depend on $\mathcal{F}$ and we write $\text{ch}_\tau(\mathcal{F})$ for the associated de Rham cohomology class. If $W = M \times [0, 1]$, $\mathcal{F} = \mathcal{F}_0 \times [0, 1] \to W$ for a smooth $N$-bundle $\mathcal{F}_0 \to M$ equipped with two connections $\nabla_{\mathcal{F}_0}$ and $\nabla'_{\mathcal{F}_0}$, we can equipp $\mathcal{F}$ with the connection $\nabla_{\mathcal{F}} := t \nabla_{\mathcal{F}_0} + (1 - t) \nabla'_{\mathcal{F}_0}$. We set

$$
cs_\tau(\nabla_{\mathcal{F}_0}, \nabla'_{\mathcal{F}_0}) := \int_0^1 \text{ch}_\tau(\nabla_{\mathcal{F}}).
$$

**Definition 5.2** Let $(W, \xi, f)$ be a cycle for $S_0^{\text{geo}}(\Gamma, \mathcal{A})$ equipped with Dirac operators $\Xi_0$ constructed from a connection $(\nabla_W, \nabla_\mathcal{E}, \nabla'_\mathcal{E}, \nabla_E, \nabla'_{E'})$ (see Definition 4.1). We define the Clifford connections

$$
\tilde{\nabla}_1 := \nabla_{(E \otimes E_1) \oplus N} \oplus \nabla_{E' \otimes E_1 \otimes N} \oplus \nabla_{1^{nk} \otimes N},
$$

$$
\tilde{\nabla}_2 := \phi_*^{-1} \left( \nabla_{(E \otimes E_2) \oplus N} \oplus \nabla_{E' \otimes E_2 \otimes N} \oplus \nabla_{1^{nk} \otimes N} \right),
$$

where $\nabla_{1^{nk}}$ denotes the trivial connection on $1^{nk}$. The $\aleph$-Chern–Simons invariant of the cycle with connection $(W, \xi, \Xi_0, f)$ is given by

$$
cs_\aleph(W, \xi, \Xi_0, f) := \int_{\partial W} \text{cs}_\tau \left( \tilde{\nabla}_1, \tilde{\nabla}_2 \right) \wedge Td(\nabla_{\partial W}).
$$

**Remark 5.3** Suppose that $\xi$ is an easy cycle; that is, $\mathcal{E}' = E' = 0$ and $\alpha : \mathcal{E}|_{\partial W} \sim E \otimes f^* \mathcal{L}$. In this case, we can take the connection $\nabla_\mathcal{E}$ such that it coincides with the connection induced from $\nabla_E$ via $\alpha$ near $\partial W$. In this case, we have that

$$
cs_\aleph(W, \xi, \Xi_0, f) = - \int_{\partial W} \text{cs}_\tau \left( \nabla_{E \otimes E_1}, \phi_*^{-1}(\nabla_{E \otimes E_2}) \right) \wedge Td(\nabla_{\partial W}).
$$

**Remark 5.4** Whenever $Z$ is an even-dimensional closed spin$^c$-manifold and $\mathcal{F}_N \to Z$ is an $N$-bundle, i.e. $(Z, \mathcal{F}_N)$ is a cycle for $K_0^{\text{geo}}(pt; N)$, its class in $K_0^{\text{geo}}(pt; N)$ is determined by the index $\text{ind}_N(Z, \mathcal{F}_N) \in K_0(N)$. The trace, $\tau_N$, induces an isomorphism $(\tau_N)_* : K_0(N) \to \mathbb{R}$. Moreover, standard results from Mishchenko–Fomenko index theory (see for example [37, Theorem 6.9]) imply that

$$
(\tau_N)_* \text{ind}_N(Z, \mathcal{F}_N) = \int_Z \text{ch}_\tau(\mathcal{F}_N) \wedge Td(Z).
$$

**Theorem 5.5** Assume that $\sigma_1, \sigma_2 : \Gamma \to U(k)$ are representations and let $\aleph$ and $\aleph_0$ be the data chosen in the introduction of this section. The $\aleph$-Chern–Simons invariant of cycles with connection is well defined and induces a map $\text{cs}_\aleph : S_0^{\text{geo}}(\Gamma, C^{\text{full}}) \to \mathbb{R}$ fitting into the commutative diagram:
Realizing the analytic surgery group Higson and Roe...

\[ S_0^{geo}(\Gamma, C^*_\text{full}) \xrightarrow{\Phi_{C^*_\text{full}}} S_1^h(\sigma_1, \sigma_2). \]

where

1. \( \Phi_{C^*_\text{full}} \) is the map in Definition 4.2;
2. \( \rho_{\sigma_1, \sigma_2} \) is the map in Definition 3.13;
3. \( \tau_N, \text{ind}_N^{\mathbb{R}}, \) and \( \text{cs}_N \) are the maps discussed in the definitions and remarks just before the statement of the Theorem.

**Remark 5.6** The reader should note that this theorem appeared in the Introduction. As we mentioned there, the map \( \text{ind}_N^{\mathbb{R}} \) should be viewed in analogy with the topological index, while the map \( \rho_{\sigma_1, \sigma_2} \) should be viewed in analogy with the analytic index.

**Proof** We equip \( Z \) with the Clifford connection constructed from \( \nabla_W \) using the fact that \( \nabla_W \) is of product type near \( \partial W \). Remarks 4.3 and 5.4 imply that the result follows upon showing that

\[
\int_Z \text{ch}([\Sigma_{\xi}] \wedge Td(Z) - \text{cs}_N(W, \xi, \Xi_0, f)) = \int_W (\text{ch}(\nabla_{G_1}) - \text{ch}(\nabla_{G_2})) \wedge Td(\nabla_W)
- \int_W (\text{ch}(\nabla_{G'_1}) - \text{ch}(\nabla_{G'_2})) \wedge Td(\nabla_W) + \int_{\partial W \times [0,1]} (\text{ch}(\tilde{\nabla}_1) - \text{ch}(\tilde{\nabla}_2)) \wedge Td(\nabla_{\partial W}).
\]

(20)

To prove this fact, we construct a specific connection \( \nabla^\Sigma \) on \( \Sigma_{\xi} \). Let \( [0, 1] \times \partial W \cong U \subseteq W \) be a small cylindrical neighborhood of \( \partial W \) and \( [0, 1/2] \times \partial W \cong U_0 \subseteq U \) another even smaller cylindrical neighborhood. We can take

\[ \nabla^\Sigma|_{W \setminus U} = \nabla_{G^+_1 \otimes N} \oplus \nabla_{G'_1 \otimes N} \oplus \nabla_{1^n \otimes N} \quad \text{and} \]

\[ \nabla^\Sigma|_{U_0} = \hat{\alpha}^{-1}_1 \left( \nabla_{(E \otimes E_1)^+ \otimes N} \oplus \nabla_{E' \otimes E_1 \otimes N} \oplus \nabla_{1^n \otimes N} \right). \]

On the other part (i.e., \(-W \subseteq Z\)) we require that

\[ \nabla^\Sigma|_{-W \setminus \overline{U}} = \nabla_{G^+_2 \otimes N} \oplus \nabla_{G'_2 \otimes N} \oplus \nabla_{1^n \otimes N} \quad \text{and} \]

\[ \nabla^\Sigma|_{-U_0} = \hat{\alpha}^{-1}_2 \left( \nabla_{(E \otimes E_2)^+ \otimes N} \oplus \nabla_{E' \otimes E_2 \otimes N} \oplus \nabla_{1^n \otimes N} \right). \]

On \( \partial W \times [0, 1] \), we set the conditions that

\[ \nabla^\Sigma = \hat{\alpha}^{-1}_1 \tilde{\nabla}_1 \quad \text{near} \ \partial W \times \{0\} \quad \text{and} \quad \nabla^\Sigma = \hat{\alpha}^{-1}_1 \tilde{\nabla}_2 \quad \text{near} \ \partial W \times \{1\}. \]
For this choice of connections,
\[
\int_{W \cup -W} \text{ch}_\tau [\Sigma_\xi] \wedge Td(Z) = \int_W (\text{ch}(\nabla_{G_1}) - \text{ch}(\nabla_{G_2})) \wedge Td(\nabla_W)
- \int_W (\text{ch}(\nabla_{G'_1}) - \text{ch}(\nabla_{G'_2})) \wedge Td(\nabla_W)
+ \int_{\partial W \times [0,1]} (\text{ch}(\tilde{\nabla}_1) - \text{ch}(\tilde{\nabla}_2)) Td(\nabla_{\partial W}),
\]
and
\[
\int_{\partial W \times [0,1]} \text{ch}_\tau [\Sigma_\xi] \wedge Td(Z) = \int_{\partial W} \text{cs}_\tau \left( \hat{\alpha}_1^{-1} \hat{\nabla}_1, \hat{\alpha}_1^{-1} \hat{\nabla}_2 \right) \wedge Td(\nabla_{\partial W})
= \int_{\partial W} \text{cs}_\tau \left( \tilde{\nabla}_1, \tilde{\nabla}_2 \right) \wedge Td(\nabla_{\partial W}) = \text{cs}_\delta(W, \xi, \Xi_0, f).
\]

The identity (20) (and thus also the theorem) follows. □

Remark 5.7 The reader should compare Theorem 5.5 to [4, Theorem 5.4].

Suppose that \( \aleph \) and \( \aleph' \) are two different choices of data above, i.e. we choose two different isomorphisms \( \phi : E_1 \otimes N \rightarrow E_2 \otimes N \) and \( \phi' : E_1 \otimes N' \rightarrow E_2 \otimes N' \) for two \( \text{II}_1 \)-factors \( N \) and \( N' \). We define the \( N \otimes N' \)-bundle \( \ell_{\aleph,\aleph'} \rightarrow B \Gamma \times S^1 \) by gluing together
\[
E_1 \otimes N \otimes N' \times [0, 1/2] \rightarrow B \Gamma \times [0, 1/2] \text{ with } E_2 \otimes N \otimes N' \times [1/2, 1] \rightarrow B \Gamma \times [1/2, 1]
\]
in \( 1/2 \) along \( \phi \otimes \text{id}_{N'} \) and the fiber over 0 with that over 1 along \( \text{id}_N \otimes \phi' \). We conclude the following Proposition comparing the Chern–Simons term of two different choices \( \aleph \) and \( \aleph' \) as above.

Proposition 5.8 We use the notation introduction in this section (in particular, in the previous paragraph and Remark 5.4). Then, one can factor the difference
\[
(\tau_N)_* \circ \text{ind}_N^{\text{cs}} - (\tau_{N'})_* \circ \text{ind}_{N'}^{\text{cs}} = (\tau_N \circ \tau_{N'})_* \circ \gamma_{\aleph,\aleph'} \circ \delta : \mathcal{S}_0^{\text{geo}}(\Gamma, C_\text{full}^*) \rightarrow \mathbb{R},
\]
where \( \gamma_{\aleph,\aleph'} : K_1^{\text{geo}}(B \Gamma) \rightarrow K_0^{\text{geo}}(pt; N \otimes N') \) is given on the level of cycles by

\[
\gamma_{\aleph,\aleph'}(M, E, f) \equiv (M \times S^1, E \otimes f^* \ell_{\aleph,\aleph'}). \]

We note that if \( [\aleph_0] = [\aleph'_0] \in K^1(B \Gamma; \mathbb{R}/\mathbb{Z}) \), [17, Theorem 5.6] guarantees that \( (\tau_N \otimes \tau_{N'})_* \circ \gamma_{\aleph,\aleph'} \circ \delta : \mathcal{S}_0^{\text{geo}}(\Gamma, C_\text{full}^*) \rightarrow \mathbb{Z} \).

6 Vanishing results for relative \( \eta \)-invariants

The main application of this paper is the connection between the cycles relative to the assembly map and relative \( \eta \)-invariants (in particular, stable relative \( \eta \)-invariants). Such connections have previously been used to establish vanishing of stable relative \( \eta \)-invariants for cycles vanishing under the full assembly map assuming that \( \Gamma \) is a torsion-free group with the full Baum–Connes property (see for instance [23, 26, 34]).

The motivation for this sphere of problems is the following: assume that \( (M, S_{\mathbb{C}^\ell}, f) \) is a cycle for \( K_1^h(B \Gamma) \) that vanishes under assembly. This situation occurs for instance
when $M$ is spin and has positive scalar curvature, with $S_{C\ell}$ being the spinor bundle, or if there in a suitable sense exists a homotopy equivalence between two cycles $(M', S_{C\ell}', f')$ and $(M'', S_{C\ell}'', f'')$ in which case the cycle $(M, S_{C\ell}, f) = (M', S_{C\ell}', f') \cup (-M'', -S_{C\ell}'', f'')$ vanishes under assembly. Following [17, Theorem 3.8], the class associated to the cycle, $(M, S_{C\ell}, f)$, must be the boundary of a cycle $(W, \xi, f)$ for $S^\text{geo}_0(\Gamma; C_{\text{full}}^*)$ under the isomorphism $K_1^\text{geo}(B\Gamma) \cong K_1^h(B\Gamma)$. If $C_{\text{full}}^*(\Gamma)$ has the Baum–Connes property, the map $\Phi_{C_{\text{full}}^*}$ of Theorem 4.12 vanishes. After applying the relative $\eta$-invariant on $S^h_1(\sigma_1, \sigma_2)$ we arrive at the identity

$$\rho_{\sigma_1, \sigma_2} \circ \Phi_{C_{\text{full}}^*}(W, \xi, f) = n + \rho_{\sigma_1, \sigma_2}(M, S_{C\ell}, f, D) = 0.$$ 

However, there is a large freedom in choosing the cycle $(W, \xi, f)$ and vanishing results for relative $\eta$-invariants can only be obtained if it is possible to choose $(W, \xi, f)$ in such a way that $n = 0$.

### 6.1 The $(\sigma_1, \sigma_2)$-relative index problem

Many results in this section are based on solving a certain type of index problem. The index problem can be formulated in two ways. One is suited for Banach algebras and the relative $\eta$-invariant and a second, which we treat in the next subsection, that (with currently available techniques) is only available for $C^*$-algebras; it is also better suited for treating stable relative $\eta$-invariants.

**Definition 6.1** (The $(\sigma_1, \sigma_2)$-relative index problem) Assume that $A(\Gamma)$ is a Banach algebra completion of $\mathbb{C}[\Gamma]$ such that $\sigma_1$ and $\sigma_2$ extend to continuous homomorphisms $A(\Gamma) \rightarrow M_\ell(\mathbb{C})$. The $(\sigma_1, \sigma_2)$-relative index problem for $(M, S_{C\ell}, g, D)$ (with respect to $A(\Gamma)$), where $(M, S_{C\ell}, g)$ is a cycle for $K_1(B\Gamma)$ and $D$ is a choice of Dirac operator on $S_{C\ell}$, is to find a cycle $(W, \xi, f)$ for $S^\text{geo}_0(\Gamma; A)$ such that

$$\Phi_A(W, \xi, f) = [M, S_{C\ell}, g, D, 0] \text{ in } S^h_1(\sigma_1, \sigma_2).$$

**Remark 6.2** A solution to the $(\sigma_1, \sigma_2)$-relative index problem is never unique. A disjoint union by any cycle $(M, \mathcal{E})$ for $K_0^\text{geo}(pt; A(\Gamma))$ such that $(\sigma_1 - \sigma_2)_*(M, \mathcal{E}) = 0$ does not alter the boundary of a cycle for $S^\text{geo}_0(\Gamma; A)$.

**Proposition 6.3** Assume that $\Gamma$ is a torsion-free group and that $A(\Gamma)$ (as in Definition 6.1) has the Baum–Connes property. If $(M, S_{C\ell}, g, D)$ admits a solution to the $(\sigma_1, \sigma_2)$-relative index problem,

$$\rho_{\sigma_1, \sigma_2}(M, S_{C\ell}, g, D) = 0.$$

**Proof** If $A(\Gamma)$ has the Baum–Connes property, then $S^\text{geo}_0(\Gamma, A) = 0$; hence,

$$\rho_{\sigma_1, \sigma_2} \circ \Phi_A(W, \xi, f) = \rho_{\sigma_1, \sigma_2}(M, S_{C\ell}, g, D) = 0$$

if $(W, \xi, f)$ solves the $(\sigma_1, \sigma_2)$-relative index problem for $(M, S_{C\ell}, g, D)$. \qed
Remark 6.4 The obvious topological obstruction to solving the \((\sigma_1, \sigma_2)\)-relative index problem for \((M, S_{\mathbb{C}L}, g, D)\) is that its image under assembly vanishes (i.e., \(\mu_A(M, S_{\mathbb{C}L}, g) = 0 \) in \(K_1(A(\Gamma))\)). Unfortunately, the \((\sigma_1, \sigma_2)\)-relative index problem does in general not admit a solution even when the assembly of the cycle vanishes. This follows from Proposition 6.3 and the examples in [34, Section 15].

6.2 The stable \((\sigma_1, \sigma_2)\)-relative index problem

To remedy the problem discussed in Remark 6.4, we modify the \((\sigma_1, \sigma_2)\)-relative index problem slightly. The drawback is that in the current state of higher Atiyah–Patodi–Singer theory, we can only consider \(C^*\)-algebra coefficients onto which \(\sigma_1\) and \(\sigma_2\) extend continuously.

Definition 6.5 (The stable \((\sigma_1, \sigma_2)\)-relative index problem) A decorated cycle \((W, \Xi, f)\) for \(S^\text{geo}_0(\Gamma, \mathbb{C}^*_{\text{full}})\) solves the stable \((\sigma_1, \sigma_2)\)-relative index problem for the cycle \((M, S_{\mathbb{C}L}, g, D)\) with Dirac operator if there is an even-dimensional oriented vector bundle \(V \to M\) and a smoothing operator \(A \in \Psi^{-\infty}(M^V, S^V_{\mathbb{C}L} \otimes (g^V)^*\mathcal{L})\) such that \(D^V + A\) is invertible and

\[
\tilde{\Phi}_{\mathbb{C}^*_{\text{full}}}(\Gamma)(W, \Xi, f) = [M^V, S^V_{\mathbb{C}L}, g^V, D^V, A, 0] \quad \text{in} \quad \tilde{S}_1^h(\sigma_1, \sigma_2)
\]

Proposition 6.6 Suppose that the full \(C^*\)-completion of a torsion-free group \(\Gamma\) has the Baum–Connes property. Then, whenever \((M, S_{\mathbb{C}L}, g, D)\) admits a positive solution to the stable \((\sigma_1, \sigma_2)\)-relative index problem,

\[
\rho^s_{\sigma_1, \sigma_2}(M, S_{\mathbb{C}L}, g, D) = 0.
\]

Proof Using [23, Proposition 6.6] we can assume that \(V\) is the zero bundle. Note that the Baum–Connes property implies that \(S^\text{geo}_0(\Gamma, \mathbb{C}^*_{\text{full}}) = 0\) so \(\rho_{\sigma_1, \sigma_2} \circ \tilde{\Phi}_{\mathbb{C}^*_{\text{full}}} = 0\). Then, Proposition 3.13 implies that

\[
\rho_{\sigma_1, \sigma_2} \circ \tilde{\Phi}_{\mathbb{C}^*_{\text{full}}}(W, \Xi, f) = \rho_{\sigma_1, \sigma_2}(M, S_{\mathbb{C}L}, g, D, A) = \rho^s_{\sigma_1, \sigma_2}(M, S_{\mathbb{C}L}, g, D) = 0
\]

where \((W, \Xi, f)\) solves the stable \((\sigma_1, \sigma_2)\)-relative index problem for \((M, S_{\mathbb{C}L}, g, D)\); we note that the middle equality follows from Lemma 2.8.

Theorem 6.7 Let \(\Gamma\) be a discrete group and \((M, S_{\mathbb{C}L}, f, D)\) be a \(K^B_1(\mathbb{B}\Gamma)\)-cycle equipped with a Dirac operator. Then, this cycle admits a solution to the stable \((\sigma_1, \sigma_2)\)-relative index problem if and only if \(\mu_{\mathbb{C}^*_{\text{full}}}(M, S_{\mathbb{C}L}, f) = 0\).

Before proving this Theorem, we make a few preparatory remarks.

Remark 6.8 The “only if”-part of the proof of Theorem 6.7 is easy: if \((M, S_{\mathbb{C}L}, f, D)\) admits a solution to the stable \((\sigma_1, \sigma_2)\)-relative index problem, \((M, S_{\mathbb{C}L}, f)\) is in the image of

\[
S^\text{geo}_0(\Gamma, \mathbb{C}^*_{\text{full}}) \xrightarrow{\delta} K^B_1(\mathbb{B}\Gamma) \xrightarrow{\sim} K^h_1(\mathbb{B}\Gamma)
\]

hence, by [17, Theorem 3.8], \(\mu_{\mathbb{C}^*_{\text{full}}}(M, S_{\mathbb{C}L}, f) = 0\).
For the converse statement, it suffices to prove that whenever \((M, S_{C\ell}, f, D)\) is a \(K_1(B\Gamma)\)-cycle with a choice of Dirac operator such that \(\mu (M, S_{C\ell}, f) = 0\) in \(K_1(C^*_\text{full}(\Gamma))\), there exists:

1. an even-dimensional oriented vector bundle \(V \to M\) such that \(M^V\) can be equipped with a spin\(c\)-structure;
2. a decorated cycle \((W, \Xi, f^V)\) for \(S^0_{geo}(\Gamma, C^*_\text{full})\) with \(\partial W = M^V\);
3. a null-bordant cycle \(x\) for \(S^0_{geo}(\Gamma, C^*_\text{full})\);
4. a cycle \(y \in K^0_{geo}(pt; C^*_\text{full}(\Gamma))\);

such that

\[
\tilde{\Phi}_{C^*_\text{full}}( (W, \Xi, f^V) \cup r(y) ) = (M^V, S^V_{C\ell}, f^V, D^V, A, 0) \cup \tilde{\Phi}_{C^*_\text{full}}(x),
\]

on the level of cycles modulo disjoint union/direct sum. We note here the subtlety that vector bundle modification on the right hand side is carried out in the oriented model (see Definition 3.7).

**Remark 6.9** In the proof of Theorem 6.7, we carry out vector bundle modification in the geometric models \(K^1_{geo}\) as well as \(S^0_{geo}\) using the Bott class rather than the Bott bundle, the latter approach lying closer to the vector bundle modification used in Sect. 2.3. The motivation for the use of the Bott class is that we need the notion of normal bordism; this notion requires the usage of cycles with \(K\) in Sect. 2.3. The motivation for the use of the Bott class is that we need the notion of normal bordism; this notion requires the usage of cycles with \(K\)-theory data and modification using the Bott class. The reader can find the relevant details in [36, Chapter 4.5] and [17, Section 2 and 3].

**Proof of Theorem 6.7** For notational simplicity we assume \(M\) to be connected. The proof for non-connected \(M\) is carried out analogously (only the fiber dimensions of the vector bundles which one modifies by can vary on each connected component). The manifold data in the vector bundle modified cycle \((M, S_{C\ell}, f, D)\) admits a canonical spin\(c\)-structure, so we can assume that \(M\) has a spin\(c\)-structure \(S_M \to M\) and that \(S_{C\ell} = S_M \otimes E_C\) for some vector bundle \(E_C \to M\).

Since \((M, E_C \otimes f^*L) \sim 0\) in \(K^1_{geo}(pt; C^*_\text{full}(\Gamma))\) and the equivalence relation defining \(K^1_{geo}(pt; C^*_\text{full}(\Gamma))\) coincides with normal bordisms (see [36, Chapter 4.5]), there is a \(2k\)-dimensional spin\(c\)-normal bundle \(V \to M\), a spin\(c\)-manifold \(W\) with boundary \(\partial W = M^V\) and \(C^*_\text{full}(\Gamma)\)-bundles \(E^C_{C^*_\text{full}(\Gamma)}\), \(E'_{C^*_\text{full}(\Gamma)}\) to \(W\) such that

\[
\partial(W, [E^C_{C^*_\text{full}(\Gamma)}] - [E'_{C^*_\text{full}(\Gamma)}]) = (M, [E_C \otimes f^*L])^Y = (M^V, [E^V_C \otimes (f^V)^*L] - 2k[\pi^*_V E_C \otimes (f^V)^*L]), \tag{21}
\]

on the level of isomorphism classes of cycles for \(K^1_{geo}(pt; C^*_\text{full}(\Gamma))\) with \(K\)-theory data. Here \(E^V_C\) is defined using the \(2k\)-dimensional Bott bundle \(Q^V \to M^V\) (associated with the spin\(c\)-structure) by setting \(E^V_C := \pi^*_V E \otimes Q_V\) (i.e., \(E^V_C\) is the vector-bundle modification of \(E_C\) in \(K^1_{geo}\) using the Bott bundle of \(V\)).

To simplify notation, we set \(E_0 := 2k\pi^*_V E_C \to \partial W = M^V\) and \(g := f^V : \partial W \to B\Gamma\). It follows from (21), after possibly taking direct sums of \(E^C_{C^*_\text{full}(\Gamma)}\) and \(E'_{C^*_\text{full}(\Gamma)}\)
with trivial bundles, that there is an isomorphism
\[ \alpha : \mathcal{E}_{\text{full}}(\Gamma)|_{\partial W} \otimes E_0 \otimes g^* \mathcal{L} \rightarrow \mathcal{E}'_{\text{full}}(\Gamma)|_{\partial W} \otimes E_0^V \otimes g^* \mathcal{L}. \]

In particular,
\[ \xi := (\mathcal{E}_{\text{full}}(\Gamma), \mathcal{E}'_{\text{full}}(\Gamma), E_0^V, \alpha) \]
is a cocycle for \( K^0(W, \partial W, \mu_\mathcal{L}) \). Let \( S_\mathcal{M} \rightarrow M^\mathcal{V} \) denote the spin^c-structure of \( M^\mathcal{V} \). We note that Proposition 2.11 implies that an explicit cycle representing the image of \( \delta(W, \xi, g) \) under \( K_{\text{geo}}^1(B\Gamma) \sim \rightarrow K^1(B\Gamma) \) is given by
\[ (M^\mathcal{V}, E_0^V \otimes S_\mathcal{M}^\mathcal{V}, g) \cup - (M^\mathcal{V}, E_0 \otimes S_\mathcal{M}^\mathcal{V}, g). \]

Define the closed ball bundle \( M^\mathcal{B} := \bar{B}(V \oplus 1^R) \) and let \( \pi^\mathcal{B} : M^\mathcal{B} \rightarrow M \) denote the projection. The map \( g = f^V : M^\mathcal{V} \rightarrow B\Gamma \) extends to a map \( f^B := f \circ \pi^\mathcal{B} : M^\mathcal{B} \rightarrow B\Gamma \) and the bundle \( E_0 \rightarrow M^\mathcal{V} \) extends to a bundle \( E_B := 2^k \pi_B^*E \rightarrow M^\mathcal{B} \).

As such, we obtain an easy cycle
\[ x := (M^B, (E_B \otimes (f^B)^* \mathcal{L}, E_0, \text{id}), g) \quad \text{for} \quad S^\text{geo}_0(\Gamma, C_{\text{full}}^*). \]

Choose a decoration
\[ \Xi = \left( \xi, (D_{\mathcal{E}}, D_{\mathcal{E}'}, D_{E^V}, D_0), (A_{\mathcal{E}}, A_{\mathcal{E}'}, \tilde{A}) \right), \]
such that \( D^V = D_{E^V} \). Since \( \mu(M^\mathcal{V}, E_0^V, g) = \mu(M^\mathcal{V}, E_0, g) = 0 \), we can choose \( \tilde{A} = A_0 \cup - A \), see Theorem 2.4. We choose a decoration of \((E_B \otimes (f^B)^* \mathcal{L}, E_0, \text{id})\) of the form
\[ \Xi_B = \left( (E_B \otimes (f^B)^* \mathcal{L}, E_0, \text{id}), (D_B, D_0), (A_B, A_0) \right). \]

Define
\[ y := -\text{ind}_{\mathcal{A}PS}(W, \Xi, g) - \text{ind}_{\mathcal{A}PS}(M^B, \Xi_B, g) \in K_0(C_{\text{full}}^*(\Gamma)), \]
\[ n := (\sigma_1 - \sigma_2)_* \text{ind}_{\mathcal{A}PS}(W, \Xi, g) \quad \text{and} \quad n_B := (\sigma_1 - \sigma_2)_* \text{ind}_{\mathcal{A}PS}(M^B, \Xi_B, g). \]

By definition, modulo the disjoint union/direct sum relation, we have
\[ \tilde{\Phi}_{C_{\text{full}}^*}(\{(W, \Xi, g)\cup r(y)\}) = (M^\mathcal{V}, S^\mathcal{V}_{C_{\mathcal{E}}}, f^V, D^V, A, n) \cup - (M^\mathcal{V}, E_0 \otimes S_\mathcal{M}^\mathcal{V}, f^V, D_0, A_0, 0) \]
\[ \cup (\emptyset, \emptyset, \emptyset, \emptyset, -n - n_B) \]
\[ = (M^\mathcal{V}, S^\mathcal{V}_{C_{\mathcal{E}}}, f^V, D^V, A, 0) \cup - (M^\mathcal{V}, E_0 \otimes S_\mathcal{M}^\mathcal{V}, f^V, D_0, A_0, n_B). \]
It is clear that \((M^V, E_0 \otimes S_{M^V}, f^V, D_0, A_0, n_B) = \Phi_{C^*_\text{full}}^{\text{geo}}(\Gamma)(x)\). The proof is complete upon proving that \(x \sim_{\text{bor}} 0\) in \(s_{0}^{\text{geo}}(\Gamma, C^*_\text{full})\).

We set \(M^{B^2} := \tilde{B}(V \oplus I_{B})\) and let \(\pi_{B^2} : M^{B^2} \to M\) denote the projection. Introduce the notation \(E_{B^2} := 2^k \pi_{B^2}^* E \to M^{B^2}\). We note that \(\partial M^{B^2} = M^{B} \cup M^{V} M^{B}\) in a way compatible with the projection maps. We also set \(g_2 := f \circ \pi_{B^2}|_{MB}\). It can be directly verified that

\[
x = \partial((M^{B^2}, M^B), (E_{B^2} \otimes g_2^* L, E_B, \alpha_B), g_2)
\]

for a suitable \(\alpha_B\) constructed from \(\alpha\).

\[\square\]

### 6.3 Vanishing results

We summarize the vanishing results for (stable) relative \(\eta\)-invariants, which can be inferred from results in the previous section; these results have previously been proved using different techniques in [34]. The results for the stable relative \(\eta\)-invariants are as follows:

**Theorem 6.10** Assume that \(\Gamma\) is a torsion-free group having the full Baum–Connes property. If \((M, S_{\mathbb{C}^\ell}, g, D)\) is a \(K^1_1(B\Gamma)\)-cycle with a Dirac operator. Then

\[
\mu^{\text{C}_\text{full}}(M, S_{\mathbb{C}^\ell}, g) = 0 \Rightarrow \rho^{\text{s}}_{\sigma_1, \sigma_2}(M, S_{\mathbb{C}^\ell}, g, D) = 0.
\]

**Proof** It follows from Proposition 6.6 and Theorem 6.7 that if \(\mu^{\text{C}_\text{full}}(M, S_{\mathbb{C}^\ell}, g) = 0\) then \(\rho^{\text{s}}_{\sigma_1, \sigma_2}(M, S_{\mathbb{C}^\ell}, g, D) = 0\).

**Remark 6.11** Theorem 6.10 trivially implies Lemma 2.8 under the stronger assumption that \(\mu^{\text{C}_\text{full}}\) is an isomorphism because \(\rho^{\text{s}}_{\sigma_1, \sigma_2}(M, S_{\mathbb{C}^\ell}, g, D) = 0\) whenever \(\mu^{\text{C}_\text{full}}(M, S_{\mathbb{C}^\ell}, f) = 0\).

The following corollary of Theorem 6.10 was proved in [34] using a suitable choice of smoothing operator; we state it here for completeness.

**Corollary 6.12** Assume that \(\Gamma\) is a torsion-free group having the full Baum–Connes property. Then

1. The relative \(\eta\)-invariant for signature operators (see Notation 2.7) is homotopy invariant.
2. The relative \(\eta\)-invariant vanishes on manifolds of positive scalar curvature.

**Remark 6.13** A connection to work in [12] should be mentioned. Namely, using the group defined in [12, Section 4.2] (and discussed in Remark 3.16) and the \(L^2\)-Atiyah-Patodi-Singer index theorem of Ramachandran [35], the proof above can be altered to obtain analogous rigidity results for \(\ell^2\)-relative \(\eta\)-invariants. These results were first proved in [28], while a “Higson and Roe” type proof is presented in [12]. Of course, such a proof would require additional work and we will not pursue the full details here.
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