Velocity transformation for compressible wall-bounded turbulent flows with and without heat transfer
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In this work, a transformation, which maps the mean velocity profiles of compressible wall-bounded turbulent flows to the incompressible law of the wall is proposed. Unlike existing approaches, the proposed transformation successfully collapses, without specific tuning, numerical simulation data from fully developed channel and pipe flows, and boundary layers with or without heat transfer. In all these cases, the transformation is successful across the entire inner layer of the boundary layer (including the viscous sublayer, buffer layer, and logarithmic layer), recovers the asymptotically exact near-wall behavior in the viscous sublayer, and is consistent with the near balance of turbulence production and dissipation in the logarithmic region of the boundary layer. The performance of the transformation is verified for compressible wall-bounded flows with edge Mach numbers ranging from 0 to 15 and friction Reynolds numbers ranging from 200 to 2000. Based on physical arguments, we show that such a general transformation exists for compressible wall-bounded turbulence regardless of the wall thermal condition.

Significance Statement

Near a solid wall, the mean velocity of an incompressible fluid is a nearly universal function of the distance from the wall when appropriately transformed (non-dimensionalized). For high-speed compressible flows, due to the wall-normal variations of density and viscosity, it has not been established how to transform a dimensional velocity profile into a universal profile. We propose a transformation that is more accurate and more broadly applicable than existing approaches. This improvement results from deploying different physical arguments for the two critical sub-domains of a boundary layer. The transformation can be used to extend incompressible turbulence models to compressible turbulent flows, such as those encountered by vehicles for high-speed transportation and planetary reentry.
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in equilibrium across the entire inner layer of the boundary layer. Furthermore, the improved model assumes that the turbulent shear stress \( \tau^p_R = -\bar{p}u'v''/\tau_w \) (1) and \( \epsilon^p/\mu^+ \) are Mach-independent functions of the non-dimensional wall-normal coordinate \( y^* \), where \( \epsilon \) denotes the density weighted Favre average and \( \epsilon^p \) denotes the fluctuation about this average. Recalling that \( P = -\bar{p}u'v''/\partial U/\partial y \) (where \( U \) is the Favre averaged velocity henceforth), these assumptions imply that \( (1/\mu^+) (\partial U^+/\partial y^*) = S^1_1[y^*] \), where \( S^1_1 \) is some Mach-independent function. Note that, throughout this work, brackets \([\cdot]\) denote functional dependence.

However, Zhang et al. (3) further report that \( S^1_1 \) is not Mach invariant in the viscous sublayer, so it is inaccurate to directly integrate \( S^1_1 \) as a velocity transformation. Similar to Huang and Coleman (14), they proceed by deriving the mixing length that is implied by \( S^1_1 \), assuming the mixing length is Mach invariant across the entire inner layer of the boundary layer, and further assuming the existence of a constant stress layer near the wall. These assumptions imply the following transformation \( S^2_2[y^*] = \left( -S^1_1 - 2 + \sqrt{S^1_1^2 + 4(1 - \mu^+ S^1_1)} \right)/\left(1 - \mu^+ S^1_1 \right) \) (3). Zhang et al. recommend the use of \( S^2_2 \) instead of \( S^1_1 \). Although the \( S^2_2 \) transformation performs well in adiabatic boundary layers (see Fig. 4 in (3)), the performance in channel flows, pipe flows, and diabatic boundary layers is poor, which will be documented later in this paper.

The observation that \( S^1_1 \) varies with the Mach number in the viscous sublayer should be expected since the derivation of the expression for \( S^1_1 \) is based on the equilibrium assumption of \( P/\epsilon \approx 1 \), which is not justifiable in the viscous sublayer and buffer layer. In this work, separate physical arguments will be invoked in those regions.

**Transformation based on turbulence quasi-equilibrium**

Before considering the viscous sublayer, we first generalize the log layer arguments of Zhang et al. (3) to diabatic flows. Huang et al. (15) show that, for cooled walls, the semi-local velocity scale \( u_{\text{sl}} = \sqrt{\tau_w/\mu_0} \) and length scale \( \ell_{\text{sl}} = \nu[y]/u_{\text{sl}} \) are more appropriate for mapping the wall-normal distributions of turbulence statistics to their incompressible counterparts. In addition, Coleman et al. (16) numerically show that a good collapse is obtained when plotting the turbulence statistics versus the semi-local wall-normal coordinate \( y^* = y/\ell_{\text{sl}} \) for different diabatic supersonic channel flows.

Following Huang et al. (15) and Coleman et al. (16), to account for the diabatic effects, the proposition by Zhang et al. (3) is generalized to be that \( \tau^p_R = -\bar{p}u'v''/\tau_w \) and \( \epsilon^p = \epsilon^+ / \mu^+ \) are Mach-independent functions of \( y^* \) instead of \( y^* \), where the \( \epsilon \) superscripts denote non-dimensionalization with respect to semi-local quantities, and the non-dimensional production \( P^+ = \tau^p_R (\partial U^+/\partial y^*) \) is assumed to approximately balance with the non-dimensional dissipation \( \epsilon^+ \). Rather than requiring a precise balance \( P^+ / \epsilon^+ \approx 1 \) as in Zhang et al. (3), a strictly weaker assumption of an approximate balance (or quasi-equilibrium) is invoked, namely \( P^+ / \epsilon^+ \) is a Mach-independent function of \( y^* \). These assumptions imply that

\[
\left( \frac{P^+}{\epsilon^+} \right)[y^*] = \frac{\tau^+_R[y^*] }{\epsilon^+[y^*]} \frac{\partial U^+/\partial y^*}{\mu^+},
\]

implies that the following non-dimensionalization of the mean shear

\[
S^q_{eq}[y^*] = \frac{1}{\mu^+} \frac{\partial U^+}{\partial y^*} = \frac{\partial U^+}{\partial y^*},
\]

is a Mach-independent function in the log region. This definition of the non-dimensional mean shear also defines the transformed velocity \( U_\text{eq}^+ \). These assertions of Mach independence are validated collectively in Fig. 1(a) and (b). These figures show distributions of the premultiplied non-dimensional mean shear \( S^1_1[y^*] \) versus the semi-local wall-normal coordinate \( y^* \) for various channel and pipe flows in Fig. 1(a) and boundary layers in Fig. 1(b). \( S^q_{eq} \) is indeed Mach invariant since a wide range of compressible velocity profiles collapse to the incompressible reference data in the log region. \( S^q_{eq} \) is referred to as the non-dimensionalization of the mean shear based on turbulence quasi-equilibrium, and it is suitable for both adiabatic and diabatic wall-bounded flows in the log layer. Unlike the approach of Zhang et al. (3), the mixing-length and constant-stress-layer assumptions have not been invoked. Also, this transformation will only be deployed for the Reynolds shear stresses. The viscous stresses will be handled in the following development.
Prior numerical evidence supports this criticism. Although the transformation has been successful in channel flows even in the log region (see (4, 5, 12, 13)), it has displayed some variability in the log intercepts of transformed velocity profiles from adiabatic boundary layers, and the variability is even more pronounced in diabatic boundary layers (see (8–11)). In all of these cases, the transformation performs well in the viscous sublayer where the viscous stress \( \tau_v > \tau_R \), but in boundary layers it is less successful in the log region where \( \tau_R > \tau_v \). This is clearly demonstrated in Fig. 1(b), where \( S_{TL}^+y^+ \) collapses to the incompressible reference in the near-wall region, but for \( y^+ > 30 \) \( S_{TL}^+ \) is overpredicted for many cases. (Note that errors in the mean shear are cumulative when computing the transformed velocity; so even the slight, but sustained, overprediction of mean shear profiles leads to an overprediction of the log-intercept in transformed velocity profiles as shown in Fig. 2(b).) This motivates the present transformation, which treats the viscous stress and Reynolds shear stress separately using established principles of boundary layer theory.

**Total-stress-based transformation**

Leveraging the prior analyses of the viscous sublayer and the log layer, a velocity transformation that is valid across the entire inner layer is derived by first recalling that the total shear stress is the sum of the viscous and Reynolds shear stresses, i.e., \( \tau^* = \tau_v^* + \tau_R^* \). The total stress can be written in terms of a generalized non-dimensional mean shear \( S^+_t \), which is defined by

\[
\tau^+ = S_t^+ (\tau_v^+ S_{TL}^+ + \tau_R^+ S_{eq}^+) \tag{3}
\]

By construction, in the near-wall limit where \( \tau_v^+ \to \tau^+ \), the relation \( S_t^+ \to S_{TL}^+ \) holds, thus recovering the Trettel-Larsson (4) transformation, which has the asymptotically correct near-wall behavior derived by Carvin et al. (19). Meanwhile, in the log region where \( \tau_R^+ \to \tau^+ \), \( S_t^+ \to S_{eq}^+ \), thus recovering the non-dimensionalization of the mean shear based on the approximate balance of turbulence production and dissipation. Observing

\[
\tau^+ = \frac{\tau_v^*}{S_{TL}^+} + \frac{\tau_R^*}{S_{eq}^+} \tag{4}
\]

that Eq. (2) implies \( \tau_v^+ = S_{TL}^+ \), and with \( \tau_R^+ = \tau^+ - \tau_v^+ \), Eq. (3) can be rearranged for \( S_t^+ \) as,

\[
S_t^+ = \left( \frac{\tau^+}{\tau_v^*} S_{eq}^+ - S_{TL}^+ \right) \tag{5}
\]

This equation (the presently proposed transformation) is referred to as the total-stress-based transformation since it is an overall non-dimensionalization of the mean shear that treats the viscous and Reynolds shear stresses independently using results from boundary layer theory, only in their domains of applicability. Integration with respect to the semi-local wall-normal coordinate leads to the transformed velocity

\[
U_t^+ | y^+ = \int S_t^+ dy^+ \tag{6}
\]

As a practical note, if the total stress profile is not available, the present transformation in Eq. (4) can be combined with a constant-stress-layer assumption, \( \tau^+ \approx 1 \), which is suitable for the canonical flows considered in this work.

\[
S_t^+ \approx \frac{S_{eq}^+}{1 + \frac{S_{eq}^+ - S_{TL}^+}{S_{eq}^+}} \tag{7}
\]

Comparing Fig. 2(c) and Fig. 2(d), for this data, there is no discernible difference between using the exact total shear stress profile and the constant-stress-layer model.

For incompressible flows, there is an established definition of the eddy viscosity \( \mu_t^+ \) in terms of the compressible eddy viscosity \( \tau^+ \). For compressible flows, it is an open question how to best define the compressible eddy viscosity to facilitate modeling. The present velocity transformation in Eq. (4) suggests the definition of the compressible eddy viscosity as follows

\[
\mu_t^+ = \frac{\tau^+}{S_{eq}^+} \frac{\tau_v^+}{\partial U^+ / \partial y^+} \tag{8}
\]

Then, Eq. (3) implies that the total shear stress can be expressed in terms of the compressible eddy viscosity as

\[
\tau^+ = S_t^+ (1 + \mu_t^+) \tag{9}
\]

Note that this equation also holds for the incompressible limit, \( \mu_t^+ \to \mu_v^+ \).

On the other hand, a different definition of the compressible eddy viscosity is implied by the Trettel-Larsson transformation (4). Although their formulation does not explicitly
define a compressible eddy viscosity, the total stress formalism proposed above can be applied to their transformation by redefining the compressible eddy viscosity as

\[ \mu^+_{i,TL} = \frac{\tau^+_{i}}{S^+_{TL}} = \frac{\tau^+_{R}}{\mu^+ \partial U^+/\partial y^+}. \]  

[7]

Then, the analogy to Eq. (3) is \( \tau^+ = S^+_{TL}(1+\mu^+_{i,TL}) \), where the viscous and Reynolds shear stresses have both been written in terms of \( S^+_{TL} \). The fact that \( \mu^+_{i} \) and \( \mu^+_{i,TL} \) are not equivalent, in general, suggests that the semi-local accounting of mean property effects in the Reynolds shear stress is not equivalent to accounting for the change in the mean shear required to maintain turbulence in quasi-equilibrium. However, these two assumptions are equivalent when and only when the condition, \((\mu^+)^2(\partial y^+/\partial y^+) = 1\), is satisfied. Fig. 1(a) shows that for moderate \( Re^*_c \) channel and pipe flows, the Trettel-Larsson and turbulence quasi-equilibrium transformations are equivalent. Consistently, Fig. 3 indicates that \((\mu^+)^2(\partial y^+/\partial y^+) \approx 1\) for these flows. Meanwhile, Fig. 1(b) shows an overprediction of the mean shear by the Trettel-Larsson transformation in several boundary layer flows, which is also consistent with the departure from unity of \((\mu^+)^2(\partial y^+/\partial y^+)\) in Fig. 3 for the boundary layers. The transformed velocity profiles for the boundary layers, channel and pipe flows are shown in Fig. 2. The results for the transformation of Zhang et al. (3) in Fig. 2(a) do not collapse to the incompressible reference since this transformation relies on a mixing length definition and a mean shear non-dimensionalization that are only applicable to adiabatic flows. The results for the Trettel-Larsson transformation (4) in Fig. 2(b) exhibit considerable scatter in the logarithmic region, which is consistent with the overprediction of the mean shear in the beginning of the log region observed in Fig. 1(b). The total-stress-based transformation in Fig. 2(c)

Fig. 2. The Zhang et al. (3) (a), Trettel-Larsson (4) (b), and present total-stress-based (c) compressible velocity transformations versus the semi-local wall-normal coordinate. An approximate version of the total-stress-based transformation based on Eq. (5) is shown in (d) in which the constant-stress-layer assumption, i.e., \( \tau^+ = 1 \), is invoked instead of using the exact total shear stress data as in Eq. (4). The database includes: the adiabatic boundary layers (7–9), diabatic boundary layers (with both heated and cooled walls) (8–10), channel flows (4, 12, 13), pipe flows (20), and a diabatic turbulent boundary layer downstream of the impingement of a shockwave on a laminar boundary layer (11). The line color indicates the semi-local Reynolds number \( Re^*_c = \delta \sqrt{\tau^+/\mu} \). All data have \( Re^*_c \) larger than 200. Incompressible channel data of Lee and Moser (17) with \( Re^*_c \approx 5200 \) (black dashed lines) and the zero-pressure-gradient boundary layer data of Sillero et al. (21) with \( Re^*_c \approx 2000 \) (black dotted lines) are shown for reference.

Fig. 3. \((\mu^+)^2(\partial y^+/\partial y^+)\) versus the semi-local wall-normal coordinate. Unity indicates the equivalence of the present and Trettel-Larsson (4) transformations. Profiles of channel and pipe flows (black) (4, 12, 13, 20), adiabatic boundary layers (magenta) (7–8), and diabatic boundary layers (cyan) (8–11). For all cases plotted, \( Re^*_c > 600 \).
is accurate for all flows and lies within the reference data, as the remaining scatter is mostly confined to the boundary layer wake \( y/\delta > 0.2 \), where even the incompressible data is not universal.

In addition, two empirical velocity transformations have been developed. 1) Iyer and Malik (22) use ad hoc functions, such as the minimum and average, to hybridize \( y^+ \) and \( y^* \) to combine the strengths of various models. In contrast, the present approach does not rely on ad hoc blending functions and only uses \( y^+ \) since it has been established as the correct non-dimensionalization of various turbulent statistics (15, 16). 2) Volpiani et al. (6) use data-fitting to determine the non-dimensionalizations of \( y \) and \( \partial U/\partial y \). While this method performs well in the boundary layer cases which are used in their training database, we find that the model does not perform as well in channel and pipe flows.

A direct comparison reveals that the present transformation is more accurate than that obtained from the recent data-driven approach of Volpiani et al. (6), particularly in channel flows (as will be demonstrated next). Additional advantages of the present method are that it is based on physical arguments and uses the well-established semi-local non-dimensionalization of the wall-normal coordinate (15, 16). Unlike the present transformation and the Trettel-Larsson transformation, the data-driven approach does not recover the well-established viscous-sublayer transformation in the near-wall region (19).

The transformed velocity profiles for the same compressible flows considered in Fig. 2 are presented here for three classes of flows separately. In Fig. 4, five velocity transformations are applied to the channel and pipe flow data. The van Driest (2) and Zhang et al. (3) transformations are the least accurate since they were developed for adiabatic boundary layers. At low Reynolds numbers, the Volpiani et al. (6) transformation generates higher error than the Trettel-Larsson (4) and present transformations.

In Fig. 5, the velocity transformations are applied to the adiabatic boundary layer data. The van Driest (2) and Zhang et al. (3) transformed profiles depart from the incompressible reference data in the outer region, but this discrepancy in the wake region can be eliminated by comparing with the incompressible data at a matched \( Re_c \), by similar arguments advanced by Modesti and Pirozzoli (12). On the other hand, for the Trettel-Larsson (4) transformation, there is some scatter with regard to the log intercept and this scatter can not be attributed to the Reynolds number of the reference data. The Volpiani et al. (6) and present transformations are accurate even at low Reynolds numbers.

In Fig. 6, the velocity transformations are applied to the diabatic boundary layer data. Similar to the results for channel and pipe flows, the van Driest (2) and Zhang et al. (3) transformations are inaccurate since they were derived for adiabatic flows. The Trettel-Larsson (4) transformed profiles have log intercepts that do not agree with the incompressible reference data. This shift in the data is the result of the integrated overprediction of the mean shear documented in Fig. 1(b). On the other hand, the transformations of Volpiani et al. (6) and the present method are the most accurate for these flows.

Next, the three transformations with the lowest error are compared quantitatively. The integrated percent error for the transformed velocity profiles can be defined as

\[
\epsilon = 100 \frac{\int_0^{100} (U_{a+} - U_{b+}) dy_a}{\int_0^{100} U_{a+} dy_a},
\]

which is applicable for any given velocity transformation. Here, \( U_{a+} \) is the non-dimensional transformed compressible velocity profile, and \( y_a \) is the non-dimensional wall-normal coordinate that corresponds to a specific transformation. \( U_{b+} \) denotes the incompressible reference velocity profile (non-dimensionalized with respect to wall units) for a channel flow at \( Re_c = 5200 \) (17). Note that for all transformations considered in this work \( y_a \rightarrow y^+ \) in the incompressible limit. The integration limits are fixed in transformation units as \( y_a = [0, 100] \) in order to include contributions from the viscous sublayer, the buffer layer, and the log region, and to avoid diluting any near-wall errors in the high-Reynolds-number cases.

In Fig. 7, the integrated percent errors for the transformed velocity profiles are shown for the three most accurate transformations: the Trettel-Larsson (4), Volpiani et al. (6) (data-driven approach), and present transformations. The invoked compressible data is the same as in Fig. 2, i.e., adiabatic boundary layers (7–9), diabatic boundary layers (with both heated and cooled walls) (8–10), channel flows (4, 12, 13), pipe flows (20), and a diabatic turbulent boundary layer downstream of the impingement of a shockwave on a laminar boundary layer (11).

The Trettel-Larsson (4) transformation generates the largest errors in diabatic boundary layers, and what is worse is that the errors do not diminish at high semi-local Reynolds numbers. The transformation of Volpiani et al. (6) generates the largest errors in channels and pipes (which generally have low semi-local Reynolds numbers due to the center-line temperature peak). On the other hand, the present approach has the lowest percent error for most of the cases with errors typically less than three percent.

As shown in Fig. 7, the performance of the present transformation does not appear to degrade at high Reynolds numbers. However, until additional simulation data becomes available, some caution is merited in the deployment of this transformation for cases that have not been tested, such as in higher Reynolds number flows or flows with strong pressure gradients.

Forward velocity transformations attempt to collapse compressible velocity profiles to a universal incompressible velocity profile. On the other hand, an inverse transformation can, in principle, be used to map a tabulated incompressible profile to a compressible flow with arbitrary freestream Mach number. The simplest of the considered transformations in this work, that of van Driest (2), has an analytical inverse form if the Prandtl number is assumed to be unity, the constant-stress-layer assumption is invoked, and the gas is assumed to be perfect (23). However, for the present and other recent transformations, analytical inverse transformations are not apparent and are not pursued further in this work.

Conclusions

In summary, the appropriate mapping between the compressible and incompressible mean velocity profiles of wall-bounded turbulent flows must account for distinct effects of compressibility on the viscous stress and turbulent shear stress. The present transformation is fundamentally different from prior
Fig. 4. Compressible velocity transformations versus the semi-local wall-normal coordinate for the van Driest (2) (a), Zhang et al. (3) (b), Trettel-Larsson (4) (c), data-driven approach of Volpiani et al. (6) (d), and the present total-stress-based (e) transformations. The database includes: channel flows (4, 12, 13) and pipe flows (20). The line color indicates the semi-local Reynolds number $Re^*_{y^+} = \sqrt{\tau y^+}/\mu$. All data have $Re^*_{y^+}$ larger than 200. Incompressible channel data of Lee and Moser (17) with $Re_{\tau} \approx 5200$ (black dashed lines) and the zero-pressure-gradient boundary layer data of Sillero et al. (21) with $Re_{\tau} \approx 2000$ (black dotted lines) are shown for reference.

Fig. 5. Same as Fig. 4, except that the transformations are applied to data from adiabatic boundary layers (7–9).
Fig. 6. Same as Fig. 4, except that the transformations are applied to data from diabatic boundary layers (with both heated and cooled walls) (8–10) and a diabatic turbulent boundary layer downstream of the impingement of a shockwave on a laminar boundary layer (11).

Fig. 7. Integrated percent error in the transformed velocity profiles according to the Trettel-Larsson (4) (red), Volpiani et al. (6) (cyan), and present (black) transformations computed with respect to the incompressible reference (17). All data have $Re^*_\tau$ larger than 200. Symbol shape indicates the flow type, i.e., triangles denote channel and pipe flows, squares adiabatic boundary layers, and pentagrams diabatic boundary layers.

- Trettel-Larsson 2016
- Volpiani et al. 2020
- Present
approaches, which have assumed that compressibility affects the viscous stress and Reynolds shear stress through only one mechanism. Specifically, the present approach treats the viscous stress by accounting for mean property variations with the semi-local non-dimensionalization (4, 5, 15, 16) and treats the Reynolds shear stress to maintain the approximate equilibrium of turbulence production and dissipation.

Compared to existing transformations (3, 4), the proposed method is unique in its general applicability to different types of wall-bounded turbulence. Specifically, based on the proposed transformation, we have shown that compressible velocity profiles successfully collapse to high Reynolds number incompressible data for a wide range of flows including heated, cooled, and adiabatic boundary layers; fully developed channel and pipe flows; and turbulent boundary layers downstream of the impinging shock waves.
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