Impacts of Random Filling on Spin Squeezing via Rydberg Dressing in Optical Clocks
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We analyze spin squeezing via Rydberg dressing in optical lattice clocks with random fractional filling. We compare the achievable clock stability in different lattice geometries, including unity-filled tweezer clock arrays and fractionally filled lattice clocks with varying dimensionality. We provide practical considerations and useful tools in the form of approximate analytical expressions and fitting functions to aid in the experimental implementation of Rydberg-dressed spin squeezing. We demonstrate that spin squeezing via Rydberg dressing in one-, two-, and three-dimensional optical lattices can provide significant improvements in stability in the presence of random fractional filling.

I. INTRODUCTION

Since their advent roughly seven decades ago, atomic clocks have developed at a rapid pace. State-of-the-art optical lattice clocks are now operating at or near the standard quantum projection noise (QPN) limit [1–4], particularly in differential clock comparisons where correlated noise spectroscopy can be employed to remove local oscillator noise [3, 5–8]. Extremely precise clock comparisons can be used for exciting applications such as tests of relativity [9], searches for dark matter [10], tracking of space-craft [11], and relativistic geodesy [12]. Further improvements in clock stability will enhance their use for these applications, and will open the door to new applications in searches for beyond Standard Model physics and gravitational wave detection [13, 14].

The QPN limit arises from the independent projection onto the clock state basis of each of the atoms used to reference the local oscillator. Introducing entanglement between the atoms in the form of spin squeezing can reduce the uncertainty associated with these measurements [15–17]. A high degree of spin-state squeezing in large atom ensembles and optical lattice clocks has been demonstrated using coupling of the atoms to an optical cavity [18, 19]. Recently, an attractive alternative approach was proposed in which the squeezing is generated through dressed Rydberg interactions that can be turned on and off with one additional laser [20], and there have been subsequent demonstrations of the one-axis twisting Hamiltonian using dressed Rydberg interactions in alkali atoms [21], as well as the generation of entangled Bell states in pairs of strontium atoms using the same transitions [22]. However, spin-squeezing of an optical clock transition via Rydberg-dressing has yet to be experimentally demonstrated, and there are a number of important practical considerations that have not previously been investigated.

There are now three different geometric configurations of neutral atom optical clocks. In most current optical lattice clocks a roughly $10^3–10^4$ site one-dimensional lattice is loaded stochastically from a magneto-optical trap (MOT). The resulting random variations in the number of atoms occupying each site can result in dephasing due to on-site atom-atom interactions at high atom densities [23] or a lattice filling fraction $P_{\text{filling}} < 1$ in the low-density regime. A recently demonstrated alternative approach makes use of evaporative cooling to load Fermi-degenerate atoms into a three-dimensional lattice with a filling fraction approaching unity [3, 4, 24]. Finally, there are recent demonstrations of tweezer array clocks, in which roughly 10-100 individual dipole tweezer traps are loaded into an array with either zero or one atom on each site [7, 25, 26]. The array can then be reconfigured to deterministically realize one atom per site ($P_{\text{filling}} = 1$) [26], or the use of variational quantum algorithms has been proposed to adjust the dynamics on the fly to optimize the generation of spin-squeezing for a given random configuration [27].

In this work we investigate the impact of fractional filling on the degree of spin-squeezing that can be achieved using Rydberg-dressing in the various geometric configurations of optical lattice clocks. We find that fractional filling reduces the achievable degree of squeezing, primarily by increasing the average inter-atomic spacing, with disorder playing only a small role. We consider the impact of random fractionally-filled configurations on the optimal squeezing time and angle of minimal uncertainty, and find that useful levels of squeezing can still be achieved in fractionally filled one-dimensional optical lattices. Finally, we compare the limits on achievable spin-squeezed clock stabilities for the different clock geometries as a function of the number of atoms.

II. SPIN SQUEEZING VIA RYDBERG DRESSING

We analyze the method for generating spin squeezing on the strontium optical clock transition using Rydberg dressing [20] as illustrated in Fig. 1. Figure 1(a) shows the relevant energy level diagram for strontium. In order to simplify our analysis in this work we consider only the stable isotopes of strontium with zero nuclear spin ($^{88}\text{Sr}$, $^{86}\text{Sr}$, $^{84}\text{Sr}$). In an applied magnetic field, the doubly-forbidden clock transition between $|g\rangle$ and $|e\rangle$ can be driven with the clock laser and used for Rabi rotations
This approximate potential has a finite range Rydberg interaction radius $R_c = |C_6/(2\hbar|\Delta|)|^{1/6}$ that spans several lattice sites, illustrated by the solid line above the one-dimensional lattice of Fig. 1(d). The system is described by two Hamiltonians that can be controlled separately, $\hat{H}_x$ from the clock laser and $\hat{H}_z$ from the Rydberg laser:

\[
\hat{H}_x = \frac{\hbar}{2} \sum_{i=1}^{N} \delta_1^{(i)} \sigma_1^{(i)},
\]

(2a)

\[
\hat{H}_z = \sum_{i<j}^{N} \frac{V_{ij}}{4} \sigma_z^{(i)} \sigma_z^{(j)} + \sum_{i=1}^{N} \delta_2 \sigma_z^{(i)},
\]

(2b)

with $\delta_1$ the inhomogeneous longitudinal field contributions. Using a spin-echo sequence with the clock laser and Rydberg laser according to Fig. 1(b) on the initial coherent spin state $|g\rangle \otimes N = |g\rangle |\Omega_\text{r}\rangle$, removes this unwanted linear procession due to the $\sigma_z$ terms, and results in squeezing via one-axis twisting from the effective atom-atom interaction [17, 20]. After the spin-echo sequence, the atom ensemble forms a spin squeezed state with main spin direction along the $z$-axis and a squeezed uncertainty ellipse with minimal variance along the direction at angle $\theta_{\min}$, illustrated in Fig. 1(c). These spin squeezed states can then be used for clock interrogation along the direction of minimal uncertainty to beat the QPN limit.

The squeezing parameter $\xi^2$ equals the ratio of the squeezed state variance to the coherent state variance, $\xi^2_{\min}$ is the minimal squeezing parameter along the $\theta_{\min}$ direction obtained with the optimal squeezing time $\tau_{\text{opt}}$.

\[
\xi^2_{\min} = \frac{N \langle \hat{J}_z^2 (\theta_{\min}) \rangle}{\langle \hat{J}^2 \rangle}, \quad \hat{J}_z (\theta) = \cos(\theta) \hat{J}_x + \sin(\theta) \hat{J}_y
\]

(3)

In [20], analytical solutions were derived for the parameters required to evaluate Eq. (3) for the spin-squeezing sequence shown in Fig. 1(b). We present them here:

\[
\langle \hat{J}_z \rangle = -\frac{1}{2} \sum_{i=1}^{N} \prod_{k \neq i}^{N} \cos \left( \frac{V_{ij} \tau}{2\hbar} \right)
\]

(4a)

\[
\langle \hat{J}_z^2 \rangle = \frac{N}{4} + \frac{1}{4} \sum_{i<j}^{N} \prod_{k \neq i,j}^{N} \cos \left( \frac{(V_{ik} - V_{jk}) \tau}{2\hbar} \right)
\]

(4b)

\[
\langle \hat{J}_y^2 \rangle = \frac{N}{4}
\]

(4c)

\[
\langle \hat{J}_z \hat{J}_y + \hat{J}_y \hat{J}_x \rangle = -\sum_{i<j}^{N} \sin \left( \frac{V_{ij} \tau}{2\hbar} \right) \prod_{k \neq i,j}^{N} \cos \left( \frac{V_{ik} \tau}{2\hbar} \right)
\]

(4d)

While the computation of these terms scales polynomially in the number of atoms in the lattice, it can still be

\[
V_{ij} = V(r_i, r_j) = \frac{\hbar \Omega_r^4}{8|\Delta|^3} \frac{R_c^6}{|r_i - r_j|^6 + R_c^6}.
\]

(1)
computationally intensive for large lattices \( \geq 10^3 \). We have therefore derived exact analytical expressions for these terms in the approximation where the Rydberg interaction potential is replaced with a Heaviside function as illustrated by the dashed curve above the lattice in Fig. 1(d), that can be trivially computed for all lattice sizes \( N \geq 2R_c/a \), see appendix B.2. We note that this approximation was previously used in Ref. [29] (without an analytical expression), and as in that work we find that it is a good approximation.

The widely used interaction potential in Eq. (1) is in fact also an approximation based on the assumption that the dipole-dipole interaction between two Rydberg states is dominated by the long range van der Waals contribution \( V_{vdW} \propto 1/r^6 \). However in [33] the Rydberg dressing interaction is derived from the dipole-dipole potential \( V_{dd} \) including intermediate range \( 1/r^3 \) scaling,

\[
V_{dd} = -\frac{\delta}{2} \frac{\delta}{2} \sqrt{1 + \left( \frac{x_c}{r} \right)^6}, \quad (5a)
\]

\[
V_{vdW} = -\frac{\delta}{4} \frac{\delta}{4} \left( \frac{x_c}{r} \right)^6 = \frac{C_6}{r^6}, \quad (5b)
\]

where \( \delta \) is the Förster defect, and \( x_c \) the length scale for the transition from \( 1/r^3 \) to \( 1/r^6 \) scaling of the potential [34]. The corresponding dressed energy shift on the excited clock state \( \{ e \} \) will include the exact \( V_{ij}(r) \) Rydberg interaction potential presented in Eq. (B1). The quality of the long range van der Waals approximation is strongly dependent on the Förster resonance \( \delta \) (illustrated by Fig. 6 and Fig. 7 in the appendix).

The Förster energy defects of the \( \Sigma_1 \) Sr series can be estimated using quantum defect data from Refs. [35, 36]. We have assumed that coupling between triplet and singlet states is negligible and neglected any singlet component of the triplet series.

The defect assuming coupling to \( \Psi_J \) states was calculated from

\[
\hbar \delta_J(n) = U(n, 3P_J) + U(n - 1, 3P_J) - 2U(n, 3S_1), \quad (6)
\]

where the \( U \) are term energies \( U(n, J) = -E_J/2|n - J/2|^2 \) and \( \nu_J(n) \) are the \( n \) and \( J \) dependent quantum defects. For \( E_J \) we use the finite mass corrected value of the Hartree energy.

As can be seen in Fig. 8 of appendix B.1, all \( J \) channels give a defect that is comparable in magnitude so it is sensible to characterize the interaction with a spin weighted effective value. The spin weighted value was calculated as

\[
\delta(n) = \frac{\sum_{J=0,1,2} 2J + 1 \delta_J(n)}{\sum_{J=0,1,2} 2J + 1}. \quad (7)
\]

The \( \delta = -1.26 \) GHz we calculate for the 5s5p5s \( \Sigma_1 \) Rydberg level results in a potential that is well approximated by \( V_{ij} \) of Eq. (1) and we use it for the rest of this work.

It should be noted that this discussion is directly applicable to the bosonic isotopes of Sr which have zero nuclear spin. Rydberg interactions between atoms with hyperfine structure may excite resonances when the hyperfine splitting of the ionic core matches the energy separation of Rydberg levels [37]. Calculations that include the hyperfine structure [38] in \( ^{87}\text{Sr} \) predict strong resonances leading to orders of magnitude increases in the \( C_6 \) coefficient at \( n = 64 \) and 105. Performing dressing near these values of \( n \) may offer a route to enhanced values of \( R_c/a \).

Prior works have argued that far off-resonance Rydberg dressing is advisable due to the improved lifetimes \( \tilde{\tau} \propto \Delta^2 \) [20, 29]. However, the ratio of the life time to squeezing time \( \tilde{\tau}/\tau_{opt} \) (as well as the degree of squeezing) improves at lower detuning (as shown in appendix A). This means that the far off-resonance regime is not necessarily justified in terms of spin squeezing performance. This conclusion also follows from [33], where a figure of merit for optimal detuning in terms of the ratio between the coherent operation time and state lifetime is defined for one-dimensional lattices. Nevertheless, as with prior works we stay within the far off-resonance regime with \( \Delta = -10\Omega_r \) for this work because the resulting spin-squeezing can be treated analytically, and we leave an analysis of the closer-to-resonance case for future work.

III. ONE-DIMENSIONAL LATTICE SQUEEZING

A. Partial Lattice Filling

Prior to this work the achievable spin squeezing via Rydberg dressing has only been studied for fully filled lattices [20, 29], however this condition is not realistic for most optical lattice clocks. In standard one-dimensional optical lattice clocks, atoms are first trapped and cooled with a MOT and then loaded into the lattice potential. After this procedure multiple atoms are present at every lattice site. To protect the clock state from collisional decoherence, a photo-association step can be employed to kick out atoms in pairs from the lattice until only empty or singly occupied sites remain as illustrated by Fig. 1(e). The expected filling probability of each lattice site is \( P_{filling} = 50\% \), and this fractional filling influences the spin squeezing. Similarly, in recent demonstrations of Fermi-degenerate 3D optical lattice clocks the fraction of sites with only one atom is less than unity due to the finite temperature of the atoms when loaded into the lattice [3, 24].

In order to quantify the impact of random fractional filling, we performed simulations on random partially filled one-dimensional lattices with various lattice site filling probabilities \( P_{filling} \in \{ 0.1, 0.2, ..., 1 \} \) using Eq. (4) on a cluster computer. For every simulation, a lattice is randomly filled with the occupation probability of each site equal to \( P_{filling} \) and the interactions \( V_{ij} \) involving empty sites are made zero in solution Eq. (4). The squeezing
parameter is minimized in each individual lattice configuration by selecting the optimal squeezing time $\tau_{opt}$ and angle of minimal uncertainty $\theta_{min}$. During clock operation, these shot-to-shot optimizations for each randomly loaded lattice will likely not be practical, and we address this in section III C. In Fig. 2(a) the average squeezing parameter $\langle \xi_{min}^2 \rangle$ is plotted for each of the considered filling probabilities using the experimental parameters listed in Table I, with corresponding Rydberg interaction radius of nine lattice sites $R_c/a = 9$ calculated via [35]. The particular parameters used here were selected to be experimentally realistic and representative.

As can be expected, the average minimal squeezing parameter $\langle \xi_{min}^2 \rangle$ scales inversely with the filling probability $P_{\text{filling}}$. Most of the observed variance in squeezing is due to the randomness in the number of atoms loaded into the lattice at a certain filling probability, as can be seen in Fig. 2(b) where we plot the achieved squeezing as a function of the number of atoms randomly loaded into the lattice for each particular simulated configuration that contributed to the averaged values shown in Fig. 2(a).

The dashed lines in Fig. 2(b) represent limiting cases that add perspective to the random fractional filling simulation results. The gold dashed line is the limit where all atoms in the lattice interact with all others with equal interaction strength $V_0 = \frac{\hbar \Omega}{2a}$ and represents the theoretical best possible squeezing with this one-axis twisting approach. For the minimal squeezing $\xi_{min}^2$ (Eq. (3)), the analytical solution reduces to:

$$\langle \hat{J}_x \rangle = \frac{-N}{2} \frac{\cos^{N-1} \left( \frac{V_0 \tau}{2\hbar} \right)}{\hbar} ,$$ (8a)

$$\langle \hat{J}_y^2 \rangle = \frac{N}{4} + \frac{N(N-1)}{8} \left( 1 - \cos^{N-2} \left( 2 \frac{V_0 \tau}{2\hbar} \right) \right) ,$$ (8b)

$$\langle \hat{J}_z \rangle = \frac{N}{4} ,$$ (8c)

$$\langle \hat{J}_x \hat{J}_y + \hat{J}_y \hat{J}_z \rangle = \frac{-N(N-1)}{2} \sin \left( \frac{V_0 \tau}{2\hbar} \right) \cos^{N-2} \left( \frac{V_0 \tau}{2\hbar} \right) .$$ (8d)

In this limit the interaction potential has an infinite radius and the squeezing is not influenced by the geometry of the lattice nor by random filling.

In the experimentally relevant case where we are limited by finite-range Rydberg interactions, the optimal possible random fractionally-filled configuration to maximize the degree of squeezing is to place all the atoms next to each other without gaps, as is possible in a tweezer array where the traps can be rearranged to eliminate empty sites. This lower bound corresponds to the purple dashed line in Fig. 2(b).

The inverse scaling of the minimal squeezing parameter $\xi_{min}^2$ with filling fraction can mostly be explained by the increase in average distance between nearest neighbor atoms. The average spacing between atoms in a random fractionally filled lattice is $\langle g \rangle = \frac{P_{\text{filling}}}{1-P_{\text{filling}}} = \frac{M}{N}$ (with $N$ the average number of atoms loaded into the lattice at filling probability $P_{\text{filling}}$). It is interesting to compare the random fractionally filled lattice with a fully filled lattice with rescaled lattice constant $a' = \langle g \rangle$. As illustrated by the solid green line in Fig 2(b), most of the effect of random fractional filling on the spin squeezing can be explained by the average gap in between atoms reducing the effective interaction range $R_c/a$.

With this rescaled lattice model it is also possible to exploit the computationally simpler Heaviside approximation to estimate the effects of random fractional lattice filling on the spin squeezing. The step-like behavior stems from the instant interaction cut-off beyond the Rydberg interaction radius $R_c$. In large fully filled one-dimensional lattices, adding more atoms barely improves the squeezing as illustrated by the lower bound limit in Fig. 2(b). This explains why the Heaviside approximation remains approximately constant until the rescaled lattice gap reduces enough to add an extra atom inside the interaction radius.

The rescaled lattice model captures most of the increase of the squeezing parameter in partially filled lattices, and it does allow for fast estimates through the Heaviside approximation. However it does systematically underestimate the increase, as shown by the green line in Fig. 2(b). In appendix C we present better estimates in the form of empirical fitting functions for the average squeezing $\langle \xi_{min}^2 \rangle$ Eq. (C1) and squeezing time $\tau$ Eq. (C3) in randomly filled one-dimensional lattices with various sizes $M \geq 400$ and interaction radii $R_c/a \in [1; 30]$ as a function of the filling fraction $x = N/M$.

### B. Squeezing Time and Rydberg State Decay

In the far off-resonance Rydberg dressing regime, we ignored decay from the finite lifetime Rydberg state $|r\rangle$. A figure of merit for this assumption is the ratio $\tilde{\tau}/\tau_{opt}$, where $\tilde{\tau} = \frac{4\Delta^2}{\hbar^2} \tau_{opt}$ is the enhanced Rydberg state lifetime and $\tau_{opt} \gtrsim 23 \mu s$ is the lifetime for the strontium Rydberg state with principal quantum number $n = 55$. The simulated optimal squeezing time is $\tau_{opt} \approx 340 \mu s$ for the partially filled one-dimensional lattice experiment considered, resulting in the figure of merit $\tilde{\tau}/\tau_{opt} \approx 27.1 > 1$. In [32] the effects of incoherent decay from the Rydberg state on the squeezing are discussed in a simplified treat-

| Table I. |
|-------------------------|
| $\Omega/2\pi$ | $M^a$ | $a^b$ | $\Delta/2\pi$ | $P_{\text{lasers}}$ | $\omega_0^c$ | $n^d$ |
| 1.6 MHz | 10$^9$ | 813/2 mm | -16 MHz | 300 mW | 1 mm | 55 |

| a | M: number of lattice sites, with $N \leq M$ the number of atoms in the lattice |
| b | a: Lattice constant fixed by "magic wavelength" $\lambda = 813$ nm |
| c | $\omega_0$: Rydberg laser beam waist |
| d | n: Rydberg state principal quantum number |
ment. With the assumption that the number of atoms lost due to Rydberg decay equals \( \frac{N}{\tau_{\text{opt}}} \), we adopt their approximate estimate for the increase in squeezing parameter as

\[
\xi^2 = \xi^2 + \frac{1}{\tau/\tau_{\text{opt}}},
\]

(9)

When we apply this estimate to the simulation result of Fig. 2(a) at \( P_{\text{filling}} = 0.5 \), we get \( \langle \xi^2 \rangle \approx 0.337 \) which is an increase of 12%. The impact of incoherent Rydberg decay during spin squeezing can be reduced by employing states with higher principal quantum numbers \( n \) which have longer life times, or by driving the Rydberg transition closer to resonance to improve the figure of merit \( \theta_{\text{min}}^2 \) as illustrated by Fig. 5 in the appendix. We note that this simplistic treatment neglects the impact of accidental so-called “spaghetti” resonances between pairs of nearby atoms [39] which may increase the number of Rydberg atoms that are actually generated during dressing, as well as the dephasing that contaminant Rydberg states can induce [40, 41]. We leave these important considerations for future investigation.

C. Randomness and Experimental Parameters

Unlike in tweezer clocks, most optical lattice clocks currently lack single site single-shot atom detection and atom readout is destructive, meaning that the experimental parameters \( \tau \) and \( \theta_{\text{min}} \) can not be optimized each time the lattice is loaded with another random configuration during clock operation. A fixed average value for \( \tau \) and \( \theta_{\text{min}} \) must therefore be used, which could potentially reduce the useful degree of squeezing. Fortunately, we find that for realistic parameters the impact of using a fixed squeezing time \( \tau \) and fixed angle of minimal uncertainty \( \theta_{\text{min}} \) for all random lattice configurations can be neglected, as illustrated by Fig. 3(b). The scatter points for optimized simulations overlap well with the cloud resulting from the well chosen fixed \( \tau \) and \( \theta_{\text{min}} \) simulations.

To determine the fixed \( \tau \), we evaluate the general fitting function Eq. (C3) at half filling \( x = 0.5 \),

\[
\frac{V_0}{h} \tau_{\text{opt, fit}} \left( \frac{R_c}{a} \right) = 20.7 \left( \frac{R_c}{a} \right)^{-1.49} \left( 0.986 \cdot (1.016)\frac{R_c}{a} - 1 \right) + 1.29 \left( \frac{R_c}{a} \right)^{-0.635}.
\]

(10)

We also present the fixed \( \theta_{\text{min, fit}} \) fitting function

\[
\theta_{\text{min, fit}} \left( \frac{R_c}{a} \right) = 0.49 \exp \left( -0.13 \frac{R_c}{a} \right) - 0.49 - \frac{\pi}{4}.
\]

(11)

This fitting function is illustrated as the dotted line in Fig. 3(a) going through the average optimal angle of minimal uncertainty for random lattice configurations. This approximation is accurate for a wide range of interaction radii \( R_c/a \lesssim 30 \) for long one-dimensional lattices.
FIG. 3. (a) The angle of minimal uncertainty $\theta_{\text{min}}$ as illustrated in Fig. 1 plotted for one-dimensional lattices of $M = 1000$ sites, randomly filled with $P_{\text{filling}} = 50\%$. The red line fits to the the average $\langle \theta_{\text{min}} \rangle$ of the random lattice configurations as a function of the Rydberg interaction radius $R_c/a$. (b) The squeezing $\xi^2$ obtained in these lattices, where the filled circle data points are the results of simulations with $\tau_{\text{opt}}$ and $\theta_{\text{min}}$ optimized for each individual random lattice configuration, while the cross data point simulations used a fixed $\tau$ and $\theta$ derived from the fitting functions for all the random lattice configurations.

IV. LATTICE CLOCK STABILITY COMPARISON

As discussed above, the achievable degree of squeezing in partially filled lattices is lower than what can be achieved in their fully filled counterparts, which can potentially be constructed with optical tweezers [25, 26]. However, the total number of tweezer traps that can be arranged into a single lattice is limited by the available laser power to about $N \approx 10^3$ atoms (current experimental demonstrations reach only hundreds of atoms [42]), while lattice clocks can exceed those numbers, especially when two and three-dimensional lattices are considered [3, 4, 24]. Assuming zero-dead time, the clock fractional frequency stability $\sigma$ can be defined as a function of the averaging time $\tau_{\text{avg}},$

$$\sigma(\tau_{\text{avg}}) = \frac{\xi_{\text{min}}}{2\pi\nu_c\sqrt{N}\sqrt{\tau_{\text{avg}}}}. \quad (12)$$

In Fig. 4 $\sigma$ is plotted in units of $1/\sqrt{\text{Hz}}$ for fully and fractionally filled strontium optical clocks with clock transition frequency $\nu_c = c/\lambda_c \approx 429.228$ THz and interrogation time $T = 1$ s. For the purpose of a fair comparison we assume that the tweezer approach is also able to reach a Rydberg interaction radius of nine lattice sites $R_c/a = 9$, although this requires stronger Rydberg interactions due to the strictly lower lattice constant achievable with tweezers at the clock magic wavelength. As reported in [20], higher dimensional lattices achieve stronger squeezing, and result in better frequency stability. Partially filled one-dimensional lattices with $P_{\text{filling}} = 0.5$ outperform the one-dimensional tweezers for atom numbers $N \geq 2 \cdot 10^3$ (corresponding lattice size $M \geq 4 \cdot 10^3$). The two- and three-dimensional tweezer arrays experience a temporary plateau in the spin squeezing when the lattice size is comparable to the number of atoms inside the Rydberg interaction radius $R_c$ [20]. In this plateau region, the simulations show that the two-dimensional partially filled lattice performance becomes comparable to the three-dimensional lattice and could even beat the fully filled two-dimensional tweezer array. We anticipate the three-dimensional lattice to start outperforming the two-dimensional lattice again for larger atom numbers (that are computationally inconvenient to simulate). Figure 4 shows us that the choice of best lattice geometry is not trivial for fractionally filled lattices and is dependent on the system size.

FIG. 4. Simulation results of clock frequency stability as a function of the number of atoms in the lattice. This plot compares the performance of clocks with fully filled tweezer arrays or partially filled lattices ($P_{\text{filling}} = 50\%$) of different dimensions (1D, 2D, 3D). The dashed fitting function is derived in appendix C and predicts the performance of lattice sizes that are no longer practical to fully simulate. The dotted black line illustrates the rough bound on the number of tweezer traps imposed by current laser technologies.

V. CONCLUSION

Spin squeezing via Rydberg dressing is a convenient method with prospects for achieving large degrees of squeezing in state-of-the-art optical lattice clocks. We find that even in the presence of disorder due to random filling, partially filled lattices with larger atom numbers can achieve comparable or superior squeezed clock stabilities compared to the smaller fully filled arrays that can be realized with optical tweezers. The spin squeezing is robust against small deviations in the optimal squeezing time $\tau$ and angle of minimal uncertainty $\theta_{\text{min}}$, meaning that experiments with fixed $\tau$ and $\theta_{\text{min}}$ for all randomly loaded lattice configurations remain viable. To aid in the practical realization of spin-squeezing via Rydberg-dressing, we have also developed useful approxi-
mate methods as tools for experimental implementations in the form of the Heaviside approximation for fully filled one-dimensional lattices, and empirical fitting functions for partially filled one-dimensional lattices. We leave for future exploration the achievable squeezing when the Rydberg laser is brought closer to resonance, and the development of more exotic squeezing sequences to increase the degree of squeezing achievable with finite range interactions.
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Appendix A: Optimal Rydberg Detuning

The currently available theory developed to describe spin squeezing with Rydberg dressing requires far off-resonant drive of the Rydberg transition. In this regime the mixture of excited clock states and Rydberg states \(|\bar{e}\rangle \approx |e\rangle - \epsilon |r\rangle\) (with \(\epsilon = \frac{2\Delta}{\Omega}\)) has an improved lifetime \(\tilde{\tau} = \frac{\tau_{\text{r}}}{\tau} \approx \frac{23\mu s}{\tau}\). Which is argued to be necessary to facilitate long enough squeezing times. To find the optimal detuning of our Rydberg laser, we simulated the obtainable squeezing with the parameters from Table I for a range of detunings \(\Delta\).

Note that many influential parameters for spin squeezing depend on the detuning:

\[
V_0 = \frac{\hbar \Omega_i^4}{8\Delta^3}
\]

\[
R_c = \left| \frac{C_6}{2h\Delta} \right|^{1/6}
\]

\[
\tilde{\tau} = \frac{4\tau_{\text{r}}\Delta^2}{\Omega_r^2},
\]

with \(V_0\) the interaction potential inside the Rydberg interaction radius \(R_c\) and \(\tilde{\tau}\) the lifetime of the excited state mixture. Larger \(V_0\) results in shorter optimal squeezing times, while larger interaction radius \(R_c\) results in improved squeezing.

The result of the simulations is plotted in Fig. 5. We can conclude that squeezing \(\xi_{\text{min}}^2\) improves at lower detuning, and surprisingly also the ratio life time to squeezing time \(\tilde{\tau}/\tau_{\text{opt}}\) improves at lower detunings. This ratio \(\tilde{\tau}/\tau_{\text{opt}}\) is a figure of merit for the assumption that decay from the Rydberg state \(|r\rangle\) can be ignored during the squeezing operation.

The far off-resonance regime is not justifiable in terms of spin squeezing performance nor lifetime arguments, and new theory is required to describe the close to resonance regime.

Appendix B: Rydberg Interaction Potential

1. Dipole-Dipole Interaction and the van der Waals Approximation

The widely used Rydberg interaction potential of Eq. (1) is in fact an approximation. The interaction between Rydberg atoms is assumed to be dominated by the long range van der Waals approximation \(\propto 1/r^6\), while the exact solution derived in [33] also includes the intermediate range dipole-dipole contribution \(\propto 1/r^3\). We present this solution below in Eq. (B1):

\[
V_{ij}(r) = -\Delta + \frac{V_{dd}}{3} + \frac{2^{2/3}}{f} \left( \Delta^2 - \Delta V_{dd} + V_{dd}^2/3 + |\Omega_r|^2 \right) + \frac{2^{1/3}f}{6}.
\]

FIG. 5. The squeezing parameter \(\xi_{\text{min}}^2\) and the figure of merit \(\tilde{\tau}/\tau_{\text{opt}}\) as a function of detuning \(|\Delta|/\Omega_r\) from the Rydberg transition in a one-dimensional fully filled lattice of \(M = 1000\) sites with Rydberg interaction radius \(R_c/a = 9\).
with

\[
V_{dd} = \frac{\delta}{2} - \frac{\delta}{2} \sqrt{1 + \left(\frac{x_{ij}}{r}\right)^6}
\]

\[
f = \left[ 18\Delta V_{dd}(\Delta - V_{dd}) + 4V_{dd}^3 - 9V_{dd}|\Omega|^2
+ [18^2(18\Delta^2 - 18\Delta V_{dd} + 4V_{dd}^2 - 9|\Omega|^2)^2]
- 16(3\Delta^2 - 3\Delta V_{dd} + V_{dd}^2 + 3|\Omega|^2)^3 \right]^{1/3}.
\]

The Rydberg interaction potential \( V_{ij} \) in Eq. (4) arises from the position dependent energy shift of the excited clock state \( |e⟩ \) due to the Rydberg dressing including dipole-dipole interactions of the dressed states. At long range, the dipole-dipole interaction is dominated by the van der Waals contribution \( \propto 1/r^6 \), and approximating the dipole-dipole interaction by just the van der Waals contribution is widely used, however this is not always justified. The simulations presented in Fig. 6 and Fig. 7 show that the Förster defect \( \delta \) dictates the validity of the van der Waals approximation and \( \delta \) should be calculated for the specific Rydberg state considered to justify the use of the van der Waals approximation.

The obtainable degree of squeezing is similar throughout the different interaction potentials, however the corresponding optimal squeezing time \( \tau_{opt} \) is strongly dependent on \( \delta \) in the exact solution.

2. Analytical Solution with Heaviside Approximation

The analytical solution Eq. (4) for spin squeezing via far off-resonance Rydberg dressing in atom lattices scales polynomially in the number of atoms. However for large lattices, this is still computationally very intensive. The interaction potential of the atoms can be approximated by a Heaviside function.

\[
V(r) \approx \begin{cases} 
V_0 = \frac{\hbar \Omega^2}{8|\Delta|^3}, & |r| \leq R_c \\
0, & \text{otherwise}.
\end{cases}
\]  

(B2)

With this interaction potential, it is possible to work out all the sums and products of the analytical solution Eq. (4) for one-dimensional lattices and obtain a solution that can be evaluated instantly for all lattice sizes \( M \geq 2R_c/a \). Thanks to the binary interaction potential (two atoms either interact with strength \( V_0 \) or they don’t interact) we can, without loss of generality, assume the
interaction radius to be an integer times the lattice constant.

The analytical solution can be simplified using the identity

\[ \sum_{k=1}^{K} \cos^{k}(\phi_0) = \frac{1 - \cos^{K}(\phi_0)}{1 - \cos(\phi_0)} \]  

(B3)

\[ \langle \hat{J}_x \rangle_h = \frac{-1}{2} \left[ \left( N - 2 \frac{R_c}{a} \right) \cos^{\frac{2}{\pi}}(\phi_0) + 2 \cos^{\frac{2}{\pi}}(\phi_0) \frac{1 - \cos \frac{R_c}{a}}{1 - \cos(\phi_0)} \right], \]  

(B4a)

\[ \langle \hat{J}_y^2 \rangle_h = \frac{N}{4}, \]  

(B4b)

\[ \langle \hat{J}_x \hat{J}_y + \hat{J}_y \hat{J}_x \rangle_h = - \left( N - 3 \frac{R_c}{a} \right) \frac{R_c}{a} \sin(\phi_0) \cos^{\frac{2}{\pi}}(\phi_0) - \frac{R_c}{a} \sin(\phi_0) \cos^{\frac{2}{\pi}}(\phi_0) \frac{1 - \cos \frac{R_c}{a}}{1 - \cos(\phi_0)} 
- \left( \frac{R_c}{a} \right)^2 \sin(\phi_0) \cos^{\frac{3}{\pi}}(\phi_0) - \left( \frac{R_c}{a} - 1 \right) \sin(\phi_0) \cos^{\frac{3}{\pi}}(\phi_0) \frac{\cos \frac{R_c}{a} - 1}{\cos(\phi_0) - 1}, \]  

(B4c)

\[ \langle \hat{J}_x^2 \rangle_h = \frac{N}{4} + \left( N - 4 \frac{R_c}{a} \right) \cos^{\frac{2}{\pi}}(\phi_0) \left[ 1 - \cos^{\frac{2}{\pi}}(\phi_0) + \cos(2\phi_0) \left( \cos \frac{R_c}{a}(2\phi_0) - \cos^{\frac{2}{\pi}}(\phi_0) \right) \right] 
+ \left( N - 3 \frac{R_c}{a} \right) \frac{\frac{2}{\pi}}{\sin^2(\phi_0)} \left[ 1 - \cos^{\frac{2}{\pi}}(\phi_0) + \cos \frac{R_c}{a}(2\phi_0) \left( \cos \frac{R_c}{a}(2\phi_0) - \cos^{\frac{2}{\pi}}(\phi_0) \right) \right] 
+ \frac{1}{2} \left[ \left( \frac{R_c}{a} - \cos \frac{R_c}{a}(2\phi_0) \right) \cos(\phi_0) \frac{1 - \cos^{\frac{2}{\pi}}(\phi_0)}{1 - \cos(2\phi_0)} + \cos(\phi_0) \cos \frac{R_c}{a} - 1 \left( \cos \frac{R_c}{a}(2\phi_0) - \cos^{\frac{2}{\pi}}(\phi_0) \right) \right] 
- \cos \frac{R_c}{a}(2\phi_0) \frac{\cos \frac{R_c}{a}(\phi_0) - \cos \frac{R_c}{a}(2\phi_0)}{\cos(\phi_0) - \cos(2\phi_0)} 
+ \frac{1}{2} \left[ \cos \frac{R_c}{a}(\phi_0) \left( 1 - \cos \frac{R_c}{a}(\phi_0) \right) + \cos \frac{R_c}{a}(2\phi_0) \left( \cos \frac{R_c}{a}(2\phi_0) - \cos^{\frac{2}{\pi}}(\phi_0) \right) \right] 
+ \frac{1}{2} \left[ \cos \frac{R_c}{a} \left( 1 - \cos \frac{R_c}{a}(\phi_0) \right) \cos(\phi_0) + \cos(2\phi_0) \left( \cos \frac{R_c}{a}(2\phi_0) - \cos^{\frac{2}{\pi}}(\phi_0) \right) \right] 
+ \frac{1}{4} \tan^2(\phi_0) \left[ \cos^{\frac{2}{\pi}}(\phi_0) - 1 + \frac{R_c}{a} \tan^2(\phi_0) \right] 
- \cos \frac{R_c}{a}(2\phi_0) \cos^{\frac{2}{\pi}}(\phi_0) + \frac{\cos \frac{R_c}{a} - 1}{\cos(\phi_0)} \cos(2\phi_0) \left( \cos \frac{R_c}{a}(2\phi_0) - \cos^{\frac{2}{\pi}}(\phi_0) \right) \right] \right]. \]  

(B4d)

Figure 9 compares the squeezing parameter calculated with the exact solution to the Heaviside approximation.
in a fully filled one-dimensional lattice of $M = 10^3$ atoms. To showcase the power of this approximation, we plotted the same Heaviside solution with $M = 10^{12}$ which would be impossible computationally with the exact solution, and is instantly evaluated with the approximation. We conclude that the Heaviside interaction potential is a reasonable approximation with a huge computational advantage. It is worth pointing out that the squeezing becomes almost invariant to the lattice size for large $M \gg 2R_c/a$ one-dimensional lattices.

Appendix C: Empirical Fitting Functions for Random Partial Filling of One-dimensional Lattices

Squeezing is influenced by the statistics of the random lattice configurations. In the absence of a physical model describing these statistics properly, we can derive empirical fitting functions to describe the squeezing $\xi^2_{\min}$ and the optimal squeezing time $\tau_{\text{opt}}$ for randomly filled one-dimensional lattices with various sizes and interaction radii $R_c/a$. These fitting functions are a useful tool to predict squeezing in randomly filled one-dimensional lattices without the need for simulations on cluster computers. We refer to the number of lattice sites as $M$, the number of atoms inside the lattice as $N$, with $N \leq M$ and the filling fraction $x = N/M$.

We anticipate the squeezing parameter to be a function of the lattice size, the filling fraction and the interaction radius: $\xi^2_{\min}(R_c/a, M, x)$. The fitting function has the general form of Eq. (C1) where the dependence on $R_c/a$ and $M$ is hidden in the fitting parameters $\{\alpha, \beta, \gamma, \lambda\}$:

$$\xi^2_{\min}(R_c/a, M, x) = \alpha \exp(-\beta x) + \gamma \exp(-\lambda x).$$  \hspace{1cm} (C1)

From the requirement $\lim_{x \to 0} \xi^2_{\min} = 1$ we can eliminate one degree of freedom in Eq. (C1): $\gamma = 1 - \alpha$.

From simulations at full filling $x = 1$ we conclude that the squeezing is approximately independent of $M$ in the case of large lattices ($M \gtrsim 400$), this breaks down for very large $R_c/a$ (comparable to the system size), which we can ignore for the type of experiments we are considering. This means we can remove the dependence on $M$ in our fit and impose the dependence on $R_c/a$ at full filling with

$$\xi^2_{\min}(R_c/a, x = 1) = 0.6571 (R_c/a)^{-0.656} + 0.0197$$

by fitting to Fig. 9 (note that we could have worked out an expression based on the Heaviside solution, but this would have been too bulky). We express the remaining fitting parameters $\{\beta, \lambda\}$ as functions of $R_c/a$ by fitting to multiple random filling simulations at different interaction radii. The resulting fitting parameter values are listed in Eq. (C2).

$$\alpha = \frac{0.657 (R_c/a)^{-0.656} + 0.0197 - \exp(-\lambda)}{\exp(-\beta) - \exp(-\lambda)}, \hspace{1cm} (C2a)$$

$$\beta = 0.293 R_c/a + 5.297, \hspace{1cm} (C2b)$$

$$\gamma = 1 - \alpha, \hspace{1cm} (C2c)$$

$$\lambda = 1.14 - 2 \exp\left(-0.89 \frac{R_c}{a}\right).$$  \hspace{1cm} (C2d)

Figure 10 illustrates the fitting function of Eq. (C1) for different interaction radii $R_c/a \in \{2, 5, 9, 30\}$. The fits perform well and can be evaluated instantly to predict the average squeezing obtainable in randomly filled one-dimensional lattices of various sizes $M \gtrsim 400$ and with various interaction radii $R_c/a \in [1; 30]$, instead of performing hundreds/thousands of simulations taking several hours each. Similarly we present a fitting function for the corresponding optimal squeezing times Eq. (C3).

$$\frac{V_0}{\hbar} \tau_{\text{opt}}(R_c/a, M, x) = \mu x^{-\nu} + 1.29 \left(\frac{R_c}{a}\right)^{-0.635} - \mu,$$

$$\mu = 20.7 \left(\frac{R_c}{a}\right)^{-1.49}, \hspace{0.5cm} \nu = 0.0229 \frac{R_c}{a} - 0.0198.$$  \hspace{1cm} (C3)

The performance of fitting function Eq. (C3) is illustrated in Figure 11, and performs well except for small filling fractions where the variance of optimal squeezing time $\tau_{\text{opt}}$ for randomly filled lattices becomes large.

![Graph](image-url)
ξ \text{opt} in random fractionally filled one-dimensional lattices of size $M = 10^3$ simulated for different Rydberg interaction radii $R_c$ together with the corresponding fitting function from Eq. (C1).
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