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Abstract—Physical layer network-coding for the \(n\)-way wireless relaying scenario is dealt with, where each of the \(n\) user nodes \(X_1, X_2, \ldots, X_n\) wishes to communicate its messages to all the other \((n-1)\) nodes with the help of the relay node \(R\). The given scheme, based on the denoise-and-forward scheme proposed for two-way relaying by Popovski et al. in [1], employs two phases: Multiple Access (MA) phase and Broadcast (BC) phase with each phase utilizing one channel use and hence totally two channel uses. Physical layer network-coding using the denoise-and-forward scheme was done for the two-way relaying scenario in [2], for three-way relaying scenario in [3], and for four-way relaying scenario in [11]. This paper employs denoise-and-forward scheme for physical layer network coding of the \(n\)-way relaying scenario illustrating with the help of the case \(n = 5\) not dealt with so far. It is observed that adaptively changing the network coding map used at the relay according to the channel conditions reduces the impact of multiple access interference which occurs at the relay during the MA phase. These network coding maps are chosen so that they satisfy a requirement called exclusive law. We show that when the \(n\) users transmit points from the same \(M\)-PSK \((M = 2^\lambda)\) constellation, every such network coding map that satisfies the exclusive law can be represented by a \(n\)-fold Latin Hyper-Cube of side \(M\). The singular fade subspaces resulting from the scheme are described and enumerated for general values of \(n\) and \(M\) and are classified based on their removability in the given scenario. A network code map to be used by the relay for the BC phase aiming at reducing the effect of interference at the MA stage is obtained.

I. BACKGROUND AND PRELIMINARIES

The two-stage protocol for physical layer network coding for the two-way relay channel first introduced in [4], exploits the multiple access interference occurring at the relay so that the communication between the end nodes can be done using a two stage protocol. The works in [5], [6] deal with the information theoretic studies for bidirectional relaying. In [2], modulation schemes to be used at the nodes for uncoded transmission for the two-way relaying were studied.

The work done for the relay channels with three or more user nodes is given in [3], [7]–[11]. In [7], authors have proposed a two stage operation for three-way relaying called joint network and superposition coding, in which the three users transmit to the relay node one-by-one in the first phase, and the relay node makes two superimposed XOR-ed packets and transmits back to the users in the BC phase. The packet from the node with the worst channel gain is XOR-ed with the other two packets. The protocol employs four channel uses, three for the MA phase and one for the BC phase. It is claimed by the authors that this scheme can be extended to more than three users as well. In the work by Pischella and Ruyet in [8] a lattice-based coding scheme combined with power control, composed of alternate MA and BC phases, consisting of four channel uses for three-way relaying is proposed. The relay receives an integer linear combination of the symbols transmitted by the user nodes. It is stated that the scheme can be extended to more number of users. These two works essentially deal with the information theoretic aspects of multi-way relaying. An ‘opportunistic scheduling technique’ for physical network coding is proposed by authors Jeon et al. in [10], where using a channel norm criterion and a minimum distance criterion, users in the MA as well as the BC phase are selected on the basis of instantaneous SNR. This approach utilizes six channel uses in case of three-way relaying and it is mentioned that the approach can be extended to more number of users. In [9], a ‘Latin square-like condition’ for the three-way relay channel network code is proposed and cell swapping techniques on these Latin Cubes are suggested in order to improve upon these network codes. The protocol employs five channel uses, and the channel gains associated with the channels are not considered in the construction of this network coding map.

We consider the \(n\)-way wireless relaying scenario shown in Fig. 1, where \(n\)-way data transfer takes place among the nodes \(X_1, X_2, \ldots, X_n\) with the help of the relay \(R\) assuming that the \(n\) nodes operate in half-duplex mode. The relaying protocol consists of two phases, multiple access (MA) phase, consisting of one channel use during which \(X_1, X_2, \ldots, X_n\) transmit to \(R\); and broadcast (BC) phase, in which \(R\) transmits to \(X_1, X_2, \ldots, X_n\) in a single channel use. Network Coding is employed at \(R\) in such a way that \(X_i\) can decode \(X_j\)’s message for \(i, j = 1, 2, \ldots, n\) and \(j \neq i\), given that \(X_i\) knows its own message. Latin Cubes have been explored as a tool to find the network coding map used by the relay, depending on the channel gain

Fig. 1. An \(n\)-way relay channel
The throughput performance of the two stage protocol for three-way relaying given in [3] is better than the throughput performance of the ‘opportunistic scheduling technique’ given in [10] at high SNR, as can be observed from the plots given in [3]. The work in [11] further extends the approach used in [3] to four-way relaying and employs two channel uses for the entire information exchange amongst the four users, which makes the throughput performance of the scheme better than the other existing schemes. This scheme that utilizes two channel uses for the entire information exchange between three and four users using a relay in [3] and [11], respectively, is extended to $n$ users in this paper, for the case when $M$-PSK is used at the end nodes.

For our physical layer network coding strategy we use the mathematical structure called a Latin Hyper-Cube defined as follows:

**Definition 1:** An $n$-fold Latin Hyper-Cube $L$ of $r$-th order is an $M \times M \times \ldots \times M$ ($n$ times) array containing $M^n$ entries, $M^{n-r}$ of each of $M^r$ kinds, such that each symbol occurs at most once for each value taken by each dimension of the hyper-cube. 

For our purposes, we use only $n$-fold Latin Hyper-Cubes of side $M$ on the symbols from the set $Z_n = \{0, 1, 2, ..., t-1\}$, $t \geq M^{n-1}$.

**II. SIGNAL MODEL**

**Multiple Access (MA) Phase:**

Suppose user node $X_k$ for $k = 1, 2, ..., n$ wants to send a $\lambda$-bit binary tuple to all user nodes $X_l$ for $l = 1, 2, ..., n$ and $l \neq k$. The symmetric $M$-PSK ($M = 2^\lambda$) constellation, given by $S = \{e^{2\pi ik/M} | k = 0, 1, ..., M-1\}$ is used at $X_1, X_2, ..., X_n$, and $\mu : \mathbb{F}_2 \rightarrow S$ denotes the map from bits to complex symbols used at $X_1, X_2, ..., X_n$ where $\mathbb{F}_2 = \{0, 1\}$. Let $x_1 = \mu(s_1), x_2 = \mu(s_2), ..., x_n = \mu(s_n) \in S$ denote the complex symbols transmitted by $X_1, X_2, ..., X_n$ respectively, where $s_1, s_2, ..., s_n \in \mathbb{F}_2$. Here, we assume that the Channel State Information (CSI) is not available at the transmitting nodes and perfect CSI is available at the receiving nodes. The received signal at $R$ in the MA phase is given by,

$$Y_R = H_1 x_1 + H_2 x_2 + ... + H_n x_n + Z_{R},$$

where $H_1, H_2, ..., H_n$ are the fading coefficients associated with the $X_1$-R, $X_2$-R, ..., $X_n$-R link respectively. The additive noise $Z_R \sim \mathcal{CN}(0, \sigma^2)$, where $\mathcal{CN}(0, \sigma^2)$ denotes the circularly symmetric complex Gaussian random variable with variance $\sigma^2$.

The effective constellation seen at the relay during the MA phase, denoted by $S_R(H_1, H_2, ..., H_n)$, is given by,

$$S_R(H_1, H_2, ..., H_n) = \{H_1 x_1 + H_2 x_2 + ... + H_n x_n | x_1, x_2, ..., x_n \in S\}.$$ 

The minimum distance between the points in the constellation $S_R(H_1, H_2, ..., H_n)$ denoted by $d_{min}(H_1, H_2, ..., H_n)$ is given in [3] on the next page. From [3], it is clear that there exists values of $(H_1, H_2, ..., H_n)$, for which $d_{min}(H_1, H_2, ..., H_n) = 0$.

The minimum distance between the points in the constellation $S_R(H_1, H_2, ..., H_n)$ denoted by $d_{min}(H_1, H_2, ..., H_n)$ is given in [3] on the next page. From [3], it is clear that there exists values of $(H_1, H_2, ..., H_n)$, for which $d_{min}(H_1, H_2, ..., H_n) = 0$.

**Definition 2:** A fade state $(H_1, H_2, ..., H_n)$ is defined to be a singular fade state for the MA phase of $n$-way relaying, if $d_{min}(H_1, H_2, ..., H_n) = 0$. Let $\mathcal{H} = \{(H_1, H_2, ..., H_n) \in \mathbb{C}^n | d_{min}(H_1, H_2, ..., H_n) = 0\}$ denote the set of all singular fade states. For singular fade states, $|S_R(H_1, H_2, ..., H_n)| < M^n$.

Let the Maximum Likelihood (ML) estimate of $(x_1, x_2, ..., x_n)$ be denoted by $(\hat{x}_1, \hat{x}_2, ..., \hat{x}_n) \in S^n$ at $R$ based on the received complex number $Y_R$, i.e.,

$$\hat{x}_k = \arg\min_{(x_1, x_2, ..., x_n) \in S^n} \|Y_R - H X\|,$$

where $H = [H_1 H_2 ... H_n]$ and $X = [x_1 x_2 ... x_n]^T$.

**Broadcast (BC) Phase:**

During the BC phase, the received signals at $X_1, X_2, ..., X_n$ are respectively given by,

$$Y_{X_k} = H'_k X_k + Z_k, \quad k = 1, 2, ..., n;$$

where $X_R = \mathcal{M}^{H_1, H_2, ..., H_n}(\hat{x}_1, \hat{x}_2, ..., \hat{x}_n) \in S'$ denotes the complex number transmitted by $R$ and $H_1, H_2, ..., H_n$ respectively are the fading coefficients corresponding to the links $R-X_1, R-X_2, ..., R-X_n$. The additive noises $Z_1, Z_2, ..., Z_n \in \mathcal{CN}(0, \sigma^2)$. During the BC phase, $R$ transmits a point from a signal set $S'$ given by a many to one map $\mathcal{M}^{H_1, H_2, ..., H_n} : S^n \rightarrow S'$ chosen by $R$, depending on the values of $H_1, H_2, ..., H_n$. The cardinality of $S' \geq 2^{(n-1)}$, since $\lambda(n-1)$ bits about the other $(n-1)$ users needs to be conveyed to each of $X_1, X_2, ..., X_n$.

A cluster is the set of elements in $S^n$ which are mapped to the same signal point in $S'$ by the map $\mathcal{M}^{H_1, H_2, ..., H_n}$. Let $\mathcal{C}^{H_1, H_2, ..., H_n} = \{L_1, L_2, ..., L_i\}$ denote the set of all such clusters.

**Definition 3:** The cluster distance between a pair of clusters $L_i, L_j \in \mathcal{C}^{H_1, H_2, ..., H_n}$, as given in [4] on the next page, is the minimum among all the distances calculated between the points $(x_1, x_2, ..., x_n) \in L_i$ and $(x'_1, x'_2, ..., x'_n) \in L_j$ in the effective constellation seen at the relay node $R$. The minimum among all the cluster distances among all pairs of clusters of a clustering $\mathcal{C}^{H_1, H_2, ..., H_n}$ is the minimum cluster distance of the clustering, as given in [3] on the next page.

During the MA phase, the performance depends on the minimum cluster distance, while during the BC phase, the performance is dependent on the minimum distance of the signal set $S'$. Distance shortening, a phenomenon given in [13], is described as the significant reduction in the value of $d_{min}(H_1, H_2, ..., H_n)$ for values of $(H_1, H_2, ..., H_n)$ in the neighborhood of the singular fade states. If the clustering used at the relay node $R$ in the BC phase is chosen such that $d_{min}(\mathcal{C}^{H_1, H_2, ..., H_n})$ is non zero, then the effect of distance shortening can be avoided.

A clustering $\mathcal{C}^{H_1, H_2, ..., H_n}$ is said to remove a singular fade state $(H_1, H_2, ..., H_n) \in \mathcal{H}$, if $d_{min}(\mathcal{C}^{H_1, H_2, ..., H_n}) > 0$, i.e., any two message sequences $(x_1, x_2, ..., x_n) \in S^n$ that coincide in the effective constellation received at the relay during the MA phase is in the same cluster of $\mathcal{C}^{H_1, H_2, ..., H_n}$. So, removing singular fade states for an $n$-way relay channel can alternatively be defined as:

\[1\text{The definition has been modified slightly from the referred article “On Latin and Hyper-Graeco-Latin Cubes and Hyper Cubes” by K. Kishen (Current Science, Vol. 11, pp. 98--99, 1942), in accordance with the context.} \]
Definition 4: A clustering \( C^{H_1, H_2, \ldots, H_n} \) is said to remove the singular fade state \((H_1, H_2, \ldots, H_n) \in \mathcal{H}\), if any two possibilities of the messages sent by the users \((x_1, x_2, \ldots, x_n), (x'_1, x'_2, \ldots, x'_n) \in S^n\) that satisfy

\[
H_1 x_1 + H_2 x_2 + \ldots + H_n x_n = H_1 x'_1 + H_2 x'_2 + \ldots + H_n x'_n
\]

are placed together in the same cluster by the clustering.

We denote the clustering which removes the singular fade state \((H_1, H_2, \ldots, H_n)\) by \( C^{(H_1, H_2, \ldots, H_n)} \) (selecting one randomly if there are multiple clusterings which remove the same singular fade state \((H_1, H_2, \ldots, H_n)\)). Let the set of all such clusterings be denoted by \( \mathcal{C}_H \), i.e., \( \mathcal{C}_H = \{ C^{(H_1, H_2, \ldots, H_n)} : (H_1, H_2, \ldots, H_n) \in \mathcal{H} \} \).

Definition 5: The minimum cluster distance of the clustering \( C^{(H_1, H_2, \ldots, H_n)} \) for \((H_1, H_2, \ldots, H_n) \in \mathcal{H}\), when the fade state \((H_1, H_2, \ldots, H_n)\) occurs in the MA phase, denoted by \( d_{\text{min}} \left( C^{(H_1, H_2, \ldots, H_n)} \right) \), is the minimum among all its cluster distances.

If \((H_1, H_2, \ldots, H_n) \not\in \mathcal{H}\), the clustering \( C^{(H_1, H_2, \ldots, H_n)} \) is chosen to be \( C^{(H_1, H_2, \ldots, H_n)} \in \mathcal{C}_H \), that satisfies, \( d_{\text{min}} \left( C^{(H_1, H_2, \ldots, H_n)} \right) \geq \inf \left( d_{\text{min}} \left( C^{(H_1, H_2, \ldots, H_n)} \right) \right) \), \( \forall (H_1, H_2, \ldots, H_n) \not\in \mathcal{H}\).

The clustering used by the relay is indicated to \( X_1, X_2, \ldots, X_n \) using overhead bits. In order to ensure that \( X_k; k = 1, 2, \ldots, n \) is able to decode the message sent by \( X_i; l = 1, 2, \ldots, n; l \neq k \), the clustering \( C \) should satisfy the exclusive law, as given in (7). We explain Exclusive Law in more detail in the next section.

The contributions of this paper are as follows:

- We propose a scheme that enables the exchange of information in the wireless n-way relaying scenario when M-PSK is used at the \( n \) user nodes with totally two channel uses while attempting to remove the harmful effects of fading, extending the schemes given in [2], [3], [11] for \( n = 2, 3, 4 \) respectively.
- For this scheme, the singular fade spaces are identified, enumerated and classified based on their removability in the given scenario.

The remaining content is organized as follows: Section III demonstrates how a \( n \)-fold Latin Hyper-Cube of side \( M \) can be utilized to represent the network code that satisfies the exclusive law for \( n \)-way relaying when M-PSK is used at the end nodes. In Section IV we describe and enumerate the singular fade subspaces for the given scenario and in Section V, focus in on the removal of such singular fade subspaces using \( n \)-fold Latin Hyper-Cube of side \( M \). Section VI provides some insights using simulations and Section VII concludes the paper.

III. THE EXCLUSIVE LAW AND LATIN HYPER-CUBES

The clustering \( C \) that represents the map used at the relay should satisfy the exclusive law (2) in order to ensure that \( X_k; k = 1, 2, \ldots, n \) is able to decode the message sent by \( X_i; l = 1, 2, \ldots, n; l \neq k \), where we assume that the nodes \( X_1, X_2, \ldots, X_n \) transmit symbols from the M-PSK constellation. Consider a \( M \times M \times \ldots \times M \) (\( n \) times) array, containing \( M^n \) entries indexed by \((x_1, x_2, \ldots, x_n)\), i.e., the \( n \) symbols sent by \( X_1, X_2, \ldots, X_n \) in the MA phase. For \( k = 1, 2, \ldots, n \), fixing the \( k \)th dimension of this \( M \times M \times \ldots \times M \) (\( n \) times) array, the \((M - 1)\) dimensional arrays obtained, denoted by say \( C_k^i \), \( l = 1, 2, \ldots, M \), are indexed by the \( M \) values taken by \( x_k \). For fixed values of \( k \) and \( l \), the repetition of a symbol in \( C_k^i \) results in the failure of the \( k \)th exclusive law given by (7).

Thus, for the exclusive law to be satisfied, the cells of this array should be filled such that the \( M \times M \times \ldots \times M \) (\( n \) times) array so obtained, is a \( n \)-fold Latin Hyper-Cube of side \( M \), with entries from \( \mathbb{Z}_d = \{0, 1, \ldots, t-1\} \) for \( t \geq M^{(n-1)} \) (Definition 1). The symbol \( L_k \) of a particular clustering \( L_1, \ldots, L_t \) denotes the cluster obtained by putting together all the tuples \((x_1, x_2, \ldots, x_n)\) such that the entry in the \((x_1, x_2, \ldots, x_n)\)-th slot is the same entry \( i \) from \( \mathbb{Z}_d \). The adjoining figures Fig. 2 and Fig. 3 show the exclusive law condition for the three-way and four-way relaying scenario when 4-PSK is used at end nodes.

![Fig. 2. A 4-fold Latin Hyper-Cube of side 3 represents the exclusive law constraint for the relay map when 4-PSK is used at end nodes.](image-url)
in the same cluster of the clustering used at relay node R in the BC phase in order to remove the singular fade state $(H_1, H_2, ..., H_n)$, is referred to as a Singularity Removal Constraint for the singular fade state $(H_1, H_2, ..., H_n)$ for n-way relaying scenario.

At the end of the MA phase, the relay node receives a complex number, given by (1). Using the ML estimate of this received complex number, R transmits a point from the constellation $S'$ with cardinality at most $M^n$. Instead of R transmitting a point from the $M^n$ point constellation resulting from all the possibilities of $(x_1, x_2, ..., x_n)$, depending on the fade states, the relay R can choose to group these possibilities into clusters represented by a smaller constellation, so that the minimum cluster distance is non-zero, as well as all the users receive the messages from the other $(n-1)$ users, i.e., the clustering satisfies the exclusive law. We provide one such clustering for the case of n-way relaying in the following.

Suppose the fade coefficient in the MA phase, $(H_1, H_2, ..., H_n)$, is a singular fade state, and $\Gamma$ is a singularity removal constraint corresponding to the singular fade state $(H_1, H_2, ..., H_n)$. Then there exist $(x_1, x_2, ..., x_n), (x_1', x_2', ..., x_n') \in \Gamma$, $(x_1, x_2, ..., x_n) \neq (x_1', x_2', ..., x_n')$ such that,

$$H_1x_1 + H_2x_2 + ... + H_nx_n = H_1x_1' + H_2x_2' + ... + H_nx_n'$$

$$\Rightarrow H_1(x_1 - x_1') + H_2(x_2 - x_2') + ... + H_n(x_n - x_n') = 0$$

$$\Rightarrow (H_1, H_2, ..., H_n) \in \left\{ \begin{bmatrix} x_1 - x_1' \\ x_2 - x_2' \\ ... \\ x_n - x_n' \end{bmatrix} \right\}$$

(9)

where for a $n \times 1$ non-zero vector $v$ over $\mathbb{C}$,

$$\langle v \rangle^\perp = \{ w = (w_1, w_2, ..., w_n) \in \mathbb{C}^n \mid w_1v_1 + w_2v_2 + ... + w_nv_n = 0 \}.$$  

(10)

Note that $w_1v_1 + w_2v_2 + ... + w_nv_n = \sum_i w_i v_i$ is the dot product over $\mathbb{C}$ (and not an inner product over $\mathbb{C}$).

**Lemma 1:** For a $n \times 1$ non-zero vector $v$ over $\mathbb{C}$, $\langle v \rangle^\perp$ is a $(n-1)$-dimensional vector subspace of $\mathbb{C}^n$ over $\mathbb{C}$.

**Proof:** Let $w = (w_1, w_2, ..., w_n) \in \langle v \rangle^\perp$ where $v = (v_1, v_2, ..., v_n)$. Then, by definition,

$$w_1v_1 + w_2v_2 + ... + w_nv_n = 0$$

$$\Rightarrow w_1 = -\frac{1}{v_1} (w_2v_2 + ... + w_nv_n)$$

$$\Rightarrow (w_1, w_2, ..., w_n) = (-\frac{1}{v_1} (w_2v_2 + ... + w_nv_n), w_2, ..., w_n)$$

$$\Rightarrow \langle w_1, w_2, ..., w_n \rangle = w_2 (-\frac{1}{v_1} v_2 1, 0, ..., 0) +$$

$$+ w_3 (-\frac{1}{v_1} v_3 0, 1, ..., 0) + ... + w_n (-\frac{1}{v_1} v_n 0, 0, ..., 1)$$

$$\Rightarrow \langle v \rangle^\perp = \text{span} \{ (-\frac{1}{v_1} v_1 1, 0, ..., 0), (-\frac{1}{v_1} v_2 0, 1, ..., 0), ... \}$$

over $\mathbb{C}$.

Proving that the following subset of $\mathbb{C}^n$$

$$\{ (-\frac{1}{v_1} v_1 1, 0, ..., 0), (-\frac{1}{v_1} v_2 0, 1, ..., 0), ..., (-\frac{1}{v_1} v_n 0, 0, ..., 1) \}$$

is a linearly independent set over $\mathbb{C}$ of cardinality $(n-1)$ would be sufficient to prove that $\langle v \rangle^\perp$ is a $(n-1)$-dimensional vector subspace of $\mathbb{C}^n$. Let $\alpha_1, \alpha_2, ..., \alpha_{n-1} \in \mathbb{C}$ such that

$$\alpha_1(-\frac{1}{v_1} v_1 1, 0, ..., 0) + \alpha_2(-\frac{1}{v_1} v_2 0, 1, ..., 0) + ... + \alpha_{n-1}(-\frac{1}{v_1} v_n 0, 0, ..., 1) = (0, 0, ..., 0)$$

$$\Rightarrow (-\alpha_1 v_1^-1 v_1 - \alpha_2 v_2^-1 v_2 - ... - \alpha_{n-1} v_n^-1 v_n, \alpha_1, \alpha_2, ..., \alpha_{n-1}) = (0, 0, ..., 0).$$

Comparing the $2^{nd}$, $3^{rd}$, ..., $n^{th}$ components of the LHS and RHS, we get, $\alpha_1 = 0, \alpha_2 = 0, ..., \alpha_{n-1} = 0$.

Since $x_1, x_2, ..., x_n, x_1', x_2', ..., x_n' \in S$, where $S$ is finite, there are only finitely many possibilities for the right-hand side of (9). Thus the uncountably infinite singular fade state $(H_1, H_2, ..., H_n)$, are points in a finite number of $(n-1)$-dimensional vector subspaces of $\mathbb{C}^n$ over $\mathbb{C}$. We shall refer to these finite number of vector subspaces as the Singular Fade Subspaces of $\mathbb{C}$.

We now give a detailed description of all the possibilities of singular fade subspaces for n-way relaying scenario when $M$-PSK is used at the end nodes. For the proof of the following Theorem, we extensively use the following Lemmas given with proofs in [1].

**Lemma 2:** Let $\Delta S$ denote the difference constellation of the signal set $S$, i.e., $\Delta S = \{ s_i - s'_i \mid s_i, s'_i \in S \}$. Then, for any $M$-PSK signal set, $\Delta S$ is of the form,

$$\Delta S = \{ 0 \} \cup \left\{ 2 \sin \left( \frac{\pi l}{M} \right) e^{j\pi k} \mid l \text{ is odd} \right\}$$

$$\cup \left\{ 2 \sin \left( \frac{\pi l}{M} \right) e^{j\pi k + \frac{\pi}{M}} \mid l \text{ is even} \right\},$$

where $1 \leq l \leq M/2$ and $0 \leq k \leq M - 1$.

As a result of the above Lemma, the non-zero points in $\Delta S$ lie on $M/2$ circles of radius $2 \sin(\pi l/M), 1 \leq l \leq M/2$ with each circle containing $M$ points. The phase angles of the $M$ points on each circle is $2k\pi/M$, if $l$ is odd and $2k\pi/M + \pi/M$ if $l$ is even, where $0 \leq k \leq M - 1$.

**Lemma 3:** Let $i_1, i_2, ..., i_L$ be the ordered indices corresponding to the non-zero components in $\Delta x$ and $\Delta x'$ (the
location of non-zero components is the same in the vectors \( \Delta x \) and \( \Delta x' \). For \( M\)-PSK signal set, \( |\Delta x_i| = c |\Delta x'_i|, \forall 1 \leq i \leq n \), for some \( c \in \mathbb{C} \), if and only if the magnitudes of the non-zero components in \( \Delta x \) are equal and the magnitudes of the non-zero components in \( \Delta x' \) are equal, i.e., \( |\Delta x_{i1}| = |\Delta x_{i2}| = \ldots = |\Delta x_{iL}| \) and \( |\Delta x'_{i1}| = |\Delta x'_{i2}| = \ldots = |\Delta x'_{iL}| \).

From (9) and Lemma 2, the singular fade subspaces are given by,

\[
\begin{pmatrix}
    x_1 - x'_1 \\
x_2 - x'_2 \\
\vdots \\
x_n - x'_n
\end{pmatrix} = \begin{pmatrix}
2 \sin \left( \frac{\pi}{M} \right) e^{j m_1} \\
2 \sin \left( \frac{2 \pi}{M} \right) e^{j m_2} \\
\vdots \\
2 \sin \left( \frac{n \pi}{M} \right) e^{j m_n}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\sin \left( \frac{\pi}{M} \right) e^{j m_1} \\
\sin \left( \frac{2 \pi}{M} \right) e^{j m_2} \\
\vdots \\
\sin \left( \frac{n \pi}{M} \right) e^{j m_n}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\sin \left( \frac{\pi}{M} \right) e^{j m_1} \\
\sin \left( \frac{2 \pi}{M} \right) e^{j m_2} \\
\vdots \\
\sin \left( \frac{n \pi}{M} \right) e^{j m_n}
\end{pmatrix}
\]

where \( m_i = 2k_i \pi / M \) if \( l_i \) is odd and \( 2k_i \pi / M + \pi / M \) if \( l_i \) is even, where \( 0 \leq k_i \leq M - 1 \) for \( i = 1, 2, \ldots, n \).

**Theorem 1:** There are \( \sum_{k=1}^n \binom{n}{k} \left[ \left( \frac{M}{2} \right)^k - \left( \frac{M}{2} \right)^k \right] M^{k-1} \) Singular Fade Subspaces for \( n \)-way relaying when \( M \)-PSK constellation is used at the end nodes.

**Proof:** The Singular Fade Subspaces are of the form \( \{\Delta x_1, \Delta x_2, \ldots, \Delta x_n\} \) where \( \Delta x_k \in \mathcal{S}, \ k = 1, 2, \ldots, n \). Let \( k \) be the number of non-zero \( x_i' \)'s. We fix the relative phase vector of the vector \( \{\Delta x_1, \Delta x_2, \ldots, \Delta x_n\} \) = \( w \) (say). The points in \( \mathcal{S} \) lie on \( M/2 \) circles. So there are \( (M/2)^k \) possibilities for absolute values of the non-zero components of \( w \). There are \( M/2 \) possibilities for the case that the absolute values of all the components of \( w \) that are non-zero, are equal. From Lemma 3, the Singular Fade Subspaces resulting from all of these \( M/2 \) cases are the same, and hence account for 1 out of the \( (M/2)^k \) cases. So for a fixed relative phase vector, there are \( \left[ \left( \frac{M}{2} \right)^k - \left( \frac{M}{2} \right)^k \right] M^{k-1} \) Singular Fade Subspaces. From Lemma 3, fixing the absolute values of the non-zero components of \( w \), each distinct relative phase vector corresponds to a distinct Singular Fade Subspace. There are \( M^{k-1} \) distinct possibilities for the relative phase vector. So, there are \( \left[ \left( \frac{M}{2} \right)^k - \left( \frac{M}{2} \right)^k \right] M^{k-1} \) Singular Fade Subspaces when \( w \) has \( k \) non-zero components. Here, \( k \) can take values from 1 to \( n \). Summing over all possible values of \( k \), we have \( \sum_{k=1}^n \binom{n}{k} \left[ \left( \frac{M}{2} \right)^k - \left( \frac{M}{2} \right)^k \right] M^{k-1} \) Singular Fade Subspaces for \( n \)-way relaying when \( M \)-PSK constellation is used at the end nodes.

The above theorem coincides with the results given for \( n = 2 \) in [14], and the results obtained using explicit enumeration for \( n = 3 \) in [3] and for \( n = 4 \) in [11]. For illustration, we discuss the case when \( n = 5 \). In five-way relaying, user nodes (say) A, B, C, D and E transmit \( x_A, x_B, x_C, x_D \) and \( x_E \in \mathcal{S} \) respectively in the first channel use. Suppose the fade coefficient in the MA way relaying, user nodes (say) A, B, C, D and E transmits \( x_A, x_B, x_C, x_D \) and \( x_E \) in \( \mathcal{S} \).

\[
H_{x_A} + H_{x_B} + H_{x_C} + H_{x_D} + H_{x_E}
\]

\[
= H_{x_A} + H_{x_B} + H_{x_C} + H_{x_D} + H_{x_E}
\]

\[
\Rightarrow H_{(x_A - x'_A)} + H_{(x_B - x'_B)} + H_{(x_C - x'_C)} + H_{(x_D - x'_D)} + H_{(x_E - x'_E)} = 0
\]

\[
\Rightarrow (H_A, H_B, H_C, H_D, H_E) \in \left[ \begin{pmatrix}
x_A - x'_A \\
x_B - x'_B \\
x_C - x'_C \\
x_D - x'_D \\
x_E - x'_E
\end{pmatrix} \right]^\perp . \tag{12}
\]

The adaptive network coding for five-way relaying attempts at removing the singular fade subspaces for the case given by,

\[
\begin{pmatrix}
x_A - x'_A \\
x_B - x'_B \\
x_C - x'_C \\
x_D - x'_D \\
x_E - x'_E
\end{pmatrix}
\]

In the second channel use, relay node R transmits \( x_R \) using a network coding map that depends on the values of \( x_A, x_B, x_C, x_D \) and \( x_E \). As explained in Section III, using a network coding map represented by a 5-fold hyper latin-cube of side \( M \) (when \( M \)-PSK is used at the end nodes A, B, C, D and E) ensures that exclusive law is satisfied. It can be shown using explicit enumeration, that when the end nodes use 4-PSK, there are 13981 singular fade subspaces for five-way relaying, which coincides with Theorem 1, for \( n = 5, M = 4 \).

V. REMOVING SINGULAR FADE SUBSPACES

We cluster the possibilities of \( (x_1, x_2, \ldots, x_n) \) into a clustering that can be represented by an \( n \)-fold Latin Hyper-Cubes of side \( M \), to obtain a clustering that removes the singular fade subspaces, and also attempts to minimize the size of the constellation used by R. This clustering is represented by a constellation given by \( S' \), which is utilized by the relay node R in the BC phase. This is done by first constraining the \( M^n \) possibilities of \( (x_1, x_2, \ldots, x_n) \) transmitted at the MA phase, to remove the singular fade subspaces, and then using these constraints, filling the entries of an empty \( M \times M \times \cdots \times M \) \( (n \) times) array representing the map to be used at the relay. This partially filled array is completed so as to form a \( n \)-fold Latin hyper-cube of side \( M \). The mapping to be used at R can be obtained from the complete Latin hypercube keeping in mind the equivalence between the relay map that satisfies the exclusive law with the \( n \)-fold Latin Hyper-Cube of side \( M \) as shown in Section III.

During the MA phase for the \( n \)-way relaying scenario, nodes \( X_1, X_2, \ldots, X_n \) transmit to the relay R. Let the fade state \( (H_1, H_2, \ldots, H_n) \) denote a point in one of the \( \sum_{k=1}^n \binom{n}{k} \left[ \left( \frac{M}{2} \right)^k - \left( \frac{M}{2} \right)^k \right] M^{n-1} \) singular fade subspaces (Section IV). The constraints on the \( M^n \) array representing the map at the relay node R during BC phase for a singular fade state, can be obtained using the vectors of differences, viz., \( (x_1 - x'_1, x_2 - x'_2, \ldots, x_n - x'_n) \) contributing to this particular singular fade state. So, if \( (H_1, H_2, \ldots, H_n) \in \{(x_1 - x'_1, x_2 - x'_2, \ldots, x_n - x'_n)\} \), then, for \( (x_1, x_2, \ldots, x_n), (x'_1, x'_2, \ldots, x'_n) \in S^n \), \( H_1 x_1 + H_2 x_2 + \cdots + H_n x_n = H_1 x'_1 + H_2 x'_2 + \cdots + H_n x'_n \). For a
Algorithm 1: Obtaining the $M$-fold Latin Hyper-Cube of side $M$ from the constrained $M \times M \times \ldots \times M$ ($n$-times) array

**Input:** The constrained $M \times M \times \ldots \times M$ ($n$-times) array

**Output:** A $M$-fold Latin Hyper-Cube of side $M$

1. Start with the constrained $M \times M \times \ldots \times M$ ($n$-times) array $X$.
2. Initialize all empty cells of $X'$ to $0$.
3. The $(i_1, i_2, \ldots, i_n)^{th}$ cell of $X'$ is the $i^{th}$ transmission of $X_1$, the $i^{th}$ transmission of $X_2$, ..., the $i^{th}$ transmission of $X_n$.
4. For $1 \leq i_1 \leq M$
5. For $1 \leq i_2 \leq M$
6. For $1 \leq i_3 \leq M$
7. If cell $(i_1, i_2, \ldots, i_n)$ of $X'$ is NULL then
8. Initialize $c=1$
9. If $L_i$ does not occur in the $(i_1, i_2, \ldots, i_n)^{th}$ cell of $X'$ then
10. replace $0$ at cell $(i_1, i_2, \ldots, i_n)$ of $X'$ with $L_i$;
11. else
12. $c=c+1$;
13. end
14. end
15. end
16. end
17. end
18. end

Clustering to remove the singular fade state ($H_1, H_2, \ldots, H_n$), i.e., for the minimum distance of the clustering to be greater than 0 (Section II), the pair $(x_1, x_2, \ldots, x_n)$, $(x'_1, x'_2, \ldots, x'_n)$ must be kept in the same cluster. Alternatively, we can say that the entry corresponding to $(x_1, x_2, \ldots, x_n)$ in the $M^n$ array must be the same as the entry corresponding to $(x'_1, x'_2, \ldots, x'_n)$. Similarly, every other such pair in $S^n$ contributing to this same singular fade subspace must be kept in the same cluster. Apart from all such pairs in $S^n$ being kept in the same cluster of the clustering, in order to remove this particular fade state, there are no other constraints. Consider the ordering given as follows on the entries of the constrained $M^n$ array: $(c_1c_2 \ldots c_n) < (c'_1c'_2 \ldots c'_n)$ if $c_i < c_i'$ where $i$ is the first component among the $n$ components, where $c_i \neq c_i'$. This constrained $M^n$ array can then be completed by simply filling the first empty cell in this order, with $L_i, i \geq 1$ in the increasing order of $i$ such that the completed array is an $n$-fold Latin Hyper-Cube of side $M$ (Algorithm 1). The above clustering scheme, however, cannot be utilized to remove all the singular fade subspaces, as shown in the following lemma.

**Lemma 4:** The clustering map used at the relay node $R$ cannot remove the singular fade spaces $\langle \Delta x_1, \Delta x_2, \ldots, \Delta x_n \rangle$ where at least one of $\Delta x_k = 0$ for some $k = 1, 2, \ldots, n$ and simultaneously satisfy the mutually exclusive law.

**Proof:** Let $S = \{(x_1, x_2, x_3, \ldots, x_n)\}$ be a singular fade state where for some $1 \leq k \leq n$, $x_k - x_k = 0$. Then, in order to remove $S$, $(x_1, x_2, \ldots, x_k, \ldots, x_n)$ and $(x'_1, x'_2, \ldots, x_k, \ldots, x'_n)$ that must be kept in the same cluster. This would imply user $X_k$ not being able to distinguish between the messages $x_i$ and $x'_i$ for some $1 \leq l \leq n$. Thus, we can clearly violate the mutually exclusive law, since in order to satisfy the mutually exclusive law, for the same value of $x_k$, all possible $n$-tuples of messages must be kept in different clusters. These two statements cannot be satisfied at the same time, hence such a singular fade subspace cannot be removed if the mutually exclusive law has to be satisfied by the relay map used in the BC phase.

We refer to the singular fade subspaces whose harmful effects cannot be removed by a proper choice of the clustering, as the non-removable singular fade subspaces also talked about in [14].

**Corollary 1:** There are $\frac{M+1}{2} \times \frac{M+1}{2} + 1$ $M^{-1}$ Removable and $\sum_{k=1}^{n-1} \frac{\left( \binom{M}{k} - \frac{M+1}{2} \right)}{M^n}$ Non-Removable Singular Fade Subspaces for $n$-way relaying when $M$-PSK constellation is used at the end nodes.

**Corollary 2:** The number of non-removable singular subspaces is $O(M^{n-1})$ while the number of removable singular fade subspaces is $O(M^n)$.

Thus, the number of non-removable singular fade subspaces is a small fraction of the total number of singular fade subspaces. For the five-way relaying scenario described in the previous section, there are 13981 singular fade subspaces for five-way relaying, out of which the scheme given in this paper removes 7936 singular fade subspaces using 5-fold Latin Hyper-Cubes of side 4. This can be done, as described above, by first marking the singularity removal constraints in the empty $4 \times 4 \times 4 \times 4 \times 4$ array and then completing the array to form a 5-fold Latin Hyper-Cubes of side 4 using Algorithm 1. We now illustrate the removal of a singular fade state for five-way relaying with the help of the following example.

**Example 1:** Consider the case for five-way relaying scenario where 4-PSK is used at end nodes A, B, C, D and E, and one of the singular fade subspace to be removed is given by,

$$S'' = \begin{pmatrix} \frac{-1-j}{2} & \frac{-2-j}{2} & \frac{1-j}{2} & \frac{1+j}{2} \\ \frac{-2-j}{2} & \frac{-1-j}{2} & \frac{1-j}{2} & \frac{1+j}{2} \\ \frac{1-j}{2} & \frac{-1-j}{2} & \frac{-2-j}{2} & \frac{1+j}{2} \\ \frac{1+j}{2} & \frac{-1-j}{2} & \frac{-2-j}{2} & \frac{1-j}{2} \end{pmatrix}$$

The first vector is $[-1-j, -2j, -2j, 1-j, 1+j]$. Now, $-1-j$ can be obtained either as a difference of $x_A = -1$ and $x_A' = j$ or as a difference of $x_A = -j$ and $x_A' = 1$. $-2j$ can be obtained only as a difference of $-j$ and $j$; $1-j$ can be obtained as a difference of $x_D = 1$ and $x_D' = j$ or as a difference of $x_D = -j$ and $x_D' = 1$. $1+j$ can be obtained as a difference of $x_E = 1$ and $x_E' = -j$ or as a difference of $x_E = j$ and $x_E = -1$. Thus, the entries corresponding to
Latin Hyper Cube is as shown in Tables I, II, III, IV, where the entries \( x_{C} \) of each vector must lie in the same clustering representing the network coding map, and then completing the constrained array using the provided algorithm.

### VI. Simulation Results

Simulation results presented in this section identify the cases where the proposed scheme outperforms the naïve approach that uses the same map for all fade states and vice versa. Here, the channel states are distributed according to Rician distribution and channel variances equal to 0 dB and the frame length is 256 bits. Fig. 4 compares the SNR vs bit-error-rate curves for three-way, four-way and five-way relaying scenario for (a) the adaptive network coding scheme presented in this paper with (b) the non-adaptive network coding using two channel uses, in which the same array is used by the relay as an encoder for all channel conditions. The details of three-way and four-way relaying can be found in [3] and [7]. The non-adaptive network coding for three-way, four-way and five-way

\[
(x_{C} = 0, x_{D} = 0) \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 0, x_{D} = 1 \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 0, x_{D} = 2 \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 0, x_{D} = 3 \quad 0 \quad 1 \quad 2 \quad 3
\]

\[
(x_{C} = 1, x_{D} = 0) \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 1, x_{D} = 2 \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 1, x_{D} = 3 \quad 0 \quad 1 \quad 2 \quad 3
\]

\[
(x_{C} = 2, x_{D} = 0) \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 2, x_{D} = 1 \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 2, x_{D} = 3 \quad 0 \quad 1 \quad 2 \quad 3
\]

\[
(x_{C} = 3, x_{D} = 0) \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 3, x_{D} = 1 \quad 0 \quad 1 \quad 2 \quad 3 \quad x_{C} = 3, x_{D} = 3 \quad 0 \quad 1 \quad 2 \quad 3
\]

### TABLE I

**Example 1:** Latin Hyper Cube representing the Relay Map where \( x_{E} = 0 \), entries \( x_{A} \)'s and \( x_{B} \)'s are as mentioned, \( x_{A} \)'s entries are along the rows and \( x_{B} \)'s entries are along the columns of each \( 4 \times 4 \) matrix for fixed values of \( x_{C} \) and \( x_{D} \).

\[
(x_{C} = 0, x_{D} = 0) \quad 0 \quad 1 \quad 2 \quad 3
\]

\[
(x_{C} = 0, x_{D} = 1) \quad 0 \quad 2 \quad 1 \quad 3
\]

\[
(x_{C} = 0, x_{D} = 2) \quad 0 \quad 3 \quad 1 \quad 2
\]

\[
(x_{C} = 0, x_{D} = 3) \quad 0 \quad 3 \quad 1 \quad 2
\]

\[
(x_{C} = 1, x_{D} = 0) \quad 1 \quad 0 \quad 3 \quad 2
\]

\[
(x_{C} = 1, x_{D} = 1) \quad 1 \quad 2 \quad 0 \quad 3
\]

\[
(x_{C} = 1, x_{D} = 2) \quad 1 \quad 3 \quad 2 \quad 0
\]

\[
(x_{C} = 1, x_{D} = 3) \quad 1 \quad 3 \quad 2 \quad 0
\]

\[
(x_{C} = 2, x_{D} = 0) \quad 2 \quad 1 \quad 3 \quad 0
\]

\[
(x_{C} = 2, x_{D} = 1) \quad 2 \quad 3 \quad 1 \quad 0
\]

\[
(x_{C} = 2, x_{D} = 2) \quad 2 \quad 0 \quad 3 \quad 1
\]

\[
(x_{C} = 2, x_{D} = 3) \quad 2 \quad 0 \quad 3 \quad 1
\]

\[
(x_{C} = 3, x_{D} = 0) \quad 3 \quad 1 \quad 2 \quad 0
\]

\[
(x_{C} = 3, x_{D} = 1) \quad 3 \quad 2 \quad 0 \quad 1
\]

\[
(x_{C} = 3, x_{D} = 2) \quad 3 \quad 0 \quad 1 \quad 2
\]

\[
(x_{C} = 3, x_{D} = 3) \quad 3 \quad 0 \quad 1 \quad 2
\]

\[
\{(-1, -j, -j, i, 1), (j, j, j, j, -j), (-1, -j, -j, -j, 1), (j, j, j, j, -j), (-1, -j, -j, -j, 1), (j, j, j, j, 1), (-1, -j, -j, -j, 1), (j, j, j, j, -j), (-1, -j, -j, -j, 1), (j, j, j, j, -j), (-1, -j, -j, -j, 1), (j, j, j, j, -j), (-1, -j, -j, -j, 1), (j, j, j, j, -j)\}
\]

}\}
relaying utilizes the same 3-fold Latin Hyper-Cubes of side 4-fold Latin Hyper-Cube of side 4 and 5-fold Latin Hyp Cube of side 4 (respectively) for all channel conditions.

For any communication system, the effects of additive noise are predominant at low SNR and the effects of noise due fading dominate at high SNR. Since adaptive network coding scheme attempts at reducing the effects of fading for the way relaying scenario by removing a part of singular fading, (a) performs better than (b) at high SNR. This implies that the performance of the scheme in the MA phase states, (a) performs better than (b) at high SNR. This also way relaying scenario by removing a part of singular fade

| TABLE III |
| --- |

Example 1: Latin-Hyper Cube representing the Relay Map where 
\[ x_A = 2 \] entries \( x_A 's \) and \( x_B 's \) are as mentioned, \( x_C 's \) entries are along the rows and \( x_D 's \) entries are along the columns of each 4 \( \times \) 4 matrix for fixed values of \( x_A \) and \( x_B \).

| TABLE IV |
| --- |

Example 1: Latin-Hyper Cube representing the Relay Map where 
\[ x_A = 3 \] entries \( x_A 's \) and \( x_B 's \) are as mentioned, \( x_C 's \) entries are along the rows and \( x_D 's \) entries are along the columns of each 4 \( \times \) 4 matrix for fixed values of \( x_A \) and \( x_B \).
VII. Conclusion

We consider the \( n \)-way wireless relaying scenario, where \( n \) nodes operate in half-duplex mode and transmit points from the same \( M \)-PSK constellation. Information exchange is made possible using just two channels uses, unlike the existing work done for the case, to the best of our knowledge. The Relay node clusters the \( M^n \) possible transmitted tuples \((x_1, x_2, \ldots, x_n)\) into various clusters depending on the fade states such that the exclusive law is satisfied and some of the singular fade subspaces are removed. This necessary requirement of satisfying the exclusive law is shown to be the same as the clustering being represented by a \( n \)-fold Latin Hyper-Cube of side \( M \). The size of the clustering utilizing modified clustering may not be the best that can be achieved, and it might be possible to fill the array with lesser symbols.
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