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ABSTRACT State-of-the-art autonomous vehicles use all kinds of sensors based on light, such as a camera or LIDAR (Laser Imaging Detection And Ranging). These sensors tend to fail when exposed to airborne particles. Ultrasonic sensors have the ability to work in these environments since they have longer wavelengths and are based on acoustics, making them able to pass through the mentioned distortions. However, they have a lower angular resolution compared to their optical counterparts. In this article a 3D in-air sonar sensor is simulated, consisting of a Uniform Rectangular Array similar to the newly developed micro Real Time Imaging Sonar (µRTIS) by CoSys-Lab. Different direction of arrival techniques will be compared for an 8 by 8 uniform rectangular microphone array in a simulation environment to investigate the influence of different parameters in a completely controlled environment. We will investigate the influence of the signal-to-noise ratio and number of snapshots to the angular and spatial resolution in the direction parallel and perpendicular to the direction of the emitted signal, respectively called the angular and range resolution. We will compare these results with real-life imaging results of the µRTIS. The results presented in this article show that, despite the fact that in-air sonar applications are limited to only one snapshot, more advanced algorithms than Delay-And-Sum beamforming are viable options, which is confirmed with the real-life data captured by the µRTIS.

INDEX TERMS Acoustic signal processing, array signal processing, beamforming, microphone arrays, sonar.

I. INTRODUCTION
Autonomous vehicles mostly use optical techniques to perceive their environment. However, these sensors tend to fail when exposed to airborne particles [1], [2]. Therefore, it is of interest to further complement the data gathered with optical techniques with information gathered from ultrasonic sensors. These sensors use acoustical waves with relatively long wavelengths which pass through the propagation medium’s distortions. However, there are downsides to using these ultrasonic sensors. Sound waves travel slower in air compared to light (343 m/s compared to \(299.8 \times 10^6\) m/s), as a result, taking one measurement over a range of six meters takes 35 ms. This makes gathering multiple snapshots impossible since it is important that the environment stays completely stationary, which cannot be guaranteed for mobile applications. Additionally, because of the longer wavelengths and acoustics that are used, the angular resolution cannot compete with the accuracy of alternatives such as LIDAR or a regular camera [3].

The embedded Real Time Imaging Sonar (eRTIS) is a high-accuracy 3D sonar sensors based on a 32 pseudo-random microphone-array which use Delay-And-Sum (DAS) beamforming to solve the Direction Of Arrival (DOA) problem [4]–[6]. Recently, a smaller version of the eRTIS was developed to satisfy the need for 3D in-air sonar sensors. This new version features a smaller footprint for all kind of robotic applications in need for cost-effective 3D environmental perception which do not rely on optics. This smaller version is named the micro Real Time Imaging Sonar (µRTIS) [7]. The µRTIS features 30 microphones placed in Uniform Rectangular Array (URA) of 5 by 6 microphones in a footprint of 5.7 cm by 4.6 cm.

The original eRTIS used DAS which is known for its ease of use, low computational need, and low angular resolution. To improve the angular resolution, the µRTIS uses MUltiple SIgnal Classification (MUSIC) algorithm [8]. MUSIC requires more computational effort than DAS but
has the prospect to improve the angular resolution of the 3D sonar sensor. However, MUSIC fails to correctly resolve the different sources in coherent-source spaces [9], [10]. This is because the decomposition of the source correlation matrix used by MUSIC requires this matrix to be of full rank. In the presence of $K$ uncorrelated sources, the $K$ highest eigenvalues will correspond with the signal subspace. The eigenvectors corresponding to the remaining eigenvalues make up the noise subspace [11]. In a coherent subspace, the eigenvalues of perfectly coherent signals will be zero and MUSIC will fail to correctly resolve these sources. Since the reflected signals originating from the ultrasonic sensor are all coherent, we will preprocess them by means of spatial smoothing. Spatial smoothing averages the source correlation matrix by dividing the microphones in several identical overlapping arrays, which restores its rank [12]–[14].

The aim of this article is to introduce the $\mu$RTIS, the newly developed 3D in-air sensor from CoSys-Lab. In this article we analyze its performance with respect to various beamforming techniques such as DAS, Capon, and MUSIC. We apply these techniques to a simulated signal of an in-air sonar sensor in a completely controlled environment. This simulation environment enables us to more accurately research the influence of different parameters which is not possible in real-life. The results of these simulations can be used in future work to further improve the accuracy of the newly developed $\mu$RTIS. We use MUSIC for its ability to outperform other algorithms even when using only one snapshot [15]. We also include a form of Forward-Backward Spatially Smoothed Capon (FBSS) because it has the advantage that the amplitude information of the calculated spectrum is still present while also being known for having a good angular resolution [16]. This amplitude information is lost when using any type of MUSIC because of the applied eigendecomposition of the covariance matrix. The Capon beamformer is also forward-backward spatially smoothed to ensure the localization of the present coherent sources. We also include the first real-life processed imaging results of the $\mu$RTIS while using different beamforming algorithms which were first presented in [7].

This article is structured as follows: firstly, we explain the used signal model and used algorithms in Section III. Then we clarify the methodology in Section IV. In Sections V-A and V-B we investigate respectively the influence of the Signal-to-Noise Ratio (SNR) and number of snapshots. Next, we investigate the angular separation in Section V-C followed by the investigation into the resolvability of multiple sources at a same distance for the different algorithms in Section V-D, ending with real-life results in Section V-E. Finally, in Section VI, we state the conclusion of this article.

II. $\mu$RTIS

The $\mu$RTIS is the successor of the previously developed eRTIS. The eRTIS was based on Poisson Disc-Sampling and features a 32 pseudo-random microphone array. It uses DAS to solve the DOA problem and has a footprint of 12.2 cm by 10.8 cm. To support the use of their 3D in-air sonar sensor in mobile robotic applications in which the relatively large size could be an issue, CoSys-Lab used their experience of the eRTIS and developed a smaller version: the $\mu$RTIS. The $\mu$RTIS features 30 microphones placed in a uniform rectangular array of $5 \times 6$ and a smaller emitter, reducing its size to 5.7 cm by 4.6 cm. A side by side view of the two sensors is visible in Fig. 2. The use of a URA enables high resolution imaging techniques to be applied. Since the microphones are placed with a spacing of 3.85 mm, we can spatially localize ultrasound sources with frequencies up to 44.545 kHz. Currently we use spatially smoothed MUSIC to process the recorded data, which requires a URA and therefore was not an option with the eRTIS. Initial real-life results and a more in-depth description of the hardware and processing of the $\mu$RTIS is available in [7]. However, as previously mentioned we will in this article use a simulation of a rectangular array of $8 \times 8$ which has been spatially smoothed with subarrays of $5 \times 5$. This research environment enables us to research the influence of different parameters to the imaging results of different DOA-methods in a completely controlled environment. These simulation results can then be used to further improve the imaging of the $\mu$RTIS. We performed the simulation results on an $8 \times 8$ URA, compared to the $5 \times 6$ URA of the $\mu$RTIS, the results hereof will be better than when we apply the same techniques to real-life data. However, the same principles apply.

III. SIGNAL PROCESSING FLOW

A. SIGNAL MODEL

The following is a description of the signal model used in the simulation environment. This model will replace the received signals of step (a) in Fig. 1. Assume a 2D array of $M$ microphones and an emitter close to the array’s phase center, emitting a signal $s_e(t)$. The signal used in the simulation was a frequency sweep ranging from 20 kHz to 85 kHz. This signal gets reflected by the $K$ point reflectors in the environment and recorded by the microphone array. We can write the $m$-th microphone signal as:

$$s_m(t) = \sum_{k=1}^{K} a_k \cdot s_e(t - \Delta t_{k,m}) + n(t), \quad (1)$$

in which the time delay $\Delta t_{k,m}$ is caused by the range $r_{k,m}$ between the $m$-th microphone and $k$-th source and $n(t)$ is the noise vector. The attenuation of the signal $a_k$ is due to a number of effects of which the most important ones are absorption by the reflector and attenuation with distance which in the free field is equal to $\frac{1}{r^{1.5}}$ [18]. With $r$ being the travelled distance of the acoustic wave, which translates to $\frac{1}{r_{k,m}}$ for our active sonar application. To focus on the performance of the beamforming algorithms we chose not to take absorption, diffraction or reverberation into account, these effects are an interesting topic for future work.
FIGURE 1. Schematic overview of the steps that are executed by the signal processing flow. An adapted version of the processing flow in [17] where the coordinate system used in the simulation is defined on the eRTIS. (a) An eRTIS 3D imaging sonar performs an active measurement of the environment. (b) A matched filter is used to maximize the SNR. (c) Using complex STFT we can extract the frequency information of the recorded signal and estimate the range of the reflections (d) The one snapshot that will be used consists out of the range-(single)frequency information across multiple channels. (e) This data is used as the input of an angle estimation algorithm, in this figure MUSIC was used. (f) Finally we get a 3D image showing the location of the reflectors.

The noise vector \( n(t) \) is used to add white Gaussian noise to the model, making it possible to change the SNR of our recorded signal:

\[
SNR = 10 \cdot \log_{10} \left( \frac{P_{\text{sn}}(t)}{P_{\text{n}}(t)} \right) \quad \text{[dB]},
\]

where the \( P_{\text{sn}}(t) \) and \( P_{\text{n}}(t) \) respectively are the power of the signal and the power of the background noise. Our simulated environment consists of point sources in the free field from which the reflected signals only follow one clear path to our sonar sensor. Fig. 3 illustrates the received signal of a source placed at a distance of one meter, using a spectrogram with a window size of 256 and an overlap of 240 samples.

Once the signal reaches the individual microphones, it first gets matched filtered to maximize the SNR and estimate the time of arrival (range) [19]:

\[
s_{\text{MF}}^{(\text{m})}(t) = F^{-1} \left[ F(s_{\text{m}}(t)) \cdot F^*(s_{\text{e}}(t)) \right].
\]

FIGURE 2. Figure from [7] showing a side by side view of the µRTIS (left) and the eRTIS (right), which are two 3D imaging sonar sensors developed by CoSys-Lab. The microphone array in the eRTIS sensor consists of a pseudo-random 32 microphone array placed using Poisson Disc-Sampling, whereas the microphone array in the µRTIS consists of a 30 microphone URA of 5 x 6.

FIGURE 3. Spectrogram of the received signal with a SNR of 20 dB. The source (azimuth, elevation, range) is placed at (30°, 30°, 1 m). The received signal shows the frequency chirp starting at around 1 m and 80 kHz to 1.2 m and 20 kHz.

FIGURE 4. Normalized output of the matched filter for a source (azimuth, elevation, range) placed at (30°, 30°, 1 m). The maximum value is reached at a distance of 1.003 m.

Fig. 4 shows the output of the matched filter for a single microphone for the received signal from Fig. 3. In this case, where the source is placed at a distance of 1 m and not right in
front of the sensor, the distance is estimated at 1.003 m. More importantly, the Rayleigh width [20], which will be discussed further in Section IV, decreases from approximately 20 cm to around 6 mm.

This filtered signal is transformed to the time-frequency domain using a Short-Time Fourier Transform (STFT). We select the frequency bin which has the highest energy ($\omega_1$) and use this frequency for all of our snapshots. Next, we filter out the time bins for which the total energy is less than half of the highest energy, leaving us with a limited collection of time (range) slots for a certain frequency and a certain snapshot. This results in a single snapshot $\tilde{x}(\omega, t)$ for each recording, where the time $t$ matches a distance from the sensor and $\omega$ is fixed to $\omega_1$. Gathering multiple snapshots by measuring $K$ times results in the matrix notation:

$$X(\omega, t) = [\tilde{x}_1(\omega_1, t) \ \tilde{x}_2(\omega_1, t) \ \cdots \ \tilde{x}_K(\omega_1, t)].$$

However, as previously mentioned we are limited to only one snapshot resulting in $X(\omega, t)$ being equal to $\tilde{x}_1(\omega_1, t)$.

**B. SIMULATION PARAMETERS**

The simulated sensor consists of 64 ($8 \times 8$) omnidirectional microphones placed in a Uniform Rectangular Array (URA). The spacing in between the microphones is 5 mm in both directions. The signal emitted by the sonar sensor is a frequency sweep, sweeping from 20 kHz to 85 kHz and a duration of 1 ms. By placing our microphones 5 mm apart.

**C. DOA METHODS**

Following the STFT, we have now reached step (e) in Fig. 1. The gathered snapshot serves as an input for the beamforming algorithms. We have chosen three different algorithms to calculate the DOAs of the simulated signal, i.e., DAS, MUSIC, and Capon. DAS is based on the difference of the phase of the sensor and uses this frequency for all of our signals to calculate the DOAs of the simulated signal, i.e., DAS, MUSIC, and Capon. DAS is based on the difference of the phase of the signal as a result of the spacing between the microphones. Its spectrum is defined as

$$P_{DAS}(\theta, \phi) = X(\omega, t) \cdot A(\theta, \phi),$$

in which $A(\theta, \phi)$ is the steering matrix defined for azimuth $\theta$ and elevation $\phi$, steering our signal into all the directions of interest which in our case is equal to the complete frontal hemisphere. We defined

$$A(\theta, \phi) = [a(\theta_1, \phi_1) \ a(\theta_2, \phi_2) \ \cdots \ a(\theta_M, \phi_M)],$$

where $a(\theta, \phi)$ is a single steering vector:

$$\psi_{Y,m} = \sin(\theta) \cdot \cos(\phi) \cdot p_{Y,m}$$
$$\psi_{Z,m} = \sin(\phi) \cdot p_{Z,m}$$
$$a(\theta, \phi) = \left[ e^{-\frac{2\pi j}{\lambda} (\psi_{Y,1} + \psi_{Z,1})} \ \cdots \ e^{-\frac{2\pi j}{\lambda} (\psi_{Y,M} + \psi_{Z,M})} \right].$$

In which $\lambda$ is equal to the wavelength of the selected frequency and $p_{Y,m}, p_{Z,m}$ is equal to the location of the $m$-th microphone, with the azimuth and elevation defined as in Fig. 1.

Besides DAS, we also used MUSIC [8] to solve the DOA problem:

$$P_{MUSIC}(\theta, \phi) = \frac{1}{A(\theta, \phi)^H \cdot E \cdot E^H \cdot A(\theta, \phi)},$$

it is based on the eigenvalue decomposition of the covariance matrix $R$ of $X(\omega, t)$. Where $A(\theta, \phi)^H$ in (8) is equal to the hermitian transpose of $A(\theta, \phi)$. It solves the different DOAs by calculating the noise subspace $E$ which are the eigenvectors of $R$ belonging to the noise. The noise subspace is formed by the eigenvectors of $R$ corresponding with eigenvalues that are smaller than the mean of all eigenvalues. The estimation results of the MUSIC algorithm are dependent by six parameters in particular: The number of array elements, spacing between the elements, number of snapshots, SNR, angle spacing, and coherency of the signals. In the course of this article we will keep the number of array elements and spacing between them constant while all of our signals are coherent. The influence of the remainder of these parameters will be the main subject of this article.

The last beamformer used is Capon, to be specific we use the version of Capon known as the Minimum Power Distortionless Response (MPDR) [21] with diagonal loading:

$$R_b = R + I_M \cdot b$$
$$w_0(\theta, \phi) = \frac{\frac{b}{R_b^{-1} \cdot A(\theta, \phi)} \cdot A(\theta, \phi)^H}{A(\theta, \phi)^H \cdot R_b^{-1} \cdot A(\theta, \phi)}$$
$$P_{MPDR}(\theta, \phi) = w_0(\theta, \phi)^H \cdot R_b \cdot w_0(\theta, \phi).$$

where $I_M$ is the identity matrix of size $M \times M$, $b$ is the value for diagonal loading and equal to $-0.5$ since it is best kept small and negative [22] and $R^{-1}$ is the inverse of the estimate of the covariance matrix [23].

**D. SPATIAL SMOOTHING**

Since the use of a sonar sensor makes most of the signal sources coherent, spatial smoothing will be applied to overcome this limitation of the MUSIC algorithm [12], [24]. Spatial smoothing is one of the most used methods for this purpose because of its simplicity and small computational demand. Forward Spatial Smoothing (FSS) averages the signal of a microphone with that of its neighbors. This decorrelates the received signals and improves the performance of the DOA-estimators [25], [26]. Forward spatial smoothing requires a URA in the presence of $K$ coherent sources to be at least of size $2K \times 2K$. To guarantee the localization of all present sources, forward-backward spatial smoothing will also be implemented, requiring a minimum size of $3K \times 3K$ for the URA [27]. Besides MUSIC, the Capon beamformer will also be forward-backward spatially smoothed to ensure the localization of the present coherent sources. In this article, the sensor consisting of $8 \times 8$ microphones will be divided in subarrays consisting of $5 \times 5$ microphones.

**IV. METHODOLOGY**

We will investigate the accuracy of different DOA algorithms in function of different properties using a sonar
sensor in a simulation environment. The angular accuracy will be defined by the 3 dB area on the sensor's Point Spread Function (PSF) as visible in Fig. 5. Since this is an area on a sphere, it is defined in steradians (sr). The range resolution will be defined as the distance between the 3 dB points of the source. The DOA algorithms that will be compared are DAS, Capon FBSS, MUSIC, MUSIC FSS, and MUSIC FBSS. For which we selected the frequency with the highest energy to be used in (7), which was equal to 31.250 kHz. This frequency satisfies the half-wavelength criteria for our array where the distance between the microphones is equal to 5 mm.

First, we investigate the influence of the SNR of the received signal. We conduct three experiments, each experiment has one source at a distance of 1 m. Every experiment will let the SNR range from −16 dB to 20 dB and is repeated 20 times. The first experiment will have a source (azimuth, elevation, range) at (0°, 0°, 1 m), the second a source at (30°, 30°, 1 m), and the final experiment will have a source placed at (60°, 60°, 1 m). The result will be a graph displaying the average resolution and the standard deviation for every DOA algorithm. Only one snapshot will be used since we are limited to only one snapshot in real-life applications. This is a consequence of the slower speed of sound, to gather multiple measurements the signal sources should be stationary, which would limit the possibilities of the 3D sonar application.

The research into the effect of the number of snapshots to the angular and range resolution will be conducted in a similar manner as the research for the SNR. The SNR will be 3 dB to assure a clearly received signal and the number of snapshots will range from 1 to 15.

Next, we investigate how close two point sources can be placed while remaining distinguishable. Two sources will be placed at an elevation of 0° and a distance of 1 m. They will be centered around 0° azimuth and will start with a spacing of 40°, moving closer with 2° at a time. The criterion of distinguishably will be that the maximum attenuation found in between the two sources should be higher than 3 dB. This is analogous to the Rayleigh criterion or Rayleigh width in optics [20]. This experiment will again be repeated 20 times for the different DOA algorithms with a SNR of 10 dB and only one snapshot.

Finally, we will end the simulation results with an investigation into how many sources can be placed at the same range while still being resolvable. Up to five sources will be placed at an elevation of 0° and a distance of 1 m. They will be centered around 0° azimuth with a spacing of 40° in between, again with a SNR of 10 dB and only one snapshot. This experiment will be repeated 20 times for the different DOA algorithms. The output will be the sum of the spatial images for every range averaged over the 20 repetitions.

We end our results with a real-life imaging run of the µRTIS. We attached the µRTIS to a Pioneer 3-DX, a small radio guided robot, that was driven through a narrow corridor as is visible in Fig. 8. We captured data at 10 Hz and calculated acoustic images using DAS, Capon, and MUSIC FBSS.

V. RESULTS AND DISCUSSION

A. SNR

Fig. 6 shows the angular resolution in function of the SNR for a source placed at (0°, 0°, 1 m), (30°, 30°, 1 m), and (60°, 60°, 1 m). The SNR ranges from −16 dB to 20 dB. It can be seen that the angular resolution of the MUSIC algorithm applied to a sonar sensor is very dependent on the SNR, this is the most clear for the case where the source is placed (60°, 60°, 1 m). However, when the SNR is higher than 0 dB in the latter case, the resolution appears to be stable. The same trend can be seen for Capon FBSS, MUSIC FSS, and MUSIC FBSS, all be it less severe. The angular resolution for these algorithms is in the worst case around 0.025 sr, compared to 0.3 sr for the MUSIC algorithm. These algorithms also become stable around −10 dB. DAS is the worst performer, the angular resolution for every case is quite stable but the highest of all algorithms when the SNR increases.

Fig. 6 further shows a deterioration of the angular resolution when the source is placed at higher angles. This is the most visible for the DAS algorithm, for which the angular resolution rises from 0.04 sr when the source is placed at (0°, 0°, 1 m), to 0.12 sr for a source placed at (60°, 60°, 1 m). This deterioration is an immediate effect of the decreased aperture of the sonar sensor. The aperture is proportionate to the cosine, meaning it is halved when the signal originates from −60° or 60°. The angular resolution of all beamformers in this situation worsens.

Fig. 7 shows the range resolution in function of the SNR for a source placed at (0°, 0°, 1 m), (30°, 30°, 1 m), and (60°, 60°, 1 m). The range resolutions for all algorithms are quite stable for all cases with an exception for MUSIC and MUSIC FSS when the source is placed at (0°, 0°, 1 m). For these cases the range resolutions worsens for higher SNRs. Overall the differences in range resolutions between the tested algorithms is negligible. When the source is not placed right in front of
the sensor all sensors perform quite alike with overlapping standard deviations that do not exceed 6 cm. Which in most use cases is sufficient.

B. NUMBER OF SNAPSHOTS

Fig. 9 shows the angular resolution is not dependent of the number of snapshots in a low snapshot scenario except for the original MUSIC algorithm. This effect is most visible in the detailed view of the Capon FBSS and MUSIC algorithms, in particular when the source is placed at (60°, 60°, 1 m). MUSIC’s mean angular resolution evolves from 0.003 sr for one snapshot to 0.001 sr for five snapshots whereas the spatially smoothed algorithms remain stable. This is a very positive effect since the biggest threshold of using MUSIC in a sonar application is the difficulty of recording multiple snapshots. Fig. 9 further shows the immense gain in resolution compared to DAS. The resolutions for the smaller angles are all stable, but whereas the spatially smoothed MUSIC algorithms and Capon FBSS remain under 0.0016 sr, DAS has a mean resolution of nearly 0.025 sr when the source is placed at (0°, 0°, 1 m) and 0.125 sr for a source placed at (60°, 60°, 1 m). The bottom row of Fig. 9 further reveals that MUSIC FBSS and MUSIC FSS perform slightly better than Capon FBSS, their angular resolutions are the most stable for all angles. This is important for 3D sonar applications that scan the entire frontal hemisphere.

The range resolution results visible in Fig. 10 also show no connection between the number of snapshots and the range resolution. The maximum resolution of about 7 cm is the consequence of the preprocessing. To avoid calculating every possible partial spatial spectrum, the time slots get filtered according to the maximum amplitude detected in the entire spectrum. When the total amplitude of a time slot is lower than half the maximum value, its amplitude is neglected.
Overall, DAS and Capon FBSS perform the most stable for all the cases, whereas it can be seen that the MUSIC algorithms are very dependent on the location of the source, improving slightly as the source moves away from the center of the sensor.

C. SPACING

Fig. 11 shows the maximum attenuation of the acquired spectrum between two point sources. This provides a good indication of how close two sources can be placed while still remaining distinguishable. The 3 dB line will be used as a limit, when the maximum attenuation is lower than the 3 dB line it is fair to say it is no longer possible to distinguish the two sources from each other. MUSIC performs the worst out of the different algorithms, its maximum attenuation does not pass 8 dB and at 25° it crosses the 3 dB line. It is even outperformed by DAS which is able to distinguish the two sources with a spacing of 24° with attenuations well over 10 dB. However, it is important to mention that this figure only displays the maximum attenuation between two sources. In Fig. 12 it can be seen that DAS shows extra peaks in between the real sources which can wrongly be identified as incoming signals. This effect can also be seen with the MUSIC algorithm, all be it less severe.

Fig. 11 further shows the effect of the spatial smoothing, the spatial smoothed algorithms (Capon FBSS, MUSIC FSS, and MUSIC FBSS) all perform quite alike. They are able to
FIGURE 11. Maximum attenuation between two sources in function of angle spacing with five different DOA-algorithms. The elevation and range of the sources is kept constant at 0° and 1 m, while the azimuth spacing varies from 40° to 10°, centered around 0°. A SNR of 10 dB and one snapshot is used.

clearly distinguish the two sources up until a separation of 14° with a mean attenuation that stays above 10 dB.

D. RESOLVABILITY

Fig. 12 depicts the different spectra for the five used DOA-algorithms when placing multiple reflectors at the same distance. The spectrum of DAS resolves all the sources clearly but in between the real sources, the limited dynamic range could lead to a wrongly identified source. These artefacts are not present with the remaining algorithms. For less than five sources Capon FBSS resolves the sources correctly.

The dynamic range of the spectrum is around 60 dB, making Capon FBSS have the highest dynamic range along with MUSIC FBSS. However, when five sources are placed at 1 m all at the same elevation, Capon and the MUSIC algorithms fail to correctly resolve the sources. This is a consequence of the coherency of the sources. Due to the fact that all of the sources are placed directly in front of the sonar sensor at an elevation of 0° our rectangular array will act as a linear one. In that case we only have four subarrays in the plane with an elevation of 0° and are capable of resolving up to four sources [12]. This results in the sources not being resolved correctly. Both Capon and the MUSIC algorithms seem to locate only four or three sources respectively, most of them located at the wrong locations. The same effect can be seen with DAS, where the Rayleigh criterion is no longer satisfied merging the responses of the four outermost sources into two erroneous responses. This is not a big issue in real-life performance since it is very rare to have five or more coherent sources falling within the Rayleigh width (approximately 6 mm in Fig. 4) of the cross correlation function of the emitted chirp.

MUSIC performs well except for a very limited dynamic range when there are more than one source present. MUSIC FSS and MUSIC FBSS perform alike. However, MUSIC FBSS performs better when less than five sources are present, for these situations the resolution and dynamic range of MUSIC FBSS are better.

As previously mentioned in Section V-A, the aperture of the sensor dramatically worsens for angles higher than 60°. This is visible when four sources are placed. In this case,
FIGURE 13. Real-life imaging results of the μRTIS. The recorded data was processed using Delay-And-Sum, Capon, and MUSIC FBSS. The μRTIS was attached to a small radio guided robot and driven through a narrow corridor. This figure is a snapshot at 10.8 s, the full run is available at [28].

FIGURE 14. Real-life imaging results of the μRTIS. The recorded data was processed using Delay-And-Sum, Capon, and MUSIC FBSS. The μRTIS was attached to a small radio guided robot and driven through a narrow corridor. This figure is a snapshot at 38.3 s, the full run is available at [28].

the PSFs of the sources at $-60^\circ$ and $60^\circ$ are wider than those of the other sources. The resolved sources in this situation also appear to have a slight offset that worsens for sources placed at higher angles as an effect of the decreased aperture of the sensor relative to these sources, which was also discussed in Section V-A.

In Section V-B it was seen that Capon FBSS had one of the lowest angular resolutions when there is one source present, whereas MUSIC FBSS performed the worst. However, Fig. 12 shows that the MUSIC algorithms, especially MUSIC FBSS, have lower angular resolutions when more than one source is present.

E. REAL-LIFE IMAGING RESULTS

The μRTIS was attached to a small radio guided robot and driven through a narrow corridor at the university of about 2 m wide. The data was captured at 10 Hz and the acoustic images were calculated using DAS, Capon, and MUSIC FBSS, using the processing scheme described in 1. A video of the entire dataset is available at [28]. Two snapshots from this video were taken to discuss the differences between the acquired results. Fig. 13 and Fig. 14 are snapshots taken at 10.8 s and 38.3 s respectively. In each figure a gray ellipse was drawn around a reflection for reference.

Fig. 13 shows a clear improvement in the imaging results of Capon and MUSIC FBSS compared to DAS. The point spread functions of the solved reflections are much narrower. The green lines are drawn every 15°, meaning the PSFs of the imaging results of DAS span over an area of about 30° compared to about 7.5° when Capon or MUSIC FBSS is used. All though the PSFs are narrower, the dynamic range slightly worsens, it can be seen that Capon and MUSIC FBSS solve the sources with a maximum peak that is lower than 40 dB, which is the maximum reached with DAS.

Fig. 14 on the other hand shows a clear difference between Capon and MUSIC FBSS. In this figure four reflections are indicated which are clearly resolved using DAS and MUSIC FBSS. However, Capon only resolves two of them and with a magnitude which is very low compared to the other two algorithms. Since these reflections are at the outer rim of the sensor, centered at around $-60^\circ$, it can also be seen the PSFs are wider compared to the results in Fig. 13. The same effect was also previously discussed during the simulations.

VI. CONCLUSION

The simulation results revealed one of the biggest bottlenecks of sonar sensors: the need for a high dynamic range. Reflectors that are placed at higher angles suffer from harsh attenuation of the signal strength due to decrease in aperture of the sensor. Sources at a distance of 1 m are easily solved with SNR higher than 0 dB.

Unexpectedly, the SNR and the number of snapshots no longer have a high influence to the angular and spatial resolution of the different MUSIC algorithms. This effect is especially true for the number of snapshots when spatial smoothing is applied, which is a very positive observation since we are limited in the number of snapshots to one due to time constraints in our measurement process.

From the different algorithms that were compared, MUSIC FSS and MUSIC FBSS have the best angular and spatial resolution when the sources are scattered (not placed at $(0^\circ, 0^\circ, 1 \text{ m})$). Their angular resolution also stays stable
when the location of the incoming signal changes between 0° and 60°. In contrast to DAS which always has an angular resolution that is up to almost 100 times greater than the other algorithms. The angular resolution of MUSIC and Capon FBSS in function of the SNR behave quite alike, with Capon FBSS behaving the best of both.

The range resolutions of DAS, Capon FBSS, and MUSIC FBSS all behave similarly for the different sources, in most cases they do not pass 6 cm which is fine for most 3D sonar applications.

Spatial smoothing should be used when it is necessary to solve multiple reflectors that are placed closely together, the spatially smoothed algorithms outperform DAS and MUSIC with more than 10°. However, it should be noticed that Capon FBSS does show some artefacts that could be wrongly identified as sources.

Overall, the spatially smoothed algorithms performed the most stable in the presence of one source. The angular resolutions are the lowest and most stable of the compared algorithms. The great advantage of Capon is that the magnitude information of the incoming sources is preserved. If this information is important for the application, a form of Capon should be used. However, it is important to use a sufficient spatial smoothing scheme to suppress the artefacts that are visible when multiple sources are present. In these cases the spatially smoothed MUSIC algorithms perform better.

Another factor of the MUSIC algorithm that not appears to be an issue in our sonar application, is the coherency of the incoming signals when spatial smoothing is not used. When less than five sources are placed at the same distance and therefore all the signals coherent, the original MUSIC algorithm is still able to resolve the different DOAs. It is of importance to notice that MUSIC FSS and MUSIC FBSS do have a higher dynamic range and better resolution in this situation.

These results prove the feasibility of the μRTIS in a simulated environment and this was further illustrated with a real-world system. The real-life imaging results confirmed some of the simulation results such as the ability of MUSIC and Capon to greatly improve the imaging results. It further showed that DAS and MUSIC were able to correctly identify all the sources that were present whereas Capon only identified half of them in a certain situation. These sources that were resolved using Capon also had a lower amplitude and were barely visible in the imaging results. This effect was also visible in the simulation results when multiple sources were placed at the outer rim of the sensor.
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