Online Nonnegative Matrix Factorization with General Divergences

Renbo Zhao, Member, IEEE, Vincent Y. F. Tan, Senior Member, IEEE, Huan Xu

Abstract—We develop a unified and systematic framework for performing online nonnegative matrix factorization under a wide variety of important divergences. The online nature of our algorithm makes it particularly amenable to large-scale data. We prove that the sequence of learned dictionaries converges almost surely to the set of critical points of the expected loss function. We do so by leveraging the theory of stochastic approximations and projected dynamical systems. This result substantially generalizes the previous results obtained only for the squared-$\ell_2$ loss. Moreover, the novel techniques involved in our analysis open new avenues for analyzing similar matrix factorization problems. The computational efficiency and the quality of the learned dictionary of our algorithm are verified empirically on both synthetic and real datasets. In particular, on the tasks of topic learning, shadow removal and image denoising, our algorithm achieves superior trade-offs between the quality of learned dictionary and running time over the batch and other online NMF algorithms.
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I. INTRODUCTION

Over the past 20 years, Nonnegative Matrix Factorization (NMF) has been a popular dimensionality reduction and data analysis technique. This is, in part, due to its non-subtractive and parts-based interpretation on the learned basis [1]. Given a nonnegative matrix $V$ with dimension $F \times N$, one seeks a nonnegative dictionary matrix $W$ and a nonnegative coefficient matrix $H$ such that $V \approx WH$, by solving

$$\min \left[ D(V\|V^o) \overset{\triangleq}{=} \sum_{n=1}^{N} d(v_n\|v_n^o) \right] \quad (1)$$

s. t. $V^o = WH, W \geq 0, H \geq 0,$

where $v_n$ (resp. $v_n^o$) denotes the $n$-th column of $V$ (resp. $V^o$) and $d(\cdot\|\cdot)$ denotes a divergence between two nonnegative vectors. In the NMF literature [2]-[10], in addition to the squared-$\ell_2$ loss, i.e., $d(\cdot\|\cdot) = \|x-y\|^2_2$, a vast variety of divergences have been proposed for two main purposes. Firstly, from the statistical inference viewpoint, given the observation noise of a particular distribution, there exists a divergence such that solving (1) correspond to the maximum-likelihood (ML) estimation of ground-truth $V^o$ under observation $V$. For example, if the distribution of the observation noise belongs to the exponential family, then the corresponding divergence belongs to the class of Bregman divergences [11]. Moreover, it has been shown empirically that if the divergence used in (1) does not match the distribution of the noise, the results will be inferior [12]; thus it is imperative to use the correct divergence. Therefore, various divergences have been proposed to optimize the empirical performances of NMF on numerous applications, including music analysis [12], source separation [13], topic modeling [1], hyperspectral unmixing [14] and gene expression analysis [15]. Secondly, many robust divergences (or more specifically, metrics) have been proposed in order to overcome the sensitivity of the squared-$\ell_2$ loss to outliers in the data matrix $V$. These metrics include the $\ell_1$ loss [7], the $\ell_2$ loss [7], the Huber loss [8] and the capped $\ell_2$ loss [10]. With the robust metrics, NMF has been successfully applied to image inpainting [7], visual tracking [8] and outlier image detection [10]. Despite the success of the NMF algorithms with the aforementioned general divergences, the batch data processing mode intrinsic to the algorithms prohibits them from being applied to large-scale data, i.e., finite data collections with a large number of data samples or even streaming data.1 The reasons are twofold—one being that the storage space might be insufficient to store the entire set of samples, and the other being that the computational complexity of each iteration increases at least linearly with the number of samples $N$. However, due to the significant advances in data acquisition, large-scale data is increasingly ubiquitous today, e.g., the Netflix movie-rating database and Google images. Therefore, it is important to devise scalable NMF algorithms under general divergences that is able to handle large-scale data efficiently, both in terms of computation and storage.

A. Prior Works

Many variants of batch NMF algorithms have been proposed in previous works to tackle large-scale data. They can be classified into three types, namely online NMF [17], [18], distributed NMF [19], [20] and compressed NMF [21], [22]. See [23, Section I-A] for an overview of the three types of algorithms. In particular, the online NMF algorithms aim to continuously refine the dictionary $W$ each time new data samples arrive without storing past data samples, thereby overcoming both computational and storage barriers. However, most of the works focus on the case where $d(\cdot\|\cdot)$ in (1) is the squared-$\ell_2$ loss, with only a few exceptions, e.g., [18], [20]. In these works, the Itakura-Saito (IS) divergence and the Huber loss are also considered. Due to the wide applicability of other divergences, it is natural to devise a unified framework that performs NMF under a wide range of divergences systematically for large-scale data. The proposed algorithm should also enjoy some form of convergence guarantees. However, no such theoretical framework has yet been developed thus far.

B. Challenges and Main Contributions

In this paper, we develop a framework termed online NMF with general divergences that learns the dictionary $W$ in (1) in an online manner under a variety of divergences,

1In this work, we do not simultaneously consider the data with high ambient dimensions. An attempt on this problem in the context of dictionary learning with the squared-$\ell_2$ loss has been made in [16].
including Csiszár $f$-divergences, Bregman divergences and various robust metrics. In online NMF, an effective framework called stochastic Majorization-Minimization (MM) [24]–[26] has been proposed to gracefully tackle online matrix factorization problems (including NMF) with the squared-$\ell_2$ loss. However, this method, based on sample average approximation (SAA), cannot be applied to most of the general divergences we consider, since crucially, sufficient statistics in the method cannot be formed. (See Section V-D for details.) Therefore, we leverage the stochastic approximation (SA) framework [27]–[29] to develop an algorithm that does not need to compute the sufficient statistics, so it can effectively handle general divergences while being amenable to convergence analysis. Our analysis shows that the sequence of learned dictionaries converges almost surely to the set of critical points of the expected loss function (4). This serves as a substantial generalization of the results in [24], [26]. However, note that since stochastic MM and our proposed algorithm are based on two different frameworks (SAA and SA), the convergence analyses of the two methods are vastly different. Despite the differences, our analysis can indeed acts as an alternative when the divergence specializes to the squared-$\ell_2$ loss. To illustrate the computational and storage efficiency and the quality of the learned dictionary of our algorithm, we conduct numerical experiments on both synthetic and real datasets. Our results demonstrate that the tasks of topic learning, shadow removal and image denoising, our algorithm achieves superior trade-offs between the quality of learned dictionary and running time over the batch and other online NMF algorithms.

In sum, our main contributions are twofold:

1) We propose a computationally efficient framework for online NMF with general divergences. This framework systematically generalizes the prior works on online NMF with the squared-$\ell_2$ loss. In particular, our framework provides an approach for performing online robust NMF using robust metrics. This complements the previous approach based on the $\ell_1$ regularization on outliers [23].

2) We perform convergence analysis of the proposed framework based on the theory on optimal-value functions [30], stochastic approximations, projected dynamical systems [31], Lyapunov stability criterion [32], [33] and variational analysis [34]. The result of our analysis substantially generalizes previous known results [17], [24], [35]. Moreover, our analysis opens new avenues for analyzing similar online matrix factorization problems. Note that due to the nonconvex nature of the NMF problem, global convergence results are few and far between, in both batch and online settings (especially for divergences beyond the squared-$\ell_2$ loss). The present work establishes a global almost sure convergence result for the sequence of learned dictionaries in the online setting.\(^2\)

\(^2\)In the batch (deterministic) setting (1), global convergence results pertain to the convergence of the sequence of iterates $\{W_i, H_i\}_{i=1}^{\infty}$. In the online (stochastic) setting, the corresponding results pertain to the (almost sure) convergence of the discrete-time stochastic process $\{W_i\}_{t=1}^{\infty}$, since the coefficient vectors are not stored (hence their convergence is not of interest).

II. NOTATIONS AND OVERVIEW OF DIVERGENCES

A. Notations

We use boldface capital letters, boldface lowercase letters and plain lowercase letters to denote matrices, column vectors and scalars respectively. In particular, we use $0$ to denote a zero vector or a zero matrix. Given a matrix $X \in \mathbb{R}^{p \times q}$, we denote its $i$-th row as $X_{i \cdot}$, $j$-th column as $X_{\cdot j}$ and $(i, j)$-th entry by $x_{ij}$. For a column vector $x \in \mathbb{R}^p$, its $i$-th entry is denoted by $x_i$ or $(x)_i$. We use $\|\cdot\|$ to denote both the Euclidean norm of a vector and the Frobenius norm of a matrix. We denote the $\ell_2$ norm of $x$ as $\|x\|_2$, and the spectral norm of $X$ as $\|X\|_2$. We use $\langle \cdot, \cdot \rangle$ to denote the Euclidean inner product between vectors or matrices. We denote the (Euclidean) projection operator onto a set $S$ as $\Pi_S$. We denote the set of nonnegative real numbers, the set of positive real numbers and the set of natural numbers (excluding zero) as $\mathbb{R}_+$, $\mathbb{R}_{++}$ and $\mathbb{N}$ respectively. For $N \in \mathbb{N}$, define $[N] \triangleq \{1, 2, \ldots, N\}$. Moreover, given a sequence of functions $\{f_n\}_{n \in \mathbb{N}}$ and a function $f$, $f_n \rightarrow f$ denotes the uniform convergence of $f_n$ to $f$. In the context of this work, we use $v$, $W$ and $h$ to denote the (nonnegative) data vector, dictionary matrix and coefficient vector respectively. The ambient and latent data dimensions are denoted as $F$ and $K$ respectively, and are assumed to be independent of time.

Due to space constraints, some proofs and additional figures are relegated to the supplemental material. All the equations, lemmas, definitions and sections with indices beginning with an ‘S’ will appear in the supplemental material.

B. Overview of Divergences

In this section, we briefly overview the basic definitions and properties of various divergences employed in the literature of NMF. We classify these divergences into three categories: the Csiszár $f$-divergence, the Bregman divergence and the robust metrics. For further details, see [36, Chapter 2].

1) Csiszár $f$-divergence: The Csiszár $f$-divergence with generating function $\varphi : \mathbb{R}_{++} \rightarrow \mathbb{R}$ between two vectors $x, y \in \mathbb{R}^{n}_{++}$, $d_{\varphi}^{(c)}(x|y) \triangleq \sum_{i \in [n]} y_i \varphi(x_i/y_i)$, where $\varphi$ is convex on $\mathbb{R}_{++}$ such that $\varphi(1) = 0$. Several important instances of Csiszár $f$-divergence have been used in NMF, including the $\ell_1$ distance [37] and the family of $\alpha$-divergences [3], [4]. In particular, the $\alpha$-divergences include Hellinger distance ($\alpha = 1/2$) [38], [39] and the (generalized) Kullback-Leibler (KL) divergence ($\alpha \rightarrow 1$) [40], [41]. Moreover, for these special cases, $d_{\varphi}^{(c)}(x|\cdot)$ is convex on $\mathbb{R}^{n}_{++}$. The expressions of these divergences are summarized in Table I.

2) Bregman divergence: The Bregman divergence with generating function $\phi : \mathbb{R}^{n}_{++} \rightarrow \mathbb{R}$ between two vectors $x, y \in \mathbb{R}^{n}_{++}$, $d_{\phi}^{(b)}(x|y) \triangleq \phi(x) - \phi(y) - \langle \nabla \phi(y), x - y \rangle$, where $\phi$ is strictly convex and continuously differentiable on $\mathbb{R}^{n}_{++}$. In the literature on NMF, several important instances of Bregman divergence have been used, including Mahalanobis distance [42] and the family of $\beta$-divergence [5], [43]. In particular, the $\beta$-divergence includes IS divergence ($\beta \rightarrow 0$) [12], the (generalized) KL divergence ($\beta \rightarrow 1$) [40], [41] and the squared-$\ell_2$ loss ($\beta = 2$) [40], [44]. Moreover, $d_{\phi}^{(b)}(x|\cdot)$ is...


**TABLE I**

| Name                  | $d^{(b)}_{\beta}(x|y)$ |
|-----------------------|-------------------------|
| Mahalanobis distance  | $\frac{(x-y)^T A (x-y)}{2}$ |
| $\beta$-divergence    | $\frac{1}{\beta(|\beta| - 1)} \sum_{i} y_i \left( \frac{x_i}{y_i} - 1 \alpha(x_i - y_i) \right)$ |
| IS divergence ($\beta \rightarrow 0$) | $\sum x_i \log(x_i/y_i) + x_i + y_i - 1$ |
| KL divergence ($\beta \rightarrow 1$) | $\sum x_i \log(x_i/y_i) - x_i + y_i$ |
| Squared $\ell_2$ distance ($\beta = 2$) | $\|x - y\|^2 / 2$ |

**TABLE II**

| Name                  | $d^{(b)}_{\beta}(x|y)$ |
|-----------------------|-------------------------|
| Mahalanobis distance  | $\frac{(x-y)^T A (x-y)}{2}$ |
| $\beta$-divergence    | $\frac{1}{\beta(|\beta| - 1)} \sum_{i} y_i \left( \frac{x_i}{y_i} - 1 \alpha(x_i - y_i) \right)$ |
| IS divergence ($\beta \rightarrow 0$) | $\sum x_i \log(x_i/y_i) + x_i + y_i - 1$ |
| KL divergence ($\beta \rightarrow 1$) | $\sum x_i \log(x_i/y_i) - x_i + y_i$ |
| Squared $\ell_2$ distance ($\beta = 2$) | $\|x - y\|^2 / 2$ |

**TABLE III**

| Name                  | $d^{(b)}_{\beta}(x|y)$ |
|-----------------------|-------------------------|
| $\ell_1$ distance     | $\|x - y\|_1$ |
| $\ell_2$ distance     | $\|x - y\|_2$ |
| Huber loss$^1$        | $\sum h_\alpha(x_i - y_i)$ |

$^1$The (scalar) Huber loss function, $h_\alpha : \mathbb{R} \rightarrow \mathbb{R}$ is defined as 

$$h_\alpha(u) = \begin{cases} u^2 / 2, & |u| \leq \alpha \\ \alpha |u| - \alpha^2 / 2, & \text{otherwise} \end{cases}$$

convex on $\mathbb{R}^n_+$ for $1 \leq \beta \leq 2$ and analytic on $\mathbb{R}^n_+$ for $\beta \in \mathbb{R}$.

The expressions of the divergences are summarized in Table II.

3) Robust metrics: In the literature of robust NMF (and dictionary learning), various robust metrics, denoted as $d^{(b)}(\cdot|\cdot) : \mathbb{R}^n_+ \times \mathbb{R}^n_+ \rightarrow \mathbb{R}$, have been proposed to tackle potential outliers in the data matrices. Important cases of these metrics include the $\ell_1$ distance [45], [46], the $\ell_2$ distance [7], and the Huber loss [8], [20], [47]. The expressions of the important robust metrics are summarized in Table III.

In the sequel, we aim to treat the Csiszár $f$-divergence, the Bregman divergence and the robust metrics in a unified way. To simplify discussions, we focus on the important cases shown in Table I, II and III as these divergences share some regularity properties (see Remark I). We denote the set of these divergences as $D$ with common domain $\mathbb{R}^n_+ \times \mathbb{R}^n_+$, and use $d(\cdot|\cdot)$ to denote any divergence in $D$.

**Remark I.** We first remark on the regularity properties of the divergence class $D$. We notice that $D$ is the union of two divergence classes, $D_1$ and $D_2$ defined respectively as

$$D_1 = \{d(\cdot|\cdot) \in D | \forall x \in \mathbb{R}^n_+, \forall \text{compact } Y \subseteq \mathbb{R}^n_+, d(x|\cdot) \text{ is differentiable and } \nabla d(x|\cdot) \text{ is Lipschitz on } Y\}$$

$$D_2 = \{d(\cdot|\cdot) \in D | \forall x \in \mathbb{R}^n_+, d(x|\cdot) \text{ is convex on } \mathbb{R}^n_+\}$$

The class $D_1$ includes all the divergences in $D$ except the $\ell_1$ and $\ell_2$ distances, whereas the class $D_2$ includes all the divergences in $D$ except the sub-family of the $\beta$-divergence with $\beta \in (-\infty, 1) \cup (2, \infty)$. Second, the domain of $d(\cdot|\cdot)$ can be relaxed to $\mathbb{R}^n_+ \times \mathbb{R}^n_+$ for some specific cases, e.g., the robust metrics.

**III. RELATED WORKS**

**A. Online Matrix Factorization Beyond the Squared-$\ell_2$ Loss**

In the literature of online matrix factorization [9], [17], [24], [48], [49], it is assumed that i.i.d. (independent and identically distributed) data samples $\{v_t\}_{t \in \mathbb{N}}$ (drawn from a common distribution $\mathbb{P}$) arrive in a streaming manner, and the storage space does not scale with time. Under such setting, we aim to solve the following stochastic program, i.e., minimize the expected loss

$$\min_{W \in \mathbb{C}} \mathbb{E}_{v \sim \mathbb{P}} \tilde{f}(v, W),$$

where $v$ is the (random) data vector with distribution $\mathbb{P}$, $W$ the basis matrix constrained in the set $\mathbb{C}$ and $\tilde{f}$ the loss function with respect to (w.r.t.) a single data sample $v$. Most of the literature on online matrix factorization (including online NMF [17], online dictionary learning [24] and online low-rank representation [49]) focus on the case where the data fidelity term is the squared $\ell_2$ loss, i.e., $\tilde{f}$ is defined as

$$\tilde{f}(v, W) \triangleq \min_{h \in \mathcal{H}} \|v - Wh\|^2 + \lambda \psi(h),$$

where $h$ is the coefficient vector constrained in the set $\mathcal{H}$ and $\lambda \psi(h)$ is some regularizer on $h$ with penalty parameter $\lambda > 0$. However, the literature with other forms of data fidelity terms is relative scarce. Among them, some works on real-time music signal processing [18], [50] consider minimizing the IS divergence in an online manner. Other works on visual tracking [8], [47] consider the online minimization of the Huber loss. However, almost all of methods proposed in these works are heuristic in nature, in the sense that the global convergence of the sequence (or any subsequence) of the dictionaries $\{W_t\}_{t \in \mathbb{N}}$ cannot be guaranteed (either a.s. or with high probability). Furthermore, since most of these works are conducted on an ad hoc basis, the approaches therein cannot be easily generalized to other divergences in a straightforward manner. As different divergences are suited to different applications in practice (see Section II-B), a unified framework is needed to systematically study the convergence properties of NMF for various divergences.

**B. Stochastic Projected Subgradient Descent (SPSGD) Applied to Online Matrix Factorization**

As discussed in Section III-A, only differentiable data fidelity terms (the IS divergence and the Huber loss) are considered in the literature of online matrix factorization. Thus, only the stochastic projected gradient descent (SPGD) method has been employed in the prior works [8], [17], [20], [24], [47]. In particular, the efficacy of such method with the squared-$\ell_2$ loss and the Huber loss has been empirically verified in [24] and [8], [47] respectively. In [20], SPGD was employed on online dictionary learning over distributed models, with both squared-$\ell_2$ loss and the Huber loss. In [17], the authors leverage the robust stochastic approximation method [51], a variant of SPGD, and consider both the squared-$\ell_2$ loss and the IS divergence. However, for all the abovementioned works, convergence guarantees on the sequence (or any subsequence) of the dictionaries $\{W_t\}_{t \in \mathbb{N}}$ generated by the SPGD algorithm have not been established.

**IV. PROBLEM FORMULATION**

As introduced in Section III-A, consistent with the problem formulation in the literature, we consider the problem of learning the (nonnegative) dictionary $W$ in a streaming data
setting. Specifically, we assume the data stream \( \{v_t\}_{t \in \mathbb{N}} \subseteq \mathbb{R}^F \) is generated i.i.d. from a distribution \( \mathbb{P} \).\(^4\) We also assume limited storage space, i.e., the memory size does not scale with time. Under such a setting, we aim to minimize the expected loss

\[
\min_{W \in \mathcal{C}} \mathbb{E}_{\nu \sim \nu}[\ell(v, W)] \tag{4}
\]

where \( \mathcal{C} \) is a collection of \( W \in \mathbb{R}^F \times K \) such that \( ||W_{ij}||_1 \geq \epsilon \), \( ||W_{ij}||_{\infty} \leq 1 \), \( \forall (i, j) \in [F] \times [K] \) for some \( 0 < \epsilon < 1 \) and

\[
\ell(v, W) \triangleq \min_{h \in \mathcal{H}} d(v||Wh), \tag{5}
\]

where \( \mathcal{H} \triangleq \{h \in \mathbb{R}^K \mid |e_i - h_i| \leq U, \forall i \in [K]\} \) for some positive constants \( e_i \) and \( U \). In words, \( \ell(v, W) \) is the loss function of \( W \) w.r.t. a single random data sample \( v \sim \mathbb{P} \). As introduced in Section II-B, \( d(\cdot, \cdot) \) is any divergence in \( D \).

**Remark 2.** Several remarks are in order. First we notice in general, \( d(\cdot, \cdot) \) is asymmetric about its arguments. In this work, we only consider minimizing \( d(v||Wh) \) in \( h \) and \( W \) since this corresponds to an ML estimation of the ground-truth data from the noisy data sample \( v \) under various statistical models. For simplicity we omit regularizations on \( W \) in (4) and on \( h \) in (5). See [24, Section 5] for possible regularizations. Next, we explain the rationale behind the choice of the constraint sets \( \mathcal{C} \) and \( \mathcal{H} \). The constraints \( ||W_{ij}||_{\infty} \leq 1 \), for all \( j \in [K] \) and \( ||h||_{\infty} \leq U \) bound the scale of \( W \) and \( h \) respectively. Similar constraints are common in previous works [17], [24], [52]. Based on real applications, \( U < \infty \) can be set to suitably large values. Furthermore, since the domain of \( d(\cdot, \cdot) \) is \( \mathbb{R}^F \times \mathbb{R}^F \), for the sake of numerical stability, we require \( (Wh)_i \geq \epsilon' \), for all \( i \in [F] \) and some small number \( \epsilon' \in (0, 1) \) within the precision tolerance of the numerical software. Thus, the constraints \( ||W_{ij}||_1 \geq \epsilon, \forall i \in [F] \) and \( h_i \geq \epsilon' \), for all \( i \in [K] \) decouple the above constraint on \( (Wh) \) with \( \epsilon_1 \geq \epsilon_2 \). For the reasons above, in this work we set \( \epsilon = \epsilon' = 1 \times 10^{-8} \) and \( U = 1 \times 10^8 \). These two constraints can be removed if the domain of \( d(\cdot, \cdot) \) can be relaxed to \( \mathbb{R}^{F^2} \times \mathbb{R}^{F^2} \) for some specific divergences. Furthermore, the constructions of \( \mathcal{C} \) and \( \mathcal{H} \) also enable efficient projections onto both sets. See Section S-1 for details. Finally, since \( d(v||\cdot) \) is in general not well-defined if \( v \) has zero entries, we can simply set these zero entries to small positive numbers so that \( v \in \mathbb{R}^{F+} \).

**V. ALGORITHM**

The outline of the algorithm for online NMF with general divergences is shown in Algorithm 1. In the following we first define some important concepts and functions in Algorithm 1. Then we explain the choice of input arguments in Algorithm 1. Next we illustrate the details of Algorithm 2, the algorithm for learning the coefficient vector \( h_t \). Finally we discuss the rationale for using SPSGD method and compare it with other possible methodologies.

**A. Definitions**

In this section, we let \( X \) be a finite-dimensional real Banach space, e.g., \( \mathbb{R}^F \) or \( \mathbb{R}^{F \times N} \). We denote the topological dual space of \( X \) as \( X^* \). We also consider a function \( f : X \to \mathbb{R} \).

\(^4\)Most of real data do not strictly satisfy the independence assumption, since they may be weakly dependent. However, we make the i.i.d. assumption here for convenience of analysis.

**Definition 1** ([53, Section 1.1]). The Fréchet subdifferential at \( x \in X \), \( \partial f(x) \) is defined as

\[
\partial f(x) \triangleq \left\{ g \in X^* \mid \liminf_{y \to x, y \neq x} \frac{f(y) - f(x) - \langle g, y - x \rangle}{\|y - x\|} \geq 0 \right\},
\]

where \( \langle \cdot, \cdot \rangle \) defines the canonical pairing between \( X \) and \( X^* \).

**Remark 3.** If \( f \) is differentiable at \( x \in X \), then \( \partial f(x) = \{\nabla f(x)\} \). The Fréchet subdifferential serves as a generalization of the subdifferential in the convex analysis, i.e., if \( f \) is convex on \( X \), then for any \( x \in X \), \( \partial f(x) = \{\partial f(x)\} \), where

\[
\partial f(x) \triangleq \left\{ g \in X^* \mid f(x) + \langle g, y - x \rangle \leq f(y), \forall y \in X \right\}.
\]

**Definition 2** ([54]). The Gâteaux directional derivative of \( f \) at \( x \in X \) along direction \( d \in X \), \( f'(x;d) \) is defined as

\[
f'(x;d) \triangleq \lim_{\delta \to 0} \frac{f(x + \delta d) - f(x)}{\delta}.
\]

Furthermore, \( f \) is called (Gâteaux) directionally differentiable if \( f'(x;d) \) exists for any \( x \in X \) and any \( d \in X \).

**Definition 3** ([55, Section 2]). Assume \( f \) to be directionally differentiable. Let \( K \subseteq X \) be a convex set. A point \( x^* \in K \) is a critical point of the constrained optimization problem \( \min_{x \in K} f(x) \) if for any \( x \in K \),

\[
f'(x^*; x - x^*) \geq 0.
\]

**Remark 4.** If \( f \) is differentiable on \( X \), then (7) is equivalent to the variational inequality \( \langle \nabla f(x^*), x - x^* \rangle \geq 0 \). Now assume \( K \) to be open. If \( f \) is convex, then (7) degenerates to 0 if \( \partial f(x^*) \). If \( f \) is differentiable, then (7) becomes \( \nabla f(x^*) = 0 \).

In addition to the concepts, for any \( t \in \mathbb{N} \), we also define two important functions \( d_t : C \to \mathbb{R} \) and \( \tilde{d}_t : \mathcal{H} \to \mathbb{R} \) as

\[
d_t(W) \triangleq d(v_t||Wh_t), \forall W \in C,
\]

\[
\tilde{d}_t(h) \triangleq d(v_t||W_{t-1}h), \forall h \in \mathcal{H},
\]

where \( \{v_t, Wh_t, h_t\}_{t \in \mathbb{N}} \) are generated per Algorithm 1.

**Remark 5.** From Remark 1, we observe that \( \tilde{d}_t \) or \( d_t \) is either differentiable or convex (or both). Thus by Remark 3, finding a Fréchet subgradient of \( \tilde{d}_t \) is straightforward.

**B. Choice of Input Arguments**

The matrix used for initializing our algorithm \( W_0 \) can be chosen to be any element of \( C \). The number of iterations \( T \) is usually chosen to be the size of the dataset. The step size sequence \( \eta_t \) is chosen to satisfy

\[
\sum_{t=1}^{\infty} \eta_t = \infty \quad \text{and} \quad \sum_{t=1}^{\infty} \eta_t^2 < \infty.
\]

**Remark 6.** In this work we use the classical (diminishing) step size policy (8) as first proposed in [56]. We notice that in the literature [8], [47], the constant step policy has been used. However, as shown in [57], the (projected) SSGD algorithm may diverge even if the objective function \( f \) is convex. We also note that for (strongly) convex stochastic programs, many variants of the SSGD algorithms have been proposed, including trajectory averaging [58], gradient averaging [59], [60], robust step size policy [51] and second-order method [61].
These methods typically enjoy faster convergence rates than the original SSGD algorithm. However, since our objective function $f$ is nonconvex, the acceleration of convergence may not be applicable to our problem setting.\(^5\) Although for nonconvex stochastic programs, other step size policies have also been proposed [62], [63], for simplicity of analysis, we use a policy that satisfies (8).

C. Learning Coefficient Vectors

The algorithm for learning $h_t$, based on projected subgradient descent (PSGD), is shown in Algorithm 2. In this algorithm, the initial coefficient vector $h_0$ can be chosen to be any point in $\mathcal{H}$. For the divergences $d(\cdot|\cdot) \in \mathcal{D}_1$, the corresponding function $\nabla d$ is differentiable on $\mathcal{H}$ and $\nabla d$ is Lipschitz on $\mathcal{H}$ with Lipschitz constant $L_t > 0$. For these cases, there are two ways to choose the step sizes $\{\beta_k\}_{k \in \mathbb{N}}$ such that the sequence of iterates $\{h_k\}_{k \in \mathbb{N}}$ converges to the set of critical points of (10) as $k \to \infty$.\(^6\) The first approach is the well-known Armijo rule, which applies to all the continuously differentiable $g_t$ (see [64, Theorem 2.4] for details). The implementation of Armijo rule is shown in Algorithm 3, where we set $\alpha = 0.01$ and $\gamma = 0.1$ following the suggestions in [65]. We also set $q = 10$. The second approach is to use constant step sizes, i.e., $\beta_k = \beta_t$, for all $k \in \mathbb{N}$. If $\beta_t \in (0, 1/L_t]$, then Algorithm 2 can be interpreted as an MM algorithm [66], and the convergence is guaranteed by [55, Theorem 1]. (In this work, we set $\beta_t = 1/L_t$ for simplicity.) We now provide some guidelines for choosing between these two approaches. The second approach is suitable for the functions $\nabla d$ whose smallest Lipschitz constant on any subset $U \subseteq \mathcal{H}$, $L_t(U)$, does not vary much across all the subsets of $\mathcal{H}$. Examples of the corresponding divergences include the Huber loss and the squared $\ell_2$ loss. However, the gradients $\nabla d$ correspond to some other divergences (e.g., the IS and the KL divergences) in general have much larger $L_t(U)$ when $U$ is in the vicinity of $\mathcal{bd} \mathcal{H}$ than elsewhere. Since $L_t \geq \sup_{U \subseteq \mathcal{H}} L_t(U)$, the constant step size $\beta_t$ will be very small even when $h_k$ lies in the “center” of $\mathcal{H}$, where $d$ is relatively smooth. Under such scenario, it is more appropriate to use Armijo rule especially when the evaluation of $\nabla d$ is not expensive. Now consider the divergences $d(\cdot|\cdot) \in \mathcal{D}_2$, i.e., the $\ell_1$ and $\ell_2$ losses. For the $\ell_2$ loss, the first approach above is still applicable since $\| \cdot \|$ is non-differentiable only at 0. For the $\ell_1$ loss, we employ the modified Polyak’s step size policy with tolerance parameter $\delta_{tol}$ (set to 0.01 in this work) [67], [68, Section 6.3.1] due to efficiency considerations. Although this step size policy can only guarantee $\lim_{k \to \infty} d_t(h_k) \leq \min_{h \in \mathcal{H}} d_t(h) + \delta_{tol}$, as shown in Section VIII, it performs reasonably well empirically.

**D. Discussions**

In this work, we employ the seemingly rudimentary SPSGD method to learn the dictionary in an online manner. In some

\(^5\)The convergence rate in the convex case is w.r.t. the Lyapunov criterion $E[f(W_t) - f^*]$, where $f^*$ denotes the global minimum of $f$ on $\mathcal{C}$. However, for nonconvex $f$, this criterion is ill-defined since it is generally hard to find $f^*$ within a reasonable amount of time.

\(^6\)Given a metric space $(X, d)$, a sequence $(x_n)$ in $X$ is said to converge to a set $A \subseteq X$ if $\lim_{n \to \infty} \inf_{a \in A} d(x_n, a) = 0$.

Algorithm 1 Online NMF with General Divergences

**Input:** Initial dictionary matrix $W_0$, number of iterations $T$, sequence of step sizes $\{\eta_t\}_{t \in \mathbb{N}}$

**for** $t = 1$ to $T$

1. Draw a data sample $v_t$ from $\mathbb{P}$.
2. Learn the coefficient vector $h_t$ such that $h_t$ is a critical point of the optimization problem

$$
\min_{h \in \mathcal{H}} \left[ d_t(h) \triangleq d(v_t||W_{t-1}h) \right].
$$

3. Update the dictionary matrix from $W_{t-1}$ to $W_t$

$$
W_t := \Pi_C \left\{ W_{t-1} - \eta_t G_t \right\},
$$

where $G_t$ is any element in $\nabla d_t(W_{t-1})$.

**end for**

**Output:** Final dictionary matrix $W_T$

Algorithm 2 Learning $h_t$

**Input:** Dictionary matrix $W_{t-1}$, data sample $v_t$, initial coefficient vector $h_0$, sequence of step size $\{\beta_k\}_{k \in \mathbb{N}}$

**Initialize** $k := 0$

**repeat**

1. $h_k := \Pi_C \left\{ h_k^{t-1} - \beta_k G_t \right\}$, where $G_t$ is any element in $\nabla d_t(h_k^{t-1})$

2. $k := k + 1$

**until** some convergence criterion is met

**Output:** Final coefficient vector $h_t$

previous works on online matrix factorization (with squared $\ell_2$ loss) [24], [35], [48], a different approach has been employed to update the dictionary matrix. Namely, at time $t$, $W_t$ is the matrix that minimizes $f_t : \mathcal{C} \to \mathbb{R}$, the majorant\(^8\) for the SAA of $f$, $\tilde{f}_t : \mathcal{C} \to \mathbb{R}$ defined as

$$
\tilde{f}_t(W) \triangleq \frac{1}{t} \sum_{i=1}^{t} \ell(v_i, W).
$$

At a high level, this approach belongs to the class of stochastic MM algorithms [25], [26]. As noted in [25, Section 3], direct minimization of $f_t$ is possible only when $f_t$ can be parameterized by variables of small and constant size (known as sufficient statistics in [24]) for each $t \in \mathbb{N}$. Unfortunately, this condition does not hold for most divergences beyond the squared $\ell_2$ loss, including those in class $\mathcal{D}$. However, if we assume for each $v$, $\ell(v, \cdot)$ has Lipschitz gradient on $\mathcal{C}$ and choose $f_t$ as a quadratic majorant of $\tilde{f}_t$, then the recursive update form of $W_t$ via the stochastic MM approach can be regarded as a special case of our method. See [26, Section 4] for details.

\(^8\)For a function $g$ with domain $\mathcal{G}$, its majorant at $\kappa \in \mathcal{G}$, $G$ is the function that satisfies i) $G \geq g$ on $\mathcal{G}$ and ii) $G(\kappa) = g(\kappa)$. 
Algorithm 3 Armijo rule for step size selection

\textbf{Input}: Dictionary matrix $W_t$, data sample $v_t$, coefficient vector $h_t$, maximum number of iterations $q$

\textbf{Initialize} $\alpha \in (0, 0.5), \gamma \in (0, 1), i := 0, \xi^0 := 1$

\textbf{while} $d_t(h_t^i - \xi^i \nabla d_t(h_t^i)) > d_t(h_t^i) - \alpha \xi^i \| \nabla d_t(h_t^i) \|^2$

\hspace{2em} and $i \leq q$

\hspace{2em} $\xi^{i+1} := \gamma \xi^i$, $i := i + 1$

\textbf{end}

\textbf{Output}: Final step size $\beta_i^k \triangleq \xi^i$

VI. MAIN CONVERGENCE THEOREM

Our main convergence theorem concerns the divergences in class $D_2$ (see Remark 1), i.e., the divergences $d(\cdot, \cdot)$ that are convex in the second argument. The technical difficulties (and possible approaches) for proving such convergence results for divergences in class $D_1 \cap D_2$ are discussed in Section VII-E.\(^9\)

Before presenting our main theorem, we first make the following assumptions.

**Assumptions.**

1) The support set $\mathcal{V} \subseteq \mathbb{R}_+^F$ for the data generation distribution $P$ is compact.

2) For all $(v, W) \in \mathcal{V} \times \mathcal{C}$, $d(v \| Wh)$ is $m$-strongly convex in $h$ for some constant $m > 0$ if $d(\cdot, \cdot) \in D_2$.

**Remark 7.** The abovementioned two assumptions are reasonable in the following sense. Assumption 1 naturally holds for real data, which are uniformly bounded entrywise. We have $\mathcal{V} \subseteq \mathbb{R}_+^F$ as per discussion in Remark 2. Assumption 2 is a classical assumption in literature [24], [35], [48]. It ensures the minimizer of (10) is unique. This assumption can be satisfied by simply adding a Tikhonov regularizer $\frac{\alpha}{2} \| h \|^2$ to $d(v \| Wh)$, but we omit such a regularization term in the objective function in our analysis.

We now state our main theorem.

**Theorem 1.** As $t \to \infty$, the sequence of dictionaries $\{W_t\}_{t \in \mathbb{N}}$ converges almost surely to the set of critical points of (4) formulated with any divergence in class $D_2$.

**Remark 8.** We notice that the same convergence guarantees have been proved in previous works in which the divergence term in the NMF objective function is the squared $\ell_2$ loss [24], [35]. Therefore, our result here can be considered as a substantial generalization of the previous results, since the class $D_2$ covers many more important divergences, as discussed in Remark 1. At a higher level, our problem falls within the scope of stochastic (block) nonconvex optimization. Without additional assumptions on the regularity of the problem, convergence guarantees to the global optima are in general out-of-reach. Indeed, the state-of-the-art convergence guarantees on such problems [69]–[72] are stated in terms of the critical points. Although being suboptimal, the critical points subsume global minima and are often empirically appealing, especially for matrix factorization problems [24], [52], [73].

VII. CONVERGENCE ANALYSIS

This section is devoted to the proof of Theorem 1. For simplicity and ease of understanding, here we focus on the divergences in class $D_1 \cap D_2$. The proof for the divergences in $D_2 \setminus D_1$ can be similarly established, but with slightly more involved mathematical machinery. We defer the proof for the divergences in $D_2 \setminus D_1$ to the supplemental material.

This section is organized as follows. We first introduce some important notations, concepts, preliminary lemmas, as well as continuous-time interpolations of some discrete-time stochastic processes in Algorithm 1. Then we state the key lemmas that lead to the theorem, together with sketches of their proofs. Some technical discussions are provided at the end.

**A. Notations and Concepts**

We denote the underlying probability space for the whole stochastic process $(\{v_t, W_t, h_t\}_{t \in \mathbb{N}}$ generated by Algorithm 1 as $(\Omega, \mathcal{B}, \mu)$. In the sequel, we need to perform continuous-time interpolations for some discrete-time processes. To distinguish between these two types of processes, we use $t \in \mathbb{N}$ as the discrete time index and $s \in \mathbb{R}_+$ as the continuous time index. For any $\omega \in \Omega$, we use $X_t(\omega)$ and $X(s, \omega)$ to denote the values of $X_t$ and $X(s)$ evaluated at $\omega$ respectively.

Next we introduce some important concepts in the analysis.

**Definition 4** (Equiuniform and asymptotic equiuniformity [74]). A sequence of functions $\{f_n\}_{n \in \mathbb{N}}$, defined on a common real Banach space $(\mathcal{X}, \| \cdot \|_{\mathcal{X}})$, is equiuniform (e.u.) at $x \in \mathcal{X}$ if for any $\epsilon > 0$, there exists $\delta > 0$ such that

$$\sup_{n \in \mathbb{N}} \sup_{x' \in \mathcal{X}, \|x - x'\|_{\mathcal{X}} < \delta} \| f_n(x) - f_n(x') \|_{\mathcal{Y}} < \epsilon$$

asymptotically equiuniform (a.e.u.) at $x \in \mathcal{X}$ if

$$\limsup_{n \to \infty} \sup_{x' \in \mathcal{X}, \|x - x'\|_{\mathcal{X}} < \delta} \| f_n(x) - f_n(x') \|_{\mathcal{Y}} < \epsilon.$$

If $\{f_n\}_{n \geq 1}$ is e.u. (resp. a.e.u.) at each $x \in \mathcal{X}$, then $\{f_n\}_{n \geq 1}$ is e.u. (resp. a.e.u.) on $\mathcal{X}$.

**Definition 5** (Projected dynamical system, limit set and stationary points [31], [33]). Given a closed and convex set $K$ in a (finite-dimensional) real Banach space $\mathcal{X}$, and a continuous function $g : K \to \mathcal{X}$, the projected dynamical system (PDS) (on an interval $I \subseteq \mathbb{R}_+$) associated with $K$ and $g$ with initial value $x_0 \in K$ is defined as

$$\frac{d}{ds}x(s) = \pi_K \left[ x(s), g(x(s)) \right], \quad x(0) = x_0, \quad s \in I,$$

where

$$\pi_K[x, v] \triangleq \lim_{\delta \to 0} \frac{1}{\delta} \int_{x_0}^{x_0 + \delta} \Pi_K \left[ x + \delta v - x \right], \forall x \in K, \forall v \in \mathcal{X}. \quad (16)$$

Denote $\mathcal{P}(g, K, x_0)$ as the solution set of (S-12). The limit set of (S-12), $\mathcal{L}(g, K, x_0)$ is defined as

$$\mathcal{L}(g, K, x_0) \triangleq \bigcup_{x(\cdot) \in \mathcal{P}(g, K, x_0)} \left\{ y \in K : \exists \{s_n\}_{n \in \mathbb{N}} \subseteq \mathbb{R}_+, \lim s_n \to \infty, x(s_n) \to y \right\}.$$
Moreover, the set of stationary points associated with $g$ and $\mathcal{K}$, $S(g, \mathcal{K})$ is defined as
\[
S(g, \mathcal{K}) \triangleq \left\{ x \in \mathcal{K} \mid \pi_{\mathcal{K}}[x, g(x)] = 0 \right\}. \quad (17)
\]

Finally, since we focus only on the divergences in $\mathcal{D}_1 \cap \mathcal{D}_2$, the Fréchet subdifferential $\partial d_{\mathcal{K}}(W_{t-1}) = \{ \nabla_W d(v_i) \mid W_{t-1} = h_i \}$ (see Algorithm 1).

### B. Preliminary Lemmas

We first present two lemmas that together establish that the stochastic (noisy) gradient $\nabla_W d(v_i) \mid W_{t-1} = h_i$ in Algorithm 1 acts as an unbiased estimator of the “true” gradient $\nabla f(W_{t-1})$, for any $t \in \mathbb{N}$.

**Lemma 1.** Given any $(v, W) \in \mathcal{V} \times \mathcal{W}$, $\ell$ is differentiable at $(v, W)$ and $(v, W) \mapsto \nabla_W \ell(v, W)$ is continuous at $(v, W)$. Moreover, let $\nabla^* (v, W) \triangleq \min_{h \in \mathcal{H}} d(v \mid \|W\|)$ (by Assumption 2), then $\nabla_W \ell(v, W) = \nabla_W d(v \mid \|W\|)$. Consequently, there exists $M \in (0, \infty)$ such that $\|\nabla_W \ell(v, W)\| \leq M$, for all $(v, W) \in \mathcal{V} \times \mathcal{W}$.

**Proof:** It is easy to check that i) $(v, W) \mapsto \nabla_W \ell(v, W)$ is differentiable on $\mathcal{V} \times \mathcal{C}$, for each $h \in \mathcal{H}$, ii) $(v, W, h) \mapsto \nabla_W d(v \mid W)$ is continuous on $\mathcal{V} \times \mathcal{C} \times \mathcal{H}$ and iii) $(v, W, h) \mapsto \nabla_W d(v \mid W)$ and $(v, W, h) \mapsto \nabla_W d(v \mid W)$ are both continuous on $\mathcal{V} \times \mathcal{C} \times \mathcal{H}$. Furthermore, Assumption 2 implies $\nabla^* (v, W)$ is a unique minimizer of (10) for each $(v, W) \in \mathcal{V} \times \mathcal{C}$. Then by the compactness of $\mathcal{H}$ and the maximum theorem (see Lemma S-7), $\nabla^* (v, W)$ is continuous on $\mathcal{V} \times \mathcal{W}$. By Danskin’s theorem (see Lemma S-8) and again by the compactness of $\mathcal{H}$, $\ell(v, W)$ is differentiable on $\mathcal{V} \times \mathcal{W}$ and $\nabla_W \ell(v, W) = \nabla_W d(v \mid \|W\|)$, which is continuous on $\mathcal{V} \times \mathcal{W}$. Since $\mathcal{V} \times \mathcal{W}$ is compact (by Assumption 1), there exists $M \in (0, \infty)$ such that $\|\nabla_W \ell(v, W)\| \leq M$, for all $(v, W) \in \mathcal{V} \times \mathcal{W}$.

**Lemma 2.** The expected loss (objective) function $f$ is continuously differentiable on $\mathcal{C}$ and $\nabla f(W) = \mathbb{E}_{v \sim P} [\nabla_W \ell(v, W)]$ for each $W \in \mathcal{C}$.

**Proof:** Since both $v \mapsto \ell(v, W)$ and $v \mapsto \nabla_W \ell(v, W)$ are continuous on $\mathcal{V}$ (by Lemma 1) and $\mathcal{V}$ is compact, both of them are Lebesgue integrable. Thus, by Leibniz integral rule (see Lemma S-10), we have $\nabla f(W) = \mathbb{E}_v [\nabla_W \ell(v, W)]$ for each $W \in \mathcal{C}$. The continuity of $\nabla f$ on $\mathcal{C}$ is implied by the continuity of $\nabla_W \ell(v, W)$ on $\mathcal{V} \times \mathcal{W}$.

**Corollary 1.** We have $\sup_{t \in \mathbb{N}} \mathbb{E} [\|\nabla_W \ell(v_t, W_{t-1})\|^2] \leq M^2$. Moreover, there exists $M' \in (0, \infty)$ such that for each $\omega \in \Omega$, $\sup_{t \in \mathbb{N}} \|\nabla f(W_{t-1}(\omega))\| \leq M'$.

Now, define the “noise” part in the stochastic gradient $\nabla_W d(v_i \mid W_{t-1} = h_i)$ in (11), $N_t$ as
\[
N_t \triangleq \nabla_W \ell(v_t, W_{t-1}) - \nabla f(W_{t-1}). \quad (18)
\]

We also define a filtration $\{\mathcal{F}_t\}_{t \geq 0}$ such that $\mathcal{F}_t \triangleq \sigma\{v_i, W_i, h_i\}_{i=1}^t$ for all $t \geq 1$ and $\mathcal{F}_0 = \{\emptyset, \Omega\}$.

### C. Continuous-time Interpolations

Observe that (11), which lies at the central part in our analysis, is a discrete-time PDS. We find it more convenient to analyze a continuous-time analogue of it, so we perform (continuous-time) constant interpolation on (11). Specifically, we first explicitly model the projection $\Pi_c$ in (11) in terms of an additive noise term $Z_t$, i.e.,
\[
W_t := W_{t-1} - \eta_t \nabla f(W_{t-1}) - \eta_t N_t + \eta_t Z_t, \quad (20)
\]

where
\[
Z_t \triangleq \frac{1}{\eta_t} \Pi_c \{ W_{t-1} - \eta_t \nabla \tilde{\ell}(v_t, W_{t-1}) \} - \frac{1}{\eta_t} \left\{ W_{t-1} - \eta_t \nabla \tilde{\ell}(v_t, W_{t-1}) \right\}. \quad (21)
\]

Then we define three sequences of functions $\{F^t\}_{t \in \mathbb{N}}$, $\{N^t\}_{t \in \mathbb{N}}$ and $\{Z^t\}_{t \in \mathbb{N}}$ with common domain $\mathbb{R}_+$ as
\[
F^t(s) \triangleq - \sum_{i=t}^{m(s_t+s)+1} \eta_{i+1} \nabla f(W_i), \quad (22)
\]
\[
N^t(s) \triangleq - \sum_{i=t+1}^{m(s_t+s)} \eta_i N_i, \quad (23)
\]
\[
Z^t(s) \triangleq \sum_{i=t+1}^{m(s_t+s)} \eta_i Z_i, \quad (24)
\]

for $s > 0$ and $F^t(0) = N^t(0) = Z^t(0) = 0$, where
\[
s_t \triangleq \begin{cases} 0, & t = 0, \\ \sum_{i=1}^t \eta_i, & t \geq 1, \\ t, & s \in \{s_t-1, s_t\}. \end{cases}
\]

For illustration purpose, one realization of $Z^t(s)$, $Z^t(\omega, s)$ is plotted in Figure 1. Define $W^t(s) \triangleq W_{m(s_t+s)+1}$. By (20), for any $t \in \mathbb{N}$ we have for all $s \geq 0$,
\[
W^t(s) = W^t(0) + F^{t-1}(s) + N^{t-1}(s) + Z^{t-1}(s). \quad (25)
\]

### D. Key Lemmas

This section consists of three lemmas. In particular, our main theorem is an immediate consequence of Lemmas 5 and 6. Before presenting the two lemmas, we first present Lemma 4 since it lays the foundations for proving Lemma 5. We provide the proof sketch of Lemma 5 and defer the detailed proofs of all the lemmas to the supplemental material.
By Lemma 4, there exists an almost sure set

\[ \Omega' \subseteq \Omega \] is the set with probability one, i.e., \( \mu(\Omega') = 1 \).

implies \( G^k(\omega, \cdot) \overset{u}{\to} G(\omega, \cdot) \) on \([0, S]\), where

\[ G(\omega, s) \triangleq - \int_0^s \nabla f(\bar{W}(\omega, \tau)) \, d\tau, \quad s \geq 0. \] (31)

Since \( \Delta^k(\omega, \cdot) \overset{u}{\to} 0 \) and \( N^k(\omega, \cdot) \overset{u}{\to} 0 \) on \([0, S]\), we have

\[ \bar{W}(\omega, s) = \bar{W}(\omega, 0) - \int_0^s \nabla f(\bar{W}(\omega, \tau)) \, d\tau + \bar{Z}(\omega, s), \quad s \in [0, S]. \] (32)

Now, to show \( \{ \bar{W}(\omega, \cdot), \bar{Z}(\omega, \cdot) \} \) satisfies (30) on \([0, S]\), it remains to show

\[ \bar{Z}(\omega, s) = \int_0^s z(\tau) \, d\tau, \quad s \in [0, S]. \] (33)

By [28, Theorem 3.1, Chapter 4] (see Lemma S-18), it suffices to show \( \bar{W}(\omega, \cdot) \) is Lipschitz on \([0, S]\) and for any \( \tau \in [0, S] \) the following two conditions hold:

1) \( \bar{Z}(\omega, \tau) = 0 \) if \( \bar{W}(\omega, s) \in \text{int} C \) for almost all \( s \in [0, \tau] \),
2) \( \bar{Z}(\omega, \tau) \in \text{conv} \left( \bigcup_{s \in [0, \tau]} \bar{N}(\bar{W}(\omega, s)) \right) \),

where \( \text{conv} \) denotes the closed convex hull of a set \( \mathcal{X} \) and the correspondence (see Definition S-3) \( \bar{N} : \mathcal{C} \ni X \mapsto \mathbb{R}^{F \times K} \) is defined as \( \bar{N}(\bar{W}) \triangleq \{ N \in \mathbb{R}^{F \times K} : \| N \| \leq M, \langle N, W' - \bar{W} \rangle \geq 0, \forall W' \in C \} \). In words, \( \bar{N}(\bar{W}) \) indicates the set of (bounded) inward normals at \( \bar{W} \in C \).

The Lipschitzness of \( \bar{Z}(\omega, \cdot) \) on \([0, S]\) follows from i) \( \bar{Z}(\omega, \cdot) \) is Lipschitz on \([0, S]\) and ii) \( \nabla f(\bar{W}(\omega, \cdot)) \) is bounded on \([0, S]\). Moreover, condition (1) above essentially follows from the continuity of \( \bar{Z}(\omega, \cdot) \) on \([0, S]\). To show condition (2), we make use of the upper semicontinuity (see Definition S-4) of \( \bar{N} \). To show this property, by [75, Section 1.1] (see Lemma S-21), it suffices to show

\[ \bigcap_{\delta > 0} \text{conv} \left( \bigcup_{\bar{W} \in B_\delta(W)} \bar{N}(\bar{W}) \right) \subseteq \bar{N}(W), \forall W \in C, \] (34)

where \( B_\delta(W) \triangleq \{ W' \in C : \| W - W' \| < \delta \} \).

Based on (32) and (33), we can choose a sequence of nested intervals \([0, S_n]\) (with \( S_n \uparrow \infty \)) and by repeatedly passing to further subsequence, we can show there exists a subsequence \( \{ t_k \}_{k \in \mathbb{N}} \) of \( \{ t_k \}_{k \in \mathbb{N}} \) and continuous functions \( \bar{W}(\omega, \cdot) \) and \( \bar{Z}(\omega, \cdot) \) defined on \([0, S]\) such that \( W(t_k, \omega, \cdot) \overset{u}{\to} \bar{W}(\omega, \cdot) \) and \( Z(t_k, \omega, \cdot) \overset{u}{\to} \bar{Z}(\omega, \cdot) \) on \([0, S]\). The continuity of \( \nabla f \) implies \( \nabla f(W(t_k, \omega, \cdot)) \overset{u}{\to} \nabla f(\bar{W}(\omega, \cdot)) \) on \([0, S]\). This further
to prove Theorem 1. Specifically, Lemma 5 shows \( \{W_t\}_{t \in \mathbb{N}} \) converges almost surely to the limit set \( \mathcal{L}(−\nabla f, C, W_0) \) and Lemma 6 characterizes every element in the limit set \( \mathcal{L}(−\nabla f, C, W_0) \) as a critical point of (4).

E. Discussions

We first remark that for the divergences in class \( D_1 \cap D_2 \), it might be possible to analyze the convergence of Algorithm 1 under the stochastic MM framework, by choosing the quadratic majorant of the sample average of \( f \), as per discussion in [26, Section 4]. However, our analysis based on stochastic approximation theory and projected dynamical systems [31, [33] serve as a more direct approach, since we need not transform Algorithm 1 as a stochastic MM algorithm a priori. Next, we discuss the difficulties to tackle the divergences in class \( D_1 \setminus D_2 \). In such case (10) may not have a unique minimizer even if some strongly convex regularizer is added. Thus, \( f \) would be nonsmooth and nonconvex. Without additional assumptions, proving asymptotic convergence guarantees to stationary points is still an open question in the literature. Moreover, nonconvexity makes solving (10) NP-hard. If we assume there exists an oracle that can solve (10), a possible approach to prove convergence to critical points would be to generalize the convergence analysis for the SPGD method to the nonconvex problems.

VIII. NUMERICAL EXPERIMENTS AND APPLICATIONS

A. Experimental Setup

The experiments in this section consist of three parts. We tested our online algorithm (denoted as OL) on synthetic data with a broad class of divergences \( \mathcal{D} \), such that at least one divergence is from the Csiszár, Bregman or robust categories. (The divergences in \( \mathcal{D} \) are listed in Table IV.) Next we applied OL to real applications in which large-scale data is commonplace. In particular, we applied OL with the KL divergence to topic learning on text datasets and OL with the Huber loss to shadow and noise removal on face datasets. For the IS, squared-\( \ell_2 \) and Huber losses, we additionally compared OL with other online algorithms proposed previously [8], [17], [18], denoted as OL-Lef, OL-Guan and OL-Wang respectively. All the experiments were run in 64-bit Matlab® (R2015b) on a machine with Intel® Core i7-4790 3.6 GHz CPU and 8 GB RAM. We intend to make the code publicly available if and when the paper is accepted.

B. Heuristics

In the practical implementations of online matrix factorization algorithms, many heuristics have been proposed in previous works [17], [24]. In the following experiments we mainly used three heuristics—namely, mini-batch input, dataset aggregation and random permutation. Mini-batch input refers to the practice to input \( \tau \in \mathbb{N} \) data samples at each time. This helps to improve the stability of the dictionary \( W \) by preventing it from being updated too frequently. Moreover, in reality it may be difficult to find suitable benchmarking datasets of sufficiently large size to be considered as “Big Data”. Therefore, one can first replicate an available dataset \( p \in \mathbb{N} \) times and then add i.i.d. observation noise to each element in the replicated dataset. In this work, \( p \) is chosen such that the number of data samples \( N \approx 1 \times 10^5 \). Next, these noisy data samples are randomly permuted and projected onto a compact set \( \mathcal{V} \). In such way, the data samples can be considered to be generated in an i.i.d. fashion from a continuous distribution

C. Parameter Settings

We describe the choices of some important parameters in our algorithms. These parameters include the mini-batch size \( \tau \), the latent dimension \( K \) and the sequence of step sizes \( \{\eta_t\}_{t \in \mathbb{N}} \). The canonical setting of these parameters includes \( \tau = 1 \times 10^{-4} N, K = 40 \) and \( \eta_t = a/(\tau t + b) \), where \( a = 2 \times 10^4, b = 2 \times 10^2 \) and \( \tau t \in \mathbb{N} \). This setting will be used in all experiments unless otherwise mentioned.

We next explain the choices of the parameter values. The mini-batch size \( \tau \) controls the frequency of dictionary update. In the online NMF literature there are no principled ways to select \( \tau \), since this parameter is typically data dependent [24]. Here we followed the rule-of-thumb proposed in [23], which suggests to choose \( \tau \leq 4 \times 10^{-4} N \). For the latent dimension \( K \), there are several ways to choose it. The most direct way leverages domain knowledge. For example, if the data matrix is the term-document matrix (see Section VIII-F for detailed descriptions), then \( K \) corresponds to the number of topics (categories) that the documents belong to (such that each document can be viewed as a linear combination of keywords in each topic). Since this number is known for most text datasets, the value of \( K \) can be directly obtained. Otherwise, some works [76], [77] propose to choose \( K \) using Bayesian modeling. However, the computational burden introduced by the complex modeling is prohibitive especially for large-scale data. Hence, we set \( K = 40 \) unless a more accurate estimate can be obtained from the domain knowledge. Lastly we discuss the choice of the step size \( \eta_t \). From (8), a straightforward expression for \( \eta_t \) would be \( \eta_t = a/(\tau t + b) \), where \( a \) and \( b \) are both positive numbers. In the initial phase where \( t \) is small, the step size approximately equals the constant \( a/b \). Therefore the value of \( b \) determines the duration of this phase. Similar to \( \tau \), the choice of \( b \) is also data-dependent and lacks clear guidelines. As such, we fixed \( b = 2 \times 10^4 \) as we found this value gave us satisfactory results in practice. Moreover, we also set \( a = 2 \times 10^4 \). In Section VIII-D, we will show our online algorithm OL is insensitive to \( \tau, K \) and \( a \) when we varied these parameters over wide ranges for all the divergences in Table IV.
D. Synthetic Experiments

1) Data Generation: To generate the (noisy) data matrix $\mathbf{V}$, we first generated the ground-truth data matrix $\mathbf{V}^o \triangleq \mathbf{W}^o \mathbf{H}^o$, where $\mathbf{W}^o \in \mathbb{R}_+^{m \times K}$ and $\mathbf{H}^o \in \mathbb{R}_+^{K \times N}$ denotes the ground-truth dictionary and coefficient matrices respectively. We set the ground-truth latent dimension $K^o = 40$.\(^{15}\) The entries of $\mathbf{W}^o$ and $\mathbf{H}^o$ were generated i.i.d. from the shifted half-normal distribution $\mathcal{H}_{\nu^o}(\sigma^2)$.\(^{16}\) We set $\nu = 1$ to prevent entries of $\mathbf{W}^o$ and $\mathbf{H}^o$ from being arbitrarily small. Next we contaminated $\mathbf{V}^o$ with entrywise i.i.d. noise to obtain $\mathbf{V}$. For the IS, KL and squared-$\ell_2$ divergences, the distributions of the noise were chosen to be multiplicative Gamma, Poisson and additive Gaussian respectively, so that the ML estimation of $\mathbf{V}^o$ from $\mathbf{V}$ is equivalent to solving the (batch) NMF problem (1) [12]. The parameters of these distributions were chosen such that the signal-to-noise ratio (SNR), $\text{SNR} \triangleq 20 \log_{10}(||\mathbf{V}^o||/||\mathbf{V} - \mathbf{V}^o||)$ was approximately $30$ dB. In particular, we chose $\sigma = 5$ to ensure the SNR for the Poisson noise satisfied the condition.\(^{17}\) Since the other divergences considered (Huber, $\ell_1$ and $\ell_2$) are mainly used in the robust NMF, we added outliers to the ground-truth $\mathbf{V}^o$ as follows. We first randomly selected an index set $\mathcal{Q} \subseteq \{1, \ldots, m\} \times \{1, \ldots, n\}$ such that for any $i \in [N], \mathcal{Q}_i \in [F] \times \{i\}$ and $|\mathcal{Q}| = 0.3F$. Then each entry $v_{ij}^o$ with $(i, j) \in \mathcal{Q}$ was contaminated with (symmetric) uniform noise with magnitude $\lambda$. We chose $\lambda = 2E[v_{ij}^o] = 2K^o(\nu + \sigma^2/2\pi)^2 \approx 2000$. The noise generation procedures for all the abovementioned divergences are summarized in Table IV. The final data matrix $\mathbf{V}$ was obtained by projecting $\mathbf{V}$ onto a compact set $\mathcal{Y} \triangleq [0, 4000]^F \times \mathbb{R}_+$ since $4000 \approx 4E[v_{ij}^o]$.

2) Efficiency Comparison with Other NMF Algorithms: We compared the convergence speeds of OL with the batch (and other online) algorithms for each divergence in $\mathcal{D}$. The convergence speeds are demonstrated in the plots of objective values versus time. The objective values of the batch algorithms at each iteration are well-defined. For the online algorithms, at each iteration $t$, the objective value was defined as the $t$th objective value of the batch algorithms and some other online algorithms for all the divergences in $\mathcal{D}$. Note that the results in Figure 2 were obtained using one initialization of $\mathbf{W}$ for each divergence. We observed that different initializations led to similar results.

3) Insensitivity to Key Parameters: To examine the sensitivity of OL to the key parameters $\tau$, $K$ and $a$, for each divergence in $\mathcal{D}$, we varied one parameter at each time in log-scale while keeping the other two fixed as in the canonical setting. From the plots of objective values versus time with different values of $\tau$, $K$ and $a$ (shown in Figures S-1, S-2 and S-3 in the supplemental material respectively), we observe that the convergence speeds of OL for all the divergences exhibit small (or even unnoticeable) variations across different values of $\tau$, $K$ and $a$. This shows the performance of our online algorithm is relatively insensitive to these key parameters. Therefore, in the following experiments on real data, we will use the canonical values of $\tau$, $K$ and $a$ unless mentioned otherwise. Note that similarly to Figure 2, the results shown in Figures S-1, S-2 and S-3 are also relatively insensitive to different initializations of $\mathbf{W}$.

E. Application I: Topic Learning

We applied OL with the KL divergence to the topic learning task on two text datasets, BBCNews [78] and 20NewsGroups [79], since it has been shown empirically in [1], [41] that the batch NMF algorithm with the KL divergence achieves promising performance on such task. The small-scale BBCNews dataset has 2225 documents from five categories, while the large-scale 20NewsGroups dataset has 18774 documents from 20 categories. (For both datasets, the labels of ground-truth categories are provided.) Therefore, the latent dimension $K$ was set to 5 and 20 respectively for the BBCNews and the 20NewsGroups datasets, as discussed in Section VIII-C. The five categories in the BBCNews dataset are rather distinct. However, some of the 20 categories in the 20NewsGroups dataset are highly correlated, thus resulting in the learning of topics of this dataset more difficult. Each dataset consists of a term-document matrix $\mathbf{Y} \in \mathbb{R}_+^{n \times m}$ such that $\mathbf{y}_{ij}$ denotes the frequency that the $i$th word appears in the $j$th document. We transformed $\mathbf{Y}$ into the term frequency-inverse document frequency (TF-IDF) matrix $\mathbf{Y}'$, such that for any $(i, j) \in [m] \times [n], \mathbf{y}'_{ij} \triangleq (1 + \log \mathbf{y}_{ij})\log(n/\|\mathbf{y}_{i\cdot}\|_0)$ if $\mathbf{y}_{ij} \neq 0$ and $\mathbf{y}'_{ij} = 0$ otherwise. Then for both datasets, we used the TF-IDF matrix $\mathbf{Y}'$ of 1000 rows of $\mathbf{Y}'$ with largest $\ell_1$ norm. Next, we scaled $\mathbf{Y}''$ entrywise by factor $l$ and contaminated entries of $\mathbf{Y}''$ with

\(^{15}\) Note that in general $K \neq K^o$, i.e., the latent dimension $K$ given a priori in the algorithm may not match the ground-truth $K^o$.

\(^{16}\) $\mathcal{H}_{\nu^o}(\sigma^2)$ denotes the shifted half-normal distribution with scale parameter $\sigma^2$ and offset $\nu > 0$, i.e., $\mathcal{H}_{\nu^o}(y; \sigma^2) = \frac{y^2}{\sigma^2} \sqrt{\frac{\pi}{2}} \exp\left(-\frac{y^2}{2\sigma^2}\right)$ for $y \geq \nu$ and 0 otherwise.

\(^{17}\) By assuming the entries of $\mathbf{V}^o$ are i.i.d. and using the law of large numbers, all the distribution parameters (and $\sigma$) can be analytically estimated. See [76] for details.
i.i.d. Poisson noise such that the SNR \( \approx 30 \, \text{dB} \). Finally, we replicated the resulting matrix column-wise followed by random permutation and entrywise projection onto the compact interval \([0, 2\| \mathbf{w} \|_2] \) per the discussion in Section VIII-B.

Next, we compare the performances of OL and Batch in terms of both quality of learned dictionary \( \mathbf{W} \) and running time. To show the quality of \( \mathbf{W} \), we select eight entries in each column of \( \mathbf{W} \) with largest coefficients and display the corresponding keywords (in decreasing order of their coefficients) in Table V and VI for the BBCNews and the 20NewsGroups datasets respectively. As shown in [1], the eight selected keywords for each column suffice to indicate the topic that the column corresponds to. Due to space constraints, we only show five columns of \( \mathbf{W} \) learned from the 20NewsGroups dataset. From Table V, we observe that both OL and Batch are able to learn five distinct topics from the BBCNews dataset, and the topics learned exactly coincide with the ground truth. Due to the existence of critical points, the set and order of top eight keywords learned for each topic by OL and Batch are slightly different. However, the small differences cause no ambiguities for topic identifications. For the 20NewsGroups dataset, as some of the categories in this dataset are highly coupled, the keywords shown in Table VI only correspond to the “general” (ground-truth) categories. However, this suffices for most practical purposes of topic modeling. Similar to Table V, the results in Table VI also indicate the comparable quality of the learned dictionaries by OL and Batch. Despite the similar quality of the learned dictionaries, the running times of OL are significantly shorter than those of Batch on both datasets, as shown in Table VII. This suggests that on the topic learning tasks, OL can achieve similar results as Batch with much greater computational efficiency.

### F. Application II: Shadow Removal and Image Denoising

In this section we applied OL with the Huber loss to shadow and salt-and-pepper noise removal on the YaleB face dataset [80]. This dataset consists of 8-bit gray-scale face images of 38 subjects with different poses and illumination conditions. In particular, almost all subjects have 64 face images and shadows of different areas prevalently exist among these images. Since it is well-known that shadows can be treated as outliers [81], we use the Huber loss as the robust loss function in both OL and Batch. Due to storage constraints (for implementing Batch), we downsampled all the face images to resolution \( 32 \times 32 \). To increase the difficulty of image reconstruction, for each image, we uniformly randomly selected 30\% of pixels and added i.i.d. salt-and-pepper noise with (symmetric) uniform distribution \( \mathcal{U}(0, 255) \) to these pixels. The contaminated pixels were then projected to \( [0, 255] \). As discussed in Section VIII-B, for each subject (now with 64 contaminated images), we replicated his/her images \( p = 1500 \) times followed by random permutation. The images were then vectorized as columns and stacked to form our data matrix \( \mathbf{V} \).

We reconstructed a particular image (vector) \( \hat{\mathbf{v}}_i \) from OL by \( \hat{\mathbf{v}}_i = \mathbf{W} \hat{\mathbf{h}}_i \), where \( \mathbf{W} \) denotes the final output dictionary and \( \hat{\mathbf{h}}_i \) denotes the coefficient vector at time \( i \). In this way, the quality of image reconstruction serves as a good indicator of the quality of \( \mathbf{W} \).

Now, we randomly pick four subjects and show the reconstruction results of their images in Figure 3. For each subject, we select three images with different illuminations and show the images reconstructed by the online algorithms OL and OL-Wang and the batch algorithm Batch. From Figure 3, we observe that for all subjects, all the three algorithms are able to remove the salt-and-pepper noise. For shadow removal, Batch achieves the best visual quality, in the sense that shadows are completely removed and artifacts (e.g., glares and distortions) introduced are minimal. In contrast, for subjects A, B and C, OL-Wang fails to remove shadows. Compared with OL-Wang, OL removes the shadows in their entirety, although it introduces some glares in the foreheads and cheeks. For subject D however, all the three algorithms achieve almost the same results, with shadows removed and little artifacts introduced. Overall, in terms of shadow removal and image denoising, OL and Batch have similar performances and they greatly outperform OL-Wang. Next we turn attention to the running times of the three algorithms. It is clear that for all the four subjects, OL has the shortest running times and is significantly faster than Batch. Also, OL-Wang runs slightly slower than OL. Therefore, in terms of both efficiency and quality of image reconstruction, we conclude that OL achieves the best trade-off.

Remark 10. Note that for both experiments on the real datasets (Section VIII-E and VIII-F), the running times were averaged over ten random initializations of \( \mathbf{W} \) (with standard deviations shown in the parentheses). Other results shown were obtained with one initialization of \( \mathbf{W} \), but they were observed to be insensitive to different initializations.
TABLE VI

TOPICS LEARNED FROM THE 20NewsGroups DATASET WITH THE OL AND THE Batch ALGORITHMS WITH THE KL DIVERGENCE.

| Space    | Sports  | Religion | Hardware | Sale    |
|----------|---------|----------|----------|---------|
| nasa     | games   | jesus    | drive    | sale    |
| gov      | players | jewish   | vga      | condition|
| look     | hockey  | god      | computer | buy     |
| usa      | season  | israel   | disks    | original|
| test     | team    | christians| dx       | fax     |
| engineering | fans     | bible    | machine  | pay     |
| space    | league  | believe  | port     | system  |
| sun      | month   | who      | system   | mail    |

(a) OL

(b) Batch

TABLE VII

AVERAGE RUNNING TIMES (IN SECONDS) OF THE OL AND THE Batch ALGORITHMS ON THE BBCNews AND THE 20NewsGroups DATASETS (WITH STANDARD DEVIATIONS SHOWN IN THE PARENTHESES).

|                | BBCNews | 20NewsGroups |
|----------------|---------|--------------|
| OL             | 43.76 (3.42) | 71.63 (5.38) |
| Batch          | 312.58 (10.84) | 306.76 (12.49) |

Fig. 2. Objective values versus time (in seconds) of online and batch NMF algorithms for all the divergences in D.

Fig. 3. Contaminated and reconstructed images for four subjects from YaleB face dataset. For each subject, from the left, the first column shows three images with salt-and-pepper noise and different illumination conditions. The second to the fourth column show the reconstructed images by the algorithms OL, OL-Wang and Batch respectively.
SUPPLEMENTAL MATERIAL FOR “ONLINE NONNEGATIVE MATRIX FACTORIZATION WITH OUTLIERS”

S-1. IMPLEMENTATIONS OF Π_C AND Π_H

The projection operator Π_C in (11) can be implemented in a straightforward manner if the data point lies in C′ ≜ \{W ∈ \mathbb{R}_{+}^{F×K} | ||W_i||_1 ≥ ϵ, ∀ i ∈ [F]\}. Otherwise, if there exists i ∈ [F] such that ||W_i||_1 < ϵ, Π_C amounts to projecting W_i onto the probability simplex in \mathbb{R}_+^K. Efficient algorithms have been extensively discussed in the literature, for e.g., [82, Section 3]. Since ϵ < 1, the constraint w_{i,j} ≤ 1, for any j ∈ [K] is automatically satisfied after such projection. The projection onto the set H simply involves entrywise thresholding.

S-2. PROOF OF LEMMA 5

First we rewrite (28) as

\[
\frac{d}{ds} W(s) = -∇f(W(s)) + z(s), \quad W(0) = W_0, \quad s ≥ 0,
\]

where

\[
z(s) ≜ π_C [W(s), -∇f(W(s))] + ∇f(W(s)), \quad s ∈ \mathbb{R}_+.
\]

From Lemma 4 and Lemma S-15, there exists an almost sure set A ∈ Ω such that for each ω ∈ A, \{W^t(ω, ·)\}_{t∈\mathbb{N}} and \{Z^t(ω, ·)\}_{t∈\mathbb{N}} are asymptotically equicontinuous on \mathbb{R}_+. Due to the compactness of C, \{W^t(ω, ·)\}_{t∈\mathbb{N}} and \{Z^t(ω, ·)\}_{t∈\mathbb{N}} are also uniformly bounded. Fix S ∈ (0, ∞). By the (generalized) Arzelà-Ascoli Theorem (see Lemma S-17), there exists a sequence \{t_k\}_{k∈\mathbb{N}} such that t_k ↑ ∞, a continuous \ol{W}(ω, ·) and a continuous \ol{Z}(ω, ·) such that W^{t_k}(ω, ·) \xrightarrow{a.s.} \ol{W}(ω, ·) and Z^{t_k}(ω, ·) \xrightarrow{a.s.} \ol{Z}(ω, ·) on [0, S]. (Note that \{t_k\}_{k∈\mathbb{N}}, \ol{W}(ω, ·) and \ol{Z}(ω, ·) may depend on S.) Define

\[
\ol{G}(s) ≜ -\int_0^s \nabla f (\ol{W}(τ)) \, dτ, \quad s ∈ [0, S].
\]

We now show G^{t_k}(ω, ·) \xrightarrow{a.s.} \ol{G}(ω, ·) on [0, S]. By Lemma S-16 and continuity of ∇f, we have ∇f(W^{t_k}(ω, ·)) \xrightarrow{a.s.} ∇f (\ol{W}(ω, ·)) on [0, S]. Thus

\[
\lim_{t→∞} \sup_{s∈[0,S]} \|G^{t_k}(ω, s) - \ol{G}(ω, s)\| ≤ \lim_{t→∞} \sup_{s∈[0,S]} \int_0^s \|∇f(W(τ)) - ∇f(W^{t_k}(ω, τ))\| \, dτ \leq S \lim_{t→∞} \sup_{s∈[0,S]} \|∇f(W(ω, s)) - ∇f(W^{t_k}(ω, s))\| = 0.
\]

From Lemma 4, we also have ∆^{t_k}_1(ω, ·) \xrightarrow{a.s.} 0 and N^{t_k}(ω, ·) \xrightarrow{a.s.} 0 on [0, S]. Therefore, from (25), we have

\[
\ol{W}(ω, s) = \ol{W}(ω, 0) - ∫_0^s \nabla f (\ol{W}(τ)) \, dτ + \ol{Z}(ω, s), \quad s ∈ [0, S].
\]

Thus, to show \{\ol{W}(ω, ·), \ol{Z}(ω, ·)\} satisfies (the integral form) of (S-1) on [0, S], it remains to show \ol{Z}(ω, s) = \int_0^s z(τ) \, dτ, \quad s ∈ [0, S]. By the definition of \{Z^t(ω, ·)\}_{t∈\mathbb{N}}, we have \ol{Z}(ω, 0) = 0. Also, by the closedness of C, we have \ol{W}(ω, s) ∈ C, for all s ≥ 0. First we define the inward normal set at W ∈ C, N(W) as

\[
N(W) ≜ \begin{cases} \{N ∈ \mathbb{R}_{+}^{F×K} | ||N|| ≤ M, \langle N, W' - W \rangle ≥ 0, \forall W' ∈ C\}, & W ∈ \text{bd}C \\ \{0 ∈ \mathbb{R}_{+}^{F×K}\}, & W ∈ \text{int}C \end{cases}.
\]

From (S-5), we notice that N(W) is compact and convex for any W ∈ C. By the definition of Z^t(ω, ·), it is also obvious that for any t ∈ \mathbb{N} and s ≥ 0, Z^t(ω, s) ∈ N(W^t(ω, s)).

By Lemma S-18, it suffices to show \ol{W}(ω, ·) is Lipschitz on [0, S] and for any τ ∈ [0, S]

1) \ol{Z}(ω, τ) = 0 if \ol{W}(ω, s) ∈ \text{int}C for almost all s ∈ [0, τ] (in the sense of Lebesgue measure),
2) \ol{Z}(ω, τ) ∈ \text{conv} \bigcup_{s∈[0,τ]} N\left(\ol{W}(ω, s)\right).

First, we show \ol{Z}(ω, ·) is Lipschitz on [0, S]. By Lemma 4, we have for any s_0, s_1 ∈ [0, S],

\[
\|\ol{Z}(ω, s_0) - \ol{Z}(ω, s_1)\| ≤ \lim_{k→∞} \|Z^{t_k}(ω, s_0) - Z^{t_k}(ω, s_1)\| ≤ \lim_{k→∞} \|Y^{t_k}(ω, s_0) - Y^{t_k}(ω, s_1)\| + \|Δ^{t_k}_1(ω, s_0) - Δ^{t_k}_1(ω, s_1)\| ≤ \lim_{k→∞} \∫_{s_0}^{s_1} Z^{t_k}(ω, τ) \, dτ + 2 \sup_{s∈\mathbb{R}_+} \|Δ^{t_k}_1(ω, s)\|
\]
\begin{equation}
\leq \lim_{k \to \infty} |s_0 - s_1| \sup_{\tau \in [s_0, s_1]} \|Z^{t_k}(\omega, \tau)\| \leq M |s_0 - s_1|.
\end{equation}

Since \( \nabla f(\overline{W}(\omega,:)) \) is bounded on \([0, S]\), by (S-4), we conclude \( \overline{W}(\omega,:) \) is Lipschitz on \([0, S]\). Next, since \( \overline{W}(\omega, s) \in \text{int} C \) for almost all \( s \in [0, \tau] \), there exists \( \{s_n\}_{n \in \mathbb{N}} \) in \([0, \tau]\) such that \( s_n \to \tau \) and \( \overline{W}(\omega, s_n) \in \text{int} C \) for all \( n \in \mathbb{N} \). Hence \( \overline{Z}(\omega, s) = 0 \) for all \( n \in \mathbb{N} \). The continuity of \( \overline{Z}(\omega,:) \) implies \( \overline{Z}(\omega, \tau) = 0 \). To show the last claim, we leverage the upper semicontinuity of the correspondence \( \mathcal{N} \) (see Definition S-3). We first show \( \mathcal{N} \) is upper semicontinuous on \( C \) by Lemma S-21. It suffices to show

\begin{equation}
\bigcap_{\delta > 0} \overline{\text{conv}} \left( \bigcup_{W \in B_\delta(W)} \mathcal{N}(W) \right) \subset \mathcal{N}(W), \forall W \in C,
\end{equation}

where \( B_\delta(W) \triangleq \{ W' \in C \mid \| W - W' \| < \delta \} \). Suppose (S-6) is false, then for any \( \delta > 0 \), there exists \( W_0 \in C \) and \( N_0 \) such that \( N_0 \in \text{conv} \left( \bigcup_{W \in B_\delta(W)} \mathcal{N}(W) \right) \) and \( N_0 \notin \mathcal{N}(W_0) \). For any \( \epsilon > 0 \), there exists \( N' = B_\epsilon(W_0) \), \( \lambda \in [0, 1] \) and \( W_1, W_2 \in B_\delta(W_0) \) such that \( \lambda N' = \lambda N_1 + (1 - \lambda) N_2 \), where \( N_i \in \mathcal{N}(W_i) \), \( i = 1, 2 \). Hence for any \( W' \in C \),

\[
\langle N_0, W' - W_0 \rangle = \langle N', W' - W_0 \rangle + \langle N_0 - N', W' - W_0 \rangle = \lambda \langle N_1, W' - W_0 \rangle + (1 - \lambda) \langle N_2, W' - W_0 \rangle + \lambda \langle N_1, W_1 - W_0 \rangle + (1 - \lambda) \langle N_2, W_1 - W_0 \rangle + \langle N_0 - N', W_2 - W_0 \rangle + \langle N_0 - N', W_2 - W_0 \rangle \geq -\lambda \| N_1 \| \| W_1 - W_0 \| - (1 - \lambda) \| N_2 \| \| W_2 - W_0 \| - \| N_0 - N' \| \| W' - W_0 \| \geq -\lambda \delta \| N_1 \| - (1 - \lambda) \delta \| N_2 \| - \epsilon \| W' - W_0 \| \geq -\delta M + \epsilon \text{diam} C,
\]

where \( \text{diam} C \triangleq \max_{X, Y \in C} \| X - Y \| \). The compactness of \( C \) implies \( \text{diam} C < \infty \). Let both \( \delta \to 0 \) and \( \epsilon \to 0 \) we have \( \langle N_0, W' - W_0 \rangle \geq 0 \). This contradicts \( N_0 \notin \mathcal{N}(W_0) \). Thus we conclude that \( \mathcal{N} \) is upper semicontinuous on \( C \). Since \( \mathcal{N} \) is compact-valued, \( \mathcal{G}(\mathcal{N}) \) is closed by Lemma S-20. Again, take a sequence \( \{s_n\}_{n \in \mathbb{N}} \) in \([0, \tau]\) such that \( s_n \to \tau \). For any \( n \in \mathbb{N} \), since \( Z^{t_k}(\omega, s_n) \to \overline{Z}(\omega, s_n) \), \( Z^{t_k}(\omega, s_n) \in \mathcal{N}(W^{t_k}(\omega, s_n)) \) and \( W^{t_k}(\omega, s_n) \to \overline{W}(\omega, s_n) \), by the closedness of \( \mathcal{G}(\mathcal{N}) \), we have \( \overline{Z}(\omega, s_n) \in \mathcal{N}(\overline{W}(\omega, s_n)) \). Since \( \overline{Z}(\omega, s_n) \to \overline{Z}(\omega, \tau) \), \( \overline{W}(\omega, s_n) \to \overline{W}(\omega, \tau) \), we have \( \overline{Z}(\omega, \tau) \in \mathcal{N}(\overline{W}(\omega, \tau)) \subseteq \overline{\text{conv}} \left( \bigcup_{s \in [0, \tau]} \mathcal{N}(\overline{W}(\omega, s)) \right) \).

Now, fix a sequence \( \{S_n\}_{n \in \mathbb{N}} \subseteq (0, \infty) \) such that \( S_n \uparrow \infty \), and let \( \{\overline{W}_n(\omega,:), Z_n(\omega,:)\} \) be the (continuous) limit functions corresponding to \( S_n \). Fix \( i \in \mathbb{N} \). For any \( S_i < S_j \), there exist \( \{\overline{W}_j(\omega,:), Z_j(\omega,:), Z_i(\omega,:), W_i(\omega,:), Z_k(\omega,:)\} \) such that \( \overline{W}_i(\omega,:) = \overline{W}_j(\omega,:) \) and \( Z_i(\omega,:) = Z_j(\omega,:) \) on \([0, S_i]\). Thus there exists \( \{t_k\}_{k \in \mathbb{N}} \) such that \( W^{t_k}(\omega,:) \to \overline{W}(\omega,:) \) and \( Z^{t_k}(\omega,:) \to \overline{Z}(\omega,:) \) on \( \mathbb{R}^+ \). Moreover, the continuous limit functions \( \{\overline{W}_n(\omega,:), Z_n(\omega,:), Z_k(\omega,:)\} \) satisfy (S-1) on \( \mathbb{R}^+ \).

The above implies the solution set of (S-1) is nonempty. Moreover, the compactness of \( C \) implies the limit set of (S-1), \( \mathcal{L}(\nabla f, C, W_0) \neq \emptyset \). For any convergent subsequence \( \{W_{t_k}(\omega)\}_{k \in \mathbb{N}} \), there exist a non-decreasing sequence \( \{t'_k\}_{k \in \mathbb{N}} \subseteq \{t_k\}_{k \in \mathbb{N}} \) with \( t'_k \uparrow \infty \) and \( \{\tau_j\}_{j \in \mathbb{N}} \uparrow \infty \) such that \( t_k = m(t_j + \tau_j) \), for all \( l \in \mathbb{N} \). Therefore,

\[
\lim_{l \to \infty} \text{dist} \left( W_{t'_l}(\omega), \mathcal{L}(\nabla f, C, W_0) \right) = \lim_{l \to \infty} \inf_{W \in \mathcal{L}(\nabla f, C, W_0)} \left\| W^{t'_l}(\omega, \tau_l) - W \right\| \\
\leq \lim_{l \to \infty} \inf_{W \in \mathcal{L}(\nabla f, C, W_0)} \left\| W^{t'_l}(\omega, \tau_l) - W^{t'_\infty}(\omega, \tau_l) \right\| + \left\| W^{t'_\infty}(\omega, \tau_l) - W \right\| \\
\leq \lim_{l \to \infty} \sup_{s \geq 0} \left\| W^{t'_l}(\omega, s) - W^{t'_\infty}(\omega, s) \right\| + \lim_{l \to \infty} \inf_{W \in \mathcal{L}(\nabla f, C, W_0)} \left\| W^{t'_\infty}(\omega, \tau_l) - W \right\| \\
\leq \lim_{l \to \infty} \text{dist} \left( W^{t'_\infty}(\omega, \tau_l), \mathcal{L}(\nabla f, C, W_0) \right) \\
\leq 0,
\]

where in (a) we use the fact that \( W^{t'_k}(\omega,:) \to \overline{W}(\omega,:) \) on \( \mathbb{R}^+ \) and in (b) we use the definition of \( \mathcal{L}(\nabla f, C, W_0) \). Thus we conclude that \( \lim_{l \to \infty} W_{t'_l}(\omega) \in \text{cl} \mathcal{L}(\nabla f, C, W_0) \). Hence we prove \( W_{t}(\omega) \to \mathcal{L}(\nabla f, C, W_0) \) as \( t \to \infty \).

\section*{Proof of Lemma 6}

We leverage the Lyapunov stability theory [33, Section 6.6] to prove the lemma. First, define \( L : C \to \mathbb{R} \) such that \( L(W) \triangleq f(W) - \min_{W \in C} f(W) \), \( W \in C \). By Definition S-2, we have that \( L \) is a Lyapunov function (with possibly
non-unique zeros on $C$). By [33, Theorem 6.15] (see Lemma S-19),

$$\mathcal{L}(-\nabla f, C, W_0) \subseteq \bigcup_{W(\cdot) \in \mathcal{P}(-\nabla f, C, W_0)} \left\{ W(s) \left| \frac{d}{ds} L(W(s)) = 0 \right. \right\},$$

where

$$\frac{d}{ds} L(W(s)) = \left\langle \nabla f(W(s)), \pi_C \left[ W(s), -\nabla f(W(s)) \right] \right\rangle,$$

$s \geq 0$.

Given $\left\langle \nabla f(W), \pi_C [W, -\nabla f(W)] \right\rangle = 0$, it is obvious that $\pi_C [W(s), -\nabla f(W(s))] = 0$, if there exists $\delta > 0$ such that $W - \delta \nabla f(W) \in C$. Otherwise, by the convexity of $C$,

$$\text{dist}^2(W - \nabla f(W), C) \geq \|\pi_C [W, -\nabla f(W)] + \nabla f(W)\|^2$$

$$= \|\pi_C [W, -\nabla f(W)]\|^2 + \|\nabla f(W)\|^2$$

$$= \|\pi_C [W, -\nabla f(W)]\|^2 + \|(W - \nabla f(W)) - W\|^2$$

$$\geq \|\pi_C [W, -\nabla f(W)]\|^2 + \text{dist}^2(W - \nabla f(W), C),$$

where for any $Y \in \mathbb{R}^{F \times K}$, $\text{dist} (Y, C) \triangleq \|\Pi_C Y - Y\|$. Hence we conclude $\pi_C [W, -\nabla f(W)] = 0$. Thus we conclude $\mathcal{L}(-\nabla f, C, W_0) \subseteq S(-\nabla f, C)$.

We show the second claim in a similar way. Before we proceed, let us first define a supporting hyperplane (see [83, Section 2.5.2]) at any $W \in \text{bd} C$, $T_W$ as

$$T_W \triangleq \{ W' \in \mathbb{R}^{F \times K} \mid \left\langle T, W' - W \right\rangle = 0 \},$$

(S-7)

where the (outward) normal $T \in \mathbb{R}^{F \times K}$ of $T_W$ satisfies $\left\langle T, W' - W \right\rangle \leq 0$, for all $W' \in C$. Given $\pi_C [W, -\nabla f(W)] = 0$, we only focus on the case where $W \in \text{bd} C$ and for any $\delta > 0$, $W - \delta \nabla f(W) \notin C$, otherwise the claim trivially holds. By the definition of $\pi_C [W, -\nabla f(W)]$ and convexity of $C$, there exists a supporting hyperplane $T_W$ such that

$$\pi_C [W, -\nabla f(W)] = \Pi_{T_W} (W - \nabla f(W)) - W.$$  

(S-8)

Since $\pi_C [W, -\nabla f(W)] = 0$, we have $\Pi_{T_W} (W - \nabla f(W)) = W$. This implies that $-\nabla f(W)$ is the (outward) normal of $T_W$. The definition of $T_W$ implies (35).

S-4. PROOF OF LEMMA 4

We first show $N^t \overset{a.s.}{\to} 0$ on $\mathbb{R}^+$ a.s.. Fix $t \in \mathbb{N}$. Since $\{\eta_i N_i\}_{i \in \mathbb{N}}$ is a martingale difference sequence (adapted to $\{F_i\}_{i \geq 0}$), $\{M_t \triangleq \sum_{i=1}^t \eta_i N_i\}_{t \in \mathbb{N}}$ is a martingale. We shall prove $\{M_t\}_{t \in \mathbb{N}}$ converges a.s. to a random variable $M$. First, we see $\{M_t\}_{t \in \mathbb{N}}$ is square-integrable since

$$\sup_{t \in \mathbb{N}} \mathbb{E} \left[ \|M_t\|^2 \right] = \sup_{t \in \mathbb{N}} \mathbb{E} \left[ \left\| \sum_{l=1}^t \eta_l N_l \right\|^2 \right]$$

$$= \sup_{t \in \mathbb{N}} \sum_{l=1}^t \eta_l^2 \mathbb{E} \left[ \|N_l\|^2 \right] + \sum_{k \neq l} \eta_k \eta_l \mathbb{E} \left[ \|N_k, N_l\| \right]$$

$$= \sup_{t \in \mathbb{N}} \sum_{l=1}^t \eta_l^2 \mathbb{E} \left[ \|N_l\|^2 \right]$$

$$\leq M' \sup_{t \in \mathbb{N}} \sum_{l=1}^t \eta_l^2$$

$$< \infty,$$

where (a) follows the orthogonality of the martingale difference sequence and (b) follows from (19). Moreover, by the continuities of $(v, W) \mapsto \nabla_W \ell(v, W)$ (on $V \times C$) and $\nabla f$ (on C) and compactness of $V$ and $C$, there exists a constant

19 Note that more than one supporting hyperplanes may exist at $W \in \text{bd} C$. The supporting hyperplane that $T_W$ refers to depends on the context.
$C \in (0, \infty)$ such that $\sup_{t \in \mathbb{N}} \mathbb{E} \left[ \| N_t \|^2 \right] \leq C^2$ a.s. Therefore,

$$\sum_{t=2}^{\infty} \mathbb{E} \left[ \| M_t - M_{t-1} \|^2 \right] \leq C^2 \sum_{t=2}^{\infty} \mathbb{E} \left[ \| N_t \|^2 \right] \leq C^2 \sum_{t=2}^{\infty} \eta_t^2 \leq C^2 \sum_{t=2}^{\infty} \eta_t^2 < \infty \text{ a.s.}$$

Thus by Lemma S-11, there exists a (finite) random variable $M$ such that $M_{\infty} \overset{a.s.}{\to} M$. Then there exists an almost sure set $A \in \Omega$ such that for all $\omega \in A$,

$$\limsup_{t \to \infty} \sup_{s \geq 0} \| N^t(\omega, s) \| = \limsup_{t \to \infty} \sup_{s \geq 0} \sum_{i=t+1}^{m(s_i+s)} \eta_i N_i(\omega) = \limsup_{t \to \infty} \sup_{j \geq t+1} \| M_j(\omega) - M_t(\omega) \| \leq \limsup_{t \to \infty} \sup_{j \geq t+1} \| M_j(\omega) - M(\omega) \| + \| M_t(\omega) - M(\omega) \| \leq 2 \limsup_{t \to \infty} \sup_{j \geq t} \| M_j(\omega) - M(\omega) \| = 0.$$

This implies $N^t \overset{u}{\to} 0$ on $\mathbb{R}_+$ a.s. Moreover, by Lemma S-13, $\{ N^t \}_{t \in \mathbb{N}}$ is asymptotically equicontinuous on $\mathbb{R}_+$ a.s.

We have $\Delta^1_t \overset{u}{\to} 0$ on $\mathbb{R}_+$ a.s. because for all $\omega \in A$,

$$\limsup_{t \to \infty} \sup_{s \geq 0} \| \Delta^1_t(\omega, s) \| = \limsup_{t \to \infty} \sup_{s \geq 0} \left\| \int_0^s \nabla f(W^t(\omega, \tau)) \, d\tau - \sum_{i=1}^{m(s_i+s)} \eta_i \nabla f(W_i(\omega)) \right\| \leq \limsup_{t \to \infty} \sup_{j \geq t} \sup_{s \in [s_j, s_{j+1})} \left\| \int_{s_j}^{s} \nabla f(W^t(\omega, \tau)) \, d\tau \right\| \leq \limsup_{t \to \infty} \sup_{j \geq t} \eta_{j+1} \left\| \nabla f(W_j(\omega)) \right\| \leq M \limsup_{t \to \infty} \eta_t = 0,$$

where the second last step follows from Corollary 1. By Lemma S-13, $\{ \Delta^1_t \}_{t \in \mathbb{N}}$ is asymptotically equicontinuous on $\mathbb{R}_+$ a.s.

By the definition of $G^t$ in (26), we observe for each $t \in \mathbb{N}$ and $\omega \in A$, $G^t(\omega, \cdot)$ is continuous on $\mathbb{R}_+$ and continuously differentiable on $\mathbb{R}_+ \setminus \mathcal{Q}$ with $\frac{d}{d\omega} G^t(\omega, s) = -\nabla f(W^t(\omega, s))$, $s \in \mathbb{R}_+ \setminus \mathcal{Q}$, where $\mathcal{Q} \triangleq \{ s_t \}_{t \geq 0}$. By Corollary 1, we have $\sup_{t \in \mathbb{N}} \sup_{s \geq 0} \| \nabla f(W^t(\omega, s)) \| \leq M$. This implies each $G^t(\omega, \cdot)$ is Lipschitz with Lipschitz constant $L_t$ and $\{ L_t \}_{t \in \mathbb{N}}$ is bounded. Then by Lemma S-14, we conclude that $\{ G^t(\omega, \cdot) \}_{t \in \mathbb{N}}$ is equicontinuous on $\mathbb{R}_+$. Since for each $t \in \mathbb{N}$ and $\omega \in A$, $F^t(\omega, \cdot) = G^t(\omega, \cdot) + \Delta^1(\omega, \cdot)$, by Lemma S-15, $\{ F^t \}_{t \in \mathbb{N}}$ is asymptotically equicontinuous on $\mathbb{R}_+$ a.s.

Using a similar argument, we can show for all $\omega \in A$, $\Delta^2(\omega, \cdot) \overset{a.s.}{\to} 0$ on $\mathbb{R}_+$. By the definition of $Z_t$ in (21), we have for any $t \in \mathbb{N}$ and $\omega \in A$, $\| Z_t(\omega) \| \leq \| \nabla W(\psi(t)) \| \leq M$. Hence each $Y^t(\omega, \cdot)$ is Lipschitz with Lipschitz constant $L_t$ and $\{ L_t \}_{t \in \mathbb{N}}$ is bounded. Thus again by Lemma S-14, $\{ Y^t(\omega, \cdot) \}_{t \in \mathbb{N}}$ is equicontinuous on $\mathbb{R}_+$. Consequently, we have $\{ Z^t(\omega, \cdot) \}_{t \in \mathbb{N}}$ is asymptotically equiconvergent on $\mathbb{R}_+$.

**S-5. Proof of Theorem 1 for Class $D_2 \setminus D_1$**

Since we focus on the divergences in $D_2 \setminus D_1$, then $\partial \tilde{d}_t(W_{t-1})$ reduces to $\partial \tilde{d}_t(W_{t-1})$, namely the subdifferential defined in the convex analysis. Our proof proceeds as follows. We first show some regularity conditions of the objective function $f : C \to \mathbb{R}$ and its subdifferential $\partial f : C \rightrightarrows \mathbb{R}^{F \times K}$ in Lemma S-1. Next, we prove that for any $t \in \mathbb{N}$, any stochastic (noisy) subgradient in $\partial \tilde{d}_t(W_{t-1})$ serves as an unbiased estimator of a “true” subgradient in $\partial f(W_{t-1})$ in Lemma S-2. Finally, we define some concepts related to the projected differential inclusion and present the counterparts of Lemma 5 and 6 in Lemma S-3 and S-4 respectively. In particular, Lemma S-3 and S-4 together establish Theorem 1 for the divergences in class $D_2 \setminus D_1$. The proofs of Lemma S-3 and S-4 are omitted since they are similar to those of Lemma 5 and 6. For details, we refer readers to [28, Section 5.6] and [29, Chapter 5].

**Lemma S-1.** The objective function $f$ is convex on $C$. Moreover, for any $W \in C$, $\partial f(W)$ is nonempty, closed and convex. Furthermore, $\partial f(W)$ is bounded on $\text{int} C$ and upper semicontinuous on $C$. 
Proof: Since all the divergences $d(\cdot \mid \cdot)$ in class $D_2$ are jointly convex in both arguments, $d(v \mid Wh)$ is jointly convex in $(v, W, h) \in V \times C \times \mathcal{H}$. Since $\mathcal{H}$ is convex and compact, by Lemma S-9, $\ell(v, W)$ is jointly convex in $(v, W) \in V \times C$. Consequently $f$ is convex on $C$ by Lemma S-12. By [84, Section 2], $\partial f(W)$ is closed and convex on $C$ and furthermore, $\partial f(W)$ is nonempty and bounded on int $C$. Since the divergences in $D_2 \setminus D_1$ only include the $\ell_1$ and $\ell_2$ distances, it is easy to check $\partial f$ is also nonempty on bd $C$. By [28, Section 1.3.7], we have for any $W \in C$,

$$\partial f(W) = \bigcap_{\delta > 0} \mathcal{C}^{\text{conv}} \left[ \bigcup_{W' \in B_\delta(W)} \partial f(W') \right], \quad (S-9)$$

where $B_\delta(W) \triangleq \{ W' \in C \mid \|W - W'\| < \delta \}$. Thus by Lemma S-21, we conclude that $\partial f$ is upper semicontinuous on $C$. □

Lemma S-2. Given $v \sim P$ and $W \in C$ and let $h^*(v, W) \triangleq \min h \in \mathcal{H} d(v \mid Wh)$ (by Assumption 2). For any $G(v, W) \in \partial_W d(v \mid Wh^*(v, W))$, we have $E_v[G(v, W)] \in \partial f(W)$.

Proof: For any $W' \in C$ and any $G(v, W) \in \partial_W d(v \mid Wh^*(v, W))$, we have

$$d(v \mid Wh^*(v, W')) \geq d(v \mid Wh^*(v, W)) + (G(v, W), W' - W) \text{ a.s., } \forall W' \in C,$$

which is clearly equivalent to

$$\ell(v, W') \geq \ell(v, W) + (G(v, W), W' - W) \text{ a.s., } \forall W' \in C. \quad (S-10)$$

Taking expectation w.r.t. $v$ on both sides, we have

$$f(W') \geq f(W) + (E_v[G(v, W)], W' - W), \quad \forall W' \in C. \quad (S-11)$$

In other words, $E_v[G(v, W)] \in \partial f(W)$. □

Definition S-1 (Projected differential inclusion, limit set and critical points [28], [75]). Given a closed and convex set $K$ in a real Banach space $(X, \| \cdot \|)$, and an upper semicontinuous and compact, convex-valued correspondence $G : K \rightrightarrows X$, the projected differential inclusion (PDI) on an interval $I \subseteq \mathbb{R}_+$ associated with $K$ and $G$ with initial value $x_0 \in K$ is defined as

$$\frac{d}{ds} x(s) \in G(x(s)) + z(s), \quad z(s) \in N_K^c(x(s)), \quad x(0) = x_0, \quad s \in I, \quad (S-12)$$

where $N_K^c(x)$ denotes the (inward) normal cone of set $K$ at $x \in K$ and is defined as

$$N_K^c(x) \triangleq \{ p \in X \mid \langle p, x' - x \rangle \geq 0, \forall x' \in C \}. \quad (S-13)$$

Denote $P(G, K, x_0)$ as the solution set of (S-12). The limit set of (S-12), $\mathcal{L}(G, K, x_0)$ is defined as

$$\mathcal{L}(G, K, x_0) \triangleq \bigcup_{x(\cdot) \in P(G, K, x_0)} \left\{ y \in K \left| \exists \left\{ s_n \right\}_{n \in \mathbb{N}} \subseteq \mathbb{R}_+, \; s_n \uparrow \infty, \; x(s_n) \to y \right. \right\}.$$

Moreover, the set of critical points associated with $G$ and $K$, $S(G, K)$ is defined as

$$S(G, K) \triangleq \left\{ x \in K \left| \exists z \in N_K^c(x) \text{ s.t. } 0 \in G(x) + z \right. \right\}. \quad (S-14)$$

Lemma S-3. The stochastic process $\{ W_t \}_{t \in \mathbb{N}}$ generated in Algorithm 1 converges almost surely to $\mathcal{L}(-\partial f, C, W_0)$, the limit set of the following projected dynamical system

$$\frac{d}{ds} W(s) \in -\partial f(W(s)) + Z(s), \quad Z(s) \in N_C(W(s)), \quad W(0) = W_0, \quad s \geq 0. \quad (S-15)$$

Lemma S-4. In (S-15), we have $\mathcal{L}(-\partial f, C, W_0) \subseteq S(-\partial f, C)$, i.e., every limit point of (S-15) is a critical point associated with $-\partial f$ and $C$. Moreover, each $W \in S(-\partial f, C)$ satisfies the following variational inequality

$$f'(W; W' - W) \geq 0, \quad \forall W' \in C. \quad (S-16)$$

Remark S-1. Note that our (almost sure) convergence proof for the divergences in class $D_2 \setminus D_1$ covers the proof for those in $D_1 \cap D_2$ (see Section VII) as a special case. In particular, in Section VII, $\partial f$ is a singleton so all the regularities of $\partial f$ in Lemma S-1 are naturally satisfied. As such, the proof in this section serves as a unified way to prove convergence for all the divergences in $D_2$. 


S.6. Technical Lemmas

A. Convergence of PGD and MM algorithms

Lemma S-5 (Adapted from [55, Theorem 1]). Given a real Hilbert space \( \mathcal{Y} \) and a function \( f : \mathcal{Y} \rightarrow \mathbb{R} \), consider the following optimization problem

\[
\min_{x \in \mathcal{X}} f(x),
\]

where \( \mathcal{X} \subseteq \mathcal{Y} \) is nonempty, closed and convex and \( f \) is differentiable on \( \mathcal{X} \). For any \( x \in \mathcal{X} \), define a differentiable function \( u(x, \cdot) : \mathcal{X} \rightarrow \mathbb{R} \) such that \( u(x, \cdot) \) is a majorant for \( f \) at \( x \).\(^{20}\) Fix an arbitrary initial point \( x_0 \in \mathcal{X} \) and consider the sequence of iterates \( \{x^k\}_{k \in \mathbb{N}} \) generated by the following MM algorithm

\[
x^k := \min_{y \in \mathcal{X}} u(x^{k-1}, y), \quad \forall \ k \in \mathbb{N}.
\]

Then \( \{x^k\}_{k \in \mathbb{N}} \) has at least one limit point and moreover, the any limit point of \( \{x^k\}_{k \in \mathbb{N}} \) is a stationary point of \( (S-17) \).

Lemma S-6 (Adapted from [64, Theorem 2.4]). Consider a real Hilbert space \( \mathcal{Y} \). Let \( \mathcal{X} \subseteq \mathcal{Y} \) be a nonempty compact convex set and \( f : \mathcal{Y} \rightarrow \mathbb{R} \) be continuously differentiable on \( \mathcal{Y} \). Fix an arbitrary initial point \( x_0 \in \mathcal{X} \) and consider the sequence of iterates \( \{x^k\}_{k \in \mathbb{N}} \) generated by the following projected gradient algorithm

\[
x^k := \Pi_\mathcal{X} \{x^{k-1} - \beta^k \nabla f(x^{k-1})\}, \quad \forall \ k \in \mathbb{N},
\]

where the sequence of step sizes \( \{\beta^k\}_{k \in \mathbb{N}} \) is chosen according to the Armijo rule \([85]\). Then \( \{x^k\}_{k \in \mathbb{N}} \) has at least one limit point\(^{21}\) of \( \{x^k\}_{k \in \mathbb{N}} \) is a stationary point of the optimization problem \( \min_{x \in \mathcal{X}} f(x) \).

B. Optimal-value functions

Lemma S-7 (The Maximum Theorem; [86, Theorem 14.2.1 & Example 2]). Let \( \mathcal{P} \) and \( \mathcal{X} \) be two metric spaces. Consider a maximization problem

\[
\max_{x \in \mathcal{P}} f(p, x),
\]

where \( B : \mathcal{P} \rightrightarrows \mathcal{X} \) is a correspondence and \( f : \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{R} \) is a function. If \( B \) is compact-valued and continuous on \( \mathcal{P} \) and \( f \) is continuous on \( \mathcal{P} \times \mathcal{X} \), then the correspondence \( \mathcal{S}(p) = \arg \max_{x \in \mathcal{P}} f(p, x) \) is compact-valued and upper hemicontinuous, for any \( p \in \mathcal{P} \). In particular, if for some \( p_0 \in \mathcal{P} \), \( \mathcal{S}(p_0) = \{s(p_0)\} \), where \( s : \mathcal{P} \rightarrow \mathcal{X} \) is a function, then \( s \) is continuous at \( p = p_0 \). Moreover, we have the same conclusions if the maximization in \( (S-20) \) is replaced by minimization.

Lemma S-8 (Daskin’s Theorem; [87, Theorem 4.1]). Let \( \mathcal{X} \) be a metric space and \( \mathcal{U} \) be a normed vector space. Let \( f : \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R} \) have the following properties

1. \( f(x, \cdot) \) is differentiable on \( \mathcal{U} \), for any \( x \in \mathcal{X} \).
2. \( f(x, u) \) and \( \nabla_u f(x, u) \) are continuous on \( \mathcal{X} \times \mathcal{U} \).

Let \( \Phi \) be a compact set in \( \mathcal{X} \). Define \( v(u) = \inf_{x \in \Phi} f(x, u) \) and \( S(u) = \arg \min_{x \in \Phi} f(x, u) \), then \( v(u) \) is (Hadamard) directionally differentiable and its directional derivative along \( d \in \mathcal{U} \), \( v'(u, d) \) is given by

\[
v'(u, d) = \min_{x \in S(u)} \langle \nabla_u f(x, u), d \rangle.
\]

In particular, if for some \( u_0 \in \mathcal{U} \), \( S(u_0) = \{x_0\} \), then \( v \) is (Hadamard) differentiable at \( u = u_0 \) and \( \nabla v(u_0) = \nabla_u f(x_0, u_0) \).

Lemma S-9 (Minimization of convex functions; [83, Section 3.2.5], [841]). Let \( \mathcal{X} \) and \( \mathcal{Y} \) be two inner product spaces and \( \mathcal{X} \times \mathcal{Y} \) be their product space such that for any \( (x, y) \) and \( (x', y') \) in \( \mathcal{X} \times \mathcal{Y} \), \( \langle (x, y), (x', y') \rangle = \langle x, x' \rangle + \langle y, y' \rangle \). Consider functions \( h : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) and \( f : \mathcal{X} \rightarrow \mathbb{R} \) such that

\[
f(x) \triangleq \inf_{y \in \mathcal{Y}} h(x, y), \quad \forall x \in \mathcal{X}.
\]

If \( h \) is convex on \( \mathcal{X} \times \mathcal{Y} \) and \( \mathcal{Y} \) is convex, then \( f \) is convex on \( \mathcal{X} \). If we further assume \( \mathcal{S}(x_0) \triangleq \arg \min_{y \in \mathcal{Y}} h(x_0, y) \neq \emptyset \), then the subdifferential of \( f \) at \( x_0 \in \mathcal{X} \),

\[
\partial f(x_0) = \bigcup_{y_0 \in \mathcal{S}(x_0)} \{g \in \mathcal{X} \mid (g, g') \in \partial h(x_0, y_0), \text{ where } \langle g', y - y_0 \rangle = 0, \forall y \in \mathcal{Y} \}.
\]

\(^{20}\)By this, we mean \( u(x, x) = f(x) \) and \( u(x, y) \geq f(y) \) for any \( y \in \mathcal{X} \).

\(^{21}\)The limit point is defined in the topological sense, i.e., \( \pi \in \mathcal{X} \) is a limit point of \( \{x^k\}_{k \in \mathbb{N}} \) if for any neighborhood \( \mathcal{U} \) of \( \pi \), there are infinitely many elements of \( \{x^k\}_{k \in \mathbb{N}} \) in \( \mathcal{U} \).
Proof: \( g \in f(x_0) \iff f(x) \geq f(x_0) + \langle g, x - x_0 \rangle, \forall x \in \mathcal{X} \)

\( \iff h(x, y) \geq h(x_0, y_0) + \langle (g, g'), (x - x_0, y - y_0) \rangle, \forall x \in \mathcal{X}, \forall y \in \mathcal{S}(x), \forall y_0 \in \mathcal{S}(x_0), \forall y' \in \mathcal{Y}, \forall g' \in \mathcal{X} \) s.t. \( \langle g', y - y_0 \rangle = 0 \)

\( \iff h(x, y) \geq h(x_0, y_0) + \langle (g, g'), (x - x_0, y - y_0) \rangle, \forall x \in \mathcal{X}, \forall y \in \mathcal{Y}, \forall y_0 \in \mathcal{S}(x_0), \forall g' \) s.t. \( \langle g', y - y_0 \rangle = 0 \)

\( \iff \langle g, g' \rangle \in \partial h(x_0, y_0), \forall y_0 \in \mathcal{S}(x_0), \forall g' \) s.t. \( \langle g', y - y_0 \rangle = 0, \forall y \in \mathcal{Y} \).

\[ \blacksquare \]

C. Miscellaneous

Lemma S-10 (Leibniz Integral Rule). Let \( \mathcal{X} \) be an open set in \( \mathbb{R}^n \) and let \( (\Omega, \mathcal{A}, \mu) \) be a measure space. If \( f : \mathcal{X} \times \Omega \to \mathbb{R} \) satisfies

1) For all \( x \in \mathcal{X} \), the mapping \( \omega \mapsto f(x, \omega) \) is Lebesgue integrable.

2) For all \( \omega \in \Omega \), \( \nabla_x f(x, \omega) \) exists on \( \mathcal{X} \).

3) For all \( x \in \mathcal{X} \), the mapping \( \omega \mapsto \nabla_x f(x, \omega) \) is Lebesgue integrable.

Then \( \int_{\Omega} \nabla_x \int f(x, \omega) \, d\mu(\omega) = \int_{\Omega} \nabla_x f(x, \omega) \, d\mu(\omega) \).

Remark S-2. This is a simplified version of the Leibniz Integral Rule. See [88, Theorem 16.8] for weaker conditions on \( f \).

Lemma S-11 (Almost sure convergence of square-integrable martingales; [89, Theorem 5.4.9]). Let \( \{X_n\}_{n \geq 1} \) be a martingale in a normed space \( \mathcal{X} \) adapted to the filtration \( \{\mathcal{F}_n\}_{n \geq 0} \) such that \( \sup_{n \in \mathbb{N}} \mathbb{E} \left[ \|X_n\|^2 \right] < \infty \). Define the quadratic variation process \( \{\langle X\rangle_n\}_{n \geq 2} \) as

\[ \langle X\rangle_n \triangleq \sum_{i=2}^{n} \mathbb{E} \left[ \|X_i - X_{i-1}\|^2 | \mathcal{F}_{i-1} \right], \forall n \geq 2. \]

Then there exists a random variable \( X \) such that on the set \( \{\lim_{n \to \infty} \langle X\rangle_n < \infty\} \), the sequence \( \{X_n\}_{n \geq 1} \) converges a.s. to \( X \) and \( \|X\| < \infty \) a.s..

Lemma S-12 (Expectation of convex functions; [84]). Let \( (\mathcal{U}, \mathcal{A}, \nu) \) be a probability space and \( h : \mathcal{X} \times \mathcal{U} \to \mathbb{R} \) be a function such that for each \( u \in \mathcal{U} \), \( x \mapsto h(x, u) \) is convex on \( \mathcal{X} \), where \( \mathcal{X} \) is a convex set equipped with an inner product \( \langle \cdot, \cdot \rangle \). Define \( f(x) \triangleq \mathbb{E}_u(h(x,u)), \) for any \( x \in \mathcal{X} \). Then \( f \) is convex on \( \mathcal{X} \). Fix any \( x_0 \in \mathcal{X} \). Then for any \( g_{x_0}(u) \in \partial_x h(x_0, u), \mathbb{E}_u[g_{x_0}(u)] \in \partial f(x_0) \).

D. Asymptotic Equicontinuity and Uniform Convergence

In this section, unless otherwise mentioned, we assume the sequences of functions \( \{f_n\}_{n \in \mathbb{N}} \) and \( \{g_n\}_{n \in \mathbb{N}} \) are defined on a common metric space \( (\mathcal{X}, d) \) and mapped to a common metric space \( (\mathcal{Y}, \rho) \).

Lemma S-13 (Uniform convergence implies asymptotic equicontinuity). If a sequence of functions \( \{f_n\}_{n \in \mathbb{N}} \) converges uniformly to a continuous function \( f \) on \( \mathcal{X} \), then it is asymptotically equicontinuous on \( \mathcal{X} \).

Proof: Fix \( \epsilon > 0 \). Since \( f_n \xrightarrow{\text{w}} f \), there exists \( N \in \mathbb{N} \) such that for all \( n \geq N \), \( \sup_{x \in \mathcal{X}} |f_n(x) - f(x)| < \epsilon/6 \). Fix \( x_0 \in \mathcal{X} \). Then there exists \( \delta > 0 \) such that \( \sup_{x' \in N_{\delta}(x)} \rho(f(x), f(x')) < \epsilon/6 \), where \( N_{\delta}(x) \triangleq \{x' \in \mathcal{X} : d(x, x') < \delta\} \). Thus for all \( n \geq N \), \( \sup_{x' \in N_{\delta}(x)} \rho(f_n(x), f_n(x')) \leq \rho(f_n(x), f(x')) + \sup_{x' \in N_{\delta}(x)} \rho(f(x), f(x')) + \sup_{x' \in N_{\delta}(x)} \rho(f_n(x'), f(x')) < \epsilon/2 \).

This shows \( \lim_{n \to \infty} \sup_{x' \in N_{\delta}(x)} \rho(f_n(x), f_n(x')) < \epsilon \). Since this holds for all \( x \in \mathcal{X} \), we complete the proof.

Lemma S-14 (Lipschitz implies equicontinuity). Given a sequence of continuous functions \( \{f_n\}_{n \in \mathbb{N}} \). If each \( f_n \) is Lipschitz on \( \mathcal{X} \) with Lipschitz constant \( L_n \) and there exists \( M \in (0, \infty) \) such that \( \sup_{n \geq 1} L_n \leq M \), then \( \{f_n\}_{n \in \mathbb{N}} \) is equicontinuous on \( \mathcal{X} \).

Lemma S-15 (Finite sum preserves asymptotic equicontinuity). Let \( \{f_n\}_{n \in \mathbb{N}} \) and \( \{g_n\}_{n \in \mathbb{N}} \) be both asymptotically equicontinuous on \( \mathcal{X} \). Assume the metric \( \rho \) is translation-invariant (for e.g., induced by a norm). Then \( \{f_n + g_n\}_{n \in \mathbb{N}} \) is asymptotically equicontinuous on \( \mathcal{X} \).

Proof: Fix an \( \epsilon > 0 \) and \( x \in \mathcal{X} \), there exist \( \delta_1 > 0 \) and \( \delta_2 > 0 \) respectively such that

\[ \lim_{n \to \infty} \sup_{x' \in \mathcal{X}, d(x, x') < \delta_1} \rho(f_n(x), f_n(x')) < \epsilon/2, \]

\[ \lim_{n \to \infty} \sup_{x' \in \mathcal{X}, d(x, x') < \delta_2} \rho(g_n(x), g_n(x')) < \epsilon/2. \]
Take \( \delta = \min(\delta_1, \delta_2) \), we have
\[
\limsup_{n \to \infty} \sup_{x' \in X : d(x, x') < \delta} \rho((f_n + g_n)(x), (f_n + g_n)(x')) \\
\leq \limsup_{n \to \infty} \sup_{x' \in X : d(x, x') < \delta} \rho((f_n + g_n)(x), f_n(x') + g_n(x)) + \rho(f_n(x') + g_n(x), f_n(x') + g_n(x')) \\
\leq \limsup_{n \to \infty} \sup_{x' \in X : d(x, x') < \delta} \rho(f_n(x), f_n(x')) + \rho(g_n(x), g_n(x')) \\
< \epsilon.
\]

**Lemma S-16** (Continuous transformation preserves uniform convergence). Assume \( X \) to be compact. Let \( g : Y \to Z \) be a continuous function, where \( (Z, \tau) \) is a metric space. If \( \{f_n\}_{n \in \mathbb{N}} \) uniformly converges to a continuous function \( f \) on \( X \), then \( \{g \circ f_n\}_{n \in \mathbb{N}} \) uniformly converges to \( g \circ f \) on \( X \).

**Proof:** First, since \( X \) is compact and \( f \) is continuous on \( X \), \( f(X) \) is compact in \( Y \). Since \( g \) is continuous on \( Y \), \( g \) is uniformly continuous on \( f(X) \). Fix \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that for all \( y, y' \in f(X) \) and \( \rho(y, y') < \delta \), \( r(g(y), g(y')) < \epsilon \). Since \( f_n \xrightarrow{\text{w}} f \) on \( X \), there exits a \( K \in \mathbb{N} \) such that for all \( n \geq K \) and \( x \in X \), \( \rho(f(x), f_n(x)) < \delta \). Consequently, \( r(g(f(x)), g(f(x'))) < \epsilon \). This implies \( g \circ f_n \xrightarrow{\text{w}} g \circ f \) on \( X \).

**Lemma S-17** (Generalized Arzelà-Ascoli Theorem [74]). If the sequence of functions \( \{f_n\}_{n \geq 1} \) is asymptotically equicontinuous and uniformly bounded on \( X \) (assumed to be compact), then there exists a subsequence \( \{f_{n_k}\}_{k \geq 1} \) that converges uniformly to a continuous function \( f \) on \( X \).

### E. Projected Dynamical Systems and Lyapunov Stability Theory

**Lemma S-18** (Adapted from [28, Theorem 3.1, Chapter 4]). Assume (S-4) holds with \( Z(\omega, 0) = 0 \) and \( W(\omega, s) \in C \), for all \( s \geq 0 \). Denote \( \lambda \) as the Lebesgue measure on \( \mathbb{R} \). If \( W(\omega, \cdot) \) is Lipschitz on \( \mathbb{R}_+ \) and for any \( \tau > 0 \),
\[
\begin{align*}
1) & \ Z(\tau) = 0 \text{ if } W(\omega, s) \text{ is in } C \text{ for all } s \in \mathbb{T}, \text{ where } \mathbb{T} \text{ is any set in } [0, \tau] \text{ with } \lambda(\mathbb{T}) = \tau, \\
2) & \ Z(\tau) \in \mathfrak{conv} \left\{ \bigcup_{s \in [0, \tau]} N(W(\omega, s)) \right\},
\end{align*}
\]
where \( N \) is defined in (S-5), then
\[
Z(s) = \int_0^s z(\tau) \, d\tau, \quad (S-26)
\]
where \( z : \mathbb{R}_+ \to \mathbb{R}^{F \times K} \) is defined in (S-2).

**Definition S-2** (Lyapunov function and its Lie derivative; [33, Section 6.6]). Consider the PDS given in (S-12). Assume the normed space \( (X, \|\cdot\|) \) is equipped with the inner product \( \langle \cdot, \cdot \rangle \). Fix \( x_0 \in K \) and choose a neighborhood of \( x_0 \) in \( K \), denoted as \( U(\omega, 0) \). A continuously differentiable function \( L : U(x_0) \to \mathbb{R}_+ \) is called a Lyapunov function if \( L(\omega, 0) = 0, L(\omega) > 0 \) for any \( \omega \in U(\omega, 0) \setminus \{x_0\} \) and for any \( \omega(\cdot) \in \mathcal{P}(g, K, x_0) \),
\[
L(\omega(t_1)) \leq L(\omega(t_0)), \forall t_0, t_1 \in I, t_0 < t_1, \text{ s.t. } \{x(t_0), x(t_1)\} \subseteq U(\omega) \setminus \{x_0\}. \quad (S-27)
\]
Moreover, for any \( \omega(\cdot) \in \mathcal{P}(g, K, x_0) \), the Lie derivative of \( L \) on \( I \), \( \frac{d}{ds}L(\omega(s)) \) is given by
\[
\frac{d}{ds}L(\omega(s)) = \langle \nabla L(\omega(s)), \omega'(s) \rangle, \forall s \in I. \quad (S-28)
\]

**Lemma S-19** (All limit points are stationary; [33, Theorem 6.15]). Consider the PDS given in (S-12). Let \( L : U \subseteq K \to \mathbb{R}_+ \) be a Lyapunov function with possibly non-unique zeros (i.e., \( L \) may only be positive semidefinite on \( U \)). Suppose each solution \( \omega(\cdot) \in \mathcal{P}(g, K, x_0) \) is contained in \( U \), then \( L \) is constant on \( L(g, K, x_0) \cap U \). In other words, the Lie derivative of \( L \) vanishes on \( L(g, K, x_0) \cap U \).

### F. Correspondence and Upper Semicontinuity
For further details, see [75, Chapter 1].

**Definition S-3** (Correspondence and its graph). Given two metric spaces \( (X, d) \) and \( (Y, \rho) \), a correspondence \( \mathcal{F} : X \to Y \) maps each \( x \in X \) to a subset \( \mathcal{F}(x) \) in \( Y \). The graph of \( \mathcal{F} \), \( G(\mathcal{F}) \) is defined as
\[
G(\mathcal{F}) \triangleq \{(x, y) \in X \times Y | y \in \mathcal{F}(x)\}. \quad (S-29)
\]

**Definition S-4** (Upper semicontinuous correspondence). A correspondence \( \mathcal{F} \) as defined in Definition S-3 is called upper semicontinuous at \( x_0 \in X \) if for any open set \( U \subseteq X \) such that \( \mathcal{F}(x_0) \subseteq U \), there exists an open set \( V \subseteq X \) such that \( x_0 \in V \) and \( \mathcal{F}(x) \subseteq U \) for any \( x \in V \).
Lemma S-20 (Closed graph property; [75, Proposition 2 & Colrollary 1]). Let the correspondence $F$ be given in Definition S-3. 
1) If for each $x \in X$, $F(x)$ is closed, and $F$ is upper semicontinuous, then $G(F)$ is closed (in $X \times Y$). 
2) If $(Y, \rho)$ is a compact metric space, and $G(F)$ is closed, then $F$ is upper semicontinuous.

Lemma S-21 (Sufficient conditions for upper semicontinuity; [75, Section 1.1]). Let the correspondence $F$ be given in Definition S-3. Assume $F$ is compact-valued on $X$. Fix $x \in X$. If $F$ satisfies

$$
\bigcap_{\delta > 0} \text{conv} \left( \bigcup_{z \in B_\delta(x)} F(z) \right) = F(x),
$$

then $F$ is upper semicontinuous at $x$. Here $\text{conv} S$ denotes the closed convex hull of a set $S$ and $B_\delta(x) \triangleq \{ z \in X \mid d(x, z) < \delta \}$.

S-7. EXPERIMENT RESULTS FOR SECTION VIII-D3

The plots of objective values versus time of OL with different values of $\tau$, $K$, and $\alpha$ are shown in Figure S-1, S-2 and S-3 respectively.
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Fig. S-1. Objective values versus time (in seconds) of OL with different values of $\tau$ for all the divergences in $\mathcal{D}$. $K$ and $a$ are in the canonical setting.
Fig. S-2. Objective values versus time (in seconds) of OL with different values of $K$ for all the divergences in $\mathcal{D}$. $\tau$ and $\alpha$ are in the canonical setting.
Fig. S-3. Objective values versus time (in seconds) of OL with different values of $a$ for all the divergences in $\mathcal{D}$. $\tau$ and $K$ are in the canonical setting.