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In this paper, we study some state-specific one-sided exit probabilities in a Markov-modulated risk process including the probability that ruin occurs without or with the surplus visiting certain states; the probability that ruin occurs without or with a claim occurring in certain states; the probability that the surplus attains a target level without or with visiting certain states; and the probability that the surplus attains a target level without or with a claim occurring in certain states. We also investigate the corresponding two-sided first exit probabilities without (or with) the surplus visiting certain states or without (or with) claims occurring in certain states. All these probabilities can be expressed elegantly in terms of some modified matrix scale functions which are easily computable.

1. Introduction

In this paper, we consider a Markov-modulated risk model which has been studied by a number of authors since the important paper proposed by Asmussen [1]. In such a model, both the claim amounts and the claim arrivals are influenced by an external environment process which we denote by \(J(t), t \geq 0\). For example, it is well known that the weather or climate conditions have impacts on automobile, property, and casualty insurance claims. This process is assumed to be a homogenous, irreducible, and recurrent Markov process on a finite state space \(E = \{1, 2, \ldots, m\}\). The process has intensity matrix \(A = (\alpha_{i,j})_{i,j=1}^m\), with \(\alpha_{i,j} = -\alpha_i\) for \(i \in E\), and has stationary distribution \(\pi = (\pi_1, \pi_2, \ldots, \pi_m)\).

Let \(N(t)\) denote the number of claims occurring in \((0, t]\). If \(J(s) = i\) for all \(s\) in a small interval \((t, t+h]\), then \(N(t + h) - N(t)\) represents the number of claims occurring in that interval and has a Poisson distribution with parameter \(\lambda_i > 0\). The process \(\{N(t), t \geq 0\}\) is a Markov-modulated Poisson process, and it can also be viewed as a Poisson process with its parameter driven by the external environment process \(\{J(t), t \geq 0\}\).

Given that \(J(t) = i\), we assume that individual claim amounts have distribution function \(F_i\) and probability density function \(f_i\), with Laplace transform \(\bar{f}_i(s) = \int_0^\infty e^{-xs} f_i(x)dx\) and finite mean \(\mu_i (i \in E)\).

Then, the surplus process \(\{U(t), t \geq 0\}\) in our Markov-modulated risk model is given by

\[
U(t) = u + \sum_{i=1}^m \int_0^t I(J(s) = i) dU_i(s), \quad t \geq 0, \tag{1}
\]

where \(u \geq 0\) is the initial surplus and \(I\) is the indication function, and for \(i \in E\), let \(\{U_i(t)\}_{t \geq 0}\) be the surplus process in the classical risk model with premium rate \(c_i\), Poisson parameter \(\lambda_i\), and individual claim amount distribution \(F_i\). The positive loading condition is also assumed to hold, i.e.,
The probability of ruin given that initial environment state $i$.

Let $N_u := N(T_u)$ be the number of claims and $S_u := S(T_u) = \sum_{n=1}^{N(T_u)} X_n$ be the aggregate claims by the time of ruin, respectively, where $X_n$ is the amount of the $n$th claim. Now, $T_u$, $N_u$, and $S_u$ can be decomposed as

$$T_u = \sum_{i=1}^{m} T_{u,i},$$
$$N_u = \sum_{i=1}^{m} N_{u,i},$$
$$S_u = \sum_{i=1}^{m} S_{u,i},$$

where $T_{u,i}$ is the duration that the surplus process spends in state $i$ until the time of ruin, $N_{u,i}$ is the number of claims that occur in state $i$ until the time of ruin, and $S_{u,i}$ is the aggregate claims that occur in state $i$ until the time of ruin.

For $1 \leq i_1 < i_2 < \cdots < i_k \leq m$, let $E_k = \{i_1, i_2, \ldots, i_k\} \subset E$ be a substate space. We define

$$T_{u,E_k} = \sum_{j=1}^{k} T_{u,i_j},$$
$$N_{u,E_k} = \sum_{j=1}^{k} N_{u,i_j},$$
$$S_{u,E_k} = \sum_{j=1}^{k} S_{u,i_j},$$

where $T_{u,i_j}$ is the time of ruin in state $i_j$ until the time of ruin. In particular, if $E_k = E$, then $T_{u,E_k}, N_{u,E_k},$ and $S_{u,E_k}$ recover $T_u, N_u,$ and $S_u$; if $k = 1$ and $E_k = \{i\}$, then $T_{u,E_k}, N_{u,E_k},$ and $S_{u,E_k}$ simplify to $T_{u,i}, N_{u,i},$ and $S_{u,i}$, respectively.

The Markov-modulated risk models have been studied extensively in the literature. References include the studies of Asmussen et al. [2]; Bäuerle [3]; Schmidli [4]; Snoussi [5]; Lu and Li [6]; Lu [7]; Ng and Yang [8]; and Li and Lu [9]; and Li and Lu [10]. An excellent review paper of the Markov-modulated Poisson process is the paper by Fischer and Meier-Hellstern [11]. Li et al. [12] study the distributions of $T_u$ and $N_u$ for a risk model with Markovian arrival process (MAP). In the study by Li et al. [13], the one-sided exit time (time of ruin or the first hitting time), the number of claims, and the aggregate claims by the exit time are decomposed into $m$ components, respectively, according to the underlying Markov state. Joint Laplace transforms and probability generating functions of all these decomposed quantities are analyzed via matrix scale functions and matrix analysis methods. The motivation of our work is that the insurer would consider a collection of similar conditions as a whole and risk information based on the subset of states would be helpful for insurers to better understand and control their risks for a particular subset of interest and make strategic and contingency plans accordingly.

In this paper, we investigate some state-specific one-sided and two-sided first exit probabilities using several versions of the matrix scale functions for the risk model. To the best knowledge of the authors, this is the first paper to study exit probabilities of the subset of states by using different forms of the matrix scale functions. We start in Section 2 by defining these modified or dimension-reduced matrix scale functions for the Markov-modulated risk model as well as for the classical risk model. We study the probability of ruin without the surplus visiting the state-state space $E_k$ and the probability of ruin without claims occurring in $E_k$ in Sections 3 and 4, respectively. The probability of reaching a target level without the surplus visiting $E_k$ and the probability of reaching a target level without claims occurring in $E_k$ are discussed in Sections 5 and 6, respectively. In Section 7, we study the corresponding two-sided first exit probabilities without the surplus visiting $E_k$ or without claims occurring in $E_k$. Some numerical examples are demonstrated in Section 8.

2. Notation and Preliminaries

We define the following $m \times m$ matrices:

$$c = \text{diag}(c_1, c_2, \ldots, c_m),$$
$$\lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_m),$$
$$f(x) = \text{diag}(f_1(x), f_2(x), \ldots, f_m(x)),$$
$$F(x) = \text{diag}(F_1(x), F_2(x), \ldots, F_m(x))$$

$$= I - F(x),$$
$$I = \text{diag}(1, 1, \ldots, 1).$$

Let $E_k = \{i_1, i_2, \ldots, i_k\} \subset E$ and for any $m \times m$ matrix $X = (x_{i,j})_{i,j \in E}$, we define the following four matrices:

$$X_{11} = (x_{i,j})_{i,j \in E_k},$$
$$X_{22} = (x_{i,j})_{i,j \notin E_k},$$
$$X_{12} = (x_{i,j})_{i \in E_k, j \in E_k},$$
$$X_{21} = (x_{i,j})_{i \notin E_k, j \in E_k}.$$

Here, $X_{22}$ is an $(m-k) \times (m-k)$ matrix obtained by deleting the $l_k$-th row and the $l_k$-th column of $X$, for $i \in E_k$. We remark that if $E_k = E$, then $X_{11} = X$ and $X_{22} = X_{12} = X_{21} = \emptyset$.

2.1. Matrix Scale Function and Its Modified and Dimension-Reduced Versions. In this section, we define a matrix-form scale function and its several modified or reduced forms which play important roles in the rest of the paper.
**Definition 1.** Define \( W(u) \) to be a matrix function such that
\[
\tilde{W}(s) = \int_0^\infty e^{-su} W(u) du = [B(s)]^{-1},
\]
where
\[
B(s) = sI - c^{-1}(\lambda - \Lambda) + c^{-1}\tilde{f}(s).
\]
Here, \( W(u) \) is called the matrix-form scale function for the Markov-modulated risk model with \( W(0) = \lim_{s \to \infty} s\tilde{W}(s) = \lim_{s \to \infty} s[B(s)]^{-1} = I \). A similar matrix-form scale function can be found in Li et al.’s study [13].

**Definition 2.** Define \( W_{11}(u) \) and \( W_{22}(u) \) to be a \( k \times k \) matrix function and an \((m-k) \times (m-k)\) matrix function, respectively, such that
\[
\begin{align*}
\tilde{W}_{11}(s) &= \int_0^\infty e^{-su} W_{11}(u) du = [B_{11}(s)]^{-1}, \\
\tilde{W}_{22}(s) &= \int_0^\infty e^{-su} W_{22}(u) du = [B_{22}(s)]^{-1},
\end{align*}
\]
where
\[
\begin{align*}
B_{11}(s) &= sI_{11} - c_{11}^{-1}(\lambda_{11} - \Lambda_{11}) + c_{11}^{-1}\lambda\tilde{f}_{11}(s), \\
B_{22}(s) &= sI_{22} - c_{22}^{-1}(\lambda_{22} - \Lambda_{22}) + c_{22}^{-1}\lambda\tilde{f}_{22}(s).
\end{align*}
\]

**Remark 1**

1. \( W_{11}(u) \) and \( W_{22}(u) \) are called reduced matrix-form scale functions for the Markov-modulated risk model with
\[
\begin{align*}
W_{11}(0) &= \lim_{s \to \infty} s\tilde{W}_{11}(s) = \lim_{s \to \infty} s[B_{11}(s)]^{-1} = I_{11},
\end{align*}
\]
and similarly, \( W_{22}(0) = I_{22} \).
2. If \( E_k = \emptyset \), then \( W_{11} = W(u) \); if \( E_k = \emptyset \), then \( W_{22} = W(u) \).
3. If \( E_k = \{i\} \), then \( B_{11}(s) = s - (\lambda_i + \alpha_i)/c_i + \lambda_i\tilde{f}_i(s)/c_i \), and \( W_{11}(u) = \eta_{\alpha_i}(u) \) is the \( \alpha_i \)-scale function defined in the next section for the classical risk model.
4. For \( E_k \subset E \), it follows from the matrix generalization of Rouche’s Theorem (De Smit [14] or Li and Ren [15]) that \( \det[B_{11}(s)] = 0 \) has \( k \) roots with positive real parts, say \( \rho_{11,1}, \rho_{11,2}, \ldots, \rho_{11,k} \). Similarly, \( \det[B_{22}(s)] = 0 \) has \( m-k \) roots with positive real parts, say \( \rho_{22,1}, \rho_{22,2}, \ldots, \rho_{22,m-k} \).

**Definition 3.** For \( E_k = \{i_1, i_2, \ldots, i_k\} \subset E \), we define \( \mathbf{V}(u, E_k) \) to be an \( m \times m \) matrix function such that
\[
\begin{align*}
\mathbf{V}(s; E_k) &= \int_0^\infty e^{-su} \mathbf{V}(u; E_k) du = [B(s; E_k)]^{-1},
\end{align*}
\]
where
\[
B(s; E_k) = sI - c^{-1}(\lambda - \Lambda) + c^{-1}\lambda(I - I_{E_k})\tilde{f}(s),
\]
where \( I_{E_k} \) is an \( m \times m \) diagonal matrix with the \( i \)-th entry being 1, for \( i \in E_k \), and all other entries being zeros.

**Remark 2**

1. \( \mathbf{V}(u; E_k) \) is called a modified matrix scale function for the Markov-modulated risk model with
\[
\begin{align*}
\mathbf{V}(0; E_k) &= \lim_{s \to \infty} s\tilde{\mathbf{V}}(s; E_k) = \lim_{s \to \infty} s[B(s; E_k)]^{-1} = I.
\end{align*}
\]
2. If \( E_k = \emptyset \), then \( \mathbf{V}(u; \emptyset) = \mathbf{W}(u) \).
3. For \( E_k \subset E \), it follows from the matrix generalization of Rouche’s Theorem (De Smit [14] or Li and Ren [15]) that \( \det[B(s; E_k)] = 0 \) has \( m \) roots with positive real parts, say \( \rho_1(E_k), \rho_2(E_k), \ldots, \rho_m(E_k) \).

To evaluate the matrix scale functions \( \mathbf{W}(u), \mathbf{W}_{11}(u), \mathbf{W}_{22}(u) \), and \( \mathbf{V}(u; E_k) \), we need to make assumptions about the claim size distributions. If we assume that each \( f_i(s) \) is a rational function, then we can show that each element of \( \mathbf{W}(s) = [B(s)]^{-1} = \mathbf{B}^*(s)/\det[B(s)] \) is a rational function which is readily inverted to obtain \( \mathbf{W}(u) \) by partial fractions. The same are true for \( \mathbf{W}_{11}(u), \mathbf{W}_{22}(u) \), and \( \mathbf{V}(u; E_k) \).

2.2. Scale Function in the Classical Risk Model. Let \( \eta_{\alpha}(u) \) with \( \eta_{\alpha}(0) = 1 \) be a function such that its Laplace transform \( \tilde{\eta}_{\alpha}(s) = \int_0^\infty e^{-su}\eta_{\alpha}(u) du \) is given by
\[
\tilde{\eta}_{\alpha}(s) = \frac{1}{s - (\lambda + \alpha)/c + \lambda f(s)/c}.
\]

**Remark 3**

1. \( \eta_{\alpha}(u) \) is called the \( \alpha \)-scale function (apart from a multiplicative constant) in the classical risk model with premium rate \( c \), Poisson arrival rates \( \lambda \), and claim amounts density \( f(x) \).
2. Chan et al. [16] show that \( \eta_{\alpha}(u) \) has the form of
where \( \Psi_a(u) \) has three different forms and \( \rho = \rho(a) \) with \( \rho(0) = 0 \) is the unique positive solution of the following generalized Lundberg’s equation:

\[
\lambda + \alpha - cs = \lambda \tilde{f}(s). 
\]

(18)

In particular, if \( \alpha = 0, \Psi_0(u) = \psi(u) \) simplifies to the ruin probability for the classical risk model and \( \eta_0(u) = (1 - \psi(u))/(1 - \psi(0)) \).

(iii) If we replace \( c \) by \( c_k \), replace \( \lambda \) by \( \lambda_k \), replace \( f(x) \) by \( f_k(x) \), and replace \( \alpha \) by \( \alpha_k \), then we write \( \eta_a(u) \) as \( \eta_{a_k}(u) \) and write \( \rho = \rho(a) \) as \( \rho_k = \rho_k(\alpha_k) \), for \( k = 1, 2, \ldots, m \).

### 3. Probability of Ruin without the Surplus Visiting States in \( E_k \)

First, we define for \( i \in E \),

\[
\psi_i(u; E_k) = P(T_u < \infty, J(t) \notin E_k, 0 \leq t \leq T_u, J(0) = i) \\
= P(T_u < \infty, T_u, E_k = 0 | J(0) = i),
\]

(19)

to be the probability of ruin without the external environmental Markov process visiting the substate space \( E_k \) prior to ruin.

**Remark 4**

(1) It follows from the definition above that \( \psi_i(u; E_k) = 0 \) if \( i \in E_k \).

(2) \( \psi_i(u; k) \) is the probability of ruin without the surplus visiting state \( k \), for \( k \neq i \), given \( J(0) = i \).

(3) \( \psi_i(u; E \setminus \{E_k\}) \) is the probability of ruin with the surplus ever visiting every state in \( E_k \).

(4) \( \psi_i(u; E \setminus \{i\}) \) is the probability of ruin with the surplus only visiting the initial state \( i \).

(5) If \( E_k = \emptyset \), then \( \psi_i(u; \emptyset) = \psi_i(u) \) is the probability of ruin given that the initial state is \( i \).

Conditioning on the events that may occur in an infinitesimal interval, we can obtain the following IDE for \( \psi_i(u; E_k) \):

\[
c_i\psi_i(u; E_k) = \lambda_i\psi_i(u; E_k) - \lambda_i \int_0^u \psi_i(u - x; E_k)f_i(x)dx \\
- \lambda \bar{F}_i(u) - \sum_{j=1, j \neq k}^m \alpha_{ij}\psi_j(u; E_k), \quad i \in E \setminus \{E_k\}. 
\]

(17)

Let \( \tilde{\psi}(u; E_k) = (\psi_i(u; E_k), i \in E \setminus \{E_k\})^T \) be an \((m - k) \times 1\) column vector. Equation (20) can be rewritten in matrix form as

\[
\tilde{\psi}'(u; E_k) = c_{22}^{-1}(\lambda_{22} - A_{22})\tilde{\psi}(u; E_k) \\
- c_{22}^{-1}\lambda_{22}\int_0^u f_{22}(x)\psi(u - x; E_k)dx + \bar{F}_{22}(u)\tilde{\psi}(u; E_k)^T. 
\]

(21)

Denote \( \tilde{\psi}(s; E_k) = \int_0^s e^{-s\rho_{22}}\tilde{\psi}(u; E_k)du \). Taking Laplace transforms of both sides of equation (21) gives

\[
\tilde{B}_{22}(s)\tilde{\psi}(s; E_k) = \tilde{B}_{22}(s; E_k) - c_{22}^{-1}\lambda_{22}\tilde{F}_{22}(s; E_k)^T, 
\]

(22)

where \( \tilde{B}_{22}(s) = sI_{22} - c_{22}^{-1}(\lambda_{22} - A_{22}) + c_{22}^{-1}\lambda_{22}\tilde{F}_{22}(s) \). Use the same arguments as in the study by Li et al. [13] to find \( \tilde{B}_{22}(s)\tilde{B}_{22}(\rho_{22}) = 0 \), for \( i = 1, 2, \ldots, m - k \). Setting \( s = \rho_{22,i} \) and left-multiplying both sides of (22) by the vector \( \tilde{q}_{22,i}^T \), we have

\[
\tilde{q}_{22,i}^T = \tilde{q}_{22,i}^T\tilde{B}_{22}(\rho_{22,i})\tilde{\psi}(\rho_{22,i}; E_k) \\
= \tilde{q}_{22,i}^T\tilde{B}_{22}(0; E_k) - c_{22}^{-1}\lambda_{22}\tilde{F}_{22}(\rho_{22,i})\tilde{\psi}(\rho_{22,i}; E_k)^T, 
\]

(23)

\[
\tilde{q}_{22,i}^T\tilde{\psi}(0; E_k) = \int_0^\infty e^{-\rho_{22,i}s}\tilde{F}_{22}(s; E_k)^Tds. 
\]

(24)

Since \( c_{22}, \lambda_{22} \), and \( \bar{F}_{22}(s) \) are all diagonal matrices,

\[
\tilde{q}_{22,i}^T\tilde{\psi}(0; E_k) = c_{22}^{-1}\lambda_{22}\int_0^\infty e^{-\rho_{22,i}s}\tilde{F}_{22}(s; E_k)^Tds. 
\]

(25)

In matrix form, we have

\[
\tilde{\psi}(0; E_k) = \int_0^\infty e^{-s\Theta_{22}}\tilde{F}_{22}(s; E_k)^Tds. 
\]

where \( \Theta_{22} = q_{22,1}\rho_{22,1}q_{22,2}, \rho_{22} = \text{diag}(\rho_{22,1}, \rho_{22,2}, \ldots, \rho_{22,m-k}), \)

\[
\tilde{q}_{22,i} = \left( \tilde{q}_{22,i,1}, \tilde{q}_{22,i,2}, \ldots, \tilde{q}_{22,i,m-k} \right)^T, 
\]

(26)

with \( \tilde{q}_{22,i} \) being a \( 1 \times (m - k) \) row vector such that \( \tilde{q}_{22,i}^T\tilde{B}_{22}(\rho_{22,i}) = 0 \), for \( i = 1, 2, \ldots, m - k \).

### 3.1. Explicit Expression in terms of the Dimension-Reduced Matrix Scale Function

Rearranging (22) gives

\[
\tilde{\psi}(s; E_k) = \left( \tilde{B}_{22}(s) \right)^{-1}\tilde{\psi}(0; E_k) - c_{22}^{-1}\lambda_{22}\tilde{F}_{22}(s; E_k)^T, 
\]

(27)

as the Laplace transform of \( \tilde{W}_{22}(u) = \tilde{B}_{22}(s)^{-1} \). Then, by inverting (27), it gives
\[
\bar{\psi}(u; E_k) = W_{22}(u) \bar{\psi}(0; E_k) - \int_0^u W_{22}(u-x) F_{22}(x) dx e^{c_{22}^{-1}\lambda_{22}^{-1}} x
\]
\[
= \int_0^\infty R_{22}(u,x) F_{22}(x) dx e^{c_{22}^{-1}\lambda_{22}^{-1}} x, \quad u > 0, \tag{28}
\]
where \( W_{22}(u) \) is the modified matrix version of the scale function defined in Section 2 and
\[
R_{22}(u,x) = \begin{cases} 
W_{22}(u)e^{-\theta_{22}x} - W_{22}(u-x), & 0 \leq x \leq u, \\
W_{22}(u)e^{-\theta_{22}x}, & x > u.
\end{cases} \tag{29}
\]

**Remark 5**

1. Following the same reasoning, we have
\[
\bar{\psi}(u; E_k) = \int_0^\infty R_{11}(u,x) F_{11}(x) dx e^{c_{11}^{-1}\lambda_{11}^{-1}} x, \quad u > 0, \tag{30}
\]
\[
\bar{\psi}(0; E_k) = \int_0^\infty e^{x\theta_{11}} F_{11}(x) dx e^{c_{11}^{-1}\lambda_{11}^{-1}} x,
\]
where \( W_{11}(u) \) is the dimension-reduced matrix scale function defined in Section 2, and
\[
R_{11}(u,x) = \begin{cases} 
W_{11}(u)e^{-\theta_{11}x} - W_{11}(u-x), & 0 \leq x \leq u, \\
W_{11}(u)e^{-\theta_{11}x}, & x > u,
\end{cases} \tag{31}
\]
\[\Theta_{11} = q_{11}^{-1}\rho_{11} q_{11}, \tag{32}\]
\[\rho_{11} = \text{diag}(\rho_{11,1}, \rho_{11,2}, \ldots, \rho_{11,k}), \tag{33}\]
\[q_{11} = (q_{11,1}^T, q_{11,2}^T, \ldots, q_{11,m-k}^T)^T,
\]
with \( q_{11,j}^T \) being a \( 1 \times k \) row vector such that \( q_{11,j}^T B_{11}(\rho_{11,i}) = 0 \), for \( i = 1, 2, \ldots, k \). (2)

2. In particular, we have
\[
\psi_i(0; E\setminus[i]) = \frac{\lambda_i}{c_i} \int_0^\infty e^{-\rho_{11}x} F_i(u) du, \tag{34}
\]
where \( \rho_{11} \) is the unique positive solution of
\[
\lambda_i + \alpha_{i} - c_i s = \lambda_i f_i(s), \quad i = 1, 2, \ldots, m.
\]
Equation (30) reduces to the following for \( u > 0 \):
\[
\psi_i(u; E\setminus[i]) = \eta_{\alpha_i}(u) \psi_i(0; E\setminus[i]) - \frac{\lambda_i}{c_i} \int_0^u \eta_{\alpha_i}(u-x) F_i(x) dx, \quad i = 1, 2, \ldots, m,
\]
where \( \psi_i(u; E\setminus[i]) \) is the probability of ruin with the surplus only visiting the initial state \( i \).

### 4. Probability of Ruin without a Claim Occurring in States in \( E_k \)

For \( E_k = \{l_1, l_2, \ldots, l_k\} \) and for \( i \in E \), let
\[
\chi_i(u; E_k) = P(T_u < \infty, N_{u,E_k} = 0 \mid J(0) = i) \tag{41}
\]
be the probability of ruin without a claim occurring in $E_k$ by the time of ruin given that $f(0) = i$.

**Remark 7**

(1) $\chi_i(u; \{k\})$ is the probability of ruin without a claim occurring in state $k$, for $k \in E$, given $f(0) = i$

(2) $\chi_i(u; E_k)$ is the probability of ruin with claims occurring in states $E_k$

(3) $\chi_i(u; E_k)$ is the probability of ruin with claims only occurring when the process is in the state $i$

(4) If $E_k = \emptyset$, then $\chi_i(u; \emptyset)$ recovers the ruin probability $\psi_i(u)$

(5) Note that $\chi_i(u; E_k) - \psi_i(u; E_k)$ is the probability of ruin with the surplus visiting $E_k$, but without claims occurring in $E_k$.

Conditioning on the events that may occur in an infinitesimal interval, we can obtain the following IDE for $\chi_i(u; E_k)$:

$$
c_i(\chi_i(u; E_k)) = \chi_i(u; E_k) - \sum_{j=1}^m \alpha_{ij} \chi_j(u; E_k)
$$

$$
- \lambda_i \int_0^u \chi_i(u-x; E_k) f_i(x) dx - \lambda_i F_i(u), \quad i \notin E_k,
$$

$$
c_i(\chi_i(u; E_k)) = \chi_i(u; E_k) - \sum_{j=1}^m \alpha_{ij} \chi_j(u; E_k), \quad i \in E_k.
$$

(42)

Let $\mathbf{X}(u; E_k) = (\chi_i(u; E_k); i \in E)^T$ be an $m \times 1$ column vector. In the matrix form, we have

$$
\mathbf{X}'(u; E_k) = \mathbf{c}^{-1}(\lambda - \mathbf{A})\mathbf{X}(u; E_k) - \mathbf{c}^{-1} \lambda(1 - I_{E_k})
$$

$$
- \int_0^u f(x) \mathbf{X}(u-x; E_k) dx - \mathbf{c}^{-1} \lambda(1 - I_{E_k}) \mathbf{F}(u)
$$

(43)

Taking Laplace transforms of both sides of (43), we have

$$
\mathbf{B}(s; E_k) \mathbf{X}(s; E_k) = \mathbf{X}(0; E_k) - \mathbf{c}^{-1} \lambda(1 - I_{E_k}) \mathbf{F}(s)
$$

(44)

where $\mathbf{B}(s; E_k) = sI - \mathbf{c}^{-1}(\lambda - \mathbf{A}) + \mathbf{c}^{-1} \lambda(1 - I_{E_k}) \mathbf{F}(s)$.

Then,

$$
\mathbf{X}(0; E_k) = \int_0^\infty e^{-sx} \mathbf{F}(x) dx c^{-1} \lambda(1 - I_{E_k})
$$

$$
\mathbf{X}(u; E_k) = \mathbf{V}(u; E_k) \mathbf{X}(0; E_k)
$$

$$
- \int_0^u \mathbf{V}(u-x; E_k) \mathbf{F}(x) dx c^{-1} \lambda(1 - I_{E_k})
$$

$$
= \int_0^\infty \mathbf{R}(u, x; E_k) \mathbf{F}(x) dx c^{-1} \lambda(1 - I_{E_k})
$$

(45)

where $\mathbf{V}(u; E_k)$ is a modified matrix scale function defined in Section 2. And,

\[
\mathbf{R}(u, x; E_k) = \begin{cases} \mathbf{V}(u; E_k) e^{x \Theta_{E_k}} - \mathbf{V}(u - x; E_k), & 0 \leq x \leq u, \\ \mathbf{V}(u; E_k) e^{x \Theta_{E_k}}, & x > u, \end{cases}
\]

\[
\Theta_{E_k} = \begin{pmatrix} \Theta_{E_k}^{1} & \cdots & \Theta_{E_k}^{m} \end{pmatrix} \begin{pmatrix} \mathbf{Q}_{E_k}^{1} \end{pmatrix}^{-1} \begin{pmatrix} \mathbf{Q}_{E_k}^{m} \end{pmatrix},
\]

(46)

with $\mathbf{Q}_{E_k}^{i}$ being a $1 \times m$ row vector such that $\mathbf{Q}_{E_k}^{T} \mathbf{B}(\rho_i E_k) = \mathbf{0}$, for $i = 1, 2, \ldots, m$.

If we assume claim amounts are exponentially distributed, i.e., $f(x) = \beta e^{-\beta x}$, with $\mathbf{B} = \text{diag}(\beta_1, \beta_2, \ldots, \beta_m)$, then by differentiating equation (43), we can obtain a 2nd-order matrix differential equation for $\mathbf{X}(u; E_k)$ whose solution is given by

$$
\mathbf{X}(u; E_k) = e^{-\Delta u} \mathbf{X}(0; E_k), \quad u > 0,
$$

where $\Delta$ is the solution to the following quadratic matrix equation:

$$
\Delta^2 - [\beta - c^{-1}(\lambda - \mathbf{A})] \Delta + c^{-1} \mathbf{B}(\lambda \mathbf{I}_{E_k} - \mathbf{A}) = 0.
$$

(47)

We remark that the solutions to the equation above is not unique and the one with positive eigenvalues is our $\Delta$.

5. **Probability of Hitting a Target Level without the Surplus Ever Visiting States in $E_k$**

For $u \leq b$, let $T_{u}^b = \min(t \geq 0, U(t) = b)$ be the first time when the surplus reaches level $b$. We define

$$
\psi_{i,j}(u; b; E_k) = P\left(f(t) \notin E_k, f(T_u^b) = j, 0 \leq t \leq T_u^b; f(0) = i\right),
$$

(49)

to be the probability of hitting a target level $b$ at state $j$ without the surplus ever visiting substate space $E_k$, given that the initial state is $i \notin E_k$.

**Remark 8**

(1) $\psi_{i,j}(u; b; \emptyset)$ is the probability of hitting a target level $b$ at state $j$ given that the initial state is $i$

(2) $\psi_{i,j}(u; b; E_k)$ is the probability of hitting a target level $b$ at state $j$ from the initial state $i$ without the surplus visiting any other states.

By conditioning on the events that may occur in an infinitesimal interval, we obtain the following IDE:

$$
\psi'(u; b; E_k) = c_{12}^{-1} (\lambda_{22} - \mathbf{A}_{22}) \psi(u; b; E_k)
$$

$$
- c_{12}^{-1} \mathbf{A}_{22} \int_0^\infty f_{22}(y) \psi(u - y; b; E_k) dy,
$$

(50)

where $\psi(u; b; E_k) = (\psi_{i,j}(u; b; E_k); i, j \in E \setminus E_k)$ is an $(m - k) \times (m - k)$ matrix.

The following three properties are satisfied by $\psi_{i,j}$:
Property 1: $\psi_{i,j}(b, b; E_k) = 1$ (i = j)
Property 2: $\psi_{i,j}(u, b; E_k)$ is a function of $(b - u)$
Property 3: $\psi_{i,j}(u, b; E_k) = \sum_{E_i} \psi_{i,j}(u, b_1; E_k) \psi_{j}(b_1, b; E_k)$, for $u \leq b_1 \leq b$

This shows that $\psi(u, b; E_k)$ must have the following form:

$$\psi(u, b; E_k) = e^{-\Gamma_{22}(b-u)}, \quad u \leq b,$$  \hspace{1cm} (51)

where $\Gamma_{22}$ is an $(m - k) \times (m - k)$ matrix and all of its eigenvalues must have positive real parts. It can be shown by substituting (51) into (50) that $\Gamma_{22}$ satisfies a matrix equation as follows:

$$\Gamma_{22} + \epsilon_{22}^{-1}\lambda_{22} \int_0^\infty f_{22}(x)e^{-\Gamma_{22}x}dx - \epsilon_{22}^{-1}(\lambda_{22} - A_{22}) = 0,$$  \hspace{1cm} (52)

with the following solution:

$$\Gamma_{22} = H_{22} \rho_{22} H_{22}^{-1},$$  \hspace{1cm} (53)

where $H_{22} = \begin{pmatrix} \tilde{h}_{22,1} & \tilde{h}_{22,2} & \cdots & \tilde{h}_{22,m-k} \end{pmatrix}$, $\rho_{22} = \text{diag}(\rho_{22,1}, \rho_{22,2}, \cdots, \rho_{22,m-k})$, and $\tilde{h}_{22,1}, \tilde{h}_{22,2}, \cdots, \tilde{h}_{22,m-k}$ are the $(m - k)$ distinct roots of Det[$H_{22}(s) = 0$. The column vector $H_{22}$ is that $B_{22}(\rho_{22})H_{22}^{-1} = 0$.

In particular, for $E_k = E \setminus \{i\}$, the result in (51) simplifies to

$$\psi_{i,j}(u, b; E \setminus \{i\}) = e^{-\rho_i(b-u)}, \quad u \leq b,$$  \hspace{1cm} (54)

which is the probability of hitting a target level $b$ at state $i$ from the initial state $i$ without the surplus visiting any other states.

6. Probability of Hitting a Target Level without a Claim Occurring in States in $E_k$

For $u \leq b$, define $\chi_{i,j}(u, b; E_k)$ to be the probability of hitting a target level $b$ at state $j \in E$ without a claim occurring in states in $E_k$, given that the initial state is $i \in E$.

Remark 9

1. $\chi_{i,j}(u, b; \emptyset) = \psi_{i,j}(u, b; \emptyset)$ is the probability of hitting a target level $b$ at state $j$ given that the initial state is $i$
2. $\chi_{i,j}(u, b; E)$ is the probability of hitting a target level $b$ at state $j$ from the initial state $i$ without any claim occurring
3. $\chi_{i,j}(u, b; E \setminus \{k\})$ is the probability of hitting a target level $b$ at state $j$ from the initial state $i$ with claims occurring only in state $k$

Using the same arguments as in the previous section, we have for $u \leq b$, $c_{\chi_{i,j}}(u, b; E_k) = \lambda \chi_{i,j}(u, b; E_k) + \sum_{k=1}^m a_{i,k} \chi_{k,j}(u, b; E_k)$

$$- \lambda \int_0^\infty \chi_{i,j}(u - x, b; E_k) f_i(x)dx, \quad i \in E_k,$$  \hspace{1cm} (55)

This is written in matrix form as

$$\chi'(u, b; E_k) = c^{-1}(\lambda - A)\chi(u, b; E_k)$$

$$= -c^{-1}\lambda[1 - I_{E_k}] \int_0^\infty f(x)\chi(u - x; b; E_k)dx,$$  \hspace{1cm} (56)

where $\chi(u, b; E_k) = (\chi_{i,j}(u; b; E_k); i, j \in E)$ is an $m \times m$ matrix. Clearly, $\chi_{i,j}(u; b; E_k)$ has the same three properties as for $\psi_{i,j}(u; b; E_k)$ stated in Section 5, and we have

$$\chi(u, b; E_k) = e^{-\Gamma_{E_k}(b-u)}, \quad u \leq b,$$  \hspace{1cm} (57)

where $\Gamma_{E_k}$ is an $m \times m$ matrix and all of its eigenvalues must have positive real parts and $\Gamma_{E_k}$ satisfies an matrix equation with the following solution:

$$\Gamma_{E_k} = H_{E_k} \rho(E_k) H_{E_k}^{-1},$$  \hspace{1cm} (58)

where $H_{E_k} = \begin{pmatrix} \tilde{h}_{E_k,1} & \tilde{h}_{E_k,2} & \cdots & \tilde{h}_{E_k,m} \end{pmatrix}$, $\rho(E_k) = \text{diag}(\rho_1(E_k), \rho_2(E_k), \cdots, \rho_m(E_k))$, and $\tilde{h}_{E_k,1}, \tilde{h}_{E_k,2}, \cdots, \tilde{h}_{E_k,m}$ are the $m$ distinct roots of Det[$B(s; E_k) = 0$. The column vector $H_{E_k}$ is that $B(\rho_i(E_k); E_k) \tilde{h}_{E_k,i} = 0$.

In particular, when $E_k = E$, then equations (55) and (56) simplify to

$$\chi'(u, b; E) = c^{-1}(\lambda - A)\chi(u, b; E),$$  \hspace{1cm} (59)

with the following solution:

$$\chi(u, b; E) = e^{c^{-1}(\lambda - A)(b-u)}, \quad u \leq b,$$  \hspace{1cm} (60)

7. Two-Sided First Exit Probabilities

In Sections 3–6, we have studied the one-sided exit probability without the surplus visiting states in $E_k$ or without a claim occurring in states in $E_k$. In this section, we aim to investigate the corresponding two-sided first exit probabilities.

7.1. Probability of Hitting a Target Level prior to Ruin without the Process Visiting States in $E_k$. For $0 \leq u \leq b$ and $i, j \in E$, we define
to be the probability of reaching \( b \) in state \( j \) with neither ruin occurring nor the process visiting states in \( E_k \), given that the initial state is \( i \). Clearly, we have the following cases:

1. \( \xi_{i,j}(u; b; E_k) = 0 \), if \( i \in E_k \) or \( j \in E_k \)
2. \( \xi_{i,j}(u; b; E_k) = 1 \) (if \( i = j \)), if \( i, j \notin E_k \)
3. If \( E_k = \emptyset \), then \( \xi_{i,j}(u; b; \emptyset) = \xi_{i,j}(u, b) \) is the probability of reaching \( b \) in state \( j \) prior to ruin given that \( J(0) = i \)

Let \( \xi(u; b; E_k) = (\xi_{i,j}(u; b; E_k); i, j \in E \setminus \{ E_k \}) \) be an \((m-k) \times (m-k)\) matrix. Using the same arguments as in Section 3, we can show that \( \xi(u; b; E_k) \) satisfies the following matrix-form IDE:

\[
\xi(u; b; E_k) = c_{22}^{-1}(\lambda_{22} - A_{22})\xi(u; E_k) = -c_{12}^{-1}A_{22} \int_0^u f_{22}(x)\xi(u-x; E_k)dx, \quad 0 \leq u < b, 
\]

(62)

with the boundary condition \( \xi(b; b; E_k) = 1 \). It can be shown by using the Laplace transform method that \( W_{22}(u) \) satisfies the IDE in (62) for \( 0 \leq u < \infty \), we conclude by noting that \( \xi(b; b; E_k) = I \) that

\[
\xi(u; b; E_k) = W_{22}(u)[W_{22}(b)]^{-1}, \quad 0 \leq u < b. 
\]

(63)

7.2. Probability of Ruin without the Surplus Hitting a Certain Level \( b \) and without Visiting States in \( E_k \). For \( 0 \leq u < b \) and \( i \in E \), we define

\[
\tau_i(u; b; E_k) = P(T_u < T^b_u, J(t) \notin E_k, 0 \leq t < T^b_u | J(0) = i),
\]

(64)

to be the probability of ruin without the surplus reaching \( b \) and without the process visiting states in \( E_k \), given that the initial state is \( i \). Clearly, we have the following cases:

1. \( \tau_i(u; b; E_k) = 0 \), if \( i \in E_k \)
2. \( \tau_i(u; b; E_k) = 0 \), if \( i \in E \)
3. \( \tau_i(u; b; \emptyset) \) is the probability of ruin without the surplus hitting a certain level \( b \) and without state change from the initial state \( i \) prior to ruin
4. If \( E_k = \emptyset \), then \( \tau_i(u; b; \emptyset) = \tau_{i,j}(u, b) \) is the probability of ruin without the surplus reaching \( b \) prior to ruin given that \( J(0) = i \)

By considering whether or not the surplus has reached \( b \) prior to ruin, we have the following formula:

\[
\psi_i(u; E_k) = \tau_i(u; b; E_k) + \sum_{j \notin E_k} \xi_{i,j}(u; b; E_k)\psi_j(b; E_k), \quad i \notin E_k.
\]

(65)

In the matrix form, we have

\[
\Psi(u; E_k) = \Upsilon(u; b; E_k) + \xi(u; b; E_k)\Psi(b; E_k),
\]

(66)

where \( \Upsilon(u; b; E_k) = (\tau_{i,j}(u; b; E_k), i \in E \setminus \{ E_k \})^T \). This together with (63) gives

\[
\Upsilon(u; b; E_k) = \Psi(u; E_k) - W_{22}(u)[W_{22}(b)]^{-1}\Psi(b; E_k), \quad 0 \leq u < b.
\]

(67)

7.3. Probability of Hitting a Certain Level prior to Ruin without Claims Occurring in States in \( E_k \). For \( 0 \leq u < b \) and \( i, j \in E \), we define \( \eta_{i,j}(u; b; E_k) \) to be the probability of the surplus reaching \( b \) in state \( j \) without ruin occurring and without claims occurring in states in \( E_k \), given that \( J(0) = i \). Clearly, we have the following cases:

1. \( \eta_{i,j}(b; b; E_k) = 1 \) (if \( i = j \)), if \( i, j \in E \)
2. If \( E_k = \emptyset \), then \( \eta_{i,j}(u; b; \emptyset) = \xi_{i,j}(u, b) \) is the probability of reaching \( b \) in state \( j \) prior to ruin given that \( J(0) = i \)

Let \( \eta(u; b; E_k) = (\eta_{i,j}(u; b; E_k); i, j \in E) \) be an \( m \times m \) matrix. Using the same arguments as in Section 5, we can show that \( \eta(u; b; E_k) \) satisfies the following matrix-form IDE:

\[
\eta'(u; b; E_k) = c^{-1}(\lambda - A)\eta(u; b; E_k) = -c^{-1}\lambda[I - E_k] \int_0^u f(x)\eta(u-x, b; E_k)dx, \quad 0 \leq u < b,
\]

(68)

with the boundary condition \( \eta'(b; b; E_k) = 1 \).

Using the Laplace transform method, we can show that \( \Psi(u; E_k) \) satisfies IDE in (68) for \( 0 \leq u < \infty \). This together with \( \eta(b; b; E_k) = I \) shows

\[
\eta(u; b; E_k) = \Psi(u; E_k)[\Psi(b; E_k)]^{-1}, \quad 0 \leq u < b.
\]

(69)

7.4. Probability of Ruin without Hitting a Certain Level \( b \) and without Claims Occurring in \( E_k \). For \( 0 \leq u < b \) and \( i \in E \), we define

\[
\zeta_i(u; b; E_k) = P(T_u < T^b_u, N_{u;E_k} = 0 | J(0) = i)
\]

(70)

to be the probability of ruin without the surplus reaching \( b \) and without claims occurring in any state in \( E_k \) given \( J(0) = i \). Clearly, \( \zeta(b; b; E_k) = 0 \).

By considering whether or not the surplus has reached \( b \) prior to ruin, we have the following formula:

\[
\chi_i(u; E_k) = \zeta_i(u; b; E_k) + \sum_{j \in E} \eta_{i,j}(u; b; E_k)\chi_j(b; E_k), \quad i \in E.
\]

(71)
In the matrix form, we have
\[ \chi \rightarrow u; \quad E_k \rightarrow \zeta \rightarrow u, b; \quad E_k + \eta u, b; \quad E_k \chi \rightarrow b; \quad E_k \chi, \] (72)
where \( \chi(u, b; E_k) = (\zeta_{ij}(u, b; E_k), i \in E) \). This together with (69) gives
\[ \chi(u, b; E_k) = \chi(u; E_k) - \mathbf{V}(u; E_k)[\mathbf{V}(b; E_k)]^{-1}\chi(b; E_k), \]
0 \leq u \leq b, (73)

8. Numerical Illustrations

In this section, we give some numerical results of the probabilities that we have defined in previous sections. We consider two-state Markov-Modulated risk model with intensity matrix as follows:

\[ \mathbf{A} = \begin{pmatrix} 1 & 1 \\ 4 & 4 \\ 3 & 3 \\ 4 & 4 \end{pmatrix}, \] (74)

and \( \mathbf{\pi} = (\pi_1, \pi_2) = (3/4, 1/4) \). Further assume that claims follow exponential distributions with the following densities:

\[ f_1(x) = e^{-x}, \quad f_2(x) = 0.5e^{-0.5x}, \] \( x > 0 \) (75)

Other parameters are set as \( \lambda_1 = 1, \lambda_2 = 2/3, \ c_1 = 4/3, \) and \( c_2 = 5/3 \), so that positive loading condition holds true. Then, we have expressions for the probability of ruin without the surplus process visiting certain states and the probability of ruin without a claim occurring in certain states:

| Table 1: The probability of hitting the target level \( b \) prior to ruin without the process visiting certain states. |
|-----------------|-----------------|-----------------|
| \( \xi_1(u, b; 2) \) | \( b = 15 \) | \( b = 20 \) |
| \( u = 0 \) | 0.001469 | 0.000196 |
| \( u = 1 \) | 0.002983 | 0.000398 |
| \( u = 5 \) | 0.017706 | 0.002362 |
| \( u = 10 \) | 0.133386 | 0.017793 |

| \( \xi_2(u, b; 1) \) | \( u = 0 \) | 0.001132 | 1.04995 \times 10^{-6} |
| \( u = 1 \) | 0.000069 | 2.29747 \times 10^{-6} |
| \( u = 5 \) | 0.001016 | 0.000303 |
| \( u = 10 \) | 0.033274 | 0.001107 |

| Table 2: The probability of ruin without the surplus hitting a certain level \( b \) and without visiting certain states. |
|-----------------|-----------------|-----------------|-----------------|
| \( \tau_1(u, b; 2) \) | \( b = 15 \) | \( b = 20 \) | \( b = \infty \) |
| \( u = 0 \) | 0.534610 | 0.534611 | 0.534611 |
| \( u = 1 \) | 0.335676 | 0.335677 | 0.335677 |
| \( u = 5 \) | 0.052166 | 0.052175 | 0.052175 |
| \( u = 10 \) | 0.005026 | 0.005091 | 0.005092 |

| \( \tau_2(u, b; 1) \) | \( u = 0 \) | 0.338813 | 0.338813 | 0.338813 |
| \( u = 1 \) | 0.243436 | 0.243436 | 0.243436 |
| \( u = 5 \) | 0.064873 | 0.064876 | 0.064876 |
| \( u = 10 \) | 0.012343 | 0.012422 | 0.012423 |

| Table 3: The probability of ruin without hitting a certain level \( b \) and without claims occurring in certain states with initial state 1. |
|-----------------|-----------------|-----------------|
| \( \zeta_1(u, b; 1) \) | \( u = 0 \) | 0.054230 | 0.054231 | 0.054231 |
| \( u = 1 \) | 0.039444 | 0.039444 | 0.039444 |
| \( u = 5 \) | 0.011029 | 0.011038 | 0.011038 |
| \( u = 10 \) | 0.002152 | 0.002245 | 0.002247 |

| \( \zeta_2(u, b; 2) \) | \( u = 0 \) | 0.363240 | 0.363242 | 0.363242 |
| \( u = 1 \) | 0.264192 | 0.264195 | 0.264195 |
| \( u = 5 \) | 0.073910 | 0.073934 | 0.073934 |
| \( u = 10 \) | 0.014803 | 0.015044 | 0.015049 |
\[
\begin{align*}
\psi_1(u; 2) &= 0.5346e^{-0.4654u}, \\
\psi_2(u; 1) &= 0.3388e^{-0.3306u}, \\
\chi_1(u, 1) &= 0.0542e^{-0.3184u}, \\
\chi_1(u, 2) &= 0.3632e^{-0.3184u}, \\
\chi_2(u, 1) &= 0.5817e^{-0.4183u}, \\
\chi_2(u, 2) &= 0.2064e^{-0.4183u}.
\end{align*}
\]

Table 1 shows the probability of hitting a target level prior to ruin without the process visiting certain states. Table 2 shows the probability of ruin without the surplus hitting a certain level \(b\) and without visiting certain states. Table 3 gives the probability of ruin without hitting a certain level \(b\) and without claims occurring in certain states with initial states \(1\).

We can see from Table 1 that the probability of hitting a target level prior to ruin without the process visiting certain states increases as initial surplus \(u\) increases and but decreases as target level \(b\) increases. As the target level increases, it is less likely for surplus process to hit that target level prior to ruin. Table 2 illustrates that the probability of ruin without the surplus hitting a certain level \(b\) and without visiting certain states does not change much as the target level changes, but only when initial surplus level is higher, the difference is slightly more obvious. This is because when initial surplus is small, ruin is more likely to occur at an earlier stage. In addition, Table 3 shows that the probability of ruin without hitting a claim occurring in certain states with different initial states performs a similar pattern as shown in Table 2 for similar reasons. At last, when \(b\) goes to infinity in Table 2, probabilities become probabilities of ruin without the surplus visiting certain states, and when \(b\) goes to infinity in Table 3, probabilities are probabilities of ruin without claims occurring in certain states with initial states \(1\).

\section*{9. Concluding Remarks}

In this paper, we study, for a Markov-modulated risk model, some states-specific one-sided exit probabilities and two-sided first exit probabilities. These probabilities can be expressed in terms of a modified or a dimension-reduced matrix scale function.

Further research includes the expression of joint and/or marginal Laplace transforms of state-specific occupation time (the duration that the surplus is between an interval and in substate space \(E_k\) by the time of ruin or other exit times) and the number and the aggregate claims occurred during the state-specific occupation time in terms of the matrix-scale functions defined in this paper.
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