WEAKLY LOCALIZED STATES FOR NONLINEAR DIRAC EQUATIONS

WILLIAM BORRELLI

Abstract. We prove the existence of infinitely many non square-integrable stationary solutions for a family of massless Dirac equations in 2D. They appear as effective equations in two dimensional honeycomb structures. We give a direct existence proof thanks to a particular radial ansatz, which also allows to provide the exact asymptotic behavior of spinor components. Moreover, those solutions admit a variational characterization as least action critical points of a suitable action functional. We also indicate how the content of the present paper allows to extend our previous results for the massive case [5] to more general nonlinearities.
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1. Introduction

The Dirac equation has been widely employed to build relativistic models of particles (see, e.g., the survey paper [13]). Recently, it made its appearance in Condensed Matter Physics in connection with two-dimensional honeycomb structures. They appear, for instance, in the study of new two-dimensional materials possessing Dirac fermions low-energy excitations, the most famous being graphene (see, e.g. [7],[8]). In those materials electrons at the Fermi level have zero apparent mass and can be described using the massless Dirac equation. The laser beam propagation in certain photonic crystals can also be described by honeycomb structures [29].

More generally, Schrödinger operators of the form

$$H = -\Delta + V_{\text{per}}(x), \quad x \in \mathbb{R}^2,$$

where $V_{\text{per}} \in C^\infty(\mathbb{R}^2, \mathbb{R})$ is a honeycomb potential (in the sense of [15]), that is possessing the symmetries to a honeycomb lattice $\Lambda$, generically exhibit conical intersections (the so-called Dirac points) in their dispersion.
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bands, as proved in [18]. This leads to the appearance of Dirac as the effective operator, describing the electron dynamics for wave packets spectrally concentrated around such conical degeneracies.

More precisely, by the Bloch-Floquet theory [31], the spectrum \( \text{Spec}(H) \subseteq \mathbb{R} \) is the union of spectral bands, obtained through the following \( k \)-pseudoperiodic eigenvalue problem:

\[
\begin{cases}
H \Phi(y, k) = \mu(k) \Phi(y, k), & y \in Y \\
\Phi(y + v, k) = e^{ik \cdot v} \Phi(y, k), & v \in \Lambda
\end{cases}
\]  

(1)

where \( k \in Y^* \) varies in the Brillouin zone, that is the fundamental zone of the dual lattice \( \Lambda^* \), and \( Y \subseteq \Lambda \) is the fundamental zone of the physical lattice.

The eigenvalues given by (1) form a sequence

\[ \mu_0(k) \leq \mu_1(k) \leq \mu_2(k) \leq \ldots \]

and the corresponding pseudo-periodic eigenfunctions \( \Phi_n(\cdot, k) \), called Bloch functions. In [18] Fefferman and Weinstein proved that if \( k = K_* \) is a vertex of the Brillouin zone, then there exists \( m \in \mathbb{N} \) such that the bands \( \mu_n(\cdot), \mu_{n+1}(\cdot) \) intersect conically at \( \mu_* := \mu_n(K_*) = \mu_{n+1}(K_*) \) and

\[ \ker(H - \mu_*) = \text{span}\{\Phi_1(x), \Phi_2(x)\}. \]  

(2)

More details and precise definitions can be found in [18].

Remark 1. Physically, the energy \( \mu_* \) of the Dirac point is the Fermi level, in the case of graphene. In turns, this corresponds to the zero-energy for the Dirac operator. However, there is no interpretation of the Dirac spectrum in terms of particles/antiparticles. Rather, the positive part of the spectrum corresponds to massive conduction electrons, while the negative one to valence electrons.

The following nonlinear Schrödinger/Gross-Pitaevskii (NLS/GP) equation.

\[
i\partial_t u = -\Delta u + V(x)u + \kappa |u|^2 u, \quad x \in \mathbb{R}^2, \kappa \in \mathbb{R},
\]  

(3)

describes, in the quantum setting, the dynamics of Bose-Einstein condensates, and \( u \) is the wavefunction of the condensate [30, 12]. Here \( V(x) \) models a magnetic trap and the nonlinear potential \( \kappa |u|^2 \) describes a mean-field interaction between particles. The parameter \( \kappa \) is the microscopic 2-body scattering length. Another important field of application of NLS/GP is nonlinear optics, namely in the description of electromagnetic interference of beams in photorefractive crystals [28]. In this case \( V(x) \) is determined by the spatial variations of the background linear refractive index of the medium, while the nonlinear potential accounts for the fact that regions of higher electric field intensity have a higher refractive index (the so-called Kerr nonlinear effect). In this case \( \kappa < 0 \) represents the Kerr nonlinearity coefficient. In the latter situation, the variable \( t \in \mathbb{R} \) denotes the distance along the direction of propagation and \( x \in \mathbb{R}^2 \) the transverse dimensions.

In the above systems honeycomb structures can be realized and tuned through suitable optical induction techniques based on laser or light beam
interference [29]. They are encoded in the properties of the periodic potential $V = V_{\text{per}}$.

Let $u_0(x) = u_0^\varepsilon(x)$ be a wave packet spectrally concentrated around a Dirac point, that is:

$$u_0^\varepsilon(x) = \sqrt{\varepsilon} (\alpha_{0,1}(\varepsilon x) \Phi_1(x) + \alpha_{0,2}(\varepsilon x) \Phi_2(x))$$  \hspace{1cm} (4)

where $\Phi_j, j = 1, 2$ are Bloch functions at the Dirac point [2], and the functions $\alpha_{0,j}$ are some (complex) amplitudes to be determined.

Then one expects the solution to (3) to evolve, at leading order in $\varepsilon$, as

$$u^\varepsilon(t, x) \sim \varepsilon \to 0^+ \sqrt{\varepsilon} (\alpha_1(\varepsilon t, \varepsilon x) \Phi_1(x) + \alpha_2(\varepsilon t, \varepsilon x) \Phi_2(x) + \mathcal{O}(\varepsilon)), \hspace{1cm} (5)$$

As explained in [3], performing a multiscale expansion one obtains the following effective Dirac system for the modulation coefficients $\alpha_j$:

\begin{align*}
\partial_t \alpha_1 + \lambda (\partial_{x_1} + i \partial_{x_2}) \alpha_2 &= -i\kappa (2\beta_2 |\alpha_1|^2 + \beta_1 |\alpha_2|^2) \alpha_1, \\
\partial_t \alpha_2 + \lambda (\partial_{x_1} - i \partial_{x_2}) \alpha_1 &= -i\kappa (|\beta_1|^2 + 2|\beta_2| |\alpha_2|^2) \alpha_2,
\end{align*}

where

$$\beta_2 := \int_Y |\Phi_1(x)|^2 |\Phi_2(x)|^2 dx, \quad \beta_1 := \int_Y |\Phi_1(x)|^4 dx = \int_Y |\Phi_2(x)|^4 dx. \hspace{1cm} (7)$$

Here $\lambda \in \mathbb{C} \setminus \{0\}$ is a coefficient related to the potential $V$ (see [20], [18]).

We remark that the system (6) has been first formally derived by Fefferman and Weinstein in [19].

The large, but finite, time-scale validity of the Dirac approximation has been proved in [20] for the linear case and for Schwartz class initial data [4]. The case of cubic nonlinearities [6], corresponding to the NLS/GP [3], is treated in [3] for high enough Sobolev regularity $H^s(\mathbb{R}^2)$, with $s > 3$.

**Remark 2.** The factor $\sqrt{\varepsilon}$ appearing in (4,5) is of course irrelevant in the linear case, but it is exactly the critical scaling such that in the cubic case the nonlinearity and the Dirac appear together at first order in the multiscale expansion, as shown in [3].

We are interested in studying zero-modes of (6) in the *focusing case* $\kappa < 0$, that is, we look for particular stationary solutions of the form

$$\alpha(t, x) = \psi(x), \quad (t, x) \in \mathbb{R} \times \mathbb{R}^2.$$  

It will turn out that they are in general weakly localized, as they are not even square-integrable, in contrast to the results mentioned for the evolution problem. We expect those zero-modes to be useful to prove approximation results for stationary solutions to (3), analogous to the ones proved in [20], [3] for the evolution problem, somehow in the spirit of [21]. However, the absence of a gap at the Dirac point is a serious problem to deal with. This will be the object of a future investigation and will be addressed elsewhere.

It is not restrictive to choose

$$\kappa = -1$$
This leads to the following system:
\[
\begin{align*}
\lambda (\partial_{x_1} + i\partial_{x_2})\psi_2 &= i(2\beta_2 |\psi_1|^2 + \beta_1 |\psi_2|^2)\psi_1 \\
\lambda (\partial_{x_1} - i\partial_{x_2})\psi_1 &= i(\beta_1 |\psi_1|^2 + 2\beta_2 |\psi_2|^2)\psi_2
\end{align*}
\]

(8)

Moreover, we can easily get rid of \(\lambda \neq 0\). Indeed, setting
\[
\psi_1(x) = \frac{1}{|\lambda|} \tilde{\psi}_1(x), \quad \psi_2(x) = \frac{\lambda}{|\lambda|^2} \tilde{\psi}_2(x), \quad x \in \mathbb{R}^2
\]

and defining
\[
\tilde{\beta}_j := \frac{\beta_j}{|\lambda|^3}, \quad j = 1, 2,
\]

one ends up (dropping superscripts) with the system:
\[
\begin{align*}
(\partial_{x_1} + i\partial_{x_2})\psi_2 &= i(2\beta_2 |\psi_1|^2 + \beta_1 |\psi_2|^2)\psi_1 \\
(\partial_{x_1} - i\partial_{x_2})\psi_1 &= i(\beta_1 |\psi_1|^2 + 2\beta_2 |\psi_2|^2)\psi_2
\end{align*}
\]

(9)

where \(0 < \beta_2 \leq \beta_1\).

For simplicity, we state our main result in terms of equation (9).

**Theorem 3.** Equation (9) admits infinitely many solutions \(\psi \in C^\infty(\mathbb{R}^2, \mathbb{C}^2)\)

of the form
\[
\psi(r, \vartheta) = \begin{pmatrix} iu(r)e^{i\vartheta} \\ v(r) \end{pmatrix}
\]

(10)

with \(u, v : [0, +\infty) \rightarrow \mathbb{R}, (r, \vartheta)\) being polar coordinates in \(\mathbb{R}^2\).

Moreover, the spinor components satisfy
\[
u(r)v(r) > 0, \quad \forall r > 0,
\]

(11)

and there holds
\[
|u(r)| \sim \frac{1}{r}, \quad |v(r)| \sim \frac{1}{r^2}, \quad \text{as} \quad r \to +\infty.
\]

(12)

In particular,
\[
\psi \in L^p(\mathbb{R}^2, \mathbb{C}^2), \quad \forall p > 2,
\]

but
\[
\psi \notin L^2(\mathbb{R}^2, \mathbb{C}^2).\]

For this reason, we say that those solutions are weakly localized.

**Remark 4.** Heuristically, weak localization is expected as the \(L^2\)-spectrum of the massless Dirac operator is equal to \(\mathbb{R}\), as it is easily seen using the Fourier transform (see [34] for more details). As shown in Theorem 3, in general stationary solutions in the massless case only exhibit a polynomial decay at infinity. This is in striking contrast with the massive case, where stationary solutions (of arbitrary form) are exponentially localized (see, e.g., [6] where the method of [4] has been generalized to deal with nonlinear bound states in any dimensions).

**Remark 5.** Equation (9) is invariant by scaling. Indeed, it can be easily checked that if \(\psi\) is a solution, then the same holds for the rescaled spinor
\[
\psi_\delta(\cdot) := \sqrt{\delta} \psi(\delta \cdot), \quad \forall \delta > 0.
\]

(13)
Thus it suffices to prove the existence of one (non-trivial) solution, to get multiplicity. Observe also that if \( \psi \) solves the equation, then
\[
\tilde{\psi}(\cdot) := -\psi(\cdot)
\]
is another solution.

Remark 6. Theorem 3 is in some sense suggested by the literature on the spinorial Yamabe problem. A particular family of test spinors is used to study conformal invariants or nonlinear Dirac equations on spin manifolds (see e.g. [2], [22] and references therein). It is given by
\[
\varphi(y) = f(y)(1 - y) \cdot \varphi_0 \quad y \in \mathbb{R}^2
\]
where \( \varphi_0 \in \mathbb{C}^2 \), \( f(y) = \frac{2}{1 + |y|^2} \) and the dot represents the Clifford product.

It can be easily checked that they are \( \dot{H}^{\frac{1}{2}}(\mathbb{R}^2, \mathbb{C}^2) \)-solutions to the following "isotropic" Dirac equation (corresponding to \( \beta_1 = 1, \beta_2 = \frac{1}{2} \))
\[
D\varphi = |\varphi|^2 \varphi
\]
The spin structure of euclidean spaces is quite explicit and the spinors in (15) can be rewritten in matrix notation as
\[
\varphi(y) = f(y)(\mathbf{1}_2 + iy_1 \sigma_1 + iy_2 \sigma_2) \cdot \varphi_0 \quad y \in \mathbb{R}^2
\]
\( \mathbf{1}_2 \) and \( \sigma_i \) being the identity and the Pauli matrices, respectively. See [23] for more details. One can show that (15) is of the form (10) and has the decay properties stated in Theorem 3.

The present paper is organized as follows. In (Section 2) we prove (Theorem 3), exploiting a particular radial ansatz. The proof follows by direct dynamical systems arguments. Then we show in (Section 3) that the solutions found in the first part of the paper admit a variational characterization. This is done using duality, combined with standard concentration compactness theory and Nehari manifold arguments. The last section (Section 4) is devoted to some remarks concerning the massive case, where we quickly explain how the results of the present paper allow to extend those of [5].
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2. Existence and asymptotics

In this section we prove Theorem 3, providing the existence and the exact asymptotic behavior of (non-trivial) solutions of (9) satisfying the ansatz (10). The latter allows us to convert the PDE (9) into a dynamical system. Indeed, passing to polar coordinates in \( \mathbb{R}^2 \), \((x_1, x_2) \mapsto (r, \vartheta)\), the equation reads as:
\[
\begin{cases}
-e^{i\vartheta}(i\partial_r - \frac{\partial_\vartheta}{r}) \psi_2 = -\left(2\beta_2|\psi_1|^2 + \beta_1|\psi_2|^2\right) \psi_1, \\
-e^{-i\vartheta}(i\partial_r + \frac{\partial_\vartheta}{r}) \psi_1 = (\beta_1|\psi_1|^2 + 2\beta_2|\psi_2|^2) \psi_2.
\end{cases}
\]
(17)
Plugging the ansatz
\[
\psi(r, \vartheta) = \begin{pmatrix} iu(r)e^{i\vartheta} \\ v(r) \end{pmatrix}
\]
(18)
into (17) gives:

\[
\begin{aligned}
\dot{u} + \frac{u}{r} &= v(2\beta_2 u^2 + \beta_1 v^2) \\
\dot{v} &= -u(\beta_1 u^2 + 2\beta_2 v^2)
\end{aligned}
\]  

(19)

Thus we are lead to study the flow of the above system.

In particular, since we are looking for localized states, we are interested in solutions to (19) such that

\[(u(r), v(r)) \to (0, 0) \quad \text{as} \quad r \to +\infty\]

In order to avoid singularities and to get non-trivial solutions, we choose as initial conditions

\[u(0) = 0, \quad v(0) = \lambda \neq 0\]  

(20)

Moreover, the symmetry of the system allows us to consider only the case \(\lambda > 0\). Thus (Theorem [3]) reduces to the following

**Proposition 7.** For any \(\lambda > 0\) there exists a unique solution

\[(u_\lambda, v_\lambda) \in C^\infty([0, +\infty), \mathbb{R}^2)\]

of the Cauchy problem (19,20).

Moreover, there holds

\[u_\lambda(r), v_\lambda(r) > 0, \quad \forall r > 0,\]  

(21)

and

\[u_\lambda(r) \sim \frac{1}{r}, \quad v_\lambda(r) \sim \frac{1}{r^2}, \quad \text{as} \quad r \to +\infty,\]  

(22)

In particular,

\[\psi \in L^p(\mathbb{R}^2, \mathbb{C}^2), \quad \forall p > 2,\]

but

\[\psi \notin L^2(\mathbb{R}^2, \mathbb{C}^2).\]

\[\text{Figure 1. The trajectory of a representative solution of (19) with } \lambda > 0.\]
The proof of (Prop. 7) will be achieved in several intermediate steps. Local existence and uniqueness of solutions of (19) are guaranteed by the following

**Lemma 8.** Let \( \lambda > 0 \). There exist \( 0 < R_\lambda \leq +\infty \) and \( (u, v) \in C^1([0, R_\lambda), \mathbb{R}^2) \) unique maximal solution to (19), which depends continuously on \( \lambda \) and uniformly on \([0, R]\) for any \( 0 < R < R_\lambda \).

**Proof.** We can rewrite the system in integral form as

\[
\begin{cases}
  u(r) = \frac{1}{r} \int_0^r sv(s)(2\beta_2 u^2(s) + \beta_1 v^2(s))ds \\
  v(r) = \lambda - \int_0^r u(s)(\beta_1 u^2(s) + 2\beta_2 v^2(s))ds
\end{cases}
\]

where the r.h.s. is a Lipschitz continuous function with \((u, v) \in C^1\). Then the claim follows by a contraction mapping argument, as in [9]. \( \square \)

Given \( \lambda > 0 \), we will denote by \((u_\lambda, v_\lambda)\) the corresponding (maximal) solution. Dropping the singular term in (19) we obtain a hamiltonian system

\[
\begin{align*}
  \dot{u} &= v(2\beta_2 u^2 + \beta_1 v^2) \\
  \dot{v} &= -u(\beta_1 u^2 + 2\beta_2 v^2)
\end{align*}
\]

whose hamiltonian is given by

\[
H(u, v) = \frac{\beta_1}{4}(u^4 + v^4) + \beta_2 u^2 v^2
\]

Consider

\[
H_\lambda(r) := H(u_\lambda(r), v_\lambda(r))
\]

then a simple computation gives

\[
\dot{H}_\lambda(r) = -\frac{u_\lambda(r)^2}{r}(\beta_1 u_\lambda^2(r) + 2\beta_2 v_\lambda^2(r)) \leq 0
\]

so that the energy \( H \) is non-increasing along the solutions of (19).

This implies that \( \forall r \in [0, R_\lambda), (u_\lambda(r), v_\lambda(r)) \in \{H(u, v) \leq H(0, \lambda)\} \), the latter being a compact set. Thus there holds

**Lemma 9.** Every solution to (19) is global.

**Remark 10.** Smoothness of solutions follows by basic ODE theory.

Heuristically, (19) should reduce to (24) in the limit \( r \to +\infty \) (\( u \) being bounded), that is, dropping the singular term in the first equation. The following lemma indeed shows that the solutions to (19) are close to the hamiltonian flow (24) as \( r \to +\infty \). The proof is the same as in [9].

**Lemma 11.** Let \((f, g)\) be the solution of (24) with initial data \((f_0, g_0)\). Let \((u^0_n, v^0_n)\) and \(\rho_n\) be such that

\[
\rho_n \overset{n \to +\infty}{\to} +\infty \quad \text{and} \quad (u_n, v_n) \overset{n \to +\infty}{\to} (f_0, g_0)
\]

Consider the solution of

\[
\begin{align*}
  \dot{u}_n + \frac{u_n}{r + \rho_n} &= (2\beta_2 u_n^2 + \beta_1 v_n^2) v_n \\
  \dot{v}_n &= -(\beta_1 u_n^2 + 2\beta_2 v_n^2) u_n
\end{align*}
\]
such that $u_n(0) = u_0^n$ and $v_n(0) = v_0^n$. Then $(u_n, v_n)$ converges to $(f, g)$ uniformly on bounded intervals.

**Proposition 12.** For any $\lambda > 0$, we have

$$u_\lambda(r), v_\lambda(r) > 0, \quad \forall r > 0. \quad (28)$$

and

$$\lim_{r \to +\infty} (u_\lambda(r), v_\lambda(r)) = (0, 0). \quad (29)$$

**Proof.** Using the equations in (19) one can compute

$$\frac{d}{dr}(ru_\lambda(r)v_\lambda(r)) = \beta_1 r(v_\lambda^4 - u_\lambda^4), \quad (30)$$

and

$$\frac{d}{dr}(r^2 H_\lambda(r)) = \frac{\beta_1}{2} r(v_\lambda^4 - u_\lambda^4). \quad (31)$$

Combining (30) and (31) and integrating gives

$$u_\lambda(r)v_\lambda(r) = 2r H_\lambda(r) \quad (32)$$

and (28) follows, $H_\lambda$ being positive definite.

Combining (28) and the second equation in (19) one sees that $\dot{v}_\lambda(r) \leq 0$ for all $r > 0$, and then

$$\exists \lim_{r \to +\infty} v_\lambda(r) =: \mu \geq 0. \quad (33)$$

Moreover, since $u$ is bounded, there exists a sequence $r_n \uparrow +\infty$ such that

$$\exists \lim_{n \to +\infty} u_\lambda(r_n) = \delta \geq 0. \quad (34)$$

We claim that

$$\lim_{r \to +\infty} u_\lambda(r) = \delta. \quad (35)$$

By contradiction, suppose that (35) does not hold. Then there exist $\epsilon > 0$ and another sequence $s_n \uparrow +\infty$ such that

$$|u_\lambda(s_n) - \delta| \geq \epsilon \geq 0, \quad \forall n \in \mathbb{N}. \quad (36)$$

Up to subsequences, we can suppose that

$$\lim_{n \to +\infty} u_\lambda(s_n) = \gamma \neq \delta, \quad (37)$$

for some $\gamma \geq 0$. Recall that $H$ decreases along the flow of (19), as shown in (27), and then

$$\exists \lim_{r \to +\infty} H_\lambda(r) = h \geq 0. \quad (38)$$

Then it follows that

$$(\delta, \mu), (\gamma, \mu) \in \{H(u, v) = h\}. \quad (39)$$

It is easy to see that the algebraic equation for $u$

$$H(u, \mu) = h, \quad (40)$$

has (at most) one non-negative solution and thus $\delta = \gamma$, reaching a contradiction. This proves the claim (35), and then there holds

$$\lim_{r \to +\infty} (u_\lambda(r), v_\lambda(r)) = (\delta, \mu). \quad (41)$$
Let \((\rho_n)_n \subseteq \mathbb{R}\) be a sequence such that
\[
\lim_{n \to +\infty} \rho_n = +\infty, \quad \lim_{n \to +\infty} (u_{\lambda}(\rho_n), v_{\lambda}(\rho_n)) = (\delta, \mu) \tag{42}
\]
and consider the solution \((U, V)\) to (24) such that
\[
(U(0), V(0)) = (\delta, \mu). \tag{43}
\]
By (Lemma 11), it follows that \((u_{\lambda}(\rho_n + \cdot), v_{\lambda}(\rho_n + \cdot))\) converges uniformly to \((U, V)\) on bounded intervals. But since
\[
\lim_{n \to +\infty} (u_{\lambda}(\rho_n + r), v_{\lambda}(\rho_n + r)) = (\delta, \mu), \quad \forall r > 0, \tag{44}
\]
this implies that
\[
(U(r), V(r)) = (\delta, \mu), \quad \forall r > 0 \tag{45}
\]
and thus \((\delta, \mu) = (0, 0)\) as the latter is the only equilibrium of the Hamiltonian system (24). This proves (29).

The above proposition shows that the solutions of (19) actually correspond to localized solutions of the PDE (9). The aim of the rest of the section is then to provide the exact asymptotic behavior.

**Proposition 13.** For large \(r > 0\), there holds
\[
\frac{1}{r^2} \lesssim u_{\lambda}^2(r) + v_{\lambda}^2(r) \lesssim \frac{1}{r}. \tag{46}
\]

**Proof.** Remark that
\[
(u_{\lambda}^2(r) + v_{\lambda}^2(r))^2 \sim H_{\lambda}(r). \tag{47}
\]
Moreover, by (25, 27) one gets
\[
\dot{H}_{\lambda}(r) \geq -4 \frac{H_{\lambda}(r)}{r},
\]
and the comparison principle for ODEs implies that
\[
H_{\lambda}(r) \gtrsim \frac{1}{r^4}
\]
and thus by (46), we get the first inequality in (45).

The second part of (45) follows by (52, 46), using the elementary inequality
\[
2u_{\lambda}(r)v_{\lambda}(r) \leq u_{\lambda}^2(r) + v_{\lambda}^2(r), \quad \forall r > 0.
\]

The first equation in (19) can be rewritten as
\[
\frac{d}{dr} (ru_{\lambda}(r)) = rv_{\lambda}(r)(2\beta_2u_{\lambda}^2(r) + \beta_1v_{\lambda}^2(r)) \tag{48}
\]
Since \(v_{\lambda} > 0\), we deduce from (47) that the function \(f(r) := (ru_{\lambda}(r))\) is strictly increasing and thus
\[
\lim_{r \to +\infty} f(r) =: l \in (0, +\infty] \tag{49}
\]
Suppose that
\[
l = +\infty. \tag{50}
\]
This implies that
\[
u_{\lambda}(r) \geq \frac{1}{r}
\]
for $r > 0$ large. Combining (50) and (45), using the second equation in (19) we deduce that

$$\dot{v}_\lambda(r) \lesssim -\frac{1}{r^3}. \quad (51)$$

Using again the comparison principle, we conclude that

$$v_\lambda(r) \lesssim \frac{1}{r^2} \quad (52)$$

for $r > 0$ large. By (45,52), integrating (47) gives

$$f(r) = \int_0^r v_\lambda(s) \left(2\beta_2 u_\lambda^2(s) + \beta_1 v_\lambda^2(s)\right) ds \lesssim \int_0^{+\infty} \frac{ds}{s^2} < +\infty, \quad \forall r > 0,$$

thus contradicting (49). Then $0 < l < +\infty$, and this implies that

$$u_\lambda(r) \sim \frac{1}{r} \quad (54)$$

for large $r > 0$. Since (52) holds, using the second equation in (19) and (54) one gets

$$\dot{v}_\lambda(r) \sim -\frac{1}{r^3}. \quad (55)$$

and then for large $r > 0$, we have

$$v_\lambda(r) \sim \frac{1}{r^2}. \quad (56)$$

The integrability properties of the solution follow by the fact that

$$|\psi(r)|^2 = u_\lambda^2(r) + v_\lambda^2(r) \sim \frac{1}{r^2},$$

as $r \to +\infty$. This concludes the proof of (Prop. 7), and thus of (Theorem 3).

3. Variational characterization

The solutions of (10) found in the previous section by dynamical systems methods admit a variational characterization. Indeed, one can prove that they are critical points of a suitable action functional. More precisely one can show that they are least action critical points of the corresponding action. In this sense they can be considered as ground state solutions. Our variational argument also provides an alternative, more sophisticated, existence proof. This is not only interesting in itself, but also gives more informations about the properties of those solutions.

Remark 14. The argument presented in this section works for $H^{\frac{1}{2}}$-solutions of (57) of arbitrary form. However, we focus on symmetric solutions of the form (10) as in that case we can also provide the exact asymptotic behavior of solutions, by the method described in the previous section.

Theorem 15. Equation (9) admits a family of smooth solutions in $H^{\frac{1}{2}}(\mathbb{R}^2, \mathbb{C}^2)$ of the form (17) and satisfying the decay estimates (12). Moreover, they coincide with the solutions found in the previous section (Theorem 3).
This section is devoted to the proof of the above theorem. Some preliminary definitions are in order.

The system (5) can be written in a more compact form as:

$$D\psi = \nabla G_{\beta_1, \beta_2}(\psi),$$  \hspace{1cm} (57)

with $$\psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} : \mathbb{R}^2 \rightarrow \mathbb{C}^2$$, where

$$G_{\beta_1, \beta_2}(\psi) := \frac{\beta_1}{4} (|\psi_1|^4 + |\psi_2|^4) + \beta_2 |\psi_1|^2 |\psi_2|^2.$$  \hspace{1cm} (58)

To simplify notations, in the sequel we omit the indices $$\beta_j$$.

Here

$$D := -i(\vec{\sigma} \cdot \nabla)$$  \hspace{1cm} (59)

is the Dirac operator and $$\vec{\sigma} \cdot \nabla := \vec{\sigma}_1 \partial_1 + \vec{\sigma}_2 \partial_2$$, where

$$\vec{\sigma}_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \vec{\sigma}_2 := \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}$$  \hspace{1cm} (60)

are Pauli-type matrices.

It is easy to see that (57) is, formally, the Euler-Lagrange equation of the action functional

$$L(\psi) := \frac{1}{2} \int_{\mathbb{R}^2} \langle \psi, D\psi \rangle dx - \int_{\mathbb{R}^2} G(\psi) dx.$$  \hspace{1cm} (61)

We look for critical points of (61) belonging to the Sobolev space $$\dot{H}^{\frac{1}{2}}(\mathbb{R}^2, \mathbb{C}^2)$$, as this is a natural choice in view of the continuous embedding

$$\dot{H}^{\frac{1}{2}}(\mathbb{R}^2, \mathbb{C}^2) \hookrightarrow L^4(\mathbb{R}^2, \mathbb{C}^2).$$  \hspace{1cm} (62)

given by the Gagliardo-Nirenberg inequality (see, e.g.,[15]). Moreover, it is not hard to see that $$\mathcal{L} \in C^1(\dot{H}^{\frac{1}{2}}(\mathbb{R}^2, \mathbb{C}^2))$$.

More precisely, we will work with the closed subspace of functions satisfying (10):

$$E := \left\{ \psi \in \dot{H}^{\frac{1}{2}}(\mathbb{R}^2, \mathbb{C}^2) : \psi(r, \vartheta) = \begin{pmatrix} iu(r) e^{i\vartheta} \\ v(r) \end{pmatrix}, u, v : [0, +\infty) \rightarrow \mathbb{R} \right\},$$  \hspace{1cm} (63)

($$r, \vartheta$$) being polar coordinates in $$\mathbb{R}^2$$. To simplify the presentation, we will sometimes adopt the notation

$$\psi = (u, v)$$  \hspace{1cm} (64)

for $$\psi \in E$$, and more generally for spinors satisfying (10). We will often identify $$\psi$$ with the pair $$(u, v)$$.

If $$\psi \in E$$, the action functional on $$E$$ reads as

$$S(u, v) = \frac{\mathcal{L}(\psi)}{2\pi} = \int_{0}^{+\infty} \left( \frac{1}{2} \left( \dot{u}v + \frac{uv}{r} - u\dot{v} \right) - H(u, v) \right) r dr$$  \hspace{1cm} (65)
where $H$ is the Hamiltonian defined in (25). It is not hard to see that the Euler-Lagrange equation for (65) is given by the ODE (19).

Looking for critical points of (65) one may try to prove that it has a linking geometry (see e.g. in [14]). However, since this may not be straightforward we rather exploit the convexity of the Hamiltonian $H$ in order to use duality techniques. This allows us to easily define a minimax level, the dual functional possessing a mountain pass structure. Duality is a classical tool in the study of Hamiltonian systems (see [27, 11]), which turns out to be useful also for elliptic PDEs as shown, for instance, in [22, 1].

**Lemma 16.** The function

$$H : (u, v) \in \mathbb{R}^2 \rightarrow H(u, v) \in \mathbb{R}$$

is convex.

**Proof.** A simple computation gives

$$\det D^2 H(u, v) = 6\beta_1 \beta_2 (u^4 + v^4) + (9\beta_1^2 - 12\beta_2^2)u^2 v^2.$$  \hspace{1cm} (66)

Recall that $0 < \beta_2 \leq \beta_1$, and then by (66)

$$\det D^2 H(u, v) > \beta_2^2 \left[6(u^4 + v^4) - 3u^2 v^2 \right] > \frac{9}{2} \beta_2^2 (u^4 + v^4)$$ \hspace{1cm} (67)

thanks to the elementary inequality $2u^2 v^2 \leq u^4 + v^4$, and the claim follows. \hfill \square

We can thus define the Legendre transform $H^* : \mathbb{R}^2 \rightarrow \mathbb{R} \cup \{+\infty\}$ of $H$ as the function

$$H^*(w, z) = \sup\{\langle (u, v), (w, z) \rangle_{\mathbb{R}^2} - H(u, v) : (u, v) \in \mathbb{R}^2\}$$ \hspace{1cm} (68)

The Hamiltonian $H$ is a homogeneous polynomial of degree 4. This implies that $H^*$ is everywhere finite and, thanks to basic scaling properties of the Legendre transform, it is homogeneous of degree $\frac{4}{3}$. Moreover, since $H(0, 0) = 0$, it immediately follows from (68) that $H^*$ is positive definite. We collect those remarks in the following

**Proposition 17.** The function $H^*$ is everywhere finite, positive definite and homogeneous of degree $\frac{4}{3}$.

Consider the functional, defined for $(u, v) \in L^4(\mathbb{R}_+, rdr)^2$ as

$$\mathcal{H}(u, v) := \int_0^{+\infty} H(u, v)rdr$$ \hspace{1cm} (69)

Its Legendre transform (or dual) is the functional

$$\mathcal{H}^* : L^4(\mathbb{R}_+, rdr)^2 \rightarrow \mathbb{R}$$ \hspace{1cm} (70)

defined (with an abuse of notation) as

$$\mathcal{H}^*(w, z) = \sup\{\langle (u, v), (w, z) \rangle_{L^4 \times L^4} - \mathcal{H}(u, v) : (u, v) \in L^4(\mathbb{R}_+, rdr)^2\}$$

$$= \int_0^{+\infty} H^*(w, z)rdr$$ \hspace{1cm} (71)
where \( \langle \cdot, \cdot \rangle_{L^4 \times L^4} \) stands for the duality product. There holds
\[
d \mathcal{H} \circ d \mathcal{H} = \text{id}_{L^4}, \quad d \mathcal{H}^\star \circ d \mathcal{H} = \text{id}_{L^4}.
\] (72)
Consider the following isomorphism
\[
\mathcal{D} : E \rightarrow E^*,
\] (73)
and its inverse
\[
A := \mathcal{D}^{-1} : E^* \rightarrow E.
\] (74)
where \( E^* \) is the dual of \( E \). Let
\[
j : E \rightarrow L^4(\mathbb{R}_+, rdr)^2
\] (75)
be the Sobolev embedding. Consider the following sequence of maps
\[
K : L^4(\mathbb{R}_+, rdr)^2 \overset{j^*}{\rightarrow} E^* \overset{A}{\rightarrow} E \overset{j}{\rightarrow} L^4(\mathbb{R}_+, rdr)^2,
\] (76)
The action functional (65) can be rewritten as
\[
\mathcal{S}(u, v) = \frac{1}{2} \langle (w, z), D(w, z) \rangle_{E \times E^*} - \mathcal{H}(j(u, v)), \quad (u, v) \in E.
\] (77)
Then for \( \psi = (u, v) \in E \) the differential of \( \mathcal{S} \) reads as
\[
d\mathcal{S}(\psi) = D\psi - j^* d\mathcal{H}(j(\psi)) \in E^*.
\] (78)
We finally define the dual action functional
\[
\mathcal{S}^*(w, z) := \mathcal{H}^*(w, z) - \frac{1}{2} \langle K(w, z), (w, z) \rangle_{L^4 \times L^4}
\] (79)
\[
= \int_0^{+\infty} H^*(w, z)rdr - \frac{1}{2} \int_0^{+\infty} \langle K(w, z), (w, z) \rangle rdr
\]
for \((w, z) \in L^4(\mathbb{R}_+, rdr)^2\), which is of class \( C^1 \) on \( L^4(\mathbb{R}_+, rdr)^2 \).

**Proposition 18.** There is a one-to-one correspondence between critical points of \( \mathcal{S} \) in \( E \) and critical points of \( \mathcal{S}^* \) in \( L^4(\mathbb{R}_+, rdr)^2 \).

**Proof.** Let \( \psi \in E \) be a critical point of \( \mathcal{S} \). Then by (78), we have \( D\psi = j^* d\mathcal{H}(j(\psi)) \). Define \( \varphi = d\mathcal{H}(j(\psi)) \in L^4(\mathbb{R}_+, rdr)^2 \), so that \( D\psi = j^* (\varphi) \). This implies that \( \psi = A \circ j^* (\varphi) \) and
\[
j(\psi) = j \circ A \circ j^* (\varphi) = K(\varphi).
\] (80)
On the other hand, by (72) we have
\[
j(\psi) = d\mathcal{H}^*(\varphi).
\] (81)
Combining (80) and (81) we obtain
\[
d\mathcal{S}^*(\varphi) = d\mathcal{H}^*(\varphi) - K(\varphi) = 0,
\] (82)
and then \( \varphi \) is a critical point of \( \mathcal{S}^* \).

Conversely, suppose \( \varphi \in L^4(\mathbb{R}_+, rdr)^2 \) is a critical point of \( \mathcal{S}^* \), and define \( \psi = A \circ j^* (\varphi) \in E \). Since \( \varphi \) is a critical point, we have \( d\mathcal{H}^*(\varphi) - K(\varphi) = 0 \). Then (72) implies that
\[
\varphi = d\mathcal{H} \circ K(\varphi) = d\mathcal{H} \circ j \circ A \circ j^* (\varphi) = d\mathcal{H}(j(\psi)).
\] (83)
We have \( j^* (\varphi) = j^* \circ d\mathcal{H}(j(\psi)) \) and \( D\psi = j^* \circ d\mathcal{H}(j(\psi)) \), and thus \( \psi \) is a critical point of \( \mathcal{S} \). \( \square \)
Remark 19. More generally, $S$ and $S^*$ have the same compactness properties and there is a one-to-one correspondence between their Palais-Smale sequences (see, e.g. [22] for more details).

Since finding a critical point of $S$ is equivalent to finding a critical point of the dual functional $S^*$ we will focus on the latter, which has a simpler structure. More precisely, we will exploit the homogeneity properties of $S^*$ using a Nehari-manifold argument (see, e.g. [33] and references therein). However, the fact that the second integral in (79) is not positive definite must be taken into account. We remark that a Nehari-type argument has been previously used by Ding and Ruf [10], in the study of semiclassical states for critical Dirac equations.

We have pointed out (Remark 5) that the equation (57), and thus the functional (61), is scale-invariant. The same holds, of course, for the dual action $S^*$. Indeed, one can verify that it is invariant with respect to the following scaling

$$
\psi(\cdot) \mapsto \psi_\delta(\cdot) := \delta^{\frac{1}{3}} \psi(\delta \cdot), \quad \delta > 0.
$$

Moreover, even if the functional (61) is invariant by translation, this is no longer true for (79) thanks to the ansatz (10). Thus scaling is the only (local) symmetry which may prevent strong convergence in our variational procedure. In what follows we only sketch the rest of the proof, as it is based on standard arguments from concentration-compactness theory [24, 25, 32].

First of all, it is easy to see that the functional $S^*$ possesses a mountain-pass geometry.

Lemma 20. There exists $\rho > 0$ such that

$$
\alpha := \inf \{ \max_{t \geq 0} S^*(t(w, z)) : (w, z) \in L^4(\mathbb{R}_+, rdr)^2, \| (w, z) \|_4 = \rho \} > 0.
$$

Moreover, for $(w, z) \in L^\frac{4}{3}((\mathbb{R}_+, rdr)^2$, such that $\int_0^{+\infty} (K(w, z), (w, z)) r dr > 0$, there holds

$$
\lim_{t \to +\infty} S^*(t(w, z)) = -\infty.
$$

Proof. Recall that the dual functional is defined as

$$
S^*(w, z) = \int_0^{+\infty} H^*(w, z) r dr - \frac{1}{2} \int_0^{+\infty} (K(w, z), (w, z)) r dr
$$

for $(w, z) \in L^\frac{4}{3}((\mathbb{R}_+, rdr)^2$. Since $H^*$ is homogeneous of degree $\frac{4}{3}$, as already remarked, the first assertion follows if $\rho > 0$ is sufficiently small, the other term being quadratic. The second part of the claim follows immediately, for the same reason.

In view of the above lemma it is natural to define the mountain-pass level for $S^*$ as

$$
c := \inf \left\{ \max_{t \geq 0} S^*(t(w, z)) : (w, z) \in L^\frac{4}{3}((\mathbb{R}_+, rdr)^2, \int_0^{+\infty} (K(w, z), (w, z)) r dr > 0 \right\}.
$$

Remark that there holds

$$
\max_{t \geq 0} S^*(t(w, z)) \geq \alpha > 0, \quad \forall (w, z) \in L^\frac{4}{3}((\mathbb{R}_+, rdr)^2,
$$

(85)
where $\alpha > 0$ is as in Lemma 20. Then we have
\[ c \geq \alpha > 0. \] (86)

Moreover, the homogeneity properties of the terms appearing in $S^*$ imply that
\[ c = \inf_{(w,z) \in \mathcal{N}} S^*(w, z) > 0, \] (87)
where $\mathcal{N}$ is the Nehari manifold
\[ \mathcal{N} := \{(w, z) \in L^4_+(\mathbb{R}_+, r dr)^2 \setminus \{0\} : \langle dS^*(w, z), (w, z) \rangle = 0 \}. \] (88)

We are thus led to study the minimization problem (87).

Let $(w_n, z_n)_{n \in \mathbb{N}} \subseteq \mathcal{N}$ be a minimizing sequence for $S^*$. By Ekeland’s variational principle (see [11]), we can assume that it actually is a Cerami-sequence, that is:
\[ S^*(w_n, z_n) \rightarrow c, \quad (1 + \|(w_n, z_n)\|_{L^4_+}) dS^*(w_n, z_n) \rightarrow 0, \quad \text{as } n \rightarrow \infty. \] (89)

**Proposition 21.** The sequence $(w_n, z_n)_{n \in \mathbb{N}} \subseteq \mathcal{N}$ is bounded in $L^4_+(\mathbb{R}_+, r dr)^2$.

Proof. We have
\[ dS^*(w_n, z_n) = \nabla H^*(w_n, w_n) - K(w_n, z_n). \]
Since the function $H^*$ is $\frac{4}{3}$-homogeneous there holds
\[ \langle \nabla H^*(w_n, w_n), (w_n, z_n) \rangle = \frac{4}{3} H^*(w_n, z_n). \]
Then by the definition of the Nehari manifold (88), it follows that
\[ S^*(w_n, z_n) = \frac{1}{3} \int_0^{+\infty} H^*(w_n, z_n) r dr. \] (90)

The claim thus follows because
\[ \int_0^{+\infty} H^*(w_n, z_n) r dr \sim \|(w_n, z_n)\|_{L^4_+}^\frac{4}{3}, \] (91)
and $(w_n, z_n)_{n \in \mathbb{N}}$ is a minimizing sequence. \qed

By the above lemma we may assume that
\[ (w_n, z_n) \rightharpoonup (w, z), \quad \text{weakly in } L^4_+(\mathbb{R}_+, r dr)^2, \] (92)
as $n \rightarrow +\infty$. One needs to study the concentration behavior of the minimizing sequence in order to prove strong $L^4_+$-convergence.

We already remarked that scaling invariance may prevent strong convergence, as Cerami sequences may blow-up around some points. Since we are essentially working with radial functions, concentration may only occur at the origin. More precisely (recall (91)), there holds
\[ H^*(w_n, z_n) r dr =: \nu_n \rightharpoonup \nu := H^*(w, z) r dr + \alpha_0 \delta_0, \] (93)
weakly in the sense of measures, where $\delta_0$ is a Dirac mass concentrated at the origin and $\alpha_0 \geq 0$.\]
Recall that
\[
\int_0^{+\infty} H^*(w_n, z_n) r dr = 3S^*(w_n, z_n) \to 3c, \quad \text{as } n \to +\infty.
\] (94)

Suppose that the minimizing sequence \((w_n, z_n)_{n \in \mathbb{N}}\) splits into two bumps, one of them centered around the origin and the other one carrying a positive part of the "mass" at infinity (the dichotomy case [24]). More precisely, assume that there exist 0 < b < 3c, and two sequences of radii \(r_n, r'_n \to +\infty\), with \(\frac{r_n}{r'_n} \to 0\) such that
\[
\begin{align*}
\int_0^{r_n} H^*(w_n, z_n) r dr &\to b, \\
\int_{r_n}^{r'_n} H^*(w_n, z_n) r dr &\to 0, \quad \text{as } n \to +\infty.
\end{align*}
\] (95)

Take a cutoff function \(\theta \in C_c^\infty((0, \infty))\), 0 ≤ \(\theta \leq 1\) such that \(\theta \equiv 1\) on \([0, 1]\) and \(\theta \equiv 0\) on \([2, \infty)\), and define
\[
(w_n^1, z_n^1)(r) := \theta\left(\frac{r}{r_n}\right) (w_n, z_n), \quad (w_n^2, z_n^2) := \left(1 - \theta\left(\frac{r}{r'_n}\right)\right) (w_n, z_n)(r).
\] (96)

There holds
\[
S^*(w_n, z_n) - S^*(w_n^1, z_n^1) - S^*(w_n^2, z_n^2) \to 0, \quad \text{as } n \to +\infty,
\]
and both sequences in (96) are Cerami sequences for the functional \(S^*\), that is
\[
0 < S^*(w_n^k, z_n^k) \to c_k < c,
\] (97)
and
\[
\left(1 + \|w_n^k, z_n^k\|_{L^4}^4\right) dS^*(w_n^k, z_n^k) \xrightarrow{L^4} 0,
\] (98)
as \(n \to +\infty\), with \(k = 1, 2\).

**Remark 22.** The above estimates can be worked out (along the same lines as in [20] Section 2.1) recalling that the operator \(K\) in (79) acts as \(D^{-1}\) and exploiting the decay of the corresponding Green kernel
\[
G(x, y) = -\frac{1}{2\pi} \frac{x - y}{|x - y|^2},
\]
where the dot indicates the Clifford product (see Remark 4).

Consider, for instance, the sequence \((w_n^1, z_n^1)_{n \in \mathbb{N}}\). Then the condition (98) implies that
\[
\langle dS^*(w_n^1, z_n^1), (w_n^1, z_n^1) \rangle_{L^4 \times L^4} \xrightarrow{L^4} 0, \quad \text{as } n \to +\infty,
\] (99)
that is, the sequence is asymptotically on the Nehari manifold \(\mathcal{N}\).

Moreover, there exists a sequence \(t_n > 1\) such that \(t_n(w_n^1, z_n^1) \in \mathcal{N}, \forall n \in \mathbb{N}\) (see, e.g. [33]). Recalling that \(H^*\) is \(\frac{4}{3}\)-homogeneous, the definition (88) of \(\mathcal{N}\) then gives
\[
\frac{4}{3t_n^2} \int_0^{\infty} H^*(w_n^1, z_n^1) r dr = \int_0^{\infty} \langle K(w_n^1, z_n^1), (w_n^1, z_n^1) \rangle r dr, \quad \forall n \in \mathbb{N}.
\] (100)

Combining (99) and (100) one gets
\[
\left(1 - t_n^{-\frac{2}{3}}\right) \frac{4}{3} \int_0^{\infty} H^*(w_n^1, z_n^1) r dr \to 0, \quad \text{as } n \to +\infty,
\] (101)
and thus the first condition in (95) implies that
\[ \lim_{n \to +\infty} t_n = 1. \] (102)

Then since \( t_n(w_1^n, z_1^n) \in \mathcal{N} \), by (95) and (102) there holds
\[ S^*(t_n(w_2^n, z_2^n)) = \frac{t_n^4}{3} \int_0^{+\infty} H^*(w_1^n, z_1^n)rdr \in (0, c), \]
for \( n \) large, contradicting the minimality of \( c = \inf_{\mathcal{N}} S^* \). This means that dichotomy cannot occur, and then the sequence of measures \((d\nu_n)_{n\in\mathbb{N}}\) in (93) is tight. Consequently, up to extraction, (94) gives
\[ \int_{\mathbb{R}^2} d\nu = 3c. \] (103)

Up to suitably rescaling the sequence, we may assume that the weak limit is non-trivial, that is, vanishing is also excluded [24]. Indeed, one can find a sequence \( \lambda_n > 0, n \in \mathbb{N} \) such that for the rescaled spinor
\[ (\tilde{w}_n, \tilde{z}_n)(\cdot) := \lambda_n^\frac{3}{2} (w_n, z_n)(\lambda_n \cdot) \] (104)
there holds
\[ Q_n(1) = \int_0^1 H^*(\tilde{w}_n, \tilde{z}_n)rdr = c, \quad \forall n \in \mathbb{N}, \] (105)
where \( Q_n(\cdot) \) is the concentration function of \((\tilde{w}_n, \tilde{z}_n)\) [24 [25].

Assume that \((w, z) = (0, 0)\). Then by (93) we have \( \nu = \alpha_0 \delta_0 \), and the normalization (105) gives \( \alpha_0 \leq c \). Then (93) and (103) imply
\[ 3c = \int_{\mathbb{R}^2} d\nu = \alpha_0 \leq c, \] (106)
which is clearly absurd. This allows us to conclude that \((w, z) \neq (0, 0)\),
(107)
that is, the above normalization (105) rules out the vanishing case.

The last step in order to conclude the strong convergence of the minimizing sequence \((w_n, z_n)_{n\in\mathbb{N}}\) is to show that actually \( \alpha_0 = 0 \) in (93). If this is not the case, since by (105) there holds \( \alpha_0 < c \), this property and the tightness of the sequence \((d\nu_n)_{n\in\mathbb{N}}\) imply that the sequence \((w_n, z_n)_{n\in\mathbb{N}}\) splits into two parts, one blowing up at the origin, as \( n \to +\infty \), and concentrating a portion \( \alpha_0 \) of the mass at that point, and another non-trivial part carrying the rest of the mass, essentially localized in an interval of the form \([1, R]\) (corresponding to an annulus in \(\mathbb{R}^2\)), for some \( R > 0 \). Exploiting again the scale-invariance of the problem, one can suitably rescale the sequence, as in (104), removing the blowup at the origin, and at the same time ”sending at infinity” the bump localized in \([1, R]\). In this way we have created a sequence for which dichotomy holds (see (95)), and this is not possible, as already shown.

Finally, we conclude that \( \alpha_0 = 0 \) in (93) and then
\[ (w_n, z_n) \xrightarrow{L^4} (w, z) \in \mathcal{N} \quad \text{as} \quad n \to +\infty. \] (108)
Thus \( S^*(w, z) = \min_{\mathcal{N}} S^* \), and correspondingly
(u, v) = (A \circ j^*) (w, z),

is a critical point of $S$.

**Remark 23.** Since the Nehari manifold $\mathcal{N}$ contains all critical points of $S^*$ and $S^*(w, z) = \min_{\mathcal{N}} S^*$, we conclude that $(w, z)$ is a least action critical point of $S^*$. In this sense it can be considered a sort of ground state. The same remark holds for $(u, v)$, as a critical point of $S$.

Since we are dealing with a critical equation, smoothness of solutions is not automatic as standard bootstrap arguments do not apply. Anyway, the regularity result proven in [35] (which holds for weak solutions in $L^4$) ensures that $(u, v)$ actually is of class $C^\infty$. Being a critical point of $S$, $(u, v)$ solves the Euler-Lagrange equation (19), and smoothness forces

$$u(0) = 0,$$

as we cannot have singularities. Moreover, since $(u, v)$ is a non-trivial solution, necessarily

$$v(0) \neq 0.$$

Assume, for instance, $v(0) = \lambda > 0$. Since the equation is scale-invariant and odd, as anticipated in Remark (5), we get a continuous family of (non-trivial) solutions $(u_\lambda, v_\lambda)$ parametrized by $\lambda \neq 0$, applying those symmetries. Uniqueness for (19) then allows to conclude the proof.

4. The massive case

Dirac points are protected by particular symmetries [8], and this is the case for $\mathcal{PT}$-symmetry (parity + time inversion) for honeycomb Schrödinger operators. Indeed, in [17, 18] it is proved that a suitable perturbation breaking such symmetry creates a gap, thus lifting the conical degeneracy. This results in a mass term in the effective Dirac operator (59):

$$D_m := -i\vec{\sigma} \cdot \nabla + m\tilde{\sigma}_3, \quad \tilde{\sigma}_3 := \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix},$$

as it can be seen (at least formally) using a multiscale expansion analogous to the one done in [16, 21]. In [5] we proved the existence of solitary waves for the massive variant of (9), with a pure cubic nonlinearity, corresponding to the choice

$$\left( \beta_1 = 1, \beta_2 = \frac{1}{2} \right).$$

This particular case is a model example as it exhibits all the analytical difficulties, being $H^{\frac{1}{2}}$-critical. Our proof in [5] takes advantages of the ansatz (10) in order to solve compactness issues, and it is based on dynamical systems techniques. More precisely, after a suitable rescaling we exploit the properties of the explicit solution to the (massless) limiting problem. The analysis carried out in the present paper allows us to deal with the general case:

$$0 < \beta_2 \leq \beta_1,$$

\footnote{As already remarked, one can express everything in term of standard Pauli matrices by exchanging spinor components.}
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and thus with the equation
\[ i\partial_t \alpha + D_m \alpha = \nabla G_{\beta_1,\beta_2}(\alpha), \]
with \( G_{\beta_1,\beta_2} \) is defined as in (58). Looking for stationary solutions
\[ \alpha(t, x) = e^{i\omega t} \psi(x), \quad (t, x) \in \mathbb{R} \times \mathbb{R}^2, \]
gives to the following equation for \( \psi(\cdot) \)
\[ (D_m - \omega)\psi = \nabla G_{\beta_1,\beta_2}(\psi) \quad (112) \]
where the frequency lies in the spectral gap \( \omega \in (-m, m) \), as the spectrum of \( D_m \) is given by
\[ \sigma(D_m) = (-\infty, -m] \cup [m, +\infty), \]
see e.g. [34].

Exploiting the ansatz (10) one is lead to study the flow of the following system
\[
\begin{aligned}
\dot{u} + u r &= (2\beta_2 u^2 + \beta_1 v^2)v - (m - \omega)v \\
\dot{v} &= -(\beta_1 u^2 + 2\beta_2 v^2)u - (m + \omega)u
\end{aligned} \quad (113)
\]
complemented with initial data \( u(0) = 0, v(0) = \lambda \neq 0 \).

The following result holds:

**Theorem 24.** For each \( \omega \in (-m, m) \), equation (112) admits a smooth localized solution, with exponential decay at infinity.

**Remark 25.** Equation (112) is odd and thus there actually are two distinct solutions, due to this symmetry property. Notice that the mass term in (111) breaks the conformal invariance of the equation, so that the existence of infinitely many solutions does not follow automatically in this case. This still is an open problem, to our knowledge.

The theorem can be proved studying (113) thanks to the shooting argument given in [5]. The delicate part consists in controlling the error committed in approximating the solution with that of the limiting problem (19) on a suitable interval. However, thanks to the asymptotic behavior (12), the proof follows with minor modifications (see Section 2.2 and Appendix in [5]).
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