Abstract—Equilibrium-independent passive-short (EIPS) systems are a class of systems that satisfy a passivity-like dissipation inequality with respect to any forced equilibria with nonpositive passivity indices. This article presents a geometric approach for finding a passivizing transformation for such systems, relying on their steady-state input–output relation and the notion of projective quadratic inequalities (PQIs). We show that PQIs arise naturally from passivity-shortage characteristics of an EIPS system, and the set of their solutions can be explicitly expressed. We leverage this connection to build an input–output mapping that transforms the steady-state input–output relation to a monotone relation, and show that the same mapping passivizes the EIPS system. We show that the proposed transformation can be implemented through a combination of feedback, feedthrough, post- and premultiplication gains. Furthermore, we consider an application of the presented passivation scheme for the analysis of networks comprised of EIPS systems. Numerous examples are provided to illustrate the theoretical findings.
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I. INTRODUCTION

COOPERATIVE control has been extensively studied in the last few years, as it displays both interesting theoretical questions, as well as a wide range of engineering applications [1]–[3]. One widespread tool in cooperative control is the notion of passivity [3]–[5]. Passivity theory was first applied to multiagent systems in [6], where it was used to solve group coordination problems. Since then, different variants of passivity were used for solving various problems in robotics [7], synchronization [8], and distributed optimization [9].

The classical notion of passivity, as appears in [10], is defined with respect to equilibrium at the origin. Some authors also define shifted passivity, which is defined with respect to an input–output (I/O) pair of the system, to apply passivity-based methods to systems having forced equilibria [6], [11], and [12]. For brevity, we shall not differentiate the two concepts, and refer to both as passivity. The notion of passivity with respect to a single input–output pair may not be sufficient for stability analysis of multiagent systems, as the interconnection of (shifted)-passive systems is stable only if the closed-loop network has an equilibrium, which can be hard to verify for networks comprised of multiple nonlinear agents having different dynamics.

To remedy this issue, several variants of passivity were developed, demanding systems to be passive with respect to any equilibrium input–output pairs or trajectories. Incremental passivity [13] demands that a passivation inequality is held with respect to pairs of trajectories, but is often too restrictive. Another variant, equilibrium-independent passivity (EIP), demands that the system is passive with respect to any equilibrium it has, and models the steady-state output as a continuous (monotone) function of the steady-state input (see [12] and [14]). This variant has many applications, e.g. [15], [16], but does not include some fundamental systems such as the single integrator, characterized by having multiple steady-state outputs for the steady-state input \( u = 0 \) (due to different initial conditions). Another variant of passivity is maximal equilibrium-independent passivity (MEIP), introduced in [17]. Here, passivity is assumed with respect to all equilibria, and the steady-state output is modeled as a maximally monotone relation of the steady-state input, generalizing EIP. In [17], it was shown that a diffusively coupled network of single-input single-output (SISO) output-strictly MEIP agents and SISO MEIP controllers converges, and its limit can be found as the minimizers of two dual convex network optimization problems associated with the network, usually referred to as the optimal flow problem and optimal potential problem [18]. In this way, the convex network optimization problems give a computationally viable way of computing the limit of the diffusively coupled network. This connection was used in [19]–[21] to solve various synthesis problems, and in [22] for fault detection and isolation problems.
In practice, however, many systems are not passive [23–26]. Their lack of passivity is often quantified using the input-passivity index and the output-passivity index [27], and is often compensated using passivation methods (also known as passification methods [28]). The goal of this article is to present a novel passivation method for systems which are not passive, but have a shortage of passivity, characterized by a weaker dissipation inequality.

### A. Literature Review

The most common methods to passivize a system rely on feedback. A well-known approach is output feedback using a fixed gain [10]. This approach passivizes systems with a negative output-passivity index [27], otherwise known as output passive-short systems. Another method considers output feedback using a controller with prescribed passivity indices [27], but passivation is again achieved only for passive-short systems [27, Th. 7]. One can similarly consider input feedthrough, passivizing systems with a negative input-passivity index [27], known as input-passive-short systems.

Other prominent feedback-based methods used for passivation include state feedback and output feedback by general static nonlinearities (see [28]–[33] and references therein). These approaches were proven to work for weakly minimum phase systems with relative degree at most 1, but can have several problems. First, like Lyapunov theory, these methods are often nonconstructive, and heavily rely on structural properties of the system at hand [34, Ch. 1]. Second, the construction of the feedback law requires an exact model of the system, or at least an approximate one. This can be a problem in cases where the model of the system changes, due to faults, wear-and-tear, unforeseen working conditions, etc. As passivity indices can be estimated using in-run data [35]–[37], passivation methods relying on passivity indices can mitigate this effect by adapting the assumed passivity indices. We also mention other methods building on state feedback, such as backstepping and forwarding [34, Ch. 6], which remove either the minimum-phase or the relative-degree requirement, but replace it with a structural assumption on the model of the system, i.e., the system must be in a triangular form.

A novel method for mitigating the problems of feedback-based methods was presented in [38]. The method considers a general I/O transformation, which defines a new input and a new output for the system as a linear combination of its original input and output. This method generalizes output feedback and input feedthrough with constant gains. In [38], this I/O transformation was used to passivize systems with a finite $L_2$-gain. Namely, the entries of the matrix defining the I/O transformation were chosen according to the $L_2$-gain of the system at hand by solving a collection of equations and inequalities. In particular, the method is constructive and can successfully cope with a change in the dynamics by measuring the $L_2$-gain of the new system and updating the entries of the matrix accordingly. However, the applicability of this method is limited to systems with a finite $L_2$-gain, which excludes all unstable systems, input-or output-passive short systems, as well as some marginally stable systems such as the single integrator. Thus, there is a need for a more sophisticated passivation approach to deal with a wider class of systems. This motivates the goals of this article.

### B. Contributions

In this article, we build on [38] and propose a novel method for constructing passivating I/O transformations. Our approach is based on analytic geometry, which is applicable to a wider class of systems characterized by a passivity-like dissipation inequality with arbitrary passivity indices. Unlike in [38], these systems need not have a finite $L_2$-gain. We define these systems as input–output $(\rho, \nu)$-passive systems, including, but not restricted to, output passive-short system, input passive-short systems, and finite $L_2$-gain systems. We show how to use the passivity indices of such systems to build a passivizing I/O transformation that can be realized using an amalgamation of easily implementable components such as input feedthrough, output feedback, and gains. We consider systems that are input–output $(\rho, \nu)$-passive with respect to all forced equilibria. The collection of all these steady-state input–output pairs is known as the steady-state I/O relation of the system. The steady-state I/O relation for passive systems is known to be monotone [14], [17], and we show that this relation is nonmonotone for passive-short systems. To tackle such systems, we introduce the notion of projective quadratic inequalities (PQIs), that are inequalities in two scalar variables, as well as methods inspired from analytic geometry to find a linear transformation monotonizing the steady-state relation of the system. We then show that the linear transformation gives rise to an I/O transformation, which is shown to passivize the system with respect to all forced equilibria. We further discuss an application of this passivation scheme for multiagent systems, in which, the notion of MEIP leads to a network optimization framework for analysis. As we already know that the passivated systems have monotone steady-state relations, the missing key notion for assuring MEIP is maximality. In this direction, we introduce the notion of cursive relations to assert maximality of the monotonized relations, proving the agents are MEIP, and allowing us to derive a transformed network optimization framework in the spirit of [17]. We also reproduce the results of [39] as a special case, which proves a network optimization framework assuming the agents only have an output-shortage of passivity. We exemplify our results by characterizing a class of linear and time-invariant systems as EIPS systems, and give two case studies by comparing our results with the existing literature. We emphasize that our results are also valid for classical passivity, as PQIs abstract all notions of classical passivity discussed in the introduction.

The rest of the article is organized as follows. Section II presents some background and provides a few definitions. Section III motivates and formulates the problem. Section IV discusses the steady-state I/O relation of passive-short systems, and suggests a geometric method of finding a monotonizing
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1 We introduce this word and it has the meaning of “to make monotone.” In simple words, monotonizing means converting any (non-monotone) relation to a monotone relation.
transformation. Section V shows that the monotonizing transformation passivizes the system, and shows how to implement the said transformation using basic control elements, such as feedback, feedthrough, and gains. Section VI discusses the notion of input–output (\(\rho, \nu\))-passivity and its generality. Section VII studies the last obstacle needed for MEIP, namely, maximal monotonicity, and formulates the network optimization framework. Section VIII presents two examples of applying our methods, before we conclude the article in Section IX.

**Preliminaries:** We use notions from graph theory [40]. A graph is a pair \(G = (V, E)\), consisting of a finite set of vertices \(V\), and a finite set of edges, \(E \subseteq V \times V\). Each edge \(e \in E\) consists of two vertices \(i, j \in V\), and the notation \(e = (i, j)\) indicates that \(i\) is the head of edge \(e\) and \(j\) is its tail. The incidence matrix \(\mathcal{E} \in \mathbb{R}^{\mid V\mid \times \mid E\mid}\) of \(G\) is defined such that for any edge \(e = (i, j)\), \([\mathcal{E}]_{ie} = +1\), \([\mathcal{E}]_{je} = -1\), and \([\mathcal{E}]_{\ell e} = 0\) for \(\ell \neq i, j\). The \(n \times n\) identity matrix is denoted by \(I_{nn}\), and \(0_n\) is the all-zero vector.

The Legendre transform of a convex function \(f : \mathbb{R}^d \to \mathbb{R}\) is a function \(f^\star : \mathbb{R}^d \to \mathbb{R}\) defined by \(f^\star (y) = \sup_{u \in \mathbb{R}^d} \{ u^T y - f(u) \}\) [41]. Moreover, the subdifferential of a convex function \(f\) is denoted as \(\partial f\). A relation, i.e., a subset \(\Omega \subseteq A \times B\) of a product set, is identified with the set-valued map sending \(a \in A\) to \(\{b \in B : (a, b) \in \Omega\}\). Given a relation \(\Omega \subseteq A \times A\), \(\Omega^{-1}\) denotes the inverse relation of \(\Omega\), i.e., \(\Omega^{-1} := \{(b, a) \in B \times A : (a, b) \in \Omega\}\). We follow the convention that italic letters denote dynamic variables and letters in normal font denote constant signals.

II. BACKGROUND

This section reviews the concept of MEIP, introduces systems with finite equilibrium-independent passivity indices, and describes the network model for diffusively coupled systems.

A. Maximal Equilibrium-Independent Passivity

Consider the following SISO dynamical system

\[ \Upsilon : \dot{x} = f(x, u); \ y = h(x, u) \]  

(1)

with state \(x \in \mathbb{R}^n\), control input \(u \in \mathbb{R}\), and output \(y \in \mathbb{R}\). The functions \(f\) and \(h\) are assumed to be sufficiently smooth. We assume the systems in the form (1) admit forced steady-state input–output equilibrium pairs. This leads to the following definition, used extensively in the literature [12], [14], [17], [20].

**Definition 1:** The steady-state input–output relation of the system (1) is the collection of all steady-state input–output equilibrium pairs \((u, y)\). That is, it is equal to the set \(k = \{(u, y) : \exists x, 0_n = f(x, u), y = h(x, u)\}\). The corresponding inverse relation is given by \(k^{-1} = \{(y, u) : (u, y) \in k\}\).

Note that any steady-state relation can be thought of as a set-valued map. Namely, for any constant input \(u\), we can define \(k(u)\) as the set \(k(u) = \{y : (u, y) \in k\}\). Note that \(k(u) = \emptyset\) if no steady-state output corresponding to the input \(u\) exists. Similarly, for a steady-state output \(y\), we define \(k^{-1}(y)\) as \(k^{-1}(y) = \{u : (u, y) \in k\}\), the set of all constant inputs \(u\) that can generate \(y\). In this sense, the inverse relation can always be defined, as we do not assume \(k\) to be a function.

For EIP systems, it is shown in [14] that the steady-state I/O relation \(k\) is a continuous and monotonically increasing function. In particular, for any steady-state input \(u\) there is exactly one steady-state output \(y\). However, EIP excludes some important system classes, e.g., the single integrator [17]. To capture the behavior of systems where the steady-state I/O relations are not necessarily a function, but rather a relation, the notion of MEIP was suggested relying on maximal monotonicity of the steady-state I/O relation [17].

**Definition 2:** A relation \(k\) is said to be maximal monotone if

1) it is monotone, i.e., for any \((u_1, y_1), (u_2, y_2) \in k\), we have \((u_2 - u_1)(y_2 - y_1) \geq 0\);
2) it is not contained in a larger monotone relation.

The notion of maximal monotonicity is closely related to convex functions as described in the following theorem.

**Theorem 1** ([41]): A relation \(k\) is maximally monotone if and only if there exists a convex function \(\Phi\), such that the subgradient \(\partial \Phi\) is equal to \(k\). Moreover, \(\Phi\) is unique up to an additive constant. The function \(\Phi\) is called the integral function of \(k\).

Maximal monotonicity induces the following system-theoretic property.

**Definition 3** ([17]): A dynamical SISO system \(\Sigma : u \mapsto y\) is (output-strictly) maximal equilibrium independent passive (MEIP) if

1) the system \(\Sigma\) is (output-strictly) passive with respect to any steady-state I/O pair \((u, y)\) it possesses;
2) the associated steady-state I/O relation is maximally monotone.

Examples of MEIP systems include single integrators, port-Hamiltonian systems, gradient systems, and others; see [17] for further discussion. One important aspect of MEIP systems is their integral functions, as mentioned in Theorem 1 above. Since the steady-state I/O relation \(k\) is maximally monotone for an MEIP system, there exists a convex function \(K\), such that \(\partial K = k\). Moreover, the Legendre transform of \(K\), denoted as \(K^\star\), is also a convex function, and satisfies \(\partial K^\star = k^{-1}\). Thus, both \(k, k^{-1}\) have integral functions that are necessarily convex. However, this is not true for passive-short systems, as will be shown in Section III.

B. Equilibrium-Independent Shortage of Passivity

The main advantage of applying an equilibrium-independent notion of passivity for multiagent systems is that it allows to prove convergence without specifying the steady-state limit (see [12], [14], [17] and Section II-C). However, many systems in practice are not passive [23]–[26], and even fewer are passive with respect to all equilibria. The level of passivity, or shortage thereof, is usually measured using passivity indices. We first define the notion of shortage of passivity that we consider, and later adjust it to fit into the equilibrium-independent framework.

**Definition 4:** Let \(\Sigma\) be a SISO system with a constant input–output steady-state pair \((u, y)\). The system \(\Sigma\) is said to be

1) output \(\rho\)-passive with respect to \((u, y)\) if there exist a storage function \(S(x)\), and a number \(\rho \in \mathbb{R}\), such that the following inequality holds for any trajectory:

\[ S \leq -\rho(y - y)^2 + (y - y)(u - u) \]  

(2)
2) input \( \nu \)-passive with respect to \((u, y)\) if there exist a storage function \( S(x) \), and a number \( \nu \in \mathbb{R} \), such that the following inequality holds for any trajectory:

\[
\dot{S} \leq -\nu(u - u)^2 + (y - y)(u - u) \quad (3)
\]

3) input–output \((\rho, \nu)\)-passive with respect to \((u, y)\) if there exist a storage function \( S(x) \), and numbers \( \rho, \nu \in \mathbb{R} \), such that \( \rho \nu < \frac{1}{4} \) and that the following inequality holds for any trajectory:

\[
\dot{S} \leq -\rho(y - y)^2 - \nu(u - u)^2 + (y - y)(u - u) \quad (4)
\]

Remark 1: Output \( \rho \)-passive systems with \( \rho < 0 \) are known in the literature both as output-passive short or output passivity-short systems \([23, 24, 39, 42–44]\) or as output-passifiable systems \([45, 46]\). Similarly, input \( \nu \)-passive systems with \( \nu < 0 \) are usually called input-passive short systems or as input-passifiable systems.

Definition 5: A SISO system \( \Sigma \colon u \to y \) is said to be

1) equilibrium-independent output \( \rho \)-passive (EI-OP(\(\rho\))) if it is output \( \rho \)-passive with respect to any equilibrium;

2) equilibrium-independent input \( \nu \)-passive (EI-IP(\(\nu\))) if it is input \( \nu \)-passive with respect to any equilibrium;

3) equilibrium-independent input–output \((\rho, \nu)\)-Passive (EI-OP(\(\rho, \nu\))) if it is input–output \((\rho, \nu)\)-passive with respect to any equilibrium.

Moreover, for EI-OP(\(\cdot\)) and EI-IP(\(\cdot\)), the largest numbers \( \rho, \nu \) for which the inequalities (2) and (3) hold are called the equilibrium-independent output-passivity index and equilibrium-independent input-passivity index of the system, respectively. Furthermore, \( \Sigma \) is said to be equilibrium-independent passive short (EIPS) if there exist \( \rho, \nu \) with \( \rho \nu < \frac{1}{4} \), such that \( \Sigma \) is EI-OP(\(\rho, \nu\)).

Remark 2: The numbers \( \rho, \nu \) in Definition 5 are not unique, as decreasing them makes the inequality easier to satisfy. We thus define the equilibrium-independent passivity indices analogously to the output feedback passivity index (OFP) and the input feedthrough passivity index (IFP) in \([26]\). Moreover, the definition above unites strictly-passive, passive, and passive-short systems. The case \( \rho, \nu > 0 \) corresponds to strict passivity, \( \rho, \nu = 0 \) corresponds to passivity, and \( \rho, \nu < 0 \) corresponds to shortage of passivity. Thus, it will allow us to consider networks of systems where some are passive and some are passive-short, without needing to specify the exact passivity assumption. It also allows us to consider EI-OP(\(\rho, \nu\)) systems for \( \rho > 0 \) and \( \nu < 0 \) (or vice versa) with no additional effort needed.

Remark 3: The demand that \( \rho \nu < \frac{1}{4} \) for defining EI-OP(\(\rho, \nu\)) might seem unnatural. The reason we add it is that otherwise, the right-hand side of (4) will either be always positive or always negative. The first case implies all static nonlinearities are EI-OP(\(\rho, \nu\)), and the second case implies that no system can be EI-OP(\(\rho, \nu\)), both rendering the definition useless.

Remark 4: EI-OP(\(\rho, \nu\)) systems capture both EI-OP(\(\rho\)) and EI-IP(\(\nu\)) systems by setting either \( \rho = 0 \) or \( \nu = 0 \).

We now give an example of a class of EI-OP(\(\rho\)) systems.

Proposition 1: Consider the SISO gradient system \( \dot{x} = -\nabla U(x) + u; y = x \), where the Hessian of the potential \( U \) satisfies \( \text{Hess}(U) \geq \rho I \) for some \( \rho \in \mathbb{R} \). Then \( \Sigma \) is EI-OP(\(\rho\)).

Proof: Take a steady-state I/O pair \((u, y)\) and note \( x = y \) is the corresponding state at equilibrium. Consider the storage function \( S(x) = \frac{1}{2}\|x - x\|^2 \). The derivative of \( S \) along the system trajectories is \( \dot{S} = (x - x)^\top (-\nabla U(x) + u) \). Defining \( \varphi(x) := \nabla U(x) - \rho x \), we write \( \dot{S} = (x - x)^\top (-\varphi(x) - \rho x + u) \). Adding and subtracting \( \varphi(x) \) and \( \rho x \) and using the fact that \( u = \nabla U(x), y = x \) and \( \varphi(x) = \nabla U(x) - \rho x \) at equilibrium, we obtain \( \dot{S} = -\|x - x\|^2 ((\rho \varphi(x) - \varphi(x)) - \rho(y - y)^\top (y - y) + (y - y)(u - u)) \). It is straightforward to verify that \( \text{Hess}(U) \geq \rho I \) implies that \( \nabla \varphi(x) \geq 0 \), so \( \varphi(x) \) is a monotone operator, that is, \( -(x - x)^\top ((\varphi(x) - \varphi(x)) - \rho(y - y)^\top (y - y) + (y - y)(u - u)) \). Thus we conclude that \( \dot{S} \leq -\rho(y - y)^\top (y - y) + (y - y)(u - u) \), and hence the system is EI-OP(\(\rho\)).

C. Diffusively Coupled Network Model

We consider a collection of SISO agents interacting over a network \( G = (V, E) \), in which the agents reside at the nodes \( V \), and the edges regulate the relative output between the associated nodes. Namely, the agents \( \{\Sigma_i\}_{i \in V} \) and the controllers \( \{\Pi_i\}_{i \in E} \) have the following models:

\[
\begin{align*}
\dot{x}_i &= f_i(x_i, u_i), \\
y_i &= h_i(x_i, u_i), \\
\Pi_i : \quad \mu_i &= \psi_i(\eta_i, \zeta_i)
\end{align*}
\]

where \( x_i \in \mathbb{R}^{n_i}, \eta_i \in \mathbb{R}^{c_i} \) are the states, \( u_i, \zeta_i \in \mathbb{R} \) are the inputs and \( \eta_i, \zeta_i \). We define the stacked vectors \( u = [u_1, \ldots, u_{|V|}]^\top \), and similarly for \( x, y, \zeta, \eta, \mu \). The agents and controllers are coupled by \( \zeta = E^\top y \) and \( u = -E \mu \), where \( E \) is the incidence matrix of \( G \). The closed-loop system is called the diffusively coupled system \((\Sigma, \Pi, G)\), and the associated block diagram can be seen in Fig. 1. Diffusively coupled networks are of considerable interest in the control literature \([6, 17, 47]\), and include important examples such as neural networks \([48]\), the Kuramoto model for oscillator synchronization \([49]\), and traffic control models \([50]\).

The notion of MEIP allows us to connect between diffusively coupled networks and network optimization theory.

Theorem 2 ([17]): Consider the diffusively coupled system \((\Sigma, \Pi, G)\). Suppose the agents are output-strictly MEIP and the controllers are MEIP, or vice versa. Let \( K_i \) be the agents’ integral functions, and let \( \Gamma_i \) be the controllers’ integral functions. We denote \( K(u) = \sum_{i \in V} K_i(u_i), \Gamma(\mu) = \sum_{i \in E} \Gamma_i(\mu_i) \), and similarly for the Legendre transforms. Then there exist constant vectors \( u, y, \zeta, \mu \) such that the signals \( u(t), y(t), \zeta(t), \mu(t) \) of \((\Sigma, \Pi, G)\) asymptotically converge to \( u, y, \zeta, \mu \) respectively. Moreover, the steady-states \( u, y, \zeta, \mu \) are (dual) solutions of

![Fig. 1. Diffusively coupled network.](image-url)
the following pair of convex optimization problems:

\[
\begin{align*}
\text{OFP:} & \quad \min_{u, \mu} K(u) + \Gamma^*(\mu) \quad \text{s.t.} \quad u = -\mathcal{E}\mu, \\
\text{OPP:} & \quad \min_{\zeta} K^*(\zeta) + \Gamma(\zeta) \quad \text{s.t.} \quad \mathcal{E}^\top \zeta = \zeta.
\end{align*}
\]

These static optimization problems are known as the optimal flow problem (OFP) and the optimal potential problem (OPP), and are dual to each other. These are classical problems in the mathematical field of network optimization, dealing with static optimization problems defined on graphs, and have been extensively studied by various researchers in fields as theoretical computer science and operations research [18]. However, this framework heavily relies on the passivity of the agents and controllers, and fails if any of the agents are not MEIP. As we will see later, if the agents are not passive, the integral functions might be nonconvex, or may not even exist.

III. MOTIVATION AND PROBLEM FORMULATION

Our end-goal is to extend the network optimization framework of Theorem 2 to agents which are not MEIP, but are rather EIPS. Unlike MEIP systems, EIPS systems need not have monotone steady-state relations. In some cases, this lack of monotonicity results in the nonconvexity of the corresponding integral function [39], and in other cases, the steady-state I/O relation is far enough from monotone that an integral function cannot even be defined. We give examples of this phenomenon in the following.

Example 1 (EI-OP(\(\rho\))): Consider a SISO system \(\dot{x} = -x + \sqrt{x + u}; y = \sqrt{x}\). It is shown in [39] that this system is EI-OP(\(\rho\)) for all \(\rho \leq -1\), and its equilibrium-independent passivity index is \(\rho = -1\). Moreover, the inverse steady-state I/O relation \(u = k^{-1}(y) = y^3 - y\) is not monotone. Furthermore, it has an integral function \(K^*(y) = \frac{1}{2}y^4 - \frac{1}{2}y^2\), which is nonconvex due to the negative quadratic term.

Example 2 (EI-IP(\(\nu\))): Consider the SISO system \(\dot{x} = -\sqrt{x + u}; y = x - u\). One can show similarly to Example 1 that this system is EI-IP(\(\nu\)) for all \(\nu \leq -1\), and \(\nu = -1\) is its equilibrium-independent passivity index. Moreover, the steady-state I/O relation \(y = k(u) = u^3 - u\) is not monotone. Furthermore, it has an integral function \(K(u) = \frac{1}{2}u^4 - \frac{1}{2}u^2\), which is again nonconvex due to the negative quadratic term.

Example 3 (EI-IOP(\(\rho, \nu\))): Consider a SISO dynamical system \(\Sigma\) given by

\[\Sigma: \dot{x} = -\sqrt{x + 0.5x + 0.5u}; y = 0.5x - 0.5u\]

with input \(u\) and output \(y\). For any steady-state input–output pair \((u, y)\) and the corresponding state at equilibrium \(x = 2y + u\), we can consider the storage function \(S(x) = \frac{1}{6}(x - x^2)\). A simple calculation shows that

\[\dot{S} \leq (u - u)(y - y) + \frac{1}{3}(u - u)^2 + \frac{2}{3}(y - y)^2\]

meaning that the system is EI-IOP(\(\rho, \nu\)) for \(\rho = -2/3\) and \(\nu = -1/3\). One can also easily verify that given an equilibrium state \(x\), the steady-state input \(u\) is given by \(u = 2\sqrt{x} - x\) and that the steady-state output is \(y = x - \sqrt{x}\). Defining \(\sigma = -\sqrt{x}\), we see that the steady-state relation of the system is given by the planar curve \(u = 2\sigma - \sigma^3; y = \sigma^3 - \sigma\), parameterized by a variable \(\sigma\), as shown in Fig. 2. It is clear from Fig. 2 that both steady-state I/O relation and its inverse are nonmonotone. In fact, the steady-state input–output relation and its inverse are so far from monotone, no integral function exists for either of them.

However, if we define a new input \(\tilde{u}\) and a new output \(\tilde{y}\) by \(\tilde{u} = u + y, \tilde{y} = u + 2y\), the resulting loop transformation gives the following system:

\[\tilde{\Sigma}: \dot{\tilde{x}} = -\sqrt{\tilde{x} + \tilde{u}}; \tilde{y} = \tilde{x}\]

which has the steady-state input–output relation \(k(\tilde{u}) = u^3\), which is maximally monotone. Moreover, the system (7) can be verified to be MEIP with storage function \(S(x) = \frac{1}{2}(x - x^2)^2\).

The above example shows that EIPS systems need not have integral functions, nor (maximally) monotone steady-state I/O relations. Thus, the network optimization framework of [17] cannot even be defined for networks of EIPS agents. In [39] and [44], the network optimization framework failed due to the lack of convexity of the integral functions. This was remedied by convexifying the resulting (nonconvex) network optimization problems. The interpretation (or implementation) of this convexification was a passivating feedback term. We cannot follow this idea for EIPS systems when \(\rho, \nu < 0\), as the network optimization framework is not even defined. Moreover, diffusely coupled networks consisting of such systems might not be stable. To overcome these shortcomings for EIPS systems, we investigate the existence of a loop transformation which results in monotonizing the steady-state I/O relation of the agents, as illustrated in the last part of Example 3. Thus, our goal in this article is to find a monotonizing procedure for the steady-state I/O relation. We further show that the monotonizing procedure induces a passivating plant transformation. For the rest of this article, let \(\Sigma\) be an EI-IOP(\(\rho, \nu\)) system for known parameters \(\rho, \nu\), and let \(k\) be the corresponding steady-state relation.

IV. MONOTONIZATION OF I/O RELATIONS BY LINEAR TRANSFORMATIONS: A GEOMETRIC APPROACH

Our goal is to find a monotonizing transformation \(T: (u, y) \mapsto (\tilde{u}, \tilde{y})\) for \(k\). We look for a linear transformation \(T\) of the form \(\begin{bmatrix} \tilde{u} \\ \tilde{y} \end{bmatrix} = T \begin{bmatrix} u \\ y \end{bmatrix}\). Assuming the system is EI-IOP(\(\rho, \nu\)) allows us to deduce information about the steady-state I/O relation.
Proposition 2: Let Σ be an EI-IOP(ρ, ν) system and let k be its steady-state I/O relation. Then for any two points \((u_1, y_1), (u_2, y_2)\) in k, the following inequality holds:

\[
0 \leq -\rho(y_1 - y_2)^2 + (u_1 - u_2)(y_1 - y_2) - \nu(u_1 - u_2)^2.
\]  

(8)

**Proof:** By definition of EI-IOP(ρ, ν), equation (4) holds for any steady-state \((u, y)\) and any trajectory \((u(t), x(t), y(t))\). Considering the steady-state \((u_1, y_1)\), we conclude that there exists a positive-definite storage function \(S(x)\), such that the following inequality holds for all trajectories \((u(t), x(t), y(t))\):

\[
\frac{dS}{dt} \leq -\rho(y - y_1)^2 - \nu(u - u_1)^2 + (y - y_1)(u - u_1).
\]  

(9)

The steady-state input–output pair \((u_2, y_2)\) corresponds to some steady-state \(x_2\), so that \((u_2, x_2, y_2)\) is an (equilibrium) trajectory of the system. Plugging it into (9), and noting that \(\frac{dS}{dt} S(x_2) = 0\), we conclude that the inequality (8) holds.

Proposition 2 suggests the following definition.

**Definition 6:** A projective quadratic inequality (PQI) is an inequality with variables \(ξ, χ \in \mathbb{R}\) of the form

\[
0 \leq aξ^2 + bξχ + cχ^2
\]  

for some numbers \(a, b, c\), not all zero. The inequality is called nontrivial if \(b^2 - 4ac > 0\). The associated solution set of the PQI is the set of all points \((ξ, χ) \in \mathbb{R}^2\) satisfying the inequality.

By Definition 6, it is clear that (8) is a PQI. Indeed, declaring \(ξ = u_1 - u_2, χ = y_1 - y_2\) and choosing \(a, b, c\) correctly verifies this. The demand \(ρν < \frac{1}{4}\) is equivalent to the nontriviality of the PQI. For example, monotonicity of the steady-state \(k\) can be written as \(0 \leq (u_1 - u_2)(y_1 - y_2)\), which can be transformed to a PQI by choosing \(a = c = 0\) and \(b = 1\) in (10). Similarly, strict monotonicity can be modeled by taking \(b = 1\) and \(a \leq 0, c < 0\).

As for transformations, the transformation \(T = \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{bmatrix}\) of the form \(\tilde{y} = T[y]\) can be written as \(\tilde{u} = T_{11}u + T_{12}y\) and \(\tilde{y} = T_{21}u + T_{22}y\). Plugging it inside (8) gives another PQI. More precisely, if we let \(F(ξ, χ) = aξ^2 + bξχ + cχ^2\), and \(T\) is a linear map, then \(T\) maps the PQI \(F(ξ, χ) \geq 0\) to \(F(T^{-1}(ξ, χ)) \geq 0\).

Our goal is to find a map \(T\) transforming the inequality in Definition 6 to the PQI corresponding to monotonicity. Thus, we are compelled to consider the action of the group of linear transformations on the collection of PQIs.

Let \(A\) be the solution set of the original PQI. The connection between the original and transformed PQI described above shows that the solution set of the new PQI is \(T(A) = \{T(ξ, χ) : (ξ, χ) \in A\}\). We can therefore study the effect of linear transformations on PQIs by studying their actions on the solution sets. The action of the group of linear transformations on the collection of PQIs can be understood algebraically, but we use solution sets to understand it geometrically. We first give a geometric characterization of the solution sets.

**Note 1:** In this section, we abuse notation and identify the point \((\cos θ, \sin θ)\) on the unit circle \(S^1\) with the angle \(θ\) in some segment of length \(2π\).

**Definition 7:** A symmetric section \(S\) on the unit circle \(S^1 \subseteq \mathbb{R}^2\) is the union of two closed disjoint sections that are opposite to each other, i.e., \(S = B \cup (B + π)\), where \(B\) is a closed section of angle \(π\). A symmetric double-cone is defined as \(A = \{λs : λ > 0, s \in \mathbb{R}\}\) for a symmetric section \(S\).

An example of a symmetric section and the associated symmetric double-cone can be seen in Fig. 3.

**Theorem 3:** The solution set of any nontrivial PQI is a symmetric double cone. Moreover, any symmetric double cone is the solution set of some nontrivial PQI, which is unique up to a positive multiplicative constant.

The proof of the theorem is available in the Appendix. The theorem presents a geometric interpretation of the steady-state condition (8). The connection between cones and measures of passivity is best known for static systems through the notion of sector-bounded nonlinearities [10]. It was expanded to more general systems in [51], and later in [52]. We consider a different branch of this connection, focusing on the steady-state relation rather on trajectories. In turn, it allows us to have intuition when constructing monotonizing maps. In particular, we have the following result.

**Theorem 4:** Let \((ξ_1, χ_1), (ξ_2, χ_2)\) be two nonlinear solutions of \(a_1ξ^2 + ξχ + c_1χ^2 = 0\). Moreover, let \((ξ_3, χ_3), (ξ_4, χ_4)\) be two nonlinear solutions of \(a_2ξ^2 + ξχ + c_2χ^2 = 0\). Define \(T_1 = \begin{bmatrix} ξ_1 & ξ_3 \\ χ_1 & χ_3 \end{bmatrix}, T_2 = \begin{bmatrix} ξ_2 & ξ_4 \\ χ_2 & χ_4 \end{bmatrix}\). Then one of \(T_1, T_2\) transforms the PQI \(a_1ξ^2 + ξχ + c_1χ^2 \geq 0\) to the PQI \(a_2ξ^2 + τξχ + c_2χ^2 \geq 0\) for some \(τ > 0\).

The nonconical solutions correspond to the straight lines forming the boundary of the symmetric double cone, thus can be found geometrically. Moreover, as will be evident from the proof, knowing which one of \(T_1\) and \(T_2\) works is possible by checking the PQIs on \((ξ_1 + ξ_2, χ_1 + χ_2)\) and \((ξ_3 + ξ_4, χ_3 + χ_4)\). Namely, if exactly one of them satisfies the PQIs, then \(T_2\) works, and otherwise \(T_1\) works. We now present the proof of the theorem.

**Proof:** Let \(A_1\) be the solution set of the first PQI, and let \(A_2\) be the solution set of the second PQI. We show that either \(T_1\) or \(T_2\) maps \(A_1\) to \(A_2\). We note that \(T_1(A_1)\) and \(T_2(A_1)\) are symmetric
double-cones, whose boundary is the image of the boundary of $\mathcal{A}_1$ under $T_1$ and $T_2$ respectively, i.e., they are the image of span\{$(\xi_1, \chi_1)$\} $\cup$ span\{$(\xi_2, \chi_2)$\} under $T_1$, $T_2$. We note that $T_1$ maps $(\xi_1, \chi_1), (\xi_2, \chi_2)$ to $(\xi_3, \chi_3), (\xi_4, \chi_4)$ correspondingly, and that $T_2$ maps $(\xi_1, \chi_1), (\xi_2, \chi_2)$ to $(\xi_3, \chi_3), (\xi_4, \chi_4)$ correspondingly. Thus, span\{$(\xi_1, \chi_1)$\} $\cup$ span\{$(\xi_2, \chi_2)$\} is mapped by $T_1$ and $T_2$ to span\{$(\xi_3, \chi_3)$\} $\cup$ span\{$(\xi_4, \chi_4)$\}, so that $T_1(A_1), T_2(A_1)$ have the same boundary as $A_2$. Since $T_1, T_2$ are homeomorphisms, they map interior points to interior points. Thus, it’s enough to show that some point in the interior of $A_1$ is mapped to a point in $A_2$ either by $T_1$ or by $T_2$, or equivalently, that a point in the interior of $\mathbb{R}^2 \backslash A_1$ is mapped to a point in $\mathbb{R}^2 \backslash A_2$ either by $T_1$ or by $T_2$.

Consider the point $(\xi_1 + \xi_2, \chi_1 + \chi_2)$. By nonlinearity, this point cannot be on the boundary of $\mathcal{A}_1$, equal to span\{$(\xi_1, \chi_1)$\} $\cup$ span\{$(\xi_2, \chi_2)$\}. Hence, it’s either in the interior of $A_1$ or in the interior of its complement. We assume the prior case, as the proof for the other is similar. The point $(\xi_1 + \xi_2, \chi_1 + \chi_2)$ is mapped to $(\xi_3 + \xi_4, \chi_1 + \chi_4)$ by $T_1, T_2$. By nonlinearity, these points do not lie on the boundary of $A_2$. Moreover, the line passing through them is parallel to span\{$(\xi_4, \chi_4)$\} which is part of the boundary of $A_2$, and their average is $(\xi_3, \chi_3)$, which is on the boundary. Thus, one point is in the interior of $A_2$, and one is in the interior of its complement. This completes the proof.

Example 4: Consider the system $\Sigma$ studied in Example 3, in which the steady-state I/O relation was nonmonotone. There, we saw that the system is EI-IOP($\rho, \nu$) with parameters $\rho = -2/3$ and $\nu = -1/3$. The corresponding PPI is $0 \leq \xi^2 + \chi - 2/3$. We use Theorem 4 to find a monotonic transformation. That is, we seek a transformation mapping the given PPI to the PPI defining monotonicity, $\xi \geq 0$. We take $\xi = (1, 0)$ and $(\xi_1, \chi_1) = (0, 1)$, as these are nonnegative solutions to $\xi = 0$. For the original PPI, $0 = \frac{1}{3} \xi^2 + \chi + \frac{2}{3} \chi^2$ can be rewritten as $\frac{1}{3} (\xi + \chi) (\xi + 2 \chi) = 0$, so we take $(\xi_1, \chi_1) = (2, -1)$ and $(\xi_2, \chi_2) = (-1, 1)$. It’s easy to check that $(\xi_1 + \xi_2, \chi_1 + \chi_2) = (1, 0)$ satisfies the original PPI $0 \leq \frac{1}{3} \xi^2 + \xi + \frac{2}{3} \chi^2$, and that $(\xi_3 + \xi_4, \xi_1 + \chi_4)$ satisfies $\xi \geq 0$ so the map $T_1$ defined in the Theorem 4, should monotonicize the steady-state relation. Plugging in $T_1$, we get $\xi = T_1^{-1} \xi$ for $T_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ $\begin{bmatrix} 2 & 1 \\ -1 & -1 \end{bmatrix}^{-1} = \begin{bmatrix} 1 & 1 \\ 2 & -1 \end{bmatrix}$, so that $T_1^{-1} = \begin{bmatrix} 2 & -1 \\ -1 & 1 \end{bmatrix}$. Then

$0 \leq \frac{1}{3} \xi^2 + \chi + \frac{2}{3} \chi^2 = \frac{1}{3} (2 \xi - \chi)^2 + (2 \xi - \chi) (\xi + \chi) + \frac{2}{3} (\xi + \chi)^2 = \frac{1}{3} (\xi + \chi)$

so the transformed PPI is $0 \leq \xi_1$, corresponding to monotonicity. To get the transformed steady-state relation, we recall that the steady-state relation of $\Sigma$ is given by the planar curve $u = 2a - \sigma^3$: $y = \sigma^3 - \sigma$, parameterized by a variable $\sigma$. The transformed relation is given by

$\begin{bmatrix} \hat{u} \\ \hat{y} \end{bmatrix} = T_1 \begin{bmatrix} u \\ y \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 2 & -1 \end{bmatrix} \begin{bmatrix} 2 \sigma - \sigma^3 \\ \sigma^3 - \sigma \end{bmatrix} = \begin{bmatrix} \sigma \\ \sigma^3 \end{bmatrix}$

and can be modeled as $\hat{y} = \hat{u}^3$, which is a monotone relation.

Theorem 4 prescribes a monotonicizing transformation for the relation $k$. Moreover, it prescribes a transformation forcing strict monotonicity, which can be viewed as the PPI $-\nu \xi^2 + \xi \chi \geq 0$ for $\nu \geq 0$, which are not both zero.

V. FROM MONOTONIZATION TO PASSIVATION AND IMPLEMENTATION

Until now, we found a map $T : \mathbb{R}^2 \rightarrow \mathbb{R}^2$, monotonicizing the steady-state relation $k$. We claim $T$, in fact, transforms the system $\Sigma$ into a system which is passive with respect to all equilibria, by defining a new input and output as $\begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = T \begin{bmatrix} u \\ y \end{bmatrix}$.

Proposition 3: Let $\Sigma$ be EI-IOP($\rho, \nu$), and let $T$ be a map transforming the PPI $-\nu \xi^2 + \xi \chi - \rho \chi^2 \geq 0$ to $-\nu \xi^2 + \xi \chi - \rho \chi^2 \geq 0$ as in Theorem 4. Consider the transformed system $\bar{\Sigma}$ with input and output $\begin{bmatrix} \bar{y}_1 \\ \bar{y}_2 \end{bmatrix} = T \begin{bmatrix} u \\ y \end{bmatrix}$. Then $\bar{\Sigma}$ is EI-IOP($\rho', \nu$). In particular, if $T$ monotinizes the relation $k$, it passivizes $\Sigma$.

Proof: The inequality (4) is the PPI $-\nu \xi^2 + \xi \chi - \rho \chi^2 \geq 0$, where we put $\xi = \bar{u}(t) - u$ and $\chi = \bar{y}(t) - y$ for a trajectory $(\bar{u}(t), \bar{y}(t))$ and a steady-state I/O pair $(u, y)$. The proposition follows by noting that $\bar{\xi} = T^{-1} \xi$, satisfies the PPI $-\nu \xi^2 + \xi \chi - \rho \chi^2 \geq 0$, $\xi = \bar{u}(t) - u$ and $\chi = \bar{y}(t) - y$.

Combining Theorem 4 and the discussion following it with Proposition 3 gives the following algorithm for passivation of EI-IOP($\rho, \nu$) systems with respect to all equilibria.

Algorithm 1: Passivation of an EI-IOP($\rho, \nu$) System.

Input: A system $\Sigma$, and $\rho, \nu \in \mathbb{R}$, such that the system is EI-IOP($\rho, \nu$). Two more numbers $\rho', \nu'$, such that $\rho' < 1/4$.

Output: A transformation $T$, transforming the system $\Sigma$ to an EI-IOP($\rho', \nu'$) system.

1: Find two pairs $(\xi_1, \chi_1), (\xi_2, \chi_2)$, which are nonnegative solutions of $-\nu \xi^2 + \xi \chi - \rho \chi^2 = 0$.

2: Find two pairs $(\xi_3, \chi_3), (\xi_4, \chi_4)$, which are nonnegative solutions of $-\nu \xi^2 + \xi \chi - \rho \chi^2 = 0$.

3: Define $T_1, T_2$ as in (11).

4: Define $\alpha_1 = -\nu(\xi_1 + \xi_2) + (\xi_1 + \xi_2)(\chi_1 + \chi_2) - \rho(\chi_1 + \chi_2)^2$ and $\alpha_2 = -\nu(\xi_3 + \chi_4) + (\xi_3 + \chi_4)(\chi_3 + \chi_4) - \rho(\chi_3 + \chi_4)^2$.

5: if $\alpha_1, \alpha_2$ are both non-positive or both nonnegative, then

6: Return $T_1$.

7: else

8: Return $T_2$.

9: end if

Remark 5: Proposition 3, together with Section IV, prescribes a linear transformation passivizing the agent with respect to all equilibria. The same procedure can be applied to “classical” passivity, in which one only looks at passivity with respect to a single equilibrium, as PQIs can be used to abstractify all dissipation inequalities. Our approach is entirely geometric and does not rely on algebraic manipulations.
Transformed system \( \Sigma \) after the linear transformation \( T \). If \( T = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \), then \( \delta_A = b/a, \delta_B = d - \frac{b}{a}c, \delta_C = c \) and \( \delta_D = a \).

**Remark 6:** Note that if the transformation transforms \( k \) to a strictly monotone relation, the transformed system is strictly passive.

For the remainder of this section, we show that the I/O transformation can be easily implemented using standard control tools, namely, gains, feedback, and feedthrough. We also connect the steady-state I/O relation \( \lambda \) of the transformed system \( \Sigma \) to \( k \).

In this direction, take any linear map \( T : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) of the form \( T = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \), where we assume that \( \det(T) \neq 0 \). It defines the plant transformation of the form \( \begin{bmatrix} y \end{bmatrix} = T \begin{bmatrix} u \end{bmatrix} \). For simplicity of presentation, we assume that \( a \neq 0 \).\(^2\) We note that \( T \) can be written as a product of elementary matrices, and the effect of each elementary matrix on \( \Sigma \) can be easily understood. By applying the elementary transformations sequentially, the effect of their product, \( T \), can be realized.

Table I summarizes the elementary transformations and their effect on the system \( \Sigma \). Following Table I, \( T \) is written as

\[
T = \begin{bmatrix} a & b \\ c & d \end{bmatrix} = \begin{bmatrix} \delta_D & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & \delta_B \end{bmatrix} \begin{bmatrix} 1 & \delta_A \\ 0 & 1 \end{bmatrix}
\]

(12)

with \( \delta_A = b/a, \delta_B = d - \frac{b}{a}c, \delta_C = c \) and \( \delta_D = a \). The product of these matrices can be seen as the sequential transformation from the original system \( \Sigma \), which can be understood as a loop transformation, illustrated in Fig. 4.

**Remark 7:** Writing \( T = L_D L_C L_B L_A \) allows us to give a closed form description of the transformed system. Suppose the original system is given by \( \dot{x} = f(x, u); y = h(x) \). Applying \( L_A \) gives a new input \( v \), and the transformed system \( \dot{x} = f(x, v - \delta_A h(x)); y = h(x) \). Applying \( L_B \) on this system gives \( \dot{x} = f(x, v - \delta_B h(x)); y = \delta_B h(x) \). Applying \( L_C \) then gives \( \dot{x} = f(x, v - \delta_A h(x)); y = \delta_B h(x) + \delta_C v \), and applying \( L_D \) finally gives \( \dot{x} = f(x, v - \delta_A h(x)); y = \delta_B h(x) + \delta_C \delta_D v \).

**Proposition 4:** Let \( k \) and \( \lambda \) be the steady-state I/O relations of \( \Sigma \) and \( \tilde{\Sigma} \), respectively, where \( \tilde{\Sigma} \) is the result of applying the transformation \( T \) in (12) on \( \Sigma \), where \( \delta_A = b/a, \delta_B = d - \frac{b}{a}c, \delta_C = c \) and \( \delta_D = a \). Assume that \( k_3 \) is the steady-state I/O relation for the system \( \Sigma_1 : u_1 \rightarrow y_1 \), obtained after the transformation \( L_A = \begin{bmatrix} b & \delta_A \end{bmatrix} \) on the original system \( \Sigma \). Then, the relation between \( \lambda \) and \( k \) is given by

\[
\lambda(\tilde{u}) = \left( d - \frac{b}{c} \right) \kappa_1 \left( \frac{1}{a} \tilde{u} \right) + \frac{c}{a} \tilde{u}
\]

(13)

where the inverse of \( \kappa_1 \) is

\[
\kappa_1^{-1}(y_1) = k^{-1}(y_1) + \frac{b}{a} y_1.
\]

(14)

**Proof:** Denote the steady-state I/O relations after the first, second, and third elementary matrix transformations, sequentially in (12), as \( k_1, k_2, k_3 \), corresponding to the steady-state I/O pairs \((u_1, y_1), (u_2, y_2), \) and \((u_3, y_3)\). The transformation

\[
\begin{bmatrix} u_1 \\ y_1 \end{bmatrix} = L_A \begin{bmatrix} u \\ y \end{bmatrix} = \begin{bmatrix} 1 & b/a \\ 0 & 1 \end{bmatrix} \begin{bmatrix} u \\ y \end{bmatrix}
\]

has the steady-state inverse I/O relation \( k_1^{-1}(y_1) = k^{-1}(y_1) + \frac{b}{a} y_1 \). The second transformation

\[
\begin{bmatrix} u_2 \\ y_2 \end{bmatrix} = L_B \begin{bmatrix} u_1 \\ y_1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & d - bc/a \end{bmatrix} \begin{bmatrix} u_1 \\ y_1 \end{bmatrix}
\]

has the steady-state I/O relation \( k_2(u_2) = (d - \frac{bc}{a}) \kappa_1(u_2) \). The third transformation

\[
\begin{bmatrix} u_3 \\ y_3 \end{bmatrix} = L_C \begin{bmatrix} u_2 \\ y_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} u_2 \\ y_2 \end{bmatrix}
\]

has steady-state I/O relation \( k_3(u_3) = k_2(u_2) + cu_3 \). Finally

\[
\begin{bmatrix} \tilde{u} \\ \tilde{y} \end{bmatrix} = L_D \begin{bmatrix} u_3 \\ y_3 \end{bmatrix} = \begin{bmatrix} a & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} u_3 \\ y_3 \end{bmatrix}
\]

has the steady-state I/O relation \( \kappa \) of \( \tilde{\Sigma} \), and \( \kappa(\tilde{u}) = \kappa_3(\frac{1}{a} \tilde{u}) \).

Substituting back for \( \kappa_3 \) and for \( \kappa_2 \), we get the result.

---

\( ^2 \)We note that by switching the names of \((\xi_3, \chi_3) \) and \((\xi_4, \chi_4) \) in Theorem 4 we switch the two columns of \( T \). Thus we can always assume that \( a \neq 0 \), as \( a = b = 0 \) cannot hold due to the determinant condition.

---

**Table I**

| Elementary Transformation | Relation between I/O of \( \Sigma \) and \( \tilde{\Sigma} \) | Effect on Steady-State Relations | Realization | Effect on Integral Functions |
|---------------------------|----------------------------------------------------------|---------------------------------|-------------|-----------------------------|
| \( L_A = \begin{bmatrix} 1 & \delta_A \\ 0 & 1 \end{bmatrix} \) | \( \tilde{u} = u + \delta_A y \) | \( \tilde{\lambda}_A^{-1}(\tilde{y}) = k_{\tilde{A}}^{-1}(\tilde{y}) + \delta_A \tilde{y} \) | output-feedback | \( \Lambda^*(\tilde{y}) = K^*(\tilde{y}) + \frac{1}{2} \delta_A y^2 \) |
| \( L_B = \begin{bmatrix} 1 & 0 \\ 0 & \delta_B \end{bmatrix} \) | \( \tilde{u} = u \) | \( \tilde{\lambda}_B(u) = \delta_B g(u) \) or \( \tilde{\lambda}_B^*(\tilde{y}) = k_{\tilde{A}}^{-1}(\tilde{y}) \) | post-gain | \( \Lambda^*(u) = \frac{1}{2} K^*(\frac{1}{2} y) \) or \( \Lambda(u) = \delta_B g(u) \) |
| \( L_C = \begin{bmatrix} 1 & 0 \\ \delta_C & 1 \end{bmatrix} \) | \( \tilde{u} = u \) | \( \lambda_C(\tilde{u}) = k(\tilde{u}) + \delta_C \tilde{u} \) | input-feedthrough | \( \Lambda(u) = K(u) + \frac{1}{2} \delta_C \tilde{u}^2 \) |
| \( L_D = \begin{bmatrix} \delta_D & 0 \\ 0 & 1 \end{bmatrix} \) | \( \tilde{u} = \delta_D u \) | \( \lambda_D^{-1}(\tilde{y}) = \delta_D k^{-1}(\tilde{y}) \) or \( \lambda_D(\tilde{u}) = k(\frac{1}{\delta_D} \tilde{u}) \) | pre-gain | \( \lambda^*(\tilde{y}) = \delta_D K^*(\tilde{y}) \) or \( \lambda(\tilde{u}) = \frac{1}{\delta_D} K(\frac{1}{\delta_D} \tilde{u}) \) |
**Example 5:** Consider the system in Examples 3 and 4. The steady-state I/O relation $\lambda$ of $\Sigma$ consists of all pairs $((\bar{u}, \bar{w}))$. We use Proposition 4 to verify this result. According to Proposition 4, for the given matrix transformation $T = [I \frac{1}{2}]$, $\lambda$ is given by $\lambda((\bar{u})) = \kappa_2((\bar{u}) + \bar{u})$. After the first transformation $L_A = [\hat{A}]$, the steady-state I/O pairs of the system $\Sigma_1$ are $u_1 = u + y$, and $y_1 = y$. Substituting $u = 2\sigma - \sigma^4$, and $y = \sigma^4 - \sigma$ as obtained in Example 3 yields $u_1 = \sigma$ and hence $\kappa_1(u_1) = y_1 = u^3_1 - u_1$. This implies that $\kappa_1(u_1) = u_1^3 - u_1$, which on substitution yields $\lambda((\bar{u})) = u_1^3$, as expected.

As discussed above, in some cases, i.e., when $\rho, \nu \geq 0$, we know the original system possesses integral functions. We can integrate (13) and (14), obtaining a connection between the original and the transformed integral functions. For example, integrating the steady-state equation for output feedback $\lambda^{-1}(\bar{y}) = k^{-1}(\bar{y}) + \delta_2$ results in $k^*(\bar{y}) = \Lambda^*(\bar{y}) + \frac{\beta}{2}\bar{y}^2$, where $K^*$, $\lambda^*$ are the integral functions of $k^{-1}$, $\lambda^{-1}$ respectively. Similarly, input feedthrough corresponds to a quadratic term added to the integral function $K$ of $k$, and pre- and postgain correspond to scaling the integral function. These connections are summarized in Table I.

**Example 6:** Consider Example 1. The steady-state input–output relation for the system is $u = k^{-1}(y) = y^3 - y$, so the corresponding integral function is $K^*(y) = \frac{1}{4}y^4 - \frac{1}{2}y^2$. Consider the transformation $T = [I \frac{1}{2}]$, or equivalently $\bar{u} = u + y = u + \sqrt{2}, \bar{y} = y$, so $u = -\sqrt{2} + \bar{u}, \bar{y} = \sqrt{2}$, which has a steady-state I/O relation of $\bar{u} = \lambda^{-1}(\bar{y}) = \sqrt{2},$ and corresponding integral function is $\Lambda^*(\bar{y}) = \frac{1}{2}\sqrt{2}$. It is evident that $\lambda^{-1}(\bar{y}) = k^*(\bar{y}) + \frac{1}{2}\sqrt{2}$, as forecasted by Table I.

The passivation results achieved up to now assumed that the system at hand is EIPS. In the next section, we connect this property to having a finite $L_2$-gain, showing our results extend [38].

**VI. Finite $L_2$-Gain and Input–Output Passivity**

This section establishes a connection between the notion of input–output $(\rho, \nu)$-passivity and the finite $L_2$-gain property, and compares our results with the existing literature. We further explore these connections for the special case of linear and time-invariant systems and draw some important conclusions.

**A. Finite $L_2$-Gain and Input–Output $(\rho, \nu)$-Passivity**

We begin with by recalling the definition of systems with finite $L_2$-gain.

**Definition 8:** The system $\Sigma: u \rightarrow y$ has finite-$L_2$-gain with respect to the steady-state I/O pair $(u, y)$ if there exists some $\beta > 0$ and a storage function $S$, such that

$$\dot{S} \leq -(y - y)^\top(y - y) + \beta^2(u - u)^\top(u - u).$$

The smallest number $\beta$ satisfying the dissipation inequality is called the $L_2$-gain of the system $\Sigma$.

The notion of systems with a finite $L_2$-gain can also be understood using the operator norm, namely, a system $\Sigma: u \rightarrow y$ has a finite $L_2$-gain if and only if its induced operator norm $\sup_{\parallel u \parallel = 1} \parallel \Sigma(u) \parallel$ is finite. In that case, the $L_2$-gain is equal to the operator norm [10]. We now show that any system with a finite $L_2$-gain is actually input passive-short, and thus included in the collection of input-output $(\rho, \nu)$-passive systems.

**Theorem 5:** Let $\Sigma: u \rightarrow y$ be any finite $L_2$-gain system with respect to the steady-state input–output pair $(u, y)$ with gain $\beta$. Then $\Sigma$ is input $\nu$-passive with respect to $(u, y)$, in the sense of Definition 5, where $\nu \leq -(\beta^2 + \frac{1}{4})$.

**Proof:** Let $S(x)$ be the storage function corresponding to the finite $L_2$-gain system $\Sigma$. By assumption, we know that for any trajectory $(u(t), x(t), y(t))$, the following inequality holds:

$$\frac{dS}{dt}(x) \leq -\parallel y(t) - y \parallel^2 + \beta^2\parallel u(t) - u \parallel^2.$$

We note that $\parallel y(t) - y + 0.5(u(t) - u) \parallel^2 \geq 0$, implying that $-\parallel y(t) - y \parallel^2 \leq (u(t) - u)^\top(y(t) - y) + 0.25\parallel u(t) - u \parallel^2$. Thus, we conclude that

$$\frac{dS}{dt}(x) \leq -\parallel y(t) - y \parallel^2 + \beta^2\parallel u(t) - u \parallel^2 \leq (u(t) - u)^\top(y(t) - y) + (\beta^2 + \frac{1}{4})\parallel u(t) - u \parallel^2$$

implying that $\Sigma$ is input $\nu$-passive with respect to $(u, y)$. This concludes the proof of the claim.

**Remark 8:** One can easily check that the above result is not true in the opposite direction, that is, if the system $\Sigma$ is EI-IP($\nu$) for some $\nu$, it does not necessarily have a finite $L_2$-gain. Thus, the consideration of EIPS system is more general when compared to finite-$L_2$-gain systems as in [38]. Section VIII-A gives an example of a system which is EIPS but neither input passive-short, output passive-short, nor does it have a finite $L_2$-gain.

**Remark 9:** Systems with a finite $L_2$-gain have an important use in approximation theory. In many examples, we do not have an exact model for a system $\Sigma$, but instead we are given a model for an approximate model $\Sigma_0$ and a bound on the approximation error $\Sigma - \Sigma_0$, usually in terms of its $L_2$-gain. In this case, proving that $\Sigma_0$ satisfies some dissipation inequality might be easy, but trying to directly find such an inequality satisfied by $\Sigma$ can be an arduous task. However, the authors in [53] describe a method to prove a dissipation inequality for $\Sigma$ using a dissipation inequality for $\Sigma_0$ and an estimate on the $L_2$-gain of the approximation error $\Sigma - \Sigma_0$. The achieved dissipation inequality might be very conservative, but we can still apply Algorithm 1, as it does not need the exact passivity indices, but only some bound on them. In particular, the presented approach works even when we are only given an approximation of the true system.

**B. Equilibrium-Independent Passive Shortage and Linear and Time-Invariant Systems**

This subsection drives an important result for the linear and time-invariant systems (LTI) relating their transfer function and passivity indices. LTI systems are of special interest for equilibrium-independent notions of passivity, as they are equivalent to the corresponding classical notions of passivity with...
respect to the steady-state pair (0,0). For example, the proof of Theorem 6 below shows that an LTI system is EI-IOP(ρ,ν) if and only if it is input–output (ρ,ν)-passive with respect to the steady-state (0,0), if and only if the associated transfer function is input–output (ρ,ν)-passive. This theorem shows that a vast class of LTI systems are EIPS, and calculates a bound on their passivity indices.

**Theorem 6:** Let Σ be a linear time-invariant system, and let $G(s) = \frac{p(s)}{q(s)}$ be the corresponding transfer function, where we assume that $p(s), q(s)$ are coprime and that $\text{deg } p \leq \text{deg } q$. Suppose that there exists some $\lambda \in \mathbb{R}$, such that $q(s) + \lambda p(s)$ is a stable polynomial, i.e., all of its roots are in the open left-half plane, with degree equal to $\text{deg } q$. Define

$$
\mu = \sup_{\omega \in \mathbb{R}} \frac{|p(j\omega)|}{|q(j\omega) + \lambda p(j\omega)|}^2 + \frac{1}{4}.
$$

(16)

Then $G(s)$ is EI-IOP(ρ,ν), where $\rho = -\frac{\lambda(1+\mu\lambda)}{1+2\mu\lambda}$ and $\nu = -\frac{\mu}{1+2\mu\lambda}$.

**Proof:** Let $(u, y)$ be a steady-state input–output pair of the system, so that $y = G(0)u$. The system $\Sigma$ is input–output (ρ,ν)-passive with respect to $(u, y)$ if and only if the corresponding operator $\Sigma_{\text{shifted}} : \bar{u} \mapsto \bar{y}$ is input–output (ρ,ν)-passive, where $\bar{u} = u - u$ and $\bar{y} = y - y$. If we let $(A, B, C, D)$ be a state-space representation of $G(s)$, then the operator $\Sigma_{\text{shifted}}$ has the following (shifted) state-space realization:

$$\dot{x} = Ax + B(u - u); y = Cx + D(u - u) + y.$$

Recalling that $G(0) = -CA^{-1}B + D$ and $y = G(0)u$, we conclude $\Sigma_{\text{shifted}}$ is also linear and time-invariant, and its transfer function is equal to $G(s)$.

We now let $\Sigma_{\text{shifted}}$ be the interconnection of the system $\Sigma_{\text{shifted}}$ with a negative output feedback with gain equal to $\lambda$. It is straightforward to show that $\Sigma_{\text{shifted}}$ is also an LTI system, and its transfer function is $G(s) = \frac{p(s)}{q(s) + \lambda p(s)}$. By assumption, all poles of the denominator are in the open left-half plane, and the degree of the numerator is bounded by the degree of the denominator. Thus, $\Sigma_{\text{shifted}}$ has a finite $L_2$-gain with respect to the origin, equal to $\kappa = \sup_{s \in \mathbb{R}} |G(j\omega)|$ [10]. We denote the input of the new system by $\bar{u} = \bar{u} - \lambda \bar{y}$.

Let $S(x)$ be the storage function corresponding to $\Sigma_{\text{shifted}}$. We take an arbitrary trajectory $(\bar{u}(t), x(t), \bar{y}(t))$ of $\Sigma$ and consider the corresponding trajectory $(\tilde{u}(t), x(t), \tilde{y}(t))$ for $\Sigma_{\text{shifted}}$, where $\tilde{u}(t) = \bar{u}(t) - \lambda \bar{y}(t)$. As $\Sigma_{\text{shifted}}$ has a finite $L_2$-gain equal to $\kappa$, the following inequality holds:

$$\dot{S}(x) \leq -\tilde{y}(t)^2 + \kappa^2 \bar{u}(t)^2.$$

(17)

We note that $(\tilde{y}(t) + 0.5\bar{u}(t))^2 \geq 0$, so $-\tilde{y}(t)^2 \leq \tilde{u}(t)\tilde{y}(t) + 0.25\tilde{u}(t)^2$. By plugging it into (17), and recalling that $\kappa^2 > 0.25 = \mu$ [by (16)], we conclude that

$$\dot{S}(x) \leq \bar{u} \bar{y} + \mu \bar{u}^2 = (\bar{u} + \lambda \bar{y}) \bar{y} + \mu (\bar{u} + \lambda \bar{y})^2$$

$$= \bar{u} \bar{y} + \lambda \bar{y}^2 + \mu \bar{u}^2 + 2\mu \lambda \bar{u} \bar{y} + \lambda^2 \bar{y}^2$$

$$= (1 + 2\mu \lambda) \bar{u} \bar{y} + \mu \bar{u}^2 + (\lambda + \mu^2) \bar{y}^2$$

$$= (1 + 2\mu \lambda)(\bar{u} \bar{y} - \nu \bar{u}^2 - \rho \bar{y}^2).$$

Choosing the storage function $R(x) = S(x)/(1 + 2\mu \lambda)$, as well as recalling that $\bar{u} = u - u$ and $\bar{y} = y - y$, shows that $\Sigma$ is input–output $(\rho, \nu)$-passive with respect to the input–output steady-state pair $(u, y)$. As the steady-state pair was arbitrary, we conclude $\Sigma$ is EI-IOP(ρ,ν) with the passivity indices as defined in the statement of theorem.

Recall that in Section V, we presented a method of taking an EIPS system and transforming it to another system which is passive with respect to all equilibria. In the following section, we deal with the last ingredient missing for MEIP, namely, maximality of the acquired monotone relation.

**VII. MAXIMALITY OF INPUT–OUTPUT RELATIONS AND THE NETWORK OPTIMIZATION FRAMEWORK**

As we saw, the map $T$ monotonizes the steady-state relation $\lambda$, i.e., the steady-state input–output relation $\lambda$ of the transformed agent $\Sigma$ is monotone. However, it does not guarantee that $\lambda$ is maximally monotone, which is essential for applying Theorem 2. In this section, we explore a possible way to assure that $\lambda$ is maximally monotone, under which we prove a version of Theorem 2 for EIPS systems.

**Definition 9 (Cursive relations):** A set $A \subset \mathbb{R}^2$ is called cursive if there exists a curve $\alpha : \mathbb{R} \to \mathbb{R}^2$, such that the following conditions hold.

1) The set $A$ is the image of $\alpha$.
2) The map $\alpha$ is continuous.
3) $\lim_{t \to \infty} \|\alpha(t)\| = \infty$, where $\|\cdot\|$ is the Euclidean norm.
4) $\{t \in \mathbb{R} : \exists s \neq t, \alpha(s) = \alpha(t)\}$ has measure zero.

A relation $T$ is called cursive if the set $\{(p, q) \in \mathbb{R}^2 : q \in T(p)\}$ is cursive.

Intuitively speaking, a relation is cursive if it can be drawn on a piece of paper without lifting the pen. The third requirement demands that the drawing will be infinite (in both time directions), and the fourth allows the pen to cross its own path, but forbids it from going over the same line twice. This intuition is the reason we call these relations cursive relations.

Under the assumption that the steady-state I/O relation $k$ of $\Sigma$ is cursive [which is usually the case for dynamical systems of the form (1)], we prove the maximality of $\lambda$.

**Theorem 7:** Let $k, \lambda$ be the steady-state I/O relations of the original system $\Sigma$ and the transformed system $\tilde{\Sigma}$ under the transformation $T$, respectively. Suppose $k$ is a cursive relation and $T$ is chosen to monotonize $k$ as in Theorem 4. Then

1) $\lambda$ is a maximally monotone relation;
2) $\tilde{\Sigma}$ is MEIP.

Moreover, if $\lambda$ is a strictly monotone relation, then $\tilde{\Sigma}$ is input-strictly MEIP, and if $\lambda^{-1}$ is a strictly monotone relation, then $\tilde{\Sigma}$ is output-strictly MEIP.

Before proving the theorem, we prove the following lemma.

**Lemma 1:** A cursive monotone relation $T$ must be maximally monotone.

**Proof:** Let $A_T \subset \mathbb{R}^2$ be the set associated with $T$, which is cursive by assumption. Let $\alpha$ be the corresponding curve. If $T$ is not maximal, there is a point $(p_0, q_0) \notin A_T$, so that $T \cup$

3 A curve is a continuous map from a (possibly infinite) interval in $\mathbb{R}$ to $\mathbb{R}^2$. 
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\{(p_0, q_0)\} is a monotone relation. By monotonicity
\[ A_T \subseteq \{(p, q) \in \mathbb{R}^2 \mid p \geq p_0 \text{ and } q \geq q_0\} \text{ or } \{(p, q) \in \mathbb{R}^2 \mid p \leq p_0 \text{ and } q \leq q_0\}, \quad (p, q) \neq (p_0, q_0). \]

The set on the right hand side has two connected components, namely, \{(p, q) : p \geq p_0, q \geq q_0, (p, q) \neq (p_0, q_0)\} and \{(p, q) : p \leq p_0, q \leq q_0, (p, q) \neq (p_0, q_0)\}. Since \( A_T \) is the image of a continuous map \( \alpha \), it is contained in one of these connected components. Suppose, without loss of generality, it can be chosen to contain the curve \( \alpha(t) = (\alpha_1(t), \alpha_2(t)), \) so that both functions \( \alpha_1, \alpha_2 \) are nondecreasing, as \( T \) is monotone. Thus, we must have \( \alpha_1(0) \geq \lim_{t \to -\infty} \alpha_1(t) \geq p_0, \alpha_2(0) \geq \lim_{t \to -\infty} \alpha_2(t) \geq q_0. \) However, these inequalities imply that \( ||\alpha(t)|| = \sqrt{(\alpha_1(t))^2 + (\alpha_2(t))^2} \) remains bounded as \( t \to -\infty. \) This contradicts the assumption that \( T \) was cursive, hence it must be maximally monotone.

We are now ready to prove Theorem 7.

**Proof:** By definition of MEIP and Lemma 1, it is enough to show that if \( T \) is cursive, then so is \( \lambda. \) Let \( A_k \) be the set associated with \( k \), and \( A_T \) be the set associated with \( \lambda. \) Note that \( (\tilde{u}, \tilde{y}) \) is a steady state of \( \Sigma \) if and only if \( (u, y) \) is a steady state of \( \Sigma, \) where the I/O pairs are related by the transformation \( T. \) Thus, \( A_k \) is the image of \( A_k \) under the invertible linear map \( T. \) Since \( k \) is cursive, we have an associated curve \( \alpha : \mathbb{R} \to \mathbb{R}^2 \) plotting \( A_k. \) We define the curve \( \beta(t) = T(\alpha(t)). \) We claim that the curve \( \beta \) proves that \( \lambda \) is cursive. Indeed, it is clear that \( A_k \) is the image of \( \beta. \) Furthermore, \( \beta \) is continuous as a composition of the continuous maps \( T \) and \( \alpha. \) The third property in Definition 9 holds as \( \lim_{t \to -\infty} ||\beta(t)|| = \lim_{t \to -\infty} ||T(\alpha(t))|| = \infty, \) where we note that \( T \) is invertible, hence \( \sigma(T), \) the minimal singular value of \( T, \) is positive. Lastly, the fourth property in Definition 9 holds as \( \beta(t) = \beta(s) \) if and only if \( \alpha(t) = \alpha(s), \) as \( T \) is invertible. Thus, the set \( \{t \mid \exists s \neq t, \beta(t) = \beta(s)\} \) is the same as the one for \( \alpha, \) having measure zero.

Lastly, we need to show that if \( \lambda \) is strictly monotone, then \( \Sigma \) is strictly MEIP. A strictly monotone relation \( \lambda \) is achieved when taking \( \nu' > 0, \nu' \geq 0 \) in Proposition 3, so we conclude that \( \Sigma \) is EI-IOP(0, \( \nu' \)) for some \( \nu' > 0, \) and thus input-strict MEIP as its input-output relation, \( \lambda, \) is maximally monotone. The case in which \( \lambda^{-1} \) is strictly monotone is dealt similarly.

Before moving to the network optimization framework, we wonder how common are cursive relations. Obviously, all stable linear systems have cursive steady-state I/O relations, as their steady-state I/O relations form a line inside \( \mathbb{R}^2. \) As a more general example, we prove the following proposition for a class of input-affine nonlinear systems.

**Proposition 5:** Consider the system \( \Upsilon \) governed by the ODE \( \dot{x} = -f(x) + g(x)u, \ y = h(x) \) for some \( C^1 \) smooth functions \( f, g \) and a continuous function \( h, \) such that \( g > 0. \) Assume that either \( f, g, h \) is strictly monotone ascending, and that either \( \lim_{x \to +\infty} |h(s)| = \infty \) or \( \lim_{x \to +\infty} |f(s)| + |g(s)| = \infty. \) Then the system \( \Upsilon \) has a cursive steady-state I/O relation.

**Proof:** In steady state, we have \( \dot{x} = 0, \) thus we have \( f(x) = g(x)u. \) Moreover, \( y = h(x) \) in steady state. Thus, the steady-state input-output relation can be parameterized as \( (f(\sigma)/g(\sigma), h(\sigma)) \) for the parameter \( \sigma \in \mathbb{R}. \) Consider the curve \( \alpha : \mathbb{R} \to \mathbb{R}^2 \) defined by \( \alpha(\sigma) = (f(\sigma)/g(\sigma), h(\sigma)). \) Then the steady-state relation is the image of \( \alpha, \) which is continuous. The norm of \( \alpha \) is equal to \( \sqrt{(f(\sigma)/g(\sigma))^2 + h(\sigma)^2} \), so the assumption on the limit shows that \( \lim_{\sigma \to \infty} ||\alpha(\sigma)|| = \infty. \) Lastly, by strict monotonicity, the curve \( \alpha \) is one to one. Thus, the steady-state input-output relation is cursive.

**Remark 10:** The strict monotonicity assumption can easily be relaxed – it shows that the curve \( \alpha(t) = (f(t)/g(t), h(t)) \) is one-to-one, and in practical we may have a nonself-intersecting curve, which can behave very wildly in each coordinate. Moreover, nonself-intersecting is a stronger requirement then needed, we only need that the “self-intersecting set” is of measure zero.

As we showed that cursive relations appear for a wide class of systems, we conclude the network optimization framework for EIPS agents by Theorem 2 and Theorem 4.

**Theorem 8:** Consider the diffusively-coupled network \( (\Xi, \Pi, g), \) and suppose the agents \( \Sigma_i \) are EI-IOP(\( \rho_i, \nu_i \)) with cursive steady-state I/O relations \( k_i, \) and that the controllers are MEIP with integral functions \( \Gamma_c. \) Let \( \mathcal{J} = \text{diag}(T_1, T_2, \ldots, T_{|\mathcal{V}|}) \) be a linear transformation, where \( T_i \) is chosen as in Theorem 4, so that \( k_i^{-1} \) is transformed into a strictly monotone relation by applying \( T_i. \) Then the transformed network \( (\Xi, \Pi, g) \) converges, and the steady-state limits \( (\tilde{u}, \tilde{y}, \tilde{z}, \mu) \) are minimizers of the following dual network optimization problems:

\[
\begin{align*}
\text{TOPP} & \quad \min_{\Sigma, \Pi} \Lambda(\tilde{y}) + \Gamma(\tilde{z}) \\
& \quad \text{s.t.} \quad E^\top \tilde{y} = \tilde{z} \\
\text{TOFP} & \quad \min_{\nu, \mu} \Lambda(\tilde{u}) + \Gamma(\tilde{\mu}) \\
& \quad \text{s.t.} \quad \tilde{u} = -E^\top \tilde{\mu}
\end{align*}
\]

where \( \Gamma(\zeta) = \sum_{c \in E} \Gamma_c(\zeta_c), \) \( \Lambda(u) = \sum_{i \in \mathcal{V}} \Lambda_i(u_i), \) and \( \Lambda \) is the integral function associated with the maximally monotone relation \( \lambda, \) obtained by applying \( T_i \) on \( k_i. \)

For the special cases in which the original EI-IOP(\( \rho, \nu \)) agents have integral functions, we can use the discussion succeeding Proposition 4, connecting the original and the transformed integral functions, to prescribe (TOPP) and (TOFP) in terms of (OPP) and (OPF). It is worth noting that (TOPP) and (TOFP) can be viewed as regularized versions of (OPP) and (OPF), where quadratic terms are added both the the agents’ integral functions and their duals. This is a generalization of [39] which prescribed the quadratic correction of (OPP) when the agents are EI-OP(\( \rho \)). The main difference in our approach from the one in [39] is that there, the network optimization framework can always be defined, and convexifying it leads to the passivating transformation. In the case presented here, the simultaneous input- and output shortage of passivity can cause the network optimization framework to be undefined, forbidding us from trying to convexify it. Instead, we resort to monotonizing the steady-state relation, which in turn induces a passivating transformation. This approach can be seen pictorially in Fig. 5. In particular, we conclude by restating the main result of [39] and providing a proof using the methods introduced here.

**Corollary 1:** Let \( (\Xi, \Pi, g) \) be a diffusively-coupled network, and suppose the agents have cursive steady-state I/O relations \( k_i, \) and that the controllers are MEIP with integral function \( \Gamma_c. \) Let \( \mathcal{J} = \text{diag}(T_1, T_2, \ldots, T_{|\mathcal{V}|}) \) be as in Theorem 8.
Fig. 5. Monotonization, passivation and convexification by the transformation $T$. For general output-passive short systems, convexification is equivalent to passivation. For EI-IOP $(\rho, \nu)$ systems, integral functions do not necessarily exist, so monotonization of the steady-state relation is equivalent to passivation.

1) If the agents $\Sigma_i$ are EI-OP$(\rho_i)$, and the relations $k_i^{-1}$ have integral functions $K^*_i$, then we can take $T_i = \begin{bmatrix} \frac{1}{\lambda_i} \end{bmatrix}$ for $\beta_i > -\rho_i$, and the cost function of (TOPP) is $K^*(y) + \Gamma(\xi) + \frac{1}{2}y^T \text{diag}(\beta y)$, where $K^*(y) = \sum_{i \in V} K^*_i(y_i)$. 

ii) If the agents $\Sigma_i$ are EI-IP$(\nu_i)$, and the relations $k_i$ have integral functions $K_i$, then we can take $T_i = \begin{bmatrix} \frac{1}{\lambda_i} \end{bmatrix}$ for any $\beta_i > -\nu_i$, and the cost function of (TOPP) is $K(u) + \Gamma^*(\mu) + \frac{1}{2}u^T \text{diag}(\beta u)$, where $K(u) = \sum_{i \in V} K_i(u_i)$.

Proof: Only prove the first case, as the proof second case is completely analogous. Each agent is EI-OP$(\rho_i)$, so that the associated PQR is $0 \leq \xi_i - \rho_i \chi_i^2$. We take any $\beta_i > -\rho_i$, and look for $T_i$ transforming this PQR into $0 \leq \xi_i - (\rho_i + \beta_i) \chi_i^2$, which implies output-strict MEIP. We build $T_i$ according to Theorem 4, taking $(\xi_1, \chi_1) = (1, 0)$, $(\xi_2, \chi_2) = (\rho_i, 1)$, $(\xi_3, \chi_3) = (1, 0)$, and $(\xi_4, \chi_4) = (\rho_i + \beta_i, 1)$. We note that $(\xi_1 + \xi_2 + \chi_2) = (1 + \rho_i, 1)$ satisfies $\chi_i - \rho_i \chi_i^2 = 1 + \rho_i - \rho_i = 1 \geq 0$, meaning that $(\xi_1 + \chi_2, \chi_2)$ satisfies the first PQR. Similarly, $(\xi_3 + \chi_3, \chi_4)$ satisfies the second PQR. We thus take

$$T_i = \begin{bmatrix} \xi_3 & \xi_4 \\ \chi_3 & \chi_4 \end{bmatrix}^{-1} \begin{bmatrix} \xi_1 & \xi_2 \\ \chi_1 & \chi_2 \end{bmatrix} = \frac{1}{\rho_i + \beta_i} \begin{bmatrix} 1 & 0 \\ \rho_i & 1 \end{bmatrix}^{-1} \begin{bmatrix} \rho_i & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} \frac{1}{\beta_i} & 0 \\ 0 & 1 \end{bmatrix},$$

which proves the first part. As for the second part, Table I implies that the steady-state relation $\Sigma_i$ of the transformed system is given by $\lambda_i^{-1} (y_i) = k_i^{-1} (y_i) + \beta_i y_i$. Integrating this equation with respect to $y_i$ gives that $\Delta_i^*(y_i) = K_i^*(y_i) + \frac{1}{2} \beta_i y_i^2$. Using $K^*(y) = \sum_{i \in V} K_i^*(y_i)$ and $\Delta^*(y) = \sum_{i \in V} \Delta_i^*(y_i)$ gives that $\Delta^*(y) = K^*(y) + \frac{1}{2}y^T \text{diag}(\beta y)$, completing the proof. ■

VIII. CASE STUDIES

This section presents two examples illustrating the theoretical results proposed in this article. The first example deals with a collection of EIPS linear and time-invariant systems, and exemplifies the application of Algorithm 1 on a specific system. The second example describes a network of gradient systems with nonconvex potential functions, exemplifying the results of Section VII.

A. Linear and Time Invariant Systems

Consider a linear time-invariant system $\Sigma$ with a transfer function of the form $G(s) = \frac{a^2 + 2a + 3}{s^2 + 2s + 2}$, where $a, b, c \in \mathbb{R}$ and $c \neq 0$. We consider the case in which $a > 0$, where $a$ is equal to minus the sum of the poles of the system. This case occurs when both poles are stable, or only one pole is stable. Examples of such systems include the oscillations of a ship at sea [54], robot elbow actuators [55, p. 487], and suspended mobile remote cameras, as used in sports events [55, p. 881]. The prior of the three has two stable poles, where the latter two only have one stable pole. If both poles are stable, then the system has a finite $L_2$-gain and can be stabilized using the small-gain theorem [10]. Otherwise, the system does not have a finite $L_2$-gain.

According to Theorem 6, this case, $p(s) = c$ and $q(s) = s^2 + as + b$, so that $\det p = c < 0$ and the degree of $q(s) + \lambda p(s)$ is two. If we choose $\lambda = \frac{0.25a^2 - b}{s^2 + 2s + 2}$, then $q(s) + \lambda p(s) = s^2 + as + 0.25a^2 = (s + 0.5a)^2$, which has a double stable pole at $s = -0.5a$. Moreover, computing $\mu = \sup_{\omega \in \mathbb{R}} \frac{1}{c_1} + \frac{1}{c_2} + \frac{1}{c_3} < 0.25$, we thus, the system $\Sigma$ is EI-OP$(\rho, \nu)$ for $\rho = \frac{1}{\xi_1 + \xi_2}$, and $\nu = -\frac{1}{\xi_1 + \chi_1}$.

As a specific example, consider the linear and time-invariant system $\Sigma$ with the transfer function $G(s) = \frac{0.75}{s^2 + 2s + 5}$, which has a stable pole at $s = -1 - \frac{\sqrt{3}}{2} \approx -2.73$ and an unstable pole at $s = \frac{\sqrt{3}}{2} - 1 \approx 0.73$. We note this system is not finite $L_2$-gain, nor input-passive short, as it has an unstable pole, nor output-passive short, as it has a relative degree of 2 [10]. For this system, we have $\lambda = 4$ and $\mu = 1$, in which turn give $\rho = -\frac{20}{9}$ and $\nu = -\frac{1}{9}$.

We now passivize $\Sigma$ by applying Algorithm 1. We first note that $(\xi_1, \chi_1) = (5, -1)$ and $(\xi_2, \chi_2) = (-4, 1)$ are two noncolinear solutions of $-\nu^2 + \xi - \chi^2 = \frac{1}{2}(4\chi + \xi)\Delta^*(\chi + \xi) = 0$. Choosing $\rho' = 0$, and the corresponding noncolinear solutions $(\xi_3, \chi_3) = (1, 0)$ and $(\xi_4, \chi_4) = (0, 1)$ to the equation $-\rho' \xi^2 + \xi - \nu' \chi^2 = 0$, we compute

$$\alpha_1 = -\rho(\xi_1 + \xi_2)^2 + (\xi_1 + \xi_2)(\chi_1 + \chi_2) - \nu(\chi_1 + \chi_2)^2 = \frac{1}{2} > 0$$

$$\alpha_2 = -\rho(\xi_3 + \chi_4)^2 + (\xi_3 + \chi_4)(\chi_3 + \chi_4) - \nu(\chi_3 + \chi_4)^2 = 1 > 0.$$

Thus, the transformation $T_i$, as defined in (11), passivizes the system $\Sigma$. A simple computation shows that $T_i = \begin{bmatrix} \frac{1}{\xi} \end{bmatrix}$, implying that the transformed input and output are given by $u = u + 4y, y = u + 5y$. If we let $U(s), Y(s), \bar{U}(s), \bar{Y}(s)$ be the Laplace transforms of $u, y, \bar{u}, \bar{y}$, respectively, then the connections $\bar{U}(s) = U(s) + 4Y(s) = (1 + 4G(s))U(s)$ and $\bar{Y}(s) = U(s) + 5Y(s) = (1 + 5G(s))U(s)$ show that the transfer function of the transformed system $\bar{\Sigma}$ is equal to

$$\bar{G}(s) = \frac{\bar{Y}(s)}{\bar{U}(s)} = \frac{s^2 + 2s + 3}{s^2 + 2s + 2}.$$

This transfer function, and therefore $\bar{\Sigma}$, is passive, and is in fact input-strictly passive with index 0.9 and output-strictly passive with parameter $\frac{2}{5}$, as can be verified by the MATLAB command.
“getPassiveIndex.” The fact that \( \Sigma \) is strictly passive follows from our choice of \( \lambda \), which requires all zeros of a certain polynomial to be in the open left-half plane, not allowing any to be on the imaginary axis.

### B. Network of Gradient Systems With Nonconvex Potentials

We consider a class of networked nonlinear gradient systems, described by

\[
\Sigma_i : \dot{x}_i = -\frac{\partial U(x_i)}{\partial x_i} + u_i; \ y_i = x_i, i = 1, \ldots, |\mathcal{V}|
\]

(18)

where the inputs \( u_i \) are given by

\[
u_i = G \sum_{j \in \mathcal{N}_i} (x_j - x_i), i = 1, \ldots, |\mathcal{V}|
\]

(19)

where \( G > 0 \) is the controller gain, \( \mathcal{N}_i \) denotes the neighbors of agent \( i \), and \( U \) is a scalar potential function with \( u_i(\sigma) > 0, \sigma \neq 0, U(0) = 0 \). Such classes of systems are important because of their applications in both biological and multiagent systems, and are inspired from [56]. As discussed in [56], (18) loosely describes the dynamics of a group of bacteria performing chemotaxis (where \( x_i \) is the position of the bacteria) in response to chemical stimuli, such as the concentration of chemicals in their environment, to find food (for example, glucose) by swimming toward the highest concentration of food molecules. Other possible applications include vehicle networks that must efficiently climb gradients to search for a source by measuring its signal strength in a spatially distributed environment. Note that this is a diffusively coupled systems, with agents \( \Sigma_i \) and static gains \( G \) as edge controllers. It’s easy to verify that the static controllers \( \Pi \) are MEIP and that their I/O relation \( \gamma_c \) is a straight line passing through origin in the \((\zeta_c, \mu_c)\) plane.

Let the potential \( U \) be given by \( U(x_i) = r_1 (1 - \cos x_i) + \frac{1}{2} r_2 x_i^2; r_1 > 0, r_2 > 0 \). Thus, \( \frac{\partial U}{\partial x_i} = r_1 \sin x_i + r_2 x_i \) and the Hessian is \( \frac{\partial^2 U}{\partial x_i \partial x_j} = r_1 \cos x_i + r_2 \geq (r_2 - r_1) \). Note that the steady-state I/O relation \( k_i \) of \( \Sigma_i \) is given by the planar curve \( u_i = r_1 \sin \sigma + r_2 \sigma; y_i = \sigma \), parameterized by the variable \( \sigma \). We choose \( r_1 = 2.5, r_2 = 0.1 \) and note that \( \frac{\partial^2 U}{\partial x_i \partial x_j} \geq \rho \sigma \), with \( \rho = (r_2 - r_1) = -2.4 \). Thus, the systems \( \Sigma_i \) are EI-OP(\( \rho \)) for \( \rho = -2.4 \), as mentioned in Proposition 1. The steady-state I/O relation \( k_i \) is cursive but nonmonotone as shown in Fig. 6(a) and the associated integral function \( K_i^* \) does not exist. The inverse relation \( k_i^{-1} \) is also nonmonotone as shown in Fig. 6(b), and the associated integral function \( K_i^{* -1}(y_1) = \frac{1}{2} r_2 y_1^2 - r_1 \cos y_1 \) is nonconvex as shown in Fig. 6(c).

By exploiting above methodology, we passivize network by choosing an I/O transformation \( \mathcal{J} \), such that the conditions in Theorem 8 are satisfied. One of such transformations is given by \( \mathcal{J} = T \otimes I_{|\mathcal{V}|} \) with \( T = [\lambda \ \mu^T] \), which can be found using Theorem 4 (\( \otimes \) represents the Kronecker product). The transformed network \( \{G, \hat{\Sigma}, \Pi\} \), having input \( \hat{u} = u + 2.5 \sigma \) and output \( \hat{y} = y \), has agents that are equilibrium-independent output-strictly passive with passivity index \( \rho = 0.1 > 0 \) (Theorem 4).

The steady-state I/O relation \( \lambda_i \) of each transformed agent \( \Sigma_i \) is given by a planar curve \( \hat{u}_i = r_1 \sin \sigma + (r_1 + r_2) \sigma; \hat{y}_i = \sigma \), parameterized by the variable \( \sigma \), which is maximally monotone as shown in Fig. 7(a), and the associated integral function \( \Lambda_i^* \) is strictly convex as in Fig. 8(a), which we plotted using MATLAB function “cumtrapz.” The inverse relation \( \lambda_i^{-1} \) is also maximally monotone as shown in Fig. 7(b), and the associated integral function \( \Lambda_i^{*-1} \) is strictly convex as shown in Fig. 8(b).

Fig. 6. Steady-state relations and the associated integral function of the EIPS system \( \Sigma_i \). Both \( k_i \) and \( k_i^{-1} \) are cursive but nonmonotone and the dual integral function \( K_i^{* -1} \) is nonconvex. (a) \( k_i \), (b) \( k_i^{-1} \). (c) \( K_i^{* -1} \).
The outputs $y$ of the systems are plotted in Fig. 9 for the above both cases. For the original systems $\Sigma$, there exists a clustering phenomenon as shown in Fig. 9(a), which does not correspond to the minima of the integral function $K^*$ in Fig. 6(c). However, for the transformed systems $\tilde{\Sigma}$, one can observe from Fig. 8 that the minimum of integral functions $\Lambda_*$ and $\Lambda_*$ occurs at the steady state of the transformed system $\tilde{\Sigma}$, that is, $\tilde{u} = 0, \tilde{y} = 0$, as expected.

IX. CONCLUSION

In this article, we consider networks of equilibrium-independent $(\rho, \nu)$-passive systems, and constructed a network optimization framework for their analysis. The first step was considering their steady-state I/O relations, which are not necessarily monotone, and monotonizing them using a linear transformation. This was done by a geometric understanding of the quadratic inequalities satisfied by said steady-state I/O relations. We later showed that this transformation actually passivizes the agents with respect to any equilibrium, culminating in Algorithm 1 for passivation of equilibrium-independent $(\rho, \nu)$-passive systems. We also studied the implementation of these transformations, connecting the original steady-state I/O relation to the transformed one. The last barrier from proving that the transformed agents are MEIP was maximality of the monotonized steady-state relation, which was tackled using the notion of cursive relations. We compared the suggested methods to similar works, and presented case studies demonstrating the constructed framework. Future research might extend this framework to MIMO agents, and will need to extend the geometric understanding of the quadratic inequalities, as well as the notion of cursive relations, to systems of higher dimensions.

APPENDIX A

PROOF OF THEOREM 3

The proof of Theorem 3 is given below.

Proof: Consider a PQI $a\xi^2 + b\chi + c\chi^2 \geq 0$. If $a = c = 0$ and $b \neq 0$, the solution set is either the union of the first and third quadrants, or the union of the second and fourth quadrants (depending whether $b > 0$ or $b < 0$). In particular, it is a symmetric double-cone in both these cases. Thus, we can assume that either $a \neq 0$ or $c \neq 0$. By switching the roles of $\xi$ and $\chi$, we may assume, without loss of generality, that $c \neq 0$. Note that if $(\xi, \chi)$ is a solution of the PQI, and $\lambda \in \mathbb{R}$, then $(\lambda \xi, \lambda \chi)$ is also a solution of the PQI. Thus, it’s enough to show that the intersection of the solution set with the unit circle is a symmetric section. Writing a general point in $S^1$ as $(\cos \theta, \sin \theta)$, the inequality becomes

$$a \cos^2 \theta + b \cos \theta \sin \theta + c \sin^2 \theta \geq 0.$$ (20)

We assume, for a moment, that $\cos \theta \neq 0$, and divide by $\cos^2 \theta$, so that the inequality becomes

$$a + b \tan \theta + c \tan^2 \theta \geq 0.$$ (21)

We denote $t_\pm = -\frac{b \pm \sqrt{b^2 - 4ac}}{2c}$ and consider two possible scenarios.

1) $c < 0$: In that case, equation (21) holds only when $\tan \theta$ is between $t_-$ and $t_+$. As $\tan \theta$ is a monotone ascending function in $(-\pi/2, \pi/2)$ and $(\pi/2, 1.5\pi)$, and tends to infinite values at the limits of said intervals, we conclude that (21) holds only when $\theta$ is inside $I_1 \cup I_2$, where $I_1, I_2$ are the closed intervals which are the image of $[t_-, t_+]$ under $\arctan(x)$ and $\arctan(x) + \pi$, so that $I_2 = I_1 + \pi$. Note that as $c < 0$, any point at which $\cos \theta = 0$ does not satisfy (20). Thus, the intersection of the solution set of the PQI $a\xi^2 + b\chi + c\chi^2 \geq 0$ with $S^1$ is a symmetric section.

2) $c > 0$: In that case, equation (21) holds only when $\tan \theta$ is outside the interval $(t_-, t_+)$. Similarly to the previous case, $\tan \theta \in (t_-, t_+)$ can be written as $B \cup (B + \pi)$, where $B$ is an open section of angle $\pi$. Thus, its complement, which is the intersection of the solution set of the PQI $a\xi^2 + b\chi + c\chi^2 \geq 0$ with $S^1$, is a symmetric section.

Conversely, consider a symmetric double-cone $A$, and let $S = B \cup (B + \pi)$ be the associated symmetric section. Let $C \cup (C + \pi)$ be the complement of $S$ inside $S^1$, where $C$ is an open section. We first claim that $\cos \theta \neq 0$ either on $B$ or on $C$. Indeed, $B \cup C$ is a half-open half-circle, and the only points at which $\cos \theta = 0$ are $\theta = \pm \pi/2$. Thus, $B \cup C$ can only contain one of them. Moreover, $B$ and $C$ are disjoint, so at least one does not include points at which $\cos \theta = 0$. Now, we consider two possible cases.

1) $B$ (hence $S$) contains no points at which $\cos \theta = 0$. Then $\tan \theta$ maps $B$ continuously into some interval $I = [t_-, t_+]$. Thus, $\theta \in S$ if and only if $-\tan \theta \in (t_-)(\tan \theta - t_+)$ \geq 0. Inverting the process from the first part of the proof, the last inequality (which defines $S$) can be written as the intersection of the solution set of some PQI with $S^1$. Thus, $A$ is the solution set of the said PQI. Nontriviality follows from the fact that $t_\pm$ are two distinct solutions to the associated equation.

2) $C$ contains no points at which $\cos \theta = 0$. Then $\tan \theta$ maps $C$ continuously into some interval $I = (t_-, t_+)$. Thus, $\theta \in S$ if and only if $\tan \theta \in (t_-)(\tan \theta - t_+)$ \geq 0. Equivalently, $\theta \in S$ if and only if $\tan \theta \in (t_-)(\tan \theta - t_+) \geq 0$. We can now repeat the argument for the first case to conclude that $A$ is the solution set of a nontrivial PQI.
As for uniqueness, suppose the nontrivial PQIs $a_1 \xi^2 + b_1 \xi + c_1 \eta^2 \geq 0$ and $a_2 \xi^2 + b_2 \xi + c_2 \eta^2 \geq 0$ define the same solution set. Then the equations $a_1 \xi^2 + b_1 \xi + c_1 \eta^2 = 0$ and $a_2 \xi^2 + b_2 \xi + c_2 \eta^2 = 0$ have the same solutions (as the boundary-aries of the solution sets). Assume first that either $a_1 \neq 0$ or that $a_2 \neq 0$. In particular, for $\xi = \tau \chi$, both equations $\chi^2 (a_1 \tau^2 + b_1 \tau + c_1) = 0$ and $\chi^2 (a_2 \tau^2 + b_2 \tau + c_2) = 0$ have the same solutions. Dividing by $\chi^2$ implies both equations have two solutions, $t_+ \neq t_-$, as $b_2^2 - 4a_1c_1 > 0$ and $b_2^2 - 4a_2c_2 > 0$. Thus, we can write

$$a_1 \tau^2 + b_1 \tau + c_1 = a_1 (\tau - t_+)(\tau - t_-)$$

and

$$a_2 \tau^2 + b_2 \tau + c_2 = a_2 (\tau - t_+)(\tau - t_-)$$

implying the original PQIs are the same up to scalar, which must be positive due to the direction of the inequalities.

Otherwise, $a_1 = a_2 = 0$, so we must have $b_1, b_2 \neq 0$, as otherwise $b_2^2 - 4a_1c_1 = 0$ or $b_2^2 - 4a_2c_2 = 0$. Plugging $\chi = 1$, we get that the equations $b_1 \xi + c_1 = 0$ and $b_2 \xi + c_2 = 0$ have the same solutions, implying that $(b_1, c_1)$ and $(b_2, c_2)$ are equal up to a multiplicative scalar. As $a_1 = a_2 = 0$, we conclude the same about the original PQIs. Moreover, the scalar has to be positive due to the direction of the original PQIs. This completes the proof.
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