Abstract

The recently successful Munchausen Reinforcement Learning (M-RL) features implicit Kullback-Leibler (KL) regularization by augmenting the reward function with logarithm of the current stochastic policy. Though significant improvement has been shown with the Boltzmann softmax policy, when the Tsallis sparsemax policy is considered, the augmentation leads to a flat learning curve for almost every problem considered. We show that it is due to the mismatch between the conventional logarithm and the non-logarithmic (generalized) nature of Tsallis entropy. Drawing inspiration from the Tsallis statistics literature, we propose to correct the mismatch of M-RL with the help of $q$-logarithm/exponential functions. The proposed formulation leads to implicit Tsallis KL regularization under the maximum Tsallis entropy framework. We show such formulation of M-RL again achieves superior performance on benchmark problems and sheds light on more general M-RL with various entropic indices $q$.

1 INTRODUCTION

Temporal difference (TD) learning nowadays encompasses a large number of important reinforcement learning (RL) algorithms that attempt to learn the optimal value function by bootstrapping the current estimate [Sutton and Barto, 2018]. Recently proposed modifications on the TD loss often introduce additional information metrics of policies, e.g. Shannon entropy of the current policy for encouraging better exploration of the state-action space [Ziebart, 2010], or Kullback-Leibler (KL) divergence for penalizing deviation from some given baseline policy [Azar et al., 2012; Fox et al., 2016]. Such augmentation trades off optimality bias for benefits such as multimodal optimal policy (Shannon entropy) [Haarnoja et al., 2017] or average of past values (KL) [Vieillard et al., 2020a].

To avoid computing the recursively defined KL regularized optimal policy that could incur large error, Munchausen RL (M-RL) [Vieillard et al., 2020b] proposes to implicitly perform KL regularization by adding logarithm of the current stochastic policy of any kind to the TD loss. Empirically, significant improvement upon Deep Q-Network [Mnih et al., 2015] has been shown by adding the log-softmax-policy, derived as the result of Shannon entropy augmentation. M-RL is an exemplar method of implicit KL regularization: in this setting a new action value function is defined and iterated upon, and the greedy policy with respect to which resembles the true explicitly regularized one [Kozuno et al., 2019].

Motivated by the claim that arbitrary stochastic policy could be used for the Munchausen log-policy augmentation, in many scenarios it is desired to exploit other stochastic but more compact policies assigning probabilities only to a subset of actions. Such policies are more well-suited to problems that require safety or parsimony on action selection: e.g. some actions under certain circumstances must have strictly zero probabilities of being selected. This formulation naturally invites Tsallis sparse entropy [Lee et al., 2018; Chow et al., 2018]. However, when Tsallis sparse policy is used in place of the softmax in the log-policy augmentation, confusing flat learning curves emerge for almost every problem considered, contradicting the general claim. In this paper, we view the problem as a result of the mismatch between the conventional logarithm and the non-logarithmic (generalized) nature of Tsallis entropy [Tsallis, 1988]: the behavior of Tsallis entropy is better described by the deformed $q$-logarithm/exponential functions rather than their standard counterparts [Yamano, 2002].

To correct the mismatch, we propose to use the $q$-log-policy drawing inspiration from the Tsallis statistics literature. Maximum Tsallis entropy framework [Lee et al., 2020] is employed under which we show the Munchausen augmentation leads to implicit Tsallis KL regularization [Furuichi, 2022].
we show that it is because of the mismatch between the
non-logarithmic Tsallis policies and the Munchausen augmentation, again leading to improved performance as the original M-RL did.

The contribution of this paper is mainly theoretical in introducing the Tsallis KL regularization to bridge the gap between the maximum Tsallis entropy framework and implicit KL regularization put forward by M-RL. Related work and background are provided in Section 2 and 3 respectively. Section 4 introduces the proposed method to achieving implicit Tsallis KL regularization. We validate the proposed method by several proof-of-concept experiments on benchmark problems in Section 5 and discuss possible future directions in Section 6.

2 RELATED WORK

Entropy Regularization. Recent successful RL algorithms often feature the use of entropy regularization, which refers to augmenting the reward function with the Shannon entropy of policies as bonus [Ziebart et al., 2010; Haarnoja et al., 2017; 2018], or penalizing deviating from some baseline policy (which is often the previous policy) via KL divergence [Azar et al., 2012; Fox et al., 2016]. It is known that the Shannon entropy augmentation renders the optimal policy stochastic and smoothens the optimization landscape [Ahmed et al., 2019], and KL regularization groups the error by summation, which could lead to asymptotic cancellation of errors if mild assumptions such as the sequence of errors is martingale difference [Azar et al., 2012; Vieillard et al., 2020a]. This result testifies to prior work that empirically averaged action values and showed to substantially improve upon the vanilla Deep Q-Network (DQN) [Anschel et al., 2017; Lan et al., 2020].

However, a KL regularized policy recursively depends on the previous policies which poses a challenge for implementation [Geist et al., 2019]. Exactly computing such recursively defined policy is intractable in practice since prohibitive memory complexity will be incurred by the need of storing all previous policies. On other hand, naively evaluating only one previous policy as a surrogate for the recursive dependence typically results in large greedy step errors and underperformance [Nachum et al., 2017; Vieillard et al., 2020b]. Recently, there is a trend on implicitly performing KL regularization so its properties can be enjoyed without needing to care about its recursive nature [Vieillard et al., 2020b]. In which Munchausen DQN (MDQN) was one of the state-of-the-art method, achieving comparable performance with distributional methods. However, different with the claim that any stochastic policy could be used, MDQN with Tsallis entropy induced policies showed flat learning curves for even very simple control problems. In this paper, we show that it is because of the mismatch between the logarithm and the non-logarithmic Tsallis entropy.

Tsallis Statistics. In the field of statistical mechanics, it is well known that a wide range of phenomena in nature such as chaos or fractals can be successfully described by power-law theories rather than the traditional Gibbs-Boltzmann statistics [Suyari and Tsukada, 2005]. Tsallis entropy has hence been proposed [Tsallis, 1988] and successfully applied to various problems of which power law was of concern. Tsallis entropy can be seen as a generalization of Shannon entropy, described by deformed logarithm and exponential functions [Naudts, 2002; Yamano, 2002].

In RL, the introduction of Tsallis entropy was quite recent, benefited greatly from the sparsity-inducing Tsallis sparse policy [Martins and Astudillo, 2016; Lee et al., 2018; Chow et al., 2018]. It turns out that the Tsallis sparse entropy and Shannon entropy are both special cases of the maximum general Tsallis entropy framework considered in [Lee et al., 2020]. However, maximum Tsallis entropy methods (excluding Shannon entropy) often suffer from various errors: the closed-form sparsemax policy is inherently more sensitive to errors than softmax [Lee et al., 2020], while other entropies do not possess closed-form policy and entail approximation which could incur significant greedy step error. Motivated by the error cancellation effect of KL, we introduce Tsallis KL (relative entropy) regularization into the maximum Tsallis entropy framework [Furuichi et al., 2004; Ohara, 2007] which has not seen published results to the best of the authors’ knowledge.

3 BACKGROUND

3.1 REINFORCEMENT LEARNING

We focus on discrete-time discounted Markov Decision Processes (MDPs) which are expressed by the quintuple \((S, A, P, r, \gamma)\), where \(S\) and \(A\) denote state space and finite action space, respectively. \(P(\cdot|s, a)\) denotes transition probability over the state space given state-action pair \((s, a)\), and \(r(s, a) \in [0, r_{\text{max}}]\) defines the reward associated with that transition. When time step \(t\) is of concern, we write \(r_t := r(s_t, a_t). \gamma \in (0, 1)\) is the discount factor. A policy \(\pi(\cdot|s)\) is a mapping from the state space to distributions over actions. For control purposes, we define the state-action value function following policy \(\pi\) as \(Q_\pi \in \mathbb{R}^{|S| \times |A|}\):

\[
Q_\pi(s, a) = \mathbb{E} \left[ \sum_{t=0}^{\infty} r_t | s_0 = s, a_0 = a \right],
\]

where the expectation is with respect to the policy \(\pi\) and transition probability.

For notational convenience, we define the inner product for any two functions \(F_1, F_2 \in \mathbb{R}^{|S| \times |A|}\) as \(\langle F_1, F_2 \rangle \in \mathbb{R}^{|S|}\). 1 denotes an all-one vector whose dimension should be clear from the context. With the above notations, the Bellman
operator acting upon any function $Q : \mathbb{R}^{|S| \times |A|}$ can be defined as: $T_\gamma Q := r + \gamma P_r Q$, where $P_r Q : \mathbb{R}^{|S| \times |A|} := E_{s' \sim P_r(s,a)}[ar{Q}(s', a')] = P_r(\pi, Q)$, and the definition should be understood as component-wise. Repeatedly applying the Bellman operator renders $Q$ converges to the unique fixed point $Q_\pi$, which also includes the optimal action value function $Q_\pi := Q_\pi$. [Bertsekas and Tsitsiklis [1996]. In this paper we focus on value iteration methods that perform the following loop to obtain the optimal policy:

$$\begin{align*}
\pi_{k+1} &= \arg \max_\pi \langle \pi, Q_k \rangle, \\
Q_{k+1} &= r + \gamma P(\pi_{k+1}, Q_k).
\end{align*}$$

In practice, one often parametrizes $Q$ functions by weight vectors $\theta$ and optimizes the TD loss $Q_\theta - r - \gamma \langle \pi, Q_\theta \rangle$ to obtain the new action value, where $\hat{\theta}$ denotes a fixed target of $\theta$ [Mnih et al. 2015].

### 3.2 ENTROPY REGULARIZATION

Recent RL algorithms often feature the trade-off between faster convergence and optimality bias introduced by information metrics. Specifically, Shannon entropy, KL divergence and Tsallis entropy are among the most employed, respectively defined as $\mathcal{H}(\pi) := -\langle \pi, \ln \pi \rangle$, $D_{KL}(\pi||\tilde{\pi}) := \langle \pi, \ln \pi - \ln \tilde{\pi} \rangle$ and $S_{q}(\pi) := \frac{k}{1-q} - \frac{1}{1-q} < 1$. Let us associate a logarithm with $S_{q}(\pi)$ which corresponds to the Tsallis sparse entropy $S_2(\pi) := \frac{1}{q} \langle \pi, \ln \pi \rangle$ [Lee et al. 2018, Chow et al. 2018]. Let us associate a coefficient $\tau$ to $\mathcal{H}(\pi)$, we can then succinctly write the soft value iteration as:

$$\begin{align*}
\pi_{k+1} &= \arg \max_\pi \langle \pi, Q_k - \tau \ln \pi \rangle, \\
Q_{k+1} &= r + \gamma P(\pi_{k+1}, Q_k - \tau \ln \pi_{k+1}).
\end{align*}$$

It is well known that $\pi_{k+1} = \exp(\tau^{-1}(Q_k - V_k))$, where $V_k = \tau \log(1, -1Q_k)$ is the soft value function [Haarnoja et al. 2017]. If we replace $\mathcal{H}(\pi)$ with $S_2(\pi)$ in Eq. (3), the greedy policy becomes a sparsemax policy: $\pi_{k+1} = \left[\frac{Q_k}{\psi} - \psi\left(\frac{Q_k}{\psi}\right)\right]_+$, where $\left[\cdot\right]_+ = \max\{\cdot, 0\}$, and $\psi$ is the normalization ensuring the policy sums to 1:

$$\psi \left(\frac{Q(s,i)}{\tau}\right) = \frac{\sum_{a \in S(s)} Q(s,a) - 1}{|S(s)|},$$

where $S(s)$ is the set of actions satisfying $1 + i \frac{Q(s,a(i))}{\tau} > \sum_{j \neq i} \frac{Q(s,a(j))}{\tau}$, $a(i)$ indicates the action with $i$th largest action value, $|S(s)|$ denotes the cardinality of $S(s)$. It is hence clear that Tsallis entropy augmentation renders policies sparse by truncating actions $a'$ that have lower values than the normalization $\frac{Q(s,a(i))}{\tau} < \psi \left(\frac{Q(s,a(i))}{\tau}\right)$. This truncation is shown in the bottom of Figure 2. In the rest of the paper, we shall respectively call the Boltzmann softmax and Tsallis sparsemax policy as softmax and sparsemax policy in short. We also term MDQN with sparsemax augmentation as log-sparsemax MDQN.

### 3.3 MUNCHAUSEN RL

The concept of M-RL can be best described by that the authors advocate for "optimizing for the immediate reward augmented by the scaled log-policy of the agent when using any TD scheme" [Viéillard et al. 2020b, p.1]. As a concrete instantiation, M-RL is implemented via Munchausen Deep Q-Netwrok (MDQN):

$$\begin{align*}
\pi_{k+1} &= \arg \max_\pi \langle \pi, Q_k \rangle + \tau H(\pi) \\
Q_{k+1} &= r + \alpha \tau \ln \pi_{k+1} + \gamma P(\pi_{k+1}, Q_k - \tau \ln \pi_{k+1}),
\end{align*}$$

where the blue term comes from that M-RL requires a stochastic policy and hence Shannon entropy augmentation is employed. The red term is the Munchausen log-policy term, with $\alpha$ an additional coefficient.

The evaluation step of Eq. (5) has the following equivalence:

$$Q_{k+1} - \alpha \tau \ln \pi_{k+1} =$$

$$r + \gamma P(\pi_{k+1}, Q_k - \alpha \tau \ln \pi_{k+1} - \alpha \tau \ln \pi_k - (1 - 1) \alpha \tau \ln \pi_{k+1})$$

$$= r + \gamma P(\langle \pi_{k+1}, Q_k - \alpha \tau \ln \pi_k \rangle - \alpha \tau D_{KL}(\pi_{k+1}||\pi_k) + (1 - 1) \tau \mathcal{H}(\pi_{k+1})), \tau$$

(6)

By defining a new action value function $Q'_{k+1} := Q_{k+1} - \alpha \tau \ln \pi_{k+1}$, we see that the augmentation of $\alpha \tau \ln \pi_{k+1}$ led to implicit KL regularization.

### 4 TSALLIS MUNCHAUSEN RL

#### 4.1 LOGARITHM SPARSEMAX POLICY

While MDQN was shown to perform well with Shannon entropy, it exhibits an almost flat learning curve for even simple benchmark problems such as CartPole-v1 in the classic control library [Brockman et al. 2016], as can be seen from Figure 1.

The failure of MDQN in solving the task can be interpreted from two viewpoints: advantage and KL regularization. In the advantage perspective, one may consider the Boltzmann policy encapsulates information of the action gap [Farahmand 2011], since $\pi_{k+1} = \exp(\tau^{-1}(Q_k - V_k))$, and the logarithm can hence be regarded as decapsulating it. When the Tsallis policy is adopted, the logarithm fails to decipher the information contained in the power-law Tsallis entropy.

The KL regularization perspective is intuitive in that the equivalence in Eq. (6) no longer holds with Tsallis entropy.
augmentation $\tau S_2(\pi_{k+1}) = -\tau \langle \pi_{k+1}, (1 - \pi_{k+1}) \rangle$ ($\tau$ absorbs the constant $\frac{1}{2}$). Since no logarithm term appears, it is clear that implicit KL regularization can no longer be performed. It is hence desired that the Tsallis entropy be written in logarithms to match the derivation in Eq. (6):

$$Q_{k+1} = r + \alpha \tau \ln_q \pi_{k+1} + \gamma P \langle \pi_{k+1}, Q_k - \tau \ln_q \pi_{k+1} \rangle,$$

(7)

where $\ln_q \pi_{k+1}$ is the assumed logarithm function capable of representing $(1 - \pi_{k+1})$. There indeed exists such logarithm functions by drawing inspiration from the Tsallis statistics literature, by which we can describe the general Tsallis entropy $S_q(\pi)$ via the deformed $q$-logarithm. We introduce it in the next sub-section.

### 4.2 $q$-LOGARITHM

Tsallis entropy $S_q(\pi)$ has been heavily exploited in statistical physics to describe phenomena that exhibit power-law behavior. To see it is a generalization of Shannon entropy, $S_q(\pi)$ can be defined in terms of the deformed $q$-logarithm as follows:

$$S_q(\pi) = (-\pi^q, \ln_q \pi), \quad \ln_q \pi := \begin{cases} \ln \pi & \text{if } q = 1 \\ \frac{\pi^{1-q} - 1}{1-q} & \text{if } q \neq 1. \end{cases}$$

(8)

$S_q(\pi)$ and $q$-logarithm have the following properties:

- **Convexity.** $S_q(\pi)$ is convex for $q \leq 0$, concave for $q \geq 0$, and is a linear function for $q = 0$.

- **Boundedness.** $0 \leq S_q(\pi) \leq \ln_q |A|$ for all $q$, where $|A|$ denotes the cardinality of the action set.

- **Monotonicity.** $\ln_q \pi$ is monotonically increasing with respect to $\pi$.

- **Pseudo-additivity.** $q$-logarithm satisfies:

$$\ln_q \pi \mu = \ln_q \pi + \ln_q \mu + (1 - q) \ln_q \pi \ln_q \mu.$$  

(9)

Here, convexity ensures the regularization properties analyzed in [Geist et al., 2019; Li et al., 2019] hold. Boundedness allows for derivation of lower- and upper-bounds on the optimal action values [Lee et al., 2018; 2020].

Maximizing the general Tsallis entropy $S_q(\pi)$ in RL has been considered in [Lee et al., 2020]. However, taking one step further, employing general Tsallis KL regularization (Tsallis relative entropy) has never seen published results to the best of authors’ knowledge. Nonetheless, we believe its introduction into RL is necessary for rendering MDQN compatible with Tsallis entropy. Moreover, (generalized) KL divergence is fundamental in the sense that it produces the entropy and the mutual information as special cases [Furuichi et al., 2004].

With the help of $q$-logarithm, one might hope to correct the mismatch in Eq. (7) by modifying the Munchausen term to its $\ln_q$ version, hence retrieve implicit Tsallis KL regularization. However, this point is not straightforward as the result of the pseudo-additivity Eq. (9):

$$\ln_q \frac{\pi_{k+1}}{\pi_k} = \ln_q \pi_{k+1} - \ln_q \pi_k - (1-q) \ln_q \pi_{k+1} \ln_q \frac{1}{\pi_k}.$$

The term $\ln_q \frac{\pi_{k+1}}{\pi_k}$ was crucial in forming the implicit KL regularization in Eq. (6). Unfortunately for $q$-logarithm there is a residual $(q-1) \ln_q \pi_{k+1} \ln_q \frac{1}{\pi_k}$, which destroys the equivalence required. Furthermore, the residual involves both the current policy $\pi_{k+1}$ and the base one $\pi_k$, hence one cannot define a new action value same as $Q_{k+1}$.

Fortunately, by resorting to the $2-q$ duality from the Tsallis statistics literature, we can define Tsallis KL divergence in another way, rendering implicit Tsallis KL regularization possible.

### 4.3 TSALLIS KL REGULARIZATION

Before introducing the solution, we need a few definitions. For any two policies $\pi$ and $\mu$, we define their Tsallis KL divergence as:

$$D_{KL}^q(\pi \| \mu) := -\langle \pi, \ln_q \frac{\mu}{\pi} \rangle,$$

(10)

where it reduces to KL divergence when $q \rightarrow 1$. Examples of KL and Tsallis KL of the frequently used Boltzmann and Gaussian policies are shown in Figure 2. Tsallis KL divergence possesses the following properties similar to that of KL [Furuichi et al., 2004]:

- **Nonnegativity.** $D_{KL}^q(\pi \| \mu) \geq 0$.

- **Convexity.** For $0 \leq \lambda \leq 1$ and $q \geq 0$, consider policies $\pi_i, \mu_i, i = 1, 2$ and their interpolation $\tilde{\pi} = \lambda \pi_1 + (1 - \lambda) \pi_2$. Then $\pi$.
The first step of deriving implicit Tsallis KL regularization have expectation formulation of Tsallis KL [Ohara, 2007] we $q$ properties of Eq. (8) still hold with by replacing the one used in recent RL literature [Lee et al., 2020]. The Eq. (12) defined a dual entropic index of $\langle \pi \rangle_k$ is to rewrite replace the theoretical results [Kozuno et al., 2019, Vieillard et al., 2020] with their $q$-logarithm version.

The first step of deriving implicit Tsallis KL regularization is to rewrite $S_q(\pi_k)$ into a compatible form with the inner product $\langle \pi_k, Q_k - \tau \ln_q \pi_k \rangle_k$, where $q^*\tau$ is some dual entropic index of $q$: since the original definition $S_q(\pi) = \langle -\pi_k \ln_q \pi_k \rangle_k$ has power expectation which does not easily translate to the regularization scheme in Eq. (3). To this end, we adopt the $q^* = 2 - q$ duality [Naudts, 2002] which has the equivalence [Suyari and Tsukada, 2005]:

$$S_q(\pi_k) = \langle -\pi_k \ln_q \pi_k \rangle_k = \langle -\pi_k, \ln_q \pi_k \rangle_k$$

We now show the equivalence of $\langle \pi_k^q, \ln_q \pi_k \rangle_k$ and $\langle \pi_k^q, \ln_q \pi_k \rangle_k$ by exploiting the $2 - q$ duality for the $S_q(\pi)$ [Suyari and Tsukada, 2005 Eq.(12)]:

$$\langle \pi_k^q, \ln_q \pi_k \rangle_k = \langle \pi_k^q, \ln_q \pi_k \rangle_k = \langle \pi_k^q, \frac{\pi_k^q - 1}{q^* - 1} \rangle_k$$

$D_q^k(\pi_k) \leq \lambda D_q^k(\pi_k) + (1 - \lambda) D_q^k(\mu_2)$. The above properties hold for both KL and Tsallis KL divergences, hence we can expect their regularization have similar characteristics. For example, it might be possible to replace the theoretical results [Kozuno et al., 2019, Vieillard et al., 2020] with their $q$-logarithm version.

The second step concerns expressing Tsallis KL divergence by $q^*\tau$-logarithm without the residual term. By the $q^*\tau$-power expectation formulation of Tsallis KL [Ohara, 2007] we have

$$D_q^k(\pi_k \mid \pi_k) := \langle \pi_k^q, \ln_q \pi_k \rangle_k = \langle \pi_k^q, \ln_q \pi_k \rangle_k = \langle \pi_k^q, \frac{\pi_k^q - 1}{q^* - 1} \rangle_k.$$
Algorithm 1: Tsallis Entropy Munchausen DQN

**Input**: total number of steps $T$, update period $I$, interaction period $C$, epsilon-greedy threshold $\epsilon$, entropic index $q^*$, entropy coefficients $\alpha, \tau$;

**Initialize**: Network weights $\theta = \theta$; Replay buffer $B = \{\}$

for $t = 1, 2, \ldots, T$ do

Collect tuple $(s_t, a_t, r_t, s_{t+1})$ in $B$ with $\pi_{q^*, \epsilon}$ if $mod(t, I) = 0$ then

sample a minibatch $B_t \subset B$ compute $Q_{\theta}, \pi_{\theta}$ using target network $\bar{\theta}$ compute $\ln_{q^*} \pi_{\theta} = \frac{q^* - 1}{q^* - 1}$ update $\theta$ with one step of SGD on the loss $L$

end

if $mod(t, C) = 0$ then

update target network $\bar{\theta} \leftarrow \theta$

end

end

\[ \text{Yamano} [2002]: \]

\[ \exp_{q^*} \left( \sum_{j=1}^{k} Q_j \right)^{q^* - 1} = \left( \exp_{q^*} Q_1 \cdots \exp_{q^*} Q_k \right)^{q^* - 1} + \sum_{j=2}^{k} (q^* - 1) \sum_{i_1 < \cdots < i_j} Q_{i_1} \ldots Q_{i_j}, \]

in which the residual term $\sum_{i_1 < \cdots < i_j} Q_{i_1} \ldots Q_{i_j}$ can be regarded as a special case of adaptively weighting the contribution of each $Q_j$ function with the uniform weighting. One can also define the $q^*$-product $\times_{q^*}$ [Suyari and Tsukada [2005], Eq. (29)] so that $\exp_{q^*} Q_1 \times_{q^*} \exp_{q^*} Q_2 = \exp_{q^*}(Q_1 + Q_2)$.

4.5 PRACTICAL IMPLEMENTATION

Given Eq. (14), we detail our proposed algorithm: Tsallis Entropy Munchausen DQN (TEMMDQN) by modifying the TD loss of MDQN. Specifically, we replace every appearance of $\ln \pi_{\theta+1}$ in Eq. (5) by $q^*$-logarithm $\ln_{q^*} \pi_{\theta+1}$, which leads to the following loss function:

\[ L(\theta) := \mathbb{E}_B \left[ r + \alpha \tau \ln_{q^*} \pi_{\bar{\theta}} + \gamma \left( \pi_{\bar{\theta}}, Q_{\bar{\theta}} - \tau \ln_{q^*} \pi_{\bar{\theta}} - Q_{\bar{\theta}} \right)^2 \right], \]

where $\mathbb{E}_B$ denotes empirical expectation w.r.t. the replay buffer $B$. The policy $\pi_{\bar{\theta}}$ is computed from $Q_{\bar{\theta}}$ as introduced in Section 3.2. Note that in this paper we focus on the case $q^* = 2$ which corresponds to the Tsallis sparse policy since it enjoys closed-form policy expression. However, it is straightforward to extend TEMDQN to other entropic indices by employing approximate policy following [Chen et al. 2018, Lee et al. 2020].

The pseudo-code of TEMDQN is listed in Alg. 1 At every step $t$, the environment is explored using the policy $\pi_{q^*, \epsilon}$ to collect a tuple of experience into the buffer $B$, where $\epsilon$ denotes a small value used for $\epsilon$-greedy exploration. Every $C$ steps, the network is updated by running stochastic gradient descent on a randomly sampled batch $B_t$ on the loss function $L$. The target network is updated every $I$ steps. Implementation details such as hyperparameters are provided in Appendix A.

5 EXPERIMENTS

We aim to validate the proposed method on both simple and challenging benchmark problems. Specifically, we show that MDQN can perform significantly poor with Tsallis sparse policy due to the logarithm mismatch, while TEMDQN still achieves superior performance.

Figure 3 shows the comparison between TEMDQN, log-sparsemax MDQN and TsallisDQN on the classic control problems from the OpenAI Gym [Brockman et al. 2016], with implementation details provided in Appendix A. It serves as the basic validation for our claim, from which we see log-sparsemax MDQN failed to solve the tasks, while TEMDQN improved upon TsallisDQN and successfully converged to the optimum.

We also compared TEMDQN and log-sparsemax MDQN in more challenging environments such as the MiniGrid [Chevalier-Boisvert et al. 2018], MinAtar games [Young and Tian 2019]. We are also interested in examining whether TEMDQN can perform favorably with distributional methods by running it on the Atari games [Bellemare et al. 2013]. For reliable and reproducible evaluation, we implement all algorithms based on the Stable-Baselines3 library [Raffin et al. 2021].

5.1 MINIGRID ENVIRONMENTS

We aim to further consolidate the effectiveness of TEMDQN on more challenging tasks such as the MiniGrid environments featuring sparse reward, partial observability, the need for efficient exploration and visual input [Chevalier-Boisvert et al. 2018]. To better illustrate the effectiveness, we choose Empty-16×16 and Dynamic-Obstacles-16×16 which are the biggest environments of their kinds. The agent in Empty starts from a fixed position and attempts to reach the goal given partial observation and negative reward alone the way. In Dynamic-Obstacles, the environment is
Figure 3: Comparison between TEMDQN, log-sparsemax MDQN and TsallisDQN on LunarLander-v2 and Acrobot-v1 with the policy being Tsallis sparsemax. MDQN ln_\pi denotes the TEMDQN augmentation. All algorithms are averaged over 50 independent trials to plot the mean and \pm 1 standard deviation.

Figure 4: Comparison on the selected MiniGrid environments. (Top) TEMDQN, log-sparsemax MDQN and TsallisDQN. (Bottom) TEMDQN, SQL, original MDQN and MoVI.

equipped with randomly moving obstacles and running into them incurs a large penalty. Implementation details are provided in Appendix A.2.

TsallisDQN Comparison. We first compare TEMDQN against TsallisDQN and log-sparsemax MDQN. For statistical significance, all algorithms are averaged over 10 independent trials to plot mean and \pm 1 standard deviation in Figure 4. Consistent with our analysis, it is visible that log-sparsemax MDQN failed to learn meaningful behaviors in Empty-16x16, leading to a flat learning curve, while TEMDQN benefited greatly from the implicitly Tsallis KL regularization and quickly converged to the optimum. TsallisDQN also managed to converge to the optimum, but at a slower rate than TEMDQN.

In Dynamic-Obstacles-16x16, the ln_\pi augmentation again failed to lead MDQN to the goal due to the logarithm mismatch. On the other hand, TsallisDQN converged to a sub-optimum as a result of dynamic obstacles, which resulted in slower convergence and lower final score than TEMDQN.

Figure 5: Comparison of TEMDQN against TsallisDQN and log-sparsemax MDQN on MinAtar environments.

Averaging. One of the most important features of KL regularization is the averaging effect when facing errors. It is hence interesting to inspect whether TEMDQN benefits from the pseudo-averaging effect introduced in Eq. (16). In this subsection we compare TEMDQN against existing state-of-the-art algorithms featuring such averaging effect. Specifically, we compare against:

- Speedy Q-learning (SQL) \cite{azar2011speedy} which reduces the greediness of Q-learning by using two value estimates. It is shown in \cite{vieillard2020momentum} that SQL policy can be expressed as \arg \max_\pi \left\langle \pi, \frac{1}{k} \sum_{j=1}^{k} Q_j - \tau \ln \pi \right\rangle.

- Momentum Value Iteration (MoVI) \cite{vieillard2020momentum} which approximates KL policy without the help of Shannon entropy. MoVI policy is expressed as \arg \max_\pi \left\langle \pi, \frac{1}{k} \sum_{j=1}^{k} Q_j \right\rangle.

- MDQN. We compare with the original MDQN implemented based on soft Q-learning, which achieved significant improvement.

The comparison is shown in the bottom of Figure 4. In Empty, it is surprising to see that TEMDQN reached to the optimum faster than all other algorithms. The slower convergence of MDQN and SQL might be due to the Shannon entropy augmentation assigned probabilities to actions not helpful to reaching the goal. We compare the the values of ln_\pi and ln_\pi for the original MDQN and TEMDQN in Figure 7 in Appendix A.2.
In Dynamic-Obstacles, MDQN and SQL converged faster thanks to both the averaging as well as diversity, which is confirmed by the slightly inferior MoVI deterministic policy. By contrast, TEMDQN achieved a good balance leading to fast convergence in both domains.

5.2 MINATAR GAMES

Atari games are one of the standard challenging benchmark problems for examining modern RL algorithms. In this subsection we aim to show TEMDQN can also effectively learn in such problems. We adopt the MinAtar environments [Young and Tian, 2019] which consist of five Atari games optimized comprehensively e.g. frame-skipping, observation space, etc. TEMDQN is compared against TsallisDQN and log-sparsemax MDQN for $10^7$ frames without frame skip. Experimental details are provided in Appendix A. Results are averaged over 5 seeds.

From Figure 5 it is visible that the trend in previous experiments continue to hold: log-sparsemax MDQN led to flat learning curves for all games due to the mismatch. On the other hand, TEMDQN was capable of improving upon TsallisDQN and log-sparsemax MDQN for $10^7$ frames without frame skip. Experimental details are provided in Appendix A. Results are averaged over 5 seeds.

Specifically, QR-DQN aims to approximate $Z$ by regressing state-action pairs $(s, a)$ to a uniform probability distribution supported by $N$ fixed quantiles $\varphi_i : Z_{\varphi_i}(s,a) := \frac{1}{N} \sum_{j=1}^{N} \delta_{\varphi_j}\{s,a\}$, where $\delta_{\{\cdot\}}$ is a Delta function. The implementations of distributional TEMDQN and log-sparsemax MDQN replace every appearance of $Q$ with $Z$ in Eqs. (5), (14). Implementation details are provided in Appendix A.4.

We allow $3 \times 10^7$ environment steps for training and the results are averaged over three seeds and shown in Figure 6. It is visible that log-sparsemax MDQN has the same trend as in prior experiments of yielding nearly flat learning curves, which is outperformed by TEMDQN by a large margin.

6 DISCUSSION AND CONCLUSION

In this paper we showed that Munchausen RL with log-sparsemax-policy augmentation exhibited significantly poor performance for almost every problem considered, which contradicted the general claim of M-RL that arbitrary stochastic policy could be used. We showed that the poor performance was due to the mismatch between the conventional logarithm and the non-logarithmic (power) nature of Tsallis entropy. Inspired by the Tsallis statistics literature, we reformulated Tsallis entropy and rewrote the M-RL update rule by $q$-logarithm. The resultant algorithm enjoyed implicit Tsallis KL divergence regularization which has never been considered in RL literature. Experiments on various benchmark problems validated the effectiveness of the proposed method.

One interesting future direction is to examine various ways of implicit Tsallis KL regularization by following a similar idea to existing literature such as MoVI, SQL, and compare their empirical performance.
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A EXPERIMENTAL SETTING

Due to their respective characteristics, we exploited three different architectures for running experiments on gym environments, MiniGrid and MinAtar games and Atari games, detailed in Sections A.1, A.2, A.3 and A.4 respectively.

A.1 GYM CLASSIC CONTROL

The Gym classic control environments are an ideal testbed of evaluating the correctness of the proposed method. We select the environments LunarLander-v2 and Acrobot-v1 for comparison which are reasonably complicated and can be solved by fully connected networks. TEMDQN is compared against TsallisDQN (sparsemaxDQN) [Lee et al., 2018] and log-sparsemax MDQN, where $\pi$ is the Tsallis sparsemax policy induced by $S_2(\pi)$. Totally $5 \times 10^5$ steps are allowed for solving both tasks, and we perform 50 independent trials to plot the mean and ±1 standard deviation in Figure 7.

The hyperparameters used for the LunarLander-v2 and Acrobot-v1 are detailed in Table 1. The epsilon threshold is fixed at 0.01 from the beginning of learning. Since the sparsemax policy assigns 0 to some actions, the $\ln \pi$ augmentation might be undefined. To this end, we add a small value $\Delta$ to the policy to prevent ill-defined $\ln \pi$. FC $n$ refers to the fully connected layer with $n$ activation units. To find a performant set of entropy coefficient $\tau$ and Munchausen augmentation coefficient $\alpha$, we performed a grid search over the sets $\tau = \{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2\}$ and $\alpha = \{10^{-3}, 10^{-3}, 0.01, 0.1, 0.5, 0.9\}$. We compared the the values of $\ln \pi$ and $\ln q^* \pi$ for the original MDQN and TEMDQN in Figure 7. It is clear that the magnitude of $\ln q^* \pi$ tends to be larger than MDQN.

Table 1: Parameters used for TEMDQN, log-sparsemax MDQN and TsallisDQN on LunarLander-v2 and Acrobot-v1.

| Parameter                                      | Value     |
|-----------------------------------------------|-----------|
| $T$ (total steps)                             | $5 \times 10^5$ |
| $C$ (interaction period)                      | 4         |
| $|B|$ (buffer size)                            | $5 \times 10^4$ |
| $B_t$ (batch size)                            | 128       |
| $\gamma$ (discount rate)                      | 0.99      |
| $I$ (update period)                           | 2500      |
| $\epsilon$ (epsilon greedy threshold)        | 0.01      |
| $\Delta$ (ill-defined $\ln \pi$ prevention number) | $10^{-8}$ |
| $\tau$ (Tsallis entropy coefficient)          | 10        |
| $\alpha$ (Munchausen coefficient)             | 0.0025    |
| Q-network architecture                        | FC512 - FC512 |
| activation units                              | ReLU      |
| optimizer                                     | Adam      |
| optimizer learning rate                       | $10^{-3}$ |

Figure 7: Comparison between $\ln \pi$ and $\ln q^* \pi$ on MiniGrid environments. TEMDQN log-policy tends to be of larger magnitude than MDQN.

A.2 MINIGRID ENVIRONMENTS

The algorithms performed on the MiniGrid environments took images of the gridworld as input and requires sophisticated network architecture for processing. We follow the architecture in [Flet-Berliac et al., 2021] and show the details in Table 2. To find a performant set of parameters $\tau$ and $\alpha$, we performed a grid search over $\tau = \{2.5 \times 10^{-4}, 2.5 \times 10^{-3}, 0.025, 0.25, 2.5\}$ and $\alpha = \{10^{-5}, 10^{-3}, 10^{-2}, 0.1, 0.5, 0.9\}$. We compared the the values of $\ln \pi$ and $\ln q^{*} \pi$ for the original MDQN and TEMDQN in Figure 7. It is clear that the magnitude of $\ln q^{*} \pi$ tends to be large while MDQN prefers small log-policy, which could be interpreted as TEMDQN prefers larger Tsallis KL regularization effect.

Table 2: Parameters used for the MiniGrid environments.

| Parameter                                      | Value     |
|-----------------------------------------------|-----------|
| $T$ (total steps)                             | $1 \times 10^6$ |
| $C$ (interaction period)                      | 4         |
| $|B|$ (buffer size)                            | $1 \times 10^6$ |
| $B_t$ (batch size)                            | 256       |
| $\gamma$ (discount rate)                      | 0.99      |
| $I$ (update period)                           | 2048      |
| $\epsilon$ (epsilon greedy threshold)        | $1.0 \rightarrow 0.01|_{0.10\%}$ |
| $\Delta$ (ill-defined $\ln \pi$ prevention number) | $10^{-8}$ |
| $\tau$ (Tsallis entropy coefficient)          | 0.25      |
| $\alpha$ (Munchausen coefficient)             | 0.0001    |
| $\beta$ (SQL/MoVI mixture steps)             | $2.5 \times 10^4$ |
| Q-network architecture                        | FC512 - Conv$_{3,3,32}^2$ - Conv$_{3,3,32}^2$ - Conv$_{3,3,32}^2$ - FC |
| activation units                              | ELU       |
| optimizer                                     | Adam      |
| optimizer learning rate                       | $3 \times 10^{-4}$ |

A.3 MINATAR GAMES

For MinAtar games we employed the configuration recommended by Young and Tian [2019]. The hyperparameters are listed in Table 3.

Table 3: Parameters used for the MinAtar games.

| Parameter                                      | Value     |
|-----------------------------------------------|-----------|
| $T$ (total steps)                             | $2 \times 10^6$ |
| $C$ (interaction period)                      | 4         |
| $|B|$ (buffer size)                            | $1 \times 10^5$ |
| $B_t$ (batch size)                            | 128       |
| $\gamma$ (discount rate)                      | 0.99      |
| $I$ (update period)                           | 2048      |
| $\epsilon$ (epsilon greedy threshold)        | $1.0 \rightarrow 0.01|_{0.10\%}$ |
| $\Delta$ (ill-defined $\ln \pi$ prevention number) | $10^{-8}$ |
| $\tau$ (Tsallis entropy coefficient)          | 0.25      |
| $\alpha$ (Munchausen coefficient)             | 0.0001    |
| $\beta$ (SQL/MoVI mixture steps)             | $2.5 \times 10^4$ |
| Q-network architecture                        | FC512 - Conv$_{3,3,32}^2$ - Conv$_{3,3,32}^2$ - Conv$_{3,3,32}^2$ - FC |
| activation units                              | ELU       |
| optimizer                                     | Adam      |
| optimizer learning rate                       | $3 \times 10^{-4}$ |
Table 3: Parameters used for TEMDQN, log-sparsemax MDQN and TsallisDQN on all MinAtar games.

| Parameter                   | Value          |
|-----------------------------|----------------|
| $T$ (total steps)           | $1 \times 10^7$ |
| $C$ (interaction period)    | 1              |
| $|B|$ (buffer size)          | $1 \times 10^5$ |
| $B_t$ (batch size)          | 32             |
| $\gamma$ (discount rate)    | 0.99           |
| $I$ (update period)         | 1000           |
| $\epsilon$ (epsilon greedy threshold) | $1.0 \rightarrow 0.05|_{10\%}$ |
| $\Delta$ (Munchausen number) | $10^{-8}$      |
| $\tau$ (Tsallis entropy coefficient) | 0.025         |
| $\alpha$ (Munchausen coefficient) | 0.01          |
| Q-network architecture      | Conv$_{3,3,16}^4$ - FC128 |
| activation units            | ReLU           |
| optimizer                   | RMSProp        |
| optimizer learning rate      | $2.5 \times 10^{-4}$ |
| (RMSProp) squared momentum   | 0.95           |
| (RMSProp) minimum momentum   | 0.01           |

We compared distributional TEMDQN and log-sparsemax MDQN on Atari games which are more challenging and high dimensional than the optimized MinAtar games. We leveraged the optimized Stable-Baselines3 architecture [Raffin et al., 2021] for best performance. The details can be seen from Table 4. The Q-network uses 3 convolutional layers. The epsilon greedy threshold is initialized at 1.0 and gradually decays to 0.01 at the end of first 10% of learning. To find a performant set of parameters $\tau$ and $\alpha$, we performed a grid search over $\tau = \{2.5 \times 10^{-4}, 2.5 \times 10^{-3}, 0.025, 0.25, 2.5\}$ and $\alpha = \{10^{-3}, 10^{-2}, 0.1, 0.5, 0.9\}$.

A.4 ATARI GAMES

Table 4: Parameters used for distributional TEMDQN and log-sparsemax MDQN on Atari games.

| Parameter                   | Value          |
|-----------------------------|----------------|
| $T$ (total steps)           | $3 \times 10^4$ |
| $C$ (interaction period)    | 4              |
| $|B|$ (buffer size)          | $1 \times 10^6$ |
| $B_t$ (batch size)          | 32             |
| $\gamma$ (discount rate)    | 0.99           |
| $I$ (update period)         | 8000           |
| $\epsilon$ (epsilon greedy threshold) | $1.0 \rightarrow 0.01|_{10\%}$ |
| $\Delta$ (Munchausen number) | $10^{-8}$      |
| $\tau$ (Tsallis entropy coefficient) | 0.025         |
| $\alpha$ (Munchausen coefficient) | 0.001          |
| Q-network architecture      | Conv$_{8,8,32}^4$ - Conv$_{4,4,64}^2$ - Conv$_{3,3,64}^1$ - FC512 - FC | activation units | ReLU |
| optimizer                   | Adam           |
| optimizer learning rate      | $10^{-4}$      |