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\textbf{ABSTRACT}

In this paper, first we prove two refined Bohr-type inequalities associated with area for bounded analytic functions $f(z) = \sum_{n=0}^{\infty} a_n z^n$ in the unit disk. Later, we establish the Bohr-type operator on analytic functions and sections.
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\section{1. Preliminaries and some basic questions}

There has been an intensive research activity on Bohr’s phenomenon, examined first in 1914 by Bohr [1]. The main purpose of this article is to continue the investigation on the classical Bohr inequality in the refined formulation studied recently in [2,3] for the case of analytic functions bounded in the unit disk. See the recent survey articles [4–6] and [7, Chapter 8]. Bohr’s idea naturally extends to functions of several complex variables. The interest in the Bohr phenomena was revived in the 90s due to extensions to holomorphic functions of several complex variables and to more abstract settings. The Bohr radius for analytic functions from the unit disk into special domains (e.g. the punctured unit disk, the exterior of the closed unit disk and concave wedge domains) have been discussed in [8–11]. Ali et al. [12] considered Bohr’s phenomenon for even and odd analytic functions and for alternating series. This study was continued by Kayumov and Ponnusamy [13,14], which in turn settled one of the conjectures, proposed in [12], on Bohr radius for odd analytic functions. In continuation of the investigation on this topic, the authors in [15–17] concerned the Bohr radius for the class of all sense-preserving harmonic mappings and sense-preserving $K$-quasiconformal harmonic mappings. In [18,19], authors demonstrated the classical Bohr inequality using different methods of operators. Several other aspects and generalizations of Bohr’s inequality may be obtained from [13,20–23] and the references therein for some detailed account of work.
on this topic. In particular, after the appearance of the articles by Abu Muhanna et al. [4] and Kayumov and Ponnusamy [14], several investigations and new problems on Bohr’s inequality in the unit disk case have appeared in the literature (cf. [3,24–30]).

1.1. Classical inequality of H. Bohr

Let $\mathcal{A}$ denote that class of analytic functions $f(z) = \sum_{n=0}^{\infty} a_n z^n$ in the unit disk $\mathbb{D} := \{z \in \mathbb{C} : |z| < 1\}$ and $\mathcal{B} = \{f \in \mathcal{A} : |f(z)| \leq 1 \text{ in } \mathbb{D}\}$. For a fixed $z \in \mathbb{D}$, let $\mathcal{F}_z = \{f(z) : f \in \mathcal{A}\}$ and introduce the Bohr operator $B_r(f)$ on $\mathcal{F}_z$, $|z| = r$, by

$$B_r(f) := \sum_{k=0}^{\infty} |a_k|r^k.$$ 

In 1914, a classical result of Bohr [1] states the following:

**Theorem A (Bohr [1]):** If $f \in \mathcal{B}$ and $f(z) = \sum_{k=0}^{\infty} a_k z^k$, then

$$B_r(f) \leq 1 \text{ for all } |z| = r \leq 1/3,$$

and constant $1/3$ cannot be improved.

Bohr actually obtained that the inequality (1) is true only when $r \leq 1/6$. Later Riesz, Schur and Wiener independently established the Bohr inequality (1) for $r \leq 1/3$ and that $1/3$ is the best possible constant which is called the Bohr radius for the space $\mathcal{B}$. Indeed for the function

$$\varphi_a(z) = \frac{a - z}{1 - az}, \quad a \in [0, 1),$$

it follows easily that $B(\varphi_a, r) > 1$ if and only if $r > 1/(1 + 2a)$, which for $a \to 1$ shows that $1/3$ is optimal. Bohr’s and Wiener’s proofs can be found in [1]. Other proofs of Bohr’s inequality may be found from [31,32]. Then it is worth pointing out that there is no extremal function in $\mathcal{B}$ such that the Bohr radius is precisely $1/3$ (cf. [7, Corollary 8.26]).

1.2. The Bohr inequality for bounded analytic functions

In what follows, we let $\|f\|_r^2 = \sum_{n=1}^{\infty} |a_n|^2 r^{2n}$ whenever $f(z) = \sum_{n=1}^{\infty} a_n z^n$ converges for $|z| < 1$ and $r < 1$. Recently, Ponnusamy et al. [30] established the following refined Bohr inequality.

**Theorem B ([30, Theorem 2]):** Suppose that $f \in \mathcal{B}$, $f(z) = \sum_{n=0}^{\infty} a_n z^n$ and $f_0(z) = f(z) - a_0$. Then for $p = 1, 2$, the following sharp inequality holds:

$$|a_0|^p + \sum_{n=1}^{\infty} |a_n|r^n + \left(\frac{1}{1 + |a_0|} + \frac{r}{1 - r}\right)\|f_0\|_r^2 \leq 1 \text{ for } r \leq \frac{1}{1 + (1 + |a_0|)^2 - r^p}.$$ 

Besides these results, there are plenty of works about Bohr’s phenomenon. As a consequence of the development on this topic, the notion of Rogosinski’s inequality
and Rogosinski’s radius was investigated in [33–35]. Furthermore, Kayumov and Ponnusamy [36] introduced and studied the Bohr–Rogosinski inequality and found the Bohr–Rogosinski radius. Based on the initiation of [27], several forms of Bohr-type inequalities for the family $B$ were considered in [29] when the Taylor coefficients of classical Bohr inequality are partly or completely replaced by higher order derivatives of $f$. Let $S_r(f)$ denote the area of the image of the subdisk $|z| < r$ under the mapping $f$ and when there is no confusion, we let for brevity $S_r$ for $S_r(f)$. Let us now recall a couple of recent results for our reference.

**Theorem C ([37]):** Suppose that $f \in B$, $f(z) = \sum_{n=0}^{\infty} a_n z^n$ and $f_0(z) = f(z) - a_0$. Then for $p = 1, 2$, the following sharp inequality holds:

$$|a_0|^p + \sum_{n=1}^{\infty} |a_n|r^n + \left( \frac{1}{1 + |a_0|} + \frac{r}{1 - r} \right) \|f_0\|_r^2$$

$$+ \left( \frac{8}{9} \right)^{3-2p} \frac{S_r}{\pi} \leq 1$$

for $r \leq \frac{1}{2 + (1 - |a_0|)^{p-1}}$.

Refined version of Theorem A, without the third term as in Theorem C were obtained in [2]. See also [2, Remarks 1, 2 and 3] and [2, Theorem 2] for the analog of this theorem with a replacement of the constant term by $|f(z)|^2$.

**Theorem D:** Suppose that $f \in B$, $f(z) = \sum_{n=0}^{\infty} a_n z^n$, and $S_r$ denotes the area of the image of the subdisk $|z| < r$ under the mapping $f$. Then

$$\sum_{k=0}^{\infty} |a_k|r^k + \frac{16}{9} \left( \frac{S_r}{\pi} \right) + \lambda \left( \frac{S_r}{\pi} \right)^2 \leq 1$$

for $r \leq \frac{1}{3}$

where

$$\lambda = \frac{4(486 - 261a - 324a^2 + 2a^3 + 30a^4 + 3a^5)}{81(1 + a)^3(3 - 5a)} = 18.6095 \ldots$$

and $a \approx 0.567284$, is the unique positive root of the equation $\psi(t) = 0$ in the interval $(0, 1)$, where

$$\psi(t) = -405 + 473t + 402t^2 + 38t^3 + 3t^4 + t^5.$$
1.3. The Bohr operator on analytic functions and sections

The notion closely related to the Bohr radius is the Rogosinski radius contained in the following result of Rogosinski [34].

**Theorem E ([34]):** If \( f(z) = \sum_{n=0}^{\infty} a_n z^n \in A \) and \( |f(z)| \leq 1 \) for all \( |z| \leq r \), then for every \( k \in \mathbb{N}_0 = \{0, 1, 2, \ldots\} \) and \( 0 < r \leq 1 \), each section \( s_k(f) := s_k(z; f) = \sum_{n=0}^{k} a_n z^n \) of \( f \) satisfies the inequality

\[
|s_k(f)| \leq 1
\]

for \( |z| \leq r/2 \). The constant \( r/2 \) cannot be improved.

The number \( r/2 \) (stated actually in [34] with \( r = 1 \)) in Theorem E is known as the Rogosinski radius. In [38,39], Aizenberg et al. extended the Rogosinski phenomenon to holomorphic functions of several complex variables. Aizenberg [38] also studied the Rogosinski radius on Hardy spaces and Reinhardt domains. For more recent advances, see, e.g. [1,15,40].

In [25], Bhowmik and Das established the following result: if \( f \prec h \) in \( \mathbb{D} \), then

\[
B_r(f) \leq B_r(h), \quad 0 \leq r \leq \frac{1}{3}. \tag{2}
\]

Later in [15] this inequality has been extended for the family of quasi-subordinations which includes both subordination and majorization. Alternate proof of (2) has been obtained in [24]. More recently, Liu and Ponnusamy refined this result and in particular, they derived the following sharper version of (2):

**Theorem F ([41, Corollary 2]):** Suppose that \( f \prec h \) in \( \mathbb{D} \) and

\[
r_1(x) = \begin{cases} 
\sqrt{1-x} & \text{for } x \in [0, \frac{1}{2}), \\
\frac{1}{2} & \text{for } x = \frac{1}{2}, \\
\frac{1}{1+2x} & \text{for } x \in [\frac{1}{2}, 1].
\end{cases} \tag{3}
\]

Then we have

(a) \( B_r(f) \leq B_r(h) \) for \( r \leq r_1(|f'(0)|/h'(0)) \), when \( h'(0) \neq 0 \).
(b) \( B_r(f) \leq B_r(h) \) for \( r \leq 1/3 \), when \( h'(0) = 0 \).

Moreover, \( r_1(|f'(0)|/h'(0)) \) cannot be improved if \( |f'(0)|/h'(0)| \in [1/2, 1) \cup \{0\} \), and the constant \( 1/3 \) in (b) cannot be improved.

Note that \( r_1(x) \geq 1/3 \) for \( x \in [0, 1] \).

The paper is organized as follows. In Section 2, we present the main results of this paper. In Theorems 2.1 and 2.2, we present an affirmative answer to Problem 1.1. Also, we establish the Bohr-type operator on analytic functions and also on their sections. In Section 3, we state and prove several lemmas which are needed for the proofs of the following theorems. In Sections 4 and 5, we present the proofs of the main results.
2. Main results

Theorem 2.1: Suppose that $f \in B$, $f(z) = \sum_{n=0}^{\infty} a_n z^n$, $f_0(z) = f(z) - a_0$, and $S_r$ denotes the area of the image of the subdisk $|z| < r$ under the mapping $f$. Then

$$A(r) := \sum_{n=0}^{\infty} |a_n| r^n + \left( \frac{1}{1+|a_0|} + \frac{r}{1-r} \right) \|f_0\|^2_r + \frac{8}{9} \left( \frac{S_r}{\pi} \right) + \lambda \left( \frac{S_r}{\pi} \right)^2 \leq 1$$

for $r \leq \frac{1}{3}$

where

$$\lambda = \frac{-2673 + 2502a_* + 2025a_*^2 - 332a_*^3 - 255a_*^4 + 6a_*^5 + 7a_*^6}{162(a_* + 1)^2(5a_* - 3)} \approx 14.796883,$$

and $a_* \approx 0.587459$, is the unique root in $(0,1)$ of the equation $\psi(t) = 0$, where

$$\psi(t) = 2t^6 + 4t^5 + 14t^4 - 40t^3 - 1218t^2 - 1756t + 1458. \quad (4)$$

The equality in the last inequality is achieved for the function $f(z) = \frac{a-z}{1-az}$.

Theorem 2.2: Assume the hypotheses of Theorem 2.1. Then

$$B(r) := |a_0|^2 + \sum_{n=1}^{\infty} |a_n| r^n + \left( \frac{1}{1+|a_0|} + \frac{r}{1-r} \right) \|f_0\|^2_r + \frac{9}{8} \left( \frac{S_r}{\pi} \right) + \mu \left( \frac{S_r}{\pi} \right)^2 \leq 1$$

for $r \leq \frac{1}{3-|a_0|}$, where

$$\mu = \frac{-80919 + 119556a_* - 57591a_*^2 + 11664a_*^3 - 1620a_*^4}{8(a_* + 1)^2(a_* - 3)^3(9a_*^3 - 33a_* + 29a_* - 1)} = 13.966088 \cdots,$$

and $a_* \approx 0.638302$ is the unique root in $(0,1)$ of the equation $\phi(t) = 0$, where

$$\phi(t) = -1296t^8 + 17172t^7 - 154386t^6 + 798660t^5 - 2361960t^4$$

$$+ 4132944t^3 - 4244238t^2 + 2344464t - 524880. \quad (5)$$

The equality in the last inequality is achieved for the function $f(z) = \frac{a-z}{1-az}$.

In the next three theorems, we use the idea of [24] to establish some similar results for derivatives.

Theorem 2.3: Suppose $f \prec h$ in $\mathbb{D}$. Then for each $k$ sections of $f'$ and $h'$, we have the following

1. $|s_k(f')| \leq B_r(s_k(h'))$, for $0 \leq r \leq \frac{1}{2}(1 - \sqrt{\frac{2}{3}})$

2. $B_r(s_k(f')) \leq B_r(s_k(h'))$ for $0 \leq r \leq \frac{1}{3}(1 - \sqrt{\frac{2}{3}})$.

Theorem 2.4: Suppose $h$ is analytic in $\mathbb{D}$. If $0 \leq r \leq 1 - \sqrt{\frac{2}{3}}$, then

$$B_r((h \circ \varphi)' \leq B_r(h')$$

for every Schwarz function $\varphi$. 
Theorem 2.5: Suppose the analytic functions $f, g$ and $h$ satisfy $f(z) = g(z)h(\phi(z))$, $z \in \mathbb{D}$, for some Schwarz function $\phi$. Further suppose that $|g(z)| \leq b$ for $|z| < 1$. Then

$$B_r(f') \leq b \left( 2B_r(h) + B_r(h') \right)$$

holds for $|z| = r \leq r_2$, where $r_2 = 1 - \sqrt{\frac{2}{3}}$.

3. Key lemmas and their proofs

In order to establish our main results, we need the following lemmas.

Lemma 3.1 ([37]): Suppose that $f \in \mathcal{B}$ and $f(z) = \sum_{n=0}^{\infty} a_n z^n$. Then for any $N \in \mathbb{N}$, the following inequality holds:

$$\sum_{n=N}^{\infty} |a_n| r^n + \text{sgn}(t) \sum_{n=1}^{t} |a_n|^2 \frac{r^n}{1-r} + \left( \frac{1}{1+|a_0|} \right) \sum_{n=t+1}^{\infty} |a_n|^2 r^{2n} \leq (1 - |a_0|^2) \frac{r^N}{1-r}$$

for $r \in [0, 1)$, where $t = [(N - 1)/2]$.

Lemma 3.2 ([36, Lemma 1]): Suppose that $f \in \mathcal{B}, f(z) = \sum_{n=0}^{\infty} a_n z^n$, and $S_r$ denotes the area of the image of the subdisk $|z| < r$ under the mapping $f$. Then the following sharp inequality holds:

$$\frac{S_r(f)}{\pi} := \sum_{n=1}^{\infty} n |a_n|^2 r^{2n} \leq r^2 \frac{(1 - |a_0|^2)^2}{(1 - |a_0|^2 r^2)^2}$$

for $0 < r \leq 1/\sqrt{2}$.

In [42], Bhowmik et al. established the Bohr phenomenon for the derivative of an analytic self map $\phi$ of $\mathbb{D}$, where $\phi(0) = 0$. The next result is stated with radius dependence on the initial coefficient of $\phi$ and the proof is on the lines of the proof of [42].

Lemma 3.3: Let $\phi \in \mathcal{B}$ such that $\phi(0) = 0$, i.e. $\phi$ is a Schwarz function. Then

$$B_r(\phi') \leq 1 \quad \text{for } |z| = r \leq r_0(|\phi'(0)|), \quad r_0(x) = 1 - \sqrt{\frac{1+x}{2+x}}$$

Here $r_0(x) \geq r_0(1) = 1 - \sqrt{\frac{2}{3}}$ for all $x \in [0, 1]$ and the number $r_0(1)$ is optimal.

Proof: We may write $\phi(z) = z\omega(z)$, where $\omega$ is an analytic self map of $\mathbb{D}$ with $\omega(0) = \phi'(0)$. Let $\omega(z) = \sum_{n=0}^{\infty} w_n z^n$. Then $|w_n| \leq 1 - |w_0|^2$ for $n \geq 1$ and $\phi'(z) = z\omega'(z) + \omega(z)$ so that

$$B_r(\phi') = |w_0| + \sum_{n=1}^{\infty} (n+1)|w_n|r^n$$
\[
\leq |w_0| + (1 - |w_0|^2) \left[ \frac{1}{(1 - r)^2} - 1 \right]
= 1 - (1 - |w_0|^2) \left[ \frac{2 + |w_0|}{1 + |w_0|} - \frac{1}{(1 - r)^2} \right],
\]
which is less than or equal to 1 provided \( r \leq r_0(|w_0|) = r_0(|\varphi'(0)|) \). It is a simple exercise to see that for \( \zeta(z) = z(\frac{z-a}{1-az}) \), \( 0 \leq a < 1 \), we have

\[
B_r(\zeta') = a + (1 - a^2) \frac{2r - ar^2}{(1 - ar)^2} > 1 \quad \text{whenever } r > \frac{1}{a} \left[ 1 - \sqrt{\frac{1 + a}{1 + 2a}} \right].
\]

Allowing \( a \to 1 \), we see that \( r_0(1) = 1 - \sqrt{\frac{2}{3}} \) is optimal. \( \blacksquare \)

**Remark 3.1:** The function \( r_0(x) (x \in [0,1)) \) is strictly decreasing from \( 1 - \sqrt{\frac{1}{2}} \) to \( 1 - \sqrt{\frac{2}{3}} \).

**Lemma 3.4:** If \( \varphi \) is a Schwarz function, then \( B_r(\varphi(z)) \leq |z| \) for \( |z| = r \leq r_1(|\varphi'(0)|) \), where \( r_1(x) \) is defined by (3) and \( r_1(|\varphi'(0)|) \) cannot be improved if \( |\varphi'(0)| \in [1/2, 1) \cup \{0\} \).

**Proof:** We may write \( \varphi(z) = z\omega(z) \), where \( \omega \in B \) and \( \omega(0) = \varphi'(0) \). According to [41, Theorem 1],

\[
B_r(\omega) \leq 1 \quad \text{for } |z| \leq r_1(|\omega(0)|) = r_1(|\varphi'(0)|),
\]
and \( r_1(x) \) is as in the statement. This implies that

\[
B_r(\varphi(z)) \leq B_r(\omega(z))B_r(z) \leq |z|
\]
for \( |z| \leq r_1(|\omega(0)|) = r_1(|\varphi'(0)|) \). Note that \( |\varphi'(0)| \in [0,1] \) and the function \( r_1(x) (x \in [0,1)) \) is strictly decreasing from \( 1/\sqrt{2} \) to \( 1/3 \). The sharpness part follows as in [41, Theorem 1]. \( \blacksquare \)

Clearly, Lemma 3.4 refines [24, Lemma 1].

**Lemma 3.5:** Let \( \varphi \) be a Schwarz function, \( j \in \mathbb{N} \), \( r_0(x) \) and \( r_1(x) \) be as in Lemma 3.3 and (3), respectively. Then the following inequalities hold:

\[
\sup_{|z| \leq r} \left| s_k \left( \varphi'(z)\varphi^j(z) \right) \right| \leq |z|^j \quad \text{for } r \leq \frac{1}{2} r_0(|\varphi'(0)|) \quad (6)
\]
and

\[
B_r \left( s_k \left( \varphi'(z)\varphi^j(z) \right) \right) \leq |z|^j \quad \text{for } r \leq r_0(|\varphi'(0)|)r_1(|\varphi'(0)|^j). \quad (7)
\]
Proof: First we remark once again that \( r_0(|\varphi'(0)|) \geq r_0(1) = 1 - \sqrt{\frac{7}{3}} \) and \( r_1(|\varphi'(0)|) \geq r_1(1) = 1/3). Next, we observe (by Lemma 3.3) that

\[
|\varphi'(|\varphi/z)| = |\varphi'| |\varphi/z| \leq B_r (\varphi') |\varphi/z| \leq |\varphi/z| \leq 1
\]

for \(|z| = r \leq r_0(|\varphi'(0)|)). According to Theorem E, we obtain (6). Again

\[
B_r (\varphi'(|\varphi/z|) \leq B_r (\varphi') B_r ((\varphi/z)) \leq B_r ((\varphi/z)) \quad \text{for } 0 \leq r \leq r_0(|\varphi'(0)|).
\]

which in turn implies (cf. [41, Theorem 1]) that

\[
B_r (\varphi'(|\varphi/z|)) \leq 1 \quad \text{for } 0 \leq r \leq r_0(|\varphi'(0)|)r_1(|\varphi'(0)|).
\]

As \( B_r(s_k(\varphi'(|\varphi/z|)) \leq B_r(\varphi'(|\varphi/z|)), \) the desired conclusion follows from the last inequality.

Lemma 3.6: There is a unique root \( a_* \approx 0.587459 \) in \((0, 1)\) of the equation \( \psi(a) = 0 \), where \( \psi \) is given by (4).

Proof: Firstly, we begin by a direct computation that \( \psi(0) = 1458 > 0 \) and \( \psi(1) = -1536 < 0 \). Also,

\[
\begin{align*}
\psi'(a) &= 12a^5 + 20a^4 + 56a^3 - 120a^2 - 2436a - 1756, \\
\psi''(a) &= 60a^4 + 80a^3 + 168a^2 - 240a - 2436, \\
\psi^{(3)}(a) &= 240a^3 + 240a^2 + 336a - 240, \\
\psi^{(4)}(a) &= 720a^2 + 480a + 336.
\end{align*}
\]

Since the discriminant of the equation \( \psi^{(4)}(a) = 0 \) is less than 0 and \( \psi^{(4)}(0) = 336 > 0 \), we obtain that \( \psi^{(4)}(a) > 0 \) for \( 0 \leq a \leq 1 \). This implies that \( \varphi^{(3)}(a) \) is an increasing function of \( a \) in \([0, 1]\). We note that

\[
\psi^{(3)}(0) = -240 < 0 \quad \text{and} \quad \psi^{(3)}(1) = 576 > 0,
\]

and therefore, we obtain that \( \psi^{(3)}(a) = 0 \) has a unique zero \( a_1 \in (0, 1) \). Thus we find that \( \psi^{(3)}(a) < 0 \) for \( 0 < a < a_1 \) and \( \psi^{(3)}(a) > 0 \) for \( a_1 < a < 1 \). Therefore \( \psi^{(3)}(a) \) is a decreasing function of \( a \in [0, a_1] \) and is an increasing function of \( a \in (a_1, 1] \). Since

\[
\psi''(0) = -2436 < 0 \quad \text{and} \quad \psi''(1) = -2368 < 0,
\]

we obtain that \( \psi''(a) < 0 \) for \( a \in [0, 1] \), which shows that \( \psi'(a) \) is decreasing in \([0, 1]\) so that

\[
\psi'(a) \leq \psi'(0) = -1756 < 0 \quad \text{for } a \in [0, 1].
\]

We conclude that \( \psi(a) \) is a decreasing function of \( a \) in \([0, 1]\), with \( \psi(0) = 1458 > 0 \) and \( \psi(1) = -1536 < 0 \) which yields that the equation \( \psi(a) = 0 \) has a unique positive root in \((0, 1)\). Through the calculation of Mathematica or Maple, we obtain that the root is \( a^* \approx 0.587459 \).
Lemma 3.7: There is a unique root $a_{**} \approx 0.638302$ in $(0, 1)$ of the equation $\phi(a) = 0$, where $\phi$ is given by (5).

Proof: Firstly we observe that $\phi(0) = -524880 < 0$ and $\phi(1) = 6480 > 0$. By differentiating $\phi(a)$, we easily obtain

\[
\phi'(a) = -10368a^7 + 120204a^6 - 926316a^5 + 3993300a^4 - 9447840a^3 + 12398832a^2 - 8488476a + 23446464,
\]

\[
\phi''(a) = -72576a^6 + 721224a^5 - 4631580a^4 + 15973200a^3 - 28343520a^2 + 24797664a - 8488476,
\]

\[
\phi^{(3)}(a) = -435456a^5 + 3606120a^4 - 18526320a^3 + 47919600a^2 - 56687040a + 24797664,
\]

\[
\phi^{(4)}(a) = -2177280a^4 + 14424480a^3 - 55578960a^2 + 95839200a - 56687040,
\]

\[
\phi^{(5)}(a) = -8709120a^3 + 43273440a^2 - 111157920a + 95839200,
\]

\[
\phi^{(6)}(a) = -26127360a^2 + 86546880a - 111157920.
\]

Since the discriminant of the equation $\phi^{(6)}(a) = 0$ is less than 0 and the coefficient of $a^2$ in $\phi^{(6)}(a)$ is negative, we obtain that $\phi^{(6)}(a) < 0$ for $a \in [0, 1]$. Thus $\phi^{(5)}(a)$ is a decreasing function of $a$ for $a \in [0, 1]$, and therefore,

\[
\phi^{(5)}(a) \geq \phi^{(5)}(1) = 19245600 > 0 \quad \text{for } a \in [0, 1],
\]

showing that $\phi^{(4)}(a)$ is increasing in $[0, 1]$ so that

\[
\phi^{(4)}(a) \leq \phi^{(4)}(1) = -4179600 < 0 \quad \text{for } a \in [0, 1].
\]

This implies that $\phi^{(3)}(a)$ is a decreasing function of $a$ for $a \in [0, 1]$, so that

\[
\phi^{(3)}(a) \geq \phi^{(3)}(1) = 674568 > 0 \quad \text{for } a \in [0, 1].
\]

We conclude that $\phi''(a)$ is an increasing function of $a$ in $[0, 1]$ and therefore,

\[
\phi''(a) \leq \phi''(1) = -44064 < 0 \quad \text{for } a \in [0, 1],
\]

which shows that $\phi'(a)$ is decreasing in the interval $[0, 1]$. As $\phi'(0) > 0$ and $\phi'(1) = -16200 < 0$, there exists a unique $a_4 \in (0, 1)$ (in fact $a_4 \approx 0.853918$) such that $\phi'(a) > 0$ when $0 < a < a_4$, and $\phi'(a) < 0$ when $a_4 < a < 1$. Thus $\phi(a)$ is an increasing function of $a \in (0, a_4)$ and is a decreasing function of $a \in (a_4, 1)$ with $\phi(0) < 0$ and $\phi(1) = 6480 > 0$. Thus the equation $\phi(a) = 0$ has a unique positive root $a_{**}$ in $(0, 1)$. We find that $a_{**} \approx 0.638302$ as desired. ■
4. Bohr-type inequalities for bounded analytic functions

4.1. Proof of Theorem 2.1

Let $|a_0| = a \in (0, 1)$. By Lemma 3.1 with $N = 1$, and Lemma 3.2, we have

$$A(r) \leq a + \frac{(1 - a^2) r}{1 - r} + \frac{8 (1 - a^2)^2 r^2}{9 (1 - a^2 r^2)} + \frac{\lambda (1 - a^2)^4 r^4}{(1 - a^2 r^2)^2} := A_1(r)$$

Since $A_1(r)$ is an increasing function of $r$, we have for $r \leq 1/3$,

$$A(r) \leq A_1 \left( \frac{1}{3} \right) = a + \frac{1 - a^2}{2} + \frac{8 (1 - a^2)^2}{(9 - a^2)^2} + 81 \lambda \frac{(1 - a^2)^4}{(9 - a^2)^4} A_2(a),$$

where

$$A_2(a) = 5265 + 2673a - 1251a^2 - 675a^3 + 83a^4 + 51a^5 - a^6 - a^7 + 162 \lambda (-1 - 3a - 2a^2 + 2a^3 + 3a^4 + a^5),$$

$$= 5265 + 2673a - 1251a^2 - 675a^3 + 83a^4 + 51a^5 - a^6 - a^7 - 162 \lambda (1 - a^2)(1 + a)^3.$$

Next, we will verify that the function $A_2(a)$ has exactly one stationary point $a_* = 0.587459 \cdots$ in $[0, 1]$, which is the unique root in $[0, 1]$ of the equation $A_2(a) = 0$. We remark that $A'_2(a) = 0$ is equivalent to

$$162 \lambda (a + 1)^3 (5a - 3) = -2673 + 2502a + 2025a^2 - 332a^3 - 255a^4 + 6a^5 + 7a^6,$$

from which we obtain the value of $\lambda$ mentioned in the statement of the theorem.

In fact, through the calculation of Mathematica or Maple, we obtain that the number $a_* \approx 0.587459$ is the unique root in $(0, 1)$ of the equation $A'_2(a) = 0$, where

$$A'_2(a) = 2673 - 2502a - 2025a^2 + 332a^3 + 255a^4 - 6a^5 - 7a^6 + 162 \times 14.796883(a + 1)^3 (5a - 3).$$

(In fact, the equation $A'_2(a) = 0$ has six real roots, and the other five roots are out of the interval $[0, 1]$.)

Now we plug the value of $\lambda$ into the expression for $A_2(a_*)$. This gives

$$A_2(a_*) = \frac{1}{5a_* - 3} \cdot (a_* + 3)(a_* - 3) \psi(a_*),$$

where $\psi(a)$ is given by (4). By Lemma 3.6, we know that $a_*$ is the unique root in $(0, 1)$ of the equation $\psi(a) = 0$. Thus $A_2(a_*) = 0$ and $A'_2(a_*) = 0$. Besides this observation, we have $A_2(0) \approx 2867.904954 > 0$ and $A_2(1) = 6144 > 0$. Consequently, $A_2(a) \geq 0$ in the interval $(0, 1)$, which proves that $A(r) \leq 1$ for $r \leq 1/3$. 

Finally, to prove that the constant $\lambda$ is sharp, we consider the function $f$ given by
\[ f(z) = \frac{a - z}{1 - az} = a - (1 - a^2) \sum_{n=1}^{\infty} a^{n-1} z^n, \quad z \in \mathbb{D}, \tag{8} \]
where $a \in (0, 1)$.

For this function, straightforward calculations show that
\[
A_{\lambda_1}(r) := \sum_{n=0}^{\infty} |a_n| r^n + \left( \frac{1}{1 + |a_0|} + \frac{r}{1 - r} \right) \sum_{n=1}^{\infty} |a_n|^2 r^{2n} + \frac{8}{9} \left( \frac{Sr}{\pi} \right) + \lambda_1 \left( \frac{Sr}{\pi} \right)^2
\]
\[
= a + \frac{(1 - a^2) r}{1 - ar} + \frac{1 + ar}{(1 + a)(1 - r)} \frac{(1 - a^2)^2 r^2}{1 - a^2 r^2}
\]
\[
+ \frac{8(1 - a^2)^2 r^2}{9(1 - a^2 r^2)^2} + \lambda_1 \frac{(1 - a^2)^4 r^4}{(1 - a^2 r^2)^4}
\]
\[
= a + \frac{(1 - a^2) r}{1 - r} + \frac{8(1 - a^2)^2 r^2}{9(1 - a^2 r^2)^2} + \lambda_1 \frac{(1 - a^2)^4 r^4}{(1 - a^2 r^2)^4}.
\]

For $r = 1/3$, the last expression becomes
\[
A_{\lambda_1}(1/3) = a + \frac{1 - a^2}{2} + \frac{8(1 - a^2)^2}{9(9 - a^2)^2} + 81\lambda \frac{(1 - a^2)^4}{(9 - a^2)^4} + 81(\lambda_1 - \lambda) \frac{(1 - a^2)^4}{(9 - a^2)^4}.
\]
Choose $a$ as the unique root $a_*$ in $(0, 1)$ of the equation $\psi(a) = 0$. As a consequence, we see that
\[
A_{\lambda_1}(1/3) = 1 + 81(\lambda_1 - \lambda) \frac{(1 - a^2)^4}{(9 - a^2)^4}
\]
which is bigger than 1 in case $\lambda_1 > \lambda$. This proves the sharpness assertion and the proof of Theorem 2.1 is complete.

4.2. **Proof of Theorem 2.2**

Let $|a_0| = a \in (0, 1)$. By Lemma 3.1 with $N = 1$, and Lemma 3.2, we have
\[
B(r) \leq a^2 + \frac{(1 - a^2) r}{1 - r} + \frac{9(1 - a^2)^2 r^2}{8(1 - a^2 r^2)^2} + \frac{\mu(1 - a^2)^4 r^4}{(1 - a^2 r^2)^4} := B_1(r).
\]
Since $B_1(r)$ is an increasing function of $r$, we have for $r \leq 1/(3 - a)$ that
\[
B(r) \leq B_1\left(\frac{1}{3 - a}\right) = a^2 + \frac{1 - a^2}{2 - a} + \frac{(3 - a)(1 - a^2)^2}{8(3 - 2a)^2} + \frac{\mu(3 - a)^4(1 - a^2)^4}{81(3 - 2a)^4}
\]
\[
= 1 - \frac{(1 + a)(1 - a)^3}{648(2 - a)(3 - 2a)^4} B_2(a),
\]
where
\[ B_2(a) = 39366 - 80919a + 59778a^2 - 19197a^3 + 2916a^4 - 324a^5 \]
\[ - 8\mu (162 + 27a - 378a^2 + 30a^3 + 290a^4 - 108a^5 - 62a^6 + 50a^7 - 12a^8 + a^9). \]

Following the idea of the proof of Theorem 2.1, we show that the function \( B_2(a) \) has exactly one stationary point \( a_{**} = 0.638302 \ldots \) in \([0, 1]\), which is the unique root in \([0, 1]\) of the equation \( B_2(a) = 0 \).

In fact, through the calculation of Mathematica or Maple, we obtain that the number \( a_{**} = 0.638302 \ldots \) is the unique root in \((0, 1)\) of the equation \( B'_2(a) = 0 \), where
\[ B'_2(a) = -80919 + 119556a - 57591a^2 + 11664a^3 - 1620a^4 \]
\[ - 8 \times 13.966088(a + 1)^2(a - 3)^3(9a^3 - 33a^2 + 29a - 1). \]

(In fact, the equation \( B'_2(a) = 0 \) has eight real roots, and the other seven roots are out of the interval \([0, 1]\).

Now we plug the value of \( \mu \) defined in the statement of the theorem into the expression for \( B_2(a_{**}) \). This gives
\[ B_2(a_{**}) = \frac{1}{9a_{**}^3 - 33a_{**}^2 + 29a_{**} - 1} \phi(a_{**}). \]

By Lemma 3.7, we know that \( a_{**} \) is the unique root in \((0, 1)\) of the equation \( \phi(a) = 0 \). Thus, \( B_2(a_{**}) = 0 \) and \( B'_2(a_{**}) = 0 \), by the choice of the value of \( \mu \). Besides this observation, we have \( B_2(0) \approx 21265.989952 > 0 \) and \( B_2(1) = 1620 > 0 \). Consequently, \( B_2(a) \geq 0 \) in the interval \((0, 1)\), which proves that \( B(r) \leq 1 \) for \( r \leq 1/(3 - a) \).

To prove that the constant \( \mu \) is sharp, we consider the function \( f \) given by \((8)\) and compute for this function the value of \( B_{\mu_1}(r) \), which is obtained from \( B(r) \) by replacing \( \mu \) by \( \mu_1 \). Indeed, straightforward calculations as before show that
\[ B_{\mu_1}(r) = a^2 + \frac{(1 - a^2)r}{1 - r} + \frac{9}{8} \frac{(1 - a^2)^2 r^2}{(1 - a^2 r)^2} + \mu_1 \frac{(1 - a^2)^4 r^4}{(1 - a^2 r)^4}. \]

For \( r = 1/(3 - a) \), we have
\[ B_{\mu_1}\left(\frac{1}{3 - a}\right) = a^2 + \frac{1 - a^2}{2 - a} + \frac{(3 - a)^2 (1 - a)^2}{8(3 - 2a)^2} + \frac{\mu_1 (3 - a)^4 (1 - a)^2}{81 (3 - 2a)^4} \]
\[ + \frac{1}{81} (\mu_1 - \mu) \frac{(3 - a)^4 (1 - a^2)^4}{(3 - 2a)^4}. \]

Choose \( a \) as the unique root \( a_{**} \) in \((0, 1)\) of the equation \( \phi(a) = 0 \). As a consequence, we find that
\[ B_{\mu_1}(1/(3 - a)) = 1 + \frac{1}{81} (\mu_1 - \mu) \frac{(3 - a)^4 (1 - a^2)^4}{(3 - 2a)^4} \]
which is bigger than 1 in case \( \mu_1 > \mu \). Thus the proof of Theorem 2.2 is complete.
5. The Bohr-type operator on classes of subordination

5.1. Proof of Theorem 2.3

Given \( f \prec h \). Then \( f(z) = h(\varphi(z)) \) for some Schwarz function \( \varphi \). We may let \( h(z) = \sum_{n=0}^{\infty} b_n z^n \). It follows that

\[
f'(z) = \varphi'(z) h'(\varphi(z)) = \sum_{n=1}^{\infty} n b_n \varphi^{n-1}(z) \varphi'(z) \quad \text{and} \quad s_k f' = \sum_{n=1}^{k+1} n b_n s_k \left( \varphi^{n-1}(z) \varphi'(z) \right).
\]

Now by (6), we find that

\[
|s_k f'| \leq \sum_{n=1}^{k+1} n |b_n| |s_k \left( \varphi(z) \varphi^{n-1}(z) \right)| \leq \sum_{n=1}^{k+1} n |b_n| |z|^{n-1} = B_r \left( s_k h' \right)
\]

for \( |z| \leq \frac{1}{2} r_0(|\varphi'(0)|) \), which in particular proves the first part of the theorem, since \( r_0(|\varphi'(0)|) \geq 1 - \sqrt{\frac{2}{3}} \).

For the second part, by the subadditivity of \( B_r \) and (7), we have

\[
B_r \left( s_k f' \right) \leq \sum_{n=1}^{k+1} n |b_n| B_r \left( s_k \left( \varphi \varphi^{n-1}(z) \right) \right) \leq \sum_{n=1}^{k+1} n |b_n| |z|^{n-1} = B_r \left( s_k h' \right)
\]

for \( |z| \leq r_0(|\varphi'(0)|) r_1(|\varphi'(0)|) \), which in particular proves the second part of the theorem, since \( r_0(|\varphi'(0)|) r_1(|\varphi'(0)|) \geq \frac{1}{3} (1 - \sqrt{\frac{2}{3}}) \).

5.2. Proof of Theorem 2.4

Let \( h(z) = \sum_{n=0}^{\infty} a_n z^n \). By Lemma 3.3, we have

\[
B_r \left( (h \circ \varphi)' \right) \leq B_r \left( h' \circ \varphi \right) B_r \left( \varphi' \right) \leq B_r \left( h' \circ \varphi \right) \leq \sum_{n=1}^{\infty} n |a_n| B_r(\varphi^{n-1})
\]

for \( 0 \leq r \leq 1 - \sqrt{\frac{2}{3}} \).

Since \( |\varphi(z)/z|^{n-1} \leq 1 \) in \( D \) for each \( n \in \mathbb{N}_+ \), Bohr’s theorem or Lemma 3.4 readily shows that

\[
B_r(\varphi^{n-1}) \leq B_r((\varphi(z)/z)^{n-1}) B_r(z^{n-1}) \leq r^{n-1}
\]

for \( |z| = r < 1/3 \). Note that \( 1 - \sqrt{\frac{2}{3}} \leq \frac{1}{3} \), we get that

\[
B_r \left( (h \circ \varphi)' \right) \leq \sum_{n=1}^{\infty} n |a_n| B_r(\varphi^{n-1}) \leq \sum_{n=1}^{\infty} n |a_n| r^{n-1} = B_r \left( h' \right)
\]

for \( 0 \leq r \leq 1 - \sqrt{\frac{2}{3}} \).
5.3. Proof of Theorem 2.5

By assumption \( f(z) = g(z)h(\varphi(z)) \). Then

\[
 f'(z) = g'(z)h(\varphi(z)) + g(z)h'(\varphi(z))\varphi'(z).
\]

By Theorems F and 2.4, we have

\[
 B_r(f') \leq B_r(g') B_r(h \circ \varphi) + B_r(g) B_r(h' \circ \varphi) B_r(\varphi')
\]

\[
 \leq B_r(g') B_r(h) + B_r(g) B_r(h')
\]

for \( 0 \leq r \leq 1 - \sqrt{\frac{2}{3}} \).

Let \( \phi(z) = \frac{g(z) - g(0)}{2b} \). Since \( \phi(z) \) is an analytic self map on \( \mathbb{D} \) and \( \phi(0) = 0 \), Lemma 3.3 shows that

\[
 B_r(g') = 2bB_r(\phi') \leq 2b \quad \text{for } |z| = r \leq r_0(|\varphi'(0)|), \quad r_0(x) = 1 - \sqrt{\frac{1+x}{2+x}}.
\]

Therefore,

\[
 B_r(f') \leq b(2B_r(h) + B_r(h')) \quad \text{for } |z| = r \leq r_2,
\]

where \( r_2 = \min\{r_1(|g'(0)|), r_0(|\varphi'(0)|)\} \geq \min\{\frac{1}{3}, 1 - \sqrt{\frac{2}{3}}\} = 1 - \sqrt{\frac{2}{3}} \).
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