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Abstract

This paper deals with the analysis of nonlinear circuits that interconnect passive elements (capacitors, inductors, and resistors) with nonlinear resistors exhibiting a range of negative resistance. Active elements are necessary to design physical circuits that switch and oscillate. We generalize the classical passivity theory of circuit analysis to develop a port interconnection theory for such non-equilibrium behaviors. The approach closely mimics the classical methodology of (incremental) dissipativity theory, but with dissipation inequalities that combine signed storage functions and signed supply rates to account for the port interconnection of passive and active elements.
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1 Introduction

The concept of passivity is a foundation of circuit theory [1]. It led to the generalized concept of dissipativity [37], [38], which has become a foundation of nonlinear system theory [19,35]. Yet the applications of nonlinear system theory have been dominated by mechanical and electromechanical systems [6], [13], [28], [32], with significantly less attention to nonlinear circuits [5,7].

Starting with the seminal work of Chua [10] and the textbook of Chua and Desoer [11], the research on nonlinear circuits has somewhat diverged from the research on nonlinear dissipative systems. The emphasis in nonlinear circuit theory has been on non-equilibrium behaviors whereas the focus of dissipativity theory is an interconnection framework for systems that converge to equilibrium.

Negative resistance devices are the essence of non-equilibrium behaviors such as switches [9], [18], [23], nonlinear oscillations [20], [24], or chaotic behavior [22], [31]. In contrast, dissipativity theory is a stability theory for physical systems that only dissipate energy and that relax to equilibrium when disconnected from an external source of energy.

The present paper is a step towards generalizing passivity theory to a port interconnection theory of negative resistance circuits. In the spirit of passivity theory, we seek to analyze nonlinear circuits that constrain the exchange of energy through the element ports.

The two basic elements of dissipativity theory are the storage function and the supply function. A dissipative system obeys a dissipation inequality, which expresses that the rate of change of the storage does not exceed the supply. The physical interpretation is that the storage is a measure of the internal energy, whereas the integral of the supply is a measure of the supplied energy. For stability analysis purposes, the storage becomes a Lyapunov function.

The approach in this paper is based on two modifications of the basic theory. First, the analysis is in terms of incremental variables, that is, differences of voltages and currents rather than voltages and currents. Incremental analysis is classical in nonlinear circuit theory. Starting with the seminar work of [25], incremental analysis has also been increasingly used in nonlinear stability theory [2], [14], and in nonlinear dissipativity theory [17], [29], [33], [36]. Second, we allow for dissipation inequalities that combine signed storage functions and signed supply rates.
rates. Signed storage functions have the interpretation of a difference of energy stored in different storage elements whereas signed supply rates are useful for identifying the sign of the interconnection (positive or negative feedback).

For analysis purposes, the interconnection theory developed in the present paper makes contact with the dominance theory recently proposed in [15], [16]. Signed Lyapunov functions with a restricted number of negative terms are used to prove convergence to low-dimensional dynamics that dominate the asymptotic behavior. A one-dimensional dominant behavior is sufficient to model bistable switches whereas a two-dimensional dominant behavior is sufficient to model nonlinear oscillators. Combined with the interconnection theory of this paper, dominance theory opens the way to analysis of nonlinear switches and nonlinear oscillators in large nonlinear circuits.

We deliberately restrict the scope of the present paper to nonlinear circuits with negative resistance to facilitate a concrete interpretation of the results. Not surprisingly, the concepts are not restricted to electrical circuits and apply to any physical domain. For concreteness, the entire paper is restricted to signed passivity supplies, an inner product between currents and voltages, with the convenient interpretation of electrical power.

A main contribution of the present paper with respect to [16] is the consideration of physical interconnections between elements that can be active, that is, include internal sources of energy. The consideration of port interconnections is key to the application of dissipativity theory to physical systems.

The paper is organized as follows. Section 2 deals with the dissipation properties of negative resistance devices and Section 3 extends dominance theory in an incremental framework that is suitable for the analysis of circuits with piecewise linear characteristics. In Section 4 we analyze basic electrical switches and oscillators with one or two storage elements, whereas Section 5 covers the design of coupling networks that allows us to interconnect circuits with different signatures in the supply rates.

Preamble.

The circuits studied in this paper are built from interconnections of linear passive elements, such as capacitors and inductors, and nonlinear resistors. The time evolution of the family of circuits studied here is described by the state-space model

\[ \Sigma : \begin{cases} \dot{x} = f(x) + Bu & x(0) = x_0 \\ y = Cx + Du \end{cases} \] (1)

where \( x \in \mathbb{R}^n \) is the state of the system and \( u, y \in \mathbb{R}^m \) are the so-called manifest variables. For electrical circuits, the manifest variables are conjugated in terms of voltages \( v \) and currents \( i \), that is, the inner product \( u^T y \) has units of power. The map \( f : \mathbb{R}^n \to \mathbb{R}^n \) is Lipschitz continuous and models interactions between linear storage elements and nonlinear resistors. Moreover, the matrices \( B, C, \) and \( D \) are of the appropriate dimensions and such that the system is well-posed. Henceforth, every circuit in this paper is assumed to be of the form (1). We adopt a differential (or incremental) approach, that is, we will study circuit properties by looking at the difference between trajectories. For simplicity, we denote the difference between any two generic signals \( w_1, w_2 \) as \( \Delta w := w_1 - w_2 \). In this way, the mismatches between any two states/currents/voltages are denoted as \( \Delta x, \Delta i \) and \( \Delta v \) respectively. Finally, we will use symmetric matrices \( P \in \mathbb{R}^{n \times n} \) constrained to have inertia \( (p, 0, n - p) \), that is, with \( p \) negative eigenvalues and \( n - p \) positive eigenvalues.

2 Signed supply rates for nonlinear resistors

The nonlinear element shown in Figure 1 is a fundamental element of nonlinear circuits. The range of negative slope in the nonlinear characteristic models an element that reduces its energy dissipation for increasing values of voltage/current. By adding power sources, such a nonlinear element can model an active device injecting power into the circuit. We follow the common terminology of negative resistance device [12], [21], with the usual caveat that negative refers to the increment \( \Delta v \) rather than to the value of the voltage \( v \). A more precise (but also heavier) terminology would be negative incremental (or differential) resistance. The analysis in this paper will be exclusively in terms of incremental quantities, which is common practice in nonlinear circuit theory.

![Fig. 1. Slope-bounded voltage-current characteristic of a tunnel diode. Tunnel diodes are (incrementally) negative resistance devices. When a power source is added to work on the region of negative slope, the device becomes active.](image)

We are motivated by the property that this nonlinear element satisfies the two inequalities

\[ 0 \leq \Delta i \Delta v + G^d (\Delta v)^2, \quad 0 \leq -\Delta i \Delta v + G^d (\Delta v)^2 \] (2)

where \( G^d > 0 \) and \( -G^d < 0 \) represent, respectively, the maximum positive slope and negative slope of the voltage-current characteristic of Figure 1. Both inequalities have an obvious energetic interpretation: the first inequality expresses the shortage of incremental passivity
of the element: the element becomes incrementally passive when connected in parallel with a resistor of resistance lesser than \(1/G^2\). The second inequality expresses the shortage of incremental anti-passivity of the element: the element becomes purely a source of energy when connected to a negative resistance larger than \(-1/G^2\).

The element illustrated in Figure 1 is passive, but the addition of a constant power source does not change the incremental dissipation inequality (2). As a consequence, incremental dissipation inequalities apply to both passive and active elements.

Describing negative resistors in terms of dissipation inequalities opens the way to the use of dissipativity theory to characterize circuit interconnections. As an illustration, consider the parallel interconnection of a voltage-controlled \(^1\) negative resistance element with a capacitor (Figure 2, left).

![Diagram of basic prototype circuits](image)

Fig. 2. Basic prototype circuits of a current-driven (above) and a voltage-driven (below) \(^1\)-passive circuit. The resistors \(R_{\text{vc}}\) and \(R_{\text{cc}}\) are voltage-controlled and current-controlled resistors respectively.

Let \(i^c, v^c\) and \(i^r, v^r\) be the currents and voltages associated to the capacitor and the controlled resistor, respectively. The capacitor is a classical lossless element that satisfies the power-preserving equality

\[
\frac{d}{dt}C \frac{(\Delta v^c)^2}{2} = \Delta v^c \Delta i^c
\]  

In the language of dissipativity theory, the quantity on the left-hand side is the time-derivative of the storage \(C(\Delta v^c)^2/2\). The negative resistance element together with the source and the resistor \(R_E\) satisfy \(-\Delta v^r \Delta i^r + (G^d + \frac{1}{R_E})(\Delta v^r)^2 \geq 0\). The parallel interconnection defined by

\[
v = v^c = v^r \quad \text{and} \quad i = i^c + i^r\]

satisfies the dissipation inequality

\[
-\frac{d}{dt}C \frac{(\Delta v^c)^2}{2} \leq -\Delta v \Delta i + \left( G^d + \frac{1}{R_E} \right) (\Delta v)^2
\]  

The quantity that appears on the left hand-side is the time-derivative of a negative storage. More generally, the storage functions in this paper will be quadratic forms defined by a symmetric matrix \(P = P^\top\) with \(p\) positive eigenvalues (and \(n - p\) positive eigenvalues). In the same way, we will consider quadratic supply rates as

\[
\sigma(\Delta i, \Delta v) = \begin{bmatrix} \Delta i \end{bmatrix}^\top \begin{bmatrix} Q & I \\ I & R \end{bmatrix} \begin{bmatrix} \Delta i \\ \Delta v \end{bmatrix}
\]  

where the signature matrix \(I \in \mathbb{R}^{m \times m}\) is a diagonal matrix with \(+1\) in the main diagonal, and \(Q \in \mathbb{R}^{m \times m}\), \(R \in \mathbb{R}^{m \times m}\) are symmetric matrices. In the special case \(I = I\), this family of supply rates characterize incrementally passive elements with an excess or a shortage of passivity in the external variables [32].

We call (5) a signed passivity supply rate to stress that the only difference with respect to the conventional passivity supply is the signature matrix \(I\) generalizing the conventional identity matrix \(I\).

Signed storage functions generalize the conventional positive definite storages of passivity theory. Positive definite storages are natural candidates for the stability analysis of closed equilibrium systems. In its incremental form, stability analysis appears in the literature under different names, including contraction theory [25], incremental stability analysis [2], or differential Lyapunov analysis [14]. Signed storages generalize this stability analysis for non-equilibrium behaviors characterized by a low-dimensional asymptotic behavior. This generalization is the topic of dominance analysis, reviewed in the next section.

3 Differential dissipativity

3.1 Signed passivity

Dissipativity theory [37], [38] is grounded in dissipation inequalities, which generalize the physical characterization of a passive circuit as a system that can only absorb energy: the variation of energy stored in the elements of the circuit (capacitors and inductors) is upper bounded by the electrical power supplied to the circuit. For a linear circuit, the storage is a quadratic function of the state, and the dissipation inequality takes the standard form

\[
\frac{d}{dt}x^\top P x + 2 \lambda x^\top P x \leq v^\top i + i^\top v
\]
The scalar \( \lambda \geq 0 \) determines a dissipation rate. Each pair of voltage \( v_k \) and current \( i_k \) appearing in the voltage vector \( v \) and current vector \( i \) determines a port of the circuit. Motivated by the signed supply rates and signed storages introduced in Section 2, we generalize incremental passivity to signed passivity.

\[
\frac{d}{dt}S(\Delta x) + 2\lambda S(\Delta x) \leq \sigma(\Delta i, \Delta v) \tag{6}
\]

where \( S(\Delta x) = \Delta x^T P \Delta x \), and the inequality has to hold for any mismatch \( \Delta i, \Delta v, \) and \( \Delta x \) satisfying (1) (with the appropriate identification of the elements of the vectors \( u \) and \( y \) in (1)). The signed supply \( \sigma: \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R} \) is determined by the signature matrix \( I \). The signed quadratic storage \( S: \mathbb{R}^n \to \mathbb{R} \) is determined by the symmetric matrix \( P \) with \( p \) negative eigenvalues and \( n-p \) positive eigenvalues. Signed quadratic storages arise from the difference between two non-negative functions. If the storage function \( S \) is positive definite, the scalar \( \lambda \geq 0 \) indicates a dissipation rate. For generic signed storage functions, the rate \( \lambda \) splits the circuit dynamics into a contracting part, whose dissipation rate is upper bounded by \( \lambda \), and a dominant part, whose dissipation is only lower bounded by \( \lambda \). The objective of the generalized theory is to consider port-interconnections of circuits whose elements can possibly inject energy into the environment rather than exclusively dissipating energy from the environment.

**Definition 1** A nonlinear circuit (1) is called signed passive with rate \( \lambda \geq 0 \), if the inequality (6) holds along any pair of trajectories. The property is strict if \( \varepsilon > 0 \).

Definition 1 is very close to the classical definition of incremental passivity. The only difference is that (i) we consider signed storages, i.e., differences of nonnegative storages and (ii) signed supply rates, i.e., differences of the classical passivity supply rates. As illustrated in Section 2, such storages and supply rates appear naturally when considering circuits with both passive and active elements and ports that can both absorb and deliver energy.

### 3.2 Dissipative interconnections

The central property of passivity theory is that passivity is preserved by interconnection. More precisely, port interconnections of passive circuits are passive. In order to generalize this property to signed-passivity, we introduce the following definition.

**Definition 2** Let \( \Sigma_a \) and \( \Sigma_b \) be two signed-passive circuits with rate \( \lambda \geq 0 \). Their interconnection is called dissipative if

\[
\Delta i^a \top I_a \Delta v^a + \Delta i^b \top I_b \Delta v^b \leq \Delta i \top I \Delta v \tag{7}
\]

for some new port variables \( i, v \in \mathbb{R}^m \) and \( I \in \mathbb{R}^{m \times m} \). If equality holds in (7), then the interconnection is called neutral.

The conventional passivity supply assumes \( I = I \). In this case, an interconnection is neutral if

\[
\Delta i^a \top I_a \Delta v^a + \Delta i^b \top I_b \Delta v^b = \Delta i \top I \Delta v
\]

Hence, port interconnections of passive circuits are neutral. Concretely, we consider the following interconnection pattern,

\[
i^a = -i^b + i^{cc} \quad i^b = -i^{cc} \\
v^a = v^b + v^{cc} \quad v^a = v^{cc}
\]

with \( i^{cc \top} v^{cc} = 0 \), for all \( k \in \{1, \ldots, m\} \) \( (8) \)

The connection pattern (8) describe combinations of the two most common interconnection patterns for circuits, that is, parallel connection (\( v^{cc} = 0 \)), and series connection (\( i^{cc} = 0 \)). Note that a circuit is closed or terminated whenever both \( i^{cc} = 0 \) and \( v^{cc} = 0 \). Substitution of (8) on the left-hand side of (7) shows that port interconnections of signed-passive systems with supplies sharing the same signature (i.e., \( I_a = I_b \)) are neutral in the sense of Definition 2 with respect to \( i = [i^{cc \top}, i^{vc \top}] \top \), \( v = [v^{cc \top}, v^{vc \top}] \top \), and \( I = \text{Diag}[I_a, I_b] \).

The question of how to realize a neutral or dissipative interconnection when interconnecting signed-passive circuits is deferred to Section 5. But the definition allows for the following generalization of the passivity theorem.

**Theorem 3** The dissipative interconnection of two signed-passive circuits with rate \( \lambda \geq 0 \) is signed-passive with the same rate. The storage of the interconnected system is the sum of the storages.

**Proof.** Let us consider the aggregated state \( x = [x_a \top, x_b \top] \top \), and the block-diagonal matrix \( P = \text{Diag}[P_a, P_b] \) such that \( S(\Delta x) = \Delta x^\top P \Delta x \). The sum of storages satisfies,

\[
\frac{d}{dt}S(\Delta x) + 2\lambda S(\Delta x) \leq \sum_{k \in \{a, b\}} \sigma_k(\Delta i^k, \Delta v^k) \tag{10}
\]

Simple, yet cumbersome, computations show that the substitution of the interconnection pattern (8) into (10) together with the dissipativity of the interconnection yield,

\[
\frac{d}{dt}S(\Delta x) + 2\lambda S(\Delta x) \leq \tilde{\sigma}(\Delta i, \Delta v) \tag{11}
\]
where \( \hat{I} = \text{Diag}[I_a, I_b] \) and
\[
\hat{Q} = \begin{bmatrix} Q_a & Q_a \\ Q_a & Q_a + Q_b \end{bmatrix}, \quad \hat{R} = \begin{bmatrix} R_a + R_b & -R_b \\ -R_b & R_b \end{bmatrix}
\]
and the result follows.

The dissipation rate \( \lambda \) splits the circuit dynamics between contracting and dominant parts. The common rate in Theorem 3 guarantees that the interconnection preserves the splitting of the parts. This does not force the two circuits to have the same dissipation elements or equal dissipated powers. For example, for a given rate \( \lambda \), \( \Sigma_a \) may dissipate at a fast rate, faster than \( \lambda \), while \( \Sigma_b \) may be slow or not dissipate at all (the rate \( \lambda \) is a lower bound). Under the assumptions of Theorem 3, the interconnection of \( \Sigma_a \) and \( \Sigma_b \) is sign-passive with a well-defined splitting into contractive and dominant parts separated by the rate \( \lambda \) (respectively given by the dynamics of \( \Sigma_a \) and \( \Sigma_b \), in this case).

### 3.3 Closing the ports: Dominant systems

Signed passivity enables the analysis of interconnected circuits that combine passive and active components. In this section we show how signed passivity constrains the behavior of the system. The bridge is given by dominance theory, which takes advantage of the splitting into dominant and contractive components of signed passivity, to characterize the non-equilibrium behaviors of the system. The approach is based on the intuitive idea that the long run behavior of the system is dictated by low-dimensional dynamics, identified through the study of the system linearization [14], [15], [16]. In what follows, we adapt the differential approach of [16] into an incremental setting.

**Definition 4** Let \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a Lipschitz continuous map. A system of the form
\[
\dot{x} = f(x), \quad x \in \mathbb{R}^n, \quad (12)
\]
is \( p \)-dominant with rate \( \lambda \geq 0 \) if there exists a matrix \( P = P^\top \in \mathbb{R}^{n \times n} \) with inertia \((p, 0, n - p)\) such that for any two trajectories of (12)
\[
\begin{bmatrix} \Delta \dot{x} \\ \Delta x \end{bmatrix}^\top \begin{bmatrix} 0 & P \\ P & 2\lambda P + \varepsilon I \end{bmatrix} \begin{bmatrix} \Delta \dot{x} \\ \Delta x \end{bmatrix} \leq 0. \quad (13)
\]
The property is strict if \( \varepsilon > 0 \).

When \( P \) is positive definite, (13) becomes the incremental analogue of the classical Lyapunov inequality, meaning that any two trajectories converge to each other with decay rate at least \( \lambda \geq 0 \), [4]. When \( f \) is a differentiable map, (13) reduces to the simple matrix inequality
\[
\frac{\partial f(x)}{\partial x}^\top P + P \frac{\partial f(x)}{\partial x} + 2\lambda P \leq -\varepsilon I, \forall x \in \mathbb{R}^n \quad (14)
\]
which provides a basic test for dominance, [15], [16].

The property of dominance strongly constrains the asymptotic behavior of the system as described for the following theorem.

**Theorem 5** ([16, Corollary 1]) Let (12) be strictly \( p \)-dominant with rate \( \lambda \geq 0 \). Then every bounded trajectory of (12) converges to
- A unique equilibrium point if \( p = 0 \).
- An equilibrium point if \( p = 1 \).
- A simple attractor if \( p = 2 \). That is, an equilibrium point, a set of equilibria and connecting arcs, or a closed orbit.

Summing up, closed dynamic systems with smaller degrees of dominance \( p \) will show simpler behaviors compared with systems with higher degrees.

A key consequence of the classical passivity theorem is that terminated passive circuits converges to a unique stable equilibrium. The storage becomes a Lyapunov function for the closed system. In a similar way, terminated signed-passive circuits are dominant systems, whose behavior satisfies Theorem 5. The number of negative eigenvalues of their storage function is connected to the degree of dominance of the circuit.

**Theorem 6** Let \( \Sigma_a \) be a strictly signed-passive circuit with rate \( \lambda > 0 \) and dominance degree \( p \). The terminated circuit built from the dissipative interconnection of \( \Sigma_a \) with a resistor \( (\Sigma_b) \) defines a \( p \)-dominant system with the same rate \( \lambda > 0 \) provided that \( Q_a + Q_b \leq 0 \) and \( R_a + R_b \leq 0 \).

**Proof.** Recall that a resistor (linear or nonlinear) satisfies a dissipation inequality as (5). Thus, from Theorem 3, the interconnection satisfies (11). In addition, the termination of the ports, i.e., \( i^{vc} = 0 \) and \( v^{vc} = 0 \), transforms (11) into
\[
\frac{d}{dt} S(\Delta x) + 2\lambda S(\Delta x) \leq \Delta v^{vc\top}(Q_a + Q_b)\Delta v^{vc} + \Delta v^{vcc\top}(R_a + R_b)\Delta v^{vc} \leq 0
\]
and the conclusion follows from Definition 4. \( \square \)
4 Elementary switching and oscillating circuits

In this section we review classical elementary circuits and illustrate their signed passivity properties. In what follows, we make extensive use of Theorems 5 and 6 for the analysis of interconnected circuits.

4.1 Switching circuits

We start with the parallel nonlinear RC circuit and the series nonlinear RL circuit shown in Figure 2. For the nonlinear RC circuit, we rewrite the dissipation inequality (4) with state $x = v^c$ and storage $S(\Delta x) = -\frac{C}{2}(\Delta x)^2$ as

$$\frac{d}{dt} S(\Delta x) + 2\lambda S(\Delta x) \leq -\Delta i \Delta v + \left(G^d + \frac{1}{R_E} - \lambda C\right)(\Delta v)^2$$

The dissipation inequality involves the standard storage of a capacitor and the standard supply of a one port circuit, but both with a negative signature. The interconnection is neutral as a port interconnection of elements with negative signature $I = -1$. Terminating the circuit, that is, setting $i = 0$, results in a 1-dominant system when $G^d + \frac{1}{R_E} - \lambda C < 0$ (Theorem 6). This closed circuit has one or three equilibria. With three equilibria, one of which unstable, the circuit is an elementary example of bistable switch (Theorem 5).

The dissipativity analysis of the series RL circuit in Figure 2 is similar. Taking as state variable $\xi$ and storage function $S(\Delta \xi) = -\frac{L}{2}(\Delta \xi)^2$, the circuit satisfies the dissipation inequality

$$\frac{d}{dt} S(\Delta \xi) + 2\lambda S(\Delta \xi) \leq -\Delta i \Delta v + (R^d + R_J - \lambda L)(\Delta i)^2$$

By applying once again Theorems 5 and 6 we conclude that the circuit is 1-passive whenever $R^d + R_J - \lambda L < 0$, and a bistable switch whenever there are three equilibria one of which unstable. Both circuits can be seen as abstract realizations of the classical Schmitt trigger circuit in which the negative resistor is usually made by using an operational amplifier in positive feedback [26].

Both switches in Figure 2 have a signed storage and a signed supply rate. The sign in the storage function dictates the degree of dominance $p$, whereas the sign in the supply rate constrains the feasible dissipative interconnections for the port. For instance, consider the circuits of Figure 2 with different interconnection ports as indicated in Figure 3. In this case, the dissipation inequality associated to the nonlinear RC circuit with the same storage function $S(\Delta x) = -\frac{C}{2}(\Delta x)^2$, is

$$\frac{d}{dt} S(\Delta x) + 2\lambda S(\Delta x) \leq -\Delta i \Delta v + \frac{1}{R_E}(\Delta v)^2 + \left(G^d + \frac{1}{R_E} - \lambda C\right)(\Delta x)^2$$

That is, the circuit is strictly 1-passive when $G^d + \frac{1}{R_E} - \lambda C < 0$. The associated supply rate is positive in this situation ($I = 1$). Similarly, for the nonlinear RL circuit of Figure 3, the corresponding dissipation inequality is

$$\frac{d}{dt} S(\Delta \xi) + 2\lambda S(\Delta \xi) \leq -\Delta i \Delta v + \left(R_J + R^d - \lambda L\right)(\Delta \xi)^2$$

By applying once again Theorems 5 and 6 we conclude that the circuit is 1-passive whenever $R_J + R^d - \lambda L < 0$, and a bistable switch whenever there are three equilibria one of which unstable. Both circuits can be seen as abstract realizations of the classical Schmitt trigger circuit in which the negative resistor is usually made by using an operational amplifier in positive feedback [26].

By applying once again Theorems 5 and 6 we conclude that the circuit is 1-passive whenever $R_J + R^d - \lambda L < 0$, and a bistable switch whenever there are three equilibria one of which unstable. Both circuits can be seen as abstract realizations of the classical Schmitt trigger circuit in which the negative resistor is usually made by using an operational amplifier in positive feedback [26].

Note that both set of circuits in Figures 2 and 3 are 1-passive with the same storage functions and even the same rate $\lambda > 0$. However, the difference of sign in the supply rate will yield to different types of dissipative interconnections.

4.2 Oscillating circuits

We proceed with the analysis of the nonlinear RLC circuits shown in Figure 4.

The parallel nonlinear RLC circuit is the port interconnection of the nonlinear RC circuit in the previous section with a lossless inductor via the pattern (8) with $v^{vc} = 0$. The port interconnection is neutral as an interconnection of two circuits with supply signature $I = -1$. The total storage is the sum of two negative storages (defining the state $\Delta z = [\Delta x \Delta \xi]^T$)

$$S(\Delta z) := -\frac{C}{2}(\Delta x)^2 - \frac{L}{2}(\Delta \xi)^2.$$
The interconnection satisfies the dissipation inequality

\[
\frac{d}{dt} S(\Delta z) + 2\lambda S(\Delta z) \leq -\Delta i \Delta v - \lambda L(\Delta i)^2 + (G^d + \frac{1}{R_E} - \lambda C)(\Delta v)^2
\]

The storage has a dominance degree 2 and the supply has a negative signature \(\mathcal{I} = -1\). When terminated, that is, when \(i = 0\), the circuit is 2-dominant for \(G^d + \frac{1}{R_E} < \lambda C\) (Theorem 6). If in addition, the closed circuit has a unique unstable equilibrium and bounded trajectories, then a self-sustained oscillation appears. This is a prototype of negative resistance nonlinear oscillator, see Theorem 5, such as the circuits studied by Van der Pol [34] and Nagumo [27].

The series interconnection in Figure 4 can be studied in a similar way, as a neutral interconnection between the nonlinear RL circuit in the previous section and a lossless capacitor. The circuit is signed dissipative with the same storage and with the supply

\[
\sigma(\Delta i, \Delta v) = \frac{1}{2} \begin{bmatrix} \Delta i \\ \Delta v \end{bmatrix}^T \begin{bmatrix} 2(R^d + R_J - \lambda L) & -1 \\ -1 & -2\lambda C \end{bmatrix} \begin{bmatrix} \Delta i \\ \Delta v \end{bmatrix}
\]

5 Dissipative interconnections

The examples of Section 4 are built from the dissipative connection of circuits with the same sign on their supply rate, so that Theorem 3 can be applied. However, the simple port-interconnection of signed-passive circuits with opposite supply rates, i.e., \(\mathcal{I}_a + \mathcal{I}_b = 0\), is non-dissipative. For such circuits, dissipative interconnections require coupling through additional circuits that may be active as well.

We illustrate the construction of such coupling networks with the static coupling network shown in Figure 5. The interconnection equations are

\[
i^k = -\tilde{i}^k + i^{k,cc}, \quad \tilde{i}^k = -i^{k,ve} \\
v^k = \tilde{v}^k + v^{k,cc}, \quad v^k = v^{k,ve}
\]

where the variables \(i^{k,cc}, \tilde{i}^{k,cc}, i^{k,ve}\) and \(v^{k,ve}, k \in \{a, b\}\), represent the range of possible ports available after interconnection. With this notation, a port is closed or terminated when \(\tilde{i}^{k,cc} = 0\) and \(v^{k,ve} = 0\), \(k \in \{a, b\}\) which is the case shown in Figure 5.

The following theorem provides conditions on the static coupling network \(\Sigma_c\) that lead to a dissipative interconnection (in the sense of Definition 2), between the circuits \(\Sigma_a\) and \(\Sigma_b\) so that Theorem 3 can be applied. In what follows \(\tilde{\sigma}(\Delta \tilde{i}, \Delta \tilde{v})\) denotes the supply rate associated to \(\Sigma_c\), that is,

\[
\tilde{\sigma}(\Delta \tilde{i}, \Delta \tilde{v}) = \begin{bmatrix} \Delta \tilde{i} \\ \Delta \tilde{v} \end{bmatrix}^T \begin{bmatrix} \tilde{Q} & \tilde{F} \\ \tilde{F} & \tilde{R} \end{bmatrix} \begin{bmatrix} \Delta \tilde{i} \\ \Delta \tilde{v} \end{bmatrix}
\]

where \(\Delta \tilde{i} = [\Delta \tilde{i}^a, \Delta \tilde{i}^b]^T\), \(\Delta \tilde{v} = [\Delta \tilde{v}^a, \Delta \tilde{v}^b]^T\), \(\tilde{F} = \text{Diag}[\mathcal{I}_a, \mathcal{I}_b]\), \(\tilde{Q} = \text{Diag}[\tilde{Q}_a, \tilde{Q}_b]\), \(\tilde{R} = \text{Diag}[\tilde{R}_a, \tilde{R}_b]\).

**Theorem 7** The interconnection between \(\Sigma_a\) and \(\Sigma_b\) is dissipative, in the sense of Definition 2, if and only if the static coupling network \(\Sigma_c\) is signed-passive without any shortage of signed-passivity, that is, if and only if \(\Sigma_c\) satisfies, for any mismatch \(\Delta \tilde{i}, \Delta \tilde{v}\),

\[
0 \leq \tilde{\sigma}(\Delta \tilde{i}, \Delta \tilde{v})
\]

with \(\tilde{Q} \leq 0, \tilde{R} \leq 0\). In addition, the interconnection is neutral if and only if,

\[
0 = \Delta \tilde{i}^a \mathcal{I}_a \Delta \tilde{v}^a + \Delta \tilde{i}^b \mathcal{I}_b \Delta \tilde{v}^b
\]

**PROOF.** The left-hand side of (7) under the intercon-
connection pattern (19) yields,
\[\Delta^a I_a \Delta^a v^a + \Delta^b I_b \Delta^b v^b = \sum_{k \in \{a,b\}} -\Delta^k I_k \Delta^k \hat{v}^k + \sum_{k \in \{a,b\}} \Delta^k, c,c \Delta^k I_k \Delta^k, v^c + \Delta^k, v^c \Delta^k, v^c \]
(22)

where we have made use of (20) in the last step. Hence, (7) follows by taking \(i = [i^a, c,c, i^a, v^c, i^b, v^c]^T, v = [v^a, c,c, v^a, v^c, v^a, v^c, v^b, v^c]^T, \) and \(I = \text{Diag}[I_a, I_b, I_a, I_b].\)

Finally, it follows from (22) that the connection is neutrally dissipative.

The addition of the network \(\Sigma_c\) adds signed dissipation to both systems, allowing the following extension of Theorem 6 for circuits whose port-interconnection is originally non-dissipative.

**Corollary 8** Let \(\Sigma_a\) be a strictly signed-passive circuit with rate \(\lambda > 0\) and dominance degree \(p\). The terminated circuit built from the dissipative interconnection of \(\Sigma_a\) with a resistor \(\Sigma_b\) through a static coupling \(\Sigma_c\) defines a \(p\)-dominant system with the same rate \(\lambda > 0\) provided that for any pair \((\Delta^k, \Delta^b)\), \(k \in \{a,b\}\),

\[\sum_{k \in \{a,b\}} \left[\Delta^k \Delta^k\right]^T \left[Q_k + \tilde{Q}_k \right] \left[\Delta^k \right] \leq 0 \quad (23)\]

In what follows, we look into networks that satisfy the conditions of Theorem 7, focusing on static (resistive) “T” and “II” configurations. Such configurations are widely used in the design of circuits for impedance matching and optimal power transfer between ports, see e.g., [3]. Figure 6 illustrates practical realizations of dissipative interconnections where resistive elements model power losses.

![Fig. 6. “T” (left) and “II” (right) coupling systems \(\Sigma_a\) (see Figure 5), using a current-controlled current source for the cases when \(I_a = -I_b\).](image)

The “T” connection in Figure 6 imposes the constraints \(i^a = -i^b, v^b = \tilde{v}^b, v^a = \tilde{v}^a = R_a \tilde{v}^a - R_a \frac{R_c}{\alpha - 1} (\tilde{v}^a + \tilde{v}^b), v^b = \tilde{v}^b = R_b \tilde{v}^b - R_b \frac{R_c}{\alpha - 1} (\tilde{v}^a + \tilde{v}^b)\) where \(\alpha > 1\). Without loss of generality we assume that \(I_a = -1\) and \(I_b = 1\). It follows from direct computations that the “T” bridge satisfies (20) with \(Q_a = R_a - \frac{R_c}{\alpha - 1}, \tilde{Q}_a = 0, \tilde{Q}_b = 0, \tilde{R}_b = 0.\) Hence, according to Theorem 7, the “T” bridge achieves a dissipative interconnection for circuits with supply rates \(I_a = -1, I_b = 1\), whenever \(\alpha > 1\) and

\[R_a \leq \frac{R_c}{\alpha - 1} \leq R_b \quad (24)\]

Neutrality of the interconnection is achieved if equality holds in (24).

The dual version of the “T” connection is the “II” connection as shown in Figure 6. In this case the network imposes the relations \(v^a = \tilde{v}^a, v^b = \tilde{v}^b, -i^a = \tilde{i}^a = \frac{1}{R_a} (\tilde{v}^a - \tilde{v}^b), \) and \(-i^b = \tilde{i}^b = \frac{1}{R_b} (\tilde{v}^a - \tilde{v}^b)\) where \(\alpha > 1\). Hence, direct computations show that the “II” bridge also satisfies (20) with \(Q_a = 0, \tilde{Q}_a = \frac{1}{R_a} - \frac{1}{R_c}, \tilde{Q}_b = 0, \) and \(\tilde{R}_b = \frac{2}{R_b} - \frac{1}{R_a} \). Following again Theorem 7, the “II” bridge provides an interconnection that is dissipative whenever

\[\frac{1}{R_a} \leq \alpha - 1 \leq \frac{1}{R_b} \quad (25)\]

Neutrality of the interconnection is achieved if equality holds in (25). Both dissipative interconnections above can be implemented by using negative resistance devices as shown in Figure 7.

![Fig. 7. Implementation of dissipative “T” (left) and “II” (right) interconnections via controlled resistors. Both interconnection networks are dissipative for systems with opposite supply signature \(I_a = -I_b\) in the active range of the controlled resistors.](image)

**6 Example**

As an illustration, we consider the circuit shown in Figure 8. The circuits \(\Sigma_{a1}\) and \(\Sigma_{a2}\) are the negative resistance switches analyzed in Section 4. From (15)-(16) it becomes clear that their interconnection (denoted as \(\Sigma_a\)) is neutral. In addition, Theorem 3 reveals that the resulting circuit is signed-passive with a negative storage (of dominance degree 2) and a passivity supply with negative signature –1, for all \(\lambda > \max(\frac{R_a}{\lambda}, \frac{R_b}{\lambda})\), where

\[\frac{1}{R_a} \leq \alpha - 1 \leq \frac{1}{R_b} \quad (25)\]
We presented a methodology for the global analysis of nonlinear circuits obtained as the physical interconnection of conventional linear elements and negative resistors. We identified two families of circuits sorted by its signature in the supply rate and provided simple coupling mechanisms for connections of circuits with opposite signature. Future work will investigate the extension of the theory to general physical systems and a larger class of nonlinear elements including nonlinear capacitors, nonlinear inductors, and memristors. Such a theory would find a direct application in the design of neuromorphic systems that assemble large collections of switching and spiking elements as in [8], [30].
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