Phonon-assisted phase separation in strongly correlated systems
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Abstract. We relate the phase separation observed in many crystals with pronounced electron correlations to the regions of negative electron compressibility. They were found in several models describing strong electron correlations. At low temperatures, these regions arise near chemical potentials corresponding to the change of the ground state in the site Hamiltonian. The negative electron compressibility leads to the separation of the system into electron-rich and electron-poor domains. The energy released in the course of this separation is absorbed by phonons. Another role of phonons is to give a definite form – stripes or checkerboards – to lattice distortions and domains of different electron concentrations. The shape, direction, and periodicity of such textures are determined by wave vectors of lattice distortions, which most strongly scatter electrons.
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1 Introduction

The phase separation (PS) observed in many crystals with pronounced electron correlations is characterized by the creation of two or more phases with different electron concentrations. Other manifestations of the PS are the inhomogeneity of equilibrium positions of lattice distortions and spin density waves. Considerable attention was paid to the stripe order first observed in yttrium and lanthanum cuprate perovskites using neutron scattering [1,2]. The structure of stripes was revealed in the nickelate La$_2$NiO$_4$+$\delta$ [3] and Nd-substituted cuprate La$_{2-x-y}$Nd$_y$Sr$_x$Cu$_2$O$_{4+y}$ [4] as one-dimensional regions with excess holes separated by antiferromagnetic domains. Later, the PS was found in other cuprate perovskites [5-7], manganites [8,9], iron pnictides [10,11], and mixed-valent rare-earth cobaltates [12]. In some of these crystal families, shapes of phase-separated domains differ from stripes [9,10]. The participation of lattice distortions in the PS formation manifests itself in anomalies of phonon spectra [13,14,15]. The pronounced softening of phonon frequencies at wave vectors characterizing the PS spacial periodicity indicates lattice distortions, which are strong enough for the occurrence of anharmonic effects. All these experimental data points to the fact that the PS is the common property of crystals with pronounced electron correlations.

The first theoretical works [16,17,18] devoted to the PS in cuprates used the mean-field approximation for the solution of the $t$-$J$ or Hubbard models describing strongly interacting electrons. The PS mechanism suggested in these works was connected with the kinetic energy gain, which electron acquires in the ferromagnetic environment in comparison with the antiferromagnetic background. If this gain exceeds the energy cost of the distortion of the spin antiferromagnetic ordering, there appears an elementary excitation termed ferron – an electron or hole surrounded by a ferromagnetic cluster. Previously, similar excitations were considered in soft magnetic semiconductors [19]. In cuprates, it was supposed that ferromagnetic clusters overlap at a certain concentration of carriers, which leads to percolative conductivity in the crystal. This picture resembles experimental observations. However, more exact calculations using the two-dimensional (2D) $t$-$J$ model and the spin-wave approximation [20] did not confirm the formation of large enough ferrons for parameters of cuprates. The subsequent works applied more elaborate methods – Monte-Carlo simulations, the Gutzwiller approximation, density matrix renormalization group, and strong coupling diagram technique (see, e.g., [21,22,23,24,25,26]). In some of these works, the PS was obtained in systems of interacting electrons. Authors of other investigations concluded that the electron-phonon interaction is an essential part of the PS mechanism. As a consequence, at present, there is no commonly excepted view on the PS mechanism in the mentioned crystals.

The common property of all these crystals is the strong electron correlations, and we relate the origin of the PS to this property. The correlations lead to the occurrence of the regions of negative electron compressibility (NEC) in the dependence of the electron concentration on the chemical potential, $x(\mu)$. At low temperatures, such regions appear near values of $\mu$ corresponding to the change of the ground state of the site Hamiltonian [27,28]. The NEC regions arise due to sharp variations of bandwidths and related significant variations of electron correlations, which are concomitant to the ground-state change. For example,
the NEC arises when a sharp reduction of the bandwidth occurring with increasing $x$ leads to a change of $\mu$. As a result, the electron compressibility $\kappa = x^{-2}(dx/d\mu)$ becomes negative. For the case of positive $\kappa$, deviations of $x$ from a mean value are energetically unfavorable. For $\kappa < 0$, it is energetically favorable to separate the system into electron-rich and electron-poor domains. It takes place if there exists a subsystem, which is able to absorb the released energy. In solids, such a subsystem is lattice vibrations. Peculiarities of the phonon spectrum and the electron-phonon interaction constants determine the spatial distribution of the electron domains and respective lattice distortions.

2 Negative electron compressibility

In the case of strong electron correlations, it is reasonable to apply the perturbation series expansion around the atomic limit. Apparently, for the first time, this idea was suggested by Hubbard in [29]. Later on, it was realized in works using the diagram technique for Hubbard operators [30–32] and the strong coupling diagram technique (SCDT) [33–35]. The latter approach is based on a regular series expansion of Green’s functions in powers of hopping constants in the electron kinetic energy of the Hamiltonian. Terms of the series are products of these constants and on-site cumulants of electron creation and annihilation operators. For the 2D one-band repulsive Hubbard model, the validity of the SCDT was proved in comparison with the results of numeric experiments and Monte Carlo simulations, numeric linked-cluster expansion, and experiments with ultracold fermionic atoms in 2D optical lattices [36–38]. In particular, it was shown that the critical repulsion for the Mott metal-insulator transition is determined by the system Hamiltonian, and the number operator

$$K = \sum_{\lambda} \frac{1}{2} \left( \pi_{\lambda}^{(1)} \right)$$

diagrams for the one-particle Green’s function are divided into reducible and irreducible. In contrast to the former, the latter cannot be separated into two disconnected parts by cutting a hopping line. If the sum of all irreducible diagrams – the irreducible part – is denoted by $K(k,J)$, the Fourier transform of the Green’s function can be written as

$$G(k,J) = \sum_{\lambda} \frac{1}{2} \left( \pi_{\lambda}^{(1)} \right)$$

where $k$ is the wave vector, $J$ is the integer defining the Matsubara frequency $\omega_k = (2J - 1)\pi T$ with the temperature $T$, and $t_k$ is the Fourier transform of hopping constants. Several lowest order diagrams for $K$ are shown in figure 1.

In this figure, circles are cumulants [40] of electron operators. The cumulant order is determined by the number of incoming (outgoing) lines. The first-order cumulant is given by the expression $C^{(1)}(\tau,\tau') = \{T \langle a^\dagger_{\sigma}(\tau') a_{\sigma}(\tau) \rangle\}$, where the subscript 0 near angle brackets indicates that time dependencies and the thermodynamic averaging is determined by a site Hamiltonian $H_l$. Usually, it consists of terms of the system Hamiltonian describing interactions inside a crystal unit cell. In this case, due to the translation symmetry, the cumulant does not depend on the site index. Therefore, it is omitted in the above formula. However, in the SCDT, some cluster can be also considered as a local system, and the SCDT power expansion is carried over hopping terms between such clusters (see, e.g., 41).

For the one-band Hubbard model with the Hamiltonian

$$H = \sum_{l\sigma} t_{l\sigma} a^\dagger_{l\sigma} a_{l\sigma} + \sum_{l} H_l,$$

the site Hamiltonian reads

$$H_l = \sum_{\sigma} \left( \frac{U}{2} n_{l\sigma} n_{l\sigma} - \mu n_{l\sigma} \right),$$

where $t_{l\sigma}$ is the hopping constant, $U$ is the on-site Coulomb interaction, and the number operator $n_{l\sigma} = a^\dagger_{l\sigma} a_{l\sigma}$. For calculating cumulants, it is convenient to use the representation of eigenvectors $|\lambda\rangle$ of the site Hamiltonian and the generalization of the Wick theorem for respective Hubbard operators $[42,43]$. For the Fourier transform of the first-order cumulant the result reads

$$C^{(1)}(J) = \frac{1}{Z} \sum_{\lambda_1} e^{-\beta E_{\lambda_1}} + e^{-\beta E_{\lambda_1}} - \beta E_{\lambda_1} |\lambda\rangle|\lambda\rangle \langle \lambda'|a^\dagger_{\sigma}|\lambda'\rangle \langle \lambda'|a_{\sigma}|\lambda\rangle,$$
where $E_\lambda$ is an eigenenergy of $H_1$ and the partition function $Z = \sum_\lambda \exp(-\beta E_\lambda)$ with $\beta = 1/T$.

The expression for the second-order cumulant

$$C^{(2)}(\tau_1, \sigma_1; \tau_2, \sigma_2; \tau_3, \sigma_3; \tau_4, \sigma_4) = \langle T a^\dagger_{\tau_1} a_{\sigma_2} (\tau_2) a^\dagger_{\sigma_3} (\tau_3) a_{\sigma_4} (\tau_4) \rangle_0$$

and

$$-C^{(1)}(\tau_1, \tau_2) C^{(1)}(\tau_1, \tau_4) \delta_{\sigma_1} \delta_{\sigma_2} \delta_{\sigma_3} \delta_{\sigma_4}$$

is more complicated. It can be found in [28]. Equations for both cumulants, as well as for cumulants of higher orders, contain the Boltzmann factors $\exp(-\beta E_\lambda)$. Due to these factors, at low temperatures, the ground state (or, in the case of degeneracy, states) $\nu$ is approached, the concentration grows monotonously with $\mu$, such values of the chemical potential $\mu$ are substituted with another one (other ones). For the Hamiltonian [3], such values of the chemical potential are $\mu = 0$ and $\mu = U$. For $\mu < 0$, $0 < \mu < U$, and $\mu > U$ the ground states of $H_1$ are, sequentially, the empty $|0\rangle$, doubly degenerate singly occupied $|\sigma\rangle$, and the doubly occupied $|2\rangle$ states. Electron bands related to these states differ significantly in their properties, which is reflected in their widths and locations – for $\mu < 0$ and $\mu > U$ the bandwidths are close to uncorrelated ones, while for $0 < \mu < U$ they are substantially reduced. As a consequence, at low temperatures, the dependence $x(\mu)$ appears as follows: far below $\mu = 0$ the concentration grows monotonously with $\mu$; as the value 0 is approached, the band is squeezed and shifted to higher energies, which leads to a decrease of $x$ with increasing $\mu$. It is the NEC region. At a further increase of $\mu$, the concentration starts to grow again, it levels out in the Mott gap and resumes growth till $\mu \approx U$ where the second NEC is located (due to the particle-hole symmetry, the dependence $x(\mu)$ has the center of symmetry in the point $x = 1, \mu = U/2$).

This dependence is shown in figure 2(a) by black circles. The result was obtained using the SCDT, in which infinite sequences of diagrams describing interactions of electrons with spin and charge fluctuations of all ranges were taken into account [27]. The width and depth of the NEC region depend on temperature. Let us denote the largest and smallest concentrations in the NEC as $x_r$ and $x_p$, respectively, and the corresponding values of the chemical potential as $\mu_r$ and $\mu_p$ (these points are indicated by red arrows in the figure). As $T$ increases from $T = 0.13t$, the difference $\mu_r - \mu_p$ grows, while $x_r - x_p$ decreases. Finally, near $T = 0.3t$, the dependence $x(\mu)$ changes little, while $x_r - x_p$ grows, as shown in figure 2(a) by the blue dashed line. This curve is illustrative – it was calculated in the Hubbard-I approximation [33] since with all processes taken into account in [27] we had not yet been able to attain such low $T$. Below, this result will be used for estimating hole concentration in stripes.

To demonstrate the fact that NEC regions arise in other systems of strongly correlated electrons also, the dependence $x(\mu)$ in the 2D two-orbital Hubbard-Kanamori model is given in figure 2(b) [28]. The model includes the on-site Coulomb repulsion $U = 8t$ and the temperature $T = 0.13t$ (black circles and line) [27]. The same dependence obtained in the Hubbard-I approximation for $T = 0.01t$ (blue dashed line). (b) The two-orbital 2D Hubbard-Kanamori model with the repulsion between electrons on the same orbital $U = 6t$, the exchange integral $J = 1.5t$, and $T = 0.13t$ [28].
responding to the level crossings in the site Hamiltonian. Two of them are indicated by dotted vertical lines in the figure. As in the case of the one-band Hubbard model, for low \( T \), there exist NEC regions near these \( \mu \) which are somewhat shifted to higher energies due to strong correlations. Results in figure 2(b) were also obtained using the SCDT with the summation of infinite sequences of diagrams describing interactions of electrons with spin, charge, and orbital fluctuations of all ranges in an infinite crystal \[23\].

The results shown in figure 2 demonstrate that NEC regions are inherent in the case of strong electron correlation when the change of the ground state of the site Hamiltonian leads to the substantial reconstruction of the whole electron spectrum.

### 3 Phase separation

Let us consider two crystal domains, in one of which, due to fluctuations, the electron concentration is slightly larger than the average one, \( \bar{x} + \delta x \), \( \delta x > 0 \), and in the other slightly smaller, \( \bar{x} - \delta x \). The Helmholtz free energy \( F \) satisfies the equation \( \mu = \partial F / \partial (x N) \) \( \mid \bar{r}, \bar{v} \), where \( N \) and \( V \) are the number of sites and volume, respectively. Therefore, the deviation of the free energy from the mean value is

\[
\delta F / N = [\mu(\bar{x} + \delta x/2) - \mu(\bar{x} - \delta x/2)] \delta x.
\]

For the case of positive compressibility, this quantity is positive. Therefore, the system tends to eliminate the fluctuation of \( x \). In the case of the NEC, \( \delta F < 0 \) and it is energetically favorable to increase the difference of concentrations in the domains. The process of the charge separation will continue until \( x \) in the electron-rich domain reaches the largest concentration in the NEC, \( x_r \), and the electron-poor domain attains its smallest concentration, \( x_p \). The domains are assumed to be large enough to use the dependence \( \mu(x) \) calculated in a large crystal. Below, we suppose the perfect screening of all components of the Coulomb interaction except the on-site one and neglect the surface energy between two phases. This energy arises due to the size quantization of electron levels in them \[43\][44\]. These two energy contributions influence domain shapes. However, as follows from above experimental results, they are mainly determined by the electron-phonon interaction considered below. Without these contributions, electron-rich and electron-poor domains of any shapes and any connectedness with the number of sites \( N_r = N(\bar{x} - x_p) / (x_r - x_p) \) and \( N_p = N(\bar{x} - x_p) / (x_r - x_p) \), respectively, provide the lowest electron free energy \( F_e = F_r + F_p \).

In the above discussion, it is tacitly assumed that the energy released in the course of the PS into the two types of domains is absorbed by other parts of the system, such as phonons. To describe their influence, we add the following terms to the Hamiltonian \[2\], \[3\]:

\[
H_{\text{ev}} = \sum_{k\kappa\sigma} \frac{\Omega_{kk}}{N} k_{k\kappa\sigma} b_{k\kappa\sigma}^\dagger b_{k\kappa\sigma} + \sum_k \omega_k b_k^\dagger b_k, \quad (6)
\]

where the first term in the right-hand side describes the electron-phonon interaction with the constant \( \Omega_{kk} \) and phonon creation and annihilation operators \( b_k^\dagger \) and \( b_k \). The second term is the phonon energy with the phonon frequency \( \omega_k \). Terms of such type are frequently used in the description of the electron-phonon interaction in different crystals, and we consider them first in this section. However, it should be noted that for the cases of one-layer cuprates and out-of-plane oxygen vibrations other expressions for the interaction term and phonon energy have to be used. This case will be considered at the end of the section. The interaction constants \( \nu_{kk'} \) differ slightly in domains with distinct electron concentrations. To simplify the below consideration, we neglect this difference and use the same constant for both types of domains.

We aim to find equilibrium positions of lattice vibrations and locations of electron-rich domains minimizing the free energy of the combined electron-phonon system. These parameters are directly detected by the quasi-elastic neutron and X-ray scattering \[1\][2][45\]. In strongly correlated systems, the on-site Hubbard repulsion is much larger than the electron-phonon interaction. Otherwise, this interaction would be comparable to the electron bandwidth, which led to the formation of strong-coupling polarons with masses much larger than those observed. Therefore, the influence of the electron-phonon interaction on the electron subsystem is moderate, and, as before, we can consider it as phase-separated into electron-rich and electron-poor domains. We shall find their locations and shapes, as well as respective lattice equilibrium positions, by calculating the effective action of the phonon subsystem in the electron-phonon system. It is described by the Hamiltonian \( \mathcal{H} \) with terms \[2\], \[3\], and \[6\]. The partition function of the system reads

\[
Z = \text{Tr} (e^{-\beta \mathcal{H}}) = e^{-\beta \Omega} = \int D(\xi^* \xi) \exp \left\{ -\int_0^\beta \text{d}t \left[ \sum_{k\kappa\sigma} \xi_{k\kappa\sigma} \frac{\text{d}}{\text{d}t} \xi_{k\kappa\sigma} + H(\xi^*, \xi) \right] + \frac{1}{2} \sum_k \left( \frac{m}{\text{d}t^2} \left| \xi_k \right|^2 + u_k \xi_k \xi_k^* - k \right) + \sum_{k\kappa, \kappa'} \sqrt{2m\omega_{kk'}} \left( \xi_{k\kappa} \xi_{k'\kappa}^* \xi_{k'\kappa'} - \xi_{k'\kappa'} \xi_{k\kappa}^* \right) \right\}, \quad (7)
\]

where \( \Omega(T, V, \mu) \) is the Landau thermodynamic potential, \( \xi_{k\kappa\sigma} \) and \( \xi_{k\kappa\sigma}^* \) are Grassmann numbers defining electron coherent states, \( q_k \) is the Fourier transform of lattice distortions, \( m \) is the atomic mass, and the dynamic constant \( u_k = m\omega_k^2 \). To simplify notations, we do not explicitly indicate time dependencies of the variables \( \xi_{k\kappa\sigma} \) and \( \xi_{k\kappa\sigma}^* \), and \( q_k \). The continual integration in \( (7) \) is performed with the antiperiodic boundary conditions for Grassmann variables, \( \xi_{k\kappa\sigma}(\beta) = -\xi_{k\kappa\sigma}(0) \), and the periodic conditions for complex variables, \( q_k(\beta) = q_k(0) \) \[46\].

To obtain the effective vibration Lagrangian, let us integrate out electronic variables. The first two terms in the action in \( (7) \) give the electron partition function \( Z_e \) and Landau potential \( \Omega_e \). They can be calculated from
the relation \(xN = \partial \Omega_e / \partial \mu_{T,V}\),
\[
\Omega_e/N = \int_{\mu_0}^{\mu} x(\mu') d\mu' = \frac{2\pi}{N} \int_{\mu_0}^{\mu} \sum_{k_j} e^{i\omega_j \eta} G(k,j) d\mu', \quad \eta \to +0
\]
\[
= -2 \frac{2}{N\pi} \int_{\mu_0}^{\mu} \int_{-\infty}^{\infty} \sum_k \frac{\text{Im} G(k,\omega)}{\exp(\beta\omega) + 1} d\mu' d\omega, \quad (8)
\]
where \(G(k,\omega)\) is the electron Green’s function on the real frequency axis. The chemical potential \(\mu_0\) is arbitrary and corresponds to the chosen zero of \(\Omega_e\). In particular, \(\mu_0\) can be selected so small that \(x \approx 0\). The drawback of equation (8) in comparison with the usual diagrammatic expansion of the Landau potential is the need for calculating Green’s function for a large number of chemical potentials. The substantial advantage of this equation over the usual method is the possibility to use partial summations in an infinite series of diagrams representing Green’s function. Because of comparatively simple and fast SCDT calculations, in our opinion, this advantage of equation (8) prevails over its drawback. Examples of such calculations of Green’s function for a large number of \(\mu\) values are given in figure 2. As indicated above, the lowest value of the electron free energy is achieved in the PS state, \(F_e = F + F_p\), where \(F_e = \Omega_e = x_N e\mu\) and \(F_p = \Omega_p = x_p N_\nu.\) In calculating \(\Omega_e\) and \(\Omega_p\) from (8), Green’s functions obtained for respective values of the chemical potential are needed.

To integrate out electronic variables in other terms of \(\mathcal{Z}\), we use the expansion of the exponential function in (7) over the electron-phonon interaction term \(H_i\), the last addend in the Lagrangian. For brevity, we denote the first two terms in it as \(\mathcal{L}_e\), and the next two addends as \(\mathcal{L}_v\). The result reads
\[
Z = \int Dq \exp \left( -\int_0^\beta L_v d\tau \right) \times \int D(\xi^* \xi) \exp \left( -\int_0^\beta L_e d\tau \right) \times \frac{\sum_{k=0}^{\infty} (-1)^k k! \int \cdots \int d\tau_1 \cdots d\tau_k H_i(\tau_1) \cdots H_i(\tau_k)}{\sqrt{2\pi}} = e^{-\beta\Omega_e} \int Dq \exp \left\{ -\int_0^\beta d\tau \left[ L_v + \sum_{k=0}^{\infty} \frac{(-1)^k}{(k + 1)!} \int \cdots \int d\tau_1 \cdots d\tau_k \tilde{C}^{k+1}(\tau_1, \tau_1, \ldots, \tau_k) \right] \right\}. \quad (9)
\]

In equation (9), \(\tilde{C}^{(k)}(\tau_1, \ldots, \tau_k)\) are cumulants of the interaction Hamiltonian \(H_i\),
\[
\tilde{C}^{(1)}(\tau) = \langle H_i(\tau) \rangle_e,
\]
\[
\tilde{C}^{(2)}(\tau_1, \tau_2) = \langle H_i(\tau_1) H_i(\tau_2) \rangle_e - \langle H_i(\tau_1) \rangle_e \langle H_i(\tau_2) \rangle_e,
\]
\[
\tilde{C}^{(3)}(\tau_1, \tau_2, \tau_3) = \langle H_i(\tau_1) H_i(\tau_2) H_i(\tau_3) \rangle_e - \langle H_i(\tau_1) H_i(\tau_2) \rangle_e \langle H_i(\tau_3) \rangle_e - \langle H_i(\tau_1) H_i(\tau_3) \rangle_e \langle H_i(\tau_2) \rangle_e - \langle H_i(\tau_1) \rangle_e \langle H_i(\tau_2) \rangle_e \langle H_i(\tau_3) \rangle_e.
\]

To distinguish these cumulants from the cumulants of electron operators in the previous section, we use tildes over their symbols. The subscript \(e\) near angle brackets indicates averaging over electron variables,
\[
\langle \mathcal{O} \rangle_e = e^{\beta\Omega_e} \int D(\xi^* \xi) \exp \left( -\int_0^\beta \mathcal{L}_e d\tau \right) \mathcal{O}.
\]

Hence cumulants in (9) depend on lattice distortions \(q_{\mathbf{k}}(\tau)\), which time dependence is related to the continual integration in the last equality in (9). The average \(\langle \mathcal{O}(\tau_1, \ldots, \tau_k) \rangle_e\) can be rewritten in the operator form as \(\langle \mathcal{T} \mathcal{O}(\tau_1, \ldots, \tau_k) \rangle\), in which operator time dependencies and averaging are determined by the electron part \(H\) of the full Hamiltonian. In this form, the cumulants depend parametrically on \(q_{\mathbf{k}}\).

Below, the angle brackets without subscripts denote this type of averaging.

In the exponent in (9), the first term in the sum describes the shift of lattice vibrations due to the electron-phonon interaction, the second term represents the mode mixing, and subsequent addends the contribution of this interaction to the vibration anharmonism of the third and higher orders. The phonon interactions corresponding to the later terms are carried out by electrons. Therefore, the kernels of these interactions are time-dependent and take into account retardation effects. Terms of the sum in (9) can be expressed through the cumulants of electron operators considered in the previous section. For our purpose, the first term of the sum is of primary interest. As mentioned above, the shift of the equilibrium positions of lattice vibrations described by this term and related charge inhomogeneity are detected by the quasi-elastic neutron and X-ray scattering [11,23]. Besides, as was also indicated, in the crystals with strong electron correlations, the electron-phonon interaction is much smaller than the on-site Coulomb repulsion. Therefore, in the sum, addends of higher orders are less than the first-order term. In the following discussion, only this term will be taken into account.

In this approximation, the effective Hamiltonian of the phonon subsystem reads
\[
H_v = \frac{\sum_{\mathbf{k},\mathbf{k}',\sigma} \langle a_{\mathbf{k}+\mathbf{k}',\sigma}^\dagger a_{\mathbf{k}\sigma} \rangle_N q_{\mathbf{k}}}{2} + \frac{1}{2} \sum_{\mathbf{r}l} \omega_{kl} q_{kl} q_{-l}, \quad (10)
\]
where \(p_k\) is the vibration momentum. To find shifts of oscillator equilibrium positions we should minimize their potential energy \(W\) – the last two terms in the right-hand side of (10). Recall that the minimum of the free energy in the electron subsystem is achieved in the PS state. Due to this inhomogeneity \(\langle a_{\mathbf{k}+\mathbf{k}',\sigma}^\dagger a_{\mathbf{k}\sigma} \rangle \neq 0\),
\[
\langle a_{\mathbf{k}+\mathbf{k}',\sigma}^\dagger a_{\mathbf{k}\sigma} \rangle = \frac{1}{N} \sum_{l} e^{-i(k+k')^2 l + i k' l} \langle a_{\mathbf{k}\sigma}^\dagger a_{\mathbf{r}l} \rangle.
\]
strongly with electrons [37, 38]. From the observed structural phase transitions [39] and the PS [3] in lanthanum cuprates as well as ionic displacements in YBa$_2$Cu$_3$O$_{6.54}$ [50] in the PS state, one can conclude that wavelengths of such vibrations are nearly commensurate with lattice spacings [51]. Longitudinal bond-stretching modes are also presumed to be effective electron scatterers for such wavelengths [13,14]. In the mentioned yttrium cuprate, both types of distortions participate in the PS formation [50].

As follows from the above discussion, symmetry determines the shapes of PS domains and related lattice distortions. In the orthorhombic phase with strong orthorhombicity, $|v_{kk'}|^2$ may have two maxima of equal intensity at $k_{\text{max}}$ and $-k_{\text{max}}$. They lead to a striped PS with the wavelength $\lambda = 2\pi/k_{\text{max}}$ and the orientation in the direction of $k_{\text{max}}/k_{\text{max}}$. If the orthorhombicity parameter is small or vanishes, $|v_{kk'}|^2$ has four maxima of comparable intensities, and the PS has a checkerboard shape. In the absence of pronounced extrema in the electron-phonon interaction constant, shapes of PS domains become less definite. This case takes place in manganites [9].

From experimental results, it is known that stripes are most stable when their wavelength is commensurate with the lattice spacing $[51]$. Such stripes are observed at certain levels of doping, e.g., in $p$-type lanthanum cuprates, at the hole concentration $x = 1/8$ [4]. For other concentrations, stripes are also observed. However, peaks corresponding to them in neutron and X-ray scattering are less intensive [45]. Wavelengths of these stripes vary with doping also, which points to the change of extremum positions in $v_{kk'}$ with concentration. Such a dependence was indeed observed in electron-phonon interaction constants calculated by different methods [48,52].

The above electron-phonon Hamiltonian [6] is appropriate, in particular, for the contribution to the PS formation made by Cu-O bond-stretching modes. In the case of out-of-plane oxygen vibrations and one-layer cuprates, this Hamiltonian is inappropriate because it does not take into account the symmetry with respect to the reflection in the Cu-O plane. In accordance with this symmetry, the electron-phonon interaction and phonon potential energy have to contain even powers of oxygen displacements. To ensure the lattice stability, fourth-order terms have to be kept in the potential energy. In lanthanum cuprates, the mentioned displacements are connected with tilts of rigid CuO$_6$ octahedra [54], which can be characterized by the quantity $\phi = \phi_\| + \phi_\perp$. Here $\phi_\|$ and $\phi_\|$ describe the octahedron tilt from the c crystallographic axis in the a and b directions. Lanthanum cuprates are $p$-type crystals with doped holes forming Zhang-Rice singlets [51]. Taking into account these facts, the potential energy of the phonon subsystem can be written as

$$ W = \sum_i \left( -w_2 q_i^2 + \frac{1}{2} w_4 q_i^4 \right) - \sum_{\nu} \bar{v}_1 \bar{v}_\nu q_i^2, $$

where $\bar{v}_1 = \sum_\sigma (a^\dagger_{\nu\sigma} a_{\nu\sigma})$ is the concentration of holes in the Zhang-Rice band, $a^\dagger_{\nu\sigma}$ and $a_{\nu\sigma}$ are the hole creation and annihilation operators in this band. The hole concentration $\bar{v}_1$ differs in the hole-rich and hole-poor domains
in the same manner as the electron concentration above. Minimizing \( \tilde{W} \) with respect to \( q_l \) we find

\[
\tilde{W}_{\text{min}} = -\frac{1}{w_4} \sum_l \left( w_2 + \sum_l \tilde{v}_{l-1} \tilde{x}_l \right)^2
\]

\[
= -\frac{1}{w_4} \left( N w_2^2 + 2 \sqrt{N} \tilde{v}_0 \tilde{x}_0 + \sum_k |\tilde{v}_k \tilde{x}_k|^2 \right),
\]

with minimizing displacements

\[
q_{l,\text{min}}^2 = \frac{1}{w_4} \left( w_2 + \sum_l \tilde{v}_l \tilde{x}_l \right).
\]

In the above equation, \( q_{l,\text{min}} \neq 0 \) if the sum in the brackets is positive and vanishes in the opposite case. In equation \( 15 \), \( \tilde{v}_k \) and \( \tilde{x}_k \) are Fourier transforms of the respective quantities. As in the previously considered case, the potential \( 15 \) is at a minimum if hole-rich and hole-poor domains are organized in such a manner that pronounced maxima of \( |\tilde{v}_k|^2 \) coincide with those in \( |\tilde{v}_k|^2 \). In other words, the periodicity of the alternating hole-rich and hole-poor domains has to be the same as the periodicity of \( \tilde{v}_l \) producing the scattering potential generated by lattice distortions. As in the previous case, intensive maxima of \( |\tilde{v}_k| \) shape domains with different hole concentrations and lattice distortions into stripes or checkerboards.

As shown in \( 50 \), in \( \text{YBa}_2\text{Cu}_3\text{O}_{6.54} \) both oxygen out-of-plane and \( \text{Cu}-\text{O} \) bond-stretching modes contribute to the PS formation. One can assume that this situation is common for cuprate perovskites. Approximating, as above, spatial dependencies of \( q_l \), \( \tilde{v}_l \), and \( \tilde{x}_l \) by trigonometric functions, one can see from \( 16 \) that the wavelength of \( q_l \) is twice as many as that of \( \tilde{x}_l \). It differs from equation \( 15 \), which shows that in the previous model, these wavelengths are equal. The spacial modulation of stripes in \( \text{La}_{1.6-x}\text{Nd}_x\text{Sr}_2\text{Cu}_2\text{O}_4 \) was determined from the periodicity of the spin ordering. This wavelength was twice as much as that of charge ordering \( 14 \). The antiphase alignment of spins near hole-rich domains is most likely connected with the mechanism similar to the Anderson superexchange \( 55 \).

Let us estimate hole concentrations in striped states of lanthanum cuprates at temperatures comparable to those used in the experiments, \( (3 - 60) \text{ K} \). We suppose that the one-band Hubbard model is valid for this case and express the exchange constant \( J = 4t^2/U \) is set to 0.1 eV, the value observed in lanthanum cuprates, and the usually assumed ratio \( U = 8t \) is valid, we obtain \( t = 0.2 \text{ eV} \approx 2300 \text{ K} \). Thus the temperature \( T \approx 0.1t \), for which the SCDT results in figure \( 2a \) were calculated, is one-two orders of magnitude higher than those in the mentioned range. With all processes taken into account to obtain this curve, we are unable to attain temperatures of the order of 0.01t now. However, we can estimate the lower and upper concentrations in the NEC region using the Hubbard-I approximation. Such calculated dependence \( x(\mu) \) is shown in figure \( 2a \) by the blue dotted line. As seen from this curve, in the NEC region, the minimal hole concentration \( \tilde{x}_{\text{min}} \approx 0.05 \) and the maximal one \( \tilde{x}_{\text{max}} \approx 0.35 \). In \( \text{La}_{2-x-y}\text{Nd}_x\text{Sr}_x\text{Cu}_2\text{O}_4 \), three rows of crystal cells in the stripe form the hole-poor domain, while one row constitutes the hole-rich one \( 14 \). Ascribing them the above hole concentrations, for the mean concentration, we obtain \( (3 \times 0.05 + 0.35)/4 \approx 0.125 \), which is consistent with the experiment. In spite of this good agreement, our estimation is rather rough – apart from using the simplified Hubbard-I approximation, one of the sizes of the hole-rich domain is of the order of the lattice spacing. To apply results obtained in an infinite crystal to domains they have to be much larger.

Our consideration was carried out in the case of the perfect translation symmetry. In this situation, PS structures can freely transfer across the crystal. As known \( 14, 51, 56 \), such fluctuating stripes can coexist with bulk superconductivity. Real crystals contain different lattice imperfections, which can pin the PS structures. In \( p \)-type cuprates, such static or quasi-static stripes have wavelengths, which are commensurate with the lattice spacing \( 14, 51, 56 \). Other contributory factors for stripe pinning are lattice distortions in the tetragonal low-temperature phase as well as Nd and Zn doping. The pinning leads to the partial or complete suppression of superconductivity, which points to comparable values of the stripe wavelength and superconducting coherence length.

4 Concluding remarks

In this work, we considered the mechanism of phase separation observed in many crystals characterized by pronounced electron correlations. It was related to the regions of negative electron compressibility arising near chemical potentials, which correspond to the change of the ground state in the site Hamiltonians. The existence of these regions leads to the separation of a crystal into electron-rich and electron-poor domains. These calculations are accomplished by the energy generation. Therefore, for its implementation, another subsystem is necessary, which absorbs the released energy. In crystals, such a subsystem is phonons. However, their role is not only in the energy absorption but also in the shaping of the electron-rich and electron-poor domains. In the presence of such domains, we considered effective phonon Hamiltonians for two different types of vibrations – with interaction terms linear and quadratic in lattice distortions. Such Hamiltonians may describe the Cu-O bond stretching and out-of-plane oxygen modes, respectively. In both cases, we found that the minimum of the vibration potential is achieved by the domain arrangement corresponding to pronounced extrema in the electron-phonon interaction constant as the function of phonon momentum. That is, the charge distribution has the wavelength of phonons, which scatter electrons most strongly. In the orthorhombic phase with large orthorhombicity, there are two such modes with opposite momenta. In this case, the charge distribution has the character of stripes, in which the electron density
varies along these momenta. In the case of the C_{2v} symmetry, there are four modes with the largest scattering amplitudes, which produces a checkerboard order. In the phase-separated state, equilibrium positions of lattice oscillators vary periodically in space also, being determined by extrema of the electron-phonon interaction constant. Such types of phase separation are inherent, in particular, in cuprates. If the electron-phonon constant has no pronounced extrema, shapes of the electron domains are less definite. This situation is seen in manganites. In all these cases, the phase separation is a consequence of regions of negative electron compressibility caused by strong electron correlations.
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