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Abstract—Dictionary learning is a popular approach for inferring a hidden basis in which data has a sparse representation. There is a hidden dictionary or basis $A$ which is an $n \times m$ matrix, with $m > n$ typically (this is called the over-complete setting). Data generated from the dictionary is given by $Y = AX$ where $X$ is a matrix whose columns have supports chosen from a distribution over $k$-sparse vectors, and the non-zero values chosen from a symmetric distribution. Given $Y$, the goal is to recover $A$ and $X$ in polynomial time (in $m, n$). Existing algorithms give polynomial time guarantees for recovering incoherent dictionaries, under strong distributional assumptions both on the supports of the columns of $X$, and on the values of the non-zero entries. In this work, we study the following question: can we design efficient algorithms for recovering dictionaries when the supports of the columns of $X$ are arbitrary?

To address this question while circumventing the issue of non-identifiability, we study a natural semirandom model for dictionary learning. In this model, there are a large number of samples $y = Ax$ with arbitrary $k$-sparse supports for $x$, along with a few samples where the sparse supports are chosen uniformly at random. While the presence of a few samples with random supports ensures identifiability, the support distribution can look almost arbitrary in aggregate. Hence, existing algorithmic techniques seem to break down as they make strong assumptions on the supports.

Our main contribution is a new polynomial time algorithm for learning incoherent over-complete dictionaries that provably works under the semirandom model. Additionally the same algorithm provides polynomial time guarantees in new parameter regimes when the supports are fully random. Finally, as a by product of our techniques, we also identify a minimal set of conditions on the supports under which the dictionary can be (information theoretically) recovered from polynomially many samples for almost linear sparsity, i.e., $k = O(n)$.
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I. INTRODUCTION

In many machine learning applications, the first step towards understanding the structure of naturally occurring data such as images and speech signals is to find an appropriate basis in which the data is sparse. Such sparse representations lead to statistical efficiency and can often uncover semantic features associated with the data. For example images are often represented using the SIFT basis [1]. Instead of designing an appropriate basis by hand, the goal of dictionary learning is to algorithmically learn from data, the basis (also known as the dictionary) along with the data’s sparse representation in the dictionary. This problem of dictionary learning or sparse coding was first formalized in the seminal work of Olshausen and Field [2], and has now become an integral approach in unsupervised learning for feature extraction and data modeling.

The dictionary learning problem is to learn the unknown dictionary $A \in \mathbb{R}^{n \times m}$ and recover the sparse representation $X$ given data $Y$ that is generated as follows. The typical setting is the “over-complete” setting when $m > n$. Each column $A_i$ of $A$ is a vector in $\mathbb{R}^n$ and is part of the over-complete basis. Data is then generated by taking random sparse linear combinations of the columns of $A$. Hence the data matrix $Y \in \mathbb{R}^{n \times N}$ is generated as $Y = AX$, where $X \in \mathbb{R}^{m \times N}$ captures the representation of each of the $N$ data points. Each column of $X$ is a vector drawn from a distribution $\mathcal{D}^{(s)} \odot \mathcal{D}^{(v)}$. Here $\mathcal{D}^{(s)}$ is a distribution over $k$ sparse vectors in $\{0,1\}^m$ and represents the support distribution. Conditioning on support of the column $x$, each non-zero value is drawn independently from $\mathcal{D}^{(v)}$, which represents the value distribution.

The goal of recovering $(A, X)$ from $Y$ is particularly challenging in the over-complete setting – notice that even if $A$ is given, finding the matrix $X$ with sparse supports such that $Y = AX$ is the sparse recovery or compressed sensing problem which is NP-hard in general [3]. A beautiful line of work [4], [5], [6], [7] gives polynomial time recovery of $X$ (given $A$) under certain assumptions about $A$ like Restricted Isometry Property (RIP) and incoherence. See Section II for formal definitions.

While there have been several heuristics and algorithms proposed for dictionary learning, the first rigorous polynomial time guarantees were given by Spielman et al. [8] who focused on the full rank case, i.e., $m = n$. They assumed that the support distribution $\mathcal{D}^{(s)}$ is uniformly random (each entry is non-zero independently with probability $p = k/m = 1/\sqrt{m}$) and the value distribution $\mathcal{D}^{(v)}$ is a symmetric sub-Gaussian distribution, and this has subsequently been improved by [9] to handle almost linear sparsity. The first algorithmic gua-

\footnote{In general there can also be noise in the model where each column of $Y$ is given by $y = Ax + \psi$ where $\psi$ is a noise vector of small norm. In this paper we focus on the noiseless case, though our algorithms are also robust to inverse polynomial error in each sample.}
 guarantees for learning over-complete dictionaries ($m$ can be larger than $n$) from polynomially many ($m,n$) samples, and in polynomial time were independently given by Arora et al. [10] and Agarwal et al. [11]. In particular, the work of [12] and its follow up work [12] provide guarantees for sparsity up to $n^{1/2}/\log m$, and also assumes slightly weaker assumptions on the support distribution $D(s)$, requiring it to be approximately $O(1)$-wise independent. The works of [13] and [14] gives Sum of Squares (SoS) based quasi-polynomial time algorithms (and polynomial time guarantees in some settings) to handle almost linear sparsity under similar distributional assumptions. See Section I-C for a more detailed discussion and comparison of these works.

While these algorithms give polynomial time guarantees even in over-complete settings, they crucially rely on strong distributional assumptions on both the support distribution $D(s)$ and the value distribution $D(v)$. Curiously, it is not known whether these strong assumptions are necessary to recover $A,X$ from polynomially many samples, even from an information theoretic point of view. This motivates the following question that we study in this work:

**Can we design efficient algorithms for learning over-complete dictionaries when the support distribution is essentially arbitrary?**

As one might guess, the above question as stated, is ill posed since recovering the dictionary is impossible if there is a column that is involved in very few samples\(^2\). In fact, we do not have a good understanding of when there is a unique $(A,X)$ pair that explains the data (this is related to the question of identifiability of the model). However, consider the following thought-experiment: suppose we have an instance with a large number of samples, each of the form $y = Ax$ with $x$ being an arbitrary sparse vector. In addition, suppose we have a few samples ($N_0$ of them) that are drawn from the standard dictionary learning model where the supports are random. The mere presence of the samples with random supports will ensure that there is a unique dictionary $A$ that is consistent with all the samples (as long as $N_0 = \Omega(n^2)$ for example). On the other hand, since most of the samples have arbitrary sparse supports, the aggregate distribution looks fairly arbitrary\(^3\). This motivates a natural semirandom model towards understanding dictionary learning when the sparse supports are arbitrary.

**The semirandom model:** In this model we have $N$ samples of the form $y = Ax$ with most of them having arbitrary $k$-sparse supports for $x$, and a few samples ($N_0$ of them) that are drawn from the random model for dictionary learning. We will use $D(s)$ to represent the arbitrary distribution over $k$-sparse supports and $D_R(s)$ to represent the random distribution over $k$-sparse supports (as considered in prior works) and a parameter $\beta$ to represent the fraction of samples from $D_R(s) \cap D(v)$ (it will be instructive to think of $\beta$ as very small e.g., an inverse polynomial in $n,m$). $N$ samples from the semirandom model $M_\beta(D_R(s), D(s), D(v))$ are generated as follows.

1) The supports of $N_0 = \beta N$ samples $x^{(1)}, \ldots, x^{(N_0)}$ are generated from the random distribution $D_R(s)$ over $k$-sparse $\{0,1\}^m$ vectors\(^4\).

2) The adversary chooses the $k$-sparse supports of $N_1 = (1-\beta)N$ samples arbitrarily (or equivalently from an arbitrary distribution $D(s)$). Note that the adversary can also see the supports of the $N_0$ “random” samples.

3) The values of each of the non-zeros in $X = \{x^{(\ell)}: \ell \in [N]\}$ are picked independently from the value distribution $D(v)$ e.g., a Rademacher distribution ($\pm 1$ with equal probability).

4) The $x^{(1)}, \ldots, x^{(N)}$ are reordered randomly to form matrix $X \in \mathbb{R}^{m \times N}$ and the data matrix $Y = AX$.

$Y$ is the instance of the dictionary learning problem.

The samples that are generated in step 1 will be referred to as the random portion (or random samples), and the samples generated in step 2 will be referred to adversarial samples.

As mentioned earlier, the presence of just the random portion ensures that the model is identifiable (assuming $\beta N = n^{\Omega(1)}$ from known results, and there is unique solution $A$. The additional samples that are added in step 2 represent more $k$-sparse combinations of the columns of $A$ – hence, intuitively the adversary is only helpful by presenting more information about $A$ (such adversaries are often called monotone adversaries). On the other hand, the fraction of random samples $\beta$ can be very small (think of $\beta = O(1/poly(n))$) – hence the adversarial portion of the data can completely overwhelm the random portion. Further, the support distribution $D(s)$ chosen by the adversary (or the supports of the adversarial samples) could have arbitrary correlations and also depend on the the support patterns in the random portion. Hence, the support distribution can look very adversarial, and this is challenging for existing algorithmic techniques, which seem to break down in this setting (see Sections I-C and I-B).

Semirandom models starting with works of [15], [16] have been a very fruitful paradigm for interpolating between average-case analysis and worst-case analysis. Further, we believe that studying such semirandom models for unsupervised learning problems will be very effective in identifying robust algorithms that do not use strong distributional properties of the instance. For instance, algorithms based on convex relaxations for related problems like compressed sensing [6] and matrix completion [17] are robust in the presence of a similar monotone adversary where there are additional\(^4\)

\(^2\)See the full version for a more interesting example.

\(^3\)since we do not know which of the samples are drawn with random support.

\(^4\)More generally, $D_R(s)$ can be any distribution that is $\tau$-negatively correlated – here $\forall S$ s.t. $|S| = O(\log m), i \notin S$, the probability $\mathbb{P}[i \in \text{supp}(x) | S \subset \text{supp}(x)] \leq \tau k/m$, and $\mathbb{P}[i \in \text{supp}(x)] \approx k/m$. 
arbitrary observations in addition to the random observations.

A. Our Results

We present a new polynomial time algorithm for dictionary learning that works in the semirandom model and obtain new identifiability results under minimal assumptions about the sparse supports of $X$. We give an overview of our results for the simplest case, when the value distribution $D^{(v)}$ is a Rademacher distribution i.e., each non-zero value $x_i$ is either $\{+1, -1\}$ with equal probability. These results also extend to a more general setting where the value distribution $D^{(v)}$ can be a mean-zero symmetric distribution supported in $[-C, 1] \cup [1, C]$ for a constant $C > 1 - \in$ this is called Spike-and-Slab model [18] and has been considered in past works on sparse coding [10]. As with existing results on recovering dictionaries in the over-complete setting, we need to assume that the matrix satisfies some incoherence or Restricted Isometry Property (RIP) conditions (these are standard assumptions even in the sparse recovery problem when $A$ is given). A matrix $A$ is $(k, \delta)$-RIP iff $(1 - \delta)\|x\|_2^2 \leq \|Ax\|_2 \leq (1 + \delta)\|x\|_2$ for all $k$-sparse vectors, and a matrix is $\mu$-incoherent if $\|\langle A_i, A_j \rangle\| \leq \mu/\sqrt{n}$ for every two columns $i \neq j \in [m]$.

Our main result is a polynomial time algorithm for learning over-complete dictionaries when we are given samples from the semirandom model proposed above.

Informal Theorem I.1 (Polynomial-time algorithm for semirandom model). Consider a dictionary $A \in \mathbb{R}^{n \times m}$ that is $\mu$-incoherent with spectral norm $\sigma$. There is a polynomial time algorithm that given poly$(n, m, k, 1/\beta)$ samples generated from the semirandom model (with $\beta$ fraction random samples) with sparsity $k \leq \sqrt{n}/(\mu O(1)(\sigma m/n) O(1) \text{polylog}(m))$, recovers with high probability the dictionary $A$ up to arbitrary (inverse-polynomial) accuracy (up to relabeling the columns, and scaling by $\pm 1$).

Please see Theorem V.1 for a formal statement. The above algorithm recovers the dictionary up to arbitrary accuracy in the semirandom model for sparsity $k = O(n^{1/2})$ - as we will see soon, this is comparable to the state-of-the-art polynomial time guarantees even when there are no adversarial samples. By using standard results from sparse recovery [6], [7], one can then use our knowledge of $A$ to recover $X$. We emphasize in the above bounds that the sparsity assumption and recovery error do not have any dependence on $\beta$ the fraction of samples generated from the random portion. The dependence on $1/\beta$ in the sample complexity simply ensures that there are a few samples from the random portion in the generated data.

When there are no additional samples from the adversary i.e., $\beta = 1$, our algorithm in fact handles a significantly larger sparsity of $k = O(m^{2/3})$

Informal Theorem I.2 (Beyond $\sqrt{n}$ with no adversarial supports ($\beta = 1$)). Consider a dictionary $A \in \mathbb{R}^{n \times m}$ that is $\mu$-incoherent and $(k, 1/\text{polylog}(m))$-RIP with spectral norm $\sigma$. There is a polynomial time algorithm that given poly$(n, m, k)$ samples generated from the “random” model with sparsity $k \leq n^{2/3}/(\mu O(1)(\sigma m/n) O(1) \text{polylog}(m))$, recovers with high probability the dictionary $A$ up to arbitrary accuracy.

Please see Theorem VI.1 for a formal statement. For the sake of comparison, consider the case when the amount of over-completeness is $O(1)$ or even $n^\epsilon$ for some small constant $\epsilon > 0$ i.e., $m/n, \sigma \leq n^{-\epsilon}$. The results of Arora et al. [10], [12] recover the dictionaries for sparsity $k = O(\sqrt{n})$, when there are no adversarial samples. On the other hand, sophisticated algorithms based on Sum-of-Squares (SoS) relaxations [13], [14] give quasi-polynomial time guarantees in general (and polynomial time guarantees when $\sigma = O(1)$) for sparsity going up to $k = O(m/\text{polylog}(m))$ when there are no adversarial samples. Hence, our algorithm gives polynomial time guarantees in new settings when sparsity $k = \omega(\sqrt{n})$ even in the absence of any adversarial samples (Theorem I.2), and at the same time gives polynomial time guarantees for $k = O(\sqrt{n})$ in the semirandom model even when the supports are almost arbitrary. Please see Section I-C for a more detailed comparison.

A key component of our algorithm that is crucial in handling the semirandom model is a new efficient procedure that allows us to test whether a given unit vector is close to a column of the dictionary $A$. In fact this procedure works up to sparsity $k = O(n/\text{polylog}(m))$.

Informal Theorem I.3 (Test Candidate Column). Given any unit vector $z \in \mathbb{R}^n$, there is a polynomial time algorithm (Algorithm 1) that uses poly$(m, n, k, 1/\eta_0)$ samples from the semirandom model with the sparsity $k \leq n/\text{polylog}(m)$ and the dictionary $A$ satisfying $(k, \delta = 1/\text{polylog}(m))$-RIP property, that with probability at least $1 - \exp(-n^2)$:

- (Completeness) Accepts $z$ if $\exists i \in [m], b \in \{\pm 1\}$ s.t. $\|z - b A_i\|_2 \leq 1/\text{polylog}(m)$.
- (Soundness) Rejects $z$ if $\|z - b A_i\|_2 > 1/\text{polylog}(m)$ for every $i \in [m], b \in \{\pm 1\}$.

Moreover in the first case, the algorithm also returns a vector $\hat{z}$ s.t. $\|\hat{z} - b A_i\|_2 \leq \eta_0$, where $\eta_0$ represents the desired inverse polynomial accuracy.

$^5$We will recover a dictionary $\hat{A}$ such that $\|\hat{A}_i - b_i A_i\|_2 \leq \eta_0$ for some $b \in \{-1, 1\}^m$, where $\eta_0$ is the desired inverse-polynomial accuracy. While we state our guarantees for the noiseless case of $Y = AX$, our algorithms are robust to inverse polynomial additive noise.

$^6$The parameter $\sigma$ is an analytic measure of over-completeness; for any dictionary $A$ of size $n \times m$, $\sigma \geq \sqrt{m/n}$. Conversely, one can also upper bound $\sigma$ in terms of $m/n$ under RIP-style assumptions. When the columns of $A$ are random, then $\sigma = O(\sqrt{m/n})$; otherwise, $\sigma = O(\sqrt{m/k})$ when $A$ is $(k, O(1))$-RIP.
Please see Theorem III.1 for a formal statement. Our test is very simple and proceeds by computing inner products of the candidate vector $z$ with samples and looking at the histogram of the values. Nonetheless, this provides a very powerful subroutine to discard vectors that are not close to any column. The full algorithm then proceeds by efficiently finding a set of candidate vectors (by simply considering appropriately weighted averages of all the samples), and running the testing procedure on each of these candidates. The analysis of the candidate-producing algorithm requires several ideas such as proving new concentration bounds for polynomials of rarely occurring random variables, which we describe in Section I-B.

In fact, the above test procedure works under more general conditions about the support distribution. This immediately implies polynomial identifiability for near-linear sparsity $k = O(n / \text{polylog}(m))$, by simply applying the procedure to every unit vector in an appropriately chosen $\varepsilon$-net of the unit sphere.

**Informal Theorem I.4 (Polynomial Identifiability for Rademacher Value Distribution).** Consider a dictionary $A \in \mathbb{R}^{n \times m}$ that is $(k, \delta = 1 / \text{polylog}(m))$-RIP property for sparsity $k \leq n / \text{polylog}(m)$ and suppose we are given $N = \text{poly}(n, m, k, 1/\beta)$ samples with arbitrary $k$-sparse supports that satisfies the following condition:

$\forall i_1, i_2, i_3 \in [n]$, there at least a few samples (at least $1 / \text{poly}(n)$ fraction) $y = Ax$ such that $i_1, i_2, i_3 \in \text{supp}(x)$.

Then, there is a algorithm (potentially exponential runtime) that recovers with high probability a dictionary $\hat{A}$ such that $\|\hat{A}_i - b_iA_i\|_2 \leq 1 / \text{poly}(m)$ for some $b \in \{-1, 1\}^m$ (up to relabeling the columns).

Please see Corollary IV.2 for a formal statement, and Corollary III.3 for related polynomial identifiability results under more general value distributions.

The above theorem proves polynomial identifiability for arbitrary set of supports as long as every triple of columns $i_1, i_2, i_3$ co-occur i.e., there are at least a few samples where they jointly occur (this would certainly be true if the support distribution has approximate three-wise independence). On the other hand in the full version of the paper, we complement this by proving a non-identifiability result using an instance that does not satisfy the “triples” condition, but where every pair of columns co-occur. Hence, Corollary IV.2 gives polynomial identifiability under arguably minimal assumptions on the supports. To the best of our knowledge, prior identifiability results were only known through the algorithmic results mentioned above, or using $n^{O(k)}$ many samples. Hence, while designed with the semirandom model in mind, our test procedure also allows us to shed new light on the information-theoretic problem of polynomial identifiability with adversarial supports.

Developing polynomial time algorithms that handle a sparsity of $k = O(n)$ under the above conditions (e.g., Theorem I.4) that guarantee polynomial identifiability, or in the semirandom model, are interesting open questions.

**B. Technical Overview**

We now give an overview of the technical ideas involved in proving our algorithmic and identifiability results. Some of these ideas are also crucial in handling sparsity of $k = \omega (\sqrt{n})$ in the random model. Further, as we will see in the discussion that follows, the algorithm will make use of samples from both the random portion and the semirandom portion for recovering the columns. For the sake of exposition, let us restrict our attention to the value distribution being Rademacher i.e., each non-zero $x_i$ is either $+1$ or $-1$ independently with equal probability.

**Challenges with semirandom model for existing approaches:** We first describe the challenges and issues that come in the semirandom model, and more generally when dealing with arbitrary support distributions. Many algorithms for learning over-complete dictionaries typically proceed by computing aggregate statistics of the samples e.g., appropriate moments of the samples $y = Ax$ (where $x \sim \mathcal{D}$), and then extracting individual columns of the dictionary – either using spectral approaches [12] or using tensor decompositions [13], [14]. However, in the semirandom model, the adversary can generate many more samples with adversarial supports, and dominate the number of random samples (it can be $\text{poly}(n)$ factor larger) — this can completely overwhelm the contribution of the random samples to the aggregate statistic. In fact, the supports of these adversarial samples can depend on the random samples as well.

To further illustrate the above point, let us consider the algorithm of Arora et al. [12]. They guess two fixed samples $u_1 = A\zeta^{(1)}$, $u_2 = A\zeta^{(2)}$ and consider the statistic

$$B = \mathbb{E}_{y = Ax} [(y, u_1) \langle y, u_2 \rangle y \otimes y]$$

$$= \sum_{i \in [n]} \left( \mathbb{E}_{x \sim \mathcal{D}} [x_i^2] \langle A_i, \zeta^{(1)} \rangle \langle A_i, \zeta^{(2)} \rangle \right) A_i \otimes A_i +$$

$$+ \sum_{i \neq i'} \mathbb{E}_{x \sim \mathcal{D}} [x_i^2 x_{i'}^2] \left( \langle A_i, \zeta^{(1)} \rangle \langle A_{i'}, \zeta^{(2)} \rangle A_i \otimes A_{i'} + \ldots \right)$$

To recover the columns of $A$ there are two main arguments involved. For the correct guess of $u_1, u_2$ with $\text{supp}(\zeta^{(1)}), \text{supp}(\zeta^{(2)})$ containing exactly one co-ordinate in common e.g., $i = 1$, they show that one gets $B = q_1 A_1 A_1^T + E$ where $\|E\| = o(q_1)$. In this way $A_1$ can be recovered up to reasonable accuracy (akin to completeness). To argue that $\|E\| = o(q_1)$, one can use the randomness in the support distribution to get that $\mathbb{E}[x_i^2 x_{i'}^2] = O(k^2 / m^2)$ is significantly smaller (by a factor of approximately $k/m$) compared to $\mathbb{E}[x_i^2] \approx k/m$. On the other hand, one also needs to argue that for the wrong guess of $u_1, u_2$, the
resulting matrix $B$ is not close to rank 1 (soundness). The argument here, again relies crucially on the randomness in the support distribution.

In the semirandom model, both completeness and soundness arguments are affected by the power of the adversary. For instance, if the adversary generates samples such that a subset of co-ordinates $T \subseteq [m]$ co-occur most of the time, then for every $i, i' \in T$, $E[x_i^2 x_{i'}^2] = \Omega(E[x_i^2])$. Hence, completeness becomes harder to argue since the cross-terms in (1) can be much larger (particularly for $k = \Omega(m^{1/3})$). The more critical issue is with soundness, since it is very hard to control and argue about the matrices $B$ that are produced by incorrect guesses of $u^{(1)}, u^{(2)}$ (note that they can also be from the portion with adversarial support). For the above strategy in particular, there are adversarial supports and choices of samples such that $B$ is close to rank 1 but whose principal component is not aligned along any of the columns of $A$ (e.g., it could be along $\sum_{i \in T} A_i$). We now discuss how we overcome these challenges in the semirandom model.

**Testing for a Single Column of the Dictionary:** A key component of our algorithm is a new efficient procedure, which when given a candidate unit vector $z$ tests whether $z$ is indeed close to one of the columns of $A$ (up to signs) or is far from every column of the dictionary i.e., $\|z - bA_i\|_2 > \eta$ for every $i \in [m], b \in \{-1, 1\}$ ( تعمل حقاً ولا يمكن أن يتم تعديلها). Such a procedure can be used as a sub-routine with any algorithm in the semirandom model since it addresses the challenge of ensuring soundness. We can feed a candidate set of test vectors generated by the algorithm and discard the spurious ones.

The test procedure (Algorithm 1) is based on the following observation: if $z = bA_i$ for some column $i \in [m]$ and $b \in \{-1, 1\}$, then the distribution of $\langle z, Ax \rangle$ will be bimodal, depending on whether $x_i$ is non-zero or not. This is because

$$\langle bA_i, Ax \rangle = |x_i| \pm \sum_{j \neq i} \langle A_i, A_j \rangle x_j = |x_i| \pm o(1) \text{ w.h.p.,}$$

when $A$ satisfies the RIP property (or incoherence). Hence Algorithm TESTCOLUMN (Algorithm 1) just computes the inner products $\langle z, Ax \rangle$ with polynomially many samples (it could be from the random or adversarial portion), and checks if they are always close to $0$ or $1$, with a non-negligible fraction of them (roughly $k/m$ fraction, if each of the $i$ occur equally often) taking a value close to $1$.

The challenge in proving the correctness of this test is the soundness analysis: if unit vector $z$ is far from any column of $A_i$, then we want to show that the test fails with high probability. Consider a candidate $z$ that passes the test, and let $\alpha_i := \langle z, A_i \rangle$. Suppose $|\alpha_i| = o(1)$ for each $i \in [m]$ (so it is far from every column). For a sample $y = Ax$ with $\text{supp}(x) = S$,

$$\langle z, Ax \rangle = \sum_{i \in S} x_i \langle z, A_i \rangle = \sum_{i \in S} \alpha_i x_i. \quad (2)$$

The quantity $\langle z, Ax \rangle$ is a weighted sum of symmetric, independent random variables $x_i$, and the variance of $\langle z, Ax \rangle$ equals $\|\alpha_S\|^2_2 = \sum_{i \in S} \alpha_i^2$. When $\|\alpha_S\|_2 = \Omega(1)$, Central Limit Theorems like the Berry-Esséen theorem tells us that the distribution of the values of $\langle z, Ax \rangle$ is close to a Normal distribution with $\Omega(1)$ variance. In this case, we can use anti-concentration of a Gaussian to prove that $|\langle z, Ax \rangle|$ takes a value bounded away from $0$ or $1$ (e.g., in the interval $[\frac{1}{2}, \frac{3}{4}]$) with constant probability. However, the variance $\|\alpha_S\|^2_2 = \sum_{i \in S} \alpha_i^2$ can be much smaller than $1$ (for a random unit vector $z$), we expect $\|\alpha_S\|^2_2 = O(k/n)$. In general, we have very little control over the $\alpha_S$ vector since the candidate $z$ is arbitrary. For an arbitrary spurious vector $z$, we need to argue that either $|\langle z, Ax \rangle|$ (almost) never takes large values close to $1$, or takes values bounded away from $0$ and $1$ (e.g., in $[0.1, 0.9]$) for a non-negligible fraction of the samples.

The correctness of our test relies crucially on such an anti-concentration statement (see the full version of the paper), which may be of independent interest. Roughly speaking, we prove using a careful coupling argument that when random variable $Z$ is a weighted sum of independent random variables as in (2), if $|Z|$ takes values close to $t$ with non-negligible probability $\alpha$, then $|Z|$ also takes values in $[t/6, t/2]$ with probability at least $\Omega(\alpha)$ (the constants e.g., $1/6$ can be picked more generally).

The above test works for $k = O(n/poly \log(m))$, only uses the randomness in the non-zero values, and works as long as the co-efficient $|\alpha_i|$ are all small compared to $t = 1$ i.e., $\|\alpha_S\|_\infty < \epsilon^{\frac{8}{9}}$. The full proof of the test uses a case analysis depending on whether there are some large co-efficients, and uses such a large coefficient in certain “nice” samples that exist under mild assumptions (e.g., in a semirandom model), along with the aforementioned lemma to prove that a unit vector $z$ that is far from every column fails the test with high probability (the failure probability can be made to be $\exp(-n^{\epsilon})$). Given the test procedure, to recover the columns of the dictionary, it now suffices (because of Algorithm 1) to design an algorithm that produces a set of candidate unit vectors that includes the columns of $A$.

**Identifiability:** The test procedure immediately implies polynomial identifiability (i.e., with polynomially many samples) for settings where the test procedure works, by simply running the test procedure on every unit vector in an $\epsilon$-net of the unit sphere. When the value distribution $D^{(v)}$ is a

---

8There are certain configurations where $|\alpha_i|$ are large, for which the above anti-concentration statement is not true. For example when $\alpha_1 = \alpha_2 = 1/2$ and $0$ for rest of $i \in S$, then any $\pm 1$ combination of $\alpha_1, \alpha_2$ is in $\{-1, 0, 1\}$. In fact, the non-identifiable instances have bad candidates $z$ which precisely result in such combinations. However, we prove that this is essentially the only bad situation for this test.
Rademacher distribution, we prove that just a condition on the co-occurrence of every triple suffices to construct such a test procedure. This implies the polynomial identifiability results of Theorem 1.4 for sparsity up to \( k = O(n/\text{polylog} n) \). For more general value distributions defined in Section II, it just needs to hold that that there are a few samples where a given column \( i \) appears, but a few other \( O(\log n) \) given columns do not appear (e.g., for example when a subset of samples satisfy very weak pairwise independence). This condition suffices for Algorithm I to work for sparsity \( k = O(n/\text{polylog} n) \) and implies the identifiability results in Corollary III.3.

Efficiently Producing Candidate Vectors: Our algorithm for producing candidate vectors is inspired by the initialization algorithm of [12]. We guess \( 2L - 1 \) samples \( u^{(1)} = A_1, u^{(2)} = A_2, \ldots, u^{(2L-1)} = A_{2L-1} \) for some appropriate constant \( L \), and simply consider the weighted average of all samples given by

\[
v = \mathbb{E}_v \left[ \langle y, A^{(1)} \rangle \langle y, A^{(2)} \rangle \ldots \langle y, A^{(2L-1)} \rangle y \right]
\]

and consider the unit vector along \( v \). Let us consider a “correct” guess of \( \zeta^{(1)}, \ldots, \zeta^{(2L-1)} \) where all of them are from the random portion, and their supports contain all a fixed co-ordinate (say coordinate 1); note that values of the non-zero entries of \( \zeta^{(1)}, \ldots, \zeta^{(2L-1)} \) are still random. We show that with at least a constant probability (over the choice of the non-zero entries of \( \zeta^{(1)}, \ldots, \zeta^{(2L-1)} \)) the vector \( v = q_1 A_1 + \hat{v} \) where \( \| \hat{v} \|_2 = o (q_{\max} / \log n) \). Here \( q_i \) is the fraction of samples \( x \) with \( i \) in its support and \( q_{\max} = \max_i q_i \). Hence, by running over all possible \( 2^{N-1} \) tuples we can hope to produce candidate vectors that are good approximations to frequently appearing columns of \( A \). Notice that any spurious vectors that we produce will be automatically discarded by our test procedure. While the above algorithm is simple, its analysis requires several new technical ideas including improved concentration bounds for polynomials of rarely occurring random variables. To see this, we note that vector \( v \) can be written as \( v = \sum_{i \in [n]} \gamma_i A_i \) where for each \( i \in [n] \), \( \gamma_i = \sum_{J \in [2L-1]} \sum_{I \in [2L-1]} \mathbb{E}_x [x_{i_{1}}, x_{i_{2}}, \ldots x_{i_{2L-1}}] \prod_{\ell \in [2L-1]} M_{i_{\ell}, i_{\ell}} \zeta^{(f)}_{i_{\ell}} \).

Here \( M \) denote the matrix \( A^T A \).

We will now prove that a constant probability over the randomness in \( \zeta^{(1)}, \ldots, \zeta^{(2L-1)}, \| \sum_{i \neq 1} \gamma_i A_i \|_2 = o (q_{\max} / \log n) \). Notice that since the value distribution is symmetric with mean zero, \( \mathbb{E}_x [x_{i_{1}}, x_{i_{2}}, \ldots x_{i_{2L-1}}] \) is zero unless each of the indices in \( m \) appears an even number of times in \( i_1, i_2, \ldots i_{2L-1} \). Hence each \( \gamma_i \) can be further written as the sum of \( O (L) \) many polynomials over \( \zeta^{(1)}, \ldots, \zeta^{(2L-1)} \), where each polynomial corresponds to a valid partition of the indices \( i_1, i_2, \ldots i_{2L-1} \). We will prove that \( \| \sum_{i \neq 1} \gamma_i A_i \|_2 \) is small by showing concentration bounds for the polynomials corresponding to these terms in \( \gamma_i \), along with a union bound over the \( mL^{O(L)} \) terms. Furthermore these terms are multilinear polynomials of random variables \( \zeta^{(1)}, \ldots, \zeta^{(2L-1)} \) that are rarely occurring mean-zero random variables i.e., they are non-zero with probability roughly \( p = k/m \).

Concentration bounds for multilinear degree-\( d \) polynomials of \( O(1) \) hypercontractive random variables are known, giving bounds of the form \( \Pr [ |g(x) - \mathbb{E} [g(x)]| < \epsilon |g(\mathbb{E}[x])| \leq \exp(-c \epsilon^{2/d}) \). More recently, sharper bounds (analogous to the Hanson-Wright inequality for quadratic forms [21]) that do not necessarily incur a \( d \) factor in the exponent and get bounds of the form \( \exp(-\Omega(t^2)) \) have also been obtained by Latala, Adamczak and Wolff [22], [23] for sub-gaussian random variables and more generally, random variables of bounded Orlicz \( \psi_2 \) norm. However, these seem to give suboptimal bounds for rarely occurring random variables, as we demonstrate below. On the other hand, bounds that apply in the rarely occurring regime [24], [25] typically apply to polynomials of non-negative random variables with non-negative coefficients, and do not seem directly applicable in our settings.

There are several different terms that arise in these calculations; we give an example of one such term to motivate the need for better concentration bounds in this setting with rarely occurring random variables. One of the terms that arises in the expansion of \( \gamma_i \) is

\[
Z = \sum_{j_1, j_2 \in [m]} B_{j_1, j_2} \zeta^{(1)}_{j_1} \zeta^{(2)}_{j_2} := \sum_{i \in [m]} \sum_{j_1, j_2 \in [m] \setminus \{i\}} M_{ij_1, ij_2} \zeta^{(1)}_{j_1} \zeta^{(2)}_{j_2}.
\]

Using the fact that the columns of \( A \) are incoherent, for this quadratic form we get that \( \|B\|_F = O(\sqrt{m}) \). We can then apply Hanson-Wright inequality to this quadratic form, and conclude that \( |Z| \leq \sqrt{m} \log n \) with high probability\(^9\). On the other hand, the \( \zeta \) random variables are non-zero with probability at most \( 1/k \) and are \( \tau = O(1) \)-negatively correlated, and hence we get that \( \text{Var}[Z] \leq m \sigma^2 (k/m)^2 = O(k^2/m) \) and \( \mathbb{E}[Z] = 0 \). Here \( \sigma \) is the spectral norm of \( A \). Hence, in the ideal case, we can hope to show a much better upper bound of \( |Z| \leq k \log (n)/\sqrt{m} \) (smaller by a factor of \( k/m \)). Obtaining bounds that take advantage of the small probability of occurrence seems crucial in handling \( k = O(\sqrt{m}) \) for the semirandom case, and \( k = O(\sqrt{m}) \) for the random case.

To tackle this, we derive general concentration inequalities for multilinear degree-\( d \) polynomials of rarely occurring random variables. Let \( f \) be a degree \( d \) multilinear polynomial

\(^9\) The random variables \( \zeta^{(f)}_{i_{\ell}} \) has its \( \psi_2 \) Orlicz norm bounded by \( K \leq \log(1/p) = O(log(n)); \) Hanson-Wright inequality shows that \( \Pr[|Z| > t] \leq \exp(-c \min\{\frac{t^2}{\sigma^2} \frac{1}{m}, \frac{t^2}{K^2 m} \}) \). Using Hypercontractivity for these distributions also gives similar bounds up to polylog \( n \) factors.
of the form
\[ f(\zeta^{(1)}, \ldots, \zeta^{(d)}) = \sum_{(j_1, \ldots, j_d) \in [m]^d} T_{j_1, \ldots, j_d} \zeta^{(1)}_{j_1} \cdots \zeta^{(d)}_{j_d}, \]
where each of the random variables \( \zeta_j \) are independent, bounded and non-zero with probability at most \( p \), and for any \( \Gamma \subset [d] \). Then we prove that for any \( \eta > 0 \),
\[ \mathbb{P} \left[ |f(\zeta^{(1)}, \ldots, \zeta^{(d)})| \geq \log(2/\eta)^d \sqrt{\rho} \cdot p^{d/2} \|T\|_F \right] \leq \eta, \tag{3} \]
where \( \rho \) is a measure of how well-spread out the corresponding tensor \( T \) is: it depends in particular, on the maximum row norm \( (\|\cdot\|_{2 \to \infty}) \) of different “flattenings” of the tensor \( T \) into matrices. This is reminiscent of how the bounds of Latala \[22, 23\] depends on the spectral norm of different “flattenings” of the tensor into matrices, but they arise for different reasons. We defer to the full version of the paper for a formal statement and more background. To the best of our knowledge, we are not aware of similar concentration bounds for arbitrary multilinear (with potentially non-negative co-efficients) for rarely occurring random variables, and we believe these bounds may be of independent interest in other sparse settings.

The candidate generation algorithm works for sparsity of \( k = \tilde{O}(\sqrt{n}) \) in the semirandom case, and a better sparsity of \( k = \tilde{O}(n^{2/3}) \) in the random case. The analysis for both the semirandom case and random case proceeds by carefully analyzing various terms that arise in evaluating \( \{ \gamma_i : i \in [m] \} \), and using the new concentration bounds in the context of each of these terms along with good bounds on the norms of various tensors and their flattenings that arise (this uses sparsity of the samples, the incoherence assumption and the spectral norm bound among other things). We now describe one of the simpler terms that arise in the random case, to demonstrate the advantage of considering larger \( L \) i.e., more fixed samples. Consider the expression
\[ Z = \sum_{J \in [m]^{2L-1}} M_{i_1, j_{2L-1}} \zeta_{i_1}^{(2L-1)} \sum_{i_1, \ldots, i_{L-1}} \mathbb{E} \left[ x_{i_1}^2 x_{i_2}^2 \cdots x_{i_{L-1}}^2 \right] \times \prod_{\ell \in [L-1]} M_{i_\ell, j_{2\ell-1}} M_{i_\ell, j_{2\ell}} \zeta_{j_{2\ell-1}}^{(2\ell-1)} \zeta_{j_{2\ell}}^{(2\ell)}. \tag{4} \]

In the random case, \( \mathbb{E}[x_{i_1}^2 x_{i_2}^2 \cdots x_{i_{L-1}}^2] \approx \mathbb{E}[x_1^2] \mathbb{E}[x_1^2] \cdots \mathbb{E}[x_1^2] \leq (k/m)^L \), since the support distribution is essentially random (this also assumes the value distribution is Rademacher). Further, for the corresponding tensor \( T \) of co-efficients, one can show a bound of \( \|T\|_F = O(m^{L-1}/2) \). Hence, applying the new concentration bound we would get an ideal bound (assuming the imbalance factor \( \rho = O(1) \) of roughly \( c \cdot (k/m)^{L-1} \cdot (k/m)^{L-1/2} = c \left( \frac{k^2}{m^2} \sqrt{m} \right)^{L-1} \cdot (k/m)^{3/2}, \)
which becomes \( o(k/\sqrt{m}) \) as required for \( L \) being a sufficiently large constant when \( k = o(m^{3/4}) \). On the other hand, with higher values of \( L \) there are some lower-order terms that start becoming larger comparatively, for which the new concentration bounds for polynomials of rarely occurring random variables becomes critical. Balancing out these terms allows us to handle a sparsity of \( k = \tilde{O}(n^{2/3}) \) for the random case.

The semirandom model presents several additional difficulties as compared to the random model. Firstly, as most of the data is generated with arbitrary supports, we cannot assume that the \( x \) variables are \( \tau = O(1) \)-negatively correlated. As a result, the term \( \mathbb{E}[x_1^2 x_2^2 \cdots x_{L-1}^2] \) does not factorize as the adversary can make the joint probability distribution of the non-zeros very correlated. Hence, to bound various expressions that appear in the expansion of \( \gamma_i \), we need to use inductive arguments to upper bound the magnitude of each inner sum and eliminating the corresponding running index (this needs to be done carefully since these quantities can be negative). We bound each inner sum using the new concentration bounds for polynomials of rarely occurring random variables repeatedly along with the inequality \( \sum_{i \in [m]} \mathbb{E}[x_1^2 x_2^2 \cdots x_{L-1}^2] \leq k \mathbb{E}[x_1^2 x_2^2 \cdots x_{L-1}^2] \), and some elegant linear algebraic facts.

Finally, the above procedure can be used to recover all the columns \( A_i \) of the dictionary whose corresponding occurrence probabilities \( q_i = \mathbb{E}[x_i^2] \) are close to the largest i.e., \( q_i = \tilde{O}(\max_{j \in [m]} q_j) \). To recover all the other columns, we use a linear program and subsample the data (just based on columns recovered so far), so that one of the undiscovered columns has largest occurrence probability. We defer to the details in the full version of the paper.

C. Related Work

Polynomial Time Algorithms: Spielman et al. \[8\] were the first to provide a polynomial time algorithm with rigorous guarantees for dictionary learning. They handled the full rank case, i.e. \( m = n \), and assumed the following distributional assumptions about \( X \): each entry is chosen to be non-zero independently with probability \( k/m = O(1)/\sqrt{n} \) (the support distribution \( D(s) \) is essentially uniformly random) and conditioned on the support, each non-zero value is set independently at random from a sub-Gaussian distribution e.g., Rademacher distribution (the value distribution \( D(v) \)). Their algorithm uses the insight that w.h.p. in this model, the sparsest vectors in the row space of \( X \) correspond to the rows of \( X \), and solve a sequence of LPs to recover \( X \) and \( A \). Subsequent works \[26, 27, 9\] have focused on improving the sample complexity and sparsity assumptions in the full-rank setting. However in the presence of the semirandom adversary, the sparsest vectors in the row space of \( Y \) may...
not contain rows of $X$ and hence the algorithmic technique of [8] breaks down.

For the case of over-complete dictionaries the works of Arora et al. [10] and Agarwal et al. [11] provided polynomial time algorithms when the dictionary $A$ is $\mu$-incoherent. In particular, the result of [10] also holds under a weaker assumption that the support distribution $D(x)$ is approximately $\ell = O(1)$-wise independent i.e., $\mathbb{P}_{x \sim D(x)}[i_1, i_2, \ldots, i_\ell \in \text{supp}(x)] \leq \tau^{\ell}(k/m)^{\ell}$ for some constant $\tau > 0$. Under this assumption they can handle sparsity up to $O(\min(\sqrt{n}, m^{1/2-\epsilon}))$ for any constant $\epsilon > 0$ with $\ell = O(1/\epsilon)$. Their algorithm computes a graph $G$ over the samples in $Y$ by connecting any two samples that have a high dot product – these correspond to pairs of samples whose supports have at least one column in common. Recovering columns of $A$ then boils down to identifying communities in this graph with each community identifying a column of $A$. Subsequent works have focused on extending this approach to handle mildly weaker or incomparable assumptions on the dictionary $A$ or the distribution of $X$ [28], [12]. For example, the algorithm of [12] only assumes $O(1)$-wise independence on the non-zero values of a column $x$. The state of the art results along these lines can handle $k = O(m^{1/2-\epsilon})$ sparsity for $\mu = O(1)$-incoherent dictionaries. Again, we observe that in the presence of the semirandom adversary, the community structure present in the graph $G$ could become very noisy and one might not be able to extract good approximations to the columns of $A$, or worse still, find spurious columns.

The work of Barak et al. [13] reduce the problem of recovering the columns of $A$ to a (noisy) tensor decomposition problem, which they solve using Sum-of-Squares (SoS) relaxations. Under assumptions that are similar to that of [10] (assuming approximate $O(1)$-wise independence), these algorithms based on SoS relaxations [13], [14] handle almost linear sparsity $k = O(n)$ and recover incoherent dictionaries with quasi-polynomial time guarantees in general, and polynomial time guarantees when $\sigma = O(1)$ (this is obtained by combining Theorem 1.5 in [14] with [13]). The recent work of Kothari et al. [29] also extended these algorithms based on tensor decompositions using SoS, to a setting when a small fraction of the data can be adversarially corrupted or arbitrary. This is comparable to the setting in the semirandom model when $\beta = 1 - \epsilon$ (for a sufficiently small constant $\epsilon$), but the non-zero values for these samples can also be arbitrary. However in the semirandom model, the reduction from dictionary learning to tensor decompositions breaks down because the supports can have arbitrary correlations in aggregate, particularly when $\beta$ is small. Hence these algorithms do not work in the semirandom model.

Moreover, even in the absence of any adversarial samples, Theorem 1.2 and the current state-of-the-art guarantees [14], [12] are incomparable, and are each optimal in their own setting. For instance, consider the setting when the over-completeness $m/n, \sigma = O(n^{\epsilon})$ for some small constant $\epsilon > 0$. In this case, Arora et al. [12] can handle a sparsity of $O(\sqrt{n})$ in polynomial time and Ma et al. [14] handle $O(n^{1/2})$ sparsity in quasi-polynomial time, while Theorem L2 handles a sparsity of $O(n^{2/3})$ in polynomial time. On the other hand, [12] has a better dependence on $\sigma$, while [14] can handle $O(n)$ sparsity when $\sigma = O(1)$. Further, both of these prior works do not need full independence of the value distribution $D(x)$ and the SoS-based approaches work even under mild incoherence assumptions to give some weak recovery guarantees\(^1\) However, we recall that in addition our algorithm works in the semirandom model (almost arbitrary support patterns) up to sparsity $O(\sqrt{n})$, and this seems challenging for existing algorithms.

**Heuristics and Associated Guarantees:** Many iterative heuristics like $k$-SVD, method of optimal direction (MOD), and alternate minimization have been designed for dictionary learning, and recently there has also been interest in giving provable guarantees for these heuristics. Arora et al. [10] and Agarwal et al. [30] gave provable guarantees for $k$-SVD and alternate minimization assuming initialization with a close enough dictionary. Arora et al. [12] provided guarantees for a heuristic that at each step computes the current guess of $X$ by solving sparse recovery, and then takes a gradient step of the objective $\|Y - AX\|^2$ to update the current guess of $A$. They initialize the algorithm using a procedure that finds the principal component of the matrix $E\{u^{(1)}y\}E\{u^{(2)}yy^T\}$ for appropriately chosen samples $u^{(1)}, u^{(2)}$ from the data set. A crucial component of our algorithm in the semirandom model is a procedure to generate candidate vectors for the columns of $A$ and is inspired by the initialization procedure of [12].

**Identifiability Results:** As with many statistical models, most identifiability results for dictionary learning follow from efficient algorithms. As a result identifiability results that follow from the results discussed above rely on strong distributional assumptions. On the other hand results establishing identifiability under deterministic conditions [31], [32] require exponential sample complexity as they require that every possible support pattern be seen at least once in the sample, and hence require $O(n^k)$ samples. To the best of our knowledge, our results (Theorem L.4) lead to the first identifiability results with polynomial sample complexity without strong distributional assumptions on the supports.

**Other Related Work:** A problem which has a similar flavor to dictionary learning is Independent Component Analysis (ICA), which has been a rich history in signal processing and computer science [33], [34], [35]. Here, we are given $Y = AX$ where each entry of the matrix $X$ is independent, and there are polynomial time algorithms both in the under-complete [34] and over-complete case [36], [35].

\(^1\)However, to recover $A$ and $X$ to high accuracy, incoherence and RIP assumptions of the kind assumed in our work and [12] seem necessary.
that recover $A$ provided each entry of $X$ is non-Gaussian. However, these algorithms do not apply in our setting, since the entries in each column of $X$ are not independent (the supports can be almost arbitrarily correlated because of the adversarial samples).

Finally, starting with the works of Blum and Spencer [15], semirandom models have been widely studied for various optimization and learning problems. Feige and Kilian [16] considered semi-random models involving monotone adversaries for various problems including graph partitioning, independent set and clique. Semirandom models have also been studied in the context of unique games [37], graph partitioning problems [38], [39] and learning communities [40], [41], [42], correlation clustering [43], [44], noisy sorting [45], coloring [46] and clustering [47].

II. Preliminaries

We will use $A$ to denote an $n \times m$ over-complete ($m > n$) dictionary with columns $A_1, A_2, \ldots, A_m$. Given a matrix or a higher order tensor $T$, we will use $\|T\|_F$ to denote the Frobenius norm of the tensor. For matrices $A$ we will use $\|A\|_2$ to denote the spectral norm of $A$. We first define the standard random model for generating data from an over-complete dictionary.

Informally, a vector $y = Ax$ is generated as a random linear combination of a few columns of $A$. We first pick the support of $x$ according to a support distribution denoted by $D^{(s)}$, and then draw the values of each of the non-zero entries in $x$ independently according to the value distribution denoted by $D^{(v)}$. $D^{(s)}$ is a distribution that is over the set of vectors in $\{0, 1\}^m$ with at most $k$ ones.

**Value Distribution**: As is standard in past works on sparse coding [10], [12], we will assume that the value distribution $D^{(v)}$ is any mean zero symmetric distribution supported in $[-C, -1] \cup [1, C]$ for a constant $C > 1$. This is known as the Spike-and-Slab model [18]. For technical reasons we also assume that $D^{(v)}$ has non-negligible density in $[1, 1 + \eta]$ for $\eta = 1/(\text{poly} \log n)$. Formally we assume that

$$\exists \gamma_0 \in (0, 1) \text{ s.t. } \forall \eta \geq \frac{1}{\log^3 n}, \mathbb{P}_{D^{(v)}}([1, 1 + \eta]) \geq \gamma_0. \tag{5}$$

In the above definition, we will think of $\gamma_0$ as just being non-negligible (e.g., $1/\text{poly}(n)$). This assumption is only used in Section III, and the sample complexity will only involve inverse polynomial dependence on $\gamma_0$. The above condition captures the fact that the value distribution has some non-negligible mass close to 1. Further, this is a benign assumption that is satisfied by many distributions including the Rademacher distribution that is supported on $\{+1, -1\}$ (with $\gamma_0 = 1/2$), and the uniform distribution over $[-C, -1] \cup [1, C]$ (with $\gamma_0 = 1/(2C)$).

**Random Support Distribution $D^{(s)}_R$**: Let $\xi \in \mathbb{R}^m$ be drawn from $D^{(s)}_R$. To ensure that each column appears reasonably often in the data so that recovery is possible information theoretically we assume that each coordinate $i$ in $\xi$ is non-zero with probability $k/m$. We do not require the non-zero coordinates to be picked independently and there could be correlations provided that they are negatively correlated up to a slack factor of $\tau$.

**Definition II.1.** For any $\tau \geq 1$, a set of non-negative random variables $Z_1, Z_2, \ldots, Z_m$ where $P(Z_i \neq 0) \leq p$ is called $\tau$-negatively correlated if for any $i \in [m]$ and any $S \subseteq [m]$ such that $i \notin S$ and $|S| = O(\log m)$ we have that for a constant $\tau > 0$,

$$P(Z_i \neq 0 \cap \bigwedge_{j \in S} Z_j \neq 0) \leq \tau p. \tag{6}$$

In the random model the variables $\xi_1, \xi_2, \ldots, \xi_m$ are $\tau$-negatively correlated with $p = k/m$. We remark that for our algorithms we only require the above condition (for the random portion of the data) to hold for sets $S$ of size up to $O(\log m)$. Of course in the semi-random model described later, the adversary can add additional data from supports distributions with arbitrary correlations; hence they are not $\tau$-negatively correlated, and each co-ordinate of $x$ need not be non-zero with probability at most $p = k/m$.

**Random model for Dictionary Learning**: Let $D^{(v)}_R \odot D^{(s)}_R$ denote the distribution over $\mathbb{R}^m$ obtained by first picking a support vector from $D^{(s)}_R$ and then independently picking a value for each non-zero coordinate from $D^{(v)}_R$. Then we have that a sample $y$ from the over complete dictionary is generated as

$$y = \sum_{i \in [m]} x_i A_i,$$

where $(x_1, x_2, \ldots, x_m)$ is generated from $D^{(v)}_R \odot D^{(s)}_R$. Given $S = \{y^{(1)}, y^{(2)}, \ldots, y^{(N)}\}$ drawn from the model above, the goal in standard dictionary learning is to recover the unknown dictionary $A^*$, up to signs and permutations of columns.

A. Semi-random model

We next describe the semi-random extension of the above model for sparse coding. In the semi-random model an initial set of samples is generated from the standard model described above. A semi-random adversary can then an arbitrarily number of additional samples with each sample $y = Ax$ generated by first picking the support of $x$ arbitrarily and then independently picking values of the non-zeros according to $D^{(v)}_R$. Formally we have the following definition

**Definition II.2** (Semi-Random Model: $\mathcal{M}_R(D^{(v)}_R, D^{(s)}_R, D^{(v)}_R)$). A semi-random model for
sparse coding, denoted as $M_{\beta}(D_L^{(s)}, \tilde{D}^{(s)}, D^{(v)})$, is defined via the following process of producing $N$ samples

1) Given a $\tau$-negatively correlated support distribution $D_L^{(s)}$, $N_0 = \beta N$ “random” support vectors $\xi^{(1)}, \xi^{(2)}, \ldots, \xi^{(N_0)}$ are generated from $D_L^{(s)}$.

2) Given the knowledge of the supports of $\xi^{(1)}, \ldots, \xi^{(N_0)}$, the semi-random adversary generates $(1 - \beta)N$ additional support vectors $\xi^{(N_0+1)}, \xi^{(N_0+2)}, \ldots, \xi^{(N)}$ from an arbitrary distribution $\tilde{D}^{(s)}$. The choice of $\tilde{D}^{(s)}$ can depend on $\xi^{(1)}, \xi^{(2)}, \ldots, \xi^{(N_0)}$.

3) Given a value distribution $D^{(v)}$ that satisfies the Spike-and-Slab model, the vectors $x^{(1)}, x^{(2)}, \ldots, x^{(N_0)}, x^{(N_0+1)}, \ldots, x^{(N)}$ are form by picking each non-zero value (as specified by $\xi^{(1)}, \ldots, \xi^{(N)}$ respectively) independently from the distribution $D^{(v)}$.

4) $x^{(1)}, x^{(2)}, \ldots, x^{(N)}$ are randomly reordered as columns of an $m \times N$ matrix $X$. Then the output of the model is $Y = AX$.

We would like to stress that the amount of semi-random data can overwhelm the initial random set. In other words, $\beta$ need not be a constant and can be a small inverse polynomial factor. The number of samples needed for our algorithmic results will have an inverse polynomial dependence on $\beta$. While the above description of the model describes a distribution from which samples can be drawn, one can also consider a setting where there a fixed number of samples $N$, of which $\beta N = N_0$ samples were drawn with random supports i.e., from $D_L^{(s)}$. These two descriptions are essentially equivalent in our context since the distribution $\tilde{D}^{(s)}$ is arbitrary. However, since there are multiple steps in the algorithm, it will be convenient to think of this as a generative distribution that we can draw samples from (in the alternate view, we can randomly partition the samples initially with one portion for each step of the algorithm).

In the next few sections we give the formal statements of our main results. We defer to the full version of the paper [48] for proofs and all the details.

III. TESTING PROCEDURE AND IDENTIFIABILITY

In this section we describe and prove the correctness of our testing procedure that checks if a given unit vector $z$ is close to any column of the dictionary $A$. The procedure works as follows: it takes a value $\eta$ as input and checks if the inner product $\langle z, Ax \rangle$ only takes values in $[0, \eta] \cup [1 - \eta, C(1 + \eta)]$ for most samples $x$, and if $\langle z, Ax \rangle \in [1 - \eta, C(1 + \eta)]$ for a non-negligible fraction of samples. In other words, a vector $z$ is rejected only if $\langle z, Ax \rangle \in (2\eta, 1 - 2\eta)$ for a non-negligible fraction of the samples, or if $\langle z, Ax \rangle \in [1 - \eta, C(1 + \eta)]$ for a negligible fraction of samples. For any $\eta \in (0, 1)$, we will often use the notation $I_\eta$ to denote the set $\{ t \in \mathbb{R} : |t| \in [1 - \eta, C(1 + \eta)] \cup [0, \eta] \}$, i.e. the range of values close to 0 or 1.

**Algorithm TestColumn** ($z, Y = \{ y^{(1)}, \ldots, y^{(N)} \}, \kappa_0, \kappa_1, \eta$)

1) Let $\tilde{\kappa}_1$ be the fraction of samples such that $\langle z, y^{(r)} \rangle \in [1 - \eta, C(1 + \eta)]$ and $\tilde{\kappa}_0$ be the fraction of samples such that $\langle z, y^{(r)} \rangle \notin [1 - \eta, C(1 + \eta)] \cup [0, C_0\eta]$.

2) If $\tilde{\kappa}_0 < \kappa_0$ and $\tilde{\kappa}_1 \geq \kappa_1$, return (YES, $\tilde{z}$), where $\tilde{z} = \{ \langle y^{(r)} : r \in [N] \ s.t. \ (y^{(r)}, z) \geq \frac{1}{2} \}$ and $\tilde{z} = \sqrt{\|z\|^2}$.

3) Else return (NO, 0).

**Theorem III.1** (Guarantees for TestColumn). There exists constants $c_0, c_1, c_2, c_3, c_4, c_5 > 0$ (potentially depending on $C$) such that the following holds for any $\gamma \in (0, 1), \eta_0 < \eta \in (0, 1)$ satisfying $\frac{c_2k}{m} < \eta < \frac{c_3}{\log \left(\frac{\eta_0}{\eta} \right) \log(n)}$. Set $\kappa_0 := c_4\eta_0\eta_0/(km)$. Suppose we are given $N \geq \frac{c_5k\eta_0}{\log(1/(1/\kappa_0))}$ samples $y^{(1)}, \ldots, y^{(N)}$ satisfying

- the dictionary $A$ is $(k, \delta)$-RIP for $\delta < \left(\frac{\eta}{\log(1/(1/\kappa_0))}\right)^2$.
- $\forall i \in [m], T \subset [m] \ \backslash \ {i} \ with \ |T| \leq c_3/\eta_0^2$, there at least $q_{\min} N$ samples whose supports all contain $i$, but disjoint from $T$.

Suppose we are given a unit vector $z \in \mathbb{R}^n$, then TestColumn($z, \{ y^{(1)}, \ldots, y^{(N)} \}, \kappa_0, \kappa_1$) runs in time $O(N)$ time, and we have with probability at least $1 - \gamma$ that

- (Completeness) if $\|z - bA_i\|_2 \leq \eta_1' = \eta/(8C_0 \log(1/\kappa_0))$ for some $i \in [m], b \in \{ -1, 1 \}$, then Algorithm Testvector outputs (YES, $\tilde{z}$).
- (Soundness) if unit vector $z \in \mathbb{R}^n$ passes TestColumn, then there exists $i \in [m], b \in \{ -1, 1 \}$ such that $\|z - bA_i\|_2 \leq \sqrt{8\eta_0}$. Further, in this case $\|\tilde{z} - bA_i\|_2 \leq \eta_0$.

We show the following guarantees for Algorithm TestColumn. We will prove the guarantees in a slightly broader setup so that it can be used both for the identifiability results and for the algorithmic results. We assume that we are given $N$ samples $\{ y^{(r)} = Ax^{(r)} : r \in [N] \}$, when the value distribution (distribution of each non-zero co-ordinate of a given sample $x^{(r)}$) is given by $D^{(v)}$. We make the following mild assumption about the sparsity pattern (support): for any $i$ and any $T \subset [m] \ \backslash \ {i}$, we assume that there are at least $q_{\min} N$ samples which contain $i$ but do not contain $T$ in the support. Note that for the semi-random model, if $\beta$ fraction of the samples come from the random portion, then $q_{\min} \geq \frac{1}{2}k/m$ with high probability.

In what follows, it will be useful to think of $\eta = O(1/poly \log(n)), \gamma_0 = n^{-\Omega(1)}$, the desired accuracy $\eta_0 = 1/poly(n)$, sparsity $k = O(n/poly \log(n))$, and the desired failure probability to be $\gamma = \exp(-n)$. Hence, in this setting $\kappa_0 = n^{-\Omega(1)}$ and $\delta = O(1/poly \log(n))$ as well.
Remark III.2. We note that the above algorithm is also robust to adversarial noise. In particular, if we are given samples of the form \( y^{(r)} = Ax^{(r)} + \psi^{(r)} \), where \(|\psi^{(r)}| \leq O(\eta)\), then it is easy to see that the completeness and soundness guarantees go through since the contribution to \((y^{(r)}, z)\) is at most \(||(\psi^{(r)}, z)| \leq ||\psi^{(r)}|| = O(\eta)\).

The above theorem immediately implies an identifiability result for the same model (and hence the semi-random model). By applying Algorithm TestCOLUMN to each \( z \) in an \( O(\eta) \)-net over \( \mathbb{R}^n \) dimensional unit vectors and choosing \( \gamma = \exp(-\Omega(n \log(1/\eta))) \) in Theorem III.1 and performing a union bound over every candidate vector \( z \) in the net, we get the following identifiability result as long as \( k < n/poly(\log(n)) \).

**Corollary III.3 (Identifiability for Semi-Random Model).** There exists constants \( c_0, c_1, c_2, c_3, c_4, c_5, c_6 > 0 \) (potentially depending on \( C \)) such that the following holds for any \( k < n/\log^{2\epsilon_0} m, \eta_0 \in (0,1) \). Set \( \kappa_0 := c_0 \eta_0 \log^{-\epsilon_0} m \eta_0 m \eta_0 \). Suppose we are given \( N \geq \frac{c_2 \log m \log(1/\kappa_0)}{\eta_0 \eta_0} \) samples \( y^{(1)}, \ldots, y^{(N)} \) satisfying

- the dictionary \( A \) is \((k, \delta)\)-RIP for \( \delta < \frac{c_2 \log(1/\kappa_0)}{\log^{\epsilon_0} m} \).
- \( \forall i \in [m], T \subset [m] \setminus \{i\} \) with \(|T| \leq c_4 \log^{2c_1} m, \) there at least \( \eta_0 m \eta_0 N \) samples whose supports all contain \( i \), but disjoint from \( T \).

Then there is an algorithm that with probability at least \( 1 - \exp(-n) \) finds the columns \( A \) such that \( \|A_i - b_A\|_2 \leq \eta_0 \) for some \( b \in \{-1,1\} \).

IV. STRONGER IDENTIFIABILITY FOR RADEMACHER VALUE DISTRIBUTION

In the special case when the value distribution is a Rademacher distribution (each \( x_i \) is \(+1\) or \(-1\) with probability \( 1/2 \) each), we can obtain even stronger guarantees for the testing procedure. We do not need to assume that there are non-negligible fraction of samples \( y = Ax \) where the support distribution is “random”\(^\text{13}\). Here, we just need that for every triple \( i_1, i_2, i_3 \in [m] \) of columns, they jointly occur in at least a non-negligible number of samples.

On the other hand, we remark that the triple co-occurrence condition is arguably the weakest condition under which identifiability is possible. In the full version we show a non-identifiability statement even when the value distribution is a Rademacher distribution. In this example, for every pair of columns there are many samples where these two columns co-occur.

**Theorem IV.1 (Rademacher Value Distribution).** There exists constants \( c_0, c_1, c_2, c_3, c_4 > 0 \) such that the following holds for any \( \gamma \in (0,1), \eta_0 < \eta \in (0,1) \) satisfying \( \sqrt{c_2 \log m} \eta < \eta_0 \).

\[ \text{Set } \kappa_0 := c_0 \eta_0 \eta_0 \eta_0 m \eta_0 \text{. Suppose we are given } N \geq \frac{c_2 \log m \log(1/\kappa_0)}{\eta_0 \eta_0} \text{ samples } y^{(1)}, \ldots, y^{(N)} \text{ satisfying} \]

- the dictionary \( A \) is \((k, \delta)\)-RIP for \( \delta < \frac{c_2 \log(1/\kappa_0)}{\log^{\epsilon_0} m} \).
- \( \forall i_1, i_2, i_3 \in [m], \) there at least \( \eta_0 m \eta_0 N \) samples whose supports all contain \( i_1, i_2, i_3 \).

Then there is an algorithm that with probability at least \( 1 - \exp(-n) \) finds the columns \( A \) (up to renaming columns) such that \( \|A_i - b_A\|_2 \leq \eta_0 \) for some \( b \in \{-1,1\} \).

The test procedure for checking whether unit vector \( z \) is close to a column is slightly different. In addition to Algorithm TestCOLUMN, there is an additional procedure that is less stringent: it checks if the inner product \( \langle z, Ax \rangle \) only takes values in \([0, \eta] \cup [1 - \eta, C(1 + \eta)]\) for most samples \( x \sim D \), and if \( \langle z, Ax \rangle \in [1 - \eta, C(1 + \eta)] \) for a non-negligible fraction of samples. In other words, a vector \( z \) is rejected only if \( \langle z, Ax \rangle \in (2\eta, 1 - 2\eta) \) for a non-negligible fraction of the samples, or if \( \langle z, Ax \rangle \in [1 - \eta, C(1 + \eta)] \) for a negligible fraction of samples.

V. EFFICIENT ALGORITHMS FOR PRODUCING CANDIDATE COLUMNS

The main theorem of this section is a polynomial time algorithm for recovering incoherent dictionaries when the sample comes from the semirandom model.
Theorem V.1. Let $A$ be a $\mu$-incoherent $n \times m$ dictionary with spectral norm $\sigma$. There is an algorithm \textsc{RecoverDict} such that for any $\varepsilon > 0$, given $N = \operatorname{poly}(k, m, n, 1/\varepsilon, 1/\beta)$ samples from the semi-random model $\mathcal{M}_\beta(\mathcal{D}_R^{(s)}, \mathcal{D}^{(v)})$, \textsc{Algorithm \textsc{RecoverDict} with probability at least $1 - \frac{1}{m}$, outputs a set $W^*$ such that

- For each column $A_i$ of $A$, there exists $\hat{A}_i \in W^*$, $b \in \{ \pm 1 \}$ such that $\|A_i - b\hat{A}_i\| \leq \varepsilon$.
- For each $A_i \in W^*$, there exists a column $A_i$ of $A$, $b \in \{ \pm 1 \}$ such that $\|A_i - bA_i\| \leq \varepsilon$.

provided $k \leq \sqrt{n}/\nu_1(\frac{1}{m}, 16)$. Here $\nu_1(\eta, d) := c_1 \tau \mu^2 (C (\sigma^2 + \mu \sqrt{n}) \log^2 (n/\eta))^d$, $c_1 > 0$ is a constant (potentially depending on $C$), and the polynomial bound for $N$ also hides a dependence on $C$.

The bound above is the strongest when $m = \tilde{O}(n)$ and $\sigma = \tilde{O}(1)$, in which case we get guarantees for $k = \tilde{O}(\sqrt{n})$, where $\tilde{O}$ also hides dependencies on $\tau, \mu$. However, notice that we can also handle $m = \tilde{O}(n^{1+\varepsilon_0})$, $\sigma = \tilde{O}(n^{\varepsilon_0})$, for a sufficiently small constant $\varepsilon_0$ at the expense of smaller sparsity requirement – in this case we handle $k = \tilde{O}(n^{1/2 - O(\varepsilon_0)})$ (we do not optimize the polynomial dependence on $\sigma$ in the above guarantees). The above theorem gives a polynomial time algorithm that recovers the dictionary (up to any inverse polynomial accuracy) as long as $\beta$, the fraction of random samples is inverse polynomial. In particular, the sparsity assumptions and the recovery error do not depend on $\beta$. In other words, the algorithm succeeds as long we are given a few “random” samples (say $N_0$ of them), even where there is a potentially a much larger polynomial number $N \gg N_0$ of samples with arbitrary supports. We remark that the above algorithm is also robust to inverse polynomial error in each sample; however we omit the details for sake of exposition.

VI. EFFICIENT ALGORITHMS FOR THE RANDOM MODEL: BEYOND $\sqrt{n}$ SPARSITY

In this section we show that when the data is generated from the standard random model $\mathcal{D}_R^{(s)} \otimes \mathcal{D}^{(v)}$ our approach from the previous section leads to an algorithm that can handle sparsity up to $\tilde{O}(n^{2/3})$ which improves upon the state-of-art results in certain regimes, as described in the full version. As in the semi-random case, we will look at the statistic $\mathbb{E}[w(u^{(1)}, y)u^{(2)}, y)u^{(3)}, y) \ldots u^{(2L-1)}, y)]$ for a constant $L \geq 8$. Here $u^{(1)}, u^{(2)}, \ldots, u^{(2L-1)}$ are samples that all have a particular column, say $A_i$, in their support such that $A_i$ appears with the same sign in each sample. Unlike in the semi-random case where one was only able to recover high frequency columns, here we will show that then one can good approximation to any columns $A_i$ via this approach. Hence, in this case we do not need to iteratively re-weigh the data to recover more columns. This is due to the fact that in the random case, given a sample $y = Ax$, we have that $P(x_i \neq 0) = \frac{k}{m}$. Hence, all columns are large frequency columns. Furthermore, when analyzing various sums of polynomials over the $\zeta$ random variables we will be able to use better concentration bounds. The main theorem of this section stated below claims that there is an algorithm \textsc{RecoverColumns} that will output good approximations to all columns of $A$ when fed with data from the random model $\mathcal{D}_R^{(s)} \otimes \mathcal{D}^{(v)}$.

Theorem VI.1. There exists constants $c_1 > 0$ (potentially depending on $C$) and $c_2 > 0$ such that the following holds for any $\varepsilon > 0$, any constants $c > 0$, $L \geq 8$. Let $A_{n \times m}$ be a $\mu$-incoherent matrix with spectral norm at most $\sigma$ that satisfies $(k, \delta)$-RIP for $\delta < 1/(C^2 \log^2 n)$. Given $\operatorname{poly}(k, m, n, 1/\varepsilon)$ samples from the random model $\mathcal{D}_R^{(s)} \otimes \mathcal{D}^{(v)}$, \textsc{Algorithm \textsc{RecoverColumns}, with probability at least $1 - \frac{1}{m}$, outputs a set $W$ such that

- For each $i \in \{m\}$, $W$ contains a vector $\hat{A}_i$, and there exists $b \in \{ \pm 1 \}$ such that $\|A_i - b\hat{A}_i\| \leq \varepsilon$.
- For each vector $\hat{z} \in \mathbb{R}^n$, there exists $A_i$, $b \in \{ \pm 1 \}$ such that $\|\hat{z} - bA_i\| \leq \varepsilon$.

provided $k \leq n^{2/3}/(\nu_1(\frac{1}{m}, 2L)\mu^2)$. Here $\nu_1(\eta, d) := c_1 (C (\sigma^2 + \mu \sqrt{n}) \log^2 (n/\eta))^d$, and the polynomial bound also hides a dependence on $C$ and $L$.

Here, we use $\mathcal{D}_R^{(s)} \otimes \mathcal{D}^{(v)}$ as the first argument to the \textsc{RecoverColumns} procedure and it should be viewed as a model $\mathcal{M}_\beta(\mathcal{D}_R^{(s)}, \mathcal{D}_R^{(s)}, \mathcal{D}^{(v)})$ with $\beta = 1$. Again the bound above is strongest when $m = \tilde{O}(n)$, $\sigma = \tilde{O}(1)$ in which case we get $k \leq \tilde{O}(n^{2/3})$. However, as in the semirandom case, we can handle $m = n^{1+\varepsilon_0}$ for a sufficiently small constant $\varepsilon_0 > 0$ with a weaker dependence on the sparsity.
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