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ABSTRACT

Evaluating marine system reliability requires considering the interaction of a limit state with the stochastic ocean excitation. Given a range of operational profiles, a relevant question is which sea states lead to the worst-case system responses, considering the effects of short and long-term variability. If the identified subset of operational profiles indeed leads to the worst-case system responses, it is possible to assess lifetime system performance without unnecessary computational effort via this directed set of conditions. Environmental contour methods identify rare sea states assumed to excite rare responses but generally do not include response dynamics when choosing these sea states. For systems with limit states involving combined loading or with multiple failure modes, rare environmental conditions may not exclusively lead to rare responses. In this case, the response cannot be severed from the identification of relevant sea conditions but should instead drive that identification. This paper illustrates a way to construct response-based reliability contours that identify sea states most relevant for analyzing rare responses of marine systems. These sea states are compared with sea states identified by environmental contours, showing the effect on perceived system risk levels when system dynamics, short-term response variability, and long-term environmental variability are considered.

1. Introduction

Due to the computational challenges associated with a long-term probabilistic analysis of marine systems, it is of major interest to identify relevant sea state conditions expected to most contribute to the long-term response. Examining such a subset of potential cases, versus all possible cases, allows a more in-depth analysis of the system response without spending unnecessary computational effort. Multiple methods exist to identify such sea states and generally rely on constructing environmental contours of the underlying excitation to identify rare environments which are assumed to excite equally rare system responses.

Environmental contours are very useful for identifying design parameter ranges with an approximate risk level in the initial design stages when relevant limit states are relatively unknown. But to identify the most relevant sea states to evaluate the reliability or performance of a system with a known or approximate limit state, other methods may give more meaningful results. This paper establishes such a method to construct contours of system reliability given a defined design lifetime, range of potential operational profiles, and limit state of interest for design purposes. Whereas environmental contours can be used to set design parameters based on the expected operational profile range, this proposed method is geared towards evaluating that system by identifying a possible testing regime of sea states expected to lead to the worst-case system responses.

The paper is organized as follows. Section 2 gives background on environmental contour methods to identify relevant sea states and offers a motivating example for a new method, which is developed in Section 3. Section 4 establishes a case study of identifying sea states which lead to the highest probability of stiffened ship panel collapse to illustrate the method. Sections 5 and 6 examine how excluding the effects of long-term environmental variability and short-term response variability affect the perceived system reliability level. Finally, Section 8 discusses the results and Section 9 offers some conclusions.

2. Identifying relevant sea states

Environmental contour methods are often used in early design stages to identify operating conditions associated with a specific return period which can be used to give bounds on design parameters. The strength of the method is in its simplicity: the return period of a system response in a sea state is assumed to be completely defined by the return period of the associated contour of environmental parameters, e.g. significant wave height and a wave period to define a wave energy
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Many different approaches exist to define such contours, including, but certainly not limited to: the traditional Inverse First Order Reliability Method (IFORM) (Winterstein et al., 1993), the Inverse Second Order Reliability Method (ISORM) (Chai and Leira, 2018), a constant probability density approach (Haver, 1987), a direct Monte Carlo Simulation (MCS) sampling approach (Huseby et al., 2015), an importance sampling MCS approach (Huseby et al., 2014; Vanem, 2017), and defining contours by identifying highest density regions (Haselsteiner et al., 2017) or joint variable exceedances (Jonathan et al., 2014). A recent review of many such methods can be found in Ross et al. (2020). But regardless of the way the environmental contours are defined, a user still must eventually decide which sea states along that contour should be evaluated for a short-term analysis, see, e.g. Baarholm et al. (2010).

Other authors have examined response-based approaches to identify sea states associated with rare system responses, such as the coefficient of contribution method of Baarholm and Moan (2000). Relevant sea states for specific loading responses have also been identified along an environmental contour based on a representative spectral period that maximizes the load variance (Fukasawa et al., 2007) or by relating the environmental parameters of the contour to the load response via an analytical model (Winterstein et al., 1993). Vanem constructs and compares contours of extreme loading responses based on environmental parameters, but ignores short-term variability, using load response transfer functions which are solely functions of those environmental parameters (Vanem, 2017). Gouldby et al. similarly link environmental parameters to extreme overtopping rates of a flood defense structure via joint exceedance contours. This overtopping rate is described as a function of the extreme environmental parameters using response surfaces and a statistical wave emulator model (Gouldby et al., 2017). Other recent research has compared response-based and environmental contour-based approaches, e.g. Vanem and Guo (2019); Vanem et al. (2020); Wang et al. (2018).

For some marine structures, though, a relevant limit state to evaluate a system may not be so easily expressed as a function of the wave spectrum significant wave height and wave period. Additionally, it may be necessary to consider the short-term variability of a response within a given sea state to fully assess the system risk and performance. The challenge of accounting for the short and long-term variability while predicting extreme responses is discussed by Derbanne et al. (2017).

### 2.1. Motivating example

Such is the difficulty of identifying relevant sea states associated with rare system responses: effort is either focused solely on the excitation environment independent of the structure (as in most environmental contour methods) or solely on the structural response given a defined environment (as in, e.g. the dynamic IFORM approach offered by Lutes and Winterstein for load combination problems (Lutes and Winterstein, 2016)). But a relevant question for evaluating the performance or reliability of a marine system is: which sea states, each associated with a given probability of occurrence defined by either a wave parameter joint distribution or a sea state table, should be used to test the system? This question must be considered when defining testing regimes for marine systems, either for physical or numerical model tests.

As a motivating example, consider the collapse of a stiffened ship panel at a hull location which may be subject to sizable in-plane loading (due to global ship bending) and lateral loading (due to potential slam events), with a collapse limit state given in Fig. 1. In Fig. 1, the lateral load effect is on the y-axis while the in-plane load effect is on the x-axis. A detailed description of the process to define a panel collapse limit state is given in Hughes (1983). Stiffened panel failure is due to combined lateral and in-plane loading effects, both of which may be non-linear in nature. Panel failure may occur due to individual extremes of either load effect or due a simultaneous moderate combination of both load effects. A lower-order reliability model for stiffened panel collapse due to combined loading was used in Seyffert et al. (2019b). That analysis examined panel reliability given a pre-defined operational profile representing a 1000-hour exposure to Hurricane Camille-type conditions. But that analysis did not consider the possibility that another sea state might have led to worse conditions for evaluating panel reliability. The effect of sea state harshness versus exposure time was further examined in Seyffert et al. (2019a), since the short-term variability of extreme loading values may be important to examine reliability due to combined loading effects.

This investigation furthers the work of Seyffert et al. (2019a) and lays out a rational way to identify sea states to evaluate system reliability or performance given a range of possible operational profiles, a defined lifetime exposure, and a limit state of interest. Further, the sea states identified by the resulting response-based reliability contours are compared to what results from a response-independent environmental contour approach and a brute-force simulation approach and the resulting effects on perceived system risk are discussed.

### 3. Method to define response-based reliability contours (RBRCs)

The aim of this method is to construct contours of a system response, here reliability (or conversely, failure probability), in all possible operational profiles while including the effects of short-term response variability and long-term environmental variability. Such contours can indicate which sea states lead to the worst-case responses over the system lifetime, allowing a more in-depth analysis of such operational profiles. These sea states are identified using a low-order reliability analysis based on extreme value theory and indicators of extreme behavior, meaning that any further high-fidelity but computation-heavy analyses can be focused solely on sea states expected to lead to the worst system responses.

Using indicators of extreme behavior links the stochastic excitation environment to rare load effects which contribute to rare system responses, similar to how load responses of interest are expressed as functions of the sea state parameters to identify relevant sea states in Winterstein et al. (1993), Vanem (2017) and Gouldby et al. (2017).
Indicators of extreme behavior are defined as linear processes whose return-period extreme values are excited by inputs which are expected to similarly lead to return-period extreme values of a more complicated, potentially non-linear process. Given that the indicators are defined as linear processes, their return-period extreme values in a given sea state can be determined via extreme value theory, as described by Ochi (1990).

An indicator process may result from linearizing a non-linear process as in Kim et al. (2011), where the extreme response of linear vertical midship bending acts as an indicator for extreme responses of non-linear vertical midship bending. In that example, stochastic wave elevation profiles which excite return-period extreme linear vertical midship bending responses are expected to also excite extreme non-linear vertical midship bending responses. An indicator may also be a characteristic process not linearly related to the input/output system but somehow related to the output extreme behavior, as in Seyffert et al. (2016). In Seyffert et al. (2016), extreme values of a linear moving average of a wave elevation profile are used to identify rare group-like behavior in the wave elevation, namely rare wave groups. In this case, the linear moving average process is an indicator to identify the occurrence of rare wave groups.

In both of the above cases (extreme linear vertical midship bending responses acting as an indicator for extreme non-linear vertical midship bending responses and extremes of a linear moving average of the wave elevation profile acting as an indicator for occurrences of rare wave groups) the indicator is a linear process defined independently of the sea state but that is also excited by the stochastic parameters, i.e. the stochastic wave excitation defined by the sea state parameters. No conditional distributions given the sea state are required to define indicators. Indicators may be defined by a range of methods, such as the pure linearization of a non-linear process as in Kim et al. (2011), or by more advanced approaches like the tail-equivalent linearization method (Fujimura and Kiereghan, 2007). The method to construct response-based reliability contours (RBRCs) expands on what was presented in Seyffert et al. (2019a). The steps are given with respect to the motivating example of stiffened ship panel collapse.

1. Identify indicators: For stiffened ship panel collapse due to combined lateral and in-plane loading effects, RBRCs can be constructed using the indicators identified in Seyffert et al. (2019b). The lateral and in-plane loading effects were described by non-linear functions of the stochastic relative velocity (RV) and bending moment (BM) acting at the panel location, based on the panel and ship dimensions and the stochastic wave excitation. Based on the analysis in Seyffert et al. (2019b), instances of extreme relative velocity and bending moment at the panel location were identified as good indicators of extreme lateral and in-plane loading effects on the panel, respectively. So in this case, the indicators are defined by linearizing the non-linear processes which govern the stiffened panel collapse. Of course, if the chosen indicators are not appropriate the resulting RBRCs will not give insight into which sea states are most relevant to evaluate the system response. But indeed this is also the case for defining analytical response functions, response surfaces, or model emulators which attempt to link ocean environment with system responses. In any case, the resulting contours will only be useful if the indicators are truly representative of the desired non-linear extreme behavior.

2. Express limit state in the indicator space: The stiffened panel limit state illustrated in Fig. 1 is a non-linear function of the lateral and in-plane loading effects on the panel, which are themselves non-linear functions of the RV and BM acting at the panel location, respectively. Seyffert et al. employed a lower-order model of stiffened panel collapse using analytical expressions to relate the lateral and in-plane loading effects to the stochastic RV and BM excitation, based on stochastic wave excitation, and panel properties (Seyffert et al., 2019b). Such expressions allow a direct link between the excitation environment (waves, then RV and BM at the panel) and resulting load effects which then relate to panel failures via limit state exceedances. Given these analytical relationships, and that the limit state in Fig. 1 is one-to-one, the stiffened panel limit state can equivalently be written as a function of the RV and BM exciting the panel.

This modified limit state expresses instances of panel failure based on combinations of the indicators RV and BM. As an example, consider Fig. 2, which shows a stiffened panel limit state in the original in-plane - lateral load space in the left inset. The right inset shows this limit state expressed as a function of the BM and RV at the panel location.

3. Discretize indicator space limit state by a combined surrogate process: The limit states in the original load effect space and in the indicator space can be discretized by a finite number of points that span the entirety of the limit state, leading to the joint distribution of sea state parameters, as in Bitner-Gregersen (2010). The possible sea states and the probability of encountering such a potential sea state considering the combined lifetime exposure to that sea state may be defined by wave tables, as in IACS (2001), or by some joint distribution of sea state parameters, as in Bitner-Gregersen (2010). Based on the total design lifetime, plus any additional risk parameters, each sea state will then have an associated expected exposure period based on its probability of occurrence. Since considering a longer exposure can be equated to applying additional risk parameters to a shorter exposure, the long-term variability in this study is expressed by

\[ S_{P_i} = \alpha_i \cdot RV + \beta_i \cdot BM \]

\[ \alpha_i = \frac{RV}{BM_{RV} \cdot BM_{BM}} \quad \text{for} \quad i = 1, \ldots, n \]

\[ \beta_i = \frac{BM_i}{BM_{RV} \cdot BM_{BM}} \quad \text{for} \quad i = 1, \ldots, n \]
the combined exposure to each sea state cell. In this particular example, the limit state is memoryless, so there are no cumulative effects related to the exposure length.

5. Relate extremes of the combined surrogate processes to failure probabilities: The desire now is to estimate the panel failure probability in the given sea state (with the lifetime exposure to this sea state defined by the probability of sea state occurrence) using extreme value theory and the definition of the limit state in the indicator space. As the combined surrogate processes, like in Eq. (1), are linear functions of the indicators BM and RV, which are linearly related to the Gaussian wave excitation, there exists a known extreme value distribution for each \( SP_i \) for the given sea state and exposure period. Comparing this extreme value distribution of the combined surrogate process with the limit state expressed in the indicator space gives a quick low-order reliability estimate. This reliability estimate is based on the probability that extreme values of \( SP_i \) over the given exposure exceed the limit state value at point \( i \) on the limit state in the BM - RV indicator space, as in Eq. (2):

\[
p(fail \text{ at point } i) = p(fail|SP_i) = p(SP_i < \hat{s}_i) \\
= 1 - \int_{\hat{s}_i}^{\infty} g(s_{p,m}) \text{d}s
\]

where

\[
g(s_{p,m}) = \text{extreme value distribution of the combined surrogate process } SP_i \text{ given } m \text{ process cycles over the exposure to the given sea state}
\]

\[
\hat{s}_i = SP_i = q_i RV_i + \beta_i BM_i = \text{value of combined surrogate process } SP_i \text{ at point } i \text{ on the limit state in the BM - RV indicator space}
\]

Such a formula is similar to how Haver and Winterstein formulate a limit state based on comparing some critical response value with the most-likely extreme value of that response in a given sea state (Haver and Winterstein, 2008).

6. Relate conditional failure probabilities to overall failure probability in sea state: A method to relate the effects of extreme values of multiple stochastic processes and conditional probabilities similar to Eq. (2) to an overall failure probability given excitation from many potential combined surrogate processes \( SP_i \), is addressed in Seyffert (2018). The resulting probabilistic framework is used in Seyffert et al. (2019b) to efficiently estimate panel reliability in a given sea state by estimating how extreme values of the different surrogate processes \( SP_i \) are related over the exposure time. But in general, this overall failure probability estimate must be at least \( p(fail|SP_i) \) for \( i = 1, \ldots, n \), given each possible combined surrogate process \( SP_i \). This allows a quick estimate of the panel failure probability given an exposure to a single sea state, as in Eq. (3):

\[
p(fail) = \max(p(fail|SP_1), \ldots, p(fail|SP_n))
\]

The failure probability estimate for a given sea state in Eq. (3) will be improved if the conditional failure probabilities from Eq. (2) are estimated via directed wave simulations, rather than the extreme value distribution estimate suggested by Eq. (2), as in Seyffert et al. (2019a). Such probabilities can be efficiently estimated by directed wave simulations by using response-conditioning wave techniques to construct an ensemble of waves expected to lead to rare load responses. However, the conditional failure probability estimates from Eq. (2) will be significantly more efficient than using simulations, allowing for a fast low-order reliability estimate in a given sea state.

7. Construct RBRCs using failure probabilities in each sea state: Steps 4–6 are repeated for each sea state cell and associated exposure time in the range of potential operational profiles. Then RBRCs can be assembled showing the estimated failure probability in all of the examined sea states, based on the sea state conditions, exposure period to each sea state, and the system limit state definition.

3.1. Inclusion of short-term response and long-term environmental variability

The defined procedure makes two major assumptions that distinguish it from environmental contour methods, apart from including the limit state in the identification of relevant sea states. First, this response-based reliability contour method identifies relevant sea states using their lifetime combined exposure. Based on the design lifetime and how the range of operational profiles are defined, each resulting sea state has an expected exposure duration. For the presented RBRC method, system reliability is examined in each sea state cell using the fraction of the lifetime exposure associated with that sea state. In this way, the long-term variability of the environmental condition is captured by the combined exposure time to each sea state cell, rather than by a return period associated with these sea conditions, as for environmental contour methods.

Generally in environmental contour methods, once relevant sea states are identified, they are used to test the system assuming a 3-hour storm duration, as suggested by, e.g. (DNV-GL, 2010; 2017; NOR, 2017). This 3-hour storm duration assumption may be appropriate for rare sea states, which will likely not be experienced for much longer than 3 h over a system’s lifetime. But while this 3-hour storm duration assumption is physically realistic for the stationarity of the ocean environment, the system will experience the effects of many milder sea states for significantly longer over its lifetime. For systems subject to combined loading, where long exposures to milder sea states (the calm, versus the storm) can excite the moderate simultaneous loading that leads to failure, this 3-hour storm duration assumption may significantly underpredict the potential system risk. On the other hand, some sea states may be so rare that a 3-hour duration far exceeds the expected duration based on the design lifetime and applied risk parameters. Section 5 examines the effect of this 3-hour sea state duration (i.e. neglecting the long-term environmental variability) on the RBRCs and on the perception of the system risk.

Related to this storm duration limitation is the inclusion of short-term response variability. Again, most environmental contour methods assume there is no short-term response variability when constructing contours and identifying sea states. The short-term variability may be included when a sea state is used to test the system, again usually for a 3-hour duration. Section 6 examines how neglecting short-term response variability affects the identification of relevant sea states. Overall, while environmental contours are used to formulate design criteria, the RBRCs are meant to identify sea states which may be the most relevant for testing the reliability or performance of an already-formulated system, based on the long-term environmental variability and the short-term response variability.

4. Case study: stiffened panel collapse on the David Taylor Model Basin vessel 5415

The method to assemble RBRCs allows a designer to pinpoint sea states which are expected to lead to the worst-case system responses over all possible operational profiles for a specific design option. Again, this presents a subtle but important difference from environmental contour methods, where contours are defined independently of the design and can then be applied to multiple design alternatives. Whereas environmental contours can suggest sea states which may be interesting for general design options purely based on the rarity of the sea state, the RBRCs identify sea states expected to lead to the worst lifetime performance of a specific design option. This section further the motivational example presented in Section 2.1 by identifying relevant sea states to evaluate the probability of stiffened panel collapse on the David Taylor Model Basin (DTMB) vessel 5415, a modern destroyer-like hull with parameters given in Table 1.
4.1. Range of operational profiles

For this analysis the range of operational profiles is defined by wave data measured between 1989−2008 in the North Atlantic. The possible wave spectral parameters, significant wave height \( H_s \) and wave zero-crossing period \( T_z \), can be expressed via a 3-parameter Weibull distribution, as from Bitner-Gregersen (2010). This wave data was previously used to assemble environmental contours in Vanem and Bitner-Gregersen (2012) and Huseby et al. (2013). Parameters to define the joint distribution for this North Atlantic region, defined by Bitner-Gregersen (2010), are given in Table 2. These parameters describe a modified marginal distribution of the significant wave height in Eq. (4) based on the long-term wave climate and will be used for a 2-parameter modified marginal distribution of the significant wave height in Eq. (9) based on the long-term wave climate and will be used for a 2-parameter modified marginal distribution of the significant wave height in Eq. (9).

\[
\begin{align*}
\mu(h) &= \mathbb{E} [\ln(t) | H_t = h] = \alpha_1 + \alpha_2 h^\gamma \\
\sigma(h) &= \text{std}(\ln(t) | H_t = h) = b_1 + b_2 \exp(b_3 h) 
\end{align*}
\]

Stiffened panel reliability is examined for a 30-year design lifetime with a probability of non-exceedance \( PNE = 0.90 \) for the most-likely extreme responses, resulting in an effective 300-year effective exposure. This effective exposure can be determined via linear extreme value theory, see, e.g. Ochi (1990), where the extreme value distribution, \( g(y_m) \), of a linear process \( y \) with probability density function \( f_Y \) and cumulative density function \( F_Y \) is defined in Eq. (5) by the number of cycles \( m \) expected over a given exposure period. The most probable extreme value of the random process \( y \) over the \( m \) cycles, \( y_m \), is related to \( m \) in the limit as \( m \to \infty \) by Eq. (7).

\[
g(y_m) = mf_Y(y_m)[F_Y(y_m)]^{m-1} 
\]

4.2. DTMB 5415 stiffened panel design

This paper examines three potential stiffened panel design options for the inner bottom external shell strake of the DTMB 5415. The 17th International Ship and Offshore Structures Congress (committee V.5 Naval Ship Design) used existing naval structural rules from 6 different classification societies to determine an optimal stiffened panel for the DTMB 5415 (Ashe et al., 2009). Three panel designs are used for this analysis with properties given in Table 3. As in Seyffert et al. (2019a,b) only mode 2 and 3 panel failures are considered, relating to the top quadrant of Fig. 1.

4.3. Stiffened panel RBRCs

Using the process described in Section 3 and the potential operational profiles described by Eq. (4) and Table 2, RBRCs are assembled for the panels. As described in Seyffert et al. (2019b), extreme relative velocity (RV) at the panel location is used as an indicator for extreme lateral loading effects on the panel. In the same way, extreme global bending moment (BM) at the panel location is used as an indicator for extreme in-plane loading effects on the panel. The estimation of the...
failure probability for the panels in Seyffert et al. (2019b) was quite accurate and efficient compared to brute-force Monte Carlo Simulations, indicating that the choice of these indicator processes is appropriate for the non-linear loading models. Using these linear indicators maintains a clear connection between extreme ocean environments (sea spectrum defined by $H_l - T_l$), extreme indicator responses (RV and BM at the panel location), and characteristics which impact panel reliability (interaction of lateral and in-plane loading effects with the limit state definition), leading to the RBRCs in Fig. 4. These contours were generated in less than 30 s on a MacBook Pro-personal laptop, 2.3 GHz Intel Core i5.

The contours in Fig. 4 indicate that all panels have a similar range of sea states that lead to appreciable failure probabilities which runs from about $H_l = 3.5m - T_l = 4.5s$ to about the $H_l = 8.5m - T_l = 8.5s$ sea state. For all panels, the worst performances are clustered from the $H_l = 4.5m - T_l = 5.5s$ to $H_l = 5.5m - T_l = 6.5s$ sea states. Overall, Panel A has the best performance, i.e. the lowest collapse probabilities, followed by Panel B and then Panel C.

5. Effect of long-term environmental variability

When a sea state is chosen using environmental contour methods, this sea state is generally used to test the system assuming a 3-hr storm duration, as recommended by, e.g. (DNV-GL, 2010; 2017; NOR, 2017). While this limited 3-hr exposure reflects physical limits on sea state stationarity for storm conditions, from a statistical side it neglects the combined effects on a system over its lifetime exposure to a potential sea state. Especially for combined loading problems where simultaneous moderate loading can lead to interesting system responses, assuming only a 3-hr sea state duration may significantly under predict the potential risk from a sea state excitation. But on the other hand, this 3-hr storm duration may inflate the importance of sea states that are in reality much rarer when considering the design lifetime and applied risk parameters, potentially leading to over-conservative designs.

Fig. 5 gives the RBRCs for the panels using the procedure from Section 4.1 which includes long-term environmental variability. The sea states leading to the highest failure probabilities for each panel in Fig. 5 (neglecting long-term environmental variability) are considerably rarer in the 300-year effective exposure than what the constant 3-h sea state duration suggests. For all panels, the constant 3-hr storm duration assumption indicates that the $H_l = 5.0m - T_l = 5.0s$ sea state is the most relevant. Based on the wave parameter model described in Section 4.1 which includes long-term environmental variability, this sea state would only be expected to occur for about 1.4 minutes out of the 300-year effective exposure (as in Fig. 4), far less than the 3-hr duration assumed in Fig. 5.

This disparity indicates the need for engineering judgment when considering allowable risk profiles and choosing relevant sea states for testing regimes based on that risk profile. Assuming a 3-hr sea state duration is a reasonable choice and is common practice, as evidenced by its codification in classification society rules. But it could lead to an over-conservative design, as might happen in this case. Based on the failure probability contours in Fig. 5, none of the panel designs could be considered acceptable. However, the worst-case sea states identified by Fig. 5 are likely to occur for a far shorter duration than 3-hr over the 300-year effective exposure when considering the long-term environmental variability.

Note that this $H_l = 5.0m - T_l = 5.0s$ sea state would have a 3-hr duration when considering long-term environmental variability if the original 30-year design lifetime was paired with a probability of non-exceedance $PNE = 0.9992$ (based on Eq. (8)-(9)). This is clearly a very different risk profile than the 30-year design lifetime with a probability of non-exceedance $PNE = 0.90$, which gives the contours in Fig. 4. This further implies that the constant 3-hr sea state durations leading to the reliability contours in Fig. 5 could all be obtained based on the original 30-year design lifetime with different applied risk parameters for each sea state, though that makes comparing the performance of the panels in different sea states certainly more challenging. It may be more judicious to judge a design based on its response when considering the long-term environmental variability paired with a universal explicitly-defined risk profile. This allows a designer to specify any desired risk profile and judge a design’s performance accordingly, rather than designing for a sea state which is far rarer than what the designer is concerned about or comparing design responses associated with different risk profiles.

6. Effect of short-term response variability

The RBRCs in Fig. 4 give a clear picture of the panel performance in each potential sea state with exposures defined by the wave model from Eq. (4) and Table 2 because the panel limit states are known. But for many problems, there may not be a known limit state, or it may not be so simply defined as to be implemented in the procedure in Section 3. These limitations are what make the environmental contour methods presented in Section 2 so appealing. Since environmental contours only include the rareness of a sea state, no limit state information is necessary. Response-based methods add information on the system dynamics, but still at a low level of system detail. Considering the design limit state is closely connected to including the effects of short-term variability. Assuming there is no short-term variability essentially boils

| Table 3 | Stiffened panel designs for the DTMB 5415 from (Ashe et al., 2009). |
|---------|---------------------------------------------------------------|
|         | Panel A | Panel B | Panel C |
| Stiffener Design Pressure [kPa] | 103.6 | 60.6 | 59.75 |
| Web Design Pressure [kPa] | 103.6 | 33.6 | 33.89 |
| Plate Thickness [mm] | 11 | 9 | 8.1 |
| $H_{max} \times T_{max}$ [mm] | 150 $\times$ 9 | 160 $\times$ 6.2 | 154.4 $\times$ 6 |
| $H_{ave} \times T_{ave}$ [mm] | 90 $\times$ 14 | 120 $\times$ 9.8 | 101.8 $\times$ 8.9 |
| Stiffener Spacing [mm] | 700 | 672 | 500 |
| Bottom Cross-Section Modulus [m$^{-3}$] | 4.60 | 3.77 | 4.14 |
| Longitudinal Structure Weight [kg] | 21,121 | 16,520 | 19,276 |
| Plate Thickness [mm] | 11 | 9 | 8.1 |
| Web Design Pressure [kPa] | 103.6 | 33.6 | 33.89 |
| Plate Thickness [mm] | 11 | 9 | 8.1 |
| $H_{max} \times T_{max}$ [mm] | 150 $\times$ 9 | 160 $\times$ 6.2 | 154.4 $\times$ 6 |
| $H_{ave} \times T_{ave}$ [mm] | 90 $\times$ 14 | 120 $\times$ 9.8 | 101.8 $\times$ 8.9 |
| Stiffener Spacing [mm] | 700 | 672 | 500 |
| Bottom Cross-Section Modulus [m$^{-3}$] | 4.60 | 3.77 | 4.14 |
| Longitudinal Structure Weight [kg] | 21,121 | 16,520 | 19,276 |
the system response down to a single value given the sea state excitation, e.g. a most-probable extreme value, as noted by Derbanne et al. (2017). Depending on how this value is calculated, it may not have any relation to the design limit state, especially for a system with a limit state including multiple failure modes.

The question then is, if a designer has an idea of relevant loading effects for system performance, but no limit state definition, can relevant sea states still be identified using the idea of the method presented in Section 3? Consider that rare system responses are likely due to rare loading effects on the system. Instead of using environmental contours to identify rare sea states, and assuming that such sea states excite equally rare responses, the theory of Section 3 can be adapted to identify sea states that excite the most-likely extreme load effects, again using a cell-by-cell approach and extreme value theory.

In each sea state cell, the most-likely extreme relative velocity and bending moment at the panel location can be approximated based on the exposure using extreme value theory. Contours of the most-likely extreme relative velocity and bending moment responses at the panel location, given the sea state parameters and cell exposure time, are shown in Fig. 6. Note that the contours in both insets have a rugged appearance in the top left region. This is due to the 1-minute exposure cutoff referenced in Section 4.1, where sea state cells with an expected exposure of less than 1-minute over the entire 300-year effective exposure are not considered. Again, that choice was made to reflect the assumptions of the extreme value theory used in Eq. (5)–(7), where the expressions to calculate the most-likely extreme value are only valid as that value becomes large. Therefore, the rugged border of the contours in Fig. 6 reflects the boundary between sea states which are and are not expected to occur.

These contours illustrate how relevant sea states might be identified if short-term variability is ignored, as the contours in Fig. 6 only give the most-likely extreme load value at each sea state cell, whereas the RBRCs in Fig. 4 include the effects of short-term variability based on the limit state by Eq. (2). Identifying sea states via these contours is similar to the coefficient of contribution method adopted by Baarholm and Moan (2000).

The left inset of Fig. 6 gives the most-likely extreme relative velocity response at the panel location, while the right inset gives the most-likely extreme bending moment response at the panel location based on Eq. (6), given the sea state and exposure. Fig. 6 does give some insight into which sea states are most relevant for panel reliability, especially considering the contours of most-likely extreme relative velocity at the panel location. The contour region with the highest relative velocity values at the panel location corresponds with the region of higher failure probabilities for all the panels. In Seyffert et al. (2019b), it was found that the panels were more vulnerable to failures due to extreme lateral load effects (whose indicator is extreme relative velocity at the panel location) than failures due to extreme in-plane load effects (whose indicator is extreme bending moment at the panel location), explaining why sea states corresponding to high most-likely extreme relative velocity responses at the panel location indicate relevant sea states for panel performance. In contrast, sea states leading to the most extreme bending moment responses at the panel location do not correspond with sea states that lead to appreciable failure probabilities.

7. RBRC sea states compared to IFORM environmental contours and MCS

Fig. 4 gives contours of the panel failure probability based on the contribution of each sea state cell to the entire 300-year effective exposure. From these contours, specific sea states can be identified which are expected to excite the highest failure probabilities for the panels. An

![Fig. 4. Failure (collapse) probability contours of panels A, B, and C with sea state duration given by Fig. 3 (considering long-term environmental variability and short-term response variability).](image)

![Fig. 5. Response-based reliability contours of panels A, B, and C assuming a 3-hr sea state duration (i.e. neglecting long-term environmental variability), along with RBRCs that include the long-term environmental variability from Fig. 4 in light grey.](image)
important question is then: which sea states would be identified as relevant if an environmental contour approach was used? This can help illustrate whether the major assumption of environmental contours: that rare sea states are directly linked to rare system responses, is appropriate for such a system as stiffened panel collapse due to combined loading effects. For this comparison, environmental contours associated with 300-year, 30-year, and 10-year return periods are constructed using the Inverse First Order Reliability Method (Winterstein et al., 1993), without including any short-term response variability.

The IFORM contours for this comparison do not include the panel response variability because even the simple collapse model presented in Section 3, which allows for multiple failure modes and combined loading, is too complicated to be expressed solely as a function of the sea state parameters $H_s$ and $T_z$. In general, the omission of the short-term variability is handled by inflating the IFORM contours based on FORM omission factors, as suggested by DNV-GL (2010). Winterstein et al. note that "if the expected largest value of the worst q-probability sea state (of duration d) is taken as an estimate for the long term q-probability response, the target value is underestimated by about 10% or more," where the q-probability response is the desired load probability of exceedance value which defines the sea state (Winterstein et al., 1993).

This issue is generally resolved by inflating the IFORM to look for rarer responses, but there is no easy way to determine the magnitude of the required safety factor to account for the simplification. Winterstein et al. acknowledge that the proper inflation factor is structure-dependent, and the correct choice of this factor may require in-depth numerical or physical mode tests, as in Baarholm et al. (2010). Such an inflation factor may be strongly structure-dependent, and for different structural problems IFORM inflation factors have been chosen ranging from 0.57 (Sedahl et al., 2006) up to 0.98 (Haver and Kleiven, 2004). In general though, only the full probabilistic analysis can indicate the "correct" inflation factor for the problem at hand.

As a benchmark of which sea states are most relevant, brute force Monte Carlo Simulations (MCS) are conducted for a test grid of sea states. At each sampled sea state cell, 500 MCS are carried out for the sea state duration given by Fig. 3. The MCS include the long-term environmental variability via the lifetime combined exposure to each sea state and the short-term response variability via stochastic wave simulations testing the panels for the exposure using the higher-order panel collapse model presented in Seyffert et al. (2019b). The test grid of the sea states examined by MCS, along with the 300, 30, and 10-year IFORM contours are given in Fig. 7. The MCS test points are chosen to overlap with similar regions of the contours in Figs. 4-5, relevant sea states from the insets of Fig. 6 (highest most-likely relative velocity and bending moment extreme values), and the intersection of the contours in Fig. 6 with the IFORM contours. This grid of sea states leads to failure probability contours from the MCS shown in Fig. 8. The RBRCs from

Fig. 4 are also plotted in light grey to better compare the location of the contours. The MCS were run on an Ubuntu desktop with 12x Intel(R) Xeon(R) CPU E5-2609 v4 @ 1.90 GHz, for a total of 12.45 hours of computation time.

The failure probability contours from the MCS in Fig. 8 show a strong similarity with the RBRCs shown in Fig. 4 assembled by the method in Section 3 based on the range of sea states leading to appreciable and significant failure probabilities. This is impressive considering that the RBRCs in Fig. 4 come from a low-order reliability model based on extreme value theory, and require only 30 s of computation time to generate. In contrast, the MCS test the panel response excited by stochastic wave excitation time simulations based on the exposure to each sea state and use a higher-order panel collapse model involving combined non-linear loading effects, requiring about 12.45 h of computation time. Ranges of appreciable failure probabilities from the MCS are found in sea states that range from $H_s = 5.5m$– $T_z = 4.5s$ to about $H_s = 8.5m$– $T_z = 8.5s$ and it is similarly found that Panel A overall has the best performance followed by Panels B and then C.

For Panel A, the sea state with the highest failure probability identified by the RBRCs in Fig. 4 is the same sea state indicated by MCS that leads to the highest failure probabilities: $H_s = 5.0m$– $T_z = 5.75s$. Panels B and C similarly pinpoint sea states which are confirmed by MCS to lead to very high failure probabilities. These results indicate that the sea states identified by the method in Section 3 can indeed be taken as a range of sea states which are expected to lead to the worst-case panel responses. This can have a major impact for designing testing regimes for a system, where choosing relevant sea states is important to effectively and efficiently test the lifetime performance of a system.

Table 4 compares the sea states identified by the MCS in Fig. 8, the
RBRCs in Fig. 4, the RBRCs assuming a constant 3-hr sea state duration in Fig. 5, sea states identified by maximized relative velocity and bending moment at the panel location, as in Fig. 6, and sea states identified by the intersection of the IFORM environmental contours and the relative velocity and bending moment contours from Fig. 6. The major point of comparison is whether a method identifies sea states which indeed lead to the worst-case panel responses, as compared to MCS.

The first 5 rows in Table 4 give the sea state expected to lead to the maximum failure probability for each panel design, based on each particular method. The first row is the benchmark as it gives the sea state from the 500 MCS, based on the examined sea state cells from Fig. 7, which leads to the highest failure probability for each panel design. The second row gives the sea state leading to the highest failure probability for each panel from the RBRCs in Fig. 4. The third row gives this sea state based on the RBRCs assuming a constant 3-hr sea state duration, from Fig. 5. The fourth row identifies the sea state leading to the largest most-likely extreme relative velocity response and the fifth row identifies the sea state leading to the largest most-likely extreme bending moment responses at the panel location.

Following are three blocks of two rows, corresponding to examining sea states associated with the 300-year, 30-year, and 10-year IFORM contours. For each block, the rows give the sea state along the N-year IFORM contour associated with the largest most-likely extreme relative velocity response and bending moment response at the panel location.

For each panel block, the first column gives the maximum failure probability found by the particular method for the given panel (if the method returns a failure probability), with the associated sea state significant wave height $H_s$ and zero-crossing period $T_z$ in the second and third columns. The fourth column $\frac{p_{\text{fail}}}{p_{\text{fail,max}}}$ gives the ratio of the MCS failure probability at the identified sea state to the maximum MCS failure probability for that panel over all examined sea states. This ratio shows whether a sea state identified by a particular method actually leads to the worst-case system response if the system were examined via a higher-fidelity model taking into account both long-term environmental variability and short-term response variability, such as MCS. This will affect the perceived risk level because if an engineer chooses a sea state thinking it leads to the worst possible response, but in reality there is another sea state which leads to a worse response, the perception of the system risk will be skewed.

8. Discussion

Table 4 indicates that the RBRCs considering both long-term environmental variability and short-term response variability give a very accurate identification of the most relevant sea states for stiffened panel failure, based on the failure model used here. For all panels, the RBRC-identified sea state would lead to a failure probability that is at least 95% of the maximum possible failure probability identified by brute-force MCS. In addition, comparing Figs. 4 and 8 indicates that the RBRCs identify the region of sea states which leads to the highest failure probabilities for each panel design. Such low-order RBRCs can be useful when defining a testing profile regime for a complex marine system which will be tested by some higher-fidelity model.

Assuming a constant 3-hr sea state duration (i.e. Fig. 5) strongly diminishes the likelihood that the identified sea state leads to the worst-case panel response when compared to MCS which include that long-term environmental variability. Note that the failure probabilities in

![Fig. 8. Failure probability contours assembled by 500 MCS at each sea state cell (considering long-term environmental variability and short-term response variability), along with RBRCs from Fig. 4 in light grey.](image-url)

Table 4

Comparison of identified sea states & expected failure probabilities from different methods.

| method                | Panel A | Panel B | Panel C |
|-----------------------|---------|---------|---------|
|                       | $H_s$ [m] | $T_z$ [s] | $\frac{p_{\text{fail}}}{p_{\text{fail,max}}}$ | $H_s$ [m] | $T_z$ [s] | $\frac{p_{\text{fail}}}{p_{\text{fail,max}}}$ | $H_s$ [m] | $T_z$ [s] | $\frac{p_{\text{fail}}}{p_{\text{fail,max}}}$ |
| MCS                   | 0.05    | 5.0     | 0.118   | 5.5   | 6.0   | 1.0       | 0.036   | 5.75  | 0.97       |
| 3-hr RBRC             | 0.330   | 5.0     | 0.16    | 0.671 | 5.0   | 0.10      | 0.972   | 5.0   | 0.10       |
| Most-Likely RV        | -       | 6.0     | 0.60    | 5.0   | 6.0   | 0.64      | -       | 6.0   | 0.95       |
| Most-Likely BM        | 11.25   | 10.75   | 0       | 11.25 | 10.75 | 0         | -       | 11.25 | 0.01       |
| 300-yr IFORM + Most-Likely RV | - | 4.5 | 0.004 | - | 4.5 | 0.0064 | - | 5.0 | 0.006 |
| 300-yr IFORM + Most-Likely BM  | 11.5 | 9.7 | 0.12 | - | 11.5 | 0.68 | - | 11.5 | 0.041 |
| 30-yr IFORM + Most-Likely RV | - | 4.5 | 0.59 | - | 4.5 | 0.90 | - | 5.5 | 0.90 |
| 30-yr IFORM + Most-Likely BM  | 11.5 | 10.0 | 0 | - | 11.5 | 0.026 | - | 11.5 | 0.026 |
| 10-yr IFORM + Most-Likely RV | 5.0 | 7.55 | 0.90 | - | 5.0 | 0.88 | - | 5.0 | 0.90 |
| 10-yr IFORM + Most-Likely BM  | 11.5 | 10.2 | 0 | - | 11.5 | 0.05 | - | 11.5 | 0.02 |

9
9. Conclusions

The authors have no competing interests to declare.

Acknowledgments

The authors thank Ms. Kelly Cooper and the Office of Naval Research for their support for this research which is funded under the Naval International Cooperative Opportunities in Science and Technology Program (NICOP: N00014-15-1-2752). The authors also

Fig. 5 are significantly higher than what is predicted by the RBRCs in Fig. 4 or the brute-force MCS in Fig. 8. This is because each sea state in Fig. 5 is assumed to have a 3-hr duration, whereas the contours in Fig. 8 determine each sea state exposure based on the long-term environmental variability. But the sea states leading to appreciable failure probabilities in Fig. 5 would be expected to have much shorter exposures out of the entire 300-year effective exposure, based on the long-term environmental variability model, as reflected by the lower failure probabilities for these sea states from the RBRCs and MCS.

Considering the sea states identified by the largest most-likely extreme relative velocity and bending moment responses at the panel location offers mixed results. The contours of most-likely extreme relative velocity responses certainly approximate the range of sea states leading to high failure probabilities, but not as precisely as the RBRCs in Fig. 4. On the other hand, the contours of most-likely bending moment responses at the panel location give no meaningful insight into sea states leading to the worst panel responses, though it was noted in Seyffert et al. (2019b) the panels were more susceptible to pure lateral load-induced failures (excited by the relative velocity) than pure in-plane load-induced failures (excited by the bending moment).

Sea states identified by the N-year IFORM environmental contours paired with the most-likely extreme relative velocity and bending moment response contours offers interesting, and somewhat diverging conclusions. The 300-year IFORM contour does not identify sea states which lead to appreciable panel failure probabilities, since the range of sea states leading to the largest most-likely extreme relative velocity values generally fall inside of the 300-year IFORM contour. It is only sea states that lead to less extreme relative velocity values that intersect with this 300-year contour, meaning that the identified sea states are not very relevant for panel failure.

The 30-year and 10-year IFORM contour intersections with the contours of most-likely extreme relative velocity responses identify sea states which are much more relevant to panel failure than the 300-year IFORM contour. The 10-year IFORM contour paired with the contours of most-likely extreme relative velocity responses at the panel location identifies sea states that give at minimum 88% of the maximum failure probability for all panel designs. Such an identification of sea states is also quite useful to designers when designing a testing regime. But this result offers a conundrum, that being: what is the appropriate N-year environmental contour to use when examining extreme responses of a system with a M-year lifetime? The a posteriori examination of these environmental contours suggests that 10-year IFORM contour identifies more relevant sea states for panel failure than the 300 or 30-year contour. But environmental contours are used when there is not such detailed system response information to determine which return period contour is most relevant for the system response. Certainly the 30-year contour might seem more relevant to examine a system with a 30-year lifetime (before the additional risk factors are applied). But this analysis shows that is not necessarily the case.

This limitation of knowing which return period is most relevant for evaluating system reliability does not pose a challenge for the RBRCs presented in Fig. 4 because the long-term environmental variability along with an applied risk parameter are taken into account to construct those contours. For all three panel designs, the RBRCs give the best identification of relevant sea states for panel reliability of all methods as compared to the brute-force MCS. In addition to identifying relevant sea states, these contours give a low-order estimate of the panel reliability, at least enough to rank relative performance between designs. In terms of designing a testing regime for use in a higher-fidelity model, either physical or numerical, these RBRCs can help focus tests on the most relevant sea states for system performance.
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