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Abstract—Fifteen years have passed since the publication of Foxlin's seminal paper “Pedestrian tracking with shoe-mounted inertial sensors”. In addition to popularizing the zero-velocity update, Foxlin also hinted that the optimal parameter tuning of the zero-velocity detector is dependent on, for example, the user’s gait speed. As demonstrated by the recent influx of related studies, the question of how to properly design a robust zero-velocity detector is still an open research question. In this review, we first recount the history of foot-mounted inertial navigation and characterize the main sources of error, thereby motivating the need for a robust solution. Following this, we systematically analyze current approaches to robust zero-velocity detection, while categorizing public code and data. The article concludes with a discussion on commercialization along with guidance for future research.

I. INTRODUCTION

As described in classical mechanics, relative position is the integral of velocity. In a similar manner, relative position can also be computed as the double and triple integral of specific force and angular velocity, respectively. This is the basic idea of inertial navigation, where accelerometers and gyroscopes are used to measure specific force and angular velocity, respectively.

Following the rapid development of micro-electro-mechanical-systems (MEMS) technology, inertial sensors have found use in a diverse set of applications, including vibration monitoring, motion tracking, and road infrastructure monitoring [1]. Thanks to their low cost, small size, and low weight, inertial sensors are also easy to incorporate into consumer devices, such as smartphones, tablets, and smartwatches [2]. However, despite their rapid proliferation, the limited performance of contemporary low-cost inertial sensors only enables accurate stand-alone inertial positioning over a very limited period of time (typically only a few seconds). To enable practical low-cost inertial positioning in unexplored environments with no prior map information and no reliance on other sensors, the standard inertial navigation equations need to be complemented with additional motion information. Next, we will discuss the most common way to do this within foot-mounted inertial navigation, that is, to incorporate zero-velocity updates (ZUPTs); see Fig. 1.

II. A BRIEF HISTORY OF ZUPTs IN
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FOOT-MOUNTED INERTIAL NAVIGATION

Currently, standard foot-mounted inertial navigation systems use Bayesian inference methods to combine i) the inertial navigation equations, used to integrate the inertial measurements and thereby provide position, velocity, and orientation estimates, ii) ZUPTs, used to correct these position, velocity, and orientation estimates and thereby reduce the error drift, and iii) a zero-velocity detector, used to identify the sampling instances where ZUPTs are to be applied. A navigation system that resembles this framework in several ways was described back in the early 2000s [3]. In [6], the zero-velocity instances were detected using gyroscopes, and the roll and pitch angles during the stance phase were estimated using accelerometers. During the swing phase, the orientation was estimated by integrating the gyroscope measurements. These orientation estimates were then used to project the accelerometer measurements onto the horizontal plane, which, in turn, enabled estimation of the horizontal velocity and the horizontal walking distance.

Subsequently, in the first half the ’00s, various ad hoc methods for detecting zero-velocity instances and for applying ZUPTs within foot-mounted inertial navigation appeared in the literature [7]–[13]. This included navigation systems utilizing empirical step-length estimation [7], [8], motion constraints assuming walking over a flat surface [9], estimation of systematic sensor errors [9]–[11], and gait cycle segmentation [12].

1The focus of the present review is on foot-mounted inertial navigation solutions for unexplored environments. Thus, detailed discussions on how to incorporate maps or other sensors are omitted.
2Prior to this, foot-mounted inertial navigation with ZUPTs had been described in an unpublished DARPA project from the mid 1990s [4], and in a SPIE conference article from 1999 [5].
Moreover, there was also some brief discussion about the difficulty of step detection under varying gait speeds [13].

A. The State-Space Model Formulation

The first major technological leap came in 2005 with the introduction of the nonlinear state-space model [14].

\[ x_{k+1} = f(x_k, u_k) + w_k, \quad (1a) \]

\[ y_k = h(x_k) + e_k, \quad \forall k \text{ s.t. } D_{\theta,k} = 1, \quad (1b) \]

that combines the inertial navigation equations \( f(\cdot) \) with the zero-velocity measurement function \( h(\cdot) \), pseudo measurements of zero velocity \( y_k \triangleq 0 \), and the zero-velocity detector \( D_{\theta,k} \rightarrow \{0, 1\} \). The zero-velocity measurement model is only applied at sampling instances where the zero-velocity detector takes the value 1, that is, when the sensor unit is considered stationary. The behavior of the zero-velocity detector is controlled by the design parameters \( \theta \). Furthermore, \( x_k, u_k, w_k, \) and \( e_k \) denote the navigation state (incorporating three-dimensional position, velocity, and orientation, as well as possible auxiliary states for the modeling of systematic sensor errors), the inertial measurements, the inertial measurement errors, and the zero-velocity measurement errors, respectively. The errors \( w_k \) and \( e_k \) are typically assumed to be mutually uncorrelated zero-mean processes with known covariance matrices \( Q_k \) and \( R_k \), respectively. The subindex \( k \) is used to denote quantities at sampling instance \( k \).

On the one hand, it may be argued that the introduction of the nonlinear state-space model [1] was a rather minor contribution since the same model had already been in use for several decades in vehicle applications [15]–[17]. Similarly, the idea of using body-worn inertial sensors to extract information on human motion had also been around for a long time [18]–[20]. Nevertheless, the revival of the state-space model formulation for foot-mounted inertial navigation offered several immediate benefits: i) it provided point estimates \( \hat{x}_k \) and associated estimation error covariance matrices \( P_k \) for three-dimensional position, velocity, and orientation based on a well-known and sound statistical framework [21], ii) it enabled a rigorous observability analysis [22], iii) it allowed for straightforward extensions to fusion with other sensor measurements or motion constraints in a probabilistic manner [23], iv) it formalized the previous heuristic motion constraints in a simple, yet efficient manner and v) it made it possible to solve the nonlinear state-space model (1) by choosing among a multitude of established nonlinear filters and smoothers [24].

B. Formalization of Zero-Velocity Detection

Once the state-space model had been established, the main question was how to design the zero-velocity detector \( D_{\theta,k} \). Several heuristic detection methods were proposed. These included acceleration-moving variance detectors, based on the moving variance of the accelerometer measurements [28]–[31]; acceleration-magnitude detectors, based on whether the magnitude of the accelerometer measurements was close to the gravitational acceleration [30]–[32]; and angular rate energy detectors, based on the energy of a window of gyroscope measurements [10], [33], [34]. The issue was settled when it was shown that all of these detectors can be derived within the same generalized likelihood-ratio test framework, given different prior knowledge about the sensor signals [26]. In particular, let \( H_0 \) and \( H_1 \) denote the hypotheses that the sensor unit is moving and that the sensor unit is stationary, respectively. The likelihood-ratio test based on the measurements \( z_k \triangleq \{u_n\}_{n=k-w_f}^{k+w_b} \), where \( w_b \) and \( w_f \) are some chosen backward and forward window lengths, then decides on hypothesis \( H_1 \) if and only if

\[ L(z_k) = \frac{p(z_k|H_1)}{p(z_k|H_0)} > \gamma \quad (2) \]

where \( \gamma \) is some user-specified threshold. The formulation of zero-velocity detection as a generalized likelihood-ratio test also motivated the use of the stance hypothesis optimal detection (SHOE) detector, which was derived as the generalized likelihood-ratio test resulting from using all available inertial sensors and all applicable motion models. Empirical results supported the use of the SHOE detector and indicated that the most valuable information for zero-velocity detection is contained in the gyroscope measurements [35], [36]. However, for the purpose of zero-velocity detection, the accelerometer and gyroscope measurements complement each other, and it will often be beneficial to use them both [37].

Generally, the likelihood-ratio test in (2) is applied to overlapping windows \( \{z_{k-1}, z_k, z_{k+1}, \ldots\} \). The zero-velocity detector \( D_{\theta,k} \) is then set to 1 at sampling instance \( k \) if and only if at least one of the windows \( \{z_{k-w_f}, \ldots, z_{k+w_b}\} \) (the windows including \( u_k \)) results in a decision on hypothesis \( H_1 \). The relationship between the inertial measurements, the inertial navigation equations, the zero-velocity detector, the ZUPTs, and the navigation estimates is illustrated in Fig. 2

The growing research interest in ZUPTs and foot-mounted
inertial navigation is illustrated in Fig. 3. For further details on the implementation of a foot-mounted inertial navigation system, refer to [3], [27], and [38]. Having reviewed the standard state-space model and the most commonly used zero-velocity detectors, we are now ready to take a closer look at the sources of error within foot-mounted inertial navigation.

III. SOURCES OF ERROR

A foot-mounted inertial navigation system computes navigation estimates by fusing information from sensor measurements and motion models. In practice, both the sensor measurements and the motion models are subject to imperfections that contribute to the final estimation error. In addition, interaction effects exist, so that imperfections in the motion models exacerbate the negative effect of sensor errors, and vice versa. In what follows, we will discuss the effect of both sensor errors and modeling errors.

A. Sensor Errors

Off-the-shelf inertial sensors commonly used for foot-mounted inertial navigation have several shortcomings, including random noise, systematic sensor errors, limited bandwidth, limited sampling rate, and limited dynamic range [25]. The effect of random noise and sensor biases can be studied by analysing the observability properties of the state-space model [1] when the sensor biases are included in the state vector. In this way, it can be shown that ZUPTs provide observability of all navigation states and all sensor biases except the position, the yaw angle, and the gyroscope bias in the direction of gravity [14], [22]. As a result, the errors in the position and yaw estimates will gradually increase over time. Refer to [39] and [40] for studies on the relationship between sensor noise parameters and positioning performance.

During normal gait, the largest accelerations will occur during the heel strike, that is, when the heel hits the ground just prior to the stance phase. During the heel strike, the accelerations may exceed 15 g, with the main impulse lasting less than 3 ms [41]. As a result of limitations in bandwidth, sampling rate, and dynamic range, the accelerometers may not be able to correctly measure these extreme accelerations [42]. This tends to lead to estimation errors, particularly along the vertical axis. One way to counteract this is to use shock absorbing pads [43]. Additionally, it is possible to modify the noise or estimation error covariance matrices during or after the heel strike so that they better reflect the true system uncertainties. This can be done, for example, by setting all covariances in $P$ involving the velocity estimates to zero during the stance phase [41], or by increasing elements in the sensor noise covariance matrix $Q$ when a heel strike is detected [44]. The negative effects during the heel strike can also be mitigated by sensible choices of sensor placement. One option is to place the inertial sensors on the heel so that the assumption of zero velocity can be utilized already at the heel strike [41]. Another option is to place additional inertial sensors on the calf, since the calf does not experience such extreme accelerations as the foot [44].

It should be emphasized that analytical analyses of observability or error propagation (see [14], [22], [39]) typically do not consider modeling errors in the ZUPTs or limitations in bandwidth, sampling rate, or dynamic range. This means that while the observability analyses are correct per se, their utility is diminished by the limited validity of the considered state-space models. Hence, it is important to be careful when drawing conclusions from such analyses. As an example, a straightforward observability analysis shows that all sensor biases except the gyroscope bias in the direction of gravity are made observable by ZUPTs [14]. However, in practice, environment- and gait-dependent errors, such as modeling errors or errors due to limitations in bandwidth, may have a significant impact on the dead-reckoning errors. Therefore, the choice of estimating biases without accounting for modeling errors may worsen performance in a scenario with varying environment and gait conditions [41], [42].

Rather than attempting to estimate the gyroscope bias using all available measurements, a better approach is to apply so-called zero-angular-rate updates (ZARU) or zero-integrated-heading rate (ZIHR) updates at detected zero-angular-rate events [51]. Generally, ZARUs should only be applied when the angular velocities are significantly smaller than the gyroscope bias. This means that zero-angular-rate events cannot be detected using conventional zero-velocity detectors, such as the SHOE detector and the angular rate energy detector, which are sensitive to the impact of the gyroscope bias [1]. Instead, zero-angular-rate events should be detected using the temporal variance of the gyroscope measurements, which is unaffected by the gyroscope bias. In comparison to ZUPTs, the utility of ZARUs is rather limited since systematic angular velocities during the stance phase often prevent ZARUs from being applied during normal gait [53], [54]. Finally, note that inertial measurement units may come with built-in pre-filters that can influence the navigation system in a negative

Norm-based detectors, such as the SHOE detector and the angular rate energy detector, cannot separate the gyroscope bias from other contributions to the norm. This is generally not an issue when performing zero-velocity detection, since the contribution of the gyroscope bias to the gyroscope norm during the stance phase tends to be small in comparison to the systematic angular velocities (see Section IV-B). However, it is an issue when attempting to detect zero-angular-rate events. Refer to [55] for experimental comparisons of variance- and norm-based detectors.
way. For example, if the raw gyroscope and accelerometer measurements are subject to different low-pass filters, this may lead to phase shifts which appear as a relative timing error between the gyroscope and accelerometer measurements. Information about how these filters are designed is typically not available to end-users of the sensor units.

In summary, the sensor measurements introduce significant errors into the navigation system. Therefore, ZUPTs are needed to break the cubic position error growth of stand-alone inertial navigation. However, while ZUPTs reduce the impact of the sensor errors, they also introduce several modeling errors. In the following subsection, we examine the zero-velocity modeling errors in more detail.

### B. Modeling Errors

There are two sources of modeling errors in foot-mounted inertial navigation: the inertial navigation equations in (1a), and the zero-velocity model in (1b). The continuous-time inertial navigation equations are perfect in the sense that, given perfect knowledge of the initial navigation state and of the specific force and angular velocity at all time instances, they will produce perfect navigation estimates. The zero-velocity model, on the other hand, make several implicit assumptions that have been shown not to hold in typical usage scenarios. In particular, commonly applied filters and smoothers only guarantee optimality if the zero-velocity measurement errors \( e \) are zero-mean and white. However, as has been demonstrated in several studies, the foot will typically undergo systematic motions during the stance phase, and thereby violate the zero-velocity assumption. This is particularly evident at high gait speeds. As a result, the zero-velocity measurement errors \( e \) are not zero-mean and exhibit both intra- and inter-step correlations.

Evaluations using camera tracking systems have indicated that the minimum velocity of the foot during ordinary walking is of the order of 0.005 m/s in the walking direction. Consequently, the conventional ZUPT has been estimated to result in an underestimation of the stride length by up to 0.7%.

Although the minimum velocity of the foot increases with gait speed, the accompanying negative effect on the relative stride length error can be expected to be counterbalanced by the simultaneous decrease in the stance duration and increase of the stride length. To minimize the velocity during the stance phase, it has been suggested that the inertial sensors should be mounted close to the heel. However, a later study claimed that mounting the sensors on the forefoot will give better positioning performance. Instead of trying to adjust the dynamics, the errors of the zero-velocity model can also be reduced by using a more realistic model. One way to do this is to use the gyroscope measurements and the moment arm between the center of rotation and the sensor position to estimate the non-zero velocity at midstance. The estimated velocity can then be used to apply non-zero velocity updates.

In addition to causing biased stride length estimates, violations of the zero-velocity model assumptions can also lead to other estimation errors. Since ZUPTs are often applied even though the sensor unit is not completely stationary, the steps may, in a sense, be cut short at both ends. In this case, motions from specific phases of the gait cycle will be systematically suppressed by the ZUPTs, which, in turn, tends to lead to systematic errors along the vertical axis. One study proposed to improve the vertical position estimates by estimating the inclination of the ground based on the pitch of the foot at midstance, and then using the estimated ground inclination together with the estimated step length to correct the vertical position estimates. However, this idea assumes that the pitch of the foot at midstance is a good indicator of the change in vertical position over a given step, and the method can therefore not be used when, for example, walking up or down stairs. Another source of modeling errors is the potential non-optimal tuning of the navigation system. The tuning of the measurement error covariance matrix \( R_k \) for example, is made difficult by the fact that the standard deviation will be dependent on many factors, including the sensor placement, the walking surface, and the design of the zero-velocity detector. The parameter tuning is further complicated by the violation of several inference assumptions, for example, the previously described modeling errors in the

---

**TABLE I**

| Error source | Sensor errors Section III-A | Modeling errors Section III-B |
|--------------|----------------------------|------------------------------|
| Gait cycle phase | Random noise and systematic sensor errors | Limited sampling rate, bandwidth, dynamic range |
| Swing phase | Heel strike | Non-zero mean of ZUPT errors, temporal correlation of ZUPT errors |
| Potential consequences | Position and yaw drift | Systematic errors along the vertical axis |
| Suggested remedies | Better sensors, inertial arrays | Adjust error covariances |

*Refers to the phase of the gait cycle when the errors have their greatest effect on the navigation system.*
zero-velocity model. In conclusion, the modeling errors in the zero-velocity model originate from a large number of sources, and are heavily affected by environment and gait conditions. Research on how to reduce these modeling errors is currently scarce.

Table [1] lists some of the most important sources of error, together with potential consequences for the navigation solution, remedies suggested in the literature, and the phase of the gait cycle when the errors are introduced into the navigation system. Due to the interdependent effect of sensor and modeling errors, great caution should be exercised when interpreting the table. In practice, it may not be possible to separate the impact of different error sources; therefore, the table should only be seen as a simplified summary, created to aid in the understanding of some of the main error sources.

IV. Why Is There No One Threshold to Rule Them All?

The description of error sources in the preceding section will now provide the foundation for a discussion of the performance characteristics of the foot-mounted inertial navigation solution. The navigation performance is dependent on many factors. A slower gait, for example, reduces the impact of both sensor errors and modeling errors. The less extreme dynamics at the heel strike reduce the negative effect of sensor limitations in bandwidth, sampling rate, and dynamic range, and the modeling errors are smaller since the true velocity when applying ZUPTs is closer to zero. Thus, in comparison to fast gait, modest gait speeds generally result in both better navigation performance and lower sensitivity to parameter settings [35], [59], [60]. Likewise, the performance generally improves with higher sensor quality [1], higher sampling rates [61], sensor placements on the forefoot or close to the heel [45], [57], and hard walking surfaces [57].

One issue that complicates the implementation of foot-mounted inertial navigation systems is the interdependent effect of parameter settings and environment- or gait-dependent factors on navigation performance. In other words, to achieve optimal performance, system parameters must be continuously adapted to both the environment and the gait style, both of which may be rapidly changing. To make this more concrete, we will consider the relationship between the zero-velocity detection threshold, i.e., \( \gamma \) in (2), and the gait speed. Since the sensor errors that accumulate during stand-alone inertial navigation eventually always lead to large estimation errors, it is important that the navigation system does not run for too long without any ZUPTs. However, if too many ZUPTs are applied, or if ZUPTs are applied at points in time when the true velocity is far from zero, the accompanying modeling errors will reduce the navigation performance considerably. In other words, ZUPTs reduce the impact of sensor errors at the expense of introducing modeling errors, and the zero-velocity detection threshold can be said to represent the trade-off, calibrated for a specific set of environment and gait conditions, between the sensor errors and the modeling errors. Therefore, in the situation illustrated in Fig. 4, where the user first walks and then runs, the calibration of the threshold is notably difficult. In particular, note how the values of the likelihood ratio during the stance phase decrease when the pedestrian starts running after about 2.3 s. If the threshold is too large, an insufficient number of ZUPTs will be applied when the user is running. Likewise, if the threshold is too small, too many ZUPTs will be applied when the user is walking.
Fig. 6. Timeline of ZUPTs in foot-mounted inertial navigation.

Fig. 7. Hierarchical classification tree for robust zero-velocity detectors.

To further illustrate this issue, Fig. 5 (a) displays the time-averaged position root-mean-square error (RMSE) as dependent on the zero-velocity detection threshold when walking and running. For each gait speed, about 30 seconds of data was considered. As discussed earlier, a slower gait speed is seen to give both better performance and lower parameter sensitivity. Moreover, as expected given the relationship between gait speed and likelihood ratio, the optimal threshold for running is considerably lower than the optimal threshold for walking.

Now, consider the problem of tuning the threshold so that the navigation system performs well for both gait speeds. A natural optimization function is the position RMSE, time-averaged over both data sets. This position RMSE is shown in Fig. 5 (b). As can be seen, the optimal threshold when considering all data is markedly different from the optimal threshold when only considering data from either of the two gait speeds. Thus, the best performance is obtained by adapting the threshold based on the gait speed. In fact, as illustrated in Fig. 5, an adaptive navigation system, which alternates between the optimal thresholds for walking and running, reduces the position RMSE by more than 50% in comparison with the best fixed threshold. In the next section, we will review methods for designing zero-velocity detectors that can adapt to the environment and gait style.

V. ROBUST ZERO-VELOCITY DETECTION

To construct a zero-velocity detector that is robust with respect to variations in environment and gait style, the basic detection framework described in Section II-B must be augmented or replaced. At first, research on robust zero-velocity detection made use of models describing, for example, the gait cycle or the time length of a typical step. In recent years, however, much of the focus has shifted to robust zero-velocity detection using data-driven methods. These require a training phase, where data from high-accuracy, infrastructure-dependent sensors or similar is used to learn the zero-velocity detector. The development from the first studies on foot-mounted inertial navigation to recently presented robust zero-velocity detectors is illustrated in Fig. 6. Fig. 7 summarizes the robust zero-velocity detectors in a hierarchical classification tree.

A. Detectors using Adaptive Thresholding

As illustrated in Fig. 8, a common approach to robust zero-velocity detection is to use the overall detection framework described in Section II-B and adapt the threshold based on...
changes in environment or gait conditions. In this case, the threshold $\gamma_k$ on $L(z_k)$ in (3) is set based on a mapping:

$$\gamma_k = g(u_{1:k}, \hat{x}_{1:k}), \quad (3)$$

that depends on the inertial measurements $u$ and the navigation state estimates $\hat{x}$. One way to construct this mapping is to formulate the detection problem in a Bayesian setting. This means that the detector decides on hypothesis $H_1$ if and only if

$$\frac{p(H_1|z_k)}{p(H_0|z_k)} > \eta \quad (4)$$

where $\eta$ is a loss factor quantifying the cost of incorrect decisions. The Bayesian zero-velocity detector in (4) can be shown to be equivalent to the likelihood ratio test in (2) with the threshold

$$\gamma = 1 - \frac{p(H_1)}{p(H_1)} \cdot \eta. \quad (5)$$

Thus, the Bayesian formulation provides both a theoretical justification for adaptive zero-velocity detection within the established likelihood-ratio framework, and a sound way to design adaptive thresholds by modeling a time-varying hypothesis prior $p(H_k)$ and loss factor $\eta$. For example, if the loss factor is modeled so that it decays with the time since the last zero-velocity instance, the resulting adaptive threshold can be designed to both prevent the navigation system from running for too long without a ZUPT, and mitigate the risk of applying an excessive number of ZUPTs. Moreover, one study proposed to adapt the parameter describing the loss factor decay based on the dynamics during the heel strike.

Another way to design the mapping in (3) is to first extract some relevant features from the inertial measurements and the navigation state estimates, and then learn a mapping from these features to the threshold using ground truth data. For example, if inertial measurements are used to train a supervised classifier to differentiate between a number of predefined motion classes, the optimal threshold for each motion class can then be found using a high-accuracy camera tracking system. Similarly, the inertial measurements may be used to compute estimates of speed or gait frequency. These estimates can then be mapped to optimal threshold values by, for example, using ground truth speed from a treadmill, or by minimizing the closed-loop position error or by minimizing the travelled distance error. Although most studies extract these features from foot-mounted inertial measurements and related estimates, there have also been proposals to utilize measurements from additional, chest-mounted accelerometer units.

One problem with zero-velocity detectors using adaptive thresholding is that a proper calibration of the mapping in (3) tends to require large amounts of high-accuracy ground truth data. Since such data is not available in the unexplored environments where foot-mounted inertial navigation systems are typically meant to be used, this means that the adaptive detectors require an extensive calibration period, separate from the real-world deployment for which the navigation system is intended. Moreover, it also means that the mapping, once set, cannot adapt to real-time changes in gait or environment conditions that were not accounted for during the calibration process. One solution to these problems is to make use of the FootSLAM algorithm to transform the inertial odometry into position estimates with long-term error stability. These position estimates can then be used as pseudo ground truth in the threshold calibration. In this way, it is possible to design an adaptive zero-velocity detector that does not require map information, measurements from supplementary sensors, or user input. However, it should be noted that the method requires a period of time when the FootSLAM algorithm converges.

Another approach to the need for calibration using ground truth data, rather than trying to account for all variations in environment and gait style in a ground truth-dependent training phase, is to examine relevant variations through their impact on the likelihood ratio over a typical gait cycle; see e.g., Fig. 1. Thus, after incorporating a step detector, the threshold can continuously be adjusted based on the likelihood ratio computed during previous steps.

### B. Detectors using Gait Cycle Segmentation

Several zero-velocity detectors attempt to increase robustness by exploiting characteristics in the gait cycle that in one way or another are invariant to changes in environment and gait style. Generally, these detectors use a model in which phases in the gait cycle are represented by a number of discrete states. As illustrated in Fig. 2, the standard model includes four states, with the boundaries between two adjacent phases roughly given by the heel off, toe off, heel strike, and toe strike events. That being said, several other gait cycle models have also been proposed, including up to six states to model a conventional gait cycle, and up to nine states to also model backwards gait.

In many cases, physical constraints provided by walls or other obstacles enforce sufficient consistency in the walking patterns to ensure convergence; refer to [97] for details.

---

In practice, the function $g$ could also consider inertial measurements obtained after sampling instance $k$.  

---

8 In many cases, physical constraints provided by walls or other obstacles enforce sufficient consistency in the walking patterns to ensure convergence; refer to [97] for details.
Fig. 9. A gait cycle model used in several robust zero-velocity detectors [64], [93], [96]. The data was taken from ID 15 in [62].

and walking up or down stairs. The state inference primarily uses gyroscope measurements in the lateral direction of the foot (one study instead used speed estimates [91]), and can be based on hidden Markov models (HMMs) [37], [64], [66], [94], [95], finite-state machines (FSM) [91], [93], step detectors [45], or heuristic rule-based methods [96]. In the HMMs, the measurement function modeling the relationship between the discrete states and the measurements has been constructed using both neural networks [66], and Gaussian mixture models [95]. In some models, one of the states corresponds to zero-velocity instances (for example, the state defined as the phase in between the toe strike and heel off events), and thus, the state inference immediately gives the zero-velocity instances being sought [37], [91], [93], [95]. However, in other models, the estimated state sequence is used as input to a zero-velocity detector that also considers other information, such as speed estimates [94], the results of conventional zero-velocity detectors [43], [96], or the time length of the detected zero-velocity instances [64]. Although there have also been evaluations considering walking up or down stairs or walking uphill/downhill [91], the experimental evaluations have mainly focused on adaptation to gait speed. The main limitation of zero-velocity detectors utilizing gait cycle segmentation is that it may be difficult to specify a gait cycle model that is general enough. While gait cycle models can make the detector more robust, they can also worsen performance if the user’s movements strongly deviate from the model assumptions.

C. Detectors using Data-Driven Classifiers

Recently, robust zero-velocity detectors have been developed based on data-driven binary classifiers. In this case, the detection framework presented in Section II-B is cast aside, and the decision of whether or not a zero-velocity instance has occurred is made directly based on the inertial measurements and the navigation estimates. In other words, the zero-velocity detector is defined as $D_{0,k} \triangleq T_0(u_{1:k}, x_{1:k})$, where

$$T_\theta(u_{1:k}, x_{1:k}) \rightarrow \{0, 1\} \tag{6}$$

In practice, the function $T_\theta$ could also consider inertial measurements obtained after sampling instance $k$.

is constructed by training against ground truth data. If the training data set is diverse enough, the detector can learn to perform well under highly varying conditions. The inference has been based on support vector machines [69], random forests [71], histogram-based gradient boosting [71], long short-term memory (LSTM) neural networks [67], [70], and convolutional neural networks [68]. In addition to adapting to the environment and gait style through the input $u_{1:k}$ and $x_{1:k}$, the detector can be made even more robust by subdividing the inference based on the results of a preceding motion classification [70], [71]. For example, in [69], an individual parameter set $\theta$ is trained for 24 different motion classes. During the test phase, the foot-mounted inertial measurements are first used to classify the motion into one of these 24 motion classes. The zero-velocity detection is then performed using the parameter set $\theta$ that was trained for that specific motion class.

Ground truth data for training the classifier in (6) has been obtained from camera tracking systems [66], [71], ultrasonic ranging of the distance between the shoe and the floor [70], and manual annotation of inertial measurements [68]. Note that even if high-accuracy measurements of velocity are available, the creation of ground truth zero-velocity labels is still non-trivial. A naive approach would be to label the sensor unit as stationary whenever the velocity is (for all practical purposes) zero. However, due to the systematic motions of the foot during the stance phase (see Section III-B), this will typically lead to too few zero-velocity instances. Thus, a better approach is to label the sensor unit as stationary whenever the velocity measurements fall below some given threshold. However, this means that, once again, we have a threshold that needs to be calibrated. The natural solution is to set this threshold in such a way that the navigation performance is optimized. This idea was explored in [67], where several zero-velocity detectors with different fixed thresholds were applied, one by one, to a number of “motion trials” (sequences of training data). This included both conventional detectors based on foot-mounted inertial measurements (see Section II-B) and detectors that utilized velocity estimates from high-accuracy reference systems. For each motion trial, ground truth zero-velocity labels were then extracted from the detector-threshold pair that gave the best positioning performance. To ensure that the best performing fixed-threshold detector is approximately optimal over a given motion trial (so that there is no time-varying threshold that will give a substantially better performance), the environment and gait style were fixed within each individual motion trial. The main limitation of data-driven zero-velocity detectors is the need for large amounts of labelled training data, representative of all intended usage conditions. The collection of such data is both costly and time consuming.

D. Other Robust Detectors

Several robust zero-velocity detectors that do not fit into the three main categories considered in Sections V-A, V-B and V-C have been proposed. Some of these combine multiple conventional detectors [52], [72], [73], whereas others perform
the detection based on local optimization methods applied to the likelihood ratio [74], or to the norm of the accelerometer or gyroscope signals [75], [76]. Moreover, it should be noted that, while most adaptive foot-mounted inertial navigation systems concentrate on adaptation of the zero-velocity detection threshold (see Section II-B), it is also possible to adapt other parameters. In [77], for example, a gait speed classification was performed using jerk (the derivative of acceleration) and angular velocity. The result of this classification was then used to adjust the window length $w_f + w_b + 1$ (see Section I-B) in the zero-velocity detection. Likewise, instead of adapting certain detection parameters, a conceptually similar idea is to include estimated navigation quantities, such as speed or Euler angles, in the computation of the test statistic (likelihood-ratio) [53], [65], [78]. Finally, instead of using gait cycle segmentation as in Section V-B, gait cycle models can also be incorporated into zero-velocity detectors by clustering the stance phases based on their time length. In this way, the detector utilizes information on the typical time length of the stance and swing phases [79–81].

E. Public Data Sets for Robust Zero-Velocity Detection

There are several public data sets that could be used to develop and evaluate robust zero-velocity detectors. An early example is detailed in [62]. This data set contains about 30 minutes of foot-mounted inertial and magnetometer data collected from three users. Reference was recorded using a camera tracking system, and videos were made available of all data recordings. Furthermore, position and orientation estimates from a ZUPT-aided inertial navigation system were provided; however, no code was made available. The data set considered variations in walking surface, gait style, and gait trajectory. To aid time synchronization, two synchronization events, each consisting of a firm stomp on the ground, were provided at the beginning and end of each data recording. The usefulness of the data was illustrated with a comparative evaluation of four zero-velocity detectors [62].

Recently, a similar data set was made available [98]. This data set is divided into training and testing data, and was specifically created for the evaluation of robust zero-velocity detectors. The training data – consisting of walking, running, stair-climbing, and crawling – was recorded from one user in a motion capture area of about $5 \, \text{m} \times 5 \, \text{m}$, and includes ground truth position from a camera tracking system. The testing data is divided into two subsets. The first subset was recorded in the hallways of a university building and includes ground truth at manually surveyed locations. This subset was recorded from five users alternating between walking and running. The second subset was recorded from one user walking up and down a staircase and includes ground truth vertical position data on a per-flight basis. In addition, each data recording in the second subset started and ended at the same position, and thus, the position accuracy can be evaluated based on the corresponding loop-closure error. In [98], this data set was used to compare the performance of six zero-velocity detectors. Code was provided alongside the data.

Additional relevant data sets are detailed in [59] and [60]. The first of these considered walking at two gait speeds with data recorded at a comparatively high sampling rate. The latter considered both three gait speeds and three sensor placements. The data sets were originally used to evaluate a Bayesian zero-velocity detector and an adaptive zero-velocity detector using FootSLAM, respectively. In both data sets, all data recordings started and ended at the same position, and the position accuracy was evaluated based on the corresponding loop-closure error. The data sets are summarized in Table II.

TABLE II
PUBLIC DATA SETS FOR DEVELOPMENT AND EVALUATION OF ROBUST ZUPTS.

| Publ. | # of users | Samp. rate [Hz] | Time dur. [min] | Size of area [m$^2$] | Ground truth | Variations of gait style | Surface sens. | Sens. pos. | Stair climb. | ZUPT code |
|-------|------------|-----------------|----------------|----------------------|-------------|----------------------------|--------------|------------|-------------|-----------|
| [62]  | 3          | 100             | 25             | 25                   | VICON       | Yes                        | Yes          | No         | No          | No        |
| [98]  | 5          | 200/125         | 120            | 25                   | VICON       | Yes                        | No           | No         | Yes         | Yes       |
| [59]  | 1          | 250             | 35             | 190                  | Init. pos.  | Yes                        | No           | No         | Yes         | Yes       |
| [60]  | 1          | 100             | 60             | 225                  | Init. pos.  | Yes                        | Yes          | Yes        | Yes         | Yes       |

$a$ Although a lot of data was recorded in a large university building, this data only reflected walking or running along narrow hallways.

$b$ As opposed to the data set in [62], this data set only provides position ground truth, not orientation ground truth. In addition, VICON data was only provided for the training data. In the testing data, manually surveyed locations were used as ground truth.

$c$ All data recordings started and ended at the same position. Thus, performance can be evaluated using the corresponding loop-closure error.

$d$ No ground truth was provided for the training data. In the testing data, all data recordings started and ended at the same position.
the sensors become small, power efficient, and cheap enough to be considered for commercial products [101]. Furthermore, it was only a few years into the 2010s that microcontrollers with sufficient computational power (floating point units) and low enough power consumption to realize fully integrated foot-mounted navigation systems with commercially viable operation times ($\geq 1$ h) became available. For example, STMicroelectronics and Atmel announced the release of their first micro-controllers with Cortex-M4F cores at the end of 2011. Hence, the main obstacle is no longer the hardware per se. Current obstacles holding back the commercialization of the technology are related to i) the lack of ease-of-use and robustness (as highlighted in previous sections of this paper) of the technology, preventing it from being used in safety-critical applications, and ii) for consumer positioning applications, the limited added value that a foot-mounted inertial navigation system brings to a smartphone-embedded system relying upon, for example, GPS and WiFi measurements. That being said, the company Robotic Research recently announced the release of the foot-mounted navigation system WarLoc for soldier positioning. Moreover, many commercial foot-mounted sensor systems for human and animal gait analyses have recently started to appear on the market, see e.g., the Gait Up and Werkman Black gait monitoring systems for humans and horses, respectively [102]. These systems are basically foot-mounted inertial navigation systems, but where the main purpose is to extract the dynamics of the individual steps and not the accumulated position change. Thus, the robustness requirements are less stringent.

VII. SUMMARY

As detailed in the present article, the past fifteen years have seen significant advances within foot-mounted inertial navigation. In particular, researchers have agreed upon a standard inference framework whereby zero-velocity information is integrated as pseudo observations in a nonlinear state-space model and where the problem of zero-velocity detection is formalized as a likelihood-ratio test. As a result of these advances, current zero-velocity-aided inertial navigation systems can, under controlled and stable conditions, produce odometry estimates with a very competitive price-performance ratio. However, the lack of robustness under varying and unforeseen gait and environment conditions still remains one of the main impediments to large-scale commercialization.

VIII. GUIDANCE FOR FUTURE RESEARCH

To advance the research field and increase the technology readiness level of foot-mounted inertial navigation, both the sensors and the algorithms, as well as the evaluation methodology, need to advance further.

As discussed in Section III, the performance of foot-mounted inertial navigation systems is affected by both sensor errors and modeling errors. As the performance of consumer-grade inertial sensor technology advances — pushed by the demands of the smartphone and car industries — the model errors are likely to become the dominant source of error in foot-mounted inertial navigation systems. This will require more refined inertial navigation mechanization schemes that include the earth’s rotation rate, use higher-order discretization methods, etc. More importantly, it will require the development of more accurate and robust zero-velocity detectors and zero-velocity measurement models. Next, we will discuss a number of related potential research directions.

As demonstrated by the review in Section V, a substantial amount of research effort has gone into developing robust and adaptive zero-velocity detectors. At the same time, research on how to reduce the modeling errors by making the zero-velocity measurement model more realistic is virtually nonexistent. This means that the proposed robust foot-mounted inertial navigation systems all still suffer from a number of serious shortcomings that are embedded into the zero-velocity model. One such shortcoming is the binary decision made by the zero-velocity detector. By limiting the detector to a binary output, we lose information about the fluctuating uncertainty of the zero-velocity model. One solution is to reinterpret the nonlinear state-space model as having a measurement model that is applied at every sampling instance, but where the measurement error covariance matrix $R_k$ changes depending on the result of the zero-velocity detection (if the sensor unit is considered to be moving, all elements of the covariance matrix are set to $\infty$). This interpretation then opens up opportunities for implementations where the zero-velocity detector produces a continuous output that is used to scale the measurement error covariance matrix.

As the sensors get better, the need for ZUPTs will diminish. Hence, one way to reduce the impact of the zero-velocity modeling errors is to only apply ZUPTs when the system is actually in need of them. Specifically, the detector need not be implemented to detect all sampling instances where the velocity is close to zero. Rather, in order to ensure satisfactory positioning performance, the detector should balance the need to apply intermittent ZUPTs with the need to avoid significant modeling errors caused by an excessive number of ZUPTs; see e.g., [59]. Another way to reduce the impact of the zero-velocity modeling errors is to replace the zero-velocity model with a model learned from data. This could, for example, be achieved by learning a joint zero-velocity detector and zero-velocity measurement function using a Gaussian process state-space model [103]. This would, among other things, enable the use of non-zero-velocity updates. However, data-driven methods do not obviate the need for models. In particular, data-driven methods often have trouble extrapolating beyond the training space. Therefore, data-driven methods should, where possible, be complemented or restricted based on available models. Within foot-mounted inertial navigation, one such model could be the rotational symmetry of the inertial measurements. That is, if the evaluation scenario permits the sensor unit to be positioned at an arbitrary orientation with respect to the foot, data-driven functions which map the inertial measurements to navigation data should give the same result regardless of the foot-sensor orientation. One way to heuristically incorporate this constraint is to randomly rotate...
the training data to simulate different sensor orientations; this approach was taken when learning the motion classifier in [98]. However, another approach could be to integrate the rotational symmetry into a constrained neural network [104].

Finally, there is a lack of standardization with regard to the evaluation process. In particular, the research community is in great need of agreed-upon minimum sensor requirements, more public code for baseline implementations, and more diverse and comprehensive reference data sets. The lack of standardization hinders fair and reliable comparison of algorithms, frequently leads to the use of sensors with insufficient bandwidth, dynamic range, etc., and forces researchers to devote time to the development of baseline implementations before being able to focus on the relevant research questions. Thus, to ensure that algorithms are evaluated in an efficient manner, researchers need to build public data sets with a large number of users, strict compliance of sensor requirements, and substantial diversity in both environmental conditions and gait characteristics. All in all, the oversight of this area significantly delays progress, and a joint effort within the research community to address these issues would be of great benefit.
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