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Additive manufacturing (AM) of superalloys has been attracting increasing interest. While most studies focus on the processability and mechanical properties of the finished product, it is also necessary to understand the phase transformations during the consecutive melting processes. Herein, the precipitation and dissolution of the $\gamma'$ phase in the Ni-base superalloy CMSX-4 in a selective laser melting process is reported. These phase transformations are studied in situ by small-angle X-ray scattering (SAXS) during AM. Concurrent wide-angle X-ray scattering (WAXS) provides information on the evolution of lattice parameters and temperature during the process. Additional thermal and thermodynamic simulations are carried out to support the experiments. The investigations are focused on the influence of different beam scanning strategies as well as the effect of laser power and scanning speed on the phase transformation dynamics. Due to the high cooling and heating rates inherent to AM, phase transformations occur far off equilibrium. Both precipitation and dissolution of $\gamma'$ phase are observed. The scan strategies are shown to have a considerable effect on the phase transformation dynamics, which exceed the impact of the beam parameters. The capability of combined SAXS and WAXS for the in situ study of phase transformations in AM processes is demonstrated.

1. Introduction

Additive manufacturing (AM) offers new ways to fabricate high-performance alloys, e.g., nickel-base superalloys, for application in the hottest sections of jet engines or gas turbines. Powder-bed-based techniques such as selective electron beam melting (SEBM) or selective laser melting (SLM) allow great geometric design freedom and provide the ability to fine-tune microstructural properties by intelligent beam deflection and heat management. The microstructure can be tailored using appropriate combinations of scanning patterns, beam energies, and deflection speeds. Extensive effort has been directed at designing process parameters to tune the grain structures of titanium-, nickel-, and iron-base alloys.[1–5] This has enabled the generation of microstructures ranging from equiaxed grains to single crystals. However, phase transformations that occur during AM processes have been investigated less.

In powder-bed-based AM processes such as SEBM or SLM, a component is built up layer by layer by fusing the metal powder selectively with an electron or laser beam. Therefore, a volume element is heated and then cools down repeatedly as the beam moves past the element over the powder bed multiple times. When further layers are added, the volume element is again reheated to consecutively lower peak temperatures, as more material is built up between the heat source and the considered volume element.[6] This thermal cycling leads to repeated phase transformations involving successive nucleation, ripening, and dissolution processes. These transformations are inherently more difficult to observe than features on the grain size scale as a “post mortem” analysis at room temperature after the build is finished reveals only the final microstructural state but not the processes that created it. To better understand the phase transformations during processing, it is necessary to carry out in situ measurements.

In situ studies of laser-based AM have focused on the investigation of melt pool dynamics by high-speed X-ray imaging and on phase transformations studied by X-ray scattering. Imaging studies were generally conducted using preplaced powder on a solid substrate of the alloy of interest. The powder bed was confined by glassy carbon plates. Depending on the transmissivity of
the material, frame rates up to 50 kHz were achieved, allowing the monitoring of keyhole and pore formation and of powder and droplet spatter. Pores were shown to form due to the collapse of the laser-induced keyhole upon a change of the beam velocity.\[7\] Leung et al. studied melt track morphologies when processing Invar 36 with different parameters and developed a process map detailing the behavior of melt track morphologies in dependence of beam power and velocity. They also studied the melt track formation on an already melted layer.\[8\] Zhao et al. carried out simultaneous imaging and X-ray diffraction of Ti–6Al–4V powder and solid material. This allowed measurement of the solidification rate and monitoring of transformations between α and β phases during heating and cooling.\[9\]

Pure time-resolved X-ray diffraction studies dealt with phase transformations in Ti–6Al–4V or tool steel during AM or rapid heating and cooling. Diffraction studies of X40CrMoV5-1 at 10 Hz during laser metal deposition revealed recurring austenite–martensite transformations in subsequent layers due to reheating by the laser beam.\[10\] Kenel et al. measured the β to α’ transformation in Ti–6Al–4V during heating by a laser and subsequent rapid cooling at 1 kHz. These conditions were similar to those encountered during AM.\[11\] Hocine et al. also investigated phase transformations in Ti–6Al–4V. The experiments were carried out using a custom-built SLM device featuring a powder bed and an acquisition rate of 20 kHz. This allowed the investigation of the effects of reheating in a single powder layer.\[12\]

Several recent studies have focused on the processing of nickel-base superalloys by AM.\[11,\]\[14\] These alloys owe their extraordinary high-temperature strength to their microstructure consisting of 50%–70% of ordered intermetallic γ’ precipitates (Ni3(Al, Ti), L12 structure) embedded in a disordered γ phase matrix. The γ’ phase is stable up to nearly 1300 °C. However, due to their poor weldability, these alloys are prone to cracking and, thus, difficult to manufacture additively. In addition to hot or liquidation cracking, hardening by precipitation of the γ’ phase at high temperatures is suspected of contributing to the formation of cracks.\[15,\]\[16\] Therefore, detailed knowledge of the phase transformations induced by thermal cycling is necessary to optimize the processing conditions of superalloys.

In superalloys fabricated by SEBM, γ’ particles exhibiting a gradient of sizes from tens to hundreds of nanometers are present after the building process.\[17\] From the top to the bottom of a part, each layer is held at above 1000 °C for an increasing amount of time. This results in precipitates with increasing sizes. By contrast, in SLM-built parts, the temperature of the powder bed is often around 50–100 °C. Accordingly, cooling rates during the thermal cycles are higher, and precipitate growth is inhibited. In superalloys with a low γ’ phase fraction, no precipitates are found in the as-built state.\[18\] In alloys with a high γ’ volume fraction, precipitates with sizes of several nm may be found, depending on the processing conditions.\[19,\]\[20\]

In a previous study, we investigated the transformation dynamics of the γ’ phase in the nickel-base superalloy CMSX-4 while imposing a thermal profile similar to that occurring in SEBM, but with lower heating and cooling speed.\[21\] We proved that the precipitation of the γ’ phase is extraordinarily rapid and demonstrated the effect of heating and cooling cycles on dissolution and coarsening of the γ’ phase. However, the phase transformations under real AM conditions have not yet been investigated. In this study, we conducted AM experiments using a SLM machine specifically designed for in-situ experiments.\[22\] This allowed us to carry out measurements at different distances from the top layer within the built material. We carried out simultaneous small-angle and wide-angle X-ray scattering (SAXS/WAXS) measurements to clarify the evolution of γ’ phase fraction and of lattice parameters during the manufacturing trials. This allowed us to link the thermal evolution to the transformations taking place at the same time. SAXS is especially useful in this case as the peak position of γ and γ’ phase are nearly identical, making the use of WAXS difficult for phase identification. The experimental measurements are compared with simulations of temperature cycles and thermodynamic calculations of the γ’ phase fractions.

2. Experimental Section

2.1. Experimental Setup

In this study, we conducted SLM experiments with the nickel-base superalloy CMSX-4 (composition: Ni–9.8 Co–6.4 Ta–6.5 Cr–6.4W–5.7 Al–2.8 Re–0.97 Ti–0.62 Mo–0.086 Hf, in wt%). The powder was produced by TSL Technik GmbH & Co. Spezialpulver KG by electrode induction-melting gas atomization with argon. To ensure a good flowability, only the size fraction from 105 to 150 μm was used.

The SLM machine used in the study is a modified version of the commercially available AconityMINI from Aconity3D GmbH. A detailed description of the machine was given by Uhlmann et al.\[23\] The custom process chamber was developed and built at Technische Universität Berlin. A single-mode continuous-wave ytterbium fiber laser, which emits a maximum power of 400 W at a wavelength of 1070 nm, served as the power source. At a working distance of 445 mm, the laser was focused to a diameter of about 60 μm. The powder bed had a size of 70 × 1.5 mm² (length × width). A mild steel plate was used as the substrate to support the powder bed. Each sample was built on a new plate. No substrate heating was applied. The powder bed was confined by glassy carbon plates with a thickness of 1 and 2.5 mm supplied by HTW Hochtemperatur–Werkstoffe GmbH. Before the SLM process was initiated, the chamber was flooded with argon. During the process, the oxygen level was kept below 2000 ppm. The process gas was circulated and filtered continuously to remove metal fumes. Inlet and outlet windows for the X-radiation were made of Kapton foils, which only minimally contributed to the X-ray scattering. An infrared pyrometer CTvideo 3MH2 from optriS GmbH was pointed at the middle of the powder bed to record the temperature profiles during scanning with the laser. The pyrometer measured the temperature within a circular area 1 mm in diameter. The measurable temperature range was 200–1500 °C.

The concurrent SAXS and WAXS measurements were carried out at the PETRA III facility at DESY at the high energy materials science beamline PO7-EH3, operated by the Helmholtz–Zentrum Geesthacht.\[24\] A schematic of the setup is shown in Figure 1. The measurements were carried out using a photon energy of 79 keV (wavelength λ = 0.01569 nm). We found this to be a good compromise between photon flux and energy to
achieve a suitable transmission. A high intensity of the scattered beam was crucial for SAXS measurements to achieve a meaningful signal from the γ′ precipitates. A cross-shaped beamstop with girders of 200 μm thickness combined with aluminum lenses that focused the synchrotron radiation beam allowed us to extend the range of scattering vectors $q$ ($q = 4 \pi \sin(\theta)/\lambda$ with the scattering angle $2\theta$ and wavelength $\lambda$) down to 0.018 nm$^{-1}$. The SAXS and WAXS patterns were collected on two Perkin Elmer XRD 1621 flat panel detectors (2048 × 2048 pixels, pixel size 200 × 200 μm$^2$). CMSX-4 strongly absorbs X-rays, making SAXS measurements at short exposure times challenging due to the low total signal from the γ′ precipitates. As this study’s goal is the in situ investigation of an AM process with a low characteristic time scale during which melting and solidification occur (down to 50–100 ms), the exposure time was set to 200 ms. We deemed this the best trade-off between temporal resolution and signal intensity. Higher flux would improve the detection of low amounts of γ′ phase by SAXS, whereas faster acquisition would allow the monitoring of phenomena that occur during melting of single tracks.

For the concurrent in situ SAXS/WAXS measurements, the SAXS detector was placed 11.9 m from the sample, whereas the WAXS detector was located at 3.5 m distance. The WAXS detector was displaced out of the primary beam so as not to block the SAXS signal. The beam spot on the sample was roughly 0.2 × 0.2 mm$^2$. As the layer height was 100 μm, two layers are irradiated by the beam. It should be noted that the exposure time was longer than the aforementioned characteristic timescales of the AM process. That is why the recorded measurements should be viewed as the average of the state of the material during the exposure time and not as a momentary snapshot of the material’s state, as, e.g., multiple heating and cooling cycles occurred during a single scattering measurement.

Further in situ WAXS measurements of CMSX-4 during heating with a rate of 5 °C s$^{-1}$ were conducted at P07-EH3 with a DIL 805 A D$^{-1}$ dilatometer by TA instruments modified for synchrotron measurements.[35] This allowed us to determine the lattice parameter of CMSX-4 in dependence of temperature and to infer the approximate temperature of the gauge volume from the in situ WAXS measurements.

Ex situ WAXS measurements of the as-built material were carried out at the beamline P21.2 using a beam energy of 69 keV and a Varex XRD 4343CT detector (2880 × 2880 pixels, pixel size $150 \times 150 \mu m^2$) to characterize the distribution of phases in the build direction (BD) in the final state.

### 2.2. Experimental Procedure

Numerous parameters determined the quality and microstructure of additively manufactured parts. In this study, we varied three parameters: beam power $P$, scan speed $v_s$, and the scanning pattern. These governed the thermal history of the process and, thus, the kinetics and dynamics of phase transformations. We chose a simple geometry to emphasize the very fundamental transformation mechanisms. The samples were thin walls with a thickness of 1.5 mm and a width of 40 mm.

The scanning patterns were kept simple, as well. We used two patterns, both consisting of unidirectional scans: one in the direction of the synchrotron radiation beam (longitudinal direction [LD]) and one in perpendicular orientation (transverse direction [TD]) (Figure 1a). Accordingly, the scan lengths, i.e., the length of one melt line, are 40 mm for transverse scans. For longitudinal scans, the scan length was 1.0 mm to avoid heating of the glassy carbon plates by the laser. However, as the melt pool size exceeded the scanned area, all the powder in the LD was molten except for a few single particles. The hatch distance was 50 μm. This ensured that the laser would irradiate the surface entirely without leaving any gaps. The time required for one line to be melted was proportional to the scan length for a constant scan speed. This resulted in a more concentrated heat input for short scan lengths. Therefore, the thermal history depended greatly on the chosen scanning pattern, even if the total heat input was not changed.

The beam power was varied in the range of 120–308 W, whereas the scan speed ranged from 300 to 700 mm s$^{-1}$. The complete set of parameters is shown in Table 1. Some parameters were chosen to study the effects of total heat input at constant $P/v_s$ (called line energy, $E_l$, in the following); others were adapted from parameters used in SEBM of CMSX-4.
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Figure 1. Experimental setup for in situ experiments at the beamline with the indication of LD, TD, and BD.
The measurements were carried out in two modes (Figure 2b).

In fixed gauge volume mode, a single volume element was traced while building 11 consecutive layers. Starting at the upper sample edge, the maximum distance of the probed volume to the edge was 1000 μm. As the substrate was lowered relative to the process chamber after each layer was molten, the entire SLM machine must be lifted by the same amount. For this purpose, the machine was placed on the heavy load hexapod at P07-EH3, which allowed six-axis movements with a precision of 1 μm.

In fixed gauge distance mode, the sample was probed at fixed distances (0, 200, and 600 μm) from the upper sample surface while melting multiple layers.

### 2.3. Data Analysis

The SAXS patterns were corrected individually by removing the isotropic background from incoherent scattering, as described by De Geuser and Deschamps. In theory, particle sizes, shapes, and distributions could be determined from the scattering curves. In this case, however, the contribution of scattering from the γ precipitates to the total scattered intensity was too low to determine these features reliably. For the largest part, the scattering signal was likely caused by the matrix or inhomogeneities caused by cellular segregation during solidification.

The integrated intensity $Q_0$ allowed the calculation of the fractions of scattering phases. In the case of two phases, it was related to the volume fraction $\phi$ of the scatterers by the relation $Q_0 = 2\pi^2(\Delta \rho^2)\phi(1 - \phi)$, where $\Delta \rho$ is the contrast between the phases. $Q_0$ was determined by integrating the product of intensity $I$ and the squared scattering vector, $q^2I(q)$. We limited the integration range to $q_{\text{min}} = 0.018 \text{ nm}^{-1}$, set by the shadow of the beamstop, and $q_{\text{max}} = 0.30 \text{ nm}^{-1}$, where the intensity falls down to the remaining background noise. The approximate integrated intensity $Q'$ is evaluated as

$$Q' = \int_{q_{\text{min}}}^{q_{\text{max}}} q^2I(q)\,dq.$$  

This measure played a key role in our analysis of phase transformations. $Q'$ consistently underestimates $Q_0$; for qualitative analysis, though, the difference was negligible. The relation shown earlier allowed the determination of phase fractions if the scattering contrast, i.e., the difference in the phases' electron density, was known. As the phase compositions were temperature dependent, they were difficult to determine experimentally and are usually subject to considerable uncertainty. Furthermore, in this study, multiple scatterers—γ', γ, and liquid phase—contributed to the intensity. Quantitatively accurate analysis required separating the individual contributions. Thus, we limited ourselves to a qualitative analysis. As we showed earlier for

---

**Table 1.** Process parameters (L = longitudinal, T = transverse scanning pattern).

| Power [W] | Scan speed [mm [s]^{-1}] | Line energy [J [mm]^{-1}] | Scanning pattern |
|----------|--------------------------|---------------------------|-----------------|
| 120      | 300                      | 0.4                       | T               |
| 120      | 500                      | 0.24                      | L               |
| 200      | 500                      | 0.4                       | L, T            |
| 274      | 513                      | 0.53                      | L, T            |
| 280      | 700                      | 0.4                       | L, T            |
| 308      | 570                      | 0.54                      | L, T            |

---

**Figure 2.** In situ experimental procedure and measurement modes. Dimensions are not to scale. The LD, TD, and BD are the same as in Figure 1. a) Patterns of longitudinal and transverse laser scanning modes. b) Schematic representation of measurement modes. In fixed gauge volume mode, the gauge volume's distance from the sample surface is increased by the layer thickness after building each layer. In fixed gauge distance mode, the gauge volume has a fixed distance from the upper sample surface.
the alloy CMSX-4, an increase or decrease in $Q'$ could be related to an equivalent change in the $\gamma'$ phase fraction.\cite{21} These changes were quite subtle for the most part (Figure 3a, c). In addition, differences in density between metal powder and the solidified material lead to differing absolute values of $Q'$. To enhance the changes in $Q'$, the calculated values were normalized with respect to the value of $Q'$ measured before the melting started. As the powder was molten entirely, except for the uppermost layer, $\gamma'$ precipitates from only the solid material contribute to $Q'$. The WAXS patterns did not undergo further image correction steps, as we only determined the peak positions. The WAXS profiles (Figure 3b, d) were fitted with pseudo-Voigt functions to determine the peak positions of the $\gamma$ phase. As the lattice parameters of $\gamma$ and $\gamma'$ phases were nearly identical, they could not be separated. However, the evolution of the peak positions allowed us to determine the influence of scanning patterns on the thermal history during the process qualitatively. The grain size of the as-built material was comparatively large with respect to the gauge size so that the grains in Bragg condition produce spotty diffraction patterns. Therefore, we integrated the diffraction patterns over the entire azimuthal range covered by the detector to achieve adequate grain statistics (cf. Figure 1). Thermal strains were different in build and TDs, leading to slightly differing lattice parameters.\cite{22} Consequently, the lattice parameters determined here were the average of the parameters subject to different strains. As the WAXS detector was positioned to the left of the primary beam, we mainly observed lattice shifts in the TD. The intensity of the peaks during scanning of the first layer was lower than the intensities during the subsequent scans due to the presence of liquid phase in the gauge volume.

3. Results

3.1. Microstructure

The as-built state of the material is the starting point for analyzing in situ phase transformations (Figure 4). The samples exhibit numerous intergranular cracks typical for nonweldable superalloys fabricated by AM at low powder bed temperatures. These form probably due to hot cracking induced by liquation of grain boundaries when the material is reheated and due to residual stresses.\cite{15} The grains contain a cellular or cellular-dendritic solidification substructure with an average size of 1 \(\mu\)m. An unmelted powder particle that was attached to the sample is shown in the right panel of Figure 4. The dendrites present in the powder are about 10 \(\mu\)m wide, which is an order of magnitude larger than the cells in the as-built material.

Due to the extremely fast solidification speed in SLM, the formation of $\gamma'$ precipitates, albeit very fast due to the little reordering required to form the ordered Ni$_3$(Al, Ti) compound, is suppressed for the most part. In SLM-built nickel-base
superalloys, γ’ is either present in the form of particles only a few nm in size or is not observed at all. Furthermore, recent atom probe tomography investigations of a single superalloy powder particle showed the absence of γ’ phase as well. By contrast, high amounts of γ’ phase are typically found in SEBM-built Ni-base superalloys due to the extended holding time at the building temperature of about 1000 °C.

Samples produced by longitudinal and transverse scanning were examined by ex situ WAXS from the CMSX-4/substrate interface to a distance of 4 mm from the interface (Figure 5). The peaks of γ and γ’ phases overlap, as the phases’ lattice parameters differ only by less than a percent. No superstructure reflections of the γ’ phase were found. At the interface, several peaks could be attributed to the α-phase of the steel substrate. Different relative intensities of the γ peaks are caused by the texture of the samples, which are strongly textured in the BD. Furthermore, the grains are comparatively large in proportion to the X-ray beam gauge size.

Due to its ordering, the γ’ phase exhibits superstructure reflections such as 111 or 210 reflections with low intensity. However, such superstructure reflections could not be identified unambiguously against the background. This is also the case for WAXS measurements of the powder (not shown here). Therefore, the existence of γ’ phase in the as-built state could not be confirmed by the WAXS measurements. This, however, does not preclude the formation of small amounts of γ’ phase during the AM process.

3.2. Simulation of Temperature Evolution

Diffusion-dependent phase transformations are primarily governed by the thermodynamic driving force, i.e., the difference of the Gibbs Free Energy between the transient and the equilibrium state, and the kinetics of the transformation, which are determined by the diffusivity of the constituting species.
These factors are strongly dependent on temperature. Thus, an understanding of the temperature distribution within the sample and evolution is necessary to interpret the SAXS measurements. The thermal simulations are based on a semianalytical approach, implementing a transient solution of a volumetric Gaussian heat source, which is an extension of the classical Rosenthal model.\cite{29,30} Here, the heat equation is solved by integrating the temperature field created by a heat source active for a differential time period in time at each grid point. The analytical integration of the solution is prohibited by the piecewise definition of the scan paths; therefore, a Gaussian quadrature scheme, proposed by Stump and Plotkowski numerically integrated the temperature at a given time and location.\cite{31}

The model approximates the sample as a semi-infinite medium with constant material parameters. Only heat transfer by conduction is considered. Consequently, this model's solutions are less accurate than, e.g., a full finite element simulation incorporating phase change and heat transfer by radiation; however, they allow a qualitative assessment of thermal profiles.\cite{32} Furthermore, as the temperature can be computed independently at each point of the simulation domain, the simulation domain's spatial resolution can be chosen independently of the beam diameter. This enables efficient simulations in large domains. This approach has been applied successfully to the modeling of electron beam and laser melting of a nickel-base alloy.\cite{33}

Two exemplary parameter combinations were chosen for further examination in detail: a longitudinal scanning pattern with a beam power of 120 W and a scanning speed of 500 mm s$^{-1}$ as well as a transverse pattern with 280 W and 700 mm s$^{-1}$. For these parameters, the WAXS patterns had the highest quality over the entire measurement, which allowed deduction of the temperature evolution from the lattice parameters (cf. Section 2.1). The evolution of the temperature in the samples was simulated for these parameters (Figure 6).

The longitudinal pattern results in a persistent melt pool, which is dragged in the TD across the sample surface. This melt pool geometry arises when the beam return time, i.e., the time required to scan a single line, is so short that the melt cannot solidify entirely until the next line is melted. As a result, a large melt pool is formed that spans over the entire sample in LD. Notably, the base material remains at ambient temperature until the laser beam hits the observed volume. The material cools slowly as the laser beam passes. The melt pool has a depth of 0.32 mm.

In a transverse pattern, each melt track is carried across the sample surface in the TD. The melt pool is long and narrow and, with a depth of 0.26 mm, shallower than for the longitudinal scan strategy, even though the line energy is higher (0.4 vs 0.24 J mm$^{-1}$). Figure 6 also demonstrates that the entire sample is heated slowly but more evenly than with a longitudinal scan pattern. Furthermore, the sample reaches higher temperatures at a greater depth. Thus, it is apparent that the scanning strategy has a significant impact on the thermal history imposed on the sample. The influence of the scanning pattern on the temperature profile is greater than that of the beam parameters for the parameters covered in this study.

In the case of longitudinal scanning, the calculated melt pool size is significantly larger than those typically observed in single line scans. For the nickel-base alloy Inconel 718, a melt pool length and width of around 0.4 and 0.2 mm, respectively, would be expected.\cite{34} As multiple melt lines are placed next to each other in this setup, we expect a cumulation of heat, leading to the development of a larger melt pool. The simulated melt pool has a length of 5 mm and moves with a speed of 25 mm s$^{-1}$ in TD. Therefore, the melt pool would cross the gauge volume within 0.2 s. We compared the average simulated temperatures in the gauge volume, the pyrometer measurements, and the temperatures inferred from dilatometer measurements of CMSX-4.
to assess the accuracy of the simulation (Figure 7). The simulated temperature was averaged within the gauge volume to consider that WAXS and SAXS effectively measure the average properties in the gauge volume. The pyrometer was calibrated with an Inconel 625 sample, another Ni-base alloy. Its temperature was measured with a Type K thermocouple. A precise calibration would require knowledge of the emissivities of bulk material, powder, and liquid phase. Therefore, the absolute measured temperatures may not be accurate.

However, it is evident that the widths of the simulated and measured temperatures are quite similar for both scanning patterns. The earlier onset of the measured temperature peak and the overall lower measured temperature in the longitudinal scan may be caused by the pyrometer spot size, which is much greater than the gauge volume. Therefore, the temperature is averaged over a greater area than in the simulation. Furthermore, the pyrometer only records temperature changes above 200 °C. The similarity of the curves allows us to conclude that the melt pool lengths are represented fairly accurately by the simulation. Considering the transverse scanning, both simulations and measurements show the same principal features: short temperature spikes corresponding to each scan and a steady increase in temperature during the melting of the powder layer. The melt pool depths were measured using micrographs to \( \approx 240–340 \mu \text{m} \) (longitudinal) and 180–220 \( \mu \text{m} \) (transverse scans). Thus, the measured melt pool depths are lower than the simulated ones, but are still in fairly good agreement.

Furthermore, the inferred temperatures show a good agreement with the pyrometer measurements of the longitudinal scan. At the beginning of the transverse scanning the inferred temperature is higher than the measured temperature, which may be related to uncertainties in the peak position due to spotty diffraction patterns and less distinct peaks (cf. Section 2.3). Overall, the simulated temperatures are higher than the experimentally determined ones. This may be caused by the lack of heat transfer by radiation or of latent heat in the semianalytical model. In summary, the simulated temperatures are realistic enough to predict the temperature evolution at greater depths in the material.

3.3. Evolution of \( \gamma' \) Phase in Single Layers

The changes in \( Q' \) allow us to obtain a general understanding of the phase transformations that occur in different depths in the sample during the manufacturing process (Figure 8). The diagram shows the parameter combinations of laser beam power and scan speed, as well as the maximum percentual changes in \( Q' \) during the laser exposure in relation to the value of \( Q' \) before the exposure of the layer started. For each parameter combination, the maxima and minima of 10 measurements in fixed gauge distance mode were averaged.

Three phases can be present in the alloy during the in situ AM experiments: the \( \gamma \) matrix, the \( \gamma' \) phase, and the liquid phase. The liquid phase has the same chemical composition as the solid but a lower density; therefore, we expect a slightly lower electron density than in the solid \( \gamma \) phase. Consequently, there is only a small scattering contrast between liquid and \( \gamma \) phase, leading to a small value of \( Q' \). Furthermore, when the sample melts, all inhomogeneities in the solid are dissolved, which reduces the overall variation of electron densities in the gauge volume and, thus, \( Q' \).

In conclusion, melting causes a decrease in \( Q' \).

As stated in Section 2.2, increases in \( Q' \) can be related to an increase in the \( \gamma' \) phase fraction. Given that no \( \gamma' \) phase could be identified by WAXS, \( \gamma' \) formation was likely limited to very small amounts. It is also possible to detect the early stages of a phase transformation before a phase is detectable by WAXS. In this case, an ordering reaction from the \( \gamma \) (A1) to the \( \gamma' \) (L1₂) phase will arise on a short range from chemical fluctuations. As different phase transformations can have similar effects on \( Q' \), the occurring transformations cannot be inferred unambiguously from the \( Q' \) variations. The following analysis, therefore, relies on the previous thermal simulations to properly relate the phase transformations to the in situ SAXS measurements.

In the uppermost layer (0 \( \mu \text{m} \)), significant decreases in \( Q' \) of about 30 % are observed in longitudinal scanning mode, while only small increases occur. This behavior implies that the powder is melting, as no \( \gamma' \) is present in the material at this stage. Conversely, in transverse mode, \( Q' \) increases and decreases.
are for the most part equally large. The increase in \( Q' \) possibly indicates the formation of \( \gamma' \) phase. The \( \gamma' \) phase likely formed in the powder before the melting and in the just solidified material, which retains a high temperature.

About 200 \( \mu m \) below the surface, the trend is generally the same. With a longitudinal scanning pattern, \( Q' \) still decreases during laser exposure, albeit less significantly. This can mainly be attributed to the melting of the sample, since, according to the thermal simulations (Figure 6), the melt pool extends well into the monitored domain. In the case of a transverse pattern, both significant increases and decreases in \( Q' \) can be observed. Considering that the previous simulations predicted that the sample was heated evenly, we can deduce that the \( \gamma' \) phase first formed during this heating stage, followed by the melting of the alloy.

At a depth of 600 \( \mu m \), all relative changes are less substantial, given the lower peak temperatures at a greater distance from the melt pool. Increases and decreases in \( Q' \) are of about equal magnitude. As the melt pools are predicted not to extend this far, melting is not expected to influence the \( Q' \) changes. Hence, we attribute these changes purely to the formation and dissolution of the \( \gamma' \) phase or to early stage ordering/disordering reactions.

As the phase transformation kinetics are strongly dependent on temperature and heating or cooling rates, a dependence of \( Q' \) on the heat input, characterized by the line energy \( E_L \), is expected. However, the inherent uncertainties of the SAXS measurements caused by the small \( \gamma' \) phase fraction, short exposure times, and strong X-ray absorption of the CMSX-4 alloy overshadow any possible dependencies, so that no clear trend can be determined. Instead, the effect of the scanning patterns is predominant.

### 3.4. Evolution of \( \gamma' \) Phase in Consecutive Layers

The combination of SAXS and WAXS measurements in fixed gauge volume mode allows us to examine phase changes and their kinetics in detail throughout the building process. This analysis is carried out for longitudinal (Figure 9, parameters: 120 W/500 mm s\(^{-1}\)) and transverse (Figure 10, parameters: 280 W/700 mm s\(^{-1}\)) scanning patterns. Therefore, we consider the normalized \( Q' \) measure and the status of the laser (top panels) as well as the lattice parameters obtained from the 111 reflection and the profiles of the average simulated temperature in the monitored volume (bottom panels). The measurements were carried out from the sample surface up to a depth of 1 mm. Due to the normalization, the \( Q' \) curves should be interpreted only with regard to the features in single panels.

Regarding the longitudinal pattern (Figure 9), in the first three layers, drastic reductions in \( Q' \) occur after half of the laser’s active time has elapsed, as the gauge volume is in the middle of the sample. The rapid declines reflect the fast heating in longitudinal scanning mode. Starting from a depth of 300 \( \mu m \), the steepness of these decreases is reduced continuously. As the thermal simulations yield a melt pool depth of 0.32 mm, we can attribute the reductions in \( Q' \) primarily to the melting of the sample. At greater depths, the synchrotron radiation beam gauge partially covers molten and unmolten material. As the irradiated volume spans over two layers, the SAXS signal contains contributions from both material states, which alleviates the sharp drop of \( Q' \).

From 400 \( \mu m \) depth onward, the \( Q' \) profiles feature slight but consistent growth before each drop. These could stem from the
formation of $\gamma'$ from the $\gamma$ phase, similar to the formation of $\gamma'$ phase in the powder for the transverse scanning mode (Figure 8). This reaction takes place as soon as the material is heated. In turn, the following decline is induced by the dissolution of $\gamma'$, as higher temperatures are reached. Melting is unlikely to affect $Q'$ in this case as the thermal simulations show that melting occurs without significant prior heating, which would allow the formation of the $\gamma'$ phase. Shortly before the laser is turned off, a slight increase in $Q'$ hints at the recurring formation of $\gamma'$, which occurs during the cooling stage. As demonstrated in the bottom panels, the cooling rate is significantly slower than the heating rate, whereby the material remains at an elevated temperature for a sufficient amount of time to allow for the formation of the $\gamma'$ phase.

Figure 9. Longitudinal scan in fixed gauge volume mode at 120 W and 500 mm s$^{-1}$. The top panels show the evolution of $Q'$ (blue) and the laser status (orange), the bottom panels depict lattice parameters (gray), and the simulated temperature profiles.

Figure 10. Transverse scan in fixed gauge volume mode at 280 W and 700 mm s$^{-1}$. The top panels show the evolution of $Q'$ (blue) and the laser status (orange), the bottom panels depict lattice parameters (gray), and the simulated temperature profiles.
The lattice parameters are subject to thermal expansion and residual stresses. It is assumed that the contribution of the thermal expansion outweighs the mechanical strains as the Young’s modulus decreases with higher temperature. Therefore, the evolution of lattice parameters can be employed to assess if the simulations reflect the actual thermal history appropriately. The peak lattice parameters steadily decrease from the sample surface downward, which conforms to the simulated thermal history. However, within the upper four layers, no significant differences in the evolution of the lattice parameters are noticeable. Multiple effects cause this behavior: as sharp reflections are only obtained from the solid phases, the liquidus temperature of CMSX-4 poses an upper limit to the measurable lattice parameter. Furthermore, the heating rate is too high to be resolved by the exposure time of 200 ms. Rather than the momentary lattice parameter, the measurements represent the parameters’ average over the exposure time.

The \( Q_0 \) curves of the transverse scanning strategy (Figure 10) display several differences in comparison with the longitudinal pattern. At the sample surface, \( Q_0 \) rises as soon as the melting starts due to the formation of the \( \gamma' \) phase in the powder and the as-solidified material. While each line is molten, the neighboring material is heated to a sufficiently high temperature to form the phase. In the following layers, both the growth and decline of \( Q_0 \) are observable. While we attribute the growth again to the formation of \( \gamma' \) phase, the decline in the upper layers is most likely caused by melting and \( \gamma' \) dissolution. The mechanism that leads to these phase transformations is the same as in the uppermost layer. However, as the peak temperatures in these layers are lower than in the top layer, \( \gamma' \) forms more slowly.

At 700 \( \mu \)m depth and below, \( Q_0 \) strictly increases during the melting of the sample surface. The thermal simulations demonstrate that the material retains a higher temperature for a longer duration than for the longitudinal scanning pattern. Accordingly, the formation of \( \gamma' \) is promoted more strongly.

The lattice parameter evolution qualitatively matches the simulated temperatures well from 400 \( \mu \)m onward. At lower depths, the initial rates of change of the lattice spacing and, thus, the apparent heating rates are higher than predicted. It should be noted, though, that close to the melt pool, each passing of the laser beam induces a temperature spike with a duration of about 0.06 s (cf. Figure 7), leading to multiple cycles of extremely fast heating and cooling. These spikes are responsible for the filled areas in the temperature plot of Figure 10, as they cannot be resolved in the plot. These temperature cycles cannot be captured by the WAXS measurements, whereby the measured lattice parameters may not accurately represent the temperature of the gauge volume.

4. Discussion

During the SLM process, the phase transformations are subject to highly nonequilibrium processes induced by the extraordinarily fast heating and cooling rates. To verify the temperature simulations, we inferred the temperature in the gauge volume from lattice parameters using in situ WAXS measurements of CMSX-4 with a dilatometer at a controlled heating rate. Figure 11 shows the simulated temperatures for the previously examined parameter sets (Figure 9 and 10) and the corresponding temperatures calculated from the lattice parameters. The characteristic features of both temperature profiles—nearly instantaneous heating for the longitudinal scanning pattern and a gentler rise in temperature for the transverse pattern—are
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**Figure 11.** Analysis of \( \gamma' \) formation. The transformation speed indicator is calculated as the product of the driving force for the formation of \( \gamma' \) from the supersaturated \( \gamma \) phase and the diffusivity of Al in the matrix. Both measures are normalized with regard to their values at the \( \gamma' \) solvus temperature. The simulated temperatures coincide well with the temperatures inferred from the lattice parameters.
represented well. At 500 μm and further, the peak temperatures also match the predictions. At lower distances to the sample surface, the discrepancies are more significant. This may be caused by the comparatively low temporal resolution of the WAXS measurements and a significant contribution of radiation to the heat transfer, which is not included in our semianalytical model. Overall, however, the simulated temperature evolution is accurate enough to serve as the starting point for discussing the mechanisms governing the nonequilibrium phase transformations.

Phase transformations are induced by driving forces and controlled by the diffusivities of the relevant species.\(^\text{[37]}\) In this study, the as-solidified material consists solely of the γ phase. In thermodynamic equilibrium, CMSX-4 consists of roughly 70% γ’ phase embedded in the γ matrix. Therefore, in this study, after solidification, the matrix is in a supersaturated state. The driving force for the formation of γ’ can be represented as the Gibbs free energy difference between the supersaturated and the equilibrium state.\(^\text{[38]}\) As the equilibrium fraction of γ’ phase grows with decreasing temperature, so will the driving force.

In addition to the principal element Ni, the γ’ phase is mainly constituted of Al, whereas the other alloying elements are present in fractions of less than 5%. As a first-order approximation, the rate of the γ’ transformation can be assumed to be controlled by the diffusivity of Al in the supersaturated γ phase. The diffusivity, being thermally activated, increases exponentially with temperature.

In case of nucleation and growth, the reduction in energy due to the phase transformation must outweigh the increase in surface energy to form stable particles. As the surface energy of γ’ precipitates is very low (typically around 0.01 J m\(^{-2}\)), this contribution was neglected.\(^\text{[39]}\) We defined an indicator of phase transformation rate as the product of the driving force of transformation from γ to γ’ and Al diffusivity. As these measures are of different orders of magnitude, both were normalized with respect to the values at the γ’ solvus temperature (1298 °C). The calculations were carried out with the Thermo-Calc software package version 2020a, including the diffusion module DICTRA, with the databases TCN19 and MOBN15.\(^\text{[40]}\) The properties were only calculated down to a bottom temperature of 500 °C, as the database reliability diminishes below this threshold. This, however, does not imply that phase transformations or ordering reactions could not take place at lower temperatures. The Q’ curves suggest that γ’ continues to form, as the absolute values of Q’ are always higher before melting than afterward. The resulting curves are presented in Figure 11.

According to this analysis, the γ’ transformation rate is highest at 1130 °C. Two significant differences are evident comparing the transformation rates for longitudinal and transverse scan patterns: first, the transverse scanning strategy leads to higher transformation rates, especially at greater depths in the sample. Second, for transverse scanning, the transformation rate is higher for a longer total duration.

The phase transformation rate reaches a maximum just after the beginning of the melting for transverse scanning in the upper layers. This is reflected in the Q’ curves of the first two layers (Figure 10), where pronounced rises of Q’ are apparent. Conversely, in the case of longitudinal scanning, up to a depth of 400 μm, the laser heats the sample to the melting temperature of 1346 °C (as calculated with Thermo-Calc) almost instantly. This does not allow for any formation of the γ’ phase before melting. The lower layers of the transversely scanned sample at 700 μm and further reach significantly higher γ’ transformation rates than for longitudinal scanning due to the more even heating, as shown in Figure 6. Although the difference in peak temperatures is only 100–200 °C, the Al diffusivity’s exponential temperature dependence leads to a considerably accelerated phase transformation rate.

It should be noted that the indicator of γ’ transformation rate varies by several orders of magnitude due to the exponential temperature dependence of Al diffusivity. Consequently, the state of the material should be dominated by transformations within the first few layers. However, as we make strongly simplified assumptions, the actual γ’ transformation rate should not be considered directly proportional to the calculated indicator. This only serves to qualitatively explain the variations of transformation dynamics induced by the different process parameter combinations.

In addition to the formation of the γ’ phase, we must also consider its dissolution to understand the phase transformations during the SLM process. A full quantitative analysis would require detailed simulations of the nonequilibrium transformation processes. That is beyond the scope of this study. Instead, we will limit ourselves to a purely qualitative estimation. Considering the simulated melt pool depths (Figure 6), we can assume that dissolution of the γ’ phase occurs between a depth of 400 and 900 μm for longitudinal scanning and between 300 and 600 μm for transverse scanning. In these regions, the diminishing of the γ’ phase is the most likely phenomenon that could explain the decrease in Q’.

The composition of the γ’ phase off equilibrium is not known. We can, however, assume that it is less enriched in γ’-stabilizing elements (Al, Ti, Ta) than in the equilibrium state since the rapid solidification conditions permit only little diffusion. This would lead to a lowered solution temperature of the γ’ phase. Thermo-Calc calculations show that such off-equilibrium γ’ phase can dissolve to a noticeable degree, even though the maximum temperatures reached in the regions mentioned earlier are far below the equilibrium γ’ solvus temperature.

The γ’ phase transformations differ strongly in dependence of the cooling rates. In situ SAXS measurements of CMSX-4 under cyclic heating and cooling with rates of 200–300 °C s\(^{-1}\) showed that, in contrast to this study, the γ’ phase was not far from the equilibrium state.\(^\text{[21]}\) During both cooling and heating, the transformation rates were equal. When cooling from subsolvus temperatures, the presence of γ’ nuclei facilitated the precipitation. Cooling to room temperature led to a γ’ phase fraction close to the predicted equilibrium fraction. In this study, cooling rates are of an order of magnitude of 1000 °C s\(^{-1}\) (longitudinal) and 10 000 °C s\(^{-1}\) (transverse), as was deduced from the pyrometer measurements. At these rates, the kinetics of γ’ formation cannot be reasonably approximated by thermodynamic equilibrium.

The lack of other investigations of phase transformations in superalloys with comparable heating and cooling rates makes it difficult to classify the results based on the available literature. In particular, quantitative data of the γ’ phase transformation at rates of temperature change encountered in AM is not yet available. Cooling with 100 K s\(^{-1}\) yields small, irregular γ’ precipitates, whereas slower cooling produces larger particles and may lead to nucleation bursts, creating multiple generations.
We investigated the $\gamma/\gamma'$ phase transformations during SLM of the nickel-base superalloy CMSX-4 using combined in situ SAXS and WAXS. Due to the short exposure times and a low fraction of $\gamma'$ phase, a qualitative SAXS analysis was most appropriate. The integrated intensity $Q'$ allowed us to obtain several insights into the dynamics of phase transformations induced by the characteristic heating and cooling cycles of an AM process:

1. Due to high cooling rates in the AM process as well as powder production, formation of the $\gamma'$ phase is suppressed during solidification. In the powder and in the as-solidified state, only the supersaturated $\gamma$ phase is present.
2. Small amounts of $\gamma'$ phase form later in already solidified layers, induced by reheating when the overlying layers are molten. Some $\gamma'$ phase may also form within the powder before melting.
3. Phase transformations take place at significantly off-equilibrium conditions. This enables the dissolution of the $\gamma'$ phase at temperatures well below the equilibrium solvus temperature. During heating, both formation and dissolution of $\gamma'$ take place.
4. The scanning strategy had a more decisive influence on the phase transformation dynamics than beam power or scanning speed. Further knowledge about the dependence of these non-equilibrium transformations on the thermal history could enable tailoring the precipitate microstructure by proper control of the process parameters.

5. Conclusions

We investigated the $\gamma/\gamma'$ phase transformations during SLM of the nickel-base superalloy CMSX-4 using combined in situ SAXS and WAXS. Due to the short exposure times and a low fraction of $\gamma'$ phase, a qualitative SAXS analysis was most appropriate. The integrated intensity $Q'$ allowed us to obtain several insights into the dynamics of phase transformations induced by the characteristic heating and cooling cycles of an AM process:

1. Due to high cooling rates in the AM process as well as powder production, formation of the $\gamma'$ phase is suppressed during solidification. In the powder and in the as-solidified state, only the supersaturated $\gamma$ phase is present.
2. Small amounts of $\gamma'$ phase form later in already solidified layers, induced by reheating when the overlying layers are molten. Some $\gamma'$ phase may also form within the powder before melting.
3. Phase transformations take place at significantly off-equilibrium conditions. This enables the dissolution of the $\gamma'$ phase at temperatures well below the equilibrium solvus temperature. During heating, both formation and dissolution of $\gamma'$ take place.
4. The scanning strategy had a more decisive influence on the phase transformation dynamics than beam power or scanning speed. Further knowledge about the dependence of these non-equilibrium transformations on the thermal history could enable tailoring the precipitate microstructure by proper control of the process parameters.
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