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We analytically examine the pair interaction for parallel, discrete helices of charge. Symmetry arguments allow for the energy to be decomposed into a sum of terms, each of which has an intuitive geometric interpretation. Truncated Fourier expansions for these terms allow for accurate modeling of both the axial and azimuthal terms in the interaction energy and these expressions are shown to be insensitive to the form of the interaction. The energy is evaluated numerically through application of an Ewald-like summation technique for the particular case of unscreened Coulomb interactions between the charges of the two helices. The mode structures and electrostatic energies of flexible helices are also studied. Consequences of the resulting energy expressions are considered for both F-actin and A-DNA aggregates.
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I. INTRODUCTION

Many important biological polymers are both acidic and helical in structure. Specific examples include DNA and F-actin, a key component of the cellular cytoskeleton. When placed in water, each of the acidic subunits of these polymers becomes negatively charged. This results in a discrete electrostatic charge distribution which follows the shape of the polymer’s helical backbone. Because these molecules each carry a large net negative charge, they will strongly repel one another under typical conditions. However, through the introduction of multivalent counterions, cross-linking agents, or osmotic stress, the molecules can be condensed to a high density.\textsuperscript{1} This ability to induce aggregation of like-charged molecules is important for biological systems. Compacted DNA is found in cell nuclei, bacteria, and virus capsids, for example, while F-actin bundles play an important role in the processes of cell motion and division.\textsuperscript{2,3} At high density, the interaction potential of two neighboring molecules will depend strongly on their relative positions and on the many parameters specifying their helical structure. This sensitivity can result in various conformational phase transitions dependent upon lattice and individual helix symmetry couplings.\textsuperscript{4} Understanding the physical mechanisms behind these transitions and how they are used for biological control has been one of the major goals of the literature considering this topic.

To model these systems many previous theoretical studies have considered the interactions between continuous helices of charge. Such considerations led to interesting results which appear to rationalize various experimentally observed phenomena. These include the possibility of a B to A conformational phase transition for condensed DNA bundles\textsuperscript{10,11} as well as more general frustration-induced packing geometry transitions\textsuperscript{12,13}.

Although physical systems always consist of discrete charge distributions, theoretical studies of the interaction between discrete helices of charge have been comparatively limited. Various studies have considered particular integer number of charges per turn systems\textsuperscript{10,14,15,16} but to the authors’ knowledge, only one previous study has looked at the general discrete case.\textsuperscript{17} In that reference it was demonstrated that the interaction energy of two parallel helices is a discontinuous function in the angle between charges on a single helix. This remarkable result followed from the fact that helices with a rational number of charges per backbone turn, hereafter referred to as rational helices, may interact through modes which vanish for a pair of corresponding irrational helices. Here, the modes considered are terms in the series representation obtained in Ref.\textsuperscript{18} for the interaction between two general cylindrical charge distributions, explicitly taking into account the effects of both adsorbed and free counterions. Modes unique to rational helices were found to allow for energy reduction. This discrete effect could possibly play a significant role in determining the conformational twist of interacting helices. For example, through the consideration of an idealized, perfect helical model, it was shown that this mechanism could provide a sufficient amount of energy to allow for the twisting of B-DNA from its isolated value of 10.4 charges per turn to the 10.0 charges per turn observed in aggregate\textsuperscript{17}. Although the same authors later argued that sequence dependent variations in twist should wash out this effect for B-DNA\textsuperscript{19}, their earlier work indicates that the consequences of discreteness can be significant. Thus, in principle, the phase diagrams of these systems should depend not only on the smoothed out helical shape of their constituent molecules, but also on the symmetries of their discrete charge distributions.

In this paper, we revisit the interaction between a pair of helical discrete charge distributions. A simple model is considered in an effort to focus directly on the symmetries of the interaction. These symmetries allow us...
to demonstrate useful relationships between the interaction energies of each of the three most commonly studied models for these systems. These include the discrete helical, continuous helical, and cylindrical models, the latter being a model in which each molecule is replaced by a continuous cylindrical surface charge. This approach allows for a convenient decomposition of the discrete interaction energy which takes the cylindrical interaction energy as a base energy and then adds on independent correction terms associated with different aspects of the helical shape of the molecules. The rational discrete correction terms, equivalent to the extra modes discussed in Ref. [18], are considered in some depth.

Algebraic analysis allows us to determine information regarding the phases and amplitudes of the Fourier series expansions for each of the correction terms. For example, an extra symmetry of the system is considered and is shown to cause a reduction in the energy benefit of rationality for certain high-symmetry orientations. In addition, each of the series are shown to be exponentially convergent. Truncation of these series therefore allows for simplified, approximate expressions for the energy to be obtained which capture the basic structure of the energy landscape observed numerically. Although we focus on the electrostatic interaction, it is later shown that the same expressions also apply quite generally and can be used to model other forms of interaction. We apply the effective energy expressions to the examples of F-actin and A-DNA to demonstrate how they may be used to make strong statements regarding the azimuthal interactions and frustrations in these systems. As discussed previously [19], reduction of azimuthal frustrations may help to explain why particular lattice packing structures and twist angles are observed in experiments.

In addition to the static helix-helix interaction energy, we also consider the mode structures of both an isolated and an interacting pair of flexible helices. An instability is indicated by the single helix mode analysis for certain choices of the angle between charges. To understand this, we briefly consider the electrostatic energy of a single helix of charge. For a pair of interacting helices, we show that a gap is expected at long wavelengths between the oscillation frequencies of a rational system and those of a corresponding irrational system. Appropriate neutron scattering experiments may thus provide information regarding the rationality of twist angles in bundled sets of helices. In principle, such experiments could directly test whether sequence dependent twist variations indeed wash out the effects of rationality in B-DNA systems. This was argued to be the case by the authors of Ref. [9] on the basis of angle variations inferred from x-ray diffraction data. Angle variation need not only result from base-pair sequence variation, however. Local twisting should also occur within these systems, resulting in an increase in the energy benefit associated with discreteness. This suggests that further study of disordered, flexible systems is required in order to rule out discreteness as the cause of twisting in B-DNA aggregates and elsewhere.

The present study provides a first step in this direction.

The paper proceeds as follows: the mathematical formulation for the problem considered is presented in the following section; in section III geometric symmetry arguments are presented which provide the basis for the energy decomposition; section IV addresses the effects of symmetry on the phases and amplitudes of the Fourier components of the terms in the decomposition; section V contains the energy and mode analysis for azimuthally flexible systems; section VI explores the possible consequences of our simplified energy expressions for physical F-actin and A-DNA aggregates; section VII contains concluding remarks; finally, an outline of the Ewald summation technique applied to obtain quick numerical evaluations of the energy appears in an appendix.

II. MATHEMATICAL FORMULATION AND NUMERICAL EVALUATION

The fundamental configuration of charges considered is depicted in Fig. 1. Two identical, infinite helices of discrete charge lie parallel to one another, each with radius \( r \) and separated by a distance \( d \). The interaction energy of the two helices may be formally expressed as

\[
E = \sum_{\theta_1, \theta_2} \frac{\exp[-a_s R]}{R}.
\]

where the sum is over all pairs of charge, one taken from each of the two helices. Here we have assumed a Yukawa type individual charge potential, consistent with the Debye-Hückel screening approximation [19], \( a_s \) is the screening parameter, and the distance \( R \) between two charges is given by

\[
R^2 = [d - r \cos(\theta_1 - \phi) + r \cos(\theta_2 - \phi)]^2 + [r \sin(\theta_1 - \phi) - r \sin(\theta_2 - \phi)]^2 + a_s^2[\theta_1 - \theta_2 + \zeta]^2
\]

\[
= d^2 - 2rd[\cos(\theta_1 - \phi) - \cos(\theta_2 - \phi)] + 2r^2[1 - \cos(\theta_1 - \theta_2)] + a_s^2[\theta_1 - \theta_2 + \zeta]^2.
\]

![Figure 1: The fundamental configuration considered.](image)
In the above, the parameters $\theta_1$ and $\theta_2$ specify the azimuthal angles of the two charges being summed over, $\phi$ is defined in Fig. 2 as related to the helical pitch, and $\zeta$ describes a vertical or axial shift between the two helices. To begin, we assume perfect helices and the angles $\theta_1$ and $\theta_2$ are written as

$$\theta_1 = n_1 \psi \quad (3)$$
$$\theta_2 = n_2 \psi + \Delta \psi, \quad (4)$$

where the $n_i$ are integers to be summed over, $\psi$ is the azimuthal angle between adjacent charges on a single helix, and $\Delta \psi$ is the azimuthal shift of the charges on the second helix relative to those on the first. For rational $\psi$ we write

$$\psi = 2\pi \frac{m_\psi}{n_\psi}, \quad (5)$$

with $m_\psi$ and $n_\psi$ relatively prime. Equation (5) indicates that each helix has $n_\psi$ charges for each $m_\psi$ turns of the backbone. It follows that the discrete energy is, in general, periodic in $\zeta$ with period $2\pi m_\psi$, in $\Delta \psi$ with period $\psi$, and in $\phi$ with period $2\pi/n_\psi$.

All numerical values of the energy presented here are for the case of Coulomb interactions with no screening. That is, $a_s$ was set to zero. This was done to simplify the expressions being summed over; while this somewhat removes the model from the physical systems considered, the numerically calculated energies retain the symmetries of these systems. It is these symmetries which are the focus of study in this paper, and fortunately, these are quite insensitive to the individual potential functions used. The following two sections demonstrate how these symmetries allow for a characterization of the interaction energy. Generalization of these results will be discussed in section VI.

### III. GEOMETRIC SYMMETRY ARGUMENTS

Consider the potential felt by a charge on one irrational helix due to the charges on a second, identical helix. Locally the second irrational helix will look like a helix with a nearby rational number of charges per turn. Since the potential of the second helix is a continuous function in $\psi$, it follows that the potential energy of the first charge is the same as it would be if the second helix were rational. However, after many turns the angles at which the discrete charges on the two helices are placed will begin to drift with respect to the corresponding positions for a rational pair of helices. This is because the $\psi$ value for the irrational case is very close but not equal to the rational $\psi$ value. It follows that the irrational interaction energy is the $\theta$ average of the rational interaction energy. See Fig. 3(a).

We can look at this averaging from another perspective, keeping $\theta_1$ fixed and allowing the other variables to adjust. It is easy to see that through this averaging $\phi$ will rotate through $2\pi$ radians while $\Delta \psi$ and $\zeta$ will remain fixed throughout. See Fig. 3(b). It follows that the energy for an irrational pair is the $\phi$ average of a nearby rational pair with the same parameter values for $\Delta \psi$ and $\zeta$.

If we take the $\Delta \psi$ average of the irrational energy we obtain the interaction energy between one continuous helix and a second irrational helix. This is equivalent to the interaction energy between two continuous helices, however, because the set $\{k \psi : k \in \mathbb{Z}\}$ is dense modulo $2\pi$ for irrational $\psi$. We may, therefore, smear out the charge over the first helix’s backbone as well without changing the energy. It follows that the continuous pair interaction energy is the $\Delta \psi$ average of the irrational pair energy.

Finally, taking the $\zeta$ average of the continuous case, we obtain the interaction energy between a continuous helix and a cylinder with charge uniformly distributed over its surface. The potential due to the cylinder is independent of the position along the direction of its axis. The energy is thus unaffected when the cylinder is averaged out in this direction, as well, and so this is equivalent to the interaction between two cylinders of charge. The cylindrical model interaction energy may, therefore, be obtained from a $\zeta$ average of the continuous system’s energy.

One significant consequence of the above follows from the fact that if one system’s energy is the average of another’s, the latter’s energy can take on values both larger and smaller than that of the former’s through an appropriate choice of the parameter being averaged over. Physically, both the irrational and rational situations may be realized. As the irrational case is the $\phi$ average of the rational energy, it follows that an interacting pair of helices can often decrease its interaction energy through an adjustment of the angle $\psi$ to a nearby rational value. In the following section we demonstrate that the amplitude of the $\phi$ dependence decreases exponentially with the value of $n_\psi$. This statement specifies the manner in which the rational energy benefit depends on the rationality of $\psi$. With this information we can now determine whether or not all irrational helices will be induced to twist when interacting with a second identical helix.

We start by positing that the energy gain associated with a given rational helix pair scales as $\exp[-\gamma n_\psi]$. Further, we suppose that this energy gain is sufficient to twist all irrational helix pairs in the twisting range.
(ψ − δψ, ψ + δψ) to the rational value ψ. It follows that δψ is also proportional to \exp[−γnψ]. If we sum up the widths of the twisting regions around each rational ψ value less than 2π, we get

\[
W(\gamma) = \sum_{m/n ∈ \{q < 1\}} \exp[-\gamma n] \\
< \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \exp[-\gamma n] \\
= e^\gamma / (e^\gamma - 1)^2. \tag{6}
\]

In the second line we have replaced the sum over all rational values by the sum over all relevant integer denominators and numerators. Note that this significantly overcounts the number of rationals since we are including terms which are not in reduced form. Additionally, we overestimate the portion of the interval associated with rational helices, in that some of the basins of attraction of rational helices are “shadowed” by others. In spite of this over-counting, the sum over the twisting widths is bounded. Indeed, for large separations, we expect γ to be large. In this case \(W(\gamma) < 2\pi\), implying that not all the irrational ψ values in \((0, 2\pi)\) will be twisted. However, as the helices approach one another, more and more irrational helices should experience a φ induced twist since the energy benefit of a rational ψ value increases with proximity. This expectation is confirmed when one plots the optimal angle ψ for an interacting pair of helices versus the isolated ψ value at different spacings d. This is done in Figs. [1(a)] and [1(b)] At large d one observes an incomplete devil’s staircase. As the separation distance is decreased, a filled in staircase is observed and nearly all helices are twisted to a nearby rational value.

A second significant consequence of the above averaging arguments is that they often allow for a convenient decomposition of the interaction energy, as mentioned above. Beginning with the cylindrical model interaction energy, we may add on corrections for the continuous helix, discrete irrational, and finally discrete rational terms. Each new correction term adds dependence to the energy on a new parameter. In addition, at the level at which energy dependence on a given parameter is first introduced, the energy has a well defined periodicity in that parameter. For example, although the irrational energy is not periodic in ζ, the continuous energy is and has the finite period of 2π. The periodicity at each level allows each of the correction terms to be expanded in a Fourier series. Further, except in certain extreme limits, these Fourier expansions are quickly damped. Truncation of these series thus allows for simple, approximate expressions for the energy to be obtained which are consistent with the sinusoidal forms typically observed numerically. While first order truncations are often sufficient, higher order harmonics may be required to accurately model the energy for parameter locations which allow for close charge interactions. This is often the case for ζ values near π and for small d values, for example. In this case the helical backbones are close to one another and small adjustments in Δψ or φ may allow for large increases in the energy. In practice, physical systems should often be found far from such parameter locations, however, and first order approximations for the energy are therefore acceptable.

Numerical observations have indicated that the continuous energy often dominates both the Δψ and φ dependence by at least one order of magnitude. In this case, we say that the system is in the continuous limit and think of the rational and irrational terms as perturbative correction terms for the energy. For small values of the parameter d, however, the correction terms can also have amplitudes on the order of magnitude of the thermal \(k_B T\) energy scale per azimuthal persistence length [10]. Notable extreme limits where the continuous limit is not valid include the large a limit, in which the charges on each helix are separated by large axial distances, and the small a, rational limit, where each helix looks much like a grouping of \(n_\psi\) lines of continuous charge. Most physical systems appear to be somewhere between these two limits, however, and the energy may be considered to be in the continuous limit with first or second order
sinusoidal discrete correction terms sufficient.

IV. PHASES AND AMPLITUDES

To continue the characterization of the pair interaction energy, we now consider the phases and amplitudes of the Fourier expansions of the correction terms described above. In addition, we briefly discuss the irrational energy’s \( \psi \) dependence. This \( \psi \) dependence is of interest since it may provide a mechanism for discrete interaction induced twisting for some systems.

Continuous \( \zeta \) dependence

The phase of the continuous \( \zeta \) dependence may be determined by explicitly writing down the energy in integral form and differentiating to find extrema. Doing this we find

\[
\frac{dE}{d\zeta} = \int \frac{dx}{d\zeta} \left( \exp \left[ -ax + \frac{\psi}{\psi} \right] \right) \frac{dx}{d\zeta} d\theta_1 d\theta_2. \tag{7}
\]

Here,

\[
\frac{dx}{d\zeta} = \frac{dx}{dx} \frac{dx}{dx} \frac{dx}{d\zeta} = \theta_1 - \theta_2 + \zeta,
\]

and

\[
x^2 = d^2 + 2r^2 + a^2(\theta_2 - \theta_1 + \zeta)^2 - 2rd(\cos \theta_1 - \cos \theta_2) - 2r^2 \cos(\theta_1 - \theta_2). \tag{8}
\]

The integrand is odd about \( \theta_1 = \zeta \) and \( \theta_2 = 0 \) when \( \zeta = k\pi \), with \( k \) an integer. The continuous energy correction term may therefore be expanded as

\[
E_\zeta = \sum_{k=1}^{\infty} A_k \zeta \cos(k\zeta). \tag{9}
\]

The magnitudes of the coefficients \( A_k \zeta \) have been considered in previous studies of the continuous energy and have been proven to decay exponentially with both \( d \) and \( k \) \[18\]. The decay rate was found to be \( \exp[-2\pi\sqrt{k^2 + a^2}] \), where \( P \) is the pitch of the helices. We note that this result could also be obtained through a superposition of interactions between lines of periodically spaced point charges. The rapid convergence of the above sum leads us to expect the first coefficient \( A_{1,\zeta} \) to take on a negative value quite generally.

Irrational \( \Delta \psi \) dependence

Explicit integral expressions for the Fourier coefficients of the irrational energy may be obtained as follows. Recalling that the set \( \{ k\psi : k \in \mathbb{Z} \} \) is dense modulo \( 2\pi \) for irrational \( \psi \), we set \( n_1 = n_2 + m_a \) in Eq. [3]. The sum on \( n_2 \) may then be replaced by an integral over \( 0 \) to \( 2\pi \). Next we apply the Poisson sum rule to the sum on \( m_a \) and obtain for the energy per charge on the second helix

\[
E_I = \frac{q^2}{2\pi \psi} \int_{-\infty}^{\infty} \int_{-\infty}^{2\pi} e^{-ax} e^{\psi} \sum_k e^{2\pi k(\theta_2 - \theta_1 - \Delta \psi)},
\]

where \( x^2 \) is again given by Eq. [11]. Note that the \( k = 0 \) term above gives the continuous energy. Upon averaging over \( \Delta \psi \) the other terms vanish, an observation consistent with the above geometric averaging result.

Parity arguments again allow us to determine the extrema of the irrational \( \Delta \psi \) dependence, but only when \( \zeta \) is an integer multiple of \( \pi \). At integer \( \zeta \), it may be easily shown from Eq. [11] that there are irrational \( \Delta \psi \) extrema at \( \psi = \zeta, \zeta \pm \psi/2, \zeta \pm 2\psi/2, \ldots \). Although symmetry arguments alone are insufficient to determine the phases away from integer \( \zeta/\pi \), numerical observations indicate that this phase is often quite linear in \( \zeta \). See Fig. [5]. The slope of this phase dependence in \( \zeta \) depends upon the parameters \( a, r, d \), however. This information allows us to expand the irrational energy as

\[
E_{\Delta \psi} = \sum_{k=1}^{\infty} A_k \psi \cos\left( \frac{2\pi k}{\psi} \psi - \left( 1 - \frac{s\psi}{2\pi} \right) \zeta + O(\zeta^2) \right), \tag{12}
\]

where \( s \) is some integer and the \( O(\zeta^2) \) terms in the phase must vanish whenever \( \zeta/\pi \) is integer.

We may demonstrate that the \( A_k \psi \) in Eq. [12] decay exponentially with \( k \) by returning to the integral representation in Eq. [11]. Changing variables to \((u, v) = (\theta_2 + \theta_1, \theta_2 - \theta_1)\), it may be shown that for \( d > 2r \), one may always add to \( u \) a positive, finite imaginary part \( ik \) without crossing any singularities. For large \( d, k \) is bounded by \( d/a \) and

\[
A_k \psi \propto \exp\left[ \frac{-2\pi kd}{\psi} \right], \tag{13}
\]

also consistent with the discrete lines of charge limit.

Rational \( \phi \) dependence

Once again setting \( n_1 = n_2 + m_a \) in Eq. [12], the rational energy per charge on the second helix may be expressed as

\[
E = \frac{q^2}{m_\psi} \sum_{m_a = -\infty}^{\infty} \sum_{k=1}^{n_1} e^{-ax} \frac{e^{-a_1 x}}{x}, \tag{14}
\]

where

\[
x^2 = d^2 + 2r^2 + a^2(m_a \psi - \Delta \psi + \zeta)^2 + 4rd \sin\left( \frac{m_a \psi + \Delta \psi}{2} - \phi + \frac{2\pi k}{n_\psi} \sin\left( \frac{m_a \psi - \Delta \psi}{2} \right) \right) - 2r^2 \cos(m_a \psi - \Delta \psi).
\]

\[18\]
FIG. 4: Shown are two plots of the preferred angle between charges $\tilde{\psi}$ for an interacting pair of helices versus the value of $\psi$ assumed for an isolated helix. The helices were given an arbitrary torsional spring constant which resists twisting, which is assumed to occur in such a way that the linear charge densities of the helices is fixed. In (a) the separation distance is large enough so that only an incomplete devil’s staircase is observed. In (b) the separation has been decreased and a filled in staircase is observed. Note that the one charge per turn system was excluded. If this is retained, it dominates the small $\psi$ region of the plot and all irrational helices are observed to twist.

FIG. 5: A contour plot of the irrational energy versus $\Delta \psi$ and $\zeta$.

It is easy to see that the above is even in $\phi$ about the point $(\Delta \psi - \pi)/2$, independent of $\zeta$. To show this, one need only note that $m_a \psi/2 = m_a m_\psi \pi/n_\psi$. This phase shift will not affect the parity of inside sum over $k$ since it always shifts the sum by an integer multiple of $\pi/n_\psi$. It follows that the rational energy correction term may be expressed as

$$E_\phi = \sum_{k=1}^{\infty} A_{k,\phi} \cos[n_\psi k(\phi - \Delta \psi - \pi/2)]. \quad (16)$$

To examine the convergence of the sum in Eq. (16), we again focus on the inside sum of Eq. (14). Letting $\delta = \phi - m_a \psi/2$, we rewrite this inside sum as

$$f(n_\psi, \phi) \equiv \sum_{k=1}^{n_\psi} g(a + b \cos(2\pi k/n_\psi - \delta)). \quad (17)$$

Here $a$ and $b$ are constants over the $k$ sum, with $b < a$ since $d > 2r$, and $g$ is the individual charge potential. To obtain an expression for the first coefficient in Eq. (16), we Taylor expand the function $g$ about the point $a$

$$g(a + x) = \sum a_j x^j, \quad (18)$$

and note that only those $j \geq \ln n_\psi$ contribute to $A_{k,\phi}$. This is because to get an argument containing $\ln n_\psi$, you need a product containing at least $\ln n_\psi$ factors of $\cos(\delta)$. Plugging in the Coulomb potential and summing on $j \geq \ln n_\psi$ gives

$$\sum_{j=0}^{\infty} g((n_\psi + j)/(\ln n_\psi + j)) b^{(n_\psi + j)} \cos(2\pi k/n_\psi - \delta)^{(n_\psi + j)} \propto (b/a)^{(n_\psi)} \ln n_\psi. \quad (19)$$

It may be shown that the fluctuating portion in the cosine sum in Eq. (19) is of order unity. Since $b < a$, it follows that the series Eq. (16) is exponentially convergent and that the decay rate is proportional to $n_\psi$. A careful look at the values of $b$ and $a$ above shows that the $\phi$ dependence decays algebraically with $d$. Thus, at large distances, the rational correction terms will dominate the continuous helix correction terms. Typically, this will occur at sufficiently large distances that each of these corrections are effectively negligible. For small $a$ this limit may become significant, however.
It turns out that the phase dependence in Eq. (10) may sometimes have an interesting impact on the amplitude of the coefficients. Consider what happens when \( \phi \) and \( \Delta \psi \) are each adjusted by one period. Plugging into the \( k = 1 \) term in Eq. (10) gives

\[
A_{1,\phi}(\Delta \psi + \psi, \zeta) \cos[n_\psi(\phi + \frac{2\pi}{n_\psi} - \frac{\Delta \psi + \frac{2\pi m_\psi}{n_\psi} - \pi}{2})] = (-1)^{m_\psi} A_{1,\phi}(\Delta \psi + \psi, \zeta) \cos[n_\psi(\phi - \frac{\Delta \psi - \pi}{2})].
\]

(20)

From periodicity, the energy must be unaffected by this shift in \( \phi \) and \( \Delta \psi \). It follows that

\[
A_{1,\phi}(\Delta \psi + \psi) = (-1)^{m_\psi} A_{1,\phi}(\Delta \psi).
\]

(21)

Therefore, for \( m_\psi \) odd, \( A_{1,\phi} \) must change sign as \( \Delta \psi \) is adjusted through \( \psi \) radians. Since \( A_{1,\phi} \) is a smooth function in \( \Delta \psi \), it follows that for odd \( m_\psi \) there is a \( \Delta \psi \) value at which the amplitude of first \( \phi \) component vanishes. This is significant because the second \( \phi \) component is in general exponentially smaller than the first component. The result is that there is little \( \phi \) dependence at this value of \( \Delta \psi \). See Figs. 6(a) and 6(b).

In general, the particular \( \Delta \psi \) location where the first \( \phi \) component vanishes depends on the values taken by the other parameters. For certain high symmetry \( \zeta \) values, however, the exact \( \Delta \psi \) values may be determined and are independent of the remaining parameters. To determine these locations, we must note that the energy is invariant under the operation

\[
(\phi, \Delta \psi, \zeta) \to (\phi + \pi - \Delta \psi, -\Delta \psi, -\zeta).
\]

(22)

This operation is equivalent to relabeling the helices one and two. If the first \( \phi \) component vanishes, this suggests that we look for parameter locations where the period of the \( \phi \) dependence is halved. That is, we search for parameter locations where the energy is unaffected when \( \phi \) is adjusted by \( \pi/n_\psi \). Plugging into Eq. (22) we look for solutions to

\[
E(\phi_0, \Delta \psi, \zeta) = E(\phi_0 + \pi/n_\psi, \Delta \psi, \zeta)
\]

(23)

The solutions to Eq. (23) are shown in Table I. Note that even \( m_\psi \) solutions exist as well. While the amplitude does go to zero at these even \( m_\psi \) locations, it does not change signs. Further, while the amplitude of the first \( \phi \) component is required to vanish at other \( \zeta \) values for odd \( m_\psi \), the even \( m_\psi \) solutions noted in Table I are the only solutions observed numerically. This is consistent with our expectations: while the zero-frequency component of the Fourier expansion of \( A_{1,\phi} \) must vanish for odd \( m_\psi \), symmetry conditions do not require this to be the case for even \( m_\psi \). The expansion of \( A_{1,\phi} \) for odd \( m_\psi \) is discussed later in our consideration of A-DNA.

\begin{table}[h]
\centering
\begin{tabular}{ccc}
\hline
\( m_\psi \) & \( n_\psi \) & \( \zeta \) & \( \Delta \psi \) \\
\hline
odd & odd & \( 0 \pm k_1 \pi m_\psi \) & \( 0 \pm k_2 \psi \) \\
odd & even & \( 0 \pm k_1 \pi m_\psi \) & \( \frac{\pi}{\zeta} \pm k_2 \psi \) \\
even & odd & \( 0 \pm k_1 \pi m_\psi \) & \( 0 \pm k_2 \psi \) or \( \frac{\pi}{\zeta} \pm k_3 \psi \) \\
\hline
\end{tabular}
\caption{Solutions to Eq. (23) which specify exact parameter locations where first \( \phi \) component’s amplitude is zero. Here, the \( k_i \) are arbitrary integers.}
\end{table}
Irrational $\psi$ dependence

Due to the properties of the rational $\phi$ dependence, it is clear that the pair interaction energy is a nowhere continuous function in $\psi$. In addition to rational energy terms there is also a direct irrational $\psi$ dependence. This irrational $\psi$ dependence provides another possible mechanism which may be responsible for the observed twistings of helical macromolecules in aggregate.

The functional form of the $\psi$ dependence will depend on how the helices twist or untwist. In the case of F-actin, the heights between charges remain roughly fixed during twisting. This implies that the linear charge density of the molecules is unaffected by the twisting. Numerical plots demonstrate that for systems which twist in this way, the locations of the irrational energy minima in $\psi$ depend strongly on the parameters $d/r$ and $a/r$. Therefore, to determine whether this mechanism is a possible cause for twisting, one must numerically examine the appropriate phase space region for the system of interest.

Resulting energy expression

The general energy expression, then, is given by adding to the energy of two interacting cylinders of charge the expressions in Eqs. (10), (12), and (14). It is important to remember that the $A_{k,\phi}$ depend on all of the parameters except $\phi$, the $A_{k,\Delta \phi}$ depend on all the parameters except for $\phi$ and $\Delta \psi$, and that the $A_{k,\Delta \phi}$ depend on all parameters except for $\phi$, $\Delta \psi$, and $\zeta$. The rule of thumb is that a particular amplitude will be large when close interactions may be introduced through the particular parameter’s adjustment. Although we focused on locations where the first component of the $\phi$ dependence vanishes, the $\Delta \psi$ dependence amplitudes can also take on both positive and negative values depending on the values of the parameters $a$ and $d$. In general, we must resort to numerics to determine which terms dominate the energy landscape for a given system and what the signs are for the amplitudes of the various terms.

V. MODE ANALYSIS

We turn now to a consideration of helices which are not rigid but instead have some internal degrees of freedom. We first consider the modes of a system of mobile charged particles constrained to move on the surface of an isolated cylinder. Each particle has the same charge and the axis of the cylinder contains a compensating line of charge of the opposite sign which ensures a net charge neutrality for the system. We assume an initial helix distribution for the charges, which by symmetry, is clearly stable with respect to the motions of any single charge in the system.

For simplicity, we consider modes in which the charges are only allowed to rotate in the azimuthal direction. Thus, the axial positions of the charges are fixed. Recall that this is roughly how the charges fluctuate in F-actin systems. For a given mode, the position of the charges can be written as

$$\vec{r}_n = \vec{R}_n + \vec{u}_n,$$

(24)

where $\vec{R}_n$ describes the equilibrium position of the charge $n$. This is given by

$$\vec{R}_n = r(\hat{x} \cos n\psi + \hat{y} \sin n\psi) + \hat{z} \hat{h} n,$$

(25)

where we have introduced the notation $h = a\psi$ for the axial rise per charge. The vector $\vec{u}_n$ is the displacement from equilibrium and is given to second order in the mode amplitude $A_q$ by

$$\vec{u}_n = (A_q e^{i n h} + A_q^* e^{-i n h})(-\hat{x} \sin n\psi + \hat{y} \cos n\psi) - \frac{(A_q e^{i n h} + A_q^* e^{-i n h})^2}{2r}(\hat{x} \cos n\psi + \hat{y} \sin n\psi).$$

(26)

We assume a Coulomb interaction between charges and make use of the identity

$$r^{-1} = \pi^{-1/2} \int_0^\infty w^{-1/2} e^{-w r^2} dw.$$

(27)

We desire an expression for the energy valid to second order in $A_q$. To that end we Taylor expand Eq. (27) with respect to $r$ up to second order and then sum up the contributions from each pair of charges $n$ and $m$. This is a straightforward but lengthy procedure and we quote only the result. Throwing out negligible terms which do not scale with the number of charges in the system, we obtain the change in potential energy

$$\delta V/|A_q|^2 = \sum_{n,m} -4(1 - \cos q h(n - m)) \cos(n - m\psi)
\times \int_0^\infty \left(\frac{w}{\pi}\right)^{1/2} e^{-w(h^2(n - m)^2 + 2r^2(1 - \cos(n - m\psi)))} dw
+ 8(1 - \cos q h(n - m)) \sin(n - m\psi) \psi^2
\times \int_0^\infty \left(\frac{w^3}{\pi}\right)^{1/2} e^{-w(a^2(n - m)^2 + 2r^2(1 - \cos(n - m\psi)))} dw.$$  

(28)

Note that the resulting expression depends on the indices $n$ and $m$ only through their difference. This means that a sum over $n$ with $n - m$ fixed yields a multiplicative factor going as the number of charges in the helix. Thus, the potential energy per charge is given by summing over $k = n - m$ in Eq. (28). This sum was re-expressed in a form suitable for quick numerical evaluations using the Ewald summation approach, just as in the helix-helix interaction calculation shown in the appendix. The procedure is again straightforward. However, the resulting expressions are lengthy and provide little intuition and so will not be presented here. Two plots of the resulting dispersion relations are given in Fig. [8]. In each case the initial angle between charges was chosen to be $\psi = \pi$. In
the first case $h = 3.0r$ and in the second case $h = 1.8r$. What we see in the first plot looks like a typical phonon dispersion relation. As the wavevector increases, the frequency increases from zero. In the second plot, however, we see that there is no real frequency solution for small wavevectors. This indicates that the $\psi = \pi$ system is unstable with respect to global rearrangements of the charges for this value of $h$.

The instability of the $\psi = \pi$ system at small $h/r$ values can be understood through a consideration of the energy of a single helix of charge. Because the self-energy becomes variable for flexible systems, this energy must also be taken into account when considering inter-helical interactions. In order to calculate this energy for an isolated, perfect helix, we once again carry out an Ewald summation. We sum up the contributions from each charge to the potential due to each of the infinite number of other charges on the cylinder. This indicates that the

\[ E = \frac{\sqrt{3}}{h} \left( -2 + \sum_{n \neq 0} \int_{-\infty}^{\infty} e^{-(2r^2(1-\cos \psi)n + (hn)^2) \frac{2\pi}{h} t^{-1/2} dt} \right) + \int_{0}^{\pi\beta/a^2} \left( I_0(2r^2t) e^{-2r^2t} - e^{-r^2t} \right) \frac{dt}{ht} = \int_{-\infty}^{\infty} \frac{e^{-r^2t}}{ht} dt + \frac{1}{h} \sum_{l,m \neq 0} \int_{0}^{\pi\beta/h^2} I_l(2r^2t) e^{-2r^2t - \frac{(2m+n\psi)^2}{4r^2t}} t^{-1}dt. \]  

(29)

In the above, $\beta$ is the constant determining the cut-off between the high and low integration domains, the $I_l$ are Bessel functions, and the primed sum is over all $l$ and $m$, excluding the term where they are both zero.

Resulting energy versus $\psi$ plots for a single helix are shown in Fig. 9. At large values of $h/r$ a single energy minimum appears at two charges per turn. However, as the value of $h/r$ decreases below approximately 2.1, a bifurcation occurs and two new minima replace the original minimum at $\psi = \pi$. A slight twist is introduced, either right or left-handed, in order to increase the separation distance between axially adjacent charges on each side of the cylinder. This explains the observed instability of the $\psi = \pi$ system at small $h/r$. As $h/r$ is further decreased, more and more nearly degenerate minima appear. This is explained below.

At small $h/r$, the charges are tightly packed onto the surface of the cylinder. They will thus attempt to arrange themselves into a structure resembling an energy minimizing triangular lattice. To determine which $\psi$ values allow for nearly triangular lattice packings, consider what the charges would look like if we were to unroll the cylinder. What we would see is what appears in the rectangle in Fig. 9(a). The rectangle is a portion of the rolled out cylinder, which continues to the left and right. The charges on the cylinder, viewed in this way, are a portion of a Bravais lattice of charges in which the spacing between vertical lines along which the charges lie is $h$ and the distance between charges on one of the lines is $2\pi r$, as shown in the figure. We may interpret the lines on which the charges lie as Miller lines of the lattice. Note that the volume of the primitive cell of this lattice, $v_{PS} = 2\pi rh$, is completely determined by $r$ and $h$. Consider now a triangular lattice with this same primitive cell volume. Suppose this triangular lattice has a Miller line on which the charges are spaced by $2\pi r$. This would determine a helical configuration for our cylinder of radius $r$ and axial rise $h$ which would unroll into this triangular lattice structure. The angle $\psi$ between charges would be determined by the spacing between charges on adjacent Miller lines. In general, there will probably be no Miller line on the triangular lattice with charge spacing $2\pi r$. However, there may be Miller lines with spacings which are close to $2\pi r$. If this is the case, a slight distortion of the triangular lattice would result in a possible structure for the helix which is energetically favorable. To determine candidate values, one can take a point on the triangular lattice and draw a circle of radius $2\pi r$ about this point, as shown in Fig. 9(b). At small $h/r$, the radius will be large compared to the charge spacing and many points will appear near the circle’s outer perimeter. Such points provide candidate Miller lines which upon a slight distortion will determine a helical configuration of charges that results in a nearly triangular lattice. These indeed correspond to the energy minimizing $\psi$ values. An example is shown in Fig. 10. We can thus understand both the small and large $h/r$ limits of the single helix energy landscape.

We now consider the interaction between a pair of flexible helices. Once again we assume that the axial positions of the charges are fixed but allow them to independently rotate in the azimuthal direction. All charges interact via a Coulomb force law and all charge values are taken to be 1. In addition, an elastic energy is introduced which resists the adjustment of the azimuthal separations between nearest neighbor charges on each helix. The energy cost of adjusting a nearest neighbor separation is $\kappa \Delta \theta^2/2$. Here, $\kappa$ is an elastic constant and $\Delta \theta$ is the difference between the assumed angular separation for a nearest neighbor pair and $\psi$, the equilibrium angular separation assumed when the helices are isolated.

In order to determine the mode structure of a given pair of helices, one must first find the equilibrium orientation. This equilibrium orientation is characterized by a given set of global parameters, but also requires a determination of the optimal internal twistings within each helix. We employ the matrix version of the Newton-Raphson method to determine these equilibria. We start by assuming a given orientation for the two helices. This is specified by the parameters $\zeta$, $\phi$, $\Delta \psi$, and $\psi$, where $\psi$
FIG. 7: Dispersion relation plots for the helix modes of two $\psi = \pi$ systems. In the first $h = 3.0r$ and in the second $h = 1.8r$. In this second case, the frequencies for certain long wavelength modes were found to be complex indicating an instability.

FIG. 8: Plots of the single helix energy as a function of $\psi$ for the various values of $h/r$ indicated in the figures.

FIG. 9: 9(a) The spiral arrangement of charges on the rolled out cylinder. 9(b) Candidates for the Miller line.
is again taken to be $2\pi n_\psi/n_\psi$. Periodicity is enforced every $n_\psi$ charges for each helix. Thus, once the distance between the helices and the axial positions of the charges are set, the geometry of the system is determined by the vector $\vec{\theta}$, which contains $2n_\psi$ components specifying the angular positions of the charges on the two helices. The force vector and the Hessian matrix for the system is then calculated. Their components are defined as

$$f_i(\vec{\theta}) = -\frac{\partial E}{\partial \theta_i},$$

$$H_{i,j}(\vec{\theta}) = \frac{\partial^2 E}{\partial \theta_i \partial \theta_j},$$

where $E$ is the total electrostatic and elastic energy for the system. If the force vector does not vanish identically, the angular positions of the charges are adjusted by a small amount $\delta \vec{\theta}$ in order to reduce this force. Assuming the system is near an equilibrium point, one can take a first order Taylor series for the force and set it equal to zero to obtain

$$H_{i,j} \delta \theta_j - f_i \approx 0.$$

An approximation to the ideal $\delta \vec{\theta}$ is then obtained after a matrix inversion. This is added to $\vec{\theta}$ to obtain a new $\vec{\theta}$ and the process is repeated until it converges to an equilibrium location.

In order to determine the mode structure of the system one need only calculate the eigenvectors and eigenvalues of the Hessian matrix of the energy. Note that this is conveniently already determined after iteration of the Newton-Raphson method. Of particular interest are the two lowest energy modes of the system. These modes involve the rotations of the two helices about their respective axes with little internal degrees of freedom excited. Indeed, in the rigid limit, these are the only two modes allowed since the relative axial positions of the charges are held fixed. In one of these modes the helices rotate in the same azimuthal direction while in the other they rotate in opposite directions. For symmetric equilibrium orientations, the amplitudes of the motions of the two helices are equal for each of these modes. In this case, the first mode corresponds to adjusting only the $\phi$ global degree of freedom. From our symmetry arguments above, we know that the interaction energy of an irrational pair of rigid helices does not depend $\phi$. We thus expect there to be a gap between the irrational and rational frequencies of oscillation in this mode. In order to test whether or not this could be observed in flexible systems we computed the oscillation frequencies of this mode for various integer number of charges per turn systems. The elastic constant was taken here to be rather large such that little internal motion would occur. A log plot of the resulting oscillation frequency versus $n_\psi$ is shown in Fig. 11. Note that the log plot is approximately linear, consistent with the exponential decay in $n_\psi$ of the $\phi$ dependence for rigid helices. We conclude that for systems with low flexibility, a gap should be observed between irrational and rational helices at long wavelength.

As the flexibility of these systems is increased local twisting will start to become more significant. The two helices may then be modelled as a pair of perfect helices plus a series of physical dipoles. If the dipole strengths are weak, or if the system is in an orientation where the rigid helix azimuthal energy dependence is large, the perfect helix interaction will dominate. However, as the flexibility is further increased, dipole-monopole interactions can begin to dominate the azimuthal energy dependence. An example is provided by the seven charge per turn system depicted in Fig. 12. At and below a threshold value of $\kappa$, the stable equilibrium orientation switches to the second orientation shown. This corresponds to a change in the equilibrium $\phi$ value of $2\pi/7$. This example demonstrates that local twisting can alter the interaction in a qualitatively considerable way even for systems which contain only a modest degree of flexibility.
three parameters defined ground state orientation for any choice of the system parameters were defined by $d = 2.5r$, $m_\psi = 1$, $a = 1/\psi = 2\pi/n_\psi$, and $\zeta = 0$.

VI. PHYSICAL APPLICATIONS: F-ACTIN AND A-DNA IN AGGREGATE

Both F-actin and A-DNA have been observed to condense under the influence of multivalent counterions. These two systems occupy different limits in the energy landscape and provide relevant systems to which we may apply our effective energy expressions above. In deriving these expressions, we assumed that the interacting charges formed perfect helical distributions. However, these same expressions also often apply for disordered, flexible systems. To prove this, one must note that the pair interaction is invariant under the operation

$$ (\phi, \Delta \psi, \zeta) \rightarrow (-\phi, -\Delta \psi, -\zeta). $$

This operation is equivalent to rotating the helices by 180 degrees so that they are flipped upside down. This symmetry, together with that in Eq. (22), allows for an immediate, and more general, derivation of the phase relationships observed in Eqs. (10), (12), and (13). This proof applies whenever the variables $\phi$, $\Delta \psi$ and $\zeta$ are well-defined and provide a sufficient characterization of a pair’s mutual orientation. In particular, it applies if there is uncorrelated, non-additive disorder in the charge locations and it also applies if the system is flexible. Note that flexibility introduces many more degrees of freedom to a system. However, there should remain a single well-defined ground state orientation for any choice of the three parameters $\phi$, $\Delta \psi$ and $\zeta$, and it is the energy of this ground state which will be represented by the effective energy expressions considered here. Note that this is consistent with the change in equilibrium orientation observed in the flexible system depicted in Fig. 12 apparently increasing the flexibility in a system can allow for the amplitudes of the various terms to change signs, but the phases must remain fixed.

The argument outlined above demonstrates that the effective energy expressions derived in section IV apply whenever the pair interaction maintains the periodicities $\phi$, $\Delta \psi$ and $\zeta$. The effective energy expressions will thus allow us to model many physical aggregate systems without having to know the detailed form of the interaction. There is one caveat, however; the interaction energy in a system of flexible helices is no longer pair additive, due to the fact that helices may interact indirectly through the local twisting of third party helices. In the applications below, we assume that the pair interaction dominates such effects. This assumption may not hold for highly flexible systems.

A. F-actin

The average $\psi$ value in Mg$^{2+}$ condensed paracrystals of F-actin is $2\pi 6/13 \approx 2.9$ radians. This value differs from the average $\psi$ value observed for isolated actin filaments by about 0.5 degrees per monomer [20]. Numerics indicate that for a discrete $\psi = 2\pi 6/13$ helix pair, with radii and $a$ values scaled appropriately for actin, the continuous energy dominates globally. That is, the energy is minimized at, or very near $\zeta = 0$. Further, at $\zeta = 0$ it is found that the irrational energy terms dominate the rational energy terms and the extremum at $\Delta \psi = 0$ is the location of the energy minimum. This is consistent with the observation that filaments within a given layer of these paracrystals are typically found to be in register [21]. Taking $\zeta = \Delta \psi = 0$ to be the location adopted by the physical system, it follows from Table I that the amplitude of the first $\phi$ component correction term is zero. This will have the effect of greatly reducing the energy’s dependence on the parameter $\phi$.

Numerics also suggest that the irrational $\psi$ dependence cannot alone be responsible for the observed twisting of F-actin in aggregate. For small $d$, the energy minimum occurs at $\psi = \pi$, which would always tend to increase $\psi$. This is inconsistent with the observation that different types of actin were each observed to twist to $\psi = 2\pi 6/13$, regardless of whether the isolated $\psi$ values were less than or greater than this value [20]. At larger $d$ values, near $d \approx 5r$, a moving energy minimum appears near this value. At these distances the energy gain associated with the irrational energy is insignificant compared to the energy cost due to twisting, which was evaluated using the torsional rigidity constant reported in Ref. [22]. It thus appears unlikely that charge discreteness effects can allow for sufficient energy gains to explain the 0.5 degree twist per monomer observed in Ref. [20].

More recently, tightly packed Ba$^{2+}$ condensed F-actin bundles have been observed which have been torsionally twisted to an average $\psi$ value of $2\pi 17/36$ [23]. Note that the results of Table I indicate that the first $\phi$ component would not vanish for a $\zeta = \Delta \psi = 0$ hexagonally packed lattice of molecules of this configuration. The value $n_\psi = 36$ suggests that the rational correction terms should be highly damped for this system, however. Nevertheless, without knowing the precise form of the interaction we cannot rule out that this twisting was in-
duced in order to obtain a rational energy benefit. Actin monomers are highly heterogeneous, and as the authors of Ref. [23] point out, their highly-charged subdomain-1s may often dominate the interactions.

It is important to point out that F-actin is particularly flexible in the azimuthal direction. It is thus possible that the inclusion of non-pairwise additive local twisting effects might help to explain the observed averaged deformation angles.

B. A-DNA

Previous numerical work has shown that for both A-DNA and B-DNA the correction terms due to discreteness cannot be mutually optimized for each nearest neighbor pair in a hexagonally packed lattice [10]. Due to frustrations in the $\zeta$ dependence, B-DNA is typically observed to pack in an orthorhombic lattice, however [24]. The resulting reduction in the number of nearest neighbors for each molecule makes it more likely that frustrations in the rational dependence can also be overcome. As discussed below, there is no $\zeta$ frustration in aggregates of A-DNA. However, A-DNA is also not observed to form hexagonally packed aggregates [24]. In order to strengthen the plausibility of the suggestion in Ref. [10] that other lattice structures are assumed in order to reduce azimuthal frustration, we shall now revisit the problem of packing A-DNA on a hexagonal lattice. We find that to lowest order the frustration results in a complete averaging out of the dominating azimuthal, discrete energy terms.

Because A-DNA is a double helix, we must consider four single-helix pair interactions for each pair of neighboring molecules. Each of the single helices of A-DNA is observed to have 11 charges per turn in aggregate. Experiments and numerics indicate that the energy is optimized when there is no axial shift between the two molecules [10]. This implies that two of the single-helix pairs will correspond to $\zeta = 0$ interactions. The remaining two interactions, which correspond to the upper helix of one molecule interacting with the lower helix of the other, will have non-zero $\zeta$ values. At all $\zeta$ values the rational energy terms are observed to dominate the irrational energy terms and we may approximate the azimuthal energy dependence by the first order rational correction to the energy. Because the energy is periodic in $\Delta \psi$ with period $\psi$, we may expand the amplitude of the first $\phi$ component, $A_{1,\phi}$, as

$$A_{1,\phi} = \sum_{k=0}^{\infty} \alpha_k \sin \left( \frac{11(2k+1)\Delta \psi}{2} + \gamma_k \right).$$

(34)

Numerics indicate that the first term alone often accurately models the interaction and we have the following approximate expression for the pair interaction’s azimuthal dependence.

$$E_\phi = \alpha \sin \left( \frac{11\Delta \psi}{2} + \gamma \right) \cos 11(\phi + \frac{\pi - \Delta \psi}{2}).$$

(35)

Here, both $\alpha$ and $\gamma$ are functions of $\zeta$.

Consider first the interactions between the upper helix strands. For these interactions $\zeta = 0$ and the results of Table I indicate that $\gamma = 0$. Plugging in Eq. (35) for each of the six nearest-neighbor interactions for a given molecule demonstrates that the energy is independent of that molecule’s azimuthal orientation. This implies that these terms average out in the bulk. For the same reason the interactions between the lower helix strands must also average out.

Now consider the two non-zero $\zeta$ interactions for a given pair of molecules. If one of the interactions corresponds to $\zeta = \zeta_{UD}$ the other must correspond to $\zeta = -\zeta_{LD}$. Here the subscript $UD$ indicates the interaction between the upper strand of the first molecule and lower strand of the second, while the subscript $DU$ indicates the opposite interaction. To relate the $\alpha$ and $\gamma$ values for these two interactions we apply the transformation appearing in Eq. (23) which leaves the energy...
invariant.

\[ \alpha(\zeta_{UD}) \sin \left( \frac{11 \Delta \psi}{2} + \gamma(\zeta_{UD}) \right) \cos 11(\phi + \frac{\pi - \Delta \psi}{2}) \]

\[ = \alpha(\zeta_{DU}) \sin \left( \frac{11 \Delta \psi}{2} - \gamma(\zeta_{UD}) \right) \cos 11(\phi + \frac{\pi - \Delta \psi}{2}). \]

(36)

It follows that

\[ \alpha(\zeta_{UD}) = \alpha(\zeta_{DU}) \]

\[ \gamma(\zeta_{UD}) = -\gamma(\zeta_{DU}). \]

(37)

(38)

One final geometric effect must be taken into account. In general, the azimuthal positions of the charges on the upper strands may be shifted with respect to the positions on the lower strands. Let the mean shift be \( \delta \) so that for two corresponding charges on the upper and lower strands of one molecule we have, \( \bar{\theta}_{i,U} = \bar{\theta}_{i,D} + \delta \).

With this definition the sum of the two non-zero \( \zeta \) interaction terms is

\[ E_{\phi,UD} + E_{\phi,DU} \]

\[ = \alpha \left\{ \sin \left( \frac{11(\Delta \psi - \delta)}{2} + \gamma \right) \right\} \]

\[ \cos 11(\phi + \frac{\pi - \Delta \psi - \delta}{2}) \]

\[ = 2 \alpha \cos \left( \frac{11 \Delta \psi}{2} - \gamma \right) \sin \frac{11 \Delta \psi}{2} \cos 11(\phi + \frac{\pi - \Delta \psi}{2}). \]

where \( \phi = \phi - \delta/2 \). This has the same form as the \( \zeta = 0 \) interactions and, therefore, also averages out in the bulk.

In the Kornyshev-Leikin theory of helix-helix attraction, a large number of counterion charges are assumed to bind to the grooves of the helices \[15\]. This groove binding allows for the correlations necessary for attraction. To take any groove bound charges into account, we assume, as in Ref. \[18\], that the groove bound charges are not azimuthally ordered, and so taken together may be modelled as continuous helices of charge. The resulting lowest order expression for the interaction energy between one phosphate strand of one A-DNA molecule and a continuous, condensed counterion helix on a second A-DNA molecule takes the form \( A \cos 11(\phi + \delta) \). This energy form averages out when summed over the six nearest neighbors of each molecule in a hexagonally packed lattice. Thus, taking all of the interactions into account, we have seen that to lowest order, the azimuthal energy terms completely average out in a hexagonally packed A-DNA system. This provides a strong statement regarding the degree of frustration for this geometry and is consistent with the idea that non-hexagonal packing structures are adopted in order to overcome azimuthal frustration.

VII. DISCUSSION

The work presented here is complimentary to that presented in Refs. \[10\] and \[17\]. The model considered in these previous articles attempted to incorporate the effects of counterions explicitly. Here, we have focused directly on the symmetries of the interaction and have obtained some results which are, in a sense, model independent. In particular, the effective energy expressions derived can be applied to model both electrostatic and non-electrostatic aspects of the pair interaction.

In our characterization of the helix-helix interaction we began by decomposing the energy into a sum of terms, each of which added dependence to the energy on a new parameter. For Coulomb interactions, the rational energy correction term was shown to decay exponentially with \( n_p \). This result can also be shown to hold for any power law or Yukawa interaction. This characterizes how rational a helix pair has to be in order to obtain a significant rational energy benefit. Symmetry arguments allowed us to demonstrate the existence of locations where the dominating rational correction term vanishes. The exact location in parameter space where this occurs was determined for certain high symmetry orientations of the two helices. Finally, the phases of the Fourier series expansions were determined for each of the correction terms.

We next considered the mode and energy structure of an isolated flexible helix of charge. When the axial shift per charge is greater than \( h \approx 2.1 \), the single helix energy is minimized when there are two charges per turn. Slightly below \( h \approx 2.1 \), axially adjacent charge interactions cause the energy to be minimized when the helix is slightly twisted either to the right or to the left. A series of similar energy bifurcations were observed to occur as \( h \) was further decreased. It follows that the energy of a single helix can be highly dependent upon twist angle. This may often play a role in determining the equilibrium conformation of helical molecules. For interacting pairs of helices, the \( \phi \) independence of the irrational energy suggests that a gap should occur between rational and irrational systems at long wavelength. Scattering experiments could thus, in principle, provide information regarding the degree of rationality in a system of bundled helices. Although the phases of the interaction terms remain the same for flexible systems, it was shown numerically that the amplitudes can change sign. This means that the ground state orientation for a pair of helices can change drastically as flexibility is increased.

Although we did not consider the general problem of discrete frustrations in aggregate systems, the two applications we covered demonstrate that such studies may be carried out easily on a case by case basis. For 13/6 charges per turn F-actin paracrystals, our findings appear to indicate that the observed twistings in aggregate cannot be explained by the electrostatics of the pair interaction. Given the recently presented results indicating that twisting may limit bundle width in protein linked F-actin aggregates \[20\], it seems plausible that local twisting may play some key role in the mechanics of counterion-induced aggregation of F-actin as well. For A-DNA, our brief consideration of a hexagonally packed
system indicated that the dominating rational term completely averages out for this geometry. This further strengthens the plausibility that non-hexagonal packing structures are observed for A-DNA to reduce this frustration.

We conclude with a few comments on local twisting. First, we note that an irrational-rational transition is still expected for flexible systems, though the boundaries of the phase diagram may be changed dramatically depending on the stiffness of the system. As shown above, an infinitesimal twisting to a rational system can allow for torsional twisting energy. Thus rational transitions are expected that the pair interaction studied in this paper may compete with the rational, fully in register, states. At first glance, however, local discommensuration states are allowed and still expected to often occur. In highly flexible systems, the entropic gain associated with such states may make them more favorable. Second, we reiterate that the pair interaction studied in this paper may not accurately model highly flexible systems. For aggregates of DNA, we expect the pair interaction to be accurate, as DNA is known to have an unusually high torsional rigidity [27]. Actin on the other hand is known to have an especially low torsional rigidity [20], implying that corrections to the pair interaction might be significant in this case, as mentioned above.
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APPENDIX: THE COULOMB SUM

In this appendix we outline the steps taken to express the perfect helix interaction energy in a form which may be easily evaluated numerically. Formally, the energy is given by Eq. (1), which we rewrite below.

\[ E = \sum_{\theta_1, \theta_2} \frac{\exp[-a_1 R]}{R}. \quad (A.1) \]

The sum here is over all pairs of charges, one taken from each helix, where, from Eq. (2), \( R \) is given by

\[
R^2 = d^2 - 2rd[\cos(\theta_1 - \phi) - \cos(\theta_2 - \phi)] \\
+ 2r^2[1 - \cos(\theta_1 - \theta_2)] + a^2(\theta_1 - \theta_2 + \zeta)^2.
\]

(A.2)

To begin we apply the identity

\[
\exp[-a_1 R] R = \pi^{-1/2} \int_0^\infty t^{-1/2} \exp[ika_n - (k^2 + R^2)t] dt.
\]

(A.3)

and then replace the exponentiated cosines in \( \exp[\psi \theta] \) using the series representation

\[
\exp[y \cos \theta] = \sum_{l=\infty} \delta(l(y) \exp[i\theta]t).
\]

(A.4)

Here \( I_t \) is a modified Bessel function of the first kind. Then, the expression that will yield the interaction energy is

\[
\pi^{-1/2} \int_0^\infty t^{-1/2} I_t(2rdt) I_t(-2rdt) I_t(2r^2t) \\
\exp \left[ -\frac{a^2}{4t} t[2d^2 + 2r^2 + a^2(\theta_1 - \theta_2 + \zeta)^2] \\
+ il_1(\theta_1 - \phi) + il_2(\theta_2 - \phi) + il_3(\theta_1 - \theta_2) \right] dt.
\]

(A.5)

We now let \( n_1 \) and \( n_2 \) in Eqs. (3) and (4) be given by

\[
n_1 = m_a + m_b \quad (A.6) \\
n_2 = m_b. \quad (A.7)
\]

The sum on \( m_b \) may then be separated out. It is

\[
\sum_{m_b=-\infty}^{\infty} \exp[i(l_1 + l_2)m_b \psi] \\
= 2\pi \sum_{k=-\infty}^{\infty} \delta(\psi(l_1 + l_2) - 2\pi k). \quad (A.8)
\]

If \( \psi/2\pi \) is irrational, then the only possible way in which an argument of one of the delta functions on the right hand side of Eq. (A.8) can be zero is if \( l_1 + l_2 = 0 \). For the time being, we will assume that this is the case. Then, we have an infinite contribution from all terms of the form \( l_1 = -l_2 \). To see what happens in this case, we set \( l_1 = -l_2 \) on the left hand side of Eq. (A.8). The result is that we are summing over one for each charge on one of the helices. The reason that we end up with an infinite result is the sum as defined in Eq. (A.8) contains an infinite number of terms. If we are interested in the energy per charge, we simply take one of them, having set \( l_1 + l_2 = 0 \). This leaves us with the following sets of sums and integrals to perform

\[
\sum_{l_1,l_3,m_a=-\infty}^{\infty} \int_0^\infty dt (\pi t)^{-1/2} I_{l_1}(2rdt) I_{l_3}(-2rdt) I_{l_3}(2r^2t) \\
\exp \left[ -\frac{a^2}{4t} t[2d^2 + 2r^2] - a^2\Delta^2(m_a \psi - \Delta \psi + \zeta)^2 \\
+ i(l_1 + l_3)(m_a \psi - \Delta \psi) \right].
\]

(A.9)

We now split the range of integration over \( t \) into two parts. When \( t > 1/(a\psi)^2 \) there is reasonably rapid damping of the sum over \( m_a \). Let’s call the lower limit for this
range of \( t \) values \( T \). For the upper range of \( t \) values, we invert the sum over \( l_3 \) to get
\[
\sum_{l_3=-\infty}^{\infty} I_{l_3}(2r^2 t) e^{i l_3(m_a - \Delta \psi)} = \exp[2r^2 t \cos(m_a - \Delta \psi)].
\]
(A.10)

Through application of the identity
\[
I_n(x) = \frac{1}{2\pi} \int_0^{2\pi} e^{-inx + x \cos \theta} \, d\theta,
\]
(A.11)
the sum on \( l_1 \) may be evaluated to give
\[
\sum_{l_1=-\infty}^{\infty} I_{l_1}(2rdt) I_{-l_1}(-2rdt) e^{i l_1(m_a - \Delta \psi)} = \frac{1}{2\pi} \int_0^{2\pi} \exp[2rdt(\cos \theta - \cos(\theta - m_a \psi + \Delta \psi + 2\pi k))] \, d\theta.
\]
(A.12)

Reconstructing the expression, we are left with the following integral and double sum
\[
\frac{1}{2\pi} \sum_{m_a=-\infty}^{\infty} \int_{T}^{0} \int_{T}^{\infty} dt \, dt \, (\pi t)^{-1/2} \exp \left[ -\frac{a^2}{4t} \right. \\
\left. -t(d^2 + 2r^2) - a^2 \psi^2 t(m_a - (\Delta \psi - \zeta)/\psi)^2 + 2rdt[\cos \theta - \cos(\theta - m_a \psi + \Delta \psi)] + 2r^2 t \cos(m_a \psi - \Delta \psi) \right].
\]
(A.13)

It is important to note that because of the damping of the sum over \( m_a \) the number of terms actually summed over is not large. Furthermore, the integration over \( \theta \) is limited to a finite range. Finally, the integration over \( t \) is exponentially convergent.

In the small-\( t \) regime, we concentrate on the sum over \( m_a \) in Eq. (A.9). Here, we use the following identity, based on the Poisson sum formula
\[
\sum_{m=-\infty}^{\infty} f(m) = \int_{-\infty}^{\infty} f(m) \sum_{k=-\infty}^{\infty} e^{2\pi ik/m} \, dm.
\]
(A.14)

This leads to the following expression to be summed and integrated over in the low-\( t \) regime.
\[
\sum_{l_1, l_3, k'=-\infty}^{\infty} \int_{T}^{0} dt \frac{1}{av \psi^2} I_{l_1}(2rdt) I_{-l_3}(-2rdt) I_{l_3}(2r^2 t) \exp \left[ -\frac{a^2}{4t} - t(d^2 + 2r^2) - \frac{(2\pi k' + (l_1 + l_3) \psi)^2}{4a^2 \psi^2 t} \right. \\
\left. -i\zeta(l_1 + l_3) + i\frac{\Delta \psi - \zeta}{\psi} \frac{2\pi k'}{2} \right].
\]
(A.15)

This last transformation has ensured that the sum on \( k' \) is now quickly damped in Eq. (A.13).

Things get a bit simpler when the interaction is unscreened, in that at least one of the integrals above can be expressed in terms of special functions. However, in the absence of screening the energy per charge diverges as expressed in Eq. (A.11). This divergence may be eliminated if we subtract out the energy per charge for two interacting lines of charge. We may then add this term back on using the logarithmic expression for the energy, obtained by shifting the origin of the first line’s potential. The term we subtract out is
\[
\frac{1}{a\psi} \int_{0}^{\infty} t^{-1} \exp \left[ -d^2 t \right] \, dt,
\]
(A.16)

which diverges in the small-\( t \) limit. The appropriate arrangement of canceling terms is the following:

\[
C(d, r, T) = \frac{1}{a\psi} \int_{0}^{T} \frac{1}{t} \left[ I_0(2rdt)^2 I_0(2r^2 t) \exp \left[ -t(d^2 + r^2) \right] \right. \\
\left. - \exp[-d^2 t] \right] \, dt.
\]
(A.17)

The simplification that results from removing the screening is in the integration over the upper limit. What we can do is express the integral over \( t \) in terms of an exponential integral or of an error function. The relevant results are
\[
\int_{T}^{\infty} e^{-wt} \, dt = -\text{Ei}(-Tw)
\]
(A.18)
\[
\int_{T}^{\infty} t^{-1/2} e^{-wt} \, dt = \sqrt{\pi} \text{erfc}(\sqrt{Tw}).
\]
(A.19)

The final expression for the interaction between two irrational helical arrays of charge, for the integration from 0 to \( T \) is
\[
\sum_{l_1, l_3, k'=-\infty}^{\infty} (1 - \delta_{l_1}^2 + \delta_{l_3}^2 + \delta_{k'}^2) \int_{0}^{T} dt \frac{1}{av \psi^2} I_{l_1}(2rdt) I_{-l_3}(-2rdt) I_{l_3}(2r^2 t) \exp \left[ -t(d^2 + 2r^2) \right. \\
\left. - \frac{(2\pi k' + (l_1 + l_3) \psi)^2}{4a^2 \psi^2 t} - i\zeta(l_1 + l_3) + i\frac{\Delta \psi - \zeta}{\psi} \frac{2\pi k'}{2} \right] \\
+ C(d, r, T) - \frac{2}{a\psi} \log d.
\]
(A.20)
And for the integration from $T$ to $\infty$, we have

$$ \frac{1}{2\pi i} \sum_{m_n=-\infty}^{\infty} \int_0^{2\pi} \left[ d^2 + 2r^2 + a^2 \psi^2 (m_n - (\Delta \psi - \zeta)/\psi)^2 ight. $$

$$ \left. - 2rd [\cos \theta - \cos (m_n \psi + \Delta \psi)] \right] $$

$$ \left. - 2r^2 \cos (m_n \psi - \Delta \psi) \right]^{-1/2} \text{erfc} (T^{1/2} (d^2 + 2r^2)$$

$$ + a^2 \psi^2 (m_n - (\Delta \psi - \zeta)/\psi)^2 - 2rd [\cos \theta]$$

$$ - \cos (m_n \psi + \Delta \psi) - 2r^2 \cos (m_n \psi - \Delta \psi)]^{1/2} d\theta $$

$$ + \frac{1}{a\psi} \text{Ei} (-d^2 T) \right) \right) \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \sum_{k'=\infty}^{\infty} \int_0^T dt \frac{1}{a\psi^4} I_l (2\psi^4 t) \exp \left[ -\frac{a^2}{4t} - t(d^2 + 2r^2) - \frac{(2\pi k' + (l_1 + l_3) \psi)}{4a^2 \psi^2 t}$$

$$ - i\zeta (l_1 + l_3) + i\frac{\Delta \psi - \zeta}{\psi} 2\pi k' + i\nu (\Delta \psi - \phi) \right]. \quad (A.25)$$

Finally, the new version of Eq. (A.15) is

$$ \Theta (m_n, \psi, \phi) = m_n \psi - \phi + \frac{2\pi l_2}{n_\psi}. \quad (A.24) $$

where

$$ \Theta (m_n, \psi, \phi) = m_n \psi - \phi + \frac{2\pi l_2}{n_\psi}. \quad (A.24) $$

Although the expressions in Eq. (A.21) are a bit cumbersome, their numerical evaluation, at least in Mathematica, is considerably easier.

For rational $\psi = \frac{a}{n_\psi}$, the delta function generated by the summation over $m_n$ in Eq. (A.8) is a bit more general. Now the condition is

$$ l_1 + l_2 = 2\pi k_\psi n_\psi \quad (A.22) $$

where $k_\psi$ is also an integer. After a bit of work, we find for the new version of Eq. (A.21)

$$ \frac{1}{n_\psi} \sum_{m_n=-\infty}^{\infty} \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \sum_{k'=\infty}^{\infty} \int_0^T dt \frac{1}{a\psi^4} I_l (2\psi^4 t) \exp \left[ -\frac{a^2}{4t} - t(d^2 + 2r^2) - \frac{(2\pi k' + (l_1 + l_3) \psi)}{4a^2 \psi^2 t}$$

$$ - i\zeta (l_1 + l_3) + i\frac{\Delta \psi - \zeta}{\psi} 2\pi k' + i\nu (\Delta \psi - \phi) \right]. \quad (A.25)$$
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