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1. Introduction

Although renormalizability provides a powerful guiding principle when searching for fully consistent Quantum Field Theories (QFT) at the fundamental level, it may very well be that not all interactions admit a microscopic description in terms of renormalizable or free-of-infinities theories. On the other hand, the physics content of the non-renormalizable QFTs is much richer, since operators of higher dimensionality are allowed, that can be useful in the effective description of physical phenomena at energies at which the true theory is unknown (or non-perturbative).

Non-renormalizable theories are normally dealt with within the same framework of the renormalizable ones at the price of giving up a bit of predictivity at each additional perturbative order: operators needed to re-absorb infinities generated by the new virtual loops are introduced at the fundamental level, that require to be fixed by experimental observables. Then the theory is order-by-order predictive, but an increasingly large number of data points is needed, and predictivity is totally lost in the infinite loop limit.

In this contribution, I illustrate an alternative procedure: since an infinite energy is required to resolve a vanishing space-time distance between two points, it is reasonable to assume that all ultraviolet (UV) infinities are non-physical/unobservable degrees of freedom - generated by the loop expansion - that have to be separated from the physical spectrum. The UV problem can then be recast as the problem of separating infinities and physics in an unambiguous way, respecting - at the same time - the symmetries of the Lagrangian. Such a separation can be naturally obtained within the FDR approach of [1], which allows to

- reproduce the physics of the renormalizable theories (bottom-up approach);
- give a sensible meaning to the non-renormalizable QFTs (top-down approach).

Known one-loop [2, 3] and two-loop [4] results have been recently re-derived in FDR, showing its consistency and correctness in the bottom-up direction. In the next section, I review the basic features of FDR, while section 3 describes how FDR works in the non-renormalizable case.

2. Bottom-up

2.1 FDR integration

In FDR, the UV infinities are subtracted at the integrand level by judiciously splitting the original integrand \( J(q_1, \ldots, q_\ell) \) of an \( \ell \)-loop function \(^1\) in two parts, \( J_{\text{INF}}(q_1, \ldots, q_\ell) \) and \( J_{\text{F},\ell}(q_1, \ldots, q_\ell) \). The former piece collects integrands which would give divergences upon integration, while the latter generates the finite contribution. To avoid the occurrence of infrared divergences the \(+i\delta\) propagator prescription has to be made explicit by identifying it with a vanishing mass \(-\mu^2\) and taking the limit \(\mu \to 0\) outside integration. The rationale for this separation is that the loop integrands in \( J_{\text{INF}}(q_1, \ldots, q_\ell) \) are allowed to depend on \(\mu\), but not on physical scales, so that the physics is entirely contained in \( J_{\text{F},\ell}(q_1, \ldots, q_\ell) \). As an explicit two-loop example consider

\[
J^{\alpha\beta}(q_1, q_2) = \frac{q_1^{\alpha}q_2^{\beta}}{D_1^2D_2D_12},
\]

\(^{1}q_1, \ldots, q_\ell\) are integration momenta and \( J(q_1, \ldots, q_\ell) \) can be a tensor.
with
\[ \bar{D}_1 = q_1^2 - m_1^2, \quad \bar{D}_2 = q_2^2 - m_2^2, \quad \bar{D}_{12} = q_{12}^2 - m_{12}^2, \quad q_{12} = q_1 + q_2, \quad q_j^2 = q_j^2 - \mu^2. \] (2.2)

The needed splitting can be obtained through a repeated use of the identities
\[ \frac{1}{D_j} = \frac{1}{q_j^2} + \frac{m_j^2}{q_j^2 D_j}, \quad \frac{1}{\bar{q}_{12}^2} = \frac{1}{q_1^2} - \frac{q_1^2 + 2(q_1 \cdot q_2)}{q_2^2 D_{12}}, \quad \frac{1}{\bar{q}_1^2} = \frac{1}{q_2^2} - \frac{q_{12}^2 - 2(q_1 \cdot q_{12})}{q_2^2 q_{12}^2}, \] (2.3)

and reads
\[ J^{\alpha\beta}(q_1, q_2) = q_1^\alpha q_1^\beta \left\{ \left[ \frac{1}{q_1^2 q_2^2 D_{12}} \right] + \left( \frac{1}{D_1^3} - \frac{1}{q_1^6} \right) \left[ \frac{1}{q_2^6} \right] \right\}, \] (2.4)

where divergent integrands are written between square brackets. Then
\[ J_{\text{INF}}^{\alpha\beta}(q_1, q_2) = q_1^\alpha q_1^\beta \left\{ \left[ \frac{1}{q_1^6 q_2^6 D_{12}} \right] + \left( \frac{1}{D_1^3} - \frac{1}{q_1^6} \right) \left[ \frac{1}{q_2^6} \right] \right\} \quad \text{and} \quad J_{\text{FDR}}^{\alpha\beta}(q_1, q_2) = q_1^\alpha q_1^\beta \left\{ \frac{1}{D_1^3 q_2^6 D_{12}} \left( m_1^2 q_1^2 + m_{12}^2 \right) - \left( \frac{1}{D_1^3} - \frac{1}{q_1^6} \right) q_1^2 q_2^2 D_{12} \right\}. \] (2.5)

The FDR integral over the original integrand \( J(q_1, \ldots, q_\ell) \) is defined as \(^2\)
\[ \int [d^4 q_1] \ldots [d^4 q_\ell] J(q_1, \ldots, q_\ell) \equiv \lim_{\mu \to 0} \int d^4 q_1 \ldots d^4 q_\ell J_{\text{FDR}}(q_1, \ldots, q_\ell), \] (2.6)

and the expansion needed to extract \( J_{\text{FDR}}(q_1, \ldots, q_\ell) \) is called the \textit{FDR defining expansion} of \( J(q_1, \ldots, q_\ell) \).

For example, from eq. (2.5),
\[ \int [d^4 q_1] [d^4 q_2] \frac{q_1^\alpha q_1^\beta}{D_1^3 D_2^3 D_{12}} = \lim_{\mu \to 0} \int d^4 q_1 d^4 q_2 J_{\text{FDR}}^{\alpha\beta}(q_1, q_2). \] (2.7)

The advantage of using FDR integration in gauge QFTs is that it encodes the UV subtraction directly into its definition, maintaining, at the same time, the two properties needed to prove Ward Identities, i.e.

i) invariance under shift of any integration variable;

ii) simplifications among numerators and denominators.

The first property follows by rewriting FDR integrals as a finite differences of UV divergent integrals:
\[ \int [d^4 q_1] \ldots [d^4 q_\ell] J(q_1, \ldots, q_\ell) = \lim_{\mu \to 0} \int d^n q_1 \ldots d^n q_\ell \left( J(q_1, \ldots, q_\ell) - J_{\text{INF}}(q_1, \ldots, q_\ell) \right), \] (2.8)
\(^2\)FDR integration is denoted by the symbol \([d^4 q_i]\).
where the r.h.s. is regulated in dimensional regularization \(^3\) (DR). The second property is guaranteed by construction, provided any \(q_i^2\) generated by Feynman rules is considered as \(q_i^2 = q_i^2 - \mu_i^2\). For example, from the defining expansions of the three integrands:

\[
\int [d^4q_1][d^4q_2] \frac{q_1^2}{D_1^2D_2D_{12}} = \int [d^4q_1][d^4q_2] \frac{1}{D_1^2D_2D_{12}} + m_1^2 \int [d^4q_1][d^4q_2] \frac{1}{D_1^2D_2D_{12}}. \tag{2.9}
\]

For consistency, tensor decomposition works as in the following example

\[
\int [d^4q_1][d^4q_2] \frac{q_1^\alpha q_2^\beta}{D_1^2D_2D_{12}} = \frac{g^{\alpha\beta}}{4} \int [d^4q_1][d^4q_2] \frac{q_1^2}{D_1^2D_2D_{12}} = \frac{g^{\alpha\beta}}{4} \int [d^4q_1][d^4q_2] \frac{\frac{q_1^2}{D_1^2} + \mu_i^2}{D_1^2D_2D_{12}}. \tag{2.10}
\]

where, from eq. \((2.5)\),

\[
\int [d^4q_1][d^4q_2] \frac{\mu_i^2}{D_1^2D_2D_{12}} = \lim_{\mu \to 0} \mu_i^2 \int d^4q_1d^4q_2 \frac{g^{\alpha\beta}F_{\alpha\beta}(q_1,q_2)}{q_1^2}. \tag{2.11}
\]

It is interesting to investigate how FDR integrals depend on \(\mu \) \(^5\). The first term in the r.h.s. of eq. \((2.8)\) does not depend on \(\mu\), because \(\lim_{\mu \to 0}\) can be moved inside integration. On the other hand, any polynomially divergent integral in \(J_{\text{INF}}(q_1,\ldots,q_i)\) cannot contribute either, being proportional to positive powers of \(\mu\). Therefore, the \(\mu\) dependence of the l.h.s. of eq. \((2.8)\) is entirely due to powers of \(\ln(\mu/\mu_R)\) \(^6\) generated by the logarithmically divergent subtracted integrals. Therefore:

\begin{itemize}
  \item[i)] FDR integrals depend on \(\mu\) logarithmically;
  \item[ii)] if all powers of \(\ln(\mu/\mu_R)\) are moved to the l.h.s. of eq. \((2.8)\) \(^7\), the \(\lim_{\mu \to 0}\) can be taken by formally trading \(\ln(\mu)\) for \(\ln(\mu_R)\).
\end{itemize}

Then, FDR integrals do not depend on any cut off but only on the renormalization scale \(\mu_R\).

### 2.2 Infrared and collinear infinities

The FDR treatment of the UV infinities is compatible with the presence of Infrared (IR) or collinear (CL) divergences in massless theories. The basic observation is that the \(+i0 = -\mu^2\) prescription naturally regulates any IR/CL behavior in the loop integrals: IR/CL divergent loop integrals are unambiguously defined by taking the limit \(\mu \to 0\) outside integration - as in the UV case - after subtracting divergent integrands, when necessary. This should be matched with a consistent treatment of IR/CL infinities generated in the real part of the calculation, that corresponds to a massless calculation of the real matrix element squared \(|M|^2\) integrated over a phase-space where all would-be-massless particles are given a mass \(\mu\), with \(\mu \to 0\). This can be understood because

\(^3\)This is just one option, since the dependence on any UV regulator drops in the difference.

\(^4\)Only one kind of \(\mu^2\) exists. The index \(i\) in \(\mu_i^2\) only denotes that the denominator expansion in front of \(\mu^2\) should be the same one used for \(q_i^2\).

\(^5\)In the absence of IR divergences.

\(^6\)\(\mu_R\) is the arbitrary renormalization scale of DR, that can also be thought as the arbitrary scale at which one decides to subtract the logarithmically divergences.

\(^7\)From now on, the FDR integration is redefined by assuming this.
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Figure 1: Logarithmic scalar topologies (up to three loops) subtracted by FDR. Tensors are also reducible to them. Dotted and double-dotted propagators are raised by one and two additional powers, respectively.

- a massless calculation of $|M|^2$ preserves gauge invariance;
- unitarity relates the $+i0 = -\mu^2$ deformation in a massless $1/q^2$ loop propagator to a phase-space integration with $q^2 = \mu^2$.

Such a procedure has been proven to work at one loop in [3].

2.3 Renormalization in FDR

In FDR any calculation is UV finite by construction. Nevertheless it is illuminating to consider the subtraction embedded in the definition of FDR integral as the operation of redefining the vacuum: order by order in the perturbation theory observable physics is defined with respect to a new vacuum, obtained by subtracting the unphysical divergent configurations (which can be interpreted as vacuum bubbles) contained in $J_{\text{INF}}(q_1,\ldots,q_\ell)$. All polynomially divergent vacuum bubbles can be subtracted at no price, while the logarithmic ones, classified in figure 1 up to three loops, leave logarithms of $\mu R$. This interpretation, dubbed Topological Renormalization [5], differs from the usual renormalization procedure - used, for example, in DR - in that the Lagrangian $\mathcal{L}$ is left untouched and no counterterms need to be added. What changes order by order is not $\mathcal{L}$, but the vacuum, so that the parameters $p_i$ ($i = 1:m$) upon which $\mathcal{L}(p_1,\ldots,p_m)$ depends - i.e. couplings and masses - remain finite. However, they still have to be linked to experimental observables by means of a finite renormalization. In particular, $m$ measurements

$$\theta_i^{\text{TH}}(p_1,\ldots,p_m) = \theta_i^{\text{EXP}}$$

are needed to determine $p_i$ in terms of observables $\theta_i^{\text{EXP}}$ and corrections computed at the loop level $\ell$ one is working:

$$p_i = p_i^{\ell-\text{loop}}(\theta_1^{\text{EXP}},\ldots,\theta_m^{\text{EXP}}) \equiv \tilde{p}_i$$

Then

$$\theta_{m+1}^{\text{TH}}(\tilde{p}_1,\ldots,\tilde{p}_m)$$
is a finite prediction of the QFT and, if the theory is renormalizable, the dependence on $\mu_R$ drops:

$$\frac{\partial \mathcal{O}_{m+1}^\text{TH}(\vec{p}_1, \ldots, \vec{p}_m)}{\partial \mu_R} = 0.$$  \hspace{1cm} (2.12)

The absence of counterterms simplifies FDR loop calculations. Consider, for example [6], the one-loop photon self-energy in QED

$$\begin{align*}
\alpha \beta & = iT_{\alpha\beta} \Pi(p^2), \\
T_{\alpha\beta} & = g_{\alpha\beta} p^2 - p_\alpha p_\beta, \\
\Pi(p^2) & = \frac{1}{\epsilon} \Pi_{-1} + \Pi_0 + \epsilon \Pi_1.
\end{align*}$$

In DR, the corresponding two-loop computation requires the addition of one-loop counterterms such that

$$\begin{align*}
\alpha \beta & = iT_{\alpha\beta} \Pi_0 + \mathcal{O}(\epsilon).
\end{align*}$$

Therefore, at two loops,

$$\begin{align*}
\alpha \beta & = iT_{\alpha\beta} \Pi_0 + \mathcal{O}(\epsilon).
\end{align*}$$

In FDR, the product of two one-loop diagrams is simply the product of the two finite parts, so that one directly obtains

$$\begin{align*}
\alpha \beta & = iT_{\alpha\beta} \Pi_{\text{FDR}}(p^2),
\end{align*}$$

with $\Pi_{\text{FDR}}(p^2) = \Pi_0$. The previous example also shows that $\ell$-loop integrals are directly re-usable in $(\ell+1)$-loop calculations. For instance, the two-loop factorizable FDR integral

$$\begin{align*}
\int \frac{[d^4 q_1]}{(q_1^2 - m_1^2)^\alpha} \times \int \frac{[d^4 q_2]}{(q_2^2 - m_2^2)^\beta}
\end{align*}$$

is simply the product of two one-loop FDR integrals. That is not the case in DR, where further expanding in $\epsilon$ is required.

3. Top-down

It is interesting to extend the FDR framework to a non-renormalizable QFT described by a Lagrangian $\mathcal{L}_{NR}$. Things remain unchanged up to eq. (2.12), which - in general - is no longer true. Therefore

$$\begin{align*}
\mathcal{O}_{m+1}^\text{TH}(\vec{p}_1, \ldots, \vec{p}_m, \ln \mu_R)
\end{align*}$$
may depend on the arbitrary scale $\mu_R$. However, if a particular combination of observables is constructed, in which $\mu_R$ disappears, it can still be unambiguously predicted by $\mathcal{L}_{NR}$. In principle this can be achieved with just one additional observable - $\mathcal{O}^{\text{Exp}}_{m+2}$ - by solving the equation
\[ \mathcal{O}^{\text{TH}}_{m+2}(\vec{p}_1, \ldots, \vec{p}_m, \ln \mu_R') = \mathcal{O}^{\text{Exp}}_{m+2}, \tag{3.1} \]
and setting $\mu_R = \mu_R'$ in $\mathcal{O}^{\text{TH}}_{m+1}$. Notice that it is crucial the fact that, in FDR, the original cut-off $\mu \to 0$ is traded with an adjustable scale $\mu_R$. In addition, one has to assume that the solution of eq. (3.1) still allows a perturbative treatment, i.e.
\[ |g^2 \ln \mu_R'| < 1, \tag{3.2} \]
where $g$ is the coupling constant of the theory.

The outlined strategy is rather new and it has not been verified in practice, yet. More investigation is needed, the first obvious case study being a non-renormalizable theory for which the renormalizable counterpart is known (such as four-fermion contact interactions vs the electroweak standard model). Finally, it is worth mentioning that one is free to consider a theory described by $\mathcal{L}_{NR}$ as an effective one. The difference of FDR with respect to the traditional approach to non-renormalizable theories is a gain in predictivity: the standard way of absorbing infinities into the parameters of $\mathcal{L}_{NR}$ forces a change in its form - at higher perturbative orders - such that new fundamental interactions have to be fixed in terms of experimental measurements. On the contrary, no change in $\mathcal{L}_{NR}$ is required by FDR \(^8\), and the extra measurement in eq. (3.1) is all one needs to fix the theory. The meaning of this measurement is disentangling the effects of the unknown UV completion of $\mathcal{L}_{NR}$ - parametrized with a logarithmic dependence on $\mu_R$ - from the physical spectrum.

4. Conclusions

FDR can be used as an easier approach to higher order calculations in QFTs. It is simpler than DR because:

- order-by-order renormalization is avoided;
- a finite renormalization is only required to fix the parameters of the theory in terms of experimental observables;
- $\ell$-loop integrals are directly re-usable in $(\ell+1)$-loop calculations, with no need of further expanding in $\varepsilon$.

In addition, infrared and collinear divergences can be dealt with within the same four-dimensional framework used to cope with the ultraviolet infinities.

FDR also allows a novel interpretation of non-renormalizable theories in which predictivity is restored. The basic idea is that infinities are unphysical and can be separated - in a gauge invariant way - from the physical spectrum. The remnant of this operation is a dependence on the renormalization scale in physical observables, which, however, can be fitted via one extra measurement. Explicit calculations in non-renormalizable QFTs are needed to consolidate this interpretation.

\(^8\)Of course, one might still need to add interactions to reproduce experimental data.
References

[1] R. Pittau, A four-dimensional approach to quantum field theories, \textit{JHEP} \textbf{1211} (2012) 151. \texttt{arXiv:1208.5457}.

[2] A. Donati and R. Pittau, Gauge invariance at work in FDR: $H \rightarrow \gamma \gamma$, \texttt{arXiv:1302.5668}.

[3] R. Pittau, QCD corrections to $H \rightarrow gg$ in FDR, \texttt{arXiv:1307.0705}.

[4] A. M. Donati and R. Pittau, FDR, an easier way to NNLO calculations: a two-loop case study, \texttt{arXiv:1311.3551}.

[5] R. Pittau, On the predictivity of the non-renormalizable quantum field theories, \texttt{arXiv:1305.0419}.

[6] G. 't Hooft and M. Veltman, \textit{DIAGRAMMAR}, NATO Adv.Study Inst.Ser.\textit{B} Phys. \textbf{4} (1974) 177–322.