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Abstract—Co-clustering targets on grouping the samples (e.g., documents, users) and the features (e.g., words, ratings) simultaneously. It employs the dual relation and the bilateral information between the samples and features. In many real-world applications, data usually reside on a submanifold of the ambient Euclidean space, but it is nontrivial to estimate the intrinsic manifold of the data space in a principled way. In this study, we focus on improving the co-clustering performance via manifold ensemble learning, which is able to maximally approximate the intrinsic manifolds of both the sample and feature spaces. To achieve this, we develop a novel co-clustering algorithm called Relational Multi-manifold Co-clustering (RMC) based on symmetric nonnegative matrix tri-factorization, which decomposes the relational data matrix into three submatrices. This method considers the inter-type relationship revealed by the relational data matrix, and also the intra-type information reflected by the affinity matrices encoded on the sample and feature data distributions. Specifically, we assume the intrinsic manifold of the sample or feature space lies in a convex hull of some predefined candidate manifolds. We want to learn a convex combination of them to maximally approach the desired intrinsic manifold. To optimize the objective function, the multiplicative rules are utilized to update the submatrices alternatively. Besides, both the entropic mirror descent algorithm and the coordinate descent algorithm are exploited to learn the manifold coefficient vector. Extensive experiments on documents, images and gene expression data sets have demonstrated the superiority of the proposed algorithm compared to other well-established methods.

Index Terms—Relational co-clustering, manifold ensemble learning, nonnegative matrix tri-factorization, entropic mirror descent algorithm, coordinate descent algorithm.

I. INTRODUCTION

The last dozen years have witnessed the profound changes in human lifestyle with the rapid development of modern digital technologies. A huge amount of multi-type relational data emerge every moment in a broad range of real-world applications [12], [29], e.g., numerous documents in online offices, various images or videos in the social networks, and gene expression data for medical diagnosis. Clustering has established itself as a very useful tool to handle a vast number of data with successful applications in knowledge management, information retrieval and bioinformatics, etc. As an unsupervised learning mechanism, clustering seeks the appropriate partitioning of the data with the rule that the data points within the same cluster should be more closely and mutually interdependent than those in different clusters. In general, traditional clustering belongs to the unilateral learning, namely it only emphasizes clustering along the sample or feature dimension. Recent works have shown that clustering samples and features simultaneously, i.e., co-clustering, is beneficial to further improving the clustering performance, in the sense that co-clustering fully makes use of the dual interdependence between samples and features to discover certain hidden clustering structures in data [17], [18], [34].

Actually, a great many of important applications require to co-cluster both the samples and features, which are often stacked in columns and rows of a dyadic data matrix, such as co-occurrence matrix, rating matrix and proximity matrix [30]. For instance, in the text and webpage analysis, the relations between words and documents can be reflected by a contingency table [16], [31]. In a recommendation system, users and ratings on items (e.g., movies, music) can be co-clustered via collaborative filtering [11]. In the biological domain (e.g., cancer diagnosis, microarray analysis), we can cluster the genes and experimental conditions simultaneously [24]. To this end, many co-clustering algorithms have emerged, such as graph partitioning based model [17], [33], [42], pattern based model [41], information theory based model [18], [35], and matrix factorization based model [14], [19], [40].

In this work, we focus on matrix factorization based co-clustering, which models the sample-feature relationship from the data reconstruction perspective. A heuristic method is to use singular value decomposition (SVD), whose low rank singular vectors constitute a compact representation. However, its factorized matrices contain negative values, which lacks a nice interpretation for co-clustering on documents or facial images. Therefore, we take advantage of a popularized tool, namely nonnegative matrix tri-factorization [19], as the foundation of our approach. This method imposes the nonnegative constraints on the decomposed matrices, which leads to a parts-based representation [26]. On the other hand, previous studies have shown human generated data (e.g., documents) are usually drawn from a probability distribution that has support on or near to a submanifold of the ambient Euclidean space [6], [7], [9], and manifold learning has favorable applications in wide areas [3]. As a result, some researchers strive to consider manifold geometrical structure in co-clustering by dual graph regularization [23], [38], [43]. However, it is a nontrivial and challenging task to seek the intrinsic manifolds of different types of data objects (e.g., samples and features) for graph based co-clustering. To address this issue, inspired from the work in [21], we propose...
to approximate the optimal manifold by using a convex combination of some pre-given candidate manifolds, thus developing a novel method called Relational Multi-manifold Co-clustering (RMC) to improve the clustering performance via manifold ensemble learning.

Our approach employs the symmetric nonnegative matrix tri-factorization to decompose the relational data matrix into three matrices for co-clustering. We consider the inter-type relation through the relational data matrix and the intra-type information through the affinity matrices constructed on both the sample and feature spaces [38], [39]. In manifold ensemble learning, we assume that the intrinsic manifold of the sample or feature space lies in a convex hull of a group of pre-defined candidate manifolds [21]. It is strongly desirable to approximate the intrinsic manifolds of both the sample and feature spaces as much as possible, i.e., to learn an appropriate convex combination of a set of available manifolds. To optimize the objective function, the multiplicative update rules are adopted for the factorized matrices in an alternating manner. In this work, we exploit the entropic mirror descent algorithm and the coordinate descent algorithm to automatically learn the appropriate convex combination of candidate manifolds. To explore the performance of our method, we conducted extensive experiments on documents (e.g., webpages), images (e.g., handwritten digits and faces) and gene expression data. Experimental results suggest the efficacy of the proposed algorithm.

The remainder of this paper is organized as follows. In Section II, we briefly review the related works. Section III introduces our approach as well as two manifold coefficients optimization algorithms. Experimental results on several data sets from different domains are reported in Section IV involving parameter selection and results analysis. Finally, we provide some concluding remarks in Section V.

II. RELATED WORKS

In this section, we primarily review some related works to our co-clustering method. In the last decade, co-clustering has become a hotspot topic and received lots of attention from the multidisciplinary communities because of its promising applications to many practical problems, e.g., collaborative filtering [11], [22], microarray data analysis [15], [24].

From the viewpoint of graph partitioning, two bipartite spectral graph partition methods were proposed in [17], [42] to co-cluster documents and words by finding minimum cut vertex partitions in a bipartite graph. More recently, authors in [33] put forward the isoperimetric co-clustering algorithm to partition the document-word bipartite graph, which minimizes the ratio of the perimeter of the bipartite graph partition and the partition area under a well-defined graph-theoretic area. For the information theory based co-clustering, samples and features are regarded as the instances of two random variables [43], e.g., an information bottleneck method was implemented in [35] to cluster documents by using word clusters. Besides, an information-theoretic co-clustering algorithm specially designed for contingency table was introduced in [18] and a more general co-clustering framework based on Bregman divergence was given in [1].

Matrix factorization based co-clustering techniques have been widely studied. At the very beginning, nonnegative matrix factorization was proposed to learn a parts-based representation, and it approximates the original data matrix by the product of two decomposed nonnegative matrices [26], [44]. NMF has the intuitive interpretation for its results, but it focuses on the unilateral clustering and neglects the duality between rows and columns of a matrix. Motivated by this, the block value decomposition (BVD) was presented for co-clustering dyadic data [30]. It factorizes the data matrix into three components, i.e., the row and column coefficient matrices and the block value matrix. As an extension of NMF, orthogonal nonnegative matrix tri-factorization (ONMTF) was studied in [19], which emphasizes the role of bi-orthogonality in three-factor NMF. Thanks to the successful applications of manifold learning in recent years [3], [8], [10], some researchers consider the local geometrical structure in matrix factorization based co-clustering. For example, a dual regularized co-clustering (DRCC) method based on semi-nonnegative matrix tri-factorization was proposed in [23], which explores the geometrical structure of both data manifold and feature manifold. To reduce the computational complexity of DRCC, a fast nonnegative matrix tri-factorization approach was shown in [40], which constrains two factorized nonnegative matrices to be cluster indicator matrices. Moreover, a symmetric nonnegative matrix tri-factorization (SNMTF) framework was developed to cluster multi-type relational data [38], which incorporates the intra-type information through manifold regularization. Based on this work, the authors further presented a fast nonnegative matrix tri-factorization approach to deal with large-scale data [39].

However, these graph regularized methods have a common shortcoming that the manifold used for co-clustering might not be the true intrinsic manifold, and it will even deviates far from the desired in an adverse situation. It is a nontrivial task to seek the intrinsic manifold in reality. To alleviate this difficulty, in light of [21], we assume the intrinsic manifold of the sample or feature distribution lies in a convex hull of some candidate manifolds, and hope to maximally approximate the true intrinsic manifold using the convex combination of them. This way, the local geometrical structure can be better preserved in both the sample and feature spaces for co-clustering.

III. RELATIONAL MULTI-MANIFOLD CO-CLUSTERING

In this part, we introduce our RMC approach. We briefly review the symmetric NMTF based co-clustering of the multi-type relational data and describe the manifold ensemble learning, from which we arrive at our objective. The multiplicative update rules of the decomposed matrices as
well as manifold coefficients optimization algorithms are provided. We begin with the problem formulation below.

A. Problem Formulation

The general problem setting is to co-cluster multi-type relational data. Given a K-type relational data set $X = \{X_1, X_2, ..., X_K\}$, where each $X_k$ represents the data objects of the k-th type, we define an inter-type relational matrix $R$ with the sub-matrix $R_{ij} \in \mathbb{R}^{n_i \times n_j}$, $i \neq j$, which reflects the inter-type relationship between the i-th type and the j-th type data objects. To model the intra-type structure information for each data type, we define an intra-type relational matrix $W$ consisting of a set of affinity matrices $W_k \in \mathbb{R}^{n_k \times n_k}$ encoded on the data, which indicates the intra-type relation of components within the k-th type data. Both of the inter-type and intra-type relationship among the different data objects are to be fully used for co-clustering.

However, two-type relational data are omnipresent and frequently used in many real-world applications, e.g., simultaneously clustering documents and words, collaborative filtering in a recommendation system, gene expression data filtering in a recommendation system, gene expression data.

The concerned matrices can be respectively formulated as

$$R = \begin{bmatrix}
R_{12} & R_{12}^T \\
R_{21} & 0
\end{bmatrix},$$

$$W = \begin{bmatrix}
W_{11} & 0 & 0 \\
0 & W_{21} & 0 \\
0 & 0 & W_{22}
\end{bmatrix},$$

where $0$ is a matrix with all zero entries of different sizes, the superscripts denote the matrix sizes. Here, $R_{12}$ and $R_{21}$ represent the feature and sample matrix respectively, they satisfy the condition $R_{12} = R_{21}^T$. Each column of $R_{21}$ or $R_{12}$ denotes a feature or sample vector.

B. Symmetric NMTF

Symmetric nonnegative matrix tri-factorization (SNMTF) employs both the inter-type relationship and the intra-type information of multi-type relational data [38]. Similar to the previous works, e.g., Long’s BVD [30], Ding’s ONMTF [19] and Gu’s DRCC [23], SNMTF shares an important property that they all decompose the data matrix into three low-rank matrices, i.e., $(K = 2)$

$$R_{12} \approx G_1 S_{12} G_2^T,$$  \hspace{1cm} (1)

where $G_1 \in \mathbb{R}^{n_1 \times c_1}$ and $G_2 \in \mathbb{R}^{n_2 \times c_2}$ are the cluster indicator matrices for $X_1$ and $X_2$, respectively, $c_1 < n_1$, $c_2 < n_2$. The middle matrix $S_{12} \in \mathbb{R}^{c_1 \times c_2}$ can be treated as a compact representation of $R_{12}$ [30], which absorbs the different scales of other matrices [19].

Note that BVD and ONMTF impose nonnegative constraints on all three matrices $G_1$, $G_2$, $S$, while DRCC and SNMTF both relax the nonnegative constraint on the matrix $S$, thereby allowing negative entries. Different from BVD, ONMTF emphasizes the bi-orthogonality on $G_1$, $G_2$. Compared to ONMTF, both DRCC and SNMTF consider the local geometrical structure by incorporating the Laplacian regularization into the objective. Based on DRCC, SNMTF employs the symmetric matrix by virtue of the idea in [29], [37] to simultaneously cluster multi-type relational data, and its objective can be shown by

$$\min_{G, S} \|R - G S G^T\|_F^2 + 2\lambda \text{Tr}(G^T L G), \quad \text{s.t.} \quad G \succeq 0,$$  \hspace{1cm} (2)

where $\| \cdot \|_F$ denotes the Frobenius norm of a matrix, $L = D - W$ is the graph Laplacian [3], $D$ is the diagonal degree matrix with $D_{kk} = \sum_j W_{kj}$, and $L_k = D_k - W_k$.

The relational matrices $G$ and $S$ are designed similarly to $W$ and $R$, respectively, i.e.,

$$G = \begin{bmatrix}
G_{11} & 0 & 0 \\
0 & G_{21} & 0 \\
0 & 0 & G_{22}
\end{bmatrix},$$

$$S = \begin{bmatrix}
S_{11} & S_{12} & 0 \\
S_{21} & 0 & S_{22}
\end{bmatrix},$$

C. Manifold Ensemble Learning

As can be observed from the existing graph based co-clustering methods, the intrinsic manifold plays a crucial role in preserving the local geometrical structure in the data space. However, it is a nontrivial task to discover an appropriate intrinsic manifold in reality. Therefore, automatic and data-driven manifold approximation is said to be invaluable for manifold regularization based co-clustering. In this work, we adopt a novel learning paradigm named manifold ensemble learning to maximally approximate the true intrinsic manifold. This idea is inspired from the work in [21], which combines the automatic intrinsic manifold approximation and semi-supervised classification.

Our assumption is that a series of initial guesses of graph Laplacian are available and the intrinsic manifold of the sample or feature space lies in the convex hull of these pre-given candidate manifolds. In some sense, this assumption constrains the search space of possible manifolds, since the optimal graph Laplacian is an discrete approximation to the intrinsic manifold [21], i.e.,

$$L = \sum_{i=1}^q \mu_i \tilde{L}_i, \quad \text{s.t.} \quad \sum_{i=1}^q \mu_i = 1, \mu_i \geq 0,$$  \hspace{1cm} (3)

where a set of candidate graph Laplacians $C = \{L_1, \ldots, L_q\}$ is defined and the convex hull of this set is denoted by

$$\text{conv}C = \{\sum_i \mu_i x_i | \sum_i \mu_i = 1, \mu_i \in C, x_i \geq 0\}.$$

Here we use $\tilde{L}_i$ of the i-th candidate manifold to discriminate it from $L_k$ of the k-th type data. Now, we have $L \in \text{conv}C$, which is also a graph Laplacian.
D. Objective Function

Based on the above analysis, it is natural for us to take advantage of the manifold ensemble learning to approximate the intrinsic manifold in the sample and feature space, respectively. In concrete, we incorporate this idea into the symmetric nonnegative matrix tri-factorization framework and propose a novel co-clustering approach named Relational Multi-manifold Co-clustering (RMC).

Now, it is easy to arrive at the objective function, i.e.,
\[
\min_{G, S, \mu} \| R - G S G^T \|^2_F + \alpha \text{Tr}(G^T (\sum_{i=1}^{q} \mu_i L_i) G) + \beta \| \mu \|^2_2, \\
\text{s.t. } \sum_{i=1}^{q} \mu_i = 1, \mu \succeq 0, G \succeq 0,
\]
(4)
where \( \alpha > 0, \beta > 0 \), the tradeoff parameter \( \alpha \) is used to govern the contribution of the ensemble manifold regularization to the objective, the \( l_2 \)-norm of \( \mu \) is employed to avoid the coefficient parameter over-fitting to only one manifold and the factor \( \beta \) acts as an over-fitting tolerance parameter for the manifold coefficients. Similar to [23], we do \( l_2 \) normalization on columns of \( G \) and compensate its norm to \( S \). The components of \( G \), i.e., \( G_1 \) and \( G_2 \) represent the partition matrices of the feature matrix \( R_{21} \) and the sample matrix \( R_{12} \), respectively. We typically use the partition matrices to derive the co-clustering results.

E. Optimization

In this section, we explore how to optimize the objective in Eq. (4). It can be readily found that the objective function is non-convex in \( G, S, \mu \) jointly, but it is convex in them respectively. So it is unrealistic to find the global minimum since no closed-form solution can be obtained. We present an alternating scheme to optimize the objective as most of the previous works do [6], [23], [30], [38]. However, different from the existing schemes, it is more challenging to optimize our objective since it has a critical manifold coefficient vector to be solved. Details are shown below.

1) Computation of \( S \): When fixing \( G \) and \( \mu \), the objective becomes minimizing \( J_S = \| R - G S G^T \|^2_F \). Taking its derivative to \( S \), i.e.,
\[
\frac{\partial J_S}{\partial S} = -2G^T R G + 2G^T G S G^T G,
\]
and setting it to 0, then we have the update rule
\[
S = (G^T G)^{-1} G^T R G (G^T G)^{-1}.
\]
(5)

2) Computation of \( G \): When fixing \( S \) and \( \mu \), the objective with respect to \( G \) reduces to minimizing
\[
J_G = \| R - G S G^T \|^2_F + \alpha \text{Tr}(G^T L G), \text{ s.t. } G \succeq 0.
\]
To solve this constrained optimization problem, we introduce the Lagrangian multiplier matrix \( \Lambda \) and its Lagrangian function is formulated as
\[
L(G) = \| R - G S G^T \|^2_F + \alpha \text{Tr}(G^T L G) + \text{Tr}(\Lambda G^T). \]
(6)
Requiring its derivative to \( G \) be 0, we obtain
\[
\Lambda = 4\alpha L G - 4A + 4G B,
\]
where \( A = R G S^T, B = S^T G^T G S \).

Since the Karush-Kuhn-Tucker (KKT) complementary condition [4] for the nonnegativity of \( G_{ij} \) gives \( \alpha_{ij} G_{ij} = 0 \), we have
\[
(\alpha L G - A + GB)_{ij} G_{ij} = 0. \quad (7)
\]
Similar to [20], we define \( L = L^+ - L^- \), \( A = A^+ - A^- \), \( B = B^+ - B^- \), where
\[
L_{ij}^+ = \frac{(|L_{ij}| + L_{ij})}{2}, \quad L_{ij}^- = \frac{|L_{ij}| - L_{ij}}{2}.
\]
We substitute the decomposed positive and negative parts into Eq. (7), which leads to the update rule
\[
G_{ij} \leftarrow G_{ij} \left[ (\alpha L^- G + A^+ + GB^-)_{ij} \right]^{\frac{1}{2}}. \quad (8)
\]

3) Computation of \( \mu \): When fixing \( G \) and \( S \), the objective is simplified to
\[
\min_{\mu} f(\mu) = \sum_{i=1}^{q} \mu_i s_i + \beta \| \mu \|^2_2, \\
\text{s.t. } \sum_{i=1}^{q} \mu_i = 1, \mu \succeq 0,
\]
(9)
where \( s_i = \text{Tr}(G^T L_i G) \). It is easy to see that if \( \beta = 0 \), then the trivial solution will be
\[
\mu_i = \begin{cases} 
1, & \text{if } s_i = \min_{k=1,...,n} s_k, \\
0, & \text{otherwise}.
\end{cases}
\]
This is extremely sparse and undesirable to learn a composite manifold. On the other hand, if \( \beta \to \infty \), all the candidate manifolds will receive identical weights, which is also unexpected. Therefore, it is essential to assign a reasonable value for the parameter \( \beta \).

To optimize this problem, there are generally three possible ways. First, it can be solved by the generic Quadratic Programming (QP) method (e.g., CVX) [4], but this solver is often time-consuming for larger size problem and shows slow convergence. Second, it is actually an exactly well-defined problem, i.e., the convex minimization over the unit simplex, which can be elegantly solved by the Entropic Mirror Descent Algorithm (EMDA) with a global efficiency estimate proven to be mildly dependent on the problem size [2], as shown in Algorithm 1. Third, we can adopt the Coordinate Descent Algorithm (CDA) just like using sequential minimal optimization for support vector machines [32], which selects two variables to update in each iteration while keeping the others fixed, as shown in Algorithm 2. In this work, we put emphasis on EMDA and CDA, which are employed to learn appropriate manifold coefficients. The brief descriptions about them are given below.

**Entropic Mirror Descent Algorithm.** It can be viewed as a nonlinear projected-subgradient type method, derived from using a general distance-like function instead of the
The Lipschitz constant $L_f$, The tradeoff parameter $\beta$, The ensemble manifold $s$.

**Output:** The manifold coefficient vector $\mu$.

**Procedure:**
1. Initialize $\mu_i$ with the identical weight $1/q$, where $q$ is the number of candidate manifolds.
2. for $i = 1$ to $q$ do
3. repeat
4. Compute $t_m = \sqrt{\frac{4mL_f}{\log q}}$, where $m$ is the $m$-th iteration.
5. Update each $\mu_i$ according to
6. $\mu_i^{m+1} = \frac{\mu_i^m \exp[-t_m f'(\mu_i^m)]}{\sum_{i=1}^q \mu_i^m \exp[-t_m f'(\mu_i^m)]}$,
7. until convergence
8. end for

**Algorithm 2 Coordinate Descent Algorithm (CDA)**

**Input:**
- The tradeoff parameter $\beta$.
- The ensemble manifold $s$.

**Output:** The manifold coefficient vector $\mu$.

**Procedure:**
1. Initialize $\mu_i$ with the identical weight $1/q$, where $q$ is the number of candidate manifolds.
2. for $i = 1$ to $q$ do
3. for $j = 1$ to $q$ (j $\neq$ i) do
4. repeat
5. if $2\beta(\mu_i + \mu_j) + (s_j - s_i) \leq 0$ then
6. $\mu_i^* = 0$, $\mu_j^* = \mu_i + \mu_j$.
7. else
8. if $2\beta(\mu_i + \mu_j) + (s_i - s_j) \leq 0$ then
9. $\mu_j^* = 0$, $\mu_i^* = \mu_i + \mu_j$.
10. else
11. $\mu_i^* = \frac{2\beta(\mu_i + \mu_j) + (s_j - s_i)}{4\beta}$,
12. $\mu_j^* = \mu_i + \mu_j - \mu_i^*$.
13. end if
14. end if
15. until convergence
16. end for
17. end for

**Algorithm 1 Entropic Mirror Descent Algorithm (EMDA)**

**Input:**
- The Lipschitz constant $L_f$.
- The tradeoff parameter $\beta$.
- The ensemble manifold $s$.

**Output:** The manifold coefficient vector $\mu$.

**Procedure:**
1: Initialize $\mu_i$ with the identical weight $1/q$, where $q$ is the number of candidate manifolds.
2: for $i = 1$ to $q$ do
3: repeat
4: Compute $t_m = \sqrt{\frac{4mL_f}{\log q}}$, where $m$ is the $m$-th iteration.
5: Update each $\mu_i$ according to
6: $\mu_i^{m+1} = \frac{\mu_i^m \exp[-t_m f'(\mu_i^m)]}{\sum_{i=1}^q \mu_i^m \exp[-t_m f'(\mu_i^m)]}$,
7: until convergence
8: end for

**Algorithm 3 Relational Multi-manifold Co-clustering (RMC)**

**Input:**
- The relational data matrices $R$ and $W$.
- The number of co-clusters $c_1$ and $c_2$.
- The tradeoff parameters $\alpha$ and $\beta$.
- The convergence rate $\epsilon = 10^{-5}$.

**Output:** The partition matrix $G$.

**Procedure:**
1: Initialize $G$ using k-means.
2: repeat
3: Compute $S = (G^T G)^{-1}G^T RG(G^T G)^{-1}$.
4: Learn the manifold coefficient vector $\mu$ using EMDA in Algorithm 1 or CDA in Algorithm 2.
5: Update the matrix $G$ according to
6: $G_{ij} \leftarrow G_{ij} \left[\frac{\left((\alpha L^2 G + A^+ + GB^-)_{ij}\right)}{\left((\alpha L^2 G + A^- + GB^+)_{ij}\right)}\right]^\frac{1}{2}$.
7: until convergence

Here, we use $\| \cdot \|_1$ norm as suggested in [2].

**Coordinate Descent Algorithm.** In this method, a pair of variables are selected to joint the update process while holding the others fixed in each iteration. It is true that the summation of each pair of elements will keep still after the previous iteration due to the constraint $\sum_{i=1}^q \mu_i = 1$. All pairs of elements in the coefficient vector $\mu$ will be iteratively scanned. Compared to EMDA, CDA costs more time since it has to traverse over all the element pairs while EMDA only goes over the elements in sequence.

**F. Our RMC Approach**

In summary, we present the primary procedures of the proposed Relational Multi-manifold Co-clustering (RMC) approach in Algorithm 3.

As can be seen, we will finally obtain a partition matrix $G$ used for co-clustering the samples and features simultaneously. Since the intrinsic manifold is maximally approximated via manifold ensemble learning, the local geometrical structure of the sample or feature space can be better respected, thus achieving more promising co-clustering results. In particular, we define the RMC approach using EMDA to learn the manifold coefficient as RMC-E for short, and using CDA as RMC-C for short.

Note that here we omit the convergence proof of the multiplicative update rules, since our method essentially follows the similar fashion of many existing co-clustering algorithms, e.g., DRCC [23], SNMTF [38]. To probe it deeply, we refer the readers to these literatures for details. Besides, for matrix factorization based co-clustering methods, there is an important issue to be considered, i.e., computational complexity. Luckily, there have been some research works focusing on this problem in [39], [40]. Therefore, to make our algorithm scalable, it is an ideal choice to adopt those speed-up strategies.
TABLE I
STATISTICS OF THE DATA SETS

| Data Sets | Domain | Samples | Features | Classes |
|-----------|--------|---------|----------|---------|
| NGroups5  | text   | 4,052   | 1,200    | 5       |
| RCV1-5    | text   | 3,012   | 1,200    | 5       |
| COIL20    | image  | 1,440   | 1,024    | 20      |
| AlphaDigit| image  | 1,404   | 320      | 36      |
| UMIST     | image  | 575     | 644      | 20      |
| Leukemia2 | gene   | 72      | 5,551    | 3       |
| LungCancer| gene   | 203     | 2,008    | 5       |
| SRBCT     | gene   | 83      | 2,308    | 4       |

TABLE II
PREPROCESSING STRATEGY OF THE GENE DATA

| Datasets       | Floor | Ceiling | Max/Min | Max/Min |
|----------------|-------|---------|---------|---------|
| Leukemia2      | 100   | 16000   | 25      | 500     |
| LungCancer     | 0     | 16000   | 5       | 500     |
| SRBCT          | -     | -       | -       | -       |

IV. EXPERIMENTS

In this section, we aim to investigate the clustering performance of the proposed method on a broad range of collected data sets. A number of interesting experiments were carried out to demonstrate the effectiveness of our approach for document, image and gene expression data clustering, respectively. We first give brief descriptions about the data sets and evaluation criteria. Then, parameter settings for all the compared algorithms are presented and the corresponding results are reported. Finally, we explore the parameter selection and the distributions of the manifold coefficients.

A. Data Corpora

We conduct the performance evaluations on several diverse data collections, i.e., two text corpora, three image databases and three gene expression data. Their important statistics are summarized in Table I and the brief descriptions about them are shown below.

Text corpora. NGroups5 is selected from the popular newsgroup data collection 20Newsgroups. We use a subset of the 20news-bydate version, which removed the duplicates and some headers. This subset contains five different topics, which refer to 4,052 documents. RCV1-5 is a subset chosen from the Reuters Corpus Volume 1\(^2\) (RCV1) collection [27]. We choose five topics contained in a smaller RCV1 database [13], and this subset is associated with the ‘\(M141\)’, ‘\(GCAT\)’, ‘\(G151\)’, ‘\(G158\)’, ‘\(G159\)’ topics. For the two data sets, we preprocess them using a standard feature selection mechanism in [35] for text data, i.e., we select 1,200 words with the highest contribution to the mutual information between the words and the documents [14].

Image databases. The COIL20\(^3\) image library contains 20 different objects viewed from varying angles. Each object has 72 gray scale images with the size of 32×32. The AlphaDigit\(^4\) is a handwritten image database that contains 1,404 binary images, covering 20×16 digits of “0” through “9” and capitals “A” through “Z”. UMIST\(^5\) is a face image database that contains 575 multi-view face images of 20 people, referring to a range of poses from profile to frontal views. Each image is rescaled to 28×23 pixels.

Gene expression data. The three microarray gene expression data\(^6\) Leukemia2, LungCancer and SRBCT are often used to do multicategory cancer diagnosis in bioinformatics [36]. Leukemia2 and LungCancer are produced by oligonucleotide-based technology. SRBCT was obtained by using two-color cDNA platform with consecutive image analysis. Similar to [28], we removed the genes which vary little across samples so as to reduce the computational complexity. Table II shows the exact preprocessing strategy of the gene expression data. Details about each term can be referred to [28]. No operation is conducted on SRBCT since it has been originally preprocessed in [25].

Notice that all data sets used here are normalized to unit Euclidean length in prior. Besides, the entries of each input data matrix are nonnegative, thereby all compared algorithms can be applied to yield the clustering results.

B. Performance Comparison

To explore the clustering performance of the proposed algorithm, we compare it with some state-of-the-art approaches, which are clearly listed below.

- **KM**: Conventional k-means method.
- **NMF**: Nonnegative matrix factorization [26].
- **GNMF**: Graph regularized nonnegative matrix factorization, which considers local geometrical structure by the sample graph regularization [6].
- **DRCC**: Dual regularized co-clustering, which employs both the sample and feature graph regularization [23].
- **ONMFT**: Orthogonal nonnegative matrix tri-factorization with the bi-orthogonality constraints imposed [19].
- **SNMFT**: Symmetric nonnegative matrix tri-factorization, which utilizes NMTF to simultaneously cluster different types of data [38].
- **OSNMTF**: Orthogonal symmetric nonnegative matrix tri-factorization, which is designed for simultaneous clustering of multi-type relational data with the orthogonality constraint [39].
- **RMC**: Our relational multi-manifold co-clustering approach, which makes use of the entropic mirror descent algorithm (RMC-E) and the coordinate descent algorithm (RMC-C) respectively to learn a convex combination of a group of candidate manifolds.

Note that among the above compared methods, the original update rule of \(G\) in SNMFT [38] and OSNMTF [39] might appear negative elements due to the polarity uncertainty of the numerator \((\text{RGS} + \lambda \text{WG})\). In consequence,
we follow [23] and use the similar update rule for the matrix \( G \) in SNMTF and OSNTF, so that the nonnegativity can be well guaranteed and the objective strictly reduces. For both SNMTF and OSNTF, the cluster membership of each sample is determined by the corresponding row vector of the cluster indicator matrix \( G \). For the remaining methods except KM, we perform clustering using k-means in the derived low-dimensional data space. In the experiments, we ran k-means 20 times with different randomly generated starting points and the result in terms of the minimized objective function was recorded. For all the evaluated approaches, we repeat the clustering twenty times and the average results over 20 test runs are reported.

C. Evaluation Criteria

We adopt two popular criteria to measure the clustering performance [5], [23], i.e., the accuracy (AC) and the normalized mutual information (NMI).

AC denotes the percentage of correct labels estimated by the clustering algorithm. Given a data point \( x_i \), let \( a_i \) and \( g_i \) be the estimated and true label respectively, then we have

\[
AC = \frac{\sum_{i=1}^{n} \delta(g_i, \text{map}(a_i))}{n},
\]

where \( n \) is the total number of samples, \( \delta(\cdot, \cdot) \) is an indicator function that equals one if the two entries are the same and equals zero otherwise. The permutation mapping function \( \text{map}(a_i) \) maps each cluster label \( a_i \) to the equivalent label of the data set.

NMI evaluates how closely the clustering algorithm is able to reconstruct the underlying label distribution in the data corpus. Let \( C \) and \( C' \) be the cluster sets from the ground truth and the clustering method respectively, then NMI between them is defined as

\[
\text{NMI}(C, C') = \frac{\sum_{c_i \in C, c_j' \in C'} p(c_i, c_j') \cdot \log \frac{p(c_i, c_j')}{p(c_i)p(c_j')}}{\max(H(C), H(C'))},
\]

where the probabilities \( p(c_i), p(c_j') \) indicate to what extent a sample belongs to the clusters \( c_i \) and \( c_j' \) respectively. \( p(c_i, c_j') \) is the joint probability that the selected sample belongs to \( c_i \) and \( c_j' \) simultaneously. \( H(C) \) and \( H(C') \) are the entropies of \( C \) and \( C' \). NMI\((C, C')\) takes values between zero and one. The larger the NMI value is, the better clustering performance the algorithm will achieve.

D. Parameter Settings

There are several parameters to be tuned in the evaluated algorithms. To ensure the fairness, we run them under different parameter settings, and report the best results.

For all methods except KM, the number of sample or feature clusters is set to the actual number of classes in all the collected data sets. Note that there is no parameter selection for KM, NMF and ONMTF, once the number of clusters is given. For the graph-based methods GNMF, DRCC, SNMTF, OSNTF and RMC, the number of the nearest neighbor is fixed to a small number 5 to ensure the locality preserving property. The regularization parameters are all searched from the small number \([5, 25, 50, 100, 500] \) for our RMC approach, the ensemble dual regularization \( \beta \) is empirically set to \( \beta = 0.1\alpha \) [21]. As for the co-clustering methods, the regularization parameters for the sample graph and the feature graph are set to the same.

TABLE III

| Data Sets   | KM     | NMF     | GNMF    | DRCC    | ONMTF   | SNMTF   | OSNTF   | RMC-E   | RMC-C   |
|------------|--------|---------|---------|---------|---------|---------|---------|---------|---------|
| NGroups5   | 44.06  | 45.19   | 48.78   | 51.50   | 46.26   | 48.94   | 48.64   | 52.02   | 50.97   |
| RCV1-5     | 54.52  | 55.12   | 58.53   | 61.81   | 58.08   | 60.70   | 60.82   | 64.67*  | 62.37   |
| COIL20     | 63.35  | 62.70   | 73.13   | 73.91   | 60.87   | 71.48   | 70.42   | 76.81*  | 76.46   |
| AlphaDigit | 43.09  | 39.67   | 41.10   | 45.41   | 42.18   | 45.29   | 42.88   | 46.37   | 45.53   |
| UMIET      | 63.95  | 72.28   | 83.58   | 85.61   | 78.20   | 84.04   | 83.75   | 88.66*  | 87.99*  |
| LungCancer | 70.99  | 63.31   | 82.76   | 83.45   | 72.10   | 84.36   | 75.86   | 89.66*  | 89.66*  |
| SRBCT      | 48.73  | 41.20   | 53.01   | 59.06   | 49.34   | 60.24   | 51.81   | 61.45   | 63.06*  |

TABLE IV

| Data Sets   | KM     | NMF     | GNMF    | DRCC    | ONMTF   | SNMTF   | OSNTF   | RMC-E   | RMC-C   |
|------------|--------|---------|---------|---------|---------|---------|---------|---------|---------|
| NGroups5   | 44.06  | 45.19   | 48.78   | 51.50   | 46.26   | 48.94   | 48.64   | 52.02   | 50.97   |
| RCV1-5     | 54.52  | 55.12   | 58.53   | 61.81   | 58.08   | 60.70   | 60.82   | 64.67*  | 62.37   |
| COIL20     | 63.35  | 62.70   | 73.13   | 73.91   | 60.87   | 71.48   | 70.42   | 76.81*  | 76.46   |
| AlphaDigit | 43.09  | 39.67   | 41.10   | 45.41   | 42.18   | 45.29   | 42.88   | 46.37   | 45.53   |
| UMIET      | 63.95  | 72.28   | 83.58   | 85.61   | 78.20   | 84.04   | 83.75   | 88.66*  | 87.99*  |
| LungCancer | 70.99  | 63.31   | 82.76   | 83.45   | 72.10   | 84.36   | 75.86   | 89.66*  | 89.66*  |
| SRBCT      | 48.73  | 41.20   | 53.01   | 59.06   | 49.34   | 60.24   | 51.81   | 61.45   | 63.06*  |
feature graphs, i.e., the binary weighting, the Gaussian kernel, and the cosine similarity. In particular, for the Gaussian kernel, we varied the bandwidth \( t \) in a broad range of area, i.e., \( t = \{ \frac{1}{100}, \frac{1}{10}, \frac{1}{15}, \tau, 10\tau, 30\tau, 60\tau, 100\tau \} \). Here, \( \tau \) is empirically set as the inverse of the mean square of Euclidean distances between all sample or feature pairs in the selected data \([21]\), i.e., \( \tau = \left( \frac{1}{n^2} \sum_{i,j=1}^{n} \| x_i - x_j \|^2 \right)^{-1} \).

In total, eleven manifolds containing nine Gaussian graphs, one binary graph and one cosine similarity graph were employed in manifold ensemble learning for the sample and feature spaces.

### E. Results

The averaged results of different algorithms are tabulated in Table III and IV in terms of AC and NMI, respectively. The best results on each data set are highlighted in boldface. Besides, the asterisk symbol "*" aside our results indicates RMC is statistically and significantly better than the other well-established methods at a significance level of 0.01. From these experiments, several interesting points can be revealed below.

- The clustering performances of RMC are systematically and consistently better than the compared algorithms, which verifies that the manifold ensemble learning is advantageous to the graph-based symmetric nonnegative matrix factorization methods for co-clustering.
- Except the gene expression data, RMC-E generally outperforms RMC-C on the remaining data sets. We attribute this to the fact that they respectively employ two different optimization methods to learn the manifold coefficients. Specifically, EMDA has a global efficiency estimate mildly dependent on the number of manifolds for the convex optimization over the unit simplex, and is provably very efficient for large scale
problems [2]. On the contrary, in each iteration of CDA, only two variables are selected to update while the others are fixed, which is a pairwise alternating optimization, leading to sub-optimal solutions.

- Generally, both RMC-E and RMC-C perform more or less on the gene expression data, which might be due to the reason that their sample sizes are much smaller than those of text and image data sets, i.e., small sample size (SSS) problem. Thus, both EMDA and CDA are very likely to converge at a value around the optimal solution of the convex optimization problem, thereby achieving similar co-clustering results.

- The graph regularization based methods, e.g., GNMF, DRCC, SNMTF, OSNTF and RMC, almost perform better than KM, NMF and OSNMTF. This is mainly for the reason that the graph-based approaches have considered the local geometrical structure, which is conducive to preserve the locality property in the low-dimensional data space.

- The dual regularization based methods, e.g., DRCC and RMC, generally outperform the one-side graph regularization based method GNMF. This demonstrates that the geometric structures in both the sample and feature spaces are beneficial to further improve the clustering performance.

F. Parameter Selection

There are three important parameters in our RMC method, i.e., the manifold regularization parameter $\alpha$, the over-fitting tolerance parameter $\beta$ and the number of nearest neighbor $p$. Since the number of nearest neighbor has been fixed to 5 for all the graph-based approaches and no bias will occur during the comparison, it makes sense that here we neglect the model selection on the param-
eter $p$. As mentioned earlier in parameter settings, the over-fitting tolerance parameter $\beta$ was empirically set as $\beta = 0.1\alpha$ [21] to reduce the degree of the parameter freedom in the objective function of RMC. Hence, it is only desirable to explore the influence of the parameter $\alpha$ on the clustering performance of our method. To do this, we varied the parameter $\alpha$ in a broad real value range, i.e., $\{0.001, 0.01, 0.1, 1, 10, 100, 500, 1500\}$.

Figure 1 and 2 respectively show the plots of accuracy and normalized mutual information versus the parameter $\alpha$ for RMC using EMDA. Similar tendencies can be also observed for RMC using CDA. As vividly depicted in these figures, we can see that our approach enjoys the satisfactory performance when the parameter $\alpha$ takes a higher value, e.g., around 500 or 1000. This indicates that the ensemble manifold regularization term should be imposed larger weights, such that it can make much more positive contributions to the objective function of the proposed approach.

G. Study on Manifold Coefficients

Since manifold ensemble learning plays an essential role in the proposed RMC method, it is worthwhile to examine the manifold coefficients learned by two different optimization algorithms, i.e., EMDA and CDA. We use the histogram to draw the distribution of manifold coefficients derived from RMC under the best parameter settings. Figure 3 and 4 respectively illustrate the histogram of manifold coefficients for RMC-E and RMC-C on all data sets.

From these bars, it is easy to find that CDA only choose two or three manifolds on most data sets, which suggests that there might be some important information loss, resulting that the improvement of the clustering performance seems not inspiring as shown in Table III and IV. In contrast, EMDA assigns each manifold a nonzero coefficient or weight, and the convex combination of all the candidate manifolds jointly contributes to approximate the true intrinsic manifolds of the sample and feature spaces as much as possible, thus achieving greater performance improvements. Comparing the corresponding figures in RMC-E and RMC-C, we discover that the manifolds selected by RMC-C are the manifolds with the top two or three weights in RMC-E, which indicates that the two optimization methods almost select the similar manifolds as their main components. However, when it comes to RMC-C, in each iteration only two elements are selected for updating when fixing others, thereby resulting that some important manifolds like binary graph and cosine similarity graph are neglected by RMC-C during the optimization process. Different from RMC-C, RMC-E updates each element in a global view and has a global efficiency estimate for the convex minimization problem on the standard simplex.

V. CONCLUSIONS

This paper presents a novel co-clustering approach named Relational Multi-manifold Co-clustering (RMC), which is based on the symmetric nonnegative matrix tri-factorization.

Our approach takes into account the inter-type relation and the intra-type information of both the sample and feature data simultaneously. The basic idea is to make use of manifold ensemble learning to enhance the performance of co-clustering. To achieve this, we attempt to learn a sensible convex combination of candidate manifolds so that it can maximally approximate the true intrinsic manifolds of both the sample and feature spaces. In order to optimize the objective function, we adopt the popular alternating optimization method to update the factorized matrices. However, different from the existing matrix factorization based co-clustering methods, there exists a manifold coefficient vector to be optimized in our approach, which poses a challenging task. In this work, we utilize two optimization methods with totally different mechanisms to optimize this coefficient vector, i.e., the entropic mirror descent algorithm and the coordinate descent algorithm. The effectiveness of the proposed approach is demonstrated by a number of interesting experiments on data collections from diverse domains, i.e., text processing, image analysis and bioinformatics.
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