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Abstract—We present a system called Dist-µ-RA for the distributed evaluation of recursive graph queries. Dist-µ-RA builds on the recursive relational algebra and extends it with evaluation plans suited for the distributed setting. The goal is to offer expressivity for high-level queries while providing efficiency at scale and reducing communication costs. Experimental results on both real and synthetic graphs show the effectiveness of the proposed approach compared to existing systems.
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I. INTRODUCTION

With the proliferation of large scale graphs in various domains (such as knowledge representation, social networks, transportation, biology, property graphs, etc.), the need for efficiently extracting information from these graphs becomes increasingly important. This often requires the development of methods for effectively distributing both data and computations so as to enable scalability. Efforts to address these challenges over the past few years have led to various systems such as MapReduce [1], Dryad [2], Spark [3], Flink [4] and more specialized graph systems like Google Pregel [5], Giraph [6] and Spark Graphx [7]. While these systems can handle large amounts of data and allow users to write a broad range of applications, they still require significant programmer expertise. The system programming paradigms and its underlying configuration tuning must be highly mastered. This includes for example figuring out how to (re)partition data on the cluster, when to broadcast data, in which order to apply operations for reducing data transfers between nodes of the cluster, as well as other platform-specific performance tuning techniques [8].

To facilitate large-scale graph querying, it is important to relieve users from having to worry about optimization in the distributed setting, so that they can focus only on formulating domain-specific queries in a declarative manner. A possible approach is to have an intermediate representation of queries (e.g. an algebra) in which high level queries are translated so that they can be optimized automatically. Relational Algebra (RA) is such an intermediate representation that has benefited from decades of research, in particular on algebraic rewriting rules in order to compute efficient query evaluation plans.

A very important feature of graph queries is recursion, which enables to express complex navigation patterns to extract useful information based on connectivity from the graph. For instance, recursion is crucial for supporting queries based on transitive closures. Recursive queries on large-scale graphs can be very costly or even infeasible. This is due to a large combinatorial of basic computations induced by both the query and the graph topology. Recursive queries can generate intermediate results that are orders of magnitude larger than the size of the initial graph. For example, a query on a graph of millions of nodes can generate billions of intermediate results. Therefore being able to optimize queries and reduce the size of intermediate results as much as possible becomes crucial.

Several works have addressed the problem of query optimization in the presence of recursion, in particular with extensions of Relational Algebra [9]–[11]; and with Datalog-based approaches [12] such as BigDatalog [13]. Recently, µ-RA [11] proposed logical optimization rules for recursion not supported by earlier approaches. In particular, these rules include the merging and reversal of recursions that cannot be done neither with Magic sets nor with Demand Transformations that constitute the core of optimizations in Datalog-based systems [11]. However, µ-RA is limited to the centralized setting.

In this paper, we present Dist-µ-RA a new method and its implementation for the optimized distributed evaluation of recursive relational algebra terms. Specifically, our contribution is threefold:

1) a new method for the optimization of distributed evaluation of queries written in recursive relational algebra. Since it uses a general recursive relational algebra, it can be of interest for a large number of mainstream RDBMS implementations; and it can also provide the support for distributed evaluation of recursive graph query languages. For example Dist-µ-RA provides a frontend where the programmer can formulate queries known as UCRPQs [14]–[17]. This method provides a systematic parallelisation technique by means of physical plan generation and selection. These plans automatically re-partition data in order to reduce data transfer between cluster nodes and communication costs during recursive computations.

UCRPQs, discussed in more details in Sec. III, constitute an important fragment of expressive graph query languages: they correspond to unions of conjunctions of regular path queries. A translation of UCRPQs into the recursive relational algebra is given in [11].
2) a classification of graph queries by the means of six query classes. Each class characterizes queries with a particular feature: for example a recursion with a filter, or concatenated recursions. A fundamental idea of this classification is that a query may belong to one or more classes. Whenever a query belongs to several classes this means that it requires the optimization techniques of all the corresponding classes, together with a technique capable of combining them. Therefore, the more classes a query belongs two, the harder is its optimization.

3) a prototype implementation [18] of the system on top of Apache Spark. Specifically, Dist-$\mu$-RA can use plain Apache Spark or Apache Spark with PostgreSQL as a DBMS backend. Dist-$\mu$-RA is experimentally evaluated using queries covering the different classes, and using datasets (both real and synthetic) of various sizes. Experimental results show that Dist-$\mu$-RA is more efficient than state-of-the-art systems such as BigDatalog [13] in all query classes except one where their performance is similar. This indicates that Dist-$\mu$-RA represents a better alternative for the distributed evaluation of recursive graph queries.

The outline of the paper is as follows: we first present a summary of useful preliminary notions in Section [II]. Section III presents the whole architecture of Dist-$\mu$-RA. In Section IV we show how $\mu$-RA terms are distributed and how physical plans are generated. Experimental evaluation is presented in Section V and related works are discussed in Section VI.

II. PRELIMINARIES

A. $\mu$-RA syntax

The $\mu$-RA algebra [11] is an extension of the Codd’s relational algebra with a recursive operator whose aim is to support recursive terms and transform them when seeking efficient evaluation plans. The syntax of $\mu$-RA is recalled from [11] in Fig. 1. It is composed of database relation variables and operations (like join and filter) that are applied on relational tables to yield other relational tables. $\mu$ is the fixpoint operator. In $\mu(X = \Psi)$, $X$ is called the recursive variable of the fixpoint term.

$$\varphi ::= X \mid [c \rightarrow v] \mid \varphi_1 \cup \varphi_2 \mid \varphi_1 \bowtie \varphi_2 \mid \pi_i(\varphi) \mid \rho^c_\varphi(\varphi) \mid \rho^\varphi_\Psi(\varphi) \mid \mu(X = \Psi)$$

Figure 1. Grammar of $\mu$-RA [11].

Let us consider a directed and rooted graph $G$, a relation $E$ that represents the edges in $G$, and a relation $S$ of starting edges (a subset of edges in $E$ that start from the graph root nodes), as represented in Fig. 2. The following examples illustrate how $\mu$-RA algebraic terms can be used to model graph operations, such as navigating through a sequence of edges in a graph:

Example 1. The term $\pi_c(\rho^\varphi_{dst}(S) \bowtie \rho^c_{src}(E))$ returns pairs of nodes that are connected by a path of length 2 where the first element of the pair is a graph root node. For that purpose, the relation $S$ is joined ($\bowtie$) with the relation $E$ on the common column $c$, after proper renaming ($\rho$) to ensure that $c$ represents both the target node of $S$ and the source node of $E$. After the join, the column $c$ is discarded by the anti-projection ($\pi_c$) so as to keep only the two columns src, dst in the result relation.

Example 2. Now, the recursive term $\mu(X = S \cup \pi_c(\rho^\varphi_{dst}(X) \bowtie \rho^c_{src}(E)))$ computes the pairs of nodes that are connected by a path in $G$ starting from edges in $S$.

The subterm $\varphi = \pi_c(\rho^\varphi_{dst}(X) \bowtie \rho^c_{src}(E))$ computes new paths by joining $X$ (the previous paths) and $E$ such that the destinations of $X$ are equal to the sources of $E$.

The fixpoint is computed in 4 steps where $X_i$ denotes the value of the recursive variable at step $i$:

$$X_0 = \emptyset$$
$$X_1 = \{\{src \rightarrow 1, dst \rightarrow 2\}, \{src \rightarrow 1, dst \rightarrow 4\},$$
$$\{src \rightarrow 10, dst \rightarrow 11\}, \{src \rightarrow 10, dst \rightarrow 13\}\}$$
$$X_2 = X_1 \cup \{\{src \rightarrow 1, dst \rightarrow 3\}, \{src \rightarrow 1, dst \rightarrow 5\},$$
$$\{src \rightarrow 10, dst \rightarrow 5\}, \{src \rightarrow 10, dst \rightarrow 12\}\}$$
$$X_3 = X_2 \cup \{\{src \rightarrow 1, dst \rightarrow 6\}, \{src \rightarrow 10, dst \rightarrow 6\}\}$$
$$X_4 = X_3 \ (\text{fixpoint reached})$$

At step 1 it is empty, at step 2 it is a relation of two columns src and dst that contains four rows, and the iteration continues until the fixpoint is reached.
B. Semantics and properties of the fixpoint

The semantics of a μ-R.A term is defined by the relation obtained after substituting the free variables in the term (like \(E\) and \(S\) in example\(^2\)) by their corresponding database relations. The notions of free and bound variables and substitution are formally defined in [11].

As an slight abuse of notation, we sometimes use a recursive term \(\Psi\) (i.e. a term that contains a recursive variable \(X\)) as a function \(R \rightarrow \Psi(R)\) that takes a relation \(R\) and returns the relation obtained by replacing \(X\) in the term \(\Psi\) by the relation \(R\). In the above example

\[
\varphi(S) = \pi_c(\rho^c_{\text{dst}}(S) \Join \rho^c_{\text{src}}(E)) = \left\{ \{\text{src} \rightarrow 1, \text{dst} \rightarrow 3\}, \{\text{src} \rightarrow 1, \text{dst} \rightarrow 5\}, \{\text{src} \rightarrow 10, \text{dst} \rightarrow 5\}, \{\text{src} \rightarrow 10, \text{dst} \rightarrow 12\} \right\}.
\]

Under this notation, \(\mu(X = \Psi)\) is defined as the fixpoint \(F\) of the function \(\Psi\), so \(\Psi(F) = F\).

Let us consider the following conditions (denoted \(F_{\text{cond}}\)) for a fixpoint term \(\mu(X = \Psi)\) (as also considered in [11]).

- **positive**: for all subterms \(\varphi_1 \Join \varphi_2\) of \(\Psi\), \(\varphi_2\) is constant in \(X\) (i.e. \(X\) does not appear in \(\varphi_2\));
- **linear**: for all subterms of the form \(\varphi_1 \Join \varphi_2\) or \(\varphi_1 \Join \varphi_2\), either \(\varphi_1\) or \(\varphi_2\) is constant in \(X\);
- **non mutually recursive**: when there exists a subterm \(\mu(Y = \psi)\) in \(\Psi\), then any occurrence of \(X\) in this subterm should be inside a term of the form \(\mu(X = \gamma)\).

These conditions guarantee the following properties (see [11]):

**Proposition 1.** If \(\mu(X = \Psi)\) satisfies \(F_{\text{cond}}\) then

\[
\Psi(S) = \Psi(\emptyset) \cup \bigcup_{x \in S} \Psi(x)
\]

and thus \(\Psi\) has a fixpoint with \(\mu(X = \Psi) = \Psi^\infty(\emptyset)\).

For instance, \(\mu(X = R \Join X)\) is not positive, \(\mu(X = X \Join X)\) is not linear, and \(\mu(X = \mu(Y = \varphi(X)))\) is mutually recursive.

**Proposition 2.** Every fixpoint term \(\mu(X = \Psi)\) that satisfies \(F_{\text{cond}}\) can be written like the following: \(\mu(X = R \Join \varphi)\) where \(R\) is constant in \(X\) and \(\varphi(\emptyset) = \emptyset\). \(R\) is called the constant part of the fixpoint and \(\varphi\) the variable part.

In Example\(^2\) \(S\) is the constant part and \(\pi_c(\rho^c_{\text{dst}}(X) \Join \rho^c_{\text{src}}(E))\) is the variable part. In the rest of the paper, we only consider fixpoint terms satisfying the conditions \(F_{\text{cond}}\) in their decomposed form \(\mu(X = R \Join \varphi)\) since their existence is guaranteed thanks to proposition [11].

C. Evaluation of the fixpoint

A fixpoint term can be evaluated with the algorithm:

```plaintext
Algorithm 1
1. \(X = R\)
2. \(new = R\)
3. while \(new \neq \emptyset\):
   4. \(new = \varphi(new)\) \(\setminus X\)
5. \(X = X \cup new\)
6. return \(X\)
```

One can evaluate \(\varphi\) repeatedly starting from \(X = R\) until the fixpoint is reached. In this algorithm, we apply \(\varphi\) on the new results only (obtained by making a set difference between the current result and the previous one) instead of the entire result set. This is possible thanks to the property of \(\varphi\) stated in proposition [11] which implies that \(\varphi(X_i) \cup \varphi(X_{i+1}) = \varphi(X_i)\) \(\cup \varphi(X_{i+1} \setminus X_i)\).

Evaluating recursive computations on the new iteration results is well known in the context of Datalog [12] and transitive closure evaluation [19] with the semi-naïve (or differential) approach (see Section VI on related works for more discussion on these aspects).

III. ARCHITECTURE OF THE DIST-μ-R.A SYSTEM

The Dist-μ-R.A system takes a query as input parameter, translates it into μ-R.A, optimizes it, and then performs the evaluation in a distributed fashion on top of Spark. For this purpose the Dist-μ-R.A system is composed of several components, as illustrated in Fig. 3.

![Architecture of the Dist-μ-R.A system.](image)

The Query2Mu component translates UCRPQs into μ-R.A terms. UCRPQ syntax is given in [11] and we give an example below. For sure, Dist-μ-R.A also accepts more general μ-R.A-terms that are not expressible as UCRPQs as long as they satisfy the triple condition \(F_{\text{cond}}\) mentioned in Section [11].

From a given input μ-R.A term, the MuRewriter explores the space of semantically equivalent logical plans by applying a number of rewrite rules. In addition to the rewrite rules already known in classical relational algebra, MuRewriter applies a set of rules specific to the fixpoint operator. These rules and the conditions under which they are applicable are formally defined in [11].

\(^2\)See the practical experiments section for some examples such as the “same generation” query.
The evaluation cost of these terms are estimated by the CostEstimator component, based on data cardinality estimations proposed in [20], and that outputs a best estimated logical plan for recursion.

From a given recursive logical plan, the PhysicalPlanGenerator generates a physical plan for distributed execution. It can also generate a centralized plan for PostgreSQL, for the dual purpose of (i) efficiently executing certain subqueries in a centralized manner and for (ii) performance comparison with the centralized case, in particular with [11].

The PhysicalPlanGenerator is an original contribution of this paper and it is described in more detail in Section IV.

We describe below steps that sample queries go through for evaluation in the Dist-$\mu$-RA system. Consider for instance the following UCRPQ composed of a conjunction of two RPQs:

\[\text{?a, ?b, ?c} = \text{wasBornIn/IsLocatedIn+ Japan,} \]

\[\text{?b isConnectedTo+ ?c} \]

The first RPQ computes the people ?a that are born in a place that is located directly or indirectly in Japan. The query is first translated into $\mu$-RA by Query2Mu so that MuRewriter can generate semantically equivalent plans. We describe below the rewrite rules specific to fixpoint terms that are generated by MuRewriter, and we give the intuition of their effect on performance:

- **Pushing filters into fixpoints**: with this rule, the query ?x isLocatedIn+ Japan is evaluated as a fixpoint starting from ?x such as ?x isLocatedIn Japan, which avoids the computation of the whole isLocatedIn+ relation followed by the filter Japan.

- **Pushing joins into fixpoints**: let us consider the query ?x isMarriedTo/knowns+ ?y. Instead of computing the relation knowns+ and joining it with isMarriedTo, this rule rewrites the fixpoint such that it starts from ?x and ?y that verify ?x isMarriedTo/knowns ?y. The application of this rule is beneficial in this case because the size of the isMarriedTo/knowns relation is usually smaller than the size of the knows relation.

- **Merging fixpoints**: when evaluating ?x isLocatedIn+/dealsWith+ ?y, instead of computing both fixpoints separately then joining them, this rule generates a single fixpoint that starts with isLocated/dealsWith then recursively appends either isLocated in the left or dealsWith to the right.

- **Pushing antiprojections into fixpoints**: this rule gets rid of unused columns during the fixpoint computations. For instance, the query ?y = ?x isLocatedIn+ ?y (this query asks for ?y only) is evaluated by starting only from the destinations ?y of the isLocatedIn relation and by recursively getting the new destinations, thus avoiding to keep the pairs of nodes ?x and ?y then discarding ?x at the end.

- **Reversing a fixpoint**: the fixpoint corresponding to the relation a+ can either be computed from left to right by starting from a and by recursively appending a to the right of the previously found results, or from right to left by starting from a and appending a to the left. Reversing a fixpoint consists in rewriting from the first form to the other or vice versa. This rule is necessary to account for all possible filters and joins that can be pushed in a fixpoint. For instance, a filter that is located at the left side of a+ can only be pushed if the fixpoint is evaluated from left to right.

After these transformations, the best (estimated) recursive logical plan selected by CostEstimator is given as input parameter to PhysicalPlanGenerator that is in charge of generating the best physical plans for distributed execution, and which we now further describe in the next section.

### IV. Distributed Evaluation

Non-recursive $\mu$-RA expressions are directly translated into Spark [3] operations using the Dataset API. Datasets are used to represent relational data in Spark. The optimization of these expressions is delegated to Spark’s Catalyst internal optimizer [21] before execution. We now describe how fixpoint terms are evaluated in a distributed manner, first by explaining the principles and then how physical plans are generated.

#### A. Principles of the distributed evaluation of the fixpoint

In this section we present two ways of distributing the fixpoint computation on a Spark cluster:

1) **Global Loop on the Driver ($P_{gid}$)**: In order to execute the fixpoint in a distributed setting, a simple way is to distribute the computations performed at each iteration of the Algorithm [1] Fig. [4] (left side) illustrates this execution in Spark. The so-called **driver** performs the loop and, at each iteration, instructions at lines 4 and 5 are executed as Dataset operations that are distributed among the workers. We call this execution plan $P_{gid}$. On Spark, $\cup$ is executed as Dataset union followed by a distinct operation. This means that in $P_{gid}$, at least one data transfer (shuffle) per iteration is made to perform the union.

2) **Parallel Local loops on the Workers ($P_{plw}$)**: Another way to distribute the fixpoint is based on the following observation:

**Proposition 3.** Under the conditions $F_{cond}$, we have:

\[\mu(X = R_1 \cup R_2 \cup \varphi) = \mu(X = R_1 \cup \varphi) \cup \mu(X = R_2 \cup \varphi)\]

which is a consequence of proposition [1] This proposition means that a fixpoint whose constant part is a union of two datasets can be obtained by making the union of two fixpoints, each with one of these datasets as a constant part. Thanks to this property [3], the fixpoint can be executed by distributing

3 The **driver** is the process that creates tasks and send them to be executed in parallel by **worker** nodes.
the constant part $R$ among the workers, then each worker $i$ executes a smaller fixpoint $\mu(X = R_i \cup \varphi)$ locally starting from its own constant part $R_i$. We call this execution plan $\mathcal{P}_{p_{\text{fix}}}$. Execution is illustrated in the right side of Fig. 4. As opposed to $\mathcal{P}_{g_{\text{fix}}}$, $\mathcal{P}_{p_{\text{fix}}}$ incurs only one data shuffle at the end to make the distinct union between the local fixpoints.

In Example 2 if we split the start edges $S$ among two workers by giving the first (1, 2) and (10, 11) and the second (1, 4) and (10, 13), after executing $\mathcal{P}_{p_{\text{fix}}}$, the first worker will find the paths (1, 3), (10, 5), (10, 6) and (10, 12) and the second will find (1, 5), (1, 6), and (10, 12).

**Data distribution for $\mathcal{P}_{p_{\text{fix}}}$:** there are cases where the final data shuffle incurred by $\mathcal{P}_{p_{\text{fix}}}$ can also be avoided by properly repartitioning input data among workers. We first give the intuition, then we give the proof below.

We look for a column $col$ (or a set of columns) in $X$ that is left unchanged by $\varphi$. In other words, a tuple in $R$ having a value $v$ at column $col$ will only generate tuples having the same value at this column throughout the iterations of the fixpoint. So if we put all tuples in $R$ having $v$ at column $col$ in one worker, no other worker will generate a tuple with this value at that column.

For this, we use the stabilizer technique defined in Definition 10 of [11] and used to push filters in fixpoint expressions. It consists of computing “the set of columns which are not altered during the fixpoint iteration”. For instance, ‘$\text{src}$’ is a stable column in the fixpoint expression of example 2 meaning that tuples in the fixpoint having ‘$\text{src}$’ = 1 can only be produced from tuples in $S$ having ‘$\text{src}$’ = 1, which implies that filtering tuples having ‘$\text{src}$’ = 1 before or after the fixpoint computation lead to the same results. However, this is not true for the column ‘$\text{dst}$’ which is not stable.

To summarize, when the constant part of the fixpoint is repartitioned by the stable column (or columns) prior to the fixpoint execution, we know that there will be no duplicate tuples in the fixpoint having ‘$\text{src}$’ = 1 before or after the fixpoint computation.

For instance, repartitioning the constant part $S$ in example 2 by src will result in the paths (1, 3), (1, 5), and (1, 6) being found in one worker and the paths (10, 5), (10, 6) and (10, 12) in the second, thus avoiding the the duplicate (10, 12) between the two workers.

**Proof.** Let $c$ be a stable column of $\mu(X = R \cup \varphi)$, which means that $\forall e \in \mu(X = R \cup \varphi) \exists r \in R \ e(c) = r(c)$ [11]. In $\mu$-RA, an element $r$ in $R$ is a mapping (tuple), which means that it is a function that takes a column name and returns the value that $r$ has at that column.

Let us consider a partitioning $R_1, ..., R_n$ of $R$ by the column $c$ which verifies the following

$$\forall i \neq j \in \{1..n\} \forall a \in R_i \forall b \in R_j \ a(c) \neq b(c)$$

This statement means that there are no two elements of $R$ at different partitions that share the same value at column $c$. We next show that this statement is also true for the fixpoint term.

Let $i \neq j \in \{1..n\}$ and let $x \in \mu(X = R_i \cup \varphi)$ and $y \in \mu(X = R_j \cup \varphi)$. Since $c$ is stable, we have $\exists a \in R_i \ x(c) = a(c)$ and $\exists b \in R_j \ y(c) = b(c)$. So $x(c) \neq y(c)$.

In conclusion, the sets $\mu(X = R_i \cup \varphi)$ where $i \in \{1..n\}$ are disjoint.

**B. Physical plan generation**

We first present the different physical plans for the $\mu$-RA operators, and then we explain how they are selected.

a) The fixpoint operator: As mentioned earlier, there are two different ways of evaluating the fixpoint operator in a distributed manner.

$\mathcal{P}_{p_{\text{fix}}}$ has two implementations (physical plan alternatives):
• $P_{\text{plw}}$: The local fixpoints are executed on PostgreSQL. The fixpoint operator is performed as a Spark mapPartition operation where each worker performs a part of the fixpoint computation on PostgreSQL. A PostgreSQL instance runs on each worker. The part of data assigned to each worker is represented as a view in the PostgreSQL instance running on this worker, and the $\mu$-RA expression (that computes the fixpoint) is translated to a PostgreSQL query that is executed using this view as the constant part of the fixpoint. Each PostgreSQL executor returns its result as an iterator which is then processed by Spark.

• $P_{\text{gld}}$: The fixpoint computation is implemented using a loop in the driver that uses Spark operations to compute the recursive part of the fixpoint. These Spark operations are written in such a way each worker performs its own fixpoint independently, so without data being sent across the cluster. For example, to perform a join, the Spark broadcast join is used. To perform the union (or set-difference), a special union (set-difference) operation is used that computes the union (set-difference) partition-wise. These special union and set-difference operations are implemented as part of the SetRDD API. SetRDD is a special RDD \(^4\) where each partition is a set. This SetRDD is used to store the value of the recursive variable X at each iteration. This means that each partition of X holds the intermediate results of the local fixpoint performed by the worker to which this partition has been assigned. This SetRDD technique is inspired from BigDatalog \([13]\).

$P_{\text{gld}}$ is implemented using a global loop in the driver. At each step of the recursion a distinct operation is performed. Intermediate data is stored in a Spark Dataset.

b) Other operators: An operator in $\mu$-RA has a local version implemented using PostgreSQL and a distributed version implemented using the Spark Dataset API. Some operators may have more than one distributed execution plan. For instance, for the join operator, we choose which argument (if any) to broadcast in order to guide Spark on whether to use broadcast join or another type of join.

c) Plan selection: while generating the physical plan for the fixpoint operator, we check whether there is a stable column (Sec. \([IV-A2]\)). If so, we first shuffle data according to this column and execute the plan $P_{\text{plw}}$. If not, the $P_{\text{gld}}$ plan is selected.

When $P_{\text{plw}}$ is chosen, joins are executed as broadcast joins (all relations in the variable part of the fixpoint apart from the recursive relation are broadcasted), antiprojections are executed without the need of applying the distinct operation. If $P_{\text{gld}}$ is chosen, then the operators in the fixpoint expression are executed using the local PostgreSQL instances.

---

3 \(\text{RDD}\) is an abstraction that Spark provides to represent a distributed collection of data. An RDD is split among partitions which are assigned to workers.

---

V. Experiments

We evaluate the performance of a prototype implementation of the Dist-$\mu$-RA system on top of the Spark platform. We extensively compared the performance against other state-of-the-art systems on various datasets and queries. We report below on these experiments.

A. Experimental setup

Experiments have been conducted on a Spark cluster composed of 4 machines (hence using 4 workers, one on each machine, and the driver on one of them). Each machine has 40 GB of RAM, 2 Intel Xeon E5-2630 v4 CPUs (2.20 GHz, 20 cores each) and 66 TB of 7200 RPM hard disk drives, running Spark 2.4.5 and Hadoop 2.8.4 inside Debian-based Docker containers.

B. Datasets

| Dataset   | Edges      | Nodes     | TC size   |
|-----------|------------|-----------|-----------|
| Yago \([22]\) | 62,643,951 | 42,832,856 |           |
| Facebook \([23]\) | 88,234     | 4,039     |           |
| Reddit \([23]\) | 858,490    | 55,863    |           |
| DBLP \([23]\) | 1,049,866  | 317,080   |           |
| Live Journal \([23]\) | 68,993,773 | 4,847,571 |           |

We use real and synthetic datasets of different sizes and topological properties, as summarized in Table\[I\] We consider the following real graphs:

- Yago \([\text{\cite{22}}]\) A knowledge graph extracted from Wikipidia and other sources \([\text{\cite{22}}]\).
- The Facebook, Reddit, DBLP and Live Journal real word datasets from the Snap network dataset collection \([\text{\cite{23}}]\).

We consider the synthetic graphs defined as follows:

- $\text{rnd}_n_p$: random graphs generated with the Erdos Renyi algorithm, where $n$ is the number of nodes in the graph and $p$ the probability that two nodes are connected.

\(5\) We use a cleaned version of the real world dataset Yago 2s, that we have preprocessed in order to remove duplicate RDF \([\text{\cite{23}}]\) triples (of the form \(<\text{source}, \text{label}, \text{target}>\) and keep only triples with existing and valid identifiers. After preprocessing, we obtain a table of Yago facts with 83 predicates and 62,643,951 rows (graph edges).
C. Systems

We compare Dist-$\mu$-RA with the following systems:

- BigDatalog [13]: available at [27]; a large-scale distributed Datalog engine built on top of Spark.
- GraphX [7]: a Spark library for graph computations. It exposes the Pregel API for recursive computations. In order to compare our system with GraphX we need to convert UCRPQs to GraphX programs\(^4\). Specifically, we compute a regular graph query by making each node send a message to its adequate neighbors in such a way that the query pattern is traversed recursively from left to right. This means that for a query that starts by selection ($\exists x \leftarrow \text{a pattern } ?x$), only the node $x$ sends a message at the start of the computation.
- Myria [28]: A distributed big data management system that supports Datalog and exposes MyriaL, a query language similar to Datalog. We were not able to run this system on our cluster because the software stack has evolved and Myria is not maintained anymore. However, we were able to test it on a local configuration of four workers on a single machine.
- Centralized $\mu$-RA [11]: Implementation of $\mu$-RA on PostgreSQL that runs locally on a single machine.

D. Queries

Knowledge graphs like Uniprot and Yago are queried using UCRPQs. We also provide additional experiments using more general $\mu$-RA terms not expressible by UCRPQs because they are not regular (e.g. same generation example).

Queries found in practice may contain various forms of recursion. To ensure that tested queries cover all forms of recursion, we rely on a classification of recursive queries in six classes: $C_1$ – $C_6$. Each class regroups queries with a particular recursive feature as follows, where we give for each class an example in UCRPQ:

- $C_1$: Single recursion, e.g. $\exists x, ?y \leftarrow \exists x \text{ a+ } ?y$
- $C_2$: Filter to the right of a recursion, e.g. $\exists x \leftarrow \exists x \text{ a+ C}$
- $C_3$: Filter to the left a recursion, e.g. $\exists x \leftarrow \exists \text{ a+ b+ ?y}$
- $C_4$: Concatenation of a non recursive term to the right of a recursion, e.g. $\exists x, ?y \leftarrow \exists x \text{ b/a+ } ?y$
- $C_5$: Concatenation of recursions, e.g. $\exists x, ?y \leftarrow \exists a/b+ ?y$

Each class requires specific optimizations. For instance, the optimization of queries of classes $C_4$ and $C_5$ requires pushing a filter in the fixpoint (in two different directions). Queries of classes $C_4$ and $C_5$ can be subject of a rewrite by pushing a join in the fixpoint. $C_4$ and $C_5$ require reversing the fixpoint before applying rewrites. Queries of $C_6$ can be rewritten by merging fixpoints or by pushing a join in a fixpoint.

A query may belong to one or more classes. Whenever a query belongs to several classes this means that it requires the optimization techniques of all the corresponding classes, together with a technique capable of combining them. Therefore, the more classes a query belongs two, the harder is its optimization. For example, the query $\exists x \leftarrow \text{ C/a+b/} ?x$ belongs to $C_3$ because there is a filter to the left of the recursion $\text{ b+}$ and also belongs to $C_5$ because there is a concatenation to the left of the recursion $\text{ b+}$.

To ensure that a wide range of recursive queries is covered in the experiments (see Figures 5 and 6), there is, for each class $C_i$, at least a query that belongs to $C_i$ alone. The rest of the tested queries belong to different combinations of these classes.

1. Yago queries: Fig. 5 lists the UCRPQs evaluated on the Yago dataset along with their classes. Queries $Q_1$ to $Q_7$ are taken from [29], $Q_8$ from [30], and $Q_{10}, Q_{11}$ from [31]. We have added the rest of the queries to illustrate larger transitive closures.

![Figure 5. Queries for the YAGO dataset](image-url)
b) Concatenated closures: are queries of the form $a_1 \circ a_2 \circ \ldots \circ a_n$ where $2 \leq n \leq 10$. They all belong to $\mathcal{C}_6$.

c) $\mu$-RA queries: the tested $\mu$-RA terms are the following:

- $a^*b^n$: computes the pairs of nodes connected by a path composed of a number of edges labeled $a$ followed by the same number of edges labeled $b$. It is expressed by the following $\mu$-RA term:

$$
\mu(X = \pi_m(p_{\text{trg}}^m(\sigma_{\text{pred}=a}(R)) \bowtie \rho_{\text{src}}^m(\sigma_{\text{pred}=b}(R)))
\cup \pi_m(\pi_m(p_{\text{trg}}^m(\sigma_{\text{pred}=a}(R)) \bowtie \rho_{\text{src}}^m(\rho_{\text{src}}^m(X))))
\bowtie \rho_{\text{src}}^m(\sigma_{\text{pred}=b}(R))))
$$

- Same Generation: computes the pairs of nodes that are of the same generation in a graph. The graph edges $R$ represent the parent relation. We use the following term to express it:

$$
\mu(X = \pi_m(p_{\text{src}}^m(R) \bowtie \rho_{\text{src}}^m(R))
\cup \pi_m(\pi_m(p_{\text{src}}^m(R) \bowtie \rho_{\text{src}}^m(p_{\text{src}}^m(X)) \bowtie \rho_{\text{src}}^m(R))))
$$

- Reach: computes the reachable nodes in a graph from a source node $N$ (chosen randomly from each test file).

$$
\pi_{\text{src}}(\mu(X = \sigma_{\text{src}=N}(R) \cup \pi_m(p_{\text{trg}}^m(X) \bowtie \rho_{\text{src}}^m(R))))
$$

All of these queries belong to $\mathcal{C}_1$.

d) Uniprot queries: In order to test the comparative behavior of Dist-$\mu$-RA on the Uniprot benchmark graphs

Each tested query (fig. 5) has at least one of those shapes. For instance, the query $?x, ?y \leftarrow ?x$ interacts/{encodedOn/-encodedOn}+ $?y$ has the shape $?x, ?y \leftarrow ?x \land \land ?y$.

We notice that all the queries where Dist-$\mu$-RA is significantly faster than BigDatalog ($Q_9$ and $Q_{22}$ to $Q_{25}$) have a transitive closure of size exceeding 20M records and belong to classes other than $C_1$, $Q_3$ for instance belongs to $C_2$, so it requires reversing the fixpoint first before pushing the filter "Kevin Bacon". This fixpoint reversal is not supported by the Magic Sets optimization technique of Datalog (see Sec. VI for more details). A similar observation can be made for $Q_{25}$ of class $C_6$ and where two fixpoints are merged in Dist-$\mu$-RA. The other queries either have transitive closures of sizes less than 20M or belong to $C_1$ like $Q_{21}$. For these queries, Dist-$\mu$-RA and BigDatalog times are very close. This confirms that Dist-$\mu$-RA performs more optimizations and shows that their impact on performance is significant when the size of the data processed by the query is large.

GraphX is much slower overall except for queries like $Q_{10}$ and $Q_{24}$ where filtering is performed at the beginning of the query (as mentioned in Sec. [V.C.]). We believe that this lack of performance is due to the fact that, in the GraphX Pregel model, each node has to keep track of its ancestors that satisfy a given regular path query (or a part of it) and transmit this information to their successors in order to get the pairs of nodes satisfying the whole query. So while GraphX has been proven to be efficient for a number of graph algorithms [7], it
can be less suitable for this kind of queries.

2) Concatenated closures: We evaluate concatenated closure queries on the graph obtained from rnd_100k_0.001 by randomly assigning 10 different labels to its edges. Results are shown in Fig. 10. Dist-$\mu$-RA is faster on all queries (which all belong to $C_6$). The time difference between Dist-$\mu$-RA and other systems for a query with $n$ concatenations ($a_1+/.../a_n+$) gets larger when $n$ increases. BigDatalog fails for queries where $n \geq 5$ and Centralized $\mu$-RA times out for all queries, while GraphX fails (crashed) on all queries. The plans that were selected in Dist-$\mu$-RA for the execution of these queries apply a mixture of the rewritings that “push joins” and “merge fixpoints” (see Sec. III). The observed results show significant improvements brought by these rewritings on the performance of class $C_6$ queries.

3) $\mu$-RA queries: Execution times are shown in Fig. 11. Dist-$\mu$-RA and BigDatalog have comparable execution times. This shows that for a variety of queries in $C_1$, Dist-$\mu$-RA and BigDatalog have a similar performance. The comparison between Myria and Dist-$\mu$-RA is done on the same generation query. It can be observed in Fig. 12 that the relative performance of Dist-$\mu$-RA and Myria increases with the dataset size in favor of Dist-$\mu$-RA. Myria even crashes for rnd_10k_0.001.

4) Evaluation of UCRPOs on Uniprot: the execution times (on the cluster) are shown in Fig. 13. Dist-$\mu$-RA answers all of the queries and is faster on all queries belonging to $C_{2-6}$ (apart from $Q_{42}$ where the size of the transitive closure is small). This confirms the results observed for the Yago dataset (Sec. V-E). The comparison with Myria (on a single machine and on a smaller Uniprot file) is shown in Fig. 14. We observe that all queries where Myria is slower than Dist-$\mu$-RA (or where it fails) have a transitive closure of size exceeding 500,000 records (and none of the other queries contain a transitive closure greater than this size). Execution times on all other queries are very similar except for $Q_{42}$. Note that Dist-$\mu$-RA spends approximately 10s to set the Spark context (and this time is included in the measured Dist-$\mu$-RA execution time).

We perform further scalability tests by measuring Dist-$\mu$-RA and BigDatalog execution times for each Uniprot query on the generated uniprot_n graphs with varying sizes of 1M, 5M and 10M edges. Fig. 8 shows the execution times for Dist-$\mu$-RA in comparison to BigDatalog. BigDatalog fails in 44 cases out of a total of 75 query evaluations. Dist-$\mu$-RA answers all of them and scales better.

For more comprehensive testing, queries and graph sizes have been selected so as to cover a wide range of result sizes. $Q_{10}$ is one of the queries with the smallest result size (14K for uniprot_10M) and $Q_{46}$ is one with the largest (around 1.5B for uniprot_10M, which is 150 times the size of the graph).

F. Summary

In summary, when it comes to queries involving large amounts of data, in particular as intermediate results, Dist-$\mu$-RA is more efficient than centralized $\mu$-RA. In addition, Dist-$\mu$-RA is significantly more efficient when compared to GraphX and Myria. Compared to BigDatalog, experimental results indicate that Dist-$\mu$-RA performs better in most cases. Dist-$\mu$-RA evaluates queries belonging to $C_{2-6}$ in a significantly faster way (especially when intermediate results sizes are large). Dist-$\mu$-RA and BigDatalog have comparable performance for queries in $C_1$. Overall, experimental results indicate Dist-$\mu$-RA as the best system for evaluating the diversity of recursive queries (the various query classes) on large graphs.
In order to evaluate expressive queries (such as UCRPQs) over graphs, it is essential for a system to be able to: (i) support recursion and the optimization of recursive terms, and (ii) provide distribution of data and computation. We examine and compare to the closest related works along these aspects below.

A. Logical recursion optimization

The ability to express recursive queries has been studied in various formalisms including RA, Datalog, and automata as an ad-hoc technique to evaluate regular queries like UCRPQs on graphs.

The system we present in this paper is based on the $\mu$-RA algebra, an extension of RA with a fixpoint operator introduced in [11], which offers a good balance between expressivity, possible optimizations, and yields state-of-the-art performance for evaluating UCRPQs in a centralized setting with PostgreSQL [11].

Earlier works tried to extend RA with recursion, they are either less expressive than $\mu$-RA or are more expressive but support less optimizations than $\mu$-RA. See [11] and references thereof for more details. $\alpha$-extended RA [9] introduces an operation $\alpha$ that expresses transitive closure, which means it has the same expressivity as UCRPQs. LFP-RA [10] introduces a least fixpoint operation and has the same expressivity as Datalog with stratified negation. Various fragments of LFP-RA have also been studied, notably the fragment that is restricted to linear recursion and is as expressive as linear Datalog. Finally, the WHILE [12] language is at least as expressive as LFP-RA. It is shown in [11] that $\mu$-RA with the restrictions $F_{\text{cond}}$ (Sec. II-B) is as expressive as linear Datalog. So $\mu$-RA is more expressive than $\alpha$-extended RA, as expressive as the linear version of LFP-RA, and less expressive than the other formalisms.

In Datalog, Magic Sets [32], [33], recently improved by Demand Transformation [34], is a well-known optimization technique for recursive Datalog programs. The optimizations provided by Magic Sets or Demand Transformations are equivalent to pushing selections and projections in $\mu$-RA. However, there is no equivalent to merging fixpoints. Furthermore, depending on the way the Datalog program is written, some optimizations may or may not be applied. For instance a left-linear DL program (e.g. $P(x, y) \leftarrow P(x, z), R(z, y)$) cannot push filters that are applied on the right side (on $y$ in the example). The optimization framework has then to be coupled with a technique for reversing DL programs as proposed in [35]. Since Datalog engines use heuristics to combine optimization techniques, optimizations are not always performed as observed in [11]. In all cases, they lack the ability to merge fixpoints. In summary, Dist-$\mu$-RA relies on $\mu$-RA which enables optimizations at the logical stage (before distribution) that other systems are unable to achieve.

B. Optimizations in distributed data management frameworks

The seminal systems MapMeduce and Dryad are known to be inefficient for iterative applications [4]. Spark [5] and Flink [4] were introduced to improve upon these systems and became prevalent for large scale and data-parallel computations. Work in [36] proposes a technique that improves Spark task scheduling and thus performance.
for iterative applications. This system-level optimization is transparent for Spark applications and thus Dist-µ-RA can directly benefit from it.

Systems specifically designed for large-scale graph processing include Google’s Pregel [5], Giraph [6] an open-source system based on the Pregel model, GraphLab [37] and Power-graph [38]. GraphX [7] is a Spark library for graph processing that offers a Pregel API to perform recursive computations. Pregel is based on the Bulk Synchronous Parallel model. A Pregel program is composed of supersteps. At each superstep, a vertex receives messages sent by other vertices at the previous iteration and processes them to update its state and send new messages. Computation stops when no new message is sent.

Is is not straightforward to evaluate UCRPQs in Pregel. An automata like algorithm needs to be written to know which stage of the regular query each processed path has reached. The idea is to traverse the paths in the graph (by sending messages from vertices to their neighbors) while traversing the regular query. [39] proposes a system that implements RPQ queries on GraphX and proposes optimizations to reduce communications between nodes. In all these systems, selections can be pushed in one direction only. For instance, if the program traverses the regular query from left to right, the execution of the program naturally computes the filters and edge selections occurring before a recursion first, thereby pushing these operations in the recursion. Selections which occur after the recursion cannot be pushed. Additionally, communications between workers of the cluster happen in every superstep of the recursion, which is avoided by the $P_{plw}$ plan in Dist-µ-RA.

Distributed systems with higher-level query language support have been developed. The Spark SQL [40] library enables the user to write SQL queries and process relational data using datasets or DataFrames. However, recursion is not supported. DryadLINQ [41] that exposes a declarative query language on top of Dryad (or Pig Latin [42] on top of Hadoop MapReduce) has the same limitation. TitanDB [43] is a distributed graph database that supports the Gremlin query language. Gremlin provides primitives for expressing graph traversals. It is able to express UCRQ queries with its own syntax. However, no optimization technique comparable to the ones in Dist-µ-RA have been proposed in the literature.

SociaLite [44] is an extension of Datalog for social network graph analysis. Its distributed implementation runs queries on a cluster of multi-core machines in which workers communicate using message passing. SociaLite does not offer a distribution plan equivalent to $P_{plw}$ where recursion can be executed without communication between workers at every step.

Myria [28] is a distributed system that supports a subset of Datalog extended with aggregation. Queries are translated into query plans that are executed on a parallel relational engine. Myria supports incremental evaluation of recursion and provides both a synchronous and an asynchronous mode. It does not support logical optimizations of the generated query plan involving the recursive operator like pushing joins in fixpoints and merging fixpoints. Myria does not either propose a distribution plan equivalent to $P_{plw}$.

RaSQL [45] proposes an extension of SQL with some aggregate operations in recursion. Queries are compiled to Spark SQL to be distributed and executed on Spark. This system does not propose rules to push selections in the fixpoint operator nor to merge fixpoints. RaSQL also proposes a decomposable plan for recursion similar to the one in BigDatalog but has no automated technique to distribute data. The RASQL implementation is not available for testing.

BigDatalog [13] is a recursive Datalog engine that runs on
Spark. It uses the Datalog GPS technique [46] that analyses Datalog rules to identify decomposable Datalog programs and determine how to distribute data and computations. These ideas are tied to Datalog and are not applicable to the relational algebra. The present work proposes a new method specifically designed for recursive relational algebraic terms. It uses the $\mu$-RA filter pushing technique to automatically repartition data. Compared to BigDatalog, Dist-$\mu$-RA is superior because it supports optimizations that BigDatalog is unable to provide. For instance, as mentioned earlier, BigDatalog cannot perform Dist-$\mu$-RA’s optimization that merges fixpoints. In fact, it is not possible to do so in the Datalog framework. This is known as an intrinsic limitation of Magic Sets and Demand Transformations at the core of Datalog optimizations. Another example is that BigDatalog cannot push all filters and joins that can be pushed, without requiring the support of techniques to reverse fixpoints. This is notably hard and BigDatalog does not implement such techniques. In comparison, Dist-$\mu$-RA supports more logical optimizations of terms (and regardless of their initial form) and is thus capable of generating logical query plans that are beyond reach for BigDatalog. In practice, Dist-$\mu$-RA provides superior performance on a wider range of query classes, as reported by the experiments in Section V.

The only technique that Dist-$\mu$-RA reuses from BigDatalog is a Spark optimized implementation of RDDS: SetRDDS which is a specialization of the Spark RDD for sets.

VII. CONCLUSION

The Dist-$\mu$-RA system combines various techniques for the optimization and distribution of recursive relational queries in a single framework. Regarding the logical/algebraic aspect, it integrates well with the relational algebra. It inherits RA's advantages including the fact that queries are optimized regardless of their initial shape and translation in the algebra. With respect to distribution, different strategies for evaluating recursive algebraic terms in a distributed setting are provided. These strategies are implemented as plans with automated techniques for distributing data in order to reduce communication costs. Experimental results on both real and synthetic graphs show the effectiveness of the proposed approach compared to existing systems.
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