Tunneling Aharonov-Bohm interferometer on helical edge states
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We discuss transport through an interferometer formed by helical edge states tunnel-coupled to metallic leads. We focus on the experimentally relevant case of relatively high temperature as compared to the level spacing and discuss a response of the setup to the external magnetic flux \( \phi \) (measured in units of flux quantum) piercing the area encompassed by the edge states. We demonstrate that tunneling conductance of the interferometer is structureless in ballistic case but shows sharp antiresonances, as a function of magnetic flux \( \phi \) — with the period \( 1/2 \) — in the presence of magnetic impurity. We interpret the resonance behavior as a coherent enhancement of backward scattering off magnetic impurity at integer and half-integer values of flux, which is accompanied by suppression of the effective scattering at other values of flux. Both enhancement and suppression are due to the interference of processes with multiple returns to magnetic impurity after a number of clockwise and counterclockwise revolutions around setup. This phenomenon is similar to the well-known weak-localization-induced enhancement of backscattering in disordered systems. The quantum correction to the tunneling conductance is shown to be proportional to flux-dependent “ballistic Cooperon”. The obtained results can be used for flux-tunable control of the magnetic disorder in Aharonov-Bohm interferometers built on helical edge states.

PACS numbers:

I. INTRODUCTION

The quantum interferometry is a rapidly growing area of fundamental research with a huge potential for applications in optics, electronics, and spintronics. One of the simplest realization of quantum electronic interferometer is a ring-geometry setup tunnel-coupled to metallic leads. Such a device can be controlled by magnetic field due to the Aharonov-Bohm (AB) effect [1,2]. The AB interferometers formed by single or few ballistic quantum channels are very attractive both from a fundamental point of view as prime devices to probe quantum coherent phenomena and in view of possible applications as miniature and very sensitive sensors of magnetic field. Although they have been studied in detail theoretically, their practical implementation faces significant difficulties. The complexity of creating of ballistic single- or few-channel interferometers based on conventional semiconductors, such as GaAs or Si, is connected with technological problems of manufacturing one-dimensional clean systems. The efficiency of quantum electronic interferometers used in practice is limited by rather stringent requirements, for example, very low temperature for interferometers based on superconducting SQUIDs or the requirement of very strong magnetic fields for interferometers based on the edge states of the Quantum Hall Effect systems.

A promising opportunity for a technological breakthrough in this direction is associated with the discovery of topological insulators, which are materials insulating in the bulk, but exhibiting conducting channels at the surface or at the boundaries. In particular, the two-dimensional topological insulator phase was predicted in HgTe quantum wells [3,5] and confirmed by direct measurements of conductance of the edge states [6] and by the experimental analysis of the non-local transport [7–10]. These states are one-dimensional helical channels where the electron spin projection is connected with its velocity, e.g. electrons traveling in one direction are characterized by spin “up”, while electrons moving in the opposite direction are characterized by spin “down”. Remarkably, the electron transport via helical edge states is ideal, in the sense that electrons do not experience backscattering from conventional non-magnetic impurities, similarly to what occurs in edge states of Quantum Hall Effect systems, but without invoking high magnetic fields (for detailed discussion of properties of helical edge states see Refs. [11,12]). Hence, in the absence of magnetic disorder, the boundary states are ballistic and the interferometers constructed on such states are topologically protected from external perturbations. Due to this key advantage the helical edge states are very promising candidates for building blocks in quantum spin-sensitive interferometry.

The topological insulators have become a hot topic in the last decade (see Refs. [13,25] and references therein). Particularly, different manifestations of the AB effect in topological insulators were discussed: the dependence of the longitudinal conductance of nanoribbons and nanowires on the magnetic flux piercing their cross-section was studied [16,24]; weak antilocalization was investigated in the disordered topological insulators and oscillations with magnetic flux with the period equal to the half of the flux quantum were predicted [15,20].
The AB effect was also discussed for almost closed loops formed by curved edge states [18]. Experimentally, the AB oscillations were observed in the magnetotransport measurements of transport (both local and nonlocal) in 2D topological insulators based on HgTe quantum wells [26] and were explained by coupling of helical edges to bulk puddles of charged carriers.

The purpose of the current paper is to discuss a standard AB setup (see Fig. 1) focusing on the effect of the magnetic impurities. We consider an interferometer formed by helical-edge states of a 2D topological insulator tunnel-coupled to leads. We assume that upper and lower shoulders of interferometer have, respectively, lengths $L_1$ and $L_2$. We limit ourselves to discussion of layout with a single impurity placed into upper shoulder at the distance $s$ (along the edge) from the left contact. This case captures all essential physics of the problem and can be easily generalized for a more general case of arbitrary number of magnetic centers provided that magnetic disorder is weak and the corresponding localization length is large compared to interferometer circumference $L = L_1 + L_2$.

Such AB interferometer built on the helical edge states was studied theoretically at zero temperature [13, 19, 23]. It is known, however, that the form and shape of the AB oscillations strongly depend on the relation between temperature $T$ and level spacing $\Delta$ connected with the finite size of the system (see a more detailed discussion below). In our case, $\Delta = 2\pi v_F/L$ is controlled by total length $L$ and the Fermi velocity $v_F$. For typical sample parameters, $L = 10 \mu m$, and $v_F = 10^7 \text{cm/s}$, we estimate the level spacing $\Delta \approx 3 \text{K}$. Having in mind not too low temperatures, we focus on the experimentally relevant case,

$$T \gg \Delta, \quad (1)$$

and discuss dependence of the tunneling conductance $G$ of the setup on the external magnetic flux $\Phi$ piercing the area encompassed by edge states. Simple estimates show that the flux quantum, $\Phi_0 = \hbar c/e$, is achieved for rings of the above size in fields $B \sim 5 \text{Oe}$, well below the expected magnitude of the fields destroying the edge states [27, 29]. Therefore, in what follows, we neglect the influence of the magnetic fields on the helical states. We will demonstrate the existence of interference-induced effects, which are robust to the temperature, i.e. survive under the condition (1), and can therefore be obtained for relaxed experimental conditions. Specifically, we find that $G$ is structureless in ballistic case but shows a sharp antiresonances, as a function of $\phi = \Phi/\Phi_0$ in the presence of magnetic impurities. Although similar antiresonances are known to arise in the single-channel rings made of conventional materials, the helical AB interferometer shows essentially different behavior due to specific properties of the edge states. Most importantly, the effect is more universal and robust to details of the setup, in particular, to the relation between $L_1$ and $L_2$. Another difference concerns the periodicity of the function $G(\phi)$, which — for the case of helical edge state interferometer — obeys

$$G(\phi + 1/2) = G(\phi),$$

while for interferometers made of conventional materials, this function is periodic with the period 1.

The resonance behavior of conductance arises due to the interference contribution from trajectories containing multiple returns to the magnetic impurity after ballistic revolutions around the setup in clockwise and counterclockwise directions. Such processes are specific for closed geometry of the system and are absent in the finite helical edge containing backscattering centers (see discussion of transport in latter system in a number of recent publications [30–36]). We notice, however, that bulk puddles of charged particles coupled to infinite helical edge [31–35] (or curved edge states with tunneling coupling between different points [18, 30]) can serve as mini-resonators and the edge transport can probe levels in these resonators. This effect was used for interpretation of experimental results on AB oscillations in nonlocal transport measurements in HgTe quantum well [26]. What we claim here is that for almost closed AB interferometer with very weak tunneling coupling to the leads, the circumference of the interferometer itself can serve as such a resonator and increase or decrease — depending on the value of $\phi$ — effective scattering on the impurity.

Next, in order to compare our results with previously obtained ones, we briefly summarize the properties of the AB interferometers formed by conventional (non-helical) single- or few-channel ballistic channels, which were actively studied in last decades [37–45].

For noninteracting ring, the tunneling conductance of the interferometer,

$$G = N^2 \frac{e^2}{h} T,$$  \quad (2)

is expressed in terms of energy-averaged tunneling transmission coefficient $T = -\int d\epsilon T(\epsilon) \delta f_F(\epsilon)$, where $f_F$ is the Fermi distribution function and $N$ is the number of the conducting channels. The tunneling conductance is...
known to exhibit different types of oscillations. Specifically, $T(\epsilon)$ oscillates as a function of energy of the tunneling electron $\epsilon$, having maxima at positions of quantum levels in the ring $[37–39]$. For low temperatures, $T \ll \Delta$, these oscillations transform into oscillations of $G$ with the Fermi energy, which are strongly affected by the Coulomb blockade in the interacting case [42]. In the opposite high temperature case, $T \gg \Delta$, these oscillations are exponentially suppressed.

Magnetic field applied to the ring leads to AB oscillations—periodic oscillation of $G$ with the dimensionless magnetic flux $\phi$ piercing the area encompassed by quantum channels. The period of the oscillations is given by the flux quantum $\Delta \phi = 1$. The shape and amplitude of the oscillations depend essentially on the strength of the magnetic flux $\phi$ within the interval $0 < \phi < \frac{1}{2}$. For $T \ll \Delta$ and weak tunneling coupling there are two narrow resonances in the dependence $G(\Phi)$ [37–39] within the interval $0 < \phi < 1$. The positions of the resonant peaks depend on the electron Fermi energy $\Delta$ and on the strength of the electron-electron interaction [42]. Remarkably, the interference effects are not entirely suppressed with increasing the temperature, and the resonant peaks depend on the electron Fermi energy [37] and the flux quantum $\phi$ [37–39].

The effect of SO on the performance of the AB interferometer leads to the additional splitting of antiresonances because of existence of two types of excitations (charge and spin excitations) propagating with different velocities [40–42]. Additional physics comes into play in the presence of the spin-orbit (SO) interaction, which results in a phase acquired by the spin part of the electron wave propagating around the ring. This phase is added to AB phase and leads to appearance of fine structure of the antiresonances: each antiresonance splits into a series of narrow peaks, whose widths are governed by dephasing [45–47]. Spin–charge separation in the interacting spinful interferometer leads to the additional splitting of antiresonances.

II. BASIC EQUATIONS

We assume that the helical edge states of two-dimensional topological insulator are tunnel-coupled to metallic nonmagnetic point contacts. We model metallic contacts by single-channel spinful wires, so that electrons are injected into the helical states through so-called tunnel Y junctions. We assume that the electrons in the metallic leads are not polarized. In this paper, we focus on the calculation of the tunneling conductance of the interferometer, whereas interesting effects related to spin-selective properties of the system such as resonance of initial spin polarization will be discussed elsewhere [63]. Since we consider nonmagnetic leads, the different spin projections do not mix at the contacts. Thus, the point contact is described by the time-reversal $S$-matrix:

$$S = \begin{pmatrix} -t & r & 0 & 0 \\ r & t & 0 & 0 \\ 0 & 0 & -t & r \\ 0 & 0 & r & t \end{pmatrix}. \tag{3}$$

This $S$-matrix connects incoming states $(l_i, h_i, l_i', h_i')$ with outgoing states $(l'_i, h'_i, l'_i', h'_i')$ (see Fig. 2). “$l$” stands for the leads, “$h$” stands for the helical edge. This notation corresponds to one in Ref. [64] after obvious re-arrangement of channels. The difference between the Fig. 2(a) and Fig. 2(b) is the opposite propagation of electrons with different spins in the helical edge. The tunneling contact is characterized by two amplitudes $r$ and $t$, obeying $|r|^2 + |t|^2 = 1$. Without a loss of generality, we assume that $t$ and $r$ are real and express them through the parameter $\gamma$,

$$r = \frac{2\sqrt{\gamma}}{1 + \gamma}, \quad t = \frac{1 - \gamma}{1 + \gamma}. \tag{4}$$

which has a physical meaning of tunneling transparency of the contact [45, 47, 63].
FIG. 2: Point contact between the helical ring and the spinful wire.

Let us calculate the phase acquired by the electron wave after a full revolution around the setup shown in Fig. In order to make the physical picture more transparent, we consider first a general case with two chiralities (direction of propagation) and two spins not necessarily aligned with momentum (this case corresponds to a conventional single-channel spinful wire). The acquired phase includes three terms: a dynamical contribution \(kL\) (here \(k\) is the electron wave vector), magnetic phase \(\pm 2\pi \phi\) and the Berry’s phase \(\pm \delta\) \cite{66}, given by one half of the solid angle, subtended by spin direction during circumference of the interferometer. The dynamical contribution depends on \(L\) only and does not change its sign when changing the chirality and spin projection. By contrast, the sign of magnetic phase is insensitive to spin but changes sign with changing the chirality. The Berry’s phase changes sign both with changing the chirality and with changing the spin (see Tab. I). For helical edge only two electron states are present, which are marked by boldface in the Table I.

Analyzing corresponding phases we arrive at a conclusion, which is of key importance for our analysis. Information about the geometrical structure of the edge states, in part, about curvature of the edge and/or non-planar geometry, is encoded in the Berry’s phase, but as we see, it is simply added to the dynamical phase, which implies that amplitude of any process depends on \(kL + \delta\). This, in turn, means that tunneling conductance for a given energy (i.e. before thermal averaging) depends on the Berry’s phase and is, therefore, sensitive to geometry of the setup. However, for \(T \gg \Delta\), the thermal averaging implies integration over \(k\) within a wide interval, \(\delta k \sim T/\hbar v_F \gg 1/L\), around the Fermi wave vector \(k_F\). After changing integration variable, \(k + \delta/L \to k'\), the Berry’s phase drops out with the exponential precision. This should be contrasted to the case of conventional interferometers with weak SO coupling, where the Berry’s phase contributes to the Aharonov-Casher phase and strongly affects both \(T(e)\) and energy-averaged transmission coefficient, \(T\). As a result, the conductance of the ring depends on the Berry phase as was first demonstrated in Ref. \cite{52} for low temperature case, \(T \ll \Delta\), and then generalized for the high temperature regime, \(T \gg \Delta\), in Ref. \cite{52}. Physically, dependence of \(T\) on \(\delta\) in the case of weak SO coupling and \(T \gg \Delta\) arises because the electron wave with a given spin polarization can propagate both clockwise and counterclockwise and the phase shift between such waves with equal winding numbers, \(n_1 = n_2 = n\), is given by \(2(\phi + \delta)n\). Such processes are absent in the interferometer based on helical edge states, and, as a consequence, in the latter case \(T\) is independent of \(\delta\) in the high temperature regime.

### III. TUNNELING CONDUCTANCE

The tunneling conductance of the setup under discussion is given by Eq. \(2\) with \(N = 2\). We have \(G = (2e^2/h)\mathcal{T}\), where, for the case of spin-unpolarized contacts, the transmission coefficient can be represented as an average over incoming spin polarizations

\[
\mathcal{T} = \frac{\mathcal{T}_\uparrow + \mathcal{T}_\downarrow}{2}.
\]

For fully ballistic interferometer, \(\mathcal{T}\) does not contain interference term and hence is flux-independent. Indeed, the right- and left- moving electrons have opposite spin projections at any point, in particular at the point contact where they exit the ring. Consequently, they can not interfere in the tunneling process. Next, we take into account that condition \((1)\) provides that \(\delta k L \gg 1\). Due to this inequality, interference contribution coming from any two trajectories of the same chirality and with different winding numbers \(n\) and \(m\) becomes exponentially small, \(\propto \exp(-\delta k L|n-m|)\), after the thermal averaging. Neglecting such exponentially small terms, we arrive at the conclusion that only trajectories with the same chirality and \(n = m\) contribute. In other words, the transmission coefficient of fully ballistic system is given by purely classical contributions, while all the interference terms are suppressed. Classical contribution from the trajectory with certain chirality and winding number \(n\) to the transmission coefficient is given by \(|r \cdot 2n \cdot r|^2\). The summation over \(n\) yields \(\mathcal{T}_\uparrow = \mathcal{T}_\downarrow = r^2/(1-t^2)\), and the use of \((4)\) leads to

\[
\mathcal{T} = \frac{2\gamma}{1 + \gamma^2}.
\]

Here the case \(\gamma \ll 1\) corresponds to weak tunnel coupling mostly considered in this paper, and fully open setup is described by \(\gamma = 1\).

Let us now demonstrate that the magnetic impurity induces quantum interference corrections to the conductance. We will discuss the case of classical impurity with large magnetic moment \(M\) \((M \gg 1)\). Then, in the first approximation, one can neglect feedback effect related to
correspond to directions. Noted by process. A number of returns to the magnetic impurity interfere. The process (c) corresponds to spin-flip tunneling (a) and (b) with coinciding initial and final polarization can shown by open circles and has amplitude \( \cos \theta \) without a loss of generality, one can put \( \phi = 0 \). For such impurity, with time-independent elements. For such impurity, without a loss of generality, one can put \( \varphi = 0 \). The effects caused by slow random evolution of \( M \) in the external magnetic bath will be briefly discussed in Sec. \[54\].

The resonant behavior of the conductance appears already in the perturbative regime, when impurity is weak and \( \theta \) is sufficiently small. Then, one can only keep the corrections to the conductance up to second order with respect to \( \theta \). Within this approximation one can consider only the ballistic processes and processes with one and two backscattering events. Then, the transmission coefficients for spin \( |\uparrow\rangle \) and \( |\downarrow\rangle \) are given by

\[
T_\alpha = \left( |A_\alpha^{(a)} + A_\alpha^{(b)}|^2 + |A_\alpha^{(c)}|^2 \right) / \langle ... \rangle_\varepsilon,
\]

Here \( \langle \ldots \rangle_\varepsilon \) stands for thermal averaging. Index (a) corresponds to processes without backscattering (see, Fig. 3, and Fig. 4 for such processes with spin \( \uparrow \) and \( \downarrow \), respectively). Index (b) corresponds to the paths with two backscattering events (see, Fig. 3c, for \( \alpha = \uparrow \) and Fig. 3b, for \( \alpha = \downarrow \)). Finally, contributions marked by (c) describes spin-flip processes with a single backscattering act (Fig. 3c and Fig. 4b for different spin polarizations).

As seen from Eq. (8), the processes in which the outgoing spin polarization is parallel to the incoming one [processes (a) and (b)] interfere, while spin-flip processes (c) decouple. Notice that both \( T_\uparrow \) and \( T_\downarrow \) depend on position of impurity. Hence, \( T_\uparrow \neq T_\downarrow \).

One can calculate transmission coefficient by direct summation of amplitudes of processes shown in Figs. 3 and 4 with the subsequent thermal averaging. This calculation is straightforward and is similar to calculation of tunneling conductance of AB interferometer made of conventional materials under the condition \[54\], [55], [56]. We thus relegate it to Appendix \[54\]. The result reads

\[
T = \frac{2\gamma}{1 + \gamma^2} - \frac{16\gamma^3 A_\gamma \theta^2}{1 - \cos(4\pi\phi) + 32\gamma^2 B_\gamma}.
\]

Here we expressed tunneling amplitudes \( r \) and \( t \) in terms of \( \gamma \) [see Eq. (4)] and introduced coefficients

\[
A_\gamma = \frac{1 + 6\gamma^2 + \gamma^4}{(1 + \gamma^2)(1 - \gamma^2)^2}, \quad B_\gamma = \frac{(1 + \gamma^2)^2}{(1 - \gamma^2)^4},
\]

which both depend solely on the tunneling transparency. Equation (9) gives the transmission coefficient for arbitrary tunneling coupling to the leads and weak coupling to magnetic impurity. The latter is taken into account perturbatively. We see that impurity induces dependence of \( T \) on the flux.

Let us consider the limiting cases of Eq. (9). The strong tunneling coupling (almost open ring with \( r \rightarrow 0 \), \( t \rightarrow 0 \)) corresponds to \( \gamma \rightarrow 1 \), see Eq. (10). From Eq. (9) we see that the dependence on magnetic flux in this case is very weak:

\[
T \approx 1 - \delta T - \theta^2 t^4 \cos(4\pi\phi), \quad \text{for} \quad t \rightarrow 0.
\]

FIG. 3: Processes with incoming spin up projection, involving ballistic propagator as well as single and double backscattering processes at the magnetic impurity. Backscattering events with the corresponding amplitude \( i \sin \theta \) are marked by black dots. Forward scattering events by the magnetic impurity are shown by open circles and has amplitude \( \cos \theta \). The processes (a) and (b) with coinciding initial and final polarization can interfere. The process (c) corresponds to spin-flip tunneling process. A number of returns to the magnetic impurity denoted by \( n \). The processes shown in (a) and (b) with equal \( n \) correspond to \( n \) revolutions around the ring in opposite directions.

FIG. 4: The same as in Fig. 3 but with spin down projection.

the dynamics of \( M \) caused by exchange interaction with the ensemble of right- and left-moving electrons (for infinite helical edge this effect was discussed in Ref. [55]).

In this section, we assume that impurity is static and is described by the scattering matrix of general form

\[
\hat{S}_M = \left( \begin{array}{cc} \cos \theta & i \sin \theta e^{i\varphi} \\ i \sin \theta e^{-i\varphi} & \cos \theta \end{array} \right).
\]

with time-independent elements. For such impurity, without a loss of generality, one can put \( \varphi = 0 \). The effects caused by slow random evolution of \( M \) in the external magnetic bath will be briefly discussed in Sec. \[54\].
on the AB phase predicted in Ref. [30] for $T = 0$ and slightly different geometry of the setup.

By contrast, in the opposite case of almost closed ring weakly coupled to the leads, i.e. $\gamma \to 0$, the dependence on the flux is very sharp:

$$T \approx 2\gamma \left[ 1 - \frac{8\gamma^2 \theta^2}{1 - \cos(4\pi \phi) + 32\gamma^2} \right], \quad \text{for} \quad \gamma \to 0.$$  \hspace{1cm} (12)

We see that $T$ shows narrow antiresonances as a function of $\phi$ of width $\sim \gamma$ at $\phi = n$ and $\phi = n + 1/2$. Equation (12) is valid for arbitrary $\phi$ provided that $\theta \ll \gamma \ll 1$. In the vicinity of the resonances, $\delta \phi = \phi - n \ll 1$ or $\delta \phi = \phi - (n + 1/2) \ll 1$, one may obtain non-perturbative in $\theta$ solution which is valid for $\theta \ll 1$ and arbitrary relation between $\gamma$ and $\theta$ (see Appendix):

$$T \approx 2\gamma \left[ 1 - \frac{\theta^2}{4} \frac{\gamma^2}{\gamma^2 + (\pi \delta \phi/2)^2 + (\theta/4)^2} \right]. \hspace{1cm} (13)$$

Thus, the non-perturbative effects lead to an appearance of the additional contribution $\theta^2/16$ in the denominator of the resonant term in (13). Physically, this corresponds to the broadening of the antiresonances because of multiple coherent scattering events.

We thus find that the transmission coefficient and, consequently, the conductance, $G = G(\phi)$, have minima at $\phi = n/2$, and maxima at $\phi = 1/4 + n/2$ with integer $n$. Instead of $G(\phi)$ it is convenient to introduce the following normalized function

$$g(\phi) = G(\phi) - G(0) G(1/4) - G(0), \hspace{1cm} (14)$$

which is plotted in Fig. 5.

![Fig. 5: The sharp antiresonances in the normalized conductance $g(\phi)$, Eq. (14).](image)

We see that transmission coefficients is universal in a sense that it does not depend on details of the setup. Such universality demands for a clear physical explanation. Although the Berry’s phase containing information about structure of the helical edges drops out under condition [1], as we explained above in the end of Sec. [1], one also needs to explain why the conductance is exactly periodic with the period 1/2 and does not depend on the position of the magnetic impurity and relation between $L_1$ and $L_2$. The next section is devoted to clarification of this issue.

IV. PHYSICAL INTERPRETATION: COHERENT ENHANCEMENT OF THE SCATTERING OFF MAGNETIC IMPURITY

In this Section, we demonstrate that the obtained result can be derived by taking into account the coherent enhancement of backward scattering by magnetic impurity at integer and half-integer values of $\phi$, which is accompanied by a decrease of backward scattering (or, equivalently, increase of the forward scattering) at other values of the flux. The effect is fully analogous to coherent enhancement of backscattering caused by weak localization (see Ref. [67] for review). As we will see, this analogy significantly helps to explains universality of the result.

This analogy can be clarified by analyzing Figs. 3 and 4. Trajectories (a) and (b) with equal $n$ contain a loop (marked by red color) where both trajectories start from magnetic impurity and make $n$ full revolutions in the opposite directions, clockwise for the trajectory (a) and counterclockwise for the trajectory (b). This is the typical weak localization loop. The only essential difference as compared to weak localization in disordered diffusive systems is that in the case of helical edges the returns to impurity are ballistic. As illustrated in Figs. 3 and 4, two spin-flip processes with a given winding number but different sequence of backward and forward scattering events can also contain a closed loop (marked by red color) passed in the opposite directions. Two processes where a closed loop is passed in the opposite directions have equal lengths and the same final spins, so that they interfere and the corresponding flux-sensitive interference contribution is not affected by the thermal averaging.

Let us now demonstrate that the quantum correction to the conductance is fully determined by the “weak localization” processes. The simplest way to do this is to use the approach of Ref. [89], where it was shown that the effect of weak localization in 2D electron gas can be fully incorporated into the renormalization of the classical differential cross-section on a single impurity. Hence, one can describe weak localization effect by classical Drude-Boltzmann equation with the differential cross-section renormalized by the quantum correction. The latter is proportional to the so-called Cooperon, which is given by the sum of the maximally crossed diagrams.

Next, we demonstrate that a similar description is applicable to our problem. To this end, we first consider transport in our setup within the classical approximation, which implies that the magnetic impurity is described by
the forward and backward scattering probabilities:

\[ t_f^0 = \cos^2 \theta, \quad t_b^0 = \sin^2 \theta. \quad (15) \]

The classical transmission coefficient can be presented as the sum over contributions from classical trajectories propagating clockwise and counterclockwise and experience collisions with probabilities \([9,15]\). In the perturbative regime, the result reads (see Appendix)

\[ T_{cl} \approx \frac{2\gamma}{1 + \gamma^2} - \frac{2\gamma^2 \theta^2}{(1 + \gamma^2)^2}. \quad (16) \]

This equation does not contain contribution from interfering trajectories and, hence, is flux-independent. One can check that it can be obtained from Eq. (9) for quantum transmission coefficient by averaging over the flux:

\[ T_{cl} = \langle T \rangle_\phi. \quad (17) \]

As a next step, we will show that the difference between quantum and classical results [Eq. (9) and Eq. (16), respectively] can be fully expressed in terms of quantum weak localization corrections to the classical scattering probabilities \(t_f^0\) and \(t_b^0\). The latter describe single scattering processes by magnetic impurity shown in the left panels of Figs. 6(a) and (b), respectively. Let us consider two processes involving multiple scattering by magnetic impurity after some number of ballistic returns. First process is shown in Fig. 6(b) (right panel) and describes the first order quantum correction to \(t_f^0\). The first order correction to the probability of the backward scattering is shown in the right panel of Fig. 6(b). Both processes involve ballistic returns to the magnetic impurity after a number of revolutions around the ring in which the electron wave splits into two parts passing the setup in the opposite directions with equal winding numbers. Summing over winding numbers, we find “ballistic Cooperon”

\[ C = \frac{t_f^0 e^{4i\pi \phi}}{1 - t_f^0 \cos^2 \theta e^{4i\pi \phi}} + \frac{t_b^0 e^{-4i\pi \phi}}{1 - t_b^0 \cos^2 \theta e^{-4i\pi \phi}}, \quad (18) \]

which represents the contribution of the processes shown in Fig 6(c). Notice that

\[ \langle C \rangle_\phi = 0. \quad (19) \]

One can easily calculate contributions from these processes to scattering probabilities

\[ \delta t_f = - \cos^2 \theta \sin^2 \theta \ C, \quad \delta t_b = \cos^2 \theta \sin^2 \theta \ C. \quad (20) \]

As seen, these equations obey probability conservation law:

\[ \delta t_f + \delta t_b = 0. \quad (21) \]

The total scattering probabilities incorporating first order quantum corrections read

\[ t_f = t_f^0 + \delta t_f, \quad t_b = t_b^0 + \delta t_b. \quad (22) \]

\[ t_f = R R R + R R [C] R R \quad (a) \]

\[ t_b = R R L + R R [C] L L \quad (b) \]

\[ [C] = R L + R L L + \cdots + h.c. \quad (c) \]

FIG. 6: Forward (a) and backward (b) single scattering events [left panels of (a) and (b), respectively] and coherent scattering processes [right panels of (a) and (b)] leading to enhancement of scattering probabilities due to ballistic returns to the magnetic impurity. Probabilities of both coherent processes are proportional to the ballistic Cooperon (c) which is given by the sum over closed ballistic loops formed by trajectories propagating in the opposite directions and having different winding numbers. Open circles and black dots describe amplitudes of single forward and backward scattering events, respectively. The contributions of coherent processes [right (a) and (b) panels] coincide by absolute value, while the phase factor \(i\) arising in each backscattering act enters in different way, \(\delta t_f = \cos^2 \theta (\sin \theta)^2 C, \quad \delta t_b = \cos^2 \theta (\sin \theta)(-\sin \theta) C\), which ensures the probability conservation: \(\delta t_f + \delta t_b = 0\).

In the limit of small \(\theta\), from Eqs. (18) and (20) we find

\[ \delta t_b \approx \theta^2 C |_{\theta=0}. \quad (23) \]

Since \(t_b^0 \approx \theta^2\) at small \(\theta\), see Eq. (15), the total factor appearing due to the coherent scattering is given by

\[ \frac{t_b}{t_b^0} \approx 1 + C |_{\theta=0} = \frac{8\gamma(1 + \gamma^2) A_\gamma}{32\gamma^2 B_\gamma + 1 - \cos(4\pi \phi)}, \quad (24) \]

where \(A_\gamma\) is given by Eq. (10). For \(\gamma \ll 1\), this equation becomes

\[ \frac{t_b}{t_b^0} \approx \frac{8\gamma}{32\gamma^2 + 1 - \cos(4\pi \phi)}. \quad (25) \]

Exactly at the resonances, the backscattering probability is enhanced by the factor

\[ \left( \frac{t_b}{t_b^0} \right)_{\text{max}} = \frac{1}{4\gamma} \gg 1, \quad (26) \]

as compared to the classical backward probability. On the other hand, the classical backscattering probability is suppressed beyond the resonance region. The dependence \(t_b(\phi)\) is shown in Fig. 7.

The dependence of the quantum conductance \(T\) on \(\phi\) at \(\theta \to 0\) is obtained by replacing \(\theta^2\) in the classical
contribution to the conductance can be in helical edge. Due to this property the quantum correction is suppressed at other values of the flux.

\[ \theta^2 \rightarrow 0 \text{ if } \theta^2 > 1. \]

Evidently, the relation (17) is fulfilled due to Eq. (19).

Concluding here, we observe that the effective backward scattering is dramatically enhanced in vicinity of integer and half-integer values of the magnetic flux and is suppressed at other values of the flux.

Based on derivation presented above, we can now explain the universal behavior of the conductance. The universality is due to several physical reasons:

- **Multiple returns to magnetic impurity** — the effect responsible for coherent enhancement of magnetic disorder — are only sensitive to the total length of the edge and independent of other details of the interferometer, e.g., to relation between \( L_1 \) and \( L_2 \) and position of the magnetic impurity.

- The exact periodicity of the conductance with the period \( 1/2 \) is a specific property of weak localization (16).

- The Berry’s phase, which encodes information about geometry of the setup drops out from the high-temperature transmission coefficient.

Actually, first two statements in this list are less trivial than it seems at first glance. The key point here is the absence of backscattering by non-magnetic contacts in helical edge. Due to this property the quantum correction to the conductance can be **fully** expressed in terms of weak localization correction. For non-helical interferometers, where backscattering on contacts is inevitable, there are other interference contributions which are not described in terms of weak localization correction and lead to the violation of periodicity with the period \( 1/2 \).

\[ \langle M_\alpha(0)M_\beta(t) \rangle = \frac{M^2}{3} \delta_{\alpha\beta} e^{-\Gamma t}, \quad (27) \]

\[ V. \text{ DEPHASING INDUCED BY DYNAMICS OF MAGNETIC IMPURITY} \]

One of the key problems related to efficiency of any interferometer is the dephasing caused by inelastic processes. Here we briefly discuss one of the possible mechanisms of dephasing. A more detailed analysis will be presented elsewhere.

The dominating mechanism of dephasing in low dimensional systems is usually connected with the electron-electron interaction. For tunneling AB interferometers made of conventional (non-helical) single-channel ballistic wires, the effect of interaction for \( T \gg \Delta \) was studied in Ref. [17] (see also Refs. [17], [38]). It was found that antiresonances in the dependence \( G(\phi) \) split into a series of narrow peaks separated by distance \( \alpha \) with a smooth envelope of the width \( \alpha \sqrt{T/\Delta} \), where \( \alpha \) is the dimensionless interaction constant. Each peak is broadened by dephasing within the width \( \gamma T/\Delta \), which turns out to be interaction-independent and gets suppressed with closing the interferometer \( (\gamma \rightarrow 0) \). The underlying physics is related to interaction of the tunneling electrons with so-called zero-mode fluctuations, i.e. tunneling-induced fluctuations of total numbers of right- and left-moving electrons, \( N_R \) and \( N_L \), respectively.

Similar dephasing would also occur in the case under discussion [71]. There is however, a competing contribution to dephasing caused by inelastic dynamics of impurity \( M \). The latter mechanism can be more effective in an almost closed interferometer of sufficiently large size \( L \). The random behavior of \( M(t) \) can occur due to the exchange interaction with the thermal bath of electrons in the helical edge modes. This mechanism was recently discussed in Refs. [35] for the case of infinite edge, where a general equation for relaxation of averaged moment \( \langle M(t) \rangle \) was derived. Simple estimates show that for a ring-shaped edge of finite length \( L \) weakly coupled to thermalized leads the theory developed in [35] should be essentially modified. Most importantly, zero mode fluctuations come into play and dramatically change the dephasing action in close analogy with the effect of the electron-electron interaction [43]. This would lead to a non-trivial dynamics of \( M(t) \).

Here, we confine ourselves to the analysis of much simpler mechanism, namely, we assume that a slow random dynamics of \( M(t) \) is caused by the interaction with external magnetic bath, in particular, with thermal bath of bulk magnetic impurities. We also assume that this bath is isotropic, so that the correlation function describing the magnetic moment relaxation is given by

\[ \langle M_\alpha(0)M_\beta(t) \rangle = \frac{M^2}{3} \delta_{\alpha\beta} e^{-\Gamma t}, \]
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where $\Gamma$ is the isotropic relaxation rate.

The dephasing rate caused by relaxation can be calculated as follows. We assume that the electron spin at the position of the magnetic impurity is directed along the $\hat{z}$ axis, and the components of the classical vector $\mathbf{M}$ are given by: $M_z = M \cos \chi, M_x = M \sin \chi \cos \varphi - M \sin \chi \sin \varphi$. A slow evolution of $\mathbf{M}(t)$ is encoded in the time dependence of angles $\chi = \chi(t)$ and $\varphi = \varphi(t)$. For fixed values of $\chi$ and $\varphi$ the dephasing rate is given by Eq. (7) with $g = gM \sin \chi$, where $g \ll 1$ is the exchange coupling constant. Let us discuss the simplest situation, when the scattering on magnetic impurity is considered in the lowest order with respect to $\theta$, whereas $\chi$ is arbitrary. The correction to the backscattering for static impurity is given in this case by Eq. (23). In order to take into account the slow dynamics of $\mathbf{M}$ this equation should be modified as follows:

$$\delta t_b = 2 \text{Re} \sum_{n=0}^{\infty} (t_n^4 e^{4i\pi \phi})^{n+1} \left\langle \theta(0) \theta(t_n) e^{i(\varphi(0) - \varphi(t_n))} \right\rangle,$$

where $t_n = 2\pi n / \Delta$. Next, we notice that

$$\left\langle \theta(0) \theta(t_n) e^{i(\varphi(0) - \varphi(t_n))} \right\rangle = e^{g^2(M_x(0)M_x(t_n))} \text{with } M_x = M_x \pm i M_y \text{ and use Eq. (27). For } \Gamma \ll \Delta \text{ and } \gamma \ll 1, \text{ we find that Eq. (29) becomes:}$$

$$T \approx 2\gamma - \frac{16\gamma^3(\theta^2)}{1 - \cos(4\pi \phi) + 32(\gamma + \gamma \varphi)^2}, \text{ (30)}$$

is the dimensionless dephasing rate and $\langle \theta^2 \rangle = g^2 M^2 (\sin^2 \chi) = 2g^2 M^2 / 3$. The dephasing given by Eq. (30) should dominate over interaction-induced one provided that relaxation rate $\Gamma$ is large as compared to interaction-induced splitting of antiresonances: $\Gamma \gg a\sqrt{T\Delta}$.

VI. CONCLUSIONS

We studied the transport through the tunneling Aharonov-Bohm interferometer formed by helical edge states in the presence of a magnetic impurity. We demonstrated that at relatively high temperatures, $T \gg \Delta$ (which, for typical values of parameters, corresponds to temperatures higher than several kelvins), the tunneling conductance of the interferometer shows sharp antiresonances. The antiresonances are separated by distance $\Delta \phi = \pi / 2$, which means that the tunneling conductance is periodic function of the magnetic flux with the period given by half of the flux quantum. They are universal in a sense that their shape and position are not sensitive to geometry of the setup and to the position of the magnetic impurity. We interpret this universal resonant behavior as a coherent enhancement of backward scattering off magnetic impurity at integer and half-integer values of flux, which is accompanied by suppression of the effective scattering at other values of flux. Both enhancement and suppression are due to the interference of processes involving multiple returns (clockwise and counterclockwise) to magnetic impurity after revolutions around interferometer circumference — the phenomenon similar to weak-localization-induced enhancement of backscattering.

A very sharp dependence of the conductance is very promising in view of possible applications in the area of extremely sensitive detectors of magnetic fields. Most importantly, the predicted dependence of the effective scattering probability on the magnetic flux allows for flux-tunable control of the magnetic disorder.
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Appendix: Technical details of calculations

a. Classical conductance

The classical conductance of the interferometer with a magnetic impurity can be presented as a following sum:

$$T_{cl} = \frac{r^4}{2} \sum_{n=0}^{\infty} \left[ J_1^{(n)} + J_2^{(n)} \right]. \text{ (A.1)}$$

Here $J_1^{(n)}$ ($J_2^{(n)}$) is the classical current, corresponding to particle which exit the interferometer through the right (left) contact moving clockwise (counterclockwise) after passing this contact $n$ times without scattering to the lead. Having in mind that the impurity is placed in the upper shoulder of the interferometer (see Fig. 1), one can easily find the following set of the recurrent equations for classical currents $J_{1,2}^{(n)}$:

$$J_r^{(n+1)} = \left( t^4 \cos^2 \theta \ t^2 \sin^2 \theta \ t^4 \cos^2 \theta \right) J_r^{(n)}, \text{ (A.2)}$$

with $J_r^{(0)} = \left( J_1^{(0)}, J_2^{(0)} \right)$ and $J_r^{(0)} = (\cos^2 \theta, 1 + t^2 \sin^2 \theta)$. Solving these equations, expressing $r$ and $t$ via $\gamma$ [see Eq. (4)], we find

$$T_{cl} = 2\gamma - \frac{4\gamma + (4\gamma^2 - 4\gamma + 1) \sin^2 \theta}{4\gamma(1 + \gamma^2) + (1 - \gamma)^4 \sin^2 \theta}. \text{ (A.3)}$$

Expanding the result up to the second order with respect to $\theta$, we arrive at Eq. (15) of the main text.
Next, we calculate quantum conductance in two different cases: the very weak magnetic impurity when calculations can be done perturbatively with respect to $\theta$ and the case when the magnetic impurity is relatively strong.

**b. Perturbative quantum analysis**

Here, we calculate sum of the amplitudes corresponding to the processes shown in Figs. 3 and 4. The energy dependence appears in the transmission amplitudes via the factor $\exp[i(kL + \delta)]$. Due to the condition $T \gg \Delta$, this exponent rapidly oscillates when energy changes within the temperature window around the Fermi energy. To the exponential precision, one can thus replace the energy averaging over the phase $\varphi = kL + \delta$ within the interval $0 < \varphi < 2\pi$. Already on this stage the Berry’s phase drops out. Next one can replace $\exp(i\varphi) = z$ and reduce the averaging over $\varphi$ to the calculation of contour integral over $z$. In all considered cases the integrand in appearing integrals has a simple pole structure and can be easily evaluated.

We start with deriving some auxiliary equations which allow one to perform thermal averaging. For any $a$ such that $|a| < 1$ and any analytical function $F(z)$, we have

$$\left\langle\frac{F(e^{i\varphi})}{1 - ae^{-i\varphi}}\right\rangle_\varphi = F(a), \quad (A.4)$$

Using this equation, we find for any $b$ ($|b| < 1$) and $c$ ($|c| < 1$):

$$\left\langle\frac{e^{in\varphi}}{(1 - ae^{-i\varphi})(1 - be^{i\varphi})(1 - ce^{i\varphi})}\right\rangle_\varphi = \frac{1}{(1 - ba)(1 - ca)}, \quad (A.5)$$

and

$$\left\langle\left|\frac{1}{1 - ae^{-i\varphi}}\right|^2\frac{1}{1 - be^{-i\varphi}}\right\rangle_\varphi = \frac{1 - |a|^2|b|^2}{(1 - |a|^2)(1 - |b|^2)(1 - b^*a^*)}. \quad (A.6)$$

The summation of amplitudes of different interference processes can be obtained perturbatively in $\theta$ provided that $\theta \ll \max(\gamma, 1)$. The tunneling amplitudes of trajectories shown in Figs. 3b, 4 are given, respectively, by the following equations:

$$A_{(1)}^{(a)} = \frac{r^2 \cos \theta e^{i\varphi_L/L}}{1 - t^2 \cos \theta e^{i\varphi_L}}, \quad (A.7)$$

$$A_{(1)}^{(b)} = \frac{r^2 t^4 (i \sin \theta) e^{i(\varphi_L + \varphi_{L+L})/L}}{[1 - t^2 \cos \theta e^{i\varphi_L}]^2[1 - t^2 \cos \theta e^{i\varphi_{L+L}}]} \quad (A.8)$$

$$A_{(1)}^{(c)} = \frac{r^2 t^4 (i \sin \theta) e^{i(\varphi_L + \varphi_{L+L})/L}}{[1 - t^2 \cos \theta e^{i\varphi_L}]^2[1 - t^2 \cos \theta e^{i\varphi_{L+L}}]}, \quad (A.9)$$

where $s$ is the distance from the left contact to the impurity position.

The processes with opposite incoming spin are shown in Fig. 4. The analytical expressions for corresponding amplitudes read

$$A_{(1)}^{(a)} = \frac{r^2 e^{i\varphi_{L-L}}}{1 - t^2 \cos \theta e^{i\varphi_{L-L}}},$$

$$A_{(1)}^{(b)} = \frac{r^2 t^4 (i \sin \theta) e^{i(\varphi_L + \varphi_{L+L})/L}}{[1 - t^2 \cos \theta e^{i\varphi_L}]^2[1 - t^2 \cos \theta e^{i\varphi_{L+L}}]}, \quad (A.10)$$

Substituting Eqs. (A.7), (A.9), and (A.10) into Eqs. (8), performing energy averaging with the use of Eqs. (A.4), (A.5), and (A.6), expanding results over $\theta$ up to the second order and using Eq. (5), we find after some algebra Eq. (9) of the main text.

**c. Non-perturbative quantum analysis**

For weak tunneling coupling, $\gamma \ll 1$, one can derive non-perturbative in $\theta$ equation for transmission coefficient, which is valid for arbitrary relation between $\theta$ and $\gamma$ (but it is still assumed that $\theta \ll 1$). To this end, one can use an approach developed in [46 62] for conventional (non-helical) interferometers. For simplicity, we only consider the case of the interferometer with equal shoulders: $L_1 = L_2$.

The electron tunneling transmission amplitude is a matrix $\mathbf{T} = \mathbf{t}(\epsilon)$ in a spin space with elements $t_{\alpha\beta} = \langle \alpha | t | \beta \rangle$. The transmission coefficient is expressed in terms of this amplitude as follows:

$$\mathbf{T} = \frac{1}{2} \text{Tr} \hat{\mathbf{t}} \hat{\mathbf{t}}^\dagger. \quad (A.11)$$

The tunneling trajectory with $n$ full revolutions around the setup has a length $L_n = L(n+1/2)$. The transmission amplitude can be expressed as a sum over $n$:

$$\hat{\mathbf{t}}(\epsilon) = \sum_{n=0}^{\infty} \hat{\beta}_n e^{i k L_n}. \quad (A.12)$$
The quantity $\hat{\beta}_n$ consists of two contributions: trajectories ending at the bottom semicircle, $\hat{\beta}^-_n$, and at the top semicircle, $\hat{\beta}^+_n$. The vector constructed out of these two contributions,

$$\vec{\beta}_n = \left( \begin{array}{c} \hat{\beta}^+_n \\ \hat{\beta}^-_n \end{array} \right),$$

obeys a recurrence relation

$$\vec{\beta}_{n+1} = \hat{A} \vec{\beta}_n,$$

where $\hat{A}$ is certain $n$-independent matrix. Then, $\vec{\beta}_n$ is given by $\vec{\beta}_0 = e^{iA} \vec{\beta}_0$, where

$$e = \left( \begin{array}{c} 1 \\ 1 \end{array} \right).$$

The transmission coefficient,

$$\mathcal{T}(\epsilon) = \frac{1}{2} \text{Tr} \sum_{n,m=0}^{\infty} \hat{\beta}^-_n \hat{\beta}^+_m e^{ik(L_n - L_m)},$$

after energy averaging under condition $T \gg \Delta$ has only nonzero terms with $n = m$ and is expressed in terms of matrix $A$ as follows

$$\mathcal{T} = \frac{1}{2} \text{Tr} \left( e^{iA} \right) = \frac{1}{2} \text{Tr} \left( e^{iA} \vec{\beta}_0 \right)^2.$$  

Calculation of the sum (see technical details in Refs. [46, 62]) yields a matrix $\hat{B} = (1 - \hat{A}^+)^{-1}$ acting in the space of doubled dimension. Hence, the problem is reduced to a straightforward (albeit cumbersome) calculation of matrix elements of $\hat{B}$.

Because of the helical nature of the edge state the matrix $\hat{A}$ is simplified since we assume that counterclockwise electron propagation mode with the spin up as well as clockwise mode with spin down are absent:

$$\hat{A} = \begin{pmatrix} 0 & -e^{2i\pi \phi} \sin \theta & 0 & 0 \\ -e^{2i\pi \phi} \cos \theta & 0 & 0 & 0 \\ 0 & e^{2i\pi \phi} \sin \theta & -e^{2i\pi \phi} \cos \theta & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \quad \text{(A.17)}$$

The initial amplitudes read

$$\hat{\beta}^+_0 = \begin{pmatrix} 0 \\ -e^{i\pi \phi} (1 - t^2) \\ -e^{2i\pi \phi} (1 - t^2) \sin \theta \\ 0 \end{pmatrix},$$

$$\hat{\beta}^-_0 = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}. \quad \text{(A.18)}$$

Using these formula, one can represent the transmission coefficient as a ratio of two rather cumbersome functions of $\theta$, $\gamma$, and $\delta\phi$. In the limit $\theta, \gamma, \delta\phi \ll 1$, one can expand both functions over $\theta, \gamma$, and $\delta\phi$ up to the terms of second order. Doing so, we arrive at Eq. (13) of the main text. One can show that this equation is also valid for $L_1 \neq L_2$.
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[70] See Appendix in A.P. Dmitriev, I.V. Gornyi, V.Yu. Kachorovskii, and D.G. Polyakov, arXiv:0911.0911.
[71] An important modification of results of Ref. [45] in the case of helical ring coupled to magnetic impurity is related to the fact that $N_R$ and $N_L$ are non conserved even in the fully closed setup ($\gamma = 0$) because of the impurity-induced backscattering.