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Abstract

Nowadays, the shipbuilding industry is facing a radical change towards solutions with a smaller environmental impact. This can be achieved with low emissions engines, optimized shape designs with lower wave resistance and noise generation, and by reducing the metal raw materials used during the manufacturing. This work focuses on the last aspect by presenting a complete structural optimization pipeline for modern passenger ship hulls which exploits advanced model order reduction techniques to reduce the dimensionality of both input parameters and outputs of interest. We introduce a novel approach which incorporates parameter space reduction through active subspaces into the proper orthogonal decomposition with interpolation method. This is done in a multi-fidelity setting. We test the whole framework on a simplified model of a midship section and on the full model of a passenger ship, controlled by 20 and 16 parameters, respectively. We present a comprehensive error analysis and show the capabilities and usefulness of the methods especially during the preliminary design phase, finding new unconsidered designs while handling high dimensional parameterizations.
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1 Introduction

When considering optimization of complex systems in an industrial context we must rely on surrogate models in order to alleviate the computational cost of this kind of many-query problems [15, 4]. Scientific machine learning [2] is widely used in applied mathematics and in engineering applications [26, 11, 10] such as inverse problems, optimization, and prediction of the behaviour of parametrized systems, to cite a few. In this work we are considering structural reduced order models (ROMs) of passenger ship hulls in order to speed up the optimization process. Structural analysis of complex systems through reduced order modeling is not limited to naval engineering. Recently a component-based data-driven approach has been proposed to assess the structural integrity of aircraft components [31, 32] in the context of modern digital twins incorporating not only data but also physical models, also referred to as hybrid twins [13]. For multidisciplinary analysis and optimization involving reduction in both input and output spaces we cite [7, 6], while for a specific naval engineering application we suggest [34].

In this work we propose an optimization framework, to be used in the preliminary design phase, involving many reduced order models to assess the structural behaviour of modern passenger ship hulls under different parametric configurations and loading conditions. Many studies have been conducted to assess the structural behaviour of passenger ship hulls [28, 60, 53, 43]. In [50] they compare different surrogate models to improve the design process of complex thin-walled ship structures, without using any proper orthogonal decomposition (POD)-based model order reduction. For structural behaviour and optimization of passenger ships we cite [52], and [51] where they used efficient finite element modelling, evolutionary optimization algorithm and indirect constraint relaxation. We used a similar idea for the stability constraints, where local stress peaks are allowed to exceed the rule-based strength limits.

A recent approach to accelerate PDE-constrained optimization was proposed in [33], where an adaptive method comprising both full order model evaluations and artificial neural networks surrogate models was used in the context of oil recovery. The main idea introduced was to use local approximations of the objective functional instead of a global surrogate model. Another adaptive numerical method involving ROMs and nonlinear trust-region based on a residual error indicator able to keep the optimization trajectory consistent with the ROMs accuracy was presented in [69].

The novelty of this work is the incorporation into the proper orthogonal decomposition framework of parameter space reduction [65] by constructing a multi-fidelity surrogate model [55, 47], without the need of running simplified simulations. This is done by exploiting the presence of an active subspace [16] of the parameter to reduced state variables map. This represents a new data-driven non-intrusive ROM, more accurate with respect to a more classical interpolation method such as Gaussian process regression (GPR) [67]. We called this new method POD-NARGPAS since it comprises POD with interpolation, nonlinear autoregressive Gaussian processes, and active subspaces. We also introduce a structural optimization numerical pipeline for large scale industrial applications, exploiting the newly proposed ROM. We use a Bayesian approach to perform discrete mono-objective structural optimization. We incorporate stability constraints in a weak form by accounting for the added mass needed to stabilize the affected elements. The optimization pipeline, thanks to its modularity, allows for different target functions to minimize, from the total mass of the hull, to the manufacturing cost of the structure. Moreover, it has the potential of being used in many other engineering fields for surrogate-based optimization tasks [22, 35], especially the ones involving costly numerical simulations.

In naval engineering multi-fidelity methods have been used in the context of surrogate-based design optimization for super-cavitating hydrofoils [8], marine propellers design [25], and the optimization of a NACA hydrofoil with an adaptive sampling method using stochastic radial basis functions [40], for example.
This work is organized as follows: in section 2 we present the entire pipeline; in section 3 and section 4 we describe the full order model and the reduced order ones, respectively. We introduce parameter space reduction with active subspace, proper orthogonal decomposition with interpolation, and how to combine them in a multi-fidelity autoregressive scheme. In section 5 we briefly summarize the Bayesian optimization scheme we used for the numerical results reported in section 6, where we tested the framework on a midship section of a simplified hull and on a real complete hull. Finally in section 7 we draw the conclusions and some future research lines.

2 Structural optimization pipeline

In this work we use the Nested Analysis and Design (NAND) \([1, 3]\) approach. We consider the problem:

\[
\min_{\mu \in P} \quad f(s, \mu), \quad \text{s.t.} \quad R(s, \mu) = 0, \tag{1}
\]

where \(s\) represents the state vector, and \(R(s, \mu)\) a general high-dimensional discretized parametric partial differential equation (PDE), which we are going to characterize in section 3. Following the NAND approach, where \(s\) is considered an implicit function of \(\mu\), we can rewrite the optimization problem as

\[
\min_{\mu \in P} \quad f(s(\mu), \mu). \tag{2}
\]

So for every queried parameter point \(\mu\), we solve the PDE and evaluate the function to minimize. For a fast and accurate solution of the PDE we use reduced order models described in section 4.

The complete structural mono-objective optimization workflow is depicted in Figure 1, in which for every building block we emphasize the software used.

We start from the construction of the parametrized structural model with MSC Patran, and we construct a database of full order solutions with MSC Nastran corresponding to a given set of parameters for every loading condition. With this database we construct different reduced order models depending on the quantity of interest we want to approximate. We use POD with interpolation (PODI) \([3, 13]\) for the stress tensor field approximation, and GPR \([6, 7]\) for the approximation of scalar functions. Moreover we exploit active subspaces \([1, 6]\) (AS) for the reduction of the parameter space dimension to build low-fidelity models and improve the PODI prediction capabilities in a multi-fidelity setting \([4, 7]\) called nonlinear autoregressive multi-fidelity Gaussian process regression with active subspaces (NARGPAS) \([55]\). These parameter and model reduction methods are combined for a computational efficient and reliable evaluation of the constraints regarding the stability of the whole hull: we check how many elements are yielded, and how many elements are subjected to buckling phenomena. We remark that we allow local stress peaks to exceed the classification society rule limits, since we automatically incorporate within the function to optimize the necessary interventions at the shipyard to stabilise such elements. This is particularly important since the proposed pipeline is going to be used in the preliminary design phase. The optimization is done with a Bayesian approach. The approximated optimum is then validated with the full order model and the snapshots database enriched accordingly.

We are going to present all the numerical methods employed and finally the application of the whole pipeline to an actual passenger ship hull depicted in Figure 2 and built by Fincantieri S.p.A..

3 Full order model

In this section we describe the PDE we need to solve and the high-fidelity solver used to create the solutions database.

The equations governing the linear elastic isotropic problem are the equilibrium equation, the linearised small-displacement strain-displacement relationship, and the Hooke’s law, respectively:

\[
\begin{align*}
-\nabla \cdot \sigma &= h, \\
\varepsilon &= \frac{1}{2}[\nabla u + \nabla u^T], \\
\sigma &= C(E, \nu) : \varepsilon,
\end{align*}
\tag{3}
\]
where $\sigma$ is the Cauchy stress tensor, $h$ is the body force, $\epsilon$ is the infinitesimal strain tensor, $u$ is the displacement vector, and $C$ is the fourth-order stiffness tensor depending on $E$, the Young modulus, and on $\nu$, the Poisson’s ratio.
von Mises criterion and the buckling usage factors, used for the constraint’s evaluation.

4 Reduced order models

In this section we describe the new proposed non-intrusive data-driven ROM exploiting the low-intrinsic dimensionality of the parameters to reduced snapshots map. In this work the parameters vector $\mu \in \mathcal{P}$ represents the thickness of some selected macro areas of steel plates. In order to speed up the optimization procedure we construct a reduced order model for all the stress tensor components, and from them we compute the derived quantities which describe the constraints and the functions to optimize.

4.1 Sampling strategy

Since the steel plates can have only a finite set of possible thickness, the input parameter space is discrete. In order to cover the domain in a uniform unbiased way, we generate many random uniform sampling $\mathcal{P}_i := \{\mu_i^j\}_{j=1}^M$ composed by $M$ samples each. We compute the minimum pairwise distance $d$ associated to each $\mathcal{P}_i$ and we retain the samples with maximum $d$. Let us call $\mathcal{P}$ the chosen samples set $\mathcal{P} := \{\mu_j\}_{j=1}^M$. This sampling plan allows to achieve univariate uniform distribution without manipulation of a Latin hypercube, while maximizing a space-filling metric akin to the maximin Latin hypercube design technique from [29]. More sophisticated sampling schemes for discrete coordinates can be found in [68].

4.2 Proper orthogonal decomposition with interpolation

Non-intrusive data-driven POD-based reduced order models are reviewed in [64] with different applications. Here we briefly present POD with interpolation.

For every $\mu \in \mathcal{P}$ we solve the associated high-fidelity parametric problem defined above, and we store the solution snapshots $s_j := s(\mu_j) \in \mathbb{R}^n$, with $j \in [1, \ldots, M]$, in matrix form as follows:

$$S = \begin{bmatrix} s_1 & s_2 & \cdots & s_M \end{bmatrix}.$$  (4)

We assume the state variables can be approximated as a linear combination of a few global basis functions, also called modes, that is

$$s_i = \sum_{k=1}^M \varphi_k c_i^k \approx \sum_{k=1}^r \varphi_k c_i^k, \quad \forall i \in [1, \ldots, M], \quad r \ll M,$$  (5)

for some modes $\varphi_k \in \mathbb{R}^n$ and for some modal coefficients $c_i^k \in \mathbb{R}$. Equivalently in matrix form we have $S \approx \Phi C$, with $S \in \mathbb{R}^{n \times M}$, $\Phi \in \mathbb{R}^{n \times r}$, and $C \in \mathbb{R}^{r \times M}$. To compute such modes we use the proper orthogonal decomposition technique. We decompose the matrix $S$ with the truncated singular value decomposition:

$$S = U \Sigma V^\ast \approx U_r \Sigma_r V_r^\ast, \quad r \ll M,$$  (6)

where $^\ast$ denotes the conjugate transpose and the subscript $r$ indicates the first $r$ columns. The columns of $U$ span the optimal low-dimensional subspace in the least square sense and are also called POD modes. We have $\Phi := U_r$. To compute the modal coefficients $C$, also called reduced state variables, we project the data onto the POD subspace: $C = \Phi^T S$.

With the matrices $\Phi$ and $C$ we are able to reconstruct the initial database of solutions in a reduced way, but we are not able to predict the state vector corresponding to a new parameter $\mu^\ast$. In order to do so, we need to compute the parameters to reduced states map and then use the global basis to predict the entire stress field. We construct a function $g : \mathcal{P} \rightarrow \mathbb{R}^r$ which approximates the map $\mu \in \mathcal{P} \rightarrow c \in \mathbb{R}^r$, given the initial set of $M$ input-output pairs $\{\mu_j, c_j\}_{j=1}^M$, where $c_j = \Phi^T s(\mu_j)$. The regression model $g$ is used to predict the state $s^\ast = s(\mu^\ast)$ by computing

$$s^\ast = \Phi g(\mu^\ast).$$  (7)
This method is called POD with interpolation due to this regression function acting on the latent variables. Common choices for the interpolatory map are radial basis functions [12], Gaussian process [27] [41], cubic splines [30] [24], or artificial neural networks [48] [58]. We are going to show how to compute an efficient approximation of such a map by exploiting only the directions of maximal variations in a multi-fidelity setting, without the need to perform additional simulations.

4.3 Parameter space reduction through active subspaces

Active subspaces [10] is a gradient-based technique for parameter space reduction [65]. Let \( f : \mathbb{R}^M \to \mathbb{R} \) be a scalar function of interest. Through the eigendecomposition of the uncentered covariance matrix of the gradients, also denoted as the second moment matrix of \( \nabla f \), we can identify the direction of maximal variation of \( f \) along the parameter space. Let \( Q \) be such matrix:

\[
Q := E_\rho [\nabla_\mu f \nabla_\mu f^T] = \int (\nabla_\mu f)(\nabla_\mu f)^T \rho \, d\mathcal{L},
\]

where \( E_\rho \) stands for the expected values with respect to the probability density function \( \rho \), and \( d\mathcal{L} \) is the Lebesgue measure. The function \( \rho \) characterizes the distribution of the input parameters. \( Q \) is symmetric positive definite and can be decomposed as \( Q = W \Lambda W^T \). Analogously to what we have done for the POD, we retain the first \( r' \ll M \) eigenvectors, \( W_{r'} \), and we use them to project the data onto the so-called active subspace, that is \( \eta := W_{r'}^\top \mu \in \mathbb{R}^{r'} \). The truncation rank \( r' \) can be selected a priori or through the spectral decay of the matrix \( Q \). With this projection we are essentially discarding the directions of the parameter space along which \( f \) is constant or almost constant. Finally we can construct a ridge approximation \( g' \) of the function of interest, that is

\[
f(\mu) \approx g'(W_{r'}^\top \mu) = g'(\eta),
\]

which lives on a low-dimensional space [69]. Usually a Gaussian process is used to construct such response surface. In the next section we are going to show how to exploit \( g' \) to build a low-fidelity model and increase the accuracy of the reduced state predictions.

AS has been successfully used to approximate the POD modal coefficients under some assumptions on the size of the dataset [20]. When in presence of different fidelity models for \( f \) a multi-fidelity model for the computation of the AS can be used [37]. Other applications in naval engineering can be found in [60] [62], while for coupling of AS with model order reduction methods see [61] [65].

4.4 Nonlinear autoregressive multi-fidelity GP

The nonlinear autoregressive multi-fidelity Gaussian process regression (NARGP) scheme was proposed in [47]. Let us consider the input/output pairs corresponding to \( p \) levels of increasing fidelity, that is

\[
S_q = \{ x_q^i, y_q^i \}_{i=1}^{N_q} \subset \mathcal{X} \times \mathcal{R} \subset \mathbb{R}^M \times \mathbb{R}, \quad \text{for } q \in \{1, \ldots, p\},
\]

where \( y_q^i = f_q(x_q^i) \), and \( q = 1 \) stands for the lowest fidelity. Let \( \pi : \mathbb{R}^M \times \mathbb{R} \to \mathbb{R}^M \) be the map projecting the data onto the first \( m \) coordinates corresponding to the input parameters. We assume the following hierarchical structure:

\[
\pi(S_p) \subset \pi(S_{p-1}) \subset \cdots \subset \pi(S_1),
\]

so that we only need a small number of high-fidelity data with respect to the low-fidelity ones. The hierarchy is due to the autoregressive nature of the method. The key step is to assign to each fidelity model \( f_q \) a Gaussian process defined by the mean field \( m_q \), and by the kernel \( k_q \), as follows:

\[
y_q(x) - \epsilon \sim \mathcal{GP}(f_q(x) | m_q(x), k_q(x)) \quad \forall q \in \{1, \ldots, p\},
\]

where \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) is a noise term and

\[
x := \begin{cases} (x, f_{q-1}(x)) & \in \mathbb{R}^d \times \mathbb{R}, \quad q > 1 \\ x & \in \mathbb{R}^d, \quad q = 1. \end{cases}
\]

The idea is to build a low-fidelity model exploiting parameter space reduction through active subspaces. We are going to consider only two fidelity levels, where the lowest one is built without
the need of new simulations coming from simplified models, but instead is a constant extension along the inactive subspace of the regression built along the active subspace. We call this approach NARGPAS. We use the high-fidelity data as training set, following the algorithm presented in [55], with the following multi-fidelity model:

\[ g_{MF} = ((f_H|\mathbf{x}_i^H, y_i^H), (f_L|\mathbf{x}_i^L)) \sim (\mathcal{GP}(f_H|\mu_H, \sigma_H), \mathcal{GP}(f_L|\mu_L, \sigma_L)), \]

where the \( H \) and \( L \) denote the high and low-fidelity, respectively. The scalar quantity of interest we are going to model are the reduced state variables. The low-fidelity is built by extending on the whole parameter space a one-dimensional response surface constructed over the AS corresponding to each POD coefficient, thus the name POD-NARGPAS. As we are going to show in the section devoted to the numerical results, the new proposed data-driven approach outperforms the more classical single-fidelity, without the need of any additional simulation. We remark that POD-GPR, for naval engineering problems, has proven better than RBF and linear interpolation in [41].

For the computation of the active subspace we used ATHENA[19]. For the construction of the reduced order models we used EZyRB[19].

5 Bayesian optimization

To minimize the model functions of interest we use Bayesian optimization [45, 59, 23], which we are going to briefly present in this section. It is a class of machine-learning-based derivative-free global optimization methods. One of the main assumptions is that we do not have any information about the structure of the function to optimize, so it is intended as a black-box. Bayesian optimization was first introduced in [36, 71, 40], and successively made popular in [30] in the context of efficient global optimization.

Mathematically, we are considering the problem of finding a global minimizer of an unknown function \( f : \Omega \subset \mathbb{R}^M \rightarrow \mathbb{R} \), that is

\[ x_{opt} = \arg\min_{x \in \Omega} f(x), \]  

(15)

where \( \Omega \subset \mathbb{R}^M \) is the design space of interest, which in our case is the parameter space \( \mathcal{P} \). More general settings can include design spaces with less regularity due to the presence of possible non-linear constraints. Here we consider a sequential search algorithm which selects the next location where to query \( f \). The Bayesian posterior represents the best current knowledge of the function to optimize, so it is intended as a black-box. Bayesian optimization leverages the uncertainty of the posterior to guide the exploration of the design space. In Algorithm 1 we sketch a pseudo-code to highlight the main steps of the whole process. For the actual implementation we used the one provided by Emukit [42].

As acquisition function we adopt the expected improvement (EI), which is one of the most commonly used. Let

\[ f_n^*(x) := \min_{i \leq n} f(x_i), \]  

(16)

be the value of the smallest observed values. We want to perform a new evaluation, say \( y = f(x) \), which has the highest expected improvement defined as:

\[ \alpha(x) := \mathbb{E}_n(x) := \mathbb{E}_n [(f_n^*(x) - f(x))_+]. \]  

(17)

With \( \mathbb{E}_n \) we denote the expectation taken under the posterior distribution given the first \( n \) evaluations, that is \( \mathbb{E}_n[\cdot] = \mathbb{E}_n[\cdot|x_1, \ldots, x_n, y_1, \ldots, y_n] \), while with \( (\cdot)_+ = \max(\cdot, 0) \) we denote the positive part. This acquisition function can be computed in closed form [30]. The actual next point \( x_{n+1} \) to evaluate is then given by

\[ x_{n+1} = \arg\max_x \mathbb{E}_n(x). \]  

(18)

To find it we exploit the simpler structure of \( \alpha \) with respect to the target function \( f \), which allows for inexpensive evaluations and also easy computation of first and second derivatives.

In Figure 4 we show 2 iterations of a Bayesian optimization procedure for a test function, highlighting both the prediction and the value of the acquisition function. We notice that the

---

1Available at [https://github.com/mathLab/ATHENA](https://github.com/mathLab/ATHENA)

2Available at [https://github.com/mathLab/EZYRB](https://github.com/mathLab/EZYRB)
Algorithm 1 Bayesian optimization pseudo-code.

**Input:**
- model function $f$ to minimize
- acquisition function $\alpha$
- initial number of evaluation points $n_0$
- maximum number of iterations $N$

**Output:**
- smallest value for $f(x)$

1: Compute the Gaussian process prior on $f$.
2: Evaluate $f$ at the initial $n_0$ points.
3: Set $n = n_0$.
4: while $n \leq N$ do
5: Update the posterior probability distribution on $f$ with all the available evaluations.
6: Using the current posterior distribution find $x_n = \arg\max_x \alpha(x)$.
7: Evaluate $y_n = f(x_n)$.
8: Increment $n$: $n = n + 1$.
9: end while
10: return either the point with the smallest $f(x)$, or the one with the smallest posterior mean.

acquisition is high where the model predicts a low objective (so-called exploitation) and where the prediction uncertainty is high (so-called exploration). Note that the area on the far left remains unsampled, as while it has high uncertainty, it is predicted to offer a smaller improvement over the best observation.

![Figure 4: Illustration of the Bayesian optimization procedure for a given iteration (on the left) and the next iteration (on the right). The top part of the plots shows the estimated mean and confidence intervals of the unknown objective function (in dashed line). In the bottom part of the plots we show the acquisition function (in green) and its maximum.](image)

6 Numerical results

In this section we are going to apply the optimization pipeline described in section 2 to a midship section and to the parametrized hull depicted in Figure 2. The first test case is intended to be illustrative due to its smaller size and the possibility of showing all the error comparisons. We considered a midship section of a simplified hull with 20 parameters. It presents all the challenges of an entire hull in terms of stress distribution but with less degrees of freedom, allowing for faster high-fidelity simulation. The second test case is a real passenger ship hull parametrized with 16 parameters, keeping the number of parameters comparable to the previous test. We perform a discrete mono-objective optimization of the mass of the parametrized regions, considering stability constraints.
6.1 Objective function definition

The target function we are going to minimize is the total mass $m$ of the parametrized regions of the hull plus the mass of the buckling stiffeners needed to stabilize the buckled elements of the entire hull. Other possible choices are available within the optimization framework such as the deflection at a selected point for a given loading condition, and the total cost related to the parametrized decks. The latter considers both the acquisition cost of the metal raw materials and the manufacturing cost for the installation of the steel plates and buckling stiffeners, specific for each shipyard. For industrial reasons in this work we are not going to present the results for the cost optimization, but we want to emphasize that the framework is very versatile and allows the use of different target functions.

As for the stability constraints we set some thresholds for the Cauchy stress tensor components in order to count how many plate elements are yielded for a prescribed set of loading conditions, which in the present work are hogging and sagging. See Figure 3 for an example of hogging condition. Given the symmetric Cauchy stress tensor in the global reference frame, whose components for a single element are

\[
\sigma = \begin{bmatrix}
\sigma_x & \tau_{xy} & \tau_{xz} \\
\tau_{yx} & \sigma_y & \tau_{yz} \\
\tau_{zx} & \tau_{zy} & \sigma_z
\end{bmatrix},
\]

we define an element yielded if at least one of the following conditions is not satisfied:

\[
\begin{align*}
-245 \leq \sigma_i \leq 245, & \quad \text{for } i \in \{x, y, z\}, \\
-153 \leq \tau_i \leq 153, & \quad \text{for } i \in \{xy, xz, yz\}, \\
\sigma_{VM} := \sqrt{\sigma_x^2 + \sigma_y^2 - \sigma_x \sigma_y + 3\tau_y^2} & \leq 307,
\end{align*}
\]

where $\sigma_{VM}$ stands for the von Mises yield criterion. The thresholds above are characteristics of the high strength structural steel. The actual constraint for the optimization is the maximum number $N^b_{\text{max}}$ of elements that can yield. Exactly the same is done for the buckling usage factors associated to each element. An element is considered buckled, based on the DNV GL classification rules\footnote{Det Norske Veritas (DNV) Rules for Ships, part 3, chapter 1, section 13: Buckling control.} if at least one of the 11 components of the buckling usage factors tensor is greater than 1, for at least one loading condition. Such tensor is computed as a function of the Cauchy stress tensor. The maximum number of allowed buckled elements is $N^b_{\text{max}}$. To incorporate these stability constraints we penalize the objective function $f_{\text{obj}}$ with a parabolic function depending on the violated constraint. Its expression is the following

\[
f_{\text{obj}}(\mu) := m(\mu) + m_{\text{bs}} N^b_{\text{max}}(\mu) + c_y (N^b(\mu) - N^b_{\text{max}})^2 + c_b (N^b(\mu) - N^b_{\text{max}})^2,
\]

where $m(\mu)$ is the mass of the parametric decks, $N^b(\cdot)$ and $N^y(\cdot)$ denote the number of yielded and buckled elements, respectively. $m_{\text{bs}} = 2.968 \text{ kg}$ is the mass of a single buckling stiffener, $c_y = 1$, $c_b = 0.001$, and $(\cdot)_+ = \max(\cdot, 0)$ stands for the positive part. The coefficients $c_y$ and $c_b$ are prescribed by the user depending on the order of magnitude of the other terms. With this formulation we allow local stress peaks to exceed the rule-based strength limits because we are able to account for the additional mass needed to stabilize the affected elements.

6.2 Midship section

For the testing and tuning phases of the pipeline development, we consider a smaller model to obtain faster high-fidelity evaluations. This midship section, shown in the left panel of Figure 5, approximates a quarter of the ship’s elements, excluding the bow and stern segments; the finite element problem applies mirroring along both negative $x$ and negative $y$ coordinates, as the origin represents the ship’s center. Due to this simplification and the very regular internal structure, this midship section contains about $\frac{1}{10}$ of the elements of the full ship and the required high-fidelity solve time is about $\frac{1}{20}$.

The parametrized sections, depicted in the right panel of Figure 5, were chosen with the aim of studying the structural resilience against longitudinal loads: all groups of elements have the
largest span along the $x$ direction. Of these, the 9 decks included are equally distributed between the lowermost, uppermost and central; whereas the groups which span vertically comprise the 4 external plankings between decks 1 and 5, the 6 internal twin decks between decks 5 and 11, and finally the external twin deck between decks 5 and 6. Table 1 describes the actual parameter space $P \subset \mathbb{R}^{20}$ used, the location of the area affected by a specific parameter and its default value.

In Figure 6 the von Mises stress values are shown under sagging. The effect of shear stresses on the external plankings and twin decks is particularly pronounced on the central twin decks, as well as the normal stresses on the central and uppermost decks. These images were obtained for the default parameters configuration, where the mentioned groups are very thin.

We consider an initial database of 300 high-fidelity solutions, and we adopt a 5-fold cross validation scheme in order to estimate the prediction errors for the stress tensor components. In Figure 7 we compare the mean relative $L^2$ errors of each component, obtained with GPR and NARGPAS interpolators for different POD truncation ranks. The general trend is a reduction of the errors as the truncation rank increases, with NARGPAS achieving better error values than GPR especially for $\tau_{xy}$ with a 50% reduction.

In Figure 8 we compare the distribution of the relative prediction errors on the number of buckled elements in each fold of the cross validation experiment. As expected from the stress tensor components prediction errors, NARGPAS outperforms GPR in every fold and achieves both lower maxima and lower spread, presenting a greater accumulation of the errors near 0. The POD-NARGPAS approach in general provides better performance both in the approximation of the stress tensor field and to the derived quantities of interest related to the stability of the hull. The results regarding the number of yielded elements are not reported since already with the POD-GPR method the predictions are very close to the actual values and the differences are negligible.

After constructing a reduced order model for every component of the stress tensor we can perform the Bayesian optimization described above. The truncation rank for the stress components is 21, chosen by analyzing the singular values decay of the snapshot matrix and selecting the rank $r$ which manifests the last sharpest decrease between $r$ and $r + 1$, among all the stress tensor
components. The chosen rank results in a cumulative energy greater than 99.99%. We emphasize that every parametric term in Equation 23, except \( m(\mu) \), is predicted using the precomputed reduced order models. In this way a single parameter evaluation takes approximately 1 second. The term \( m(\mu) \) is computed exactly. For this case we set \( N_{y_{\text{max}}} = 20 \) and \( N_{b_{\text{max}}} = 4000. \)

We set the computational budget for the Bayesian optimization to 400 iterations. We remark that at every iteration the GPR for the target function has to be recomputed. This means that the GPR construction time increases at every iteration. In Figure 9 the results for all the successive optimization runs are depicted. After an optimization cycle is completed, a subset of the best low-fidelity configurations evaluated is sent to the high-fidelity solver and the results are added to the snapshots database. The reduced order models are then updated. Thus the accuracy in the neighborhood of the current optimum is increased and the successive runs will exploit such information by focusing in that specific region, or will explore different areas if the error committed at the current optimum is too high. For this test case at every enrichment we add 20 high-fidelity evaluations. We continue to perform optimization runs followed by the enrichment phase until the optimizer is not able to find a better point with respect to the previous run. The main source

![Figure 7: The mean relative \( L^2 \) error of the stress field varying the truncation rank, for GPR (dashed lines) and NARGPAS (continuous lines) interpolators. For each feature, the values are obtained by averaging the test scores from a 5-fold cross-validation experiment.](image-url)
of errors is in counting the buckling stiffeners needed to stabilize the buckled elements as can be observed looking at Equation 23 and at the previous plots.

The hull configurations found by the algorithm using GPR and NARGPAS, although with small differences, modified the default hull in the same way. In both, the external planking was consistently slimmed down, together with all decks except the central ones and the uppermost, which were instead left unchanged. All twin decks were slightly bulked up, except for the external one which was slimmed down. The final mass for the configuration found by the GPR interpolator is only 0.23% lower than that obtained with NARGPAS, as can be seen in Figure 9. Since both configurations acted on the default parameter values in the same way, the algorithm appears robust.

The optimization of GPR-based surrogates ended with the third iteration, while the NARGPAS-based ones required six runs. In Figure 10 we summarize the evolution of the prediction error distribution on the optimal hulls during the optimization-enrichment loop. After each round of Bayesian optimization, the best 20 hull configurations are selected for the enrichment. For each one, the difference between the number of buckled elements predicted by the ROMs used in the previous optimization run and its high-fidelity counterpart are stored and the resulting distributions form the boxes and whiskers. For both interpolators, the error is largest at the first iteration and decreases as the high fidelity database is enriched. GPR-based surrogates exhibit larger errors compared to NARGPAS, which despite having required a larger number of iterations, seem to provide a faster convergence of the error.
Figure 10: Evolution of the prediction error distribution of the number of buckled elements for the validated best candidates, after every optimization-enrichment loop.

6.3 Complete hull

For the second test case we decreased the number of input design parameters to 16, but used a larger and more complex model. The parametric regions are depicted with solid colors in the right panel of Figure 11 while a deeper description of the range of variations of each parameter $\mu_i$, $i = 1, \ldots, 16$, can be found in Table 2. We use the sampling strategy described in subsection 4.1 to generate 300 samples. The truncation rank for the stress components is set to 17, for which the cumulative energy of the singular values is greater than 99.99%. We also increase the computational budget for the Bayesian optimization to 600 evaluations. During the enrichment phase we evaluate the best 4 hull configurations found by the optimizer.

Figure 11: View of the hull parametric decks. In solid colors the regions of the hull affected by the parameters described in Table 2.

To have a better idea on how to set the stability constraints for a given type of hull, we can plot the distribution of the parametric hulls with respect to the number of yielded elements (left panel of Figure 12). We see that if we set $N_y^{\text{max}} = 200$, the valid samples will be roughly 87% of all the manufacturable hulls. In the right panel of Figure 12 we plot the distribution of the hulls satisfying such constraint with respect to the number of buckled elements and we set $N_b^{\text{max}} = 35000$ accordingly.

Figure 13 depicts the successive runs performed using the NARGPAS method, compared with the best value found using GPR to predict the reduced state variables. We need 5 optimization-enrichment loops to achieve global convergence in the approximated solution manifold. As we can see the fifth run does not produce any new improvement. In particular from the figure we conclude that the third run produces the actual optimum. The slight difference is due to the approximation error in the computation of the number of buckled elements, which is not present in the successive run since that snapshot has been added to the database.

The configurations found by the two optimization loops differ more than in the midship section case. Both agree on choosing much thinner bottom decks and bulking up the mid deck. However, the upper decks, which are divided into multiple sections, show disagreement between the two with how the default parameter values are changed. Nonetheless, the final mass scores only differ by
Table 2: Parameters description for the entire hull. Repeated regions correspond to different parts. All data are in mm.

| Parameter | Region | Default thickness | Lower bound | Upper bound |
|-----------|--------|-------------------|-------------|-------------|
| µ1        | Deck 15| 7.5               | 5.0         | 15.0        |
| µ2        | Deck 16| 8.0               | 5.0         | 20.0        |
| µ3        | Deck 17| 9.0               | 5.0         | 20.0        |
| µ4        | Deck 14| 7.5               | 5.0         | 15.0        |
| µ5        | Deck 13| 7.0               | 5.0         | 15.0        |
| µ6        | Deck 12| 6.5               | 5.0         | 15.0        |
| µ7        | Deck 11| 6.0               | 5.0         | 15.0        |
| µ8        | Deck 10| 5.5               | 5.0         | 15.0        |
| µ9        | Deck 17| 6.0               | 5.0         | 20.0        |
| µ10       | Deck 17| 15.0              | 5.0         | 20.0        |
| µ11       | Deck 17| 6.0               | 5.0         | 20.0        |
| µ12       | Deck 16| 6.0               | 5.0         | 20.0        |
| µ13       | Deck 16| 6.0               | 5.0         | 20.0        |
| µ14       | Deck 09| 8.0               | 5.0         | 15.0        |
| µ15       | Deck 01| 16.0              | 12.0        | 25.0        |
| µ16       | Deck 00| 20.0              | 12.0        | 25.0        |

Figure 12: Distribution of the hulls with respect to the stability constraints. In the left panel we consider the number of yielded elements, while in the right panel we have the distribution of the parametric hulls satisfying the first constraint with respect to the number of buckled elements.

0.08%. Absolute values are not reported for industrial reasons. Even if the mass reduction seems not as remarkable, this is due to the fact that the reference hull, present in the initial database, was obtained after several iterations of the design office and actually manufactured. With this test case we can see how our framework is able to find better designs while preserving the stability constraints in a non-intrusive fashion. From the designers’ point of view, the changes on the lower and mid decks are in line with the professional experience accumulated in years of work spent hand-tuning the initial default parameter choices. The application of said experience, however, still requires the designer to proceed with trial and error, which translates to many days of work due to the long computation time of the high-fidelity solver and the results analysis. The availability of an automated procedure which can bootstrap this process in mere hours, and requires minimal input from the user, speeds up the design phase by a large margin.

7 Conclusions and perspectives

In this work we proposed a modular data-driven non-intrusive structural optimization framework for modern passenger ships. We exploit several reduced order models coupled with parameter space reduction in a multi-fidelity setting. This new approach is called POD-NARGPAS. We demon-
stratified its performance against the more classical POD-GPR. Our efficient numerical pipeline allows for different discrete mono-objective optimization given a precomputed set of high-fidelity simulations. We parametrized the thickness of various regions of the reference hull and we perform a mass minimization considering stability constraints such as the total number of yielded and buckled elements. We allow the presence of unstable elements since we are able to account for all the necessary interventions to stabilize them during the optimization process. We provided a comprehensive error analysis for a midship section test case which presents all the challenges of a complete hull while keeping low the time to solution. Finally we tested the entire framework on a real cruise ship and show how the tool is able to find previously unconsidered designs.

Future works will focus on improving the accuracy of constraints evaluations, for example with a multi-fidelity approximation of the scalar output and not only for the reconstruction of the entire field [55]. Another possibility is the exploitation of local information with local active subspaces [56] or nonlinear techniques, based on kernels [51] or level-sets [9, 70], to further improve the regression performance of the low-fidelity model. Other physical constraints can also be considered such as the position of the center of mass. Regarding the optimization procedure, a natural evolution is the implementation of a multi-objective optimization which considers at the same time both mass and deflection at a given point, for example. This can be done in a Bayesian setting, accounting for high dimensional input parameter space [5, 17], but also other approaches should be considered, such as genetic algorithms enhanced by active subspaces [21, 18].

Acknowledgements

This work was partially supported by an industrial Ph.D. grant sponsored by Fincantieri S.p.A. (IRONTH Project), the project SHiP OTimization with Reduced Order Methods (SH.OP. ROMs) carried out in the context of the IRISS initiative by SMAC Competence Center, and partially funded by European Union Funding for Research and Innovation — Horizon 2020 Program — in the framework of European Research Council Executive Agency: H2020 ERC CoG 2015 AROMA-CFD project 681447 “Advanced Reduced Order Methods with Applications in Computational Fluid Dynamics” P.I. Professor Gianluigi Rozza.

References

[1] J. Arora and Q. Wang. Review of formulations for structural and mechanical system optimization. Structural and Multidisciplinary Optimization, 30(4):251–272, 2005. doi:10.1007/s00158-004-0509-6

[2] N. Baker, F. Alexander, T. Bremer, A. Hagberg, Y. Kevrekidis, H. Najm, M. Parashar, A. Patra, J. Sethian, S. Wild, K. Willcox, and S. Lee. Workshop report on basic research needs for scientific machine learning: Core technologies for artificial intelligence. Technical report, USDOE Office of Science (SC), Washington, DC (United States), 2019. doi:10.2172/1478744
[3] M. Balesdent, N. Bérend, P. Dépincé, and A. Chriette. A survey of multidisciplinary design optimization methods in launch vehicle design. *Structural and Multidisciplinary Optimization*, 45(5):619–642, 2012. [doi:10.1007/s00158-011-0701-4](https://doi.org/10.1007/s00158-011-0701-4).

[4] P. Benner, M. Ohlberger, A. Patera, G. Rozza, and K. Urban. Model Reduction of Parametrized Systems, volume 17 of MS&A series. Springer, 2017.

[5] M. Binois and N. Wycoff. A survey on high-dimensional Gaussian process modeling with application to Bayesian optimization. *arXiv preprint arXiv:2111.05040*, 2021.

[6] G. Boncoraglio and C. Farhat. Active manifold and model reduction for multidisciplinary analysis and optimization. In *AIAA Scitech 2021 Forum*, page 1694, 2021. [doi:10.2514/6.2021-1694](https://doi.org/10.2514/6.2021-1694).

[7] G. Boncoraglio, C. Farhat, and C. Bou-Mosleh. Model Reduction Framework with a New Take on Active Subspaces for Optimization Problems with Linearized Fluid-Structure Interaction Constraints. *International Journal for Numerical Methods in Engineering*, 122:5450–5481, 2021. [doi:10.1002/nme.6376](https://doi.org/10.1002/nme.6376).

[8] L. Bonfiglio, P. Perdikaris, S. Brizzolara, and G. Karniadakis. Multi-fidelity optimization of super-cavitating hydrofoils. *Computer Methods in Applied Mechanics and Engineering*, 332:63–85, 2018. [doi:10.1016/j.cma.2017.12.009](https://doi.org/10.1016/j.cma.2017.12.009).

[9] R. A. Bridges, A. D. Gruber, C. R. Felder, M. Verma, and C. Hoff. Active Manifolds: A non-linear analogue to Active Subspaces. In *Proceedings of the 36th International Conference on Machine Learning, ICML 2019*, pages 764–772, Long Beach, California, USA, 9–15 June 2019.

[10] S. L. Brunton and J. N. Kutz. *Data-driven science and engineering: Machine learning, dynamical systems, and control*. Cambridge University Press, 2019.

[11] S. L. Brunton, J. N. Kutz, K. Manohar, A. Y. Aravkin, K. Morgansen, J. Klemisch, N. Goebel, J. Buttrick, J. Poskin, A. W. Blom-Schieber, et al. Data-driven aerospace engineering: reframing the industry with machine learning. *AIAA Journal*, pages 1–26, 2021. [doi:10.2514/1.J060131](https://doi.org/10.2514/1.J060131).

[12] M. D. Buhmann. *Radial basis functions: theory and implementations*, volume 12. Cambridge university press, 2003.

[13] T. Bui-Thanh, M. Damodaran, and K. Willcox. Proper Orthogonal Decomposition Extensions for Parametric Applications in Compressible Aerodynamics. In *21st AIAA Applied Aerodynamics Conference*, page 4213, 2003. [doi:10.2514/6.2003-4213](https://doi.org/10.2514/6.2003-4213).

[14] F. Chinesta, E. Cueto, E. Abisset-Chavanne, J. L. Duval, and F. El Khaldi. Virtual, digital and hybrid twins: a new paradigm in data-based engineering and engineered data. *Archives of computational methods in engineering*, 27(1):105–134, 2020. [doi:10.1007/s11831-018-9301-4](https://doi.org/10.1007/s11831-018-9301-4).

[15] F. Chinesta, A. Huerta, G. Rozza, and K. Willcox. Model reduction methods. In E. Stein, R. de Borst, and T. J. R. Hughes, editors, *Encyclopedia of Computational Mechanics, Second Edition*, pages 1–36. John Wiley & Sons, Ltd., 2017.

[16] P. G. Constantine. *Active subspaces: Emerging ideas for dimension reduction in parameter studies*, volume 2 of *SIAM Spotlights*. SIAM, 2015. [doi:10.1137/1.9781611973860](https://doi.org/10.1137/1.9781611973860).

[17] S. Daulton, D. Eriksson, M. Balandat, and E. Bakshy. Multi-objective bayesian optimization over high-dimensional search spaces. *arXiv preprint arXiv:2109.10964*, 2021.

[18] N. Demo, M. Tezzele, A. Mola, and G. Rozza. Hull Shape Design Optimization with Parameter Space and Model Reductions, and Self-Learning Mesh Morphing. *Journal of Marine Science and Engineering*, 9(2):185, 2021. [doi:10.3390/jmse9020185](https://doi.org/10.3390/jmse9020185).

[19] N. Demo, M. Tezzele, and G. Rozza. EZyRB: Easy Reduced Basis method. *The Journal of Open Source Software*, 3(24):661, 2018. [doi:10.21105/joss.00661](https://doi.org/10.21105/joss.00661).
[20] N. Demo, M. Tezzele, and G. Rozza. A non-intrusive approach for reconstruction of POD modal coefficients through active subspaces. *Comptes Rendus Mécanique de l’Académie des Sciences, DataBEST 2019 Special Issue*, 347(11):873–881, November 2019. doi:10.1016/j.crme.2019.11.012

[21] N. Demo, M. Tezzele, and G. Rozza. A Supervised Learning Approach Involving Active Subspaces for an Efficient Genetic Algorithm in High-Dimensional Optimization Problems. *SIAM Journal on Scientific Computing*, 43(3):B831–B853, 2021. doi:10.1137/20M1345219

[22] A. I. Forrester and A. J. Keane. Recent advances in surrogate-based optimization. *Progress in aerospace sciences*, 45(1-3):50–79, 2009.

[23] P. I. Frazier. Bayesian optimization. In *Recent advances in optimization and modeling of contemporary problems*, pages 255–278. Informs, 2018. doi:10.1287/educ.2018.0188

[24] M. Gadalla, M. Cianferra, M. Tezzele, G. Stabile, A. Mola, and G. Rozza. On the comparison of LES data-driven reduced order approaches for hydroacoustics analysis. *Computers & Fluids*, 216:104819, 2021. doi:10.1016/j.compfluid.2020.104819

[25] S. Gaggero, G. Vernengo, and D. Villa. A marine propeller design method based on two-fidelity data levels. *Applied Ocean Research*, 123:103156, 2022. doi:10.1016/j.apor.2022.103150

[26] O. Ghaffar and K. Willcox. Learning physics-based models from data: perspectives from inverse problems and model reduction. *Acta Numerica*, 30:445–554, 2021. doi:10.1017/S0962492921000064

[27] M. Guo and J. S. Hesthaven. Reduced order modeling for nonlinear structural analysis using Gaussian process regression. *Computer Methods in Applied Mechanics and Engineering*, 341:807–826, 2018. doi:10.1016/j.cma.2018.07.017

[28] M. Heder and A. Ulfvarson. Hull beam behaviour of passenger ships. *Marine structures*, 4(1):17–34, 1991. doi:10.1016/0951-8339(91)90022-4

[29] M. Johnson, L. Moore, and D. Ylvisaker. Minimax and maximin distance designs. *Journal of Statistical Planning and Inference*, 26(2):131–148, 1990. doi:10.1016/0378-3758(90)90122-B

[30] D. R. Jones, M. Schonlau, and W. J. Welch. Efficient Global Optimization of Expensive Black-Box Functions. *Journal of Global optimization*, 13(4):455–492, 1998. doi:10.1023/A:1008306431147

[31] M. G. Kapteyn, D. J. Knezevic, D. Huynh, M. Tran, and K. E. Willcox. Data-driven physics-based digital twins via a library of component-based reduced-order models. *International Journal for Numerical Methods in Engineering*, 2020. doi:10.1002/nme.6423

[32] M. G. Kapteyn, J. V. Pretorius, and K. E. Willcox. A probabilistic graphical model foundation for enabling predictive digital twins at scale. *Nature Computational Science*, 1(5):337–347, 2021. doi:10.1038/s43588-021-00069-0

[33] T. Keil, H. Kleikamp, R. J. Lorentzen, M. B. Oguntola, and M. Ohlberger. Adaptive machine learning based surrogate modeling to accelerate pde-constrained optimization in enhanced oil recovery. *arXiv preprint arXiv:2203.01674*, 2022.

[34] S. Khan, A. Serani, M. Diez, and P. Kaklis. Physics-informed feature-to-feature learning for design-space dimensionality reduction in shape optimisation. In *AIAA Scitech 2021 Forum*, page 1235, 2021. doi:10.2514/6.2021-1235

[35] S. Koziel, D. E. Ciurri, and L. Leifsson. Surrogate-based methods. In *Computational optimization, methods and algorithms*, pages 33–59. Springer, 2011.

[36] H. J. Kushner. A New Method of Locating the Maximum Point of an Arbitrary Multipeak Curve in the Presence of Noise. *Journal of Basic Engineering*, 86(1):97–106, 1964. doi:10.1115/1.3653121
[37] R. R. Lam, O. Zahm, Y. M. Marzouk, and K. E. Willcox. Multifidelity dimension reduction via active subspaces. *SIAM Journal on Scientific Computing*, 42(2):A929–A956, 2020. doi:10.1137/18M1214123

[38] H. V. Ly and H. T. Tran. Modeling and control of physical processes using proper orthogonal decomposition. *Mathematical and Computer Modelling*, 33(1-3):223–236, Jan. 2001. doi:10.1016/s0895-7177(00)00240-5

[39] T. Lyche and L. L. Schumaker. On the convergence of cubic interpolating splines. In *Spline functions and approximation theory*, pages 169–189. Springer, 1973.

[40] J. Močkus. On bayesian methods for seeking the extremum. In *Optimization techniques IFIP technical conference*, pages 400–404. Springer, 1975.

[41] G. Ortali, N. Demo, and G. Rozza. Gaussian process approach within a data-driven POD framework for fluid dynamics engineering problems. *Mathematics in Engineering*, 4(3):1–16, 2022. doi:10.3934/mine.2022021

[42] A. Paleyes, M. Pullin, M. Mahsereci, N. Lawrence, and J. González. Emulation of physical processes with emukit. In *Second Workshop on Machine Learning and the Physical Sciences, NeurIPS*, 2019.

[43] O. Parmasto et al. Mechanics of the passenger ship structure with non-longitudinal-load-carrying accommodation decks. Master’s thesis, Aalto University, 2012.

[44] B. Peherstorfer, K. Willcox, and M. Gunzburger. Survey of multifidelity methods in uncertainty propagation, inference, and optimization. *SIAM Review*, 60(3):550–591, 2018. doi:10.1137/16M1082469

[45] M. Pelikan, D. E. Goldberg, E. Cantú-Paz, et al. BOA: The Bayesian optimization algorithm. In *Proceedings of the 1st Annual Conference on Genetic and Evolutionary Computation - Volume 1*, volume 1 of *GECCO’99*, pages 525–532, San Francisco, CA, USA, 1999. Morgan Kaufmann Publishers Inc.

[46] R. Pellegrini, A. Serani, M. Diez, M. Visonneau, and J. Wackers. Towards automatic parameter selection for multifidelity surrogate-based optimization. In *The 9th Conference on Computational Methods in Marine Engineering (Marine 2021)*, 2022.

[47] P. Perdikaris, M. Raissi, A. Damianou, N. D. Lawrence, and G. E. Karniadakis. Nonlinear information fusion algorithms for data-efficient fidelity modelling. *Proceedings of the Royal Society A*, 473(2198):20160751, 2017. doi:10.1098/rspa.2016.0751

[48] F. Pichi, F. Ballarin, G. Rozza, and J. S. Hesthaven. An artificial neural network approach to bifurcating phenomena in computational fluid dynamics. *arXiv preprint arXiv:2109.10765* 2021.

[49] A. Pinkus. *Ridge functions*, volume 205. Cambridge University Press, 2015. doi:10.1017/CBO9781139408124

[50] P. Prebeg, V. Zanic, and B. Vazic. Application of a surrogate modeling to the ship structural design. *Ocean engineering*, 84:259–272, 2014. doi:10.1016/j.oceaneng.2014.03.032

[51] J. Raikunen, E. Avi, H. Remes, J. Romanoff, I. Lillemäe-Avi, and A. Niemelä. Optimization of passenger ship global model utilizing equivalent single layer element. In *International Conference on Ships and Offshore Structures*, 2018.

[52] J. Raikunen, E. Avi, H. Remes, J. Romanoff, I. Lillemäe-Avi, and A. Niemelä. Optimisation of passenger ship structures in concept design stage. *Ships and Offshore Structures*, 14(sup1):320–334, 2019. doi:10.1080/17445302.2019.1590947

[53] J. Romanoff, H. Remes, P. Varsta, J. Jelovica, A. Klanac, A. Niemelä, S. Bralic, and H. Naar. Hull-superstructure interaction in optimised passenger ships. *Ships and Offshore Structures*, 8(6):612–620, 2013. doi:10.1080/17445302.2012.675196
[54] F. Romor, M. Tezzele, A. Lario, and G. Rozza. Kernel-based active subspaces with application to computational fluid dynamics parametric problems using discontinuous Galerkin method. *International Journal for Numerical Methods in Engineering*, 123(23):6000-6027, 2022. doi: 10.1002/nme.7099

[55] F. Romor, M. Tezzele, M. Mrosek, C. Othmer, and G. Rozza. Multi-fidelity data fusion through parameter space reduction with applications to automotive engineering. *International Journal for Numerical Methods in Engineering*, 124(23):5293–5311, 2023. doi:10.1002/nme.7349

[56] F. Romor, M. Tezzele, and G. Rozza. A local approach to parameter space reduction for regression and classification tasks. *arXiv preprint arXiv:2107.10867*, 2021.

[57] F. Romor, M. Tezzele, and G. Rozza. ATHENA: Advanced Techniques for High dimensional parameter spaces to Enhance Numerical Analysis. *Software Impacts*, 10:100133, 2021. doi:10.1016/j.simpa.2021.100133

[58] M. Salvador, L. Dede, and A. Manzoni. Non intrusive reduced order modeling of parametrized PDEs by kernel POD and neural networks. *Computers & Mathematics with Applications*, 104:1–13, 2021. doi:10.1016/j.camwa.2021.11.001

[59] B. Shahriari, K. Swersky, Z. Wang, R. P. Adams, and N. De Freitas. Taking the human out of the loop: A review of Bayesian optimization. *Proceedings of the IEEE*, 104(1):148–175, 2015. doi:10.1109/JPROC.2015.2494218

[60] C. G. Soares and Y. Garbatov. *Progress in the Analysis and Design of Marine Structures: Proceedings of the 6th International Conference on Marine Structures (MARSTRUCT 2017), May 8-10, 2017, Lisbon, Portugal*. CRC Press, 2017.

[61] M. Tezzele, F. Ballarin, and G. Rozza. Combined parameter and model reduction of cardiovascular problems by means of active subspaces and POD-Galerkin methods. In D. Boffi, L. F. Pavarino, G. Rozza, S. Scacchi, and C. Vergara, editors, *Mathematical and Numerical Modeling of the Cardiovascular System and Applications*, volume 16 of SEMA-SIMAI Series, pages 185–207. Springer International Publishing, 2018. doi:10.1007/978-3-319-96649-6_8

[62] M. Tezzele, N. Demo, A. Mola, and G. Rozza. An integrated data-driven computational pipeline with model order reduction for industrial and applied mathematics. In M. Günther and W. Schilders, editors, *Novel Mathematics Inspired by Industrial Challenges*, number 38 in Mathematics in Industry. Springer International Publishing, 2022. doi:10.1007/978-3-030-96173-2_7

[63] M. Tezzele, N. Demo, G. Stabile, A. Mola, and G. Rozza. Enhancing CFD predictions in shape design problems by model and parameter space reduction. *Advanced Modeling and Simulation in Engineering Sciences*, 7(40), 2020. doi:10.1186/s40323-020-00177-y

[64] M. Tezzele, N. Demo, G. Stabile, and G. Rozza. Nonintrusive Data-Driven Reduced Order Models in Computational Fluid Dynamics. In G. Rozza, G. Stabile, and F. Ballarin, editors, *Advanced Reduced Order Methods and Applications in Computational Fluid Dynamics*, CSE, chapter 9. SIAM Press, 2022, To Appear.

[65] M. Tezzele, F. Romor, and G. Rozza. Reduction in Parameter Space. In G. Rozza, G. Stabile, and F. Ballarin, editors, *Advanced Reduced Order Methods and Applications in Computational Fluid Dynamics*, CSE, chapter 16. SIAM Press, 2022, To Appear.

[66] M. Tezzele, F. Salmoiraghi, A. Mola, and G. Rozza. Dimension reduction in heterogeneous parametric spaces with application to naval engineering shape design problems. *Advanced Modeling and Simulation in Engineering Sciences*, 5(1):25, Sep 2018. doi:10.1186/s40323-018-0118-3

[67] C. K. Williams and C. E. Rasmussen. *Gaussian Processes for Machine Learning*. Adaptive Computation and Machine Learning series. MIT press Cambridge, MA, 2006.
[68] Y. You, G. Jin, Z. Pan, and R. Guo. MP-CE Method for Space-Filling Design in Constrained Space with Multiple Types of Factors. *Mathematics*, 9(24):3314, 2021. [doi:10.3390/math9243314].

[69] M. J. Zahr and C. Farhat. Progressive construction of a parametric reduced-order model for pde-constrained optimization. *International Journal for Numerical Methods in Engineering*, 102(5):1111–1135, 2015. [doi:10.1002/nme.4770].

[70] G. Zhang, J. Zhang, and J. Hinkle. Learning nonlinear level sets for dimensionality reduction in function approximation. In *Advances in Neural Information Processing Systems*, pages 13199–13208, 2019.

[71] A. Zhilinskas. Single-step Bayesian search method for an extremum of functions of a single variable. *Cybernetics*, 11(1):160–166, 1975. [doi:10.1007/BF01069961].