Gauss–Bonnet black holes and holographic heat engines beyond large $N$
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Abstract

Working in the extended black hole thermodynamics where a dynamical cosmological constant defines a thermodynamic pressure $p$, we study the efficiency of heat engines that perform mechanical work via the $pdV$ terms now present in the First Law. Here the black hole itself is the working substance, and we focus on a judiciously chosen engine cycle. We work in Gauss–Bonnet–Einstein–Maxwell gravity with negative cosmological constant and, using a high temperature expansion, compare the results for these ‘holographic’ heat engines to that of previously studied cases with no Gauss–Bonnet sector. From the dual holographic large $N$ field theory perspective, this amounts to studying the effects of a class of $1/N$ corrections to the efficiency of the cycle.
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1. Introduction

By making the cosmological constant $\Lambda$ a dynamical variable in a theory of gravity, an interesting extension of the classic black hole thermodynamics [1–4] can be made. The cosmological constant of the spacetime in question supplies a pressure via $p = -\Lambda / 8\pi$, usually missing (along with its counterpart $V$) from the traditional framework. While the temperature and entropy remain related to the surface gravity and area in the usual way, the mass ends up being related not to the internal energy $U$ of the system, but the enthalpy, $H$, as

---

1 For a selection of references, see [5–13]. See also the early work in [14–16].

2 Here we are using geometrical units where $G, c, h, k_B$ have been set to unity. We may restore them using dimensional analysis when required later.
discussed in [9]:

\[ M = H \equiv U + pV, \quad T = \frac{\kappa}{2\pi}, \quad S = \frac{A}{4}, \]

where the volume \( V \) is the conjugate of the pressure \( V \equiv (\partial H/\partial p)|_H = (\partial M/\partial p)|_S \), following from the First Law which is now \( dM = TdS + Vdp \). The black holes may have other parameters such as gauge charges \( q_i \) and angular momenta \( J_i \), and these, with their conjugates the potentials \( \Phi_i \) and angular velocities \( \Omega_i \), enter additively into the First Law in the usual manner. This extended black hole thermodynamics formalism works in multiple dimensions. (Interestingly, in the static black hole case, the thermodynamic volume \( V \) is associated with the naive volume occupied by the black hole itself: the volume of the ball of radius given by the horizon radius (denoted \( r_+ \) here).)

It was noted in [17] that since pressure and volume variables are now present alongside temperature and entropy, a device for extracting useful mechanical work from heat energy—a traditional heat engine—may be defined. (Similarly, heat pumps or refrigerators, where instead work is done to transfer heat from a cold reservoir to a hot one may be defined as well.) Such devices were dubbed ‘holographic heat engines’, since especially in the case of negative cosmological constant (where pressure is positive) such cycles presumably represent a journey through a family of holographically dual [18–22] non-gravitational large \( N \) field theories defined in one dimension fewer. The physics of such engines may possibly have interesting and instructive implications for those field theory tours, which may be uncovered when the dictionary between this extended thermodynamics and holography is fully worked out, as discussed in [17, 38] \(^3\), and we will make some further remarks upon this below, and in the concluding section.

The black hole defines an equation of state, coming from the relation between the temperature, horizon radius, other black hole parameters, and the cosmological constant. It

\(^3\) A recent paper [23] has made some progress in working out other aspects of the dictionary, and will certainly be relevant. Thanks to Phuc Nguyen for pointing out this reference.
defines (either implicitly or explicitly) a function $p(V, T)$, and our engine can be defined as a closed path in the $p$–$V$ plane, allowing for the input of an amount of heat $Q_H$, and the exhaust of an amount $Q_C$. The total mechanical work done, by the First Law, is of course $W = Q_H - Q_C$. A central quantity, the efficiency of the heat engine, is defined to be $\eta = W/Q_H = 1 - Q_C/Q_H$. Figure 1 shows the standard logic of the energy flows for one cycle of the engine.

The exact properties of the engine depend upon the equation of state (defined by the type of black hole⁴) and the choice of path in the $p$–$V$ plane. Of course, the efficiency of the engine is bounded above by the Carnot efficiency given by that of a reversible heat engine made by expanding along an isotherm, and then an adiabat, followed by contracting along an isotherm and then using an adiabat to close the path. With the isotherms at temperatures $T_H$ and $T_C$, where $T_H > T_C$, the Carnot efficiency is $\eta_C = 1 - T_C/T_H$.

Interestingly, as also noted in [17], the other simple (but in general less efficient) choice, connecting the isotherms by isochoric paths defining the Stirling cycle, turns out to be equivalent to Carnot for static black holes. This is because in such cases the entropy and the volume both depend on the same single variable, the horizon radius, and are therefore not independent [10]. So isochors and adiabats are identical in such cases making Stirling equivalent to Carnot.

That last observation is also equivalent to the fact that the specific heat at constant volume, $C_V$, vanishes for static black holes. On the other hand, $C_p$ can be quite explicitly computed in terms of $r_s$ and hence the entropy or the volume. This is useful because it means that another cycle in the $p$–$V$ plane is natural to think about: a rectangle composed of isobars and isochors. The heat flows and hence the efficiency is in principle readily computable if one has a suitable expression for $C_p$. Looking at figure 2, the work done along the isobars is:

$$W = (V_2 - V_1)(p_1 - p_2),$$  \hspace{1cm} (2)

Figure 2. Our engine.

---

⁴ References [24–27] have since done studies of holographic heat engines using various kinds of black holes in diverse dimensions.
where the subscripts refer to the quantities evaluated at the corners labelled \((1, 2, 3, 4)\). The heat flows take place along the top and bottom, with the upper isobar giving the net inflow of heat, which is therefore \(Q_H\), and so:

\[
Q_H = \int_{T_1}^{T_2} C_P(p, T) \, dT.
\]

The efficiency is then \(\eta = W/Q_H\). To get an explicit expression requires one to be able to write the specific heat in terms of \(T\) and do the integral. This turns out to be difficult to do exactly, since the natural variable to get \(C_P\) in terms of is \(r_\mu\), and turning that into a \(T\) dependence is somewhat messy. It is at this point that one can move to a more tractable regime for the problem, and do a high temperature expansion. In the next section we will review how that works somewhat more thoroughly than was explored in the original reference, also providing new results. This is preparation for the generalisation we will explore in this paper, the case of black holes in Gauss–Bonnet gravity \([28]\), with \(\Lambda < 0\) \([29]\).

A Gauss–Bonnet action coupled to an Einstein–Hilbert–Maxwell sector will be our focus, with the lowest non-trivial dimension being \(D = 5\) since in lower dimensions the Gauss–Bonnet action is purely topological. Adding a Gauss–Bonnet action to the Einstein–Hilbert–Maxwell action (with \(\Lambda < 0\)) is interesting and important to consider since generally, whatever the parent theory of quantum gravity may be, there will be higher order corrections to the pure Einstein sector, and Gauss–Bonnet is a particular combination of terms that allows for tractable systematic investigation of the effects of such corrections. Additionally, such terms represent part of the \(1/N\) correction to the large \(N\) limit of the holographically dual \(SU(N)\)—like gauge field theory (see \([22]\) for a review). So while this study is interesting in its own right, exploring the properties of holographic heat engines after including corrections to the leading order gravity theory, there is also the possibility that we learn something about how their properties are adjusted away from the large \(N\) limit, using Gauss–Bonnet as a laboratory, in the spirit of e.g. \([30, 31]\).

We will be able to answer the question (at least in the high temperature limit) as to whether the key quantity, the efficiency of the heat engine, increases or decreases in the presence of the Gauss–Bonnet terms. It is not \textit{a priori} obvious what the answer should be. On the one hand the heat capacity of the holes may increase or decrease, but on the other hand since the Gauss–Bonnet terms also affect their geometry (affecting \(r_\mu\) and hence the thermodynamic volume \(V\)), their capacity to do work may also be affected one way or another. How the overall ratio between these two quantities is affected is subtle, and we explore it in this paper.

\section*{2. Einstein–Hilbert–Maxwell}

Let’s review and extend somewhat the computations for the case of heat engines made from Reissner–Nordström black hole solutions of the Einstein–Hilbert–Maxwell system, which has bulk action in \(D\)-dimensions:

\[
I = \frac{1}{16\pi} \int d^Dx \sqrt{-g} \left( R - 2\Lambda - F^2 \right),
\]

where the cosmological constant

\[
\Lambda = - \frac{(D - 1)(D - 2)}{2l^2},
\]

sets a length scale \(l\).
2.1. The black holes

The black hole has mass and charge parameters \( m \) and \( q \), with metric

\[
ds^2 = -Y(r)dr^2 + \frac{dr^2}{Y(r)} + r^2d\Omega^2_{D-2},
\]

where

\[
Y(r) = 1 - \frac{m}{r^{D-3}} + \frac{q^2}{r^{2D-6}} + \frac{r^2}{r^2_l},
\]

and \( d\Omega^2_{D-2} \) is the metric on a round \( D-2 \) sphere with volume \( \omega_{D-2} \), and there is a gauge potential that is chosen to vanish on the horizon located at \( r = r_+ \), the largest positive real root of \( Y(r) \):

\[
A_r = \frac{q}{c} \left( \frac{1}{r^{D-3}_+} - \frac{1}{r^{D-3}_} \right), \quad \text{with} \quad c = \sqrt{\frac{2(D-3)}{D-2}}.
\]

The mass and charge of the solution are given by:

\[
M = \frac{(D-2)\omega_{D-2}}{16\pi} m \quad \text{and} \quad Q = \sqrt{2(D-2)(D-3)} \left( \frac{\omega_{D-2}}{8\pi} \right) q.
\]

The requirement of regularity of the Euclidean section fixes the temperature \( T \) according to:

\[
T = \frac{1}{4\pi} Y'_r(r_+ = r) = \frac{1}{4\pi} \left( 16\pi p_{r_+} \frac{r_+}{(D-2)} + \frac{(D-3)}{r_+} - \frac{(D-3)q^2}{r^{2D-5}_+} \right),
\]

where we have used that \( p = -\Lambda/8\pi \) and equation (5). The entropy is \( S = \omega_{D-2} r^{D-2}_+ / 4 \). It is natural in writing \( M \) as the enthalpy to express it in terms of the two variables, \( p = -\Lambda/8\pi \) and \( S \). The statement that \( r_+ \) is the largest root of \( Y(r) = 0 \) yields, after substituting for \( p \):

\[
M(r_+, l) = \frac{(D-2)\omega_{D-2}}{16\pi} \left( \frac{r_+^{D-3}}{r^{D-3}_+} + \frac{q^2}{r^{D-3}_+} + 16\pi p_{r_+} \frac{r^{D-1}_+}{(D-1)(D-2)} \right),
\]

and \( H(p, S) \) follows by substitution of \( r_+ \) in terms of \( S \). For computing the thermodynamic volume \( V = \partial H/\partial p \) one may leave things in terms of \( r_+ \), getting:

\[
V = \frac{\omega_{D-2}}{(D-1)} r^{D-1}_+.
\]

The temperature expression (10) can be re-arranged into an equation of state (or rather a family of equations of state parameterised by \( q \), which we will take to be fixed) in the \( p-r_+ \) plane, or equivalently (using equation (12)) the \( p-V \) plane:

\[
p = \frac{(D-2)}{16\pi} \left( \frac{4\pi T}{r_+} - \frac{(D-3)}{r^{D-3}_+} + \frac{(D-3)q^2}{r^{2D-4}_+} \right).
\]

Here, and more generally, it is worth noting the characteristic behaviour,

\[
p^{V^1/(D-1)} \sim T,
\]

that dominates in the high temperature limit. In a sense, this is our analogue of the ideal gas limit for our black holes, giving familiar hyperbolae in the \( p-V \) plane where \( v = V^{1/(D-1)} \).

\[5\] We are using the conventions of [32], and have chosen to work with spacetimes asymptotic to global AdS.
The structure at lower temperatures (giving a multivalued state curve, etc) results in non-trivial phase structure explored extensively in [32–34]. The details of the phase structure will not be of interest to us in this paper.

2.2. The specific heat

The most important quantity that we will need to compute our engine efficiency is the specific heat \( C = T \frac{\partial S}{\partial T} \). This is computed from our expression for temperature, and we could at this point substitute into it for \( r_+ \) in terms of \( S \). Differentiation would then yield the specific heat. In preparation for what will come in our later examples, where substituting for \( S \) is no longer elegant, we will follow the alternative route of leaving things written in terms of \( r_+ \), instead differentiate with respect to \( T \), recovering \( \frac{\partial S}{\partial T} \) using the chain rule since the dependence \( (D-2) (D-3) \) is known. The result is, for general \( D \):

\[
C = T \frac{\partial S}{\partial T} = \left(1 - \frac{4r_+}{D-2} \frac{\partial p}{\partial T} \right) \left( \frac{16 \pi}{(D-2)(D-3)} p r_+^{2D-4} + \frac{1}{2} r_+^{2D-6} - q^2 \right)
\]

\[
\times \frac{(D-2)(D-3)}{4} \omega_{D-2} \rho_{D-2}.
\]

Since constant volume is also constant \( r_+ \), we see from equation (10) that \( \langle \partial p/\partial T \rangle_v = (D-2)/4r_+ \). Hence, the specific heat at constant volume vanishes \( C_v = 0 \), while \( C_p \) is given by setting \( \partial p/\partial T = 0 \) in the expression. The vanishing of \( C_v \) is the ‘isochor equals adiabat’ result static black holes discussed above. For example, in \( D = 4 \), with \( \omega_2 = 4\pi \), we have [10, 34], after substituting for \( r_+ \) in favour of \( S \):

\[
C_p = 2\pi r_+^2 \left( \frac{8\pi p r_+^2 + r_+^2 - q^2}{8\pi p r_+^2 - r_+^2 + 3q^2} \right) = 2\pi \left( \frac{8\pi S^2 + S - \pi q^2}{8\pi S^2 - S + 3\pi q^2} \right).
\]

in \( D = 5 \), with \( \omega_3 = 2\pi^2 \):

\[
C_p = \frac{3\pi^2}{2} r_+^2 \left( \frac{8\pi p r_+^6 + 3r_+^4 - 3q^2}{8\pi p r_+^6 - 3r_+^4 + 15q^2} \right) = 3\pi \left( \frac{32\pi S^2 + 6(2\pi)^{1/3} S^{4/3} - 3q^2\pi^3}{32\pi S^2 - 6(2\pi)^{1/3} S^{4/3} + 15q^2\pi^3} \right).
\]

and in \( D = 6 \), with \( \omega_4 = 8\pi^3/3 \):

\[
C_p = \frac{8\pi^2}{3} r_+^2 \left( \frac{4\pi p r_+^8 + 3r_+^6 - 3q^2}{4\pi p r_+^8 - 3r_+^6 + 21q^2} \right) = 4\pi \left( \frac{12\pi S^2 + 3 \cdot 6^{1/2} S^{3/2} - 4q^2\pi^3}{12\pi S^2 - 3 \cdot 6^{1/2} S^{3/2} + 28q^2\pi^3} \right).
\]

2.3. The engine efficiency

Now we are ready to take the high temperature limit in order to get explicit expressions for the efficiency of the engine we designed above. With everything written in terms of \( r_+ \), all we need to do is solve for \( r_+ \) perturbatively in a large \( T \) expansion, using equation (10). From equations (10), (15), and (12), it is straightforward to extract the leading behaviour:
\[ r_+ = \frac{(D - 2) T}{4 p} + \cdots \]
\[ C_p = \left(\frac{D - 2}{4}\right)^{D-1} \omega_{D-2} \left(\frac{T}{p}\right)^{D-2} + \cdots \]
\[ V = \frac{\omega_{D-2}}{D-1} \left(\frac{D - 2}{4}\right)^{D-1} \left(\frac{T}{p}\right)^{D-1} + \cdots = \frac{1}{p} \int C_p dT + \cdots. \quad (19) \]

It is worth looking at some of the subleading results in specific dimensions. For \( D = 4 \), we have (extending what was presented in [17]):
\[ r_+ = \frac{1}{2} \frac{T}{p} - \frac{1}{4 \pi T} - \frac{1}{8} \frac{p (8 \pi p q^2 - 1)}{\pi^2 T^3} + \cdots, \]
\[ V = \frac{4 \pi}{3} r_+^3 = \frac{\pi}{6 p^2} T^3 - \frac{1}{4 \pi} \frac{T}{p^2} + \frac{q^2}{T} + \cdots, \]
\[ \int C_p dT = \frac{\pi}{6 p^2} T^3 + \frac{1}{8} \frac{(16 \pi p q^2 - 1)}{\pi T} + \cdots \quad (20) \]

and in \( D = 5 \) we have:
\[ r_+ = \frac{3}{4} \frac{T}{p} - \frac{1}{2 \pi T} - \frac{p}{3 \pi^2 T^2} + \frac{4}{81} \frac{p^3 (32 \pi^2 \pi p^2 - 9)}{\pi^3 T^5} + \cdots, \]
\[ V = \frac{\pi}{2} r_+^3 = \frac{81}{512} \frac{\pi^2}{p^4} T^4 - \frac{27}{64} \frac{\pi T^2}{p^3} + \frac{9}{64 p^2} + \frac{4 \pi p q^2}{3 T^2} + \cdots, \quad (21) \]
\[ \int C_p dT = \frac{81}{512} \frac{\pi^2}{p^4} T^4 - \frac{27}{128} \frac{\pi T^2}{p^3} + \frac{1}{96} \frac{(192 \pi^2 \pi^2 q^2 - 9)}{\pi T^2} + \cdots. \]

From equation (2), the efficiency is
\[ \eta = \frac{W}{Q_H} = \left(1 - \frac{p_2}{p_1}\right) \cdot \frac{p_1 (V_2 - V_1)}{Q_H}, \quad (22) \]
where \( Q_H \) is given in equation (3). The volumes \( V_2 \) and \( V_1 \) are simply \( V \) evaluated at \( T_2 \) and \( T_1 \) respectively, with \( p = p_1 \) in each case. From equation (19) it is clear that the leading terms in our expressions for the volume and integrated specific heat will always give unity at leading order for their ratio, coming from the factor after the first parentheses. The subleading pieces are of order \( 1/T^2 \) and hence our efficiency at large temperature is
\[ \eta = \left(1 - \frac{p_2}{p_1}\right) + O \left(\frac{1}{T^2}\right) = \left(1 - \frac{T_2}{T_1}\right) - O \left(\frac{1}{T^2}\right) = \eta_C - O \left(\frac{1}{T^2}\right). \quad (23) \]
where \( \eta_C = 1 - T_c/T_H \), the Carnot efficiency of our engine, given its highest and lowest temperatures. This is an upper bound. (In the above, use was made of the ‘ideal gas’ behaviour that is approached at high temperature, equation (14), the fact that corners 1 and 4 in our engine are at the same volume, and the fact that \( \eta_C \) is a maximum efficiency due to the Second Law.) In each case, including the first subleading corrections, we have:
\[ \eta = \left(1 - \frac{p_2}{p_1}\right) \left(1 - \frac{3}{2 \pi} \frac{p_1}{(T_1^2 + T_2^2)}\right) + \cdots. \quad (24) \]
for $D = 4$, and

$$\eta = \left( 1 - \frac{p_1}{p_2} \right) \left( 1 - \frac{4}{3\pi} \frac{p_1}{p_2} + \ldots \right).$$

(25)

for $D = 5$. We will evaluate $\eta$ further in section 3.3, once we have computed the Gauss–Bonnet corrections.

2.4. Remarks on $q = 0$

It is interesting to note that at $q = 0$ there is an exact relation between $r_+$ and $T$ that follows from the fact that the equation (10) becomes a quadratic in $r_+$ in this case, for any $D$. The solution is:

$$\eta = - \left( T \pm \sqrt{T^2 - \frac{4p}{\pi}} \frac{D - 3}{D - 2} \right).$$

(26)

The plus sign choice gives the kind of solution we have seen already, with the large $T$ expansions above being seeded by $r_+ = [(D - 2)/4]T/p + O(T^{-1})$. These are the famous ‘large’ AdS black holes that grow with temperature [35]. The negative sign has quite different behaviour, and as is clear from its large $T$ behaviour, $r_+ = [(D - 3)/4\pi] - T - O(T^{-2})$, corresponds to the famous ‘small’ AdS black holes [35]. It is not hard to see from equation (15) that this behaviour immediately yields a strictly negative specific heat, which starts out as:

$$C_p = - \frac{D - 2}{4} \omega_{D-2} \left( \frac{D - 3}{4\pi} \right)^{D-2} \frac{1}{T^{D-2}} + O \left( \frac{1}{T^{D-4}} \right).$$

(27)

and hence they are not obviously useful as heat engines.

3. The Gauss–Bonnet corrections

Now we can turn to the main question of this paper, which is how the heat engines are affected by the presence of a Gauss–Bonnet sector. Our action is:

$$I = \frac{1}{16\pi} \int d^Dx \sqrt{-g} \left[ R - 2\Lambda + \alpha_{GB} \left( R_{\mu\nu} R^{\mu\nu} - 4R_{\mu\nu} R^{\mu\nu} + R^2 \right) - F^2 \right],$$

(28)

where we see that the Gauss–Bonnet parameter $\alpha_{GB}$ has dimensions of (length)$^2$. Since in $D = 4$ the Gauss–Bonnet term is purely topological, we will work in $D \geq 5$ henceforth.

3.1. The black holes

There is a charged static black hole solution of the form given in equations (6), (8) but now with [36]:

$$Y(r) = 1 + \frac{r^2}{2\alpha} \left( 1 - \sqrt{1 + \frac{4\alpha m}{r^{D-1}} - \frac{4\alpha q^2}{r^{D-4}} - \frac{4\alpha}{l^2}} \right).$$

(29)

where $\alpha = (D - 3)(D - 4)\alpha_{GB}$. The parameters $M$ and $q$ set the mass and charge as before (see equation (5)), and again the cosmological constant is set by $l$ according to equation (9).

Notice that since the $m = q = 0$ case, defining the vacuum solution, ought to be well-defined (i.e., neither imaginary nor nakedly singular), for a given value of $l$ (and hence $\Lambda$) $\alpha$

$^6$ We are using the conventions of [36], with a slight modification of the Maxwell sector.
cannot be arbitrary [37], but in fact must be constrained by $0 \leq 4\alpha/l^2 \leq 1$. For later use we can write this in terms of the pressure as:

$$0 \leq \alpha \leq \alpha_s, \quad \text{where} \quad \alpha_s = (D - 1)(D - 2)/64\pi p.$$  (30)

While the above interpretation is the standard one used in the literature, one could regard this in a different light, treating $\alpha$ as an arbitrary parameter setting the strength of the Gauss–Bonnet term, and then thinking of equation (30) as setting a maximum value that the pressure, $p$, can attain (i.e., equivalent to a maximum value of $|\Lambda|$ or a minimum value for the scale $l$). While this is interesting, we will not take this approach, given our motivations stated in the Introduction: we are considering the Gauss–Bonnet term as a correction to the Einstein–Maxwell system and the heat engines defined therein. So we will be defining a specific heat engine—which involves specifying a range of pressures, $p$, over which it operates—and then seeing the effects of turning on the Gauss–Bonnet term (controlled by $\alpha$) on the physics. Therefore we will consider only the physical range of $\alpha$ that is consistent with those defining pressures.

The horizon radius $r_+$ of the black hole is set by the largest root of $Y(r_+) = 0$, which gives us an equation for $M$, generalising equation (11).

$$
M = \frac{(D - 2)\omega_{D-2}}{16\pi} \left(\alpha r_+^{D-5} + r_+^{D-3} + \frac{q^2}{r_+^{D-3}} + 16\pi p - \frac{r_+^{D-1}}{(D - 1)(D - 2)}\right), 
$$  (31)

where we have replaced $l$ by $p$ using $p = -\Lambda/8\pi$ and equation (5). This and the next few steps reproduces the results in [36], but with our conventions for the Maxwell sector. The temperature comes from the first derivative of $Y$ at the horizon, in the usual way:

$$
T = \frac{Y'(r_+)}{4\pi} = \frac{1}{4\pi r_+(r_+^2 + 2\alpha)} \left(\frac{16\pi p r_+^4}{(D - 2)} + (D - 3)r_+^2 + (D - 5)\alpha - (D - 3)\frac{q^2}{r_+^{2D-8}}\right). 
$$  (32)

The function $M$ defines our enthalpy $H(p, S)$, from which the entropy can be computed as:

$$
S = \int_0^{r_+} \frac{1}{T} \frac{\partial M}{\partial r} \left.\right|_{p, S}. 
$$  (33)

Since the pressure term in $M$ is unaffected (and all the $r_+$ dependence determines the $S$ dependence it is clear that the thermodynamic volume again turns out to be that given in equation (12).

Again we see that for a given $\alpha$, $S$ and $V$ are not independent, and so the structure of what we saw for $\alpha = 0$ will follow again. We have that $C_V = 0$ and we can compute $C_p$, so for constructing heat engines using our black holes, the rectangular engine cycle of the last section (see figure 2 and surrounding discussion) is still extremely natural since again. We are now ready to compare the efficiency of our new engines at $\alpha \neq 0$ to that of the last section ($\alpha = 0$).

### 3.2. The specific heat

Using the procedures of section 2.2, we can compute the specific heat in terms of $r_+$ rather straightforwardly. The full $D$-dependent expression is rather messy, and so we present it as follows. Writing the temperature in equation (10) as $T = RU$ where $R^{-1} = 4\pi r_+(r_+^2 + 2\alpha)$ and

$$
U = \frac{16\pi p r_+^4}{(D - 2)} + (D - 3)r_+^3 + (D - 5)\alpha - (D - 3)\frac{q^2}{r_+^{2D-8}}, 
$$  (34)
we get:

\[
C_p = (D - 2) \frac{\omega_{D-2}}{4} \frac{U(r_+^2 + 2\alpha)[r_+^{D-3} + 2(D - 2)\alpha r_+^{D-5}]}{U'(r_+^2 + 2\alpha) - U(r_+^2 + 2\alpha r_+^2 + 2r_+)} \tag{35}
\]

In \(D = 5\) the result is:

\[
C_p = \frac{3\pi^2}{2} \frac{(8\pi p r_+^8 + 3r_+^4 - 3q^2)(r_+^2 + 2\alpha)^2 r_+}{(8r_+^8\pi p - 3r_+^6 + 15r_+^2q^2 + 48\alpha \pi p r_+^6 + 60\alpha r_+^4 + 18\alpha q^2)}, \tag{36}
\]

while in \(D = 6\) it is:

\[
C_p = \frac{8\pi^2}{3} \frac{(4\pi p r_+^8 + 3r_+^4 + \alpha r_+^4 - 3q^2)(r_+^2 + 2\alpha)^3 r_+^2}{(4r_+^{10}\pi p - 3r_+^8 + 3r_+^6\alpha + 21r_+^2q^2 + 24\alpha \pi p r_+^8 - 2\alpha^2 r_+^4 + 30\alpha q^2).} \tag{37}
\]

3.3. The engine efficiency

Again, working in the high temperature limit in order to be able to extract expressions for the integrated specific heat and the volume, we solve equation (32) iteratively for the horizon \(r_+\) as a function of \((T, p, q)\), giving, for \(D = 5\):

\[
\begin{align*}
   r_+ &= \frac{3T}{4p} + \frac{1}{6} (16\pi \alpha p - 3) \frac{1}{\pi T} \frac{p(32\pi \alpha p - 3)(16\pi \alpha p - 3)}{\pi^2 T^3} \\
   &\quad + 4 \frac{p^2}{243} (-27 + 72\pi \alpha p + 14336\pi^3 \alpha^3 p^3 + 96q^2\pi^2 p^2 - 576\pi^3 \alpha^2 p^2) + \ldots \\
   V &= \frac{81}{512} \frac{\pi^2 T^4}{p^4} + \frac{9}{64} \frac{\pi (16\pi \alpha p - 3) T^2}{p^3} - \frac{1}{64} \frac{256\pi^3 \alpha^3 p^2 - 9}{p^2} \\
   &\quad + \frac{9}{16} \frac{9}{T^2} \frac{9\alpha + 512\pi^2 \alpha^3 + 12\pi pq^2 - 144\pi \alpha q^2}{\pi^2 T^3} + \ldots \\
   \int C_p dT &= \frac{81}{512} \frac{\pi^2 T^4}{p^4} + \frac{9}{128} \frac{\pi (32\pi \alpha p - 3) T^2}{p^2} \\
   &\quad + \frac{1}{288} \frac{(-27 + 864\pi \alpha p + 16384\pi^3 \alpha^3 p^3 + 576q^2\pi^2 p^2 - 6912\pi^3 \alpha^2 p^2)}{T^2} + \ldots \tag{38}
\end{align*}
\]

a deformation, by \(\alpha\), of our expressions in equation (21). For \(D = 6\) we have:

\[
\begin{align*}
   r_+ &= \frac{T}{p} + \frac{1}{4} \frac{(8\pi \alpha p - 3)}{\pi T} - \frac{1}{16} \frac{p(-68\pi \alpha p + 128\pi^3 \alpha^3 p^3 + 9)}{\pi^2 T^3} \\
   &\quad + \frac{1}{32} \frac{p^2(-1360\pi^3 \alpha^2 p^2 + 336\pi \alpha p - 27 + 1792\pi^3 \alpha p)}{\pi^3 T^3} + \ldots \\
   V &= \frac{8}{15} \frac{\pi^2 T^3}{p^3} + \frac{2}{5} \frac{\pi (8\pi \alpha p - 3) T^2}{p^4} - \frac{1}{6} \frac{(28\pi \alpha p - 9) T}{p^3} + \frac{4}{5} \frac{\pi \alpha^2 (-5 + 16\pi \alpha p)}{T} \\
   &\quad - \frac{1}{24} \frac{1}{\pi T^3} \frac{(-4\pi^2 \pi^2 q^2 + 724\pi \alpha p^2 - 3456\pi^5 \alpha^3 - 45\alpha + 5120 \alpha^4 \pi^4)}{\pi^2 T^3} + \ldots \\
   \int C_p dT &= \frac{8}{15} \frac{\pi^2 T^3}{p^3} + \frac{4}{3} \frac{\pi (4\pi \alpha p - 1) T^2}{p^3} - \frac{1}{96} \frac{40 \pi \alpha p^2 - 64 \pi^2 p^2 \alpha^3 - 2\alpha}{T} \\
   &\quad - \frac{1}{96} \frac{1}{\pi T^3} \frac{(-256\pi^2 \pi^2 q^3 - 18432\pi^5 \alpha^3 \pi^2 p^4 + 5792\pi^5 \alpha^7 \pi^2 p^4 + 20480\alpha \pi^4 p^4 - 720\pi \alpha p + 27)}{\pi^2 T^3} + \ldots \tag{39}
\end{align*}
\]
The efficiency (at high $T$) of our engine cycle in figure 2 is given (perturbatively) by inserting these new quantities into equation (22), and we can now answer the question of how our Gauss–Bonnet deformation has affected—increased or decreased—the efficiency of our engine. We can follow the efficiency as a function of $\alpha$, seeing how it behaves as we move away from $\alpha = 0$. From the form of the expansion, it is also clear that we must be careful, at any given order in the $1/T$ expansion, to not take $\alpha$ (or really, the product $\alpha p$) too large so as not to compromise the accuracy of the expansion. Before we do that exploration, we must decide what parameters of the cycle we specify and hold fixed as we compare different engines by changing $\alpha$. There is a variety of choices, but we will study two schemes in what follows.

3.3.1. Scheme 1. Here, for our engine cycle (see figure 2) we specify the two operating pressures ($p_1$, $p_b$) and the two temperatures ($T_1$, $T_2$). Specifying those two temperatures is in some sense in natural accordance with how the input heat $Q_H$ is defined in equation (3), using the pressure $p_1$ of the isobar and the beginning and ending temperatures of the isobaric expansion phase. We can compute the efficiency in this scheme as a function of $\alpha$, seeing how it moves away from the standard set by $\alpha = 0$.

Actually, at a given value of $\alpha$ another important standard to compare to is the Carnot efficiency $\eta_C = 1 - T_C/T_H$ which is the efficiency we would get with a reversible heat engine operating between those same two temperatures. (Recall that $T_C$ and $T_H$ are the lowest and highest temperatures our engine can attain.) Note however that although we have specified $T_H \equiv T_2$, $\eta_C$ changes with $\alpha$ since $T_C$ does: the equation of state (32) must be used to determine $T_4 \equiv T_C$. In fact, as $\alpha$ increases $T_C$ falls, as can be seen by using the equation of state (32), meaning that the Carnot cycle available is more efficient with increasing $\alpha$. (We will return to this point quantitatively below.)

Now, specifying a particular choice of parameters of the heat engine’s cycle includes picking the pressures $p_1$ and $p_b$. Once that is done, the actual values that $\alpha$ can take will be bounded above by $\alpha_b$ in equation (30), coming from the constraint to have a physical vacuum solution. We insert $p = p_1$ into that equation since that is the largest pressure the engine will encounter in its cycle, and therefore gives the more strict bound.

With those subtleties in mind, we can now study the efficiency of our engine at various physical values of $\alpha$, and also compare to the available Carnot efficiency at the same $\alpha$. As an example, in figure 3 the efficiencies are compared over the physical range $0 < \alpha < \alpha_b$, for a particular choice of parameters.

Figure 3(a) shows the ratio $\eta/\eta_C$, and it increases over the physical range, for $D = 5$. Defining $\eta_{\alpha}$ as the efficiency at $\alpha = 0$, figure 3(b) shows that the ratio $\eta/\eta_{\alpha}$ increases over the physical range, again for $D = 5$. Exploring different choices of parameters reveals that the increase behaviour in figure 3(b) is robust, while that of figure 3(a) is not: sometimes it can be a decrease. At least in this large $T$ regime, we can understand this from the expressions in equation (38). It is sufficient to truncate the expressions for the volume and the integrated specific heat to keep the leading positive powers of $T$ in the expansion. Then, inserting them into the expression (22) for the efficiency yields

---

7 We thank Shao–Wen Wei for pointing out an error in earlier versions of this manuscript made while using perturbative methods for determining $f_C$ which break down for small enough temperature.
\[ \eta = \left( 1 - \frac{p_1}{p_2} \right) (1 + A_1 x) (1 + A_2 x)^{-1}, \]  

where  

\[ A_1 = \frac{8}{9\pi} p_1 (16\pi \alpha p_1 - 3), \quad A_2 = \frac{4}{9\pi} p_1 (32\pi \alpha p_1 - 3), \quad \text{and} \quad x = \frac{T_2 - T_1}{T_4 - T_1}. \]  

Expanding in small \( x \) gives the ratio:

\[ \frac{\eta}{\eta_0} = 1 + \frac{512 p_1^3}{27 \pi} x^2 \alpha + \cdots, \]  

explaining the robustness of the results of the type shown in figure 3(b). That the result (increase or decrease with \( \alpha \)) for \( \eta/\eta_c \) is parameter dependent follows from the fact that the Carnot efficiency requires a determination of \( T_C = T_4 \) through the equation of state, picking up dependence on the way scheme 1 is defined through parameters specified at other corners of the cycle. Some algebra shows that at leading order in \( \alpha \):

\[ T_C = \frac{p_2}{p_1} T_1 + \frac{2}{3\pi} (p_1 - p_2) \frac{1}{T_1} - \frac{2}{27\pi^2} \frac{p_1}{p_2} (p_1 - p_3) \times (-3p_1 + p_3 (64\pi p_1 \pi \alpha - 9)) \frac{1}{T_1^2} + O \left( \frac{1}{T_1^2} \right), \]  

and so since \( T_C \) is falling linearly with \( \alpha \), the Carnot efficiency \( \eta_c = 1 - T_C/T_2 \) rises at that rate. (The first two terms of the large \( T \) expansion (38) for \( V \) evaluated at different corners of the cycle was the approach used to obtain this.) The key issue then is how fast \( \eta_c \) rises with \( \alpha \) compared to \( \eta \). The coefficient is \( \sim p_1^2 (p_1 - p_3) T_1^{-3} T_2^{-1} \), while the rise of \( \eta \) is governed by
Recall that $x$ is a combination of $T_1$ and $T_2$ given in equation (41), and we have ignored pure numbers that don’t matter in the argument. Therefore for an appropriate choice of parameters $(T_1, T_2, p_1, p_2)$ of the engine, $\eta_C$ can increase with $\alpha$ more slowly than $\eta$, giving a positive slope for $\eta/\eta_C$. Different choices can instead make $\eta_C$ increase with $\alpha$ more quickly than $\eta$, making the slope of $\eta/\eta_C$ negative.

Moving to one dimension higher, figures 4(a) and (b) show sample behaviour for $D = 6$ for the same defining values of the state variables, which by contrast has a decrease for $\eta/\eta_C$ and an increase for $\eta/\eta_0$. Again, exploration shows that the behaviour of $\eta/\eta_0$ is apparently robust, while $\eta/\eta_C$ is parameter dependent. This is backed up again by a study of the large $T$ expressions in equation (39). Curiously, the volume expression has one extra positive power of $T$ (a linear one) while the integrated specific heat does not. Ignoring the linear term at first, analysis very similar to above yields an expression for the efficiency of the same form as in equation (40) but now with:

$$A_1 = \frac{5}{4\pi} p_1 (8\pi \alpha p_1 - 3), \quad A_2 = \frac{5}{2\pi} p_1 (4\pi \alpha p_1 - 1), \quad \text{and} \quad x = \frac{T_2^3 - T_1^3}{T_2^3 - T_1^3}.$$  

Expanding again in small $x$ gives the ratio:

$$\frac{\eta}{\eta_0} = 1 + \frac{25}{2\pi} x^3 \alpha + \ldots,$$

which is encouragingly positive. The linear term in $T$, which has a negative sign, must be taken into account. Further algebra shows that its contribution at this order gives $(-35/4\pi)p_1^3 y$ where $y = (T_1 - T_0)/(T_2^3 - T_1^3)$. This is not enough to change the sign, and so indeed the increase in $\eta/\eta_0$ is robust. Again, that the sign of the slope of $\eta/\eta_C$ is parameter dependent follows from the equation of state dependence of $T_C$. In this case
We now turn to scheme 2. As in scheme 1, this behaviour can be understood from the large $T$ expressions given in equations (38) and (39) by truncating to just the positive powers of $T$. In either $D = 5$ or $D = 6$ the story is the same. In the case of $D = 5$ the efficiency is the product form:

$$
T_c = \frac{p_2 T_1}{p_1} + \frac{3}{4\pi} (p_1 - p_2) \frac{1}{T_1} - \frac{9}{16\pi^2} \frac{p_1}{p_6} (p_1 - p_3)(-p_1 + p_2(8\pi^2 - 2)) \frac{1}{T_1} + O\left(\frac{1}{T_1}\right),
$$

i.e., of similar form as for $D = 5$ with slightly different coefficients (of the same signs as before), and so the analysis goes through very similarly.

3.3.2. Scheme 2. In this scheme for our engine (referring again to figure 2) we instead specify the temperatures $(T_5, T_6)$, equivalent to specifying $(T_5, T_6)$, as well as the volumes $(V_5, V_6)$ (which also gives the pair $(V_5, V_6)$). This might be considered a natural choice if one is constructing an engine with specific initial and final volumes in mind. Now the Carnot efficiency $\eta_c$ is fixed for all $\alpha$. Instead, however, the pressures $p_1 = p_2$ and $p_4 = p_6$ must be determined using the equation of state, and so are now $\alpha$-dependent. The upper bound on $\alpha$ coming from equation (30) is more subtle to implement here since the pressures in our engine are $\alpha$ dependent. However, one can proceed as follows. At a given value of $\alpha$, we can compute the largest pressure $(p_1 = p_2)$ that occurs in the engine, and check whether the limiting $\alpha_0$ obtained from that $p_1$ is less than $\alpha$. If it is, then that particular engine is not physical and we have strayed beyond the maximum $\alpha$. Put differently, as a function of $\alpha$ there is a curve $\alpha_0(\alpha) = (D - 1)(D - 2)/64\pi p_1(\alpha)$ which starts out at some positive value at $\alpha = 0$. At some point it meets the line of slope unity (\(\alpha_0 = \alpha\)), and that crossing point determines $\alpha$'s maximum value. See figures 5(a) and (b), for the case $D = 5$ and $D = 6$ respectively.

Again, we define $\eta_0$ as the efficiency at $\alpha = 0$. Examples of the ratios $\eta/\eta_c$ and $\eta/\eta_0$ are plotted for $D = 5$ in figures 6(a) and (b), both decreasing with $\alpha$, for a range of sample parameters in contrast with scheme 1. For $D = 6$ we plot the analogous quantities in figures 7(a) and (b). The decreases here also are apparently robust.

As in scheme 1, this behaviour can be understood from the large $T$ expressions given in equations (38) and (39) by truncating to just the positive powers of $T$. In either $D = 5$ or $D = 6$ the story is the same. In the case of $D = 5$ the efficiency is the product form:
Figure 6. (a) The ratio $\eta/\eta_C$ versus $\alpha$, and (b) the ratio $\eta/\eta_0$ versus $\alpha$ in scheme 2 over the physical range given by equation (30), implemented as described in the text. This is for $D = 5$. (See the caption of figure 5 for parameter values.)

Figure 7. (a) The ratio $\eta/\eta_C$ versus $\alpha$, and (b) the ratio $\eta/\eta_0$ versus $\alpha$ in scheme 2 over the physical range given by equation (30), implemented as described in the text. This is for $D = 6$. (Again we used the same defining values of the state variables that were used for $D = 5$; they are listed in the caption of figure 5.)

\[
\eta = \left(1 - \frac{p_2}{p_1}\right)(V_2 - V_1) \left\{ \frac{81}{512} \pi^2 \left(\frac{T^4}{p_2^2} - \frac{T^4}{p_1^2} \right) + \frac{9}{128} 32 \pi \alpha p_1 - 3 \left(\frac{T^4}{p_2^4} - \frac{T^4}{p_1^4} \right) \right\}^{-1}, \tag{47} \]
and there is a similar expression for $D = 6$ with the term in braces replaced by the expression
\[
\frac{8}{15} \pi^4 \left( \frac{T_5^5 - T_4^5}{p_4^2} \right) + \frac{4}{3} (4\pi\alpha p_1 - 1) \left( \frac{T_4^3 - T_1^3}{p_1^2} \right).
\]
(48)

In both cases, the factor of the volume difference is fixed in this scheme and so will not contribute any change with $\alpha$. In this scheme, $T_1, p_1$ and $p_4$ must be determined by use of the equation of state, and some algebra yields for the terms in braces:
\[
\{ \cdot \} = \frac{9}{32} T_2^2 \left[ \pi 2^{+2} T_2 \left( \frac{V_5 - V_4}{V_2^4} - \frac{V_4^2}{V_5^2} \right) \right]
\]
\[
+ \frac{9\pi}{32} T_2^2 \left[ 4\pi T_2 \left( \frac{V_5 - V_4}{V_2^4} - \frac{V_4^2}{V_5^2} \right) \right] \alpha + O(\alpha^2),
\]
(49)
for $D = 5$, and for $D = 6$:
\[
\{ \cdot \} = \frac{2^4}{15^2} T_2 \left[ 2^{+2} 15^2 T_2 \left( \frac{V_5 - V_4}{V_2^4} - \frac{V_4^2}{V_5^2} \right) \right]
\]
\[
+ \frac{8\pi}{15} T_2^2 \left[ 2^{+2} 15^2 T_2 \left( \frac{V_5 - V_4}{V_2^4} + \frac{10V_5^2 - 15V_4^2}{V_2^4} \right) \right] \alpha + O(\alpha^2).
\]
(50)

Since we are working at large $T$, we can ignore the second term in each of the square braces that appear, as the $T_2^2$ terms will dominate. So again, in both cases, we see that the $\alpha$ coefficient is again positive, to leading order. So in either $D = 5$ or $D = 6$, the $\{ \cdot \}$ term will increase (corresponding to an increase in input heat needed for the cycle), so $\eta$ potentially decreases (we are dividing by the factor in braces). This leaves the first factor of the product form (47) (with (48)) of the efficiency. Use of the equation of state gives at large $T$:
\[
\frac{p_4}{p_1} = \frac{T_4}{T_2} \left( \frac{V_5}{V_1} \right)^3 \left[ 1 + \sqrt{2} \pi \left( \frac{V_5^2 - V_4^2}{V_2^2 V_4^2} \right) \right] \alpha + O(\alpha^2),
\]
(51)
for $D = 5$ and
\[
\frac{p_4}{p_1} = \frac{T_4}{T_2} \left( \frac{V_5}{V_1} \right)^3 \left[ 1 + \frac{4\pi^2}{\sqrt{2}} \left( \frac{V_5^2 - V_4^2}{V_2^2 V_4^2} \right) \right] \alpha + O(\alpha^2),
\]
(52)
for $D = 6$. This means that the first factor in brackets of the product form decreases with $\alpha$ too. We see therefore that in both $D = 5$ and $D = 6$, the ratio $\eta/\eta_0$ must decrease (at least in this large $T$ limit). Since in this scheme, the Carnot efficiency is also fixed at the outset, we see that $\eta/\eta_c$ must also generically decrease (in this large $T$ limit), again confirming what was uncovered in the numerical exploration.
4. Closing remarks

After careful clarification and extension of the results of [17] for holographic heat engines in Einstein–Maxwell gravity (with negative $\Lambda$) we added a Gauss–Bonnet sector and computed analogous results for similarly defined heat engines. It was particularly interesting to see what happens to the efficiency $\eta$ (at least in the large $T$ limit) in the presence of the Gauss–Bonnet sector, for the particular choice of engine cycle defined in figure 2. Such higher curvature corrections to the gravity theory affect both the black holes’ heat capacity and their ability to do mechanical work (since their size depends upon the Gauss–Bonnet coefficient $\alpha_{GB}$) and hence it is not a priori obvious as to how the efficiency would be affected. Moreover, we learned that how $\eta$ is affected also depends upon what parameters of the engine cycle are held fixed as $\alpha_{GB}$, the coefficient of the Gauss–Bonnet terms, is changed. (Recall that the parameter $\alpha$, used in much of the presentation, is proportional to $\alpha_{GB}$; see just below equation (29).)

We compared the efficiency as a function of $\alpha_{GB}$ to two natural quantities: (1) the efficiency at $\alpha_{GB} = 0$, denoted $\eta_0$, and (2) the maximum (Carnot) efficiency, $\eta_c$. Furthermore, we examined two schemes for which parameters of the engine to hold fixed as we change $\alpha_{GB}$, and the effects on the efficiency differed in each scheme. This is because the equation of state is $\alpha_{GB}$ dependent, and so the parameters of the engine not held fixed depend upon $\alpha_{GB}$. This has a scheme dependent effect on the efficiency. The question therefore arises as to which is the better overall benchmark for measuring the effects of the Gauss–Bonnet sector on $\eta$. If there is anything close to a scheme–independent answer to this question (and it is not clear that there is), perhaps the Carnot standard, asking how $\eta/\eta_c$ has changed, is more robust since there is an unambiguous and universal meaning to what that Carnot engine is, and its efficiency takes as input only the highest and lowest temperatures ($T_H$ and $T_C$ respectively) in the engine under discussion. This becomes even stronger in scheme 2 which holds $T_H$ and $T_C$ fixed as $\alpha_{GB}$ varies.

The physics of Einstein gravity with negative cosmological constant is believed to be holographically dual to large $N$ (for suitably defined $N$) field theories in one dimension fewer, and higher curvature corrections such as Gauss–Bonnet terms correspond to particular classes of $1/N$ corrections to the duality (for a review, see [22]). While it is not yet clear what the extended thermodynamics (and in particular, our holographic heat engines) might teach us about the dual field theories, some suggestions about how to proceed have been made in the literature: since varying $p$ ends up changing the $N$ of the field theory (e.g. the $N$ in an $SU(N)$ Yang–Mills in the case of $D = 5$), a heat engine really defines a cycle on the space of the dual field theories [17], since $N$ is not fixed8. As suggested in [38], it is possible that the efficiency of an holographic heat engine, involving heat flows and the performance of mechanical work as it does, might characterise an important physical property of the field theory (or class of field theories) to which the engine is dual, such as a near-equilibrium expansion of an appropriate response function. Of course, further work (beyond the scope of this paper) is needed to sharpen this suggestion.

Whatever the meaning of the efficiency for the dual large $N$ field theories, our results tell us about the changes to that quantity once this specific class of $1/N$ corrections are added: At least in a high $T$ expansion, when compared to $\eta_c$ or $\eta_0 = \eta(\alpha = 0)$ there is a clear decrease in $\eta$ with increasing $\alpha$ in scheme 2, at least for $D = 5$ and $D = 6$. The ratio $\eta/\eta_0$ also has a generic increase with $\alpha$ in scheme 1, for both $D = 5$ and $D = 6$. (The sign of the slope of

Changing $p$ (and hence $l$) also changes the volume the dual field theory resides on, as pointed out in [23].
\(\eta/\eta_c\) is not robust in scheme 1, since the lowest temperature of the engine is itself parameter dependent.

It would be interesting to establish what happens in higher dimensions, and to examine the physics away from the high \(T\) regime. The recent results of [38] may be useful in that regard. It would also be interesting to study the effects on the heat engines that can be defined for other classes of extension or deformation of Einstein–Maxwell gravity, whether motivated by dual field theory considerations or not. We hope to report new results from this avenue of investigation in the near future.
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