Novel optical neural network architecture with the temporal synthetic dimension
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Abstract

Optical neural networks, employing optical fields and photonic tools to perform artificial neural network computations, are rapidly advancing and are generating a broad interest and sparking new applications. We propose a nascent approach for realizing the optical neural network utilizing a single resonator network, where the arrival times of optical pulses are interconnected to construct a synthetic temporal dimension. The set of pulses in each roundtrip therefore provides the sites in each layer in the optical neural network, and can be linearly transformed with splitters and delay lines, including the phase modulators, when pulses circulate inside the network. Such linear transformation can be arbitrarily controlled by applied modulation phases, which serve as the building block of the neural network together with a nonlinear component for pulses. We validate the functionality of the proposed optical neural network using an example of a complicated wine classification problem. This proof of principle demonstration opens up an opportunity to develop a photonics-based machine learning in a single ring network utilizing the concept of synthetic dimensions. Our approach holds flexibility and easiness of reconfiguration with potentially complex functionality in achieving desired optical tasks, pointing towards promisingly perform on-chip optical computations with further miniaturization.
I. INTRODUCTION

Optical neural networks (ONN) have been under extensive studies recently with an ultimate goal of achieving machining learning in a photonic system, which holds a promise of providing an alternative solution to artificial intelligence compared to its more traditional realization using computers based on electrical circuits [1–10]. Recent advancements have revealed that ONN exhibits important computation capability with photonic tools [11–15] as well as training optical fields for some specific optimization purposes [16]. On the other hand, realizations of ONN on different platforms have also attracted great interest from the theoretical and computational perspectives. For example, training ONN through in situ back propagation [17, 18] and quantum ONN can conduct the non-classical tasks [19]. Nevertheless, it has been found that most of ONN designs depend on the number of photonic devices in each layer as well as the total layer number, which makes an ONN system require $N^2$ photonic devices with tunable externally controlled components and makes its practical implementation rather complex and lacks the freedom and options for further reconfiguration and miniaturization [11–13]. It is therefore important to find simple photonic ONN designs beyond the device size but with enough freedom towards arbitrary functionality.

Synthetic dimensions in photonics have shown to offer a novel concept of utilizing the different degrees of freedom of light [20, 21], which are found to have several practical implementations such as simplification of experimental setups [22, 23], design of the complex connectivity in synthetic dimensions [24–27], capability of further reconfigurations [28, 29], and realizations of exotic physical phenomena [30, 31]. In particular, synthetic dimensions can be achieved by using different approaches to connect optical modes with different frequencies [32–35], orbital angular momenta [36], temporal positions [37–42], and modal profiles [27]. Therefore, the concept of synthetic dimensions opens an avenue towards establishing flexible experimental platforms to explore a variety of important physics [43–46]. Most recently, it has been proposed that the ONN with the concept of synthetic dimensions provides a potential route towards the simple ONN design for complicated functionality [47–49].

In this report, we propose to achieve the optical neural network in a single resonator network, with the temporal synthetic dimension constructed by connecting different temporal positions of pulses with pairs of delay lines. The optical resonator network with reconfigurable couplings between different arrival times (i.e., temporal positions) of optical pulses
supports time-multiplexed lattice [40] and creates the temporal synthetic dimension. Such system has been shown its utility in exploring many fundamental physics phenomena [40, 50]. In our present study, we consider such an optical resonator network, where splitters with modulation phases are placed at the positions connecting the main loop of the resonator and each delay line. Phase modulators are added to change phases of optical pulses that propagate through in both the main loop and delay lines. By properly controlling all modulation phases with external voltages, we show that we can construct multiple layers of ONN in a single resonator (see Fig. 1). As the validation, we perform the training of the proposed platform for ONN with the training data set of the wine classification problem [51], and our results show that such ONN with the temporal synthetic dimension exhibits the deep-learning functionality. The striking feature of our ONN is that it needs only one resonator, as compared to Ref. [47], and shows the capability of adding more connectivities between sites in two layers, which can further increase the efficiency of deep learning with a larger set of training. Our design gives arbitrary size of layers in the network, which makes our system unlimited in total layer (roundtrip) number with highly re-configurability for ONN. With the appropriate choice of the number of pulses in each roundtrip and the total number of roundtrips, this single resonator network is capable of conducting arbitrary computations with all-optical pulses, after performing the proper training. Our work hence points out
an important route towards the potential for realizing the ONN with synthetic dimensions, which is highly scalable and therefore gives the extra freedom for further simplification of the setup with possible reconfiguration.

This report is arranged as follows. We give the model of the optical neural network architecture in Section II. In Section III, we give the brief procedure of the training process in the proposed ONN. We then show the proof-of-principle example of the wine classification problem in Section IV. Afterwards, we give our conclusion.

II. MODEL

We start discussing our proposal based on the optical resonator network in Fig. 1. The resonator is composed of the main cavity loop of the waveguide [see details in Fig. 2(a)]. By neglecting the group velocity dispersion of the waveguide, we consider that there are \( N \) optical pulses in total simultaneously propagating inside the loop, and every two closet nearby pulses is temporally separated by a fixed time \( \Delta t \). Each pulse can then be labelled by its temporal position \( t_n \) (or arrival time, with \( t_{n+1} - t_n = \Delta t \)) \[40\], and we can use \( n = 1, ..., N \) to denote each pulse at different temporal positions.

To construct the temporal synthetic dimension, we add a pair of delay lines, which are connected with the main cavity loop through splitters and couplers as shown in Fig. 2(a). Each splitter is controlled by a parameter \( \phi_{1(2)} \), which determines that a portion of the pulse with the amplitude \( \cos \phi_{1(2)} \) remains in the main loop while the rest of the pulse with the amplitude \( i \sin \phi_{1(2)} \) gets into one of the delay lines \[37, 38\]. Lengths of both delay lines are carefully designed. For the pulse at the temporal position \( n \) propagating through the shorter delay line, it combines into the main loop at a time \( \Delta t \) ahead of its original arrival time \( t_n \) and contributes to the pulse at the time \( t_{n-1} = t_n - \Delta t \), i.e., \( \Delta n = -1 \). On the other hand, for the pulse propagating through the longer delay line, it combines into the main loop at a time \( \Delta t \) behind its original arrival time \( t_n \) and contributes to the pulse at the time \( t_{n+1} = t_n + \Delta t \), i.e., \( \Delta n = +1 \). Such a design constructs the temporal synthetic dimension, [see the illustration in Fig. 2(b)], where the \( n \)-th pulse during the \( m \)-th roundtrip with the amplitude \( A(n, m) \) is connected to its nearest neighbor sites in the temporal synthetic lattice after each roundtrip.

In order to obtain the functionality of the ONN, we place phase modulators inside the
main cavity loop as well as two delay lines. Each phase modulator is controlled by external voltage and can add a modulation phase \( \theta_i \) \((i = 1, 2, 3)\) for the pulse propagating through it [see Fig. 2(a)] \([40]\). Moreover, we add a nonlinear component, a saturable absorber, which can convert the input pulse to an output pulse with a nonlinear function \([3]\).

Up to this point, we have introduced our schematic diagram of the single resonator network in Fig. 2, which supports the temporal synthetic dimension. One notices that parameters \( \phi_i \) and \( \theta_i \) can be precisely controlled at any time, meaning that one can manipulate \( \phi_i \) and \( \theta_i \) for each pulse \( n \) at each roundtrip number \( m \). Input pulse(s) is injected into the single resonator network through a combiner and the output signal is collected by splitting a very small portion of the pulses out from the main cavity loop for further analysis. Hence real-time information of pulses evolution inside this network is available. In the following, we get into details of how this network with the temporal synthetic dimension can realize the ONN.

Conventional artificial neural network consists of linear transformation operation and
the nonlinear activation operation [52]. ONN architectures follow the similar procedures when light propagates through layers in the spatial dimension [3–5]. In the synthetic lattice with the connectivity along the temporal dimension in Fig. 2(b), the propagation process that the set of pulses with amplitudes \( A(n, m) \) undergo beam splitters, phase modulations, and combiners in a single roundtrip can compose the linear transformation, which can be described by [37, 38]

\[
B(n, m) = A(n, m) \cos \phi_1(n, m) \cos \phi_2(n, m) e^{i\theta_1(n,m)}
- iA(n + 1, m) \sin \phi_2(n + 1, m) e^{i\theta_2(n+1,m)}
- iA(n - 1, m) \cos \phi_2(n - 1, m) \sin \phi_1(n - 1, m) e^{i\theta_2(n-1,m)},
\]

(1)

where \( B(n, m) \) denotes output amplitudes for the set of pulses after the linear transformation [see Fig. 2(a)]. The pulses then pass the nonlinear component (a saturable absorber here), which can be described by [3, 53]

\[
2\sigma \tau B(n, m)(1 - T_M) = \ln\left(\frac{T_M}{T_0}\right),
\]

(2)

\[
A(n, m + 1) = B(n, m)T_M,
\]

(3)

where \( \sigma \) and \( \tau \) denote the absorption cross-section and the lifetime of the absorber material, respectively. \( T_0 \) is the initial transmittance dependent on the absorber. For a given input pulse \( B(n, m) \), the transmittance of the absorber \( T_M \) can be calculated by using Eq. (2). The output of the pulse after it passes the nonlinear component is then given by Eq. (3), which turns out to be the input pulse \( A(n, m + 1) \) for the next layer (the next roundtrip).

The forward transmissions with linear transformations and nonlinear operations on pulses are performed while pulses propagate inside the single resonator network with the increase of the roundtrip number \( m \). The combination of linear transformation and nonlinear operation in each roundtrip gives an effective layer \( m \) of the artificial neural network. Fig. 3 summarizes such forward transmission along the temporal synthetic dimension. Theoretically, the total number of layers, \( M \) as well as the total pulse number \( N \), can be arbitrary, which determines the scalability of our proposed architecture. In Fig. 3, we use \( W_m \) to define the linear transformation in Eq. (1) and \( f_m \) to define the nonlinear operation in Eqs. (2) and (3) for the \( m \)-th roundtrip. Hence the forward transmission at each layer \( m \) can be described as:

\[
B_m = W_mA_m,
\]

(4)
FIG. 3: (a) Schematic of the architecture of an optical neural network. $A_1$ is the vector of pulses imported in the first layer when training starts. $A_m$: vector of the output pulses after the $(m-1)$-th roundtrip (layer), which is also the input vector for the $m$-th roundtrip (layer); $W_m$: matrix for the linear transformation during the $m$-th roundtrip (layer); $B_m$: vector of pulses after the linear transformation during the $m$-th roundtrip (layer); $f_m$: nonlinear activation operation; $f'_m$: derivative of $f_m$ during back propagation. $C$ is the cost function for the output signal. (b) Illustration of the signal flow through roundtrips (layers) in the resonator in Fig. 2(a).

\[ A_{m+1} = f_m B_m, \]  

(5)

where $A_m$ and $B_m$ are vectors of $A(n,m)$ and $B(n,m)$, respectively. Pulse information $A(n,m+1)$ ($B(n,m)$) after (before) the nonlinear operation at the $n$-th temporal position during the $m$-th roundtrip can be collected by dropping a very small portion of pulses out of the resonator network into detectors. Such information of $A_m$ and $B_m$ is stored in the computer for further backward propagation in training the ONN.

Once the forward propagation is finished after $M$ roundtrips in the optical resonator network, the backward propagation can be performed in the computer following the standard
procedure [17] [54]:

\[
\tilde{B}_m = B_m + f'_m (A_{m+1} - \tilde{A}_{m+1}), \quad (6)
\]

\[
\tilde{A}_m = W^T_m \tilde{B}_m, \quad (7)
\]

\(\tilde{A}_m\) and \(\tilde{B}_m\) are vectors at the \(m\)-th layer, calculated through the back propagation from the stored information of \(A_{m+1}\) and \(B_m\). Here \(f'_m\) is the derivative of the nonlinear operation at the \(m\)-th layer in Eq. (5), \(W^T_m\) is the transpose of \(W_m\) in Eq. (4), and \(\tilde{A}_{M+1}\) is the target vector \(A_{\text{target}}\), which is the expected output vector of the training set. The cost function after the \(m\)-th layer can therefore be calculated as:

\[
C_m = \frac{1}{2N} \sum_{i=1}^{N} |A(i, m + 1) - \tilde{A}(i, m + 1)|^2. \quad (8)
\]

Throughout the backward propagation, optical controlling parameters \(\phi_1(n, m), \phi_2(n, m), \theta_1(n, m), \theta_2(n, m), \) and \(\theta_3(n, m)\) can be trained by calculating the derivative of \(C_m\) with respect to these parameters, i.e.,

\[
\frac{\partial C_m}{\partial \phi_{1,2}(n, m)} = [(A_{m+1} - \tilde{A}_{m+1})]^T \bigotimes f'_m \cdot \frac{\partial W^T}{\partial \phi_{1,2}(n, m)} \cdot A_m, \quad (9)
\]

\[
\frac{\partial C_m}{\partial \theta_{1,2,3}(n, m)} = [(A_{m+1} - \tilde{A}_{m+1})]^T \bigotimes f'_m \cdot \frac{\partial W^T}{\partial \theta_{1,2,3}(n, m)} \cdot A_m, \quad (10)
\]

\(\bigotimes\) is the vector multiplication, with \(c = a \bigotimes b\) defined as \(c_n = a_n b_n\). We can obtain the corrections of parameters as [54]:

\[
\Delta \phi_{1,2}(n, m) = -a \frac{\partial C_m}{\partial \phi_{1,2}(n, m)}, \quad (11)
\]

\[
\Delta \theta_{1,2,3}(n, m) = -a \frac{\partial C_m}{\partial \theta_{1,2,3}(n, m)}, \quad (12)
\]

where \(a\) is learning rate for this training. Then \(\phi_{1,2}(n, m)\) becomes \(\phi_{1,2}(n, m) + \Delta \phi_{1,2}(n, m)\) and \(\theta_{1,2,3}(n, m)\) becomes \(\theta_{1,2,3}(n, m) + \Delta \theta_{1,2,3}(n, m)\). Following the backward propagation procedure summarized above, the parameters for controlling the forward propagation of each pulse at the \(n\)-th temporal position for the \(m\)-th roundtrip are updated backwardly from the \(M\)-th layer to the 1st layer.

At this point, we discuss a training iteration which is composed of the forward propagation by optical pulses and the backward propagation by the computer algorithm. To prepare the ONN ready for the proper computation, one needs to repeat training iterations for an enough
iteration number. Once the training procedure is finished after a certain number of iterations, all controlling parameters in the resonator network are finalized, and the ONN with the temporal synthetic dimension is ready for doing the designed all-optical computation with optical pulses in this single resonator network.

III. RESULTS

As an illustration, we choose the wine classification problem to train our proposed ONN with training sets of data and test the computation accuracy of the ONN with test sets of data from Ref. [51]. A wine classification problem is a well-established example to test the validity of an artificial neural network. This problem uses the input information that one can directly measure from the wine such as yeast content, sugar content, and preservation time and computes the output information that one can not obtain directly from the wine including the quality of soil in which grapes grow, annual precipitation of the vineyard, and the degree to which grapes are planted sparsely. The hidden relationship between the known information and the desired information can be captured by the artificial neural network after one trains it [51]. Here, we use the proposed ONN with the temporal synthetic dimension to conduct this specific problem. The input set of optical pulses with prepared complex amplitudes carry arrays of data from the input information, while the output pulses from the proposed ONN give the arrays of data after the computation.

In simulations, we choose 178 pulses in one roundtrip (i.e., $N=178$) and $M=10$, a total number of 10 roundtrips, for training this specific problem with our proposed the ONN. 80,000 sets of training data are used. Moreover, $a=0.003$ is taken. After each iteration of training, we conduct the computation with the test sets to measure how accurate our ONN becomes. In Figs. 4(a) and 4(b), we plot the normalized cost functions for training sets and test sets versus the computation iteration number, respectively. One can see both cost functions are gradually decreasing when we perform more iterated training procedure. To see the accuracy of the trained ONN, we define $P$ to compare the similarities between the output vector computed from ONN and the expected vector [55]:

FIG. 4: (a)–(b) Relative cost functions defined as Eq. (8) versus the training iteration number during the training process for (a) training sets and (b) test sets, respectively. (c)–(d) Representative $P$-values that denotes the computation accuracy (defined in Eq. (13)) before and after training with the iteration number being 500 for (c) training sets and (d) test sets, respectively.

$$P = \frac{\text{Re} \left[ \sum_{i=1}^{N} A(i, M + 1)A(i, \text{target}) \right]}{\sqrt{\sum_{i=1}^{N} |A(i, M + 1)|^2} \sqrt{\sum_{i=1}^{N} |A(i, \text{target})|^2}}. \quad (13)$$

Here, $A(i, \text{target})$ gives the set of real numbers of the expected vector and $P$ is the cosine of the angles between the output vectors and expected vectors. Therefore $P$ denotes the agreement between two vectors, where $P = 1$ labels the exact matching between two vectors and $P = 0$ means that two vectors are orthogonal. We plot $P$ computed from ONN before the training and after the training with the training sets and test sets of data in Figs. 4(c) and 4(d), respectively. Before the training, $P$ from both the training sets and test sets
spread randomly at the range from −1 to 1, meaning that the ONN does not make a good connection between the known information and the desired information. Nevertheless, after the training, $P$ from the training sets is close to unity with significantly decreased variation, and $P$ from the testing sets is also distributed in the range from 0.5 to 1, meaning that the ONN after training can perform desired computation with reasonably good accuracy.

Our chosen example of the wine classification is a relatively complex computation problem, yet the training from the ONN with the synthetic temporal dimension still works well. The number of optical pulses determines the capacity for carrying information while the number of roundtrips provides the total layer numbers in the ONN. Therefore, it is flexible to choose different numbers of pulses and roundtrips dependent on different specific problems and how accuracy of the ONN is desired. We therefore outlook our proposed ONN can be an alternative platform to conduct all-optical computations with different desired targets after the training.

The proposed platform is experimentally feasible with the state-of-the-art photonic technology. The fiber ring resonator with kilometer-long roundtrip length can be constructed with hundreds of temporal separated pulses circulating inside the resonator [40]. The nonlinear saturable absorber has been demonstrated with graphene layers [53, 56]. Such platform for achieving the temporal synthetic dimension can also be realized in a resonator with the free-space optics [42]. In both setups, delay lines (channels) are used to create the nearest-neighbor couplings along the temporal synthetic dimension. Moreover, appropriate delay lines (channels) can also connect pulses at time separations with double, triple, and/or high-order $\Delta t$, i.e., providing the long-range couplings. It therefore holds the possibility for generating more than three connectivities between sites in two layers in Fig. 2(b), which might be possible to further increase the accuracy of the ONN.

IV. CONCLUSION

In summary, we propose a novel method to create the ONN in a single resonator network with the concept of the temporal synthetic dimension. Two delay lines have been used to connect temporal-nearby pulses in each roundtrip, with the detailed dynamics being controlled by parameters in splitters and phase modulators. By including the nonlinear saturable absorber, pulses in each roundtrip become one layer in the ONN, and forward
Transmission with linear transformation and nonlinear operation is conducted when pulses circulate inside the resonator after each roundtrip. Backward propagation is done by the computer to train all control parameters. As the proof of principle, we show the complicated wine classification problem in numerical simulations, which works quite well. Our proposed ONN in the temporal synthetic dimension is flexible, which can be re-configurable and scalable on the number of sites (pulses) in each layers as well as the number of layers (roundtrips) for each computation. Once getting trained, the ONN operates all-optically. Furthermore, one can also prepare the set of pulses with the single-photon state instead [42], which might makes our proposal with the temporal synthetic dimension being possible for constructing the quantum neural network in the future study. Our work therefore shows the opportunity for constructing a flexible ONN in a single resonator, which points to a broad range of potential applications from all-optical computation to optical information processing in both benchtop optics and on-chip photonics.
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