Robustness of convolutional neural networks to physiological ECG noise
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The electrocardiogram (ECG) is one of the most widespread diagnostic tools in healthcare and supports the diagnosis of cardiovascular disorders. Deep learning methods are a successful and popular technique to detect indications of disorders from an ECG signal. However, there are open questions around the robustness of these methods to various factors, including physiological ECG noise. In this study we generate clean and noisy versions of an ECG dataset before applying Symmetric Projection Attractor Reconstruction (SPAR) and scalogram image transformations. A pretrained convolutional neural network is trained using transfer learning to classify these image transforms. For the clean ECG dataset, F1 scores for SPAR attractor and scalogram transforms were 0.70 and 0.79, respectively, and the scores decreased by less than 0.05 for the noisy ECG datasets. Notably, when the network trained on clean data was used to classify the noisy datasets, performance decreases of up to 0.18 in F1 scores were seen. However, when the network trained on the noisy data was used to classify the clean dataset, the performance decrease was less than 0.05. We conclude that physiological ECG noise impacts classification using deep learning methods and careful consideration should be given to the inclusion of noisy ECG signals in the training data when developing supervised networks for ECG classification.
1. Introduction

(a) Deep learning and physiological ECG signal noise

Electrocardiogram (ECG) signals have long been used to support the diagnosis of cardiovascular disorders. Deep learning methods show encouraging results in ECG classification tasks and have recently seen a rapid increase in popularity [1]. Noise and interference on the ECG signal are established causes of error in ECG diagnosis and interpretation [2] and have been noted to affect both manual (clinician) and automated (machine learning) detection of ECG abnormalities [3]. A desirable property of a deep network is that the performance of the network is robust to perturbations in the input data. Network robustness to ECG noise of deep learning methods used to detect cardiovascular disorders is not well understood and there have been no studies directly addressing the issue. Sources of noise that degrade the quality of a dataset include both label noise (in terms of mislabelled data) and ECG signal noise (in terms of physiological noise on the signal). Here we focus on the impact of ECG signal noise, to gain an understanding of how physiological ECG noise impacts the robustness of deep learning methods.

(b) Transfer learning with deep networks

While custom network architectures can be developed and trained from scratch to classify ECG signals [1], transfer learning is a popular method for utilising pretrained deep networks with new data. Transfer learning refers to the retraining of a pretrained network, for example a network pretrained using ImageNet [4] data can be retrained using ECG data to classify ECG data. This training method is useful when there is a lack of data, computational resources or time, or to prototype models and carry out exploratory analysis.

ECG datasets often contain fewer than the large number of samples required to train a deep network from scratch, and in this case transfer learning is an attractive option. Furthermore, many well known network architectures have a demonstrated record of high performance. The focus of this study is to evaluate the robustness of deep learning to physiological ECG noise, rather than to optimise ECG classification performance of a custom architecture. Using an established pretrained network provides a solid foundation for this focus.

Convolutional neural networks (CNNs) are a class of deep network that is widely used for image classification and, alongside recurrent neural networks (RNNs), are commonly used for ECG classification [1]. Both 1D CNNs applied to the raw ECG signal and 2D CNNs applied to ECG image transforms have been used to detect cardiovascular disorders from the ECG signal.

(c) Detecting cardiovascular disorders from the ECG signal

Extensive work has been carried out to develop methods, including deep networks, that extract information from an ECG signal to support clinical decision making [1,5]. ECG image transformations are methods that convert a 1D ECG signal to a 2D image which can then be passed to a 2D CNN for training and classification.

The use of ECG image transforms allows both the use of 2D CNNs pretrained on the popular image dataset ImageNet [6], and the exploration of the impact of these image transforms on network robustness to noise. ECG image transforms capture frequency domain or morphology information that describe the underlying signal. Existing ECG image transforms and their applications include: the continuous wavelet transform (scalogram) for biometrics [7], gray-level co-occurrence matrix for morphological arrhythmia detection [8], recurrence plot to classify arrhythmias [9], distance distribution matrix to identify congestive heart failure [10] and the Symmetric Projection Attractor Reconstruction (SPAR) method for genetic mutation detection [11].
Networks trained to classify ECG image transforms are less common than networks trained to classify the ECG signal directly and their utility for pathology classification is still being explored. In particular, the impact of using ECG image transforms on network robustness is unclear.

(d) Objectives
The main objectives of this study are to:

(i) Study the impact of the inclusion of physiological ECG noise in the input data on classification performance of a CNN (the robustness);
(ii) Assess the impact of the inclusion of physiological noise in the training data on the robustness of a CNN;
(iii) Determine whether different ECG image transforms increase or decrease robustness to different noise types.

2. Methods

(a) ECG dataset
Twelve lead ECG signals from the first source of data made available for the PhysioNet/Computing in Cardiology Challenge 2020 [12] were used, and all data used were open access. All subjects with one of the following three diagnostic classes were selected: atrial fibrillation (AF), healthy (Normal) and ST depression (STD). There were 2678 subjects in total: 976 AF, 918 Normal and 784 STD. Data were recorded at 500 Hz and signals were 8 to 138 seconds long.

Beyond selecting all subjects with one of the three chosen diagnostic class labels there were no further selection criteria applied. All data with precisely one of the three chosen class labels were used. Although the choice of classes was not clinically motivated, there were several motivations behind it. Firstly, to provide balanced class sizes since although addressing the impact of imbalanced class sizes on deep learning methods is important, as is developing models that can assign more than one class label, the focus of this study was to facilitate evaluation of robustness. Secondly, to reduce the number of classes the model had to identify, as a simpler model allowed a more thorough investigation of robustness. Finally, the healthy ‘Normal’ category was chosen alongside two pathology classes to study any differences in robustness to physiological noise between healthy and pathological ECG signals.

Furthermore, as ECG image transforms were used, one ECG rhythm based class (AF) and one ECG morphology based class (STD) were chosen to assess any differing performance with different ECG image transforms. AF is a heart condition resulting in irregular heart rhythm and is characterised by small irregular (fibrillatory) waves on the ECG [13]. STD is a morphological feature of an ECG signal and can be indicative of several conditions [14].

(b) Physiological ECG signal noise datasets
To explore the robustness of CNNs to physiological ECG signal noise, the raw ECG dataset described in Section (a) was filtered to remove as much existing physiological noise as possible resulting in a clean ECG dataset. Then, four physiological noise types were applied with a specified signal-to-noise ratio (SNR). Hereafter, ‘datasets’ refers to these six versions of the original ECG dataset: raw ECG signals, clean ECG signals and four applied ECG noise types. Each dataset contained signals for all 2678 subjects. Filtering of the ECG data was carried out using the ECGdeli toolbox for Matlab [15]. This filtering included: baseline wander removal, low pass filter (150 Hz), high pass filter (0.05 Hz), notch filter (49 Hz to 51 Hz) and isoline correction.

The four physiological noise recordings were originally recorded and prepared for the MIT-BIH noise stress test database [16,17] and were adapted for application to 12-lead ECG in a more recent study [18]. Thirty minutes of each of the four noise types were available. Here,
physiological noise was defined as noise that originated from the subject but excluded electrical activity from the heart. The four noise types were: baseline wander (bw), electrode movement (em), motion artefact (ma) and a linear combination of all three (all). Details of the six ECG datasets can be seen in Table 1.

Before the noise was added to the clean ECG dataset, it was scaled to give a signal-to-noise ratio (SNR) in a specified range. The raw ECG dataset had a high overall SNR (see Figure 1) and so was essentially free of noise, with the exception of a small number of records that contained a significant amount of noise. For the noisy datasets a SNR interval of 5 dB to 10 dB was specified to give a more uniform noise level and to ensure that the signals were sufficiently noisy for an effect to be detected. The procedure for applying noise to each of the 2678 clean signals was as follows: i) determine the length of the current clean ECG signal, ii) randomly select a segment of the same length from the thirty minutes of available noise, iii) randomly select a SNR between 5 and 10 dB, iv) using the clean signal, calculate the scaling factor required to scale the chosen ‘all’ noise segment to the specified SNR, v) scale the ‘all’ noise segment, and the three individual noise segments, using this scaling factor, vi) add the four noise segments to the clean signal to create four noisy signals. The resulting SNRs for the four noisy datasets can be seen in Figure 1. SNRs for the raw signal were calculated using the clean signal, and the difference between the raw and clean signal.

(c) ECG image transforms

Two transformation methods were used to generate ECG images for each of the six datasets: an attractor generated using the Symmetric Projection Attractor Reconstruction (SPAR) method [19,20] and a scalogram generated using the continuous wavelet transform. Lead II is commonly used to assess cardiac rhythm [21] and was chosen to generate the ECG image transforms.

The SPAR method uses delay coordinates to replot the data in three dimensions, then projects the resulting three dimensional plot to two dimensions from which a density plot is generated. The resulting shape is known as an attractor. An ECG attractor captures morphology information of the signal but factors out heart rate. The continuous wavelet transform was generated using an analytic Morse wavelet, with 16 wavelet bandpass filters per octave and the scalogram was obtained by plotting the absolute value of the resulting coefficients. An ECG scalogram captures frequency domain information of the signal. See Figure 2 for a representative ECG, attractor and scalogram for each of the three classes. Both image types were generated with dimension 150 × 150. All image transforms were grayscale and were generated using the full ECG signal. As two
Table 1: Details of the six ECG datasets including a Normal ECG signal example of each of the six variations. There are 2678 signals in each of the six datasets. Datasets are: raw, clean, baseline wander (bw), electrode movement (em), motion artefact (ma), combination of three noise types (all). Details of filtering are provided: isoline correction (Isoline corr.), baseline wander removal (Base. rem.), low pass filter (Lo pass), high pass filter (Hi pass), notch filter (Notch). Details of any added noise is provided. The clean ECG signal is shown in blue on all plots for comparison.

| Name | Example signal | Filtering                  | Added noise                 |
|------|----------------|----------------------------|-----------------------------|
| raw  | ![Raw ECG](image1) | Isoline corr.                | None                        |
| clean| ![Clean ECG](image2) | Isoline corr. Base. rem. Lo pass Hi pass Notch | None                        |
| bw   | ![Baseline Wander ECG](image3) | Isoline corr. Base. rem. Lo pass Hi pass Notch | Baseline wander             |
| em   | ![Electrode Movement ECG](image4) | Isoline corr. Base. rem. Lo pass Hi pass Notch | Electrode movement          |
| ma   | ![Motion Artefact ECG](image5) | Isoline corr. Base. rem. Lo pass Hi pass Notch | Motion artefact             |
| all  | ![Combination ECG](image6) | Isoline corr. Base. rem. Lo pass Hi pass Notch | Baseline wander Electrode movement Motion artefact |
image transformations were applied to each of the six datasets, there were twelve image datasets in total. Hereafter ‘image dataset’ refers to one of these twelve.

Class | ECG signal | Attractor | Scalogram
--- | --- | --- | ---
Normal | ![ECG signal](image1.png) | ![Attractor](image2.png) | ![Scalogram](image3.png)
AF | ![ECG signal](image4.png) | ![Attractor](image5.png) | ![Scalogram](image6.png)
STD | ![ECG signal](image7.png) | ![Attractor](image8.png) | ![Scalogram](image9.png)

Figure 2: Representative ECG signal for each class, along with the corresponding attractor and scalogram. Note that attractor images have increased contrast for better visibility.

(d) Transfer learning with CNNs

To classify the ECG image transforms, four CNNs pretrained using ImageNet were initially assessed: AlexNet, GoogLeNet, VGG-16 and ResNet-50. Results using these networks identified ResNet-50 as the best performing and so this network was used for the main study. Transfer learning was used to adapt each of the networks for the image transforms. To do this all layers of each network were frozen and the last learnable layer and classification layer were replaced and retrained using the ECG image transforms. All image transforms were rescaled to either $224 \times 224$ or $227 \times 227$ depending on the requirements of the network input layer.

Each of the twelve image datasets were used to train the network. Five fold cross validation was used. For each cross validation fold, the data was split into training (75%), validation (5%) and test (20%) data (Figure 3). Predefined cross validation folds were used, thus giving consistency for the different datasets. To prevent overfitting, networks were set to stop training when the validation loss was larger than the previous smallest value five times consecutively.

To carry out the study of robustness, and investigate the impact that physiological ECG noise has on classification performance, three variations of the network training and testing were carried out:

(i) Network training and validation using a single image dataset, used to classify test data from the same image dataset;
(ii) Network training and validation using a clean ECG image dataset, used to classify test data from all other image datasets;
(iii) Network training and validation using a noisy ECG image dataset, used to classify test data from all other image datasets.
Figure 3: Diagram of how the data was split into training (75%), validation (5%) and test (20%) data for each of the five cross validation folds.

(e) Performance metrics
As the classes were slightly imbalanced, the F1 score was used to evaluate the performance of the networks. The F1 score is the harmonic mean of precision and recall and is calculated as follows:

$$F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$$

where precision is the fraction of predicted labels of a specific class that are correct and recall is the fraction of a specific class that is correctly identified. To account for the multiple classes, the macro averaged F1 score was used, whereby the F1 score was calculated for each class individually and the arithmetic mean of these was taken. Unless specified, the F1 scores reported below refer to overall network performance (macro averaged F1 score) as opposed to individual class F1 score.

3. Results
(a) Network comparison: Training and test data from same dataset
Overall network performance for four different networks trained and tested on each of the six datasets can be seen in Figure 4. Using F1 scores as a metric of overall network performance, ResNet-50 is the best performing network and has the lowest standard deviation across the five cross validation folds, although for the attractor images AlexNet has similar performance. Furthermore, unlike the other networks, ResNet-50 performance is fairly consistent across the datasets, with all F1 scores in the range 0.65 to 0.71 for the SPAR images, and in the range 0.76 to 0.79 for the scalogram images. ResNet-50 has been used for the remainder of the analysis.

(b) Noise comparison: Training and test data from the same dataset
When networks were trained and tested using data from the same dataset, classification performance F1 scores for the noisy datasets were consistently lower than for the clean dataset. These results can be seen within the black boxes in Figure 4. It should be noted that the error bars overlap more for scalogram than for the attractor images, suggesting that the performance decrease with noise is less significant. F1 score changes from the clean dataset to the all noise dataset were 0.70 to 0.65 for the attractor images and 0.79 to 0.77 for the scalogram images. ResNet-50 appeared to perform most consistently across all noise types, with the smallest F1 score decrease in performance. Other networks showed larger changes and in some cases performance increased in the presence of noise (see Figure 4b, AlexNet for example).
Figure 4: Comparison of network performance when training and test data were taken from the same dataset, for a) the attractor images and b) the scalogram images. Each cluster of bars shows F1 scores for a single network, where each bar represents an ECG dataset: raw, clean, baseline wander (bw), electrode movement (em), motion artefact (ma) and all three combined (all). The raw data performance (raw) is shown for comparison. Error bars show standard deviation across the five cross validation folds. Black boxes highlight results for the chosen network.

(c) Using a network trained on clean data to classify noisy data

ResNet-50 was chosen for further study. When the network that had been trained on the clean ECG image dataset was used to classify test data from the noisy datasets, F1 scores decreased by up to 0.2. A summary of the overall F1 scores is given in Table 2. A summary of results, including a breakdown of the F1 scores by class, can be seen in Figure 5.

(d) Using a network trained on noisy data to classify clean and noisy data

A network that had been trained on the all noise ECG image dataset was used to classify test data from the clean and noisy datasets. See the overall F1 scores in Table 3 and a summary of results for all classes in Figure 6. In this case, the performance decrease was smaller than when the network trained on clean data was used to classify noisy data. The all noise ECG image dataset performed fairly consistently in classifying all other ECG image datasets.

(e) Class comparison: Training and test data from the same dataset

The F1 scores seen so far have been the macro averaged (overall network) F1 scores, that is the arithmetic mean of the F1 scores for each of the three classes individually. Individual class F1

| Overall image | Overall F1 score | F1 score for clean dataset | F1 score for raw dataset | F1 score for bw dataset | F1 score for em dataset | F1 score for ma dataset | F1 score for all datasets |
|---------------|------------------|----------------------------|--------------------------|-------------------------|------------------------|------------------------|--------------------------|
| att           |                  | 0.70 (0.02)                | 0.69 (0.03)              | 0.66 (0.04)             | 0.52 (0.05)            | 0.53 (0.05)            | 0.53 (0.05)              |
| scl           |                  | 0.79 (0.02)                | 0.78 (0.02)              | 0.77 (0.02)             | 0.65 (0.02)            | 0.69 (0.02)            | 0.65 (0.01)              |

Table 2: Summary of overall network F1 scores for the ResNet-50 network trained using the clean dataset, then tested using the noisy datasets. Values shown are the arithmetic mean and standard deviation across the five cross validation folds. Results shown for attractor (att) and scalogram (scl) image transforms. Note that results for clean data are a duplication of data shown in Table 4. The results for raw data are shown for comparison.
Figure 5: Breakdown of ResNet-50 F1 scores by class for the network trained using the clean dataset then tested using the noisy datasets. Here + is overall network F1, △ is AF, ○ is Normal and □ is STD. Attractor and scalogram F1 scores are shown side by side, indicated by the background shading. From left to right, results are shown for clean, baseline wander, electrode movement and all three combined.

Figure 6: Breakdown of ResNet-50 F1 scores by class for the network trained using the all noise dataset then tested using all other datasets. Here + is overall network F1, △ is AF, ○ is Normal and □ is STD. Attractor and scalogram F1 scores are shown side by side, indicated by the background shading. From left to right, results are shown for clean, baseline wander, electrode movement and all three combined.

scores for networks whose training and test data were taken from the same ECG dataset can be seen in Figure 7. A summary of F1 scores for each class individually can be seen in Table 4.

Table 3: Summary of overall network F1 scores for the ResNet-50 network trained using the all noise image dataset then tested using all other datasets. Values shown are the arithmetic mean and standard deviation across the five cross validation folds. Results shown for attractor (att) and scalogram (scl) images. Note that results for all noise are a duplication of data shown in Table 4. The results for raw data are shown for comparison.

| image | raw | clean | bw | em | ma | all |
|-------|-----|-------|----|----|----|-----|
| att   | 0.60 (0.05) | 0.60 (0.04) | 0.63 (0.04) | 0.64 (0.02) | 0.62 (0.03) | 0.65 (0.02) |
| scl   | 0.74 (0.03) | 0.74 (0.03) | 0.75 (0.02) | 0.73 (0.02) | 0.76 (0.03) | 0.77 (0.03) |
Figure 7: Breakdown of ResNet-50 F1 scores by class when training and test data was taken from the same dataset. Here + is the overall network F1 score, △ is AF, ○ is Normal and □ is STD. Attractor and scalogram F1 scores are shown side by side, indicated by the background shading. Results for clean data are shown in the left hand columns, followed by results for baseline wander, electrode movement, motion artefact and all three combined.

Table 4: Summary of overall network F1 scores for the ResNet-50 network whose training and test data was taken from the same dataset. Values shown are the arithmetic mean and standard deviation across the five cross validation folds. Results shown for attractor (att) and scalogram (scl) images. From top to bottom the table shows results for the overall network performance on all three classes, for AF (atrial fibrillation) only, Normal only and STD (ST depression) only. Results with the raw dataset are included for comparison.

| Image  | raw | clean | bw | em | ma | all |
|--------|-----|-------|----|----|----|-----|
| att    | 0.71 (0.02) | 0.70 (0.02) | 0.68 (0.01) | 0.65 (0.01) | 0.65 (0.02) | 0.65 (0.02) |
| scl    | 0.78 (0.04) | 0.79 (0.02) | 0.77 (0.03) | 0.76 (0.04) | 0.78 (0.04) | 0.77 (0.03) |

Overall

| Image  | raw | clean | bw | em | ma | all |
|--------|-----|-------|----|----|----|-----|
| att    | 0.75 (0.01) | 0.79 (0.04) | 0.76 (0.02) | 0.75 (0.03) | 0.72 (0.03) | 0.71 (0.04) |
| scl    | 0.94 (0.01) | 0.94 (0.02) | 0.93 (0.02) | 0.92 (0.02) | 0.94 (0.02) | 0.92 (0.02) |

AF

| Image  | raw | clean | bw | em | ma | all |
|--------|-----|-------|----|----|----|-----|
| att    | 0.70 (0.04) | 0.71 (0.03) | 0.66 (0.04) | 0.65 (0.03) | 0.63 (0.02) | 0.65 (0.04) |
| scl    | 0.75 (0.03) | 0.75 (0.03) | 0.70 (0.05) | 0.73 (0.03) | 0.75 (0.05) | 0.74 (0.03) |

Normal

| Image  | raw | clean | bw | em | ma | all |
|--------|-----|-------|----|----|----|-----|
| att    | 0.64 (0.02) | 0.62 (0.04) | 0.62 (0.03) | 0.57 (0.03) | 0.58 (0.04) | 0.61 (0.02) |
| scl    | 0.66 (0.07) | 0.69 (0.03) | 0.66 (0.05) | 0.62 (0.07) | 0.66 (0.04) | 0.64 (0.06) |

STD

4. Discussion

Deep learning is a well established and rapidly growing approach for ECG classification [1] where classification performance is often determined by both the quality of the training data used and the chosen model architecture. In this paper, a ResNet-50 architecture has been used to classify SPAR attractor and scalogram image transforms of an ECG signal. We have explored how robust the networks are to physiological ECG noise, and also how including or excluding physiological noise from the training data impacts robustness. The key findings with regards to choice of training data can be summarised as follows:
(i) Train network using clean data if filtering of future unseen (test) data is known. A network trained and tested on one data type (clean or noisy) has better performance than a network trained on clean data and tested on noisy data or vice versa. Therefore, for example, if it is known that all data the network will have to classify in the future will be filtered, then use filtered data to train the network.

(ii) Train network using noisy data if filtering of future unseen (test) data is unknown. A network trained on noisy data and tested on clean data has a smaller performance decrease than a network trained on clean data and tested on noisy data.

It is perhaps unsurprising that adding physiological ECG noise to the data on which the network is trained makes the network more robust and generalisable than a network trained on clean data alone, as adding (non-physiological) noise to training data is a known method for improving deep network robustness and preventing overfitting [22,23].

(a) Robustness

Noise and interference are common causes of ECG misclassification [2] and it is beneficial to gain an understanding of how physiological ECG noise affects deep network robustness. Here we have demonstrated to what degree ECG classification performance was decreased in the presence of different physiological noise types, and found that electrode movement and motion artefact have a bigger impact on performance than baseline wander for attractor images, while networks trained using scalogram image transforms appear to be more robust (see Table 4, overall network scores). The SPAR attractor method inherently factors out baseline wander (see [20] for details) which may account for the smaller performance decrease for baseline wander. This result for baseline wander may also be partially due to the fact that some of the ECG signals were short (<10 s) so only a minimal amount of baseline wander could be applied.

When the network trained on clean data was used to classify images from the different noisy datasets, performance measured by F1 score decreased minimally for both image types when baseline wander was applied (<0.04). When motion artefact, electrode movement or all types of noise combined were added to the input data, classification performance using the network trained on clean data decreased by ~0.1 for the scalograms and ~0.2 for the attractors. A possible explanation for the higher robustness of scalogram image transforms to the motion artefact and electrode movement noise could be that the relevant frequency information for these noise types is distinct from the frequency information used for classification in these images. We also note that performance for the raw data was very similar to that for the clean data in all cases, which is not surprising as most signals contained very little noise (Figure 1).

Eventually, ECG classification networks may be used in a clinical setting and the type or level of noise in this setting will be unknown beforehand. In this situation, it is beneficial to have prior understanding of the robustness of a trained network. While the best performance was found using a network trained on data with the same type of noise as the input data, it is noteworthy that the ‘penalty’ of using a network trained on noisy data was much less than when using a network trained on clean data to classify noisy data (Sections (c) and (d)). Interestingly, the classification of Normal ECG signals was most affected when using the network trained on clean data to classify noisy data (Figure 5). Overall the network appears to be more robust to unseen noise on the input data when noise has been included in the training data.

While these results reveal interesting effects of noise on classification, Figure 4 demonstrates the strong dependence on the choice of network and that further work is required in this area. Performance differences in the presence of noise for different networks suggest the need to test individual network plus dataset combinations for robustness and, perhaps more importantly, to develop datasets and techniques for evaluating robustness of networks. Work is underway in this area (see [24] and [25], for example).

Resistance to adversarial attacks is an increasingly desirable quality as deep learning models for ECG classification become more widely utilised, especially in a clinical setting. Imperceptible
changes in an ECG have been shown to cause misclassification by a deep network [25], but would likely have little effect on the image transforms. Adversarial training, where intentionally placed noise is used to generate additional input data, has been shown to increase network stability [26]. The use of ECG image transforms (rather than the raw signal) in deep learning models may be one way of increasing robustness of a network to adversarial attacks, but further work is required in this area to quantify how robust image transformation methods are to imperceptible changes on the original ECG, compared to methods using the original ECG.

(b) ECG preprocessing

Prior to image transformation, the ECG signals were filtered to remove as much real physiological noise as possible before applying the noise types. As real ECG signals were used, the amount of original noise remaining in each clean signal before the noise was applied was different despite the same method being used to filter all ECG signals. One implication of this situation is that, while we can use results of this study to draw conclusions about the impact of various noise types individually, it should be remembered that there may be traces of other noise types in the underlying ECG signal in addition to the newly applied physiological noise. This result echoes the findings of the original physiological noise dataset, where it was noted that it was almost impossible to record electrode movement or motion artefact without baseline wander [16], suggesting that the results on electrode movement or motion artefact alone are less meaningful.

An alternative approach to the generation of the noisy datasets would be to use clean synthetic ECG signals and add the noise to these. This approach would ensure as far as possible that there is only one type of noise being applied to the ECG when that is intended. However, a synthetic ECG dataset may not be as representative of real ECG data and it may be more difficult to translate findings using a synthetic dataset than real dataset. Further work is required in this area. Finally, other studies have shown a decrease in performance with increasing SNR [27]. Here, the physiological noise was applied with a small, fixed range for the SNR and further work is required to understand how different magnitude SNR noise affects performance. In particular, with regards to our finding that including noise in the training data increases network robustness it would be valuable to determine levels of noise required.

(c) Image transforms

A notable difference in performance between the frequency based scalogram image transforms and the morphology based SPAR images was for atrial fibrillation (AF), see Figure 7, where the scalogram F1 score for AF was at least 0.15 higher than the attractor F1 score for all noise types. AF is characterised by irregular F waves, known as fibrillatory waves [13], which are expected to be more easily identifiable on the scalogram, suggesting that machine learning methods incorporating frequency based techniques are better suited to identifying conditions characterised by frequency based features such as fibrillatory waves. Amongst the criteria for diagnosis of AF is a heart rate above 100 bpm [13], and this information would be captured in the scalogram image but not in the attractor image, which factors out heart rate and focusses exclusively on the ECG waveform morphology. Future models that combine the attractor image with additional information such as heart rate may improve the performance of the attractor for AF.

In contrast, classification performance for STD using attractor images is similar to that for scalogram images, despite having a lower overall performance. STD is characterised by an ST segment below the baseline of the ECG which affects the morphology of the ECG waveform. The attractor captures ECG waveform morphology in detail [20], which may explain why ST segment depression is not too difficult to identify using SPAR images.

Signals in the dataset were between 8 and 138 seconds long and this may have impacted classification performance. The SPAR image transformation method normalises for signal length, whereas scalogram images for signals with different lengths appear different and can potentially capture information for a wider range of frequencies. It will be beneficial to understand the impact
of signal length, and whether there is an optimal ECG signal length that is able to detect different cardiovascular disorders using different machine learning methods.

(d) Utility and performance

Machine learning models for ECG classification are ultimately being developed to support diagnosis and hopefully lead to improved patient outcomes. Models that use ECG image transforms as opposed to the raw signal are less common [1] and more complex as they involve both image transformation and CNN training stages which may hinder their utility in a clinical setting. In that setting, methods such as machine learning using ECG intervals or even deep learning applied to the ECG signal itself may be more desirable. However, the work reported here identified possible benefits of the approach and developed some ideas that are more broadly applicable. Firstly, it presents an alternative approach to detecting cardiovascular conditions in an ECG signal that may be more robust to different physiological noise types. Secondly, as seen in Section 3(e), different image transforms (i.e. frequency or morphology based) are better suited to classification of different conditions.

In terms of performance F1 scores, while it is difficult to make a head to head comparison of different deep networks’ performance, results found here are comparable to results in the literature. One model for detecting AF from ambulatory ECG had an F1 score of 0.83; ambulatory ECG is more likely to have noise, but the paper does not comment on the impact of this [28]. For the scalogram images, the best F1 scores for Normal and AF were 0.75 and 0.94, respectively. Another model used a 1D CNN to classify ECG signals and gave F1 scores for Normal and AF of 0.92 and 0.81 respectively [29], although two things should be noted here. Firstly, the AF dataset was almost seven times smaller than the Normal data which will reduce classification performance for AF [30]. Secondly, the ECG data was collected using a handheld device as opposed to the 12-lead data used in the present study. The device used to record the data should be taken into account when interpreting classification results.

On a similar theme, the lead chosen to generate the ECG image transforms (lead II) contributed to the classification performance for the different classes. For example, while the raised heart rate (> 100 bpm) characteristic of AF can be seen on any of the 12 leads, the first chest lead is often the best lead to spot the irregular fibrillatory waves [13]. In addition, while STD is often present in multiple leads, it is not always present in lead II [13] and it would be beneficial to evaluate the classification performance of different ECG leads. The ECG preprocessing may have altered ST changes on the ECG to some extent [31] which would also contribute to the low F1 scores for STD.

Before any model of this sort could be reliably implemented in the clinic, a better understanding of how it has chosen to classify signals is required. Interpretability tools such as LIME [32] and layer-wise relevance propagation [33] are being implemented to understand how these models classified the ECG image transforms, which will additionally help to clarify which regions of the image (i.e. a particular frequency or morphological feature) were most helpful in assigning a particular pathology class label.

(e) Limitations

Regarding the generation of the noisy ECG datasets, it should be noted that filtering can perform differently on healthy or pathological ECG signals [34], therefore there may have been a different amount of noise on the Normal, AF and STD signals even before the new physiological noise was applied. In addition, the paper describing the generation of the physiological noise used noted that it was almost impossible to record motion artefact without baseline wander [16], suggesting that the results on electrode movement or motion artefact alone are less meaningful.

There is controversy around the use of ECG transforms generated using the wavelet transform (including scalograms), due to varying frequency resolutions, meaning patterns within an individual subject are identified rather than between subjects [1]. Future work to evaluate the impact of normalisation and scalogram limit fixing will be beneficial in this area.
Finally, transfer learning models are very sensitive to the choice of network hyperparameters such as the learning rate and number of training epochs, therefore it is unwise to take the values of the performance metrics as definitive. However, these results give insight into how robust these networks are when ECG data with physiological noise is classified. Future work is required to investigate how different network and dataset combinations perform in the presence of ECG noise. There was a slight class imbalance which may have impacted performance, augmented datasets or a custom loss function could address this imbalance in future work.

5. Conclusion

We have shown that ECG image transform classification using a CNN is impacted by physiological noise, in particular by electrode movement and motion artefacts. We have also found that different image transform methods may be more appropriate for classifying different cardiovascular conditions, for example a frequency based image for an ECG frequency based condition. With regards to robustness, we found that a network trained on clean data finds it harder to classify noisy data than a network trained on noisy data does to classify clean data. This aligns well with empirical findings that deep network performance is improved by the addition of noise to the training data. Finally, when the future reliability and robustness of a machine learning model used to detect cardiovascular conditions in ECG signals is being evaluated, attention should be paid to level and type of noise in the data used to train the network.
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