Non-ergodic diffusion of single atoms in a periodic potential
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Diffusion can be used to infer the microscopic features of a system from the observation of its macroscopic dynamics. Brownian motion accurately describes many diffusive systems, but non-Brownian and nonergodic features are often observed on short timescales. Here, we trap a single ultracold caesium atom in a periodic potential and measure its diffusion1–3. We engineer the particle-environment interaction to fully control motion over a broad range of diffusion constants and timescales. We use a powerful stroboscopic imaging method to detect single-particle trajectories and analyse both non-equilibrium diffusion properties and the approach to ergodicity4. Whereas the variance and two-time correlation function exhibit apparent Brownian motion at all times, higher-order correlations reveal strong non-Brownian behaviour. We additionally observe the slow convergence of the exponential displacement distribution to a Gaussian and—unexpectedly—a much slower approach to ergodicity5, in perfect agreement with an analytical continuous-time random-walk model6. Our experimental system offers an ideal testbed for the detailed investigation of complex diffusion processes.

The concept of diffusion is ubiquitous in physics9, chemistry10 and biology11. Recent developments have lead to a better understanding of the diffusive behaviour of increasingly complex structures, from colloid particles12 and anisotropic ellipsoids13 to extended stiff filaments14 and fluidized matter15. At the same time, the diffusion of tracer particles has become a powerful experimental tool to probe the properties of complex systems from turbulent fluids16 to living cells17.

In many systems, diffusion is well described by the theory of Brownian motion.5 The hallmarks of standard Brownian diffusion are: a linear mean-square displacement (MSD), \( \sigma^2(t) = \langle (\Delta x)^2 \rangle \cong 2Dt \), where \( D \) is the diffusion coefficient and \( \langle \cdot \rangle \) denotes the average over many trajectories; a Gaussian displacement probability distribution, a direct consequence of the central-limit theorem; and ergodic behaviour in a potential, implying that ensemble and time averages are equal in the long-time limit. Ergodicity lies at the core of statistical mechanics and indicates that a single trajectory is representative for the ensemble.5 However, an increasing number of systems exhibit non-ergodic features owing to slow, non-exponential relaxation. Examples include blinking quantum dots18, the motion of lipid granules19, and mRNA molecules20 and receptors in living cells21. These systems lie outside the range of standard statistical physics and their description is hence particularly challenging19,22. Of special interest is the question of the approach to ergodicity. Many relevant processes in nature indeed occur on finite timescales19–21 during which ergodic behaviour cannot be taken for granted.

We experimentally realize an ideal system consisting of a single atom moving in a periodic potential and interacting with a near-resonant light field that acts as a thermal bath. Diffusion in a periodic potential is a paradigmatic model that has been extensively used to describe a variety of problems,1 from superionic conductors2 and Josephson junctions2 to phase-locked loops2 and diffusion on surfaces3. We perfectly control all internal and external atomic degrees of freedom, as well as the properties of the light field and of the periodic potential. Therefore, we can tune and explore diffusion over a large range of parameters. Moreover, we stroboscopically image the motion of the single atoms and record their individual trajectories, a prerequisite for the investigation of ergodicity. The diffusion of large ensembles of atoms2–6,12–14, as well as of single atoms in periodic potentials, has been examined in the past, but only ensemble properties have been determined21. The unique ability to monitor individual diffusive atoms allows us to compare the convergence of the displacement distribution to a Gaussian, as required by the central-limit theorem, and the approach to ergodicity. We demonstrate that ergodicity, quantified by the ergodicity breaking parameter (EBP), equation (7) (ref. 28), is established at a much slower pace than Gaussianity, characterized by the excess kurtosis, equation (6) (ref. 1). We further show that the MSD and the two-time position correlation function are identical to those of Brownian motion, at all times, and that a four-time correlation function is needed to identify non-Brownian features. Owing to its great tunability, our system offers a versatile platform to investigate in detail the effects of noise and disorder, as well as the influence of confinement and of external forces on general diffusion phenomena.

We initialize the system by preparing a single laser-cooled caesium (Cs) atom, thermalized with a laser light field at a temperature of \( T_s \approx 50 \mu \text{K} \). We trap the particle in a periodic potential of a one-dimensional optical lattice with depth \( U_L = k_B \times 850 \mu \text{K} \) and lattice spacing \( a/2 = 395 \text{ nm} \), where no dynamics is observed. Here \( k_B \) is the Boltzmann constant and \( a \) the wavelength of the lattice laser light. Along the lattice axis, the atom is trapped in the nodes of the interference light field. Transversely, the atom is confined by a 1,064 nm running wave dipole trap, spatially overlapped with the lattice axis. The dipole trap also contributes a harmonic confinement along the lattice axis with trapping frequency \( \omega_0 \approx 2\pi \times 60 \text{ Hz} \) for atoms leaving the lattice potential. The atom is hence initially confined to disc-shaped lattice wells and performs rapid in-well dynamics. Diffusion along the lattice axis is generated by, first, adiabatically lowering the depth to \( U_{\text{low}} = k_B \times 210 \mu \text{K} \), enabling the
From the measured single atom trajectories (Fig. 1c), we determine the escape time from a potential well, the corresponding waiting distribution and the flight distance distribution (Fig. 2). The escape time $\tau_{\text{esc}}$ is the relevant time controlling diffusion between lattice wells. Its value may be obtained from the MSD, as diffusion only starts for $t_{\text{flight}} > \tau_{\text{esc}}$ (Fig. 2b). The distribution $\psi (\tau_{\text{esc}})$ of the waiting times $\tau_{\text{esc}}$ between random hopping events is found to be exponential (Fig. 2a),

$$\psi (\tau_{\text{esc}}) = \frac{1}{\tau_{\text{esc}}} e^{-\frac{\tau}{\tau_{\text{esc}}}}$$

We infer an escape time of $\tau_{\text{esc}} = 7 \text{ ms}$ by fitting an accumulated exponential function to the hopping probability (Fig. 2a). We further observe an exponential flight distance distribution $\phi (L)$ for short flight times (Fig. 2c),

$$\phi (L) = \frac{1}{2L_0} e^{-\frac{|L|}{2L_0}}$$

with a characteristic length $L_0$. The distribution converges to a Gaussian in the limit of longer flight times (Fig. 2d and Supplementary Information), in agreement with the central-limit theorem. Even in the absence of a power-law tail distribution, this convergence is slow (non-exponential), as discussed below.

We may engineer the atomic motion by exploiting three independent mechanisms and their associated timescales. First, the interaction with the near-resonant light field leads to momentum diffusion with diffusion constant $D_0$ (due to photon scattering) and damping at a rate $\gamma$ (due to Doppler cooling); a steady state at temperature $k_B T_0 = D_0 / \gamma$ is thus reached after a damping time $t_{\text{damping}} = \gamma^{-1}$. Second, the periodic potential adds the escape time $\tau_{\text{esc}}$ an atom needs to leave a potential well. Last, owing to the phase noise of the lattice (Supplementary Information), switching off the light field, while lowering the potential, leaves the atom in a non-equilibrium state at an increased temperature $T > T_0$ at the beginning of each flight of duration $t_{\text{flight}}$. In fact, the relevance of the non-equilibrium state for the dynamics can be adjusted by $t_{\text{flight}}$, as explained below. Each of the three times, $t_{\text{damping}}$, $\tau_{\text{esc}}$ and $t_{\text{flight}}$, may be changed independently, the first two by tuning the parameters of the light field and of the potential. In the present set-up, we fix $t_{\text{damping}} \simeq 1.3 \text{ ms}$ and $\tau_{\text{esc}} \simeq 7 \text{ ms}$, and vary $t_{\text{flight}}$ for simplicity.

We are able to explore diffusion over four decades of time (Fig. 3a) and change the diffusion coefficient, evaluated from a linear fit to the first ten data points of the MSD, by more than three orders of magnitude (two are shown in Fig. 3b). We identify four different regimes (Fig. 3): for $t_{\text{flight}} \ll t_{\text{damping}}$, the dynamics is dominated by the non-equilibrium phase-noise heating and the atom does not reach the steady state temperature $T_0$. As a result, the diffusion coefficient is greatly enhanced (grey and purple dots in Fig. 3b). For $t_{\text{flight}} > t_{\text{damping}}$, the atom is cooled to temperature $T_0$ and the motion is governed by the escape from the lattice wells (green and blue dots in Fig. 3b). For $t_{\text{flight}} \lesssim \tau_{\text{esc}}$, dynamics is induced mostly by single escape processes characterized by the exponential flight distance distribution in equation (2) (Fig. 2c). On the other hand, for $t_{\text{flight}} \gg \tau_{\text{esc}}$ each flight consists of several escape processes and the flight distance distribution approaches a Gaussian (Fig. 2d).

The motion of the atom is well described by an underdamped Langevin equation taking intra- and inter-well dynamics in the periodic potential into account (Methods). We obtain good agreement between the numerical simulations and the experimental data (Fig. 2c and d) without any free parameter. To obtain an analytical understanding of the diffusion process, we employ a continuous-time random-walk approach (CTRW)\(^{6,8}\). In this coarse-grained description, the details of the intra-well dynamics are neglected and the diffusion is modelled as a succession of hopping events of random length and occurring at random times. The
Figure 2 | Characteristic time and flight distances. a, Escape probability from a potential well versus the flight time $t_{\text{flight}}$ for $U_{\text{low}} = 210 \mu k \times k_B$ (blue circles) and $560 \mu k \times k_B$ (grey squares). The solid lines are fits to a cumulative exponential distribution, equation (1), yielding the escape times $\tau_{\text{esc}} = 7$ ms and $131$ ms, respectively. The non-zero probability for small $t_{\text{flight}}$ is due to heating during the lowering of the potential. b, Mean-square displacement (MSD) versus $t_{\text{flight}}$ for a single ramping process. Diffusion starts when $t_{\text{flight}} > \tau_{\text{esc}}$. The solid blue line is a double linear fit to the data points. Error bars in a and b represent standard statistical errors. c, d, Flight distance distributions for $t_{\text{flight}} = 0.1$ ms and $t_{\text{flight}} = 50$ ms, respectively, for $\tau_{\text{esc}} = 7$ ms. With increasing $t_{\text{flight}}$, the flight distance distribution approaches a Gaussian according to the central-limit theorem. In both images the best fitting Gaussian is depicted (dashed–dotted line). The blue dashed line is a fit of the flight distance distribution ($L$), equation (2) (with $R^2 > 0.99$); the green solid line is the result of Langevin simulations.

Figure 3 | Diffusion properties. a, Mean-square displacement (MSD) for different $t_{\text{flight}}$ for a potential depth $U_{\text{low}} = 210 \mu k \times k_B$. Open blue symbols are measured without a heat bath to confirm that diffusion is driven by the light field; they do not exhibit diffusive behaviour. The slight curvature of the green points at very long times reveals the effect of the axial confinement. The latter is completely negligible at shorter times. Error bars are evaluated from the standard deviation of the position and the statistical error. They are of the order of the symbol size. b, For $t_{\text{flight}} \leq \tau_{\text{damping}}$, the diffusion coefficient is enhanced owing to phase-noise heating of the lattice. For $t_{\text{flight}} \geq \tau_{\text{damping}}$, diffusion is slowed down owing to effective cooling. The colour gradient depicts heating-dominated (red) and cooling-dominated (blue) regions.

corresponding waiting time and jump length distributions, $\psi(\tau_w)$ and $\phi(L)$, are chosen as the experimentally determined exponential distributions in equations (1) and (2). The CTRW model permits one to analytically predict nontrivial properties of the diffusion, such as the time evolution of the displacement distribution and higher-order correlation functions, in the cooling-dominated
Figure 4 | Approach to Gaussianity and ergodicity. a, Two-point position correlation function $C^2(t, \tau)$, equation (4), (inset) and four-point correlation function $C^4(t, \tau)$, equation (5), for a flight time of $t_{\text{flight}} = 1\, \text{ms}$. Different colours mark the time points in the trace. While $C^2(t, \tau)$ agrees with standard Brownian motion (given by the solid lines), $C^4(t, \tau)$ presents clear deviations. However, it agrees with the CTRW results, which are theoretical predictions without free parameters (represented by the dashed lines in all figures). b, The excess kurtosis $\kappa(t)$, equation (6), measured for the parameters of Fig. 2, decays as $\tau_{\text{esc}}/t$, solid lines fit to the data points with $R^2 \geq 0.94$. c, The ergodicity breaking parameter $\text{EBP}$, equation (7), evaluated for the parameters of Fig. 2, decays as $\tau_{\text{esc}}/t$ (with $R^2 \geq 0.94$). d, The ratio $\tau_{\text{esc}}/\tau_{\text{flight}}$ shows that ergodicity is established on a timescale similar to the Gaussianity in the non-equilibrium heating regime, $t_{\text{flight}} > t_{\text{damping}}$ (grey symbols), and on significantly longer timescales in the equilibrium regime, $t_{\text{flight}} > t_{\text{damping}}$. Error bars indicate the statistical error of $\Delta x$ or $x^2$, respectively, and thus propagate by standard propagation of uncertainty.

The flight time $t_{\text{flight}} > t_{\text{damping}}$ (Methods and Supplementary Information). Specifically, the computed MSD,

$$\sigma^2(t) = \frac{2L_i^2}{\tau_{\text{esc}}} t$$

(3)

exhibits normal Brownian diffusion at all times. For our data, when fitting a power law $\sigma^2(t) \propto t^\alpha$ to the first ten data points, in analogy to the determination of the diffusion coefficient, we find $\alpha = 1.03 \pm 0.06$ (blue symbols in Fig. 3a) with $R^2 > 0.99$. In addition, the normalized two-point position correlation function \textsuperscript{1} reads

$$C^2(t, \tau) = \frac{\langle \Delta x(t) \Delta x(t+\tau) \rangle}{\sigma^2(t)} = 1$$

(4)

where $\tau$ is the time lag between two time points. Remarkably, this result is identical to that of standard Brownian motion\textsuperscript{1}. Figure 4a shows good agreement with the experimental correlation function for all times $t$ and time lags $\tau$ for $t_{\text{flight}} = 1\, \text{ms}$. At the level of one-point and two-point correlation functions, both experiment and CTRW model thus appear to be indistinguishable from normal Brownian diffusion. The situation changes when considering the four-point correlation function,

$$C^4(t, \tau) = \frac{\langle \Delta x^4(t) \Delta x^2(t+\tau) \rangle}{\langle \Delta x^4(t) \rangle} = 1 + \frac{\tau}{3t + 6\tau_{\text{esc}}}$$

(5)

evaluated with two equal times. This quantity explicitly depends on the microscopic timescale $\tau_{\text{esc}}$ and differs from the Brownian motion result, which is recovered for $\tau_{\text{esc}} = 0$. Good agreement with the measured data is observed (Fig. 4a). To directly quantify the deviations from the displacement distribution from a Gaussian, we further calculate the excess kurtosis,

$$\kappa(t) = \frac{\langle \Delta x^4(t) \rangle}{3\langle \Delta x^2(t) \rangle^2} - 1 = \frac{\tau_{\text{esc}}}{t} \text{ with } \tau_{\text{esc}} = 2\tau_{\text{esc}}$$

(6)

Equation (6) vanishes for the Gaussian distribution of standard Brownian motion ($\tau_{\text{esc}} = 0$) and displays a slow, algebraic $1/t$ decay with a characteristic time $\tau_{\text{esc}}$ for the CTRW model. This expression confirms that $\tau_{\text{esc}}$ is the relevant time governing the convergence to the Gaussian central-limit result. The experimental data again nicely fit to the theoretical prediction (6) for $t_{\text{flight}} > \tau_{\text{esc}}$ (Fig. 4b). The overall excellent agreement between the coarse-grained experimental data determined via stroboscopic imaging and the coarse-grained CTRW model indicates that the latter provides an accurate effective description of the non-equilibrium dynamics of the atoms, akin to thermodynamics, which gives a correct coarse-grained description of equilibrium properties of a system.

To investigate the approach to ergodicity, we introduce the ergodicity breaking parameter (EBP)\textsuperscript{3}:

$$\text{EBP}(t, \tau) = \frac{(\overline{\Delta^2(t, \tau)^2}) - (\overline{\Delta^2(t, \tau)})^2}{(\overline{\Delta^2(t, \tau)})^2}$$

(7)

Here $\overline{\Delta^2}$ denotes the time-averaged MSD with time lag $\tau$—that is, the squared distance travelled in the interval $\tau$, averaged over the entire trajectory of duration $t$ (Methods). The EBP measures the degree of randomness of $\overline{\Delta^2}$: it is zero for an ergodic system in the limit $t \to \infty$; at finite times, it quantifies how reliably the time average represents the ensemble average. For a particle diffusing
in a potential, the EBP generally decays as $\tau_{\text{erg}} / t$, with a constant $\tau_{\text{erg}}$ that depends on the details of the system\(^{32}\). This behaviour is confirmed by our experimental data (Fig. 4c). While excess kurtosis (6) and EPB (7) exhibit the same slow $1/t$ decay, their convergence to zero depends crucially on the values of the two time constants, $\tau_{\text{gau}}$ and $\tau_{\text{erg}}$. Figure 4d shows the ratio $\tau_{\text{erg}} / \tau_{\text{gau}}$ of the two parameters obtained by fitting the respective experimental curves. We observe that $\tau_{\text{gau}}$ and $\tau_{\text{erg}}$ are of the same order in the heating-dominated non-equilibrium regime, $t_{\text{flight}} < t_{\text{damping}}$, where atoms are hotter than the heat bath. This situation is not described by the CTRW model. By contrast, in the equilibrium jump-process regime, $t_{\text{flight}} > t_{\text{damping}}$, where atoms have equilibrated with the heat bath, the constant $\tau_{\text{erg}}$ is much larger than $\tau_{\text{gau}}$, indicating that ergodicity is here established on significantly longer timescales than Gaussianity. These findings show that Gaussianity and ergodicity may be approached on very different time constants in the same system, depending on the considered parameter regime.

**Methods**

Methods, including statements of data availability and any associated accession codes and references, are available in the online version of this paper.
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Methods

Trapping and imaging single atoms. The caesium atoms are initially captured in a high-gradient (~250 G cm\(^{-1}\)) magneto-optical trap (MOT). On average, ~5 atoms are loaded from the background gas and we postselect images where only one atom is present. Subsequently, we transfer the atoms to a combined optical trap, formed by a running wave optical dipole trap at \(\lambda_{0}=1.064\) nm and an optical lattice. As a consequence, the atoms are radially confined by the running wave optical trap with a beam waist \(w_{0,\text{D}}=22\) mm and a power of 2.6 W, leading to a potential depth of \(U_{\text{D}}=1\) mK. Axially the atoms are trapped within the sites of the lattice formed by two counter-propagating laser beams at \(\lambda_{0}=790\) nm with a beam waist of \(w_{0,\text{lat}}=29\) mm and a maximum power of 650 mW per beam. During the experimental sequence, only the lattice potential is lowered, while the radial confinement is held constant at all times. This allows one to limit the diffusion of the atoms along the lattice axis and allows an effective one-dimensional description. The heat bath applied during the diffusion is engineered by the light field already used during the MOT phase. It consists of six counter-propagating orthogonal laser beams, red detuned with respect to the atomic resonance. In this light field the atoms are cooled by laser cooling, mainly Doppler cooling, while they constantly scatter photons\(^{29}\).

We use the scattered photons (that is, fluorescence imaging) to precisely count the atom number during the MOT phase as well as to extract the position of the atoms in the lattice. An objective with a high numerical aperture (NA = 0.36) at a distance of 30.3 mm from the position of the atoms collects about 3.3% of the fluorescence photons. The collimated light is focused onto an EMCCD camera (Andor iXon 3 897) with a lens of focal length \(f=1000\) mm, yielding a magnification of \(M=33\). Exposure times of 500 ms induce a signal-to-noise ratio of ~5. The point spread function of the imaging system limits the position resolution to an uncertainty of 2 \(\mu\)m. For further details of our set-up we refer to ref. 33.

Error analysis. The uncertainty on the position of the atom is 2 \(\mu\)m, given by the finite optical resolution of the imaging system, and is thus about 5% for typical mean flight distances of 40 \(\mu\)m. The main source of errors is purely statistical and is of the order of 3–10% for the number of measured trajectories (600–1,000). The corresponding error bars are of the size of the symbols and thus not visible for most data points.

Control of the diffusion parameters. The diffusion is governed by three parameters: the diffusion constant \(D\), the damping constant \(\gamma\) and the noise \(\xi\). These quantities are directly related to the experimental parameters. The damping constant \(\gamma\) is given by the friction coefficient \(\beta/m_{0}\) of the light field (that is, molasses)\(^{33}\).

\[
\gamma = \beta/m_{0} = \hbar k^{2} / \left(4\pi\hbar^{2} \beta / m_{0} \right) \Gamma \left(1+\sin^{2} \left(2\Gamma / \Gamma_{0} \right) \right)
\]

which is on the order of 5 \times 10\(^{-6}\) s\(^{-1}\) for our parameters. Here \(\delta\) is the detuning of the frequency of beams of the light field with respect to the atomic transition, \(\Gamma\) the natural line width of the caesium D2 line transition and \(s_{0}=1/\Gamma\), the saturation parameter given by the ratio of molasses intensity \(I\) over saturation intensity \(I_{0}\). All of these parameters are precisely controlled in our system. The diffusion coefficient is \(D=k_{B}T\gamma^{-1}\), where \(T\) is the atomic temperature, mainly set by the light field or by heating of the lattice due to phase noise. The random noise in the system is described by a Gaussian white noise \(\xi\) originating from individual, random photon scattering events at rate \(\Gamma_{\text{scat}}\).

 Langevin simulations. The observed dynamics of the atoms, in the absence of intentional heating periods, is theoretically well described by a Langevin equation for a single underdamped Brownian particle in a periodic potential,

\[
\dot{\mathbf{x}} = -\beta \mathbf{p} - U_{\text{lat}} \sin(2\pi \mathbf{x}) + \sqrt{2D_{\xi}} \mathbf{\xi}
\]

Here, the first and last terms on the right-hand side are contributions due to illumination with the light field (that is, optical molasses). On the one hand, the red-detuning leads to cooling of the atoms and can be described as a classical damping term for a particle with mass \(m\) and damping coefficient \(\gamma\), arising from the Doppler cooling force. On the other hand, random absorption and re-emission processes drive the microscopic motion, described by the momentum diffusion coefficient \(D_{\xi}\) and Gaussian white noise \(\xi\). As a consequence, the light field acts as a reservoir of constant and adjustable temperature to which the atom is coupled. During the interaction with the light field the atom relaxes to a temperature determined by the molasses on timescales of the inverse cooling rate \(\gamma^{-1} \approx 90\) ms. The second term on the right-hand side of equation (9) describes the periodic trap discussed above, with depth \(U_{\text{lat}}\) and periodicity \(d = \sqrt{2} \Delta k / (4\pi)\). The Langevin equation (10) is solved numerically by performing an Euler–Maruyama integration for 40,000 trajectories with \(5 \times 10^{5}\) integration steps each.

Continuous-time random-walk model. We consider a CTRW model with waiting distribution \(\psi(t_{w})\) and jump length distribution \(\psi(L)\), respectively given by the exponentially determined exponential functions (1) and (2). If up to time \(t\), \(m\) jumps have occurred, the total displacement \(x(t)\) is then the sum over the \(m\) corresponding jump lengths \(L_{1,\ldots,m}\). The distribution of the total number of lattice sites traversed can accordingly be obtained in Fourier–Laplace space from the Montroll–Weiss equation:

\[
\hat{\mathcal{P}}(k,t) = \frac{1 - \hat{\psi}(k)}{s} \frac{1}{1 - \hat{\psi}(k)e^{sk}}
\]

where \(\hat{\psi}(k)\) is the Laplace transform of the waiting time distribution and \(\hat{\phi}(k)\) is the (discrete) Fourier transform of the jump length distribution. These are given by

\[
\hat{\psi}(k) = \frac{1}{1 + k \tau_{d}}
\]

The Laplace inversion is readily performed, and yields

\[
\hat{P}(L,t) = e^{-\frac{L^{2}}{2\tau_{0}}} \frac{2\tau_{0}}{L} t
\]

There does not seem to be a closed-form expression for the Fourier inversion. However, we may deduce several properties from the above expression. First, from the characteristic function equation (12), we can easily obtain the variance via differentiation as

\[
\left\langle x^{2}(t) \right\rangle = \frac{2\tau_{0}}{1 + k \tau_{d}}
\]

This corresponds to normal diffusion for all times, with a diffusion coefficient \(D = \tau_{0} / \tau_{d}\). Second, for short times, \(t \ll \tau_{d}\), we can expand equation (12) to lowest order to find

\[
\hat{P}(k,t) \simeq 1 - \frac{k^{2} \tau_{0}^{2} t}{1 + k^{2} \tau_{0}^{2} t}
\]

As a result, in position space we obtain

\[
P(x,t) \simeq \frac{1}{\sqrt{4\pi \tau_{0}^{2} t}} e^{-\frac{x^{2}}{4\tau_{0}^{2} t}}
\]

For short times, the distribution of the displacement is thus given by an initial \(\delta\)-peak that evolves into an exponential distribution equivalent to the jump length distribution. Note that the result for the variance (3) remains unchanged in the short-time approximation. On the other hand, for long times, \(t \gg \tau_{d}\), the characteristic function equation (12) is exponentially small except for small \(k \ll \sqrt{\tau_{d}/\tau_{0}}\), corresponding to \(x \gg \sqrt{\tau_{d}/\tau_{0}}\). If \(x\) is not too large, we can accordingly perform a saddle-point approximation around \(k=0\) and find

\[
\hat{P}(k,t) \simeq e^{-\frac{k^{2} \tau_{0}^{2} t}{2}}
\]

The displacement distribution is thus a Gaussian,

\[
P(x,t) \simeq \frac{1}{\sqrt{4\pi \tau_{0}^{2} t}} e^{-\frac{x^{2}}{4\tau_{0}^{2} t}}
\]

in this limit, as would be expected for the diffusive behaviour (3). However, we stress that this approximation breaks down at very large \(x \gg \sqrt{\tau_{d}/\tau_{0}}\), where the exponential tails prevail. Nevertheless, the result for the variance (3) is valid exactly for all times, demonstrating that normal diffusion does not necessarily imply a Gaussian distribution.

Correlation functions of arbitrary order can also be obtained from the characteristic function (12). We find for instance, for the four-point correlation function,

\[
C_{ii}(t_{i},t_{j},t_{k},t_{l}) = \frac{4\Delta k_{0}^{2}}{\pi^{2}} \frac{t_{k} + 2t_{i} + 6t_{l}}{t_{j}^{2}}
\]

To visualize the four-point correlation function, we restrict ourself to the case where two times are identical and normalize also by the fourth moment,

\[
C_{ii}(t, t) = \frac{\Delta x^{2}(t) \Delta x^{2}(t + r)}{\Delta x^{4}(t)} = 1 + \frac{r}{3t + 6t_{0}}
\]

Ergodicity breaking parameter. The ergodicity breaking parameter is defined as\(^{29}\)

\[
\text{EBP}(t, r) = \frac{\Delta x^{2}(t, r)^{2} - \left\langle \Delta x^{2}(t) \right\rangle^{2}}{\left\langle \Delta x^{2}(t) \right\rangle^{2}}
\]
where the time-averaged mean-square displacement $\bar{x}^2$ is

$$\bar{x}^2 = \frac{1}{t-\tau} \int_0^{t-\tau} dt' (x(t') + x(t')')^2$$

(20)

The time lag $\tau$ is smaller than the absolute measurement time $t$. Physically, the EBP is the relative variance of the time-averaged MSD, which is a measure for the randomness of the latter. For large enough observation times and normal diffusion, the EBP tends to zero as the time-averaged MSD converges to the ensemble MSD for every single trajectory.

**Data availability.** The data that support the plots within this paper and other findings of this study are available from the corresponding author upon request.
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