The second-order problem for $k$-presymplectic Lagrangian field theories: application to the Einstein–Palatini model
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Abstract
In general, the system of 2nd-order partial differential equations made of the Euler–Lagrange equations of classical field theories are not compatible for singular Lagrangians. This is the so-called second-order problem. The first aim of this work is to develop a fully geometric constraint algorithm which allows us to find a submanifold where the Euler–Lagrange equations have solution, and split the constraints into two kinds depending on their origin. We do so using $k$-symplectic geometry, which is the simplest intrinsic description of classical field theories. As a second aim, the Einstein–Palatini model of General Relativity is studied using this algorithm.
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1 Introduction

It is an established fact that symplectic geometry is the most suitable geometric framework to describe Lagrangian and Hamiltonian (autonomous) mechanics [1,3,31]. As classical field theories appear many times as a generalisation of mechanics, it seems very natural to try to describe classical field theories with a generalization of symplectic geometry. One of the most generic and complete approaches is the multisymplectic description, where jet bundles and bundles of forms are used as the manifolds where the Lagrangian and the Hamiltonian formalisms take place (see, for instance, [38] and the references therein). However, the simplest approach is the k-symplectic description [4,16,30], which is used to describe systems in field theory whose Lagrangian and Hamiltonian functions depend only on the fields and derivatives of them, or their associate momenta in the Hamiltonian formulation. In the Lagrangian formalism, this formulation takes place in the k-tangent bundle of some manifold $Q$, which is denoted $T^k_1 Q$ and, in the Hamiltonian formalism, in the k-cotangent bundle $(T^*_1)^k Q$. These bundles are the Whitney sum of k copies of the tangent bundle $TQ$ and the cotangent bundle $T^* Q$, respectively [17,33,37].

The k-symplectic framework is well suited to dealing with regular Lagrangians. Nevertheless, many of the relevant models in physics feature singular Lagrangians and this leads to work in the so-called k-presymplectic framework. Singular systems are important because some of the most important physical theories are singular; for instance, Maxwell’s electromagnetism, all the models in General Relativity, string theory and gauge theories in general. The main problem of these singular theories is the failure of the usual theorems for the existence of solutions of the differential equations which describe them. This problem is usually solved by applying suitable constraint algorithms which allow us to find a submanifold of the phase space of the system where the existence of solutions is assured.

The first of these constraint algorithms was given by P.G. Bergmann and P.A.M. Dirac, using a local coordinate language, for the Hamiltonian formalism of singular mechanics [2,18]. Geometric versions of this algorithm were developed later, both for the Hamiltonian and Lagrangian formalisms of autonomous mechanical systems [23,25,28,32] and also for non-autonomous systems [11,15,26]. Furthermore, the problem of the compatibility of the Hamiltonian field equations (1st-order PDE’s) for singular field theories has already been solved in the (pre)multisymplectic [13,14] and the k-presymplectic and k-presymplectic frameworks [27,29].

One of the characteristic features of the Lagrangian formalism is that physical and variational motivations demand that the equations that describe the behaviour of the system must be ordinary second-order differential equations (SODE), in the case of mechanics, and second-order partial differential equations (SOPDE), in field theories: the Euler–Lagrange equations. In the above mentioned geometric descriptions of mechanics and field theories, solutions to the equations of the system are represented by vector fields and k-vector fields, respectively.
Then, the physical solutions are the integral curves or the integral sections to these vector and $k$-vector fields, which verify the Euler–Lagrange equations. But, in order to assure this last fact, the vector and $k$-vector fields must fulfill that their integral curves and sections must be holonomic; that is, canonical liftings of curves and maps to the bundles where they are defined [12,39,40]. This is the so-called second-order condition and the vector fields and $k$-vector fields fulfilling this condition are called SODE’s and SOPDE’s, respectively.

In the regular case the second-order condition holds for every solution to the geometrical equations of the system; whereas in the case of singular Lagrangian systems these solutions, if they exist, do not satisfy this condition, in general, and hence it is an additional problem to study, besides the existence of solutions. One of the first geometric analysis of this problem for singular Lagrangian (autonomous) mechanics was done in [24], where the authors found a submanifold of the velocity phase space where a SODE solution exists; although, in general, this is not a maximal submanifold and the procedure to obtain it is not algorithmic. A complete and constructive algorithm for finding a maximal submanifold was developed in [5,6], but the treatment is local-coordinate. The procedure was intrinsically reformulated (partially) later in [9,10], but a complete geometric algorithm is given, for the first time, in [34] where, given a singular Lagrangian system $(TQ; \mathcal{L})$, an algorithm that finds the maximal submanifold of $TQ$ on which one can find SODE solutions was developed. Later, this algorithm was extended to singular non-autonomous Lagrangians [15]. Nevertheless, an equivalent geometric algorithm for solving the second-order problem for singular Lagrangian field theories is not known yet. The first part of this work is an attempt to solve the problem for singular Lagrangians in the $k$-symplectic formulation. Thus, given a singular Lagrangian in $T^1_k Q$, we provide an algorithm that allows us to find the maximal submanifold of $T^1_k Q$ on which we can find SOPDE solutions to the Lagrangian field equations. In addition, the emergent constraints are classified into two groups, depending on whether they are a consequence of the compatibility of field equations or the requirement that solutions verify the second order condition. This algorithm is the generalization of what is presented in [34] for singular Lagrangian mechanics to $k$-presymplectic Lagrangian systems, and completes the algorithm presented in [27], where the second-order problem was not considered.

As a very interesting application of this method we study the $k$-symplectic description of the Einstein–Palatini Lagrangian model of General Relativity [19,20,35]. This system, which is also known as the metric-affine model, consists in considering the Hilbert Lagrangian for the Einstein equations, but taking an arbitrary connection instead of the Levi–Civita connection associated with the metric. The resulting Lagrangian is affine and then singular; thus, as a previous step, it is very useful to make a preliminary analysis on the characteristics of the affine Lagrangians in general. In particular, the constraint algorithm for the Einstein–Palatini Lagrangian gives different kinds of constraints, and the results obtained here are discussed and compared with those obtained in the multisymplectic description of this model [22].

The organisation of the paper is the following: Sect. 2 is devoted to review the main features on the $k$-symplectic approach to Lagrangian and Hamiltonian field theories. In Sect. 3, we present the generalisation of the constraint algorithm to $k$-symplectic singular Lagrangian systems. Finally, Sect. 4 is devoted to apply this method to affine Lagrangians in general and, in particular, to the Einstein–Palatini model of General Relativity.

Throughout the text we use the summation convention for repeated crossed tensorial indices. All the manifolds are real, second countable and $C^\infty$. Manifolds and mappings are assumed to be smooth.
2 \( k \)-symplectic field theories

In this Section we review the \( k \)-symplectic description of the Lagrangian formalism of classical field theory following the presentation given in [17].

2.1 \( k \)-symplectic geometry, \( k \)-tangent bundles and geometric structures

**Definition 1** Let \( M \) be a manifold of dimension \( n(k + 1) \), \((V; \pi)\) a \( nk \)-dimensional integrable distribution and \( \omega^1, \ldots, \omega^k \) a family of closed differentiable 2-forms on \( M \). We say that \((\omega^1, \ldots, \omega^k; V)\) is a \( k \)-**symplectic structure** on \( M \) if

\[
\begin{align*}
(i) & \quad \omega^\alpha|_{V \times V} = 0, \, 1 \leq \alpha \leq k, \\
(ii) & \quad \bigcap_{\alpha=1}^k \ker \omega^\alpha = 0.
\end{align*}
\]

Then \((M; \omega^1, \ldots, \omega^k; V)\) is said to be \( k \)-**symplectic manifold**. If some of the conditions in the above definition are not satisfied then \((M; \omega^1, \ldots, \omega^k, V)\) is called a \( k \)-**symplectic manifold** and, similarly, \((\omega^1, \ldots, \omega^k)\) is a \( k \)-**symplectic structure** on \( M \).

A simple example of a \( k \)-symplectic manifold is a submanifold of a \( k \)-symplectic manifold, where the pull-back of the 2-forms of the \( k \)-symplectic structure by the embedding map yields the 2-forms of the \( k \)-symplectic structure in the submanifold. Furthermore, the canonical model for \( k \)-symplectic manifolds is the \( k \)-**cotangent bundle** of a manifold \( Q \), which is the Whitney sum of \( k \) copies of the cotangent bundle \( T^*Q \); that is, \((T^*_k)^*Q := T^*Q \oplus_{Q} \cdots \oplus_Q T^*Q\), which is endowed with the natural projections

\[
\tau: (T^*_k)^*Q \to Q, \quad \tau^\alpha: (T^*_k)^*Q \to T^*Q.
\]

Then, if \( \omega_0 \in \Omega^2(T^*Q) \) denotes the canonical 2-form in the cotangent bundle, we can construct a canonical \( k \)-symplectic structure in \((T^*_k)^*Q\) by taking \( \omega^\alpha := (\tau^\alpha)^*\omega_0 \), and being \( V \) the vertical subbundle of \((T^*_k)^*Q\) for the natural projection \((T^*_k)^*Q \to Q\).

Given a \( n \)-dimensional manifold \( Q \), the \( k \)-**tangent bundle** of \( Q \) (which is also called the tangent bundle of \( k \)-velocities of \( Q \)) is defined as the Whitney sum of \( k \) copies of the tangent bundle \( TQ \); that is, \( T^*_kQ := TQ \oplus_{Q} \cdots \oplus_Q TQ \). Points in \( T^*_kQ \) are denoted \((q; vq_1, \ldots, vq_k) \equiv v_q\), where \( q \in Q \) and \( vq_\alpha \in T_qQ \). If \((q^i)\) are coordinates in \( Q \), then natural coordinates in \( TQ \) are denoted \((q^i, v^1_q, \ldots, v^k_q)\), \( 1 \leq i \leq n \). The bundle \( T^*_kQ \) is endowed with the natural projections

\[
\pi: T^*_kQ \to Q, \quad \pi^\alpha: T^*_kQ \to TQ.
\]

Given a map \( \Phi: Q_1 \to Q_2 \), the \( k \)-extension of \( \Phi \) to \( T^*_kQ_1 \) is the map \( T^*_k\Phi: T^*_kQ_1 \to T^*_kQ_2 \) defined by \( T^*_k\Phi(q; vq_1, \ldots, vq_k) := (\Phi(q); T_q\Phi(vq_1), \ldots, T_q\Phi(vq_k)) \).

In the same way, the **prolongation** of a map \( \psi: U \subseteq \mathbb{R}^k \to Q \) to \( T^*_kQ \) is the map

\[
\tilde{\psi}: U \subseteq \mathbb{R}^k \to T^*_kQ,
\]

\[
x \mapsto \tilde{\psi}(x) := \left( \psi(x); \psi_*\left( \frac{\partial}{\partial t^1}\bigg|_x \right), \ldots, \psi_*\left( \frac{\partial}{\partial t^k}\bigg|_x \right) \right)
\]

where \( t^1, \ldots, t^k \) are the natural coordinates of \( \mathbb{R}^k \). Then \( \tilde{\psi} \) is said to be **holonomic**.
If \( v \in T_q Q \) and \( v_q \in T^1_k Q \), the vertical \( \alpha \)-lift of \( v \) to \( T_{v_q} (T^1_k Q) \) is defined by the expression

\[
(v)^{\wedge,\alpha}_{v_q} := \left. \frac{d}{dt} \right|_{t=0} (q; v_q, v_{q1}, \ldots, v_{q\alpha} + tv, \ldots, v_{qk}).
\]

In natural coordinates, if \( v = v^i \frac{\partial}{\partial q^i} \big|_q \), then

\[
(v)^{\wedge,\alpha}_{v_q} = v^i \frac{\partial}{\partial v^i_{\alpha}} |_{v_q}.
\]

The **vertical endomorphisms** of \( T^1_k Q \) are the \((1, 1)\)-tensor fields \( J^\alpha \) on \( T^1_k Q \) given by

\[
(J^\alpha)_{v_q} : T_{v_q} (T^1_k Q) \longrightarrow T_{v_q} (T^1_k Q)
\]

\[
\mathbf{u} \longmapsto (T^1_k \pi(\mathbf{u}))^{\wedge,\alpha}.
\]

In natural coordinates, they are given by \( J^\alpha = \frac{\partial}{\partial v^i_{\alpha}} \otimes dq^i \).

The **Liouville vector field** \( \Delta \) in \( T^1_k Q \) is defined as \( \Delta_{v_q} := \sum_{\alpha=1}^k (v_{\alpha})^{\wedge,\alpha}_{v_q} \), for \( v_q \in T^1_k Q \). We also define the vector fields \( \Delta_{\alpha} \) by \((\Delta_{\alpha})_{v_q} := (v_{\alpha})^{\wedge,\alpha}_{v_q} \) so that \( \Delta = \Delta_1 + \cdots + \Delta_k \). The Liouville vector field is the generator of dilatations, i.e., its flow is given by the curves \((q; tv_1, \ldots, tv_k)\).

In natural coordinates, we have \( \Delta = \sum_{\alpha=1}^k v^i_{\alpha} \frac{\partial}{\partial v^i_{\alpha}} \).

**Definition 2** A **k-vector field** in \( Q \) is a section of the canonical projection \( \pi : T^1_k Q \longrightarrow Q \); that is, a map \( \mathbf{X} : Q \longrightarrow T^1_k Q \) such that \( \pi \circ \mathbf{X} = \text{Id}_Q \).

Equivalently, a \( k \)-vector field is determined by \( k \) vector fields \( X_1, \ldots, X_k \in \mathfrak{X}(Q) \) defined by \( \pi^\alpha \circ \mathbf{X} = X_\alpha \). Thus we write \( \mathbf{X} = (X_1, \ldots, X_k) \). The set of \( k \)-vector fields on \( Q \) is denoted by \( \mathfrak{X}^k (Q) \).

An integral section \( \psi \) of \( \mathbf{X} \in \mathfrak{X}^k (Q) \) passing through \( q \in Q \) is a map \( \psi : U \subseteq \mathbb{R}^k \longrightarrow Q \), with \( 0 \in U \), such that \( \psi(0) = q \), and \( \psi_x \left( \frac{\partial}{\partial x^-} \bigg|_x \right) = (X_\alpha)(\psi(x)) \) for every \( x \in U \). A \( k \)-vector field \( \mathbf{X} \in \mathfrak{X}^k (Q) \) is **integrable** if there exists an integral section of \( \mathbf{X} \) passing through each point \( q \in Q \). Then, in coordinates, if \( X_\alpha = (X_\alpha)^i \frac{\partial}{\partial q^i} + \sum_{\beta=1}^k (X_\alpha)^i_{\beta} \frac{\partial}{\partial v^i_{\beta}} \), we have that \( \psi \) satisfies the system of differential equations

\[
(X_\alpha)^i \circ \psi = \frac{\partial(q^i \circ \psi)}{\partial x^-}, \quad (X_\alpha)^i_{\beta} \circ \psi = \frac{\partial(v^i_{\beta} \circ \psi)}{\partial x^-}.
\]

(Notice that, despite their name, in the \( k \)-symplectic formulation these maps \( \psi \) are not sections of any bundle projection).

**Definition 3** A **second-order partial differential equation** (SOPDE) is a \( k \)-vector field \( \mathbf{X} \) in \( T^1_k Q \) (that is, a section \( \mathbf{X} : T^1_k Q \longrightarrow T^1_k (T^1_k Q) \) of the projection \( \pi_{T^1_k Q} : T^1_k (T^1_k Q) \longrightarrow T^1_k Q \) which is also a section of \( T^1_k \pi : T^1_k (T^1_k Q) \longrightarrow T^1_k Q \).

In natural coordinates, a SOPDE \( \mathbf{X} = (X_1, \ldots, X_k) \) has the expression

\[
X_\alpha = v^i_{\alpha} \frac{\partial}{\partial q^i} + \sum_{\beta=1}^k (X_\alpha)^i_{\beta} \frac{\partial}{\partial v^i_{\beta}}; \quad (X_\alpha)^i_{\beta} \in C^\infty (T^1_k Q).
\]

Note that \( \mathbf{X} \) is a SOPDE if, and only if, \( \sum_{\alpha=1}^k J^\alpha (X_\alpha) = \Delta \).
If $X = (X_1, \ldots, X_k)$ is an integrable SOPDE, then a map $\psi : \mathbb{R}^k \rightarrow \mathbb{R}^k \times T^1_k Q$, given by $\psi(x) = (\psi^i(x), \psi^j(x), \psi^i_\alpha(x))$, is an integral section of $X$ if, and only if, its components are solution to the system of second order partial differential equations

$$\psi^i(x) = x^i, \quad \psi^j_\alpha(x) = \frac{\partial \psi^i}{\partial x^\alpha}(x), \quad \frac{\partial^2 \psi^i}{\partial x^\alpha \partial x^\beta}(x) = (X^i_\alpha)_\beta(\psi(x)), \tag{2}$$

and thus, $\psi$ is a holonomic section. Observe that if $X$ is integrable, from (2) we deduce that $(X^i_\alpha)_\beta = (X^i_\beta)_\alpha$. This fact justifies the name SOPDE for these kinds of $k$-vector fields; although the second order equations only refer really to their integrable sections and then to integrable $k$-vector fields. When these $k$-vector fields satisfy the condition of the Definition 3 but they are not integrable, they are also called semiholonomic $k$-vector fields, and SOPDE $k$-vector fields which are integrable are called holonomic $k$-vector fields.

### 2.2 $k$-symplectic Lagrangian field theory

Let $\mathcal{L} \in C^\infty(T^1_k Q)$ be a Lagrangian function.

**Definition 4** The Cartan 1-forms $\theta^\alpha_\mathcal{L} \in \Omega^1(T^1_k Q)$ are defined by $\theta^\alpha_\mathcal{L} := (J^\alpha)^* d\mathcal{L}$.

The Cartan 2-forms $\omega^\alpha_\mathcal{L} \in \Omega^2(T^1_k Q)$ are defined by $\omega^\alpha_\mathcal{L} := -d\theta^\alpha_\mathcal{L}$.

The energy Lagrangian function is $\mathcal{E}_\mathcal{L} := \Delta(\mathcal{L}) - \mathcal{L} \in C^\infty(T^1_k Q)$.

In local coordinates

$$\theta^\alpha_\mathcal{L} = \frac{\partial \mathcal{L}}{\partial v^i_\alpha} dq^i, \quad \omega^\alpha_\mathcal{L} = \frac{\partial^2 \mathcal{L}}{\partial q^i \partial v^i_\alpha} dq^i \wedge dv^j + \sum_{\beta=1}^{k} \frac{\partial^2 \mathcal{L}}{\partial v^i_\beta \partial v^i_\alpha} dq^i \wedge dv^j,$$

$$\mathcal{E}_\mathcal{L} = \sum_{\alpha=1}^{k} v^i_\alpha \frac{\partial \mathcal{L}}{\partial v^i_\alpha} - \mathcal{L}(q^i, v^j_\alpha). \tag{3}$$

**Proposition 1** ([17]). The following statements are equivalent:

1. $(\omega^1_\mathcal{L}, \ldots, \omega^k_\mathcal{L}) : \text{Ker } \pi_*$ is a $k$-symplectic structure in $T^1_k Q$.
2. At every point $v_q \in T^1_k Q$, there exists a chart with coordinates $(q^i, v^i_\alpha)$, for $1 \leq i \leq n$, such that the Hessian matrix $\left( \frac{\partial^2 \mathcal{L}}{\partial v^i_\alpha \partial v^j_\beta} \right)(v_q)$ is regular.

**Definition 5** A Lagrangian function is **regular** if the above equivalent conditions hold. Then $(T^1_k Q; \mathcal{L})$ is a $k$-symplectic Lagrangian system. Otherwise, $\mathcal{L}$ is a singular Lagrangian and $(T^1_k Q; \mathcal{L})$ is a $k$-presymplectic Lagrangian system.

The Lagrangian field equations are established as follows:

**Definition 6** Let $X = (X_1, \ldots, X_k) \in \mathfrak{x}^k(T^1_k Q)$, the $k$-symplectic Lagrangian equation is

$$\sum_{\alpha=1}^{k} i(X^i_\alpha) \omega^\alpha_\mathcal{L} = d\mathcal{E}_\mathcal{L}, \tag{4}$$

and $X$ is called a **Lagrangian $k$-vector field**. In addition, if $X$ is a SOPDE then (4) is the $k$-symplectic Euler–Lagrange equation and, if $X$ is integrable, it is called an **Euler–Lagrange $k$-vector field**.
A $k$-vector field $\mathbf{X} = (X_1, \ldots, X_k) \in \mathcal{X}^k(T^1_k Q)$ is locally given by

$$X_{\alpha} = (X_{\alpha})^i \frac{\partial}{\partial q^i} + \sum_{\beta=1}^{k} (X_{\alpha})^j_{\beta} \frac{\partial}{\partial v^j_{\beta}}.$$ 

Using the local expression of $\mathbf{X}$, $\omega_L$, and $E_L$, as

$$dE_L = \left( \sum_{\alpha=1}^{k} \frac{\partial^2 L}{\partial q^i \partial v^j_{\alpha}} v^j_{\alpha} - \frac{\partial L}{\partial q^i} \right) dq^j + \sum_{\alpha, \beta=1}^{k} \frac{\partial^2 L}{\partial v^j_{\beta} \partial v^i_{\alpha}} v^i_{\alpha} d\nu^j_{\beta},$$

we find that the $k$-symplectic Lagrangian equation reads

$$\sum_{\alpha=1}^{k} \left( \frac{\partial^2 L}{\partial q^i \partial v^j_{\alpha}} \nu^j_{\alpha} - \frac{\partial^2 L}{\partial q^j \partial v^i_{\alpha}} \right) (X_{\alpha})^j_{\beta} + \sum_{\alpha=1}^{k} \frac{\partial^2 L}{\partial v^j_{\beta} \partial v^i_{\alpha}} (X_{\alpha})^j_{\beta} = \frac{\partial L}{\partial q^i},$$

$$\sum_{\alpha=1}^{k} \frac{\partial^2 L}{\partial v^j_{\beta} \partial v^i_{\alpha}} \left((X_{\alpha})^j_{\beta} - \nu^j_{\alpha}\right) = 0.$$

If $L$ is a regular Lagrangian or $X$ is required to be a SOPDE, then the above equations are equivalent to

$$\sum_{\beta=1}^{k} \left( \frac{\partial^2 L}{\partial q^i \partial v^j_{\beta}} \nu^j_{\beta} + \sum_{\alpha=1}^{k} \frac{\partial^2 L}{\partial v^i_{\beta} \partial v^j_{\alpha}} (X_{\alpha})^j_{\beta} \right) = \frac{\partial L}{\partial q^i}.$$ 

$$(X_{\alpha})^i = \nu^i_{\alpha}.$$

**Theorem 1** [17] Let $L \in C^\infty(T^1_k Q)$. Then:

(i) If $L$ is regular, then there exist $X \in \mathcal{X}^k(T^1_k Q)$ solutions to the Lagrangian equations (4) and they are SOPDE.

(ii) If $X \in \mathcal{X}^k(T^1_k Q)$ is an Euler–Lagrange vector field and $\tilde{\psi}$ is an integral section of $X$, then $\psi$ is a solution to the Euler–Lagrange field equations

$$\sum_{\beta=1}^{k} \frac{\partial}{\partial t^\beta} \left( \frac{\partial L}{\partial v^i_{\beta}} \circ \psi \right) = \frac{\partial L}{\partial q^i} \circ \psi,$$

$$\nu^i_{\beta} \circ \psi = \frac{\partial (q^i \circ \psi)}{\partial t^\alpha}.$$

Thus, if $L$ is regular, the existence of solutions to the Lagrangian equations (4) is assured, although they are neither unique, nor necessarily integrable. Furthermore, they are SOPDEs and, if $X$ is integrable, their integral sections are holonomic and they are solutions to the Euler–Lagrange equations. If $L$ is a singular Lagrangian, then the SOPDE condition $(X_{\alpha})^i = \nu^i_{\alpha}$ is not obtained from the Lagrangian equations and it must be imposed as an additional condition in order to obtain holonomic solutions to the field equations (as it is required by the variational principles).

As it is usual in mechanics, we will restrict our study to a particular family of singular Lagrangians. First the **Legendre transformation** induced by $L$ is the map $\mathcal{F}L: T^1_k Q \rightarrow (T^1_k)^* Q$ given by

$$\mathcal{F}L(q; v_q, \ldots, v_{qk}) := \left. \frac{d}{ds} \right|_{s=0} L(q, v_q, \ldots, v_{qk} + su_q, \ldots, v_{qk}).$$
Observe that $\tau \circ \mathcal{F}\mathcal{L} = \pi$ and then this is a fiber-preserving map. In natural coordinates we have

$$\mathcal{F}\mathcal{L}^* q^i = q^i, \quad \mathcal{F}\mathcal{L}^* p^i_\alpha = \frac{\partial \mathcal{L}}{\partial v^\alpha}.$$  

**Definition 7** A singular Lagrangian function $\mathcal{L} \in C^\infty(T_k^1 Q)$ is said to be almost-regular if:

1. $\mathcal{F}\mathcal{L}(T_k^1 Q)$ is a closed submanifold of $(T_k^1)^* Q$.
2. $\mathcal{F}\mathcal{L}$ is a submersion onto its image.
3. The fibers $(\mathcal{F}\mathcal{L})^{-1}(p_q)$ for all $p_q \in \mathcal{F}\mathcal{L}(T_k^1 Q)$ are connected submanifolds of $T_k^1 Q$.

This assumption assures that certain regularity conditions hold which, in particular, guarantee the existence of a Hamiltonian counterpart for these kinds of systems. In fact; let $P_0 = \mathcal{F}\mathcal{L}(T_k^1 Q)$ with the natural embedding $j_0 : P_0 \hookrightarrow (T_k^1)^* Q$, and $\mathcal{F}\mathcal{L}_0 : T_k^1 Q \to P_0$ such that $j_0 : \mathcal{F}\mathcal{L}_0 = \mathcal{F}\mathcal{L}$. The restriction of the canonical $k$-symplectic structure $(\omega^1, \ldots, \omega^k, dt)$ of $(T_k^1)^* Q$ to $P_0$ defines a $k$-presymplectic structure $(\omega^1_0, \ldots, \omega^k_0; dt)$ in $P_0$, where $\omega^i_0 = j_0^* \omega^i$, and $\omega^i_{\mathcal{L}} = \mathcal{F}\mathcal{L}_0^* \omega^i_0 = \mathcal{F}\mathcal{L}^* \omega^i$. Furthermore, the Lagrangian energy $E_L$ is $\mathcal{F}\mathcal{L}$-projectable, then there exists a function $H_0 \in C^\infty(P_0)$ such that $\mathcal{F}\mathcal{L}_0^* H_0 = E_L$, and $(P_0, H_0)$ is a $k$-presymplectic Hamiltonian system with equations

$$\sum_{\alpha=1}^k i(X^0_\alpha) \omega^i_{\mathcal{L}} = dH_0, \quad X^0 = (X^0_\alpha) \in \mathfrak{X}^k(P_0).$$

which is $\mathcal{F}\mathcal{L}$-related with the Lagrangian system $(T_k^1 Q, \mathcal{L})$ (see [27] for the details).

3 Constraint algorithm for $k$-presymplectic Lagrangian systems

Next we give a generalisation to $k$-presymplectic Lagrangian systems of the constraint algorithm presented in [34] for presymplectic Lagrangian systems. This new algorithm generalizes what was developed in [27], incorporating the SOPDE condition for the solutions.

3.1 Statement of the problem and previous considerations

Let $(T_k^1 Q; \mathcal{L})$ be a $k$-presymplectic Lagrangian system, where $\mathcal{L} \in C^\infty(T_k^1 Q)$ is an almost-regular Lagrangian.

The problem we want to solve consists in finding a submanifold $S$ of $T_k^1 Q$ and a $k$-vector field $X = (X_1, \ldots, X_k) \in \mathfrak{X}^k(T_k^1 Q)$ such that, on the points of $S$,

1. $X$ is a solution to the Lagrangian equation $\sum_{\alpha=1}^k i(X_\alpha) \omega^i_{\mathcal{L}} = dE_L$.
2. $X$ is a SOPDE, and
3. $X$ is tangent to $S$.

In addition, $X$ should be an integrable $k$-vector field in $C$. Nevertheless, the integrability problem will not be considered in depth in this work.

**Notation:** The set of $k$-vector fields on $T_k^1 Q$ that are solutions to the Lagrangian equation on a subset $S \subseteq T_k^1 Q$ is denoted $\mathfrak{X}^k(T_k^1 Q)|_S$. The set of vector fields on $T_k^1 Q$ that are SOPDEs on a subset $S \subseteq T_k^1 Q$ is $\mathfrak{X}^1_k(T_k^1 Q)|_S$. We write $\mathfrak{X}^k_{E_L} (T_k^1 Q)|_S = \mathfrak{X}^k_{\mathcal{L}} (T_k^1 Q)|_S \cap \mathfrak{X}^1_{\mathcal{L}} (T_k^1 Q)|_S$. The set of vertical vector fields in $T_k^1 Q$ for the projection $\pi: T_k^1 Q \to Q$ is denoted by $\mathfrak{X}^V(T_k^1 Q)$.
and, similarly, $\mathcal{X}^k(T^1_k Q)$ denotes the set of vertical $k$-vector fields for $\pi$, i.e. $X = (X_\alpha)$ such that $X_\alpha \in \mathcal{X}^V(T^1_k Q)$.

In the following, we consider the map

$$\Omega_L : \mathcal{X}^k(T^1_k Q) \rightarrow \Omega(T^1_k Q)$$

$$X = (X_1, \ldots, X_k) \mapsto \Omega_L(X) := \sum_{\alpha=1}^k i(X_\alpha)\omega^\alpha_L.$$  

Then, for $\mathcal{G} \subseteq \mathcal{X}^k(T^1_k Q)$ and $\Omega_L$, the annihilator of $\mathcal{G}$ is defined as

$$\mathcal{G}^\perp := \{X \in \mathcal{X}(T^1_k Q) | \Omega_L(Y)(X) = 0, \text{ for every } Y \in \mathcal{G}\}.$$  

The following properties hold:

**Lemma 1** $[\mathcal{X}^k(T^1_k Q)]^\perp = \bigcap_{\alpha=1}^k \text{Ker } \omega^\alpha_L.$

**Proof** For every $(Y_1, \ldots, Y_k) \in \mathcal{X}^k(T^1_k Q)$, if $X \in \bigcap_{\alpha=1}^k \text{Ker } \omega^\alpha_L$, we have

$$\left(\sum_{\alpha=1}^k i(Y_\alpha)\omega^\alpha_L\right)(X) = -\sum_{\alpha=1}^k i(Y_\alpha)i(X)\omega^\alpha_L = 0 \implies X \in [\mathcal{X}^k(T^1_k Q)]^\perp.$$  

Conversely, if $X \in [\mathcal{X}^k(T^1_k Q)]^\perp$, then $\sum_{\alpha=1}^k i(Y_\alpha)i(X)\omega^\alpha_L = 0$, for every $(Y_1, \ldots, Y_k) \in \mathcal{X}^k(T^1_k Q)$. Then, taking any $(Y_1, 0, \ldots, 0)$ with $Y_1 \neq 0$, we conclude that $X \in \text{Ker } \omega^1_L$ and analogously for the others.

**Lemma 2** $[\mathcal{X}^k(T^1_k Q)]^\perp \cap \mathcal{X}^V(T^1_k Q) = \text{Ker } \mathcal{F}L_.$

**Proof** Remember that, by Lemma 1, $[\mathcal{X}^k(T^1_k Q)]^\perp = \bigcap_{\alpha=1}^k \text{Ker } \omega^\alpha_L.$ First, as $\tau \circ \mathcal{F}L = \pi$ (that is, $\mathcal{F}L$ is fiber-preserving), then $\text{Ker } \mathcal{F}L_ \subset \mathcal{X}^V(T^1_k Q).$ Furthermore, for every $Z \in \text{Ker } \mathcal{F}L_,$

$$i(Z)\omega^\alpha_L = i(Z)(\mathcal{F}L^\alpha_0(\omega^0_L)) = \mathcal{F}L^\alpha_0[i(\mathcal{F}L_0Z)\omega^0_L] = 0; \quad (6)$$

since $\mathcal{F}L_0Z = 0$; hence $Z \in \text{Ker } \omega^\alpha_L$, for every $\alpha$; therefore $Z \in \bigcap_{\alpha=1}^k \text{Ker } \omega^\alpha_L$, and then we conclude that

$$Z \in \left(\bigcap_{\alpha=1}^k \text{Ker } \omega^\alpha_L\right) \cap \mathcal{X}^V(T^1_k Q) = [\mathcal{X}^k(T^1_k Q)]^\perp \cap \mathcal{X}^V(T^1_k Q).$$  

Conversely, for every $\alpha$, from the coordinate expression (3) we see that a vector field $Z = \sum_{\alpha=1}^k X^i_\alpha \frac{\partial}{\partial v^i_\alpha} \in \mathcal{X}^V(T^1_k Q)$ belongs to $\text{Ker } \omega^\alpha_L$ if, and only if, it satisfies that

$$\sum_{\alpha=1}^k X^i_\alpha \frac{\partial^2 L}{\partial q^i \partial v^j_\alpha} = 0.$$  

Then, taking into account that the matrix representing $\mathcal{F}L_*$ is

$$\begin{pmatrix}
(\text{Id})_{n \times n} & (0)_{n \times nk} \\
\left(\frac{\partial^2 L}{\partial q^i \partial v^j_\alpha}\right) & \left(\frac{\partial^2 L}{\partial v_i^j \partial v^j_{\alpha}}\right)
\end{pmatrix},$$

a simple calculation leads to $Z \in \text{Ker } \mathcal{F}L_*$.  

\[\square\]
3.2 Compatibility conditions: First generation constraints

We start by imposing the compatibility condition. The subset of $T^1_k Q$ where the Lagrangian equation (4) has a solution is

$$P_1 := \{ x \in T^1_k Q \mid (d\mathcal{E}_L)_x \in \text{Im} (\Omega_L) \leq T^*_x(T^1_k Q) \}$$

and it is assumed to be a closed submanifold of $T^1_k Q$. Then, using Lemma 1 one can prove that [27]:

**Proposition 2** $P_1 = \{ x \in T^1_k Q \mid (i(Z)d\mathcal{E}_L)(x) = 0, \text{ for every } Z \in [\mathfrak{X}(T^1_k Q)]^\perp \}$. Moreover, if $X \in \mathfrak{X}^k(T^1_k Q)|_{P_1}$, then $\mathfrak{X}^k(T^1_k Q)|_{P_1} = \{ X + Y \mid Y \in \text{Ker } \Omega_L|_{P_1} \}$.

**Definition 8** The functions

$$\zeta^{(Z)}_1 := i(Z)d\mathcal{E}_L, \text{ for } Z \in [\mathfrak{X}(T^1_k Q)]^\perp,$$

are called first generation $k$-presymplectic or dynamical constraints. They define the submanifold $P_1$.

The name of these constraints refers to the fact that their origin has nothing to do with the second-order condition, but only with the compatibility of Lagrangian equations in general. As it happens in mechanics [5,9,23,34], the following property characterizes these kinds of constraints:

**Proposition 3** First generation dynamical constraints can be expressed as $\mathcal{F}L$-projectable functions.

**Proof** First notice that, as $\mathcal{F}L$ is a submersion (and hence $\mathcal{F}L_0$ is too), for every $Z_0 \in \cap_{0} \text{Ker } \omega^0_L \subset \mathfrak{X}((T^1_k)^* Q)$ there exist $Z \in \mathfrak{X}(T^1_k Q)$ such that $\mathcal{F}L_0 Z = Z_0$. In addition, from (6) we have that $i(Z)\omega^0_L = \mathcal{F}L_0^* i((0)\omega^0_L) = 0$, for every $\alpha$; therefore $Z \in \cap_{0} \text{Ker } \omega^0_L$ and, furthermore, if $Z, Z' \in \cap_{0} \text{Ker } \omega^0_L$ are such that $\mathcal{F}L_0 Z = \mathcal{F}L_0 Z' = Z_0$, then $Z - Z' \in \mathcal{F}L.Z. As Z \in \cap_{0} \text{Ker } \omega^0_L$ is $\mathcal{F}L$-projectable then $[V, Z] \in \text{Ker } \mathcal{F}L_0$, for every $V \in \text{Ker } \mathcal{F}L_0$. The necessary and sufficient condition for a function $\zeta^{(Z)}_1 \in C^\infty(T^1_k Q)$ to be $\mathcal{F}L$-projectable is that $V(\zeta^{(Z)}_1) = 0$, for every $V \in \text{Ker } \mathcal{F}L_0$. Therefore, taking a local set of generators of $\cap_{0}^k \text{Ker } \omega^0_L$, made of these $\mathcal{F}L$-projectable vector fields, for the corresponding base of dynamical constraints $\zeta^{(Z)}_1$ we obtain

$$L(V)(\zeta^{(Z)}_1) = L(V)i(Z)d\mathcal{E}_L = L(V)L(Z)d\mathcal{E}_L = L([V, Z])d\mathcal{E}_L - L(Z)L(V)d\mathcal{E}_L = 0,$$

since $L(V)d\mathcal{E}_L = 0$, because $d\mathcal{E}_L$ is $\mathcal{F}L$-projectable too. So, we have found a submanifold $P_1 \hookrightarrow T^1_k Q$ here we can find solutions to the Lagrangian equation (4), but they are not SOPDES necessarily. Our aim now is to find the largest subset of $P_1$ such that some of the solutions in $\mathfrak{X}^k(T^1_k Q)|_{P_1}$ can be chosen to be SOPDES. Then, if $X \in \mathfrak{X}^k(T^1_k Q)|_{P_1}$ is a solution on $P_1$, we define

$$S_1 := \{ x \in P_1 \mid \exists Y \in \text{Ker } \Omega_L, \sum_{\alpha=1}^k J^\alpha(X_{\alpha} + Y_{\alpha})_x = \Delta_x \}.$$  

(7)
which is assumed to be a closed submanifold of $P_1$. It is clear by its definition that $S_1$ is the maximal subset of $P_1$ where we can find solutions to the Lagrangian equation (4) that are also SOPDEs.

Now, let $\mathcal{M} := \{X^k(\Gamma^1)\}^\perp$.

**Theorem 2** Let $X \in X^k(\Gamma^1)_{|P_1}$ be a Lagrangian $k$-vector field and $Y \in X^k(\Gamma^1)_{|P_1}$ be any $k$-vector field such that $X + Y$ is a SOPDE. Then

$$S_1 = \left\{ x \in P_1 \mid (i(Z)\Omega_L(Y))(x) = 0, \text{ for every } Z \in \mathcal{M} \right\}.$$

In order to prove this theorem, we need the following lemma:

**Lemma 3** If $Y \in \mathcal{M}^\perp$, then there exists $V \in X^k(\Gamma^1)$ such that $Y - V \in \text{Ker } \Omega_L$.

**Proof** The equation $\Omega_L(Y) = \Omega_L(V)$ can be solved for $V \in X^k(\Gamma^1)$ if, and only if, for every $U \in [X^k(\Gamma^1)]^\perp = \mathcal{M}$, we have $i(U)\Omega_L(Y) = 0$; and this holds since $Y \in \mathcal{M}^\perp = [(X^k(\Gamma^1))^\perp]^\perp = X^k(\Gamma^1)$.

**Proof of Theorem 2.** Let $S := \{ x \in P_1 \mid (i(Z)\Omega_L(Y))(x) = 0, \text{ for every } Z \in \mathcal{M} \}$. It is clear that this definition does not depend on the choice of solution $X$ since any two solutions differ by an element of $\text{Ker } \Omega_L$. One can indeed prove that it is also independent of the choice of $Y$: in fact, let $\tilde{Y}$ be another $k$-vector field such that $X + \tilde{Y}$ is a SOPDE; then $Y - \tilde{Y}$ is a $\pi$-vertical $k$-vector field since it is the difference of two SOPDEs, and then, for every $Z \in \mathcal{M}$,

$$i(Z)\Omega_L(Y - \tilde{Y}) = 0.$$

Now, if $x \in S_1$, then there exists $Y \in \text{Ker } \Omega_L$ such that $X + Y$ is a SOPDE and is a solution to the Lagrangian equation (4) at $x$. Hence $\Omega_L(Y) = 0$ and, in particular, $(i(Z)\Omega_L(Y))(x) = 0$, for every $Z \in \mathcal{M}$. So, $x \in S$ and $S_1 \subseteq S$.

Conversely, if $x \in S$, then $(i(Z)\Omega_L(Y))(x) = 0$, for every $Z \in \mathcal{M}$. Hence, $Y_x \in \mathcal{M}_x^\perp$ and, by Lemma 3, there exists a $\pi$-vertical $k$-vector $v \in (T^1_{\Gamma^1})_{x}$ such that $Y_x + v \in \text{Ker } \Omega_L$. Taking any $V \in X^k(\Gamma^1)$ such that $V_x = v$ we get that $X + Y + V$ solves the Lagrangian equation (4) and is a SOPDE at $x$. So $x \in S_1$ and $S \subseteq S_1$. $\square$

**Proposition 4** If $\Gamma \in X^k_{\Gamma^1, S}(T^1_{\Gamma^1})_{|S_1}$, then

$$X^k_{\Gamma^1, S}(T^1_{\Gamma^1})_{|S_1} = \left\{ \Gamma + V \in X^k(\Gamma^1) \mid V \in \text{Ker } \Omega_L_{|S_1} \right\},$$

where $\text{Ker } \Omega_L := \text{Ker } \Omega_L \cap X^k(\Gamma^1)$.

**Proof** It is clear that adding an element of $\text{Ker } \Omega_L$ to a SOPDE solution to the Lagrangian equation (4) we obtain another SOPDE solution. Conversely, if $\Gamma, \tilde{\Gamma} \in X^k_{\Gamma^1, S}(T^1_{\Gamma^1})_{|S_1}$ we have

$$\Omega_L(\Gamma - \tilde{\Gamma}) = 0, \quad J^a (\Gamma_\alpha - \tilde{\Gamma}_\alpha) = 0,$$

so $X - \tilde{X}$ is vertical and belongs to $\text{Ker } \Omega_L$. $\square$

We have the following equivalent characterization of the submanifold $S_1$:

**Proposition 5** For every SOPDE $\Gamma$ we have

$$S_1 = \left\{ x \in T^1_{\Gamma} \mid i(Z)(\Omega_L(\Gamma) - d\mathcal{E}_L)(x) = 0, \text{ for every } Z \in \mathcal{M} \right\}.$$
**Proof** First, observe that $[\mathcal{X}^k(T^1_k Q)]^\perp \subseteq [\mathcal{X}^k V(T^1_k Q)]^\perp = \mathcal{M}$. Then, for $Z \in [\mathcal{X}^k(T^1_k Q)]^\perp \subseteq \mathcal{M}$, we have that

\[ 0 = i(Z)(\Omega_L(\Gamma) - d\varepsilon_L)(x) = -i(Z)d\varepsilon_L(x); \]

that is, we recover the dynamical constraints.

On the other hand, if $Z \in \mathcal{M} \setminus [\mathcal{X}^k(T^1_k Q)]^\perp$, writing $\Gamma = X + Y$, with $X \in \mathcal{X}^k_L(T^1_k Q)$, we have

\[
0 = i(Z)(\Omega_L(\Gamma) - d\varepsilon_L)(x) = (i(Z)\Omega_L(Y))(x) + i(Z)(\Omega_L(X) - d\varepsilon_L)(x) = (i(Z)\Omega_L(Y))(x).
\]

In the last equality we have used that the second term vanishes in the points where the dynamical constraints vanish, i.e. $P_1$; and we are precisely looking for the set where all the constraints vanish. □

**Definition 9** For every $X \in \mathcal{X}^k_L(T^1_k Q)|_{P_1}$, any SOPDE $\Gamma$, and $Z \in \mathcal{M} \setminus [\mathcal{X}^k(T^1_k Q)]^\perp$, the functions

\[ \eta_1^{(Z)} := i(Z)\Omega_L(\Gamma - X) \]

are called **first generation SOPDE** or **non-dynamical constraints**. They define $S_1 \hookrightarrow P_1$.

This name is justified because these constraints appear as a consequence of demanding the SOPDE condition. They are characterized by the following condition:

**Proposition 6** First generation SOPDE constraints are not $\mathcal{F}L$-projectable.

**Proof** As $\mathcal{F}L$ is a submersion, following the same reasoning than at the beginning of the proof of Proposition 3, first we prove that, from every $X_0 \in \mathcal{X}^k(P_0)$ solution to the Hamiltonian equations (5), we construct a $\mathcal{F}L$-projectable solution $X \in \mathcal{X}^k(T^1_k Q)$ to the Lagrangian equations (4). In the same way, we can obtain a set of vector fields $Z \in \mathcal{M} \setminus [\mathcal{X}^k(T^1_k Q)]^\perp$ which generate (locally) $\mathcal{M} \setminus [\mathcal{X}^k(T^1_k Q)]^\perp$ and are $\mathcal{F}L$-projectable too. Therefore, taking this solution $X$, the part $i(Z)\Omega_L(X)$ in the expression (8) gives a $\mathcal{F}L$-projectable function. However, for $i(Z)\Omega_L(\Gamma)$ we have that, for every $V \in \text{Ker } \mathcal{F}L_s$,

\[
L(V)i(Z)\Omega_L(\Gamma) = L(V)i(Z)\sum_\alpha i(\Gamma_\alpha)\omega^\alpha_L = -L(V)\sum_\alpha i(\Gamma_\alpha)i(Z)\omega^\alpha_L
\]

\[ = -\sum_\alpha i([V, \Gamma_\alpha])i(Z)\omega^\alpha_L + \sum_\alpha i(\Gamma_\alpha)L(V)i(Z)\omega^\alpha_L
\]

\[ = -\sum_\alpha i([V, \Gamma_\alpha])i(Z)\omega^\alpha_L,
\]

since $L(V)i(Z)\omega^\alpha_L = 0$, because $i(Z)\omega^\alpha_L$ is a $\mathcal{F}L$-projectable 1-form. But $Z \notin [\mathcal{X}^k(T^1_k Q)]^\perp = \cap_\alpha\text{Ker } \omega^\alpha_L$, by the hypothesis, and $[V, \Gamma_\alpha] \notin \text{Ker } \omega^\alpha_L$, for every $\alpha$, since $\Gamma$ is an arbitrary SOPDE. Therefore $L(V)i(Z)\Omega_L(\Gamma) \neq 0$, which implies that $i(Z)\Omega_L(\Gamma)$ and hence $\eta_1^{(Z)} = i(Z)\Omega_L(\Gamma - X)$ are not $\mathcal{F}L$-projectable. □

This means that these constraints remove degrees of freedom on the fibers of the foliation defined in $T^1_k Q$ by the Legendre map $\mathcal{F}L$ and, as a consequence, $\mathcal{F}L(P_1) = \mathcal{F}L(S_1)$:
3.3 Tangency conditions: second and further generation constraints

In general, none of the elements of \( X^k_{\mathcal{L}, S}(T^1_k Q)|_{S_1} \) may be tangent to \( S_1 \). Thus, bearing in mind Proposition 4, we have to look for the subset of \( S_1 \) where, given any solution \( \Gamma \in X^k_{\mathcal{L}, S}(T^1_k Q)|_{S_1} \), we can find an element \( V \) of Ker \( V^\mathcal{L} \) such that it renders \( \Gamma + V \) tangent to \( S_1 \).

At this point, the situation for \( k \)-presymplectic Lagrangian systems differs from the one in Lagrangian mechanics (\( k = 1 \)). The main difference is that now, to every Euler–Lagrange \( k \)-vector field we can add elements of Ker \( V^\mathcal{L} \); but \( \text{Ker} \omega^1_{\mathcal{L}} \subset \text{Ker} \mathcal{L} \), and this means that, if \( V = (V_\alpha) \), then \( V_\alpha \notin \text{Ker} \omega^1_{\mathcal{L}} \) necessarily. Despite this, the origin and structure of new generation of constraints is similar in mechanics and in field theories, as we will see below.

The submanifold \( S_1 \) is defined as the zero set of constraint functions, and hence we can easily impose tangency conditions. So, for \( \Gamma \in X^k_{\mathcal{L}, S}(T^1_k Q)|_{S_1} \), bearing in mind Proposition 4, we define

\[
S_2 := \left\{ x \in S_1 \mid \exists V \in \text{Ker} V^\mathcal{L} \mid (\Gamma_\alpha + V_\alpha)(\zeta^{(Z)}_1)(x) = 0, \text{ for every } Z \in [X^k(T^1_k Q)]^\perp, \right. \\
(\Gamma_\alpha + V_\alpha)(\eta^{(Z)}_1)(x) = 0, \text{ for every } Z \in \mathcal{M} \setminus [X^k(T^1_k Q)]^\perp \right\}.
\]

and we assume that \( S_2 \) is a closed submanifold of \( S_1 \).

**Lemma 4** For a given \( \Gamma \in X^k_{\mathcal{L}, S}(T^1_k Q)|_{S_1} \), the system of equations \( \Gamma_\alpha(\zeta^{(Z)}_1) = -V_\alpha(\zeta^{(Z)}_1) \) has a solution with \( V_\alpha \in \text{Ker} V^\mathcal{L} \omega^a_{\mathcal{L}} \), on \( S_1 \).

**Proof** We can take a finite set of non-dynamical constraints \( \{ \eta^{(Z)}_1 \} \). As it has been pointed out, these constraints remove degrees of freedom on the leaves of the distribution generated by Ker \( F\mathcal{L} \); that is, in the vertical leaves of \( T^1_k Q \). Then, in a chart of natural coordinates, the matrix of the linear system \( \Gamma_\alpha(\eta^{(Z)}_1) = -V_\alpha(\eta^{(Z)}_1) \) (which consists in partial derivatives of the independent constraints with respect to the coordinates in the vertical fibres) has maximal rank and, hence, the system is compatible, at least locally. Then, from the local solutions we can construct global solutions using partitions of unity. (For the case of mechanics, see also [5,9,10]).

From this last result we obtain that, if new constraints appear, out of all the conditions that define \( S_2 \hookrightarrow S_1 \) the only new constraints arise form the conditions

\[(\Gamma_\alpha + V_\alpha)(\zeta^{(Z)}_1) = 0.\]

Now, recall the construction made in (7) in which, to any Lagrangian \( k \)-vector field \( X \) on \( P_1 \), we added an element of Ker \( \Omega_{\mathcal{L}} \) so as to render it a SOPDE on \( S_1 \). Thus, we can split \( \Gamma = X + Y + V \), with \( Y \in \text{Ker} \Omega_{\mathcal{L}} \) and \( V \in \text{Ker} V^\mathcal{L} \), and such that \( X + V \) is a Lagrangian \( k \)-vector field (which can be taken to be \( F\mathcal{L} \)-projectable). Then, we have two different situations:

(i) If \( Y_\alpha(\zeta^{(Z)}_1)|_{S_1} = 0 \), then the condition

\[(X_\alpha + V_\alpha)(\zeta^{(Z)}_1)|_{S_1} = 0\]

could determine (partially or totally) \( V \) and/or originate new constraints. In this last case:

**Definition 10** The functions

\[
\zeta_2^{(Z)} := (X_\alpha + V_\alpha)(\zeta^{(Z)}_1)
\]

\[\Box\]
are called **second generation k-presymplectic** or **dynamical constraints**.

As can be seen, these new constraints would arise from demanding the tangency condition of the Lagrangian $k$-vector field $X + V$ on the submanifold $P_1$ and are independent on the SOPDE condition. Thus, together with the first generation dynamical constraints $\zeta_1^{(Z)}$, they define a submanifold $P_2 \hookrightarrow P_1$ where there exist Lagrangian $k$-vector fields (solutions to the Lagrangian equations (4), not necessarily SOPDE), which are tangent to $P_1$ on the points of $P_2$, but that are generally not tangent to $P_2$.

Furthermore, as for the first generation dynamical constraints, we have:

**Proposition 7** Second generation dynamical constraints can be expressed as $FL$-projectable functions.

**Proof** It is immediate since, in the expression (9), the solution $X + V$ and the constraints $\zeta_1^{(Z)}$ can be taken $FL$-projectable. \(\square\)

(ii) If $Y_\alpha(\zeta_1^{(Z)})|_{S_1} \neq 0$, then

$$(X_\alpha + Y_\alpha + V_\alpha)(\zeta_1^{(Z)})|_{S_1} = 0$$

could determine (partially or totally) $V$ and/or originate new constraints that appear as a consequence of the SOPDE condition and hence:

**Definition 11** The functions

$$\eta_2^{(Z)} := (X_\alpha + Y_\alpha + V_\alpha)(\zeta_1^{(Z)})$$

are called **second generation SOPDE** or **non-dynamical constraints**.

And, as for the second generation SOPDE constraints we have:

**Proposition 8** Second generation SOPDE constraints are not $FL$-projectable.

**Proof** For every $V \in \text{Ker } FL_\alpha$, we have

$$L(V)\eta_2^{(Z)} = L(V)L(\Gamma_\alpha)\zeta_1^{(Z)} = -L([V, \Gamma_\alpha])\zeta_1^{(Z)} + L(\Gamma_\alpha)L(V)\zeta_1^{(Z)}.$$ 

But, as $\zeta_1^{(Z)}$ can be taken $FL$-projectable, then $L(V)\zeta_1^{(Z)} \neq 0$. Furthermore, a simple inspection of their coordinate expressions show that SOPDE $k$-vector fields are not $FL$-projectable, hence $[V, \Gamma_\alpha] \notin \text{Ker } FL_\alpha$ and, in particular, $[V, \Gamma_\alpha] \neq 0$. Therefore we conclude that $L(V)\eta_2^{(Z)} \neq 0$ and then $\eta_2^{(Z)}$ is not $FL$-projectable. \(\square\)

Thus we have that

$$S_2 := \{x \in S_1 \mid \eta_2^{(Z)}(x) = 0, \ zeta_2^{(Z)}(x) = 0, \text{ for every } Z \in [X^k(T^1 k Q)]^\perp \} ,$$

and we can find Euler–Lagrange $k$-vector fields that are tangent to $S_1$ on the points of $S_2$, but that are generally not tangent to $S_2$.

At this point, we are in a situation equivalent to the one before imposing tangency. We therefore keep repeating the last step; that is, imposing tangency. At every step of the algorithm we repeat the same reasoning and we obtain similar results than in the above step. In particular, we find new constraints which, in general, split into two groups: the dynamical and the SOPDE constraints which, as above, are also characterized by the fact of being $FL$-projectable or non $FL$-projectable, respectively. Both of them arise from the tangency condition of the previous
The second-order problem for... dynamical constraints, whereas the tangency condition on the previous SOPDE constraints does not give new constraints.

The procedure continues until the algorithm stabilizes, i.e. until \( S_{i+1} = S_i =: S_f \). The only interesting case from the physical point of view is when \( S_f \) is a submanifold of \( T^1_k Q \), which is called the **final constraint submanifold**. On it, we can find solutions to the second-order problem for the Lagrangian system \( (T^1_k Q, \mathcal{L}) \).

### 3.4 On the \( \mathcal{FL} \)-projectability and integrability of solutions

A remaining problem concerns to the \( \mathcal{FL} \)-projectability of the SOPDE solutions found on the final constraint submanifold \( S_f \) of the algorithm. In fact a necessary condition for the existence of \( \mathcal{FL} \)-projectable SOPDE \( k \)-vector fields which are solutions to the Lagrangian equations (4) on the final constraint submanifold \( S_f \) is that \( S_f \) only contain one point in every fibre of the foliation defined by \( \text{Ker } \mathcal{FL}_* \) (i.e. the fibres of the Legendre map). In fact, suppose that this condition does not hold and there are two points \( x_A, x_B \in S_f \) in the same fibre of the foliation, whose coordinates are \((q^i, v^i_{A\mu})\) and \((q^i, v^i_{B\mu})\), respectively. If \( \Gamma = (\Gamma_\alpha) \) is a SOPDE solution, then

\[
\Gamma_\alpha(x_A) = v^i_{A\alpha} \frac{\partial}{\partial q^i} \bigg|_{x_A} + \sum_{\beta=1}^{k} (X_\alpha)^i_{\beta}(x_A) \frac{\partial}{\partial v^i_{\beta}} \bigg|_{x_A}, \quad \Gamma_\alpha(x_B) = v^i_{B\alpha} \frac{\partial}{\partial q^i} \bigg|_{x_B} + \sum_{\beta=1}^{k} (X_\alpha)^i_{\beta}(x_B) \frac{\partial}{\partial v^i_{\beta}} \bigg|_{x_B},
\]

and \( \mathcal{FL}(x_A) = \mathcal{FL}(x_B) \), but \( \mathcal{FL}_*(\Gamma_\alpha(x_A)) \neq \mathcal{FL}_*(\Gamma_\alpha(x_B)) \); hence \( \Gamma_\alpha \) is not \( \mathcal{FL} \)-projectable. In conclusion, the submanifold of \( S_f \) where these \( \mathcal{FL} \)-projectable SOPDE solutions exist must be diffeomorphic to the quotient \( S_f / \text{Ker } \mathcal{FL}_* \). (This problem was studied in detail for the case of mechanics, in [24]).

As a final remark and in order to solve the problem completely, we want the SOPDE \( k \)-vector fields on \( S_f \) to be integrable. In general, the existence of such \( k \)-vector fields is not assured (even if the Lagrangian is regular). Thus, if \( X \in \mathfrak{X}^k_{\mathcal{L}_* S}(T^1_k Q)|_{S_f} \) with \( X = (X_1, \ldots, X_k) \), the necessary and sufficient condition for \( X \) to be integrable is \( [X_\alpha, X_\beta]|_{S_f} = 0 \). In most cases, these conditions lead to some relations among the remaining arbitrary coefficients of the family of solutions; but, in some cases, they can originate new constraints that define a new submanifold \( S'_f \hookrightarrow S_f \). In this case, the tangency of the integrable family of solutions has to be checked and the algorithm restarts once again.

### 4 The Einstein–Palatini model of general relativity

One of the most interesting singular classical field theories in physics which can be described using the \( k \)-(pre)symplectic formulation is the **Einstein–Palatini model** of General Relativity; also known as the **metric-affine model**. As we will see, it is described by an affine Lagrangian. Then, in order to study this model using the constraint algorithm, it is very relevant to apply it first to the generic case of \( k \)-presymplectic Lagrangian systems described by affine Lagrangians.
4.1 Affine Lagrangians

An affine Lagrangian is the sum of two functions: a linear function \( T^1_k Q \to \mathbb{R} \) on the fibers of the bundle \( T^1_k Q \to Q \) and the pullback to \( T^1_k Q \) of another arbitrary function in \( Q \). In natural coordinates, \((q^i, v^i)\), it has the shape

\[
\mathcal{L} = \sum_{\alpha=1}^{k} F^\alpha_i (q^1, \ldots, q^k)v^i_\alpha + G(q^1, \ldots, q^k)；
\]

and then we have

\[
\Delta(\mathcal{L}) = \sum_{\alpha=1}^{k} v^i_\alpha F^\alpha_i \implies \mathcal{E}_\mathcal{L} = -G \implies d\mathcal{E}_\mathcal{L} = -\frac{\partial G}{\partial q^i} dq^i,
\]

\[
\theta^\alpha_i = \frac{\partial \mathcal{L}}{\partial v^i_\alpha} dq^i = F^\alpha_i dq^i \implies \omega^\alpha_i = -\frac{\partial F^\alpha_i}{\partial q^j} dq^j \wedge dq^i.
\]

For a \( k \)-vector field \( \mathbf{X} = (X_\alpha) \in \mathfrak{X}^k(T^1_k Q) \), if \( X_\alpha = (X_\alpha)^i \frac{\partial}{\partial q^i} + \sum_{\beta=1}^{k} (X_\alpha)^\beta \frac{\partial}{\partial v^i_\beta} \), the Lagrangian equation (4) read

\[
\left[ \sum_{\alpha=1}^{k} (X_\alpha)^i \left( \frac{\partial F^\alpha_i}{\partial q^j} - \frac{\partial F^\alpha_j}{\partial q^i} \right) + \frac{\partial G}{\partial q^j} \right] dq^j = 0 \iff \sum_{\alpha=1}^{k} (X_\alpha)^i \left( \frac{\partial F^\alpha_i}{\partial q^j} - \frac{\partial F^\alpha_j}{\partial q^i} \right) + \frac{\partial G}{\partial q^j} = 0.
\]

The behaviour of the system depends on the rank of the matrix \( \mathcal{M} = (M^\alpha_{ij}) = \left( \frac{\partial F^\alpha_i}{\partial q^j} - \frac{\partial F^\alpha_j}{\partial q^i} \right) \), which is assumed to be constant (otherwise the analysis must be done on each one of the subsets of \( T^1_k Q \) where it is constant). Now, we follow the steps of the algorithm.

**First-generation dynamical constraints:** The algorithm tells us that

\[
P_1 = \{ x \in T^1_k Q \mid (i(Z)d\mathcal{E}_\mathcal{L})(x) = 0, \text{ for every } Z \in [\mathfrak{X}^1(T^1_k Q)]^\perp \}.
\]

If the rank of \( \mathcal{M} \) is maximal; i.e. \( \text{rank } \mathcal{M} = n \), there are no dynamical constraints and the Eqs. (11) give \( n \) of the coefficients \( (X_\alpha)^i \) as functions of the remaining ones. In fact, in this case we have

\[
[\mathfrak{X}^k(T^1_k Q)]^\perp = \bigcap_{\alpha=1}^{k} \text{Ker } \omega^\alpha_i = \mathfrak{X}^V(T^1_k Q)；
\]

hence, for every \( Z \in [\mathfrak{X}^k(T^1_k Q)]^\perp \), the function \( i(Z)d\mathcal{E}_\mathcal{L} \) vanishes everywhere on \( T^1_k Q \) because \( Z \) are \( \pi \)-vertical vector fields and \( d\mathcal{E}_\mathcal{L} \) is a \( \pi \)-horizontal form; then there are no dynamical constraints and \( P_1 = T^1_k Q \).

If \( \text{rank } \mathcal{M} < n \), the elements of \( [\mathfrak{X}^k(T^1_k Q)]^\perp \) are

\[
Z = Z^i \frac{\partial}{\partial q^i} + \sum_{\beta=1}^{k} Z^\beta_\beta \frac{\partial}{\partial v^i_\beta} \text{, with } \left( \frac{\partial F^\alpha_i}{\partial q^j} - \frac{\partial F^\alpha_j}{\partial q^i} \right) Z^j = 0,
\]
and dynamical constraints may arise:

\[ \zeta_1^{(Z)} = i(Z) d\mathcal{E}_L = \frac{\partial G}{\partial q^i} Z^i. \]

If \( \text{rank } \mathcal{M} = 0 (M^\alpha_{ij} = 0) \), then \([X^k(T^1_k Q)]^\perp = X(T^1_k Q)\) and, hence, for each \( Z_i = \frac{\partial}{\partial q^i} \), we get a dynamical constraint

\[ \zeta_1^{(Z_i)} = \zeta_1^i = i(Z_i) d\mathcal{E}_L = \frac{\partial G}{\partial q^i}. \] (12)

Observe that these constraints are obtained also directly from the equation (11).

**First-generation non-dynamical constraints:** Following the algorithm, for any Lagrangian \( k \)-vector field \( X \) and any \( Y \in X^k(T^1_k Q) \) such that \( X + Y \) is a SOPDE, we have

\[ S_1 = \{ x \in T^1_k Q \mid (i(Z)\Omega_1(L)(Y))(x) = 0, \text{ for every } Z \in \mathcal{M} \}. \]

For affine Lagrangians, as \( X^k V(T^1_k Q) \subseteq \text{Ker } \Omega_1 \), we have \( \mathcal{M} = X(T^1_k Q) \). Since all vector fields are in \( \mathcal{M} \), the functions defining \( S_1 \) in \( P_1 \) are obtained simply imposing \( \Omega_1(L)(Y) = 0 \).

For simplicity we can take

\[ Y_\alpha = \left[ v^i_\alpha - (X_\alpha)^i \right] \frac{\partial}{\partial q^i}. \]

Then the constraints read

\[ \Omega_1(L)(Y) = \sum_{\alpha=1}^k \left[ v^i_\alpha - (X_\alpha)^i \right] M^\alpha_{ij} dq^j = 0 \iff \sum_{\alpha=1}^k \left[ v^i_\alpha - (X_\alpha)^i \right] M^\alpha_{ij} = 0. \]

As \( X \) satisfies (11), we have the following set of equations

\[ \eta^j_1 = \sum_{\alpha=1}^k v^i_\alpha M^\alpha_{ij} + \frac{\partial G}{\partial q^j} = 0, \quad \text{(on } P_1); \] (13)

and, depending on the rank of \( \mathcal{M} \), these equations give new constraints or not; in particular:

- For \( 0 < \text{rank } \mathcal{M} \leq n \), these equations are not satisfied in the whole \( P_1 \) and they give SOPDE first generation constraints that define the submanifold \( S_1 \hookrightarrow P_1 \). The number of independent constraints is fixed by \( \text{rank } \mathcal{M} \).
- For \( M^\alpha_{ij} = 0 (\text{rank } \mathcal{M} = 0) \), bearing in mind (12), the equalities hold everywhere in \( P_1 \); so no SOPDE constraints appear in this case and \( S_1 = P_1 \).

Notice that (13) are just the field equations (11) for SOPDE \( k \)-vector fields which, when they are integrable (i.e., holonomic), these equations are the Euler–Lagrange field equations. This means that, for affine Lagrangians, the field equations are recovered as constraints of the theory. This is in accordance with a similar result in [21].

**Tangency conditions and further generation of constraints:** At this point, we have SOPDE \( k \)-vector fields \( \Gamma = (\Gamma_\alpha) \in X^k(T^1_k Q) \) which are Euler–Lagrange \( k \)-vector field on \( S_1 \). Now, we impose tangency and thus, for \( \Gamma_\alpha = v^i_\alpha \frac{\partial}{\partial q^i} + \sum_{\beta=1}^k (\Gamma_\alpha)^\beta \frac{\partial}{\partial v^\beta} \):
The tangency conditions on the first-generation dynamical constraints \( \zeta_1^{(Z)} \) are

\[
\zeta_2^{(\alpha;k)} \equiv \Gamma_\alpha(\zeta_1^{(Z)}) = 0, \quad \text{(on } S_1); \quad (14)
\]

and, if these conditions do not hold on \( S_1 \), they give new constraints that define the submanifold \( S_2 \hookrightarrow S_1 \).

- When \( 0 < \text{rank } M = r \leq n \) there are also first-generation non-dynamical constraints \( \eta_1^k \) and the tangency conditions for them lead to the equations

\[
\Gamma_\alpha(\eta_1^k) = v^i_\alpha v^j_\gamma \frac{\partial M^i_{jk}}{\partial q^f} + \sum_{\beta=1}^k (\Gamma_\alpha)^i_\beta M^\beta_{jk} + v^i_\alpha \frac{\partial^2 G}{\partial q^i \partial q^k} = 0, \quad \text{(on } S_1). \]

As the number of independent first-generation constraints is equal to \( r = \text{rank } M \), this system is compatible and thus the tangency conditions determine \( r \) of the coefficients \( (\Gamma_\alpha)^i_\beta \) as functions of the remaining ones, and no new constraints appear.

In the case that new constraints have arisen, we continue demanding the tangency of the solutions until the algorithm stabilizes.

### 4.1.1 An academical example

Consider a manifold \( Q \) with local coordinates \((q^1, q^2)\) and its 2-tangent bundle \( T^1_2 Q \) with local coordinates \((q^1, q^2, v^1, v^2, v^1_2, v^2_2)\). We consider the Lagrangian

\[
\mathcal{L} = q^2 v^1_1 - q^1 v^2_2 + q^1 q^2.
\]

For this Lagrangian \( F_1^2 = F_2^1 \equiv 0, F_1^1 = q^2, F_2^2 = -q^1 \), and \( G = q^1 q^2 \). We get

\[
d\mathcal{E}_\mathcal{L} = -q^2 dq^1 - q^1 dq^2, \quad \omega^1_\mathcal{L} = \omega^2_\mathcal{L} = dq^1 \wedge dq^2.
\]

We also have

\[
\mathcal{M} \equiv \begin{pmatrix}
M^1_{11} & M^1_{21} & M^2_{11} & M^2_{21} \\
M^1_{12} & M^1_{22} & M^2_{12} & M^2_{22}
\end{pmatrix} = \begin{pmatrix}
0 & -1 & 0 & -1 \\
1 & 0 & 1 & 0
\end{pmatrix},
\]

which indeed has maximal rank, and \( \bigcap_{\alpha=1}^2 \ker \omega^\alpha_\mathcal{L} = \mathcal{X}^{kV}(T^1_2 Q) \). From the above general discussion for affine Lagrangians we know that no dynamical constraints appear. Indeed, the Lagrangian equation has solutions \( X = (X_1, X_2) \in \mathcal{X}^2(T^1_2 Q) \) everywhere in \( T^1_2 Q \) given by

\[
X_\alpha = (X_\alpha)^i \frac{\partial}{\partial q^i} + \sum_{\beta=1}^k (X_\alpha)^i_\beta \frac{\partial}{\partial v^i_\beta}, \quad \text{where } (X_1)^2 + (X_2)^2 = q^2, \quad (X_1)^1 + (X_2)^1 = -q^1.
\]

Equivalently, the algorithm tells us that the first generation dynamical constraints come from

\[
i(Z) d\mathcal{E}_\mathcal{L} = 0, \quad \text{for } Z \in \bigcap_{\beta=1}^2 \ker \omega^\beta_\mathcal{L}; \quad \text{but these equalities hold trivially because } Z \text{ is } \pi \text{-vertical vector fields and } d\mathcal{E}_\mathcal{L} \text{ is a } \pi \text{-horizontal form.}
\]

However, there are SOPDE constraints. In fact, from (13),

\[
\eta_1^i := \sum_{\alpha=1}^k v^i_\alpha M^\alpha_{ij} \frac{\partial G}{\partial q^j} = \begin{pmatrix}
0 & -1 & 0 & -1 \\
1 & 0 & 1 & 0
\end{pmatrix} \begin{pmatrix}
v^1_1 \\
v^2_1 \\
v^1_2 \\
v^2_2
\end{pmatrix} + \begin{pmatrix}
q^2 \\
q^1
\end{pmatrix} = 0
\]
and we get the constraints

\[ \eta_1^1 = -v_1^2 - v_2^2 + q^2 = 0, \quad \eta_1^2 = v_1^1 + v_2^1 + q^1 = 0, \]

which define the submanifold \( S_1 \). We get no conditions on the coefficients of the solutions, and hence we have that any SOPDE is an Euler–Lagrange 2-vector field on \( S_1 \).

Let us now impose tangency. According to the general discussion, it only gives conditions on the coefficients of the general solution \( \Gamma_\alpha = v_\alpha^\mu \frac{\partial}{\partial q^\mu} + \sum_{\beta=1}^k (X_\alpha)^\mu_\beta \frac{\partial}{\partial \nu^\beta} \). Indeed,

\[
\begin{align*}
\Gamma_1(\eta_1^1) &= (v_1^1 - (X_1)^1_1 - (X_1)^1_2)|_{S_1} = 0 & \iff (X_1)^1_2|_{S_1} = v_1^1 - (X_1)^1_1, \\
\Gamma_1(\eta_1^2) &= (v_1^1 + (\Gamma_1)^1_1 + (\Gamma_1)^1_2)|_{S_1} = 0 & \iff (X_1)^1_2|_{S_1} = -v_1^1 - (X_1)^1_1, \\
\Gamma_2(\eta_1^1) &= (v_2^1 - (X_2)^1_1 - (X_2)^1_2)|_{S_1} = 0 & \iff (X_2)^1_2|_{S_1} = v_2^1 - (X_2)^1_1, \\
\Gamma_2(\eta_1^2) &= (v_2^1 + (\Gamma_1)^1_1 + (\Gamma_1)^1_2)|_{S_1} = 0 & \iff (X_2)^1_2|_{S_1} = -v_2^1 - (X_2)^1_1 .
\end{align*}
\]

Summing up, we can find Euler–Lagrange 2-vector fields only on

\[ S_1 = \{ x \in T^1_2 Q \mid q^1(x) = -v_1^1(x) - v_2^1(x), \quad q^2(x) = +v_1^2(x) + v_2^2(x) \} \]

which are \( \Gamma = (\Gamma_1, \Gamma_2) \) with

\[
\begin{align*}
\Gamma_1|_{S_1} &= v_1^1 \frac{\partial}{\partial q^1} + v_2^1 \frac{\partial}{\partial q^2} + A \frac{\partial}{\partial v^1_1} + B \frac{\partial}{\partial v^2_1} - (v_1^1 + A) \frac{\partial}{\partial v^1_2} + (v_2^1 - B) \frac{\partial}{\partial v^2_2}, \\
\Gamma_2|_{S_1} &= v_2^1 \frac{\partial}{\partial q^1} + v_2^2 \frac{\partial}{\partial q^2} + C \frac{\partial}{\partial v^1_1} + D \frac{\partial}{\partial v^2_1} - (v_2^1 + C) \frac{\partial}{\partial v^1_2} + (v_2^2 - D) \frac{\partial}{\partial v^2_2},
\end{align*}
\]

where \( A, B, C, D \) are free functions. If we want this family of solutions to be integrable we must impose

\[ [\Gamma_1, \Gamma_2]|_{S_1} = 0 , \]

and this equation leads to a system of partial differential equations on the functions \( A, B, C, D \).

### 4.2 The Einstein–Palatini model

The Einstein–Palatini model is a first order singular field theory. A multisymplectic formulation of the model has been developed in several works (see, for instance [7,8,22,36]). In particular, in [22] the constraints arising from the application of the constraint algorithm in the (pre) multisymplectic framework have been computed explicitly in coordinates. They have a diverse origin and characteristics, which makes this system an interesting test for the theory developed in this article. Moreover, we provide an intrinsic characterization of the constraints.

The configuration bundle for this system is the bundle \( \pi : E \to M \), where \( M \) is a connected orientable 4-dimensional manifold representing space-time, whose volume form is denoted \( \eta \in \Omega^4(M) \), and \( E = \Sigma \times_M C(LM) \), where \( \Sigma \) is the manifold of Lorentzian metrics on \( M \), with signature \((- + + +)\), and \( C(LM) \) is the bundle of connections on \( M \); that is, linear connections in \( TM \).

Consider natural coordinates \((x^\mu)\) in \( M \) such that \( \eta = dx^0 \wedge \cdots \wedge dx^3 \equiv d^4 x \). We use adapted fiber coordinates in \( E \), denoted \((x^\mu, a_{\alpha \beta}, \Gamma^\nu_{\lambda \gamma}, \Gamma^\nu_{\lambda \gamma \beta})\), and then the coordinates in \( T^1_2 Q \) are \((x^\mu, a_{\alpha \beta}, \Gamma^\nu_{\lambda \gamma}, a_{\alpha \beta}, \mu, \Gamma^\nu_{\lambda \gamma, \mu})\) (with \( \mu, \nu, \gamma, \lambda = 0, 1, 2, 3 \) and \( 0 \leq \alpha \leq \beta \leq 3 \), where...
this ordering rules for sum over symmetric indices and not over all the components). The functions $g_{\alpha\beta}$ are the components of the metric associated to the charts in the base $(x^\mu)$, and $\Gamma^\nu_{\lambda\gamma}$ are the Christoffel symbols of the connection. We do not assume torsionless connections and hence $\Gamma^\nu_{\lambda\gamma} \neq \Gamma^\nu_{\gamma\lambda}$ in general.

The Einstein–Palatini Lagrangian is

$$L_{EP} = \sqrt{|\det(g_{\alpha\beta})|} g^{\alpha\beta} R_{\alpha\beta} \equiv \varrho g^{\alpha\beta} R_{\alpha\beta} = \varrho R,$$

where $\varrho = \sqrt{|\det(g_{\alpha\beta})|}$, $R = g^{\alpha\beta} R_{\alpha\beta}$ is the scalar curvature, $R_{\alpha\beta} = \Gamma^\gamma_{\beta\alpha,\gamma} - \Gamma^\gamma_{\gamma\alpha,\beta} + \Gamma^\gamma_{\beta\sigma} \Gamma^\sigma_{\gamma\alpha} - \Gamma^\gamma_{\gamma\sigma} \Gamma^\sigma_{\beta\alpha}$ are the components of the Ricci tensor, which depend only on the connection, and $g^{\alpha\beta}$ denotes the inverse matrix of $g$, namely: $g_{\alpha\beta} g^{\alpha\beta} = \delta^\gamma_\alpha$. The Einstein–Palatini Lagrangian is affine, thus we will follow the guidelines developed in Sect. 4.1 for these kinds of Lagrangians to streamline the process. In this case, the functions $F_{\alpha}^i$ and $G$ appearing in (10) are

$$F_{\alpha}^i = \varrho (\delta^\mu_\alpha g_{\beta\gamma} - \delta^\beta_\alpha g_{\mu\gamma}), \quad G = \varrho g_{\alpha\beta} (\Gamma^\gamma_{\beta\alpha} \Gamma^\sigma_{\gamma\lambda} - \Gamma^\gamma_{\gamma\sigma} \Gamma^\sigma_{\beta\lambda}).$$

Notice that we only have components on the fiber coordinates $\Gamma^\nu_{\lambda\gamma,\mu}$, but not on $g_{\alpha\beta,\mu}$.

Therefore, the matrix $\mathcal{M} = \left( \frac{\partial F_{\alpha}^i}{\partial q^j} - \frac{\partial F_{\alpha}^j}{\partial q^i} \right)$ introduced in Sect. 4.1 has constant rank, $0 < \text{rank} \mathcal{M} < n$. Then, we have that

$$\mathcal{E}_L = -G \quad \Rightarrow \quad d\mathcal{E}_L = -dG,$$

$$\theta_{L_{EP}}^\mu = F_{\alpha}^{\gamma\mu} d\Gamma^\sigma_{\beta\gamma} \quad \Rightarrow \quad \omega_{L_{EP}}^\mu = -dF_{\alpha}^{\gamma\mu} \wedge d\Gamma^\sigma_{\beta\gamma};$$

and the solutions to the Einstein equations in the Einstein–Palatini approach are the integral sections of holonomic $k$-vector fields $X = (X_\alpha) \in X^k(T^1_k Q)$ such that

$$\sum_{\alpha=1}^k (X_\alpha) \omega_{L_{EP}}^\alpha = d\mathcal{E}_{L_{EP}}. \quad (15)$$

Writing

$$X_\alpha = \sum_{\sigma \leq \rho} \left( f_{\sigma\rho,\alpha} \frac{\partial}{\partial g_{\sigma\rho}} + f_{\sigma\rho\mu,\alpha} \frac{\partial}{\partial g_{\sigma\rho,\mu}} \right) + f_{\beta\gamma,\alpha} \frac{\partial}{\partial \Gamma^\gamma_{\beta\gamma}} + f_{\beta\gamma\mu,\alpha} \frac{\partial}{\partial \Gamma^\gamma_{\beta\gamma,\mu}},$$

the above equations are

$$-\Gamma^\alpha_{\beta\gamma,\mu} \frac{\partial F_{\alpha}^{\gamma\mu}}{\partial g_{\rho\sigma}} + \frac{\partial G}{\partial g_{\rho\sigma}} = 0 ; \sum_{\rho \leq \sigma} g_{\rho\sigma,\mu} \frac{\partial F_{\alpha}^{\gamma\mu}}{\partial g_{\rho\sigma}} + \frac{\partial G}{\partial \Gamma^\sigma_{\beta\gamma}} = 0. \quad (16)$$

**First-generation dynamical constraints:** Following the algorithm, generic $k$-vector fields solution to the equations (15) exist only on the points of the submanifold

$$P_1 = \{ x \in T^1_k Q \mid (i(Z)d\mathcal{E}_L)(x) = 0, \text{ for every } Z \in [X^k(T^1_k Q)]^1 \}.$$
the condition that \( Z \in [\mathcal{F}(T^1_kQ)]^1 \) holds if, and only if,
\[
f_{\rho \sigma} \frac{\partial f_{\beta \gamma, \mu}}{\partial g_{\rho \sigma}} = 0 , \quad f_{\alpha \beta} \frac{\partial f_{\beta \gamma, \mu}}{\partial g_{\rho \sigma}} = 0 ; \quad (0 \leq \rho < \sigma \leq 3, 0 \leq \alpha, \beta, \gamma \leq 3).
\]
These equations appear in [22] (Proposition 3.7), and their solutions are obtained giving
\( f_{\rho \sigma} = 0 \) and \( f_{\alpha \beta} = C_{\beta}^\delta \delta_{\alpha}^\mu + K_{\beta \gamma}^\mu \), for functions \( C_{\beta}^\delta \) and \( K_{\beta \gamma}^\mu \) such that \( K_{\alpha \gamma}^\mu = 0 \) and \( K_{\beta \gamma}^\mu + K_{\gamma \beta}^\mu = 0 \). These last conditions can be rewritten in a more suitable way as follows: these functions \( K_{\alpha \gamma}^\mu \) are a linear combination of the new functions
\[
S_{\beta \gamma, \lambda \rho \nu}^\alpha = \frac{1}{3} g_{\lambda \nu} g_{\rho \sigma} \delta_{\gamma}^\alpha - \frac{1}{3} g_{\rho \nu} g_{\lambda \beta} \delta_{\gamma}^\alpha + \frac{1}{3} g_{\lambda \nu} g_{\rho \gamma} \delta_{\beta}^\alpha - \frac{1}{3} g_{\rho \nu} g_{\lambda \gamma} \delta_{\beta}^\alpha - g_{\rho \beta} g_{\lambda \gamma} \delta_{\nu}^\alpha - g_{\rho \beta} g_{\lambda \gamma} \delta_{\nu}^\alpha .
\]
Indeed, \( S_{\beta \gamma, \lambda \rho \nu}^\alpha \) satisfies the conditions for any \( \lambda, \rho, \nu \), and \( K_{\beta \gamma}^\mu = \frac{1}{2} K_{\sigma}^\nu S_{\beta \gamma, \lambda \rho \nu}^\alpha \).

The coefficients \( f_{\rho \sigma} \) and \( f_{\alpha \beta} \) do not contribute to originate constraints because the Lagrangian is affine. Moreover, \( i \left( C_{\beta}^\delta \delta_{\alpha}^\mu \frac{\partial}{\partial \Gamma_{\beta \gamma}^\mu} \right) d\mathcal{E}_L = 0 \), and nor do they produce constraints.

Finally,
\[
i \left( S_{\beta \gamma, \lambda \rho \nu}^\alpha \frac{\partial}{\partial \Gamma_{\beta \gamma}^\mu} \right) d\mathcal{E}_L = g_{\lambda \mu} T_{\rho \nu}^\mu - g_{\rho \mu} T_{\lambda \nu}^\mu + \frac{1}{3} g_{\lambda \nu} T_{\mu \rho}^\mu - \frac{1}{3} g_{\rho \nu} T_{\mu \lambda}^\mu,
\]
where \( T_{\beta \gamma}^\rho \) are the components of the torsion tensor which are defined as usual, \( T_{\beta \gamma}^\rho = \Gamma_{\beta \gamma}^\rho - \Gamma_{\gamma \beta}^\rho \). These are the first-generation dynamical constraints defining \( P_1 \), which can be written in an equivalent way as
\[
(\xi_1)_{\beta \gamma}^\rho \equiv T_{\beta \gamma}^\rho - \frac{1}{3} \delta_{\beta \gamma}^\rho T_{\nu \gamma}^\nu + \frac{1}{3} \delta_{\gamma}^\rho T_{\nu \beta}^\nu = 0
\]
and they are called torsion constraints in [22].

The general solution to the Eq. (15) (before demanding the SOPDE condition) are \( k \)-vector fields \( \mathbf{X} = (X_{\nu}) \in \mathcal{F}(T^1_kQ) \) with
\[
X_{\alpha} = \sum_{\sigma \leq \rho} \left( g_{\sigma \lambda} \Gamma_{\alpha \rho}^\lambda + g_{\rho \lambda} \Gamma_{\alpha \sigma}^\lambda + \frac{2}{3} g_{\sigma \rho} T_{\lambda \nu}^\lambda \right) \frac{\partial}{\partial g_{\sigma \rho}} + f_{\rho \mu, \alpha} \frac{\partial}{\partial g_{\rho \mu, \alpha}}
\]
\[
+ \left( \Gamma_{\alpha \gamma}^\lambda \Gamma_{\rho \beta}^\nu + C_{\beta \gamma, \alpha}^\nu \right) \frac{\partial}{\partial \Gamma_{\beta \gamma}^\nu} + f_{\beta \mu, \alpha} \frac{\partial}{\partial \Gamma_{\beta \mu}^\nu} ; \quad (\text{on } P_1) , \quad (17)
\]
for some functions \( C_{\beta \gamma, \mu}^\nu, K_{\beta \gamma, \mu}^\nu \in C^\infty(T^1_kQ) \) satisfying that
\[
C_{\beta \gamma, \mu}^\nu = C_{\beta \mu}^\delta \delta_{\gamma}^\nu , \quad K_{\beta \gamma, \mu}^\nu = 0 , \quad K_{\beta \gamma}^\nu + K_{\gamma \beta}^\nu = 0 ; \quad (\text{on } P_1).
\]

**First-generation non-dynamical constraints:** Following the algorithm, for every Lagrangian \( k \)-vector field \( \mathbf{X} \) given by \( (17) \), we can take any \( \mathbf{Y} = (Y_{\nu}) \in \mathcal{F}(T^1_kQ) \) such that \( \Gamma = \mathbf{X} + \mathbf{Y} \) is a SOPDE. The simplest choice is
\[
Y_{\alpha} = \sum_{\sigma \leq \rho} \left( g_{\sigma \rho, \alpha} - g_{\sigma \lambda} \Gamma_{\alpha \rho}^\lambda - g_{\rho \lambda} \Gamma_{\alpha \sigma}^\lambda - \frac{2}{3} g_{\sigma \rho} T_{\lambda \alpha} \right) \frac{\partial}{\partial g_{\sigma \rho}}
\]
\[
+ \left( \Gamma_{\beta \gamma, \alpha}^\nu - \Gamma_{\gamma \beta}^\alpha \Gamma_{\rho \nu}^\rho - C_{\beta \gamma, \alpha}^\nu - K_{\beta \gamma, \alpha}^\nu \right) \frac{\partial}{\partial \Gamma_{\beta \gamma}^\nu} .
\]
Then we have
\[
S_1 = \left\{ x \in T^1_kQ \mid (i(Z)\Omega^L_{\mathbf{Y}}(x)) = 0 , \quad \text{for every } Z \in \mathfrak{M} \right\} ;
\]
where $\mathcal{M} = \mathcal{X}(T^1_kQ)$. For an affine Lagrangian this conditions is realized by (13) which, in this case, takes the form

\[
(\eta_1)^{\rho\sigma} \equiv -\Gamma^\rho_{\beta\gamma,\mu} \frac{\partial F^\beta_{\gamma,\mu}}{\partial g^\rho_{\sigma\sigma}} + \frac{\partial G}{\partial g_{\rho\sigma}} = 0 ;
\]

(18)

\[
(\eta_1)^{\beta\gamma}_{\alpha} \equiv \sum_{\rho \leq \sigma} g_{\rho\sigma,\mu} \frac{\partial F^\beta_{\gamma,\mu}}{\partial g^\rho_{\sigma\sigma}} + \frac{\partial G}{\partial \Gamma^\alpha_{\rho\gamma}} = 0 .
\]

(19)

As it was pointed out in the general case of affine Lagrangians, these equations are just the field equations (16) for SOPDE $k$-vector fields and the field equations are recovered as constraints of the theory. For holonomic $k$-vector fields these equations lead to the Einstein equations.

The Eq. (18) are the so-called connection constraints in [22]. The Eq. (19), called metric constraints in [22], after taking into account the first-generation dynamical constraints can be rewritten as

\[
(\eta_1)^{\beta\gamma}_{\alpha} \equiv -g_{\rho\sigma,\mu} + g_{\sigma\lambda} \Gamma^\lambda_{\mu\rho} + g_{\rho\lambda} \Gamma^\lambda_{\mu\sigma} + \frac{2}{3} g_{\rho\sigma} T^\lambda_{\lambda\mu} ,
\]

and are then called pre-metricity constraints in [22]. These constraints define the submanifold $S_f \hookrightarrow P_1$.

**Tangency conditions and further generation of constraints:** The second generation constraints arise from the tangency condition of $\Gamma$ on the constraints $(\zeta)_1^{\rho\sigma}$, and they are

\[
(\eta_2)^{\alpha}_{\beta\gamma,\nu} \equiv T^\alpha_{\beta\gamma,\nu} - \frac{1}{3} \delta^\alpha_{\beta} T^\mu_{\gamma,\nu} + \frac{1}{3} \delta^\alpha_{\gamma} T^\mu_{\mu,\nu} = 0 ;
\]

which are second generation SOPDE constraints, since $Y^\alpha((\zeta_1)_\lambda\rho\nu) \neq 0$. The tangency condition on the other constraints does not lead to new constraints (as they are non-dynamical constraints). Thus we have obtained a new submanifold $S_2 \hookrightarrow S_1$.

Finally, the tangency condition on the new constraints $(\eta_2)^{\alpha}_{\beta\gamma,\nu}$ does not lead to new constraints because they are also non-dynamical constraints. In fact, this condition reads

\[
X_\lambda \left( T^\alpha_{\beta\gamma,\nu} - \frac{1}{3} \delta^\alpha_{\beta} T^\mu_{\gamma,\nu} + \frac{1}{3} \delta^\alpha_{\gamma} T^\mu_{\mu,\nu} \right) = f^\alpha_{\beta\gamma,\nu}\lambda - \frac{1}{3} \delta^\alpha_{\beta} f^\mu_{\gamma,\nu}\lambda + \frac{1}{3} \delta^\alpha_{\gamma} f^\mu_{\mu,\nu}\lambda = 0 ; \text{ (on } S_2) ,
\]

which are equations for the functions $f^\alpha_{\beta\gamma,\nu}\lambda$.

Hence $S_2$ is the final constraint submanifold $S_f \hookrightarrow T^1_kQ$, which is defined in $T^1_kQ$ by the set of constraints

\[
(\zeta)_\lambda\zeta,\nu = 0, \quad (\eta_1)^{\rho\sigma} = 0, \quad (\eta_1)^{\beta\gamma}_{\alpha} = 0, \quad (\eta_2)^{\alpha}_{\beta\gamma,\nu} = 0 .
\]

**Integrability conditions:** By completeness, the integrability conditions for the Einstein–Palatini model are obtained by imposing that $[X_\alpha, X_\beta] = 0$ (on $S_f$), and they are

\[
g_{\rho\gamma} \Gamma^\gamma_{\nu,\mu}\rho\sigma + g_{\sigma\gamma} \Gamma^\gamma_{\nu,\lambda}\mu\rho + g_{\rho\lambda} \Gamma^\lambda_{\mu,\nu}\rho\sigma + g_{\sigma\lambda} \Gamma^\lambda_{\mu,\nu} + \frac{2}{3} g_{\rho\sigma} T^\lambda_{\lambda\mu,\nu} = 0 .
\]

These are new integrability constraints that define a new submanifold $S_f \hookrightarrow S_f$ where there are integral sections which are solution to the Einstein equations. It can be checked that the tangency condition of $\Gamma$ holds on $S_f$. (See [22] for the details).
5 Conclusions and outlook

The first goal of this work has been to solve the second-order problem for singular field theories, generalizing the constraint algorithm of [34] (for singular Lagrangian mechanical systems) to \(k\)-presymplectic Lagrangian systems and completing the results of [27]. In particular, given a \(k\)-symplectic Lagrangian system \((T^{1}_{k}Q;\mathcal{L})\), we have developed an algorithm that produces the maximal submanifold of \(T^{1}_{k}Q\) on which the Lagrangian equation has solution and the solution can be chosen to be a SOPDE.

The algorithm works as follows: first, we characterize the submanifold \(P_{1}\) on which the Lagrangian equation has a solution. The constraints defining \(P_{1}\) are called \(k\)-presymplectic or dynamical constraints, they arise from demanding the compatibility condition, and can be chosen to be \(\mathcal{FL}\)-projectable functions. Second, the algorithm gives the submanifold \(S_{1}\) of \(P_{1}\) on which the Lagrangian \(k\)-vector fields can be chosen to be SOPDES. This produces new constraints that are called SOPDE or non-dynamical constraints. They arise from demanding the SOPDE condition and are not \(\mathcal{FL}\)-projectable.

Next, the stability or tangency condition is imposed, looking for the submanifold \(S_{2}\) of \(S_{1}\) where SOPDE solutions can be chosen to be tangent to \(S_{1}\). Then, the tangency condition on the non-dynamical constraints give no new constraints, but on the dynamical constraints it can produce new constraints that can be classified as dynamical or non-dynamical, depending on their nature: if they are related to demanding solutions to be SOPDE \(k\)-vector fields then they are non-dynamical and they are dynamical otherwise. This last step is repeated until the algorithm stabilizes; that is, in the most favourable cases, until we have a submanifold \(S_{f}\) on which the SOPDE \(k\)-vector fields solutions to the \(k\)-presymplectic Lagrangian equations are tangent to it. In each step, results similar to the previous ones are repeated. In this way, the behaviour of the constraint algorithm for \(k\)-presymplectic Lagrangian systems in field theory is exactly the same as for presymplectic Lagrangian systems in mechanics [5,6,9,10,34].

Finally, the \(\mathcal{FL}\)-projectability and the integrability of these SOPDE \(k\)-vector fields are additional conditions to be demanded that can produce new constraints.

As a very interesting case, we have applied the algorithm to analyze the Einstein–Palatini or metric-affine model of General Relativity, which is very suitable to be studied using the \(k\)-symplectic formulation; and we have compared the results achieved with those obtained in the multisymplectic analysis of this model. As it is an affine Lagrangian, we have analyzed previously the general case of affine Lagrangians in field theory and, as a particular case, we have described an academical example.

As further research, this constraint analysis can be implemented to analyze other extended models of General Relativity, such as Lovelock, \(f(R)\) or \(f(T)\) theories. It should be also interesting to do a similar study of the second-order problem for the multisymplectic formulation of classical field theories in general.

Acknowledgements We acknowledge the financial support from the Spanish Ministerio de Ciencia, Innovación y Universidades project PGC2018-098265-B-C33 and the Secretary of University and Research of the Ministry of Business and Knowledge of the Catalan Government project 2017-SGR-932.

Funding Open Access funding provided thanks to the CRUE-CSIC agreement with Springer Nature.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Abraham, R., Marsden, J.E.: Foundations of Mechanics. Advanced Book Program, 2nd edn. Benjamin/Cummings Publishing Co., Inc., Reading (1978). https://doi.org/10.1090/chel/364
2. Anderson, J.L., Bergmann, P.G.: Constraints in covariant field theories. Phys. Rev. 83, 1018–1025 (1951). https://doi.org/10.1103/PhysRev.83.1018
3. Arnol’d, V.I.: Mathematical Methods of Classical Mechanics. Graduate Texts in Mathematics, vol. 60, 2nd edn. Springer, New York (1989). https://doi.org/10.1007/978-1-4757-2063-1
4. Awane, A.: k-symplectic structures. J. Math. Phys. 33(12), 4046–4052 (1992). https://doi.org/10.1063/1.529855
5. Batlle, C., Gomis, J., Pons, J.M., Román-Roy, N.: Equivalence between the Lagrangian and Hamiltonian formalism for constrained systems. J. Math. Phys. 27(12), 2953–2962 (1986). https://doi.org/10.1063/1.527274
6. Batlle, C., Gomis, J., Pons, J.M., Román-Roy, N.: Lagrangian and Hamiltonian constraints. Lett. Math. Phys. 13(1), 17–23 (1987). https://doi.org/10.1007/BF00570763
7. Capriotti, S.: Differential geometry, Palatini gravity and reduction. J. Math. Phys. 55(1), 012902 (2014). https://doi.org/10.1063/1.4862855
8. Capriotti, S.: Unified formalism for Palatini gravity. Int. J. Geom. Methods Mod. Phys. 15(3), 1850044 (2018). https://doi.org/10.1142/S0219887818500445
9. Cariñena, J.F., López, C., Román-Roy, N.: Geometric study of the connection between the Lagrangian and Hamiltonian constraints. J. Geom. Phys. 4(3), 315–334 (1987). https://doi.org/10.1016/0393-0440(87)90017-9
10. Cariñena, J.F., López, C., Román-Roy, N.: Origin of the Lagrangian constraints and their relation with the Hamiltonian formulation. J. Math. Phys. 29(5), 1143–1149 (1987). https://doi.org/10.1063/1.527955
11. Chinea, D., de León, M., Marrero, J.C.: The constraint algorithm for time-dependent Lagrangians. J. Math. Phys. 35(7), 3410–3447 (1994). https://doi.org/10.1063/1.530476
12. Crampin, M.: Tangent bundle geometry for Lagrangian dynamics. J. Phys. A Math. Gen. 16(16), 3755–3772 (1983). https://doi.org/10.1088/0305-4470/16/16/014
13. de León, M., Marín-Solano, J., Marrero, J.C.: A geometrical approach to classical field theories: a constraint algorithm for singular theories. In: New Developments in Differential Geometry, vol. 350, pp. 291–312. Springer, Netherlands (1996). https://doi.org/10.1007/978-94-009-0149-0_22
14. de León, M., Marín-Solano, J., Marrero, J.C., Muñoz-Lecanda, M.C., Román-Roy, N.: Premultisymplectic constraint algorithm for field theories. Int. J. Geom. Methods Mod. Phys. 2(5), 839–871 (2005). https://doi.org/10.1142/S0219887805000880
15. de León, M., Marín-Solano, J., Marrero, J.C., Muñoz-Lecanda, M.C., Román-Roy, N.: Singular Lagrangian systems on jet bundles. Fortschr. Phys. 50(2), 105–169 (2002). https://doi.org/10.1002/1521-3978(200203)50:2<3c105:AID-PROP105>3.0.CO;2-N
16. de León, M., Méndez, I., Salgado, M.: Integrable p-almost tangent structures and tangent bundles of $p^1$-velocities. Acta Math. Hung. 58(1–2), 45–54 (1991). https://doi.org/10.1007/BF01903546
17. de León, M., Salgado, M., Vilarino, S.: Methods of Differential Geometry in Classical Field Theories: k-Symplectic and k-Cosymplectic Approaches. World Scientific, Hackensack (2016). https://doi.org/10.1142/9693
18. Dirac, P.A.M.: Generalized Hamiltonian dynamics. Can. J. Math. 2, 129–148 (1950). https://doi.org/10.4153/CJM-1950-012-1
19. Einstein, A.: Einheitliche Fieldtheorie von Gravitation und Elektrizität. Pruess. Akad.Wiss. 414, (1925); A. Unzicker and T. Case, “Translation of Einstein’s attempt of a unified field theory with teleparallelism”. arXiv:physics/0503046
20. Ferraris, M., Francaviglia, M., Reina, C.: Variational formulation of general relativity from 1915 to 1925 ‘Palatini’s Method’ discovered by Einstein in 1925. Gen. Relativ. Gravit. 14(3), 243–254 (1982). https://doi.org/10.1007/BF00756060
21. Gaset, J., Román-Roy, N.: Order reduction, projectability and constraints of second-order field theories and higher-order mechanics. Rep. Math. Phys. 78(3), 327–337 (2016). https://doi.org/10.1016/S0034-4877(17)30012-5
22. Gaset, J., Román-Roy, N.: New multisymplectic approach to the Metric–Affine (Einstein–Palatini) action for gravity. J. Geom. Mech. 11(3), 361–396 (2019). https://doi.org/10.3934/jgm.2019019
23. Gotay, M.J., Nester, J.M.: Presymplectic Lagrangian systems I: the constraint algorithm and the equivalence theorem. Ann. Inst. Henri Poincaré 30(2), 129–142 (1979). http://www.numdam.org/item?id=AIHPA_1979__30_2_129_0
24. Gotay, M.J., Nester, J.M.: Presymplectic Lagrangian systems. II: the second-order equation problem. Ann. Inst. Henri Poincaré 32(1), 1–13 (1980). http://www.numdam.org/item/AIHPA_1980_32_1_1_0/
25. Gotay, M.J., Nester, J.M., Hinds, G.: Presymplectic manifolds and the Dirac–Bergmann theory of constraints. J. Math. Phys. 19(11), 2388–2399 (1978). https://doi.org/10.1063/1.523597
26. Gracia, X., Martín, R.: Geometric aspects of time-dependent singular differential equations. Int. J. Geom. Methods Mod. Phys. 2(4), 597–618 (2005). https://doi.org/10.1142/S0219887805000697
27. Gracia, X., Martín, R., Román-Roy, N.: Constraint algorithm for k-presymplectic Hamiltonian systems: application to singular field theories. Int. J. Geom. Methods Mod. Phys. 6(5), 851–872 (2009). https://doi.org/10.1142/S0219887809003795
28. Gracia, X., Pons, J.M.: A generalized geometric framework for constrained systems. Differ. Geom. Appl. 2, 223–247 (1992). https://doi.org/10.1016/0926-2245(92)90012-C
29. Gracia, X., Rivas, X., Román-Roy, N.: Constraint algorithm for singular field theories in the k-cosymplectic framework. J. Geom. Mech. 12(1), 1–23 (2020). https://doi.org/10.3934/jgm.2020002
30. Günther, C.: The polysymplectic Hamiltonian formalism in the field theory and the calculus of variations. I. The local case. J. Differ. Geom. 25, 23–53 (1987). https://doi.org/10.4310/jdg/1214440723
31. Libermann, P., Marle, C.M.: Symplectic Geometry and Analytical Mechanics. Mathematics and its Applications, vol. 35. D. Reidel Publishing Co., Dordrecht (1987). https://doi.org/10.1007/978-94-009-3807-6
32. Marmo, G., Mendella, G., Tulczyjew, W.M.: Constrained Hamiltonian systems as implicit differential equations. J. Phys. A 30, 277–293 (1997). https://doi.org/10.1088/0305-4470/30/1/020
33. Munteanu, F., Rey, A.M., Salgado, M.: The Günther’s formalism in classical field theory: momentum map and reduction. J. Math. Phys. 45(5), 1730–1751 (2004). https://doi.org/10.1063/1.1688433
34. Muñoz-Lecanda, M.C., Román-Roy, N.: Lagrangian theory for presymplectic systems. Ann. Inst. Henry Poincaré Phys. Theor. 57, 27–45 (1992). http://www.numdam.org/item?id=AIHPA_1992__57_1_27_0
35. Palatini, A.: Deduzione invariantiva delle equazioni gravitazionali dal principio di Hamilton. Rend. Circ. Mat. Palermo 43, 203–212 (1919). https://doi.org/10.1007/BF03014670
36. Muñoz-Masqué, J., Rosado, M.E.: Diffeomorphism-invariant covariant Hamiltonians of a pseudo-Riemannian metric and a linear connection. Adv. Theor. Math. Phys. 16(3), 851–886 (2012). https://oa.upm.es/15643
37. Rey, A.M., Román-Roy, N., Salgado, M.: Günther’s formalism in classical field theory: Skinner–Rusk approach and the evolution operator. J. Math. Phys. 46, 052901 (2005). https://doi.org/10.1063/1.1876872
38. Román-Roy, N.: Multisymplectic Lagrangian and Hamiltonian formalisms of classical field theories. Symmetry Integr. Geom. Methods Appl. (SIGMA) 5, 100 (2009). https://doi.org/10.3842/SIGMA.2009.100
39. Sarlet, W., Cantrijn, F., Crampin, M.: A new look at second-order equations and Lagrangian mechanics. J. Phys. A. Math. Gen. 17(10), 1999–2009 (1984). https://doi.org/10.1088/0305-4400/17/10/012
40. Saunders, D.J.: The Geometry of Jet Bundles. London Mathematical Society Lecture Notes Series. Cambridge University Press, Cambridge (1989). https://doi.org/10.1017/CBO9780511526411

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.