DEEP SEQUENTIAL LEARNING FOR CERVICAL SPINE FRACTURE DETECTION ON COMPUTED TOMOGRAPHY IMAGING
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ABSTRACT
Fractures of the cervical spine are a medical emergency and may lead to permanent paralysis and even death. Accurate diagnosis in patients with suspected fractures by computed tomography (CT) is critical to patient management. In this paper, we propose a deep convolutional neural network (DCNN) with a bidirectional long-short term memory (BLSTM) layer for the automated detection of cervical spine fractures in CT axial images. We used an annotated dataset of 3,666 CT scans (729 positive and 2,937 negative cases) to train and validate the model. The validation results show a classification accuracy of 70.92% and 79.18% on the balanced (104 positive and 104 negative cases) and imbalanced (104 positive and 419 negative cases) test datasets, respectively.

Index Terms— Cervical spine, deep learning, fracture detection.

1. INTRODUCTION
The cervical spine consists of seven stacked bones called vertebrae, labeled C1 through C7, as well as intervertebral discs, and ligaments. The top of the cervical spine articulates with the skull, and the bottom connects to the thoracic spine of the chest. Trauma to the cervical spine results in over 1 million emergency department visits per year in North America [1]. Severe trauma from falls, motor vehicle accidents, and sports injuries can result in fractures and/or dislocations of the cervical spine [2]. Cervical spine fractures may lead to permanent paralysis from spinal cord injury or even death [2]. Computed tomography (CT) scan of cervical spine is the most common and preferred imaging modality used to detect fractures.

Despite advances in machine learning and computer vision, very limited methods have been proposed for fracture detection in cervical spine CT images. A 3D ResNet-101 [3] deep convolutional neural network (DCNN) was utilized in [1], which was trained on 990 normal and 222 fracture cases. Performance of this method with respect to Area Under the Receiver Operating Characteristic (AUROC) and Area Under Precision-Recall Curve (AUPRC) metrics on the validation dataset (98 normal and 37 with fracture cases) at image level was AUROC=0.87 and AUPRC=0.52 and at case level was AUROC=0.85 and AUPRC=0.82 [1].

Automated fracture detection in cervical spine images is a very challenging problem. Cervical spine images with fracture are highly imbalanced with respect to the normal images. Different methods such as spatial transformations [4], spatial-temporal transformations [5], and generative adversarial models [6] can be used to reduce this imbalance. Our team has annotated a dataset of cervical spine CT images (see Subsection 3.1) and we are in process of releasing this dataset to the research community [1]. In this paper, we model fracture detection as a classification problem and propose a DCNN with bidirectional long-short term memory (BLSTM) layer as a baseline model to address this problem on axial cervical spine CT images.

2. FRACTURE DETECTION IN CERVICAL SPINE
A cervical spine CT has $N$ number of image slices along the axial axis where we represent each image with a vector $x_n$. Therefore, we can model the cervical spine as the set of input

\[ x_n = \text{CT scan of cervical spine at slice } n \]

For updates visit dila.ai.
images $X = \{x_1, x_2, \ldots, x_N\}$ with the corresponding image level labels $y = \{y_1, y_2, \ldots, y_N\}$ where $y_n = 1$ means the image contains fracture and $y_n = 0$ is the opposite. We can also define a case level label $y \in \{0, 1\}$ where if $y = 1$ at least one image contains fracture and if $y = 0$ none of the images contain fracture. Figure 1 shows different steps of the proposed model. It has two major steps which are prepossessing of the input images $X$ and learning a mapping function from the preprocessed images to the target $y$. Different steps are discussed as follows.

### 2.1. Preprocessing

Each pixel $x_i \in x_n$ is a quantitative representation of the radiodensity of different substances in the scanning area where $-1,000 \lesssim x_i \lesssim 3,000$. Fractures of the cervical spine are heterogeneous in their location, type, and composition. They are defined as a break in at least one bone in the cervical spine. The cervical spine can be malalignment as a result of a fracture and/or a ligamentous injury. Both fractures and ligament injuries can be associated with localized bleeding and soft tissue swelling. In consultation with a panel of radiologists, three window width and center schemes are chosen to enhance cervical spine bone and surrounding tissues, which are soft tissue window ($w_1 = 300; c_1 = 80$), standard bone window ($w_2 = 1,800; c_2 = 500$), and gross bone window ($w_3 = 650; c_3 = 400$). Figure 2 shows the corresponding functions to the proposed windowing schemes to map $x_i$ to three discrete gray-scale values $x_i^{(1)}, x_i^{(2)}, x_i^{(3)} \in \Lambda$ where $\Lambda = \{0, 1, \ldots, 255\}$. The represented image with the gross bone window $x_n^{(3)}$ is then used to crop the images with 5% margin from each side of detected cervical spine using Otsu’s method [8]. The cropped images are normalized and resized (padded with zero if not square) to $384 \times 384$.

### 2.2. Learning and Inference

For the image $x_n \in X$, the preprocessed images are concatenated as $\tilde{x}_n = (x_n^{(1)} \oplus x_n^{(2)} \oplus x_n^{(3)})$ where $\oplus$ is the concatenation operator. The cervical spine images have spatiotemporal dependency. First ResNet-50 [3] is trained using randomly selected batches of images from all training cases. The objective is to train ResNet-50 as the function $F = \phi(\tilde{X})$ where $f_n \in F$ is the extracted feature map from $\tilde{x}_n \in X$. As Figure 1 shows, the feature maps are vectorized and concatenated as $\tilde{f} = (f_1 \oplus f_2 \oplus \ldots, f_N)$. The second phase is learning the temporal dependency among axial images using a bidirectional network of LSTM units to map $\tilde{f}$ to the case label $y$. The loss is calculated using binary cross-entropy function with respect to the target label $y$. In the inference mode, the feature extractor $\phi(\cdot)$ and BLSTM layer work together for a given case $X$ to generate the inference $\tilde{y}$.

### 3. RESULTS

#### 3.1. Data

The dataset contains cervical spine CT scans of 3,666 cases (729 positive and 2,937 negative cases) which corresponds
Figure 3 shows two samples of axial cervical spine images with fracture in comparison to the masks generated using Grad-CAM. This demonstrates the effectiveness of the proposed method in identifying fracture areas.

Table 2: Image level performance results on imbalanced (Imblcd.) (2,909 positive cases; 164,349 negative images) and balanced (Blcd.) (2,909 positive images; 2,909 negative images) test datasets with 7-fold cross-validation using ResNet-50. TPR: Sensitivity; TNR: Specificity; PPV: Positive predictive value; NPV: Negative predictive value; F1: F1 score; Acc: Accuracy; MCC: Matthews correlation coefficient; AUC: Area under the curve. All the values are in percent.

| Data     | TPR       | TNR       | PPV       | NPV       | F1        | Acc       | MCC       | AUC       |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Imblcd.  | 77.21 ± 4.1 | 80.06 ± 3.0 | 90.47 ± 0.6 | 99.50 ± 0.1 | 11.92 ± 1.0 | 80.01 ± 2.9 | 77.61 ± 2.5 | 76.43 ± 2.9 |
| Blcd.    | 77.21 ± 4.1 | 77.62 ± 2.7 | 13.78 ± 1.0 | 98.67 ± 0.2 | 23.35 ± 1.3 | 77.61 ± 2.5 | 76.43 ± 2.9 | 77.42 ± 1.1 |

Table 3: Case level performance results on imbalanced (Imblcd.) (104 positive cases; 419 negative cases) and balanced (Blcd.) (104 positive cases; 419 negative cases) test datasets with 7-fold cross-validation using ResNet-50. TPR: Sensitivity; TNR: Specificity; PPV: Positive predictive value; NPV: Negative predictive value; F1: F1 score; Acc: Accuracy; MCC: Matthews correlation coefficient; AUC: Area under the curve. All the values are in percent.

| Model                | Data     | TPR       | TNR       | PPV       | NPV       | F1        | Acc       | MCC       | AUC       |
|----------------------|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| ResNet-50 + BLSTM-96 | Imblcd.  | 64.19 ± 5.7 | 78.07 ± 6.0 | 43.62 ± 6.3 | 89.83 ± 1.5 | 75.79 ± 5.2 | 74.34 ± 7.6 | 71.43 ± 3.9 |
| ResNet-50 + BLSTM-128| Blcd.    | 62.28 ± 6.0 | 80.84 ± 2.9 | 44.83 ± 4.8 | 89.62 ± 1.6 | 75.79 ± 5.2 | 74.34 ± 7.6 | 71.43 ± 3.9 |
| ResNet-50 + BLSTM-256| Blcd.    | 59.01 ± 5.7 | 84.12 ± 4.9 | 48.54 ± 6.7 | 89.34 ± 1.5 | 75.79 ± 5.2 | 74.34 ± 7.6 | 71.43 ± 3.9 |

3.3. Performance Analysis

Figure 3 shows two samples of axial cervical spine images with fracture areas, demonstrating the accuracy of the proposed method in detecting fracture regions.

3.2. Training Setup

Training setup of the BLSTM model was as follows: Adam optimizer [12] with a learning rate of 10^{-6}; 100 training epochs; Batch size of 4; Input size of 2,048. Setup of the ResNet-50 model was as follows: Adam optimizer [12] with a learning rate of 10^{-5} and step decay of 5 with gamma 0.2; Number of input channels was 3; Random horizontal flip and rotation flip (10 degrees) augmentation method; Batch size of 16 and 50 training epochs. Early stopping and dropout regularization methods were applied. Given above setup, the proposed model was trained from scratch with randomly initialized weights and tested using a 7-fold cross-validation scheme.
dataset show as the number of units increases from 96 to 256, the classification accuracy also increases from 75.79% to 79.18%. However, the accuracy is approximately 71% for the balanced dataset and it is less dependent on the number of LSTM units.

Cervical spine imaging cases from a fracture detection perspective are highly biased from two perspectives. First is larger number of negative cases when compared to positive cases. The second is generally a greater number of negative images than positive images within a positive case. These results clearly show the importance of considering these biases. For the imbalanced dataset, which reflects the natural distribution of negative and positive cases, as more LSTM units are utilized the imbalanced accuracy also increases. However, we observed no significant change in balanced accuracy. The higher performance on the imbalanced dataset is mainly due to the bias of the dataset toward negative cases and images and bias of the BLSTM layer in capturing the dependency between negative cases.

4. CONCLUSIONS

Automated fracture detection in cervical spine CT images is a very challenging task. In this paper, we proposed a machine learning model based on ResNet-50+BLSTM layer, which demonstrates capability of deep neural networks to address this challenge. We encourage the research community to work actively on this problem and we are in the process of releasing our large labeled dataset for research purposes.
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