Abstract. We introduce a symmetric monoidal category of modules over the direct limit queer superalgebra $q(\infty)$. The category can be defined in two equivalent ways with the aid of the large annihilator condition. Tensor products of copies of the natural and the conatural representations are injective objects in this category. We obtain the socle filtrations and formulas for the tensor products of the indecomposable injectives. In addition, it is proven that the category is Koszul self-dual.
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1. Introduction

Recently new symmetric monoidal categories have attracted considerable attention. Among them are the categories $\text{Trep}_g$ of modules over direct limit $g$ of classical Lie algebras generated as abelian tensor categories by the natural and conatural representations. Namely, $g$ is one of the following: $\mathfrak{gl}(\infty) = \lim\rightarrow \mathfrak{gl}(n)$, $\mathfrak{o}(\infty) = \lim\rightarrow \mathfrak{o}(n)$ and $\mathfrak{sp}(\infty) = \lim\rightarrow \mathfrak{sp}(n)$. In [2] it is proven that these categories have enough injective objects and that every object has a finite injective resolution. Furthermore, the algebra of endomorphisms of an injective cogenerator is described explicitly. With the aid of this description, it follows that the categories are Koszul. Furthermore, it is shown in [14] that these categories satisfy a natural universality property.

The categories $\text{Trep}_g$ of direct limits of basic classical Lie superalgebras $g = \mathfrak{gl}(\infty|\infty)$ and $g = \mathfrak{osp}(\infty|\infty)$ were studied in [15]. It was shown there that no new categories appear, namely that the categories $\text{Trep}_g \text{gl}(\infty|\infty)$ and $\text{Trep}_g \text{gl}(\infty)$ are equivalent and that the categories $\text{Trep}_g \mathfrak{o}(\infty)$ and $\text{Trep}_g \mathfrak{osp}(\infty|\infty)$ are equivalent as symmetric monoidal categories. Furthermore, one can use the properties of the category $\text{Trep}_g \mathfrak{osp}(\infty|\infty)$ to prove that $\text{Trep}_g \mathfrak{o}(\infty)$ and $\text{Trep}_g \mathfrak{sp}(\infty)$ are equivalent as monoidal abelian categories.

In contrast with $\mathfrak{gl}(\infty|\infty)$ and $\mathfrak{osp}(\infty|\infty)$, for the strange Lie superalgebras $q(\infty)$ and $p(\infty)$ we obtain new interesting symmetric monoidal categories. We believe that these categories satisfy certain universality conditions analogous to the the category $\text{Trep}_g \mathfrak{gl}(\infty)$ and $\text{Trep}_g \mathfrak{o}(\infty)$. The case of $p(\infty)$ is discussed in [15] and [16].

The goal of this paper is to investigate in detail the category $\text{Trep}_q(\infty)$ of the direct limit queer Lie superalgebra $q(\infty)$. We give two equivalent intrinsic definitions
of $\text{Trep } q(\infty)$ using the large annihilator condition. Then we classify the simple and indecomposable injective modules of $\text{Trep } q(\infty)$ and show that the category is Koszul self-dual. The latter is especially interesting since it is known that the category of finite-dimensional modules over $q(n)$ is not Koszul, even more - the algebra of endomorphisms of an injective cogenerator is not quadratic, see [9]. In the present paper we also classify the blocks of $\text{Trep } q(\infty)$ and express the Ext-groups between the simple objects using the shifted Littlewood–Richardson coefficients, [19], [4].

Another motivation to study the category $\text{Trep } gl(\infty)$ arises from the fact that the Lie superalgebras $q(n)$ have very interesting representation theory and combinatorics. Representations of $q(n)$ in the tensor algebra of the natural representation were originally studied by A. Sergeev, [17], [18]. He discovered a duality analogous to the celebrated Schur-Weyl duality, often called the Sergeev duality. This duality relates the above representations with projective representations of the symmetric group, and the characters of these representations are given by Schur $Q$-functions, see [7]. If one considers representations of $q(n)$ in the tensor algebra of the natural representation and its dual, the situation is more complicated. In particular, the representations are not completely reducible and the algebras of intertwining operators are not semisimple. This situation was studied in [6], where the latter algebras are presented in a diagrammatic form. These algebras are generalizations of Brauer and walled Brauer algebras. The Koszul algebra which appears in our category, is a subalgebra of this diagrammatic algebra. This is related to the fact, that we have a tensor functor $\Gamma_n$ from our category $\text{Trep } q(\infty)$ to the category of finite-dimensional $q(n)$-modules but this functor does not map simple objects to simple objects.

We would like to remark that the category $\text{Trep } gl(\infty|\infty)$ was used in [3] as a technical tool for constructing the abelian envelope of the Deligne’s category $\text{Rep } GL(t)$ when $t$ is integer. It seems that a similar construction can be obtained for type $Q$ which we will address in a subsequent paper.

The organization of the paper is the following. In Section 2 we collect some useful results on associative superalgebras and finite-dimensional representations of $q(n)$. The two equivalent definitions of $\text{Trep } q(\infty)$ and a classification of its simple objects are included in Section 3. In Section 4 we classify the indecomposable injective objects of $\text{Trep } q(\infty)$ and obtain their socle filtration. In this section we also prove that the category is a symmetric monoidal category. In Section 5 we compute the extension groups between the simple objects in $\text{Trep } q(\infty)$ and show that every object has a final injective resolution. We also derive a formula of the tensor product of the indecomposable injectives in terms of shifted Littlewood-Richardson coefficients. The Koszulity and self-dual Koszulity of the category is proven in Section 6.
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2. Preliminaries

In this paper we work in the categories of $A$-modules for a Lie superalgebra or an associative superalgebra $A$ over $\mathbb{C}$. Thus, all objects are equipped with $\mathbb{Z}_2$-grading. We use the notation $\text{Hom}(\cdot, \cdot)$ for the supervector space of all $A$-equivariant linear maps. For abelian categories we consider only morphisms that preserve parity, which we denote by $\text{hom}(\cdot, \cdot)$. The Ext-groups in the abelain category of $A$-modules will be denoted by $\text{ext}^i(\cdot, \cdot)$.

All multiplicities and dimensions will be considered as elements of $\mathbb{Z}[\varepsilon]/(\varepsilon^2 - 1)$. We set $\theta = 1 + \varepsilon$. Note that multiplication by $\theta$ is an injective map $\mathbb{N}[\varepsilon]/(\varepsilon^2 - 1) \rightarrow \mathbb{N}[\varepsilon]/(\varepsilon^2 - 1)$. Hence we say that $\zeta \in \mathbb{N}[\varepsilon]/(\varepsilon^2 - 1)$ is divisible by $\theta$ if $\zeta = \xi \theta$ for some (unique) $\xi \in \mathbb{N}[\varepsilon]/(\varepsilon^2 - 1)$ and we set $\xi = \zeta \theta$. At the level of Grothendieck rings we let $\varepsilon[M] = [\Pi M]$, where $\Pi$ is the switch of parity functor.

We next state the super-analogue of the classical Schur’s Lemma. For the proof, see §1.1.6 in [10].

Lemma 2.1. Let $A$ be a finite or countable-dimensional superalgebra over $\mathbb{C}$ and $M$ be a simple $A$-module. Then either $\text{End}(M) = \mathbb{C}$ or $\text{End}(M)$ is isomorphic to the superalgebra $\mathbb{C}[\xi]/(\xi^2 - 1)$ with an odd generator $\xi$.

We say that a simple $A$-module is of $M$-type if $\text{End}(M) = \mathbb{C}$ or, equivalently, if $M$ and $\Pi M$ are not isomorphic. Alternatively, a simple $A$-module is of $Q$-type if $\text{End}(M) = \mathbb{C}[\xi]/(\xi^2 - 1)$ or, equivalently, if $M$ and $\Pi M$ are isomorphic. From now on we set $C_1 = \mathbb{C}[\xi]/(\xi^2 - 1)$.

Let $A$ and $B$ be two superalgebras, $M$ be a simple $A$-module and $N$ be a simple $B$-module. If both $M$ and $N$ are of $Q$-type, we set

$$M \hat{\otimes} N := M \otimes_{C_1} N.$$ 

Then $M \hat{\otimes} N$ is a simple $A \otimes B$-module. We have the natural decomposition

$$M \otimes N \simeq M \hat{\otimes} N \oplus \Pi(M \hat{\otimes} N),$$

and the embedding $C_1 \hookrightarrow \text{End}_{A \otimes B}(M \hat{\otimes} N)$ defined by $\xi \mapsto \xi \otimes 1$.

Let $A = U(\mathfrak{g})$ be the universal enveloping of a superalgebra $\mathfrak{g}$, then $A$ is a Hopf superalgebra and $M \otimes N$ is equipped with an $A$-module structure. If $M$ and $N$ are of $Q$-type, then we define

$$M \hat{\otimes} N := M \otimes_{C_1} N.$$ 

We will also need the following general lemma.

Lemma 2.2. Let $A$ be a semisimple associative unital superalgebra over $\mathbb{C}$ and let $e \in A$ be a primitive idempotent of $A$. 
(i) The following identity holds
\begin{equation}
A = \bigoplus_{L \in \text{Irr} A} L \otimes_{\text{End}(L)} L^*,
\end{equation}
where \text{Irr} A denote the set of isomorphism classes of irreducible left \text{A}-modules.

(ii) \text{Ae} is an irreducible \text{A}-module.

(iii) Let \( M \) be a finite-dimensional \text{A}-module. Then
\[ [M : \text{Ae}] = \frac{\dim eM}{\dim \text{End}_A(\text{Ae})} \]
and
\[ \dim eM = \dim \text{Hom}_A(\text{Ae}, M). \]

In what follows we also use several facts about representation theory of the Lie superalgebra \( q(n) \). We call a weight \( \kappa \) integral dominant if the irreducible \( q(n) \)-module \( L_n(\kappa) \) with highest weight \( \kappa \) is finite-dimensional and can be lifted to the representation of the algebraic supergroup \( Q(n) \). It follows from [11] that the integral dominant weights are of the form \( a_1\delta_1 + \cdots + a_n\delta_n \), with \( a_i \in \mathbb{Z} \) satisfying the conditions

1. if \( a_i \neq 0 \), then \( a_i > a_{i+1} \);
2. if \( a_i = 0 \), then \( a_i \geq a_{i+1} \).

Let \( M_n(\kappa) \) denote the Verma module with highest weight \( \kappa \) and \( X_n(\kappa) \) be the maximal finite-dimensional quotient of \( M_n(\kappa) \). Then \( X_n(\kappa) \) has the following geometric interpretation. Let \( P_\kappa \) be the maximal parabolic subgroup of \( Q(n) \) such that \( \kappa \) induces a one-dimensional representation of the even subgroup \( (P_\kappa)_0 \). Let \( O(\kappa) \) be the vector bundle over \( Q(n)/P_\kappa \) corresponding to the irreducible representation of \( P_\kappa \) with character \( -\kappa \). Then
\[ X_n(\kappa) \cong H^0(Q(n)/P_\kappa, O(\kappa))^* \]
(see for example Lemma 2 in [5]). Certain bounds for the multiplicities of the simple \( Q(n) \)-subquotients of \( H^i(Q(n)/P_\kappa, O(\kappa))^* \) can be deduced from [12]. We will use the following statement about the structure of \( X_n(\kappa) \) which follows from these bounds.

**Proposition 2.3.** Let \( \kappa = a_1\delta_1 + \cdots + a_n\delta_n \) be an integral dominant weight such that \( a_1 > a_2 > \cdots > a_k > 0, a_{k+1} = \cdots = a_{k+r} = 0, 0 > a_{k+r+1} > \cdots > a_n \).

(i) The length of \( X_n(\kappa) \) is at most \( 2^{a_1+\cdots+a_k-a_{k+r+1}-\cdots-a_n} \).

(ii) Assume that \( r > a_1 + \cdots + a_k - a_{k+r+1} - \cdots - a_n \) and \( [X_n(\kappa) : L_n(0)] \neq 0 \).

Then \( \kappa = 0 \) or \( \kappa = \delta_1 - \delta_n \).

3. **Category \text{Trep} q(\infty)\)**

3.1. **Lie superalgebra \( q(\infty) \).** Let \( V = V_0 \oplus V_1 \) and \( W = W_0 \oplus W_1 \) be two countable-dimensional supervector spaces, equipped with an even non-degenerate pairing
\[ (\cdot, \cdot) : W \times V \to \mathbb{C}. \]
Denote by $1_W$ and $1_V$ the identity endomorphisms on $W$ and $V$, respectively. Let $P : V \to V$ be an odd linear operator such that $P^2 = -1_V$. Define the action of $P$ on $W$ by setting

$$(Pw, v) = -(-1)^{p(w)}(w, Pv).$$

Note that $P^2|_W = 1_W$.

Following [8], we fix dual bases $\{e_i, i \in \mathbb{Z} \setminus 0\}$ of $V_0$ and $\{f_i, i \in \mathbb{Z} \setminus 0\}$ of $W_0$ such that $(f_i, e_j) = \delta_{ij}$. Set $\bar{e}_i = Pe_i$ and $\bar{f}_i = Pf_i$. Then we have $(\bar{f}_i, \bar{e}_j) = \delta_{ij}$.

Let $\mathfrak{q}(\infty)$ be the Lie superalgebra of finitary linear operators in $\text{End}(V) \oplus \text{End}(W)$ which satisfy

$$(Xw, v) = -(-1)^{p(w)p(X)}(w, Xv), \quad [X, P] = 0.$$

Henceforth we set $\mathfrak{g} = \mathfrak{q}(\infty)$.

One can easily see that $V$ and $W$ are $\mathfrak{g}$-modules. We denote by $\mathcal{T}^{p,q}$ the tensor product $V^p \otimes W^q$ which is also a $\mathfrak{g}$-module. One can easily check that

$$\mathcal{T}^{1,1} = V \otimes W \simeq \mathfrak{g} \oplus \Pi \mathfrak{g},$$

where $\mathfrak{g}$ is considered as the adjoint $\mathfrak{g}$-module. We also have that

$$\mathfrak{g} = \text{Span}_\mathbb{C}\{e_i \otimes f_j + \bar{e}_i \otimes \bar{f}_j, e_i \otimes \bar{f}_j + \bar{e}_i \otimes f_j \mid i, j \in \mathbb{Z} \setminus 0\}.$$

Let $\mathfrak{g}_n \simeq \mathfrak{q}(n)$ be the Lie subalgebra spaned of $e_i \otimes f_j + \bar{e}_i \otimes \bar{f}_j$ and $e_i \otimes \bar{f}_j + \bar{e}_i \otimes f_j$ for all $-\lceil \frac{n}{2} \rceil \leq i, j \leq \lceil \frac{n}{2} \rceil$. Then $\mathfrak{q}(\infty)$ is the direct limit

$$\mathfrak{q}(\infty) = \lim_{\rightarrow} \mathfrak{g}_n.$$

Denote by $\mathfrak{c}_n$ the centralizer of $\mathfrak{g}_n$ in $\mathfrak{g}$. Note that for all $n$, $\mathfrak{c}_n$ is isomorphic to $\mathfrak{q}(\infty)$.

3.2. **Large annihilator condition.** Define a left exact functor $\Gamma_n : \mathfrak{g} - \text{mod} \to \mathfrak{g}_n - \text{mod}$ by setting

$$\Gamma_n(M) := M^{\mathfrak{c}_n}.$$

The direct limit

$$\Gamma := \lim_{\rightarrow} \Gamma_n : \mathfrak{g} - \text{mod} \to \mathfrak{g} - \text{mod}$$

is also a left exact functor.

Clearly, we have a canonical embedding $\Gamma(M) \hookrightarrow M$. We say that $M$ satisfies the **large annihilator condition** if $\Gamma(M) = M$. Note that modules satisfying this condition form an abelain subcategory in $\mathfrak{g} - \text{mod}$. Furthermore, one can easily see that if $M$ and $N$ satisfy the large annihilator condition, the tensor product $M \otimes N$ also satisfies it. In particular, $V$, $W$, and hence $\mathcal{T}^{p,q}$, satisfy the large annihilator condition. The following lemma is straightforward.

**Lemma 3.1.** Let $M$ and $Y$ be $\mathfrak{g}$-modules. Assume that $M$ satisfies the large annihilator condition. Then there is a canonical isomorphism

$$\text{Hom}_\mathfrak{g}(M, Y) \simeq \text{Hom}_\mathfrak{g}(M, \Gamma(Y)).$$
We call a \( g \)-module \( M \) integrable if for any \( n > 0 \) it can be lifted to a representation of algebraic group \( Q(n) \) with the Lie superalgebra \( g_n \).

**Definition 3.2.** The category \( \text{Trep} g \) of tensor representations of \( g \) is the full subcategory of \( g \)-mod whose objects \( M \) satisfy the following properties.

1. \( M \) is an integrable \( g \)-module.
2. \( M \) has finite length.
3. \( M \) satisfies the large annihilator condition.

It is clear that \( T^{p,q} \) satisfies (1) and (3). Furthermore, the restriction of \( T^{p,q} \) to \( g_0 \) has finite length, see Theorem 2.3 in [13]. Hence \( T^{p,q} \) has finite length as a \( g \)-module. Therefore \( T^{p,q} \) is an object of \( \text{Trep} g \).

Consider the Cartan subalgebra \( h \) of \( g \) spanned by \( e_i \otimes f_j + \bar{e}_i \otimes \bar{f}_j \) and \( e_i \otimes \bar{f}_j + \bar{e}_i \otimes f_j \) for \( i \in \mathbb{Z} \setminus 0 \). Note that the even part \( h_0 \) of \( h \) is the diagonal subalgebra of \( g \). Let \( \{ \varepsilon_i, i \in \mathbb{Z} \setminus 0 \} \) be the system in \( h^*_0 \) dual to the basis \( e_i \otimes f_j + \bar{e}_i \otimes \bar{f}_j \) of \( h_0 \). Denote by \( \Lambda \) the \( \mathbb{Z} \)-linear span of \( \{ \varepsilon_i, i \in \mathbb{Z} \setminus 0 \} \).

**Lemma 3.3.** If \( M \in \text{Trep} g \), then \( M \) is \( h_0 \)-semisimple and the weights of \( M \) belong to \( \Lambda \).

**Proof.** Note that \( M \) is semisimple over the Cartan subalgebra \( h_n \) of \( g_n \). Together with the large annihilator condition this implies that \( M \) is \( h \)-semisimple since \( h \) is the direct limit of \( h_n \). \( \Box \)

### 3.3. Highest weight category.

Throughout the paper we will use the following “exotic” total order on \( \mathbb{Z} \setminus 0 \):

\[
1 < 2 < \cdots < -2 < -1.
\]

In particular, the positive numbers are smaller than the negative ones.

Let \( n \subset g \) be the subalgebra spanned by \( e_i \otimes f_j + \bar{e}_i \otimes \bar{f}_j \) and \( e_i \otimes \bar{f}_j + \bar{e}_i \otimes f_j \) for all \( i \prec j \). Then \( b = n \oplus h \) is a Borel subalgebra of \( g \) and we can define the category \( \mathcal{O} \) with respect to \( b \). More precisely, \( \mathcal{O} \) is the full subcategory of \( g \)-modules consisting of finitely generated modules that are semisimple over \( h_0 \), and that are \( n \)-locally nilpotent.

We denote by \( \mathcal{O}' \) the full subcategory of \( \mathcal{O} \) consisting of modules which satisfy the large annihilator condition, and by \( \mathcal{O}'_{\text{int}} \) the subcategory of \( \mathcal{O}' \) of integrable modules. It is easy to check that Lemma 3.3 holds for the category \( \mathcal{O}' \), namely, that the weights of all modules in \( \mathcal{O}'_{\text{int}} \) belong to \( \Lambda \).

Suppose \( L \) is a simple highest weight module in \( \mathcal{O}'_{\text{int}} \). Then by [11] the highest weight of \( L \) is of the form

\[
a_1 \varepsilon_1 + \cdots + a_k \varepsilon_k - a_{-l} \varepsilon_{-l} - \cdots - a_{-1} \varepsilon_{-1}
\]

with positive integers \( a_i \) such that \( a_1 > \cdots > a_k \) and \( a_{-l} > \cdots > a_{-1} \). Hence we have a bijection between the dominant weights in \( \Lambda \) and the strict bipartions \((\lambda, \mu)\), where \( \lambda = (a_1, \ldots, a_k) \) and \( \mu = (a_{-1}, \ldots, a_{-l}) \).
For any strict partition $\lambda$ of $r$ we set $|\lambda| = r$, denote by $l(\lambda)$ the number of parts (nonzero components) of $\lambda$, and by $p(\lambda)$ the parity of $l(\lambda)$. For a strict bipartition $(\lambda, \mu)$ we set

$$p(\lambda, \mu) = p(\lambda) + p(\mu).$$

For simplicity, for small (bi)partitions, we will use their corresponding Young tableau. For example $\square$ will denote the strict partition $(1)$, and $(\square, \square)$ will stand for the strict bipartition $((1), (1))$.

**Lemma 3.4.** If $p(\lambda, \mu) = 0$, then there exist two up to isomorphism simple modules $V(\lambda, \mu)$ and $\Pi V(\lambda, \mu)$ in $O'_\text{int}$ with highest weight $(\lambda, \mu)$. If $p(\lambda, \mu) = 1$ then there is a unique up to isomorphism simple module $V(\lambda, \mu)$ in $O'_\text{int}$ with highest weight $(\lambda, \mu)$, and this module is of $Q$-type.

**Proof.** Let $k = l(\lambda)$ and $l = l(\mu)$. Let $M$ be a simple module of highest weight $(\lambda, \mu)$, and let $C(\lambda, \mu)$ be the $(\lambda, \mu)$-weight space of $M$. Then $C(\lambda, \mu)$ is a simple $U(\hat{\mathfrak{h}})$-module. It is easy to see that $e_i \otimes f_i + \bar{e}_i \otimes \bar{f}_i$ and $e_i \otimes \bar{f}_i + \bar{e}_i \otimes f_i$ act by zero on $C(\lambda, \mu)$ if $k < i < -l$. Thus $C(\lambda, \mu)$ is a simple module over the Clifford algebra with $k + l$ generators. The statement follows from the theory of Clifford algebras. Namely, if $k + l$ is even, then the corresponding Clifford algebra is a matrix algebra equipped with $\mathbb{Z}_2$-grading and hence it has two up to isomorphism simple modules, $V$ and $\Pi V$. If $k + l$ is odd, the Clifford algebra is a direct sum of two matrix algebras, however it is simple as a superalgebra and has unique up to isomorphism simple module $V \cong \Pi V$. \qed

**Lemma 3.5.** Every module in $O'_\text{int}$ has finite length.

**Proof.** For a bipartition $(\lambda, \mu)$, denote by $M(\lambda, \mu)$ the corresponding Verma module. Let $X(\lambda, \mu)$ be the maximal quotient of $M(\lambda, \mu)$ which is in $O'_\text{int}$. Since every module in $O'_\text{int}$ has a finite filtration by highest weight modules, it suffices to check that $X(\lambda, \mu)$ has finite length.

Let $n > |\lambda| + |\mu|$. Let $Y_n(\lambda, \mu)$ be the $\mathfrak{g}_n$-submodule of $X(\lambda, \mu)$ generated by a highest weight vector of $X(\lambda, \mu)$. Then

$$X(\lambda, \mu) = \varinjlim Y_n(\lambda, \mu).$$

On the other hand, $Y_n(\lambda, \mu)$ is a quotient of $X_n(\lambda, \mu)$. By Proposition 2.3(i) the length of $X_n(\lambda, \mu)$ stabilizes. Hence $X(\lambda, \mu)$ has finite length. \qed

### 3.4. Polynomial representations and Sergeev duality

**By definition, the polynomial representations** of $\mathfrak{g}$ are those which occur in tensor powers of $V$. We recall some facts related to the Sergeev duality. It is proven in [17] that the centralizer $H_r$ of $\mathfrak{g}$ in $V^{\otimes r}$ is a semisimple superalgebra which we call the **Sergeev algebra**. Irreducible representations of $H_r$ (up to change of parity) are parametrized by strict partitions of size $r$. We denote by $S(\lambda)$ the irreducible representation of the Sergeev algebra $H_r$ associated with $\lambda$. Note that $S(\lambda)$ is of $M$-type (respectively, $Q$-type) if $p(\lambda) = 0$
(respectively, \( p(\lambda) = 1 \)). By \( e(\lambda) \) we denote a primitive idempotent of \( \mathcal{H}_r \) such that \( \mathcal{H}_re(\lambda) \simeq S(\lambda) \).

For any \( r > 0 \) we have a decomposition:\(^1\)

\[
V^{\otimes r} = \bigoplus_{p(\lambda) = 0} V(\lambda, \emptyset) \boxtimes S(\lambda) \oplus \bigoplus_{p(\lambda) = 1} V(\lambda, \emptyset) \bar{\boxtimes} S(\lambda),
\]

where \( \lambda \) runs over the set of all strict partition of \( r \).

Similarly, we have

\[
W^{\otimes r} = \bigoplus_{p(\lambda) = 0} V(\emptyset, \lambda) \boxtimes S(\lambda) \oplus \bigoplus_{p(\lambda) = 1} V(\emptyset, \lambda) \bar{\boxtimes} S(\lambda).
\]

For simplicity, we set \( V(\lambda) := V(\lambda, \emptyset) \) and \( W(\lambda) := V(\emptyset, \lambda) \).

### 3.5. Littlewood-Richardson coefficients

By \( f^\mu_{\lambda,\nu} \) we denote the Littlewood-Richardson coefficients of type \( Q \):

\[
f^\mu_{\lambda,\nu} = \dim \text{Hom}_q(V(\mu), V(\lambda) \otimes V(\nu)).
\]

Another way to define Littlewood-Richardson coefficients is by using the branching law for the Sergeev algebra. Henceforth we set \( \mathcal{H}_{p,q} = \mathcal{H}_p \otimes \mathcal{H}_q \).

**Lemma 3.6.** If \( |\lambda| = p \) and \( |\nu| = r \), then

\[
f^\mu_{\lambda,\nu} = \dim \text{Hom}_{\mathcal{H}_{p,r}}(S(\lambda) \boxtimes S(\nu), S(\mu)) = \dim \text{Hom}_{\mathcal{H}_{p+r}}(\text{Ind}_{\mathcal{H}_{p,r}} S(\lambda) \boxtimes S(\nu)).
\]

**Proof.** Then we have

\[
V(\lambda) = e(\lambda)V^{\otimes p}, \ V(\nu) = e(\nu)V^{\otimes r}
\]

and

\[
V(\lambda) \otimes V(\nu) = e(\lambda) \otimes e(\nu)(V^{\otimes(p+r)}).
\]

By Sergeev duality we obtain

\[
V(\lambda) \otimes V(\nu) = \bigoplus_{|\mu| = p+r, p(\mu) = 0} V(\mu) \bar{\boxtimes} (e(\lambda) \otimes e(\nu)(S(\mu))) \oplus \bigoplus_{|\mu| = p+r, p(\mu) = 1} V(\mu) \bar{\boxtimes} (e(\lambda) \otimes e(\nu)(S(\mu))).
\]

If \( p(\lambda)p(\nu) = 0 \), then \( e(\lambda) \otimes e(\nu) \) is a primitive idempotent in \( \mathcal{H}_{p,r} \). By Lemma 2.2(iii) we have that

\[
\dim e(\lambda) \otimes e(\nu)(S(\mu)) = \dim \text{Hom}_{\mathcal{H}_{p,r}}(S(\lambda) \otimes S(\nu), S(\mu)).
\]

If \( p(\lambda)p(\nu) = 1 \), then \( e(\lambda) \otimes e(\nu) \) is a sum of two primitive idempotents corresponding to two irreducible representations of \( \mathcal{H}_{p,r} \) such that one is obtained from the other by parity switch. We again have that

\[
\dim e(\lambda) \otimes e(\nu)(S(\mu)) = \dim \text{Hom}_{\mathcal{H}_{p,r}}(S(\lambda) \otimes S(\nu), S(\mu)).
\]

The second equality is a consequence of Frobenius reciprocity. \( \square \)

---

\(^1\)Although the result of Sergeev is for finite rank queer Lie superalgebras, it is easy to extend it to \( q(\infty) \) by taking direct limits.
Corollary 3.7. If $f_{\lambda,\mu}^\mu \neq 0$, then $|\lambda| + |\nu| = |\mu|$.

Note that by Theorem 1.11 in [4]

(3.4) $f_{\square,\nu}^\mu = \begin{cases} 0, & \text{if } \nu \notin \mu - \square, \\ \theta^p(\nu)p(\mu)\theta, & \text{if } \nu \in \mu - \square. \end{cases}$

3.6. The category $\mathcal{O}'_{\text{int}}$ coincides with $\text{Trep} \mathfrak{g}$.

Lemma 3.8. Let $M$ be a $\mathfrak{g}$-module isomorphic to $V^\otimes n$. Then there exists a subspace $U \subset V$ with $\dim U = n\theta$, such that the symmetric algebra $S(V^\otimes n)$ is generated by $S(U^\otimes n)$ as $\mathfrak{g}$-module.

Proof. We use the isomorphism of $\mathfrak{g}$-modules

$$S(M) \simeq \bigoplus_{r_1,\ldots,r_n \in \mathbb{Z}_{\geq 0}} S^r_1(V) \otimes \cdots \otimes S^r_n(V).$$

Furthermore, if $V(\lambda)$ occurs in $S^r_1(V) \otimes \cdots \otimes S^r_n(V)$, then $\lambda$ has at most $n$ rows. To show this we use the fact that all $V(\mu)$ that appear as direct summands of $V(\eta) \otimes S^r(V)$ have the property that $\mu - \eta$ is contained in a horizontal $r$-strip. For the latter we use the Pieri formula for Schur $P$-functions (see for example (5.7) in §III.5 of [7]) and the fact that the character of $V(\lambda)$ is a multiple of the corresponding Schur $P$-function (and also of the $Q$-function).

Therefore the highest weight vectors belong to $S^r_1(U) \otimes \cdots \otimes S^r_n(U)$, where $U$ is the span of $e_i$ and $\tilde{e}_i$ for $i = 1,\ldots,n$.

Remark 3.9. Let $G$ be the group of all linear operators on $V \oplus W$ that preserve the pairing $(\cdot, \cdot)$, and that commute with $P$. Then $G$ is a subgroup of the group of automorphisms of $\mathfrak{g}$. Like in the case of $\mathfrak{gl}(\infty)$ (see Theorem 3.4 in [2]) , the large annihilator condition implies that for any $\gamma \in G$, the twisted module $M^\gamma$ is isomorphic to $M$. Let $W$ denote the normalizer of $\mathfrak{h}$ in $G$. Then for any $s \in W$, if $M$ is a highest weight module with respect to $s(\mathfrak{b})$ it is a highest weight module with respect to $\mathfrak{b}$.

Lemma 3.10. Every simple module in $\text{Trep} \mathfrak{g}$ is isomorphic to $V(\lambda, \mu)$ or $\Pi V(\lambda, \mu)$.

Proof. Let $L$ be a simple module in $\text{Trep} \mathfrak{g}$. It suffices to prove the existence of a $\mathfrak{b}$-singular vector in $L$.

Let $v \in L$ be a non-zero weight vector. It is annihilated by some $\mathfrak{c}_m$. We consider the parabolic subalgebra $\mathfrak{p}$ of $\mathfrak{g}$ with Levi part $\mathfrak{l} = \mathfrak{g}_m \oplus \mathfrak{c}_m$ and whose abelian nilradical $\mathfrak{m}$ is isomorphic to $W_n \hat{\otimes} V'$, where $V'$ is the standard $\mathfrak{c}_m$-module and $W_n$ is the standard $\mathfrak{g}_m$-module. In particular, $\mathfrak{m}$ is isomorphic to $(V')^\otimes n$ as a $\mathfrak{c}_m$-module. By Lemma 3.8, there exists a finite dimensional subspace $\mathfrak{m}' \subset \mathfrak{m}$ such that $U(\mathfrak{m}) = S(\mathfrak{m})$ is generated over $\mathfrak{c}_m$ by $S(\mathfrak{m}')$. Since $L$ is integrable, the abelian subalgebra $\mathfrak{m}'$ acts locally nilpotently and therefore for some $N \geq 0$ we have $S^N(\mathfrak{m}')v = 0$. But then $S^N(\mathfrak{m})v = 0$. The latter implies that $L^m \neq 0$. 
Since $L$ is irreducible, $L^m$ is an irreducible $l$-module. On the other hand we note that $L^m$ is isomorphic to a $c_n$-submodule of $S^k(m)$ for some $k$. Hence $L^m$ contains a $b \cap l$-singular vector.

Now we pick a $b \cap l$-singular vector $w$ in $L^m \neq 0$. Let $b' = (b \cap l) \oplus m$. Then $w$ is a $b'$-singular vector, and hence $L$ is a highest weight module with respect to the borel subalgebra $b'$.

It is not difficult to see that $b' = s(b)$ for some $s \in W$. Thus the statement follows from Remark 3.9.

\begin{proof}
Let $S(\lambda, \mu)$ be the $H_{|\lambda|,|\mu|}$-module defined by

$$S(\lambda, \mu) := \begin{cases} S(\lambda) \otimes S(\mu) & \text{if } p(\lambda)p(\mu) = 0 \\ \widehat{S}(\lambda) \otimes S(\mu) & \text{if } p(\lambda)p(\mu) = 1 \end{cases}$$

Sergeev's duality (3.2) implies the following decomposition

$$T^{p,q} = \bigoplus_{|\lambda|=p,|\mu|=q,p(\lambda,\mu)=0} Z(\lambda, \mu) \otimes S(\lambda, \mu) \oplus \bigoplus_{|\lambda|=p,|\mu|=q,p(\lambda,\mu)=1} Z(\lambda, \mu) \widehat{\otimes} S(\lambda, \mu).$$

Moreover, we have the following identities involving the primitive idempotents.

$$e(\lambda) \otimes e(\mu) (T^{p,q}) = \begin{cases} Z(\lambda, \mu), & \text{if } p(\lambda)p(\mu) = 0 \\ Z(\lambda, \mu) \oplus \Pi Z(\lambda, \mu), & \text{if } p(\lambda)p(\mu) = 1 \end{cases}$$

\end{proof}

4. Injective modules in $\text{Trepg}$

4.1. Decomposition of mixed tensor powers. For any strict bipartition $(\lambda, \mu)$ we define the $g$-module

$$Z(\lambda, \mu) := \begin{cases} V(\lambda) \otimes W(\mu) & \text{if } p(\lambda)p(\mu) = 0 \\ \widehat{V}(\lambda) \otimes W(\mu) & \text{if } p(\lambda)p(\mu) = 1 \end{cases}.$$
Corollary 4.2. For any $n > 0$ and any module $M$ in $\text{Trep } g$ we have $\Gamma_n(M) = M^{(c_n)_0}$.

Proof. The statement follows by restricting $M$ to $c_n$ and using Lemma 4.1. □

Consider the restriction functor $\text{Trep } g \rightarrow \text{Trep } g_0$. If we define $\text{Trep }^k g$ as the subcategory of modules whose simple submodules are of the form $V(\lambda, \mu)$ with $|\lambda| + |\mu| \leq k$, then the restriction functor maps $\text{Trep }^k g$ to $\text{Trep }^k g_0$.

In a similar way we define the subcategory $(\mathfrak{g}_n - \text{mod})^k$ of $\mathfrak{g}_n - \text{mod}$. It is clear that $\Gamma_n$ maps $\text{Trep }^k g$ to $(\mathfrak{g}_n - \text{mod})^k$.

Lemma 4.3. If $n \gg k$, then the functor $\Gamma_n : \text{Trep }^k g \rightarrow (\mathfrak{g}_n - \text{mod})^k$ is exact.

Proof. Consider the restriction to $g_0$. It is easy to see that the statement is true for $\text{Trep }^k g_0$ by semisimplicity of the latter category. Now the lemma follows from Corollary 4.2. □

4.3. Injectivity of trivial modules.

Proposition 4.4. The trivial modules $\mathbb{C}$ and $\Pi \mathbb{C}$ are injective in $\text{Trep } g$.

Proof. To prove the statement it is enough to show that for any strict bipartition $(\lambda, \mu)$ any two exact sequences

$$0 \rightarrow \mathbb{C} \rightarrow X \rightarrow V(\lambda, \mu) \rightarrow 0$$

and

$$0 \rightarrow \Pi \mathbb{C} \rightarrow X \rightarrow V(\lambda, \mu) \rightarrow 0$$

split.

First we assume that $V(\lambda, \mu)$ is isomorphic to $\mathbb{C}$. For the first sequence, we observe that $\mathfrak{g}_1$ acts trivially on $X$ and $\mathfrak{g}_0 = [\mathfrak{g}_1, \mathfrak{g}_1]$. Thus, $X$ is a trivial $\mathfrak{g}$-module isomorphic to $\mathbb{C} \oplus \mathbb{C}$. For the second exact sequence, we have a decomposition $X = \mathbb{C} \oplus \Pi \mathbb{C}$ of $\mathfrak{g}_0$-modules. By Lemma 4.1 we obtain $\text{Hom}_\mathfrak{g}(\mathbb{C}, X) = \text{Hom}_{\mathfrak{g}_0}(\mathbb{C}, X) = \mathbb{C}^{1 \mid 1}$. Hence $X$ is isomorphic to $\mathbb{C} \oplus \Pi \mathbb{C}$.

Now we assume that $V(\lambda, \mu)$ is not trivial, i.e. that $(\lambda, \mu)$ is a non-empty bipartition. Assume that one of the above sequences does not split. We use the notations $X(\lambda, \mu)$, $Y_n(\lambda, \mu)$ and $X_n(\lambda, \mu)$ introduced in the proof of Lemma 3.5. We know that $X$ is a quotient of $X(\lambda, \mu)$. In particular, we have $[X(\lambda, \mu) : \mathbb{C}] \neq 0$. Recall that $X(\lambda, \mu) = \lim X_n(\lambda, \mu)$. Hence we have $[X_n(\lambda, \mu) : \mathbb{C}] \neq 0$ for sufficiently large $n$. By Proposition 2.3(ii) this is possible only if $(\lambda, \mu) = (\square, \square)$. It remains to prove that the sequence splits in this particular case.

We have

$$X_n(\square, \square) \cong [\mathfrak{g}_n, \mathfrak{g}_n] := \text{sq}(n).$$

After applying direct limits we obtain

$$X(\square, \square) \cong [\mathfrak{g}, \mathfrak{g}] := \text{sq}(\infty).$$

But $\text{sq}(\infty)$ is a simple superalgebra and hence an irreducible $\mathfrak{g}$-module, which leads to a contradiction. □
4.4. **Injectivity of** $T^{p,q}$. Sergeev’s duality implies that $Z(\lambda, \mu)$ contains a highest weight vector of weight $(\lambda, \mu)$. Therefore we know that $V(\lambda, \mu)$ is a subquotient of $Z(\lambda, \mu)$ and hence of $T^{p,q}$.

Let $\hat{V}(\lambda, \mu)$ denote the maximal integrable highest weight $g_0$-module with highest weight $(\lambda, \mu)$. This module is simple (see [2]).

**Lemma 4.5.** The highest weight $g$-module $V(\lambda, \mu)$ contains a $g_0$-submodule isomorphic to $\hat{V}(\lambda, \mu)$.

**Proof.** Pick up a highest weight vector $v \in V(\lambda, \mu)$ and consider the submodule $U(g_0)v$. This is simple $g_0$-module with highest weight $(\lambda, \mu)$. $\square$

**Lemma 4.6.**

(i) If $\text{Hom}_g(V(\lambda, \mu), T^{p,q}) \neq 0$, then $|\lambda| = p$ and $|\mu| = q$.

(ii) $\text{Hom}_g(T^{p,q}, T^{r,s}) \neq 0$ implies $p - r = q - s \geq 0$.

**Proof.** (i) Let $\hat{T}^{p,q} = V_0^{\otimes p} \otimes W_0^{\otimes q}$. By Proposition 5.4 in [2], if $\text{Hom}_{g_0}(\hat{V}(\lambda, \mu), \hat{T}^{p,q}) \neq 0$, then $|\lambda| = p$ and $|\mu| = q$. Since $T^{p,q}$ is a direct sum of several copies of $\hat{T}^{p,q}$ the statement follows from Lemma 4.5. Part (ii) follows by similar reasoning. $\square$

**Lemma 4.7.** Let $M, N, L$ be modules in $\text{Trep} g$. Then:

$$\text{Hom}(M \otimes L, N) \cong \text{Hom}(M, \Gamma(\text{Hom}_C(L, N))).$$

**Proof.** The following isomorphism holds for all $g$-modules:

$$\text{Hom}(M \otimes L, N) \cong \text{Hom}(M, \text{Hom}_C(L, N)).$$

Now the statement follows directly from Lemma 3.1. $\square$

**Lemma 4.8.** We have the following isomorphisms of $g$-modules

$$\Gamma(\text{Hom}_C(V, T^{p,q})) = T^{p,q+1} \oplus (T^{p-1,q})^{\otimes q}, \quad \Gamma(\text{Hom}_C(W, T^{p,q})) = T^{p+1,q} \oplus (T^{p-1,q})^{\otimes q}.$$

**Proof.** We have $V = V_n \oplus V'$ and $W = W_n \oplus W'$ where $V_n$ (respectively, $W_n$) is the standard (respectively, costandard) $g_n$-module and $V'$ (respectively, $W'$) is the standard (respectively, costandard) $c_n$-module. Recall that $\text{Hom}_{c_n}(V', (V')^{\otimes r} \otimes (W')^{\otimes s}) \neq 0$ only if $r = 1, s = 0$ by Lemma 4.6. Hence we have

$$\Gamma_n \text{Hom}_C(V, T^{p,q}) = \text{Hom}_{c_n}(V, V^{\otimes p} \otimes W^{\otimes q})$$

$$= \text{Hom}_{c_n}(V', V^{\otimes p} \otimes (W' \oplus W_n)^{\otimes q})$$

$$\cong \text{Hom}_{c_n}(V', V' \otimes V^{\otimes p} \otimes (W' \oplus W_n)^{\otimes q})$$

$$\cong (V' \otimes V^{\otimes p} \otimes (W' \oplus W_n)^{\otimes q}) \oplus \text{Hom}_{c_n}(V_n, V^{\otimes p} \otimes W^{\otimes q}).$$

Then the first identity follows by applying direct limits. We similarly establish the second identity. $\square$

**Lemma 4.9.** We have that $\text{End}(T^{p,q}) \cong H_{p,q}$. 

Proof. We have an injective map $\mathcal{H}_{p,q} \hookrightarrow \text{End}(T^{p,q})$. In order to prove that this is an isomorphism, we compute the dimensions of the two spaces. Using Lemma 4.8 we have

$$\text{Hom}_g(T^{p,q}, T^{p,q}) \cong \text{Hom}_g(T^{p-1,q}, \text{Hom}_C(\text{V}, T^{p,q}))$$

$$\cong \text{Hom}_g(T^{p-1,q}, \Gamma \text{Hom}_C(\text{V}, T^{p,q}))$$

$$\cong \text{Hom}_g(T^{p-1,q}, T^{p-1,q}) \oplus \text{Hom}_g(T^{p-1,q}, T^{p,q+1})$$

$$\cong \text{Hom}_g(T^{p-1,q}, T^{p-1,q}) \oplus \text{Hom}_g(T^{p-1,q}, T^{p,q+1}).$$

Now by induction on $p + q$ we prove that $\dim \text{Hom}_g(T^{p,q}, T^{p,q}) = \permutation^{p+q} p! q!$ which coincides with the dimension of $\mathcal{H}_{p,q}$. □

Proposition 4.10. $T^{p,q}$ is injective in $\text{Trep} \ g$ for all $p$ and $q$.

Proof. In the case $p = q = 0$ the statement follows from Proposition 4.4. We first assume that $q > 0$. Then using Lemma 4.8 we obtain:

$$\text{Hom}_g(M \otimes \text{V}, T^{p,q-1}) \cong \text{Hom}_g(M, \Gamma(\text{Hom}_C(\text{V}, T^{p,q-1})))$$

$$\cong \text{Hom}_g(M, T^{p,q} \oplus (T^{p-1,q-1}) \oplus \permutation^q)$$

$$\cong \text{Hom}_g(M, T^{p,q} \oplus (\text{Hom}_g(M, T^{p-1,q-1}) \oplus \permutation^q).$$

We apply induction on $q$. The induction hypothesis implies that the functors $\text{Hom}_g(\cdot, T^{p-1,q-1})$ and $\text{Hom}_g(\cdot \otimes \text{V}, T^{p,q-1})$ are exact. Hence, $\text{Hom}_g(\cdot, T^{p,q})$ is an exact functor. The base case $q = 0$ follows by induction on $p$ and by applying the same identities as above replacing $\text{V}$ by $W$. □

Proposition 4.11. $Z(\lambda, \mu)$ is indecomposable injective in $\text{Trep} \ g$ with simple socle $V(\lambda, \mu)$.

Proof. Let $p = |\lambda|$ and $q = |\mu|$. The injectivity of $Z(\lambda, \mu)$ follows from Proposition 4.10 and the fact that $Z(\lambda, \mu)$ is a direct summand of $T^{p,q}$. The indecomposability of $Z(\lambda, \mu)$ follows from Lemma 4.9 and (4.2), since $e(\lambda)$ and $e(\mu)$ are primitive idempotents on $\mathcal{H}_p$ and $\mathcal{H}_q$, respectively.

It remains to show that the socle of $Z(\lambda, \mu)$ is isomorphic to $V(\lambda, \mu)$. Assume that $V(\lambda', \mu')$ is in the socle of $Z(\lambda, \mu)$ and $(\lambda', \mu') \neq (\lambda, \mu)$. Then looking at the weights of $Z(\lambda, \mu)$ we conclude that $\lambda \geq \lambda'$ and $\mu \geq \mu'$ relative to the dominance order of partitions. Moreover $|\lambda'| = p$, $|\mu'| = q$ by Lemma 4.6(i). We now apply induction on $\lambda$ and $\mu$ with respect to the dominance order. For the minimal pair of partitions $\lambda, \mu$ the statement is clear. By the induction hypothesis on $\lambda', \mu'$, $Z(\lambda', \mu')$ has socle $V(\lambda', \mu')$. Since $V(\lambda', \mu')$ is a submodule of $Z(\lambda, \mu)$, by the injectivity of $Z(\lambda', \mu')$, we have an injective homomorphism $Z(\lambda', \mu') \rightarrow Z(\lambda, \mu)$. This contradicts with the indecomposability of $Z(\lambda, \mu)$. □

Corollary 4.12. Let $X \in \text{Trep} \ g$ be a highest weight module with highest weight $(\lambda, \mu)$. Then $X$ is isomorphic to $V(\lambda, \mu)$ or $\Pi V(\lambda, \mu)$. 

Proof. Assume that $V(\lambda', \mu')$ is in the socle of $X$. Then $\lambda \geq \lambda'$ and $\mu \geq \mu'$ relative to the dominance order of partitions and we have a nonzero homomorphism $\varphi : X \rightarrow Z(\lambda, \mu')$. If $(\lambda, \mu) \neq (\lambda', \mu')$, then a highest weight vector $v$ of $X$ lies in $\ker \varphi$. But $X$ is generated by $v$, therefore $\varphi = 0$ which leads to a contradiction. Hence $\lambda = \lambda'$, $\mu = \mu'$ and the statement follows. \hfill $\Box$

Corollary 4.13. We have

$$\text{soc } T^{p,q} = \bigoplus_{|\lambda|=p,|\mu|=q, p(\lambda,\mu)=0} V(\lambda,\mu) \boxtimes S(\lambda,\mu) \oplus \bigoplus_{|\lambda|=p,|\mu|=q, p(\lambda,\mu)=1} V(\lambda,\mu) \hat{\boxtimes} S(\lambda,\mu).$$

Proof. The decomposition follows from Proposition 4.11 and (4.1). \hfill $\Box$

Corollary 4.14. $\text{Trep}(\mathfrak{g})$ is a symmetric monoidal category (but not rigid!). Furthermore, the functor

$$\Gamma_n : \text{Trep } \mathfrak{g} \rightarrow \mathfrak{g}_n - \text{mod}$$

is a tensor functor.

Proof. We have to check that $\text{Trep}(\mathfrak{g})$ is closed under tensor products. This follows from the injectivity of $T^{p,q}$ and the fact that any module in $\text{Trep}(\mathfrak{g})$ is a submodule of a finite direct sum $\bigoplus_{i=1}^s T^{p_i,q_i}$. Since $\Gamma_n$ is left exact it suffices to check that $\Gamma_n(M \otimes N) \simeq \Gamma_n M \otimes \Gamma_n N$ for $M = T^{p,q}$ and $N = T^{r,s}$. The latter is straightforward. \hfill $\Box$

5. On tensor products and extensions in $\text{Trep} \mathfrak{g}$

5.1. Diagrammatic description of $\text{Hom}(T^{p,q}, T^{r,s})$. Recall that $\text{Hom}(T^{p,q}, T^{r,s}) \neq 0$ implies that $p-r = q-s \geq 0$, see Lemma 4.6.

Let $C(p,q,r) = \text{Hom}_{\mathfrak{g}}(T^{p,q}, T^{p-r,q-r})$ and $c(p,q,r) = \dim C(p,q,r)$.

Lemma 5.1. For any $p,q,r$ such that $r \leq \min(q,p)$ we have that:

$$c(p,q,r) = \frac{p!q!(p+q-r)r!}{r!}$$

Proof. We will prove the following recursive relation

$$c(p,q,r) = c(p-1,q,r-1) + (p-r)c(p-1,q,r),$$

$$c(p,q,r) = c(p,q-1,r-1) + (q-r)c(p,q-1,r).$$

Indeed, we have

$$\text{Hom}_{\mathfrak{g}}(T^{p,q}, T^{p-r,q-r}) = \text{Hom}_{\mathfrak{g}}(T^{p,q-1}, \text{Hom}_{\mathfrak{g}}(W, T^{p-r,q-r}))$$

$$= \text{Hom}_{\mathfrak{g}}(T^{p,q-1}, \Gamma(\text{Hom}_{\mathfrak{g}}(W, T^{p-r,q-r})))$$

$$= \text{Hom}_{\mathfrak{g}}(T^{p,q-1}, T^{p-r+1,q-r} \oplus (T^{p-r,q-r-1})_{(q-r)\theta}).$$

This implies the second recursive relation. The proof of the first one is similar. Now the statement follows easily by induction. \hfill $\Box$
Our next step is to describe precisely the superspace \( C(p, q, r) = \text{Hom}_q(T^{p,q}, T^{p-r,q-r}) \). For this we will use diagrams, similar to the ones introduced in [6].

Let \( D(p, q, r) \) denote the set of diagrams described as follows. Every diagram in \( D(p, q, r) \) has two horizontal rows of nodes with exactly \( p \) white and \( q \) black nodes in the top row, and exactly \( p - r \) white and \( q - r \) black nodes in the bottom row. The nodes are connected by edges that are subject to the following rules.

- Every node is connected to exactly one node by one edge. In other words we have a prefect pairing.
- Every node in the bottom row is connected to exactly one node of the same color in the top row.
- Every node in the top row is connected either to a node of the same color in the bottom row or to a node of the opposite color in the top row.
- Every edge is either marked or unmarked.

If \( d \in D(p, q, r) \) and \( d' \in D(p - r, q - r, s) \), then we define \( d' \cdot d \in D(p, q, r + s) \) by concatenating the diagrams \( d \) and \( d' \) and removing the middle row. An edge of the concatenated diagram is marked if the number of marked edges involved the concatenation of the edge is odd. An edge is unmarked if it is not marked. An example of a concatenation of three diagrams is presented below.

Next we define a map \( \gamma : D(p, q, r) \to C(p, q, r) \). Let \( d \in D(p, q, r) \). Enumerate the nodes of \( d \) in the bottom and in the top row, so that in the top row the white nodes are labelled by the numbers \( 1, \ldots, p \) and the black nodes are labelled by \( p + 1, \ldots, p + q \), while in the bottom row, the white nodes are labelled by \( 1, \ldots, p - r \) and the black nodes are labelled by \( p + 1 - r, \ldots, p + q - 2r \). Denote by \( H^+(d) \) (respectively, \( H^-(d) \)) the set of pairs \( (i, j), \ i < j, \) of nodes in the top row joined by an unmarked (respectively, marked) edge. For any node \( i \) in the bottom row by \( s(i) \) we denote the paired to \( i \) node in the top row. We let \( m(i) = 0 \) (respectively, \( m(i) = 1 \)) if the edge joining \( i \) and \( s(i) \) is unmarked (respectively, marked). We next introduce the canonical decomposition of \( d \) into elementary diagrams \( s(p, q, i), o(p, q, i), t(p, q) \) as follows.

The first type of elementary diagrams are \( s(p, q, i) \in D(p, q, 0), i \neq p, p+q \), defined by the conditions \( s(j) = j \) if \( j \neq i, i + 1 \), \( s(i) = i + 1, s(i + 1) = i \), and all edges of
s(p, q, i) are unmarked. For example s(2, 0, 1) is the diagram: \( \overline{\bullet} \) \( \overline{\bullet} \) \( \overline{\bullet} \) while s(0, 2, 1) is: \( \overline{\bullet} \) \( \overline{\bullet} \) \( \overline{\bullet} \). We call a permutation diagram any diagram formed by the concatenation of diagrams \( s(p, q, i) \). The set of all permutation diagrams form a group isomorphic to \( S_p \times S_q \).

Next, \( o(p, q, i) \in D(p, q, 0) \) is the diagram with \( s(j) = j \) for all \( j = 1, \ldots p + q \) and with one marked edge joining \( i \) with \( i \). For example, \( o(1, 0, 1) \) is:

\[
\begin{array}{c}
\bullet \\
\bullet
\end{array}
\]

Finally, let \( t(p, q) \in D(p, q, 1) \) be defined by the conditions \( H^+(t(p, q)) = (p, p + 1) \) and \( s(i) = i \) for all \( i = 1, \ldots p - 1 \), \( s(i) = i + 2 \) for \( i = p, \ldots, p + q - 2 \). For example,

\[
t(1, 1) = \begin{array}{c}
\bullet \\
\end{array}
\]

For any \( u_1, \ldots, u_p \in V \) and \( u_{p+1}, \ldots, u_{p+q} \in W \) we set

\[
u = u_1 \otimes \cdots \otimes u_{p+q} \in T^{p,q}
\]

and define

\[
\begin{align*}
\tilde{s}(p, q, i)(u) & := (-1)^{p(u_1)p(u_{i+1})}u_1 \otimes \cdots \otimes u_{i-1} \otimes u_{i+1} \otimes u_i \otimes u_{i+2} \otimes \cdots \otimes u_{p+q}, \\
o(p, q, i)(u) & := (-1)^{p(u_1)+\cdots+p(u_{i-1})}u_1 \otimes \cdots \otimes P(u_i) \otimes \cdots \otimes u_{p+q}, \\
t(p, q)(u) & := (-1)^{p(u_p)p(u_{p+1})}(u_{p+1}, u_p)u_1 \otimes \cdots \otimes u_{p-1} \otimes u_{p+2} \otimes \cdots \otimes u_{p+q}.
\end{align*}
\]

Note that every \( d \in D(p, q, r) \) can be written as a concatenation of elementary diagrams:

\[
d = t(p-r+1, q-r+1) \cdots t(p, q) \cdot o(p, q, i_1) \cdots o(p, q, i_k) \cdot s(p, q, j_1) \cdots s(p, q, j_l).
\]

For any \( d \in D(p, q, r) \), we fix one such decomposition and we set

\[
\gamma(d) := t(p-r+1, q-r+1) \cdots t(p, q) \circ o(p, q, i_1) \circ \cdots \circ o(p, q, i_k) \circ s(p, q, j_1) \circ \cdots \circ s(p, q, j_l).
\]

Then \( \gamma(d) \in C(p, q, r) \) and we have

\[
\gamma(d)(u) = (-1)^{\sigma(u,d)} \prod_{(i,j) \in H^+(d)} (u_j, u_i) \prod_{(i,j) \in H^-(d)} (u_j, Pu_i) P^{m(1)} u_{s(1)} \otimes \cdots \otimes P^{m(p+q-2r)} u_{s(p+q-2r)},
\]

where the formula for \( \sigma(u,d) \) is rather long and is not needed in this paper. From this formula we see that \( \gamma(D(p, q, r)) \) is a linearly independent set in \( C(p, q, r) \). On the other hand, Lemma 5.1 implies that \( c(p, q, r) = |D(p, q, r)| \). Therefore, \( \gamma(D(p, q, r)) \) forms a basis of \( C(p, q, r) \). Moreover, from the decomposition of \( d \) above we see that \( C(p, q, r) \) is generated by

\[
u(p, q, r) := t(p-r+1, q-r+1) \circ \cdots \circ t(p, q)
\]
as a right $\mathcal{H}(p, q)$-module. The following lemma gives a precise description of $C(p, q, r)$ as an $\mathcal{H}_{p-r,q-r} - \mathcal{H}_{p,q}$-bimodule.

**Lemma 5.2.** Consider the embedding $\mathcal{H}_{r,r} \hookrightarrow \mathcal{H}_{p,q}$ defined by

$$
\begin{align*}
&\text{s}(r, r, 1) \mapsto s(p, q, p - r), \ldots, s(r, r, r - 1) \mapsto s(p, q, p - 1), \\
&\text{s}(r, r, r + 1) \mapsto s(p, q, p + 1), \ldots, s(r, r, 2r - 1) \mapsto s(p, q, p + r - 1), \\
&o(r, r, 1) \mapsto o(p, q, p - r), \ldots, o(r, r, 2r) \mapsto s(p, q, p + r).
\end{align*}
$$

Then we have the following isomorphism of $\mathcal{H}_{r,r}$-submodules:

$$
C(p, q, r) \simeq \text{Ind}_{\mathcal{H}_{r,r}}^{\mathcal{H}_{p,q}} C(r, r, r),
$$

where the definition of the left action of $\mathcal{H}_{p-r,q-r}$ on $\text{Ind}_{\mathcal{H}_{r,r}}^{\mathcal{H}_{p,q}} C(r, r, r)$ relies on the fact that $\mathcal{H}_{p-r,q-r}$ and $\mathcal{H}_{r,r}$ are commuting subalgebras of $\mathcal{H}_{p,q}$.

**Proof.** Since $C(p, q, r)$ is generated by $u(p, q, r)$ as a right $\mathcal{H}_{p,q}$-module and the dimensions of $C(p, q, r)$ and of $\text{Ind}_{\mathcal{H}_{r,r}}^{\mathcal{H}_{p,q}} C(r, r, r)$ coincide, it remains to verify that the right $\mathcal{H}_{r,r}$-submodule generated by $u(p, q, r)$ is isomorphic to $C(r, r, r)$. The latter follows directly from the diagrammatic presentation of $u(p, q, r)$. \hfill \Box

**Remark 5.3.** The map $\gamma$ is not a homomorphism of diagrammatic algebras. However, if $d_1 \in D(p, q, r)$ and $d_2 \in D(p - r, q - r, s)$, then

$$
\gamma(d_1 \cdot d_2) = (-1)^{\langle d_1, d_2 \rangle} \gamma(d_1) \circ \gamma(d_2)
$$

for some function $\langle \cdot, \cdot \rangle : D(p, q, r) \times D(p - r, q - r, s) \to \mathbb{Z}_2$.

### 5.2. Socle filtrations of $T^{p,q}$ and $Z(\lambda, \mu)$

**Proposition 5.4.** We have

$$
soc^r T^{p,q} = \bigcap_{\varphi \in \text{hom}_q(T^{p,q}, T^{p-r,q-r})} \ker \varphi.
$$

**Proof.** It is sufficient to prove the statement for $r = 1$ since then we can proceed by induction. By Corollary 4.13 all simple subquotients of $T^{p,q} / \text{soc} T^{p,q}$ are of the form $V(\lambda, \mu)$ or $\Pi V(\lambda, \mu)$ with $|\lambda| < p$ and $|\mu| < q$. Therefore we have an inclusion of $T^{p,q} / \text{soc} T^{p,q}$ into a direct sum of several copies of $T^{p-r,q-r}$ for different $r$. Hence

$$
soc^1 T^{p,q} = \bigcap_{r \leq \min(p,q)} \bigcap_{\varphi \in \text{hom}_q(T^{p,q}, T^{p-r,q-r})} \ker \varphi.
$$

But, using the diagrammatic presentation of $C(p, q, r)$, every $\varphi \in \text{hom}_q(T^{p,q}, T^{p-r,q-r})$ can be factored through some map $\psi \in \text{hom}_q(T^{p,q}, (T^{p-1,q-1})^{[d]})$. Hence $\ker \varphi \subset \ker \psi$ and we obtain

$$
soc^1 T^{p,q} = \bigcap_{\varphi \in \text{hom}_q(T^{p,q}, T^{p-1,q-1})} \ker \varphi.
$$

\hfill \Box
Our next goal is to determine the socle filtration of the indecomposable injective modules \( Z(\lambda, \mu) \). For this we need three lemmas.

**Lemma 5.5.** The following identity of \( \mathcal{H}_{p,q} \)-bimodules holds.

\[
\mathcal{H}_{p,q} = \bigoplus_{|\lambda| = p, |\mu| = q} S(\lambda, \mu) \hat{\boxtimes} S(\lambda, \mu).
\]

Proof. The identity follows from Lemma 2.2(i). \( \square \)

**Lemma 5.6.** We have

\[
\dim \text{Hom}_g(Z(\lambda, \mu), \mathbb{C}) = \delta_{\lambda, \mu}.
\]

Proof. By Lemma 4.7 we obtain

\[
\text{Hom}_g(V(\lambda) \otimes W(\mu), \mathbb{C}) = \text{Hom}_g(V(\lambda), \Gamma(\text{Hom}_\mathbb{C}(W(\mu), \mathbb{C}))).
\]

Lemma 4.8 implies

\[
\Gamma(\text{Hom}_\mathbb{C}(T^{0,q}, \mathbb{C})) = T^{q,0}.
\]

Since \( W(\mu) \) is a direct summand in \( T^{0,q} \), it follows that \( \Gamma(\text{Hom}_\mathbb{C}(W(\mu), \mathbb{C})) = V(\mu) \). Therefore we obtain

\[
\dim \text{Hom}_g(Z(\lambda, \mu), \mathbb{C}) \simeq \left\{
\begin{array}{ll}
\dim \text{Hom}_g(V(\lambda), V(\mu)), & \text{if } p(\lambda)p(\mu) = 0 \\
\frac{1}{2} \dim \text{Hom}_g(V(\lambda), V(\mu)), & \text{if } p(\lambda)p(\mu) = 1
\end{array}
\right.,
\]

which implies the statement. \( \square \)

**Lemma 5.7.** The following isomorphism of right \( \mathcal{H}_{r,r} \)-modules holds.

\[
C(r, r, r) \simeq \bigoplus_{|\gamma| = r} S(\gamma, \gamma).
\]

Proof. Substituting \( p = q = r \) in (4.1) we obtain the decomposition:

\[
T^{r,r} = \bigoplus_{|\lambda| = r, |\mu| = r} Z(\lambda, \mu) \hat{\boxtimes} S(\lambda, \mu).
\]

Now, (5.1) together with Lemma 5.6 implies

\[
C(r, r, r) = \bigoplus_{|\gamma| = r} \text{Hom}_g(Z(\gamma, \gamma), \mathbb{C}) \otimes S(\gamma, \gamma) = \bigoplus_{|\gamma| = r} S(\gamma, \gamma).
\]

\( \square \)

**Theorem 5.8.** The following identity holds for \( |\lambda| - |\lambda'| = |\mu| - |\mu'| = r \):

\[
\dim \text{Hom}_g(Z(\lambda, \mu), Z(\lambda', \mu')) = \frac{1}{\theta p(\lambda)p(\mu)\theta p(\lambda')p(\mu')} \sum_{|\gamma| = r} \frac{1}{\theta p(\gamma)} f_{\lambda, \gamma} f_{\mu', \gamma}.
\]
Proof. Let $|\lambda| = p$ and $|\mu| = q$. Using Lemma 5.2 and (4.2) we obtain
\[
\dim \text{Hom}_g(Z(\lambda, \mu), Z(\lambda', \mu')) = \frac{\dim e(\lambda') \otimes e(\mu')C(p, q, r)e(\lambda) \otimes e(\mu)}{\theta p(\lambda)p(\mu)\theta p(\lambda')p(\mu')}.
\]
Recall that for any right $\mathcal{H}_{p,q}$-module $M$,
\[
\dim Me(\lambda) \otimes e(\mu) = \dim \text{Hom}_{\mathcal{H}_{p,q}}(M, S(\lambda) \boxtimes S(\mu)).
\]
Next, Lemma 5.2 implies
\[
e(\lambda') \otimes e(\mu')C(p, q, r) = e(\lambda') \otimes e(\mu') \left(\text{Ind}_{\mathcal{H}_{r,r}} \text{C}(r, r, r)\right)
\]
\[
= e(\lambda') \otimes e(\mu') \left(\text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{p-r,q-r}} \text{C}(r, r, r) \boxtimes \mathcal{H}_{p-r,q-r}\right)
\]
\[
= \text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{p-r,q-r}} \text{C}(r, r, r) \boxtimes \text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{p-r,q-r}} e(\lambda') \otimes e(\mu') \mathcal{H}_{p-r,q-r}
\]
\[
= \text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{p-r,q-r}} \text{C}(r, r, r) \boxtimes S(\lambda') \boxtimes S(\mu').
\]
Finally, using Lemma 5.7 and Lemma 3.6 we obtain
\[
\dim \text{Hom}_{\mathcal{H}_{p,q}} \left(\text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{p-r,q-r}} \text{C}(r, r, r) \boxtimes S(\lambda') \boxtimes S(\mu'), S(\lambda) \boxtimes S(\mu)\right)
\]
\[
= \sum_{|\gamma|=r} \frac{1}{\theta p(\gamma)} \dim \text{Hom}_{\mathcal{H}_{p,q}} \left(\text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{p-r,q-r}} S(\gamma \boxtimes S(\lambda')) \boxtimes \text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{q-r}} S(\gamma \boxtimes S(\mu')), S(\lambda) \boxtimes S(\mu)\right)
\]
\[
= \sum_{|\gamma|=r} \frac{1}{\theta p(\gamma)} \dim \text{Hom}_{\mathcal{H}_{p}} \left(\text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{p-r}} S(\gamma \boxtimes S(\lambda')), S(\lambda)\right)
\]
\[
\dim \text{Hom}_{\mathcal{H}_{q}} \left(\text{Ind}_{\mathcal{H}_{r,r} \otimes \mathcal{H}_{q-r}} (S(\gamma) \boxtimes S(\mu')), S(\mu)\right)
\]
\[
= \sum_{|\gamma|=r} \frac{1}{\theta p(\gamma)} f^\lambda_{\lambda', \gamma} f^{\mu}_{\mu', \gamma},
\]
which completes the proof. □

We set $\text{soc}_r M = \text{soc}^{r+1} M/\text{soc}^r M$.

Corollary 5.9.
\[
[\text{soc}_r Z(\lambda, \mu) : V(\lambda', \mu')] = \frac{1}{\theta p(\lambda)p(\mu)p(\lambda')p(\mu')\theta p(\lambda, \mu)p(\lambda', \mu') + p(\lambda, \mu) + p(\lambda', \mu')} \sum_{|\gamma|=r} \frac{1}{\theta p(\gamma)} f^\lambda_{\lambda', \gamma} f^{\mu}_{\mu', \gamma}.
\]

Proof. The identity follows from Theorem 5.8 and the relation
\[
[\text{soc}_r Z(\lambda, \mu) : V(\lambda', \mu')] = \frac{\dim \text{Hom}(Z(\lambda, \mu), Z(\lambda', \mu'))}{\theta p(\lambda, \mu)p(\lambda', \mu') + p(\lambda, \mu) + p(\lambda', \mu')}.
\]

□
5.3. Extensions and blocks.

**Corollary 5.10.** If \( \text{ext}^1(V(\lambda', \mu'), V(\lambda, \mu)) \neq 0 \), then \( \lambda' \in \lambda + \square \) and \( \mu \in \mu' + \square \). Furthermore we have the following cases:

1. If both \( V(\lambda', \mu') \) and \( V(\lambda, \mu) \) are of M-type, then
   \[
   \mathbb{C} = \begin{cases} 
   \text{ext}^1(V(\lambda', \mu'), V(\lambda, \mu)) = \text{ext}^1(V(\lambda', \mu'), V(\lambda, \mu)), & \text{if } p(\lambda) = p(\lambda'), p(\mu) = p(\mu') \\
   \text{ext}^1(V(\lambda', \mu'), V(\lambda, \mu)) \oplus \text{ext}^1(V(\lambda', \mu'), \Pi V(\lambda, \mu)), & \text{otherwise},
   \end{cases}
   \]

2. If \( V(\lambda', \mu') \) is of Q-type and \( V(\lambda, \mu) \) is of M-type, then
   \[
   \text{ext}^1(V(\lambda', \mu'), V(\lambda, \mu)) \oplus \text{ext}^1(V(\lambda', \mu'), \Pi V(\lambda, \mu)) = \mathbb{C},
   \]

3. If \( V(\lambda', \mu') \) is of M-type and \( V(\lambda, \mu) \) is of Q-type, then
   \[
   \text{ext}^1(V(\lambda', \mu'), V(\lambda, \mu)) \oplus \text{ext}^1(\Pi V(\lambda', \mu'), V(\lambda, \mu)) = \mathbb{C},
   \]

4. If both \( V(\lambda', \mu') \) and \( V(\lambda, \mu) \) are of Q-type, then
   \[
   \text{ext}^1(V(\lambda', \mu'), V(\lambda, \mu)) = \begin{cases} 
   \mathbb{C}^2, & \text{if } p(\lambda) = p(\lambda'), p(\mu) = p(\mu') \\
   \mathbb{C}, & \text{otherwise}.
   \end{cases}
   \]

**Proof.** Straightforward calculation using Corollary 5.9 and (3.4). \( \square \)

The following is an immediate consequence of Corollary 5.10.

**Corollary 5.11.** Let \( Trep_m g \) be the full subcategory of \( Trep g \) with simple objects \( V(\lambda, \mu), \Pi V(\lambda, \mu) \) for all \((\lambda, \mu)\) such that \(|\lambda| - |\mu| = m\). Then we have the decomposition
   \[
   Trep g = \bigoplus_{m \in \mathbb{Z}} Trep_m g.
   \]

**Proposition 5.12.** For any \( m \in \mathbb{Z} \) the subcategory \( Trep_m g \) is an indecomposable block.

**Proof.** We define an equivalence relation on isomorphism classes of simple modules of \( Trep_m g \). We say \( X \sim Y \) if \( \text{ext}^1(X, Y) \neq 0 \), and set \( \sim \) be the minimal equivalence relation containing \( \prec \). We have to prove that isomorphism classes of simple modules of \( Trep_m g \) form one equivalence class. Note that
   \[
   (5.2) \quad X \sim Y \Rightarrow \Pi X \sim \Pi Y.
   \]

Using symmetry we can assume without loss of generality that \( m \geq 0 \). We first claim that \( V(\lambda, \mu) \) is equivalent to \( V(\eta, \emptyset) \) or \( \Pi V(\eta, \emptyset) \) for some partition \( \eta \) with \(|\eta| = m\). Indeed, take \( \lambda' \in \lambda - \square \) and \( \mu' \in \mu - \square \), then we have \( V(\lambda', \mu') \prec V(\lambda, \mu) \). Thus, we can decrease \(|\lambda|\) and \(|\mu|\) by 1 and proceed by induction.

Next we show that \( V(\eta, \emptyset) \sim \Pi V(\eta, \emptyset) \). Indeed, the statement is non-trivial only if \( V(\eta, \emptyset) \) is of M-type, If \( m > 0 \) consider \( \eta' \) obtained from \( \eta \) by adding \( \square \) in the first row. Then \( V(\eta', \square) \) is of Q-type and we have
   \[
   V(\eta, \emptyset) \prec V(\eta', \square), \quad \Pi V(\eta, \emptyset) \prec V(\eta', \square).
   \]
If \( m = 0 \) we have to show \( \Pi \mathbb{C} \sim \mathbb{C} \). For this set

\[
\lambda = \begin{array}{cccc}
\notag
\end{array}, \quad \mu = \begin{array}{cccc}
\notag
\end{array}.
\]

Then \( V(\lambda, \mu) \) is of Q-type and equivalent to both \( \mathbb{C} \) and \( \Pi \mathbb{C} \).

If we start with the partition \( \eta \) having one row with \( m \) boxes, we can obtain from it any other strict partition of size \( m \) in several steps, where each step consists of moving a box from the top row to some other row. If \( \eta'' \) is obtained from \( \eta' \) in one step, consider the partition \( \nu \) obtained from \( \eta'' \) by adding a box in the first row. Then we have \( V(\eta'', \emptyset) \sim V(\nu, \square) \sim V(\eta', \emptyset) \). Therefore \( V(\kappa, \emptyset) \sim V(\eta, \emptyset) \) for all \( \kappa \) of size \( m \). The proof is complete. \( \square \)

**Lemma 5.13.** Any \( M \in \text{Trep}\, \mathfrak{g} \) has a finite injective resolution. If \( M = V(\lambda, \mu) \) and

\[
0 \to R^0 \to R^1 \to \cdots \to R^k \to 0
\]

is the minimal injective resolution of \( M \), then \( [R^i : Z(\lambda', \mu')] \neq 0 \) implies \( |\lambda| - |\lambda'| = |\mu| - |\mu'| \geq i \). In particular, \( k \leq \min(|\lambda|, |\mu|) + 1 \).

**Proof.** Since \( \text{Trep}\, \mathfrak{g} \) has enough injectives we only need to check finiteness of the minimal injective resolution. Let \( V(\lambda, \mu) \) be a simple submodule of \( \text{soc} \, M \) with maximal \( |\lambda| + |\mu| = s \). Consider an embedding \( \varphi : M \to R^0 \), where \( R^0 \) is the injective hull of \( \text{soc} \, M \), then by Corollary 5.9 all simple subquotients \( V(\lambda', \mu') \) in \( \text{coker} \, \varphi \) satisfy \( |\lambda'| + |\mu'| < s \). That shows that the length of resolution is at most \( s + 1 \) and in the case \( M = V(\lambda, \mu) \) implies the last assertion. \( \square \)

**Corollary 5.14.** If \( \text{ext}^i \,(V(\lambda', \mu'), V(\lambda, \mu)) \neq 0 \) then \( |\lambda| - |\lambda'| = |\mu| - |\mu'| \geq i \).

### 5.4. Tensor products.

In this subsection we find formulas for the tensor products of the indecomposable injectives in \( \text{Trep}\, \mathfrak{g} \). The formulas are relatively easy to obtain.

**Lemma 5.15.** We have

\[
Z(\lambda, \mu) \otimes Z(\lambda', \mu') = \bigoplus_{|\lambda''|=|\lambda|+|\lambda'|+|\mu''|=|\mu|+|\mu'|} Z(\lambda'', \mu'')^{s(\lambda'', \mu'')},
\]

where

\[
s(\lambda'', \mu'') = \frac{\theta_{\lambda''}(\lambda'')\theta_{\mu''}(\mu'') f^{\lambda''}_{\lambda, \lambda'} f^{\mu''}_{\mu, \mu'}}{\theta_{\lambda}(\lambda')\theta_{\mu}(\mu')\theta_{\lambda''}(\lambda'')\theta_{\mu''}(\mu'')}
\]

**Proof.** The identity follows by direct computation using the definitions of \( Z(\lambda, \mu) \) and \( f^{\lambda}_{\mu, \mu'} \). \( \square \)

**Corollary 15.6.** We have

\[
Z(\lambda, \mu) \otimes V = \bigoplus_{\lambda'' \in \lambda + \square} Z(\lambda'', \mu')^{s(\lambda'', \lambda, \mu)}, \quad Z(\lambda, \mu) \otimes W = \bigoplus_{\mu' \in \mu + \square} Z(\lambda, \mu')^{s(\mu', \mu, \lambda)},
\]
where
\[ u(\alpha', \alpha, \beta) = \begin{cases} 1, & \text{if } p(\alpha, \beta) = 0, \ p(\alpha', \beta) = 1, \\ \theta, & \text{otherwise}. \end{cases} \]

**Proposition 5.17.** The tensor products \( V(\lambda, \mu) \otimes V \) and \( V(\lambda, \mu) \otimes W \) have Loewy length at most 2. Furthermore,
\[
\text{soc}(V(\lambda, \mu) \otimes V) = \bigoplus_{\lambda' \in \lambda + \Box} V(\lambda', \mu)^{\oplus u(\lambda', \lambda, \mu)},
\]
\[
\text{soc}(V(\lambda, \mu) \otimes W) = \bigoplus_{\mu' \in \mu + \Box} V(\lambda, \mu')^{\oplus u(\mu', \mu, \lambda)},
\]
and
\[
\text{soc}_2(V(\lambda, \mu) \otimes V) = \bigoplus_{\lambda' \in \lambda - \Box} V(\lambda', \mu)^{\oplus u(\lambda, \lambda', \mu)},
\]
\[
\text{soc}_2(V(\lambda, \mu) \otimes W) = \bigoplus_{\lambda' \in \lambda - \Box} V(\lambda', \mu)^{\oplus u(\lambda, \lambda', \mu)},
\]
where \( u(\alpha', \alpha, \beta) \) is defined in Corollary 5.16.

**Proof.** Let \(|\lambda| = p, |\mu| = q\). Recall that \( V(\lambda, \mu) \) is a submodule of \( \text{soc} T^{p,q} \). Hence \( V(\lambda, \mu) \otimes V \) is a submodule of \( T^{p+1,q} \). We now use Proposition 5.4. Note that \( V(\lambda, \mu) \otimes V \subset \ker \varphi \) for any \( \varphi \in C(p + 1, q, 2) \) since any such \( \varphi \) involves two contractions. Hence the Loewy length of \( V(\lambda, \mu) \otimes V \) is at most 2.

To obtain \( \text{soc}(V(\lambda, \mu) \otimes V) = \text{soc}(Z(\lambda, \mu) \otimes V) \)

and Corollary 5.16.

To compute \( \text{soc}_2(V(\lambda, \mu) \otimes V) \) we first note that
\[
[\text{soc}_2(V(\lambda, \mu) \otimes V) : V(\lambda'', \mu'')] \neq 0 \Rightarrow |\lambda''| = |\lambda|, |\mu''| = |\mu| - 1.
\]
Furthermore,
\[
\text{hom}(V(\lambda, \mu) \otimes V, Z(\lambda'', \mu'')) = \text{hom}(V(\lambda, \mu), \Gamma(\text{Hom}_C(V, Z(\lambda'', \mu''))))
\]
and
\[
\Gamma(\text{Hom}_C(V, Z(\lambda'', \mu''))) = Z(\lambda'', \mu'') \otimes W \oplus S
\]
for some \( S \subset (T^{p-1,q-1})^{\oplus \theta}. \) Taking into account that \( \text{hom}(V(\lambda, \mu), S) = 0 \), we obtain
\[
\text{hom}(V(\lambda, \mu) \otimes V, Z(\lambda'', \mu'')) = \text{hom}(V(\lambda, \mu), Z(\lambda'', \mu'') \otimes W).
\]
By Corollary 5.16 we know the decomposition of \( Z(\lambda'', \mu'') \otimes W \). As a result, we see that
\[
\text{hom}(V(\lambda, \mu), Z(\lambda'', \mu'') \otimes W) \neq 0 \Rightarrow \lambda'' = \lambda, \mu \in \mu' + \Box.
Moreover,
\[ [\text{soc}_2(V(\lambda, \mu) \otimes V) : V(\lambda'', \mu'')] = \dim \text{hom}(V(\lambda, \mu), Z(\lambda'', \mu'') \otimes W) = u(\mu, \mu', \lambda). \]
This completes the proof for the identities involving \( V(\lambda, \mu) \otimes V \). The identities involving \( V(\lambda, \mu) \otimes W \) follow by similar reasoning. \( \square \)

6. Koszulity of \( \text{Trep} \mathfrak{g} \)

**Theorem 6.1.** The category \( \text{Trep} \mathfrak{g} \) is Koszul.

**Proof.** For any bipartition \((\lambda, \mu)\) we set
\[ d(\lambda, \mu) := \min(|\lambda|, |\mu|). \]
Let
\[ 0 \to R^0(\lambda, \mu) \to R^1(\lambda, \mu) \to \cdots \to R^k(\lambda, \mu) \to 0 \]
be the minimal injective resolution of \( V(\lambda, \mu) \) (note that the resolution is finite by Lemma 5.13). The Koszulity of \( \text{Trep} \mathfrak{g} \) is equivalent to each of the following two equivalent statements:

1. \([R^i(\lambda, \mu) : Z(\lambda', \mu')] \neq 0\) implies \(d(\lambda, \mu) = d(\lambda', \mu') + i\);
2. \(\text{ext}^i(V(\lambda', \mu'), V(\lambda, \mu)) \neq 0\) implies \(d(\lambda, \mu) = d(\lambda', \mu') + i\).

Indeed, (1) is equivalent to Koszulity since \(d(\cdot, \cdot)\) induces the grading on \( \text{Trep} \mathfrak{g} \). Furthermore, (1) obviously implies (2). To show that (2) implies (1) assume the opposite, i.e. that there exists \((\lambda', \mu')\) such that \(d(\lambda, \mu) = d(\lambda', \mu') + i\) and \([R^i(\lambda, \mu) : Z(\lambda', \mu')] \neq 0\) for some \(j \neq i\). Lemma 5.13 implies \(j < i\). Let us choose the minimal such \(j\). Since \(\text{ext}^j(V(\lambda, \mu), V(\lambda', \mu')) = 0\), the map \(Z(\lambda', \mu') \to R^{j+1}(\lambda, \mu)\) must be injective, which contradicts the minimality of the resolution.

Without loss of generality we assume that \(|\lambda| \leq |\mu|\), i.e. \(d(\lambda, \mu) = |\lambda|\). We prove (2) for all \(\lambda, \mu\) by induction on \(|\lambda|\). The base case \(\lambda = \emptyset\) follows from the fact that \(V(\emptyset, \mu)\) is injective. To prove the inductive step pick up \(\nu \in \lambda - \emptyset\). Recall that \(V(\nu, \mu) \otimes V\) has Loewy length 2 by Proposition 5.17. Consider the exact sequence
\[ (6.1) \quad 0 \to \text{soc}(V(\nu, \mu) \otimes V) \to V(\nu, \mu) \otimes V \to \text{soc}_2(V(\nu, \mu) \otimes V) \to 0 \]
and the minimal resolution
\[ 0 \to R^0(\nu, \mu) \to R^1(\nu, \mu) \to \cdots \to R^k(\nu, \mu) \to 0 \]
of \(V(\nu, \mu)\). Note that by Proposition 5.17, all simple components of \(\text{soc}_2(V(\nu, \mu) \otimes V)\) satisfy the induction hypothesis. Therefore,
\[ (6.2) \quad \text{ext}^j(V(\lambda', \mu'), \text{soc}_2(V(\nu, \mu) \otimes V)) \neq 0 \Rightarrow i = |\nu| - |\lambda'| = |\lambda| - |\lambda'| - 1. \]

This resolution satisfies (1) by the induction hypothesis. We have that
\[ 0 \to R^0(\nu, \mu) \otimes V \to R^1(\nu, \mu) \otimes V \to \cdots \to R^k(\nu, \mu) \otimes V \to 0. \]
is an injective resolution of $V(\nu, \mu) \otimes V$. Since $[R^i(\nu, \mu) : Z(\nu', \mu')] \neq 0$ implies $i = |\nu| - |\nu'|$, by Corollary 5.16 we have that

$$[R^i(\nu, \mu) \otimes V : Z(\lambda', \mu')] \neq 0 \Rightarrow i = |\nu| - |\lambda'| + 1 = |\lambda| - |\lambda'|.$$  

Equivalently,

$$\text{ext}^2(V(\lambda', \mu'), V(\nu, \mu) \otimes V)) \neq 0 \Rightarrow i = |\lambda| - |\lambda'|.$$  

Therefore, by (6.2) and (6.3) the long exact sequence $\text{ext}(V(\lambda', \mu'), \cdot)$ associated to (6.1) gives $\text{ext}^i(V(\lambda', \mu'), \text{soc}(V(\nu, \mu) \otimes V)) = 0$ for $i \neq |\lambda| - |\lambda'|$. Since $V(\lambda, \mu)$ is a direct summand in $\text{soc}(V(\nu, \mu) \otimes V)$, we prove that condition (2) holds for $V(\lambda, \mu)$. □

Recall that $T = \bigoplus T^{p,q}$. Set $T_{> k} = \bigoplus_{p+q>k} T^{p,q}$ and $T_{\leq k} = \bigoplus_{p+q\leq k} T^{p,q}$. Let also

$$A_{(k)} = \{ \varphi \in \text{End}_g T \mid \varphi(T_{> k}) = 0 \}.$$  

Clearly, $A_{(k)} \simeq \text{End}(T_{\leq k})$. By $A_{(k)}\text{-mod}$ we denote the category of finite-dimensional $\mathbb{Z}_2$-graded $A_{(k)}$-modules.

We have a chain of monomorphisms

$$A_{(1)} \subset A_{(2)} \subset \ldots$$

Note that the unit of $A_{(k)}$ does not map to the unit of $A_{(k+1)}$ under the embedding $A_{(k)} \hookrightarrow A_{(k+1)}$. We set

$$A = \lim_{\longrightarrow} A_{(k)}, \quad A\text{-mod} = \lim_{\longrightarrow} (A_{(k)}\text{-mod})$$

Note that $A$ is not unital and that the category $A\text{-mod}$ consists of all finite-dimensional $\mathbb{Z}_2$-graded $A$-modules $X$ such that $AX = X$.

**Theorem 6.2.** The functors $\text{Hom}_g(\cdot, T)$ and $\text{Hom}_A(\cdot, T)$ establish an antiequivalence of the categories $\text{Trep}^k g$ and $A\text{-mod}$.

**Proof.** Recall that $\text{Trep}^k g = \lim_{\longrightarrow} \text{Trep}^k g$. By Proposition 4.10 and Corollary 4.13, $T_{\leq k}$ is an injective cogenerator of $\text{Trep}^k g$. In order to prove the statement, it is sufficient to show that the functors $\Phi := \text{Hom}_g(\cdot, T_{\leq k})$ and $\Psi := \text{Hom}_{A_{(k)}}(\cdot, T_{\leq k})$ establish an antiequivalence of the categories $\text{Trep}^k g$ and $A_{(k)}\text{-mod}$. We have that $\Phi$ is an exact functor since $T_{\leq k}$ is an injective module in $\text{Trep}^k g$. Therefore, $\Psi \Phi$ is a left exact functor, and $\Phi \Psi$ is a right exact functor.

We first note that for all $X \in A_{(k)}\text{-mod}$ and $M \in \text{Trep}^k g$ we have isomorphisms

$$\text{Hom}_A(X, \Phi M) \simeq \text{Hom}_{A \times g}(X \otimes M, T_{\leq k}) \simeq \text{Hom}_g(M, \Psi X).$$

Using the isomorphisms

$$\text{Hom}_g(\Psi X, \Psi X) \simeq \text{Hom}_A(X, \Phi \Psi X), \quad \text{Hom}_A(\Phi M, \Phi M) \simeq \text{Hom}_g(M, \Psi \Phi M),$$

we define morphisms $\alpha_X : X \rightarrow \Phi \Psi X$ and $\beta_M : M \rightarrow \Psi \Phi M$. To complete the proof, it is sufficient to verify that $\alpha_X$ and $\beta_M$ are isomorphisms for all $X \in A_{(k)}\text{-mod}$ and all $M \in \text{Trep}^k g$. Note that this is true for simple modules by Corollary 4.13.
We first prove that \( \beta_M \) is an isomorphism using induction on the length of \( M \). As mentioned above, \( \beta_M \) is isomorphism for simple modules \( M \) which implies the base case. Let
\[
0 \longrightarrow N \longrightarrow M \xrightarrow{\sigma} L \longrightarrow 0
\]
be a short exact sequence of modules in \( \text{Trep}^k \mathfrak{g} \). Consider the induced diagram
\[
\begin{array}{ccccccccc}
0 & \longrightarrow & N & \longrightarrow & M & \xrightarrow{\sigma} & L & \longrightarrow & 0 \\
& & \downarrow{\beta_N} & & \downarrow{\beta_M} & \downarrow{\beta_L} & & & \\
0 & \longrightarrow & \Psi \Phi N & \longrightarrow & \Psi \Phi M & \xrightarrow{\Psi \Phi(\sigma)} & \Psi \Phi L & \longrightarrow & 0
\end{array}
\]
By the induction hypothesis, \( \beta_N \) and \( \beta_L \) are isomorphisms. Therefore \( \beta_L \sigma \) is surjective which implies that \( \Psi \Phi(\sigma) \) is surjective. By the Five Lemma, \( \beta_M \) is an isomorphism.

We last show that \( \alpha_X \) is an isomorphism. Note that \( \alpha_{A(k)} \) is an isomorphism and hence \( \alpha_Z \) is an isomorphism for any free \( A(k) \)-module \( Z \) of finite rank. Any \( X \) in \( A(k)\text{-mod} \) can be included in a short exact sequence
\[
0 \longrightarrow Y \xrightarrow{\tau} Z \xrightarrow{\varphi} X \longrightarrow 0
\]
for some free \( A(k) \)-module \( Z \) of finite rank. Consider the induced diagram
\[
\begin{array}{ccccccccc}
0 & \longrightarrow & Y & \xrightarrow{\tau} & Z & \xrightarrow{\varphi} & X & \longrightarrow & 0 \\
& & \downarrow{\alpha_Y} & & \downarrow{\alpha_Z} & \downarrow{\alpha_X} & & & \\
& & \Phi \Psi Y & \xrightarrow{\Phi \Psi(\tau)} & \Phi \Psi Z & \xrightarrow{\Phi \Psi(\varphi)} & \Phi \Psi X & \longrightarrow & 0
\end{array}
\]
Since \( \alpha_Z \) is an isomorphism, \( \alpha_X \) is surjective for any module \( X \). In particular, \( \alpha_Y \) is surjective. On the other hand, \( \Phi \Psi(\tau) \alpha_Y = \alpha_Z \tau \) is injective and thus \( \alpha_Y \) and \( \Phi \Psi(\tau) \) are injective as well. By the Five Lemma, \( \alpha_X \) is an isomorphism. \( \square \)

**Proposition 6.3.** \( A(k) \) is a Koszul self-dual superalgebra.

**Proof.** We follow the notation and definitions of Section 2 of [1]. The Koszulity of \( A_k \) follows from the Koszulity of \( \text{Trep}^k \mathfrak{g} \). Then
\[
A(k) = \bigoplus_{r \geq 0} A'_{(k)}
\]
where \( A'_{(k)} = \bigoplus_{p+q \leq r} C(p, q, r) \). In particular, \( A^0_{(k)} = \bigoplus_{p+q \leq r} \mathcal{H}_{p,q} \) is a semisimple superalgebra. From Lemma 5.2,
\[
C(1,1,1) \otimes_{\mathcal{H}_{1,1}} \mathcal{H}_{p,q} \simeq C(p, q, 1).
\]
Furthermore,
\[
C(p - 1, q - 1, 1) \otimes_{\mathcal{H}_{p-1, q-1}} C(p, q, 1) \simeq (C(1,1,1) \boxtimes C(1,1,1)) \otimes_{\mathcal{H}_{1,1} \otimes \mathcal{H}_{1,1}} \mathcal{H}_{p,q}.
\]
Therefore,

\[ A^1_{(k)} \otimes A^0_{(k)} A^1_{(k)} \simeq \bigoplus_{p+q \leq k} (C(1, 1, 1) \otimes C(1, 1, 1)) \otimes H_{1,1} \otimes H_{1,1} H_{p,q}. \]

and the quadratic relations submodule of \( A^1_{(k)} \otimes A^0_{(k)} A^1_{(k)} \) is generated by the elements \( x \otimes y - (-1)^{p(x)p(y)} y \otimes x, x, y \in C(1, 1, 1) \). Let \( B_{(k)} = \left( A^1_{(k)} \right)^{\text{opp}} \) be the Koszul dual of \( A_{(k)} \). Then \( A_{(0)} = B_{(0)}, A_{(1)} = B_{(1)}, \) and

\[ B^1_{(k)} \otimes B^0_{(k)} B^1_{(k)} \simeq A^1_{(k)} \otimes A^0_{(k)} A^1_{(k)}. \]

The quadratic relations submodule of \( B^1_{(k)} \otimes B^0_{(k)} B^1_{(k)} \) is generated by the elements \( x \otimes y + (-1)^{p(x)p(y)} y \otimes x, x, y \in C(1, 1, 1) \).

Let \( U = A^1_{(k)} = B^1_{(k)} \). Then \( A_{(k)} = T(U)/(R) \) and \( B_{(k)} = T(U)/(R^\perp) \). Consider the automorphism \( \gamma \) of \( A^0_{(k)} \) defined by \( s(p, q, i) \mapsto s(p, q, i) \) if \( i > p \), \( s(p, q, i) \mapsto -s(p, q, i) \) if \( i < p \), \( o(p, q, j) \mapsto o(p, q, j) \). Then \( U^{\gamma} = U \) and \( \gamma \) extends to an automorphism \( \tilde{\gamma} : T(U) \to T(U) \) such that \( \tilde{\gamma}(R) = R^\perp \). Hence \( A_{(k)} \) is isomorphic to \( B_{(k)} \).

\[ \square \]

**Corollary 6.4.** We have that

\[ \dim \text{ext}^i(V(\lambda', \mu'), V(\lambda, \mu)) = [\text{soc}^{i+1} Z(\lambda, \mu) : V'(\lambda', \mu')], \]

and the latter are computed in Corollary 5.9.
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