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1 Introduction and summary

The mirror Thermodynamic Bethe Ansatz (TBA) approach is the only tool currently available to determine exact energies of AdS$_5 \times S^5$ string states and, thanks to the AdS/CFT conjecture \cite{1}, scaling dimensions of $\mathcal{N} = 4$ SYM local gauge-invariant composite operators. In essence, the TBA is a set of coupled non-linear integral equations for the so-called Y-functions, whose solutions are expected to yield the spectrum of the corresponding string/gauge theory.

Although the TBA approach\footnote{We will not describe it here, referring the interested reader to the original literature \cite{2, 3} and recent reviews \cite{4–6}.} has been successfully used in the case of two-dimensional relativistic integrable models for quite some time \cite{2}, its application to the AdS$_5 \times S^5$ superstring\footnote{There is currently much evidence in favor of integrability of the AdS$_5 \times S^5$ superstring and $\mathcal{N} = 4$ SYM, see the recent collection of reviews \cite{7} and references therein.} is not straightforward and requires a careful thought. Importantly, the string sigma model is not Lorentz invariant on the two-dimensional world-sheet and, therefore, under the double Wick rotation, which is in the heart of the TBA construction, it transforms into another model, termed in \cite{8} a mirror. The ground state energy of the original string model is then related to the free energy (or Witten’s index, depending on the boundary conditions for fermions) of its mirror. In turn, the free energy and the TBA equations for the ground state is derivable from the so-called string hypothesis \cite{9}, which for the AdS$_5 \times S^5$ mirror model has been formulated in \cite{10}. In this way the ground state TBA equations were obtained \cite{11–14},\footnote{The final missing piece of the TBA which was the mirror dressing phase was provided by \cite{15}.} and in \cite{16} it was shown that the corresponding solution correctly reproduces the vanishing energy of the ground state that corresponds to the protected half-BPS operator of the gauge theory.

The importance of the ground state TBA equations lies in the fact that they admit a generalization to excited states by means of a contour deformation trick which is similar to the analytic continuation procedure of \cite{17}, see also \cite{18}. The contour deformation relies
on an assumption that the set of TBA equations is universal for any state of the model; excited states TBA equations may differ from each other only by a choice of integration contours of convolution terms, and by analytic properties of Y-functions which determine driving terms in the TBA equations once the integration contours are taken back to the real line of the mirror model. TBA equations for string excited states in the $\mathfrak{sl}(2)$ sector have been studied along these lines in \cite{19–23}. In general, Y-functions have quite intricate analytic properties which are currently under investigation \cite{21, 24–26}.

In this paper we continue studies of the mirror TBA approach and make three new observations.

The first observation is on the origin of the large $J$ asymptotic solution. As was emphasized in \cite{27}, in the large $J$ or small $g$ limit, the leading exponential correction to energies of string states should be given by a proper generalization of Lüscher’s formula \cite{28}. Such a generalization to the case of non-Lorentz invariant string sigma model and to string states containing many particles was proposed in \cite{29} and used there to compute the four-loop anomalous dimension of the Konishi operator.\footnote{In the context of the string sigma model Lüscher’s approach received recently a considerable attention, see the review \cite{30} and references therein. The four-loop result for the anomalous dimension of the Konishi operator agrees with the field-theoretic computation \cite{31, 32}.} The corresponding energy correction is given in terms of $Y_Q$-functions that are in turn expressed via transfer matrices $T_{Q,1}(v)$, see eq. (2.1). These transfer matrices are associated with a scattering matrix which scatters a mirror theory $Q$-particle bound state of rapidity $v$ with string theory fundamental particles. In what follows we refer to eq. (2.1) as to the Bajnok-Janik formula. We further recall that Lüscher’s formulae provide an approximation to the exact TBA equations when $Y_Q$-functions are small. Indeed, recently a perfect agreement has been found between Lüscher’s formulae at five loops \cite{33, 34} and the corresponding predictions of the mirror TBA \cite{35, 36}.

In addition to the main $Y_Q$-functions, the TBA equations also involve $Y_{\pm}$, $Y_{M|vw}$ and $Y_{M|w}$-functions, as implied by the string hypothesis \cite{11}. Thus, to know the whole asymptotic solution, one has to also find the asymptotic expressions for $Y_{\pm}$, $Y_{M|vw}$ and $Y_{M|w}$. In this paper we show that the corresponding expressions immediately follow from the Bajnok-Janik formula and the Y-system. We recall that the Y-system is a set of functional relations between Y-functions which is obtained from the ground state TBA equations by applying a certain projection operation \cite{37}. In the context of the string sigma model the corresponding Y-system and the asymptotic solution were conjectured in \cite{38}. The emphasis of our consideration here is on the fact that the asymptotic solution is derivable in a straightforward manner from the Y-system and the Bajnok-Janik formula, see figure 1. In particular, in the process of the derivation, the Bazhanov-Reshetikhin formula \cite{39} and Hirota equations \cite{40} relating various transfer matrices emerge naturally.

Our second observation concerns the construction of excited TBA equations beyond the $\mathfrak{sl}(2)$ sector. As was mentioned above, obtaining excited state TBA equations requires the detailed knowledge of the asymptotic solution. For generic states, the asymptotic solution is constructed in terms of transfer matrices that in addition to physical momenta

\footnote{Here $J$ is a charge of a string state and $g$ is the string tension which is related to the ’t Hooft coupling $\lambda$ as $\lambda = 4\pi^2 g^2$.}
Ground state TBA equations together with the Y-system lead to determination of the whole asymptotic solution. The ground state TBA equations together with the asymptotic solution allow one to engineer excited states TBA equations via the contour deformation trick.

$p_1,\ldots,p_N$ of string theory particles also involve auxiliary variables (roots) which satisfy the so-called auxiliary Bethe equations. We argue that for $J$ finite, a physical state is completely characterized by a set of charges it carries under the global symmetry group and by a set of momenta $p_1,\ldots,p_N$; auxiliary roots, as well as their Bethe equations, are invisible in the mirror TBA approach. Our arguing is based on the fact that all the transfer matrices and, therefore, the asymptotic Y-functions do not exhibit any singular behavior at locations of auxiliary Bethe roots. These roots satisfy auxiliary Bethe equations which guarantee regularity of transfer matrices. As a matter of fact, it is the main rational behind the analytic Bethe ansatz [4] that Bethe equations are derivable from the requirement of analyticity of the corresponding transfer matrices. Of course, the presence of auxiliary Bethe roots affects analytic properties of Y-functions, but only in an indirect way. More precisely, as a first step towards constructing excited states TBA equations, auxiliary roots corresponding to a given asymptotic state must be solved in terms of physical momenta and substituted into asymptotic Y-functions, so the later become functions of $p_1,\ldots,p_N$ and of rapidity $v$. Further, the physical momenta are determined from the main Bethe equations. Finally, upon substituting $p_1,\ldots,p_N$ into asymptotic Y-functions, one has to determine their analytic properties as functions of $v$ and use them to engineer exact TBA equations via the contour deformation trick. We also point out, that the main (asymptotic) Bethe equation for some $p_k$ implies the condition $Y_{1*}^o(p_k) = -1$, where $Y_{1*}^o$ is an asymptotic $Y_1$-function analytically continued to the string theory region. For finite $J$ these asymptotic conditions are replaced by exact Bethe equations $Y_{1*}(p_k) = -1$, where $Y_{1*}$ is an exact Y-function [17, 18]. However, there are no any “exact equations” for determining auxiliary Bethe roots, such equations are not there already for the asymptotic solution because of the above-mentioned analyticity of the asymptotic Y-functions.

Our third observation deals with the issue of the PSU(2, 2|4) symmetry. This symmetry was an important ingredient for conjecturing the all-loop asymptotic Bethe ansatz [41, 42] based on the $\mathfrak{psu}(2|2) \oplus \mathfrak{psu}(2|2)$-invariant S-matrix [43]. In the present paper we argue that PSU(2, 2|4) is automatically built in into the mirror TBA approach, for a simple reason of being also the symmetry of the asymptotic solution. It appears that asymptotic Y-functions are merely invariant under the action of supersymmetry generators, i.e., they
are the same for any member of a given superconformal multiplet. Since the asymptotic
solution is used to build exact TBA equations, the latter should be associated to the whole
superconformal multiplet as well. We also point out, that the relation $L_{TBA} = J + 2$
between the TBA length parameter $L_{TBA}$ and the charge $J$ established in our previous
work [21] has a interesting interpretation — $L_{TBA}$ equals to the maximal $J$-charge in the
supersymmetry multiplet under consideration.

The paper is organized as follows. In section 2 we give a derivation of the asymptotic
solution from the Y-system and the Bajnok-Janik formula. We further explain how to
engineer excited states TBA equations by means of the contour deformation trick. We
also discuss the issue of auxiliary Bethe roots. In section 3 we discuss implementations
of the PSU(2, 2|4) symmetry in the mirror TBA approach. In two appendices we collect
the ground state TBA equations and discuss in detail duality transformation for transfer
matrices, whose explicit expressions in various gradings are also provided.

2 TBA equations and asymptotic solution

The mirror TBA approach is based on a bold assumption that excited states TBA equations
have the universal form for any state. The TBA equations\footnote{\text{For reader’s convenience, the ground state TBA equations and following from them Y-system equations are collected in appendix A.}} may differ from each other
only by a choice of integration contours of convolution terms, and by analytic properties
of Y-functions which determine driving terms in the TBA equations once the integration
contours are taken back to the real line of the mirror model. The driving terms are of the
form $\pm \log S(u_*, v)$ where $u_*$ is either a zero, pole or $-1$ of a Y-function. One can check
that all the driving terms appearing via the procedure are annihilated by the operator $s^{-1}$:
$\log S \cdot s^{-1}(u_*, v) = 0$ for $|v| \leq 2$, and, therefore, Y-functions which solve the excited states
TBA equations also solve the associated Y-system equations.\footnote{\text{The inverse is not true. Most solutions of the Y-system do not solve the TBA equations.}}

Asymptotic solution. For large $J$ the energy of a string state can be found by solving
the Bethe-Yang (BY) equations and taking into account the leading Lüscher’s exponential
corrections. The BY equations depend on momenta of fundamental particles the string
state is composed of (which could be complex if there are bound state particles), and
on auxiliary roots. The auxiliary roots, however, are functions of the momenta, and, as
a result, an $N$-particle string state is completely characterized by the momenta $p_k$ or,
equivalently, by the $u$-plane rapidity variable $u_k$, or by the $z$-torus variables $z_k$. Moreover,
the imaginary parts of the momenta are determined by their real parts, and, therefore, the
number of independent parameters is equal to the number of fundamental and bound state
particles the string state is made of.

Then, at large $J$ the $Y_Q$-functions become exponentially small and can be written in
terms of the $\mathfrak{su}(2|2)$ transfer matrices defined in appendix B as follows [29]

$$
Y_Q^0(v) = \Upsilon_Q(v) T_{Q,-1}(v) T_{Q,1}(v),
$$
\(2.1\)

$$
\Upsilon_Q(v) = \frac{e^{-j\bar{\xi}_Q(v)}}{\prod_{i=1}^N S_{s(2)}^{1+Q}(u_i, v)} = e^{-j\bar{\xi}_Q(v)} \prod_{i=1}^N S_{s(2)}^{1+Q}(v, u_i),
$$

where $v$ is the rapidity variable of the mirror $v$-plane and $\bar{\xi}_Q$ is the energy of a mirror $Q$-particle. Here $S_{s(2)}^{1+Q}$ denotes the $s(2)$-sector S-matrix with the first and second arguments in the string and mirror regions, respectively. The $\text{AdS}_5 \times S^5$ string world-sheet S-matrix is a tensor product of two $\mathfrak{su}(2|2)$-invariant ones, and this results in the appearance of two (in general different) transfer matrices $T_{Q,\pm 1}(v)$ in (2.1). The transfer matrices $T_{Q,\pm 1}$ obviously depend on $u_k$, and the normalization of $T_{1,\pm 1}$ is chosen so that if $u_k$ solve the BY equations then $Y_Q^0(u_k) = -1$.

The asymptotic $Y_Q$-functions (2.1) together with the Y-system equations completely fix the form of all the other $Y$-functions in the large $J$ limit. Indeed, we first notice that for $|v| < 2$ the prefactors $\Upsilon_Q$ in (2.1) satisfy the equations [14]

$$
\Upsilon_Q^+ \Upsilon_Q^- = \Upsilon_{Q-1} \Upsilon_{Q+1}.
$$
\(2.2\)

Thus, for large $J$ the Y-system equation (A.2) takes the form

$$
\frac{T_{1,-1}^+ T_{1,-1}^-}{T_{2,-1}^+ T_{2,-1}^-} = \left(1 - \frac{1}{Y_{-}^+}ight) \left(1 - \frac{1}{Y_{-}^-}\right),
$$
\(2.3\)

and one finds the asymptotic solution for $Y_-$-functions

$$
Y_{-}^{\pm} = -\frac{T_{2,\pm 1}^+}{T_{1,\pm 2}^-}, \quad T_{1,\pm 2} = T_{1,\pm 1}^+ T_{1,\pm 1}^- - T_{2,\pm 1}^-.
$$
\(2.4\)

In the same way eq.(A.4) allows one to get the asymptotic solution for $Y_{Q|vw}$-functions

$$
Y_{Q|vw}^{\pm} = \frac{T_{Q,\pm 1} T_{Q+2,\pm 2}}{T_{Q+1,\pm 2}}, \quad T_{Q+1,\pm 2} = T_{Q+1,\pm 1}^+ T_{Q+2,\pm 1}^- - T_{Q+1,\pm 1} T_{Q+2,\pm 1}^+.
$$
\(2.5\)

Next, moving to eq.(A.7) for $Y_-$, one determines the asymptotic $Y_{1|vw}$-functions

$$
Y_{1|vw}^{\pm}(v) = \frac{T_{1,\pm 2}^+ T_{1,\pm 2}^- - T_{2,\pm 2}^-}{T_{2,\pm 2}^+} = \frac{T_{1,\pm 2}^+ T_{1,\pm 3}^-}{T_{2,\pm 2}^+}, \quad T_{1,\pm 3} = \begin{vmatrix}
T_{1,\pm 1}^+ & 1 & 0 \\
T_{2,\pm 1}^+ & T_{1,\pm 1} & 1 \\
T_{3,\pm 1} & T_{2,\pm 1}^- & T_{1,\pm 1}^-
\end{vmatrix}.
$$
\(2.6\)

Finally, eq.(A.9) for $Y_{1|vw}$-functions and eqs.(A.12) and (A.13) for $Y_{Q|vw}$-functions allow one to find $Y_+$ and the remaining $Y_{Q|vw}$-functions

$$
Y_{+}^{\pm} = -\frac{T_{2,\pm 3} T_{2,\pm 1}^-}{T_{3,\pm 2} T_{1,\pm 2}^-}, \quad Y_{Q|vw}^{\pm} = \frac{T_{1,\pm Q+2} T_{1,\pm Q}}{T_{2,\pm Q} T_{1,\pm Q}},
$$
\(2.7\)

where the transfer matrices $T_{a,\pm s}$ are expressed through $T_{a,\pm 1}$ by means of the Bazhanov-Reshetikhin formula [39]

$$
T_{a,\pm s}(v) = \det_{1 \leq i, j \leq s} T_{a+i-j\pm 1}(v + \frac{i}{g}(s + 1 - i - j)),
$$
\(2.8\)
Here one assumes that $T_{a,\pm 1}$ satisfy the conditions: $T_{0,\pm 1} = 1$ and $T_{a<0,\pm 1} = 0$.

It is worth mentioning that by construction the asymptotic $T$-functions satisfy the T-system or Hirota equations
\begin{equation}
T_{a,s}^+ T_{a,s}^- = T_{a+1,s} T_{a-1,s} + T_{a,s+1} T_{a,s-1}, \quad a > 0, s \neq 0, \tag{2.9}
\end{equation}
where $T_{a,0} = 1$. Clearly, the functions $T_{a,s}$ were constructed from $T_{a,1}$ in a purely algebraic manner, and it remains to be proven that they actually coincide with the transfer matrices corresponding to the representations $(a, s)$ of the centrally-extended $\text{psu}(2|2)$. In the appendix we derive independently an explicit expression for $T_{1,s}$ which can be used to check numerically that it agrees with the one obtained from $T_{a,1}$ by means of (2.8).

Obviously, in the large $J$ limit the negative $s$ $T$-functions are decoupled from the positive $s$ ones. For finite $J$ one takes the exact $Y_Q$-functions to be of the form
\begin{equation}
Y_Q = Y_Q \frac{T_{Q-1} T_{Q+1}}{T_{Q-1,0} T_{Q+1,0}}, \tag{2.10}
\end{equation}
where $T_{Q,\pm 1}$ reduce to the asymptotic ones and $T_{Q,0}$ reduce to 1 in the large $J$ limit. Then one assumes that in addition to the Hirota equations (2.9) the $T$-functions satisfy the following equations
\begin{equation}
T_{a,0}^+ T_{a,0}^- = T_{a+1,0} T_{a-1,0} + Y_a T_{a,1} T_{a,-1}, \quad a > 0, \tag{2.11}
\end{equation}
and expresses all the other $Y$-functions in terms of $T_{a,\pm 1}$ and $T_{a,0}$, or, equivalently, in terms of $T_{1,s}$. Introducing the functions

$Y_{Q,0} = Y_Q$, \quad $Y_{1,-1} = -\frac{1}{Y_{(-)}^1}$, \quad $Y_{1,1} = -\frac{1}{Y_{(+)}^1}$, \\
$Y_{2,-2} = -Y_{(-)}^2$, \quad $Y_{2,2} = -Y_{(+)}^2$, \\
$Y_{Q+1,-1} = \frac{1}{Y_{Q|w}^{(-)}}$, \quad $Y_{Q+1,1} = \frac{1}{Y_{Q|w}^{(+)}}$, \quad $Y_{1,-Q-1} = Y_{Q|w}^{(-)}$, \\
$Y_{1,Q+1} = Y_{Q|w}^{(+)}$, \quad $Y_{a,s} = T_{a,s-1} T_{a,s+1} T_{a-1,s} T_{a+1,s}$, \quad $a > 0, s \neq 0$, \quad $a > 0$, \tag{2.12}

and performing the rescaling mentioned in footnote 8, one can write the relations in the standard form
\begin{equation}
Y_{a,s} = T_{a,s-1} T_{a,s+1} T_{a-1,s} T_{a+1,s}, \tag{2.13}
\end{equation}
It is important to stress that the existence of $T$-functions $T_{a,\pm 1}$ and $T_{a,0}$ which satisfy (2.11) does not follow from anything we know about the AdS$_5 \times$ S$^5$ superstring or $\mathcal{N} = 4$ SYM. Fortunately, this assumption plays no role in constructing excited states TBA equations via the contour deformation trick.

---

*Since $Y_Q$ obey the discrete Laplace equations (2.2), they can be absorbed in the transfer matrices by a proper rescaling, see e.g. [44].*
Engineering TBA equations for any state. In this subsection we formulate the general strategy for engineering excited state TBA equations via the contour deformation trick. It is basically the same as the one we used in [21] to analyze the states from the \( \mathfrak{sl}(2) \) sector. The main new ingredient now is that the description of a generic state by means of the BY equations requires using not only momenta carrying Bethe roots but also a number of auxiliary ones.

1. Start with the BY equations in any grading, e.g., the \( \mathfrak{sl}(2) \) or \( \mathfrak{su}(2) \) ones, and choose a charge \( J \), a number of fundamental particles \( N = K^I \) and a set of auxiliary roots numbers \( K^{II}_\alpha \) and \( K^{III}_\alpha \) for the state/operator under consideration. All the other 4 charges of the state are determined by \( J \) and the auxiliary roots numbers. The canonical dimension of the primary operator or the energy of the string state at \( g = 0 \) is given by \( E_0 = \Delta_0 = J + N \).

Solve the BY equations and choose from many solutions the one which corresponds to the state of interest. This state is characterized by a definite set of \( g \)-dependent momenta, and by the set of auxiliary roots numbers \( K^{II}_\alpha \) and \( K^{III}_\alpha \). Auxiliary roots are completely fixed by the momenta, and play no independent role in the description of the state. In practice a solution of the BY equations can be found only numerically for small \( g \).

2. Compute asymptotic T- and Y-functions by using the set of momenta and auxiliary roots for the state, and find the location of zeroes and poles of \( 1 + Y_{a,s} \) and \( Y_{a,s} \) functions in the mirror and string regions. The asymptotic solution can be trusted for finite \( J \) and small \( g \). Note that the grading of the transfer matrices should match the grading of the BY equations used.

3. Choose integration contours and engineer TBA equations for the state so that the asymptotic TBA equations obtained by dropping the terms with \( \log(1 + Y_Q) \) are solved by the asymptotic solution for Y-functions.

4. The exact momenta of fundamental particles are found from the exact Bethe equations \( Y_{1*}(p_k) = -1 \) which are derived by analytically continuing the excited state TBA equation for \( Y_1 \).

Following the steps one can write down (at least in principle) excited states TBA equations for an arbitrary string state or \( \mathcal{N} = 4 \) primary operator.

Some important comments are in order.

- There are no equations to determine the exact location of the auxiliary roots. As we discuss in the next subsection, Y-functions are regular at the locations of auxiliary roots, and do not have neither zeroes, poles or \(-1\)'s there.

- Asymptotic Y-functions have zeroes, poles or \(-1\)'s at other locations, and exact Y-functions have similar properties too. Exact locations of these zeroes, poles and \(-1\)'s
are determined by analytically continuing the TBA equations for corresponding Y-functions to their (approximate) locations, and setting the Y-functions there to 0, \( \infty \) or \(-1\).

- Some zeroes, poles or \(-1\)'s of asymptotic Y-functions might be spurious and be absent in exact Y-functions. For example, the analysis of a state from the \( su(2) \)-sector composed of a fundamental particle and a two-particle bound state shows [26] that auxiliary Y-functions may have some zeroes, poles or \(-1\)'s whose contributions to the TBA equations should not be included. These spurious zeroes, poles or \(-1\)'s are outside the physical strip and related to asymptotic \( Y_\pm \) functions and probably to \( T_{2,3} \) and \( T_{3,2} \) which are on the boundary of the T-hook.

- The energy spectrum computed by using the asymptotic Bethe equations is very degenerate. Most of this degeneracy is however lifted as soon as the leading exponential corrections are taken into account.

As an example, let us consider the states which have \( K^I = 4 \), \( K^\| = 2 \) and \( K^\| = 0 \). There are obviously three possible \( y \)-root distributions: (i) \( K^\| = 0, K^\| = 2 \), (ii) \( K^\| = 2, K^\| = 0 \), (iii) \( K^\| = 1, K^\| = 1 \). Since \( K^\| = 0 \) all the \( y \)-roots satisfy one and the same equation (3.2). There are two solutions, \( y_1 \) and \( y_2 \), to this equation not equal to 0 or \( \infty \). Let one of the \( y \)-roots be equal to \( y_1 \), and the other to \( y_2 \). The next step is to find a solution to the main Bethe equation (3.1). This equation involves all the \( y \)-roots, and, therefore, the solution is the same for any of the three states. Thus, the asymptotic energies of these states are the same. The states (i) and (ii) correspond to conjugate representations and therefore have equal energies also for finite \( J \) and \( g \). On the other hand, computing the \( Y_Q \)-functions for the third state one finds that they are different from those for the first two states. Thus, already the leading exponential correction would lift the asymptotic degeneracy of the spectrum.

We conclude this discussion with a word of caution. The procedure described above has so far been tested only for states composed of fundamental particles with real momenta. If some of the momenta are complex, that is there are bound states, then in the large \( J \) limit some of the asymptotic \( Y_Q \)-functions constructed via eq.(2.1) develop singularities on the real line of the mirror theory. Therefore, strictly speaking, eq.(2.1) does not provide a large \( J \) asymptotic solution of TBA equations. We believe however that for finite \( J \) and small \( g \) eq.(2.1) or its mild modification can still be used to construct TBA and exact Bethe equations. This issue is currently under investigation [26].

**Auxiliary roots and T- and Y-functions.** In this subsection we discuss whether the locations of auxiliary roots \( y_k^{(a)} \) and \( w_k^{(a)} \) are encoded in any way in analytic properties of T- and Y-functions. A naive expectation would be that some of the auxiliary Y-functions should be equal to \(-1\) just as \( Y_1(u_k) = -1 \) at the locations of the main Bethe roots. We will see that this is not the case and all T- and Y-functions are regular for any value of \( v \) related to the auxiliary roots \( y_k^{(a)}, w_k^{(a)} \) by the shifts of the form \( in/g \) for integer \( n \).
Regularities of transfer matrices at locations of auxiliary Bethe roots is a well-known fact, and our discussion below is given mainly to illustrate our conclusions.

It is sufficient to consider only the roots with $\alpha = +$ which will be denoted as $y_k, w_k$. For definiteness we discuss transfer matrices in the mirror $v$-plane. The same conclusions are reached by considering the analytic continuation of the transfer matrices to the string $u$-plane.

We begin the discussion with $T_{1,1}$. It is written in the form, see appendix B

$$T_{1,1}(v) = \mathcal{M}_1(v)\Omega_1(v),$$

(2.14)

where the normalization factor

$$\mathcal{M}_1(v) = \prod_{i=1}^{K^II} \frac{y_i - x^-}{y_i - x^+} \sqrt{\frac{x^+}{x^-}}$$

(2.15)

is necessary to provide a proper normalization of $Y_1$-functions, and

$$\Omega_1(v) = 1 + \sum_{i=1}^{K^II} \frac{v - \nu_i + \frac{i}{2}}{v - \nu_i - \frac{i}{2}} \prod_{i=1}^{K^I} \frac{(x^- - x_i^-)(1 - x^- x_i^+)}{(x^+ - x_i^-)(1 - x^+ x_i^+)} \frac{x^+}{x^-} - \prod_{i=1}^{K^I} \frac{x^+ - x_i^+}{x^+ - x_i^-} \sqrt{\frac{x_i^-}{x_i^+}} \times \left\{ \prod_{i=1}^{K^III} \frac{w_i - v - \frac{2i}{g}}{w_i - v} + \prod_{i=1}^{K^II} \frac{v - \nu_i + \frac{i}{2}}{v - \nu_i - \frac{i}{2}} \prod_{i=1}^{K^III} \frac{w_i - v + \frac{2i}{g}}{w_i - v} \right\}$$

(2.16)

is normalized so that $\Omega_1(u_k) = 1$. This guarantees that the asymptotic $Y_Q$-functions satisfy the conditions $Y_{1,\nu}(u_k) = -1$ if the main Bethe roots $u_k$ solve the BY equations.

Since $\nu_k = y_k + 1/y_k$, potential singularities of $T_{1,1}$ may occur either at $v = \nu_k \pm \frac{i}{g}$ or at $v = w_k$. One can readily show that $T_{1,1}$ is regular at $v = w_k$ due to the auxiliary equations for the roots $w_k$. As to $v = \nu_k \pm \frac{i}{g}$, there are two cases $y_k = x(\nu_k)$ and $y_k = 1/x(\nu_k)$ to be discussed. In the first case one can easily see that a potential pole at $v = \nu_k + \frac{i}{g}$ cancels out due to the normalization factor $\mathcal{M}_1$, and $T_{1,1}(v)$ is regular at $v = \nu_k + \frac{i}{g}$. Then, one can check that the potential pole in the normalization factor at $v = \nu_k - \frac{i}{g}$ cancels out due to the auxiliary Bethe equations for $\nu_k$. In the second case the normalization factor is regular for any $v$ but there still exists a potential pole at $v = \nu_k + \frac{i}{g}$. A careful analysis of the residue of $T_{1,1}$ at $v = \nu_k + \frac{i}{g}$ shows that it vanishes due to the auxiliary Bethe equations for $\nu_k$, and, therefore $T_{1,1}$ is regular at $v = \nu_k + \frac{i}{g}$. One can also show in a similar way that $1/T_{1,1}$ is regular at all these points. Thus, both $T_{1,1}$ and $1/T_{1,1}$ are regular for any value of $v$ related to the auxiliary roots $y_k, w_k$. The same consideration shows that any asymptotic transfer matrix $T_{a,1}$ and its inverse are also regular. Since $T_{a,s}$ are expressed via $T_{a,1}$ by means of the BR formula, we conclude that any $T_{a,s}$ is regular for any value of $v$ related to the auxiliary roots $y_k, w_k$. One can also check that $1/T_{a,s}$ is regular for these values of $v$.

The regularity of $T_{a,s}$ and $1/T_{a,s}$ immediately implies that no $Y$-function can have either zero or pole or be equal to $-1$ at these $y_k, w_k$ related locations. Hence, we are to conclude that there are no exact Bethe equations for auxiliary roots, and they are just invisible in the TBA equations. Another evidence why this should be the case is that the number of auxiliary $y$-roots depends on the grading used, and, e.g., an $N$-particle state
from the $\mathfrak{su}(2)$ sector has no auxiliary roots if one uses the $\mathfrak{su}(2)$ grading and $2N$ $y$-roots if one uses the $\mathfrak{sl}(2)$ grading. The asymptotic Y-functions are independent of the grading because as we show in appendix B the transfer matrices in the $\mathfrak{sl}(2)$ and $\mathfrak{su}(2)$ grading can be obtained one from another by a duality transformation, and therefore, they are just equal on the solutions of the corresponding auxiliary Bethe equations. Thus, it would be unclear why one should have some extra equations for the auxiliary roots if one uses the $\mathfrak{su}(2)$ grading.

To summarize, a physical state is completely characterized by a set of momenta of particles it is made of, and a set of auxiliary roots numbers $K_{\alpha}^{I}$ and $K_{\alpha}^{III}$, while the auxiliary roots are definite functions of the momenta. As a result, the eigenvalues of transfer matrices and Y-functions are also determined by the values of the momenta, and the location of the auxiliary roots is not reflected in their analytic properties.

### 3 Implementation of the PSU(2, 2|4) symmetry

Here we discuss the issue of the PSU(2, 2|4) symmetry in the mirror TBA approach. We start with the asymptotic Bethe Ansatz equations in the $\mathfrak{sl}(2)$ grading [41]. The main Bethe equations have the form

$$1 = e^{iJp_k} \prod_{l \neq k}^{K^I} S_{\mathfrak{sl}(2)}(u_k, u_l) \prod_{l=1}^{K^II} x_k^+ - y_l(-) \prod_{l=1}^{K^II} x_k^- - y_l(+) \sqrt{x_k^+ - y_l(-)} \sqrt{x_k^- - y_l(+)}.$$  \hspace{1cm} (3.1)

These equations are supplied with auxiliary Bethe equations for the roots $y^{(\alpha)}$ and $w^{(\alpha)}$:

$$\prod_{i=1}^{K^I} y_k^{(\alpha)} - x_i^+ \sqrt{x_i^+} = \prod_{i=1}^{K^II} w_k^{(\alpha)} - \nu^{(\alpha)}_k - \frac{i}{g}, \hspace{1cm} (3.2)$$

$$\prod_{i=1}^{K^II} w_k^{(\alpha)} - \nu^{(\alpha)}_k + \frac{i}{g} = -\prod_{i=1}^{K^III} w_k^{(\alpha)} - w_i^{(\alpha)} + \frac{2i}{g}. \hspace{1cm} (3.3)$$

Here we introduced a concise notation $\nu^{(\alpha)}_k = \frac{y^{(\alpha)}_k}{y_k} + \frac{1}{y_k}$. Solutions are therefore characterized by the following five excitation numbers

$$(K^III, K^II, K^I, K^II|K^II).$$

The number $K^I$ is a number of momentum-carrying particles, while $K^II$ and $K^III$ give the weights of four SU(2) subgroups which represent a manifest symmetry of the string sigma model in the light-cone gauge. The SU(4) weights $[q_1, p, q_2]$ and the spins $[s_1, s_2]$ of the corresponding excited state are

$$q_1 = K^{II} - 2K^{III} \hspace{2cm} s_1 = K^I - K^{II}$$

$$p = J - \frac{1}{2} (K^I + K^{II}) + K^+_\alpha + K^-_\alpha \hspace{2cm} s_2 = K^I - K^{II}$$

$$q_2 = K^+_\alpha - 2K^{III} \hspace{2cm}$$

$$s_2 = K^I - K^{II} \hspace{2cm} (3.4)$$

---
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Instead of weights of \( su(4) \) one can use the weights \((J_1, J_2, J_3)\) of SO(6) and the relation between the two is

\[
J ≡ J_1 = \frac{1}{2}(q_1 + 2p + q_2), \quad J_2 = \frac{1}{2}(q_1 + q_2), \quad J_3 = \frac{1}{2}(q_2 - q_1). \tag{3.5}
\]

Now we are ready to discuss the realization of the PSU(2, 2|4) symmetry on asymptotic solutions. First, we recall that this symmetry can be consistently realized only on physical states \([41] \), i.e. those which satisfy the level-matching condition. As can be seen from eqs. (3.2) and (3.3), such states might have a certain number of roots \( \nu^{(\alpha)} \) and \( w^{(\alpha)} \) located at infinity.\(^9\) Second, the states belonging to the same multiplet must have the one and the same anomalous dimension and canonical dimensions which might differ from each other by a half-integer only. For the light-cone string sigma model the dispersion relation is

\[
E = J + \sum_{k=1}^{K^I} \sqrt{1 + 4g^2 \sin^2 \frac{p_k}{2}}. \tag{3.6}
\]

For \( g = 0 \) the last formula gives the canonical dimension of the corresponding gauge theory operator, while the difference \( E - J - K^I \) corresponds to the anomalous dimension. Thus, adding particles with zero momentum changes the canonical dimension, but does not influence the anomalous one and therefore should correspond to passing to a different member of a supersymmetry multiplet. Note that \( p = 0 \) corresponds to \( u = \infty \) in the standard \( u \)-plane parametrization of the momentum.

What was said above motivates the following treatment of the PSU(2, 2|4) symmetry on the asymptotic solutions. We assume that every multiplet of PSU(2, 2|4) has a unique regular representative among the solutions of the Bethe ansatz equations. Regularity means that all Bethe roots \((\vec{u}, \vec{\nu}^{(\alpha)}, \vec{w}^{(\alpha)})\) of the corresponding solution are finite. The regular representative\(^10\) is a primary state of the bosonic subgroup \( SU(2) \times SU(2) \times SU(2) \times SU(2) \) and it carries excitation numbers \( K^I, K_{\alpha}^{II} \) and \( K_{\alpha}^{III} \). All the other states in the multiplet are obtained by adding roots at infinity. Obviously, the regular representative has a minimal number of Bethe roots.

In spite of the fact that irregular states in a supermultiplet have excitation numbers different from the regular ones, they must be nevertheless described by the same Bethe equations as for the regular state. From the main equation (3.1), one sees that adding a particle with \( p = 0 \) does not influence this equation at all, since for this value of momentum \( x^+/x^- = 1 \). The situation is different for \( y \)-roots: Adding a single \( y = \infty \) root will leave eq. (3.1) invariant only if the original charge \( J \) will be replaced as \( J \rightarrow J - \frac{1}{2} \). Oppositely, adding a single \( y = 0 \) root requires a shift \( J \rightarrow J + \frac{1}{2} \). Hence, there is a correlation between the number of irregular \( y \)-roots and the charge \( J \) of the corresponding state. Finally, we note that adding any number of irregular \( y \)- or \( w \)-roots does not influence the auxiliary Bethe equations for a regular physical state.

It is of interest to determine the Bethe root content and weights (Dynkin labels) of the superconformal primary state corresponding to a given regular state. The structure of a

\(^9\) Obviously, the corresponding roots \( y^{(\alpha)} \) can be located at either zero or infinity.

\(^{10}\) Which primary state is regular depends on the grading chosen.
generic superconformal multiplet is such that primary states with respect to the conformal
group are in correspondence with states which are obtained by acting on the superconformal
primary with all possible combinations of 16 Poincaré supercharges. A superconformal
primary state has obviously the lowest canonical dimension in the multiplet. To understand
the action of the Poincaré supercharges, it is convenient to split them into two groups. We
recall that in the uniform light-cone gauge \( x^+ = \tau \), where \( \tau \) is the world-sheet time,
the supercharges are naturally divided with respect to their dependence on the unphysical
field \( x^- \): they are either kinematical (independent of \( x^- \)) or dynamical (dependent on \( x^- \)).
Kinematical supercharges do depend on \( x^+ \) and, for this reason, they do not commute with
the world-sheet Hamiltonian \( H = E - J \), while dynamical supercharges are independent of
\( x^+ \) and commute with \( H \). In the tables 1 and 2 we presented the weights of the kinematical
and dynamical supercharges, respectively, as well as their action on the excitation numbers.

Concerning kinematical supercharges, one can see that any such supersymmetry gen-
erator raises the number of zero momentum particles by one and, on the other hand, never
lowers all the other excitation numbers. More specifically, acting with one of these super-
charges adds in total either one or three irregular \( y \)-roots, depending on a supercharge under
consideration. Thus, when applied to a superconformal primary state these supercharges
always add further irregular roots and, therefore, can never generate the corresponding
regular state.

Note that we can easily determine the location of irregular \( y \)-roots created by the
action of a kinematical supercharge. Since acting with such a charge leads to the shift
\( J \rightarrow J - \frac{1}{2} \), we conclude from our consideration of the main Bethe equation that for a
charge generating a single \( y \)-root the latter must be at infinity, while for one generating
three \( y \)-roots, two of them must be at infinity and one at zero.

The situation with dynamical generators is a bit different. They do not change the
value of \( K^I \), as they simultaneously raise \( E \) and \( J \) by \( 1/2 \). As one can see from table 2,
there are four supercharges which have non-negative excitation numbers, and, for the
same reason as for kinematical supercharges, they cannot generate a regular state from its
superconformal primary. Any of the remaining four supercharges lowers \( K^{II} \) by one and

\[ \Delta K^{II} = \frac{1}{2}, 1 \pm \frac{1}{2} \]

\[ \Delta K^{III} = 0, \pm \frac{1}{2} \]

| Charge | Weights | \( \Delta K^{II} \) | \( \Delta K^{III} \) | \( \Delta K^{I+} \) |
|--------|---------|-----------------|-----------------|-----------------|
| \( Q_3^a \) | \([0, -1, 1]_{(\pm \frac{1}{2}, 0)}\) | \(0_{\frac{1}{2}}, 2_{-\frac{1}{2}}\) | \(1_{\frac{1}{2}}, 1_{-\frac{1}{2}}\) | \(0_{\frac{1}{2}}, 1_{-\frac{1}{2}}\) |
| \( Q_4^a \) | \([0, 0, -1]_{(\pm \frac{1}{2}, 0)}\) | \(0_{\frac{1}{2}}, 2_{-\frac{1}{2}}\) | \(1_{\frac{1}{2}}, 1_{-\frac{1}{2}}\) | \(1_{\frac{1}{2}}\) |
| \( Q_{1\dot{a}} \) | \([-1, 0, 0]_{(0, \pm \frac{1}{2})}\) | \(1_{\frac{1}{2}}\) | \(0_{\frac{1}{2}}, 2_{-\frac{1}{2}}\) | \(0_{\frac{1}{2}}, 1_{-\frac{1}{2}}\) |
| \( Q_{2\dot{a}} \) | \([1, -1, 0]_{(0, \pm \frac{1}{2})}\) | \(1_{\frac{1}{2}}, 1_{-\frac{1}{2}}\) | \(0_{\frac{1}{2}}, 2_{-\frac{1}{2}}\) | \(0_{\frac{1}{2}}, 1_{-\frac{1}{2}}\) |

Table 1. Kinematical Poincaré supercharges. These supercharges decrease \( J \) by \( -1/2 \) and increase
\( K^I \) by 1, they never decrease \( K^{II} \) and \( K^{III} \). Here \( \Delta K^{II} \) and \( \Delta K^{III} \) denote the change of the
corresponding excitation numbers under the action of a supercharge.

11 Conformal supercharges annihilate a superconformal primary state.
Table 2. Dynamical Poincaré supercharges. These supercharges do change the value of \( K^I \), but they raise both \( J \) and the canonical dimension by 1/2. There exists four supercharges which lower \( K^{II} \) by 1.

leaves intact or lowers \( K^{III} \) by one. It is these generators we are most interested in, because their application to a superconformal primary state decreases the number of irregular roots and, therefore, can produce a regular state. It is also clear that we should apply all these four generators to a superconformal primary to get the regular one, as in the opposite case, there remains a possibility to further lower the number of irregular roots. Denote by \( E_{hws} \) and \( J_{hws} \) the charges of a superconformal primary, which is the highest weight state of a supersymmetry multiplet, and by \( E_{reg} \) and \( J_{reg} \) the charges of the corresponding regular state. Hence, we conclude that

\[
E_{hws} = E_{reg} - 2, \quad J_{hws} = J_{reg} - 2. \quad (3.7)
\]

Also, the relationship between the corresponding excitation numbers is

\[
K_{reg}^I = K_{hws}^I, \quad K_{\alpha, reg}^{II} = K_{\alpha, hws}^{II} - 2, \quad K_{\alpha, reg}^{III} = K_{\alpha, hws}^{III} - 1 \quad (3.8)
\]

for both \( \alpha \). Our discussion of the main Bethe equation together with the relation \( J_{hws} = J_{reg} - 2 \) implies that four irregular \( y \)-roots which distinguish a superconformal primary from its regular state must all be located at infinity.

Similar to what has been done for kinematical generators, we can now establish locations of irregular \( y \)-roots created by the action of dynamical generators. Since application of dynamical generators shifts \( J \to J + \frac{1}{2} \), four of them generate four roots at \( y = 0 \), while the other four remove four roots at \( y = \infty \). This leads to the following description of an arbitrary state generated by a superconformal primary \( |hws\rangle \)

\[
\prod (Q_d^{\infty})^{n_d^{d}}(Q_{+0}^{d})^{n_d^{d}}(Q_k^{\infty})^{n_k^{k}}(Q_{+2\infty}^{k})^{n_k^{k}}|hws\rangle, \quad (3.9)
\]

where the integers \( n_d^{d}, \ldots, n_k^{k} \) can take any value from zero to four. Here the upper subscript “\( d \)” or “\( k \)” in the definition of a supercharge \( Q \) specifies if it is dynamical or kinematical, respectively. The subscript of \( Q \) points the location and the number of \( y \)-roots with + and − sign signifying if the corresponding root is added or removed, respectively.

\[\text{The reader can verify this formula for the case of the Konishi multiplet. We recall that the Konishi superconformal primary operator has the canonical dimension } \Delta = 2 \text{ and } J = 0. \text{ It has a regular descendent in the } sl(2) \text{ sector which has } \Delta = 4 \text{ and } J = 2.\]
Taking into account how each supercharge increases or decreases the value of $J$, one finds that such a state has

$$J = J_{hws} + \frac{1}{2}(n_{\infty}^d + n_0^d - n_{\infty,0}^k)$$  \hspace{1cm} (3.10)

and its energy is

$$E = E_{hws} + \frac{1}{2}(n_{\infty}^d + n_0^d + n_{\infty,0}^k).$$  \hspace{1cm} (3.11)

Also, this state has the following number of main particles

$$K^I = K^I_{reg} + n_{\infty}^k + n_{\infty,0}^k.$$  \hspace{1cm} (3.12)

As a check, we get

$$E - J = E_{hws} - J_{hws} + n_{\infty}^k + n_{\infty,0}^k = E_{reg} - J_{reg} + n_{\infty}^k + n_{\infty,0}^k = K^I,$$

i.e. as expected for the free dispersion relation for any member of the multiplet. Further, we see that for the state under consideration a number of irregular roots, denoted by $K^{II}$, is

$$K^{II}_{\infty} = 4 - n_{\infty}^d + n_{\infty}^k + 2n_{\infty,0}^k,$$

$$K^{II}_0 = n_0^d + n_0^k$$  \hspace{1cm} (3.13)

so that the total number of $y$-roots is $K^{II} = K^{II}_{reg} + K^{II}_0 + K^{II}_{\infty}$. This allows one to express $J$ in terms of $J_{reg}$ and the number of irregular $y$-roots

$$J = J_{hws} + 2 + \frac{1}{2}(K^{II}_{\infty} - K^{II}_0) = J_{reg} + \frac{1}{2}(K^{II}_0 - K^{II}_{\infty}).$$  \hspace{1cm} (3.14)

Obviously, this formula is in complete agreement with the fact that the state we consider must have the same Bethe equations as the corresponding regular state.

Now we turn our attention to the large $J$ asymptotic solution of the mirror TBA equations. The asymptotic $Y_Q$-functions for a state of charge $J$ and excitation numbers $K^I$, $K^{II}$ and $K^{III}$ are given by eqs. (2.1). It is important to realize that this expression for $Y_Q$ is valid not only for a regular state, but for any state in the corresponding superconformal multiplet. As we now show, all states in a multiplet have in fact the one and same asymptotic $Y_Q$-functions. First, from the explicit expression (B.1) for transfer matrices $T_{Q,\pm 1}$, one can see that they remain unchanged if one adds any number of infinite roots $u$ or $w^{(a)}$. Second, if a state has a number of $y$-roots $K^{II}_0$ at zero and a number of $y$-roots $K^{II}_{\infty}$ at infinity, then the expression for transfer matrices shows that they are related to the transfer matrices of the corresponding regular state in a very simple fashion

$$T_{Q,+1}T_{Q,-1} = \left(\frac{x^+}{x^-}\right)^{\frac{1}{2}(K^{II}_{\infty} - K^{II}_0)} T_{Q,+,1}^{reg} T_{Q,-1}^{reg}.$$  \hspace{1cm} (3.15)

Accordingly, the $Y_Q$-functions of this state can be written as

$$Y_Q^o = \left(\frac{x^+}{x^-}\right)^{J - J_{reg}} \left(\frac{x^+}{x^-}\right)^{\frac{1}{2}(K^{II}_{\infty} - K^{II}_0)} Y_Q^{o,reg} = Y_Q^{o,reg},$$  \hspace{1cm} (3.16)
where in the last formula we used eq. (3.16). Thus, for all states in a multiplet the $Y_Q$-functions are the same as for the regular state. Since the knowledge of $Y_Q$ allows one to find all the other asymptotic $Y$-functions, we conclude that all states in a superconformal multiplet must share the one and the same asymptotic solution. Moreover, since the excited states TBA equations are engineered by using the analytic properties of the asymptotic $Y$-functions, we conclude that these equations are constructed not for a particular state but rather for a whole supersymmetry multiplet. This implies that the PSU(2, 2|4) symmetry is in some sense built in into the mirror TBA approach, in a similar way as it is for the asymptotic Bethe ansatz.

Now we point out an interesting interpretation of the TBA length parameter $L_{TBA}$. Applying all kinematical generators to a highest weight state of charge $J_{hws}$, in a generic situation $J > 3$, we obtain a state of the lowest $J$-charge, $J = J_{hws} - 4$. Oppositely, acting on $|hws\rangle$ with all dynamical generators produces a state of the highest $J$-charge, $J = J_{hws} + 4$. Thus, the $J$-charge of any state in a generic multiplet obeys inequalities

$$J_{hws} - 4 \leq J \leq J_{hws} + 4 = J_{reg} + 2.$$  \hspace{1cm} (3.19)

As was found in [21], the length parameter $L_{TBA}$ must be related to the $J$-charge of a regular state as

$$L_{TBA} = J_{reg} + 2.$$  

Thus, $L_{TBA}$ simply coincides with the maximal $J$-charge in a supersymmetry multiplet.

One remark is in order. A generic supersymmetry multiplet is obtained by free action of 16 Poincaré supercharges on a highest weight state (a state of the lowest dimension in the multiplet) and arising representations of the maximal bosonic subgroup have Dynkin labels which are obtained by adding the weights of the corresponding supercharges to Dynkin labels of the highest weight state. In the case where the resulting labels turn out to be negative (non-generic multiplets), special rules must be applied to find the corresponding Dynkin content.\footnote{For PSU(2, 2|4) these rules can be found, for instance, in [46].} The Konishi multiplet, which has $J_{hws} = 0$, provides an example of a non-generic multiplet; it has $2^{16}$ states which are organized in 532 representations of the maximal bosonic subgroup of the conformal group. Nevertheless, certain formulas we discussed in this section remain valid for the Konishi multiplet, for instance, the relations (3.7), and also $L_{TBA} = 4$.
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A Simplified TBA equations and Y-system

The simplified TBA equations for the ground state derived in [11, 14] can be written in the following form\(^\text{14}\)

\( \bullet \) \( Q = 1 \)-particle

\[
\log Y_1(v) = \log \left( 1 - \frac{1}{Y_{-}^{(-)}} \right) \left( 1 - \frac{1}{Y_{+}^{(+)}} \right) Y_2 \ast s - \log(1 + Y_2) \ast s \\
- \log \left( 1 - \frac{1}{Y_{-}^{(-)}} \right) \left( 1 - \frac{1}{Y_{+}^{(-)}} \right) \left( 1 - \frac{1}{Y_{+}^{(+)}} \right) Y_2^2 \ast \tilde{K} \ast s \\
- \log (1 + Y_Q) \ast (2 \tilde{K}_Q^\Sigma + \tilde{K}_Q + \tilde{K}_{Q-2}) \ast s + \log Y_1 \ast \tilde{K}_1 \ast s - L \tilde{E} \ast s.
\]

(A.1)

Here and in what follows we use the definitions and conventions from [21].

It has been found [21] that for all the excited states analyzed in the TBA approach the length parameter \( L \) is related to the charge \( J \) carried by a string state as \( L = J + 2 \). We argue in section 3 that the relation between length and charge is universal and holds for any excited state with regular Bethe roots.

Assuming that \(|v| \leq 2\) and acting on (A.1) by the operator \( s^{-1} \), one derives the first Y-system equation

\[
\frac{Y_1^+ Y_1^-}{Y_2} = \frac{\left( 1 - \frac{1}{Y_{-}^{(-)}} \right) \left( 1 - \frac{1}{Y_{+}^{(+)}} \right)}{1 + Y_2},
\]

(A.2)

where we use the notation \( f^\pm = f(v \pm \frac{i}{\tilde{g}} \mp i0) \) and take into account that for \(|v| \leq 2\) only the first line in (A.1) contributes.

\( \bullet \) \( Q \)-particles

\[
\log Y_{Q+1} = \log \left( 1 + \frac{1}{Y_{Q+1}'} \right) \left( 1 + \frac{1}{Y_{Q+1}''} \right) \ast s, \quad Q \geq 1.
\]

(A.3)

This equations lead to the following Y-system equations valid for any \( v \)

\[
\frac{Y_{Q+1}^+ Y_{Q+1}^-}{Y_Q Y_{Q+2}} = \frac{\left( 1 + \frac{1}{Y_{Q+1}'} \right) \left( 1 + \frac{1}{Y_{Q+1}''} \right)}{(1 + Y_Q)(1 + Y_{Q+2})}.
\]

(A.4)

\(^{14}\)We set the regularization parameters \( h_\alpha \) to 0, where the parameter \( \alpha \) takes the values \( \pm \). In our previous papers \( \alpha = 1, 2 \).
\[ y \text{-particles, } \alpha = \pm \log \frac{Y_+^{(a)}}{Y_-^{(a)}}(v) = \log(1 + Y_Q) \ast K_Q, \] (A.5)

\[ \log Y_+^{(a)} Y_-^{(a)}(v) = 2 \log \frac{1 + Y_{1|w}}{1 + Y_{v|w}} \ast s \] (A.6)

\[- \log (1 + Y_Q) \ast K_Q + 2 \log(1 + Y_Q) \ast K_Q^1 \ast s.\]

The AdS/CFT Y-system is incomplete and contains equations only for \( Y_-^{(a)} \)-functions. Their derivation is not straightforward and can be found in [11]. Assuming that \( Y_-^{(a)} \)-functions are analytic in the vicinity of the interval \( |v| \leq 2 \), one gets

\[ Y_-^{(a)+} Y_-^{(a)-} = \frac{1 + Y_{1|w}}{1 + Y_{v|w}} \ast \frac{1}{1 + Y_{1|w}}. \] (A.7)

This assumption is compatible with the kernel \( K_Q \) where the cut is chosen to be for \( |v| \geq 2 \). One can, however, choose the cut to be for \( |v| \leq 2 \), which is in fact more natural if one thinks about Y-functions as being defined on a z-torus. To discuss the asymptotic solution it is easier to use the cut \( |v| \geq 2 \).

- \( M|vw\)-strings: \( M \geq 1 \), \( Y_{0|vw} = 0 \)

\[ \log Y_{M|vw}^{(a)}(v) = -\log(1 + Y_{M+1}) \ast s \] (A.8)

\[ + \log(1 + Y_{M-1|vw})(1 + Y_{M+1|vw}) \ast s + \delta_{M1} \log \frac{1 - Y_-^{(a)}}{1 - Y_+^{(a)}} \ast s,\]

and the Y-system equations

\[ Y_-^{(a)+} Y_-^{(a)-} = \frac{1 + Y_{1|w}}{1 + Y_{v|w}} \ast \frac{1}{1 + Y_{1|w}} \ast \frac{1}{1 + Y_{v|w}} \ast \frac{1}{1 + Y_{M+1}}, \] (A.9)

\[ Y^{(a)+}_M Y^{(a)-}_M = \left(1 + Y^{(a)}_{M-1|w}\right) \left(1 + Y^{(a)}_{M+1|w}\right) \ast s + \delta_{M1} \log \frac{1 - Y^{(a)}_+}{1 - Y^{(a)}_-} \ast s. \] (A.10)

- \( M|w\)-strings: \( M \geq 1 \), \( Y_{0|w} = 0 \)

\[ \log Y_{M|w}^{(a)} = \log(1 + Y_{M-1|w})(1 + Y_{M+1|w}) \ast s + \delta_{M1} \log \frac{1 - Y^{(a)}_+}{1 - Y^{(a)}_-} \ast s. \] (A.11)

and the Y-system equations

\[ Y_-^{(a)+} Y_-^{(a)-} = \left(1 + Y_{1|w}^{(a)}\right) \frac{1 - Y^{(a)}_+}{1 - Y^{(a)}_-} \ast s. \] (A.12)

\[ Y^{(a)+}_M Y^{(a)-}_M = \left(1 + Y^{(a)}_{M-1|w}\right) \left(1 + Y^{(a)}_{M+1|w}\right) \ast s + \delta_{M1} \log \frac{1 - Y^{(a)}_+}{1 - Y^{(a)}_-} \ast s. \] (A.13)
Let us stress again that the equations above are valid only for \(|v| \leq 2\). For other values of \(v\) one should use an analytic continuation, and the resulting equations depend on it.

B Duality transformation and transfer matrices

The duality transformation of the \(y\)-roots can be implemented on the level of transfer matrices and used to obtain explicit expressions for \(T_{a,1}\) and \(T_{1,a}\) in the \(\mathfrak{sl}(2)\) and \(\mathfrak{su}(2)\) gradings. This consideration seems to give support to the statement that auxiliary roots do not play any role for \(T\)-functions because their number and their values change under a duality transformation.

The eigenvalues of the transfer matrix \(T_{a,1}\) in the \(\mathfrak{sl}(2)\)-grading conjectured in [47] were obtained in [48] by using previously found scattering matrices for string bound states. The transfer matrix \(T_{a,1}\) depends on the rapidities \(u_1, \ldots, u_N\) of \(N = K^1\) physical particles and on the rapidity \(v\) of an auxiliary particle that transforms in the bound state representation \((a, 1)\) of \(\mathfrak{psu}(2|2)\). Eigenvalues of \(T_{a,1}\) can be parametrized by a set \((y^{(+)}, w^{(+)})\) of auxiliary roots which satisfy the set (3.2), (3.3) of auxiliary Bethe equations. The \(Y\)-functions also involve the transfer matrices \(T_{a,-1}\), which have the same structure as \(T_{a,1}\) with the replacement \((y^{(-)}, w^{(-)})\) for \((y^{(-)}, w^{(-)})\). Thus, in what follows we consider \(T_{a,1}\) only and, for the sake of simplicity,\(^{15}\) denote the auxiliary roots as \((y, v)\). The transfer matrix \(T_{a,1}\) in the \(\mathfrak{sl}(2)\) grading reads

\[
T_{a,1}^{\mathfrak{sl}(2)}(v) = \prod_{i=1}^{K_{11}} \frac{y_i - x^+}{y_i - x^-} \sqrt{\frac{x^+}{x^-}} \left[ 1 + \prod_{i=1}^{K_{11}} \frac{v - \nu_i + \frac{i}{2} g}{v - \nu_i - \frac{i}{2} g} \prod_{i=1}^{K_{11}} \frac{(x_i - x^-_i)(1 - x_i + x^+_i)}{(x_i - x^+_i)(1 - x_i + x^-_i)} \right] \prod_{k=1}^{a-1} \prod_{i=1}^{K_{11}} \frac{v - \nu_i + \frac{i}{2} a}{v - \nu_i - \frac{i}{2} a} \times \prod_{i=1}^{K_{11}} \frac{v - \nu_i - \frac{i}{2} g}{v - \nu_i + \frac{i}{2} g} \prod_{i=1}^{K_{11}} \frac{x_i - x^+_i}{x_i - x^-_i} \sqrt{\frac{x_i}{x^+_i}} \frac{v - \nu_i - (2k+1-a) \frac{i}{2} g}{v - \nu_i + (a-1) \frac{i}{2} g} \\
- \sum_{k=0}^{a-1} \prod_{i=1}^{K_{11}} \frac{v - \nu_i - \frac{i}{2} a}{v - \nu_i + \frac{i}{2} a} \prod_{i=1}^{K_{11}} \frac{x_i - x^+_i}{x_i - x^-_i} \sqrt{\frac{x_i}{x^+_i}} \frac{v - \nu_i - (2k+1-a) \frac{i}{2} g}{v - \nu_i + (a-1) \frac{i}{2} g} \prod_{i=1}^{K_{11}} \frac{w_i - v + \frac{i}{2} (2k+1-a) \frac{i}{2} g}{w_i - v - \frac{i}{2} (2k+1-a) \frac{i}{2} g} \\
- \sum_{k=0}^{a-1} \prod_{i=1}^{K_{11}} \frac{v - \nu_i - \frac{i}{2} a}{v - \nu_i + \frac{i}{2} a} \prod_{i=1}^{K_{11}} \frac{x_i - x^+_i}{x_i - x^-_i} \sqrt{\frac{x_i}{x^+_i}} \frac{v - \nu_i - (2k+1-a) \frac{i}{2} g}{v - \nu_i + (a-1) \frac{i}{2} g} \prod_{i=1}^{K_{11}} \frac{w_i - v + \frac{i}{2} (2k+1-a) \frac{i}{2} g}{w_i - v - \frac{i}{2} (2k+1-a) \frac{i}{2} g} \right].
\]

In this formula

\[ v = x^+ + \frac{1}{x^-} - \frac{i}{g} a = x^- + \frac{1}{x^+} + \frac{i}{g} a. \]

The variable \(v\) takes values in the mirror theory \(v\)-plane, so that \(x^\pm = x(v \pm \frac{i}{g} a)\) with \(x(v)\) being the mirror theory \(x\)-function. Similarly, \(x_j^\pm = x_s(u_j \pm \frac{i}{g} a)\), where \(x_s\) is the string

\(^{15}\)We will also not distinguished between a transfer matrix and its eigenvalues.
theory $x$-function. The overall factor

$$\mathcal{N}_a(v) = \prod_{i=1}^{K^{II}} \frac{y_i - x^-}{y_i - x^+} \sqrt{\frac{x^+}{x^-}}$$

(B.2)

satisfies $\mathcal{N}_a^+ \cdot \mathcal{N}_a^- = \mathcal{N}_{a-1} \cdot \mathcal{N}_{a+1}$ and is, therefore, a gauge transformation which drops from the auxiliary Y-functions.

Concerning the structure of $\mathcal{T}_{a,1}^{g(2)}$, we point out that the unity occurring in the first line of (B.1) can be considered as coming from the first product (in the square brackets) in the second line with $k = 0$, while the second term in the first line can be considered as coming from the first product in the second line with $k = a$.

To discuss the duality transformation, see e.g. [41, 47, 49] and reference therein, we introduce the following polynomial in the variable $y$ of degree$^{17} K^{I} + 2K^{III}$

$$P(y) = \prod_{i=1}^{K^{I}} (y - x^-_i) \sqrt{\frac{x^+}{x^-_i}} \prod_{i=1}^{K^{III}} y \left( w_i - y - \frac{1}{y} + \frac{i}{g} \right)$$

$$- \prod_{i=1}^{K^{II}} (y - x^+_i) \prod_{i=1}^{K^{III}} y \left( w_i - y - \frac{1}{y} - \frac{i}{g} \right).$$

(B.3)

This polynomial has $K^{II}$ roots $y_i$ that are solutions of the Bethe equations (3.2). Therefore, this polynomial can be written in the form

$$P(y) = c \prod_{i=1}^{K^{II}} (y - y_i) \prod_{i=1}^{\tilde{K}^{II}} (y - \tilde{y}_i).$$

(B.4)

Here $\tilde{K}^{II} = K^{I} - K^{II} + 2K^{III}$ is the number of the dual roots $\tilde{y}_i$. Thus, the ratio

$$R(y) = \frac{P(y)}{\prod_{i=1}^{K^{II}} (y - y_i) \prod_{i=1}^{\tilde{K}^{II}} (y - \tilde{y}_i)} = c$$

(B.5)

is a constant independent of $y$. As a result, one has $R(a) = R(b)$ for any $a$ and $b$, that is

$$\prod_{i=1}^{K^{II}} \frac{y_i - a}{y_i - b} = \frac{P(a)}{P(b)} \prod_{i=1}^{\tilde{K}^{II}} \frac{\tilde{y}_i - b}{\tilde{y}_i - a}.$$  

(B.6)

In particular,

$$R(x^+) = R(x^-), \quad R(1/x^+) = R(1/x^-),$$

yielding

$$\prod_{i=1}^{K^{II}} \frac{y_i - x^-}{y_i - x^+} = \frac{P(x^-)}{P(x^+)} \prod_{i=1}^{\tilde{K}^{II}} \frac{\tilde{y}_i - x^+}{\tilde{y}_i - x^-}, \quad \prod_{i=1}^{K^{II}} \frac{y_i - 1}{x^-} = \frac{P(1/x^-)}{P(1/x^+)} \prod_{i=1}^{\tilde{K}^{II}} \frac{\tilde{y}_i - 1}{x^-}.$$  

(B.8)

$^{16}$The derivation of the dual form of the Bethe equations basically repeats the one performed in section 3 of [47], and is presented here just for completeness.

$^{17}$To simplify the derivation, we assume that the level-matching condition is not imposed. We impose the level-matching condition after the duality transformation is done.
We start with showing how the auxiliary Bethe equations (3.2) and (3.3) are dualized. By construction, \( \tilde{y}_k \) is a root of \( P(y) \), i.e. \( P(\tilde{y}_k) = 0 \), which is nothing else but the Bethe equations for \( \tilde{y}_k \):

\[
\prod_{i=1}^{K} \frac{\tilde{y}_k - x_i^-}{\tilde{y}_k - x_i^+} \sqrt{\frac{x_i^+}{x_i^-}} = \prod_{i=1}^{K} \frac{w_i - \tilde{v}_k - \frac{i}{g}}{w_i - \tilde{v}_k + \frac{i}{g}},
\]

(B.9)

where \( k = 1, \ldots, K \). Next, introducing \( x^\pm(w) \)

\[
w \pm \frac{i}{g} = x^\pm(w) + \frac{1}{x^\pm(w)},
\]

(B.10)

we factorize

\[
w_k - y - \frac{1}{y} \pm \frac{i}{g} = (x^+(w_k) - y) \left( 1 - \frac{1}{yx^+(w_k)} \right).
\]

(B.11)

Thus,

\[
\prod_{i=1}^{K} \frac{w_k - v_i + \frac{i}{g}}{w_k - v_i - \frac{i}{g}} = \prod_{i=1}^{K} \frac{(y_i - x^+(w_k))(y_i - x^+(w_k))}{(y_i - x^+(w_k))(y_i - x^+(w_k))}
\]

\[
\prod_{i=1}^{K} \frac{w_k - v_i + \frac{i}{g}}{w_k - v_i - \frac{i}{g}} = \prod_{i=1}^{K} \frac{w_k - v_i + \frac{i}{g}}{w_k - v_i - \frac{i}{g}}
\]

(B.12)

Therefore, the Bethe equations (3.3) acquire the form

\[
\prod_{i=1}^{K} \frac{w_k - v_i + \frac{i}{g}}{w_k - v_i - \frac{i}{g}} = \prod_{i=1}^{K} \frac{w_k - v_i + \frac{i}{g}}{w_k - v_i - \frac{i}{g}}
\]

(B.13)

By using eq. (B.3), it is easy to compute

\[
P(x^+(w_k))P\left(\frac{1}{x^+(w_k)}\right) = \prod_{i=1}^{K} \frac{(x^+(w) - x_i^+)}{1 - x_i^+x^+(w_k)} \prod_{i=1}^{K} \frac{(w_k - w_i + \frac{2i}{g})^2}{w_k - w_i - \frac{2i}{g}}
\]

(B.14)

Substituting this formula into (B.13), we obtain the dualized auxiliary Bethe equations

\[
\prod_{i=1}^{K} \frac{w_k - v_i + \frac{i}{g}}{w_k - v_i - \frac{i}{g}} = \prod_{i=1}^{K} \frac{w_k - v_i + \frac{i}{g}}{w_k - v_i - \frac{i}{g}}
\]

(B.15)

Let us now discuss the duality transformation of \( T^{a(2)}_{a,1} \). For the simplest case of \( T_{1,1} \) the transformation was used in section 5 of [47]. To perform this transformation, we combine
the term with \( k = 0 \) from the third line with the unit in the first line, also, the term with \( k = a - 1 \) from the forth line will be combined with the second term in the first line; in the remaining sum in the forth line we make the change of the summation index \( k \to k + 1 \). This rearrangement yields

\[
T_{a,1}^{(2)}(v) = \prod_{i=1}^{K^{II}} \frac{y_i - x_i^-}{y_i - x_i^+} \sqrt{\frac{x_i^+}{x_i^-}} \prod_{i=1}^{K^{II}} \frac{x_i^+ - x_i^-}{x_i^+ - x_i_i^-} \prod_{i=1}^{K^{II}} \frac{v_i - v - \frac{i}{g} (a + 1)}{v_i - v - \frac{i}{g} (a - 1)} \tag{B.16}
\]

By using the polynomial \( P \) defined in (B.3) and performing tedious but straightforward computation, one can show that the last formula can be written in the following more compact form

\[
T_{a,1}^{(2)}(v) = P(x^+) \prod_{i=1}^{K^{II}} \frac{y_i - x_i^-}{y_i - x_i^+} \sqrt{\frac{x_i^+}{x_i^-}} \prod_{i=1}^{K^{II}} \frac{x_i^+ - x_i^-}{x_i^+ - x_i_i^-} \prod_{i=1}^{K^{II}} \frac{1}{x_i^+ (v_i - v - \frac{i}{g} (a + 1))} \tag{B.17}
\]
Here the first and the second line correspond to the first and the second line in eq. (B.16), respectively. In such a representation dualization of $T_{a,1}^{\mathfrak{sl}(2)}$ is straightforward, one has just to use eq. (B.6) with proper variables $a$ and $b$. In this way we find the expression for the transfer matrix $T_{a,1}^{\mathfrak{sl}(2)}$ in terms of dual variables $\tilde{y}_i, i = 1, \ldots, K^{\Pi}$. We further change $\tilde{y}_i \rightarrow y_i, K^{\Pi} \rightarrow K^{\Pi}$ and denote the corresponding transfer matrix as $T_{a,1}^{\mathfrak{su}(2)}$. It reads\(^\text{18}\)

\[
T_{a,1}^{\mathfrak{su}(2)}(v) = \left(\frac{x^+}{x^-}\right)^{K^{\Pi}} \prod_{i=1}^{K^{\Pi}} \frac{y_i - x^+}{y_i - x^-} \sqrt{\frac{x_i^+}{x_i^-} \prod_{i=1}^{K^{\Pi}}} \frac{K^{\Pi}}{x_i^+} \prod_{i=1}^{K^{\Pi}} x_i^-(w_i - v - \frac{i}{g}(a - 1))
\]

\[
- P\left(\frac{1}{x^+}\right) \prod_{i=1}^{K^{\Pi}} \frac{x^+}{x^-} - x_i^-(\frac{1}{x^+} - x_i^-) \sqrt{\frac{x_i^+}{x_i^-}} \prod_{i=1}^{K^{\Pi}} \frac{K^{\Pi}}{v - v_i - \frac{i}{g}(a - 2k)} \prod_{i=1}^{K^{\Pi}} \frac{K^{\Pi}}{v - v_i - \frac{i}{g}(a - 2k + 1)} \frac{x_i^+}{x_i^-}
\]

\[
\times \sum_{k=1}^{a - 1} \prod_{i=1}^{K^{\Pi}} (w_i - v - \frac{i}{g}(a - 2k + 1))(w_i - v - \frac{i}{g}(a - 2k - 1)) \frac{x_i^+}{x_i^-}.
\]

The transfer matrix above is $T_{a,1}$ in the $\mathfrak{su}(2)$ grading. The number $K^{\Pi}$ should be understood here as a number of $y$-roots which the corresponding state exhibits in the $\mathfrak{su}(2)$ grading.

Now we turn our attention to the transfer matrix $T_{1,s}$. To obtain the $\mathfrak{sl}(2)$ graded version of this transfer matrix, one can apply the complex conjugation to $T_{a,1}^{\mathfrak{su}(2)}$ regarding the roots $u, y, w$ as real and then pick up a certain normalization factor. For real $u$ complex conjugation transforms $x_i^+$ into $x_i^-$ and vice versa. This motivates us to introduce a polynomial

\[
P_c(y) = \prod_{i=1}^{K^{\Pi}} (y - x_i^+) \sqrt{\frac{x_i^+}{x_i^-}} \prod_{i=1}^{K^{\Pi}} y \left( w_i - y - \frac{1}{y} - \frac{i}{g} \right)
\]

\[
- \prod_{i=1}^{K^{\Pi}} (y - x_i^-) \prod_{i=1}^{K^{\Pi}} y \left( w_i - y + \frac{1}{y} + \frac{i}{g} \right)
\]

which is complex conjugation of $P$ defined in eq. (B.3). Using this polynomial and replacing

\[^{18}\text{Note that eq. (B.17) contains a factor } \left(\frac{x^+}{x^-}\right)^{\frac{1}{2}K^{\Pi}}. \text{ When dualizing, one should express } K^{\Pi} \text{ via } \tilde{K}^{\Pi}, \text{ which gives } \left(\frac{x^+}{x^-}\right)^{K^{\Pi}} = \left(\frac{x^+}{x^-}\right)^{K^{\Pi}} \left(\frac{x^+}{x^-}\right)^{\frac{1}{2}K^{\Pi}}.
\]
$a \to s$, we obtain the following expression for the transfer matrix $T_{1,s}^{s(2)}$

$$T_{1,s}^{s(2)}(v) = \mathcal{M}_s \prod_{i=1}^{K_{II}} \frac{y_i x_i - y_i x_i^+}{y_i x_i - y_i x_i^+} \sqrt{\frac{x_i^+}{x_i}} \left[ P_c(x_+^+) \prod_{i=1}^{K_{II}} \frac{1}{x_i - x_i^+} \sqrt{x_i^+} \prod_{i=1}^{K_{II}} \frac{1}{x_i^+(w_i - v + \frac{i}{g}(s - 1))} ight]$$

$$- P_c \left( \frac{1}{x^+} \right) \prod_{i=1}^{K_{II}} \frac{x_i^+ - x_i^+}{x_i^+ - x_i} \prod_{i=1}^{K_{II}} \frac{v_i - v_i + \frac{i}{g}s}{v_i - v_i - \frac{i}{g}s} \prod_{i=1}^{K_{II}} \frac{w_i - v - \frac{i}{g}(s - 1)}{w_i - v - \frac{i}{g}(s - 1)}$$

$$- P_c(x^+) P_c \left( \frac{1}{x^+} \right) \prod_{i=1}^{K_{II}} \frac{1}{x_i^+ - x_i^+} \sqrt{x_i^+} \times$$

$$\times \sum_{k=1}^{s-1} \prod_{i=1}^{K_{III}} \frac{v_i - v_i - \frac{i}{g}s(2k)}{v_i - v_i + \frac{i}{g}s} \prod_{i=1}^{K_{III}} \frac{w_i - v + \frac{i}{g}(s - 2k + 1)}{(w_i - v + \frac{i}{g}(s - 2k + 1))(w_i - v + \frac{i}{g}(s - 2k - 1))} \sqrt{x_i^+}$$

(B.20)

Here the overall normalization factor

$$\mathcal{M}_s = (-1)^s \prod_{i=1}^{K_{II}} \left( \frac{x_i^+}{x_i} \right)^2 x_i^+ - x_i^+ \prod_{k=1}^{s-1} \frac{x_i(v + \frac{i}{g}(s - 2k)) - x_i^+}{x_i(v - \frac{i}{g}(s - 2k)) - x_i}$$

has been found by requiring that $T_{1,s}^{s(2)}$ reproduces $T_{s,1}^{s(2)}$ through Bazhanov-Reshetikhin formula. Note that $\mathcal{M}_s$ is also a gauge transformation.

Finally, we present for completeness the transfer matrix $T_{1,s}$ in the $su(2)$ grading. It is obtained by complex conjugation of $T_{s,1}^{s(2)}$ and picking up a proper normalization factor:

$$T_{1,s}^{su(2)}(v) = \mathcal{M}_s \left( \frac{x^+}{x} \right) \prod_{i=1}^{K_{II}} \frac{y_i x_i - y_i x_i^+}{y_i x_i - y_i x_i^+} \sqrt{\frac{x_i}{x_i^+}} \left[ P_c(x^-) \prod_{i=1}^{K_{II}} \frac{1}{x^- - x_i^+} \sqrt{x_i^+} \prod_{i=1}^{K_{II}} \frac{1}{x_i^+(w_i - v + \frac{i}{g}(s - 1))} ight]$$

$$- P_c \left( \frac{1}{x^+} \right) \prod_{i=1}^{K_{II}} \frac{v_i - v_i + \frac{i}{g}s}{v_i - v_i - \frac{i}{g}s} \prod_{i=1}^{K_{II}} \frac{x_i^+ - x_i^+}{x_i^+ - x_i} \prod_{i=1}^{K_{II}} \frac{w_i - v - \frac{i}{g}(s - 1)}{w_i - v - \frac{i}{g}(s - 1)}$$

$$- \sum_{k=1}^{s-1} P_c \left( \frac{1}{x(v - \frac{i}{g}(s - 2k))} \right) P_c \left( x \left( v - \frac{i}{g}(s - 2k) \right) \right) \prod_{i=1}^{K_{II}} \frac{1}{x_i(v - x_i^+)} \sqrt{x_i^+} \times$$

$$\times \prod_{i=1}^{K_{III}} \frac{v_i - v_i - \frac{i}{g}s}{v_i - v_i + \frac{i}{g}s} \prod_{i=1}^{K_{III}} \frac{w_i - v + \frac{i}{g}(s - 2k + 1)}{(w_i - v + \frac{i}{g}(s - 2k + 1))(w_i - v + \frac{i}{g}(s - 2k - 1))} \sqrt{x_i^+}$$

(B.21)

This completes our discussion of the duality transformation for transfer matrices.
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