Interactive Visualization and Representation Analysis Applied to Glacier Segmentation
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Abstract: Interpretability has attracted increasing attention in earth observation problems. We apply interactive visualization and representation analysis to guide interpretation of glacier segmentation models. We visualize the activations from a U-Net to understand and evaluate the model performance. We build an online interface using the Shiny R package to provide comprehensive error analysis of the predictions. Users can interact with the panels and discover model failure modes. Further, we discuss how visualization can provide sanity checks during data preprocessing and model training.
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1. Introduction

Advances in machine learning for remote sensing have enabled automatic tracking of changes of glacier cover. Researchers have proposed to implement deep learning models on satellite images to identify the positions and boundaries of glaciers. These approaches have been shown to have improved performance relative to non-deep learning baselines. However, the literature on interpretability of these black-box models is limited. This gap is problematic, because interpretability can help researchers find systematic failures of modeling. Motivated by this, in this paper we conduct representation analysis to interpret the modeling process of a U-net architecture deep learning model. We use interactive visualization to provide a comprehensive error analysis of the predictions and find underlying errors in the data. We build an online interactive panel using shiny app where users could interact with the panel to discover the prediction results.

The rest of the paper is organized as follows. In Section 2, we introduce several concepts used throughout. In Section 3, we discuss data preprocessing. Then we introduce details of our model and model training process. Both steps are guided and explained by data visualization. In Section 4, we present the interpretation and analysis of the trained model using representation analysis. In Section 5, we introduce a shiny app for error analysis and discuss the findings with the help of our app. In Section 6, we conclude our work and discuss how to reproduce our work for further research.

2. Background

2.1. Interactive Visualization

The large scale of remote sensing data – both in the scope of area covered and number of sensor features – creates challenges for data exploration. An increasing number of interactive visualization techniques have been proposed to support geospatial and remote sensing research. Focusing and linking are two techniques for high-dimensional data visualization [1]. Focusing supports visualization of only a part of the data in a single view. Focusing visualization
techniques include subset selection and dimension reduction. They are commonly applied by zooming, panning, slicing, projecting and data reduction. Focusing limits the amount of presented information. In contrast, to have a more comprehensive understanding of data, linking can be used to display multiple views of data together. Different views are synchronized to give a more extensive description of the data. Linked visualizations are often implemented by brushing, clicking and dragging.

For example, Anselin et al. [2] dynamically link a cartographic representation of data on a map with summary statistical graphics, like histograms, box plots, and scatterplots. Their interface implements linking and brushing between maps and statistical graphics. Anselin [3] presents an interactive dynamic framework in which brushing across a variogram cloud plot highlights pairs of observations on the map, suggesting potential spatial outliers. Hibbard and Santek [4] implements rotation, zooming, panning in three dimensions. It also allows users to select combinations of scalar variables and user could interactively control time animation of data. In [5], a data reduction method is proposed to reduce data size by 75% while preserving the visual elements of images.

2.2. U-Net Model

The U-Net deep learning architecture has been widely used in image segmentation problem [6]. It is also widely used in glacier segmentation [7–9]. U-Net model contain two parts: an encoder and a decoder. The encoder contains down-sampling layers and the decoder contains up-sampling layers. Features are extracted by the down-sampling layers at pixel levels. The extracted information is then up-sampled to the input resolution using the decoder. Skip connections between down-sampling layers and corresponding up-sampling layers provide an alternative way of learning features. Through them, features can bypass downsampling and be used directly for prediction. However, the semantic information is normally learnt by deeper layers.

Activations are formed at each layer and are used in representation analysis. They are computed as nonlinear transformations of outputs from convolution layers. From the activations, we can discover how the input is changed and gain information about which features are learnt in each U-Net layer.

2.3. Representation Analysis

Though they often achieve state-of-the-art performance on earth observation problems, deep neural networks are in a way black boxes since their decision rules are not easily described. Understanding deep models can inspire improvements on data analysis problems as well as methodology [10]. To describe what a trained deep neural network model has learned, some researchers study the parameters of neurons at each layer [11,12]. For example, Luo et al. [13] visualizes weights of all units in a deep model for digit classification. The outcome look like strokes, with clearer borders as the model goes deeper. Others aim to interpret the functions of neurons [14]. For example, one approach is to investigate what certain units are looking for by generating artificial inputs that maximizes an individual neuron’s activation [15]. Alternatively, it is possible to study the activations of each neuron after passing certain data through the model, whose results can reflect on the input data and allows for further unsupervised investigation [16,17].

3. Data Preprocessing and Modeling

In this section, we introduce our data preprocessing and modeling procedures. We focus on using visualization techniques to guide decisions and provide sanity check for results.
3.1. Data Preprocessing

Our raw data contains 13 bands from Landsat 7 (LE7) and the Shuttle Radar Topography Mission (SRTM). It contains bands from B1 to B7, BQA of LE7, elevation from SRTM, and derived Normalized Difference Snow Index (NDSI), Normalized Difference Vegetation Index (NDVI), Normalized Difference Water Index (NDWI), and slope. Bands B1 to B3 are RGB color bands, B4 to B7 are infrared related bands, BQA is a quality assurance bitmask band. Figure 1 provides a histogram for each channel in the raw data. We find that different features have significantly different scales – this could lead to difficulty in model training and generalization. Specifically, large weights will be needed features with small scales; otherwise they may be overlooked during training. Hence, we equalize each feature to the -1 to 1 scale. Further, we drop the BQA, NDSI, NDVI, NDWI bands since they contain little information about the glaciers. The scaled features’ histograms are also given in Figure 1. We can see that all features have the same scales and almost have uniform distributions. However, for B1 to B3, a bar in each histogram that stands out. This reflects the outlying bar in the raw data histogram. But comparing with the raw data, the deviate value in scaled histogram is much closer with the other values. Though simple, these histograms of raw and transformed data give reassurance that the original data are appropriately processed for model training.

![Figure 1. (a) Feature histogram before preprocess. (b) Feature histogram after preprocess. Each feature before preprocessed has significantly different ranges. Each feature is equalized into the same range from -1 to 1.](image)

Next, to understand the structure of the labels, we draw glacier boundaries in a partial area in Figure 2. The left panel of Figure 2 suggests a potential label imbalance issue. Compared to the non-glacier background, target glaciers make up only a small fraction of the whole area. To get more informative training data and train the model more efficiently, we randomly sample patch center points from within glaciers boundaries, not randomly across all available imagery. The resulting patches have a higher coverage range of glaciers. The right panel of Figure 2 presents example sampling results – red points are centers of sampled patches. Note that all the red points are randomly distributed and centered on glaciers. We show example sampled patches in Figure 3. The satellite image associated with a patch is given in Figure 3 along with its ground truth mask. In the mask, we see that two types of glaciers make cover most area in the patch, reflecting the sampling strategy.
Figure 2. (a) Raw glacier boundaries. (b) Glacier boundaries with sampled patches. In raw data, target glaciers only make up a limited fraction of area in the whole data. We sample patches from areas with glaciers and the center of the sampled patches are marked as red points.

Figure 3. (a) An example of preprocessed patch (b) Corresponding mask patch. In the preprocessed patch, target glaciers now make up a large proportion.

3.2. Modeling

We next introduce details about our model. We then discuss the modeling process and the ways that visualization supports it.

We implement a U-Net architecture to the glacier segmentation task, following prior work [8,9]. We use a kernel size of $3 \times 3$ with 1 padding for the convolution layers in the
down-sampling blocks, middle block and up-sampling blocks. We use a kernel size of $2 \times 2$ with stride of 2 for the up-sampling convolution layers in the up-sampling blocks. For the pooling layer, we use maxpool with kernel size $2 \times 2$. The input data has 9 channels with size $512 \times 512$ and 3 output channels with the same size. The output channels correspond to clean-ice glacier, debris covered glacier, and background classes. We double the number of channels after each layer in the encoder and halve the number of channels after each layer in the decoder. The U-Net model has depth 4, with 4 down-sampling layers, 4 up-sampling layers and 1 bottleneck. During training, we use the Adam optimizer and set the learning rate to 0.0001. Dropout probability with 0.2 and $\ell_2$-regularization with $\lambda = 0.0005$ are used to prevent overfitting. For the loss function, we use a combination of BCE and Dice loss. Figure 4 is a diagram for our model.

**Figure 4.** U-Net model diagram. The arrows with different colors indicate different operations. The input is a 9-band image and output is a 3-band image with the probability of each class for each pixel.

We draw the training loss curve across epochs in Figure 5. In this figure, we see that from epoch 1 through 10 the loss rapidly decreases, from epoch 11 through epoch 50, the loss slowly decreases. This indicates that the model is learning properly.
Figure 5. Training loss curve. The training loss is getting smaller over epochs indicating the model is learning features from data.

Figure 6 provides an example model predictions. Comparing the predicted patch in the right panel with the label mask in the middle panel, it suggests that the model successfully recognize most glacier pixels in this patch. However, the model fails to accurately recognize glacier borders or to detect connections between major glacier masses. Additionally, it seems that the debris covered glaciers are not recognized well. These views provided clearer directions for improvement than an average performance metric alone.

Figure 6. (a) Raw image patch. (b) Mask patch. (c) Predicted patch. The model can detect the position of the bulk of target glaciers but fails to detect connections between glaciers.

4. Representation Analysis

We use representation analysis to understand and guide improvements for the U-Net model. In order to understand how this trained U-Net model captures underlying features and make predictions on unseen data, we investigate the functions of neurons on specific inputs by passing data through the model and visualizing the activations of each neuron.

The U-Net model starts with down-sampling layers that condense information for distinguishing labels, followed by up-sampling layers that recover spatial context for each class. We sample activations from several layers annotated in Figure 4 and present the results in Figure 7. The model-learned borders between labels become clearer and more accurate during
initial down-sampling, and these activations are recovered in the last few up-sampling layers. However, the U-Net bottleneck fails to learn any information. Removing these layers may result in comparable performance with less computations. Consistent with this observation, recent literature have suggested that U-Net does not seem to learn long-range spatial relationships. For example, [18] observes that a segmentation model trained on a landcover segmentation misclassifies roads when they are interrupted by trees.

Figure 7. (a) Original figure, true labels and the prediction. Blue, green, and red represents clean-ice glaciers, debris-covered glaciers, and background, respectively. (b) Visualization of the segmentation layer. The three panels represents clean ice, debris and background, respectively. (c) Activations of one satellite image across five convolutional layers of the U-Net model. Rows represent the first, third, fifth and seventh downsampling convolutional layers, the first and third upsampling convolutional layers, the last pooling layer and the second middle convolutional layer. For each layer, we randomly plot eight activations in grayscale. We observe that the activations capture basic features at the first layer, become more blurred in deeper downsampling, and become clearer at the bottleneck. Comparing activations in the same layer, we find that the activations look alike in the first layer, but different in the bottleneck.
5. Error Analysis of Prediction Results

In this section, we introduce a visualization interface that supports comprehensive error analysis of prediction results.

5.1. Interactive Panel Introduction

We build an online interactive panel with the Shiny package [19] in R. It allows users to interact with the glacier map and an accuracy curve. These panels are both dynamically linked to views of the corresponding area, including a raw satellite image, ground truth mask and prediction result. Figure 8 presents an annotated screenshot of our application. In the upper panels, users can zoom in/out to select specific region of interest. By clicking the marker in the map, users can link to the corresponding images below. The markers cluster together when the user zooms out. We also draw an accuracy curve for test patches. Accuracy is calculated pixelwise across each patch. Clicking a point in the curve displays the corresponding patch. Intuitively, this accuracy curve lets users easily view test patches with good or poor performances, facilitating a more comprehensive understanding of model predictions. For example, from patches with low accuracy, users can identify areas where the model fails and specific glacier patterns on which the model has poor performance.

![Figure 8. Screenshot of shiny app with annotations. Users could interact with the app through the upper part of the app. User could click the map and loss curve to switch the prediction results in the lower part of the app.](image)

5.2. Error Analysis Discussion

We illustrate the use of this interactive visualization to support error analysis of glacier segmentation results. Figure 9 presents an example of a test patch with a relatively low accuracy. Surprisingly, the model prediction result seems to match the raw satellite image. The reason why it has a low accuracy is that the label mask is not fully labeled – labels are only available in Nepal, not China. Comparing with the map, we find that the upper right part of this area is within Chinese border. Since this patch includes substantial area within Chinese border, many predictions are mistakenly declared as false positives. This structure is straightforward to discover with the help of this interactive panel, but it would require a more deliberate effort without it.
Figure 9. An example of prediction results with low accuracy. We notice that the prediction result is actually similar to the raw image however the problem is that the label mask is incomplete i.e. the upper right part is missing. Comparing with the map, we find that the missing-label area is within Chinese border. The glaciers within Chinese border are not labeled.

6. Conclusion

We have used visualization to provide guidance for machine-learning supported glacier segmentation. During preprocessing, we detected potential issues in the raw data, such as label imbalance and divergent feature scales. We also provided sanity checks of the preprocessed data to demonstrate their appropriateness for modeling. In Section 3.2, the training loss curve suggests that the model is learns properly. To better understand training results, we visualize model activations. Based on the activations, we find that the deepest layers are bypassed, with most activations flowing through skip connections. To support prediction error analysis, we built an online interactive visualization to display and critique prediction results. Users can easily interact with the app to discover patterns across patch prediction results. We shared an example where the app revealed an issue with the source labels.

We release our code at github repository. We provide the code for data preprocessing, model training and inference, representation analysis and shiny app definition. We hope this code can be re-used by others seeking visualization or representation analysis of geospatial deep learning models.
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Appendix A

Figure A1 gives an example of the input patches and output masks from raw data. The nine channels complement information with each other in the sense of distinguishable borders between labels as well as possible missing information in some channels.
Figure A1. An example of input channels and output labels. We visualize the nine input channels (first three columns) in groups of three and the output labels (last column). Blue, green and grey represents clean-ice glaciers, debris-covered glaciers and background, respectively.
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