Variational Conditional Dependence Hidden Markov Models for Skeleton-Based Action Recognition
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Abstract. Hidden Markov Models (HMMs) comprise a powerful generative approach for modeling sequential data and time-series in general. However, the commonly employed assumption of the dependence of the current time frame to a single or multiple immediately preceding frames is unrealistic; more complicated dynamics potentially exist in real world scenarios. This paper revisits conventional sequential modeling approaches, aiming to address the problem of capturing time-varying temporal dependency patterns. To this end, we propose a different formulation of HMMs, whereby the dependence on past frames is dynamically inferred from the data. Specifically, we introduce a hierarchical extension by postulating an additional latent variable layer; therein, the (time-varying) temporal dependence patterns are treated as latent variables over which inference is performed. We leverage solid arguments from the Variational Bayes framework and derive a tractable inference algorithm based on the forward-backward algorithm. As we experimentally show, our approach can model highly complex sequential data and can effectively handle data with missing values.
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1 Introduction

Modeling sequential data, typically encountered in many real-world applications such as bioinformatics and computer vision, remains a fundamental task in the field of machine learning. Hidden Markov Models have been a popular approach for modeling such data, but more recently, have largely been replaced by their “deep” variants. Despite their success, these approaches exhibit significant drawbacks such as over-parameterization even in simple tasks as image classification[20]. Nevertheless, both models aim to learn hidden representations for sequential data.
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Commonly, first-order HMMs are usually considered; this allows for simplicity and low computational complexity. Then, model temporal dynamics are restrained to a simple step back, undermining model effectiveness. This compromise is especially detrimental in many applications where longer temporal dynamics may be present. Researchers have considered alternatives to alleviate this restriction, for example by introducing extended temporal dependencies in the form of second or higher order Markovian dynamics and had successful applications in many domains [2,17,13]. However, the increased order introduces three significant drawbacks: (i) additional complexity to the model that may render it unusable in real-world scenarios; (ii) unnecessary burden to the researchers, namely the need to determine the best postulated order for each specific application and dataset; and (iii) unnecessary complex models with strong overfitting tendencies, which may negate the benefits and flexibility of HMMs.

Lastly, a further drawback of conventional HMM approaches is the static and homogeneity assumptions [3,10,8], where the possible dynamic temporal dependencies of the data are ignored. The same effect applies to hidden semi-Markov models (HSMMs) [26]; even though the relaxed temporal assumptions allow for more flexible modeling of the dynamics, potential non-homogeneous temporal dynamics in the data are still ignored. Drawing inspiration from these results, researchers have developed HMMs with variable order Markov chains, e.g., [5]. The resulting models have been shown to be effective in a diverse range of applications, nevertheless exhibiting significant drawbacks such as the inability to model continuous observations [12].

Recently, [29] introduced a variant of a simple HSMM model, dubbed Hierarchical Dynamic Model (HDM). Specifically, the proposed model constitutes a hierarchical extension by leveraging on the Bayesian framework to increase the capacity of HSMMs to account for temporal and spatial variations in the Human Action Recognition task. The produced generative model is shown to be more robust to the natural variations of the data; it exhibits increased generalization capabilities, while at the same time requiring less data to train.

This paper draws from these results and attempts to offer a principled way of modeling sequential data with complex dynamics. To this end, we develop a novel variant of HMMs that is able to capture complex temporal dependencies. The considered approach constitutes a hierarchical model: by postulating an additional latent first-order Markov Chain, called the dependence-generator layer, the model can alter the effective temporal dynamics of the conventional observation-emitting Markov Chain. In this way, the proposed approach can effectively infer which past state more strongly affects the current time frame. The proposed inferential construction is enhanced by a fully Bayesian treatment under the Variational Inference framework. We posit that the proposed hierarchical variant, combined with the flexibility and effectiveness of Variational Bayes, can greatly increase the capacity of the resulting architecture to model sequential data that exhibit a complex combination of spatial and temporal variations.

We formulate efficient training and inference algorithms for our approach by: (i) deriving a variant of the classical forward-backward algorithm used in HMMs,
(ii) relying on Variational Inference and conjugate priors for closed-form solutions. We dub our approach Variational Bayesian Conditional Dependence Hidden Markov Model (VB-CD-HMM) and evaluate its performance in the Human Action Recognition domain. Human Action Recognition poses one of the most challenging tasks in the computer vision community. Researchers have devoted significant effort to address this particular area [25] and remarkable progress has been made with the popularization of action recognition through 3D data [1]. In this context, various approaches have been employed in order to model the activity recognition task, such as HMM-based approaches [29], LSTM-based [28] and Gaussian Processes [6,7]. However, the significant spatial and temporal variations arising in the execution of an action, along with variations due to the capturing process, e.g., camera occlusion, leave room for needed improvements in existing approaches. We provided strong empirical evidence for our approach through a series of experiments dealing with Human Action Recognition benchmarks. Our evidence shows competitive predictive accuracy, persistent even in the presence of missing values.

2 Proposed Model

In this work, we consider an extension of a conventional first-order HMM, whereby a hierarchical structure is employed consisting of two layers: (i) a dependence-generator layer; this comprises a simple first-order Markov Chain that determines the steps-back taken into account in the second layer; and (ii) a chain of observation-emitting hidden states, where the temporal dependencies are determined from the output of the dependence-generator layer. The temporal dependencies are inferred in a data-driven fashion. An outline of the proposed Conditional Dependence HMM (CD-HMM) model is provided in Fig. 1a.

2.1 Model Definition

Let $Y = \{y_t\}_{t=1}^T \in \mathbb{R}^D$ be an observed data sequence with $T$ time frames and $D$ features. Following the definition of conventional HMMs, let us assume an
N-state emitting state sequence denoted as \( X = \{x_t\}_{t=1}^T, x_t \in [1, \ldots, N] \) where \( x_t \) indicates the state from which the \( t^{th} \) observation is emitted. Each emission density is modeled by an \( M \)-component finite mixture model; the mixture component indicators are denoted as \( L = \{l_t\}_{t=1}^T, l_t \in [1, \ldots, M] \) with \( l_t \) indicating which component generated the \( t^{th} \) observation.

The hierarchical construction postulates an additional layer, the dependence-generator layer, such that the latent data associated with each sequence are augmented with the supplementary sequence of temporal dependence indicators, \( Z = \{z_t\}_{t=1}^T, z_t \in [1, \ldots, K] \). These denote the current temporal dependencies between the observation-emitting states at time \( t \) and times \( t-1, \ldots, t-K \) as shown in Fig. 1a. Thus, different pairwise state dependencies \((x_t, x_{t-z_t})\) are valid at each time point \( t \), dictated by the inferred latent variables \( z_t \).

The model parameters comprise \( \theta = \{\phi, \psi\} \), where \( \phi \) contains the parameters of the emission distributions of the model and \( \psi \) the effective parameters of the latent processes.

For the emission distributions, finite mixture models of multivariate Gaussian distributions are considered, \( p(y_t|x_t=i) = \sum_{m=1}^M c_{im} N(y_t|\mu_{im}, R_{im}), \forall i \) where \( N(\cdot|\mu, R) \) is a multivariate Normal distribution with mean \( \mu \in \mathbb{R}^D \) and precision matrix \( R \in \mathbb{R}^{D \times D} \) with distinct parameters for each state and mixture; \( c_i \in \mathbb{R}^M \) are the mixture component coefficients for state \( x_t = i \). Hence, the effective parameters for the model distributions are \( \phi = \{\mu_{im}, R_{im}, c_{im}\}_{i,m=1}^{N,M} \).

We proceed with the definition of the parameters and their relationships pertaining to the postulated latent processes. Specifically, the first, dependence-generator, layer is a first-order Markov Chain and is described by the following initial and transition probabilities:

\[
\hat{\pi}_k \triangleq p(z_1 = k), \quad \forall k \quad (1)
\]
\[
\hat{A}_{kk'} \triangleq p(z_t = k'|z_{t-1} = k), \quad \forall t > 1, k, k' \quad (2)
\]

For the second, observation-emitting, layer process, the initial probability of the emitting state reads:

\[
\pi_i \triangleq p(x_1 = i), \quad \forall i \quad (3)
\]

To model the dependency between the first and second layers, we define the set of conditional dependence transition probability matrices \( \{A^k\}_{k=1}^K \) on the second-layer process, where \( A^k \triangleq [A^k_{ij}]_{i,j=1}^N \),

\[
A^k_{ij} \triangleq p(x_t = j|x_{t-k} = i, z_t = k) \quad (4)
\]

Thus, based on the inferred dependence of the dependence-generator layer, we consider different temporal dependencies in the second layer at each time point; these are regulated through the \( z_t \) variables, which are imposed a first-order Markov chain themselves. Intuitively, the conditional dependence mechanism determines the strength of the dependence of the current state to individual past states. The strongest inferred dependence is retained from the model, and
is encoded in the $z_t$ values; thus, the model dynamically alters the transition dynamics for the observation-emitting state at each time point.

Having fully defined the parameters for the latent processes, the corresponding set comprises $\psi = \{\hat{\pi}, \hat{A}, \pi, \{A_k^k\}_{k=1}^K\}$. The definition of the model is now concluded.

The joint distribution reads:

$$p(Y, X, Z) = \hat{\pi}_{z_1} \pi_{x_1} \prod_{t=1}^{T-1} \hat{A}_{z_t, z_{t+1}} \prod_{t>1} A_{z_{t-1}, z_t}^{z_t} \prod_{t=1}^T p(y_t|x_t)$$

### 2.2 Model Training

We train the CD-HMM model presented in the previous section considering a variational Bayesian treatment. The Variational Bayes (VB) approach was chosen over MCMC inference methods, e.g., Gibbs Sampling, considering the negligible performance differences and the significantly lower computational complexity. Sampling-based approaches encompass large computational complexity; this restricts the applicability of the model to either more complex applications and datasets or different settings (e.g., streaming).

The VB treatment of the model comprises the introduction of appropriate prior distributions over all model parameters and maximization of the resulting Evidence Lower Bound (ELBO) expression. To obtain closed-form solutions for the updates of the parameters, we employ conjugate priors; a choice accompanied by the benefits of lower computational complexity and interpretability [23].

**Priors and Evidence Lower Bound.** Dirichlet distributions are imposed as the priors of the initial state probabilities for both layer processes $p(\pi) = \mathcal{D}(\pi|\eta_0)$ and $p(\hat{\pi}) = \mathcal{D}(\hat{\pi}|\alpha_0)$. Analogous Dirichlet priors are imposed on the rows of the state transition probabilities and the mixture coefficients of the emission distributions, i.e.,

$$p(c_{it}) = \mathcal{D}(c_{it}|w_i), \ w_i \in \mathbb{R}^M, \ i = 1, \ldots, N \quad (5)$$

$$p(A_{lk}) = \mathcal{D}(A_{lk}|\alpha_k), \ \alpha_k \in \mathbb{R}^K, \ k = 1, \ldots, K \quad (6)$$

$$p(A_{ki}) = \mathcal{D}(A_{ki}|\eta_{ki}), \ \eta_{ki} \in \mathbb{R}^N, \ i = 1, \ldots, N, \forall k \quad (7)$$

For the prior over the means and precision matrices of the mixture components, we assign a Normal-Wishart distribution with hyperparameters $\lambda_{ij}, m_{ij}, \eta_{ij}, S_{ij}$,

$$p(\mu_{ij}, R_{ij}) = \mathcal{NW}(\mu_{ij}, R_{ij}|\lambda_{ij}, m_{ij}, \eta_{ij}, S_{ij}), \ \forall i, j \quad (8)$$

This concludes the formulation of the prior specification for the VB treatment of the CD-HMM model, henceforth referred to as VB-CD-HMM. A graphical illustration of the fully proposed model can be found in Fig. 1b.

Let $\theta = \{\phi, \psi\}$ be the sets of latent process and emission distribution parameters where a conjugate exponential prior has been imposed. Under the VB treatment, we introduce an arbitrary distribution $q(\theta)$ and derive the Evidence Lower Bound (ELBO) for the model. Maximizing the ELBO is equivalent to the
minimization of the KL divergence between the true and the postulated posterior. We introduce the mean-field (posterior-independence) assumption on the joint variational posterior, such that \( q(\theta) \) factorizes over all latent variables and model parameters. Then, the ELBO can be written as

\[
\text{ELBO} = \mathbb{E}_{q(\theta), X, Y, Z} \left[ \log \left( \pi_z^1 \prod_{t=1}^{T-1} \tilde{A}_{zt,zt+1} \prod_{t>1}^{T} A_{zt,zt-1}^{zt} \prod_{t=1}^{T} p(y_t|x_t) \right) \right] + \mathbb{E}_{q(\theta)} \left[ \log p(C, \pi, A, \tilde{\pi}, \mu, R) \right] - \mathbb{E}_{q(\theta)} [\log q(\theta)] \tag{9}
\]

**Variational Posteriors.** For each variable, the optimal member of the exponential family\(^4\) can be found by maximizing (9). This maximization is performed in an EM-like fashion; in the E-step the parameters of the posterior distributions of the latent processes are updated, while in the M-step the rest of the variational distributions; the resulting iterative procedure is guaranteed to monotonically increase the ELBO.

**M-step.** Starting from Eq. (9), we collect all relevant terms pertaining to the transition matrix of the first layer process \( \tilde{A} \); we then maximize the resulting expression, yielding the following variational posterior:

\[
q(\tilde{A}) = \prod_{i=1}^{K} \text{Dir}(\tilde{A}_{i1}, \ldots, \tilde{A}_{iK} | \omega_{i1}, \ldots, \omega_{iK}) \tag{10}
\]

where \( \omega_{ij}^{\tilde{A}} = \alpha_{ij} + \sum_t \gamma_{ij,t}^{\tilde{A}} \), \( \gamma_{ij,t}^{\tilde{A}} \triangleq q(z_t = i, z_{t-1} = j) \).

We follow the same procedure for the initial state probabilities, \( \tilde{\pi} \), the corresponding posteriors for the second layer process parameters \( \pi \) and \( A = \{A^K\}_{K=1}^{K} \), and the mixture component weights \( C \). Due to conjugate priors, the emission distributions yield Normal-Wishart distributions with variational parameters \( \{\lambda_{ij}, \bar{m}_{ij}, \bar{S}_{ij}\}_{i,j=1}^{N,M} \); these are similarly obtained via standard computations, i.e., maximizing the corresponding ELBO expression.

**E-step.** Turning to the E-step of the iterative procedure, the joint variational posterior optimizer for the latent processes \( Z \) and \( X \), and the mixture component indicators \( L \) is analogous to the expression of the conditional probability defined in the context of conventional HMMs, e.g., see [9]. Thus, the variational posterior entails the calculation of the corresponding responsibilities that comprise said posterior \( q(z_1 = i), q(x_1 = 1), q(z_t = i, z_{t-1} = j) \) and \( q(x_t = j, x_{t-k} = i) \); these can easily be computed by means of of the well-known forward-backward algorithm. Thus, in the following, we derive a variant of the forward-backward algorithm for our model.

**Forward-Backward Algorithm.** For calculating the forward-backward al-
The defined messages can be computed recursively, using the following initialization:

$$\alpha_t(\{x_t\}_{t=1}^T, \gamma_t) = \begin{cases} \pi_i^t p^*(y_1|x_1 = i), & \gamma_1 = 1 \\ 0, & \gamma_1 > 1 \end{cases}$$

(12)

and the induction step reads:

$$\alpha_t(\{x_t\}_{t=1}^T, \gamma_t) = p^*(y_t|x_t) \sum_{x_{t-K}} \sum_{\gamma_{t-1}} \hat{A}^*_{x_{t-1}} \hat{A}^*_{x_{t-K}} \alpha_{t-1}(\{x_{t-1}\}_{t=1}^{t-1}, \gamma_{t-1})$$

(13)

The backward messages are analogously defined as:

$$\beta_t(\{x_t\}_{t=1}^T, \gamma_t) = p(\{y_{t+1}\}_{t=1}^{T-1}|\{x_t\}_{t=1}^T, \gamma_t)$$

(14)

The corresponding initialization reads:

$$\beta_T(\{x_T\}_{t=1}^T, \gamma_T = k) = 1, \forall k$$

(15)

while the recursion becomes:

$$\beta_t(\{x_T\}_{t=1}^T, \gamma_t) = \sum_{x_{t+1}} \sum_{\gamma_{t+1}} \hat{A}^*_{x_{t+1}} \hat{A}^*_{x_{t-K+1}} \beta_{t+1}(\{x_{t+1}\}_{t=1}^{t+1})$$

(16)

Responsibilities. By utilizing the forward-backward messages, the necessary responsibilities for updating the parameters of the model can now be computed.

For the first layer process, the marginal initial state responsibilities yield:

$$\gamma^i_t(k) \triangleq p(z_t = k|\{y_T\}_{t=1}^T) \propto \sum_x \alpha_t(\{x_T\}_{t=1}^T, \gamma_t) \beta_t(\{x_T\}_{t=1}^T, \gamma_t)$$

(17)

Analogously, for the observation-emitting states, we have:

$$\gamma^i_t(i) \triangleq p(x_t = i|\{y_T\}_{t=1}^T) \propto \sum_{X'} \alpha_t(\{x_T\}_{t=1}^T, \gamma_t) \beta_t(\{x_T\}_{t=1}^T, \gamma_t)$$

where $X' = \{x_{t+1}\}_{t=1}^{t+1} \backslash \{x_t\}$.

The state transitions responsibilities for the temporal dependence indicators:

$$\gamma^i_t(k, k') \triangleq p(z_t = k', z_{t-1} = k|\{y_T\}_{t=1}^T) \propto \sum_{X'} \alpha_{t-1}(\{x_t\}_{t=1}^{t-1}, \gamma_t) \hat{A}^*_{x_{t-1}} A^*_{x_{t-K}} p^*(y_t|x_t) \beta_t(\{x_T\}_{t=1}^T, \gamma_t)$$

Finally, the dependent state transition responsibilities:

$$\gamma^i_t(i, j, k) \triangleq p(x_t = j, x_{t-k} = i|\{y_T\}_{t=1}^T) \propto \sum_{X''} \alpha_t(\{x_T\}_{t=1}^T, \gamma_t) \beta_t(\{x_T\}_{t=1}^T, \gamma_t)$$

where $X'' = \{x_{t-K+1}\}_{t=1}^T \backslash \{x_t, x_{t-k}\}$. 

2.3 Inference

Let us consider a VB-CD-HMM model, fully trained with data $Y$. We seek to calculate the predictive density of the test sequence $Y^{\text{test}}$:

$$p(Y^{\text{test}}|Y) = \int d\hat{\theta} \ p(\hat{\theta}|Y)P(Y^{\text{test}}|\hat{\theta})$$

(17)

Using the introduced variational posterior in place of the unknown true posterior $p(\hat{\theta}|Y)$ and similar to [9], we can compute the necessary quantities by utilizing the forward algorithm variant defined in Section 2.2. Specifically, the density of a given test set $Y^{\text{test}} = \{y^{\text{test}}_t\}_{t=1}^T$ yields:

$$p(Y^{\text{test}}|\hat{\theta}) = \sum_{z_T} \sum_X \alpha_T(x_{T-K+1}, \ldots, x_T, z_T)$$

(18)

3 Experimental Evaluation

3.1 Experimental Details

We use four popular benchmark datasets for the human action recognition task, namely MSR Action 3D (MSRA) [15], UTD-MHAD (UTD) [11], Gaming 3D (G3D) [4] and UPenn Action (Penn) [27]. Only skeletal data are used for training the models. The preprocessing and augmentation of the data are the same as in [29]. We extract the motion of the joints for every pair of joints between two consecutive frames. PCA is then employed for dimensionality reduction.

In addition, we further consider evaluation with a more complex dataset, namely NTU [21]. This comprises $\approx 57000$ samples of 60 different actions. We adopt the two data splits suggested in the original publication: (i) Cross-View and (ii) Cross-Subject.

3.2 Parameter Initialization & Hyperparameter Selection

The resulting ELBO expression is non-convex with respect to the variational posterior, and potentially many local maxima exist; the obtained solution is thus dependent on parameter initialization. To avoid the rather time-consuming procedure of multiple runs from different initial values, we employ a common initialization scheme: K-Means is used to initialize the posterior parameters of the second layer process and the means and variances of the distributions. The parameters of the first postulated layer are initialized to random values, while for the hyperparameters we use ad-hoc uninformative values, similar to [9]. Specifically, the hyperparameters of the Dirichlet priors are set to very small values ($10^{-3}$). For the parameters of the emission distributions, we set $\lambda_{ij} = \tilde{\lambda}_{ij} = 0.25$ and $\eta_{ij} = \tilde{\eta}_{ij} = D + 2$, where $D$ is the dimensionality of the data.
3.3 States, Mixtures and Temporal Dependencies

We trained different models with varying number of states and mixtures to investigate their effect on model effectiveness. We observed that the recognition accuracy is not considerably sensitive to the chosen configuration; thus, we run multiple configurations and retain the one with the higher ELBO. For all experiments, we set $K = 2$, as we observed that the inferred temporal dependence posteriors rarely assigned high probability (if any) to $p(z_t > 2|z_{t-1})$; this behavior is reasonable considering the physical meaning of the used data features. Nevertheless, we did not observe any drop in accuracy when setting $K > 2$. For $K = 1$, the model reduces to a simple HMM, and exhibits a significant drop in recognition accuracy. This outcome strongly corroborates the benefits of our dynamic temporal dependency inference approach.

3.4 Experimental Results

We follow the train and test splits as suggested by the authors of the respective datasets. We train one model per class and assign the test data to the class with the maximum predictive posterior (Eq. (18)). We compare our approach to related approaches, along with a comparison with HDM [29]. Out of the HDM model variants therein, we focus on the BV variant for comparability, whereby variational inference is utilized for computing the predictive likelihood.

Table 1: Recognition Accuracy (%) for individual dataset experiments.

| Model     | MSRA | UTD | G3D | Penn | Avg. |
|-----------|------|-----|-----|------|------|
| HMM       | 67.8 | 82.8| 68.1| 82.3 | 75.3 |
| HMM*      | 80.2 | 83.1| 82.6| 84.4 | 82.6 |
| HSMM      | 66.3 | 82.3| 77.5| 78.9 | 76.35|
| LSTM      | 74.7 | 77.0| 82.2| 90.3 | 81.4 |
| HDM-PI    | 70.3 | 84.4| 79.4| 89.8 | 81.0 |
| HDM-PL    | 80.6 | 90.2| 87.7| 91.6 | 87.5 |
| HDM-BV    | 82.1 | 91.4| 87.7| 90.8 | 88.0 |
| VB-CD-HMM | **82.5** | **92.7** | **90.6** | **92.0** | **89.45** |

**Individual Datasets.** We first consider the MRSA dataset, where the recognition rates of our approach can be found in the first column of Table 1. Compared to baseline models such as HMMs, HSMMs and LSTMs, our model performs much better in classification accuracy with an average improvement of 12.9%. Even though the recently proposed HDM [29] consistently improves over the considered alternatives, it falls short compared to the proposed VB-CD-HMM model. This behavior is consistent across all the considered datasets, resulting
in an average classification accuracy of 89.45%, outperforming HDM by 1.45%. Additionally, we observe that our proposed approach consistently and significantly outperforms a second-order HMM (HMM$^2$) evaluated under the same experimental and modeling setup. Even though HMM$^2$ improves over simple first-order HMMs, by considering more complex dynamics, it falls short to the flexibility of modeling dependencies over long horizons, that VB-CD-HMM offers. Note also that the prowess of HMM$^2$ comes at the cost of a considerable increase in the resulting computational complexity; this is in contrast to our model, which still relies on (a variant of) the forward-backward algorithm.

We additionally compare the recognition accuracy of our approach to other state-of-the-art methods. The corresponding performances are illustrated in Table 2. As we observe, our approach yields clearly improved accuracy compared to the competition for UTD, Penn and NTU datasets. For the G3D dataset, our method slightly outperforms LRBM [19], but R3DG [24] performs better; this is due to the sophisticated feature engineering and combination of several approaches in contrast to our simple joints locations and motion features.

Table 2: Recognition accuracy for all the considered datasets compared to state-of-the-art.

| Dataset | Method             | Acc  |
|---------|--------------------|------|
| MSRA    | ST-LSTM [16]       | 94.8 |
| UTD     | Fusion [11]        | 79.1 |
| G3D     | LRRM [23]          | 90.3 |
|         | Actemes [22]       | 86.5 |
| Penn    | ST-TSL [22]        | 92.4 |
| NTU (x-view) | ST-TSL [22] | 84.8 |
| NTU (x-subject) | B-GC-LSTM [28] | 81.8 |
| VB-CDHMM| B-GC-LSTM [28]     | 94.5 |
|         | SOS-CNN [14]       | 87.0 |
|         | R3DG [24]          | 91.1 |
|         | AOI [25]           | 84.8 |
|         | B-GC-LSTM [28]     | 89.6 |
|         | B-GC-LSTM [28]     | 81.8 |
| VB-CDHMM| VB-CDHMM           | 84.8 |
|         | VB-CDHMM           | 93.0 |
|         | VB-CDHMM           | 85.0 |

The main focus of this Section is to compare and prove the efficacy of our approach within the family of more general HMM-based methods in the tackled application domain. Thus, we did not explore complicated model-based and specific-task tailored feature engineering; this allows for both transparency of comparison to recent related published work, and interpretability of our results. Nevertheless, as we shall see in the next section, our method clearly outperforms R3DG, when we randomly omit observations; this behavior vouches for the improved robustness of our approach. Likewise, ST-LSTM [16] incorporates complicated feature extraction mechanisms, thus explaining the performance gap compared to our approach. For the NTU dataset [21], to the best of our knowledge, there are no results for recent HMM-based methods. As we observe, compared to the state-of-the-art methods ST-LSTM [16] and B-GC-LSTM [28], VB-CD-HMM yields considerable improvements in both splits, despite its simplicity and lower computational complexity.

3.5 Missing Values

Generative models come with the additional benefit of robustness to missing values. This advantage is of great importance in the human action recognition field,
especially when using skeletal data, where the dataset may be corrupted with missing observations, e.g., due to occlusion. As an HMM variant, the proposed model is such a generative model; we thus assess the efficacy of our approach when missing values are present. To this end, we train the considered architecture in the UTD, MSRA and G3D datasets, with randomly missing values from both the train and test data. Analogous experiments have been performed in [29], and we adopt the same procedure, including the proportion of missing values with respect to the original data.

| Dataset | UTD | MSRA | G3D |
|---------|-----|------|-----|
| Missing Portion | 10% | 30% | 50% | 10% | 30% | 50% | 10% | 30% | 50% |
| R3DG [24] | 10% | 30% | 50% | 81.5 | 74.0 | 72.0 | 78.0 | 72.0 | 70.0 | 87.0 | 86.0 | 83.0 |
| DLSTM [30] | 10% | 30% | 50% | 70.5 | 66.0 | 63.0 | 68.0 | 63.0 | 61.0 | 81.0 | 76.0 | 73.0 |
| HDM [29] | 10% | 30% | 50% | 91.0 | 90.5 | 90.0 | 80.5 | 78.0 | 76.0 | 90.0 | 89.0 | 88.0 |
| VB-CD-HMM | 10% | 30% | 50% | 92.55 | 91.6 | 90.2 | 81.7 | 80.1 | 79.1 | 90.2 | 89.3 | 88.5 |

Thus, in Table 3, we report the recognition rates when we randomly omit 10%, 30% and 50% of the observations. As we observe, our method clearly outperforms the R3DG [24] and DLSTM [30] methods by a clear margin. The same behavior is observed compared to the more relative HDM approach [29]. Note that even though the reported HDM accuracies are obtained through Gibbs sampling (BG variant), our approach exhibits the smallest decrease in recognition accuracy relative to the increase of missing values.

**Further Insights.** Finally, we examine the patterns of the first layer process, that is the dependence generator layer of the VB-CD-HMM model. We gain further insights to the behavior of the model and assert that the temporal dependencies do not collapse to simple first order dynamics (which would effectively reduce the model to a conventional HMM). To this end, we focus on a trained model on the UTD dataset and choose a subset of ten actions to investigate their posterior parameters concerning the generation of dependencies. As is clearly shown in Fig. 2, the distribution of temporal dependencies is essentially different for each action, providing strong empirical evidence that the introduced mechanism can capture complex varying temporal dynamics in the data.

### 4 Conclusions

Our experimental results have provided strong empirical evidence for the efficacy of our approach, yielding competitive recognition accuracy in the Human Action Recognition task. Compared to the commonly considered LSTM-based implementations, our proposed architecture:
Fig. 2: The inferred temporal dependence probabilities $A_{kk'}$ for the first 10 actions in the UTD dataset. Black denotes very high probability, while white very low. Actions with similar patterns, e.g., 1 (swipe left), 2 (swipe right), 5 (throw), i.e., comprising sequential movements to “one” direction, are dominantly dependent on the previous frame; in contrast, more complicated movements, e.g., 3 (wave), 4 (clap), mainly depend on two steps back, possibly dominated by the reversal in direction. Even more complicated actions, as 7 (basketball shoot) and 8 (draw x) exhibit more complex temporal dependencies, that are captured via the resulting inferred patterns.

- offers the flexibility to model complex sequential data accompanied by the interpretability of its discrete bottlenecks; this is in stark contrast to LSTM-based methods that assume continuous states that essentially entail no probabilistic interpretation,
- enjoys closed-form updates that allow for significantly lower computational and training complexity, devoid of complications, e.g., vanishing gradients, and
- can effectively handle data with missing values, exhibiting the smallest decrease in recognition performance relative to other approaches.

We emphasize that the proposed mechanism for inferring the dependencies between the states in our proposed model allows for analyzing the inferred temporal dynamics. Thus, we can gain significant insights and examine how the dynamics adapt to the complexity and variations of different train/test sequences. Therefore, this capacity can be of great benefit to the current effort of the community towards interpretable machine learning models.
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