Dynamical systems on large networks with predator-prey interactions are stable and exhibit oscillations
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We analyse the stability of linear dynamical systems defined on sparse, random graphs with predator-prey, competitive, and mutualistic interactions. These systems are aimed at modelling the stability of fixed points in large systems defined on complex networks, such as, ecosystems consisting of a large number of species that interact through a food-web. We develop an exact theory for the spectral distribution and the leading eigenvalue of the corresponding sparse Jacobian matrices. This theory reveals that the nature of local interactions have a strong influence on system’s stability. We show that, in general, linear dynamical systems defined on random graphs with a prescribed degree distribution of unbounded support are unstable if they are large enough, implying a tradeoff between stability and diversity. Remarkably, in contrast to the generic case, antagonistic systems that only contain interactions of the predator-prey type can be stable in the infinite size limit. This qualitatively new feature for antagonistic systems is accompanied by a peculiar oscillatory behaviour of the dynamical response of the system after a perturbation, when the mean degree of the graph is small enough. Moreover, for antagonistic systems we also find that there exist a dynamical phase transition and critical mean degree above which the response becomes non-oscillatory.

I. INTRODUCTION:

Complex systems consist of a large number of components interacting through a network [1, 2], as it is for instance the case for neural networks [3, 4], ecosystems and food-webs [6, 7], financial and economic markets [8–13], and gene-regulatory networks [14]. In all these fields it is crucial to understand how the static and dynamic properties of a complex system depend on the properties of the underlying network [1, 2].

In this paper, we are interested in two main aspects. First, we focus on how the linear stability of fixed points in complex systems depends on the network topology and the properties of the interactions between the system constituents. Second, we discuss how network topology and the properties of the interactions determine the dynamical response of a large system to an external perturbation, interestingly giving rise to peculiar oscillatory patterns in some specific cases.

It has been speculated that the first question on the linear stability of fixed points in complex systems is relevant to understand, among others, the resilience of ecosystems to external perturbations to species abundances [15–19], the onset of chaos in random neural networks [20, 21], systemic risk in financial markets [13, 22, 23], and homeostasis of protein concentrations in cells [14]. In ecology numerical simulations and full dynamical solutions of ecosystems models show that fixed points, and their linear stability features, control the large time evolution for a large portion of the model parameters [24–28]. Note that there exists other approaches to address stability of complex systems. In particular, recent studies show that in the context of ecology structural stability, linked to the existence (feasibility) of stationary points and referring to their sensitivity to changes in the ecological parameters, should be primarily looked at [29–33]. Although this paper mainly focuses on linear stability, we will show at the end of the paper that our result on system stability also apply to structural stability.

The second question on the nature of the dynamical response of a complex system to external perturbations is relevant to understand, among others, how the patterns of brain activity that emerge in response to an external perturbation depend on the structure of cortical networks [21, 34–35], or how ecosystems’ response to external perturbations depends on the graph structure and type of interactions of the underlying food-web [36–39]. More specifically, it has been shown that, when perturbed, the response of a large complex system, such as a cortical network can be oscillatory [34–35]. Evidences of oscillations in population abundances of ecological systems (emerging either as stationary phenomenon or in relaxational dynamics after perturbation) and studies of their underlying mechanisms have a long history [39–44]. Despite many steps forward in both fields [3, 45–47], the origin of such oscillatory behaviour in brain responses after solicitation or in ecological assemblies, especially in the limit of large ecosystems, is not fully understood. In the present work we show that oscillatory dynamical patterns may arise with high probability in large complex systems for specific type of interactions and network structure that we are able to identify.

In order to address these questions, we perform a linear stability analysis of a set of coupled differential equations...
of the form
\[ \partial_t \vec{x} = \tilde{f}(\vec{x}), \]
where \( \vec{x}(t) = (x_1(t), x_2(t), \ldots, x_N(t))^T \in \mathbb{R}^N \) is a column vector that describes the state of the system at a time \( t \), and where \( \tilde{f} : \mathbb{R}^N \rightarrow \mathbb{R}^N \) is an arbitrary function. In the vicinity of a fixed point \( \vec{x}^* \), defined by the condition
\[ \tilde{f}(\vec{x}^*) = 0, \]
the dynamics given by Eq. (1) is well approximated by a set of linear, coupled differential equations of the form
\[ \partial_t \vec{y} = -d \vec{y}(t) + A \vec{y}(t), \]
where the vector \( \vec{y} = \vec{x} - \vec{x}^* \) denotes the deviation from the fixed point \( \vec{x}^* \), and where
\[ \partial_j f_k(\vec{x}^*) = -d_j \delta_{j,k} + A_{kj} \]
is the Jacobian of \( \tilde{f} \) at the fixed point. In Eqs. (3) and (5), we have conveniently expressed the Jacobian as the sum of a diagonal matrix \( d \) with diagonal elements \( d_j \), and a coupling matrix \( A \) with elements representing interspecies coupling strengths \( A_{kj} \), so that \( A_{jj} = 0 \), for all \( j \). We write \( \delta_{j,k} \) for the Kronecker delta function. If the parameters \( d_j \) are positive, then they represent decay rates that describe how fast \( \vec{y} \) relaxes to the stationary state \( \vec{y} = 0 \) in the absence of coupling (\( A_{kj} = 0 \)). Equations of the form (1) and (5) are used to model, among others, the dynamics of neural networks, \[ \text{[20]} \text{[21]} \text{[50]} \text{[51]} \] and ecosystems \[ \text{[14]} \text{[22]} \text{[53]} \] in the vicinity of some fixed point \( \vec{x}^* \).

If the coupling strengths \( A_{kj} \) are small enough, then the fixed point \( \vec{x}^* \) is stable since
\[ \lim_{t \to \infty} |\vec{y}(t)| = 0 \]
for all initial states \( \vec{y}(0) \), where \( | \cdot | \) is the norm of a vector. On the other hand, large \( A_{kj} \) can destabilize the fixed point giving
\[ \lim_{t \to \infty} |\vec{y}(t)| = \infty \]
for all initial states \( \vec{y}(0) \), although in this limiting case the Eq. (3) does not approximate well Eq. (1) and one should focus on the nonlinear dynamics.

To quantitatively determine the stability of the system, we define the leading eigenvalue \( \lambda_1 \) of the matrix \( A \) as the eigenvalue that has the largest real part. If there exist several eigenvalues with the same real part, for example because \( \lambda_1 \) has a nonzero imaginary part, then we choose \( \lambda_1 \) to be the eigenvalue with the largest imaginary part. For instance under the assumption that \( d_j = d \) for all \( j \), if the real part \( \text{Re}(\lambda_1(A)) \) of \( \lambda_1 \) satisfies
\[ \text{Re}(\lambda_1(A)) < d, \]
then the fixed point \( \vec{y} = 0 \) is stable since the matrix \( M = -d + A \) has leading eigenvalue with negative real part, while if
\[ \text{Re}(\lambda_1(A)) > d, \]
\( M = -d + A \) has leading eigenvalue with positive real part, then the fixed point is unstable, as we detail in Appendix A.

Besides system stability, we are also interested in how large dynamical systems respond to external perturbations. As we discuss in Appendix A, if
\[ \text{Im}(\lambda_1(A)) = 0 \]
then the response of \( \vec{y} \) is nonoscillatory, while if
\[ \text{Im}(\lambda_1(A)) > 0 \]
then the response is oscillatory. In particular, the imaginary part of \( \lambda_1 \) determines the frequency of oscillations of the slowest mode when the system is stable, and of the fastest destabilizing mode when the system is unstable.

An important prediction in the theory of complex systems is that a linear system of randomly interacting components is unstable when \( N \) is large enough \[ \text{[54]} \text{[55]} \]. Indeed, under the assumption that the \( A_{ij} \) can be well approximated by independent and identically distributed (i.i.d.) random variables drawn from a distribution \( p_A \) with finite second moment \( \sigma^2 \), as proposed in a pioneering work by R. M. May \[ [55] \], it holds that for \( N \) large enough \[ [56] \]
\[ \lambda_1 = \sigma \sqrt{N}. \]
Hence, for \( N < N^* = (d/\sigma)^2 \) the system is stable, while for \( N > N^* \) the system is unstable. In the context of ecology, this result seems to imply that the biodiversity of an ecosystem is constrained by system stability, standing at the core of the diversity-stability debate \[ [57] \text{[59]} \].

The model of R.M. May exhibits an unavoidable trade-off between linear stability of fixed points and diversity because the real part \( \text{Re}(\lambda_1) \) of the leading eigenvalue diverges as a function of \( N \). If on the other hand, \( \text{Re}(\lambda_1) \) converges to a finite value as a function of \( N \), then fixed points can be stable even in the limit of infinitely large system size \( N \) if \( d \) in our example is sufficiently large, yet finite. On these grounds, considering random matrix models with distribution of the nonzero elements \( A_{ij} \) that does not depend on \( N \), we define the following two classes of stability:

(i) **Size-dependent stability:** the leading eigenvalue \( \text{Re}(\lambda_1) \) diverges as a function of \( N \). Therefore, there exists a critical value \( N^* \) above which models are unstable and biodiversity is constrained by system stability.

(ii) **Absolute stability:** the leading eigenvalue \( \text{Re}(\lambda_1) \) converges to a finite value as a function of \( N \).
Therefore, a finite value of $d$ can stabilise the fixed point, even in the limit of $N \gg 1$. Note that, absolutely stable models can be constructed from models with size-dependent stability by simply rescaling the entries of the matrix $A$ with $N$, which guarantees that the matrix norm $\|A\| = \sup \{ \|A\vec{x}\| : \vec{x} \in \mathbb{R}^N \text{ with } \|\vec{x}\| = 1 \}$ is finite in the limit of $N \gg 1$ and thus also the leading eigenvalue is finite. For example, if we consider random matrices $A$ with entries that are i.i.d. random variables with a variance $\sigma^2/N$, i.e. a model where coupling strengths $A_{kj}$ tend to zero for large $N$, then the leading eigenvalue $\text{Re}(\lambda_1)$ converges to $\sigma$. However, such rescaling is introducing a dependence on $N$ of the matrix elements $A_{ij}$, and therefore in the following we will call absolutely stable only those models for which fixed points can be stabilised by a finite value of $d$ without rescaling of the matrix entries with $N$.

From a network perspective, May’s model [55] can be described in terms of a dense graph, which can represent special cases of well-mixed ecosystem. However, usually the constituents of real-world systems interact through specific preferential interaction whose structure is better described by large, complex networks where nodes are not all linked with all the others. It is therefore interesting to understand the stability of dynamical systems defined on infinitely large, sparse, random graphs with edges that are characterised by random weights. Under these assumptions, interspecies coupling strenghts can still be approximated by random variables but it can be studied how the non trivial graph structure may affect system’s stability.

So far, the leading eigenvalue of adjacency matrices of sparse graphs has been studied on nondirected graphs with symmetric couplings and on directed graphs, for which the couplings are unidirectional. For symmetric matrices, the leading eigenvalue $\text{Re}(\lambda_1)$ scales as $O(\sqrt{\kappa_{\text{max}}})$ [60–62], where $\kappa_{\text{max}}$ is the maximal degree of the graph. On the other hand, for adjacency matrices of random, directed graphs [63–65] $\text{Re}(\lambda_1)$ scales as $O(\bar{e})$, where $\bar{e}$ is the mean number of links pointing outward, also known as mean outdegree. Hence, in the limit $N \rightarrow \infty$, linear dynamical systems on random directed graphs require a finite mean outdegree to guarantee absolute stability, while models defined on nondirected graphs need that the maximal degree is finite, which is a stronger requirement. This result gives a first example of how the nature of the interactions between single components play a major role on the stability property of the system granting the absolute stability of models on directed graphs that have the same structure and statistical properties as models on undirected graphs that are not absolutely stable.

Symmetric and unidirectional couplings are often not realistic types of interactions for modelling real world systems, such as, ecosystems [15, 27] and neural networks [60]. In general, interactions between the constituents of complex systems are bidirectional and nonsymmetric. For example, the trophic interactions between species in ecosystems can be of the predator-prey, competitive or mutualistic type (see Fig. 1). Starting from this observation, Refs. [15–17] have considered how predator-prey, competitive, and mutualistic interactions affect the stability of ecosystems defined on dense graphs. Although predator prey interactions tend to decrease the real part of the leading eigenvalue $\text{Re}(\lambda_1)$ by a constant predator, it does not alter the scaling of $\text{Re}(\lambda_1)$ as $\sqrt{N}$. Hence, in the case of dense graphs, stability depends on system sizes in all cases studied unless absolute stability is restored in the trivial sense by rescaling the interaction variables.

Inspired by these studies on complex ecosystems [15, 18, 27, 63, 69], we analyse in this paper the linear stability of fixed points of dynamical systems defined on large sparse random graphs with predator-prey, competitive or mutualistic interactions. Such dynamical systems serve as models for large ecosystems defined on foodwebs [6, 69] described as sparse, nondirected, random graphs that have a prescribed degree distribution [1, 70–73] and random interactions. We obtain the typical leading eigenvalue for these graphs with the cavity method [74–76], which is applied to specific cases as an illustration, but also holds for general nonsymmetric and bidirectional interactions. Using this theory, we determine linear stability of fixed points in an infinitely large ecosystem, characterised by random interactions on a sparse random graph. We find that, unlike in the dense cases and at variance with what generally expected, for sparse graphs the type of interactions can strongly affect stability, leading in some models to absolute stability, instead of size-dependent stability. The result also applies to other kind of system stability, such as structural stability and feasibility of ecosystems, as discussed in the last section. We also determine how the dynamics in the vicinity of a fixed point can strongly depend on the nature of the interactions and the network topology.

The paper is organized as follows: In Sec. II, we introduce the random matrix models we study in this paper, namely, antagonistic and mixture random matrices defined on sparse random graphs. In Sec. III, we present the main results for the stability and dynamics of infinitely large ecosystems defined on sparse graphs, which are based on exact results for the leading eigenvalue of the random matrix models defined in the previous section. In Sec. IV, we present the theory we use to derive the main results for the leading eigenvalue of antagonistic and mixture matrices on random graphs. In Sec. V, we present results for the spectra of antagonistic and mixture matrices, which extend the results for the leading eigenvalue discussed in Sec. III. In Sec. VI, we analyse how graph topology affects the stability of large ecosystems, and in Sec. VII, we present a discussion of the results in this paper and their broader application in the ecological context.
A. Notation

We denote real or complex numbers with a regular, serif font, e.g., $a$, $b$, vectors with an arrow, e.g., $\vec{a}$, $\vec{b}$, matrices of size $2 \times 2$ with a sans serif font, e.g., $A$, $B$, and matrices of size $N \times N$ in bold, e.g., $\mathbf{a}$, $\mathbf{b}$. Notation wise, we do not make a distinction between deterministic numbers and random variables. If $u$ is a random variable drawn from a distribution $p$, then we write $\langle u \rangle_p$ for its average. We use $u^*$ to denote the typical value of a random variable $u$, i.e., $u^* = \operatorname{argmax} p(u)$. If $z = x + iy$ is a complex number, then we denote its complex conjugate by $\overline{z} = x - iy$. We denote the real part of a complex number $z$ by $\Re(z)$ and we denote its imaginary part by $\Im(z)$. The complex conjugate of a vector is denoted by $\vec{a}^\dagger$, $\vec{b}^\dagger$.

II. MODEL DEFINITIONS

The models we study in this paper generalize the random matrix models for complex ecosystems with all-to-all interactions defined in Ref. [15] and the models for complex systems on random graphs with unidirectional interactions studied in Refs. [63, 76, 77].

We first define a general model for a dynamical system defined on a network irrespectively of the specific choice for the interactions between the nodes of the network. Subsequently, we will focus on random matrix models that represent dynamical systems with predator-prey interactions only or a combination of predator-prey, mutualistic, and competitive interactions. We call the former antagonistic ensemble, following Refs. [15, 78], and the latter the mixture ensemble; see Fig. 1 for an illustration of these two models.

A. General model

For simplicity, in Eq. (5) we consider that all diagonal entries of $d$ are all the same, i.e., $d_j = d$ for all $j$. This is because we want to understand how the properties of the interactions influence system stability, which will not be directly affected by having different values $d_j$.

The interspecies coupling strengths are modelled by random matrices $A$ with entries

$$A_{ij} = C_{ij} J_{ij}, \quad i, j \in \{1, \ldots, N\},$$  \hspace{1cm} (13)

where $C = \{C_{ij}\}$ is the adjacency matrix of a non-directed, random graph with a prescribed degree distribution $p_{\text{deg}}(k)$ [1, 70, 73] with mean degree

$$c = \sum_{k=0}^{\infty} p_{\text{deg}}(k) k,$$  \hspace{1cm} (14)

and where the pairs $(J_{ij}, J_{ji})$ are i.i.d. real-valued random variables drawn from a probability distribution $p(u, l)$ that is symmetric in its arguments,

$$p(u, l) = p(l, u), \quad u, l \in \mathbb{R}.$$  \hspace{1cm} (15)

So far, in the research literature, the spectral properties of matrices of the form given by Eq. (13) have been discussed in the cases of symmetric random matrices [62, 79, 84], for which

$$p(u, l) = p^S(u, l) = \tilde{p}(u)\delta(u - l),$$  \hspace{1cm} (16)

or for oriented random matrices [63, 65, 74, 76], for which

$$p(u, l) = p^O(u, l) = \frac{1}{2} \tilde{p}(u)\delta(l) + \frac{1}{2} \tilde{p}(l)\delta(u),$$  \hspace{1cm} (17)

where $\tilde{p}$ is a probability density generally supported on $(-\infty, \infty)$. In the oriented case, interactions are unidirectional, as illustrated in Fig. 1. We write $\delta(x)$ for the Dirac distribution.

In this paper, we extend these studies and present a theory for deriving the spectral properties of random matrices of the type given by Eq. (13) with $J_{ij}$ and $C_{ij}$ as described. We apply this theory to two types of ensembles that have not been discussed before in the literature, namely, antagonistic random matrices, for which $p(u, l)$ represents predator-prey interactions, and mixture matrices, for which $p(u, l)$ represent a mixture of predator-prey, competitive, and mutualistic interactions. We discuss these two cases in the next two subsections, respectively.

B. Antagonistic matrices

Antagonistic coupling matrices are defined in terms of the sign-constraint of antagonistic interactions:

$$J_{ij} J_{ji} < 0$$  \hspace{1cm} (18)
for each pair of indices \( i \neq j \). Note that antagonistic matrices are not antisymmetric matrices as in general \( J_{ij} \neq -J_{ji} \). In the context of ecosystems, they represent predator-prey interactions. This condition could be realised by the following \( p(u,l) \)

\[
p(u,l) = p^A(u,l) = \frac{1}{2} \tilde{p}(|u|)\tilde{p}(|l|) [\theta(u)\theta(-l) + \theta(-u)\theta(l)],
\]

(19)

where

\[
\theta(x) = \begin{cases} 
0 & x < 0, \\
1 & x \geq 0,
\end{cases}
\]

(20)
is the Heaviside function, and where \( \tilde{p} \) for the antagonistic ensemble is a probability density supported on \([0, \infty)\).

### C. Mixture matrices

The mixture ensemble consists of a mixture of predator-prey interactions, for which Eq. \( (18) \) holds, mutualistic interactions, which determine the following coupling strengths

\[ J_{ij} > 0 \text{ and } J_{ji} > 0, \]

(21)

and competitive interactions, for which corresponding coupling strengths are

\[ J_{ij} < 0 \text{ and } J_{ji} < 0. \]

(22)

For mixture matrices the distribution \( p \) reads

\[
p(u,l) = p^M(u,l) = \pi^A p^A(u,l) + (1 - \pi^A) p^{CM}(u,l),
\]

(23)

where \( \pi^A \in [0,1] \), \( p^A \) is the distribution defined in Eq. \( (19) \) that describes predator-prey interactions, and \( p^{CM} \) is the distribution

\[
p^{CM}(u,l) = \tilde{p}(|u|)\tilde{p}(|l|) \left[ \pi^M \theta(u)\theta(-l) + (1 - \pi^M) \theta(-u)\theta(l) \right]
\]

(24)

that describes both mutualistic and competitive interactions with \( \pi^M \in [0,1] \). Hence, for mixture matrices the couple \((u,l)\) is with probability \( \pi^A \) a predator-prey-like interaction, while it is mutualistic with probability \( (1 - \pi^A)\pi^M \) or competitive with probability \( (1 - \pi^A)(1 - \pi^M) \).

### D. Two examples: Model A and Model B

In the numerical examples of this paper, we consider that \( \tilde{p} \) is a uniform distribution with unit second moment, namely,

\[
\tilde{p}(x) = \frac{1}{b} \left[ 1 - \theta(x - b) \right], \quad x \geq 0,
\]

(25)

with \( b = \sqrt{3} \).

We set \( \pi_M = 0.5 \) so that on average couplings are balanced, i.e.,

\[
\langle u \rangle = \langle l \rangle = 0,
\]

(26)
even though the results of paper also hold for \( \pi_M \neq 0.5 \). With this choice the variance of the coupling strengths \((u \text{ and } l)\) is one.

We often consider random matrices defined on Erdős-Rényi graphs \cite{85,86}. For an Erdős-Rényi graph the \( C_{ij} \) are i.i.d. random variables that are with a probability \( c/(N-1) \) equal to one and with a probability \( 1 - c/(N-1) \) equal to zero. The Erdős-Rényi ensemble is also a random graph with the prescribed degree distribution

\[
p_{\text{deg}}(k) = \left( \frac{N-1}{k} \right) \left( \frac{c}{N-1} \right)^k \left( 1 - \frac{c}{N-1} \right)^{N-1-k}.
\]

(27)

In the limit \( N \to \infty \), the degree distribution is Poissonian with mean degree \( c \), i.e.,

\[
p_{\text{deg}}(k) = \frac{e^c c^k}{k!} e^{-c}.
\]

(28)

We define two ensembles of reference that we will often consider in the numerical examples and that we call Model A and Model B. Model A is an antagonistic, random matrix defined on an Erdős-Rényi graph with \( \tilde{p} \) given by Eq. \( (25) \). Model B, is a mixture random matrix defined on an Erdős-Rényi graph with \( \pi^A = 0.9 \), \( \pi^M = 0.5 \) and \( \tilde{p} \) given by Eq. \( (25) \). Since \( \pi^A = 0.9 \), most of the interactions in Model B are predator-prey interactions. Hence, the difference between Model A and Model B is that all interactions in Model A are predator-prey interactions, while Model B contains a small fraction of mutualistic and competitive interactions.

### III. MAIN RESULTS

In this section, we present the main results of this study. In particular we compare the linear stability of antagonistic systems with systems that contain a mixture of interactions, and we discuss the peculiar nature of their dynamics in the vicinity of a fixed point. We consider cases for which the degree distribution \( p_{\text{deg}}(k) \) has unbounded support so that with probability one the norm \( \| A \| \) diverges as a function of \( N \). It is natural to expect that if the norm diverges, then also \( \text{Re}(\lambda_1) \) diverges as a function of \( N \) implying that the stability of the fixed point depends on the system size. However, as we will show this is not always the case and whether the stability of fixed points is size-dependent or not size-dependent follows from the nature of the interactions.
A. Infinitely large antagonistic systems are absolutely stable

The first main result of this paper is that infinitely large systems with predator-prey interactions are significantly more stable than their counterparts that contain mutualistic and competitive interactions. Indeed, we show that in general, the stability of fixed points of dynamical systems on random graphs is dependent on the system size, and for large enough $N$ fixed points are unstable, implying a tradeoff between stability and diversity. An exception on this generic behaviour is when all interactions are of the predator-prey type. In this case, fixed points are absolutely stable.

This result follows from an analysis of the mean value

$$\langle \text{Re}(\lambda_1) \rangle = \langle \text{Re}(\lambda_1(A)) \rangle_{P(A)}$$

of the leading eigenvalue $\lambda_1$ as a function of $N$. Figure 2 shows that for antagonistic random matrices $\langle \text{Re}(\lambda_1) \rangle$ converges for large $N$ to a finite number, while for mixture matrices $\langle \text{Re}(\lambda_1) \rangle$ diverges as a function of $N$. Since stability is granted whenever $\text{Re}(\lambda_1) < d$, this result tells us that mixture models are unstable when $N$ is large enough, while antagonistic ones can be stable for $d$ sufficiently large but finite, even when $N$ infinitely large. The results for mixture matrices have been obtained using $\pi_A = 0.9$ for Model B, indicating that a small fraction of competitive or mutualistic interactions are sufficient to render a system always unstable in the infinite size limit.

The results presented in Figure 2 are obtained by using two independent methods. First, we diagonalize $10^3$ matrices sampled from Model A (antagonistic) and Model B (mixture) and compute the sample means of the leading eigenvalue. For mixture matrices $\langle \text{Re}(\lambda_1) \rangle$ diverges logarithmically in $N$, while for antagonistic random matrices $\langle \text{Re}(\lambda_1) \rangle$ is more or less independent of $N$. Second, we compute the typical value $\lambda_1^*$ of the leading eigenvalue in the limit $N \rightarrow \infty$ with the cavity method, which is an exact mathematical method for the spectral properties of sparse non-Hermitian matrices: we explain the cavity method in full detail in the next section. For antagonistic matrices, the cavity method provides a finite value that is confirmed by the numerical diagonalization results, while for mixture matrices we obtain that $\lambda_1^*$ is infinitely large in the infinite $N$ limit, which is also in agreement with the logarithmic divergence of $\lambda_1^*$ with $N$ observed in the direct diagonalization results.

B. Large antagonistic systems with a small mean degree exhibit oscillations

A second main result of this paper is that the dynamics of infinitely large and sparse systems with predator-prey interactions exhibit oscillations in the vicinity of a fixed point. In particular, we obtain that infinitely large systems defined on antagonistic matrices exhibit oscillations when the mean degree $c$ is small enough. This follows from an analysis of the imaginary component of the leading eigenvalue.

Figure 3 gives a first evidence that the leading eigenvalue of infinitely large mixture matrices is real, while the leading eigenvalue of antagonistic matrices can have a nonzero imaginary part. Indeed, the plot shows the probability $\text{Prob}(\lambda_1 \in \mathbb{R})$ that $\lambda_1$ is located on the real line as a function of $N$. Markers are numerical results obtained from directly diagonalizing $10^3$ matrices from the antagonistic ensemble (Model A, red squares) and the mixture ensemble (Model B, black circles), both for Erdős-Rényi graphs with a mean degree $c = 2$.
eigenvalue as real, where $10^{-13}$ is much smaller than the typical distance between two eigenvalues. Remarkably, just as in Fig. 2 it is sufficient to have a small finite fraction of mutualistic and competitive interactions to obtain a real-valued $\lambda_1$. Hence, almost all interactions must be of the predator-prey type in order to have a nonreal leading eigenvalue $\lambda_1$.

The leading eigenvalue $\lambda_1$ is not self-averaging in the limit $N \to \infty$ as it is evident from Fig. 3 since, if $\lambda_1$ were self-averaging, then $\text{Prob}[\lambda_1(A) \in \mathbb{R}]$ should tend either to one or zero. Since $\lambda_1$ is a random quantity, it is interesting to study its distribution, and in particular in this case the distribution of its imaginary part,

$$p_{\text{Im}(\lambda_1)}(x) = \langle \delta(x - \text{Im}(\lambda_1(A))) \rangle_{p(A)},$$

which is plotted in Fig. 4 for antagonistic matrices of finite size $N = 5000$. The distribution takes the form

$$p(\text{Im}(\lambda_1)) = \pi_{\text{Re}} \delta(\text{Im}(\lambda_1)) + (1 - \pi_{\text{Re}}) p_c(\text{Im}(\lambda_1))$$

where

$$\pi_{\text{Re}} = \text{Prob}[\lambda_1 \in \mathbb{R}]$$

is the probability that $\lambda_1$ is real and where $p_c(\text{Im}(\lambda_1))$ a continuous distribution for nonreal values of $\text{Im}(\lambda_1)$. In turn, from general considerations on sparse graphs [65] it is expected that in the limit $N \to \infty$ the continuous component tends to

$$p_c(x) = a\delta(x - \text{Im}(\lambda_1^*)) + (1 - a)p_{\text{cycle}}(x)$$

where $\text{Im}(\lambda_1^*)$ is the typical value of $\text{Im}(\lambda_1)$ and $p_{\text{cycle}}(x)$ is the remaining distribution describing the nontypical values of $\text{Im}(\lambda_1)$, which are originated due to the presence of small cycles in the graph [87]. Conveniently, theoretical prediction of $\text{Im}(\lambda_1^*)$ in the limit $N \to \infty$ when the underlying graph has a giant component ($c > 1$ for Erdős-Rényi graphs) is accessible by means of a theory based on the cavity method that we present in detail in Sec. IV. Moreover from finite $N$ results, as shown in Fig. 4 we get an independent estimate of the typical $\text{Im}(\lambda_1^*)$ (see Appendix B for a detailed finite size study) by identifying it with the mode of a gamma distribution

$$\gamma(x; \alpha, \beta) = (1 - \text{Prob}[\lambda_1 \in \mathbb{R}]) \frac{x^{\alpha-1}e^{-\beta x}}{\Gamma(\alpha)}$$

fitted on the histogram of nonreal values $\text{Im}(\lambda_1)$, with $\Gamma(\alpha)$ the gamma function and $\beta, \alpha \in \mathbb{R}_+$ two fitting parameters.

Figure 5 shows that these two independent methods give compatible results on the typical value $\text{Im}(\lambda_1^*)$ of antagonistic random matrices, which interestingly it is seen to exhibit a phase transition as a function of the mean degree $c$. In particular, Fig. 5 shows that there exists a critical $c_{\text{crit}}$ such that $\text{Im}(\lambda_1^*)$ converges as $N \to \infty$ towards zero for $c > c_{\text{crit}}$ and to a nonzero value for $c < c_{\text{crit}}$.

![Figure 4](image1)

**FIG. 4.** Histograms of the imaginary part $\text{Im}(\lambda_1)$ of the leading eigenvalue $\lambda_1$ in antagonistic matrices defined on Erdős-Rényi graphs (Model $A$) with mean degrees $c = 2$ (blue) and $c = 4$ (yellow). Results shown are obtained from diagonalizing $10^5$ matrices of size $N = 5000$. The thick vertical line at $\text{Im}(\lambda_1) = 0$ has height $\text{Prob}[\lambda_1 \in \mathbb{R}]$ with $\delta = 0.1$ the width of the intervals in the histogram. Continuous lines are gamma distributions, see Eq. (34), fitted to the histograms [fitted parameters are $\alpha = 3.04$ and $\beta = 3.31$ (blue) and $\alpha = 1.53$ and $\beta = 4.35$ (yellow)].

![Figure 5](image2)

**FIG. 5.** Imaginary part of the typical value $\text{Im}(\lambda_1^*)$ of the leading eigenvalue $\lambda_1$ as a function of the mean degree $c$ for antagonistic matrices defined on Erdős-Rényi graphs (Model A). Red crosses denote $\text{Im}(\lambda_1^*)$ in the limit of $N \to \infty$ computed with the cavity method (see Sec. IV), while the solid line is a guide to the eye. Unfilled markers denote $\text{Im}(\lambda_1^*)$ obtained from directly diagonalizing $10^5$ matrices of a given size $N$ as shown in Fig. 4. Results shown are for $c > 1$ since Erdős-Rényi graphs do not have a giant component when $c < 1$.

The result in Fig. 5 has deep implications on the dynamics of $\tilde{y}(t)$. Indeed, assuming we are in the vicinity of a stable fixed point, the critical mean degree $c_{\text{crit}}$ separates a regime at low connectivities, where infinitely large, antagonistic systems oscillate towards the fixed point, from a regime at high connectivities, where infinitely large, antagonistic systems relax monotonously to the fixed point. Figure 6 illustrates the distinction between the dynamics at $c = 2 < c_{\text{crit}}$ and $c = 4 > c_{\text{crit}}$ by
FIG. 6. Plot of $\tilde{y}(t) \cdot \tilde{y}(0)/|\tilde{y}(0)|^2$ as a function of $t$ for three different realizations of antagonistic matrices $A$ drawn from Model A with $N = 10^4$, and with $c = 2$ or $c = 4$ as denoted in the legend. We have chosen matrix realizations such that $\text{Im}(\lambda_1(A))$ (numerical values reported in the figure) correspond to the typical values of $\text{Im}(\lambda_1)$ in Fig. 3. We observe a clear qualitative difference between the trajectories of $\tilde{y}$ as a function of $t$ for three different matrix realizations $A$ drawn from the Model A. Since $\tilde{y}$ is a vector in a high dimensional space, we plot its projection $\tilde{y}(t) \cdot \tilde{y}(0)/|\tilde{y}(0)|^2$ on the initial state, for which we have set all entries equal to one, i.e., $\tilde{y}(0) = (1, 1, \ldots, 1)^T$. We observe a clear qualitative difference between the $c = 2$ and $c = 4$ trajectories of $\tilde{y}(t)$: for $c = 2$ the trajectory is reminiscent of a harmonic oscillator in the underdamped regime while for $c = 4$ the trajectory is reminiscent of a harmonic oscillator in the overdamped regime.

More specifically these oscillations emerge most clearly if the time scale $\tau_{\text{rel}}$ that the system needs to relax to its fixed point

$$\tau_{\text{rel}} = \frac{1}{d - \text{Re}(\lambda_1)} ,$$

(35)

is similar or larger than the transient time $\tau_{\text{gap}}$ at which the mode associated with the leading eigenvalue starts to dominate the dynamics, i.e., $\tau_{\text{rel}} \geq \tau_{\text{gap}}$. The timescale $\tau_{\text{gap}}$ is given by the inverse of the spectral gap,

$$\tau_{\text{gap}} = \frac{1}{\text{Re}(\lambda_1) - \text{Re}(\lambda_{M+1})} ,$$

(36)

where $M$ denotes the number of eigenvalues with a real part equal to $\text{Re}(\lambda_1)$, see Appendix A. Hence $\text{Re}(\lambda_{M+1})$ denotes the second largest value of the real parts of the eigenvalues of $A$. In this situation perturbed systems will show simple exponential recovery of the fixed point if $\lambda_1$ is real or barely visible oscillations if their period

$$\tau_{\text{oscil}} = \frac{2\pi}{\text{Im}(\lambda_1)}$$

(37)

is such that $\tau_{\text{oscil}} \gg \tau_{\text{rel}}$. Otherwise for $\tau_{\text{oscil}} \ll \tau_{\text{rel}}$ a typical characteristic oscillatory dynamics of $\tilde{y}(t)$ will emerge during relaxation towards equilibrium. Finally for $\tau_{\text{rel}} \ll \tau_{\text{gap}}$ the dynamics of $\tilde{y}(t)$ appears chaotic.

For large systems, where spectral gap is expected to be small and vanishing in the limit $N \to \infty$, $\tau_{\text{rel}} > \tau_{\text{gap}}$ can only be obtained at the verge of instability, i.e. for $d - \text{Re}(\lambda_1)$ even smaller than the gap. In this setting, systems with $\lambda_1$ typically real, or that rely on finite size fluctuations of $\text{Im}(\lambda_1)$ to have a large but finite $\tau_{\text{oscil}}$, will mostly present a non-oscillatory relaxation dynamics. This occurs for antagonistic systems characterised by connectivity $c = 4 > c_{\text{crit}}$, an example of which is shown in Fig. 3 where for the instance with $\lambda_1$ real the gap is $0.03 (\tau_{\text{gap}} \sim 30)$ and it is $0.02 (\tau_{\text{gap}} = 50)$ in the other case. In this example already a $\tau_{\text{rel}} = 40$ lets the dominating mode emerge at around $t = 60$, after a short transient. Note that some oscillation is still visible in the second case, but they are expected to disappear completely for $N \to \infty$, as they are originated by finite size fluctuations of the leading eigenvalue. On the contrary, antagonistic systems with $c = 2 < c_{\text{crit}}$ and typically finite $\text{Im}(\lambda_1)$ in the large size limit, will necessarily be characterised by $\tau_{\text{oscil}} \ll \tau_{\text{rel}}$ as soon as $\tau_{\text{rel}} \geq \tau_{\text{gap}}$ and therefore will typically present evident oscillatory dynamics towards equilibrium as in the example of Fig. 3 where the gap is $0.02$, $\tau_{\text{gap}} = 50$ and again we have set $\tau_{\text{rel}} = 40$.

Interestingly, oscillatory recovery of the fixed point after a perturbation has been observed in experiments on brain functioning during wakefulness and not during sleep [34, 35]. Several models for different parts of the brain build on the interconnections of neurons through synapses [88], with progressive accent on the non symmetric nature of the interactions and the non trivial topology of the network, including the proposal that a change in the interconnection structure could be responsible of the lost of consciousness during sleep [34]. Remarkably some indirect evidence of this phenomenon has emerged in the different response of the brain to controlled external stimuli, showing longer and oscillatory recovery of the pre-stimulus stadium with long range repercussion during wake and a rapid monotonic and localised decay of the stimulus effect during sleep [31, 35]. The theoretical result discussed in this section in full generality for the schematic antagonistic model proposed provides a general and statistically sound explanation of the typical emergence of similar oscillatory dynamical behaviour for perturbed complex systems characterised by sparse interaction graphs and poised at the verge of instability as well as its typical absence when graph connectivity increases [20, 66, 89].

IV. THEORY FOR THE SPECTRA OF INFINITELY LARGE RANDOM MATRICES

We present now the theory that we have used in Figs. 2 and 4 to determine the typical value $\lambda_1^*$ of the leading eigenvalue of infinitely large matrices.

First, we derive an exact expression for the spectral distribution of infinitely large random matrices in the
general model defined in Sec. II A, which includes antagonistic and mixture matrices. The spectral distribution of a sequence of square matrices $A_N$ of increasing size $N$ is defined by

$$
\rho(z) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \delta(z - \lambda_j)
$$

for

$$
z = x + iy \in \mathbb{C}
$$

and where

$$
\lambda_1, \lambda_2, \ldots, \lambda_N,
$$

are the $N$ complex roots of the algebraic equation

$$
\det[A - z\mathbf{1}_N] = 0.
$$

Using the cavity method of Refs. [74–76], we will derive a closed form expression for the spectral distribution $\rho(z)$ of random matrices in the general model defined in Sec. II A. Note that $\rho$ is in principle a random quantity, as $A_N$ is random, but numerical evidence shows that in the limit of large $N$ the spectral distribution converges to a deterministic limit [74–76].

Since we are mainly interested in the leading eigenvalue, we will focus on the support of $\rho$, which is defined as

$$
S = \{z \in \mathbb{C} : \rho(z) \neq 0\}
$$

where $\Phi$ denotes the closure of a set $\Phi$. The typical value of the leading eigenvalue follows from

$$
\lambda^*_1 = \arg\max \{\textrm{Re}(z) : z \in S\},
$$

where in Eq. (43) we use the convention, as before, to choose the value with the largest imaginary part in case there are several eigenvalues with a maximum $\textrm{Re}(z)$. The Eq. (43) is only valid in case the leading eigenvalue belongs to the continuous part of the spectrum. This condition holds when the spectrum does not have outlier eigenvalues [83]. In particular, a deterministic outlier eigenvalue can be originated when Eq. (26) is not satisfied. Moreover, in the left-hand-side of Eq. (43), we have set the typical value $\lambda^*_1$ of $\lambda_1$. This is necessary because the leading eigenvalue $\lambda_1$ is, on contrary to the support set $S$, not a self-averaging quantity. Indeed, infinitely large random graphs contain cycles of finite length and these may create stochastic outlier eigenvalues in the spectrum that may also be leading eigenvalues, as discussed in Ref. [76, 87]. The cavity method assumes that the ensemble does not contain cycles of finite length in the limit of large $N$. This assumption does not influence the support set $S$ because $S$ does not depend on the stochastic outlier eigenvalues in the spectrum. However, when considering the leading eigenvalue, there is a finite, albeit small, probability that the leading eigenvalue is contributed by a cycle of finite length [76] and therefore $\lambda_1$ is not a self-averaging quantity. Although we cannot compute the contribution to $\lambda_1$ due to cycles, we can use the cavity method together with Eq. (43) to compute the most likely value $\lambda^*_1$ of the leading eigenvalue.

A. Spectral distribution for locally tree-like matrices

We start the theoretical analysis with revisiting the cavity method of Refs. [74–76] for the spectral distribution $\rho$ of random matrices that are locally tree-like. We say that a random matrix ensemble is locally tree-like if with probability one in the limit $N \to \infty$ the finite neighbourhood of a randomly selected node is a tree [90]. We note that an alternative method [91, 92] based on replica theory could be used to obtain similar results.

As shown in Refs. [74–76], the spectral distribution of a locally tree-like random matrix is given by

$$
\rho(z) = \lim_{\eta \to 0^+} \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \frac{d}{dz} (G_j)_{21},
$$

where

$$
\frac{d}{dz} = \frac{1}{2} \left( \frac{d}{dx} + \frac{d}{dy} \right),
$$

and where the $2\times2$ matrices $G_j$ satisfy the relations

$$
G_j(z) - \sum_{k \in \partial_j} J_{jk} G_k^{(j)} J_{kj} = 0.
$$

In Eq. (46), we have used the notation

$$
\partial_i = \{j : C_{ij} \neq 0\}
$$

for the neighborhood of node $i$, and we have also used

$$
z_\eta = \left( \begin{array}{c} -i\eta \\ \bar{z} \\ i\eta \end{array} \right), \quad \text{and} \quad J_{jk} = \left( \begin{array}{cc} 0 & J_{jk} \\ J_{kj} & 0 \end{array} \right).
$$

The matrices $G_j^{(\ell)}$ on the right-hand side of Eq. (46) are $2\times2$ matrices of complex numbers that satisfy the recursion relations

$$
G_j^{(\ell)} = \left( z_\eta - \sum_{k \in \partial_j^{(\ell)}} J_{jk} G_k^{(j)} J_{kj} \right)^{-1},
$$

for each $\ell \in \partial_j$.

The Eqs. (46) and (49) are relations between random variables defined on a locally tree-like matrix. In the next section, we derive a set of recursive distributional equations for infinitely large matrices drawn from the general model defined in Sec. II A.
B. Spectral distribution for the general model of Sec. II A

Since the general random-matrix model in Sec. II A is defined on random graphs with a prescribed degree distribution, it is a locally tree-like ensemble and the cavity method thus applies.

We use the Eqs. (46) and (49) to derive a selfconsistent set of equations in the distributions

\[ \tilde{q}(g) := \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta(g - G_i) \]  

and

\[ q(g) := \lim_{N \to \infty} \frac{1}{cN} \sum_{i=1}^{N} \delta(g - G_i^{(0)}). \]  

Since for the general model defined in Sec. II A the random variables on the right hand side of Eqs. (46) and (49) are independent, we obtain the recursive distributional equations

\[ \tilde{q}(g) = \sum_{k=0}^{\infty} p_{\text{deg}}(k) \int \prod_{\ell=1}^{k} \frac{d g_\ell q(g_\ell)}{\ell!} \] 

\[ \times \delta \left( g - \left( z_{\ell} - \sum_{\ell=1}^{k} J_{\ell} g_\ell J_{\ell}^{\dagger} \right)^{-1} \right) \]  

\[ q(g) = \sum_{k=1}^{\infty} \frac{k p_{\text{deg}}(k)}{c} \int \prod_{\ell=1}^{k-1} \frac{d g_\ell q(g_\ell)}{\ell!} \] 

\[ \times \delta \left( g - \left( z_{\ell} - \sum_{\ell=1}^{k-1} J_{\ell} g_\ell J_{\ell}^{\dagger} \right)^{-1} \right), \]  

where

\[ J_{\ell} = \begin{pmatrix} 0 & u_{\ell} \\ I_{\ell} & 0 \end{pmatrix}. \]  

The distribution \( \tilde{q}(g) \) provides us with the spectral distribution, which admits according to Eq. (44) the expression

\[ \rho(z) = \lim_{\eta \to +0} \frac{1}{\pi} \frac{d}{d\gamma} \int \frac{d g \tilde{q}(g)}{g^2}. \]  

Since we are mainly interested in the leading eigenvalue \( \lambda_1 \), we discuss in the next section how to obtain the boundary of the support set \( S \) of \( \rho \).

C. Support of the spectral distribution

In this section, we derive an equation for the support set \( S \) of the spectral distribution \( \rho \). We use the fact that the Eqs. (52-55) admit the so-called trivial solution for which

\[ \tilde{q}(g) = \int dg q^{(0)}(g) \delta \left( g - \begin{pmatrix} 0 & -g \end{pmatrix} \right) \]  

and

\[ q(g) = \int dg q^{(0)}(g) \delta \left( g - \begin{pmatrix} 0 & -g \end{pmatrix} \right). \]  

Substituting Eqs. (56) and (57) into the Eqs. (52) and (53), we obtain that the \( q^{(0)} \) and \( q^{(0)} \) solve the equations

\[ \tilde{q}^{(0)}(g) = \sum_{k=0}^{\infty} p_{\text{deg}}(k) \int \prod_{\ell=1}^{k} \frac{d g_\ell q^{(0)}(g_\ell)}{\ell!} \] 

\[ \times \int \prod_{\ell=1}^{k} p(u_{\ell}, l_{\ell}) du_{\ell} dl_{\ell} \]

\[ \times \delta \left( g + \left( z + \sum_{\ell=1}^{k} u_{\ell} g_{\ell} l_{\ell} \right)^{-1} \right), \]  

and

\[ q^{(0)}(g) = \sum_{k=1}^{\infty} \frac{k p_{\text{deg}}(k)}{c} \int \prod_{\ell=1}^{k-1} \frac{d g_\ell q^{(0)}(g_\ell)}{\ell!} \] 

\[ \times \int \prod_{\ell=1}^{k-1} p(u_{\ell}, l_{\ell}) du_{\ell} dl_{\ell} \]

\[ \times \delta \left( g + \left( z + \sum_{\ell=1}^{k-1} u_{\ell} g_{\ell} l_{\ell} \right)^{-1} \right). \]  

In addition, substituting the trivial solution into Eq. (55) for the spectral distribution, we obtain that \( \rho(z) = 0 \), and therefore the trivial solution holds for values of \( z \notin S \).

In order to obtain the boundary of the support \( S \) of the spectral distribution, we perform a linear stability analysis of the Eqs. (52-53) around the trivial solution given by Eq. (57). We consider a perturbation

\[ \tilde{q}(g) = \int dg \int dh \int dh' Q(g, h, h') \delta \left( g - \begin{pmatrix} h & -g \\ -g & h' \end{pmatrix} \right) \]  

around the trivial solution Eq. (57), where the

\[ \int dg \int dh \int dh'' h''^n Q(g, h, h'') \in O(\epsilon^{n+m}) \]  

are assumed to be of order \( O(\epsilon^{n+m}) \) and where \( \epsilon \ll 1 \) is a small number that quantifies the strength of the perturbation around the trivial solution.
In Appendix C, we show that Eqs. (53), (60) and (61) imply up to order \( O(\epsilon) \) that
\[
Q(g, h) = \sum_{k=1}^{\infty} \frac{k p_{\text{deg}}(k)}{c} \int \prod_{\ell=1}^{k-1} d\eta d\xi Q(\eta, \xi) \times \int \prod_{\ell=1}^{k-1} \rho(u_{\ell}, \ell) du_{\ell} dl_{\ell} \times \delta \left( h - |g|^2 \sum_{\ell=1}^{k-1} h_{\ell}^2 \right) \times \delta \left( g + \left[ z + \sum_{\ell=1}^{k-1} u \eta g \xi \ell \right]^{-1} \right),
\]
where
\[
Q(g, h) = \int dh' Q(g, h, h').
\]

Since the Eq. (62) is obtained through a linear stability analysis of the recursive distributional equations (53) at the trivial solution Eq. (67), we obtain that \( z \notin S \) if
\[
Q(g, h) = q^{(0)}(g)\delta(h),
\]
is a stable solution of the Eq. (62), where \( q^{(0)} \) solves the relations in Eq. (62) On the other hand, if \( z \in S \) then the Eq. (62) will not be stable at the trivial solution given by Eq. (64). Hence, the boundary of the support set \( S \) is given by the edge of stability of Eq. (62) at the fixed point solution (64).

There exist two limiting case for which we can obtain the edge of stability analytically. First, there is the case of a highly connected graph with \( c \to \infty \), which we will discuss later. Second, there are the case of matrices with oriented interactions for which \( p \) is of the form given by Eq. (17). In this case, we recover that
\[
S = \left\{ z \in \mathbb{C} : |z|^2 \leq \frac{k(k-1)}{2c} \rho_{\text{deg}}(\langle u^2 \rangle)^{\frac{1}{2}} \right\},
\]
which is consistent with the results in Ref. [35], as we show in Appendix E.

For antagonistic and mixture random matrices, it is difficult to make analytical progress. However, we can determine the edge of stability of Eq. (62) at the fixed point solution (64), and thus also the support set \( S \), with a population dynamics algorithm that we describe in detail in Appendices D and E. We have used this algorithm to determine the real part and imaginary part of \( \lambda^2 \) in Figs. 2 and 5. In the following section, we use this algorithm to determine the support set \( S \) of both antagonistic and mixture random matrices.

**V. SPECTRA OF ANTAGONISTIC AND MIXTURE MATRICES**

In Sec. III, we have found that the leading eigenvalues of antagonistic and mixture matrices behave in qualitatively different ways. As a consequence, we expect that also the spectra of these ensembles are qualitatively different. Therefore, in this section we analyse the spectra of antagonistic and mixture ensembles and provide a holistic view on the results for the leading eigenvalue in Sec. III.

**A. Antagonistic matrices**

We first consider the spectra of antagonistic matrices given by Model A, defined in Sec. III D and whose leading eigenvalue results are shown in Figs. 2-5. Figure 7 presents the spectra of antagonistic matrices on graphs with mean degrees \( c = 4 \) and \( c = 2 \). Each panel shows \( 10^4 \) eigenvalues obtained from diagonalizing \( m_s = 10^4/N \) matrices. In addition to these results from numerical experiments, the plot also shows the boundary of the spectrum for \( N \) infinitely large, which is obtained with the cavity theory in Sec. IV C.

We observe a very good correspondence between theory and numerical results when \( N \approx 10^4 \), while for smaller \( N \) deviation appears, due to fluctuations in the spectral properties for matrices of finite size. For example, from Fig. 7 it appears that the leading eigenvalue at low values of \( N = 10 \) is larger than the leading eigenvalue at \( N = 10^4 \). However, as shown in Fig. 2, the average of the leading eigenvalue is independent of \( N \), and therefore what we observe in Fig. 7 are sample-to-sample fluctuations, which are significant for small system sizes \( N \). In Appendix E, we compare theoretical results for the spectral distribution \( \rho(z) \) with histograms of eigenvalues at finite \( N \), and we obtain again an excellent agreement between theory and numerical experiments, which further corroborates the theory.

The most striking feature observed in Fig. 7 is the qualitative difference between \( c = 4 \) and \( c = 2 \) in the boundaries of the spectra of antagonistic matrices. For \( c = 4 \), the boundary of the spectrum has a shape similar to the elliptic law given by Eqs. (66-67), while for \( c = 2 \) a qualitatively new feature appears in the profile of the boundary: at the intersection with the real axis it shows negative curvature accompanied by a rarefaction of eigenvalues in correspondence of the real axis (excepts from some noteworthy finite size effects). This phenomenon, hereafter called reentranse behaviour or reentrance effect, corresponds to the fact that typically, for large systems, the leading eigenvalue of the spectrum is not real but it is a pair of complex conjugate numbers with finite imaginary parts. The qualitative change observed when comparing the boundary of the spectra at \( c = 4 \) and \( c = 2 \) provides a holistic view on the phase transition at \( c_{\text{crit}} \approx 2.75 \), depicted in Fig. 5 for the imaginary part of the leading eigenvalue, which is real for \( c = 4 > c_{\text{crit}} \), while for \( c = 2 < c_{\text{crit}} \) it has a finite nonzero imaginary part because of the reentranse effect in the spectrum boundary. Hence, the phase transition in Fig. 5 reflects a qualitative change in the spectrum of
FIG. 7. Spectra of antagonistic random matrices on Erdős-Rényi graphs (Model A in Sec. II D) with mean degree $c = 4$ (panels from (a) to (d)) and $c = 2$ (panels from (e) to (h)). Grey markers are the eigenvalues of $m_s$ matrices of size $N$, with $m_s = 10^4/N$, that are randomly drawn from this ensemble and are obtained through direct diagonalization routines. Continuous black lines are theoretical results for $N \to \infty$ obtained with the cavity theory of Sec. IV solved by population dynamics algorithm with population size $N_p = 25000$, note that the boundary would not change using larger $N_p$. Red dashed lines shown in panels (d) and (h) represent the boundary of the elliptic law given by Eqs. (66, 67) with $\sigma^2 = c$ and $\tau = -3c/4$. 
antagonistic matrices at low $c$.

B. Mixture matrices

We consider now the spectra of mixture matrices (Model B), for which we have seen that the leading eigenvalue diverges as a function of $N$ (Fig. 2), and is real (Fig. 3). Figure 3, which is the equivalent for mixture matrices of the Fig. 2 for antagonistic matrices, shows a good agreement between numerical results and the boundary of the spectrum, a part from important sample fluctuations for small sizes. Remarkably the big difference with the antagonistic case is visible in proximity of the real axis, where eigenvalues seem this time to accumulate and every remnant of the reentrant behaviour previously emerging at small $c$ has disappeared. Moreover we observe that mixture matrices develop long tails of eigenvalues on the real axis, which are absent in the spectra of antagonistic matrices. These tails are directly responsible of the divergence as a function of $N$ of the leading eigenvalue, which turns out to be real with probability one. The observed tails are reminiscent of the Lifshitz tails in nondirected graphs [60, 62, 86], which also appear in nonHermitian random matrices. Further details about the tails of the spectrum are discussed in Appendix D, where we focus on the boundary of the spectrum in proximity of the real axis as obtained by the cavity method (see in particular Fig. 13). Interestingly we find that strong finite size effects affect these theoretical results obtained with population dynamics similarly to what happens for results from direct diagonalisation giving evidence that the support set $S$ of the spectrum contains the entire real line. Note that in particular the result shown in Fig. 8 has been obtained for population size $N_p = 25000$. Larger population size would push the boundary on the real line further away from the origin. On the other hand we have observed that the boundary far from the real line is not affected by population size. We anticipate here that this result is particularly relevant for its implications for structural stability as we will discuss in Sec. VII.

C. Comparing the spectra of sparse matrices with the elliptic law

In the limiting case of sparse matrices of high connectivity, i.e. $c \to \infty$, the Eqs. (52-55) imply the elliptic law for the spectral distribution [15, 89, 97, 98], as we show in Appendix F, namely,

$$
\rho(z) = \begin{cases} 
\frac{\sigma^2}{\pi(\sigma^2 - \tau^2)} & \text{if } \frac{\text{Re}(z)^2}{(\sigma^2 + \tau)^2} + \frac{\text{Im}(z)^2}{(\sigma^2 - \tau)^2} \leq \frac{1}{\sigma^2}, \\
0 & \text{if } \frac{\text{Re}(z)^2}{(\sigma^2 + \tau)^2} + \frac{\text{Im}(z)^2}{(\sigma^2 - \tau)^2} > \frac{1}{\sigma^2}, 
\end{cases}
$$

(66)

where

$$
\tau = \lim_{c \to \infty} c \langle ul \rangle_p, \quad \sigma^2 = \lim_{c \to \infty} c \langle u^2 \rangle_p, 
$$

(67)

and where $p$ is the distribution of $u$ and $l$ in the general model of Sec. IA. Hence, in this limit it holds that

$$
S = \left\{ z \in \mathbb{C} : \frac{\text{Re}(z)^2}{(\sigma^2 + \tau)^2} + \frac{\text{Im}(z)^2}{(\sigma^2 - \tau)^2} \leq \frac{1}{\sigma^2} \right\},
$$

(68)

where $\sigma$ and $\tau$ are defined as in Eq. (67). Equation (68) is consistent with the elliptic law Eq. (15).

The elliptic law derived to describe the boundary of the spectrum of dense matrices is by definition insensitive of the local network topology. To highlight how important is the influence of network topology on the spectral results presented so far we adapt the elliptic law [15] of Eqs. (52-55) to matrices from Model A, and to matrices of Model B as they were dense matrices, and thus ignoring the network structure. To do so, we consider the elliptic law for an i.i.d. matrix ensemble whose entries $(A_{ij}, A_{ji})$ have the same variance and correlations as in the sparse ensembles represented by Model A, $\sigma^2 = c$ and $\tau = -3c/4$, and Model B, $\sigma^2 = c$ and $\tau = -3c/5$.

The first consequence of this adaptation is that the elliptic law has finite support, at variance with what happens for $N \times N$ dense matrices with finite elements. In other words the elliptic law adapted to the sparse case predicts that systems whose coupling strengths are described by sparse matrices can be stable in all cases as the leading eigenvalue does not diverge with $N$.

In Fig. 7 we observe that the elliptic law thus obtained gives an acceptable quantitative prediction for the boundary of the spectrum and the leading eigenvalue of an antagonistic matrix with $c = 4$. On the other hand, for $c = 2$ the spectrum and the leading eigenvalue deviate considerably between the elliptic and sparse ensembles. The difference is in this case mainly due to the reentrance effect, which is absent in the dense ensemble.

Discrepancies emerge also for mixture matrices, as shown in Fig. 8 and this time are due to the emergence of tails on the real line, which cannot be described by the elliptic law. Such tails reinstate the divergence of the leading eigenvalue of sparse large matrices which is not simply originated by an extensive mean connectivity as for dense matrices, but is due to unbounded maximum degree $\delta_{\text{max}}$ similarly to what occurs for symmetric matrices as discussed in the introduction. Therefore, especially for mixture matrices, the predictions on the leading eigenvalue that can be obtained by neglecting the local graph topology and using an adaptation of the elliptic law to the sparse case are completely unreliable.

Finally, although for antagonistic matrices with $c = 4$ the elliptic law predicts well the boundary of the support set $S$, this is not the case for the spectral distribution $\rho$. In Appendix E we plot $\rho$ for antagonistic random matrices in Model A and find that their spectral distribution deviates significantly from the uniform elliptic law. In
VI. INFLUENCE OF NETWORK TOPOLOGY ON SYSTEM STABILITY

So far, we have studied how the properties of the interactions \((J_{ij}, J_{ji})\), which may be of the predator-prey, competitive or mutualistic type, affect the stability of large dynamical systems. However, we have focused on only one random graph ensemble, namely, the Erdős-Rényi ensemble with a Poisson degree distribution. Here, on the other hand, we will study how graph structure affects system stability. We discuss how the leading eigenvalue \(\lambda_1\) depends on mean degree \(c\) and the variance

\[
\text{var}(k) = \langle k^2 \rangle_{\text{deg}} - c^2. \tag{69}
\]

We determine the parameter regimes for which fixed points in antagonistic systems, which have exclusively predator-prey interactions, are stable and compare the resultant phase diagrams with those of models with unidirectional interactions. We do not consider models with a mixture of interactions as for such systems the stability of fixed points is dependent on system size and therefore we would obtain a trivial phase diagram in the limit of infinitely large \(N\), as in the infinite size limit the system is unstable for all parameter values.

For the antagonistic ensemble, we consider the distribution \(\tilde{p}\) given by Eq. (25) and for the oriented ensemble \(\tilde{p}\) is an arbitrary distribution with unit variance and zero mean; for oriented matrices the precise form of \(\tilde{p}\) does not matter as \(\text{Re}(\lambda_1)\) only depends on its variance and mean value [65].

A. Large mean degree has for all interaction types a negative effect on system stability

Figure 9(a) shows the edge of stability, given by the values of the parameters for which \(\text{Re}(\lambda_1^*) = d\), for infinitely large, antagonistic, random matrices on Erdős-Rényi graphs (Model A) as a function of \(c\), with \(c > 1\) so...
that there exists a giant component (see Appendix G). We find that the value $\text{Re}(\lambda^*_1)$, and therefore the edge of the stability, increases as a function of $c$ implying that interactions destabilise fixed points in dynamical systems. Note that on the y-axis we have $d/\sqrt{\langle l^2 \rangle}$ as the result is invariant under a rescaling of both $d$ and $\sqrt{\langle l^2 \rangle} = \sqrt{\langle u^2 \rangle}$ by the same factor.

In order to better understand the effect of network topology on system stability, we compare the results for Erdős-Rényi graphs with those for regular graphs, for which

$$p_{\delta \deg}(k) = \delta_{k,c},$$

(70)

with $c \in \{3, 4, \ldots \}$ so that there exists a giant component (see Appendix F). Figure 9(a) shows that if interactions are of the predator-prey type, then Erdős-Rényi graphs are more stable than regular graphs.

Comparing the results for sparse matrices obtained with the cavity method with predictions from the elliptic law, which ignores the presence of an underlying network, we find that the elliptic law provides a reasonable quantitative prediction of the leading eigenvalue of antagonistic matrices for values $c \gtrsim 4$.

Figure 9(b) presents similar results as in Figure 9(a), but this time for oriented matrices with $(J_{ij}, J_{ji})$ random variables drawn from the distribution given by Eq. (17) with $\tilde{p}$ an arbitrary distribution with zero mean and unit variance. In this case, the boundary of the support set $S$ is given by

$$|z|^2 = \frac{(k(k-1))_{p_{\deg}}}{2c} \langle R \rangle_{\tilde{p}},$$

(71)

as shown in Appendix F.1, and therefore

$$\text{Re}(\lambda^*_1) = \sqrt{\langle R \rangle_{\tilde{p}} \frac{\text{var}(k) + c^2 - c}{2c}}.$$

(72)

The Eq. (72) applies as long as the graph has a giant strongly connected component (otherwise, the leading eigenvalue is determined by small cycles, see Ref. [65]).

As shown in Appendix G for Erdős-Rényi graphs the condition for the existence of a giant strongly connected component corresponds with $c > 2$, while for regular graphs $c > 3$.

Comparing Figs. 9(a) and (b), we observe that dynamical systems with predator-prey interactions are more stable than those with unidirectional interactions. Moreover, we find that for systems with predator-prey interactions Erdős-Rényi graphs are more stable than regular graphs, while for systems with unidirectional interactions it is the other way around. Hence, how network topology affects system stability depends on the nature of the interactions.

To focus more specifically on the role played by network topology in the next subsection we directly study how degree fluctuations affect system stability interpolating between the two extreme cases of Erdős-Rényi (maximum degree fluctuations) and random regular graphs (no degree fluctuations).

### B. The effect of degree fluctuations on system stability depends on the nature of the interactions

One of the biggest advantages of the cavity approach is to be able to include in the computation and show in the results the role of local network topology on spectral properties, which in this case turn out to be far from trivial. From Figs. 9(a) and (b) we gathered first evidences that degree fluctuations can have both a stabilizing and a destabilizing effect on system stability, depending on the nature of the interactions. Here, we aim at systematically studying the effect of degree fluctuations on system stability by analysing the dependency of the leading

FIG. 9. Phase diagrams for the linear stability of fixed points for antagonistic matrices [Panel (a)] and oriented matrices [Panel (b)], both defined on either Erdős-Rényi or regular graphs. The lines denote the edge of stability given by the values of the system parameters for which the leading eigenvalue of $\mathbf{M}$ has null real part, which is obtained where $d = \text{Re}(\lambda^*_1)$, as $\text{Re}(\lambda^*_1)$ is the real part of the typical leading eigenvalue of the coupling matrix $A$. For antagonistic matrices $\tilde{p}$ is given by Eq. (25) and for oriented matrices $\tilde{p}$ is an arbitrary distribution with unit variance and zero mean. Panel (a): predictions from the theory in Sec. IV (markers) are compared with the elliptic law given by Eqs. (66-67) and for oriented matrices $\tilde{p}$ is the result is compared with the elliptic law given by Eqs. (66-67).
Oriented matrices

graphs with the degree distribution the previous subsection. We therefore consider random the random regular and Erdős-Rényi graphs discussed in a fixed value of the mean degree.
eigenvalue on the variance of the degree distribution at results given by Eq. (72).
In Fig. 10(a), we plot the edge of stability, i.e. the line where leading eigenvalue of $M$ has null real part, which is obtained where $d = \text{Re}(\lambda_1^*)$. Results are for random graphs with the prescribed degree distribution Eq. (73). We observe that degree fluctuations generally to stabilize antagonistic dynamical systems as the area where linear stability holds increases as a function of the ratio between the variance of the degree distribution $p_{\text{deg}}$ in Eq. (73). We observe that degree fluctuations generally tend to stabilize antagonistic dynamical systems as the area where linear stability holds increases as a function of $\text{Var}(k)$. Therefore a smaller $d$ will suffice to stabilise the system. A notable exception is when the mean degree is $c = 2$, in which case the regions of the phase diagram where stability holds shrinks when degree fluctuations get larger.

In Fig. 10(b), we plot the edge of stability, for oriented matrices with $\tilde{p}$ a arbitrary distribution with unit variance and zero mean. The markers in Panel (a) are obtained with the theory in Sec. IV and lines are guides to the eye. The lines in Panel (b) are the theoretical results given by Eq. (72).

The fact that this behaviour emerges only for $c > 2$, while $c = 2$ shows a more standard destabilising effect due to degree variability, suggests that it is connected with the absence or presence of the reentrance effect in the boundary of the spectral distribution. A more accurate study of the effect of degree variability of linear stability and its relation to the shape of the boundary of the spectral distribution is left to future inspection.

Taken together, we have found that in certain situations systems with degree fluctuations have the tendency to be more stable than systems without degree fluctuations and this is an unexpected example of how complexity of a disordered system can increase its stability.

VII. DISCUSSION AND OUTLOOK

We have analysed the stability of linear dynamical systems defined on sparse random graphs that contain interactions of the predator-prey, competitive, and mutualistic type, extending previous studies that considered the stability of systems defined on dense graphs, see Refs. [15][18][99]. For random graphs with a prescribed degree distribution that has unbounded support, we have shown that system stability is strongly dependent on the interaction type. Indeed, we have shown that the stability of general systems that contain a mixture of interactions is size-dependent as $\text{Re}(\lambda_1^*)$ diverges as a function of $N$. For such systems there exists for each finite value of $d$ a critical size $N^*$ above which the system is unstable implying a tradeoff between stability and diversity. On the other hand, when the interactions are exclusively of the predator-prey type, then there exists values of $d$ for which the system exhibits absolute stability as $\text{Re}(\lambda_1^*)$ converges to a finite value as a function of $N$. These re-
sults are unexpected and noteworthy as previous studies have shown that for dynamical systems on dense graphs the scaling of the leading eigenvalue with system size does not depend on the interaction type, see Refs. [15, 18, 19].

We can provide an intuitive interpretation for the enhanced stability of dynamical systems with predator-prey interactions that is based on an analysis of the local neighbourhood of a randomly selected node. Although random graphs contain a large number of cycles of length \( \log N \) [100], the local neighbourhood of a node in a large random graph is with probability one a tree graph [99]. As we discuss in Appendix H numerical evidences suggest that the eigenvalues of antagonistic, tree matrices are imaginary. Therefore, the stability of antagonistic dynamical systems defined on tree graphs is granted for any \(-d < 0\). For antagonistic matrices, this implies that the local neighbourhood of a randomly selected node represents a stable dynamical system enhancing global stability. In contrast, the leading eigenvalues of tree graphs with competitive and mutualistic interactions have unbounded real part, which typically increases with the mean degree of the interactions in antagonistic systems. In particular, it is impossible for a system stability to exhibit structural stability in the limit \( N \to \infty \) if the spectrum of \( B \) covers the whole real axis, as it is the case for mixture systems. Indeed, for any finite \( \delta \) the spectrum of \( B \) will be shifted by a finite amount but will always contain zero eigenvalues (note that for large but finite \( N \) the matrix \( -B + \delta 1_N \) will have many near zero eigenvalues leading to strong sensitivity from \( \delta \) fluctuations). Moreover, for a finite \( \delta \), structural stability will depend on the size of the system giving rise to a tradeoff between diversity and stability. On the other hand, the spectra of antagonistic community matrices \( B \) defined on random graphs form a compact set for any system size and therefore there exists a finite value of \( \delta \) for which the ecosystem exhibits absolute structural stability (where the attribute "absolute" is intended as discussed in the Introduction). The values of \( \delta \) that render the system structurally stable are in general different than the values of \( \delta \) that render the system linearly stable, but the most important point is that such a finite value of \( \delta \) exists.

We have also analyzed how network topology affects system stability in dynamical systems described by antagonistic and oriented matrices. The mean degree of a graph has a clear destabilizing effect on system stability, as it was first shown in other contexts [55]. However, the impact of degree fluctuations on system stability is more subtle: it depends on the nature of the interactions and on the mean degree of the graph. For example, for antagonistic systems degree fluctuations can have a stabilizing and a destabilizing effect, depending on whether

Consider an ecosystem described by a set of generalised Lotka-Volterra equations

\[
\frac{\partial x_i}{\partial t} = x_i \left( r_i + \sum_{j=1, j \neq i}^{N} B_{ij} x_j - \delta x_i \right),
\]

where \( x_i \) denotes the population abundance of the \( i \)-th species, \( r_i \) is the intrinsic growth rate of the \( i \)-th species, \( B \) is the interaction matrix that describes the effect species \( j \) has on the population abundance of species \( i \), and \( \delta \) is a parameter that determines the finite carrying capacity of species \( i \). Note that within the linear stability analysis the Jacobian at a fixed point \( \bar{x}^* \) for such model has elements \( x_i^* B_{ij} \) for \( i \neq j \), which preserve the antagonistic, mutualistic or competitive structure of interactions contained in \( B \), as \( x_i^* > 0 \) \( \forall i \). More generally a fixed point solution \( \bar{x}^* \) must solve

\[
\bar{x}^* = (-B + \delta 1_N)^{-1} f.
\]
the mean degree $c$ is large or small. On the other hand, for oriented matrices, degree fluctuations always destabilize large systems. All these results hold both for linear stability and structural stability.

The second main result of this paper instead is entirely relying on linear stability approach. We have found that the dynamics in the vicinity of a fixed point is oscillatory only if almost all interactions are of the predator-prey type and the mean degree of the graph $c$ is small enough. In particular we have shown that the typical value of the imaginary part of the leading eigenvalue of antagonistic sparse matrices exhibits a phase transition as a function of $c$, as shown in Fig. 5. This phase transition is due to a reentrance behaviour in the spectra of antagonistic matrices at low values of $c$, as shown in Fig. 7. Conversely, for mixture matrices, the leading eigenvalue, not only diverges as a function of $N$, but is also real with probability one. This is because the spectra of mixture matrices are characterized by long tails on the real line, as shown in Fig. 8. These tails are reminiscent of Lifshitz tails in symmetric random matrices $[60, 92, 93]$. Remarkably, it is sufficient to have a small, finite fraction of competitive and mutualistic interactions in order for Lifshitz tails to develop. We have thus found that antagonistic sparse systems can oscillate in response to an external perturbation because the spectra of corresponding matrices do not develop Lifshitz tails and undergo a transition in the shape of the spectral boundary.

It is important to stress again that, within the linear stability approach, the present paper relies on the assumption that the Jacobian of the nonlinear dynamics describing an ecosystem in the vicinity of a fixed point is well described by a random matrix ensemble $[15, 18, 99]$. If and how generally this assumption is valid is still under debate $[59, 101, 102]$.

We end the paper with a few open questions.

It will be interesting to relate the derived results for the spectra of antagonistic and mixture matrices to the properties of the corresponding right and left eigenvectors for two reasons. First, since the right eigenvectors of random directed graphs exhibit power-law localization at small values of the mean degree $c$, see Ref. [77], one expects the same to happen for antagonistic matrices. As a consequence, the phase transition in Fig. 5 from a nonoscillatory to an oscillatory phase could be related to a localization-delocalization phase transition. Second, for sparse symmetric matrices the Lifshitz tails correspond with exponentially localized modes in the spectrum $[60, 92, 93]$. It would be interesting to investigate whether this is also the case for Lifshitz tails developing in mixture matrices.

So far we have considered a situation for which $d_j = d$ for all $j$ and we have assumed that the spectrum does not contain outlier eigenvalues. Note that the latter assumption is valid as we have considered a balanced scenario for which $\langle u \rangle = \langle l \rangle = 0$. These two conditions can however be relaxed. It is straightforward to incorporate variable diagonal elements in the cavity method analysis of the present paper. A study of the outlier eigenvalues is more challenging, but it can also be dealt with a cavity method approach, see Refs. [63, 65].

Finally, it will be interesting to compare predictions of sparse random graph theory with spectra of real ecosystems. In this regard, Ref. [69] shows that the spectra of foodwebs depend strongly on the type of interactions that cover the foodweb, and Ref. [6] shows that foodwebs contain a small number of cycles. These two empirical observations are consistent with the theoretical results found in this paper. It will also be interesting to relate the phase transition in the imaginary component of the leading eigenvalue of antagonistic random matrices, reported in Fig. 5, to the oscillatory response observed in real-world systems $[34, 35, 39, 45, 47]$. 
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**Appendix A: Leading eigenvalue: stability criterion and frequency of oscillations**

We show that the leading eigenvalue $\lambda_1$ of $A$ governs the dynamics of $\vec{y}$ in the limit $t \gg 1$. In particular, we derive the conditions given by Eqs. (8) and (9) in the main text for the stability of linear systems and the conditions given by Eqs. (10) and (11) for oscillations in the dynamical response.

We order the eigenvalues of the $N \times N$ matrix $A$ such that

$$\text{Re}(\lambda_1) \geq \text{Re}(\lambda_2) \geq \ldots \geq \text{Re}(\lambda_N).$$  \hfill (A1)

If two consequent eigenvalues, say $\lambda_j$ and $\lambda_{j+1}$, have the same real part, then we use the convention that $\text{Im}(\lambda_j) \geq \text{Im}(\lambda_{j+1})$.

We assume that the matrix $A$ is diagonalizable so that it can be decomposed as

$$A = \sum_{j=1}^{N} \lambda_j \vec{R_j} \vec{L_j}^\dagger,$$  \hfill (A2)
where $\vec{R}_j$ is a right eigenvector associated with $\lambda_j$, $\vec{L}_j$ is a left eigenvector associated $\lambda_j$, and $\vec{L}_j^\dagger$ denotes the complex conjugate of $\vec{L}_j$. We normalize left and right eigenvectors, such that,

$$
\vec{R}_j \cdot \vec{L}_k = \delta_{j,k},
$$

(A3)

for all $j, k \in \{1, 2, \ldots, N\}$.

Substitution of Eq. (A2) in Eq. (3) yields for $d_j = d$,

$$
\vec{y}(t) = e^{-dt} \sum_{j=1}^{N} e^{\lambda_j t} [\vec{L}_j \cdot \vec{y}(0)] \vec{R}_j.
$$

(A4)

Hence, in the limit $t \to \infty$, we obtain

$$
\vec{y}(t) = e^{(\text{Re}(\lambda_1)-d)t} \left[ \sum_{j=1}^{M} e^{i \text{Im}(\lambda_j)t} [\vec{L}_j \cdot \vec{y}(0)] \vec{R}_j + O\left(e^{(\text{Re}(\lambda_{M+1})-\text{Re}(\lambda_1))t}\right) \right],
$$

(A5)

where $M$ denotes the number of eigenvalues for which $\text{Re}(\lambda_1) = \text{Re}(\lambda_2) = \ldots = \text{Re}(\lambda_M)$. From Eq. (A5) both the stability conditions, given by Eqs. (8) and (9), and the conditions for oscillations in $\vec{y}(t)$, given by Eqs. (10) and (11), readily follow.

The conditions Eqs. (8)-(11) also apply when $A$ is nondiagonalizable. However, in this case we cannot employ the eigendecomposition Eq. (A2) and we should instead rely on a Jordan decomposition, see Ref. [65].

**Appendix B: Finite size study of leading eigenvalue**

Figure 5 in the main text shows that finite size effects are significant in sparse random matrices. Therefore, we analyze here how the distribution $p(\text{Im}(\lambda_1))$, plotted in Fig. 4, depends on $N$.

Figure 11 presents empirical data for the distribution of $\text{Im}(\lambda_1)$ in antagonistic matrices with parameters that are the same as in Fig. 4 except for the system size $N$, which now takes three values $N = 200$, $N = 1000$ and $N = 5000$. Just as in Fig. 4, we observe that the distribution of $\text{Im}(\lambda_1)$ consists of two parts and is of the form given by Eq. (31) in the main text. We make a couple of interesting observations from Fig. 11. First, we observe that the probability $\text{Prob}[\lambda_1 \in \mathbb{R}]$ that the leading eigenvalue is real is independent of $N$, consistent with the results obtained in Fig. 3. A possible explanation for the observed $N$-independence of $\text{Prob}[\lambda_1 \in \mathbb{R}]$ is that the leading eigenvalue is real when the matrix $A$ contains a cycle that induces a strong enough feedback loop. Since for sparse random graphs the number of cycles of a given fixed length is independent of $N$, and since cycles of finite length are not accounted for by the cavity method, this explanation is consistent with the numerical diagonalization results and the theoretical results obtained in this paper. Second, we observe that the mode $\text{Im}(\lambda_1^\text{crit})$ of the continuous part of the distribution decreases as a function of $N$. For $c = 4 > c_\text{crit}$ the distribution moves swiftly towards zero while for $c = 2 < c_\text{crit}$ the mode appears to converge to a finite nonzero value, which is consistent with the phase transition at $N \to \infty$ shown in Fig. 5 and the conjecture that the cavity method provides an estimate for the mode of the continuous part of the distribution of $|\text{Im}(\lambda_1)|$.

Figure 12 plots $p(\text{Im}(\lambda_1))$ for mixture matrices, which is the equivalent of Fig. 11 for antagonistic matrices. Comparing the distribution in Figs. 11 and 12 we see that the main difference is the behaviour of $\text{Prob}[\lambda_1 \in \mathbb{R}]$, which rapidly converges to 1 for mixture matrices, as also shown in Fig. 3. As a consequence, for mixture matrices the continuous part of the distribution $p(\text{Im}(\lambda_1))$ disappears for large enough $N$.

**Appendix C: Derivation of the iteration Equation (62), in the main text, for the linear stability of the trivial solution**

We perform a linear stability analysis of Eq. (53) around the trivial solution given by Eq. (57). To this aim, we consider a perturbation around the trivial solution given by Eqs. (60)-(61).

After substitution of Eqs. (60)-(61) into Eq. (53), we obtain in the argument of the delta distribution on the
FIG. 11. Distributions of the imaginary part of the leading eigenvalue for antagonistic matrices (Model A) with $c = 2$ [Panel (a)] and $c = 4$ [Panel (b)]. The thick vertical line at $\text{Im}(\lambda_1) = 0$ has height $\text{Prob}(\lambda_1 \in \mathbb{R})/\delta$, with $\delta = 0.1$ the width of the intervals in the histogram. Markers are histograms of imaginary part of the leading eigenvalues obtained through direct diagonalisation of $m_\alpha = 1000$ antagonistic matrices for different values of $N$. Continuous lines are obtained by fitting the Gamma distribution on these data.

FIG. 12. Distributions of the imaginary part of the leading eigenvalue mixture matrices (Model B) with $c = 2$ and $c = 4$. The thick vertical line at $\text{Im}(\lambda_1) = 0$ has height $\text{Prob}(\lambda_1 \in \mathbb{R})/\delta$, with $\delta = 0.1$ the width of the intervals in the histogram. Markers are histograms of imaginary part of the leading eigenvalues obtained through direct diagonalisation of $m_\alpha = 1000$ mixture matrices and for different values of $N$. Continuous lines are obtained by fitting the Gamma distribution on these data. Vertical axes are in log-scale to make visible the continuous part of the distributions.
right-hand-side of Eq. (53) the following

\[
\begin{pmatrix}
0 & z \\
-z & 0
\end{pmatrix} - \sum_{\ell=1}^{k-1} \begin{pmatrix}
u_\ell & 0 \\
0 & u_\ell
\end{pmatrix} \begin{pmatrix}
h_\ell & -\bar{g}_\ell \\
-\bar{g}_\ell & h'_\ell
\end{pmatrix} \begin{pmatrix}
u_\ell & 0 \\
0 & u_\ell
\end{pmatrix}^{-1}
\]

\[
= \begin{pmatrix}
-\sum_{\ell=1}^{k-1} h'_\ell \bar{g}_\ell & z + \sum_{\ell=1}^{k-1} \bar{g}_\ell u_\ell \\
\bar{z} + \sum_{\ell=1}^{k-1} \bar{g}_\ell u_\ell & -z + \sum_{\ell=1}^{k-1} h_\ell u_\ell^2
\end{pmatrix}^{-1}
\]

\[
= \frac{1}{\sum_{\ell=1}^{k-1} h'_\ell \bar{g}_\ell \sum_{\ell=1}^{k-1} h_\ell u_\ell^2 - \left( \bar{z} + \sum_{\ell=1}^{k-1} \bar{g}_\ell u_\ell \right) \left( z + \sum_{\ell=1}^{k-1} \bar{g}_\ell u_\ell \right)}.
\]  (C1)

Expanding up to linear order in \(h\) and \(h'\), we obtain

\[
Q(g, h, h') = \frac{k p_{\text{deg}}(k)}{c} \int \prod_{\ell=1}^{k-1} dg_\ell dh_\ell dh'_\ell Q(g_\ell, h_\ell, h'_\ell) \int \prod_{\ell=1}^{k-1} du_\ell dl_\ell p(u_\ell, l_\ell)
\]

\[
\times \delta\left(g + \left[z + \sum_{\ell=1}^{k-1} u_\ell g_\ell \right]^{-1}\right) \delta\left(h - \frac{\sum_{\ell=1}^{k-1} h_\ell u_\ell^2}{|z + \sum_{\ell=1}^{k-1} g_\ell u_\ell l_\ell|^2}\right) \delta\left(h' - \frac{\sum_{\ell=1}^{k-1} h'_\ell \bar{g}_\ell}{|z + \sum_{\ell=1}^{k-1} g_\ell u_\ell l_\ell|^2}\right) + \mathcal{O}(\epsilon^2),
\]  (C2)

where \(\epsilon\) is defined in Eq. (61).

In Eq. (C2), the recursions for \(h\) and \(h'\) are decoupled. Hence, we can integrate out one of these variables. Defining

\[
Q(g, h) = \int dh' Q(g, h, h'),
\]  (C3)

we obtain from Eq. (C2) that \(Q(g, h)\) obeys Eq. (62).

### Appendix D: Computing the boundary of the support set for infinitely large matrices

We detail the numerical algorithm we use to obtain the boundary of the support set \(S\) in the Figs. 7 and 8 and the typical leading eigenvalue \(\lambda_1^*\) in Figs. 2, 4, 9(a) and 10(a). We first present in Subsec. D.1 the population dynamics algorithm we use to obtain the boundary of \(S\), and in Subsec. D.3 we show the method we use to obtain \(\lambda_1^*\) from the population dynamics results.

#### 1. Population dynamics algorithm

Recursive distributional equations of the form Eq. (62) can be solved numerically with a population dynamics algorithm, see Refs. [79, 91, 105, 106].

The population dynamics algorithm represents the distribution \(Q(g, h)\) with a population of \(N_p\) realizations of the random variables \((g, h)\). The population is initialized and updated as follows:

1. Initialise the population by drawing \(N_p\) independent realizations of random variables \((g^{(i)}, h^{(i)})\) from a certain distribution \(p_{\text{init}}(g, h)\);

2. Generate a degree \(k\) from the distribution \(\frac{k}{c} p_{\text{deg}}(k)\);
3. Uniformly and randomly select \( k - 1 \) elements \((g_\ell, h_\ell)\) from the population and draw \( k - 1 \) random variables \((u_\ell, t_\ell)\) from the distribution \( p(u_\ell, t_\ell)\), with \( \ell = 1, 2, \ldots, k - 1 \);

4. Compute

\[
g = - \left[ z + \sum_{\ell=1}^{k-1} u_\ell g_\ell t_\ell \right]^{-1}, \quad \text{and} \quad h = |g|^2 \sum_{\ell=1}^{k-1} h_\ell |t_\ell|^2 ;
\]

(D1)

5. Uniformly and randomly select an index \( i \in \{1, \ldots, N_p\} \) and replace \((g^{(i)}, h^{(i)})\) by \((g, h)\).

Steps (2-5) are repeated for a certain number \( N_s = n_s N_p \) of iterations, where \( n_s \) is the number of sweeps for which the whole population is updated. After \( n_s \) sweeps, the steps (2-5) are repeated for another \( N_t = n_t N_p \) of iterations after which the population is estimated as

\[
\hat{Q}(g, h) = \frac{1}{n_t N_p} \sum_{j=1}^{n_s N_p} \delta(g - g^{(j)}) \delta(h - h^{(j)});
\]

(D2)

If \( N_p \to \infty \), then the pairs \((g^{(j)}, h^{(j)})\) in the population are independent realizations drawn from the distribution \( Q(g, h) \) and the algorithm is exact.

Since the Eq. (62) follows from a stability analysis, it holds that if the initial population is of the form given by Eq. (64), then

\[
\lim_{n_s \to \infty} \lim_{N_p \to \infty} \langle |h| \rangle_{\hat{Q}} = \begin{cases} 0, & z \notin S, \\ \infty, & z \in S. \end{cases}
\]

(D3)

Hence, we obtain the boundary of \( S \) by determining the value of \( z \) that separates the region where \( \langle |h| \rangle_{\hat{Q}} \) diverges from the region where \( \langle |h| \rangle_{\hat{Q}} \) converges to zero.

2. Numerical results for finite population size of the boundary

Figure 13 shows the mean of \( \log \langle |h| \rangle_{\hat{Q}} \) taken over the \( N \) realizations of the population dynamics algorithm as a function of \( \Re(z) \) for antagonistic matrices (Model A in Sec. IID) and mixture matrices (Model B in Sec. IID) with mean degree \( c = 4 \) and \( \Im(z) = 0 \). Practically, we evaluate \( \langle |h| \rangle_{\hat{Q}} \) as follows. We initialize the \((g^{(i)}, h^{(i)})\) with the uniform distribution

\[
p_{\text{init}}(g, h) = \frac{1}{\Delta^2}, \quad g \in [-\Delta, \Delta], h \in [-\Delta, \Delta],
\]

(D4)

for which we have set \( \Delta = 10 \), but the precise value of \( \Delta \) does not matter much. Subsequently, we compute

\[
\langle |h| \rangle_{\hat{Q}} = \frac{1}{n_s N_p} \sum_{j=1}^{n_s N_p} |h^{(j)}| \tag{D5}
\]

with \( n_t = 500 \). In addition, in order to obtain an estimate of the fluctuations in \( \langle |h| \rangle_{\hat{Q}} \) between different realizations of the population dynamics algorithm, we repeat this procedure a \( N \) = 10 times, i.e., we compute \( \langle |h| \rangle_{\hat{Q}} \) for \( N \) runs of the population dynamics algorithm with different initial realizations of \((g^{(i)}, h^{(i)})\). Plots show \( \log \langle |h| \rangle_{\hat{Q}} \) for various values of the population size \( N_p \) and the number of sweeps \( n_s \); the error on the mean value of \( \log \langle |h| \rangle_{\hat{Q}} \) is obtained from the standard deviation of \( \log \langle |h| \rangle_{\hat{Q}} \) on the sample of \( N = 10 \) realizations.

In the case of antagonistic matrices, all lines intersect in a common point, which provides the estimate of the boundary of the support set \( S \). On the other hand, in the case of mixture matrices, the intersection point for different \( n_s \) increases as a function of the population size \( N_p \). This implies that the intersection point diverges as a function of \( N_p \) and the real axis belongs to the support set \( S \). This corroborates the result of Fig. 2 that show that the leading eigenvalue of mixture matrices diverges as a function of \( N \), while the leading eigenvalue of antagonistic matrices converges to a finite value as a function of \( N \).
3. Determination of the leading eigenvalue

We discuss how in Figs. 2, 4, 9(a) and 10(a), we have implemented Eq. (43) to obtain $\lambda_1^*$, the typical value of the leading eigenvalue, from the population dynamics results.

Since for antagonistic matrices the slope of the boundary of $\mathcal{S}$ is vertical, as shown in Fig. 7, one needs to control the fluctuations in the population dynamics algorithm to obtain an accurate value of $\lambda_1^*$. To this aim, we use a cubic fit on the values for the boundary of $\mathcal{S}$ obtained with the population dynamics algorithm. This procedure is shown in Fig. 14, which shows data points for the boundary of $\mathcal{S}$ in the vicinity of $\lambda_1^*$ for three values of $c$ and also shows a cubic fit through these data points. We obtain an estimate of $\lambda_1^*$ by computing the maximum value of the fitted cubic polynomial. It this estimate for $\lambda_1^*$ that we plotted in Figs. 2, 4, 9(a) and 10(a).

FIG. 13. Plots of $\log \langle |h| \rangle$ as a function of $\text{Re}(z)$ for antagonistic matrices (Model A in Sec. IID, panel (a)) and mixture matrices (Model B in Sec. IID, panel (b)). The mean degree $c = 4$ and $\text{Im}(z) = 0$. The markers are obtained with the population dynamics algorithm described in Sec. D 1 with the population size $N_p$ and the number of sweeps $n_s$ as given in the legend, and the error bars denote the estimated error obtained with repeated realizations of the population dynamics algorithm.

3. Determination of the leading eigenvalue

We discuss how in Figs. 2, 4, 9(a) and 10(a), we have implemented Eq. (43) to obtain $\lambda_1^*$, the typical value of the leading eigenvalue, from the population dynamics results.

Since for antagonistic matrices the slope of the boundary of $\mathcal{S}$ is vertical, as shown in Fig. 7, one needs to control the fluctuations in the population dynamics algorithm to obtain an accurate value of $\lambda_1^*$. To this aim, we use a cubic fit on the values for the boundary of $\mathcal{S}$ obtained with the population dynamics algorithm. This procedure is shown in Fig. 14, which shows data points for the boundary of $\mathcal{S}$ in the vicinity of $\lambda_1^*$ for three values of $c$ and also shows a cubic fit through these data points. We obtain an estimate of $\lambda_1^*$ by computing the maximum value of the fitted cubic polynomial. It this estimate for $\lambda_1^*$ that we plotted in Figs. 2, 4, 9(a) and 10(a).

FIG. 14. Cubic fits to the data points, obtained with the population dynamics algorithm described in Appendix D 1, for the boundary of the support set in the vicinity of $\lambda_1^*$. Results shown are for Model A with mean degrees $c = 4$, $c = 2$ and $c = 1.3$. Panels (a) and (b) are a zoom of the spectra shown in Fig. 7.
Appendix E: Spectral distribution

We compute the spectral distribution $\rho(z)$ for random antagonistic matrices defined on sparse graphs. In principle, we can solve Eqs. (52)-(55) with a population dynamics algorithm to obtain the spectral distribution $\rho$. However, this requires one to take a numerical derivative, which leads to a large numerical error when the population size is small. One can avoid this numerical error by considering a joint distribution for $G$ and its derivative $\frac{d}{dz}G$, as discussed in Ref. [74]. We apply this approach to the general model of Sec. II A and then present numerical results for the spectral distribution of antagonistic, random matrices.

1. Alternative expression for the spectral distribution

We first take the derivative of the Eqs. (46) and (49). Using the chain rule
\[
\frac{d}{dz}A^{-1} = -A^{-1} \left( \frac{d}{dz}A \right) A^{-1}
\]
(E1)
on Eqs. (46), we obtain
\[
\frac{d}{dz}G_j = -G_j \left[ \sigma - \sum_{k \in \partial j} J_{jk} \left( \frac{d}{dz}G_k \right) J_{kj} \right] G_j,
\]
(E2)
where
\[
\sigma = \frac{d}{dz}z, = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.
\]
(E3)
Analogously, we obtain from Eqs. (49),
\[
\frac{d}{dz}G^{(\ell)}_j = -G^{(\ell)}_j \left[ \sigma - \sum_{k \in \partial j \setminus \{\ell\}} J_{jk} \left( \frac{d}{dz}G_k^{(\ell)} \right) J_{kj} \right] G^{(\ell)}_j.
\]
(E4)
The Eqs. (46), (49), (E2), and (E4), together with
\[
\rho(z) = \frac{1}{\pi N} \lim_{\eta \to 0} \sum_{j=1}^{N} \frac{d}{dz}G_j,
\]
(E5)
provides the spectral distribution of a locally tree-like random matrix model.

For the general model defined in Sec. II A, we derive now a set of recursion relations in the distributions
\[
\tilde{q}(g, g') := \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \delta(g - G_j) \delta(g' - \frac{d}{dz}G_j)
\]
(E6)
and
\[
q(g, g') := \lim_{N \to \infty} \frac{1}{cN} \sum_{j=1}^{N} \sum_{\ell \in \partial j} \delta(g - G_j^{(\ell)}) \delta(g' - \frac{d}{dz}G_j^{(\ell)}).
\]
(E7)
Taking an ensemble average of the Eqs. (46), (49), (E2), and (E4), we obtain the recursive distributional equations
\[
q(g, g') = \sum_{k=1}^{\infty} \frac{k \rho \deg(k)}{c} \int \prod_{\ell=1}^{k-1} dg_{\ell}dg_{\ell}' q(g_{\ell}, g_{\ell}') \int \prod_{\ell=1}^{k-1} du_{\ell}dl_{\ell} p(u_{\ell}, l_{\ell})
\]
\[
\times \delta \left[ g - \left( z - \sum_{\ell=1}^{k-1} J_{\ell}g_{\ell}J_{\ell}^\dagger \right) ^{-1} \right] \delta \left[ g + g \left( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} - \sum_{\ell=1}^{k-1} J_{\ell}g_{\ell}J_{\ell}^\dagger \right) g \right],
\]
(E8)
and

\[ \tilde{q}(g, g') = \sum_{k=0}^{\infty} \frac{1}{k!} \int \prod_{\ell=1}^{k} dg_{\ell} dg'_{\ell} q(g_{\ell}, g'_{\ell}) \int \prod_{\ell=1}^{k} du_{\ell} dl_{\ell} p(u_{\ell}, l_{\ell}) \times \delta \left[ g - \left( z_{\eta} - \sum_{\ell=1}^{k} J_{g_{\ell} J_{g'_{\ell}}} \right) \right] \delta \left[ g' + g \left( \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right) - \sum_{\ell=1}^{k} J_{g'_{\ell} J_{g_{\ell}}} \right] g. \]  

(E9)

The spectral distribution follows from the ensemble averaged version of Eq. (E5), which is given by

\[ \rho(z) = \lim_{\eta \to 0^+} \frac{1}{\pi} \int \left| \tilde{q}(g, g') \right|_{21} \, dz. \]  

(E10)

In the next section, we solve the Eqs. (E8)-(E10) with a population dynamics algorithm. Note that the Eqs. (E8)-(E10) do not involve a numerical derivative \( d/d\sigma \).

2. Population dynamics algorithm for the spectral distribution

We use a population dynamics algorithm similar as described in Sec. D1 to solve the Eq. (E8). We represent the distributions \( q(g, g') \) with a population of pairs \( (g^{(i)}, g'^{(i)}) \) of \( 2 \times 2 \) matrices \( g^{(j)} \) and \( g'^{(j)} \) with complex entries.

The population is initialized and updated as follows:

1. Initialise the population by drawing \( N_{p} \) independent realizations of random variables \( (g^{(i)}, g'^{(i)}) \) from a certain distribution \( p_{\text{init}}(g, g') \);

2. Generate a degree \( k \) from the distribution \( k \rho_{\text{deg}}(k) \);

3. Uniformly and randomly select \( k - 1 \) elements \( (g_{\ell}, g'_{\ell}) \) from the population and draw \( k - 1 \) random variables \( (u_{\ell}, l_{\ell}) \) from the distribution \( p(u_{\ell}, l_{\ell}) \), with \( \ell = 1, 2, \ldots, k - 1 \);

4. Compute

\[ g = \left( z_{\eta} - \sum_{\ell=1}^{k-1} J_{g_{\ell} J_{g_{\ell}}} \right)^{-1} \text{, and } g' = -g \left( \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right) - \sum_{\ell=1}^{k-1} J_{g'_{\ell} J_{g_{\ell}}} \right) g; \]  

(E11)

5. Uniformly and randomly select an index \( i \in \{1, \ldots, N_{p}\} \) and replace \( (g^{(i)}, g'^{(i)}) \) by \( (g, g') \).

In this case, the precise form of the distribution \( p_{\text{init}} \) does not matter. The steps (2-5) are repeated a number \( N_{\text{eq}} \) of times until the estimated distribution

\[ \hat{q}(g, g') = \frac{1}{N_{p}} \sum_{j=1}^{N_{p}} \delta(g - g^{(j)}) \delta(g' - g'^{(j)}) \]  

(E12)

has converged to its stationary value.

After the distribution \( \hat{q}(g, g') \) has converged, we compute a first estimate \( \hat{\rho}_{1} \) of \( \rho \) from Eqs. (E9) and (E10) with a Monte-Carlo integration algorithm. We then repeat the steps (2-5) a number \( N_{p} \) of times and then compute a second estimate of \( \hat{\rho}_{2} \) of \( \rho \). We repeat this procedure a number \( n_{p} \) of times to obtain the final estimate

\[ \hat{\rho} = \frac{1}{n_{p}} \sum_{i=1}^{n_{p}} \hat{\rho}_{i}. \]  

(E13)

The error on \( \hat{\rho} \) is computed based on the standard deviation of the set of sampled \( \hat{\rho}_{i} \).
3. Numerical results for antagonistic matrices on Erdős-Rényi graphs

We show the spectral distribution of antagonistic matrices on Erdős-Rényi graphs (Model A) with \( c = 4 \) along cuts in the complex plane that are parallel to the real or imaginary axis, as indicated in Fig. 15.

Figs. 16 and 17 show numerical results for the spectral distribution obtained with the population dynamics algorithm explained above. In addition, the figures show histograms obtained from directly diagonalizing matrices of finite size \( N = 5000 \).

We find an excellent agreement between theory and numerical experiments. Although some care should be taken to interpret the results in Fig. 16(b). While in the population dynamics we can compute \( \rho \) exactly along a cut parallel to the imaginary axis, in direct diagonalization results the spectral distribution \( \rho \) is estimated with a histogram of eigenvalues located in a strip of width \( \Delta_{\text{Im}} \). For cuts that are not on the real line, \( \text{Im}(z) \neq 0 \), the estimate of \( \rho \) improves when \( \Delta_{\text{Im}} \) decreases, as shown in Fig. 16(a). On the other hand, when the cut is along the real line, \( \text{Im}(z) = 0 \), then the estimate of \( \rho \) worsens when \( \Delta_{\text{Im}} \) decreases. This is because of finite size effects that are significant for \( \rho \) on the real line. Indeed, on the real line there is an accumulation of eigenvalues, as one can clearly observe in Fig. 7. The number of eigenvalues that is real scales as \( O(\sqrt{N}) \) \[76, 107\], and is thus a subleading contribution to \( \rho \). However, if we set \( \text{Im}(z) = 0 \) and the width \( \Delta_{\text{Im}} \) is smaller than the typical separation between eigenvalues, then the strip contains only the \( O(\sqrt{N}) \) of real eigenvalues, which do not follow the statistics given by \( \rho \). Therefore, for \( \text{Im}(z) = 0 \) it is necessary to consider a \( \Delta_{\text{Im}} \) that is small but not too small.

Figs. 16 and 17 also compare \( \rho \) with the elliptic law given by Eqs. (66-68), which here amounts to \( \sigma^2 = c \) and \( \tau = -3c/4 \). While the boundary of the spectrum is well predicted by the elliptic law, a feature already observed in Fig. 7, this is not the case for the spectral distribution \( \rho \).

From Fig. 16(b), we observe that the spectral distribution of antagonistic matrices on Erdős-Rényi graphs diverges for \( z \rightarrow 0 \). Interestingly, this divergence is also observed in the adjacency matrices of nondirected Erdős-Rényi graphs, see Ref. [91], and in the adjacency matrices of directed Erdős-Rényi graphs, see Figure in Ref. [76]. On the other hand, the divergence does not occur in regular graphs. Hence, the divergence of the spectral distribution for \( z \rightarrow 0 \)
is a generic feature due to network topology and is independent of the nature of the interactions $J_{ij}$. It would be interesting to have a precise understanding of the origin of the peak.
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**FIG. 16.** The spectral distribution $\rho$ along cuts parallel to the real axis for random matrices of Model A with $c = 4$. The values of $\operatorname{Im}(z)$ are indicated in the captions and the cuts are shown in Fig. 15. Theoretical results from the cavity method (solid black line) are compared with histograms obtained by numerically diagonalizing $10^4$ matrices of size $N = 5000$ and collecting all eigenvalues in a strip of width $\Delta_{\operatorname{Im}}$ (markers). The spectral distribution is also compared with the elliptic law given by Eqs. (66-68) with $\sigma^2 = c$ and $\tau = -3c/4$ (red dashed line). Error bars denote the numerical error on the $\rho$ value computed with population dynamics, as explained in the main text.

![Graph](image2)

**FIG. 17.** The spectral distribution $\rho$ along cuts parallel to the imaginary axis for random matrices of Model A with $c = 4$. The present figure is similar to Fig. 16 with the difference that the spectral distribution $\rho$ shown is for cuts parallel to the imaginary axis. The values of $\operatorname{Re}(z)$ are given and the width $\Delta_{\operatorname{Re}} = 0.02$. 
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Appendix F: Limiting cases

In Sec. IV, we have derived an exact formula for the boundary of the support set \( \mathcal{S} \) of the spectral distribution \( \rho \) of random matrices in the general model defined in Sec. II A. In particular, we have shown that the boundary of \( \mathcal{S} \) is given by the edge of stability of Eq. (62) at the trivial solution given by Eq. (64). Here, we show that the boundary of \( \mathcal{S} \) obtained from the stability analysis of Eq. (62) corresponds with results obtained previously in the literature for the limiting cases of oriented random matrices \[65\], for which \( J_{ij}J_{ji} = 0 \), and of dense matrices \[15, 89, 97, 98\], for which \( c \to \infty \).

1. Oriented ensemble

In the oriented ensemble, \( p(u, l) \) is of the form given by Eq. (17), such that, \( J_{ij}J_{ji} = 0 \) for each pair of indices \( i \) and \( j \). We show in this appendix that for oriented matrices the boundary of the continuous part of the spectrum is given by values of \( z \in \mathbb{C} \) for which
\[
|z|^2 = \frac{\langle k(k - 1) \rangle_{\text{deg}}}{2c} \langle t^2 \rangle \tilde{p},
\]
(F1)
where \( \tilde{p} \) is the distribution that appears on the right-hand side of Eq. (17). First, we show that Eq. (F1) determines the edge of stability of Eqs. (62) at the solution Eq. (64), and subsequently we show the correspondence with the results for the boundary of \( \mathcal{S} \) in Ref. [65].

\[a. \] Derivation of Eq. (F1) from the general theory in Sec. IV

We show that the edge of stability of Eq. (62) at the trivial solution Eq. (64) is determined by Eq. (F1).

In the oriented ensemble, the denominators in the delta distributions of Eq. (62) simplify since \( u\ell l \ell = 0 \). As a consequence, Eq. (62) reads
\[
Q(g, h) = \delta \left( g + \frac{1}{z} \right) R(h),
\]
(F2)
where \( R \) solves
\[
R(h) = \sum_{k=1}^{\infty} \frac{k p_{\text{deg}}(k)}{c} \int \prod_{\ell=1}^{k-1} d\ell R(h\ell) \int \prod_{\ell=1}^{k-1} du\ell dl\ell p^O(u\ell, l\ell) \delta \left( h - \frac{\sum_{\ell=1}^{k-1} h\ell l\ell^2}{|z|^2} \right),
\]
(F3)
where \( p^O \) is the distribution defined in Eq. (17). Eq. (F2) implies that for oriented matrices the variables \( g \) and \( h \) decouple. Hence, it suffices to study the stability of Eq. (F3) at the trivial solution \( R_0(h) = \delta(h) \).

Evaluating the average value of \( h \), we readily obtain
\[
\langle h \rangle_R = \int dg dh \ h \ Q(g, h) = \int dh R(h) h = \frac{\langle k(k - 1) \rangle_{\text{deg}}}{2c} \langle t^2 \rangle \tilde{p} \frac{\langle h \rangle_R}{|z|^2},
\]
(F4)
where \( \tilde{p} \) is the distribution appearing on the right-hand-side of Eq. (17). Hence, the edge of stability is given by the values of \( z \) for which Eq. (F1) holds, which is what we were meant to show.

\[b. \] Derivation of Eq. (F1) from the theory in Ref. [65]

We derive the result Eq. (F1) from the results obtained in Ref. [65]. Reference [65] considers random matrices \( A \) of the form
\[
A = \tilde{J} \circ \tilde{C}
\]
(F5)
where \( \tilde{C} \) is the adjacency matrix of a random, directed graph with a prescribed joint degree distribution \( p_{\text{deg}}(k_{\text{in}}, k_{\text{out}}) \) of indegrees \( k_{\text{in}} \) and outdegrees \( k_{\text{out}} \), and where \( \tilde{J} \) is a random matrix with real-valued i.i.d. entries drawn from a distribution \( \tilde{p}(x) \).
According to Ref. [65], in the limit $N \to \infty$ the boundary of the continuous part of the spectrum of $A$ is given by the values $z \in \mathbb{C}$ for which

$$|z|^2 = \frac{\langle k_{\text{in}} k_{\text{out}} \rangle}{\tilde{c}} \langle x^2 \rangle \tilde{p}, \quad (F6)$$

where $\tilde{c}$ is the mean indegree (or outdegree)

$$\tilde{c} = \langle k_{\text{in}} \rangle_{\text{pdeg}} = \langle k_{\text{out}} \rangle_{\text{pdeg}}. \quad (F7)$$

Note that Eq. (F5) considers a random, directed graph $\tilde{C}$ with symmetric couplings $\tilde{J}$, while Eq. (13) with $p = p^O$ considers a random, nondirected graph $C$ with asymmetric couplings $J$. Both models are related through the correspondence

$$p_{\text{deg}}(k_{\text{in}}, k_{\text{out}}) = \sum_{k=0}^{\infty} p_{\text{deg}}(k) \frac{1}{2^k} \sum_{n=0}^{k} \binom{k}{n} \delta_{k_{\text{in}}, n} \delta_{k_{\text{out}}, k-n} \quad (F8)$$

between the degree distributions of the directed and nondirected graphs.

Using Eq. (F8), one can show that

$$\tilde{c} = \frac{c}{2} \quad (F9)$$

and

$$\langle k_{\text{in}} k_{\text{out}} \rangle_{\text{pdeg}} = \frac{1}{4} \langle k(k-1) \rangle_{\text{pdeg}}. \quad (F10)$$

Substituting Eqs. (F9) and (F10) into Eq. (F6), we obtain Eq. (F1), which we meant to derive.

2. Large connectivity limit

We take the limit $c \to \infty$, with $c/N \approx 0$, and find the law given by Eq. (66), which is reminiscent of the elliptic law for i.i.d. matrices with $c = N - 1$. In order to obtain a bounded support set, we rescale $\sigma$ and $\tau$ as in Eq. (67).

a. Support set

We first derive an expression for the support set $S$. We show that the edge of stability of the Eq. (62) at the trivial solution Eq. (64) provides us with the boundary of the elliptic law in Eqs. (66). Using the law of large numbers, we can identify the sums inside the delta distributions on the right-hand-side of Eq. (62) with their mean values. As a consequence, to the leading order $1/c$, the distribution $Q$ takes the form

$$Q(g, h) = \delta(g - \hat{g}) \delta(h - \hat{h}) \quad (F11)$$

where $\hat{g}$ and $\hat{h}$ satisfy the self-consistent equations

$$\hat{g} = -\frac{1}{z + \hat{g} \tau} \quad (F12)$$

and

$$\hat{h} = \hat{h} |\hat{g}|^2 \sigma^2. \quad (F13)$$

The edge of stability of the previous equation is given by

$$|\hat{g}(z)|^2 = \frac{1}{\sigma^2}. \quad (F14)$$

In order to obtain $|\hat{g}|^2$, we first consider the two equations

$$\hat{g} + \hat{g} = -|\hat{g}|^2 (z + \tau + (\hat{g} + \hat{g}) \tau) \quad (F15)$$
and
\[ \hat{g} - \bar{g} = -|\hat{g}|^2 \left( z - \bar{z} + (\hat{g} - \bar{g})\tau \right), \]
which are readily obtained from Eq. (F12). Using Eq. (F14) in Eqs. (F15) and (F16), we obtain
\[ 2\text{Re}(\hat{g}) = \hat{g} + \bar{g} = -2\text{Re}(z) \frac{1}{\sigma^2 + \tau} \]
and
\[ 2\text{Im}(\hat{g}) = \hat{g} - \bar{g} = 2\text{Im}(z) \frac{1}{\sigma^2 - \tau}, \]
and thus also
\[ |\hat{g}|^2 = \left( \frac{\text{Re}(z)}{\sigma^2 + \tau} \right)^2 + \left( \frac{\text{Im}(z)}{\sigma^2 - \tau} \right)^2. \]
Lastly, the stability condition Eq. (F14) together with (F19) provides us with the boundary
\[ \left( \frac{\text{Re}(z)}{\sigma^2 + \tau} \right)^2 + \left( \frac{\text{Im}(z)}{\sigma^2 - \tau} \right)^2 = \frac{1}{\sigma^2} \]
for the support set of the spectral distribution of a highly connected random matrix, which is equivalent to Eq. (68).

b. Spectral distribution

We compute the spectral distribution of highly connected matrices. In this case, we rely on the Eqs. (52-55). In the limit \( c \to \infty \), we can apply the law of large numbers inside the Dirac distributions of Eqs. (52-53), leading to
\[ \tilde{q}(g) = q(g) = \delta(g - \hat{g}), \]
where \( \hat{g} \) solves the selfconsistent equation (setting \( \eta = 0 \))
\[ \hat{g} = \begin{pmatrix} \hat{g}_{11} & \hat{g}_{12} \\ \hat{g}_{21} & \hat{g}_{22} \end{pmatrix} = \begin{pmatrix} -\hat{g}_{22}\sigma^2 & z - \hat{g}_{21}\tau \\ z - \hat{g}_{12}\tau & -\hat{g}_{11}\sigma^2 \end{pmatrix}^{-1} \]
\[ = \frac{1}{\hat{g}_{11}\hat{g}_{22}\sigma^4 - (z - \hat{g}_{12}\tau)(z - \hat{g}_{21}\tau)} \begin{pmatrix} -\hat{g}_{11}\sigma^2 & -z + \hat{g}_{21}\tau \\ -z + \hat{g}_{12}\tau & -\hat{g}_{22}\sigma^2 \end{pmatrix} \]
and the spectral distribution is given by
\[ \rho(z) = \frac{1}{\pi} \frac{d}{dz} \hat{g}_{21}. \]
Equation (F22) implies that
\[ \hat{g}_{11}\hat{g}_{22} = \frac{\hat{g}_{11}\hat{g}_{22}\sigma^4}{[\hat{g}_{11}\hat{g}_{22}\sigma^4 - (z - \hat{g}_{12}\tau)(z - \hat{g}_{21}\tau)]^2} \]
such that either
\[ \hat{g}_{11} = \hat{g}_{22} = 0 \] (F25)
or
\[ [\hat{g}_{11}\hat{g}_{22}\sigma^4 - (z - \hat{g}_{12}\tau)(z - \hat{g}_{21}\tau)]^2 = \sigma^4. \] (F26)
Equation (F25) is the trivial solution and Eq. (F26) is the nontrivial solution.

In Sec. F.2a, we have shown that the trivial solution Eq. (F31) is stable for all \( z \) for which
\[ \left( \frac{\text{Re}(z)}{\sigma^2 + \tau} \right)^2 + \left( \frac{\text{Im}(z)}{\sigma^2 - \tau} \right)^2 > \frac{1}{\sigma^2}, \]
while the nontrivial solution holds for
\[ \left( \frac{\text{Re}(z)}{\sigma^2 + \tau} \right)^2 + \left( \frac{\text{Im}(z)}{\sigma^2 - \tau} \right)^2 \leq \frac{1}{\sigma^2}. \]
In what follows, we first compute the spectral distribution for the trivial solution and then we compute it for the nontrivial solution.
**Trivial solution.** For the trivial solution, Eq. (F22) reduces to the two equations

\[
\hat{g}_{21} = \frac{1}{z - \hat{g}_{21} \tau}, \quad (F29)
\]

\[
\hat{g}_{12} = \frac{1}{z - \hat{g}_{12} \tau}, \quad (F30)
\]

which admit two complex solutions

\[
\hat{g}_{21} = \frac{z \pm \sqrt{z^2 - 4 \tau}}{2 \tau}. \quad (F31)
\]

For \(|z| > 2\sqrt{\tau}|\), this is an analytical function in \(z\), and therefore

\[
\frac{d}{dz} \hat{g}_{21} = 0. \quad (F32)
\]

Since for all \(z\) for which Eq. (F27) holds, it also holds that \(|z| > 2\sqrt{\tau}|\), we obtain that

\[
\rho(z) = 0 \quad \text{if} \quad \frac{\text{Re}(z)}{\sigma^2 + \tau} + \left( \frac{\text{Im}(z)}{\sigma^2 - \tau} \right)^2 > \frac{1}{\sigma^2}. \quad (F33)
\]

**Non-trivial solution.** For the nontrivial solution Eq. (F26) we obtain

\[
\hat{g} = \begin{pmatrix}
\hat{g}_{11} & \hat{g}_{12} \\
\hat{g}_{21} & \hat{g}_{22}
\end{pmatrix} = \pm \frac{1}{\sigma^2} \begin{pmatrix}
-\hat{g}_{11} \sigma^2 & -z + \hat{g}_{21} \tau \\
-\tau + \hat{g}_{12} \tau & -\hat{g}_{22} \sigma^2
\end{pmatrix} \quad (F34)
\]

and therefore

\[
\pm \hat{g}_{21} \sigma^2 = -\tau + \hat{g}_{12} \tau, \quad (F35)
\]

\[
\pm \hat{g}_{12} \sigma^2 = -z + \hat{g}_{21} \tau. \quad (F36)
\]

From these equations we obtain a closed equation for \(\hat{g}_{21}\), viz.,

\[
\hat{g}_{21} = \frac{\sigma^2}{\sigma^4 - \tau^2} z - \frac{\tau}{\sigma^4 - \tau^2} \hat{g}_{22} \quad (F37)
\]

and accordingly

\[
\rho(z) = \frac{1}{\pi} \frac{d}{dz} \hat{g}_{21} = \frac{1}{\pi} \frac{\sigma^2}{\sigma^4 - \tau^2}, \quad (F38)
\]

if we select the positive solution.

**Appendix G: Giant components in random graphs**

We revisit percolation theory for nondirected random graphs [71] and directed random graphs [108], and then apply percolation theory to the random graph ensembles with degree distributions given by Eq. (73). For a nondirected graph, \(p_{\text{deg}}\) is the degree distribution, while for a directed graph we obtain the joint distribution of indegrees and outdegrees from Eq. (F8).

1. **Largest connected component in nondirected graphs**

Let \(G = (V, E)\) be a graph with \(V\) a set of vertices and \(E\) a set of nondirected edges. We say that a subgraph \(G' = (V', E')\) of \(G\) is connected if for each pair of vertices \(i \in V'\) and \(j \in V'\) there exists a path of edges that belong to \(E'\) that connect \(i\) to \(j\). The largest connected component is the largest subgraph \(G'\) of \(G\) that is connected, i.e., both the order \(|V'|\) and the size \(|E'|\) of the subgraph or maximal.
The relative order of the largest connected component is defined by

\[ f(G) = \frac{|V'|}{N}. \]  

(G1)

We consider now nondirected, random graphs with a prescribed degree distribution \( p_{\text{deg}}(k) \). We denote the generating function of \( p_{\text{deg}}(k) \) by

\[ \tilde{M}(x) = \sum_{k=0}^{\infty} x^k p_{\text{deg}}(k) \]  

(G2)

and we will also use the generating function

\[ M(x) = \sum_{k=0}^{\infty} x^k k p_{\text{deg}}(k) = \frac{\partial_x \tilde{M}(x)}{c}, \]  

(G3)

where \( c \) is the mean degree of \( p_{\text{deg}}(k) \).

In the limit \( N \to \infty \), the relative order \( f(G) \) converges with probability one to a deterministic value \( f \), which is given by [71],

\[ 1 - f = \tilde{M}(y), \]  

(G4)

where \( y \) is the smallest nonnegative solution of

\[ y^2 = M(y). \]  

(G5)

Solving Eqs. (G4-G5) one finds that

\[ f > 0 \quad \text{if} \quad \sum_{k=0}^{\infty} p_{\text{deg}}(k) k(k - 2) > 0 \]  

(G6)

and that

\[ f = 0 \quad \text{if} \quad \sum_{k=0}^{\infty} p_{\text{deg}}(k) k(k - 2) < 0. \]  

(G7)

Hence, the condition

\[ \sum_{k=0}^{\infty} p_{\text{deg}}(k) k(k - 2) = 0 \]  

(G8)

determines the percolation transition in undirected, random graphs.

2. Largest strongly connected component in directed graphs

Let \( G = (V, E) \) be a directed graph with \( V \) a set of vertices and \( E \) a set of nondirected edges. We say that a subgraph \( G' = (V', E') \) of \( G \) is strongly connected if for each pair of vertices \( i \in V' \) and \( j \in V' \) there exists a path starting in node \( j \) and ending in node \( i \) that follows the edges in \( E' \), and there exists also a reverse path that starts in node \( i \) and ends in node \( j \). The largest strongly connected component is the largest subgraph \( G' \) that is strongly connected.

We define the relative order of the largest strongly connected component as

\[ s_{\text{sc}}(G) = \frac{|V'|}{N}. \]  

(G9)

Let us consider directed, random graphs with a prescribed degree distribution \( p_{\text{deg}}(k_{\text{in}}, k_{\text{out}}) \) of indegrees and outdegrees. Then, it holds that [65, 108]

\[ s_{\text{sc}} = s_{\text{in}} + s_{\text{out}} + s_t - s_{\text{wc}}, \]  

(G10)
FIG. 18. Panel (a): Relative order \( f \) of the largest connected component of random graphs with the prescribed degree distribution given by Eq. (73), just as in Fig. 10. Lines correspond to theoretical results for infinitely large \( N \) obtained from solving Eqs. (G4-G5), while the markers are simulation results for finite \( N \) and \( c = 2 \); we have included simulations in order to verify the peculiar discontinuity of \( f \) at \( a = 1 \). Panel (b): Relative order \( s_{sc} \) of the largest strongly connected component of random, directed graphs with a joint degree distribution \( p_{deg}(k_{in}, k_{out}) \) given by Eq. (F8), just as in Fig. 10. Lines are theoretical values for infinitely large \( N \) obtained from solving Eqs. (G10-G15).

where \( s_{in}, s_{out}, s_t \), and \( s_{wc} \) are the fraction of nodes that belong to the incomponent, outcomponent, tendrils and the weakly connected component, respectively. It holds that

\[
    s_{out} = 1 - \sum_{k_{in}=0}^{\infty} a^{k_{in}} \sum_{k_{out}=0}^{\infty} p_{deg}(k_{in}, k_{out}), \tag{G11}
\]

\[
    s_{in} = 1 - \sum_{k_{out}=0}^{\infty} b^{k_{out}} \sum_{k_{in}=0}^{\infty} p_{deg}(k_{in}, k_{out}), \tag{G12}
\]

and

\[
    s_t - s_{wc} = \sum_{k_{in}=0}^{\infty} \sum_{k_{out}=0}^{\infty} p_{deg}(k_{in}, k_{out}) a^{k_{in}} b^{k_{out}} - 1, \tag{G13}
\]

where \( a \) and \( b \) solve the equations

\[
    a = \sum_{k_{in}=0}^{\infty} a^{k_{in}} \sum_{k_{out}=0}^{\infty} k_{out} p_{deg}(k_{in}, k_{out}) \frac{k_{in}}{\tilde{c}}, \tag{G14}
\]

and

\[
    b = \sum_{k_{out}=0}^{\infty} b^{k_{out}} \sum_{k_{in}=0}^{\infty} k_{in} p_{deg}(k_{in}, k_{out}) \frac{k_{out}}{\tilde{c}}, \tag{G15}
\]

where \( \tilde{c} \) is the mean outdegree defined in Eq. (F7).

Solving Eqs. (G4-G5), we obtain that

\[
    s_{sc} > 0 \text{ if } \sum_{k_{in}=0}^{\infty} \sum_{k_{out}=0}^{\infty} p_{deg}(k_{in}, k_{out}) k_{in} k_{out} > 1, \tag{G16}
\]

and

\[
    s_{sc} = 0 \text{ if } \sum_{k_{in}=0}^{\infty} \sum_{k_{out}=0}^{\infty} p_{deg}(k_{in}, k_{out}) k_{in} k_{out} < 1. \tag{G17}
\]

Hence, the condition

\[
    \sum_{k_{in}=0}^{\infty} \sum_{k_{out}=0}^{\infty} p_{deg}(k_{in}, k_{out}) k_{in} k_{out} \frac{k_{in}}{\tilde{c}} = 1 \tag{G18}
\]

determines the percolation transition of the strongly connected component in directed, random graphs.
3. Random graphs with degree distribution given by Eq. (73)

a. Nondirected

Random graphs with the prescribed degree distribution given by Eq. (73) percolate when

\[ a = c - 1. \]  

(G19)

In the special case of \( a = 0 \), corresponding to the Erdős-Rényi ensemble with the Poisson degree distribution, the percolation transition takes place at \( c = 1 \). In Panel (a) of Fig. 18, we plot for the relative order \( f \) of the largest connected component as a function of the variance \( \text{var}(k) \) of the degree distribution for random graphs with a prescribed degree distribution given by Eq. (73). We obtain that for infinitely large graphs \( f \) decreases monotonically as a function of \( \text{var}(k) \), even for \( c = 2 \).

b. Directed

We consider a random, directed graph with a prescribed degree distribution \( p_{\text{deg}}(k_{\text{in}}, k_{\text{out}}) \) obtained by plugging Eq. (73) in Eq. (F8). Such a random graph can be constructed by adding unidirectional links on a nondirected graph with degree distribution \( p_{\text{deg}}(k) \), as we discussed in Sec. II A. Using Eqs. (F9) and (F10), we find that critical condition (G18) reads

\[ \frac{1}{2c} \sum_{k=0}^{\infty} k(k-1)p_{\text{deg}}(k) = 1. \]  

(G20)

If \( p_{\text{deg}}(k) \) is given by Eq. (73), then the strongly connected component of the graph percolates when

\[ a = c - 2. \]  

(G21)

In the special case of an Erdős-Rényi ensemble \( (a = 0) \) with Poisson degree distribution the strongly connected component percolates at \( c = 2 \). In Panel (b) of Fig. 18, we plot the relative order \( s_{\text{sc}} \) as a function of \( \text{var}(k) \) for directed graphs \( p_{\text{deg}}(k_{\text{in}}, k_{\text{out}}) \) given by Eq. (F8). We find that \( s_{\text{sc}} \) increases as a function of \( \text{var}(k) \) for \( c = 3 \) and decreases as a function of \( \text{var}(k) \) for \( c = 4 \).

Appendix H: Eigenvalues of the adjacency matrices of tree graphs with predator-prey interactions

Consider a square matrix \( A \) of dimensions \( n \times n \) that has the following two properties:

- the graph represented by \( A \), in the sense that there exists a nondirected edge between two nodes \( i \) and \( j \) when either \( A_{ij} \neq 0 \) or \( A_{ji} \neq 0 \), is a tree;
- it is antagonistic, i.e., \( A_{jk}A_{kj} < 0 \) for all pairs \( j, k \in \{1, 2, \ldots, N\} \) with \( j \neq k \).

We call such matrices the adjacency matrices of antagonistic, tree graphs. We make the following claim: if \( \lambda_j \) is an eigenvalue of \( A \), then \( \text{Re}[\lambda_j] = 0 \). In other words, all eigenvalues of the adjacency matrices of antagonistic, tree graphs lie on the imaginary axis.

First, we have verified this numerically for a large number of examples by numerically diagonalising antagonistic tree matrices. Second, we present mathematical evidence in favor of this claim. We will show that for antagonistic tree matrices it holds that

\[ \text{sign} \left( \sum_{j=1}^{N} \lambda_j^{2t} \right) = (-1)^t \]  

(H1)

and

\[ \sum_{j=1}^{N} \lambda_j^{2t+1} = 0 \]  

(H2)
for all values $\ell \in \mathbb{N}$. The most direct explanation of these two relations is that $\text{Re}[\lambda_j] = 0$ for all eigenvalues $\lambda_j$. Eq. (H1) is then a direct consequence of $i^{2\ell} = (-1)^\ell$ and Eq. (H2) is a direct consequence of the fact that if $\lambda_j$ is an eigenvalue, then also its complex conjugate $\lambda_j^*$ is an eigenvalue.

Let us derive the Eqs. (H1) and (H2). First, it holds that

$$\text{Tr}[A^\ell] = \sum_{j=1}^{N} \lambda_j^\ell.$$  \hspace{1cm} (H3)

This is a direct consequence of the fact that the diagonal elements of the Jordan canonical form of $A^\ell$ are the eigenvalues $\lambda_j^\ell$. Second, it holds that

$$\text{Tr}[A^\ell] = \sum_{(i_1, i_2, \ldots, i_\ell) \in P_\ell(A)} A_{i_1 i_2} A_{i_2 i_3} \cdots A_{i_\ell i_1}$$  \hspace{1cm} (H4)

where the sum runs over the set $P_\ell$ of all closed paths of length $\ell$ in the graph. Since the graph is a tree, it holds that

$$\text{Tr}[A^{2\ell+1}] = 0$$  \hspace{1cm} (H5)

for all natural numbers $\ell$. On the other hand, since the graph is an antagonistic tree, it holds that

$$\text{sign}\left(\text{Tr}[A^{2\ell}]\right) = (-1)^\ell.$$  \hspace{1cm} (H6)

Combining equations Eq. (H3) and Eq. (H6), we obtain Eqs. (H1) and (H2).
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