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Abstract—Weakly-Supervised Temporal Action Localization (WSTAL) aims to localize and classify action instances in long untrimmed videos with only video-level category labels as supervision. A critical challenge of WSTAL is the large gap between video-level supervision and unavailable snippet-level supervision. Prevailing methods typically assign pseudo labels to snippets, but these methods suffer from significant noise caused by the pseudo snippet-level labels. In this work, we address the WSTAL from a novel category exclusion perspective, which gradually enhances the snippet-level supervision to bridge the gap. Our proposed Progressive Complementary Learning (ProCL) is inspired by the fact that, video-level labels precisely indicate the categories that all snippets surely do not belong to, which is ignored by previous works. Accordingly, we first exclude these surely non-existent categories by the deterministic complementary learning. And then, we introduce the entropy-based pseudo complementary learning that is able to exclude more categories for snippets of less ambiguity. Furthermore, for the remaining ambiguous snippets, we attempt to reduce the ambiguity by distinguishing foreground actions from the background. Extensive experimental results show that our method achieves new state-of-the-art performance on THUMOS14, ActivityNet1.3, and MultiTHUMOS benchmarks.
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I. INTRODUCTION

TEMPORAL action localization aims to localize and classify action instances in an untrimmed video. It is important for applications of video retrieval [1], [2], anomaly detection [3] and highlight detection [4]. Fully-supervised temporal action localization [5], [6], [7], [8] require the start and end timestamps of each action instance for training. It is time and labor-consuming to annotate all action instances in long untrimmed videos.

In this work, we focus on Weakly-Supervised Temporal Action Localisation (WSTAL) [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], which does not require precise boundary annotations but only the action categories in the video. Typically, existing methods [11], [12], [13], [17], [19], [23], [24], [25], [26] exploit the Multi-Instance Learning (MIL) paradigm [27], where each untrimmed video is considered as a labeled bag of snippet samples and video-level prediction is aggregated from snippets. Also, some methods [9], [16], [18], [23] provide effective supervision beyond video-level labels by introducing additional information, e.g., frequency, pose. Despite the progress of above methods, the absence of snippet-level supervision still blocks the weakly-supervised temporal action localization.

To obtain snippet-level supervision, one of the most effective types is based on pseudo labels [11], [17], which assigns pseudo labels for unlabeled snippets. For example, Huang et al. [24], [28] assign pseudo labels by thresholding temporal attention scores with a pre-set threshold, and He et al. [29], [30] assign pseudo labels based on predicted action proposals. However, some action instances of different categories look visually similar, e.g., snippets of “ThrowDiscus” and “Shotput”. Therefore, it is challenging to exactly label action categories for a snippet, and incorrect pseudo labels would impair the localization performance.

To bridge the large gap between video-level supervision and unavailable snippet-level supervision, we note a fact that, the video-level category labels precisely indicate categories that all snippets surely do not belong to. As shown in Figure 1, given a video with video-level labels “CricketShot” and “CricketBowling”, we know that all snippets in the video surely do not belong to “Diving”, “HighJump”, “GolfSwing”, etc. Thus, we can label all snippets as “Not Diving”, “Not HighJump”, “Not GolfSwing”, etc. Moreover, for each snippet, it is intuitively easier to exclude some non-existent categories than exactly predicting the ground-truth categories (i.e., excluding all non-existent categories). As the snippet marked by the right red box in Figure 1, it is difficult to accurately predict its action category, since the visually small...
athletes lead to confusion between the action and background. From another perspective, it is easier to confirm that this snippet does not belong to “CricketBowling”, because the athlete in this snippet holds the cricket bat.

Accordingly, in this work, we propose a novel method that gradually enhances snippet-level supervision, named **Progressive Complementary Learning** (ProCL). Our ProCL gradually excludes the categories that snippets should not belong to, which we term **complementary categories**. According to the video-level labels, we first exclude the categories that all snippets surely do not belong to, which we term **deterministic complementary categories**. Then, to further enhance the snippet-level supervision, we attempt to exclude more categories than those deterministic complementary categories. After identifying snippets of less ambiguity, we assign pseudo complementary labels to these snippets, aiming to exclude the categories that snippets likely do not belong to, which we term **pseudo complementary categories**.

For the remaining ambiguous snippets, we propose to reduce the ambiguity by a Foreground-Background Discrimination loss, which provides additional snippet-level supervision by distinguishing foreground actions from the background. Furthermore, considering the information collaboration between multi-scale snippet sequences, we propose the Multi-scale Pseudo Complementary Learning loss to improve the quality of pseudo complementary labels.

Overall, the main contributions are as follows:

- We propose a Progressive Complementary Learning (ProCL) method that progressively enhances the snippet-level supervision from the perspective of category exclusion.
- We propose deterministic complementary learning that provides noise-free snippet-level supervision for all snippets in the video.
- We propose an entropy-based pseudo complementary labeling method and propose foreground background discrimination loss to provide further snippet-level supervision.

- Extensive experiments on THUMOS14, ActivityNet1.3, and more challenging MultiTHUMOS demonstrate the superiority of our ProCL over the state-of-the-art methods. Notably, our method significantly outperforms existing pseudo-label-based methods in providing snippet-level supervision.

**II. RELATED WORKS**

**Fully-Supervised Temporal Action Localization** aims to find the temporal intervals of action instances from long untrimmed videos and classify them, which is an important task in the video understanding domain [31], [32], [33], [34], [35]. To address it, accurate timestamp annotation for each action instance is required in the given video during training. Many methods [5], [6], [7], [8], [36], [37], [38] are based on the proposal-then-classification paradigm, which generate proposals via bottom-up [6], [7], [8], [37], [38], [39] or top-down [5], [36] manner followed by multi-class classification. Some methods explore a one-stage paradigm, which directly generates class-aware proposals [40], [41], [42], or group the action and boundary predictions [43].

Although achieving significant results, the requirement of accurate timestamp annotation in fully-supervised temporal action localization limits their scalability and practicability in real-world application scenarios.

**Weakly-Supervised Temporal Action Localization** aims to localize and classify action instances by learning with only video-level category labels. Most works focus on utilizing pre-extracted features for both RGB and optical flow modalities and learning with the Multiple-Instance Learning (MIL) strategy. Li et al. [44] propose to model long-range temporal dependencies and collaborates with the MIL paradigm.

Sun et al. [45] propose a slow-motion enhanced network that focuses on localizing slow-motion. Some works [17], [19], [45], [46], [47], [48] learn attention weights for each snippet and then threshold the weights for generating action proposals. Hu et al. [49] propose re-ranking the proposals by injecting proposal-aware contextual information into each snippet. And several works [25], [50], [51], [52], [53], [54] propose co-action similarity learning to enclose the video-level features between the video pairs with common classes. Some works [24], [55], [56], [57] pursue the modality-wise consensus for consistent predictions, which is extended by Hong et al. [12] for pre-extracted features re-calibration via a cross-modal consensus mechanism. Besides, some works [11], [13], [26], [58], [59], [60] seek to explicitly model the background activity for better foreground-background separation. There are some methods that introduce additional auxiliary models [61] or information [9], [16], [18], [23] to provide rich semantics or supervision.

Though the works mentioned above make great progress, their performance is still inferior to fully-supervised methods. One of the key factors for this result is the lack of snippet-level supervision. To address this issue, some methods [11], [13], [24], [28], [47], [62] assign pseudo labels on attention weights by a preset threshold. And some methods [17], [29], [30] assign pseudo labels based on predicted action proposals. All of them provide snippet-level supervision and
achieve performance gains. Nevertheless, these methods have a common problem that assigning category labels directly to snippets is prone to introduce noise due to misclassification, which impairs the performance of localization. In contrast, we adopt an ideology of exclusion induction to progressively exclude categories that the snippets should not belong to based on different confidence levels. This provides effective snippet-level supervision for the model. And, our method does not require the introduction of additional auxiliary information, e.g., frequency, pose.

**Complementary Learning** trains a model using complementary category labels that the pattern does not belong to. It was first proposed by Ishida et al. [63] to reduce the cost of data collection for the multi-classification task, which uses complementary labels to provide valid information for limited data. Then, subsequent methods explore how to effectively use complementary labels [64], [65], [66], [67], [68], [69]. In addition, some other methods adopt the complementary labels to alleviate the noisy label problem [70], [71], [72], [73]. Different from the above methods, our proposed Progressive Complementary Learning is specifically designed for weakly-supervised temporal action localization. In our work, we consider two task-oriented properties as prior knowledge for progressive category exclusion, i.e., actions and the background cannot co-exist in one snippet and action instances of the same category have varied durations.

### III. PROGRESSIVE COMPLEMENTARY LEARNING

In this section, we detail our Progressive Complementary Learning (ProCL), which gradually enhances the snippet-level supervision from a category exclusion perspective.

#### A. Problem Formulation and Preliminaries of MIL

1) Problem Formulation: Weakly-Supervised Temporal Action Localization (WSTAL) assumes that there are \(N\) untrimmed videos denoted by \(\{V^{(i)}\}_{i=1}^{N}\), where \(V^{(i)} = \{y^{(i)}_1, \ldots, y^{(i)}_{C}\}\) is the video-level category labels of the video \(V^{(i)}\). Specifically, \(C\) denotes the number of action categories, and \(y^{(i)}_1 = 1\) means the video \(V^{(i)}\) contains at least one action instance of the \(j\)-th category, while \(y^{(i)}_j = 0\) if the video \(V^{(i)}\) does not contain any action instance of the \(j\)-th category. In what follows, the superscript of all symbols will be omitted for convenience, e.g., \(y^{(i)}\) will be replaced by \(y\). WSTAL aims to train a model that can predict a set of action proposals during the inference phase and denotes them in the form of \(\{(t_e, t_c, \psi, c)\}\), where \(t_e\) and \(t_c\) represent the start and end time, \(c\) is the predicted action category, and \(\psi\) represents the confidence score.

2) Preliminaries of Multi-Instance Learning for WSTAL: Following the previous WSTAL works [12], [13], [26], [62], the background category and a temporal attention branch are introduced for background suppression, and the multi-instance learning loss is adopted for video-level learning. Specifically, we encode features \(X\) using several layers of temporal convolution to capture the temporal relationships between snippets and generate the class activation sequence denoted as \(S = \{s_{t,c}\}_{t=C+1}^{T} \in \mathbb{R}^{T \times (C+1)}\) through the classification head, where \(s_{t,c}\) represents the activation score of the \(c\)-th category for the \(t\)-th snippet. The background category is denoted as the \(C+1\)-th category for each snippet. Correspondingly, we extend \(Y\) to \(\hat{Y} = \{y_1, \ldots, y_C, 0\} \in \mathbb{R}^{C+1}\), which represents the existence of background context.

Simultaneously, we input \(X\) into the attention head to get class-agnostic attention scores \(A = \{a_t\}_{t} \in \mathbb{R}^{T}\), and \(a_t\) denotes the probability that the \(t\)-th snippet is an action. Next, we can obtain the background-free class activate sequence denoted as \(\tilde{S} = \{\tilde{s}_{t, c}\}_{t=C+1}^{T} \in \mathbb{R}^{T \times (C+1)}\) by suppressing the background context via \(A\), where \(\tilde{s}_{t, c} = s_{t, c} \cdot a_t\). Similarly, we can obtain background-free video-level labels \(\hat{Y} = \{y_1, \ldots, y_C, 0\} \in \mathbb{R}^{C+1}\), which represents the inexistence of background context.

Overall, the video-level classification loss is a Multi-Instance Learning (MIL) loss as follows,

\[
L_{MIL} = L_{CE}(\hat{Y}, \Phi(\Gamma(S))) + L_{CE}(\hat{Y}, \Phi(\Gamma(\tilde{S}))),
\]

where \(L_{CE}\) is the categorical cross-entropy error function, \(\Phi(\cdot)\) represents the category-wise softmax function, and \(\Gamma(\cdot)\) is the temporal Top-K pooling following the previous methods [12], [26], [74] to obtain the video-level prediction scores \(\Gamma(S) \in \mathbb{R}^{C+1}\). The multiple-instance learning utilizes only video-level supervision, whereas our ProCL progressively enhances the snippet-level supervision for WSTAL.

#### B. Model Overview

Figure 2 illustrates the overall framework of our method, our ProCL gradually excludes the categories that snippets should not belong to, based on different confidence levels.

Firstly, according to the video-level labels, we adopt Deterministic Complementary Learning to exclude categories that all snippets in the video surely do not belong to, providing noisy-free snippet-level supervision (Section III-C). Then, to further enhance the snippet-level supervision, we propose entropy-based Pseudo Complementary Labeling for snippets of less ambiguity to exclude more categories. Furthermore, the Foreground Background Discrimination loss is adopted to disambiguate the ambiguous snippets for coarsely enhancing the snippet-level supervision (Section III-D). Moreover, we utilize the collaborative information of multi-scale snippet sequences to further improve the quality of the snippet-level supervision (Section III-E).

#### C. Deterministic Complementary Learning

By analyzing the WSTAL problem, we note a fact that the video-level labels precisely indicate the categories that all snippets surely do not belong to, and we term these categories deterministic complementary categories. Therefore, we propose the Deterministic Complementary Learning loss to exclude these deterministic complementary categories for all snippets in a video.

Specifically, the snippet-level classification scores \(P = \{p_{t,c}\}_{t=C+1}^{T} \in \mathbb{R}^{T \times (C+1)}\) are first obtained by performing the category-wise softmax function on class activation sequence
S, and the Deterministic Complementary Learning (DCL) loss is formulated as follows:

$$L_{DCL} = \frac{1}{T} \sum_{t=1}^{T} \sum_{c=1}^{C+1} (1 - y_{t,c}) \log (1 - p_{t,c}),$$  

(2)

where $y_{t,c}$ is the expansion of the video-level label $\bar{Y}_c$ in the temporal dimension, i.e., $y_{t,c} = \bar{Y}_c$.

Through the Deterministic Complementary Learning loss, we simultaneously suppress the activation of all deterministic complementary categories for all snippets. Although the pseudo-label-based methods also provide snippet-level supervision, the noise problem of directly assigning pseudo labels deteriorates the performance of localization. In contrast, our deterministic complementary categories obtained from the video-level labels are free of noise and provide precise snippet-level supervision.

D. Pseudo Complementary Learning

Although above we have excluded the categories that all snippets surely do not belong to, there are still multiple categories remaining for the multi-label temporal action localization task. To further enhance the snippet-level supervision, we propose to exclude some non-existent categories from those video-level categories for the snippets of less ambiguity. Intuitively, it is easier to exclude some categories than exactly predict the ground-truth categories (i.e., excluding all non-existent categories).

Therefore, we propose Pseudo Complementary Learning to further exclude some categories for snippets in the video. It consists of three parts, namely identifying the snippets of less ambiguity by category information entropy, excluding categories (i.e., snippets likely not belong to) for snippets of less ambiguity, and disambiguation between foreground and background for ambiguous snippets.

1) Ambiguity Identification by Information Entropy: The ambiguous snippets are identified by the category information entropy of the class activation scores $S$. If the category information entropy is higher, the snippet is more likely to be ambiguous. Specifically, we denote the indicator $F = \{f_t\} \in \mathbb{R}^T$ of ambiguous snippets as follows:

$$f_t = \begin{cases} 1, & h_t > \theta, \\ 0, & \text{otherwise}, \end{cases}$$

(3)

where $\theta$ is a preset threshold to estimate the ambiguity of the $t$-th snippet. The $h_t$ represents the category information entropy of $t$-th snippet computed as follows:

$$h_t = -s_{t,fg} \cdot \log(s_{t,fg}) - s_{t,bg} \cdot \log(s_{t,bg}),$$

(4)

$$s_{t,fg} = \sum_{c \in G, c \neq bg} s_{t,c},$$

(5)

where $G \in \mathbb{R}^G$ is the category set except deterministic complementary categories, “fg” denotes the set of foreground action categories and “bg” denotes background category.

2) Background-Aware Pseudo Complementary Labeling: For the snippets of less ambiguity (i.e., $f_t = 0$), we assign the snippet-level pseudo complementary labels $R = \{r_{t,c}\}^{T \times (C+1)} \in \mathbb{R}^{T \times (C+1)}$ to them. Our purpose is to exclude the categories.

Fig. 2. Overview of our proposed Progressive Complementary Learning (ProCL). Given a video, the class activation sequence $S$ and the class-agnostic attention scores $A$ are generated by the classification and the attention heads. ProCL progressively excludes categories that should not belong to, for gradually enhancing snippet-level supervision. First, according to the video-level labels, we exclude the categories that all snippets surely do not belong to (i.e., deterministic complementary categories) by the Deterministic Complementary Learning loss $L_{DCL}$. Then, for snippets of less ambiguity, we exclude some categories that the snippets likely do not belong to (i.e., pseudo complementary categories) by the Multi-scale Pseudo Complementary Learning loss $L_{MPCL}$. Furthermore, for the remaining ambiguous snippets, we disambiguate them by the Foreground Background Discrimination loss $L_{FBD}$, which aims to provide further snippet-level supervision. Besides, the Multiple-Instance Learning loss $L_{MIL}$ is adopted for video-level supervision. Best viewed in color.
that snippets likely not belong to, which we term **pseudo complementary categories**. The process is formulated as follows:

\[
    r_{t,c} = \begin{cases} 
    0, & \text{if } \forall c \in \mathcal{C}, f_t = 0 \text{ and } s_{t,c} < \mu_t, \\
    1, & \text{otherwise},
    \end{cases}
\]  

(6)

where \(\mu_t\) represents the mean value of activation scores in \(t\)-th snippet for the categories contained in \(\mathcal{C}\). Considering the fact that the foreground actions and background cannot co-exist in the same snippet, we further exclude categories with conflict. Specifically, after executing Eq. (6) to exclude the pseudo complementary categories, if a snippet still has the background and at least one foreground action remaining, we exclude the one with a lower prediction score. Moreover, it is worth noting that the foreground could be a set of action categories, and when the background is excluded, multiple action categories may be left.

Based on the pseudo complementary labels \(\mathcal{R} \in \mathbb{R}^{T \times (C+1)}\) obtained above and the snippet-level classification scores \(\mathcal{P} \in \mathbb{R}^{T \times (C+1)}\), the Pseudo Complementary Learning (PCL) loss is given as follows:

\[
    L_{PCL} = \frac{1}{N} \sum_{t=1}^{T} \sum_{c \in \mathcal{G}} \left( f_t = 0 \right) \sum_{c \in \mathcal{G}} -(1 - r_{t,c}) \log (1 - p_{t,c}),
\]  

(7)

where \(N = T - \sum_{t=1}^{T} f_t\) is the number of snippets of less ambiguity, and \(\left( f_t = 0 \right)\) means the ambiguous snippets are not involved in the \(L_{PCL}\).

3) **Disambiguation Between Foreground and Background:**

For the remaining ambiguous snippets, it is inferior to use Pseudo Complementary Labeling because the model is not confident about the prediction of these snippets. Therefore, we propose a Foreground Background Discrimination loss to reduce the ambiguity of the ambiguous snippets, which provides further snippet-level supervision for distinguishing foreground from background.

Specifically, for the ambiguous snippets (i.e., \(f_t = 1\)), we use the class-agnostic attention scores \(\mathcal{A}\) generated by the attention branch and the background category activation scores \(\mathcal{S}_{bg} = \mathcal{S}_{C+1}\) in class activation sequence for foreground-background disambiguation learning. As shown in Figure 2, background attention scores can be obtained via \(\mathcal{B} = (1 - \mathcal{A}) \in \mathbb{R}^{T}\), i.e., \(b_t = 1 - a_t\) for \(t\)-th snippet. And, considering that the background prediction of the two modules (i.e., \(\mathcal{S}_{bg}\) and \(\mathcal{B}\)) should be consistent, we propose the Foreground-Background Discrimination (FBD) loss to disambiguate the ambiguous snippets, which is formulated as follows:

\[
    L_{FBD} = \frac{1}{N} \sum_{t=1}^{T} \sum_{c \in \mathcal{G}} \left( f_t = 1 \right) E(p_{t,bg}, b_t)L_{BCE}(b_t, P_{t,bg})
    + \frac{1}{N} \sum_{t=1}^{T} \sum_{c \in \mathcal{G}} \left( f_t = 1 \right) E(p_{t,bg}, b_t)L_{BCE}(p_{t,bg}, b_t),
\]  

(8)

where \(L_{BCE}\) is a binary cross-entropy loss, and \(p_{t,bg}\) is the classification score of the background category of \(t\)-th snippet in the snippet-level classification scores \(P\). Besides, \(\left( f_t = 1 \right)\) indicates that only ambiguous snippets are involved, and

\[
    N = \sum_{t=1}^{T} f_t. E(\cdot, \cdot) = \exp(-KL(\cdot, \cdot)) \text{ is a weight term based on Kullback-Leibler divergence.}
\]

**E. Multi-Scale Complementary Labeling**

All of the above are based on single-scale snippet sequences, i.e., sampling a sequence of \(T\) snippets uniformly from each video. However, in real-world videos, action instances of the same category could be performed within different temporal durations. Taking “Diving” as an example, it is obvious that jumping from platforms of different heights require various durations, but they are all “Diving” actions. Based on the above consideration, we sample two extra snippet sequences to further improve the quality of the snippet-level supervision.

In detail, we first densely sample snippets \(\mathcal{X}^D \in \mathbb{R}^{2T \times D}\) and sparsely sample snippets \(\mathcal{X}^S \in \mathbb{R}^{N \times D}\). And, we feed the multi-scale snippet sequences (i.e., dense sampling, normal sampling, and sparse sampling) into the classification head with shared parameters to obtain the corresponding class activation sequence \(\mathcal{S}_D = \{s_{t,c}^d\} \in \mathbb{R}^{2T \times (C+1)}\), \(\mathcal{S}_N = \{s_{t,c}^n\} \in \mathbb{R}^{T \times (C+1)}\), and \(\mathcal{S}_S = \{s_{t,c}^s\} \in \mathbb{R}^{N \times T \times (C+1)}\) respectively. Then, the nearest neighbor interpolation is used to re-scale them into \(T\)-snippet sequences. And then, the mean class activate sequence \(\mathcal{S}_{bg} = \{s_{t,c}^B\} \in \mathbb{R}^{T \times C+1}\) and the variance class activation sequence \(\sigma_B = \{s_{t,c}^S\} \in \mathbb{R}^{T \times C+1}\) are obtained as follows:

\[
    s_{t,c}^B = \frac{\sum_{t=1}^{T} s_{t,c}^d}{T},
\]

\[
    s_{t,c}^S = \frac{\sum_{t=1}^{T} (s_{t,c}^d - s_{t,c}^B)^2}{T},
\]

(9)

where \(s_{t,c}^d\) and \(s_{t,c}^S\) denote the mean and variance of the activation score corresponding to the \(c\)-th category of the \(t\)-th snippet, respectively.

Notably, \(\mathcal{S}_D\) indicates the average class activation sequence that incorporates multi-scale information, and \(\sigma_B\) indicates the inconsistency between sequences of different scales. Subsequently, we obtain pseudo complementary labels \(\hat{\mathcal{R}}\) and indicator \(\hat{\mathcal{R}}\) of ambiguous snippets for the multi-scale case using the same approach as Section III-D. Overall, the Multi-scale Pseudo Complementary Learning (MPCL) loss is given as follows:

\[
    L_{MPCL} = \frac{1}{N} \sum_{t=1}^{T} \sum_{c \in \mathcal{G}} \left( f_t = 0 \right) D(\hat{\mathcal{R}}_t, \mathcal{S}_D^c, \mathcal{S}_N^c),
\]

(10)

\[
    D(L, U, J) = \frac{1}{|\mathcal{G}|} \sum_{c \in \mathcal{G}} \exp(-u_c)(1 - l_c)\log(1 - j_c),
\]

(11)

where \(\left( f_t = 0 \right)\) means the ambiguous snippets are not involved in \(L_{MPCL}\), \(u_c, j_c\) denotes the elements of \(c\)-th category in \([L, U, J]\), and \(\exp()\) represents a weight term based on \(\sigma_B\), i.e., a larger variance \(\sigma_B\) leads to more possible misjudgment, and thus the weight should be reduced.

**F. Overall Training Objective and Inference**

Overall, the training objective of our ProCL is given as follows:

\[
    L = L_{MIL} + L_{DCL} + L_{MPCL} + L_{FBD},
\]

(12)

where the coefficient for each loss is set to 1.
In the inference stage, following the standard process [13], we first generate $A$ and $\hat{S}$ for the given video. Then the video-level classification scores are obtained based on $\hat{S}$ to determine which action categories exist in the video by thresholding $\rho$. Next, class-agnostic action proposals are obtained from $A$ following the [13]. For the set of candidate action proposals $\{(t_s, t_e, \psi, c)\}$, we use non-maximal suppression to remove redundant proposals. Notably, our $L_{MPCL}$ introduces no extra cost in the inference phase and takes more computation only in training phase.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

We evaluate our method on three public benchmarks, i.e., THUMOS14 [84], ActivityNet1.3 [85], and MultiTHUMOS [86] for temporal action localization.

THUMOS14 dataset contains 200 validation videos and 213 test videos of 20 action classes. It is a challenging benchmark with around 15.5 action instances per video and whose videos have diverse durations. Following standard split, we use the validation videos as training set and the test videos as test set.

ActivityNet1.3 is a large dataset that covers 200 action categories, with a training set of 10,024 videos and a validation set of 4,926 videos. It contains around 1.5 action instances per video. Following standard split, we use the training and validation sets for training and testing, respectively.

MultiTHUMOS is an extended version of the THUMOS14 dataset with dense, multi-category action instance annotations. It is more realistic and challenging, which contains 38,690 annotations of 65 action categories with an average of 1.5 labels per frame and 10.5 action classes per video. We use the standard split with 200 validation videos for training and 213 test videos for testing.

Evaluation metric. We evaluate our method with mean average precision (mAP) under multiple temporal Intersection over Union (IoU) thresholds, which are the standard evaluation metrics for temporal action localization. Our results are measured by the officially released evaluation method [85]. Moreover, for the MultiTHUMOS dataset, we additionally adopt the frame-mAP as an evaluation metric, following previous works [87], [88].

B. Implementation Details

We apply I3D [32] pre-trained on Kinetics-400 [95] to extract both RGB and optical flow features, which are concatenated into 2048-dimensional snippet-level features. Each snippet contains continuous non-overlapping 16 frames from the original untrimmed video. Following Hong et al. work [12], the classification head consists of two consecutive blocks (i.e., a block contains Conv1D, LeakyReLU, and Dropout) followed by a Conv1D. The attention head consists of a block followed by a Conv1D and Sigmoid. In the training stage, we set $T = 560$ and $T = 90$ for THUMOS14 and ActivityNet1.3 respectively, while all snippets are taken during inference. Adam optimizer with 0.001 weight decay rate and 0.00003 learning rate is used. The number of training iterations for THUMOS14 and ActivityNet1.3 is set to 10000 and 20000, $\gamma$ of top-k pooling that $k = T/\gamma$ is set to 7 and 10, $\rho$ is set to 0.2 and 0.15. We use identical hyper-parameters on THUMOS14 and MultiTHUMOS. Also, we perform the experiments multiple times with different seeds to report the mean values. The method is implemented in PyTorch [96] and all experiments are performed on an NVIDIA GTX 1080Ti GPU.

C. Comparison With State-of-the-Arts

In Table I, we compare our ProCL with the state-of-the-art WSTAL methods on THUMOS14. We find that our method outperforms all previous methods in terms of AVG 0.1:0.5 and AVG 0.1:0.7. In particular, our approach outperforms all methods that adopt pseudo labeling to obtain snippet-level supervision, including both ways of assigning pseudo labels with preset thresholds [11], [24], [79] and based on predicted action proposals [29], [30]. Also, our approach surpasses some methods [16], [23] that use additional information to provide more supervision. Moreover, the results of our ProCL are even comparable with fully-supervised methods in terms of mAP@0.1 and mAP@0.2, and surpass SSN [6]. The results demonstrate the superior performance of our ProCL, which obtains relatively accurate snippet-level supervision by progressive category exclusion. Furthermore, we conduct experiments on UntrimmedNet [46] (UNT) features of the THUMOS14 dataset. As shown in Table II, our proposed ProCL also achieves state-of-the-art performance, which is consistent with the results on the I3D features. This consistent result not only verifies the effectiveness of our approach but also shows that our method is robust to different types of features.

We also conduct experiments on the ActivityNet1.3 dataset, and the results are reported in Table III. Consistent with the results on THUMOS14, our method also achieves state-of-the-art performance, surpassing the latest methods. This further demonstrates the effectiveness of our ProCL.

In addition, we conduct experiments on the MultiTHUMOS dataset (more realistic and challenging), and the results are reported in Table IV. From the results, we find that our ProCL outperforms the latest method (i.e., DDG-Net [83]) and pseudo-label-based methods (i.e., UM [11] and ASM-Loc [30]), which is attributed to our ProCL providing effective snippet-level supervision based on the category exclusion perspective.

D. Ablation Studies

1) Quantitative Analysis of Each Component: In Table V, we show the quantitative analysis of the different components of our ProCL. We use “AVG 0.1:0.7” for the performance metric, which is the average of mAP values for different IoU thresholds [0.1:0.1:0.7]. Exp.1 is the baseline only trained with $L_{MIL}$, and Exp.7 is our full method. By using the Deterministic Complementary Learning loss $L_{DCL}$, Exp.3 improves by 3.6% compared with Exp.1, which attributes to accurately exploiting the snippet-level supervision indicated by video-level labels. Surprisingly, our $L_{DCL}$ outperforms the
previous pseudo-label-based approach \( L_{PL} \) in Exp.2 by 2.1%, which benefits from the fact that our \( L_{DCL} \) is noise-free and provides the appropriate snippet-level supervision for model training. Exp.4 shows 0.8% performance improvement over Exp.3, which demonstrates that our Pseudo Complementary Learning further provides effective snippet-level supervision for the model. By introducing the Foreground Background Discrimination loss, Exp.6 achieve further performance gains by 0.9%. Moreover, Exp.7 shows that the information fusion of multi-scale snippet sequences further improves the action localization performance.

2) Label Precision of Different Labeling Methods: In Figure 3 we compare the precision of the labels that are assigned by the previous pseudo-label-based method [30] and our pseudo complementary labeling. With just the single-scale snippet sequence, our method has a 20% precision improvement. By comparing PCL and MPCL, it is found that the collaborative information of multi-scale snippet sequences indeed contributes to improving the quality of pseudo complementary labels. Not only that, but we also found that the precision of our pseudo complementary labels has improved with iterative refinement. This indicates that the pseudo complementary labels contribute to the predictions of the model, and vice versa. These further demonstrate that our pseudo complementary labeling is superior to previous pseudo labeling methods, which alleviates the noise problem introduced by assigning category labels directly.

E. Qualitative Analysis

1) Qualitative Analysis of Each Component: In Figure 4, we visualize the qualitative results for the different components, where “GT” represents the ground truth. Compared with the second row, the results of the third row show that the activation of some background snippets is obviously suppressed, which demonstrates that our deterministic complementary categories are able to improve the performance
of action localization. Meanwhile, from the fourth row of the figure, we find that our pseudo complementary labels also show a positive effect on the localization results. Furthermore, consistent with the quantitative results, with the introduction of $L_{FBD}$ (the fifth row in the figure), the background snippets are further suppressed, demonstrating that our Foreground Background Discrimination loss has the ability to disambiguate ambiguous snippets.

2) Qualitative Analysis by Category Prediction Scores: In Figure 5, we visualize the prediction scores of two similar actions (i.e., “ThrowDiscus” and “Shotput”) in the category activation sequence $S$. We find that the pseudo-label-based method [30] incorrectly predicts an instance of “ThrowDiscus” as “Shotput” (i.e., denoted by red dash boxes), even though this video does not contain any instance of the “Shotput”. This is because the “ThrowDiscus” and “Shotput” actions are visually very similar. In contrast, our method correctly distinguishes “ThrowDiscus” from “Shotput”, as the activation of “Shotput” are suppressed. This result demonstrates that our ProCL can provide the correct snippet-level supervision information, which effectively suppresses the prediction of categories that snippets should not belong to.

3) Qualitative Analysis of Foreground Background Discrimination: In Figure 6, we visualize the localization

| Supervision | Method | Publication | mAP@ IOU (%) | AVG | mAP@ IOU (%) |
|-------------|--------|------------|--------------|-----|--------------|
| Pull        | TAL-Net [94] | CVPR 2018 | 38.2 ± 0.3 | 30.2 | 30.2 ± 0.3 |
|             | BSN [7] | ECCV 2018 | 46.5 ± 0.0 | 30.0 | 30.0 ± 0.0 |
|             | P-GCN [37] | ICCV 2019 | 42.9 ± 0.1 | 27.0 | 27.0 ± 0.1 |
| Weak        | TSRRNet [10] | AAAI 2019 | 33.1 ± 0.7 | 21.8 | 21.8 ± 0.7 |
|             | STAR [9] | AAAI 2019 | 31.1 ± 0.8 | - | - |
|             | PretShowNet [23] | AAAI 2020 | 34.8 ± 0.9 | 22.5 | 22.5 ± 0.9 |
| Weak²       | BasNet [36] | AAAI 2020 | 34.5 ± 0.4 | 22.2 | 22.2 ± 0.4 |
|             | A2CL-PF [57] | ECCV 2017 | 36.8 ± 0.2 | 22.5 | 22.5 ± 0.2 |
|             | $f$ TSCN [24] | ECCV 2017 | 33.3 ± 1.4 | 21.7 | 21.7 ± 1.4 |
|             | ACSNet [14] | AAAI 2021 | 36.3 ± 0.8 | 23.9 | 23.9 ± 0.8 |
|             | $f$ UM [11] | AAAI 2021 | 37.0 ± 0.3 | 23.7 | 23.7 ± 0.3 |
|             | AUMN [22] | CVPR 2019 | 38.3 ± 0.5 | 23.5 | 23.5 ± 0.5 |
|             | $f$ UGC [55] | CVPR 2019 | 39.1 ± 0.4 | 23.8 | 23.8 ± 0.4 |
|             | PACN [48] | ICCV 2021 | 37.6 ± 0.6 | 26.0 | 26.0 ± 0.6 |
|             | Wang et al. [34] | TVT 2021 | 37.1 ± 0.4 | 26.1 | 26.1 ± 0.4 |
|             | Li et al. [44] | TVT 2021 | 40.9 ± 0.7 | 25.6 | 25.6 ± 0.7 |
| Weak        | FTCL [77] | CVPR 2022 | 40.0 ± 0.3 | 24.8 | 24.8 ± 0.3 |
|             | DCC [78] | CVPR 2022 | 38.8 ± 0.3 | 24.3 | 24.3 ± 0.3 |
|             | $f$ Huang et al. [79] | CVPR 2022 | 40.6 ± 0.3 | 25.0 | 25.0 ± 0.3 |
|             | $f$ ASCL-LoC [30] | CVPR 2022 | 41.0 ± 0.4 | 25.1 | 25.1 ± 0.4 |
|             | $f$ SMM [45] | TVT 2022 | 41.7 ± 0.4 | 26.0 | 26.0 ± 0.4 |
|             | DGCGN [80] | MM 2022 | 37.2 ± 0.8 | 23.9 | 23.9 ± 0.8 |
|             | Boost-WTAL [61] | CVPR 2023 | 41.8 ± 0.0 | 26.0 | 26.0 ± 0.0 |
|             | P-MIL [82] | CVPR 2023 | 41.8 ± 0.4 | 25.5 | 25.5 ± 0.4 |
|             | PBNet [60] | TVT 2023 | 39.9 ± 0.4 | 25.3 | 25.3 ± 0.4 |
|             | LPR [69] | TVT 2023 | 41.4 ± 0.3 | 25.4 | 25.4 ± 0.3 |
| ProCL       | Ours | TVT 2023 | 38.3 ± 0.6 | 24.5 | 24.5 ± 0.6 |
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TABLE V

| Exp | $\mathcal{L}_{\text{MIL}}$ | $\mathcal{L}_{\text{DCL}}$ | $\mathcal{L}_{\text{PCL}}$ | $\mathcal{L}_{\text{FBD}}$ | $\mathcal{L}_{\text{MPCL}}$ | $\mathcal{L}_{\text{PL}}$ | mAP@IoU (%) | AVG |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-------------|-----|
| 1   | ✓               | ✓               | ✓               | ✓               | ✓               | ✓               | 66.1 60.8 52.2 44.1 37.1 24.7 12.9 | 42.7 |
| 2   | ✓               | ✓               | ✓               | ✓               | ✓               | ✓               | 67.8 63.5 53.8 45.8 38.1 26.3 15.8 | 44.2 |
| 3   | ✓               | ✓               | ✓               | ✓               | ✓               | ✓               | 72.2 66.3 56.7 48.0 39.2 27.1 14.5 | 46.3 |
| 4   | ✓               | ✓               | ✓               | ✓               | ✓               | ✓               | 72.5 66.5 57.5 48.8 40.5 28.3 15.7 | 47.1 |
| 5   | ✓               | ✓               | ✓               | ✓               | ✓               | ✓               | 72.5 66.7 58.9 47.9 40.1 27.5 14.2 | 48.8 |
| 6   | ✓               | ✓               | ✓               | ✓               | ✓               | ✓               | 73.7 68.6 59.6 49.4 41.1 27.9 15.5 | 48.0 |
| 7   | ✓               | ✓               | ✓               | ✓               | ✓               | ✓               | 74.4 69.0 60.1 50.5 41.9 28.6 15.9 | 48.6 |

Fig. 3. The label precision of different labeling methods, where PL denotes the pseudo labels obtained by following previous pseudo-label-based method [30], PCL and MPCL denotes our pseudo complementary labels obtained from single-scale snippet sequence and multi-scale snippet sequences, respectively. Best viewed in color.

Fig. 4. Visualization of ablation studies, where “+” indicates a new component is added upon the previous experiment. Red dash boxes note areas of significant improvement. Best viewed in color.

4) Visualization of the Localization Results: In Figure 7, we visualize the localization results between the Baseline and our ProCL. We observe that our method is able to accurately localize actions compared to the Baseline, which is attributed to our method providing more effective snippet-level supervision. Specifically, by disambiguating the foreground from background and identifying ambiguous snippets, our approach effectively mitigates the problem of incorrectly recognizing ambiguous background snippets as actions (Figure 7 (a)). Moreover, by providing more effective snippet-level supervision, it alleviates the problem that only the most discriminative snippets can be recognized under the traditional Multiple-Instance Learning paradigm (Figure 7 (c)).

F. More Analysis

1) Analysis of Hyper-Parameter $\theta$: In Figure 8, we analyze the value of threshold $\theta$ that used in pseudo complementary
Fig. 7. Visualization of localization results. This figure shows the predicted proposals with the highest confidence score corresponding to the number of ground truths. The "GT" denotes the ground truth, Baseline denotes the model trained with \( L_{MIL} \), and ProCL is our full method. Transparent frames represent the background frames.

Fig. 8. Analysis of the threshold \( \theta \). The figure shows the performance with different thresholds \( \theta \) that are used to identify ambiguous snippets. AVG 0.1:0.7 denotes the average mAP for IoU thresholds 0.1:0.1:0.7. Base means that this experiment adopts both \( L_{MIL} \) and \( L_{DCL} \). Base+PCL means the addition of pseudo complementary learning loss \( L_{PC} \) to Base. ProCL means the full method, and LPR [49] is the state-of-the-art method.

Fig. 9. Performance of different discrepancy estimate functions in \( L_{FBD} \). AVG 0.1:0.7 denotes the average mAP for IoU thresholds 0.1:0.1:0.7. MAE, BCE, MSE, JS, and KL denote Mean Absolute Error, Binary Cross-Entropy, Mean Square Error, Jensen–Shannon divergence, and Kullback-Leibler divergence are adopted in \( L_{FBD} \) of our full method, respectively. Also, Base denotes that this experiment adopts multi-instance learning loss \( L_{MIL} \) and deterministic complementary learning \( L_{DC} \).

2) Different Implementations of \( L_{FBD} \): In Figure 9, we adopt different discrepancy estimate functions to align the background attention score \( B \) (i.e., \( B = 1 - A \)) and the prediction scores \( S_{bg} \) of the background category in the class activation sequence \( S \). We find that by using different discrepancy estimation functions in \( L_{FBD} \), the performance surpasses most of the previous methods, where MAE, KL, and BCE outperform the latest state-of-the-art method LPR [49] (i.e., 47.1 of AVG 0.1:0.7). Moreover, the best performance is achieved by using BCE (Ours) as the discrepancy estimate function. We conclude that the information entropy term in the KL and JS slightly blocks the optimization of the model.

labeling (i.e., in Eq. (3)). Based on the design of foreground-background information entropy, \( \theta \) is used to balance \( L_{FBD} \) and \( L_{PC} \). Specifically, if \( \theta \) is too high or too low, no snippet will be identified as ambiguous snippet or all snippets will be identified as ambiguous snippets, which will lead to failure of \( L_{FBD} \) or \( L_{PC} \), and the experimental results in Figure 8 are consistent with this discussion. In addition, we find that \( \theta = 0.69 \) achieves the best performance (i.e., ProCL). Moreover, from the ProCL and LPR [49], it can be seen that our ProCL outperforms the latest state-of-the-art method in different values of \( \theta \).
Fig. 10. The cumulative cover rate of training videos with iteration. The “cover rate” denotes the proportion of activations that are suppressed over the total non-target categories activation map. “real-time” indicates the cover rate in each iteration.

Fig. 11. The concurrency rate of training videos with iteration. The “concurrency rate” denotes the fraction of snippets that satisfy the concurrency condition (i.e., all non-target categories are suppressed simultaneously) over all snippets.

Fig. 12. The Average mAP with iteration. The AVG is the average mAP for IoU threshold from 0.1 to 0.7 with 0.1 increment. The horizontal coordinate of this figure is consistent with Figures 10, and 11.

3) Difference and Complementarity Analysis of $L_{MIL}$ and $L_{DCL}$: Here we qualitatively and quantitatively illustrate the differences and complementarities of $L_{MIL}$ and $L_{DCL}$. For convenience, we term the categories existing in the video (i.e., video-level labels $\tilde{Y} = 1$) as target categories and categories not existing (i.e., video-level labels $\tilde{Y} = 0$) as non-target categories (i.e., deterministic complementary categories).

(1) Implementation differences. As shown in Figure 13, the $L_{MIL}$ utilizes the target category labels (i.e., $\tilde{Y} = 1$) and $L_{DCL}$ utilizes the non-target category labels (i.e., $\tilde{Y} = 0$) to compute the loss. They make use of video-level labels $\tilde{Y}$ from different perspectives. Besides, $L_{MIL}$ provides only video-level supervision while $L_{DCL}$ provides snippet-level supervision.

(2) Effect differences. As shown in Figure 13, the $L_{MIL}$ mainly improves the video-level activation (i.e., generated by Top-K pooling) of target categories, while $L_{DCL}$ suppresses the snippet-level activation of all non-target categories for all snippets simultaneously. Although $L_{MIL}$ suppresses some video-level activation (i.e., generated by Top-K pooling) of non-target categories, it is incomplete in both temporal (i.e., Top-K snippets, typically 12.5%) and categorical (i.e., Top-K cannot contain all non-target categories for each snippet) dimensions. As shown in Figure 10, compared with $L_{DCL}$, the $L_{MIL}$ (i.e., Top-K pooling) neither covers all snippets in real-time nor cumulatively. Besides, as shown in Figure 11, the $L_{MIL}$ cannot guarantee that all non-target categories are suppressed simultaneously for each snippet. By contrast, $L_{DCL}$ completely suppresses the activation of all non-target categories in both temporal and categorical dimensions.

(3) Performance complement. As shown in Figure 12, the combination of $L_{MIL}$ and $L_{DCL}$ not only accelerates the convergence, but also significantly improves the performance (i.e., improve by 3.6%) of localization. Incorporating $L_{MIL}$ with $L_{DCL}$ makes better use of the given annotation.

TABLE VI

| Exp | $\lambda_{DCL}$ | $\lambda_{MPCL}$ | $\lambda_{FB}$ | AVG |
|-----|----------------|-----------------|----------------|-----|
| 1   | 1.0            | 0.1             | 0.5            | 48.2|
| 2   | 1.0            | 0.5             | 0.1            | 46.9|
| 3   | 0.5            | 0.1             | 1.0            | 48.0|
| 4   | 0.5            | 1.0             | 0.1            | 46.2|
| 5   | 0.1            | 0.5             | 1.0            | 46.6|
| 6   | 0.1            | 1.0             | 0.5            | 45.8|
| 7   | 1.5            | 1.0             | 0.5            | 47.9|
| 8   | 0.5            | 0.1             | 1.5            | 48.0|
| 9   | 0.1            | 1.5             | 1.0            | 46.4|
| 10  | 1.5            | 0.1             | 0.5            | 48.1|
| 11  | 0.1            | 0.5             | 1.5            | 47.1|
| 12  | 0.5            | 1.5             | 0.1            | 46.4|
| 13  | 1.0            | 1.0             | 1.0            | 48.6|

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
information and $L_{DCL}$ providing more effective snippet-level supervision to the model.

4) Analysis of Different Loss Weights: In Figure 14 and Table VI, we tune different weights of our proposed $L_{DCL}$, $L_{MPCL}$, and $L_{FBD}$ losses. Specifically, Figure 14 shows the results of tuning a single loss weight while the other loss weights are set to 1. Table VI shows some results for different combinations of the loss weights. From the results in Figure 14 and Table VI, we find that the best result is achieved when the weights of all losses are set to 1. This demonstrates that all three losses (i.e., $L_{DCL}$, $L_{MPCL}$, and $L_{FBD}$) proposed by us have a positive effect on the model.

V. Conclusion

In this work, we propose a Progressive Complementary Learning (ProCL) method that progressively enhances the snippet-level supervision from the perspective of category exclusion. Specifically, our ProCL gradually excludes the categories that snippets should not belong to, based on different confidence levels. Moreover, we propose three snippet-level losses for weakly-supervised temporal action localization, bridging the gap between video-level supervision and unavailable snippet-level supervision, without using additional auxiliary models (e.g., GloVe [98]) or information (e.g., frequency or pose). Extensive experiments demonstrate that ProCL can provide effective snippet-level supervision to the model, significantly improving the weakly-supervised temporal action localization.

Despite the progress of our ProCL, it still faces challenges in addressing scenarios with overlapping subtle actions (i.e., multi-labels) and long-duration actions (i.e., duration longer than 2 minutes). These scenarios are difficult to address for weakly-supervised methods due to the absence of precise timestamp annotations. Nevertheless, our ProCL outperforms the existing works in these scenarios involved in the MultiTHUMOS and ActivityNet1.3 datasets. In our future work, we will investigate more effective ways to enhance snippet-level supervision and cooperate multi-modal information to further address the scenarios with overlapping subtle actions and long duration actions.
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