Omnivision forecasting: combining satellite observations with sky images for improved intra-hour solar energy predictions
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Abstract

Integration of intermittent renewable energy sources into electric grids in large proportions is challenging. A well-established approach aimed at addressing this difficulty involves the anticipation of the upcoming energy supply variability to adapt the response of the grid. In solar energy, short-term changes in electricity production caused by occluding clouds can be predicted at different time scales from all-sky cameras (up to 30-min ahead) and satellite observations (up to 6h ahead). In this study, we integrate these two complementary points of view on the cloud cover in a single machine learning framework to improve intra-hour (up to 60-min ahead) irradiance forecasting. Both deterministic and probabilistic predictions are evaluated in different weather conditions (clear-sky, cloudy, overcast) and with different input configurations (sky images, satellite observations and/or past irradiance values). Our results show that the hybrid model benefits predictions in clear-sky conditions and improves longer-term forecasting. This study lays the groundwork for future novel approaches of combining sky images and satellite observations in a single learning framework to advance solar nowcasting.
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1. Introduction

Solar energy is expected to become a key contributor to the current energy transition towards spread and low carbon electricity. Despite a rapid increase of its globally installed capacity (International Energy Agency (IEA) \cite{19}), a range of technical obstacles such as land requirement or weather-dependent intermittency are still limiting its broad utilisation (Capellán-Pérez et al. \cite{5}). In addition to improving storage technologies (Koen et al. \cite{22}), accurate energy supply forecasting at different spatio-temporal scales would facilitate power grid balancing (Inman et al. \cite{17}, Tawn and Browell \cite{53}, Impram et al. \cite{16}). To that end, local and remote sensing offer an opportunity to measure weather variability and model its impact on solar energy generation (Yang et al. \cite{61}).

According to IEA \cite{13}, utility-scale solar power accounts for an increasing share of the yearly capacity additions. Contrary to residential photovoltaic electricity production whose spread out spatial distribution lessens the effects of local intermittency caused by clouds, output of large solar farms can be heavily impacted by local cloud cover changes. In addition to numerical weather models and statistical techniques, vision-based forecasting has strongly contributed to improve local solar energy predictions (Antonanzas et al. \cite{2}). In particular, computer vision approaches based on observations of the cloud cover can better anticipate critical events causing large production shifts.

1.1. Hemispherical cameras

At a short-term scale, in situ observations of the cloud cover from hemispherical sky-cameras offer a high spatio-temporal resolution (Peng et al. \cite{44}, Blanc et al. \cite{3}): the field of view of a single camera reaches about 1.5 km\textsuperscript{2} and its frequency of acquiring data ranges from a few seconds to several minutes. Well suited for solar farm monitoring, hemispherical cameras can be used to estimate the local irradiance map based on observable properties of the cloud cover (Nouri et al. \cite{36}) and its estimated spatial configuration (Kuhn et al. \cite{24}, Nouri et al. \cite{35}). Methods based on 2D cross-correlation or optical flow enable cloud tracking (Wood-Bradley et al. \cite{61}).
or dissipation of clouds are not taken into account. Thus, the formation of its lower spatial (about 1km)
resolutions as well as its larger field of view covering most of the planet (Inman et al. [17]). Similarly
to sky image analysis, optical and physical properties of clouds can be exploited to localise clouds and esti-
mate their transmittance to solar flux (Cebecauer et al. [16], Wald et al. [57]). The cloud index, also called
effective cloud albedo, used to estimate the surface solar irradiance (Mueller et al. [31]), can be derived by subtracting
the ground albedo from the current cloudy image (see Section 2.2 and Figure 2 for more details). Information about the spatio-temporal dynamics of the cloud cover is obtained by comparing subsequent images to derive the so-called cloud motion vectors (CMVs) using block matching (Dazhi et al. [10]) or optical flow (Urbich et al. [54]). These techniques primarily rely on the assumption that cloud cover changes are only explained by the local translation of clouds. Thus, the formation or dissipation of clouds are not taken into account.

Common solar energy forecasting methods derived from surface irradiance maps range from auto-
regressive models (Dambreville et al. [9]), machine learning algorithms (Jang et al. [20], Larson and Coim-
bra [26]) and artificial neural networks (Voyant et al. [56], Srivastava and Lessmann [51], Lago et al. [25]). The reader may refer to (Blanc et al. [4]) for more details.

More recently, convolutional neural networks have been used to predict future frames or future irradiance levels from a sequence of past satellite images (Pérez et al. [45], Si et al. [48], Nielsen et al. [33]). Contrary to sky images which correlate well with their corresponding irradiance level, raw satellite observations are often supplemented by additional information on the current solar irradiance value to improve the performance. Pérez et al. [45] do not rely on ground measurements but use physics-based surface solar irradiance maps as a 2D input to a CNN model. However, they also evaluate the potential benefit of integrating past irradiance measurements and corresponding clear-sky irradiance levels to calibrate the model. A follow-up study by Nielsen et al. [33] uses recurrent layers (ConvLSTM) to improve temporal feature extraction from a sequence of past satellite observations. They chose to focus on the cloud dynamics by considering cloud index maps which can be easily derived without external parameters (Mueller et al. [31]). Similarly to Sønderby et al. [50], their model ‘IrradianceNet’ is augmented to provide probabilistic forecasts by discretizing the range of effective cloud albedo. To address the parallax phenomenon caused by the non-alignment of the satellite with the direct incoming irradiance, input satellite images can be centred on the area of the cloud cover which is between the power plant and the sun instead of centring it on the power plant (Si et al. [48]).

1.3. Irradiance forecasting from sky and satellite images

So far, short-term vision-based solar forecasting from sky images or satellite observations have progressed independently, mainly because of the different spatio-temporal resolutions of these two data sources. For this reason, approaches involving sky images focus on very short-term irradiance forecasting (up to 30-min) while those using satellite images address longer-term predictions (from 30-min to several hours). However, due to the similarity of the computer vision tasks involved (cloud segmentation, cloud tracking, solar flux prediction, etc.), some of the methods discussed above have been experimented with in both contexts (optical flow, block matching, image segmentation using neural networks, etc.).
Some articles have tried to compare both forecasting approaches (from sky or satellite images) independently in different sky conditions and different forecast horizons to evaluate the conditions in which one prevails over the other (Alonso and Batllés [1], Rodríguez-Benítez et al. [47]). However, to the best of our knowledge, the only work proposing an actual data fusion approach was done by Vallance [55] in his doctorate dissertation. The main idea of his work is to localise clouds in three dimensions using voxel carving (Oberländer et al. [37]) from both satellite and sky-camera observations as two complementary points of view on the cloud cover. However, his method was tested on a single test day and has not yet been evaluate on a bigger dataset.

**Contributions** In this study, a hybrid deep learning (DL) model for intra-hour irradiance nowcasting is proposed. The model is trained to predict future cloud index maps and local irradiance measurements from both ground-taken sky images (Haeffelin [13]) and satellite images (EUMETSAT (Organization) [11]). Both deterministic and probabilistic approaches are compared and evaluated quantitatively and qualitatively using standard metrics showing the benefit of integrating both sources of data from a 25-min lead time. In particular, the specific benefit of the different sources of data (irradiance measurements, sky images, satellite observations) are evaluated in different weather conditions (clear-sky, broken-sky and overcast). The gain of the video prediction task on the quality of the solar forecast is also quantified.

The dataset used in this study is presented in Section 2. Section 3 details different aspects of the methodology followed in this study. Results and limitations are outlined and discussed in the following Sections 4 and 5.

### 2. Data

#### 2.1. Irradiance

The solar irradiance measurements used in this study originate from Sirta’s lab in France (Haeffelin [13]). They were collected over three years from 2017 to 2019. The global horizontal irradiance (GHI) was measured on site with a pyranometer and reported as its per minute average. Samples corresponding to a solar zenith angle greater than 80° were discarded from the experiment.

#### 2.2. Sky images

Sky images were taken by an EKO SRF-02 all-sky camera located close to the pyranometer used to measure irradiance (Haeffelin [13]). The temporal resolution ranges from 1-min in 2017 to 2-min in 2018-2019. At each time step, two images are taken with different exposition times (1/100 sec and 1/2000 sec). From the initial 768 × 1024 pixel resolution, sky images are cropped and downscaled to a 128 × 128 pixel resolution (Feng et al. [12]). In addition, images are unwrapped on a rectangular regular grid (see Figure 1) assuming median cloud heights (Paletta and Lasenby [42]) to limit the impact of the distortion on the scene representation and improve longer-term predictions (Julian and Sankaranarayanan [21]).

#### 2.3. Satellite images

Satellite images originate from EUMETSAT (Organization) [11]. The region covered by each frame corresponds to a 2.2° (latitude) × 2.2° (longitude) area centred on SIRTA’s laboratory (48.713° N, 2.208° E) (see Figure 2). The resulting observation is a 256×256 pixels image downscaled by a factor of 4 to the same resolution as sky images (128 × 128). Images are low pass filtered prior to down-sampling to prevent aliasing effects (Parmar et al. [43]). The temporal resolution of satellite observations is 5-min.

**Cloud index map.** Removing the background (sea and land) from satellite images is a traditional preprocessing step in satellite imagery (Mueller et al. [51]). The resulting effective cloud albedo map measured in terms of cloud index (0: no cloud, 1: thick cloud) can be exploited to estimate the surface solar irradiance from cloud physical properties. DL models trained on cloud index maps try to focus more on the cloud dynamics,
which constitutes the main source of short-term variability (McCandless and Jiménez [30], Nielsen et al. [33]).

\[
\text{cloud index}(i, j, t) = \frac{p(i, j, t) - p_{\text{min}}(i, j, t - N : t)}{p_{\text{max}}(t) - p_{\text{min}}(i, j, t - N : t)}
\] (1)

As shown in Equation 1, the cloud index corresponding to a given pixel \((i, j)\) in the satellite image at time \(t\) is computed from the current value \(p(i, j, t)\), the minimum value of that pixel over the past \(N\) days \((N = 10\) here) at the same time \(t\) \((p_{\text{min}}(i, j, t - N : t))\) and the maximum pixel value in the current image \((p_{\text{max}}(t))\) (Paletta et al. [39]). \(p_{\text{min}}(i, j, t - N : t)\) and \(p_{\text{max}}(t)\) correspond to the albedo of the ground and of thick clouds, respectively.

2.4. Image transformation

In addition to a recent focus on DL architectures for computer vision (CNN, LSTM, ConvLSTM, 3D-Convolutions, PhyDNet, Transformers, etc.) (Siddiqui et al. [49], Kong et al. [23], Le Guen and Thome [28], Paletta et al. [40]), data-centric approaches have been shown to significantly benefit image and video analysis. In particular, the SPIN method exploits the polar invariance of the irradiance forecasting task by representing the scene with polar coordinates centered on the sun in the sky image or the point of interest (e.g., a solar farm) in the satellite images (Paletta et al. [39]). The magnification of the area close to the centre of the polar coordinate system also benefits shorter-term predictions. Shift invariant convolutional architectures trained on this type of scene representation provide more accurate prediction and lower temporal lag, while training four times faster than methods which use rotations on the original image. Images resulting from applying the SPIN method to a satellite cloud index map and on an undistorted sky image are depicted in Figure 3.
3. Methodology

3.1. Deep learning architecture

The backbone of the proposed DL architecture is ECLIPSE (Paletta et al. [40]). It was shown to outperform other DL architectures on the irradiance forecasting task from both sky images and satellite images. The original model is composed of a spatial encoder (1) and a temporal encoder (2) to learn a spatio-temporal representation of past frames with 2D and 3D convolutions (Figure 3). Future states \( z_t \) are then iteratively predicted through a Gated Recurrent Unit (GRU) module (3). Each state can then be decoded into a range of representations such as segmented image, RGB image, effective cloud albedo (4A), irradiance level (4B) or irradiance distribution.

In this study, we try to evaluate the benefit on short-term solar forecasts up to 1h of predicting from both sky and satellite images. The historical context of each sample consists of the five past sky images (2-min temporal resolution) and/or five past satellite images (5-min temporal resolution). These 2D inputs can be augmented with an extra irradiance channel (IC) encoding concomitant past normalised irradiance levels measured by the pyranometer on-site. The model predicts the 6 future states at a 10-min temporal resolution (10, 20, 30, 40, 50 and 60-min ahead). Each state is decoded into future satellite cloud index map \( \hat{c}_t \) and corresponding irradiance level \( \hat{y} \) or irradiance distribution (classification over 100 same-size bins covering the range of irradiance levels). The overall loss function is a weighted sum of individual loss functions (irradiance: mean square error, irradiance distribution: cross-entropy loss function, cloud index: mean absolute error).

Because sky and satellite observations are not spatially aligned, we feed each sequence into parallel spatial encoders. The resulting spatial representation is concatenated along the channel dimension before passing through the temporal encoder.

3.2. Irregularly-sampled data

The data used in this study originates from different sources detailed above. They were generated with different temporal resolutions (1-min for irradiance measurements, 1 to 2-min for sky images and 5-min for satellite images). Only considering samples whose most recent frame of each sequence type (sky and satellite images) were temporally concomitant lead to a small training set, thus poor performances. For this reason, samples whose last satellite image was taken less then 5-min prior to the sky image are also included in the training set.

The resulting batch of available samples was divided into three sets: training set (140k samples from 2017-2018), validation set (30k samples from even days of 2019) and test set (30k samples from odd days of 2019). The resulting distribution of samples by solar zenith angle, month and irradiance level is presented in Appendix A. In addition, to investigate underlying structural effects in the overall forecast performance resulting from a particular distribution of weather conditions in the data, a set of 5 clear-sky days, 5 broken-sky days and 5 overcast days are selected from the test set for further quantitative and qualitative analyses.

3.3. Metrics

Forecast skill Comparing absolute forecasting performances of models trained on different datasets is a hazardous task because of the range of aspects that can impact the magnitude of the average prediction error: weather conditions, distribution of clear-sky irradiance, daily time window considered for evaluation, etc. To overcome these limitations, a widely established method is to assess a model performance relative to a baseline model (Yang et al. [60]). The resulting indicator called forecast skill (FS), ranges from \( -\infty \) to 100% (Equation 2). A FS higher than 0 indicates an improvement over the baseline, the closer to 100 the better.

\[
\text{Forecast Skill} = \left( 1 - \frac{\text{Error}_{\text{model}}}{\text{Error}_{\text{baseline}}} \right) \times 100 \tag{2}
\]

A recommended baseline model is the simple persistence model (SPM). Where the simple persistence model assumes no irradiance change over the given forecast horizon \( \Delta t \) (Equation [3]), the SPM takes into account the diurnal changes of the extra-terrestrial irradiance \( y_{\text{decl}} \) over the forecast horizon \( \Delta t \) (Equation [4]). The longer the horizon, the higher the impact of the diurnal parameter on the error. This out-of-the-atmosphere irradiance \( y_{\text{decl}} \) is modelled by a clear-sky model called McClear (Lefèvre et al. [29]).

\[
\hat{y}(t + \Delta t) = y(t) \tag{3}
\]

\[
\hat{y}(t + \Delta T) = \frac{y_{\text{decl}}(t + \Delta t)}{y_{\text{decl}}(t)} \times y(t) \tag{4}
\]

Critical event prediction A limitation of metrics such as the FS based on average errors such as the mean absolute error or the root mean square error (RMSE), is a strong dependency on the overall error distribution: the performance of a model on sharp irradiance changes
corresponding to rare but critical events, might be over-weighted by more common small changes in the aggregated sum of errors. For this reason, we also evaluate the model on five clear-sky and five overcast days (low variability) in addition to five broken-sky days (high variability) from the test set. Furthermore, we report the 95% quantile of the largest errors in the test set.

**Continuous ranked probabilistic score (CRPS)**

The CRPS is a scoring function enabling objective probabilistic forecast evaluation (Lauret et al. [27], Hersbach [14]) and cross-site comparison. The CRPS measures the difference between cumulative distribution functions $F$ as shown in Equation 5. In irradiance forecasting, the ground truth $F_{\text{target}}$ is the cumulative distribution of the step function that jumps from 0 to 1 at the value of the measured irradiance level. $F_{\text{model}}$ is the cumulative distribution of the irradiance as predicted by the model. In Equation 5 the CRPS is computed as an average over a set of N predictions:

$$\text{CRPS} = \frac{1}{N} \sum_{n=1}^{N} \int_{-\infty}^{+\infty} \left[ F_{\text{target}}(x) - F_{\text{model}}(x) \right]^2 dx$$  \hspace{1cm} (5)$$

The CRPS is dimensionally the same as the variable being predicted (W/m² for the GHI) and it is equal to the mean absolute error if the prediction of the model is deterministic. Similarly to deterministic predictions, probabilistic performances can be expressed relative to the SPM using the FS score.

4. Experimental results

We conducted a range of experiments to quantify the respective benefits of predicting solar irradiance from sky and satellite images. For each forecast horizon, the model training iteration corresponding to the best FS performance on the validation set is used to calculate the test performances for that horizon. All results presented below are averaged over two trainings with different random initialisations.

4.1. Comparative study on input images

Regarding the scene representation, there is a clear advantage for the proposed architecture to represent the sky image with polar coordinates (SPIN) compared to raw sky images as shown in Paletta et al. [39]. The resulting FS increases by at least 1% for all forecast horizons and all satellite image types (Table 1). For satellite images, the best scene representations seem to be those close up on the image centre. The corresponding SPIN representation of the effective cloud albedo map gives similar FS scores (a 10 to 60-min average of 21.8% for both), but its resulting 95% error quantile is higher for all horizons. As a result, the image representation setup considered in this study on intra-hour solar forecasting is a combination of the satellite image close-up and sky images in polar coordinates (SPIN).

4.2. Loss weighting

The overall loss $L_{\text{total}}$ used to train the deterministic model is a weighted sum of the individual losses supervising the two competing objectives of the model: irra-
Table 1: Comparative study on the different types of image transformation: raw satellite image, close-up on the centre of the image corresponding to a fourth of the original spatial coverage, raw sky images and SPIN transform applied to all. The coefficient $\alpha$ corresponding to the image prediction loss $L_{\text{image}}$ in Equation 6 is set to 0.

| Forecast Horizons | 10-min | 30-min | 60-min | 10-min | 30-min | 60-min |
|-------------------|--------|--------|--------|--------|--------|--------|
| Smart Pers.       | 144.6 (0%) | 165.1 (0%) | 172.4 (0%) | 348.0 | 401.1 | 418.8 |
| Satellite images (+ Raw sky images): |        |        |        |        |        |        |
| - Raw             | 120.4 (16.7%) | 133.0 (19.5%) | 140.4 (18.5%) | 270.2 | 299.3 | 315.6 |
| - Close-up (SPIN) | 119.4 (17.4%) | $131.6$ **(20.3%)** | 139.0 (19.4%) | **268.6** | **297.4** | **311.5** |
| - Raw (SPIN)      | 120.5 (16.6%) | 132.5 (19.8%) | $138.2$ **(19.8%)** | 275.6 | 303.4 | 314.5 |
| - Close-up (SPIN) | $119.2$ **(17.5%)** | 132.8 (19.6%) | 138.9 (19.4%) | 272.6 | 301.6 | 315.2 |
| Satellite images (+ SPIN sky images): |        |        |        |        |        |        |
| - Raw             | 116.3 (19.5%) | 129.2 (21.8%) | $134.9$ **(21.8%)** | **262.9** | **293.9** | 306.1 |
| - Close-up (SPIN) | $115.9$ **(19.9%)** | 128.7 (22.1%) | 136.0 (21.1%) | 266.2 | 294.1 | **305.5** |
| - Raw (SPIN)      | 199.0 (17.7%) | 130.8 (20.8%) | 135.4 (21.4%) | 269.1 | 297.4 | 306.9 |
| - Close-up (SPIN) | 116.4 (19.5%) | $126.7$ **(23.3%)** | 136.9 (20.6%) | 268.1 | 297.0 | 311.6 |

Figure 5: FS averaged over all 6 forecast horizons (10 to 60-min ahead) for different values of $\alpha$. Image and irradiance loss weighting shows a global optimum ($\alpha \approx 5$ here) beyond which the overall performance drops.

Figure 6: FS over all 6 forecast horizons (10 to 60-min ahead) for different values of $\alpha$. Up to a certain value of $\alpha$, long-term irradiance predictions ($\geq$20-min) benefit from the supervision signal induced by predicting future images at the cost of higher shorter-term errors (10-min).
Figure 7: Comparative performance of the different types of observation in intra-hour irradiance forecasting using the FS based on the RMSE metric. The gain of using satellite images in addition to sky images is visible from a 25-min lead time. Models trained on satellite observations benefit the most from the additional irradiance channel (IC)

\[ L_{\text{total}} = L_{\text{irradiance}} + \alpha L_{\text{image}} \] (6)

Here, we try to quantify the impact of the weighting parameter \( \alpha \) on the irradiance prediction task. Figure 5 shows the value of the average FS (10 to 60-min lead times) for different values of \( \alpha \). The FS appears to increase with \( \alpha \) up to a certain point (\( \alpha = 5 \) here). In other words, the irradiance forecasting task benefits from some co-supervision based on video prediction as suggested in Paletta et al. [40]. As expected, increasing the relative weight of \( L_{\text{image}} \) in the total loss functions (\( \alpha > 5 \) here) leads to lower irradiance forecasting performances.

Interestingly, the value of \( \alpha \) impacts the accuracy of each forecast horizon differently (Figure 5). The higher the weight on \( L_{\text{irradiance}} \), the better very short-term predictions (10-min ahead). Up to a certain value of \( \alpha \), increasing the share of \( L_{\text{image}} \) in \( L_{\text{total}} \) leads to improved longer term-forecasts with an optimum value minimising the average error (\( \alpha = 5 \) here).

4.3. Ablation study

In previous works, sky and satellite observations have been used separately for different forecast windows: up to 20-30min for sky images and from 15-min for satellite images. Here, we try to evaluate the benefit of combining both data sources given the prediction horizon.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Comparative performance of the different types of observation in intra-hour irradiance forecasting using the FS based on the RMSE metric. The gain of using satellite images in addition to sky images is visible from a 25-min lead time. Models trained on satellite observations benefit the most from the additional irradiance channel (IC)}
\end{figure}

Figures 7 and 8 show that for longer-term forecasts (25 to 60-min ahead), relying on both data types improves the average performance and high irradiance change prediction. In particular, the resulting FS increases by about 10% over models using satellite images only (Table 2). In comparison, the hybrid model (sky and satellite images) increases its FS by 2-3% only compared to models trained to forecast solar irradiance from past sky images alone. For short-term forecasting (10-min ahead) however, the hybrid model is worse in both FS and high irradiance change prediction. This might be caused by a bottleneck issue: the neural network benefits more from focusing on the most valuable source of information (sky images in short-term forecasting), rather than allocating a share of its parameters to extracting features from a less informative source (satellite images which have a lower temporal resolution). In addition, the cloud index video prediction task being significantly harder when no input past cloud maps are fed to the model, the resulting supervision signal weakens, hence the training resembles the one based on irradiance predictions alone (\( \alpha = 0 \)). As shown in Figure 6, this configuration benefits shorter-term forecasts more (about 1% FS difference). Overall, Figure 7 highlights the advantage of combining both observations from a 25-min lead time.

Moreover, adding an extra irradiance channel (IC) improves performances in almost all configurations, the most significant gain being for models trained on satellite observations (Figure 7). This highlights the difficulty for DL models to correlate an image with the corresponding local irradiance level (Paletta et al. [40]). Adding this extra information through the IC makes up for some of the performance gap with models relying on sky images.

4.4. High irradiance shift forecasting

Predicting large irradiance changes is critical in many solar applications (hybrid power plants, energy trading, etc.). To isolate these critical events, the 95% quantile of the sorted forecast errors for different input configurations is reported in Table 2. Most of the observations mentioned in the previous section still hold. In particular, the model trained on sky images outperforms those using satellite images on very short-term predictions (10-min lead time). In contrast, the hybrid configuration (satellite and sky images) is the most accurate on 30 to 60-min ahead forecasts (Figure 8). Although the benefit of the extra IC is clear for the satellite-based model, it is not for the other two configurations. Specifically, the hybrid model slightly underperforms in 10 to
Table 2: Relative benefits of sky and satellite images in vision-based intra-hour irradiance forecasting. The model is trained to predict future satellite images and irradiance values from past sky images (SPIN) and satellite images (Close-up). The coefficient $\alpha$ corresponding to the image prediction loss $L_{\text{image}}$ in Equation 6 is set to 5 (Figure 5).

| Forecast Horizons         | RMSE ↓ [W/m²] (Forecast Skill ↑ [%]) | 95% Quantile ↓ [W/m²] |
|---------------------------|---------------------------------------|-----------------------|
|                           | 10-min | 30-min | 60-min | 10-min | 30-min | 60-min |
| - Satellite Images        | 138.9 (3.9%) | 143.5 (13.1%) | 149.2 (13.5%) | 311.7 | 321.4 | 326.7 |
| - Satellite Images (+IC)  | 124.7 (13.7%) | 135.6 (17.9%) | 143.0 (17.0%) | 289.0 | 308.1 | 317.5 |
| - Sky Images              | 112.6 (22.1%) | 129.7 (21.5%) | 138.1 (19.9%) | 253.3 | 289.2 | 314.5 |
| - Sky Images (+IC)        | 110.2 (23.8%) | 128.0 (22.5%) | 136.3 (20.9%) | 250.7 | 293.4 | 311.4 |
| - Sky and Satellite Images| 116.8 (19.2%) | 125.8 (23.8%) | 132.6 (23.1%) | 267.4 | 286.6 | 298.5 |
| - Sky and Satellite Images (+IC) | 115.6 (20.0%) | 125.9 (23.8%) | 131.5 (23.8%) | 269.8 | 289.1 | 295.9 |

Figure 8: Comparative performance of the different types of observation in large irradiance shift prediction using the 95% quantile. The gain of using satellite images in addition to sky images appears from a 25-min lead time. Models trained on satellite observations benefit the most from the additional irradiance channel (IC).

Figure 9: 30-min ahead prediction curves over a clear-sky day (05/07/2019). The largest forecast errors happen in the middle of the day when the clear-sky irradiance is the highest. The irradiance channel benefits the most to the model trained on both sky and satellite images. Notice that the short downward peaks visible around noon are caused by contrails. SI: Sky image, SO: Satellite observation, CI: Cloud index.

4.5. Sky conditions

The overall performance of a model averaged over a large number of days hides the specificity of weather dependent performances. For instance, computer vision approaches are expected to perform the best in cloudy conditions, whereas statistical models benefit
from highly auto-correlated irradiance levels in cloud-free days. In practice, the cumulative prediction error of a model evaluated on an unbalanced dataset can be interpreted as the weighted sum of the errors evaluated on the different sky conditions. To detail the structural forecasting performance of the models, fifteen days corresponding to three distinct cloud conditions are isolated: clear-sky, broken-sky and overcast days (5 days each). We perform a quantitative and qualitative comparative analysis of the model predictions based on input data (SI: sky images, SO: satellite observations, IC: irradiance channels).

Table 3 presents a detailed analysis of weather and input specific performances. To begin with, the forecast accuracy is highly dependent on the type of weather conditions. The RMSE error ranges from around 20 to 60 W/m² in clear-sky days, 160 to 200 W/m² in broken-sky days and 50 to 135 W/m² in overcast days. In clear-sky conditions, the SPM outperforms DL models by a large margin in all configurations (sky images, satellite observations, irradiance channels) and for all lead times (10 to 60-min ahead). Similarly, the best performing DL model barely improves over the SPM in overcast conditions with a FS ranging from 4 to 7% when fed with sky images and irradiance channels. In contrast, ECLIPSE’s FS improves over the SPM by around 20 to 30% in broken sky days.

Regarding the impact of the type of input on the performances, models trained on satellite observations alone seem to benefit the most from the additional irradiance channel. This is especially visible in overcast weather conditions with a significant FS gain of more than 70%, hence closing the gap with models trained on sky images which are easier to correlate with the current irradiance level. Overall, the model trained with all three input types (sky images, satellite observations, ir-
radiance channels) performs the best in clear-sky conditions up to a 50-min lead time, whereas the one trained with sky images and irradiance channels is the best in overcast conditions. For broken-sky days, the input setups including sky images lead to similar performances (26 to 29% FS) with a slight difference between short-, medium- and long-term forecasts: the irradiance channel benefits shorter lead times the most, while training on sky images alone provides the most accurate 50 to 60-min ahead forecasts.

Prediction curves corresponding to three weather conditions (sunny, broken-sky and overcast) are used to illustrate some of the forecast properties for different types of input and forecast horizons. Figure 9 shows the 30-min ahead predictions of the models over a clear-sky day (15/09/2019). The absence of the main source of variability in cloud-free days leads to little solar flux fluctuation. The corresponding deterministic irradiance changes are therefore easy to predict with the SPM. Overall, all models behave similarly showing smooth upward and downward predictions close to the ground truth at the beginning and at the end of the day. The highest source of errors appears to be when the clear-sky irradiance is the highest, which illustrates the difficulty for models to correlate an image with the corresponding irradiance level (9:00 to 14:00). During that time, the additional IC seems to benefit the model based on both sky and satellite images the most.
Figure 10 presents the predictions of the models in broken-sky conditions, i.e. high irradiance variability (17/06/2019). All models follow a similar trend within a small 200 W/m² interval compared to about 800 W/m² for the measured irradiance series. This characteristic of the forecasts was observed in Paletta et al. [38] for shorter-term predictions.

Figures 11 and 12 both illustrate predictions in fully cloudy conditions which correspond to low irradiance measurements well below the clear-sky irradiance. The most striking aspect of the forecasts depicted in Figure 11 is a large error bias (from 300 to 450 W/m² on average) visible for the model predicting from satellite images only. Conditioning on past irradiance values significantly decreases this error to around 100 W/m². Surprisingly, adding an IC to both sky and satellite images raises this bias by a factor of two on average. In different overcast conditions, models suffer from a similar consistent bias (from noon in Figure 12). This could be caused by the difficulty in estimating the current level of irradiance or in limiting the risk of large errors caused by unpredicted upward irradiance shifts. In addition, a strong inertia is visible in the predictions made by the model trained on sky images alone: both peaks measured around 8:20 and 10:20 (Ground truth), are predicted at the same time as the SPM, about one hour after the actual events. Long-term forecasts of models predicting from sky images only are indeed expected to face the persistence barrier - inability to foresee events before they happen, i.e. to decrease time lag below the forecast horizon (Paletta et al. [40]) - as sky images offer less visibility into the future compared to satellite observations, which reveal distant clouds better.

### 4.6. Uncertainty quantification

Probabilistic solar irradiance forecasting with DL offers a richer modelling framework than single irradiance level prediction (Carrière et al. [6]). In particular, uncertainty quantification is valuable for many applications (hybrid power plant, network balance, electricity trading, etc.). In this section, a range of experiments are conducted to evaluate the impact of input data on predicted uncertainties. In addition, a few qualitative examples are used to illustrate some features of probabilistic irradiance forecasting with computer vision.

Table 4 highlights experimental results obtained by training the model to predict future irradiance distributions from different data sources (sky and satellite images, irradiance channels). The CRPS metric used to evaluate probabilistic predictions shows that models using sky images or irradiance channels perform the best on average. Similarly to single point irradiance forecasting, adding the extra irradiance channel improves short-term forecasts the most. The configuration including all three data sources has the lowest CRPS on the 20 to 50-min ahead predictions on average (Figure 13), whereas the model learning from sky images and past irradiance values provides the most accurate very short-term probabilistic forecast (10-min lead time).

To further analyse the differences in term of uncertainty predictions, four specific example forecasts are depicted in Figures 14 and 15. The first two examples correspond to two weather types, broken and clear-sky, associated with high and low irradiance variabilities respectively (Figure 14). Both predictions are based on the same input data (past sky and satellite images). Interestingly, in the context of high irradiance fluctuations (800 W/m² interval), the median forecast of the model remains relatively steady within a 150 W/m² interval, whereas the 5-95% quantile area includes most irradiance highs and lows. By contrast, the second example corresponding to a steady solar flux decrease displays a very similar downward median irradiance forecast (150 W/m² interval), but its associated uncertainty is much lower (about 100 W/m² between 5 and 95% quantiles compared to around 700 W/m² in the first example). These examples clearly show the advantage of probabilistic predictions compared to deterministic forecasts in integrating the model uncertainty into downstream applications. Figure 15 shows two intra-hour forecasts in clear-sky and fully cloudy conditions. As expected in these conditions, predicted uncertainties are asymmetric towards lower irradiance levels when the sky is cloud-

![Figure 13: Comparative performance of the different types of observation in probabilistic intra-hour irradiance forecasting using the FS score based on the CRPS metric. Without past irradiance conditioning (no IC), the gain of using satellite images in addition to sky images is visible from a 25-min lead time.](image-url)
Figure 14: Probabilistic prediction curves based on past sky and satellite images (no IC) in two different weather conditions: in the left panel, a broken sky context corresponding to highly variable solar irradiance levels (12/05/2019); in the right panel, a clear-sky day associated with low solar variability (13/05/2019). Despite similar median trends of the 10 to 60-min ahead forecasts, the associated uncertainties predicted by the model differ widely, the more variable the irradiance values, the wider the predicted distribution. In these examples, the probabilistic framework offers a richer modeling setup compared to deterministic predictions.

Figure 15: Probabilistic prediction curves based on past irradiance values (IC), sky and satellite images in two different weather conditions: in the left panel, a clear-sky day corresponding to high solar irradiance levels (21/07/2019); in the right panel, an overcast day associated with low irradiance values (21/05/2019). In both cases, the predicted uncertainty increases with the horizon (light and dark blue areas). Noticeably, both forecasted distributions are asymmetric but spread out toward opposite irradiance values relative to the median trend: lower irradiance levels in mostly clear-sky conditions and higher irradiance levels in cloudy conditions. These correspond indeed to the most likely incoming irradiance fluctuations given past measurements and the current cloud cover conditions.
Table 4: Relative advantages of sky and satellite images in vision-based intra-hour irradiance forecasting. The model is trained to predict future irradiance values from past sky images (SI), satellite observations (SO) and irradiance channels (IC). The $\alpha$ coefficient corresponding to the image prediction loss $L_{\text{image}}$ in Equation 6 is set to 0.

| Forecast Horizons | 10-min CRPS ↓ [W/m²] (%) | 20-min CRPS ↓ [W/m²] (%) | 30-min CRPS ↓ [W/m²] (%) | 40-min CRPS ↓ [W/m²] (%) | 50-min CRPS ↓ [W/m²] (%) | 60-min CRPS ↓ [W/m²] (%) |
|-------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Smart Pers.       | 73.2 (0%)                | 84.8 (0%)                | 91.2 (0%)                | 95.3 (0%)                | 96.3 (0%)                | 98.3 (0%)                |
| SO                | ✓                        | ✓                        | ✓                        | ✓                        | ✓                        | ✓                        |
| SI                | 69.8 (4.6%)              | 70.3 (17.1%)             | 71.8 (21.3%)             | 72.6 (23.8%)             | 73.3 (23.9%)             | 73.8 (24.9%)             |
| IC                | ✓ ✓                      | 51.2 (30.0%)             | 56.4 (33.5%)             | 59.3 (35.0%)             | 61.0 (36.0%)             | 63.0 (34.5%)             | 65.8 (33.0%) |
| ✓                 | 46.9 (36.0%)              | 52.0 (38.7%)             | 55.7 (38.9%)             | 57.8 (39.3%)             | 59.1 (38.7%)             | 60.2 (38.8%)             | 61.9 (37.0%) |
| ✓                 | 44.4 (39.3%)              | 51.0 (39.9%)             | 54.5 (40.2%)             | 56.4 (40.8%)             | 58.6 (39.1%)             | 61.9 (37.0%)             | 58.4 (40.6%) |
| ✓                 | 48.4 (33.8%)              | 52.6 (38.0%)             | 55.1 (39.6%)             | 57.1 (40.1%)             | 58.2 (39.6%)             | 58.4 (40.6%)             | 58.8 (40.2%) |
| ✓                 | 44.7 (38.9%)              | 50.6 (40.4%)             | 53.9 (40.9%)             | 55.8 (41.4%)             | 57.1 (40.7%)             | 58.8 (40.2%)             | 58.8 (40.2%) |

free (left panel) and towards higher levels when the sky is overcast (right panel). In addition, the increasing surface of the blue areas shows a steady increase of the uncertainty with the horizon.

4.7. Predicted sky images

The prediction of future cloud index maps in addition to irradiance levels not only improves the forecasting performance of a DL model but it also illustrates its ability to accurately model cloud movements. Two examples are depicted in Figures 16 and 17. The coefficient $\alpha$ is set to 1000 instead of 5 such that the video prediction task prevails over the irradiance forecasting task during training, hence showing the full capacity of the model in video prediction. In both cases the overall pattern displacement is well predicted despite fuzzier long-term predictions. Note how the model has to infer the part of the cloud coverage, which was not yet visible in the past observations.

5. Discussion of limitations

One of the limitations of the study is the integration in the modelling of different temporal resolutions, from 2-min for sky images to 5-min for satellite images. To increase the size of the training set which is key in vision-based irradiance forecasting (Paletta et al. [38]), the sequence of satellite images was not consistently temporally aligned with the sequence of sky images (see Section 3.2). Although there is an advantage in terms of number of samples, the temporal shift up to 4-min of the sequence of satellite images relative to the last sky image leads to an additional uncertainty for the model, especially for shorter-term forecasting. Neural ordinary differential equations might offer a more appropriate framework for solar applications using irregularly-sampled data (Chen et al. [8]).

Another limitation of the proposed approach is the reliance on local observations (sky images and irradiance measurements), which might require site specific model training or fine tuning of a trained model with local observations. In the latter setting, the use of the polar coordinates (SPIN) or image rotations during training will likely facilitate knowledge sharing between different datasets by leveraging the rotational invariance of this computer vision problem as discussed in Paletta et al. [39].

Finally, experiments with the IC have shown that models trained on satellite images and their corresponding effective cloud albedo seem to lack information on the current state of the solar radiation. The difficulty of correlating an image with a level of solar irradiance would benefit from additional preprocessing of the satellite image. Using known physics of the interaction between solar flux and clouds to base predictions on irradiance maps instead of cloud index maps might significantly improve predictions which are not relying on past irradiance measurements.

6. Conclusion

Intra-hour irradiance forecasting is key to facilitating the integration of solar into the energy mix. Vision-based approaches based on deep learning models aim at
Figure 16: Prediction of future cloud index maps from past satellite observations (27/04/2019). The overall displacement of the cloud cover from left to right is well anticipated by the model. Notice how contrast decreases towards longer-term predictions and how clouds emerging from the left border of the image are not visible in output frames.

Figure 17: Prediction of future cloud index maps from past satellite observations (09/05/2019). Contrary to Figure 16, the model rightly predicts that clouds are going to appear from the left border.
providing statistically realistic forecasts based on training and input data but also anticipating future irradiance fluctuations based on the current cloud cover dynamics. This study bridges the gap between solar energy forecasting from sky images and from satellite observations, by proposing a deep learning architecture with parallel encoders to predict future irradiance levels from both types of images.

This hybrid model is shown to outperform the standard models trained on sky or satellite images only from the 25-min forecast horizon. Regarding sky conditions, the hybrid model provides the most accurate predictions in clear-sky days, whereas the model learning from sky images is the best in overcast and broken-sky weathers. In contrast, the model predicting irradiance from satellite images is strongly penalised by the problems in correlating satellite observations with their corresponding irradiance levels. Thus, it significantly benefits from conditioning predictions on past irradiance measurements by the addition of an extra irradiance channel.

Finally, probabilistic predictions demonstrate a richer forecasting framework by facilitating uncertainty quantification in cloudy conditions and for long-term predictions. We hope that this research will foster interest in combining sky images with satellite observations for intra-hour solar irradiance forecasting.
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Appendix A. Dataset balance

Figure Appendix A.1: Distribution of samples by months in the training, validation and test sets.

Figure Appendix A.2: Distribution of samples by Solar Zenith Angle in the training, validation and test sets.

Figure Appendix A.3: Distribution of samples by Global Horizontal Irradiance level in the training, validation and test sets.