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Abstract

In this paper, an efficient divide-and-conquer (DC) algorithm is proposed for the symmetric tridiagonal matrices based on ScaLAPACK and the hierarchically semiseparable (HSS) matrices. HSS is an important type of rank-structured matrices. Most time of the DC algorithm is cost by computing the eigenvectors via the matrix-matrix multiplications (MMM). In our parallel hybrid DC (PHDC) algorithm, MMM is accelerated by using the HSS matrix techniques when the intermediate matrix is large. All the HSS algorithms are done via the package STRUMPACK. PHDC has been tested by using many different matrices. Compared with the DC implementation in MKL, PHDC can be faster for some matrices with few deflations when using hundreds of processes. However, the gains decrease as the number of processes increases. The comparisons of PHDC with ELPA (the Eigenvalue solvers for Petascale Applications library) are similar. PHDC is usually slower than MKL and ELPA when using 300 or more processes on Tianhe-2 supercomputer.
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1. Introduction

The symmetric tridiagonal eigenvalue problems are usually solved by the divide and conquer (DC) algorithm both on shared memory multicore platforms and parallel distributed memory machines. The DC algorithm is fast and stable, and well-studied in numerous references [13, 4, 25, 18, 15, 38]. It is now the default method in LAPACK [1] and ScaLAPACK [12] when the eigenvectors of a symmetric tridiagonal matrix are required.

Recently, the authors [27] used the hierarchically semiseparable (HSS) matrices [8] to accelerate the tridiagonal DC in LAPACK, and obtained about 6x speedups in comparison with that in LAPACK for some large matrices on a shared memory multicore platform. The bidiagonal and banded DC algorithms for the SVD problem are accelerated similarly [26, 28]. The main point is that some intermediate eigenvector matrices are rank-structured matrices [8, 20]. The HSS matrices are used to approximate them and then use fast HSS algorithms to update the eigenvectors. HSS is an important type of rank-structured matrices, and others include $\mathcal{H}$-matrix [20], $\mathcal{H}^2$-matrix [22], quasiseparable [14] and sequentially semiseparable (SSS) [7, 19]. In this paper, we extend the techniques used in [26, 27] to the distributed memory environment, try to accelerate the tridiagonal DC algorithm in ScaLAPACK [12]. To integrate HSS algorithms into ScaLAPACK routines, an efficient distributed HSS construction routine and an HSS matrix multiplication routine are required. In our experiments, we use the routines in STRUMPACK (STRuctured Matrices PACKage) package [36], which is designed for computations with both sparse and dense structured matrices. The current STRUMPACK has two main components: dense matrix computation package and sparse direct solver and preconditioner. In this work we only use its dense matrix operation part\textsuperscript{1}. It is written in C++ using OpenMP and MPI parallelism, uses HSS matrices, and it implements a parallel HSS construction algorithm with randomized sampling [35, 24]. Note that some routines are available for sequential HSS algorithms [43, 10] or parallel HSS algorithms on shared memory platforms such as HSSPACK [28]\textsuperscript{2}. But STRUMPACK is the only

\textsuperscript{1}The current version is STRUMPACK-Dense-1.1.1, which is available at http://portal.nersc.gov/project/sparse/strumpack/

\textsuperscript{2}Some Fortran and Matlab codes are available at Jianlin Xia’s homepage, http://www.
available one for the distributed parallel HSS algorithms. More details about it and HSS matrices will be introduced in section 2.

The ScaLAPACK routine implements the rank-one update of Cuppen’s DC algorithm [13]. We briefly introduce the main processes. Assume that $T$ is a symmetric tridiagonal matrix,

$$
T = \begin{pmatrix}
  a_1 & b_1 & & \\
  b_1 & \ddots & & \\
  & \ddots & a_{N-1} & b_{N-1} \\
  & & b_{N-1} & a_N
\end{pmatrix},
$$

(1)

Cuppen introduced the decomposition

$$
T = \begin{pmatrix} T_1 \\ T_2 \end{pmatrix} + b_k v v^T,
$$

(2)

where $T_1 \in \mathbb{R}^{k \times k}$ and $v = [0, \ldots, 0, 1, 1, 0, \ldots, 0]^T$ with ones at the $k$-th and $(k+1)$-th entries. Let $T_1 = Q_1 D_1 Q_1^T$ be $T_2 = Q_2 D_2 Q_2^T$ be eigen decompositions, and then (1) can be written as

$$
T = Q \left( D + b_k z z^T \right) Q^T,
$$

(3)

where $Q = \text{diag}(Q_1, Q_2)$, $D = \text{diag}(D_1, D_2)$ and $z = Q^T v = \left( \text{last column of } Q_1^T \right)$.

The problem is reduced to computing the spectral decomposition of the diagonal plus rank-one

$$
D + b_k u u^T = \hat{Q} \Lambda \hat{Q}^T.
$$

(4)

By Theorem 2.1 in [13], the eigenvalues $\lambda_i$ of matrix $D + b_k z z^T$ are the root of the secular equation

$$
f(\lambda) = 1 + b_k \frac{z_k^2}{d_k - \lambda} = 0,
$$

where $z_k$ and $d_k$ are the $k$th component of $z$ and the $k$th diagonal entry of $D$, respectively, and its corresponding eigenvector is given by $\hat{q}_i = (D - \lambda_i)^{-1} z$. The eigenvectors simply computed this way may loss orthogonality. To ensure

\[ \text{www.math.purdue.edu/~xiaj/} \text{, and HSSPACK is available at GitHub.} \]
Orthogonality, Sorensen and Tang [37] proposed to use extended precision. While, the implementation in ScaLAPACK uses the Löwner theorem approach, instead of the extended precision approach [37]. The extra precision approach was used by Gates and Arbenz [15] in their implementation.

Remark 1. The extra precision approach is “embarrassingly” parallel with each eigenvalue and eigenvector computed without communication, but it is not portable in some platform. The Löwner approach requires information about all the eigenvalues, requiring a broadcast. However, the length of communication message is $O(n)$ which is trivial compared with the $O(n^2)$ communication of eigenvectors.

The excellent performance of the DC algorithm is partially due to deflation [4, 13], which happens in two cases. If the entry $z_i$ of $z$ are negligible or zero, the corresponding $(\lambda_i, \hat{q}_i)$ is already an eigenpair of $T$. Similarly, if two eigenvalues in $D$ are identical then one entry of $z$ can be transformed to zero by applying a sequence of plane rotations. All the deflated eigenvalues would be permuted to back of $D$ by a permutation matrix, so do the corresponding eigenvectors. Then (3) reduces to, after deflation,

$$T = Q(GP) \begin{pmatrix} \bar{D} + b_k \bar{z} \bar{z}^T & \bar{D}_d \\ \bar{D}_d & \hat{\bar{D}} \end{pmatrix} (GP)^T Q^T,$$

where $G$ is the product of all rotations, and $P$ is a permutation matrix and $\hat{\bar{D}}$ are the deflated eigenvalues.

According to (4), the eigenvectors of $T$ are computed as

$$U = Q(GP) \begin{pmatrix} \hat{Q} \\ I_d \end{pmatrix} = \begin{pmatrix} Q_1 \\ Q_2 \end{pmatrix} GP \begin{pmatrix} \hat{Q} \\ I_d \end{pmatrix}. \tag{6}$$

To improve efficiency, Gu [17] suggested a permutation strategy for reorganizing the data structure of the orthogonal matrices, which has been used in ScaLAPACK. The matrix in square brackets is permuted as $\begin{pmatrix} Q_{11} & Q_{12} & 0 & Q_{14} \\ 0 & Q_{22} & Q_{23} & Q_{24} \end{pmatrix}$, where the first and third block columns contain the eigenvectors that have not been affected by deflation, the fourth block column contains the deflated eigenvectors, and the second block column contains the remaining columns. Then, the computation of $U$ can be done by two parallel matrix-matrix products (calling PBLAS PDGEMM) involving parts of $\hat{Q}$ and the matrices $\begin{pmatrix} Q_{11} & Q_{12} \\ Q_{22} & Q_{23} \end{pmatrix}$. Another factor that contributes to the excellent
performance of DC is that most operations can take advantage of highly optimized matrix-matrix products.

When there are few deflations, the size of matrix $\hat{Q}$ in (6) will be large, and most time of DC would be cost by the matrix-matrix multiplication in (6), which is confirmed by the results of Example 2 in section 2.2. Furthermore, it is well-known that matrix $\hat{Q}$ defined as in (4) is a Cauchy-like matrix with off-diagonally low rank property, see [18, 27]. Therefore, we simply use an HSS matrix to approximate $\hat{Q}$ and use HSS matrix-matrix multiplication routine in STRUMPACK to compute the eigenvector matrix $U$ in (6). Since HSS matrix multiplications require much fewer floating point operations than the plain matrix-matrix multiplication, PDGEMM, this approach makes the DC algorithm in ScaLAPACK much faster. More details are included section 2.2 and numerical results are shown in section 3.

2. HSS matrices and STRUMPACK

The HSS matrix is an important type of rank-structured matrices. A matrix is called rank-structured if the ranks of all off-diagonal blocks are relatively small compared to the size of matrix. Other rank-structured matrices include $\mathcal{H}$-matrix [20, 23], $\mathcal{H}^2$-matrix [22, 21], quasiseparable matrices [14, 40], and sequentially semiseparable (SSS) [5, 6] matrices. We mostly follow the notation used in [35] and [41, 27] to introduce HSS.

Both HSS representations and algorithms rely on a tree $\mathcal{T}$. For simplicity, we assume it is a binary tree, name it HSS tree, and the generalization is straightforward. Assume that $\mathcal{I} = \{1, 2, \ldots, N\}$ and $N$ is the dimension of matrix $A$. Each node $i$ of $\mathcal{T}$ is associated with a contiguous subset of $\mathcal{I}$, $t_i$, satisfying the following conditions:

- $t_{i_1} \cup t_{i_2} = t_i$ and $t_{i_1} \cap t_{i_2} = \emptyset$, for a parent node $i$ with left child $i_1$ and right child $i_2$;
- $\cup_{i \in LN} t_i = \mathcal{I}$, where $LN$ denotes the set of all leaf nodes;
- $t_{\text{root}(\mathcal{T})} = \mathcal{I}$, root($\mathcal{T}$) denotes the root of $\mathcal{T}$.

We assume $\mathcal{T}$ is postordered. That means the ordering of a nonleaf node $i$ satisfies $i_1 < i_2 < i$, where $i_1$ is its left child and $i_2$ is its right child. Figure 1(a) shows an HSS tree with three levels and $t_i$ associated with each node $i$. 

5
A block row or column excluding the diagonal block is called an **HSS block row or column**, denoted by

\[ H^\text{row}_i = A_{t_i \times (I(t_i))}, \quad H^\text{col}_i = A_{(I(t_i)) \times t_i}, \]

associated with node \( i \). We simply call them **HSS blocks**. For an HSS matrix, HSS blocks are assumed to be numerically low-rank. Figure 1(b) shows the HSS blocks corresponding to node 2. We name the maximum (numerical) rank of all the HSS blocks by **HSS rank**.

For each node \( i \) in \( T \), it associates with four **generators** \( \hat{D}_i, \hat{U}_i, \hat{V}_i \) and \( B_i \), which are matrices, such that

\[
\hat{D}_i = A|_{t_i \times t_i} = \begin{bmatrix}
\hat{D}_{i_1} & \hat{U}_{i_1} B_{i_1} \hat{V}_{i_1}^T \\
\hat{U}_{i_2} B_{i_2} \hat{V}_{i_2}^T & \hat{D}_{i_2}
\end{bmatrix},
\]

\[
\hat{U}_i = \begin{bmatrix}
\hat{U}_{i_1} \\
\hat{U}_{i_2}
\end{bmatrix} U_i, \quad \hat{V}_i = \begin{bmatrix}
\hat{V}_{i_1} \\
\hat{V}_{i_2}
\end{bmatrix} V_i.
\]

For a leaf node \( i \), \( \hat{D}_i = D_i, \hat{U}_i = U_i, \hat{V}_i = V_i \). A \( 4 \times 4 \) (block) HSS matrix \( A \) can be written as

\[
A = \begin{bmatrix}
D_1 & U_1 B_1 V_2^T & \hat{U}_3 B_3 \hat{V}_6^T \\
U_2 B_2 V_1^T & D_2 & \hat{U}_4 B_4 V_5^T \\
\hat{U}_5 B_5 \hat{V}_3^T & \hat{U}_6 B_6 \hat{V}_5^T & D_4 \\
& U_5 B_5 V_4^T & D_5
\end{bmatrix},
\]
and Figure 1(a) shows its corresponding postordering HSS tree. The HSS representation (7) is equivalent to the representations in [36, 9, 8, 42].

To take advantage of the fast HSS algorithms, we need to construct an HSS matrix first. There exist many HSS construction algorithms such as using SVD [9], RRQR(rank revealing QR) [41], and so on. Most of these algorithms cost in $O(N^2r)$ flops, where $N$ is the dimension of matrix and $r$ is its HSS rank. In [35], a randomized HSS construction algorithm (RandHSS) is proposed, which combines random sampling with interpolative decomposition (ID), see [11, 24, 30]. The cost of RandHSS can be reduced to $O(Nr)$ flops if there exists a fast matrix-vector multiplication algorithm in order of $O(N)$ flops. STRUMPACK also uses this algorithm to construct HSS matrices. For completeness, RandHSS is restated in Algorithm 1.

Algorithm 1. (Randomized HSS construction algorithm) Given a matrix $A$ and integers $r$ and $p$, generate two $N \times (r + p)$ Gaussian random matrices $\Omega^{(1)}$ and $\Omega^{(2)}$, and then compute matrices $Y = A\Omega^{(1)}$ and $Z = A^T\Omega^{(2)}$.

\begin{verbatim}
    do $\ell = L, \cdots, 1$
    for node $i$ at level $\ell$
    if $i$ is a leaf node,
      1. $D_i = A_{t_i, t_i}$;
      2. compute $\Phi_i = Y_i - D_i\Omega_i^{(1)}$, $\Theta_i = Z_i - D_i^T\Omega_i^{(2)}$;
      3. compute the ID of $\Phi_i \approx U_i\Phi_i |_{\bar{I}_i}$, $\Theta_i \approx V_i\Theta_i |_{\bar{J}_i}$;
      4. compute $\hat{Y}_i = V_i^T\Omega_i^{(1)}$, $\hat{Z}_i = U_i^T\Omega_i^{(2)}$;
    else
      1. store generators $B_{i_1} = A(\bar{I}_{i_1}, \bar{J}_{i_1})$, $B_{i_2} = A(\bar{I}_{i_2}, \bar{J}_{i_2})$;
      2. compute $\Phi_i = \begin{bmatrix} \Phi_{i_1 | \bar{I}_{i_1}} - B_{i_1}\hat{Y}_{i_1} \\ \Phi_{i_2 | \bar{I}_{i_2}} - B_{i_2}\hat{Y}_{i_2} \end{bmatrix}$, $\Theta_i = \begin{bmatrix} \Theta_{i_1 | \bar{J}_{i_1}} - B_{i_1}^T\hat{Z}_{i_1} \\ \Theta_{i_2 | \bar{J}_{i_2}} - B_{i_2}^T\hat{Z}_{i_2} \end{bmatrix}$;
      3. compute the ID of $\Phi_i \approx U_i\Phi_i |_{\bar{I}_i}$, $\Theta_i \approx V_i\Theta_i |_{\bar{J}_i}$;
      4. Compute $\hat{Y}_i = V_i^T\begin{bmatrix} \hat{Y}_{i_1} \\ \hat{Y}_{i_2} \end{bmatrix}$, $\hat{Z}_i = U_i^T\begin{bmatrix} \hat{Z}_{i_1} \\ \hat{Z}_{i_2} \end{bmatrix}$;
\end{verbatim}
end if

end for

end do

For the root node \(i\), store \(B_{i_1} = A(\bar{I}_{i_1}, \bar{J}_{i_2})\), \(B_{i_2} = A(\bar{J}_{i_2}, \bar{I}_{i_1})\).

The parameter \(r\) in Algorithm 1 is an estimate of the HSS rank of \(A\), which would be chosen adaptively in STRUMPACK [36], and \(p\) is the oversampling parameter, usually equals to 10 or 20, see [24]. After matrix \(A\) is represented in its HSS form, there exist fast algorithms for multiplying it with a vector in \(O(Nr)\) flops [32, 5]. Therefore, multiplying an HSS matrix with another \(N \times N\) matrix only costs in \(O(N^2r)\) flops. Note that the general matrix-matrix multiplication algorithm PDGEMM costs in \(O(N^3)\) flops.

2.1. STRUMPACK

STRUMPACK is an abbreviation of STRUctured Matrices PACKage, designed for computations with sparse and dense structured matrices. It is based on some parallel HSS algorithms using randomization [36, 16].

Comparing with ScaLAPACK, STRUMPACK requires more memory, since besides the original matrix it also stores the random vectors and the samples, and the generators of HSS matrix. The memory overhead increases as the HSS rank increases. Therefore, STRUMPACK is suitable for matrices with low off-diagonal ranks. For the our eigenvalue problems, we are fortunate that the HSS rank of intermediate eigenvector matrices appeared in the DC algorithm is not large, usually less than 100. Through the experiments in section 3, we let the compression threshold of constructing HSS be 1.0e-14, to keep the orthogonality of computed eigenvectors. One advantage of STRUMPACK is that it requires much fewer operations than the classical algorithms by exploiting the off-diagonally low rank property.

Another property of STRUMPACK, the same as other packages that explores low-rank structures (\(\mathcal{H}\)-matrices [3] and Block Low-Rank representations), is irregular computational patterns, dealing with irregular and imbalanced taskflows and manipulating a collection of small matrices instead of one large one. HSS algorithms requires a lower asymptotic complexity, but the flop rate with HSS is often lower than with traditional matrix-matrix multiplications, BLAS3 kernels. We expect HSS algorithms to have good performances for problems with large size. Therefore, we only use HSS algorithms when the problem size is large enough, just as in [26, 27].
The HSS construction algorithm in STRUMPACK uses randomized sampling algorithm combined with Interpolative Decomposition (ID) [30, 11], first proposed in [35]. For this randomized algorithm, the HSS rank needs to be estimated in advance, which is difficult to be estimated accurately. An adaptive sampling mechanism is proposed in STRUMPACK, and its basic idea [36] is ‘to start with a low number of random vectors $d$, and whenever the rank found during Interpolative Decomposition is too large, $d$ is increased’. To control the communication cost, we use a little more sample vectors ($p = 100$) and let $\text{inc\_rand\_HSS}$ relatively large which is a parameter for constructing HSS matrix in STRUMPACK.

In this work, we mainly use two STRUMPACK driver routines: the parallel HSS construction and parallel HSS matrix multiplication routines. We use these two routines to replace the general matrix-matrix multiplication routine $\text{PDGEMM}$ in hope of achieving good speedups for large matrices. We test the efficiency and scalability of STRUMPACK by using an HSS matrix firstly appeared in the test routine of STRUMPACK [36].

**Example 1.** We use two $n \times n$ Toeplitz matrices, which have been used in [36]. In this example we assume $n = 20,000$. The first one is defined as $a_{i,i} = i^2$ and $a_{i,j} = i - j$ for $i \neq j$, which is diagonally dominant and yields very low HSS rank (about 2). The second one is defined as $a_{i,i} = \frac{\pi^2}{6d^2}$ and $a_{i,j} = \frac{(-1)^{i-j}}{(i-j)^2d^2}$, which is a kinetic energy matrix from quantum chemistry [36], $d = 0.1$ is a discretization parameter. This matrix has slightly larger HSS rank (about 160).

|       | 4    | 16   | 64   | 121  | 256  | 676  |
|-------|------|------|------|------|------|------|
| PDGEMM| 185.33 | 53.58 | 13.42 | 8.02 | 3.79 | 1.89 |
| Mat1  | Const | 6.18 | 2.39 | 1.21 | 1.24 | 1.29 | 2.89 |
|       | Multi | 16.64 | 11.65 | 3.72 | 2.46 | 1.78 | 1.75 |
|       | Speedup | 8.12 | 3.82 | 2.72 | 2.17 | 1.23 | 0.41 |
| Mat2  | Const | 4.57 | 1.80 | 0.96 | 1.20 | 1.23 | 2.68 |
|       | Multi | 15.42 | 11.10 | 3.46 | 2.29 | 1.71 | 1.58 |
|       | Speedup | 9.27 | 4.15 | 3.04 | 2.30 | 1.29 | 0.44 |

From the results in Table 1, the HSS matrix multiplication implemented in
STRUMPACK can be more than 1.2x times faster than PDGEMM when the used processes are around 256. The speedups are even better when using fewer processes. But, the HSS construction and matrix multiplication algorithms are not as scalable as PDGEMM, and they become slower than PDGEMM when using more processes, for example more than 676. Therefore, it suggests to use no more than 256 processes when combining STRUMPACK with ScaLAPACK. The execution time highly depends on many factors, such as parameters NB, block_HSS, etc. The results in Table 1 were obtained by choosing $NB = 64$ and $\text{block}_HSS = 512$. Note that we did not try to find the optimal parameters.

2.2. Combining DC with HSS

In this section we show more details of combining HSS matrix techniques with ScaLAPACK. As mentioned before, the central idea is to replace PDGEMM by the HSS matrix multiplication algorithms. The eigenvectors are updated in the ScaLAPACK routine \texttt{PDLAED1}, and therefore we modify it and call STRUMPACK routines in it instead of PDGEMM.

Note that after applying permutations to $Q$ in (6), matrix $\hat{Q}$ should also be permuted accordingly. From the results in [18, 27, 26], we know that $\hat{Q}$ is a Cauchy-like matrix and off-diagonally low-rank, the numerical rank is usually around 50-100. When combining with HSS, we would not use Gu's idea since permutation may destroy the off-diagonally low-rank structure of $\hat{Q}$ in (6). We need to modify the ScaLAPACK routine \texttt{PDLAED2}, and only when the size of deflated matrix $\bar{D}$ in (5) is large enough, HSS techniques are used, otherwise use Gu's idea. Denote the size of $\bar{D}$ by $K$, and it depends the architecture of particular parallel computers, and may be different for different computers.

Most work of DC is spent on the first two top-levels matrix-matrix multiplications. The first top-level takes nearly 50% when using 256 processes or fewer, see the results in Table 2 and also the results in [2]. Therefore, we could expect at most 2x speedup when replacing PDGEMM with parallel HSS matrix multiplications.

In this subsection, we fist use an example to show the off-diagonally low-rank property of $\hat{Q}$ in (4). Here we assume that the dimension of $D$ is $N = 1000$, and the diagonal entries of $D$ satisfy $d_i = \frac{1}{N}, i = 1, \ldots, N$, $b_k = 1$ and $u$ is a normalized random vector in (4). Then the singular values of matrix $\hat{Q}(1 : m, m + 1 : N)$ are illustrated in Figure 2(b) with $m = 500$. From it, we get that the singular values decay very quickly.
Example 2. We use a symmetric tridiagonal matrix to show the percentage of time cost by the top level matrix-matrix multiplications. The diagonal entries of tridiagonal matrix $A$ are all two and its off-diagonal entries are all one. The size of this matrix is $n = 20,000$.

Table 2: The percentage of time cost by the first top-level matrix-matrix multiplications

|       | 4   | 16  | 36  | 64  | 121 | 256 | 576 | 1024 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Top One | 59.80 | 44.13 | 30.29 | 16.92 | 9.23 | 4.77 | 1.09 | 0.53 |
| Total   | 108.04 | 77.06 | 52.78 | 30.04 | 17.70 | 10.00 | 6.20 | 6.22 |
| Percent(%) | 55.35 | 57.2 | 57.39 | 56.32 | 52.15 | 47.70 | 17.58 | 8.52 |

The results in Table 2 are obtained by using optimization flags "-O2 -C -qopenmp -mavx", and linked with multi-threaded Intel MKL. From the results in it, we can see that the top-one level matrix-matrix multiplications can take half of the total time cost by PDSTEDC in some case. Since PDGEMM in MKL has very good scalability, the percentage of top-one level matrix multiplications decreases as the number of processes increases. This example also implies that we are better not to use more than 256 processes in our numerical experiments.

3. Numerical results

All the results are obtained on Tianhe-2 supercomputer [29, 31], located in Guangzhou, China. It employs accelerator based architectures and each
The compute node is equipped with two Intel Xeon E5-2692 CPUs and three Intel Xeon Phi accelerators based on the many-integrated-core (MIC) architectures. In our experiments we only use CPU cores.

**Example 3.** We use some ‘difficult’ matrices [34] for the DC algorithm, for which few or no eigenvalues are deflated. Examples include the Clement-type, Hermite-type and Toeplitz-type matrices, which are defined as follows.

The Clement-type matrix [34] is given by

\[
T = \text{tridiag} \begin{pmatrix} 0 & \sqrt{n} & \sqrt{2(n-1)} & \ldots & \sqrt{(n-1)^2} & \sqrt{n} \\ \sqrt{n} & 0 & \sqrt{2(n-1)} & \ldots & \sqrt{(n-1)^2} & \sqrt{n} \\ \sqrt{n} & \sqrt{2(n-1)} & 0 & \ldots & \sqrt{(n-1)^2} & \sqrt{n} \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \sqrt{n} & \sqrt{2(n-1)} & \sqrt{(n-1)^2} & \ldots & 0 & \sqrt{n} \\ \sqrt{n} & \sqrt{2(n-1)} & \sqrt{(n-1)^2} & \ldots & 0 & 0 \end{pmatrix},
\]  

(9)

where the off-diagonal entries are \(\sqrt{i(n+1-i)}, i = 1, \ldots, n\).

The Hermite-type matrix is given as [34],

\[
T = \text{tridiag} \begin{pmatrix} 0 & \sqrt{1} & \sqrt{2} & \ldots & \sqrt{n-2} & \sqrt{n-1} \\ \sqrt{1} & 0 & \sqrt{2} & \ldots & \sqrt{n-2} & \sqrt{n-1} \\ \sqrt{1} & \sqrt{2} & 0 & \ldots & \sqrt{n-2} & \sqrt{n-1} \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \sqrt{1} & \sqrt{2} & \sqrt{n-2} & \ldots & 0 & \sqrt{n-1} \\ \sqrt{1} & \sqrt{2} & \sqrt{(n-1)^2} & \ldots & 0 & 0 \end{pmatrix},
\]  

(10)

The Toeplitz-type matrix is defined as [34],

\[
T = \text{tridiag} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 2 & 2 & \ldots & 2 \\ 1 & 2 & 1 & 1 \end{pmatrix}.
\]  

(11)

For the results of strong scaling, we let the dimension be \(n=30,000\), and use HSS techniques only when the size of secular equation is larger than \(K = 20,000\). The results for strong scaling are shown in Figure 3(a). The speedups of PHDC over ScaLAPACK are reported in Table 3, and shown in Figure 3(b). We can see that PHDC is about 1.4 times faster than PDSTEDC in MKL when using 120 processes or fewer.

The orthogonality of the computed eigenvectors by PHDC are in the same order as those by ScaLAPACK, which are shown in Table 4. The orthogonality of matrix \(Q\) is defined as \(\|I - QQ^T\|_{\text{max}}\), where \(\|\cdot\|_{\text{max}}\) is the maximum absolute value of entries of \((\cdot)\).

**Example 4.** In [39], Tygert shows that the spherical harmonic transform (SHT) can be accelerated using the tridiagonal DC algorithm and one
Table 3: The strong scaling of PHDC compared with Intel MKL

| Matrix    | Number of Processes |
|-----------|---------------------|
|           | 4       | 16     | 64     | 121    | 256    |
| Clement   | 2.45    | 1.91   | 1.58   | 1.42   | 1.14   |
| Hermite   | 1.92    | 1.43   | 1.30   | 1.22   | 1.00   |
| Toeplitz  | 2.30    | 1.92   | 1.58   | 1.43   | 1.26   |

(a) The strong scaling of PHDC

(b) The speedups of PHDC over ScaLAPACK

Figure 3: The results for the difficult matrices

Table 4: The orthogonality of the computed eigenvectors by PHDC

| Matrix   | Number of Processes |
|----------|---------------------|
|          | 4       | 16     | 64     | 121    | 256    |
| Clement  | 1.6e-13 | 1.6e-13 | 1.6e-13 | 1.6e-13 | 1.6e-13 |
| Hermite  | 3.6e-13 | 3.6e-13 | 3.6e-13 | 3.6e-13 | 3.6e-13 |
| Toeplitz | 2.9e-13 | 2.9e-13 | 2.9e-13 | 2.9e-13 | 2.9e-13 |
symmetric tridiagonal matrix is defined as follows,

\[
A_{jk} = \begin{cases} 
  c_{m+2j-2}, & k = j - 1 \\
  d_{m+2j}, & k = j \\
  e_{m+2j}, & k = j + 1 \\
  0, & \text{otherwise},
\end{cases}
\tag{12}
\]

for \( j, k = 0, 1, \ldots, n - 1 \), where

\[
c_l = \sqrt{\frac{(l - m + 1)(l - m + 2)(l + m + 1)(l + m + 2)}{(2l + 1)(2l + 3)^2(2l + 5)}}, \quad d_l = \frac{2l(l + 1) - 2m^2 - 1}{(2l - 1)(2l + 3)},
\]

for \( l = m, m + 1, m + 2, \ldots \). Assume that the dimension of this matrix is \( n = 30,000 \) and \( m = n \). The execution times of using PHDC and PDSTEDC are reported in Table 5.

| Method    | Number of Processes |
|-----------|---------------------|
|           | 4  | 16 | 64 | 121 | 256 |
| PDSTEDC   | 475.00 | 139.09 | 39.66 | 25.82 | 16.87 |
| PHDC      | 224.97 | 88.58 | 28.53 | 20.12 | 14.71 |
| Speedup   | 2.11 | 1.57 | 1.39 | 1.28 | 1.15 |

### 3.1. Comparison with other implementations

Different from ScaLAPACK, the ELPA routines [2, 33] do not rely on BLACS, all communication between different processors is handled by direct calls to a MPI library, where ELPA stands for Eigenvalue soLver for Petascale Applications. For its communications, ELPA relies on two separate sets of MPI communicators, row communicators and column communicators, respectively (connecting either the processors that handle the same rows or the same columns). For the tridiagonal eigensolver, ELPA implements its own matrix-matrix multiplications, does not use PBLAS routine PDGEMM. It is known that ELPA has better scalability and is faster than MKL [2, 33].

**Example 5.** We use the same matrices as in Example 3 to test ELPA, and compare it with the newly proposed algorithm PHDC. The running
times of ELPA are shown in Table 6. Figure 4 shows the speedups of PHDC over ELPA. PHDC is faster than ELPA since it requires fewer floating point operations. However, its scalability is worse than ELPA, and PHDC becomes slower than ELPA when using more than 200 processes.

4. Conclusions

By combining ScaLAPACK with STRUMPACK, we propose a hybrid tridiagonal DC algorithm for the symmetric eigenvalue problems, which can be faster than the classical DC algorithm implemented in ScaLAPACK when using about 200 processes. The central idea is to replace \texttt{PDGEMM} by the HSS matrix multiplication algorithms, since HSS matrix algorithms require...
fewer flops than PDGEMM. Numerical results show that the scalability of HSS matrix algorithms is not as good as PDGEMM. The proposed PHDC algorithm in this work becomes slower than the classical DC algorithm when using more processes.
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