Simple approximate analytical solution for non-isothermal single-step transformations: kinetic analysis
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Abstract

In this paper, we develop a method for obtaining the approximate solution for the evolution of single-step transformations under non-isothermal conditions. We have applied it to many reaction models and obtained very simple analytical expressions for the shape of the corresponding transformation rate peaks. These analytical solutions represent a significant simplification of the system’s description allowing easy curve fitting to experiment. A remarkable property is that the evolutions of the transformed fraction obtained at different heating rates are identical when time is scaled by a time constant. The accuracy achieved with our method is checked against several reaction models and different temperature dependencies of the transformation rate constant. It is shown that its accuracy is closely related with that of the Kissinger method.
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Nomenclature list

\( \alpha \) degree of transformation

\( \alpha_s \) transformed fraction that can be chosen at will between 0 and 1, Eq. (9)

\( \alpha_p \) transformed fraction at the peak temperature, Eq. (16)

\( \beta \) constant heating rate (K/s)

\( \Delta t_{\text{FWHM}} \) transformation rate peak width calculated at the full width at half maximum (FWHM).

\( \Delta t'_{\text{FWHM}} \) transformation rate peak width calculated at the full width at half maximum (FWHM) of the scaled system.

\( \tau_s \) scaling factor defined as \( \tau_s \equiv 1/k(T_s) \) (s)

\( \tau_p \) scaling factor calculated at the peak temperature \( \tau_p \equiv 1/k(T_p) \) (s)

\( A \) pre-exponential factor of the rate constant in Eq. (2) (s\(^{-1}\))

\( b \) parameter defined in Eq. (24) (K\(^{-1}\))

\( B \) parameter defined in Eq. (28) (K\(^3\))

\( B_P \) constant defined in Eq. (A.7), \( B_P \equiv \ln\left( -\frac{AR}{E_A} f'(\alpha_p) \right) \)

\( B_S \) constant defined in Eq. (A.6), \( B_S \equiv \ln\left( -\frac{AR}{E_A g(\alpha_s)} \right) \)

\( E_A \) activation energy of Eq. (7) (kJ/mol)

\( f(\alpha) \) conversion function in Eq. (1)

\( f'(\alpha) \) differential of conversion function, \( f'(\alpha) \equiv df(\alpha)/d\alpha \)

\( g(\alpha) \) function defined by Eq. (3)

\( G(z) \) inverse function of \( g(\alpha) \)

\( k(T) \) rate constant

\( p(x) \) temperature integral, Eq. (8)

\( R \) universal gas constant (8.314472 J/K·mol)

\( t \) time (s)

\( T \) absolute temperature (K)

\( T_0 \) parameter defined in Eq. (24) (K)

\( T_m \) parameter defined in Eq. (28) (K)

\( T_P \) peak temperature (K)

\( T_S \) temperature associated to a given transformed fraction \( \alpha_s \) (K)
$x(T)$  function of temperature in the exponent of Eq. (2)

$x_s'$  temperature derivative of $x(T)$ evaluated at $T_s$. 
Introduction

Solid state transformations are usually described by a single-step kinetic equation:\(^1\)

\[
\frac{d\alpha}{dt} = k(T) \cdot f(\alpha)
\]  \hspace{1cm} (1)

where \(\alpha\) is the degree of transformation \((0<\alpha<1)\), \(t\) is time, \(T\) is the temperature, \(k(T)\) is the rate constant and \(f(\alpha)\) is the conversion function of a particular reaction model. In Table I, we summarize several published reaction models. Most of them are based on a particular microscopic mechanism\(^2\) (phase boundary reactions, nucleation and growth, diffusion…) except for the nth-order reaction and the Šesták-Berggren equation, which are empirical models.

Solid state transformations are usually thermally activated processes, i.e. the system must overcome an energy barrier. Under this condition, the rate constant can generally be described by

\[
k(T) = A \exp[-x(T)]
\]  \hspace{1cm} (2)

where \(A\) is the pre-exponential factor and \(x(T)\) is a function of temperature. In most cases, \(A\) is considered to be temperature-independent. This will also be true in the present paper.

The solution of the single-step kinetic equation under isothermal conditions can be obtained by direct integration of Eq. (1):

\[
g(\alpha) \equiv \int_0^\alpha \frac{du}{f(u)} = k(T)(t-t_0),
\]  \hspace{1cm} (3)

whence

\[
\alpha(t) = G(k(T)(t-t_0)),
\]  \hspace{1cm} (4)

where \(G\) is a function that is inverse to \(g(\alpha)\). From Table I it can be observed that both \(g\) and \(G\) have an analytical solution for a good number of reaction models, i.e. in most cases one can easily derive an analytical solution for the phase transformation evolution under isothermal conditions.

Eq. (1) is also valid for constant heating conditions.\(^3\) The explicit dependence on time of Eq. (1) can be easily eliminated:

\[
\frac{d\alpha}{dT} = \frac{1}{\beta} k(T) \cdot f(\alpha)
\]  \hspace{1cm} (5)
where $\beta = dT/dt$ is the constant heating rate. Integration of Eq. (5) gives the solution of the single-step kinetic equation under continuous heating conditions:

$$g(\alpha) = \frac{1}{\beta} \int_{T_0}^{T} k(T) dT$$

(6)

The right hand term in Eq. (6) is the temperature integral and, unlike the isothermal solution, it does not have a simple analytical solution.

Most solid state transformations are properly described by an Arrhenius dependence of the rate constant:

$$k(T) = A \exp\left(\frac{-E_A}{RT}\right)$$

(7)

where $E_A$ is the activation energy and $R$ is the universal gas constant ($E_A$ is temperature-independent). With this particular temperature dependence and supposing that the transformation rate at $T_0$ is negligible, Eq. (6) can be rewritten as

$$g(\alpha) = \frac{E_A}{\beta R} \left(1 - e^{\frac{E_A}{RT}}\right)$$

(8)

where

$$p(x) = \int_{-\infty}^{x} \exp\left(-\frac{u}{x}\right) du.$$ 

Although this is an exact analytical solution of the temperature integral, it requires numerical integration. Consequently, the properties of $\alpha(T)$ for particular models can only be deduced with great effort. To obtain simpler analytical solutions, several authors have developed approximate solutions of the previous temperature integral.  

In this paper, we develop an approximate analytical solution of the transformed fraction evolution by assuming that the transformation takes place in a narrow temperature range (Section 2). This approach has already been successfully applied in the case of solid phase transformations ruled by the Kolmogorov-Johnson-Mehl-Avrami (KJMA) model.  

In Section 3, we verify the validity of our approach for two different reaction models when the rate constant follows an Arrhenius dependence. In Section 4, we test the validity of our approach for different temperature dependences of the rate constant and, finally, in Section 5, we apply our approach to the experimental crystallization curves of amorphous silicon.

**Approximate solution under continuous heating conditions**
If the transformation takes place in a narrow temperature range, the function \( \ln[g(\alpha)] \) can be substituted by its first order series expansion in temperature:

\[
\ln[g(\alpha(T))] \approx \ln[g(\alpha_s)] + \frac{k(T_s)}{\beta g(\alpha_s)} (T - T_s),
\]

(9)

where \( \alpha_s \) is a reference that can be chosen at will between 0 and 1. In addition, if we choose the time origin such that \( \alpha(t = 0) = \alpha_s \), then \( T = T_s + \beta t \). Thus, Eq. (9) becomes

\[
\ln[g(\alpha(t))] \approx \ln[g(\alpha_s)] + \frac{1}{\alpha_s} \frac{t}{\tau_s},
\]

(10)

where \( \tau_s \equiv 1/k(T_s) \). Eq. (10) can be transformed to

\[
g(\alpha) = g(\alpha_s) \exp\left(\frac{1}{g(\alpha_s) \tau_s} t\right).
\]

(11)

Now, the analytical solution for a particular kinetic model is obtained by inverting the \( g(\alpha) \) function:

\[
\alpha(t) = G(z), \text{ with } z = g(\alpha_s) \exp\left(\frac{1}{g(\alpha_s) \tau_s} t\right).
\]

(12)

The inverse \( G \) functions for a number of models are detailed in Table I. Finally, the transformation rate can be obtained from the time derivative of Eq. (11):

\[
\frac{d\alpha}{dt} = f(\alpha) \frac{1}{\tau_s} \exp\left(\frac{1}{g(\alpha_s) \tau_s} t\right) = f(\alpha) \frac{1}{g(\alpha_s) \tau_s} \exp(z)
\]

(13)

It is worth noting that this solution is scalable with time by a scaling factor \( \tau_s \) and that the scaled solution does not depend on \( \beta \) or the rate constant.

From an experimental point of view, it is particularly interesting to choose \( \alpha \), as the value at which the maximum transformation rate is achieved. Henceforth we will note this particular value as \( \alpha_p \). The corresponding temperature is the so-called peak temperature, \( T_p \). The value of \( \alpha_p \) can be deduced from the first derivative of Eq. (13),

\[
\frac{d^2\alpha}{dt^2} = f''(\alpha) \frac{d\alpha}{dt} \frac{1}{\tau_s} \exp\left(\frac{1}{g(\alpha_s) \tau_s} t\right) + f(\alpha) \frac{1}{\tau_s^2 g(\alpha_s)} \exp\left(\frac{1}{g(\alpha_s) \tau_s} t\right),
\]

(14)

and imposing that \( \frac{d^2\alpha}{dt^2} \bigg|_{\tau_s} = 0 \):

\[
f'(\alpha_p) \exp\left(\frac{1}{g(\alpha_s) \tau_s} t_p\right) = -\frac{1}{g(\alpha_s)}
\]

(15)
Since $\alpha_s$ can be chosen at will, for $\alpha_s = \alpha_p$, $t_p = 0$, Eq. (15) becomes

$$- f'(\alpha_p) g(\alpha_p) = 1. \tag{16}$$

Actually, the previous relation is a well-known result$^{33,34}$ that has been deduced for an Arrhenius temperature dependence of the rate constant. In fact, if we assume an Arrhenius dependence, the first derivative of Eq. (1) becomes,

$$\frac{d^2 \alpha}{dt^2} = k(T) \frac{\beta E_A}{RT^2} f(\alpha) + k(T) f'(\alpha) \frac{d\alpha}{dt} = k(T) f(\alpha) \left[ k(T) f'(\alpha) + \frac{\beta E_A}{RT^2} \right] \tag{17}$$

then imposing the condition of the peak temperature,

$$f'(\alpha_p) \frac{ART_p^\beta}{\beta E_A} \exp \left(- \frac{E_A}{RT_p} \right) = -1 \tag{18}$$

and inserting the approximation of Murray and White$^9 \left( p(x) \approx \exp(-x) \right)$ in Eq. (8),

$$g(\alpha) = \frac{E_A A}{\beta R} p \left( \frac{E_A}{RT_p} \right) \approx \frac{ART_p^2}{\beta E_A} \exp \left(- \frac{E_A}{RT_p} \right) \tag{19}$$

Finally, if we substitute Eq. (19) into Eq. (18) one obtains Eq. (16).

From Eq. (16) it can be concluded that within our approximation, $\alpha_p$ does not depend on $\beta$ or the rate constant. Therefore, the peak temperature is related to a fixed transformed fraction. This conclusion is as expected since the solution (Eq. (12)) is scalable with time. For several kinetic models Gao et al.$^{33}$ showed that when $E_A / RT_p > 20$ the values of $\alpha_p$ indeed fall into a very narrow range. Experience shows that this condition is fulfilled for most solid phase transformations. Note that the value of $\alpha_p$ given by Eq. (16) corresponds to the value of $\alpha_p$ in the limit of $E_A / RT_p \to \infty$.$^{33,34}$ In Table I we have included this value of $\alpha_p$, as well as that of $g(\alpha_p)$ for several kinetic models. Observe that for most kinetic models $g(\alpha_p) = 1$. Thus, selecting $\alpha_p$ as a reference generally makes Eq. (12) simpler.

Validity check for the approximate solution: Arrhenius dependence

In this section, we will assume that the rate constant follows an Arrhenius dependence (Eq. (7)), which is, by far, the most commonly used equation to describe solid phase transformations. Two different particular cases, which are described by different kinetic models, will be analyzed. In addition to these two models, the validity
of our approximation has already been verified for a particular case of the KJMA(n) model.\(^{17}\)

**Decomposition of calcium carbonate**

First, we will focus our attention on the decomposition of calcium carbonate under nitrogen. We have chosen this reaction because it has been studied in depth and it follows a single-step kinetics fairly well.\(^{35-38}\) The decomposition of calcium carbonate can be described by two different models: \(R_n\) with \(n=1.215\) and \(F_n\) with \(n=0.177\). From Table I, one can easily verify that both models are mathematically equivalent. The kinetic parameters obtained under continuous heating are \(\ln(A)=15.86\) \((A \text{ in } s^{-1})\) and \(E_A=194.26\) kJ mol\(^{-1}\).\(^{38}\) In Fig. 1 we show the exact transformation and transformation rate curves (\(\alpha(T)\) and \(d\alpha/dt\) respectively) obtained from the numerical integration of Eq. (1) for this particular case at different heating rates. The approximate solution is obtained after substituting the corresponding \(G\) function \((\text{Table I})\) into Eq. (12). With the specific choice of \(\alpha_s = \alpha_p\), we get \(\alpha(t) = 1 - n^{-\frac{1}{n-1}}, \quad g(\alpha_s) = 1\):

\[
\alpha(t) = 1 - \left[1 + (n-1) \frac{t}{\tau_p}\right]^{1/n-1}.
\]  

(20)

First of all, we will check the validity of the scaling law. Since the transformed fraction obtained at different heating rates are identical when time is scaled by \(\tau_s\), the width of the peak must be proportional to \(\tau_s\). To quantify the peak width we have calculated the full width at half maximum (FWHM), \(\Delta t_{\text{FWHM}}\):

\[
\Delta t_{\text{FWHM}} = \tau_s \Delta't_{\text{FWHM}},
\]  

(21)

where \(\Delta't_{\text{FWHM}}\) is the FWHM of the scaled system, i.e. a constant that only depends on the particular kinetic model and that is independent of the rate constant. \(\Delta't_{\text{FWHM}}\) can be obtained from Eqs. (20) and (13) by substituting \(t\) with the scaled time \(t' = t/\tau_s\); the resulting value is 1.17865 for \(n=0.177\).

Taking into account the definition of \(\tau_p\) one obtains

\[
\ln(\Delta t_{\text{FWHM}}) = \frac{E_A}{R T_p} + \ln \left(\frac{\Delta't_{\text{FWHM}}}{A}\right).
\]  

(22)

Thus the plot of \(\ln(\Delta t_{\text{FWHM}})\) versus \(1/T_p\) must be a straight line with a slope equal to \(E_A/R\). In Fig. 2 we have plotted \(\ln(\Delta t_{\text{FWHM}})\) for the exact transformation rate peak versus \(1000/T_p\) (symbols). One can observe that the exact values of \(\Delta t_{\text{FWHM}}\) are
perfectly aligned. The slope of the fitting line is 23340 K and the y-intercept value is -15.65. These results are in very good agreement with the values predicted by our approximate solution, which are 23360 K and -15.69 (Table II). In Fig. 2 we have also included the Kissinger plot of the exact peak temperature (Eq. (A.7)) which fits a straight line with a slope of -23310 K and y-intercept 5.68. These values also agree with the theoretical prediction (Table III).

Finally, in Fig. 3 we compare the transformation curves $\alpha$ and $d\alpha/dt$ given by our approximate solution, Eq. (20), to those obtained by exact integration of Eq. (1) for two extreme heating rates of $\beta=0.005$ and 100 K/min, which can be considered to be the lower and upper limits for most experiments. The curves are plotted versus the scaled time, $t/\tau_p$. The coincidence between the two heating rates and the approximate solution is excellent. The discrepancies in the transformed fraction between the analytical solution and the exact result for the two heating rates are lower than $2 \times 10^{-2}$ despite the large shift in peak temperatures from 545.4 to 932.2 ºC and the very different time-scaling factors of $3.22 \times 10^5$ and 34.0 s for $\beta=0.005$ and 100 K/min respectively. It is worth noting that, although the two time scales differ by four orders of magnitude, the scaling law is valid. In fact, the usefulness of our approximation is based on the Arrhenius dependence of the rate constant. This strong dependence on temperature limits the transformation to a narrow temperature range even when the heating rate is as low as 0.005 K/min.

Reduction of nickel oxide

As a second test we have selected a transformation which fits Šesták-Berggren kinetics. To work with realistic parameters we have taken the parameters obtained from the kinetic analysis of nickel oxide reduction in a hydrogen atmosphere: $m=0.63$, $n=1.39$, $p=0$, $\ln(A)=15.4$ (A in s$^{-1}$) and $E_A=96.4$ kJ mol$^{-1}$. Although not shown, the plot of $\Delta T_{\text{FWHM}}$ versus $1000/T_p$ and the Kissinger plot for $\beta$ ranging from 0.005 to 100 K/min exhibit a very linear trend and the calculated slope and y-intercept agree with the theoretical values (see Tables II and III).

In this case, no side of Eq. (6) has an analytical solution. However, our solution still represents a significant simplification since, according to Eq. (11), calculating the
evolution of the transformed fraction can be reduced to calculating \( g(\alpha) \) from its definition, Eq. (3), and then evaluating the related time:

\[
t = \tau_s \ln \left[ \frac{g(\alpha)}{g(\alpha_s)} \right]
\]  

(23)

Note also that, thanks to the time scaling property, the calculation has to be done only once. The particular evolution for a given heating rate is obtained by multiplying the scaled time by the corresponding \( \tau_s \). In this case, we do not have any analytical expression for \( \alpha_p \). Therefore, we have selected a different reference, \( \alpha_s = m/(m+n) \), which corresponds to the maximum of \( f(\alpha) \). In Fig. 4 we have plotted the exact values of \( \alpha(t) \) and \( \frac{d\alpha}{dt} \) (symbols) for two extreme heating rates of \( \beta = 0.005 \) and 100 K/min. Here, again, the coincidence between the two heating rates and the approximate solution (solid lines) is excellent despite the large shift in peak temperatures from 436 to 662 K and the very different time-scaling factors of \( 9.76 \times 10^4 \) and 10.8 s for \( \beta = 0.005 \) and 100 K/min respectively.

Check of the validity of the approximate solution: Non-Arrhenius behavior

In this section we will apply our approximation to solid-state reactions in which the temperature dependence of the rate constant is not an Arrhenius one.

Crystallization of Pd\(_{80}\)Si\(_{20}\)

The rate constant for the crystallization of glasses generally exhibits an Arrhenius or Vogel-Fulcher temperature dependence. The Vogel-Fulcher expression of the rate constant is:

\[
k(T) = A \exp \left( -\frac{1}{b(T - T_0)} \right)
\]  

(24)

where \( b \) and \( T_0 \) are empirical parameters. As a reference, we have taken the kinetic parameters obtained from the crystallization of the metallic glass Pd\(_{80}\)Si\(_{20}\): \( A=6 \times 10^6 \) s\(^{-1}\), \( b=2 \times 10^{-4} \) K\(^{-1}\) and \( T_0=428 \) K. The kinetic model is the KJMA\((n)\) with \( n=3 \).

According to Table I and Eq. (12) the approximate solution is

\[
\alpha(t) = 1 - \exp \left[ - \exp \left[ \frac{t}{\tau_p} \right]^n \right]
\]  

(25)

Bearing in mind the definition of \( \tau_s \) and substituting Eq. (24) into Eq (21) one obtains for a Vogel-Fulcher temperature dependence:
\[
\ln(\Delta t_{FWHM}) = \frac{1}{b(T_p - T_0)} + \ln\left(\frac{\Delta t'_{FWHM}}{A}\right)
\]

Where \(\Delta t'_{FWHM} = 2.44639/n\) for the KJMA(n) model. In addition, an equivalent Kissinger plot can be obtained after combining Eqs. (24), (16) and (A.3) (see Appendix A):

\[
\ln\left(\frac{\beta}{(T_p - T_0)^2}\right) = -\frac{1}{b(T_p - T_0)} + \ln\left(- Ab f'(\alpha_p)\right)
\]

Similarly to the previous cases, for \(\beta\) ranging from 0.005 to 100 K/min, we have plotted \(\ln(\Delta t_{FWHM})\) versus \(1/(T_p-T_0)\) and a plot equivalent to the Kissinger plot. As expected, both representations give a straight line. The results of the linear fitting are summarized in Tables II and III. One can verify that the fitted parameters agree with the predicted values, Eqs. (25) and (26). The agreement is especially remarkable for \(\Delta t_{FWHM}\).

In Fig. 5 the approximate solution is compared to the exact solution, Eq. (1), calculated numerically at the two extreme heating rates. In this case, the agreement between the approximate solution and the exact one is the best reported in this paper (the discrepancies in \(\alpha\) are smaller than \(10^{-3}\)). This result agrees with Table II, in which the best fitting for \(\Delta t_{FWHM}\) is also obtained for this case. Note that again there is a large difference in the time scale: 8.59 s at 100 K/min and 77544 s at 0.005 K/min.

**Crystallization of polyethylene glycol**

We will end this section with an analysis of crystallization from the melt during cooling. For low undercooling the rate constant can be described approximately by:

\[
k(T) = A \exp\left(-\frac{B}{T(\Delta T)^\frac{2}{3}}\right), \quad \Delta T = T_m - T
\]

where \(B\) is constant, \(A\) can be considered constant in a relatively narrow temperature interval and \(T_m\) is the melting temperature. We have selected the kinetic parameters obtained experimentally from the crystallization of polyethylene glycol (PEG): \(B=20256 \text{ K}^3, T_m=45.4^\circ \text{C}\) and \(\ln(A)=-1.79\) (\(A\) in s\(^{-1}\)). The experimental data approximates a Šesták-Berggren model with exponents \(n=1.4, m=0.49\) and \(p=0\).

In Fig. 6 we have plotted \(\alpha(t)\) and \(d\alpha/dt\) calculated from the exact solution, Eq. (1), and from the approximate solution, Eq. (23), at the two extreme heating rates.
For the approximate solution, we have selected as a reference $\alpha_s = m/(m+n)$. In contrast with the previous cases, there is no agreement between the exact solution and the approximate one, the discrepancies are especially large at -100 K/min. Thus, in this case our approximate solution is quite inaccurate.

From the analysis of the limits of the approximate solution developed in Appendix A, it is clear that the accuracy of our approximation is directly related to the validity of the Kissinger method (Eq. (A3)). In Table IV, it is shown that the condition deduced in Appendix A $g(\alpha_s) \approx -k(T_s)/(\beta x_s')$ is fulfilled by the first three cases analyzed previously but does not work for the present case. The discrepancy is especially large when the heating rate is -100 K/min. Finally, in Fig 7 we have plotted $\ln(\Delta t_{FWHM})$ versus 1000/T_P and the equivalent Kissinger plot for $\beta$ ranging from -0.005 to -100 K/min. The equivalent Kissinger plot can be obtained by combining Eqs. (28), (16) and (A.3):

$$\ln \left( \frac{\beta(T_m - 3T_p)}{T_p^2(T_m - T_p)^2} \right) = -\frac{B}{T(T_m - T_p)^2} + \ln \left( -\frac{A f'(\alpha_p)}{B} \right) \quad (29)$$

The Kissinger plot shows a clear deviation from linearity when $|\beta|$ is high. For low $|\beta|$, where our approximate solution approaches the exact behavior (Fig. 6), the linear dependence in the Kissinger plot is recovered (Fig. 7). Furthermore, this linear region has been fitted to a straight line whose parameters deviate less than 10% from the predicted values (Table III). In Appendix A, we show that this correspondence between the accuracy of our solution at the accuracy of the Kissinger plot to deliver the correct kinetic parameters is not fortuitous. From a practical point of view, we can affirm that our approximation fails whenever the Kissinger plot shows significant deviations from linearity. In this context, it is surprising to observe that the plot of $\ln(\Delta t_{FWHM})$ follows a straight line even for large values of $|\beta|$. From Fig. 7 one can ascertain that despite the different shape of the approximate and exact curves obtained at -100 K/min, their widths are similar.

**Analysis of experimental crystallization curves of amorphous silicon**

It is widely accepted that model-free isoconversional methods are the most reliable for obtaining the activation energies of thermally activated reactions.\(^7,15,37,44\) The Kissinger method\(^45\) can be considered as isoconversional for single-step
transformations. Thanks to its simplicity, the Kissinger method is probably the most widespread method used for analyzing experimental data. Its main drawback is that, even in the case of complex mechanisms or for transformations involving more than one step, one can obtain a good fitting from which an average activation energy can be deduced. Consequently, from the Kissinger plot, one cannot conclude whether the transformation follows a single-step or a more complex process.\textsuperscript{46} This problem is related to the fact that the Kissinger method is based exclusively on the peak temperature, a parameter which is quite insensitive to alterations in the peak shape. Analyzing the peak temperature and $\ln(\Delta t_{FWHM})$ together, which is possible with our approximation, provides a better test of the validity of the Kissinger method. Since $\Delta t_{FWHM}$ is very sensitive to the peak shape, the occurrence of complex processes will result in inconsistencies between the two analyses. These points will be made clearer by analyzing experimental data of amorphous silicon crystallization.

In Fig. 8 we have represented the Kissinger plot and $\ln(\Delta t_{FWHM})$ versus $1/T_p$ obtained from the crystallization of thick films of amorphous silicon.\textsuperscript{47} Data have been obtained from differential scanning calorimetric measurements performed at different heating rates. The activation energy obtained from the plot of $\ln(\Delta t_{FWHM})$, 343 kJ/mol, agrees with that obtained from the Kissinger plot, 346 kJ/mol. Note that the agreement between both analyses considerably increases the confidence in the results obtained from the Kissinger analysis; however, it does not represent a definitive proof. Thus, correlation between fitted and physical parameters requires ancillary data. Electron microscopy measurements taken on partially crystallized films\textsuperscript{48,49} have determined that amorphous silicon crystallization is ruled by nucleation and growth and follows KJMA kinetics. The activation energies for homogeneous nucleation and growth are $E_N=511$ and $E_G=299$ kJ/mol respectively. In the case of thick silicon films, three dimensional growth is expected. It has been recently stated\textsuperscript{24} that under these circumstances the crystallization rate can be described with Eq. (1) where $E_A = (E_N + 3E_G)/4 = 352$ kJ/mol and $f(\alpha)$ corresponds to the KJMA model with $n=4$. Note that the agreement between calorimetry and microscopy confirms that the observed crystallization kinetics corresponds to a process ruled by homogeneous nucleation and three dimensional growth.

A kinetic analysis method should also provide a kinetic model which allows the transformation to be correctly described. Without auxiliary data, one cannot expect to be
able to determine the specific mechanism of the transformation solely from the kinetic analysis. However, one should expect coherence between the rate constants and the kinetic model. According to our approximation, not only $\Delta t_{FWHM}$ but the whole shape of the transformation rate should scale with time. Thus, once the parameters of the rate constant have been determined (Fig. 8), a plot of the transformation rate versus the scaled time should give a universal curve, i.e. a curve independent of the heating rate. If fulfilled, the latter condition, which involves all the experimental data, clearly reinforces the fact that the measured kinetics corresponds mainly to a single-step transformation and ensures the coherence between the rate constants and the kinetic model. Furthermore, from the universal curve one can obtain the kinetic model using the standard fitting techniques.

Alternatively, one can test a particular kinetic model by calculating our approximate solution, Eq. (12), and comparing it to the experimental curves obtained at different heating rates by substituting the corresponding value of $\tau_p$ obtained from the analysis of the rate constant. We have selected this procedure in the case of the crystallization of amorphous silicon. In particular, we tested the KJMA model, Eq. (27), with $n=4$. The result is plotted in Fig. 9. The value of $\tau_p$ was obtained directly from the plot of $\ln(\Delta t_{FWHM})$ taking into account that $\Delta t'_{FWHM} = 2.44639/n$ for the KJMA(n) model. Comparing experimental data and simulated values in Fig. 9 clearly confirms that the approximate solution gives a good description, and that the kinetics indeed corresponds to homogeneous nucleation and growth. Note that the thermogram measured at 14 K/min exhibits a significant discrepancy from the predicted shape. This deviation corresponds to a quicker heterogeneous nucleation process that takes place on the surface of the films. This secondary process is best resolved as a small sharp peak at lower heating rates (notably below 1.0 K/min). However, we consider that the failure to correctly fit the 0.25 K/min curve is due to the difficulty of resolving the weak signal from an unstable baseline.

**Conclusions**

We have developed a simple method that allows obtaining simple approximate analytical solutions for the kinetics of single-step transformations under non-isothermal conditions, Eq. (12). These solutions are scalable in time and the scaled solutions do not depend on the heating rate or the rate constant. The correctness of our method is directly
related to the applicability of the Kissinger analysis, i.e. it can be applied to all the single-step transformations which obey the Kissinger relation.

The solutions detailed for a number of reactions models, Table I, can be directly applied to the analysis of experimental curves. Their simplicity allows curve fitting without need of solving any differential equation and, in most cases, without numerical integration. In addition, the existence of a universal scaled solution constitutes a very restrictive test of the assumption of single-step transformation that can be used to reveal complexities in the reaction kinetics
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Appendix A. Analysis of the accuracy of the approximate solution

Our approximate solution is accurate provided that the second term in the Taylor development of Eq. (9) is negligible when compared to the first term:

\[
\frac{k(T_s)}{\beta g(\alpha_s)} \Delta T >> \frac{1}{2} \frac{k(T_s)}{\beta g(\alpha_s)} \Bigg| \frac{k(T_s)}{\beta g(\alpha_s)} \Bigg| + x_s \Delta T^2
\]  

\text{(A.1)}

\(\Delta T\) is the temperature range in which the transformation takes place and \(x_s ' = dx / dT\)\text{at} T = T_s . Rearranging Eq. (A.1) and assuming that \(\Delta T \approx 2\beta \Delta T_{FWHM} = 2\beta \Delta T_{FWHM} / k(T_s)\), one obtains

\[
\frac{\Delta T_{FWHM}}{g(\alpha_s)} \left| 1 + \frac{g(\alpha_s) \beta x_s '}{k(T_s)} \right| << 1
\]  

\text{(A.2)}

Note that the \(\Delta T_{FWHM} / g(\alpha_s)\) term only depends on the kinetic model, i.e. it is independent of the rate constant and the heating rate. In all the cases analyzed, this parameter is of the order of 1 (see Table IV). Thus, our approximate solution is accurate if the following condition is fulfilled:

\[
g(\alpha_s) \approx -\frac{k(T_s)}{\beta x_s '}. \]

\text{(A.3)}

As shown below, this condition is the basis of the well-known Kissinger-Akahira-Sunose (KAS) or generalized Kissinger method.\textsuperscript{50-52}

If the rate constant follows an Arrhenius behavior,

\[
x_s ' = -\frac{E_A}{RT_s^2}. \]

\text{(A.4)}

(A.3) becomes

\[
g(\alpha_s) = \frac{T_s^2}{\beta} \frac{R}{E_A} \exp \left( -\frac{E_A}{RT_s} \right)
\]  

\text{(A.5)}

Rearranging Eq. (A.5) and taking logarithms one obtains the KAS relation:

\[
\ln \left( \frac{\beta}{T_s^2} \right) = -\frac{E_A}{RT_s} + B_s
\]  

\text{(A.6)}

where \(B_s = \ln \left( \frac{AR}{E_A g(\alpha_s)} \right)\) is constant. Thus, for a fixed value of the transformation fraction \(\alpha_s\) the plot of \(\ln(\beta / T_s^2)\) versus \(1/T_s\) results in a straight line from which the activation energy can be obtained.
Furthermore, if we substitute Eq. (16) into Eq. (A.6) we obtain

\[
\ln \left( \frac{\beta}{T^*_p} \right) = - \frac{E_A}{RT_p} + B_p
\]

(A.7)

where \( B_p \equiv \ln \left( \frac{AR}{E_A} f'(\alpha_p) \right) \). Eq. (A.7) is the well-known linear relation of the Kissinger method.\(^{45,53}\) Note that the validity of the Kissinger method relies on the fact that \( B_p \) does not depend on \( \beta \). Within our approximation \( f'(\alpha_p) \) does not depend on \( \beta \) or the rate constant, and the Kissinger method can be considered as isoconversional.\(^{15}\)
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Table I. Set of kinetic models, $f(\alpha)$, integral form of kinetic models, $g(\alpha)$, function inverse to $g(\alpha)$, $G(z)$, approximate value of $\alpha$ at the peak temperature, $\alpha_p$, and $g(\alpha_p)$. $\alpha_p$ has been obtained from Eq. (16).

| Model                                                                 | $f(\alpha)$                                                                 | $g(\alpha)$                                                                 | $G(z)$                                                                 | $\alpha_p$ | $g(\alpha_p)$ |
|-----------------------------------------------------------------------|------------------------------------------------------------------------------|------------------------------------------------------------------------------|------------------------------------------------------------------------|------------|----------------|
| n-dimensional reaction (phase boundary reactions$^{12}$), R(n)        | $(1 - \alpha)^{n^{-1/\alpha}}, n=1,2 \text{ or } 3$                       | $n \left[ 1 - (1 - \alpha)^{1/n} \right]$                                 | $1 - \left( 1 - \frac{z}{n} \right)^n$                               | $\frac{n-1}{n}$ | $1$            |
| Power law, $^{18}$ P(n)                                               | $n \alpha^{n^{-1/\alpha}}, n=1, 2, \frac{1}{2}, \frac{1}{3} \text{ or } \frac{1}{4}$ | $\alpha^{1/\alpha}$                                                       | $z^n$                                                                  | $1$         | $1$            |
| Kolmogorov-Johnson-Mehl-Avrami,$^{19-24}$ KJMA(n)                    | $n \cdot (1 - \alpha) \cdot \left[ - \ln(1 - \alpha) \right]^{1/n}$ for $n \cdot (1 - \alpha) \cdot \left[ - \ln(1 - \alpha) \right]^{1/n}$ | $1 - \exp[-z^n]$                                                         | $1 - e^{-1}$                                           | $1$         | $1$            |
| Mampel, 1st order, $^{27}$ F1                                         | $(1 - \alpha)$                                                             | $\left[ - \ln(1 - \alpha) \right]$                                       | $1 - \exp[-z]$                                                         | $1 - e^{-1}$ | $1$            |
| 2nd order, F2                                                         | $(1 - \alpha)^2$                                                           | $\frac{1}{1 - \alpha} - 1$                                                | $\frac{z}{1 + z}$                                                      | $0.5$       | $1$            |
| nth-order rate eq., F(n)                                              | $(1 - \alpha)^n$                                                           | $\frac{(1 - \alpha)^{1/n} - 1}{n - 1}$                                   | $1 - \left[ 1 + (n - 1)z \right]^{1/n}$                               | $1 - n^{1/n}$ | $1$            |
| Prout-Tompkins,$^{28}$ B1                                              | $\alpha(1 - \alpha)$                                                      | $\frac{1}{1 + \exp[-z]}$                                                  | $0.8240$                                                               | $1.5437$    | $1$            |
| 1D diffusion,$^{29}$ D1                                               | $\left( 2\alpha \right)^{-1}$                                             | $\alpha^2$                                                                | $\sqrt{z}$                                                             | $1$         | $1$            |
| 2D diffusion,$^{30}$ D2                                               | $1/\left[ - \ln(1 - \alpha) \right]$                                     | $(1 - \alpha) \ln(1 - \alpha) + \alpha$                                 | -                                                                      | $0.8336$    | $0.5352$       |
| Equation                                                                 | Coefficients         |
|-------------------------------------------------------------------------|----------------------|
| 3D diffusion, Jander’s eq., $^{31}$ D3                                | $\frac{3(1-\alpha)^{3/2}}{2\left[1-(1-\alpha)^{1/3}\right]}$ $\left[1-(1-\alpha)^{1/3}\right]^2$ $-3z + (3 + z)\sqrt{z}$ $\frac{19}{27}$ $\frac{1}{9}$ |
| 3D diffusion, Ginstling and Brounshtein eq., $^{32}$ D4                | $\frac{3}{2}(1-\alpha^{-1/3} - 1)^{-1}$ $1 - \frac{2}{3}\alpha - (1-\alpha)^{2/3}$ $\frac{3}{8}[1 - 4z + 2\sqrt{1-24z}\sin\left(\frac{\theta + \pi/2}{3}\right)]$ $\theta = \arctan\left[\frac{8\sqrt{3z(1-3z)^3}}{1-60z-72z^2}\right], \theta > 0$ $0.7757$ $0.1137$ |
| Šesták-Berggren, $^2$ SB(n,m,p)                                        | $(1-\alpha)^{\alpha n}[-\ln(1-\alpha)]^p$ |
Table II. Fitted and theoretical values of the slope and y-intercept for the plot of the full
width at half maximum (FWHM), $\Delta t_{FWHM}$ (in s), of the transformation rate peak versus
$1000/T_P$.

| Model                     | Fitted      | Theoretical |
|---------------------------|-------------|-------------|
|                           | slope       | y-intercept | slope       | y-intercept |
| F(n), $n=0.177$           | 23340 K     | -15.65      | 23360 K     | -15.69      |
| SB(n,m,p), $m=0.63$, $n=1.39$, $p=0$ | 11593 K    | -14.55      | 11595 K     | -14.86      |
| KJMA(n), $n=3$            | 5000 K      | -15.81      | 5000 K      | -15.81      |
| SB(n,m,p), $n=0.49$, $m=1.4$, $p=0$ | 20537 K$^3$ | 2.50        | 20256 K$^3$ | 2.04        |

Table III. Fitted and theoretical values of the slope and y-intercept for the Kissinger
plot (Appendix A). $\beta$ in K/s.

| Model                     | Fitted      | Theoretical |
|---------------------------|-------------|-------------|
|                           | slope       | y-intercept | slope       | y-intercept |
| F(n), $n=0.177$           | -23310 K    | 5.68        | -23360 K    | 5.80        |
| SB(n,m,p), $m=0.63$, $n=1.39$, $p=0$ | -11556 K    | 4.98        | -11595 K    | 5.43        |
| KJMA(n), $n=3$            | -4984 K     | 6.94        | -5000 K     | 7.09        |
| SB(n,m,p), $n=0.49$, $m=1.4$, $p=0$ | 19431 K$^3$ | -12.7       | 20256 K$^3$ | -11.7       |

Table IV. Parameters related to the accuracy of the approximate solution, Eqs. (A.2)
and (A.3) Appendix A, for the two extreme values of the heating rate (0.005 and 100
K/min).

| Model                     | $-k(T_s)/(\beta x_s')$ | $g(\alpha_s)$ | $\Delta t_{FWHM}^{\alpha_s} / g(\alpha_s)$ |
|---------------------------|-------------------------|----------------|--------------------------------------------|
|                           | $\beta = 0.005$         | $\beta = 100$  |                                            |
| F(n), $n=0.177$           | 1.05                    | 1.08           | 1                                         | 1.18 |
| SB(n,m,p), $m=0.63$, $n=1.39$, $p=0$ | 1.97                    | 2.03           | 1.8387                                    | 0.94 |
| KJMA(n), $n=3$            | 1.07                    | 1.10           | 1                                         | 0.81 |
| SB(n,m,p), $n=0.49$, $m=1.4$, $p=0$ | 1.25                    | 4.00           | 1.03                                      | 1.24 |
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