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Abstract—The Information Bottleneck method is a learning technique that seeks a right balance between accuracy and generalization capability through a suitable tradeoff between compression complexity, measured by minimum description length, and distortion evaluated under logarithmic loss measure. In this paper, we study a variation of the problem, called scalable information bottleneck, where the encoder outputs multiple descriptions of the observation with increasingly richer features. The problem at hand is motivated by some application scenarios that require varying levels of accuracy depending on the allowed level of generalization. First, we establish explicit (analytic) characterizations of the relevance-complexity region for memoryless Gaussian sources and memoryless binary sources. Then, we derive a Blahut-Arimoto type algorithm that allows us to compute (an approximation of) the region for general discrete sources. Finally, an application example in the pattern classification problem is provided along with numerical results.

I. INTRODUCTION

In statistical (supervised) learning models, one seeks to strike a right balance between accuracy and generalization capability. Many existing machine learning algorithms generally fail to do so; or else only at the expense of large amounts of algorithmic components and hyperparameters that are heavily tuned heuristically for a given task (and, even so, generally fail short of generalizing to other tasks). The Information Bottleneck (IB) method [1], which is essentially a remote source coding problem under logarithmic loss fidelity measure, attempts to do so by finding a suitable tradeoff between algorithm’s robustness, measured by compression complexity, and accuracy or relevance, measured by the allowed average logarithmic loss (see e.g., [2], [3]). More specifically, for a target (label) variable $X$ and an observed variable $Y$, the IB finds a description $U$ that is maximally informative about $X$ while being minimally informative about $Y$, where informativeness is measured via Shannon’s mutual information.

We study a variation of the IB problem, called scalable information bottleneck, where the encoder outputs $T \geq 2$ descriptions with increasingly richer features. This is motivated primarily by application scenarios in which a varying level of accuracy is required depending on the allowed and/or required level of complexity. The model is illustrated in Fig. 1 for the case of $T = 2$. As an example, one may think about the simple scenario of making inference about a moving object on the road. A decision maker which receives only coarse information about the object would have to merely identify its type (e.g., car, bicycle, bus), while one that receives also refinement information would have to infer more accurate description, such as color, speed, and so on.

While a single-letter characterization of the optimal relevance-complexity region of this model can be found easily by specializing the result of [4, Theorem 1] to the case of logarithmic loss measure, we here establish explicit (analytic) characterizations of the relevance-complexity region for two examples, i.e. memoryless Gaussian and memoryless binary sources. Then, we derive a Blahut-Arimoto type algorithm that allows us to compute (an approximation of) the region for general discrete sources. Finally, we illustrate the usefulness of our results through an application example in the pattern classification problem.

The relevance-complexity tradeoff has been studied in various setups, including the distributed inference [5], [6], multivariate [7] and multi-layer [8] scenarios. Although multivariate IB [7] considers a more general setup, the coding method as well as the achievable relevance-complexity region have not been investigated. Notice that our model is conceptually different from the multi-layer IB [8] that considers non-identical hidden variables (sources) and the input of a given layer as the output of the previous layer.

Throughout this paper, we use the following notation. Upper and lower case letters are used to denote random variables and their realizations, e.g., $X$ and $x$, respectively while calligraphic letters, e.g., $\mathcal{X}$, denote sets. $X^n$ denotes $(X_1, X_2, \ldots, X_n)$ and $[K] = \{1, \ldots, K\}$. We use $\mathcal{P}(\mathcal{X})$ to denote the set discrete probability distributions on $\mathcal{X}$. $H(X)$ denotes the entropy of a discrete random variable $X \in \mathcal{X}$ while $h(X)$ denotes the differential entropy of a continuous random variable. $h_2(p) = -p \log_2 p - (1 - p) \log_2 (1 - p)$ for $p \in [0, 1/2]$ denotes the binary entropy function.
II. PROBLEM FORMULATION

Let \((X^n, Y^n) \in \mathcal{X}^n \times \mathcal{Y}^n\) be a sequence of \(n\) i.i.d. discrete random variables corresponding to the source and observation. An \((n, R_1, \ldots, R_T)\) successive refinement code for the \(T\)-scalable information bottleneck consists of

- Encoding function \(\phi_t^{(n)} : \mathcal{Y}^n \rightarrow \mathcal{R}_t\) for \(t = 1, \ldots, T\), where \(\mathcal{R}_t = \{1, \ldots, n^{R_t}\}\).
- Decoding function \(\psi_t^{(n)} : \mathcal{R}_1 \times \ldots \times \mathcal{R}_t \rightarrow \mathcal{X}_t^n\), for \(t = 1, \ldots, T\).

The decoder wishes to reconstruct the source in a scalable fashion, i.e., for \(t = 1, \ldots, T\),

\[
\mathbb{E} \left[ d^n(X^n, \hat{X}_t^n) \right] = \frac{1}{n} \mathbb{E} \left[ \sum_{i=1}^{n} d(X_i, \hat{X}_{t,i}) \right] \leq D_t, \tag{1}
\]

where \(d(x, \hat{x})\) is a distortion function. In particular, we focus on the logarithmic distortion measure, given by \(d_{\log}(x, \hat{x}) = - \log(\hat{d}(x))\), where \(\hat{d}(x) \in \mathcal{P}(X)\) denotes the probability distribution (mass function) evaluated at \(x \in \mathcal{X}\). We say that the rate-distortion tuples \((R_1, \ldots, R_T, D_1, \ldots, D_T)\) are achievable if there exists an \((n, R_1, \ldots, R_T)\) \(T\)-scalable successive refinement code satisfying (1) for an arbitrarily large \(n\). By letting \(\Delta_t\) denote the relevance of stage-\(t\) defined as \(\Delta_t \triangleq H(X) - D_t\), the relevance-complexity region is defined as the minimum complexity (rate) tuple \((R_1, \ldots, R_T)\) such that the relevance constraints \((\Delta_1, \ldots, \Delta_T)\) are satisfied.

III. RELEVANCE-COMPLEXITY REGION OF \(T\)-SCALABLE INFORMATION BOTTLENECK

This section characterizes the relevance-complexity region of the \(T\)-scalable information bottleneck problem described in the previous section.

Theorem 1. The relevance-complexity region of \(T\)-scalable information bottleneck satisfies

\[
\sum_{t=1}^{T} R_t \geq \sum_{i=1}^{t} I(Y; U_{i-1}|U_1, \ldots, U_{i-1}), \quad \forall t \tag{2a}
\]

\[
\Delta_t \leq I(X; U_1, \ldots, U_t), \quad \forall t \tag{2b}
\]

where \(X \rightarrow Y \rightarrow (U_1, \ldots, U_T)\) forms a Markov chain.

Remark 1. Similarly to [9] Remark 1], we can provide an alternative region to Theorem 2] under the stronger Markov chain \(X \rightarrow Y \rightarrow U_T \rightarrow \ldots \rightarrow U_1\),

\[
\sum_{t=1}^{T} R_t \geq \sum_{i=1}^{t} I(Y; U_{i-1}|U_1, \ldots, U_{i-1}), \quad \forall t \tag{3a}
\]

\[
\Delta_t \leq I(X; U_t), \quad \forall t \tag{3b}
\]

These two regions are equivalent as the RHS of (2b) coincides with that of (3b) under the stronger Markov chain. The former [2] will be used to characterize the relevance-complexity region in Section IV while the latter [3] will be used to design the algorithm in Section V.

The rest of the section is dedicated to the converse proof as the achievability builds on the hierarchical random codes and successive decoding as described in [4].

Proof. By recalling the decoder output of stage \(t\) as \(V_t = \phi_t^{(n)}(Y^n)\) and defining \(U_{t-1,i} = (V_{t-1}, Y_{t-1}^i)\) for all \(t\), we have

\[
\sum_{t=1}^{T} R_t \geq \sum_{i=1}^{t} I(V_{t-1}; U_{t-1,i} | U_{t-1}, \ldots, U_1) \tag{4a}
\]

\[
\geq \sum_{i=1}^{t} I(V_{t-1}; Y_{t-1}^i) \tag{4b}
\]

\[
= \sum_{i=1}^{t} \sum_{l=1}^{t} I(U_{t-1,i}; U_{t-1,i+1}, \ldots, U_{t-1,t}) \tag{4c}
\]

\[
= \sum_{i=1}^{t} \sum_{l=1}^{t} I(U_{1,l}; Y_{1,l}, U_{1,l}, \ldots, U_{1,t}) \tag{4d}
\]

where (a) follows from the chain rule; (b) follows from \(I(Y_{t-1}^i; Y_{t-1}^i, V_{t-1}) = 0\); (c) follows by defining a uniformly distributed random variable \(Q\) over \([1 : n]\) independent of all other variables; (d) follows by identifying \(Y = Y_Q, U_t = (U_{1,t}, Q)\).

Next, we derive the lower bound on the distortion. By applying [9] Lemma 1] to each stage \(t\), we have

\[
\sum_{t=1}^{T} R_t \geq H(X^n | V_1, \ldots, V_t) \tag{5a}
\]

\[
\geq \sum_{i=1}^{t} H(X_i | X_{i-1}, V_1, \ldots, V_t) \tag{5b}
\]

\[
\geq \sum_{i=1}^{t} H(X_i | U_{1,i}, \ldots, U_{1,t}) \tag{5c}
\]

\[
= nH(X_1, \ldots, U_t) \tag{5d}
\]

where (a) follows from the chain rule; (b) follows because conditioning decreases the entropy; (c) follows from the Markov chain \(X_i \rightarrow (U_1,i, \ldots, U_{1,t}) \rightarrow X_{i-1}\); in (d) we used \(X = X_Q\) and \(U_t = (U_{1,t}, Q)\). By substituting \(\Delta_t = H(X) - D_t\), we readily obtain the desired region. \(\square\)

IV. EXAMPLES

A. Binary Example

We assume that the source \(X\) and the observation \(Y\) are both binary and Bernoulli distributed with \(\frac{1}{2}\), denoted by \(\text{Bern}(1/2)\), and they are related through the binary symmetric channel \(X = Y \oplus N\), where \(N \sim \text{Bern}(p)\) is independent of \(X\) with \(p \in [0, 1/2]\).
Proposition 2. The relevance-complexity region of the scalable IB for the binary memoryless source and observation is given by
\[
\Delta_t \leq 1 - h_2 \left( h_2^{-1} \left( 1 - \sum_{l=1}^{t} R_l \right) \star p \right), \forall t
\]  
where \( \{\Delta_t\} \) satisfies
\[
0 \leq \Delta_t \leq \ldots \leq \Delta_T \leq 1 - h_2(p). \tag{7}
\]

Proof. Our proof consists of two steps, namely, we first prove the intermediate relevance-complexity region \( \mathcal{R}_B \) in (8), and then prove the equivalence between \( \mathcal{R}_B \) and the region in Proposition 2, denoted by \( \mathcal{R}'_B \).
\[
\sum_{l=1}^{t} R_l \geq 1 - h_2(\alpha_t), \quad \forall t \tag{8a}
\]
\[
\Delta_t \leq 1 - h_2(\alpha_t \star p), \quad \forall t \tag{8b}
\]
where \( \{\alpha_t\} \) satisfies
\[
0 \leq \alpha_T \leq \ldots \leq \alpha_t \leq \ldots \leq \alpha_1 \leq \frac{1}{2}. \tag{9}
\]

Step 1: We rewrite the relevance-complexity region (2) as
\[
\sum_{l=1}^{t} R_l \geq H(Y) - H(Y|U^t), \quad \forall t \tag{10a}
\]
\[
\Delta_t \leq H(X) - H(X|U^t), \quad \forall t \tag{10b}
\]
First we look at the relevance term in (10b). The Markov chain \( X \rightarrow Y \rightarrow U^T \) implies
\[
H(X|Y) \leq H(X|U^t) \leq H(X). \tag{11}
\]
Due to the continuity of the entropy, there exists a unique value \( \alpha_t \in [0, 1/2] \) satisfying
\[
H(X|U^t) = h_2(p \star \alpha_t) \tag{12}
\]
which is larger than \( H(X|Y) = h_2(p) \) corresponding to \( \alpha_t = 0 \) and smaller than \( H(X) = 1 \) corresponding to \( \alpha_t = 1/2 \). Since \( H(X|U^t) \leq \ldots \leq H(X|U^1) \), we readily obtain (9).

Next, we wish to lower bound the complexity term by finding the upper bound of the term \( H(Y|U^t) \). By writing \( Y = Y \oplus Z \) with \( Z \sim \text{Bern}(p) \) such that \( Z \) is independent of \( (Y, U^T) \), we can apply Mrs. Gerber’s lemma [10]
\[
H(X|U^t) \geq h_2 \left( h_2^{-1}(H(Y|U^t)) \star p \right). \tag{13}
\]
By combining (12) and (13), and further noticing that \( h_2^{-1}(x) \) is increasing in \( x \in [0, 1] \), we obtain
\[
H(Y|U^t) \leq h_2(\alpha_t) \tag{14}
\]
Plugging (12) and (14) into (10b) and (10a) respectively, we obtain (8a) and (8b). This establishes the converse proof for the region (8).

Step 2: We prove that \( \mathcal{R}_B \) in (8) is equivalent to the region \( \mathcal{R}'_B \) of Proposition 2.

To this end, we verify both \( \mathcal{R}_B \subseteq \mathcal{R}'_B \) and \( \mathcal{R}'_B \subseteq \mathcal{R}_B \). In the former case, we show that every point \((\delta, r) \in \mathcal{R}_B \), where \( \delta = [\delta_1, \ldots, \delta_T] \) and \( r = [r_1, \ldots, r_T] \), is also a point in the region \( \mathcal{R}'_B \). For every pair of \((\delta_t, r_t)\), from (8a) and noticing that \( h_2(p) \) is monotonically increasing in \( p \in [0, 1/2] \), we readily obtain
\[
\alpha_t \geq h_2^{-1} \left( 1 - \sum_{l=1}^{t} r_l \right), \quad \forall t \tag{16}
\]
Plugging (16) into (8b), we obtain the region \( \mathcal{R}'_B \) as follows
\[
\delta_t \leq 1 - h_2 \left( h_2^{-1} \left( 1 - \sum_{l=1}^{t} r_l \right) \star p \right), \quad \forall t \tag{17}
\]
for
\[
0 \leq \delta_t \leq \ldots \leq \delta_T \leq 1 - h_2(p), \quad \forall t \tag{18}
\]
where (18) is obtained by combining (8b) and (9) and recalling that the binary entropy function \( h_2(\alpha \star p) \) is monotonically increasing in \( \alpha_t \) for a fixed \( p \).

Next, we prove that every point \((\delta, r) \in \mathcal{R}'_B \) is also a point in the region \( \mathcal{R}_B \). For all pairs of \((\delta_t, r_t)\), from (6) we have
\[
\delta_t \leq 1 - h_2(\alpha_t \star p), \tag{19}
\]
with
\[
\alpha_t = h_2^{-1} \left( 1 - \sum_{l=1}^{t} r_l \right) \tag{20}
\]
From (20), we readily obtain \( 0 \leq \alpha_T \leq \ldots \leq \alpha_t \leq \ldots \leq \alpha_1 \leq 1/2 \). Thus, each point \((\delta_t, r_t) \in \mathcal{R}'_B \) is also in the region of \( \mathcal{R}_B \) and the proof is complete.

B. Scalar Gaussian Example

We consider the scalar Gaussian source and observation whose relation is given by
\[
Y = X + W \tag{21}
\]
where \( X, W \) are independent real Gaussian random variables with zero mean and variance \( \sigma_x^2, \sigma_w^2 \) respectively.

Proposition 3. The relevance-complexity region \( \mathcal{R}_{SG} \) of the scalable IB for the scalar Gaussian source and observation is given by
\[
\Delta_t \leq \frac{1}{2} \log \left( \frac{\sigma_x^2 + \sigma_w^2}{2(\sum_{l=1}^{t} R_l) \sigma_x^2 + \sigma_w^2} \right), \quad \forall t \tag{22}
\]
where
\[
0 \leq \Delta_1 \leq \ldots \leq \Delta_T \leq \frac{1}{2} \log \left( \frac{\sigma_x^2 + \sigma_w^2}{\sigma_w^2} \right) \tag{23}
\]
following similar steps as the binary example, we have

\[
\{ F \} \text{ where } Y \text{ and variance } \sigma = \hat{t}.
\]

where \( \gamma \) satisfies

\[
\sigma^2 \leq \gamma = \ldots \leq \gamma_t.
\]

We first provide the converse proof. In order to find the upper bound of \( (10) \), we lower bound the term \( h(X|U') \). Following similar steps as the binary example, we have

\[
h(X|U) \leq h(X|U') \leq h(X), \forall t.
\]

Since the optimal MMSE estimate of a Gaussian source \( X \) given a noisy observation \( Y = \hat{X} = \frac{a^2}{\sigma^2 + \sigma^2} \), we can write \( X = \hat{X} + \tilde{X} \), where the estimate \( \hat{X} \) is independent of the estimation error \( X \) and also \( \hat{X} \) is Gaussian with zero mean and variance \( \sigma^2 = (1/\sigma^2 + 1/\sigma^2)^{-1} \), yielding \( h(X|Y) = \frac{1}{2} \log (2\pi e\sigma^2) \). Hence, the inequalities \( (20) \) imply that there exists a value \( \gamma \) satisfying

\[
h(X|U) = \frac{1}{2} \log \left( 2\pi e \left( \frac{1}{\sigma^2} + \frac{1}{\gamma} \right)^{-1} \right)
\]

for \( \gamma \in [\sigma^2, \infty) \). Combining \( (20) \) and \( h(X) = \frac{1}{2} \log (2\pi e\sigma^2) \), and using \( h(X|U') \leq \ldots \leq h(X|U_1) \), we readily obtain \( (24b) \) with \( (25) \).

Next, we wish to lower bound \( (10) \) by finding the upper bound of \( h(Y|U') \). Since \( X \) and \( \tilde{X} \) are conditionally independent given any function of \( Y \), \( \hat{X} \) and \( \tilde{X} \) are also conditionally independent given \( U_1, \ldots, U_T \). Therefore, we can apply the conditional EPI \( (10) \) as

\[
h(X|U') = h(\hat{X} + \tilde{X}|U')
\]

\[
\geq \frac{1}{2} \log \left( 2\pi e \left( \frac{1}{\sigma^2} + \frac{1}{\gamma} \right)^{-1} \right)
\]

where (a) follows because \( \hat{X} = aY \) and \( h(aX) = h(X) + \log|a| \) for \( a = \frac{1}{\sigma^2 + \sigma^2} \); (b) follows because the conditioning decreases the entropy; (c) follows because \( U_1, \ldots, U_t \) are functions of \( Y \); (d) follows because \( \hat{X} \) and \( \tilde{X} \) are independent. Combining \( (27) \) and \( \gamma_t \), we obtain

\[
h(Y|U') \leq \frac{1}{2} \log \left( 2\pi e \left( \frac{\gamma_t + \sigma^2 + \sigma^2}{\gamma_t + \sigma^2} \right) \right)
\]

Combining \( (29) \) and \( h(Y) = \frac{1}{2} \log (2\pi e\sigma^2) \), we obtain \( (24a) \). This completes the converse proof.

For the achievability, we let \( U_t = Y + Z_t \) such that \( Z_t \sim N(0, \gamma - \sigma^2) \). By evaluating \( h(Y|U') \) and \( h(X|U') \), we can easily show that this choice achieves the region \( (24) \).

The proof of the equivalence between \( R_{SG} \) and the region \( R'_{SG} \) in Proposition \( 3 \) follows the same footsteps as Step 2 of Proposition \( 2 \), hence is omitted. By letting

\[
\gamma_l = \frac{2(\Sigma_{i=1}^{l} r_i - 1)}{1 - 2(\Sigma_{i=1}^{l} r_i)}
\]

in \( (24) \), we obtain the desired expression \( (22) \).

\[\square\]
C. Numerical Evaluation

We evaluate the relevance-complexity region of the binary and Gaussian examples in Propositions 2 and 3 for the case of two stages $T = 2$ and focusing on the symmetric rate $R = R_1 = R_2$. The tradeoff between the symmetric rate $R$ and the relevance $\Delta_1, \Delta_2$ for the binary case is

$$R \geq \max \left\{ 1 - \frac{1}{2} \left( \frac{h_2^{-1}(1 - \Delta_1) - p}{1 - 2p} \right), \frac{1}{2} - \frac{1}{2} \left( \frac{h_2^{-1}(1 - \Delta_2) - p}{1 - 2p} \right) \right\}.$$ \hspace{1cm} (31)

The same tradeoff for the Gaussian case is given by

$$R \geq \max \left\{ \frac{1}{2} \log \left( \frac{\text{snr}}{(1 + \text{snr})^{2(-2\Delta_1)} - 1} \right), \frac{1}{4} \log \left( \frac{\text{snr}}{(1 + \text{snr})^{2(-2\Delta_2)} - 1} \right) \right\}.$$ \hspace{1cm} (32)

where we let $\text{snr} = \sigma^2_2 / \sigma^2_1$. Fig. 2 shows the tradeoff for different values of crossover probability $p$. We observe that when the observation is less noisy with smaller value of $p$, the relevance $\Delta_t$ increases for any complexity $R$, for $t = 1, 2$. In Fig. 2a, the relevance-rate tradeoff has a threshold point. For $p = 0.2$ (red curve), by equalizing two terms inside the maximum in (31), we obtain the threshold point $(\Delta_1, R) = (0.056, 0.16)$. Namely, we can achieve any smaller value of $\Delta_1$ than 0.056 for the same complexity $R = 0.16$ while a larger relevance can be achieved only by increasing the complexity.

Fig. 3 shows the same tradeoff for different $\text{snr}$ values. Similar to the binary case, in Fig. 3a there are threshold points in the tradeoff. The threshold point for $\text{snr} = 5dB$ is $(0.27, 0.39)$, which means we can achieve any smaller value of $\Delta_1$ than 0.27 for the same complexity $R = 0.39$ while a larger relevance can be achieved only by increasing the complexity.

V. MODIFIED BLAHUT-ARIMOTO ALGORITHM

In this Section, we propose a modified Blahut-Arimoto (BA) (see e.g. Algorithm 1) algorithm which computes the region by iterating over a set of self-consistent equations when the source distribution is known or can be estimated with high accuracy. From the relevance-complexity region of (3), we wish to minimize the sum complexity under the individual relevance constraints.

$$\min_{p(u_1, \ldots, u_T | y)} I(U_1, \ldots, U_T; Y) = \sum_{l=1}^{T} \beta_l I(U_l; X).$$ \hspace{1cm} (33)

We define the corresponding Lagrangian function as

$$L = I(U^T; Y) - \sum_{l=1}^{T} \beta_l I(U_l; X) - \sum_{y, u^T} \lambda(y) \sum_{u^T} p(u^T | y) \log \left( \frac{p(u^T | y)}{p(u^T | y)} \right) - \sum_{y, u^T} \lambda(y) \sum_{u^T} p(u^T | y),$$

$$- \sum_{l=1}^{T} \beta_l \sum_{x, u_l} p(x)p(u_l | x) \log \left( \frac{p(u_l | x)}{p(u_l)} \right)$$ \hspace{1cm} (34)

where $\lambda(y)$ is the normalization term. By simple algebra, we readily obtain

$$p(u^T | y) = \frac{p(u^T | y)}{Z(y)} \prod_{l=1}^{T} \prod_{x} 2^{\eta(l, x) - \gamma(l, x)},$$ \hspace{1cm} (35)

where

$$\frac{1}{Z(y)} = 2^\lambda(y), \quad \gamma(l, x) = \beta_l p(u_l, x) / p(u^T),$$

$$\eta(l, x) = \left[ \beta_l p(x | y) \left( 1 + \log \left( \frac{p(u_l | x)}{p(u_l)} \right) \right) \right] / \left[ p(u_l | x, u_l) \right],$$

and $T_l = [T] \setminus \{l\}$. Finally, our modified Blahut-Arimoto algorithm is summarized in Algorithm 1.
Algorithm 1 Blahut-Arimoto type Algorithm for known discrete sources

Input: pmf $P_{X,Y}$, parameters $\beta_t$, $t \in [T]$.
Output: $\{P_t^{(a)}\}$ and $\{(\Delta_t, (\Delta_t))\}$.

Initialization: Set $k = 0$. Set $P^{(0)}(u^T|y)$ randomly.

1: repeat
2: Update the following pmfs for $t = 1, \ldots, T$
3: $P^{(k+1)}(u_t|x) = \sum_{y} p(y|x)p^{(k)}(u^T|y)p(y)$,
4: $P^{(k+1)}(u_T|x) = \sum_{y} p(y|x)p^{(k)}(u^T|y)$,
5: $P^{(k+1)}(u_T|u_t,x) = \frac{P^{(k+1)}(u_T|x)p^{(k)}(u^T|y)}{P^{(k+1)}(u^T|y)}$,
6: Update $P^{(k+1)}(u^T|y)$ by using (35).
7: $k \leftarrow k + 1$
8: until convergence.

VI. APPLICATION TO PATTERN CLASSIFICATION

We conclude the paper by providing an application of the proposed scalable IB in the context of pattern classification. Consider the problem of classification in the proposed structure shown in Fig. [1]. In this problem, the role of the decoder is to guess the unknown class $X \in \mathcal{X}^C$, for the number of $C$ classes, on the basis of encoder outputs $U_1, \ldots, U_T$. Let $Q_{U_T|Y}$ be the encoder and $Q_{X_1|U_T}$ be the soft-decoder output of stage $t \in [T]$. The pair of encoder and decoder induces a classifier at stage $t \in [T]$

$$Q_{X_1|Y} = \sum_{u_{1:t-1}, u_T} Q_{X_1|U_T^{(a)}} \sum_{u_{1:t-1}} Q_{U_T^{(a)}|Y} Q_{X_1|U_t},$$

where (a) follows because we have $Y \Rightarrow U \Rightarrow X_t$. Following similar steps as Section IV. C, we can show that the probability of classification error at stage $t$ of the $T$-scalable classifier is given by

$$P^{(a)}_{e,t}(Q_{X_1|U_T^{(a)}}) = 1 - E_{P_{X,Y}}[Q_{X_1|U_T^{(a)}}]$$

$$\leq 1 - 2^{E_{P_{X,Y}}[-\log(Q_{X_1|Y})]},$$

$$\leq 1 - 2^{E_{P_{X,Y}}[-\log(\mathbb{Q}_{U_T^{(a)}|Y}[Q_{X_1|U_T^{(a)}}])]},$$

$$\leq 1 - 2^{E_{P_{X,Y}}[Q_{U_T^{(a)}|Y}[\log(\mathbb{Q}_{X_1|U_T^{(a)}})]},$$

where (a) and (c) follows from Jensen’s inequality; (b) follows from (36). By minimizing the average logarithmic loss in (37), we obtain a tight lower bound on classification error probability. The minimum average logarithmic loss over all choices of decoders $Q_{X_1|U_T}$ for any $t \in [T]$ and the encoder $Q_{U_T|Y}$ with rate no greater than $R_t$ bits per-sample in stage $t$ respectively, is $D^*_t = \inf \{D_t: (R_1, \ldots, R_T, D_1, \ldots, D_T) \in \mathcal{R}\}$, where $\mathcal{R}$ is the region stated in Theorem [1] and $t \in [T]$. Thus, we have

$$P^{(a)}_{e,t}(Q_{X_1|U_T^{(a)}}) \leq 1 - 2^{D^*_t} = 1 - 2^{\Delta^*_t - H(X)},$$

where the last equality follows from $\Delta^*_t = H(X) - D^*_t$, $t \in [T]$.

In Fig. 4 we evaluate the upper bound of the binary classification error probability for the case of $T = 3$ and symmetric rate $R_1 = R_2 = R_3 = R$, by combining (36) and (38). We can see that as the observation gets closer to the source (small $p$) the error probability smoothly decreases.
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