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Abstract

In this work, we consider the problem of estimating the probability distribution, the quantile or the conditional expectation above the quantile, the so called Conditional-Value-at-Risk (CVaR), of output quantities of complex random differential models by the Multi-Level Monte Carlo (MLMC) method. We follow the approach of [22], which recasts the estimation of the above quantities to the computation of suitable parametric expectations. In this work, we present novel computable error estimators for the estimation of such quantities, which are then used to optimally tune the MLMC hierarchy in a continuation type adaptive algorithm. We demonstrate the efficiency and robustness of our adaptive continuation-MLMC in an array of numerical test cases.
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1 Introduction

Complex differential models are used in many disciplines across science and engineering as predictive or design tools. More often than not, however, some input parameters of these models are uncertain, either due to missing information, lack of proper characterization or intrinsic variability. It is hence of utmost interest to study and quantify the effects of these uncertainties on an output Quantity of Interest (QoI) of the model, or several QoIs which are in turn used for prediction or design. When uncertainty is modeled as randomness in a probabilistic framework, each QoI becomes a random variable and its distribution is often inaccessible in closed form. We assume here however that the QoI can be simulated in an approximate way, typically by sampling the random input parameters and computing the solution of a suitable discretisation of the underlying differential model. It is therefore of great practical interest to estimate by simulation, and with controlled accuracy, the distribution of the QoI or some summary statistics such as central moments of different orders, a quantile of a given significance, alternatively known as the Value-at-Risk (VaR) or super quantiles such as the so-called CVaR, which is often used as a risk-measure in stochastic optimisation problems applied to finance [29,34].

Solving the underlying differential model at a desired accuracy typically has a high computational cost, even for a single realisation of the random input. An accurate estimation of the summary statistics of a QoI by a direct Monte Carlo approach is often prohibitively expensive. As an alternative to Monte Carlo sampling, one may consider stochastic collocation or polynomial chaos techniques, which, for certain problems, feature a much faster convergence rate than Monte Carlo approaches [5,10,24,35]. For applications of polynomial chaos methods to the approximation of density/distribution functions or
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quantiles, we mention [20]. However, the effectiveness of these techniques is restricted to problems with a relatively small intrinsic dimensionality of the input uncertainty and high smoothness of the input-output map, which are features we do not necessarily assume in this work.

In this work, we focus instead on MLMC methods since they perform well for high-dimensional input uncertainties in comparison to the methods described above. MLMC methods as introduced in the works [12] and [21] are a well-established technology to compute the expected value of a QoI Q that is an output quantity of a stochastic differential model. They are typically useful when one cannot sample directly from Q but rather, when inexact sampling is possible from a set of approximations \( \{Q_l\}_{l=0}^L \) to Q on a sequence of L + 1 discretisations with different characteristic discretisation parameters, for example induced by mesh sizes \( h_0 > h_1 > \ldots > h_L \), typically a geometric sequence \( h_{l-1} = sh_l \) with \( s > 1 \).

Let \((\Omega, \mathcal{F}, P)\) denote a complete probability space, \( \omega \in \Omega \) an elementary random event and \( Q : \Omega \rightarrow \mathbb{R} \) a real valued QoI. The MLMC estimator to estimate the expected value \( \mu = \mathbb{E}[Q] \) of the QoI is given by

\[
\hat{\mu} := \frac{1}{N_0} \sum_{i=1}^{N_0} Q_0^{(i,0)} + \sum_{l=1}^{L} \frac{1}{N_l} \sum_{i=1}^{N_l} [Q_l^{(i,l)} - Q_{l-1}^{(i,l)}],
\]

where \( Q_l^{(i,l)} \) and \( Q_{l-1}^{(i,l)} \) are correlated realisations of the QoI computed with the same underlying realisation of the input parameters on meshes with discretisation parameters \( h_l \) and \( h_{l-1} \) respectively and \( \{N_l\}_{l=0}^L \) is a decreasing sequence of sample sizes. Notice that the sum over the discretisation levels \( l = 0, \ldots, L \) telescopes in expectation:

\[
\mathbb{E}[\hat{\mu}] = \mathbb{E}[Q_0] + \sum_{l=1}^{L} \mathbb{E}[Q_l - Q_{l-1}] = \mathbb{E}[Q_L] \approx \mathbb{E}[Q],
\]

and hence, the bias error \( |\mathbb{E}[\hat{\mu}] - Q| = |\mathbb{E}[Q_L] - Q| \) of the MLMC estimator depends only on the finest discretisation level considered. It was shown in [12] that if the parameters \( L \) and \( \{N_l\}_{l=0}^L \), hereafter called the MLMC “hierarchy”, are chosen appropriately, the MLMC estimator can in theory achieve a dramatic performance improvement over a simple Monte Carlo estimator in terms of computational cost versus accuracy. From the practical perspective, finding good MLMC hierarchies that realize the theoretical performance improvement requires sharp and reliable error estimators for the bias error and statistical error contributions of the estimator, which are due to discretisation and finite sampling respectively.

The parameters of the hierarchy can then be selected based on these error estimates to provide the best possible performance. This selection process is commonly referred to as “tuning”. In the case of the simple estimator of the expected value of the QoI introduced in Eq. (1), these errors can be estimated by sample average and sample variance estimators using the same samples used to compute the MLMC estimator \( \hat{\mu} \) itself. The reader is referred to [8, 13, 27] for detailed descriptions of different MLMC algorithms that estimate these errors and adaptively tune the parameters of the MLMC hierarchy based on them. It is important to note that appropriate mesh convergence is necessary to achieve the superior performance of MLMC methods over Monte Carlo estimators.

The application of MLMC methods to estimate statistics other than the expected value is less developed, as well as the problem of error estimation and adaptive tuning of the MLMC hierarchy. In our companion “Part I” paper [23], we have presented MLMC estimators for the computation of higher order central moments and detailed practical algorithms to optimally tune the MLMC hierarchy. In this paper, we focus instead on the estimation of the Cumulative Distribution Function (CDF) and the Probability Density Function (PDF), as well as the VaR and the CVaR of a given significance \( \tau \). Particularly, we follow the approach proposed in [22], which consists of introducing suitable parametric expectations, and deriving the sought after statistics as a post-processing step. Parametric expectations are expectations of the form

\[
\Phi(\theta) := \mathbb{E}[\phi(\theta, Q)].
\]

In this work, we follow [22] and use the following particular form for the function \( \phi \):

\[
\phi(\theta, Q) := \theta + \frac{1}{1-\tau} (Q - \theta)^+, \quad X^+ := \max(0, X), \quad \theta \in \Theta \subset \mathbb{R},
\]

where \( \tau \in (0, 1) \) denotes a significance parameter and \( \Theta \) denotes a suitable interval of interest. This form has the advantage that after estimating the function \( \Phi \) and its derivatives

\[
\Phi^{(m)}(\theta) := \frac{\partial^m}{\partial \theta^m} \mathbb{E}[\phi(\theta, Q)], \quad m \in \mathbb{N},
\]

this work, we follow [22] and use the following particular form for the function \( \phi \):

\[
\phi(\theta, Q) := \theta + \frac{1}{1-\tau} (Q - \theta)^+, \quad X^+ := \max(0, X), \quad \theta \in \Theta \subset \mathbb{R},
\]

where \( \tau \in (0, 1) \) denotes a significance parameter and \( \Theta \) denotes a suitable interval of interest. This form has the advantage that after estimating the function \( \Phi \) and its derivatives

\[
\Phi^{(m)}(\theta) := \frac{\partial^m}{\partial \theta^m} \mathbb{E}[\phi(\theta, Q)], \quad m \in \mathbb{N},
\]
the CDF $F_Q(\theta) = \mathbb{E}[1_{Q(\theta) \geq \theta}]$ and the PDF $f_Q(\theta) = F_Q^{(1)}(\theta)$ over the interval $\Theta$, as well as the VaR $q_\tau$ and the CVaR $c_\tau$ of any significance $\tau$ for which $q_\tau \in \Theta$, can be obtained by simple post-processing:

$$
F_Q(\theta) = \tau + (1 - \tau) \Phi(\theta), \quad q_\tau = \arg\min_{\theta \in \Theta} \Phi(\theta),
$$

$$
f_Q(\theta) = (1 - \tau) \Phi^{(2)}(\theta), \quad c_\tau = \min_{\theta \in \Theta} \Phi(\theta) = \Phi(q_\tau).
$$

On the notation, we comment that $\Phi^{(0)} = \Phi$, and that $1_{Q(\theta) \geq \theta}$ denotes the characteristic function which takes on a value of 1 in the interval denoted by the subscript and 0 everywhere else.

We remark that the CDF could also be estimated by direct MLMC estimation of the expectations $F_Q(\theta) = \mathbb{E}[1_{Q(\theta) \geq \theta}]$ for different values of $\theta$. However, using MLMC to estimate the expected value of a discontinuous function can lead to samples from the fine and coarse discretisation levels for the same random input being on either side of the discontinuity. This can result in the problem no longer satisfying the conditions necessary for the superior performance of MLMC over Monte Carlo methods [4,15]. The parametric expectation approach overcomes this problem, since the function $\phi$ in Eq. (1) is Lipschitz continuous in $Q$ for all $\theta \in \Theta$.

We briefly review alternative approaches that have been proposed in literature to use MLMC methods for estimating the distribution of a QoI. A MLMC estimator for the CDF was proposed and analysed in [16] wherein a smoothed approximation to the characteristic function $1_{Q(\theta) \geq \theta}$ was used. The MLMC method was also used in [14] for nested conditional expectations from which the VaR and CVaR could be derived. An alternative smoothing of the characteristic function based on the Kernel Density Estimation (KDE) method was proposed in [32], combined with a MLMC estimator wherein stratification based sampling was applied at each level. The authors of [6] combined an approach to locate the discontinuity using a root-finding algorithm, followed by numerical pre-integration. One can also derive the VaR and the CVaR from surrogate distributions derived from moments. For example, in the works [7,15], a maximum entropy approach was used to estimate the PDF and the VaR using moment estimates from MLMC estimators. The use of MLMC estimators for parametric expectations is still an ongoing research area. The work in [22] built upon the ideas presented in [16], but generalises them further to approximate general parametric expectations. Furthermore, novel MLMC estimators for the characteristic function were presented based on the idea of pointwise estimation combined with interpolation.

The current work builds upon the theoretical work in [22] and aims at deriving practical algorithms for the MLMC estimators proposed therein. This requires the derivation of reliable and possibly sharp error estimators that can be used to adaptively calibrate the hierarchy of the MLMC estimators to achieve optimal performance, i.e., a computational complexity aligned with the theoretical predictions. An error bound was already presented in [22] based on the use of inverse inequalities. However, this bound results in conservative error estimates that lead to MLMC hierarchies that are impractically expensive to compute. In this work, we propose novel error estimators which are much sharper than those reported previously and can be used for practical engineering purposes. These estimators improve on the large leading constants while preserving their optimal theoretical decay rates as the discretisation is refined. More precisely, we propose a bias error estimator based on a smoothed density as well as a statistical error estimator based on bootstrapping [33]. We then use our novel error estimators to design a continuation MLMC algorithm that successively improves the hierarchy to meet a target tolerance with optimal performance. We show on three numerical tests, including an option pricing problem in finance and a laminar fluid dynamics problem, that our methodology does indeed feature a computational complexity aligned with the theoretical rates presented in [22]. Furthermore, we demonstrate that the methodology is robust in the sense that the true Mean Squared Error (MSE) computed with respect to a reference solution, is always smaller than the prescribed tolerance. We add that the novel MLMC contributions of this work have been implemented in the Python package XMC, available at [1].

The structure of this work is as follows. In Section 2, we present the MLMC estimator for the parametric expectation $\Phi$ in Eq. (3) and introduce a notion of the MSE for $\Phi$ and its derivatives. We briefly recall the results of [22] on error bounds for MLMC estimators of parametric expectations and present a simplified complexity result for an optimally tuned MLMC estimator. We also detail the practical aspects of implementing such an error estimator. In Section 3 we describe novel error estimators that provide tighter bounds on the true error. We compare the performance of these error estimators with the a priori ones presented in [22] on a simple case for which theoretical results are known. Section 4 details an adaptive strategy for selecting the parameters of the hierarchy such that a given tolerance can be achieved on the MSE of the MLMC estimator of $\Phi^{(m)}$, $m \in \{0, 1, 2\}$, as well as on the MSE of MLMC estimators of the VaR and the CVaR. In particular, Section 5.4 recalls a result
from [22] to relate the error on derived quantities such as the VaR and the CVaR to the error on $\Phi$ and its derivatives. The novel error estimator, the adaptive strategy and the performance of the MLMC algorithm are demonstrated on an array of problems of increasing complexity in Section 6. Finally, Section 7 offers a conclusion and a discussion on the presented work.

## 2 Multi-Level Monte Carlo approximation of parametric expectations

As presented in Section 1, we focus in this paper on the problem of approximating parametric expectations of the form in Eqs. (4) and (5) using the MLMC method. The approach we follow is motivated by [16, 22]. We approximate the parametric expectation $\Phi$ and its derivatives $\Phi^{(m)}$ on an interval $\Theta$ via the MLMC method as follows: We first consider a set of $n \in \mathbb{N}$ nodes

$$\Theta := \{\theta_1, \theta_2, \ldots, \theta_n\}, \quad \theta_j \in \Theta \subseteq \mathbb{R}, \quad 1 \leq j \leq n, \quad \theta_j < \theta_{j+1},$$

such that $\Theta = [\theta_1, \theta_n]$. The function $\Phi$ is then approximated pointwise at any point $\theta_j \in \Theta$ as

$$\Phi(\theta_j) \approx \mathbb{E}[\phi(\theta_j, Q_L)] = \mathbb{E}[\phi(\theta_j, Q_0)] + \sum_{l=1}^{L} \mathbb{E}[\phi(\theta_j, Q_l) - \phi(\theta_j, Q_{l-1})],$$

where each expected value is estimated using a Monte Carlo estimator. We then define the MLMC estimator $\hat{\Phi}_L(\theta_j)$ of $\Phi(\theta_j)$ as

$$\hat{\Phi}_L(\theta_j) := \frac{1}{N_0} \sum_{i=1}^{N_0} \phi(\theta_j, Q_0^{(i,0)}) + \sum_{l=1}^{L} \frac{1}{N_l} \sum_{i=1}^{N_l} \left[ \phi(\theta_j, Q_l^{(i,l)}) - \phi(\theta_j, Q_{l-1}^{(i,l)}) \right].$$

It is important to note that the same set of random events is used to evaluate the estimator for all $\theta_j$. Finally, we obtain a MLMC estimator $\hat{\Phi}_L$ of the whole function $\Phi : \Theta \rightarrow \mathbb{R}$ by interpolating over the pointwise estimates as below:

$$\hat{\Phi}_L = S_n \left( \hat{\Phi}_L(\Theta) \right),$$

where $S_n$ denotes an appropriate interpolation operator and $\hat{\Phi}_L(\Theta)$ denotes the set of pointwise MLMC estimates in Eq. (9), that is:

$$\hat{\Phi}_L(\Theta) = \{\hat{\Phi}_L(\theta_1), \hat{\Phi}_L(\theta_2), \ldots, \hat{\Phi}_L(\theta_n)\}.$$  

(11)

An estimate of the function derivative of order $m \in \mathbb{N}$ denoted by $\Phi^{(m)}_L$ is then obtained by computing the derivative of the resultant interpolated function:

$$\hat{\Phi}^{(m)}_L := S_n^{(m)} \left( \hat{\Phi}_L(\Theta) \right) := \frac{\partial^m}{\partial \theta^m} S_n \left( \hat{\Phi}_L(\Theta) \right),$$

(12)

provided that it exists. Throughout this work, cubic spline interpolation with equally spaced interpolation points is used. Hence, we restrict ourselves to $m \in \{0, 1, 2\}$, although other interpolant operators and interpolation points can be used as well [22].

We use the following MSE criterion to quantify the accuracy of the function derivative estimate:

$$\text{MSE} \left( \hat{\Phi}^{(m)}_L \right) := \mathbb{E} \left[ \left\| \Phi^{(m)} - \hat{\Phi}^{(m)}_L \right\|_{L^\infty(\Theta)}^2 \right], \quad m \in \{0, 1, 2\},$$

(13)

where the norm $\|f\|_{L^\infty(\Theta)}$ of a function $f : \Theta \rightarrow \mathbb{R}$ is defined as

$$\|f\|_{L^\infty(\Theta)} := \text{ess sup}_{\theta \in \Theta} |f(\theta)|.$$  

(14)
By the triangle inequality, the $\text{MSE}$ can be separated into three terms:

$$
\text{MSE} \left( \hat{\Phi}_L^{(m)} \right) \leq 3 \left\{ \left\| \Phi^{(m)} - S_n^{(m)} \left( \Phi(\theta) \right) \right\|^2_{L^\infty(\Theta)} + \left\| S_n^{(m)} \left( \Phi(\theta) - E \left[ \hat{\Phi}_L(\theta) \right] \right) \right\|^2_{L^\infty(\Theta)} \\
+ E \left[ \left\| S_n^{(m)} \left( \hat{\Phi}_L(\theta) - E \left[ \hat{\Phi}_L(\theta) \right] \right) \right\|^2_{L^\infty(\Theta)} \right\}
$$

Squared interpolation error Squared bias error Squared statistical error

$$
= 3 \left\{ (e_i^{(m)})^2 + (e_b^{(m)})^2 + (e_s^{(m)})^2 \right\},
$$

where we have used the notation $e_i^{(m)}$, $e_b^{(m)}$ and $e_s^{(m)}$ for the interpolation, bias and statistical errors respectively.

Both the computational cost and accuracy, and thus the complexity, of the MLMC estimator are determined by three different sets of parameters; namely the number of interpolation points $n$, the level-wise sample size $N_l$ at each level $l$ and the number of levels $L$. These should be chosen in a cost optimal way based on suitable a priori or a posteriori error estimates. In the next sections, we first review the a priori error estimates and the corresponding complexity analysis from [22], before presenting our new and refined error estimators in Section 4.

3 A priori error estimates on function derivatives and complexity analysis

We review in this section the a priori estimators derived in [22] for each of the error terms in the MSE bound presented in Eq. (15). We review as well the MLMC method described therein to adaptively select the parameters of the hierarchy based on a simplified cost model, for which we also state the bound presented in Eq. (15). We review as well the MLMC method described therein to adaptively select the parameters of the hierarchy based on a simplified cost model, for which we also state the corresponding complexity result. The main idea behind the error bounds introduced in [22] is to exploit the properties of the particular form of the function $\phi$ given in Eq. (4) in order to derive an upper bound for the MSE in Eq. (15). Since the function $\phi(\theta, Q)$ is uniformly Lipschitz continuous in $Q$ for all $\theta \in \Theta$, we have that

$$
|\phi(\theta, Q_l) - \phi(\theta, Q_{l-1})| \leq C_{lip} |Q_l - Q_{l-1}| \quad \forall \theta \in \Theta,
$$

with finite Lipschitz constant $C_{lip} = 1/(1 - \tau)$, $\tau \in (0, 1)$. If one can control the decay rates of the expected value and variance of the difference $Q_l - Q_{l-1}$ with level $l$, then the corresponding statistics of the difference in the function $\phi$ evaluated at the two levels $\phi(\cdot, Q_l) - \phi(\cdot, Q_{l-1})$ decay as well with the same or better rates in the $L^\infty(\Theta)$-norm. Consequently, complexity results analogous to those available for MLMC estimators of the simple expectation of $Q$ can be obtained for $\hat{\Phi}_L$.

In [22], inverse inequalities were used to relate the MSE of $\hat{\Phi}_L^{(m)}, m \geq 0$ in Eq. (13) to pointwise errors on $\Phi(\theta_j)$, $j \in \{1, ..., n\}$. Particularizing the general a priori bound from [22] to the case of cubic spline interpolation, we obtain:

$$
\text{MSE} \left( \hat{\Phi}_L^{(m)} \right) \leq 3 \left\{ (e_i^{(m)})^2 + (e_b^{(m)})^2 + (e_s^{(m)})^2 \right\},
$$

where $e_i^{(m)} := C_1(m) \left\| \Phi^{(4)} \right\|_{L^\infty(\Theta)} \left( \frac{\Theta}{n} \right)^{(1-m)}$, $e_b^{(m)} := C_2(m) C_3(n-1)^m b_L$, $e_s^{(m)} := C_2(m) C_3(n-1)^m \sqrt{c(n) \sum_{l=0}^L \frac{V_l}{N_l}}$.

where $|\Theta|$ denotes the size of the domain $\Theta$. Each of the three terms $e_i^{(m)}$, $e_b^{(m)}$ and $e_s^{(m)}$ in Eq. (15) are bounded respectively by the corresponding term $\hat{e}_i^{(m)}$, $\hat{e}_b^{(m)}$ and $\hat{e}_s^{(m)}$ in Eq. (17a) and the constants $C_1(m)$, $C_2(m)$ and $C_3$ are related to the properties of the cubic spline interpolation operator and are detailed in Appendix A (together with some relevant properties of cubic splines). The constant $c(n)$ in
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Eq. (17b) is introduced in [25], further detailed in [17] and reads:

\[
c(n) = 2\pi \left( \ln(n+1) + \sqrt{8/\pi} \sum_{k=2}^{n+1} k^{-2} \ln(k)^{-1/2} \right). \tag{18}
\]

We have also introduced the notation \( b_l \) and \( V_l \) for the level-wise biases and variances respectively, which are defined as

\[
b_l := \| \Phi - \mathbb{E}[\phi(\cdot, Q_l)] \|_{L^\infty(\Theta)}, \quad \text{and} \quad V_l := \mathbb{E} \left[ \| \phi(\cdot, Q_l) - \phi(\cdot, Q_{l-1}) \|_{L^\infty(\Theta)}^2 \right], \tag{19}
\]

where the norm \( \| \cdot \|_{L^\infty(\Theta)} \) is defined for a function \( f: \Theta \to \mathbb{R} \) evaluated at a set of points \( \Theta \equiv \{ \theta_1, ..., \theta_n \} \) as follows:

\[
\| f \|_{L^\infty(\Theta)} := \max_{1 \leq i \leq n} | f(\theta_i) |. \tag{20}
\]

Note that \( b_l, V_l \) and \( \| \Phi^{(4)} \|_{L^\infty(\Theta)} \) are usually not directly computable in practice. However, it is possible to estimate them reliably from the MLMC samples themselves. This will be discussed later in this section.

Using the a priori bounds derived in Eqs. (17a)-(17d), we now describe how to select the optimal values \( n^* \), \( N_l^* \) and \( L^* \) such that the MSE on the function derivative satisfies a tolerance \( \varepsilon^2 \) split with positive weights \( w_i, w_b \) and \( w_s \) between the squared interpolation, bias and statistical error terms respectively. The weights are such that \( w_i + w_b + w_s = 1 \). We define the tolerances \( \varepsilon_i^2, \varepsilon_b^2 \) and \( \varepsilon_s^2 \) as follows and require each of the terms in Eq. (17a) to satisfy their respective tolerances:

\[
(\varepsilon_i^{(m)})^2 \leq \varepsilon_i^2 := \frac{w_i \varepsilon^2}{3}, \quad (\varepsilon_b^{(m)})^2 \leq \varepsilon_b^2 := \frac{w_b \varepsilon^2}{3}, \quad (\varepsilon_s^{(m)})^2 \leq \varepsilon_s^2 := \frac{w_s \varepsilon^2}{3}. \tag{21}
\]

The interpolation error is controlled solely by the number of interpolation points, which is therefore selected first, namely as

\[
n^* = \left[ \frac{C_1(m)\|\Phi^{(4)}\|_{L^\infty(\Theta)}}{\varepsilon_i} \right]^{1/3} | \Theta |, \tag{22}
\]

ensuring that the squared interpolation error is bounded by \( \varepsilon_i^2 \) once \( n \) is chosen as in Eq. (22). Given \( n^* \), the optimal number of levels \( L^* \) is selected to be the smallest level such that the squared bias error satisfies a tolerance \( \varepsilon_b^2 \); namely that \( C_2(m)C_3(n^* - 1)^3 b_{L^*} \leq \varepsilon_b \), that is

\[
L^* = \min \left\{ K \in \mathbb{N}_0 : b_K \leq \frac{\varepsilon_b}{C_2(m)C_3(n^* - 1)^3} \right\}. \tag{23}
\]

Lastly, with \( n^* \) and \( L^* \) fixed, the level-wise sample size \( N_l \) at level \( l \) is selected to minimise the cost of computing the MLMC estimator

\[
\text{Cost} \left( \hat{\Phi}^{(m)}_L \right) \leq \sum_{l=0}^{L^*} N_l (c_l + n^* c_\phi + n^* c_{\text{int}}), \tag{24}
\]

subject to the following constraint on the squared statistical error:

\[
C_2^2(m)C_3^2(n^* - 1)^2 m c(n^*) \sum_{l=0}^{L^*} \frac{V_l}{N_l} \leq \varepsilon_s^2. \tag{25}
\]

Here, \( c_l \) is the cost of computing one realisation of the correlated pair of approximations \( (Q_l, Q_{l-1}) \) at level \( l \), \( c_\phi \) is the constant that bounds the cost of evaluating the function \( \phi(\theta, Q) \) for any \( (\theta, Q) \in \Theta \times \mathbb{R} \) and \( c_{\text{int}} \) is the cost per interpolation point of constructing the cubic spline interpolant on a uniform grid. In [22], the level-wise sample sizes were selected under the assumption that \( c_{\text{int}} \) and \( c_\phi \) were non-zero. However, for the applications addressed in this work, it was found that \( c_{\text{int}} \) and \( c_\phi \) were usually negligible in comparison to \( c_l \). Hence, we select the level-wise sample sizes \( \{N_l\}_{l=0}^{L^*} \) based on the simplified cost model

\[
\text{Cost} \left( \hat{\Phi}^{(m)}_L \right) \approx \sum_{l=0}^{L^*} N_l c_l. \tag{26}
\]
Consequently, the level-wise sample sizes are selected similar to [12] as follows:

\[ N_l^* = \left\lceil \frac{C_2^2(m)C_3^2(n^*)}(c_4^m)(n^* - 1)^{2m}}{\epsilon^2} \right\rceil \quad \text{for all } 0 \leq l \leq L^*. \quad (27) \]

Below, we present a complexity result based on the simplified cost model in Eq. (26) using the a priori bounds in Eqs. (17a)-(17d). This result is a simplified version of the one presented in [22] and is tailored to the use of cubic spline interpolation. We give here the proof for completeness.

**Proposition 3.1.** Suppose that there exist positive constants \( \alpha, \beta, \) and \( \gamma \) such that \( 2\alpha \geq \min(\beta, \gamma) \) and that

(i) \( b_l \) decays exponentially with order \( \alpha > 0 \) in \( l \), in the sense that \( b_l \leq c_{\beta} e^{-\alpha l} \) for some constant \( c_{\alpha} > 0 \),

(ii) \( V_l \) decays exponentially with order \( \beta > 0 \) in \( l \), in the sense that \( V_l \leq c_{\beta} e^{-\beta l} \) for some constant \( c_{\beta} > 0 \),

(iii) the cost to compute each i.i.d. realisation of \((Q_l, Q_{l-1})\) increases exponentially with rate \( \gamma > 0 \) in \( l \), in the sense that \( c_l = \text{Cost}(Q_l, Q_{l-1}) \leq c_{\gamma} e^{\gamma l} \) for some constant \( c_{\gamma} \),

for all \( l \in \mathbb{N}_0 \), when \( h_{km} = s_{km} \) for some \( s > 1 \) and \( m \in \{0, 1, 2\} \). For any \( 0 < \epsilon < e^{-1} \), the \( m \)-th derivative, of the MLMC estimator \( \hat{\Phi}_L \) of \( \Phi \in C^4(\Theta) \) with the number \( n \) of (uniform) nodes chosen according to Eq. (22), the maximum number of levels \( L \) as in Eq. (23), and level-wise sample sizes \( N_l \) given by Eq. (27), satisfies MSE \( \left( \hat{\Phi}_L^{(m)} \right) \leq \epsilon^2 \) at a computational cost that is bounded by

\[ \text{Cost} \left( \hat{\Phi}_L^{(m)} \right) \lesssim \log(\epsilon^{-1}) e^{-2m} \left\{ \begin{array}{ll} 1, & \text{if } \beta > \gamma, \\ \log(\epsilon^{-1})^2, & \text{if } \beta = \gamma, \\ \frac{\epsilon^{4n} + \epsilon}{n^{4/3}}, & \text{if } \beta < \gamma. \end{array} \right. \]

**Proof.** We begin by considering the choice of the number of interpolation points given by Eq. (22). We have that \( n = \mathcal{O} \left( \epsilon^{-\frac{3}{m}} \right) \). In the light of hypothesis (i) the optimal choice of \( L \) is given by

\[ L = \left\lceil \frac{1}{\alpha} \log \left( \frac{\sqrt{3} c_{\alpha} C_2(m) C_3(n - 1)^m}{\sqrt{w_{\epsilon}} \epsilon} \right) \right\rceil = \mathcal{O} \left( \log \left( \epsilon^{-\frac{4}{3m}} \right) \right). \quad (28) \]

Using the expression for \( N_l \) in Eq. (27) in the simplified cost model gives

\[ \text{Cost} \left( \hat{\Phi}_L^{(m)} \right) = \sum_{l=0}^{L} N_l c_l \leq \sum_{l=0}^{L} c_l + \frac{3C_2^2(m)C_3^2(n-1)^m}{w_{\epsilon}^2 \epsilon^2} \sum_{l=0}^{L} \sqrt{V_l c_l} \left( \sum_{l=0}^{L} \sqrt{V_l c_l} \right)^2, \quad (29) \]

where the first term is added to take into account the cost of computing at least one sample per level.

Using the hypothesis on the cost \( c_l \) at level \( l \), it follows from Eq. (28) that

\[ \sum_{l=0}^{L} c_l \leq c_{\gamma} \sum_{l=0}^{L} e^{\gamma l} = c_{\gamma} \frac{e^{\gamma L} - e^{-\gamma}}{1 - e^{-\gamma}} = \mathcal{O} \left( e^{-\gamma \frac{\epsilon^{4n} + \epsilon}{n^{4/3}}} \right). \quad (30) \]

In addition, we use the hypotheses on the variance \( V_l \) at level \( l \) to write

\[ \sum_{l=0}^{L} \sqrt{V_l c_l} = \sqrt{c_{\beta} c_{\gamma}} \sum_{l=0}^{L} \epsilon^{\gamma l} \left( \sum_{l=0}^{L} \epsilon^{\gamma l} \right)^{1/2} \quad (31) \]

\[ = \sqrt{c_{\beta} c_{\gamma}} \epsilon^{\gamma L} \left( \frac{e^{p l} - e^{-p}}{1 - e^{-p}} \right), \quad \text{if } \beta > \gamma, \]

\[ = (L + 1), \quad \text{if } \beta = \gamma \]

(32)

where \( p = (\gamma - \beta)/2 \). In the event that \( \beta > \gamma \), we have \( p < 0 \). In combination with Eq. (28), we have that

\[ \left( \frac{e^{p L} - e^{-p}}{1 - e^{-p}} \right) \leq \frac{e^{-p}}{e^{p} - 1} = \mathcal{O} (1). \quad (33) \]
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In the event that $\beta < \gamma$, we have that $p > 0$ and hence that
\[
\left[ \frac{e^{p L} - e^{-p}}{1 - e^{-p}} \right] = O \left( \epsilon \frac{\beta - \gamma}{m} \right).
\]
(34)

In summary, we can write that
\[
\sum_{l=0}^{L} \sqrt{V_l} \xi_l^2 = \begin{cases} O(1), & \text{if } \beta > \gamma, \\ O(\log(\epsilon^{-1})^2), & \text{if } \beta = \gamma, \\ O \left( \epsilon \frac{\beta - \gamma}{m} \right), & \text{if } \beta < \gamma. \end{cases}
\]
(35)

As a final step, we note that $c(n) = O(\log(n)) \equiv O(\log(\epsilon^{-1}))$ and that $(n - 1)^{2m} = O \left( \epsilon \frac{2m}{m} \right)$.

Combining all the terms together, we have that
\[
\text{Cost} \left( \Phi_L^{(m)} \right) \lesssim \epsilon \frac{\beta - \gamma}{m} + \log(\epsilon^{-1}) \epsilon^{-2} \frac{\beta - \gamma}{m} \begin{cases} 1, & \text{if } \beta > \gamma, \\ \log(\epsilon^{-1}), & \text{if } \beta = \gamma, \\ \epsilon \frac{\beta - \gamma}{m}, & \text{if } \beta < \gamma. \end{cases}
\]
(36)

In addition, we require that $2\alpha \geq \min(\beta, \gamma)$ for the complexity to be dominated by the second term alone and not by the first term that quantifies the cost of a single simulation. This can be seen by considering each of the following two cases. In the first case $\beta \geq \gamma$, we have
\[
\frac{4\gamma}{(4 - m)\alpha} \leq \frac{8}{4 - m} \iff 2\alpha \geq \gamma,
\]
(37)

since $m \leq 2$. For the second case $\beta < \gamma$, we have that
\[
\frac{4\gamma}{(4 - m)\alpha} \leq \frac{8}{4 - m} + \frac{4(\gamma - \beta)}{(4 - m)\alpha} \iff 2\alpha \geq \beta.
\]
(38)

This completes the proof.

\[\square\]

### 3.1 Practical aspects and tuning of hierarchy parameters

As pointed out earlier, the error bounds in Eqs. [17a]-[17d] are still not directly computable. To this end, we present below a possible way to estimate the level-wise terms $b_l$ and $V_l$, as well as the term $\|\Phi^{(4)}\|_{1,\infty(\theta)}$ based on the available samples of the MLMC estimator. To estimate the level-wise bias terms $b_l$, we first note that with the help of Hypothesis [1] from Proposition 3.1, we have that
\[
\lim_{l \to \infty} E[\phi(\cdot, Q_l)] = \Phi
\]
(39)
in $l^{\infty}(\theta)$ and hence, similar to the procedure in [11], one can obtain the heuristic estimate
\[
b_l = \|\Phi - E[\phi(\cdot, Q_l)]\|_{l^{\infty}(\theta)}
\]
(40)
\[
= \left\| \sum_{k=l+1}^{\infty} E[\phi(\cdot, Q_k)] - E[\phi(\cdot, Q_{k-1})] \right\|_{l^{\infty}(\theta)}
\]
(41)
\[
\approx \frac{\|E[\phi(\cdot, Q_l)] - \phi(\cdot, Q_{l-1})\|_{l^{\infty}(\theta)}}{(e^\alpha - 1)}.
\]
(42)

The expectation in Eq. [12] is then estimated with a Monte Carlo estimator over the $N_l$ independent and identically distributed correlated sample pairs $(Q_l^{(j), l}, Q_{l-1}^{(j), l})_{j=1}^{N_l}$, denoted by $\hat{b}_l$. The variance term $V_l$ can also be computed by replacing the expectation in Eq. [10] with a similar sample average estimator $\hat{V}_l$, yielding the following:
\[
\hat{b}_l := \frac{1}{N_l} \left\| \sum_{i=1}^{N_l} \phi(\cdot, Q_l^{(i), l}) - \phi(\cdot, Q_{l-1}^{(i), l}) \right\|_{l^{\infty}(\theta)},
\]
(43)
\[
\hat{V}_l := \frac{1}{N_l} \sum_{i=1}^{N_l} \left\| \phi(\cdot, Q_l^{(i), l}) - \phi(\cdot, Q_{l-1}^{(i), l}) \right\|^2_{l^{\infty}(\theta)}.
\]
(44)
To start the estimation procedure, one typically computes a small number of realisations on a pre-fixed small number of levels. Such a small initial hierarchy is called a “screening” hierarchy. The screening hierarchy is typically selected so that it is significantly smaller than the expected optimal hierarchy, so that the computational cost of the screening hierarchy is negligible in comparison to the optimal hierarchy. Using the screening hierarchy, one can then obtain initial estimates of $b_l$ and $\hat{V}_l$, as well as their decay rates in the levels $l$, based on which the optimal number of interpolation points $n^*$, number of levels $L^*$ and level-wise sample sizes $N_l^*$ can be selected for a prescribed tolerance $\varepsilon^2$ according to Eqs. (22), (23) and (27). A MLMC estimator can then be constructed with the estimated optimal hierarchy, upon which better estimates of $b_l$, $\hat{V}_l$ and a better MLMC estimator can be produced in an iterative manner. Such an approach was pioneered in [12].

To compute the optimal hierarchy $L^*$ and $N_l^*$ from Eqs. (23) and (27), one may need values of $b_l$ and $\hat{V}_l$ on levels $L < l \leq L^*$ beyond the current maximum level $L$ used, for which no samples are available. To this end, we fit the theorized models $c_e e^{-\alpha l}$ and $c_b e^{-\beta l}$ from Proposition 3.1 to $b_l$ and $\hat{V}_l$ respectively, for the levels where these estimates are available, using a least squares fit. We then use the level-wise biases and variances predicted by these models instead of the actual estimates in Eqs. (23) and (27).

For computing the interpolation error bound in Eq. (17b), as well as for computing the optimal number of interpolation points in Eq. (22), we are required to estimate the norm of the fourth derivative of the function $\Phi$. The estimate of the fourth derivative cannot be computed directly from the interpolant $\Phi_L(\theta)$ since $\Phi_L(\theta)$ is a cubic spline, hence $\Phi_L(\theta)$ is in $C^2(\Theta)$ and the fourth derivative does not exist. We propose instead the use of KDE techniques to solve this issue. Such a KDE smoothing procedure is used extensively through this work and is described in detail in Section 3.2.

The procedure to estimate $\|\Phi^{(4)}\|_{L^\infty(\Theta)}$ is as follows. We begin by selecting the level $[L/2]$ from the hierarchy. This level is selected since $N_{[L/2]}$ is sufficiently large to justify the KDE approach but $\Phi_{[L/2]}$ is also expected to be sufficiently close to $\Phi$. Although there may exist an optimal choice for this level, this particular choice was found to suffice for the applications in this study. A KDE-smoothened function estimate $\hat{\Phi}_{[L/2]}(\theta) := \mathbb{E}_{L/2}^{kde} [\phi(\theta, \cdot)]$ of the function $\Phi_{[L/2]}$ is produced according to the procedure described in Section 3.2, where $\mathbb{E}_{L/2}^{kde}$ is defined in Eq. (45) below. The fourth derivative $\Phi^{(4)}_{[L/2]}$ is then computed using a second order central difference approximation where $\hat{\Phi}_{L/2}$ is evaluated on a uniform grid on $\Theta$ with $n' \gg n$ points. The norm is also approximated on the same grid:

$$\|\Phi^{(4)}_{[L/2]}\|_{L^\infty(\Theta)} \approx \max_{i \in \{1, \ldots, n'\}} \|\Phi^{(4)}_{[L/2]}(\theta_i)\|_{L^\infty(\Theta)}.$$  

We summarize below the fully computable a priori error estimators:

$$\hat{e}^{(m)}_e \approx \hat{e}^{(m)} : = C_1(m) \left(\frac{\|\Phi^{(4)}_{L/2}\|_{L^\infty(\Theta)}}{n} \right)^{(4-m)},$$  

$$\hat{e}^{(m)}_b \approx \hat{e}^{(m)}_b : = C_2(m) C_3(n-1)^m b_L,$$  

$$\hat{e}^{(m)}_s \approx \hat{e}^{(m)}_s : = C_2(m) C_3(n-1)^m \left(\frac{c(n) \sum_{l=0}^{L-1} \hat{V}_l}{N_l} \right).$$

In Section 4.3, we will compare the a posteriori error estimators described here to the newly developed error estimators introduced in Section 4. As will be seen in Section 4.4, the a posteriori error estimators may prove to be too conservative and lead to hierarchies with large values of $L$ and $N_l$ when selecting these parameters to attain practical tolerances on the MSE. These hierarchies become impractically expensive to simulate. The main advantage of the a priori error estimators is that the bias and variance terms $b_l$ and $\hat{V}_l$ computed in the manner described in this section decay exponentially in the levels with the same rate as the underlying $Q^{[d]}(Q)$ (see [22]). However, the inequalities used to achieve this favourable property produce large leading constants. We will introduce new error estimators in Section 4 that preserve the exponential decay property, and consequently the complexity result in Proposition 3.1 while reducing or eliminating these leading constants.

### 3.2 Function derivative estimation by KDE based smoothing

The error estimator Eq. (46a) requires estimating the fourth derivative of the function $\Phi_L(\theta) = \mathbb{E} [\phi(\theta, Q_l)]$. For this, we could first estimate the expected value with a Monte Carlo sample average estimator. As
can be seen easily from Eq. (47), this estimate produces a piecewise linear function in $\theta$. This in turn implies that the first derivative of such a function is piecewise constant, and that second and higher order derivatives do not exist. Using an empirical direct Monte Carlo approach to estimating by Monte Carlo quantities such as $\|\Phi^{(l)}(\theta)\|_{L^\infty(\Theta)}$, which are important to the error estimation and to the procedure of adaptively selecting the hierarchy parameters, is hence not viable.

We propose the use of KDE techniques to remedy this issue. The KDE procedure for constructing derivatives of $\Phi_l$ is presented here. An appropriately smoothed probability density function $p_{l}^{kde}$ of $Q_l$ is constructed using a one dimensional Gaussian kernel centred on each of the $N_l$ fine samples $\{Q_i^{(l)}\}_{i=1}^{N_l}$ at level $l$. The function $\Phi_l$ is then approximated as follows:

$$
\Phi_l(\theta) = \int \phi(\theta, q)p_l(q)dq 
$$

(47)

$$
\approx \int \phi(\theta, q)p_{l}^{kde}(q)dq =: E_{l}^{kde}[\phi(\theta, Q_l)]
$$

(48)

where $p_{l}^{kde}(q) = \frac{1}{N_l} \sum_{i=1}^{N_l} K_{\delta_l}(q, Q_i^{(l)})$,

(49)

$K_{\delta_l}(\cdot, \mu)$ denotes the Gaussian kernel with mean $\mu$ and bandwidth parameter $\delta_l > 0$. The bandwidth parameter $\delta_l$ controls the “width” of the kernel and is related to the covariance of the underlying data. It can in principle be a function of the level $l$ and the sample size $N_l$. Here, it is chosen according to Scott’s rule [31], which ensures that $\delta_l \to 0$ as $N_l \to \infty$. Since the expressions for $K_\delta$ and $\phi$ are known, a closed form expression can be computed for $E_{l}^{kde}[\phi(\theta, Q_l)]$, which is a $C^\infty$ function in $\theta$ due to the smoothness of the Gaussian kernel. The smoothed expression can then be evaluated on a fine grid in $\Theta$ with $n' \gg n$ points and derivatives can be evaluated exactly, or more conveniently, estimated by finite difference formulas.

The KDE procedure will also be used in the novel bias estimator proposed in Section 4.1. The novel bias estimator requires, in particular, estimating the quantities $\left\|S_l^{(n)}(\Theta)\right\|_{L^\infty(\Theta)}$. For estimating such quantities, which require the computation of derivatives of $\Phi$, the KDE smoothing follows a similar procedure. However, the density is now bivariate, namely characterising the distribution of the two correlated random variables $Q_l$ and $Q_{l-1}$:

$$
E[\phi(\theta, Q_l) - \phi(\theta, Q_{l-1})] = \int \int [\phi(\theta, q_l) - \phi(\theta, q_{l-1})] p_{l,l-1}(q_l, q_{l-1})dq_ldq_{l-1}
$$

(50)

$$
\approx \int \int [\phi(\theta, q_l) - \phi(\theta, q_{l-1})] p_{l,l-1}^{kde}(q_l, q_{l-1})dq_ldq_{l-1}
$$

(51)

$$
=: E_{l,l-1}^{kde}[\phi(\theta, Q_l) - \phi(\theta, Q_{l-1})]
$$

(52)

where $p_{l,l-1}^{kde}(q_l, q_{l-1}) = \frac{1}{N_l} \sum_{i=1}^{N_l} K_{\delta_l}(q_l, Q_i^{(l)}) K_{\delta_{l-1}}(q_{l-1}, Q_{i-1}^{(l)})$.

(53)

The bandwidth parameters $\delta_l$ and $\delta_{l-1}$ are chosen according to Scott’s rule based on the sample sets $\{Q_i^{(l)}\}_{i=1}^{N_l}$ and $\{Q_i^{(l-1)}\}_{i=1}^{N_l}$, respectively. One consequence of this method of bandwidth parameter selection is that the parameter $\delta_l$ will be larger on fine levels where $N_l$ is typically small. Although the joint density $p_{l,l-1}$ will tend to concentrate around the diagonal as $l$ increases, the KDE density may include a significant off-diagonal mass for large values of $\delta_l$ and $\delta_{l-1}$. This may induce a larger variance of the estimator in Eq. (52) with respect to naively estimating the expectation in Eq. (50) using Monte Carlo. The advantage of using Eq. (52), over a Monte Carlo estimate of Eq. (50), is that one can differentiate the approximation in Eq. (52) with respect to $\theta$, since the resulting expression is smooth with respect to $\theta$.

One can also use anisotropic or more complex choices for the kernel, which may require numerical integration or special quadrature. However, for the purposes of this work, the isotropic Gaussian kernel was found to suffice. In addition to being able to compute higher order derivatives of function estimates, the KDE based smoothing approach also provides other important benefits to the error estimation and adaptivity that will be demonstrated in Section 4.4.
4 Novel error estimators for function derivatives

As will be demonstrated numerically in Section 4.1 below, the a priori interpolation error estimator \( \tilde{e}_b^{(m)} \) in Eq. (46b), provides a satisfactory error bound in practice. Moreover, the interpolation error is often much smaller than the bias and statistical error terms, at least for the cases explored in this work. As a result, we primarily target the accurate estimation of the bias and statistical error terms. In fact, we propose here new estimators for these quantities that provide tighter bounds on the corresponding true errors, while also preserving the same decay rates with respect to \( l \) as the a priori level-wise bias and variance contributions \( b_l \) and \( V_l \) and lead eventually to the complexity bound of Proposition 3.1.

4.1 Bias term

We begin with the bias term \( e_b^{(m)} \) in the expression for the MSE on \( \hat{\Phi}_L^{(m)} \) in Eq. (15). The a priori bound \( e_b^{(m)} \) from Eq. (17c), together with the hypotheses from Proposition 3.1, implies that \( e_b^{(m)} \) can be upper-bounded as follows,

\[
e_b^{(m)} := \left\| S_n^{(m)} \left( \Phi(\theta) - \mathbb{E} \left[ \hat{\Phi}_L(\theta) \right] \right) \right\|_{L^\infty(\Theta)} \lesssim e^{-\alpha L},
\]

with a hidden constant, possibly depending on the derivative order \( m \) and the number of interpolation points \( n \). Combining this with the implication from Eq. (39), this in turn implies that the level-wise differences \( \left\| S_n^{(m)} \left( \mathbb{E} \left[ \hat{\Phi}_L(\theta) - \hat{\Phi}_{L-1}(\theta) \right] \right) \right\|_{L^\infty(\Theta)} \) decay with at least a rate \( \alpha \) in the levels \( l \); then proceeding as in Eq. (42), we can reasonably estimate the bias error as follows:

\[
e_b^{(m)} \approx \frac{\left\| S_n^{(m)} \left( \mathbb{E} \left[ \hat{\Phi}_L(\theta) - \hat{\Phi}_{L-1}(\theta) \right] \right) \right\|_{L^\infty(\Theta)}}{(e^\alpha - 1)}.
\]

The expectation on the right-hand side could in practice be estimated using a sample average Monte Carlo estimator with the \( N_L \) samples on the finest level \( L \), for example:

\[
\mathbb{E} \left[ \hat{\Phi}_L - \hat{\Phi}_{L-1} \right] = \mathbb{E} \left[ \phi(\cdot, Q_L) - \phi(\cdot, Q_{L-1}) \right] \\
= \int [\phi(\cdot, q_L) - \phi(\cdot, q_{L-1})] p_{L,L-1}(q_L, q_{L-1}) dq_L dq_{L-1} \\
\approx \frac{1}{N_L} \sum_{i=0}^{N_L} \phi(\cdot, Q_{i,L}) - \phi(\cdot, Q_{i,L-1}),
\]

where we denote the true joint probability density of the bivariate random variable \((Q_L, Q_{L-1})\) as \( p_{L,L-1} \) and have replaced it with the empirical measure induced by the Monte Carlo estimator. As was seen in Section 3.2, this approximation causes issues when computing quantities that depend on derivatives of such a Monte Carlo estimator; namely that the first derivative is piecewise constant and that the second and higher derivatives do not exist for such an estimator. This results in level-wise bias estimators that no longer satisfy the decay hypotheses of Proposition 3.1.

This problem was solved in the a priori estimator \( \tilde{e}_b^{(m)} \) in Eq. (46b) by using spline inverse inequalities and, instead, directly estimates the term \( S_n^{(m)} \left( \mathbb{E} \left[ \hat{\Phi}_L - \hat{\Phi}_{L-1} \right] \right) \) using the KDE technique described in Section 3.2 to smooth the empirical measure; that is, approximating the unknown joint density \( p_{L,L-1} \) by a bivariate KDE smoothed density \( \hat{p}_{L,L-1} \) as described in Section 3.2.

The resultant novel estimator for \( e_b^{(m)} \) is hence given by

\[
e_b^{(m)} \approx \tilde{e}_b^{(m)} := \frac{\left\| S_n^{(m)} \left( \mathbb{E} \left[ \hat{\Phi}_L(\theta, Q_L) - \hat{\Phi}(\theta, Q_{L-1}) \right] \right) \right\|_{L^\infty(\Theta)} {\tilde{e}}_{b,new}^{(m)} \] \( \approx \frac{\tilde{e}_b^{(m)}}{(e^\alpha - 1)} \),
\]

where we have defined the level-wise bias terms \( \tilde{e}_b^{(m)}, l \in \{0, \ldots, L\} \). In practice, the decay rate \( \alpha \) is estimated by fitting the model \( c_\alpha e^{-\alpha l} \) by least squares fit on the estimates \( \tilde{e}_b^{(m)} \) for \( l \in \{1, \ldots, L\} \).
4.2 Statistical error term

The squared statistical error term in Eq. (15) has the form

\[(e_s^{(m)})^2 = E \left[ \left\| s_n^{(m)} \left( \hat{\Phi}_L(\Theta) - E \left[ \hat{\Phi}_L(\Theta) \right] \right) \right\|_{L^\infty(\Theta)}^2 \right]. \tag{60}\]

The a priori bound described in Section 3 for the statistical error also suffers from a possibly large leading constant that results in conservative statistical error estimates, as will be highlighted below. As an alternative, we propose the use of a bootstrapping technique to estimate this term as follows. First, observe that a MLMC estimator \( \hat{\Phi}_L^{(m)} \) of \( \Phi^{(m)} \) is defined through the hierarchy of samples denoted by

\[Q = \left\{ \{Q^{(i,l)}_l\}_{i=1}^{N_l} \right\}_{l=0}^L, \tag{61}\]

The idea behind bootstrapping is to create \( N_{bs} \in \mathbb{N} \) new MLMC estimators of \( \Phi \) denoted \( \hat{\Psi}_1, \hat{\Psi}_2, \ldots, \hat{\Psi}_{N_{bs}} \), each defined by a hierarchy of samples of the same size as the original hierarchy \( Q \). For each \( \hat{\Psi}_j \), this is done by randomly selecting \( N_l \) sample pairs \( (\tilde{Q}^{(j,i,l)}_l, Q^{(j,i,l)}_{l-1}) = (Q^{(M_{ij,l})}_l, Q^{(M_{ij,l})}_{l-1}) \), \( i = \{1, ..., N_l\} \) with \( M_{ij,l} \sim U(\{1, ..., N_l\}) \) and \( j = \{1, ..., N_{bs}\} \) at each level \( l \) to define a resampled hierarchy \( Q_j \) by:

\[Q_j = \left\{ \{Q^{(j,i,l)}_l\}_{i=1}^{N_l} \right\}_{l=0}^L, \quad j = \{1, ..., N_{bs}\}. \]

The bootstrapped MLMC estimate \( \hat{\Psi}_j \) defined through \( Q_j \) then also provides an estimator of \( \Phi^{(m)} \). Using the sample of \( N_{bs} \) bootstrapped MLMC estimators, one can approximate the expectations in Eq. (60) by sample averages over the bootstrapped MLMC estimators. That is, the statistical error \( e_s^{(m)} \) can be estimated by the bootstrapped estimate \( \hat{e}_{s,new}^{(m)} \) as

\[(e_s^{(m)})^2 \approx (\hat{e}_{s,new}^{(m)})^2 := \frac{1}{N_{bs}} \sum_{j=1}^{N_{bs}} \left\| S^{(m)}_n \left[ \hat{\Psi}_j(\Theta) - \hat{\Psi}(\Theta) \right] \right\|_{L^\infty(\Theta)}^2, \tag{62}\]

where \( \hat{\Psi} \) denotes the sample average of \( \{\hat{\Psi}_j\}_{j=1}^{N_{bs}} \).

The choice of \( N_{bs} \) is made adaptively. First, it is set to an initial fixed value. Then, since Eq. (62) is a Monte Carlo estimator, the sample variance of the \( L^\infty(\Theta) \)-norms is used to estimate the MSE of the statistical error estimate. If this MSE exceeds a fixed fraction of the statistical error tolerance \( \epsilon_s^2 \), the number of bootstrapped samples \( N_{bs} \) is doubled, and the process is repeated until the tolerance is satisfied. In addition, since the cost of bootstrapping and interpolating is negligible in comparison to sample generation costs, \( N_{bs} \) can be arbitrarily large without a significant additional cost to computing the MLMC estimator \( \hat{\Phi}_L^{(m)} \) itself.

4.3 Summary of novel error estimator

To summarise the developments above, we have proposed novel bias and statistical error estimators to improve on the properties of the a priori error estimator demonstrated in Section 3. The final estimator reads:

\[
\text{MSE} \left( \hat{\Phi}_L^{(m)} \right) \leq 3C^2(\epsilon_s) \left\| R^{(4)}_{\epsilon_s}(L/2) \right\|_{L^\infty(\Theta)}^2 \left( \frac{|\Theta|}{n} \right)^{2(4-m)} + 3 \left( \hat{e}_{L,new}^{(m)} \right)^2 + \frac{3}{\epsilon_s^2} \sum_{j=1}^{N_{bs}} \left\| S^{(m)}_n \left[ \hat{\Psi}_j(\Theta) - \hat{\Psi}(\Theta) \right] \right\|_{L^\infty(\Theta)}^2. \tag{63}\]

In fact, we will show in the following section that the new error estimator preserves decay rates of the underlying MLMC while reducing or eliminating large leading constants and leading to a tighter error bound.
4.4 Demonstration and comparison of error estimators

To demonstrate the performance of the error estimators introduced in the previous sections, we introduce a simple toy problem. Specifically, we consider a random Poisson equation in two spatial dimensions,

$$-\Delta u = f, \quad \text{in } D = (0,1)^2,$$

(64)

with homogeneous Dirichlet boundary conditions. The forcing term $f$ is given by

$$f(x) = -C\xi(x_1^2 + x_2^2 - x_1 - x_2), \quad 0 \leq x_1, x_2 \leq 1,$$

(65)

with $\xi$ being a random variable distributed according to the Beta$(2,6)$ distribution and $C > 0$ a positive constant. This problem was also used as a demonstrative example in the companion paper [23] of this work, in order to demonstrate MLMC estimators for higher order central moments. For this forcing term, the solution to the Partial Differential Equation (PDE) can be computed explicitly and reads

$$u(x_1,x_2) = C\xi x_1 x_2 (1-x_1)(1-x_2)/2.$$

(66)

The QoI we consider is the spatial average of the solution, that is

$$Q := \int_D u \, dx = \frac{C}{72} \xi.$$

(67)

For the remainder of the study, we set $C = 432$, leading to $Q = 6\xi$.

Since we have the explicit dependence of the QoI $Q$ on the random input $\xi$, we can easily compute the exact distribution of $Q$ given that we know the distribution of $\xi$. In particular, we can compute $\Phi(\theta) = \mathbb{E}[\phi(\theta,Q)]$ with $\phi$ as in Eq. (4) exactly for any $\tau \in (0,1)$. Indeed, the density $p_\eta$ of a random variable $\eta = \kappa \xi$ with $\kappa > 0$ reads:

$$p_\eta(x) = \frac{42}{\kappa}(1 - \frac{x}{\kappa})^5 \frac{x}{\kappa}, \quad x \in [0,\kappa].$$

(68)

Setting $\kappa = 6$ leads to the following form for $\Phi$ based on the density $p_Q$ of $Q = 6\xi$:

$$\Phi(\theta) = \theta + \frac{1}{1-\tau} \int_0^\theta (q-\theta)^+ p_Q(q) dq$$

$$= \theta - \frac{(\theta - 6)^2(\theta + 2)}{373248(1-\tau)}.$$

(69)

We plot the true CDF $F_Q(\theta) := \mathbb{P}(Q \leq \theta)$ in Fig. 1. We also list the true values of the VaR $q_\tau$ and the CVaR $c_\tau$ for different significances $\tau$ in Table 1.

![Figure 1: CDF $F_Q$ of $Q$ for the Poisson problem.](image)

| $\tau$ | $q_\tau$ | $c_\tau$ |
|---|---|---|
| 0.6 | 1.611077 | 2.369803 |
| 0.7 | 1.885696 | 2.578204 |
| 0.8 | 2.225169 | 2.843327 |
| 0.9 | 2.715390 | 3.236473 |

Table 1: VaR and CVaR values for the QoI associated with Poisson problem.

For the numerical assessment of the error estimators, the Poisson problem in Eq. (64) is discretised using second order central finite differences on a hierarchy of uniform meshes, where the number of degrees of freedom at level $l$ is given by $(5 \times 2^l - 2)^2$. The resultant system is solved directly using sparse LU factorisation. The approximations $\{Q_l\}_{l=0}^L$ are also linear in the random variable $\xi$ and hence, the solution for each discretisation can be precomputed for a fixed value $\xi = 1$ and simply multiplied afterwards by the random realization of $\xi$ to yield the random QoI. In addition, this implies that the “true” function $\Phi_l$ is also known in closed-form for all levels.
4.4.1 Assessment of the interpolation error estimator

We compute the true interpolation error by considering the true function \( \Phi \) presented in Eq. (69) for \( \tau = 0.7 \). The interval of interest is selected to be \( \Theta \equiv [1.5, 2.5] \), since we expect the 70% Value at Risk to be within this interval (cf. Table 1). The true interpolation error \( \hat{e}_{i, \text{true}}^{(m)} \) of the \( m \)-th derivative of \( \Phi \) is given by

\[
\hat{e}_{i, \text{true}}^{(m)} = \left\| S_n^{(m)}(\Phi(\theta)) - \Phi_i^{(m)} \right\|_{L^\infty(\Theta)}.
\]

We compare this with the fully a priori estimate \( \hat{e}_{i}^{(m)} \), introduced in Eq. (46a). Instead of the data-driven method described in Section 3, the norm of the fourth derivative of \( \Phi \) is estimated using the analytical form of \( \Phi^{(4)} \) evaluated on a fine grid, in order to focus solely on the quality of the error estimator.

Fig. 2 compares the estimator \( \hat{e}_{i}^{(m)} \) with the true error for different values of the number of interpolation points \( n \) and for different derivatives \( \Phi^{(m)} \) for \( m \in \{0, 1, 2\} \). As can be seen from plots in that figure, \( \hat{e}_{i}^{(m)} \) produces a satisfactory bound on the true error for the range of interpolation points tested, and for all values of \( m \in \{0, 1, 2\} \). The figure also shows that both the true error and the error estimate \( \hat{e}_{i}^{(m)} \) follow the expected decay, which is \( O(n^{4-m}) \).

![Figure 2: True interpolation error \( \hat{e}_{i, \text{true}}^{(m)} \) and interpolation error estimator \( \hat{e}_{i}^{(m)} \) for different numbers of interpolation points \( n \) and different order of derivatives \( m \) of \( \Phi \).](image)

4.4.2 Assessment of bias estimators

To demonstrate the performance of the novel KDE-based bias estimator \( \hat{e}_{b, \text{new}}^{(m)} \), described in Section 4.4.1, we compare it with two alternative methods for bias error estimation. The first method is the fully a priori bias estimator \( \hat{e}_{b}^{(m)} \) given in Eq. (46a). The second method is to naively estimate the bias using an empirical mean without KDE smoothing, wherein the pointwise estimates obtained in Eq. (50) are directly interpolated. Note that the number of interpolation points is fixed during this study to \( n = 10 \), which ensures that the interpolation error is much smaller in comparison to the bias as can be inferred from Figs. 2 and 3. We also fix the level \( \ell = 5 \) for this study. The true error is given by

\[
\hat{e}_{b, \text{true}}^{(m)} = \left\| \Phi_i^{(m)} - \Phi_i^{(m)} \right\|_{L^\infty(\Theta)},
\]

which we approximate accurately by evaluating the norm on a very fine grid using the known functions \( \Phi_i \) and \( \Phi \) and their derivatives. The a priori estimate, as was described in Section 4.4.1, is given by

\[
\hat{e}_{b}^{(m)} \equiv \frac{C_2(m)C_3(n-1)^m}{(e^\alpha - 1)} \hat{b}_L,
\]

where we used the \( N_l \) samples available on level \( l \) to estimate the expectation. The naive non-smoothened estimate is given instead by

\[
\hat{e}_{b, \text{naive}}^{(m)} \equiv \frac{1}{(e^\alpha - 1)} \left\| S_n^{(m)} \left( \frac{1}{N_l} \sum_{i=1}^{N_l} \phi(\theta, Q_i^{(\mu)}) - \phi(\theta, Q_i^{(\mu)}) \right) \right\|_{L^\infty(\Theta)}.
\]
Lastly, the KDE-smoothened error estimator is given by

\[ \hat{e}^{(m)}(b, \text{new}) = \frac{\hat{b}^{(m)}(L, \text{new})}{(e^\alpha - 1)}, \]

where \( \hat{b}^{(m)}(L, \text{new}) \) is defined in Eq. (59) and computed as described in Section 4.1. In both Eqs. (72) and (73), the norm is evaluated on a fine grid with \( n' = 1000 \) points. For the decay rate \( \alpha \), we use the theoretical result that for a hierarchy of meshes whose characteristic mesh size decays as \( 2^{-l} \) in the levels \( l \), the second order central finite difference scheme yields a bias error decay rate of \( 2^{-2l} \), giving \( \alpha = 2 \ln(2) \approx 1.39 \).

Fig. 3 summarises the results on the performance of these bias estimators. We plot each of the error estimators as well as the true error for different sample-sizes \( N_l \) for fixed \( l \) and for different orders of derivatives of \( \Phi \). For each value of \( N_l \), we create 20 independent realizations of \( N_l \) correlated sample pairs and for each set of \( N_l \) correlated sample pairs, we evaluate the different bias error estimators. We observe that the fully a priori error estimate becomes increasingly conservative for higher order derivatives \( m \). The naive non-smoothened error estimator significantly improves on the a priori estimator but still overestimates the error for higher derivatives and small sample sizes. This is to be expected since we numerically differentiate a non-smooth function. The novel KDE-based approach clearly provides the tightest bound on the true error among the three estimators, consistently for all values of \( m \).

Figure 3: Comparison of bias error estimators \( \hat{e}^{(m)}(b) \), \( \hat{e}^{(m)}(b_{\text{naive}}) \) and \( \hat{e}^{(m)}(b_{\text{new}}) \) for different sample sizes and for different derivatives of \( \Phi \).

Moreover, the KDE-based approach preserves the underlying decay rate of the QoI with respect to the level \( l \). To illustrate this, we compute a hierarchy that uses 100 samples per level for 5 levels. A hierarchy of this size is sampled independently 20 times and the resulting bias estimates are plotted against levels for each realisation of the hierarchy. These results are summarised in Fig. 4. The average least-squares-fit decay rate over these 20 simulations is computed and shown in the corresponding figure legend. We reiterate that theoretical considerations predict that the bias decays at a rate \( \alpha = 2 \log(2) \approx 1.39 \), independent of the order \( m \) of the derivative. As can be seen from the figure, the a priori estimates capture the correct decay rate but are conservative on the true error. In addition, they become drastically more conservative for higher order derivatives. The naive approach provides a much tighter bound than the a priori approach, but its decay rate deteriorates at least for the second order derivative. The KDE approach, on the other hand, provides the tightest bound while also preserving the correct underlying decay rate.
4.4.3 Statistical error comparison

The statistical error is controlled by the level-wise sample sizes. To assess the quality of the novel statistical error estimator that was introduced in Section 4.2, we consider three types of hierarchies, all of the general form

\[ N_l = \lfloor N_0 2^{rl} \rfloor, \quad l \in \{0, 1, ..., L\}. \]  \hspace{1cm} (74)

For the simulations performed in this section, we fix \( L = 5 \) and consider \( r \in \{-1, 0, 1\} \). These values of \( r \) generate hierarchies where \( N_l \) decreases, stays the same, and increases with \( l \), respectively. Although hierarchies where \( N_l \) increases with \( l \) do not occur in practice, they are nevertheless investigated here to assess the robustness of the error estimator. By selecting different values of \( N_0 \), one can determine the hierarchy fully.

We propose estimating the statistical error as follows. The true statistical error \( e_{s,\text{tru}}^{(m)} \), which is not readily computable in this case, is estimated using a brute force strategy where we repeat the MLMC procedure \( N_{\text{ref}} = 10^4 \) times. The squared true error is then estimated as:

\[ (e_{s,\text{tru}}^{(m)})^2 \approx \frac{1}{N_{\text{ref}}} \sum_{i=1}^{N_{\text{ref}}} \| S_h^{(m)} (\hat{\Phi}_{L,i} - \Phi_L) \|_{L_\infty(\Theta)}^2, \]  \hspace{1cm} (75)

where \( \hat{\Phi}_{L,i} \) denotes the \( i \)th simulation of an MLMC hierarchy whose parameters are given by Eq. (74) for a given \( r \) and \( N_0 \). For the novel bootstrapped statistical error estimate introduced in Section 4.2 we create one realisation of the hierarchy in Eq. (74) and create \( N_{\text{bs}} = 100 \) bootstrapped realisations of the resulting MLMC estimator. The statistical error estimate \( \hat{e}_{s,\text{new}}^{(m)} \) is then computed as described in Section 4.2 and in Eq. (62). We do not change \( N_{\text{bs}} \) adaptively in this demonstration and keep the value fixed. We perform the above study for the three different types of hierarchy in Eq. (74), and for the first two derivatives of \( \Phi \), as well as for \( \Phi \) itself. For each hierarchy shape and derivative, we test for different values of the hierarchy size parameter \( N_0 \).

The results are shown in Fig. 5. The a priori statistical error estimate given by Eq. (46c) and the bootstrapped statistical error estimate given by Eq. (62) are plotted alongside the true statistical error for decreasing, uniform and increasing hierarchies and for different derivatives of \( \Phi \). As can be observed from the figure, the bootstrapped statistical error estimate provides a tight bound on the true error for the range of hierarchies and derivatives tested, whereas the a priori statistical error estimator defined in Eq. (46c) clearly provides overly conservative estimates for \( m = 1, 2 \).
Figure 5: Statistical error estimator comparison of $e^{(m)}_s$ and $e^{(m)}_{s,new}$. From left to right, increasing order of derivative $m$ of $\Phi$. From top to bottom, decreasing, uniform and increasing hierarchies of different sizes.

5 Tuning the MLMC hierarchy using the novel error estimators

In the previous sections, we have presented effective error estimators for the MSE contributions of the MLMC estimator of $\Phi^{(m)}$. The next step will be to adapt the MLMC hierarchy based on such an error estimator to achieve a prescribed tolerance on the MSE in a cost-optimal way. This implies that one should choose adaptively the number of interpolation points $n$, the maximum discretisation level $L$ and the level-wise sample sizes $N_l$. We discuss a possible way to do this for the MSE on $\Phi^{(m)}_L$ and quantities derived from it, focusing on the PDF the CDF the VaR and the CVaR as defined in Eq. (6). The procedure is, of course, similar to the adaptive procedure described in Section 3 for the fully a priori error estimators, but tailored here to the current setting.

5.1 MLMC tuning procedure for linear combinations of MSEs

It can be seen from Eq. (6) that the MSE of the CDF and the PDF are directly proportional to the MSE of $\Phi^{(1)}_L$ and $\Phi^{(2)}_L$, respectively. In addition, as will be shown in Section 5.4, Lemma 5.2, the MSE of the VaR and of the CVaR can be bounded by a linear combination of the MSEs of $\Phi_L$ and $\Phi^{(1)}_L$. For these reasons, we first present a method to calibrate the MLMC estimator of any arbitrary quantity $s_r$ with corresponding estimate $\hat{s}_r$, whose MSE can be bounded by linear combinations of the form

$$\text{MSE}(\hat{s}_r) \leq k_0 \text{MSE}(\Phi_L) + k_1 \text{MSE}(\Phi^{(1)}_L) + k_2 \text{MSE}(\Phi^{(2)}_L), \quad k_0, k_1, k_2 \geq 0. \quad (76)$$
Each of the three terms decomposes into its three respective error contributions, which can then be combined to yield global interpolation errors and statistical error contributions:

$$\text{MSE} (\hat{s}_i) \leq 3 \left\{ \sum_{m=0}^{2} k_m \left( \epsilon^{(m)}_i \right)^2 + \sum_{m=0}^{2} k_m \left( \epsilon^{(m)}_b \right)^2 + \sum_{m=0}^{2} k_m \left( \epsilon^{(m)}_s \right)^2 \right\}. \tag{77}$$

We require the $$\text{MSE}$$ to satisfy a tolerance $$\epsilon^2$$ with each of the three squared error contributions on the right-hand side of Eq. (77) satisfying their corresponding tolerances $$\epsilon^2_i$$, $$\epsilon^2_b$$ and $$\epsilon^2_s$$ as defined in Eq. (21). In addition, each of the terms $$\epsilon^{(m)}_i$$, $$\epsilon^{(m)}_b$$ and $$\epsilon^{(m)}_s$$ is estimated using the error estimators $$\hat{\epsilon}^{(m)}_i$$, $$\hat{\epsilon}^{(m)}_b$$ and $$\hat{\epsilon}^{(m)}_s$$ defined in Eqs. (46a), (59) and (62) respectively.

As described in Section 3, the interpolation error is controlled solely by the number of interpolation points. To determine it, we require that the squared interpolation error term in Eq. (77) satisfies the condition:

$$\left\| Y^{(4)}_{L/2} \right\|_{L^\infty(\Theta)}^2 \sum_{m=0}^{2} k_m C^2_i (m) \left( \frac{m}{n} \right)^{2(4-m)} \leq \epsilon^2_i, \tag{78}$$

which results from each term $$\epsilon^{(m)}_i$$ in the interpolation error contribution of Eq. (77) being bounded by its estimator $$\hat{\epsilon}^{(m)}_i$$ in Eq. (46a). Determining $$n$$ such that equality holds in Eq. (78) requires finding the roots of a polynomial of the form $$a_8 n^8 + a_7 n^7 + a_6 n^6 + a_5 n^5 + a_4 n^4 + a_3 n^3 + a_2 n^2 + a_1 n + a_0 = 0$$ for $$a_8, a_7, a_6, a_5, a_4, a_3, a_2, a_1, a_0 \geq 0$$. In case of multiple real roots, the smallest positive root is taken and the optimal number of interpolation points $$n^*$$ is, in practice, taken to be the smallest integer larger than this root.

The bias error is controlled by the number of levels $$L$$. To determine it, we first estimate the level-wise bias terms $$\hat{\epsilon}^{(m)}_{l,new}$$, $$l \in \{1, ..., L \}$$ for $$m \in \{0, 1, 2 \}$$. We then enforce the condition that the squared bias error term in Eq. (77), with each of the terms $$\epsilon^{(m)}_b$$ replaced by the corresponding estimator $$\hat{\epsilon}^{(m)}_{b,new}$$, satisfies the tolerance $$\epsilon^2_b$$. However, we recall that bias estimates are unavailable for levels $$l > L$$ and are available only on levels where samples have already been computed. As a result, to determine the optimal choice of level $$L^*$$, the bias decay models $$c_{\alpha,m} e^{-L \alpha_m}$$ are first constructed by least squares fits respectively on the level-wise bias estimates $$\hat{\epsilon}^{(m)}_{l,new}$$, $$l \in \{1, ..., L \}$$ for each $$m \in \{0, 1, 2 \}$$. We then require the squared bias error term, with the terms $$\hat{\epsilon}^{(m)}_{l,new}$$ in $$\hat{\epsilon}^{(m)}_{b,new}$$ replaced by the corresponding model $$c_{\alpha,m} e^{-L \alpha_m}$$, to satisfy the following conditions:

$$\sum_{m=0}^{2} k_m e^{2} c_{\alpha,m} e^{-2L \alpha_m} \leq \epsilon^2_b \tag{79}$$

on $$L$$. The appropriate choice of level $$L^*$$ is selected to be the minimum level that satisfies the above condition in Eq. (79). Although all three rates $$\alpha_m, m \in \{0, 1, 2 \}$$ are expected to be the same in most cases, small differences can exist in practice due to estimation errors.

To select the appropriate level-wise sample sizes $$N_l$$, we are required to localize the bootstrapped statistical error estimator $$\hat{\epsilon}^{(m)}_{s,new}$$ over the levels $$l$$. We propose an algorithm to accomplish this based on rescaling the level-wise variances $$\hat{V}_l$$ defined in Eq. (44), thus preserving the same squared statistical error splitting between levels as in the case of the a priori error estimator. We first discuss the case of a single term in Eq. (77) ($$k_m = 1, k_j = 0, j \neq m$$). Recall from Section 3 that the level-wise sample sizes $$N_l$$ are selected to minimise the total cost subject to the constraint that the statistical error $$\epsilon^2_s$$ satisfies a given tolerance. The a priori error estimator $$\hat{\epsilon}^{(m)}_s$$ in Eq. (46c) is naturally split over the levels as

$$\left( \hat{\epsilon}^{(m)}_s \right)^2 = \sum_{l=0}^{L} K(n,m) \frac{\hat{V}_l}{N_l} \tag{80}$$

where $$K(n,m) = C^2_i(m) C^2_i(n-1)^2 c(m)$$, $$\{N_l\}_{l=0}^L$$ denotes the hierarchy based on which $$\hat{\epsilon}^{(m)}_s$$ is computed and $$\hat{V}_l$$ is defined as in Eq. (44) and hence, is independent of $$m$$. On the other hand, the new error estimator $$\hat{\epsilon}^{(m)}_{s,new}$$ based on bootstrapping does not provide such an immediate notion of how each level contributes to the overall statistical error and as such provides only a global statistical error estimate. To overcome this limitation, we propose using the error splitting structure of the a priori statistical error estimator in
Eq. (80), however replacing the large constant $K(n, m)$, which is responsible for the overly conservative error bound of $\hat{e}_s^{(m)}$ exemplified in Section 4.4.3, with a new one so that the total error matches the computable a posteriori estimator $\hat{e}_s^{(m)}_{n, \text{new}}$. In particular, we introduce the redefined level-wise variances $\hat{V}_l$, computed such that

$$\hat{e}_s^{(m)}_{n, \text{new}})^2 = \sum_{l=0}^{L} \frac{\hat{V}_l}{N_l},$$

where each $\hat{V}_l$ is a rescaled version of $\bar{V}_l$ and the same scaling constant is used across levels. It follows that the rescaled variances $\hat{V}_l$ decay at the same rate over levels as the a priori variances $\bar{V}_l$. Specifically, we define the rescaled variances $\hat{V}_l$ as follows:

$$\hat{V}_l = r_c \bar{V}_l, \quad \text{where } r_c := \frac{(\hat{e}_s^{(m)}_{n, \text{new}})^2}{\sum_{k=0}^{L} \frac{\bar{V}_k}{N_k}}.$$  \hspace{1cm} (82)

We refer to $r_c$ as the rescaling ratio. The formulation of the cost optimisation problem then proceeds similarly to Section 3 with $\bar{V}_l$ replaced by $\hat{V}_l$. As before, we neglect the evaluation and interpolation costs $c_\ell$ and $c_{\text{eval}}$ since they are negligible in comparison to $c_\ell$ for the type of applications considered in this work. We require that the statistical error satisfies the prescribed tolerance $c_\epsilon^2$ while minimising the total cost of the simulation. Similar to the constrained optimisation problem for the a prior estimators described in Section 3, the approach here yields the following optimal level-wise sample sizes:

$$N_l^* = \left[ \frac{1}{c_\epsilon^2} \sqrt{\frac{\hat{V}_l}{c_\ell}} \sum_{k=0}^{L} \sqrt{\hat{V}_k c_\ell} \right] = \left[ r_c \frac{1}{c_\epsilon^2} \sqrt{\frac{\hat{V}_l}{c_\ell}} \sum_{k=0}^{L} \sqrt{\hat{V}_k c_\ell} \right].$$

We now justify the choice of rescaling factor with the following theoretical result. We first establish upper and lower bounds on the true squared statistical error $\sum_{m=0}^{2} k_m (\hat{e}_s^{(m)})^2$ in terms of the true level-wise variances $\hat{V}_l$ defined in Eq. (19).

**Lemma 5.1.** Let $\hat{\Phi}_L$ be the estimator defined in Eq. (9) to approximate $\Phi \in C^4(\Theta)$ and $\{V_l\}_{l=0}^{L}$ be the true corresponding level-wise variances as defined in Eq. (19). Then there exist positive constants $\lambda(n)$ and $K_{\text{low}}(n, m)$ such that:

$$\frac{\lambda(n)}{|\Theta|} \sum_{l=0}^{L} \frac{V_l}{N_l} \leq \sum_{m=0}^{2} k_m (\hat{e}_s^{(m)})^2 \leq \left( \sum_{m=0}^{2} k_m K(n, m) \right) \sum_{l=0}^{L} \frac{V_l}{N_l}. $$

\hspace{1cm} (85)

**Proof.** The upper bound follows directly from the a priori statistical error bound introduced in Eq. (174) in Section 3. The lower bound is derived as follows. We first define the function $\Gamma := \hat{\Phi}_L - E[\hat{\Phi}_L] : \Theta \to \mathbb{R}$. We then have:

$$(\hat{e}_s^{(m)})^2 = E \left[ \left\| \mathcal{S}_n^{(m)} (\Gamma(\theta)) \right\|_{L^2(\Theta)}^2 \right] \geq \frac{1}{|\Theta|} E \left[ \left\| \mathcal{S}_n^{(m)} (\Gamma(\theta)) \right\|_{L^2(\Theta)}^2 \right],$$

since $\Theta$ is bounded. The cubic spline interpolant $\mathcal{S}_n (\Gamma(\theta))$ over a set of point evaluations $\Gamma(\theta) \in \mathbb{R}^n$, $\theta = \{\theta_1, ..., \theta_n\}$, can be written as a linear combination of suitable basis functions $\psi_i(\theta)$, $i \in \{1, ..., n\}$:

$$\mathcal{S}_n (\Gamma(\theta)) = \sum_{i=1}^{n} \Gamma(\theta_i) \psi_i(\theta).$$

\hspace{1cm} (87)
This then implies that
\[
\left\| S_n^{(m)}(\Gamma(\theta)) \right\|_{L^2(\Theta)}^2 = \sum_{i,j=1}^n \Gamma(\theta_i)\Gamma(\theta_j) \int_\Theta \psi_i^{(m)}(\theta)\psi_j^{(m)}(\theta)d\theta = \Gamma(\theta)^T B^{(m)} \Gamma(\theta),
\]
where \( B^{(m)} \in \mathbb{R}^{n \times n} \) is a matrix whose entries are given by \( B_{ij}^{(m)} = \int_\Theta \psi_i^{(m)}(\theta)\psi_j^{(m)}(\theta)d\theta \). It then follows that:
\[
\sum_{m=0}^2 k_m \left\| S_n^{(m)}(\Gamma(\theta)) \right\|_{L^2(\Theta)}^2 \geq \lambda E \left[ \sum_{m=0}^2 k_m B^{(m)} \right] \geq \lambda E \left[ \sum_{m=0}^2 k_m B^{(m)} \right],
\]
where \( \lambda = \lambda(n) > 0 \) denotes the minimum eigenvalue of the positive definite matrix \( B = \sum_{m=0}^2 k_m B^{(m)} \), which is non-zero since \( B \) is non-singular. We then finally have that
\[
\sum_{m=0}^2 k_m (\epsilon_i^{(m)})^2 \geq \frac{\lambda(n)}{\Theta} E \left[ \sum_{m=0}^2 k_m B^{(m)} \right] \geq \frac{\lambda(n)}{\Theta} \sum_{l=0}^L V_l, \]
where in the final inequality, we have used the level-wise independence of samples of the MLMC estimator. This concludes the proof.

Lemma 5.1 shows that the true global squared statistical error \( \sum_{m=0}^2 k_m (\epsilon_i^{(m)})^2 \) can be both lower and upper bounded by a constant times the quantities \( \sum_{l=0}^L V_l/N_l \). Therefore, we expect the rescaling ratio
\[
\gamma_l = \frac{\sum_{m=0}^2 k_m (\epsilon_i^{(m)})^2}{\sum_{l=0}^L V_l/N_l}
\]
to remain bounded independent of the hierarchy \( \{N_l\}_{l=0}^L \).

Lastly, since the variances \( V_l \) are estimated using Monte Carlo sampling, the estimates on finer levels typically have a larger error due to smaller sample-sizes. In addition, estimates of \( V_l \) and \( c_l \) may not be available for unexplored levels \( l \). To alleviate this problem, we fit the exponential models \( c_l e^{-\beta_l} \) and \( c_l e^{\gamma_l} \) on the variances \( V_l \) and costs \( c_l \) respectively for \( l \in \{1, ..., L\} \) using a least-squares fit, similar to the procedure described in Section 3.2. We use the costs and variances predicted by these models instead of \( V_l \) and \( c_l \) in Eq. (83) for the optimal level-wise sample sizes. This stabilises the estimates computed on finer levels, and the models can also be extrapolated for levels where estimates are not available yet. The expression for the optimal level-wise sample sizes is then given by
\[
N_l^* = \left( \frac{c_{\beta}}{c_{\gamma}} \right)^2 \frac{e^{-\beta_l} \sum_{k=0}^{L^*} \sqrt{e^{(\gamma_l-\beta_l)k}}}{\sum_{k=0}^{L^*} \sqrt{e^{(\gamma_l-\beta_l)k}}}, \quad 0 \leq l \leq L^*.
\]

### 5.2 Assessment of the stability and behaviour of the rescaling ratio

We now wish to numerically study the behaviour of the rescaling ratio \( r_e \). We therefore consider once again the problem described in Section 4.4 and focus instead on the computation of the 70% \( \text{CVaR} \). It will be shown in Section 5.3 that the \( \text{MSE} \) of the PDF, the CDF, the \( \text{VaR} \) and the \( \text{CVaR} \) can all be written in the form of Eq. (76) with appropriately chosen values of \( k_0, k_1 \) and \( k_2 \). Particularly, Lemma 5.2 in that section derives the values of \( k_0, k_1 \) and \( k_2 \) for the \( \text{VaR} \) and the \( \text{CVaR} \) Fig. 8 shows the variation of \( r_e \) for different hierarchy shapes \( N_l = N_0 2^{r_l}, l \in \{0, ..., L\} \), \( r \in \{-1, 0, 1\} \) with \( L = 5 \) and for different interval sizes \( \Theta \) centred approximately around the 70% \( \text{VaR} \). For each value of \( r \), \( \Theta \) and \( N_0 \), we simulate 20 independent random realizations of the hierarchy and plot the values of \( r_e \) along with the sample average over the 20 values of \( r_e \). We observe that for nearly all choices of hierarchy, the rescaling ratio \( r_e \) is stable, in the sense that the realizations are clustered about a mean value with a relatively small variance. However, for hierarchies with very small sample sizes \( N_0 \) on coarser levels, which contribute proportionately more to the overall statistical error, and for cases with smaller intervals, we observe sporadic large values of \( r_e \). These observations indicate that one needs to select an adequately large sample size and/or interval size in order for the rescaling ratio \( r_e \) to be numerically stable. It can be seen from Eq. (92) that larger values of \( r_e \) in practice lead to larger hierarchies and, hence, more conservative statistical error estimates. It is therefore important to select the interval \( \Theta \) and sample sizes appropriately.
5.3 Adaptive MLMC algorithm

It was shown earlier that the cost optimal number of interpolation points \( n \), level-wise sample sizes \( N_l \) and the number of levels \( L \) could be calculated according to Eqs. (78), (79) and (92) respectively, with knowledge of the quantities \( \hat{\delta}^{(m)}_{l,new}, \hat{V}_l \) and \( q_l \), their corresponding decay rates and constants, as well as \( \epsilon_{s,new}^{(m)} \). Since estimates of these quantities are computed using a posteriori computations and require that samples have already been computed, we propose the use of a variation of the Continuation Multi-Level Monte Carlo (CMLMC) algorithm introduced in [8] and further adapted for complex simulation problems in [27]. The CMLMC algorithm begins with a small pre-set initial hierarchy, typically called the “screening” hierarchy, and a geometrically decreasing sequence of tolerances \( \epsilon_0 > \epsilon_1 > \cdots > \epsilon_d = \epsilon^2 \), where \( \epsilon^2 \) is the target tolerance to be achieved on the MSE. The method then adapts for the tolerance \( \epsilon_j^2 \), \( j \in \{1, \ldots, d\} \) based on the estimates from the hierarchy tuned on \( \epsilon_{j-1}^2 \). For \( \epsilon_0 \), one uses the estimates from the screening hierarchy. The advantage of this method is that the estimators \( \hat{b}^{(m)}_l, \hat{V}_l, \hat{e}_{s,new}^{(m)} \) and \( \epsilon_l \) are successively improved. This makes the algorithm more robust to inaccurate initial estimates from the screening hierarchy, since the screening hierarchy is typically selected to be much smaller than the optimal hierarchy. The algorithmic description of the CMLMC algorithm is presented in Alg. 1 for a general statistic \( s_\tau \) whose MSE decomposes as in Eq. (117). The reader is referred to [8] for a more detailed exposition.

Algorithm 1: CMLMC Algorithm

Input: Target tolerance \( \epsilon > 0 \), Number of CMLMC iterations \( d \in \mathbb{N} \), Tolerance refinement ratios \( \lambda > \kappa > 1 \), Error parameters \( \nu_0, \kappa_1 \) and \( \kappa_2 \). Set \( j = 1 \), \( \epsilon_a = \epsilon_0 \).

Launch screening hierarchy.

Compute estimators \( \hat{b}^{(m)}_{l,new}, \hat{V}_l, \hat{c}_{s,new}^{(m)} \) and model parameters \( c_\alpha, c_\beta, c_\gamma, \alpha, \beta, \gamma \).

Compute MSE \( \hat{s}_\tau \) based on Eq. (117).

while \( j \leq d \) or MSE \( \hat{s}_\tau \geq \epsilon^2 \) do

Launch hierarchy with \( u^*(\epsilon_a), L^*(\epsilon_a), \{N_l^*(\epsilon_a)\}_{l=0}^{L_*} \) computed based on Eqs. (78), (79) and (92).

if \( j \leq d \) { Set \( \epsilon_a = \epsilon \lambda^{(d-j)} \) } else { Set \( \epsilon_a = \epsilon \kappa^{(d-j)} \) }

Compute estimators \( \hat{b}^{(m)}_{l,new}, \hat{V}_l, \hat{c}_{s,new}^{(m)} \) and model parameters \( c_\alpha, c_\beta, c_\gamma, \alpha, \beta, \gamma \)

Compute MSE \( \hat{s}_\tau \) based on Eq. (117).

Update \( j \leftarrow j + 1 \)
end while

5.4 Error bounds on the PDF, the CDF, the VaR and the CVaR

It follows directly from Eq. (76) that the MSE of the PDF \( f_Q(\theta) \) and the CDF \( F_Q(\theta) \) can be written as follows:

\[
\text{MSE} \left( \hat{f}_Q \right) = (1 - \tau)^2 \text{MSE} \left( \hat{\Phi}_L^{(1)} \right), \quad \text{MSE} \left( \hat{f}_Q \right) = (1 - \tau)^2 \text{MSE} \left( \hat{\Phi}_L^{(2)} \right),
\] (93)
where $\hat{F}_Q(\theta) := \tau + (1 - \tau)\hat{\Phi}_L^{(1)}$ and $\hat{f}_Q(\theta) := (1 - \tau)\hat{\Phi}_L^{(2)}$. As a result, Eq. (76) can be used to bound the error on these quantities by selecting $k_1$ and $k_2$ appropriately. We now present a simple result to demonstrate that the general form in Eq. (76) can also be used also to bound the $\text{MSE}$ of the VaR and the CVaR.

**Lemma 5.2.** Let $\hat{\Phi}_L$ be the multilevel Monte Carlo estimator defined in Eq. (9) to approximate $\Phi$. If there exist $\hat{q}_r, q_r \in \Theta$ such that $\hat{\Phi}_L^{(1)}(\hat{q}_r) = \Phi(q_r) = 0$ for some given $\tau \in \mathbb{R}$, then it holds that

$$
\mathbb{E} \left[ |\hat{q}_r - q_r|^2 \right] \leq \left\| \frac{1}{\Phi(\tau)} \right\|_{L^\infty([\hat{q}_r, q_r])}^2 \text{MSE} \left( \hat{\Phi}_L^{(1)} \right),
$$

as well as that

$$
\mathbb{E} \left[ |\hat{c}_r - c_r|^2 \right] \leq 2 \left\| \Phi^{(1)} \right\|_{L^\infty([\hat{q}_r, q_r])}^2 \left\| \frac{1}{\Phi(\tau)} \right\|_{L^\infty([\hat{q}_r, q_r])}^2 \text{MSE} \left( \hat{\Phi}_L^{(1)} \right) + 2\text{MSE} \left( \hat{\Phi}_L \right),
$$

where $\hat{c}_r = \hat{\Phi}_L(\hat{q}_r)$ and $c_r = \Phi(q_r)$.

**Proof.** Let $\hat{q}_r, q_r \in \Theta$ be such that $\hat{\Phi}_L^{(1)}(\hat{q}_r) = \Phi^{(1)}(q_r) = 0$. It then follows from Taylor’s theorem that

$$
|\hat{q}_r - q_r| \Phi^{(2)}(\xi) = |\hat{\Phi}_L^{(1)}(\hat{q}_r) - \Phi^{(1)}(q_r)|
$$

for some $\xi$ between $\hat{q}_r$ and $q_r$, so that the first claim follows. The second claim follows from the first claim upon noting that

$$
|\hat{c}_r - c_r| = |\hat{\Phi}_L(q_r) - \Phi(q_r)| \leq |\Phi(q_r) - \Phi(q_r)| + |\hat{\Phi}_L(q_r) - \Phi(q_r)| \\
\leq |\Phi^{(1)}(\xi)| |\hat{q}_r - q_r| + |\hat{\Phi}_L(q_r) - \Phi(q_r)|
$$

in view of Taylor’s theorem for some $\xi$ between $\hat{q}_r$ and $q_r$.

From Lemma 5.2 it is evident that $q_r$ and $\hat{q}_r$ represent the true and estimated VaR while $c_r$ and $\hat{c}_r$ represent the true and estimated CVaR respectively. We can then derive $\text{MSE}$ bounds for the VaR and the CVaR by setting the constants $k_0, k_1$ and $k_2$ in Eq. (77) based on Lemma 5.2. A closed form expression for the solution of Eq. (78) for the number of interpolation points can be derived since Lemma 5.2 implies that some of the constants $k_0, k_1$ and $k_2$ are zero for each of the VaR and the CVaR. For the number of levels $L$ and level-wise sample sizes $N_l$, the methods described earlier in this section can be directly used with the appropriate values of the constants $k_0, k_1$ and $k_2$. Since we expect the interval $[\hat{q}_r, \hat{q}_r]$ to be small, we replace each of the constants $\left\| \Phi^{(1)} \right\|_{L^\infty([\hat{q}_r, q_r])}$ with $\left\| \Phi^{(1)}(\hat{q}_r) \right\|$ and $\left\| 1/\Phi^{(2)}(\hat{q}_r) \right\|$ with $\left\| 1/\Phi^{(2)}(\hat{q}_r) \right\|$ in practice. Lastly, we note that although $k_0, k_1$ and $k_2$ in Eq. (77) and in Algorithm 1 are constants, we use the function estimator $\hat{\Phi}_L^{(m)}$ to estimate and update them iteratively within the continuation framework in Algorithm 1.

## 6 Numerical Experiments

We now demonstrate the performance of the above combination of novel error estimators, adaptive strategy and CMLMC algorithm on a set of test cases. Firstly, we consider again the simple Poisson problem introduced in Section 4.4. We then study a problem of options contract pricing using the Black-Scholes Stochastic Differential Equation (SDE). Lastly, we study a case of laminar steady fluid flow over a cylinder placed in a channel governed by the Navier-Stokes equations, which demonstrates the methodology on a more applied problem.

### 6.1 Poisson Problem

We consider the same random Poisson equation in two spatial dimensions described in Section 4.4. We recall that we have an explicit dependence of $Q$ on the random input $\xi$ for this example and hence, it is straightforward to compute reference values for the VaR and CVaR of different significances (See Tab. 1).

The details of the input uncertainties, numerical scheme and discretisation hierarchy are described in Section 4.4. We are interested particularly in the estimation of the CVaR with significance $\tau = 0.7$, etc.
The sample size is then selected such that this statistical error term satisfies the same squared statistical error term in Eq. (9). The constants $k_0$, $k_1$ and $k_2$ are chosen according to the results of Lemma 5.2 for the CVaR. We now describe a procedure to select the parameters of this estimator such that a prescribed tolerance can be obtained on the corresponding MSE of the CVaR. The number of interpolation points $N_l$ used in the Monte Carlo estimator is selected to be the same as for the MLMC estimator, since the CVaR can be obtained on the MSE of the CVaR. For all the tolerances tested, the squared error estimate is not larger than 10 times the squared true error, which we consider acceptable for practical applications (cf. Section 4.4).

To compare the MLMC estimator with the Monte Carlo method, we propose the following Monte Carlo estimator:

$$\hat{\Phi}^{(m)}_{L,mc}(\theta) := S_{n_l}^{(m)} \left( \hat{\Phi}_{L,mc}(\theta) \right), \quad \theta \in \Theta,$$

where $\hat{\Phi}_{L,mc}(\theta_j) := \frac{1}{N} \sum_{i=1}^{N} \phi(\theta_j, Q_{l}^{(i)}).$ (98)

To estimate the MSE of the CVaR computed from the estimator in Eq. (98), we utilise the general MSE form in Eq. (47) but for an MLMC estimator with a single level, i.e., without the telescoping summation term in Eq. (49). The constants $k_0$, $k_1$ and $k_2$ are chosen according to the results of Lemma 5.2 for the CVaR. We now describe a procedure to select the parameters of this estimator such that a prescribed tolerance can be obtained on the corresponding MSE of the CVaR. The number of interpolation points $n$ used in the Monte Carlo estimator is selected to be the same as for the MLMC estimator, since the CMLMC method leaves the number of interpolation points unchanged for all tested tolerances. The discretisation level $L$ is selected to be the same as the finest level predicted by the CMLMC algorithm for the MLMC estimator over all repetitions of the CMLMC algorithm for the given tolerance, although nearly all repetitions predict the same level $L$ for a given tolerance. To predict the correct sample size $N$, we first note that the squared statistical error term of the CVaR for the Monte Carlo estimator in Eq. (98) contains only the single level contribution and hence, is inversely proportional to the sample size $N$, where the numerator is independent of $N$ and can be estimated using a sample variance estimator. The sample size is then selected such that this statistical error term satisfies the same squared statistical error tolerance $\epsilon^2$ as the MLMC estimator. The cost can then be computed in a straightforward manner from $N$ and the cost of a single simulation at level $L$. The estimated Monte Carlo cost is shown as well in Fig. 7b, where the average cost over all the simulations for each final CMLMC tolerance is plotted versus the final tolerance.

To verify the predictions of Proposition 3.1, we also compute the cost of each MLMC simulation according to Eq. (20). The time taken to compute each of the $N_l$ samples is measured, and $q$ is taken to be their average. The cost is computed using the level-wise sample sizes corresponding to the final iteration of the CMLMC that satisfies the target tolerance and averaged over the 20 repetitions of the algorithm. The results are summarised in Fig. 7b, where the average cost over all the simulations for each final CMLMC tolerance is plotted versus the final tolerance.

To assess the robustness of the novel error estimators, a reliability study is conducted. For a given tolerance, the entire MLMC simulation is repeated 20 times independently. For each simulation, an estimate of the CVaR and a corresponding estimate of the MSE are produced. Since the true value of the CVaR is known for this example, we compute the corresponding true squared errors. We expect the MSE estimates to be approximately equal to the sample average of the true squared errors, which we take here as the reference value for the true MSE. The results of this reliability study are shown in Fig. 7a. As can be seen from the figure, the error estimates bound the true error on the CVaR and lead to practically computable MLMC hierarchies for the CVaR. The CMLMC method leaves the number of interpolation points unchanged for all tested tolerances. The number of interpolation points used in the Monte Carlo estimator is selected to be the same as for the MLMC estimator, since the CVaR can be obtained on the corresponding MSE of the CVaR. We now describe a procedure to select the parameters of this estimator such that a prescribed tolerance can be obtained on the corresponding MSE of the CVaR.

To compare the MLMC estimator with the Monte Carlo method, we propose the following Monte Carlo estimator:
Fig. 7: Summary of results for the Poisson problem

(a) Reliability of error estimator

(b) Complexity behaviour

Fig. 8 compares the true and estimated squared errors on $\Phi^{(m)}$, $m \in \{0, 1, 2\}$ and the VaR for the same set of simulations as in Fig. 7 plotted against the prescribed tolerance used in the CVaR calculation. As can be seen in this figure, a tight bound is obtained on $\Phi^{(m)}$, $m \in \{0, 1, 2\}$, with a comparatively more conservative estimate on the VaR. The reason for this discrepancy can be explained with Lemma 5.2 although the equality in Eq. (96) holds true for the function derivative evaluated at the VaR, Eq. (94) in turn bounds this with the $L^\infty$ norm over the entire interval $\Theta$. Finally, Fig. 8d shows the MSE of the VaR estimated from the same QoI realizations corresponding to the optimal hierarchy for the interval $\Theta = [1.5, 2.5]$, but using a smaller interval $\Theta = [1.87, 1.89]$ such that the 70% VaR is contained within the interval. It can be seen that choosing a smaller interval around the VaR results in a tighter bound on the true MSE. However, this choice needs to be balanced with the numerical stability of the rescaling ratio $r_\tau$ in Eq. (82) (cf. discussion in Section 5.2). The choice of interval $\Theta$ hence may have an important effect on the tightness of the error bounds on the VaR and CVaR. In practical applications, however, one does not know a priori the location of the VaR. For the purposes of this study, we only explore fixed intervals $\Theta$ and find that the resultant hierarchies are practically computable, leading to effective MLMC estimators. In future works, we plan to explore algorithms that adaptively select $\Theta$.

In Fig. 9, we conduct a similar complexity study as the one shown in Fig. 7b. We adapt the MLMC hierarchy to achieve a particular relative tolerance on the MSE of each of $\Phi^{(m)}$, $m \in \{0, 1, 2\}$, as well as the VaR and CVaR. The relative error $e_\tau^{(m)}$ of $\hat{\Phi}_L^{(m)}$ and the relative errors $e_\tau^{\hat{q}_\tau}$ and $e_\tau^{\hat{c}_\tau}$ of the VaR and the CVaR respectively, are computed as follows:

\[
(e_\tau^{(m)})^2 = \frac{\text{MSE} \left( \hat{\Phi}_L^{(m)} \right)}{\left\| \Phi^{(m)} \right\|_{L^\infty(\Theta)}^2}, \quad (e_\tau^{\hat{q}_\tau})^2 = \frac{\text{MSE} (\hat{q}_\tau)}{\hat{q}_\tau^2}, \quad (e_\tau^{\hat{c}_\tau})^2 = \frac{\text{MSE} (\hat{c}_\tau)}{\hat{c}_\tau^2}.
\]

We run 20 independent runs of the CMLMC algorithm each for a given statistic and a given relative tolerance. We plot the average of the cost to compute the optimal hierarchy over these 20 simulations versus the corresponding relative tolerance in Fig. 9. As can be seen from Fig. 9, higher derivatives of $\Phi$ are more expensive to compute for a certain relative tolerance. In addition, for each simulation that was adapted on $\Phi^{(1)}$ for all tolerances considered, we plot the cost of the simulation versus the MSE estimate on the VaR. It can be observed from Fig. 9 that for a given budget, adapting the hierarchy on the VaR directly leads to a much lower relative error than adapting on $\Phi^{(1)}$ and computing the VaR as a postprocessing step.
Figure 8: Reliability of error estimator for $\Phi^{(m)}$ and VaR for the Poisson problem

Figure 9: Complexity for different statistics

Lastly, Fig. 10 shows the optimal level-wise sample sizes computed for each intermediate tolerance of one simulation of the CMLMC algorithm aimed at estimating the 70% CVaR to the finest tolerance simulated. This demonstrates the successive refinement strategy of the CMLMC algorithm, where the
hierarchy is calibrated based on a decreasing sequence of tolerances. This can be seen in the increased level-wise sample sizes in the hierarchy with successive iterations. In addition, the red dashed line shows the expected decay rate of $N_l$ over the levels $l$ as predicted by Eq. (83), for the variance decay and cost growth exponents $\beta$ and $\gamma$ obtained from least squares fits on the estimates of $\tilde{V}_l$ and $c_l$ over the levels $l$, respectively.

![Figure 10: Hierarchy evolution over CMLMC iterations](image)

### 6.2 Black Scholes Stochastic Differential Equation

We consider in this section the simulation of the price of a financial asset in time using the Black-Scholes SDE. The price of the asset is modelled as a geometric Brownian motion:

$$dS = rS dt + \sigma S dW, \quad S(0) = S_0, \quad t \in (0, T].$$

with $r, \sigma, S_0 > 0$. The QoI for this example, whose distribution we wish to quantify, is the discounted European call option, defined as follows:

$$Q := e^{-rT} \max\left(S(T) - K, 0\right),$$

where $K > 0$ denotes the agreed strike price and $T > 0$ the pre-defined expiration date. It is known that the solution $S(T)$ to Eq. (100) at time $T$ is a log-normally distributed random variable with mean $S_0 e^{rT}$ and variance $S_0^2 e^{2rT}\left(e^{\sigma^2 T} - 1\right)$. Hence, the CDF of $Q$ is:

$$F_Q(\theta) = \begin{cases} \frac{1}{2} + \frac{1}{2} \text{erf}\left(\sqrt{\frac{\sigma^2 + 2rT}{2}} \ln\left(\frac{K + e^{rT} \theta - 2 \ln\left(\frac{S_0}{K}\right)}{\sigma^2 T - 2rT + 2 \ln\left(\frac{K + e^{rT} \theta}{S_0}\right)}\right)\right), & \theta \geq 0, \\ 0, & \theta < 0, \end{cases}$$

where

$$\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-s^2} ds.$$

Using the CDF in Eq. (102), it is then straightforward to compute reference values for the VaR and CVaR. Table 2 lists the values of the VaR and CVaR for different significances $\tau$ and for $r = 0.05$, $\sigma = 0.2$, $T = 1$, $K = 10$, and $S_0 = 10$. The corresponding CDF is plotted in Fig. 11. We are interested in estimating the CVaR value corresponding to a significance of $\tau = 0.7$ while ensuring the numerical stability of the rescaling ratio $r_e$ in Eq. (84) and hence, select an interval $\Theta = [0.5, 2.0]$. We utilize the CMLMC algorithm coupled with the novel error estimators described in Section 4 in order to calibrate the MLMC estimator for the CVaR.

For the numerical experiments, the SDE in Eq. (100) is discretised on a hierarchy of uniform grids given by $t_l^i = i \Delta t_l$, for level $l \in \{0, \ldots, L\}$, with $i \in \{0, 1, \ldots, N_l^2\}$ such that $N_l \Delta t_l = T$. The grid sizes $\Delta t_l$ are selected such that $\Delta t_l = \Delta t_0 2^{-l}$, giving rise to a hierarchy of nested grids. Furthermore, we use
the Euler Maruyama scheme to discretise the problem on this uniform grid. Denoting the discretised
approximation of $S(t_i)$ on level $l$ as $S_{t_i}^l$, the scheme for level $l$ reads:

$$S_{t_i}^{l+1} = S_{t_i}^l + r\Delta t S_{t_i}^l + \sigma \sqrt{\Delta t} S_{t_i}^l \xi_i, \quad \xi_i \overset{i.i.d}{\sim} \mathcal{N}(0, 1), \quad i \in \{0, ..., N_{T-1}^l\},$$

(104)

with $S_{t_0} = S_0$. Correlated realizations are generated on a pair of levels $l$ and $l-1$ by using the same
realization of the Brownian path on both levels.

The performance of the MLMC method can be summarized as follows. Fig. 12a shows the results of a
reliability study analogous to the one conducted in Section 6.1 for the Poisson problem. For each CMLMC
simulation, an estimate of the MSE of the CVaR is produced using the novel error estimation procedure
described in Sections 4 and 5. The MSE estimates are compared with the corresponding true squared
errors computed using the estimated value of the CVaR obtained from the CMLMC algorithm and the
reference value in Table 2 corresponding to $\tau = 0.7$. As can be seen from Fig. 12a, the estimated MSE
is larger than the “true” MSE by a factor of approximately 10, which we consider acceptable for practical
applications. In addition, Fig. 12b shows the computational cost to compute the optimal hierarchy for a
given tolerance on the MSE. The plot demonstrates that the complexity behaviour matches the best case
scenario predicted by Proposition 3.1. It is also noteworthy that the MLMC estimator not only provides
a significantly improved computational complexity of $O(\epsilon^{-2})$ compared to $O(\epsilon^{-3})$ for the Monte Carlo
method, but also that the computational cost of the MLMC estimator is already smaller by one to two
orders of magnitude even for the largest tolerance considered. For comparison, the Monte Carlo cost is
plotted in Fig. 12b using the procedure as described in Section 6.1.

Lastly, we present in Fig. 13 a similar study as in Fig. 8. For the same set of reliability simulations
as in Fig. 12a, we compute the true squared error and MSE estimate for $\Phi^{(m)}$, $m \in \{0, 1, 2\}$, as well as
the VaR and plot it against the tolerance on the MSE used in the CVaR calculation. In addition, for the
VaR shown in Fig. 13d, we estimate the MSE also on a smaller interval $\Theta = [1.35, 1.4]$ than the one

Figure 11: CDF $F_Q$ of $Q$ for the SDE problem.

Table 2: VaR and CVaR values for the QoI associated with SDE problem.

| $\tau$ | $q_{\tau} = F^{-1}_Q(\tau)$ | $c_{\tau}$ |
|-------|-----------------------------|----------|
| 0.6   | 0.799151                   | 2.455893 |
| 0.7   | 1.373571                   | 2.914953 |
| 0.8   | 2.086595                   | 3.515684 |
| 0.9   | 3.153379                   | 4.460298 |

(a) Reliability of error estimator

(b) Complexity behaviour

Figure 12: Summary of results for the Black Scholes SDE
used for estimating the VaR for comparison. The results are comparable to the case of the Poisson problem in Section 6.1 although the novel error estimators provide accurate estimates of the MSE of \( \Phi(m) \), \( m \in \{0, 1, 2\} \), the error estimates for the VaR are comparatively more conservative but improve with smaller interval size selection.

![Graphs showing squared errors on \( \Phi(m) \) for different tolerances.](image)

- **(a)** \( m = 0 \)
- **(b)** \( m = 1 \)
- **(c)** \( m = 2 \)
- **(d)** VaR

Figure 13: Reliability of error estimator for \( \Phi(m) \) and VaR for Black Scholes problems

### 6.3 Navier-Stokes flow over a cylinder in a channel

To demonstrate the performance of the MLMC estimator and the novel error estimators on a more challenging problem, we consider a two-dimensional steady incompressible fluid flow over a cylinder placed asymmetrically in a channel. The goal here is to study the effects of random inlet perturbations on the distributions of force and moment coefficients on the cylinder.

The domain of the problem is a rectangle with a circular cylinder removed and can be defined as \( D = [0, 2.2] \times [0, 0.41] \setminus B_r(0.2, 0.2) \), \( r = 0.05 \), where \( B_r(x, y) \) denotes a circle centred at the coordinate \( (x, y) \in D \subset \mathbb{R}^2 \) with radius \( r > 0 \). The flow is characterized by the velocity field \( u : D \to \mathbb{R}^2 \) and pressure field \( p : D \to \mathbb{R} \). The velocity and pressure fields are governed by the steady incompressible Navier-Stokes equations:

\[
(u \cdot \nabla)u - \nu \Delta u + \nabla p = 0, \\
\nabla \cdot u = 0, \quad \text{in} \ D,
\]

where \( \nu = 0.01 \) denotes the kinematic viscosity. The boundary conditions are as follows. At the inflow boundary \( (x = 0) \), we consider a random inlet profile, which consists of a parabolic mean profile on which
harmonics with random amplitudes are added:

\[ u(0, y) = \left( \frac{4Uy(0.41 - y)}{0.41^2} + u_r, 0 \right), \]  

\[ u_r(y) = \sigma \sum_{j=1}^{N_h} \xi_j e^{-j} \sin \left( \frac{j\pi y}{0.41} \right), \quad \xi_j \overset{i.i.d}{\sim} \mathcal{N}(0, 1), \]  

where \( U = 4.0 \) is the peak velocity of the parabolic profile, \( \sigma = 0.5 \) denotes a strength parameter and \( N_h = 8 \) denotes the number of harmonics superimposed. Fig. 14 shows 10 different realizations of the inlet profile given in Eq. (108), plotted over the parabolic mean profile.

![Inlet profile realizations (in color) plotted over parabolic mean profile (in black)](image)

On the bottom and top channel walls \((y = 0 \text{ and } y = 0.41 \text{ respectively})\), no-slip boundary conditions are prescribed. On the outlet \((x = 2.2)\), a zero-stress boundary condition is prescribed with the form

\[ (\nu \nabla u - pI)n = 0, \]  

where \( u = [1, 0]^T \) denotes the outward boundary normal vector and \( I \in \mathbb{R}^{2 \times 2} \) denotes the identity matrix.

For a peak velocity of \( U = 4.0 \), the area-weighted inlet velocity is \( U_{in} = 2.667 \). Taking the reference length to be the diameter of the cylinder, the Reynolds’ number is

\[ Re = \frac{2U_{in}r}{\nu} = \frac{2.667 \times 0.1}{0.01} = 26.67. \]  

The QoI considered is the drag coefficient \( C_d \), whose value is computed as follows. First, we compute the drag and lift forces \( F_d \) and \( F_l \) on the cylinder, which are given respectively by:

\[ \begin{bmatrix} F_d \\ F_l \end{bmatrix} = \int_{\partial B_r} (\nu \nabla u - pI)n ds, \]  

where \( \partial B_r \) denotes the surface of the circle over which the stress is integrated. The drag coefficient \( C_d \) is then computed from the drag force as:

\[ C_d = \frac{F_d}{U_{in} r}. \]  

The domain \( D \) is discretised with a non-uniform triangulation. Reference mesh size values are prescribed on the surface of the circle, as well as at the corners of the domain. The coarsest two meshes, corresponding to levels \( l = 0 \) and \( l = 1 \) of those simulated, are shown in Fig. 15. Each finer level is produced by reducing the prescribed reference mesh sizes by a factor \( \sqrt{2} \) from the previous level and re-applying the triangulation. The meshes computed as a result are non-nested. Table 3 shows the minimum and
maximum mesh sizes $h_{\text{min}}$ and $h_{\text{max}}$, as well as the number of vertices for each of the meshes considered in the hierarchy. As can be seen from the table, the number of vertices approximately doubles with every level.

The problem is implemented using the FEniCS finite element software \cite{26}. P2-P1 Taylor-Hood elements are used for the velocity and pressure fields. The resulting non-linear problem is solved using Newton iterations with a relative tolerance of $10^{-10}$ on the residual. Linear systems are solved using a sparse direct solver \cite{2,3}.

![Figure 15: Meshes for cylinder problem for level $l = 0$ (top) and $l = 1$ (bottom)](image)

| Level | $h_{\text{min}}$ | $h_{\text{max}}$ | Vertices |
|-------|------------------|------------------|----------|
| 0     | $1.31 \times 10^{-2}$ | $2.65 \times 10^{-1}$ | 199      |
| 1     | $9.80 \times 10^{-3}$ | $1.87 \times 10^{-1}$ | 333      |
| 2     | $6.54 \times 10^{-3}$ | $1.44 \times 10^{-1}$ | 593      |
| 3     | $4.91 \times 10^{-3}$ | $9.82 \times 10^{-2}$ | 1073     |
| 4     | $2.91 \times 10^{-3}$ | $7.58 \times 10^{-2}$ | 2038     |
| 5     | $2.28 \times 10^{-3}$ | $5.62 \times 10^{-2}$ | 3857     |

Table 3: Mesh parameters for the Navier Stokes problem

As in previous sections, we aim to estimate the 70% CVaR using the CMLMC method presented in this work, for which we select the interval $\Theta = [0.3, 0.8]$. We perform a reliability study identical to the ones conducted in Section 6.1 and Section 6.2 for the Poisson and Black Scholes problems, respectively. The reference value of the 70% CVaR is, however, not available in this case. Instead, a numerical reference is computed as follows. We conduct 20 independent repetitions of the CMLMC algorithm, tuned to a tolerance that is one quarter of the finest tolerance tested for in what follows. The reference value is then taken to be the average over the 20 estimates of the CVaR produced by these simulations. The resultant reliability plot is shown in Fig. 16a. As can be seen in Fig. 16a, the estimated squared errors are approximately 1.5 orders conservative on the true MSE. Although considerably more conservative than for the Poisson and Black-Scholes problems, we deem the error estimator still acceptable and leading to practically computable hierarchies. In addition, the complexity plot is shown in Fig. 16a. The reference Monte Carlo cost is computed using the same procedure as described in Section 6.1 for the Poisson problem. The figure once again demonstrates that the complexity behaviour matches the best case scenario predicted by Proposition 3.1. The MLMC estimator shows a complexity of $O(\epsilon^{-2})$ as compared to a complexity of $O(\epsilon^{-3.6})$ in the Monte Carlo case. In addition, even for the largest tolerance considered, the MLMC estimator is three orders faster than the corresponding Monte Carlo estimator.
Figure 16: Summary of results for the Navier-Stokes problem

Fig. 17 shows the true and estimated MSEs on $\Phi^{(m)}$, $m \in \{0, 1, 2\}$, as well as the VaR for the same set of simulations as in Fig. 16a. In addition, MSE estimates are computed for the VaR case with a smaller interval $\Theta = [0.49, 0.51]$. We note that the results are similar to those seen for the Poisson and Black Scholes problems, although the error estimators for all four statistics are relatively more conservative when compared to those problems. In addition, although the reduction of interval size leads to a reduction in the MSE estimates predicted for the VaR, the reduction is not as significant as in the case of the Poisson and Black Scholes problems.

Figure 17: Reliability of error estimator for $\Phi^{(m)}$ and VaR for Navier Stokes problem
Finally, we recall that the rescaling ratio for the Poisson problem was shown in Fig. 6 to be relatively stable with respect to different interval sizes and hierarchy shapes. However, we conducted a similar study for the Navier-Stokes problem and observed that the rescaling ratio was drastically more sensitive to the choice of these parameters than in the Poisson problem case. The study is summarized in Fig. 18; namely that we observe the behaviour of the variance rescaling ratio $r_e$ for different hierarchy shapes and interval sizes around the 70% VaR. We conduct the study only for hierarchies as in Eq. (74) with $r = 0$, that is, for a hierarchy with the same sample sizes across all levels. In contrast to the results of Fig. 6, we observe that the rescaling ratio very strongly depends on the hierarchy size $N_0$, as well as the interval $\Theta$, and increases significantly for smaller values of $N_0$ and shorter intervals $\Theta$. These observations demonstrate the imperative need for an adaptive selection algorithm for the interval $\Theta$. We plan to explore this direction in a future work.

![Figure 18: Behaviour of $r_e$ for different hierarchy shapes and interval sizes for Navier Stokes problem](image)

## 7 Conclusions

The aim of this work was to tackle the problem of estimating summary statistics of a random QoI which was an output of a complex differential model with random inputs. Namely, MLMC estimators for the VaR, the CVaR, the CDF and the PDF were proposed based on the concept of parametric expectations proposed in [22]. In this past theoretical work, a priori error estimates and complexity results were proposed for MLMC estimators of parametric expectations, laying the foundation for the current work. However, the a priori estimates previously proposed were found to be highly conservative due to the presence of large leading constants and hence, practically unusable.

A completely practical modification was presented in this work by developing novel error estimators combined with an adaptive strategy for selecting the MLMC hierarchy parameters and a CMLMC framework for these summary statistics. The novel developments entail the following. Novel error estimators were presented for parametric expectations of the form in Eqs. (3) and (4) in Section 4. In Section 5, we have subsequently derived novel error estimators on the VaR and the CVaR based on the novel error estimators on parametric expectations. The error estimators presented in this work are an important improvement from the error bounds presented in [22]; namely that they eliminate large leading constants that led to conservative error estimates while preserving decay rate properties important for the optimal performance of the MLMC algorithm. Novel practical methods were presented for estimating the bias and statistical error components; the bias error is estimated using a KDE-smoothened density and the statistical error is estimated using bootstrapping and localised using rescaled local variances. Adaptive strategies were also presented for selecting the parameters of the MLMC estimator for parametric expectations based on these error estimates. In particular, a CMLMC algorithm was described to successively calibrate the MLMC estimator on iteratively improved estimates of the errors. The above combination of
error estimators, adaptive strategy and MLMC algorithm were demonstrated on a simple problem whose analytical solution was known. It was shown that the error estimators provided practical error bounds on the true error and resulted in practically computable hierarchies for the test problems, ranging from a simple Poisson problem to the steady Navier-Stokes equations for flow over a cylinder, demonstrated in this study.

The numerical examples considered here indicate that the performance of the novel approach sensitively depends on the choice of interval over which to construct the parametric expectation. It was shown that the choice of interval was important to the tightness of the novel error estimators for derived quantities such as the \text{VaR} and the CVaR. We plan to explore this and related improvements in future works.
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Appendices

A Spline Interpolator Property

We recall here basic results on error bounds for the use of cubic spline interpolation operators to approximate a function and its derivatives.

**Lemma A.1** (Cubic spline interpolation operator). Let \( S_n(f(\theta)) \in C^2(\Theta) \) be the cubic spline interpolation operator acting on the function values \( f(\theta) \in \mathbb{R}^n \) consisting of the function \( f : \Theta \to \mathbb{R} \) evaluated at the \( n \) uniform nodes \( \theta = [\theta_1, ..., \theta_n]^T \) such that \( [\theta_1, \theta_n] = \Theta \). The interpolation operator satisfies

\[
S : C^2(\Theta) \to C(\Theta)
\]

(S.1) for \( m \in \{0, 1, 2\} \) and for any \( f \in C^4(\Theta) \)

\[
\left\| f^{(m)} - \frac{d^m}{d\theta^m} S_n(f(\theta)) \right\|_{L^\infty(\Theta)} \leq C_1(m) \left\| f^{(4)} \right\|_{L^\infty(\Theta)} \left( \frac{1}{n} \right)^{(4-m)},
\]

with \( C_1(0) = 5/384, C_1(1) = 1/24, \) and \( C_1(2) = 3/8 \),

(S.2) for \( m \in \{1, 2\} \) and for any \( x \in \mathbb{R}^n \)

\[
\left\| \frac{d^m}{d\theta^m} S_n(x) \right\|_{L^\infty(\Theta)} \leq C_2(m)(n-1)^m \| S_n(x) \|_{L^\infty(\Theta)},
\]

with \( C_2(1) = 18/|\Theta| \) and \( C_2(2) = 48/|\Theta|^2 \),

(S.3) \( \| S_n(x) \|_{L^\infty(\Theta)} \leq C_3 \| x \|_{L^\infty} \) for any \( x \in \mathbb{R}^n \), with \( C_3 = \frac{7(2\sqrt{7}+1)}{27} \),

for all \( n \in \mathbb{N} \).

Proof. The fact that \( S := S_n(f(\theta)) \in C^2(\Theta) \) as well as the properties (S.1) and (S.3) are well known results in approximation theory \cite{19,20,28}. To prove property (S.2) we first note that

\[
\left\| S \right\|_{L^\infty(\Theta)} = \max_{1 \leq j \leq n-1} \left\| P_{j} \right\|_{L^\infty([\theta_j, \theta_{j+1}])} = \max_{1 \leq j \leq n-1} \left\| P_{j} \circ g_{j} \right\|_{L^\infty([-1,1])},
\]

where \( g_{j}(t) = \frac{\theta_{j+1} - \theta_{j}}{2} t + \frac{\theta_{j} + \theta_{j+1}}{2} \) with \( \delta = \theta_{j+1} - \theta_{j} = \frac{|\Theta|}{n-1} \). Here, \( P_{j} \) denotes the cubic spline polynomial on the interval \( [\theta_j, \theta_{j+1}] \). It then follows from the Markov type inequality result \cite{19} that

\[
\left\| S \right\|_{L^\infty(\Theta)} \geq \frac{1}{9} \max_{1 \leq j \leq n-1} \left\| \frac{d}{dt} P_{j}(g_{j}) \right\|_{L^\infty([-1,1])} = \frac{\delta}{18} \max_{1 \leq j \leq n-1} \left\| P_{j}^{(1)} \right\|_{L^\infty([\theta_j, \theta_{j+1}])},
\]

which shows that

\[
\left\| S^{(1)} \right\|_{L^\infty(\Theta)} \leq \frac{18}{\delta} \left\| S \right\|_{L^\infty(\Theta)} = \frac{18(n-1)}{|\Theta|} \left\| S \right\|_{L^\infty(\Theta)}.
\]

An analogous analysis for the second derivative yields \( \left\| S^{(2)} \right\|_{L^\infty(\Theta)} \leq \frac{48}{\delta^2} \left\| S \right\|_{L^\infty(\Theta)}, \) which completes the proof. We recall that the constants \( C_1(0) \) and \( C_1(1) \) in (S.1) above are known to be optimal \cite{20}. 
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