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This paper mainly discusses the hybrid application of ensemble learning, classification, and feature selection (FS) algorithms simultaneously based on training data balancing for helping the proposed credit scoring model perform more effectively, which comprises three major stages. Firstly, it conducts preprocessing for collected credit data. Then, an efficient feature selection algorithm based on adaptive elastic net is employed to reduce the weakly related or uncorrelated variables to get high-quality training data. Thirdly, a novel ensemble strategy is proposed to make the imbalanced training data set balanced for each extreme learning machine (ELM) classifier. Finally, a new weighting method for single ELM classifiers in the ensemble model is established with respect to their classification accuracy based on generalized fuzzy soft sets (GFSS) theory. A novel cosine-based distance measurement algorithm of GFSS is also proposed to calculate the weights of each ELM classifier. To confirm the efficiency of the proposed ensemble credit scoring model, we implemented experiments with real-world credit data sets for comparison. The process of analysis, outcomes, and mathematical tests proved that the proposed model is capable of improving the effectiveness of classification in average accuracy, area under the curve (AUC), H-measure, and Brier’s score compared to all other single classifiers and ensemble approaches.

1. Introduction

Nowadays, financial institutions tend to adopt different risk assessment and credit scoring models to reduce potential risk to a certain extent [1]. By analyzing customer credit data to figure out the probability that potential borrowers will default on their loans, the evaluation approaches can be utilized to turn customer data into principle, which could support credit decisions [2]. In that way, an effective credit scoring model can be a reliable supporting system to help managers in making their financial decisions.

To handle the potential risk of financial services, in the past few years, increasingly financial institutions are moving from traditional manual methods to advanced approaches that require building various types of evaluation models. For credit evaluation, three main methods, which are statistical approaches, nonparametric approaches, and AI methods, are being widely utilized [3–7]. These three methods work efficiently in various circumstances. Statistical methods consist of different models, which include discriminant analysis models, linear probability models, and probit and logit models. Yet nonparametric approaches tend to utilize the decision tree, K-nearest neighbor algorithm, fuzzy logic, Naïve Bayes, and so on. AI methods are more advanced and technology-dependent, such as artificial neural networks, support vector machines (SVM), particle swarm optimization (PSO), and genetic algorithm (GA).

Many researches also indicated that ensemble approaches show more effective performance in the evaluation of credit than single classifiers. To avoid the downsides of single classifiers, an increasing number of researchers have switched to using customized and combined various methods instead of using individual classification models separately. The principle of the hybrid approach is to
perform preprocessing on the data input to the classifiers. The focus is to gather information from group-based classifiers based on the same issue and then export these strengths to get valid credit scoring decisions [8, 9]. In recent years, the research of fuzzy soft sets theory has made great progress, especially in the application field of multiattribute decision making [10, 11]. The development of fuzzy soft sets theory can provide a new perspective for us to build more state-of-the-art ensemble data classification and credit evaluation models [12].

The motivation of our study is to construct a more reliable credit scoring model that can generate accurate outcomes within imbalanced data. Three main approaches will be addressed to achieve this goal: (1) improved elastic net-based feature selection, (2) novel ensemble strategy and learning algorithm for imbalanced credit data, and (3) dynamic weighting method for single ELM classifiers based on new proposed similarity measure of GFSS. Because in real applications of credit risk evaluation, especially in peer-to-peer lending, credit data could be gathered from many different channels, including social networking and judicial administration platforms. The data collected from these channels are usually very sparse, redundant, rough, and imbalanced (good customers generally outnumber bad customers) and often consist of various weakly related or even uncorrelated features [13, 14]. These data characteristics will make the commonly used credit scoring models unstable, which leads to the credit evaluation results become unreliable and inaccurate. Through the above three approaches proposed in this article, the problems arising in credit scoring for imbalanced data can be handled and solved effectively.

In Section 2, we will talk about the construction of a new ensemble credit scoring model. The experimental outcomes will be discussed in Section 3. Finally, Section 4 concludes the paper.

2. New Ensemble Credit Scoring Model

This section mainly talks about the construction of the ensemble classification model for credit scoring.

2.1. Adaptive Elastic Net-Based Feature Selection. A large number of researchers have studied the appropriate feature selection approaches for credit scoring, such as cost-sensitive [15], information gain ratio [16], and genetic algorithm [17]. The Lasso estimator can reduce the regression coefficients to zero in $L_1$-norm. This method can also reduce features (variables) as well as select the most important one to build simple but effective models while keeping the high efficiency. Denote historical credit scoring data as $(x_i, y_i)$, $i = 1, 2, \ldots, N$, where $x_i = (x_{i1}, x_{i2}, \ldots, x_{ip})$ are variables for customers and $y_i$ are category tags (binary responses, denote 0 as default and 1 as nondefault). The regression model could be constructed as follows:

$$y_i = \beta_0 + \sum_{j=1}^{p} \beta_j x_{ij},$$

where $\beta_0$ and $\beta_j$ are the intercept and regression coefficients, respectively. Suppose that every observation is not correlated and that all the variables are normalized. The Lasso proper estimate of $\beta$ could be constructed as

$$\hat{\beta} = \arg\min \left\{ \sum_{i=1}^{N} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \right\}. \quad (2)$$

Based on the information above, a large $\lambda$ would reduce some coefficients in $\beta_j$ to zero. That is, Lasso reduces the coefficients to zero while $\lambda$ gradually increases. In addition, the Lasso model is able to hold any number of variables. Therefore, both the reduction of coefficients and the selection of features (variables) can be carried out at the same time.

Although Lasso has been proved to be easily interpretable and effective under various circumstances, it still has some shortcomings [18]. Zou and Hastie [19] put forward an expansion approach called elastic net to conduct selection. Similarly, the elastic net is also able to conduct automatic selection of variables and shrinkage of coefficient at the same time and select groups of correlated variables. For any constant and nonnegative $\lambda_1$ and $\lambda_2$, the estimation of $\beta$ by the elastic net $\hat{\beta}_{\text{Enet}}$ could be carried out as follows:

$$\hat{\beta}_{\text{Enet}} = \arg\min \left\{ \sum_{i=1}^{N} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda_1 \sum_{j=1}^{p} |\beta_j| + \lambda_2 \sum_{j=1}^{p} \beta_j^2 \right\}, \quad (3)$$

where $\sum_{j=1}^{p} |\beta_j|$ is an element of $L_1$-norm and $\lambda_2 \sum_{j=1}^{p} \beta_j^2$ is the $L_2$-norm element.

In addition, Zou and Zhang [20] also pointed out that the elastic net does not possess the oracle property. They then proposed a new adaptive elastic net which combines the $L_2$ penalty with the weighted $L_1$ penalty to penalize the squared error loss. Therefore, the adaptive elastic net could be treated as the package of the adaptive Lasso and elastic net. The valuation of $\beta$ by the adaptive elastic net $\hat{\beta}_{\text{Enet}}$ could be calculated as

$$\hat{\beta}_{\text{Enet}} = \arg\min \left\{ \sum_{i=1}^{N} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda_1 \sum_{j=1}^{p} \tilde{\omega}_j |\beta_j| + \lambda_2 \sum_{j=1}^{p} \beta_j^2 \right\}, \quad (4)$$

where $\tilde{\omega}_j = (|\hat{\beta}_{\text{Enet}}|)^{-\top}y$ is positive, while $\lambda_1^*$ is fixed and nonnegative.

Using formula (4), we will be capable of obtaining the most significant attributes ("big fish") from the variable pool. Then, we can plug them into credit scoring models to get a more precise result but with minimum computational and operational cost.

2.2. ELM-Based Classifier. ELM model, as a single-hidden layer feedforward neural network (SLFN), can select the input weight and hidden biases randomly without any adjustment during its process. The Moore–Penrose generalized inverse matrices of the hidden-layer output matrix can be utilized to analyze and determine the output weights. ELM exhibits excellent performance of generalizing and the reduction in the iterative time of training process. Clearly, it is more effective than any other ANN-type machine learning algorithms [21].
For the historical training credit data set \((x_i, y_i)\) that is mentioned above, the input vector \(x_i = (x_{i1}, x_{i2}, \ldots, x_{ip})^T \in \mathbb{R}^p\) is the \(i\)th sample with \(p\)-dimensional features, and \(Y = [y_1, y_2, \ldots, y_N]\). Then, \(p\) is the amount of input neurons. \(p\) is also equivalent to the input features. Let \(L\) be the amount of hidden neurons. Denote \(C\) as the amount of output neurons, which is also equivalent to the category number. Denote the input weight matrix as \(K = [k_{11}, k_{21}, \ldots, k_{p1}]\), where \(k_j = [k_{j1}, k_{j2}, \ldots, k_{jp}]\) is the vector connecting the \(j\)th input neuron with the \(j\)th hidden neuron. \(b = [b_1, b_2, \ldots, b_L]^T\) is the bias value of the hidden neurons, where \(b\) is the bias value of the \(j\)th hidden neurons. The above parameters do not change during the whole process. The output could be computed by as follows:

\[
h(x_i) = G(Kx_i + b),
\]

where \(G(x)\) is the activation function. Let \(H\) be the output of all the samples. It can be calculated by using the following equation:

\[
H = \begin{bmatrix}
h_1(x_1) & h_2(x_1) & \cdots & h_L(x_1) \\
h_1(x_2) & h_2(x_2) & \cdots & h_L(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
h_1(x_N) & h_2(x_N) & \cdots & h_L(x_N)
\end{bmatrix}_{N \times L}.
\]

The \(i\)th column represents the \(i\)th hidden nodes output vector relative to the inputs \(x_1\) to \(x_N\). The \(j\)th row represents the output vector of the hidden layer relative to the input \(x_j\). The output of ELM can be calculated by

\[
f(x) = \sum_{i=1}^{L} a_j G(Kx_i + b) = o_j, \quad j = 1, 2, \ldots, N,
\]

where \(a_j = [a_{j1}, a_{j2}, \ldots, a_{jL}]^T\) is the weight vector that connects the \(j\)th hidden nodes with the output nodes. ELM is able to evaluate those \(N\) samples without any mistake. In other words, \(\sum_{j=1}^{L} \| o_j - y_j \| = 0\). Then, the following equation can be obtained:

\[
\sum_{i=1}^{L} a_j G(Kx_i + b) = y_j, \quad j = 1, 2, \ldots, N.
\]

Equation (8) can also be rewritten as follows:

\[
H \alpha = Y.
\]

Based on (9), the value of output weight could be estimated using a least square solution as follows:

\[
\tilde{\alpha} = H^+Y,
\]

where \(H^+\) stands for the Moore–Penrose generalized inverse of \(H\). For credit scoring classification, the outcome of ELM is as follows:

\[
f(x) = \text{sign} \left( \sum_{i=1}^{L} \tilde{a}_i G(Kx_i + b) \right) = \text{sign} (\tilde{\alpha} \cdot h(x)).
\]

2.3. Ensemble Strategy for Imbalanced Data. To better solve the classification of imbalanced data, a considerable number of approaches have been used. They can be categorized into three types: preprocessing, cost-sensitive learning, and ensemble methodology. Preprocessing is able to decrease the classification bias based on the bias-variance decomposition to enhance the single classifier. Oversampling [22, 23], undersampling [24, 25], and strategic sampling are extensively utilized to offset imbalanced data.

Ensemble methodology can be viewed as a decision-making process that combines both individual learning algorithms and their outcomes in parallel to obtain the ultimate result. The basic idea behind the ensemble methodology is that the algorithm will get a number of single classifiers from the training set, and then it uses some ensemble strategies to integrate them to raise the accuracy and reliability of classification. Bagging [26], boosting [27], and stacking [28] are the most common ensemble approaches in credit scoring.

A novel ensemble strategy is planned for imbalanced data according to its imbalance ratio, which could determine the number of ELM classifiers that apply as single classifiers to predict credit scoring data, as well as the number of samples that feed into each ELM as training data. For any given historical credit training data set that contains \(N\) samples, there are \(N^+\) “good applicants” and \(N^-\) “bad applicants,” such that \(N^+ + N^- = N\). Then, the imbalance ratio is called IR, which can be calculated as follows:

\[
IR = \frac{N^+}{N^-}.
\]

After obtaining the IR, the amount of single ELM classifiers \(M\) in the ensemble model also can be calculated as follows:

\[
M = \lceil \frac{N^+}{N^-} \rceil,
\]

where the symbol \(\lceil \cdot \rceil\) represents “ceiling” operation.

Equation (13) can help us to not only determine the number of ELM classifiers needed in the ensemble credit scoring model but will also guide us to make the imbalanced data become balanced for each classifier. Regarding the ensemble strategy for imbalanced data, we proposed \(M\)-based value. In the remainder of this subsection, we will elaborate the proposed strategy in detail.

Firstly, calculate the imbalance ratio \(IR\) for any given historical credit training data set on the basis of \(N^+\) and \(N^-\). Secondly, determine the number of ELM classifiers \(M\) using (13).

Thirdly, for the first \(M-1\) ELM classifiers, we feed \(N^+\) “good applicants” samples and \(N^-\) “bad applicants” samples into the ELM classifiers to make sure that the training data sets of the first \(M-1\) classifiers are balanced, and random sampling without replacement method is employed to extract \(N^-\) samples from \(N^+\) “good applicants” samples for each classifier. After finishing the first \(M-1\) training data sets extraction, there are \(N^+ - (M - 1) \cdot N^-\) “good applicants” sample that have not been extracted.

Finally, for the last ELM classifier, we let the remaining \(N^+ - (M - 1) \cdot N^-\) “good applicants” samples into the training data sets. Considering that \(N^+ - (M - 1) \cdot N^- < N^+\), we will employ the SMOTE algorithm to create \(M \cdot N^- - N^+\) good
applicants” samples from $N^+ “good applicants” samples. Thus, for the last ELM classifier, there are still $N^+ “good applicants” samples and $N^− “bad applicants” samples fed into it as the training data set.

Through the described processes above, the ensemble strategy for the imbalanced data we proposed has been realized, and the training data for each classifier is balanced. In the next subsection, we will further introduce the GFSS theory-based ensemble credit scoring model, which utilizes the results of each single ELM classifier.

2.4. GFSS Theory-Based Ensemble Credit Scoring Model. Since we have the results of each ELM classifier, we also need to figure out the weights with respect to their performance. The accuracy of classification is expected to be greatly improved. The theory of soft sets, which is firstly put forward by Molodtsov [29], can be regarded as a way for solving the uncertainties in imprecise environments (e.g., credit scoring area). Maji et al. [30] launched a research focusing on both uncertainties in imprecise environments (e.g., credit scoring scoring of credits. The analysis shows that the performance of the classification by a single customer is be-

Definition 1. Denote $U$ as the initial universal set. Denote $P$ as a set of parameters. $P(U)$ is the power set of $U$. $(F, P)$ is a soft set over $U$ if $P$ is a mapping given by $F: P \rightarrow P(U)$.

Definition 2. Denote $U$ as the initial universal set. Denote $P$ as a set of parameters. The power set of all fuzzy subsets of $U$ is $I^FU$. Let $A \subset P$: A pair $(F, P)$ be the fuzzy soft set over $U$ if $F$ is a mapping given by $F: A \rightarrow I^FU$.

Then, Maji and Samanta’s [31] definition of GFSS is as follows:

Definition 3. Denote $U$ as the initial universal set. Denote $P$ as a set of parameters. Let $(U, P)$ be the soft universe. Denote $F: P \rightarrow I^FU$ and $\mu$ as the fuzzy subset of $P$, i.e., $\mu: P \rightarrow I^FU$. Let $I^FU$ be all fuzzy subsets of $U$. Denote $F_{\mu}$ as the mapping given by $F_{\mu}: P \rightarrow I^FU \times P$, which can also be denoted as $F_{\mu}(e) = (F(e), \mu(e))$, where $F(e) \in I^FU$. In this way, $F_{\mu}$ can be viewed as a GFSS over the soft universe $(U, P)$.

For every $e, F_{\mu}(e) = (F(e), \mu(e))$ illustrates both the level of belonging of the subsets of $U$ to $F(e)$ and the possibility of belonging.

In this paper, $U$ denotes the historical data of customer credit $X = \{x_1, x_2, \ldots, x_n\}$, where $x_i \in \mathbb{R}^n$, and $F(e_i)$ represents the performance of the classification by a single customer from a single classifier and $\mu(e_i)$ denotes the overall degree of classification of a certain single classifier.

### Table 1: Confusion matrix.

|          | Good | Bad |
|----------|------|-----|
| **Good** | TP$_m$ | FN$_m$ |
| **Bad**  | FP$_m$ | TN$_m$ |

2.4.2. Similarity Measure of GFSS. It is important to address the similarity measurement of GFSS during the setting of GFSS and the establishment of our model. Thus, we establish a new approach for the similarity measure of GFSS for the scoring of credits.

Definition 4. For $M$ single classifiers, denote $\eta_i$ and $\mu_m$ as the elements of $F_{\mu}$. The definition is as follows:

$$
\eta_i = \frac{1 - \frac{|y_i - y_1|}{|y^+ - y^-|}}{1 + \frac{|y_i - y_1|}{|y^+ - y^-|}}
$$

where $y_i (t = 1, 2, \ldots, T)$ is the category tag of the $r$th customer (binary responses denote 0 as default and 1 as nondefault); $y^m_i (m = 1, 2, \ldots, M)$ is the forecasting result of the $r$th customer predicted by the $m$th classifier and is between 0 and 1. $\eta_i$ is the accuracy degree of classification of a single classifier for a single customer. This accuracy ranges between 0 and 1. This is in line with our initial intuition. In addition, $\mu_m$ is the $m$th classifier’s overall classification performance, which can be calculated as follows:

$$
\mu_m = \sqrt{\frac{TP_m}{TP_m + FN_m} \cdot \frac{TN_m}{TN_m + FP_m}}
$$

where $TP_m, FN_m, TN_m$, and $FP_m$ are elements of the confusion matrix (Table 1). $TP_m$ is the amount of good customers accurately labeled as good, $TN_m$ is the amount of bad customers accurately labeled as bad, $FN_m$ is the amount of bad customers falsely labeled as good, and $FP_m$ is the amount of good customers falsely labeled as bad. The greater the value of $\mu_m$, the more accurate the result is calculated by the $m$th classifier.

Based on the above discussion, it can be noted that $\eta_i$ and $\mu_m$ from Definition 4 are able to evaluate the performance of classification of every single model. Therefore, we can build the GFSS $F_{\mu}^m(\eta, \mu)$ of the $m$th classifier as follows:

$$
F_{\mu}^m(\eta, \mu) = \left(\frac{|y_1, y_2, \ldots, y_T|}{\eta_1, \eta_2, \ldots, \eta_T}, \mu_m\right)
$$

Definition 5. For two GFSS $F_{\mu}^i$ and $F_{\mu}^j$ over the universal set $U$, where $i, j \in [1, M]$, the similarity measurement of GFSS $SG(F_{\mu}^i, F_{\mu}^j)$ can be calculated as follows:

$$
SG(F_{\mu}^i, F_{\mu}^j) = \frac{\sum_{t=1}^{T} (\eta_i^{t} \mu_t)}{\sqrt{\sum_{t=1}^{T} (\eta_i^{t} \mu_t)^2}} \frac{\sum_{t=1}^{T} (\eta_j^{t} \mu_t)}{\sqrt{\sum_{t=1}^{T} (\eta_j^{t} \mu_t)^2}}
$$

2.4.3. Ensemble Credit Scoring Modeling. The determination of the weight for every single model is the most important
step in the establishment of the ensemble credit score modeling. The purpose of this determination is to compare the calculated credit score with the actual records.

The similarity measure of GFSS can be utilized to do the determination, i.e., the calculated $SG(F_m^*, F_{\mu})$ value, where $F_m^*$ is the GFSS of the actual score of customers. In this way, the weight of $m$th classifier can be calculated by

$$\omega_m = \frac{SG(F_m^*, F_{\mu})}{\sum_{i=1}^{M} SG(F_m^*, F_{\mu})}$$

where $0 \leq \omega_m \leq 1$ and $\sum_{m=1}^{M} \omega_m = 1$. Thus, the final score could be calculated as

$$\hat{y}_t = \sum_{m=1}^{M} \omega_m y_t^m.$$  \hfill (19)

Figure 1 presents the flow-process diagram of the ensemble model. The algorithm of “ELM and GFSS Theory-Based Hybrid Ensemble” model is described. We will call this EGHE in the following parts (Algorithm 1).

### 3. Results and Discussion

#### 3.1. Preparation of Dataset

During the evaluation, we collected many different private and public data sets. We have collected a total of six credit data sets and four additional imbalanced data sets with different IR are obtained, i.e., three public and three private. The public sets can be obtained from the UCI Machine Learning Repository. They are real-world credit score data sets and are now widely used by researchers. The German, Australian, and Japanese data sets are used for extra verification. The private data sets consist of the Iranian data set that has also been widely used in many studies and the Bene1 and 2 data sets, which can be obtained from two key financial institutions in Benelux et al. [32]. This Iranian set has various customer data of many small Iranian private banks [33, 34]. Four additional imbalanced datasets are also from the Machine Learning Repository, UCI. They are Shuttle, Skin_segment, MiniBooNE, and LC2017Q1 which contains loan data of the first quarter in 2017 from Lending Club. The characteristics of all experimental data sets can be found in Table 2.
In this paper, we compared our proposed model with the other four state-of-the-art models, namely, C5.0 decision tree, SVM with Radial Basis Function, kernel SVM-R, Deep Belief Networks (DBN), and Bayes to validate the performance of our approaches. All the continuous attributes will be discretized into various intervals. Every single dataset will be divided into a two-thirds training set and one-third testing set randomly. We use the open source platform R-statistics (version R-3.2.2) to conduct our experiments.

3.2. Experimental Results. Different methods are utilized as comparison models to test the validity of the EGHE credit scoring model.

Firstly, the FS algorithm that is based on AEnet is used to obtain the highly correlated variables after initial data gathering and preprocessing. We could notice that after selection, the variables in these ten data sets are all decreased to various degrees (Table 3). In consideration of the complexity of computation, deleting irrelevant or weakly correlated variables is becoming increasingly important for big-data-oriented credit assessment issues.

After feature selection, we can perform two experiments to further see the effect of feature selection on the classification of each model: (1) all single classifiers with feature selection and (2) all single classifiers without feature selection. Tables 4 and 5 show in detail the AUC, H-measure (HM), Brier’s score (BS), and accuracy (ACC) for all single classifiers with and without feature selection.

From the results of every single classifier in Tables 4 and 5, we can see that the feature selection helps enhance the effectiveness of classification of most single classifiers. After feature selection, C5.0 shows accuracy values that are 0.8%, 1.76%, 1.63%, 4.49%, 0.82%, 3.47%, 4.15%, 7.94%, and 4.12% greater than without feature selection for Germany, Australia, Japan, Iran, Bene 1, Bene 2, Shuttle, Skin_segment, MiniBooNE, and LC2017Q1 data sets, respectively. In the same way, SVM-R increased the accuracy values by 0.93%, 1.08%, 0.67%, 4.53%, −0.4%, 1.94%, 0.87%, 1.02%, 2.03%, and 2.54%, respectively, for ten experimental data sets. DBN and Naive Bayes improve their effectiveness too after feature selection. Only SVM-R on Bene 1 reduced
by 0.4%, but this does not contradict the improvement on the classification that our AEnet-based feature selection brings. Not only do outliers, redundant, and weakly or even unrelated variables help improve the effectiveness, but also affect the model establishment and cause great computation.

It is noteworthy that, compared with C5.0, SVM-R, DBN, and Bayes, ELM has manifested the superiority in accuracy on the vast majority of datasets. Table 6 reports the average running time (total time for training and testing) for all models. For these experiments, we use an Intel i5-8500 with CPU at 3.0 GHz and 16 GB of RAM.

From Table 6, we can see that ELM costs less time than other single models to carry out credit scoring activities. The efficiency of computing resources also makes ELM a great match for ensemble learning and modeling.

After implementing feature selection, completing the ensemble strategy, and individual model classification, the EGHE model can be achieved. Based on (14), (15), and (17)–(19), the weights of single ELM classifiers are calculated according to their efficiency, respectively. To validate the availability of EGHE, we employed several ensemble models in contrast with EGHE. These models were split into two parts. The first one contains four FS algorithms with GFSS-based combination. They are cost-sensitive, GA, information gain ratio (IGR), and elastic net (Enet). Cost-sensitive, GA, and IGR are popular feature selection approaches in the credit scoring area [16, 35, 36]. The second group applies four other approaches with AEnet-based feature selection, which were weighted average (WAVG) [37], majority voting (MajVot) [38], weighted voting (WVOT) [39], and fuzzy soft set (FSS). Those methods are frequently adopted in the

| Data set    | Performance measures | Single classifiers | Single classifiers |
|-------------|----------------------|--------------------|--------------------|
|             | AUC                  | C5.0   | SVM-R | DBN   | Bayes  | ELM   |
| Germany     |                      | 0.680  | 0.732 | 0.753 | 0.761  | 0.764 |
|             | HM                   | 0.336  | 0.362 | 0.399 | 0.338  | 0.379 |
|             | BS                   | 0.251  | 0.167 | 0.173 | 0.199  | 0.172 |
|             | ACC                  | 0.745  | 0.752 | 0.749 | 0.745  | **0.762** |
|             | AUC                  | 0.867  | 0.812 | 0.876 | 0.857  | 0.852 |
|             | HM                   | 0.516  | 0.603 | 0.613 | 0.581  | 0.610 |
| Australia   |                      | 0.148  | 0.113 | 0.107 | 0.166  | 0.127 |
|             | ACC                  | 0.736  | 0.742 | **0.751** | 0.734  | 0.735 |
|             | AUC                  | 0.857  | 0.908 | 0.911 | 0.888  | 0.882 |
|             | HM                   | 0.689  | 0.608 | 0.608 | 0.667  | 0.618 |
| Japan       |                      | 0.156  | 0.120 | 0.138 | 0.176  | 0.142 |
|             | ACC                  | 0.738  | 0.749 | **0.757** | 0.742  | 0.751 |
|             | AUC                  | 0.616  | 0.604 | 0.614 | 0.715  | 0.710 |
|             | HM                   | 0.111  | 0.074 | 0.061 | 0.192  | 0.133 |
| Iran        |                      | 0.071  | 0.071 | 0.078 | 0.077  | 0.083 |
|             | ACC                  | 0.623  | 0.617 | 0.640 | 0.627  | **0.648** |
|             | AUC                  | 0.728  | 0.821 | 0.767 | 0.740  | 0.752 |
|             | HM                   | 0.310  | 0.366 | 0.250 | 0.335  | 0.351 |
| Bene 1      |                      | 0.267  | 0.176 | 0.168 | 0.297  | 0.199 |
|             | ACC                  | 0.701  | 0.749 | 0.698 | 0.690  | **0.753** |
|             | AUC                  | 0.745  | 0.789 | 0.746 | 0.707  | 0.762 |
|             | HM                   | 0.385  | 0.309 | 0.238 | 0.276  | 0.270 |
| Bene 2      |                      | 0.143  | 0.178 | 0.142 | 0.172  | 0.153 |
|             | ACC                  | 0.728  | 0.720 | 0.715 | 0.711  | **0.747** |
|             | AUC                  | 0.604  | 0.675 | 0.693 | 0.714  | 0.722 |
|             | HM                   | 0.299  | 0.334 | 0.257 | 0.317  | 0.358 |
| Shuttle     |                      | 0.224  | 0.153 | 0.158 | 0.186  | 0.163 |
|             | ACC                  | 0.662  | 0.693 | 0.740 | 0.698  | 0.720 |
|             | AUC                  | 0.770  | 0.749 | 0.804 | 0.802  | 0.805 |
|             | HM                   | 0.458  | 0.556 | 0.564 | 0.543  | 0.576 |
| Skin_segment|                      | 0.131  | 0.105 | 0.099 | 0.156  | 0.119 |
|             | ACC                  | 0.653  | 0.685 | 0.689 | 0.687  | **0.695** |
|             | AUC                  | 0.761  | 0.837 | 0.838 | 0.833  | 0.833 |
|             | HM                   | 0.613  | 0.560 | 0.559 | 0.625  | 0.584 |
| MiniBooNE   |                      | 0.140  | 0.112 | 0.126 | 0.164  | 0.134 |
|             | ACC                  | 0.655  | 0.690 | 0.696 | 0.695  | **0.710** |
|             | AUC                  | 0.547  | 0.557 | 0.563 | 0.669  | 0.671 |
|             | HM                   | 0.099  | 0.067 | 0.057 | 0.181  | 0.126 |
| LC2017Q1    |                      | 0.062  | 0.066 | 0.072 | 0.071  | 0.078 |
|             | ACC                  | 0.655  | 0.670 | 0.688 | 0.687  | **0.712** |
establishment and utilization of different combination models. They also employ ELM as the classifier but did not take the ensemble strategy that is proposed above, only using random sampling methods to make all training data sets become balanced. Table 7 displays the results of AUC, H-measure, and Brier’s score for all ensemble models.

Table 5: Results for all single classifiers with AEnet-based feature selection.

| Data set   | Performance measurement | Single classifiers |
|------------|-------------------------|--------------------|
|            | AUC        | SVM-R    | DBN    | Bayes   | ELM     |
| Germany    | 0.690      | 0.756    | 0.762  | 0.774   | 0.768   |
|            | 0.181      | 0.295    | 0.248  | 0.267   | 0.268   |
|            | 0.230      | 0.163    | 0.172  | 0.192   | 0.173   |
|            | 0.751      | 0.759    | 0.752  | 0.758   | 0.765   |
| Australia  | 0.882      | 0.902    | 0.915  | 0.912   | 0.883   |
|            | 0.614      | 0.635    | 0.642  | 0.623   | 0.624   |
|            | 0.121      | 0.104    | 0.131  | 0.121   | 0.130   |
|            | 0.749      | 0.750    | 0.755  | 0.741   | 0.748   |
|            | 0.861      | 0.910    | 0.919  | 0.910   | 0.878   |
|            | 0.608      | 0.621    | 0.631  | 0.622   | 0.622   |
|            | 0.116      | 0.112    | 0.126  | 0.113   | 0.119   |
|            | 0.749      | 0.752    | 0.766  | 0.753   | 0.758   |
|            | 0.631      | 0.650    | 0.612  | 0.723   | 0.638   |
|            | 0.137      | 0.118    | 0.108  | 0.212   | 0.117   |
| Japan      | 0.902      | 0.915    | 0.912  | 0.878   | 0.878   |
|            | 0.614      | 0.634    | 0.336  | 0.302   | 0.320   |
|            | 0.112      | 0.112    | 0.126  | 0.113   | 0.119   |
|            | 0.752      | 0.766    | 0.753  | 0.758   | 0.768   |
|            | 0.650      | 0.650    | 0.612  | 0.723   | 0.638   |
|            | 0.107      | 0.118    | 0.108  | 0.212   | 0.117   |
|            | 0.652      | 0.645    | 0.650  | 0.625   | 0.658   |
|            | 0.770      | 0.810    | 0.806  | 0.773   | 0.798   |
| Iran       | 0.312      | 0.345    | 0.336  | 0.302   | 0.320   |
|            | 0.119      | 0.119    | 0.137  | 0.121   | 0.137   |
|            | 0.746      | 0.746    | 0.719  | 0.723   | 0.753   |
|            | 0.815      | 0.815    | 0.780  | 0.796   | 0.796   |
|            | 0.337      | 0.337    | 0.363  | 0.321   | 0.362   |
|            | 0.115      | 0.115    | 0.156  | 0.188   | 0.165   |
|            | 0.699      | 0.743    | 0.707  | 0.727   | 0.727   |
|            | 0.852      | 0.756    | 0.796  | 0.812   | 0.813   |
|            | 0.495      | 0.562    | 0.558  | 0.550   | 0.582   |
|            | 0.141      | 0.106    | 0.098  | 0.158   | 0.120   |
|            | 0.675      | 0.692    | 0.712  | 0.696   | 0.702   |
|            | 0.822      | 0.845    | 0.830  | 0.844   | 0.841   |
| Skin_segment| 0.662     | 0.566    | 0.553  | 0.633   | 0.589   |
|            | 0.015      | 0.113    | 0.125  | 0.166   | 0.135   |
|            | 0.704      | 0.689    | 0.704  | 0.717   | 0.717   |
|            | 0.591      | 0.563    | 0.557  | 0.678   | 0.678   |
| MiniBooNE  | 0.107      | 0.068    | 0.056  | 0.183   | 0.125   |
|            | 0.067      | 0.067    | 0.071  | 0.072   | 0.079   |
| LC2017Q1   | 0.682      | 0.687    | 0.681  | 0.696   | 0.719   |

Table 6: Running time for all models with feature selection (seconds).

| Data sets  | C5.0  | SVM-R | DBN   | Bayes | ELM   |
|------------|-------|-------|-------|-------|-------|
| Germany    | 1.76  | 2.89  | 4.33  | 1.72  | 1.38  |
| Australia  | 1.16  | 2.02  | 2.99  | 1.07  | 0.97  |
| Japan      | 1.25  | 2.05  | 2.90  | 1.13  | 0.94  |
| Iran       | 1.82  | 3.01  | 4.31  | 1.69  | 1.44  |
| Bene 1     | 5.63  | 10.11 | 14.29 | 5.85  | 4.62  |
| Bene 2     | 12.71 | 21.13 | 28.96 | 12.32 | 10.01 |
| Shuttle    | 21.79 | 35.78 | 53.61 | 21.29 | 17.11 |
| Skin_segment| 207.20 | 340.24 | 509.76 | 202.49 | 182.46 |
| MiniBooNE  | 354.38 | 581.92 | 871.87 | 346.33 | 277.87 |
| LC2017Q1   | 591.26 | 970.78 | 1254.49 | 560.57 | 436.04 |
From Tables 7 and 5, we can see that, compared with the single classifiers, ensemble methods reveal significant advantages with regard to the accuracy of classification. Compared with other single classifiers and combined approaches in both groups, EGHE has an advantage in all metrics across all datasets. Experiments on several state-of-the-art ensemble models are performed to verify the effectiveness of the EGHE model. EMPNGA-based multistage hybrid model put forward by Zhang and Xia [37]; the heterogeneous ensemble credit model put forward by Xia et al. [40]; EBCA-RF&XGB-PSO model that is put forward by He et al. [41]; heterogeneous ensemble learning-based two-stage credit risk model (TSHE) proposed by Papouskova and Hajek [42]; twin neural networks (TNN) proposed by Jayadeva et al. [43]; and a new rule-based knowledge extraction (RKE) method proposed by Mahani and Baba [44] recently.

Table 7 gives the results of ensemble models in different data sets.

From Table 8, we could tell that the results of these models are very close. The accuracy of EGHE model is better than most of the other models but Iranian. The EBCA-RF&XGB-PSO model achieved a high accuracy of 0.921 in the Iranian data set because it uses the Extended Balance Cascade method that can effectively solve the issue of class imbalance. However, the ensemble strategy and GFSS theory-based model EGHE can deal with the thorny problem of unbalanced data classification better in most experimental data sets; even in some severely skewed data sets, ideal outcomes have been achieved, such as in Shuttle, Skin_segment, MiniBooNE, and LC2017Q1.
4. Conclusion

In this paper, we proposed a novel ensemble credit scoring model called EGHE, which integrates efficient feature selection algorithm, novel ensemble strategy, and GFSS-based weighting method for single ELM classifiers. In the proposed model, the adaptive elastic net-based feature selection algorithm was firstly utilized to obtain high-quality training data to improve the evaluation efficiency without reducing the predictive precision. ELM model was employed as basic classifier, and a novel ensemble strategy was generated to make the imbalanced training datasets become balanced for each ELM classifier. Additionally, we proposed a new weighting method to build the GFSS theory-based ensemble credit scoring model. Dual-scale classification accuracy metric that is based on new similarity measurement of GFSS was constructed to compute the final weight of every single classifier. The biggest contribution of this paper is that the proposed EGHE is able to predict credit risk reliably and accurately, especially for unbalanced credit data. Comparisons between EGHE and other credit scoring models were implemented on ten real-world datasets with four metrics (average accuracy, AUC, H-measure, and Brier’s score). A variety of state-of-the-art ensemble models were employed to compare with EGHE to prove its validity. The experiments results demonstrated that the proposed EGHE model was robust and represented a positive development in credit scoring.
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