Simulation of Temperature Distribution and Microstructure Evolution in the Molten Pool of GTAW Ti-6Al-4V Alloy
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Abstract: In this paper, a three-dimensional (3D) finite element model was established by ABAQUS software to simulate the welding temperature field of a Ti-6Al-4V alloy under different welding currents based on a Gaussian heat source model. The model uses thermo-mechanical coupling analysis and takes into account the effects of convection and radiation on all weld surfaces. The microstructure evolution of the molten pool was calculated using the macro-micro coupling cellular automaton-finite different (CA-FD) method. It was found that with the increase of the welding current, the temperature in the central region of the moving heat source was improved and the weld bead became wider. Then, the dendritic morphology and solute concentration of the columnar to equiaxed transition (CET) in the weld molten pool was investigated. It is shown that fine equiaxed crystals formed around the columnar crystals tips during solidification. The coarse columnar crystals are produced with priority in the molten pool and their growth direction is in line with the direction of the negative temperature gradient. The effectiveness of the model was verified by gas tungsten arc welding experiments.
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1. Introduction

Nowadays, titanium alloys, especially Ti-6Al-4V (TC4), have acquired extensive applications in aerospace, aircraft, automotive, biomedical, and chemical industries [1–3]. This is primarily due to their superior performance characteristics, such as low density, good corrosion resistance, high heat resistance, and high specific stiffness and specific strength. In many fields of manufacturing and processing industry, gas tungsten arc welding (GTAW) [4,5] plays a critical role, which is viewed as one of the traditional and significant material processing techniques. The mechanical and physical properties of titanium alloys are greatly affected by the microstructure evolution during molten solidification [6]. In particular, Kou [7] proposed that the dramatic transformation of temperature and solute concentration directly gave rise to an unfavorable influence on the dendritic growth. Salimi [8] developed a 3D transient analytical solution to the heat conduction problem in different plates with a circular moving heat source. The analytical results were validated by the finite element (FE) method and experiments. During metal solidification, to simulate temperature field change and microstructure transition for a laser-based additive manufacturing processing, a successful cellular automaton-finite element (CA-FE) model was proposed by Zhang [9]. Specially, it should be noted that the direct observation and measurement of the dynamic solidification process of the welding molten pool is very difficult to achieve in experiments.
With the continuous advancement of computational technology, several approaches have been developed for modeling microstructure evolution in the weld molten pool. These approaches mainly include Monte Carlo (MC), phase field (PF), and cellular automata (CA). Anderson [10] uncovered the features of crystal growth and studied the relationship between the dendritic growth and undercooling by the MC method. Then, the temperature of the weld process was integrated with the simulation of grain growth in a computationally efficient manner [11]. However, due to lacking a physical basis, this MC method failed to perform quantitative analysis, which also greatly limited its application. Another employed a phase field (PF) method to quantitatively simulate the dendritic growth process. Qin et al. [12] simulated the solidification of a multicomponent and developed the multiphase systems based on the PF model. To simulate microstructure morphology and solute distributions of the Al-4 wt% Cu alloy in a welding molten pool under transient conditions, Wang et al. [13] developed a quantitative phase field model. However, this model needs a huge amount of computational time, resulting from requiring an extremely fine mesh. To this end, Rappaz et al. [14] proposed a CA method which characterizes the discrete temporal and spatial microstructure evolution using a network of regular cells. In the gas tungsten arc welding (GTAW) process, Zhan et al. [15,16] simulated the dendrite morphology based on the CA method. In addition, the CA method has two advantages: low computational cost and ease of coupling with the macroscopic thermal model considering the transfer of heat and mass in complex geometries. During the solidification of the TC4 alloy, Wang et al. [17] investigated the grain microstructure by means of a method where CA was coupled with FE in the molten pool. Chen et al. [18] proposed a 3D CA-FE model to permit the simulation of grain structure solidification during multiple passes of gas tungsten arc welding (GTAW) and gas metal arc welding (GMAW). Here, the CA-FE method was better used for simulating the temperature distribution and microstructure formulation in the molten pool. To date, there has been little investigation on predicting the temperature distribution and dendritic morphology of the columnar to equiaxed transition (CET) and obtaining experimental validation during Ti-6Al-4V alloy gas tungsten arc welding.

In this study, the temperature field and dendritic morphology were simulated by a CA-FD method. The FE software ABAQUS (version 6.13, Dassault SIMULIA, Providence, RI, USA) was used to compute the thermal field evolution under different welding current conditions. Moreover, the CA model was built to simulate the microstructure evolution of the CET process. The simulated results were verified by corresponding experiments.

2. Thermal Modeling of Welding

A visual thermal modeling of the welding process was performed to predict the thermal fields in the solidification area, by using the FE software ABAQUS and its user subroutines. The subroutines were implemented by the FORTRAN programmable language and linked to the ABAQUS software. The entire procedure of the coupling analysis is shown in Figure 1.
A TC4 alloy plate was used; its chemical compositions are listed in Table 1 and the material properties [19] used for thermal numerical simulation are shown in Figure 2.

**Table 1.** Chemical composition of the Ti-6Al-4V (TC4) titanium alloy plate.

| Element | Ti | Al | V  | Fe | O  |
|---------|----|----|----|----|----|
| wt%     | Balance | 5.5–6.76 | 3.5–4.5 | 0.25 | 0.2 |

**Figure 2.** The material properties used to simulate temperature distribution: (a) thermal conductivity, (b) specific heat capacity, (c) elasticity modulus and Poisson ratio, and (d) thermal expansion coefficient.

### 2.1. Meshing and Analysis Settings

The TC4 plate (120 mm × 80 mm × 4 mm) was melted in the centerline by using a gas tungsten arc welding (GTAW) process without filler metal. The dimensions of the simulated welded thin plate were exactly identical to those used in the welding experiments. A total of 14,400 C3D8T elements
were used in the simulation. In C3D8T, C represents a solid element, 3D indicates three-dimensional, and 8T denotes eight nodes. The FE model used is shown in Figure 3.

![Figure 3. The FE model used in the numerical analysis.](image)

It can be easily seen that the mesh in the central area of the weld bead is relatively fine and the other areas are sparse to obtain higher computation accuracy. In addition, the analysis type uses thermo-mechanical coupling analysis with two analysis steps: a heating analysis step and a cooling analysis step.

### 2.2. Heat Transfer Equation

The welded sample is viewed as a solid subjected to conduction heat transfer, with boundary conditions to model heat transfer between the sample and the surrounding environment. Then, the three-dimensional transient thermal equation is given as follows [20]:

\[
\rho C_p \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) + Q_v
\]  

(1)

where \( T \) is temperature, \( \rho \) is material density, \( C_p \) is specific heat, \( k \) is thermal conductivity, and \( Q_v \) represents volumetric heat flux in W/m³. To solve the heat equation, the thermal conductivity, density, and specific heat are required.

### 2.3. Heat Source

The heat source was exerted by a heat flow density imposed on the sample surface interacting with the arc. A Gaussian heat source model was chosen (shown in Figure 4), centered on the arc axis, moving in translation along the \( x \)-axis at the welding speed \( v_s \). It should be noted that \( o \) represents the coordinate center of the \( xy \) plane.

![Figure 4. The Gaussian heat source model.](image)
The heat flow density distribution in the surface is then given by [20]:

\[ q(r) = \frac{2q_m}{\pi d^2} \exp \left( -\frac{3r^2}{d^2} \right) \]  

(2)

where \( q_m \) is Gaussian amplitude, \( d \) is width, and \( r \) represents the distance to the center of the heat source, defined by:

\[ r = (X - X_0 - v_s t)^2 + (Y - Y_0)^2 \]  

(3)

Here, \( X_0 \) and \( Y_0 \) are the coordinates of the initial position of the heat source and \( t \) denotes the time.

The total power transmitted to the sample by this distribution, obtained by integrating Equation (2) for \( r \) from 0 to infinity, must match the effective welding power. The relationship between the distribution parameters and process parameters can be given as

\[ q_m = \eta \cdot UI \]  

(4)

where \( U \) is the welding voltage, \( I \) is the welding current, and \( \eta \) indicates the welding efficiency.

2.4. Boundary and Initial Conditions

At the beginning, the initial and ambient temperatures of the FE model for all simulations were set to 25 °C. The thermal boundary conditions mainly include convection in air, radiation from the surface of the workpiece toward air in light of the Stefan-Boltzmann relationship, and conduction from the workpiece toward the metal support. The heat loss from surface convection and radiation can be given as [20]:

\[ q_{\text{conv}} = h(T_c - T_0) \]  

\[ q_{\text{rad}} = \varepsilon \sigma \left[ (T_c - T_{\text{abs}})^4 - (T_0 - T_{\text{abs}})^4 \right] \]  

(5)  

(6)

Here, \( T_c \) is the current temperature, \( T_0 \) indicates the ambient temperature, and \( T_{\text{abs}} \) is the absolute zero temperature. In addition, \( \varepsilon \) represents the emissivity and \( \sigma \) is the Stefan-Boltzmann constant, which has the value of \( 5.68 \times 10^{-8} \) J/K^4m^2s. In this paper, the convection coefficient is taken as 8 and the emissivity is 0.85, and the heat transfer coefficient has the value of \( h = 10 \) W/m^2·K.

2.5. Macro–Micro Coupling of the Temperature Field

The calculation of the welding heat transfer process is the basis of the microstructure simulation. However, the calculation of the heat transfer process of the weld pool is performed on a macro scale, while the calculation of the dendrite growth based on the CA method is carried out on a micro scale. Therefore, it is necessary to establish a macro-micro coupling model for temperature field calculation. The macroscopic temperature field was solved by the finite difference (FD) method using the ABAQUS finite element software. The CA model was built to simulate the microstructure evolution of the columnar to equiaxed transition (CET) process. The temperature of the CA element is affected by the temperature of the macro elements around it. It is related to the distance from the central node of the element to the surrounding macro elements as shown in Figure 5.
The temperature value of the CA element can be expressed by the following formula [16]:

$$T_o = \frac{\sum_{i=1}^{N} L_i^{-1} T_i}{\sum_{i=1}^{N} L_i^{-1}}$$  \hspace{1cm} (7)$$

where $T_o$ is the temperature of the micro-element O; $T_i$ is the macro-element temperature around the point O; $L_i$ is the distance from the point O to the surrounding macro-element; and $N$ is the number of macro-elements around the micro-element, the value of which is 8.

3. Modeling of the Dendritic Growth

The growth of columnar grains and equiaxed grains was simulated in the modeling. The CET can be calculated when the volume fraction for equiaxed grains reached a given limit at the solidification front. The thermal properties of the material used in the present simulation are shown in Table 2 [18].

| Property                        | Variable | Value                  |
|---------------------------------|----------|------------------------|
| Liquidus temperature            | $T_L$    | 1703 °C                |
| Solidus temperature             | $T_S$    | 1678 °C                |
| Partition coefficient           | $k_0$    | 0.95                   |
| Diffusion coefficient in liquid | $D_L$    | $5 \times 10^{-9}$ m$^2$/s |
| Diffusion coefficient in solid  | $D_S$    | $5 \times 10^{-13}$ m$^2$/s |
| Liquidus slope                  | $m_L$    | $-1.4$                 |
| Maximum nucleation density      | $n_{max}$| $4 \times 10^9$/m$^3$  |
| Standard deviation of undercooling | $\Delta T_{\sigma}$ | 0.5 °C              |
| Maximum undercooling            | $\Delta T_{max}$ | 2 °C               |
| Gibbs–Thomson coefficient       | $\Gamma$ | $3.66 \times 10^{-7}$ m·K |
| Initial concentration           | $C_0$    | 6 at.%                 |

3.1. Dendritic Nucleus Model

During the solidification process of the molten pool, the interface between the molten pool of liquid and the solid substrate is the nucleation surface affiliated with the grains’ growth in the molten pool. A heterogeneous nucleation method was used to simulate the solidification evolution process of the grains in the molten pool. A quasi-continuous nucleation model was established based on the Gaussian distribution function. The term $dn/d(\Delta T)$ was used to describe the variation of the grains’
nucleation density, and the total density of nuclei \( n(\Delta T) \) formed at a certain undercooling \( \Delta T \) was given as [21]:

\[
n(\Delta T) = \int_{\Delta T}^{\infty} \frac{dn}{d(\Delta T)} d(\Delta T)
\]

(8)

The change rate of nucleation density varies with the supercooling degree satisfied with Gaussian distribution. It can be calculated by the following expression:

\[
\frac{dn}{d(\Delta T)} = \frac{n_{\text{max}}}{\sqrt{2\pi}\Delta T} \exp\left[-\frac{1}{2} \left( \frac{\Delta T - \Delta T_N}{\Delta T_\sigma} \right)^2 \right]
\]

(9)

where \( n_{\text{max}} \) is the maximum nucleation density and \( \Delta T_\sigma \) is the standard deviation of undercooling. In the calculation process, the nucleation point location was randomly chosen.

3.2. Solute Diffusion Model

For binary alloys or multicomponent alloys, the solute diffusion also plays an important role on dendrite growth in the weld molten pool and the solute concentration gradient is the driving force for solute diffusion in the solid and liquid phases. Then, the solute concentration in the solid and liquid phases is determined by solving the governing equation for each phase separately, as follows:

\[
\frac{\partial C_i}{\partial t} = D_i \nabla^2 C_i + C_i \cdot (1 - k) \frac{\partial f_s}{\partial t}
\]

(10)

where \( C_i \) is the solute concentration, \( D_i \) represents the solute diffusivity, the subscript \( i \) denotes a solid or liquid, and \( k \) is the partition coefficient.

At the solid–liquid interface, the solute partition between the liquid and solid is given by:

\[
C_s^* = k \cdot C_l^*
\]

(11)

where \( C_s^* \) and \( C_l^* \) denote the interface solute concentrations in the solid and liquid phases, respectively.

Based on the counting method advanced by Nastac [22], the interface curvature of a cell with a solid fraction can be derived by calculating the nearest and second-nearest neighboring cells:

\[
K = \frac{1}{l_{CA}} \left( 1 - 2 f_s + \frac{\sum_{j=1}^{N} f_s(j)}{N + 1} \right)
\]

(12)

where \( l_{CA} \) represents the length of the CA cell side, \( N \) is the number of the nearest and the second-nearest neighboring cells, and \( f_s(j) \) is the solid fraction of neighboring cells.

The liquid concentration in the interface cell is given as [23]:

\[
C_l = C_l^* - \frac{1 - f_s}{2 l_{CA}} \cdot G_c
\]

(13)

where \( G_c \) is the concentration gradient in front of the solid-liquid interface, and the interface equilibrium composition \( C_{l^*} \) is obtained by:

\[
C_{l^*} = C_0 + \frac{1}{m_l} \left[ T^* - T_1^{eq} + \Gamma K \right]
\]

(14)

where \( C_0 \) indicates the initial solute concentration, \( T^* \) is the interface equilibrium temperature calculated by Equation (1), \( T_1^{eq} \) is the equilibrium liquidus temperature at \( C_0 \), \( m_l \) is the liquidus slope, \( \Gamma \) is the Gibbs-Thomson coefficient, and \( K \) is the average curvature of the liquid-solid interface.
3.3. Undercooling

Kurz et al. [24] developed the KGT (Kurz-Giovanola-Trivedi) model. It was introduced to simulate and calculate the growth process of the dendrite tip. De-Chang et al. [25] proposed that the undercooling of the solid–liquid interface mainly includes temperature, concentration, and curvature in the CA model. The anisotropy of the interface energy has a great effect on the curvature undercooling, so the model must take the interface anisotropy into consideration. At the same time, the degree of undercooling in the solid–liquid interface prerequisite is calculated as [26]:

\[
\Delta T(t_n) = T' - T_{ij} + m_l(C_0 - C_l^*) + \Gamma K(t_n) \{1 - 15G_x \cos[4(\theta - \theta_0)]\}
\]

where \(T'\) is the temperature at the interface, \(T_{ij}\) is the temperature of the undercooled melt, \(C_0\) is the initial solute concentration, \(C_l^*\) is the solute concentration of the liquid at the interface, and \(m_l\) is the slope of the liquidus. Besides, \(\Gamma\) is the Gibbs–Thompson coefficient and \(K(t_n)\) is the interface curvature calculated from Equation (12). \(G_x\) is the anisotropy intensity of the liquid–solid interface.

\[
\theta_0 = \cos^{-1}\left(\frac{\partial f_s}{\partial x} \div \left(\frac{\partial f_s}{\partial x}^2 + \frac{\partial f_s}{\partial y}\right)^{1/2}\right)
\]

\[
\theta = \arctan\left(\frac{\partial f_s}{\partial y} \div \frac{\partial f_s}{\partial x}\right)
\]

Then, \(\theta_0\) represents the angle between the growth direction of the dendrites and the positive direction of the coordinate axis, and it can be calculated from Equation (16). Likewise, \(\theta\) is also the angle between the normal of the solid–liquid interface and the positive direction of the coordinate axis, which is derived from Equation (17). As the heat undercooling is relatively small, the effect of dynamics on high dendritic growth is not taken into account and the solute diffusion in the solid phase can be neglected.

3.4. Selection of Time Step

In order to ensure stability in the calculation of the composition field and the advance rate of the solid–liquid interface, the time step is determined by the following Equation [27]:

\[
\Delta t \leq \frac{1}{5} \min\left(\frac{\Delta x^2}{D_1}, \frac{\Delta x}{V_{\max}}\right)
\]

where \(\Delta x\) is the grid size, \(D_1\) is the solute diffusion coefficient in the liquid, and \(V_{\max}\) represents the welding speed.

3.5. Experimental Details

For the purpose of validating the feasibility and accuracy of the presented model, the welding experiment was automatically carried out by an YC-400TX GTAW machine (Panasonic Welding Systems (Tangshan) Co., Ltd, Tangshan, China). The welding parameters used are shown in Table 3. It should be pointed that the welding efficiency in Table 3 was set as 0.8 [28]. Then, the specimens were mechanically ground with 120-grit SiC paper, were etched in a solution composed of 400 mL H_2O + 40 g KOH + 40 mL H_2O_2, and purged with an ultrasonic cleaner in order to remove surface contaminants.

| Table 3. Welding procedure parameters of Ti–6Al–4V alloy plate gas tungsten arc welding (GTAW). |
|-------------------------------------------------------------|
| Parameters     | Welding Speed | Welding Voltage | Welding Current | Welding Efficiency |
|----------------|---------------|-----------------|-----------------|--------------------|
| Value          | 5 mm/s        | 13.8 V          | 75 A            | 0.8                |
An accurate simulation for the moving heat source of the weld process is a prerequisite to correctly predict the temperature distribution and dendritic growth. The parameters’ calibration for the heat source, including the peak temperature, shape, and dimensions of the welding molten pool, is performed by optimizing parameters such as the welding voltage and the welding current. The parameter optimization is based on satisfying the macrograph experimentally observed for a welding cross section.

The calculated temperature field was validated by means of the K-type thermocouple measurement of the transient temperature captured at corresponding test points during the actual welding process, as shown in Figure 6a. In order to evaluate the accuracy for the simulated temperature distribution results, the test platform of the welding thermal cycle was built as shown in Figure 6b. It primarily consisted of a stored energy welding machine (self-developed), welding sample, K-type thermocouple, temperature measurement module (TR-W500, KEYENCE Corporation, Osaka, Japan), and computer. Since it is very hard to put the thermocouple very close to the welding sample surface without surpassing the temperature limitation for the thermocouple, the temperature distribution was measured at a smaller distance from the heat affected zone (HAZ). Hence, the K-type sheathed thermocouples were directly embedded in the welding sample surface by using the stored energy welding machine. The embedded thermocouples were located at four points on the workpiece surface; as shown in Figure 6c, these four points were evenly spaced along the welding direction.

![Figure 6. Testing of the welding thermal cycle: (a) the welding sample geometry, (b) the diagram of the test platform, and (c) the picture of the test platform.](image-url)
4. Results and Discussions

4.1. Temperature Distribution and Weld Bead Geometry

The temperature distributions in the welding process were calculated under different welding currents, including 60 A, 75 A, and 90 A. The specific temperature distribution results are shown in Figure 7. It should be noted that the welding voltage is 13.8 V, the welding speed is 5 mm/s, and the welding efficiency is 0.8. According to Equation (4), the welding input power can be derived.

From Figure 7, it can be seen that as the welding heat source moves, the molten pool advances stably and the shape of the molten pool remains substantially unchanged. When the welding current is gradually increased, the temperature in the central region of the moving heat source is increased. To further investigate the relationship between the welding current and the welding bead geometry,
the cross sections of the welding bead under different welding currents were observed, as shown in Figure 8. Then the bottom width of weld bead is represented by \( W_D \).

![Figure 8. The cross sections of the welding bead under different welding currents.](image)

From Figure 8, it can be found that as the welding current increases, the temperature of the central region of the moving heat source increases and the weld transverse cross section becomes wider, i.e., \( W_{D1} > W_{D2} > W_{D3} \). In addition, the temperature in the central region of the moving heat source is larger than the melting point of the titanium alloy (1650 °C).

In order to further analyze the effect of the welding current on the temperature distribution during the welding, the thermal cycle curves were obtained, as shown in Figure 9. From Figure 9, it can be found that due to the rapid heating rate of the welding, the curve rises extremely fast and the temperature rapidly reaches a peak; the closer the weld bead is, the faster the temperature rises and the higher the peak temperature. During the cooling phase, the temperature drops relatively slowly. In addition, the simulated temperature values under different distances and currents are listed in Table 4.

![Figure 9. The simulated thermal cycle curves at different distances from the weld center: (a) 1 mm, (b) 2 mm, and (c) 3 mm.](image)
From Table 4, it can be found that the temperature value is lower than the melting point of the titanium alloy (1650 °C) under L = 3 mm and I = 60 A. However, the temperature is larger than the melting point of the titanium alloy under L = 3 mm and I = 90 A. Then, the welding heat input \( P \) can be calculated thus:

\[
P = \frac{\eta UI}{V}
\]

(19)

Here, \( U \) is the welding voltage, \( I \) is the welding current, \( V \) represents the welding speed, and \( \eta \) is the welding efficiency. According to Equation (19), the welding current is positively correlated with the welding heat input when \( U \) and \( V \) are determined. It should be noted that the welding efficiency is 0.8 and the welding voltage is 13.8 V in Equation (19). Then, the welding heat inputs under \( I = 60 \) A, \( I = 75 \) A, and \( I = 90 \) A are 132.48 J mm\(^{-1}\), 165.60 J mm\(^{-1}\), and 198.72 J mm\(^{-1}\), respectively. When the welding heat input is too small, welding defects are easily caused; but when the welding heat input is too large, coarse columnar crystals are generated in the weld bead. This leads to the increase of the brittleness of the welded joints. Therefore, within the range of reasonable welding heat input, the weld grain size is more uniform. Based on the analysis mentioned above, the welding thermal cycle test is performed under the welding current \( I = 75 \) A.

The calibration between the simulated results and the experimental observations is presented as shown in Figure 10. The comparative analysis of both the simulated results and experimental observations was performed. Figure 10a shows that the experimental and simulated time–temperature curves match well, including the heating rate, peak temperature, and cooling rate. Here, the heating and cooling rates are calculated by dividing the difference between the initial and current temperature values by the fixed time step. The comparison between the simulated weld bead geometry and the measured macrograph of a polished and chemically etched weld bead transverse cross section is shown in Figure 10b.

From Table 4, it can be found that the temperature value is lower than the melting point of the titanium alloy (1650 °C) under L = 3 mm and I = 60 A. However, the temperature is larger than the melting point of the titanium alloy under L = 3 mm and I = 90 A. Then, the welding heat input \( P \) can be calculated thus:

\[
P = \frac{\eta UI}{V}
\]

(19)

Here, \( U \) is the welding voltage, \( I \) is the welding current, \( V \) represents the welding speed, and \( \eta \) is the welding efficiency. According to Equation (19), the welding current is positively correlated with the welding heat input when \( U \) and \( V \) are determined. It should be noted that the welding efficiency is 0.8 and the welding voltage is 13.8 V in Equation (19). Then, the welding heat inputs under \( I = 60 \) A, \( I = 75 \) A, and \( I = 90 \) A are 132.48 J mm\(^{-1}\), 165.60 J mm\(^{-1}\), and 198.72 J mm\(^{-1}\), respectively. When the welding heat input is too small, welding defects are easily caused; but when the welding heat input is too large, coarse columnar crystals are generated in the weld bead. This leads to the increase of the brittleness of the welded joints. Therefore, within the range of reasonable welding heat input, the weld grain size is more uniform. Based on the analysis mentioned above, the welding thermal cycle test is performed under the welding current \( I = 75 \) A.

The calibration between the simulated results and the experimental observations is presented as shown in Figure 10. The comparative analysis of both the simulated results and experimental observations was performed. Figure 10a shows that the experimental and simulated time–temperature curves match well, including the heating rate, peak temperature, and cooling rate. Here, the heating and cooling rates are calculated by dividing the difference between the initial and current temperature values by the fixed time step. The comparison between the simulated weld bead geometry and the measured macrograph of a polished and chemically etched weld bead transverse cross section is shown in Figure 10b.

![Figure 10](image_url)  
(a)  
(b)  

**Figure 10.** The comparison between the simulated results under \( I = 75 \) A and the experimental observations: for (a) thermal cycle curves and (b) weld bead geometry.

According to the temperature contour above the melting point of 1650 °C, the fusion zone is determined in the FE model. From Figure 10b, it can be found that the simulated fusion boundary isotherm is in good accordance with the experimental fusion boundary and penetration depth. It is
preliminarily concluded that the weld bead transverse cross section is better when the welding current is 75 A.

4.2. Calculations and Measurements of the CET

For further evaluating the validity and rationality of the obtained welding process parameters from the welding temperature field analysis, these parameters act as the heat input parameters of the CA-FD coupling model. Then, the microstructure evolution is calculated by the CA-FD coupling model. The welding voltage is 13.8 V and the welding current is 75 A in this calculation, and the calculation areas are divided into rectangular macroscopic grids. In addition, these macroscopic grids consist of uniform microscopic grids, the grid size is 5 μm, and the time step is 0.5 ms. Of importance, the iteration number is set as 130, 372, and 454, respectively. The grains’ growth tends to be dramatically changed with the influence of heat dissipation direction. The growth morphology of the dendrites in the weld pool varies with time during the solidification, as shown in Figure 11.

![Figure 11](image.png)

**Figure 11.** The morphology of grains in the weld pool at different times: (a) t = 0.065 s, (b) t = 0.186 s, and (c) t = 0.227 s.

From Figure 11a, it can be seen that the columnar crystals are formed at the edge of the weld pool at the beginning of solidification. With the progress of solidification, these columnar crystals continuously grow and some fine equiaxed crystals form at their tips, as shown in Figure 11b. The solidification layer continues to move inward and the solid-phase cooling capability is gradually weakened. It should be pointed that when the constitutional supercooling is high enough, the nonuniform nucleation is activated and the equiaxed crystals’ nucleation starts in the center of the molten pool. From Figure 11c, it is shown that the growth of the columnar crystals is greatly affected by the growth of the central equiaxed grains. This leads to the arrest of the longitudinal growth for the partial columnar crystals, whereas their radial growth and secondary dendrite arms are intensified. The transformation from the columnar crystals to the equiaxed crystals is eventually achieved. When the grain growth direction is perpendicular to the heat dissipation direction of the molten pool wall, columnar crystals are formed. If the heat dissipation is along all directions around the melt, equiaxed crystals are formed. It can be concluded that the morphology of the dendrites exhibits randomness and asymmetry under the effect of the altering temperature field in the molten pool.

The solute concentration is the key factor of the liquid–solid state during the dendritic nucleation and growth. When the solute field is changed, the direction and morphology of the grain growth will be changed. Hence, the corresponding liquid solute concentration and solid solute concentration, as shown in Figure 12, are discussed. From Figure 12a,c,e, it can be seen that the release of solutes in the solid phase makes the liquid phase solute concentration located at the front of solid–liquid interface increase. Simultaneously, the solute diffusion rate in the liquid phase of the dendritic tip is much smaller than the dendrites’ growth speed at the solid–liquid interface. In addition, when the competitive growth of columnar and equiaxed crystals occurs, the solute fields formed by the growth of equiaxed grains and columnar crystals will affect each other.
The solute distribution for solid and liquid phases in the weld pool at different times: (a) liquid phase at $t = 0.065$ s, (b) solid phase at $t = 0.065$ s, (c) liquid phase at $t = 0.186$ s, (d) solid phase at $t = 0.186$ s, (e) liquid phase at $t = 0.227$ s, and (f) solid phase at $t = 0.227$ s.

In light of Figure 12b,d,f, it can be seen that the growth of dendrites is always followed by the segregation phenomenon when observing the distribution of solute concentration in the solid phase during the CET process. At the beginning of the CET, the region of highest solute concentration is the columnar crystal tip. When the CET transformation is conducted at the final stage, the equiaxed crystals grow well and the solid solute concentration reaches 15%. At this point, it is prone to forming regional segregation after solidification. Therefore, the evolution of columnar–equiaxed crystals is not only influenced by the growth of columnar crystals being hindered by the equiaxed grains, but also the interaction between the solid and liquid solute concentrations.

The cross section of the TC4 alloy welded joint is selected for the purpose of testing the validity of the simulated microstructure evolution results. It was vertical to the direction of the weld moving heat source and was ground and polished. The welding samples were etched by 10 mL HF + 20 mL HNO$_3$ + 50 mL H$_2$O. Microstructure observation was conducted using an inverted GX671 metallographic microscope produced by OLYMPUS (Tokyo, Japan). Owing to the whole welding pool having good symmetry, the microscopic morphology of only half of the weld pool is shown in Figure 13a.

The micrograph of the TC4 alloy in the weld pool: (a) the test result and (b) the simulated result.

From Figure 13a, it can be seen that the equiaxed crystals mainly concentrate in the central region of the weld pool and the CET appears in the region near the fusion line. It can be concluded that the simulated results are in good agreement with the metallographic tests.
5. Conclusions

In this study, based on the CA-FD model coupled with the FE model, the temperature distribution and dendritic morphology of the molten pool for TC4 alloy plates welded by GTAW were analyzed theoretically and experimentally. In addition, the effect of the welding current on weld bead geometry was analyzed in detail. In summary, the main conclusions inferred from the above analysis are as follows:

(1) In order to ensure the accuracy of the simulated temperature distribution, the developed FE model took nonlinear thermal analysis, the temperature dependency of the thermal materials’ properties, and a moving heat source into consideration. Furthermore, the convection and radiation conditions were also considered in this model.

(2) During the GTAW process, the temperature distribution in a macro region around the molten pool was calculated by the developed FE model under different welding currents. It was found that the transverse cross section of the weld bead was better when the welding current was 75 A. The obtained current parameter acted as the input parameter of the CA-FD coupling model.

(3) Then, the effect of several process conditions on the solidification microstructure was investigated by the CA-FD model, especially solidification time and temperature. It is shown that the coarse columnar crystals are produced with priority in the molten pool and their growth direction is in line with the direction of the negative temperature gradient. With the increase of temperature and solute concentration at the front of the solid-liquid interface, the columnar crystal grains show the trend of transforming to equiaxed crystals.

(4) This work contributes to the understanding of microstructure evolution and temperature characteristics in the molten pool. It can provide a fundamental basis for the selection of welding process parameters for GTAW processing of the TC4 alloy. The present model will be further enhanced to include the effect of fluid flow on dendrite growth in the molten pool.

Author Contributions: Conceptualization, M.Z. and Y.Z.; Data curation, C.H.; Formal analysis, W.Z.; Investigation, Y.Z.; Methodology, J.L.; Resources, J.L.; Software, W.Z.; Supervision, M.Z.; Validation, C.H.; Writing—original draft, Y.Z.; Writing—review & editing, Q.C.

Funding: This research was funded by the Natural Science Foundation of China, grant number 51274162, and the Education Department of Shaanxi Provincial Government scientific research projects of key laboratory, grant number 15JS082, and the Education Department of Shaanxi Provincial Government service local special projects, grant number 16JF021.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lutjering, G.; Williams, J.C. Titanium, 2nd ed.; Springer: Berlin, Germany, 2007; pp. 2–4, ISBN 978-3-540-71397-5.
2. Wang, D.C. Development and application of high-strength titanium alloys. Chin. J. Nonferr. Met. 2010, 20, 958–963.
3. Zhao, Y.Q.; Ge, P. Current situation and development of new titanium alloys invented in China. J. Aeronaut. Mater. 2014, 34, 51–61.
4. Babu, N.K.; Raman, S.G.S.; Mythili, R.; Saroja, S. Correlation of microstructure with mechanical properties of TIG weldments of Ti–6Al–4V made with and without current pulsing. Mater Charact. 2007, 58, 581–587. [CrossRef]
5. Wang, L.M.; Lin, H.C. The characterization of corrosion resistance in the Ti-6Al-4V alloy fusion zone following a gas tungsten arc welding process. J. Mater. Res. 2009, 24, 3680–3688. [CrossRef]
6. David, S.A.; Vitek, J.M. Correlation between solidification parameters and weld microstructures. Int. Mater. Rev. 1989, 34, 213–245. [CrossRef]
7. Kou, S.; Sun, D.K. Fluid flow and weld penetration in stationary arc welds. Metall. Trans. A 1985, 16, 203–213. [CrossRef]
8. Salimi, S.; Bahemmat, P.; Haghpanahi, M. A 3D transient analytical solution to the temperature field during dissimilar welding processes. Int. J. Mech. Sci. 2014, 79, 66–74. [CrossRef]
9. Zhang, J.; Liou, F.; Seufzer, W.; Taminger, K. A coupled finite element cellular automaton model to predict thermal history and grain morphology of Ti-6Al-4V during direct metal deposition (DMD). *Addit. Manuf.* 2016, 11, 32–39. [CrossRef]

10. Anderson, M.P.; Srolovitz, D.J.; Grest, G.S.; Sahni, P.S. Computer simulation of grain growth—I. kinetics. *Acta Metall.* 1984, 32, 783–791. [CrossRef]

11. Wei, H.L.; Elmer, J.W.; DebRoy, T. Crystal growth during keyhole mode laser welding. *Acta Mater.* 2017, 133, 10–20. [CrossRef]

12. Qin, R.S.; Wallach, E.R.; Thomson, R.C. A phase-field model for the solidification of multicomponent and multiphase alloys. *J. Cryst. Growth* 2005, 279, 163–169. [CrossRef]

13. Wang, L.; Wei, Y.; Zhan, X.; Yu, F. A phase field investigation of dendrite morphology and solute distributions under transient conditions in an Al-Cu welding molten pool. *Sci. Technol. Weld. Join.* 2016, 21, 446–451. [CrossRef]

14. Rappaz, M.; Gandin, C.A. Probabilistic modeling of microstructure formation in solidification processes. *Acta Metall. Mater.* 1993, 41, 345–360. [CrossRef]

15. Zhan, X.; Wei, Y.; Dong, Z. Cellular automaton simulation of grain growth with different orientation angles during solidification process. *J. Mater. Process. Technol.* 2008, 208, 1–8. [CrossRef]

16. Zhan, X.; Dong, Z.; Wei, Y.; Ma, R. Simulation of grain morphologies and competitive growth in weld pool of Ni–Cr alloy. *J. Cryst. Growth* 2009, 311, 4778–4783. [CrossRef]

17. Wang, Z.J.; Luo, S.; Li, W.Y.; Song, H.W.; Deng, W.D. Simulation of microstructure during laser rapid forming solidification based on cellular automaton. *Math. Probl. Eng.* 2014, 2014. [CrossRef]

18. Chen, S.; Guillemot, G.; Gandin, C.A. Three-dimensional cellular automaton-finite element modeling of solidification grain structures for arc-welding processes. *Acta Mater.* 2016, 115, 448–467. [CrossRef]

19. Liu, Q.; Li, X.; Jiang, Y. Numerical simulation of EBCHM for the large-scale TC4 alloy slab ingot during the solidification process. *Vacuum* 2017, 141, 1–9. [CrossRef]

20. Ahn, J.; He, E.; Chen, L.; Wimpory, R.C.; Dear, J.P.; Davies, C.W. Prediction and measurement of residual stresses and distortions in fibre laser welded Ti-6Al-4V considering phase transformation. *Mater. Des.* 2017, 115, 441–457. [CrossRef]

21. Gandin, C.A.; Rappaz, M. A coupled finite element-cellular automaton model for the prediction of dendritic grain structures in solidification processes. *Acta Metall. Mater.* 1994, 42, 2233–2246. [CrossRef]

22. Nastac, L. Numerical modeling of solidification morphologies and segregation patterns in cast dendritic alloys. *Acta Mater.* 1999, 47, 4253–4262. [CrossRef]

23. Wang, W.; Lee, P.D.; McLean, M. A model of solidification microstructures in nickel-based superalloys: predicting primary dendrite spacing selection. *Acta Mater.* 2003, 51, 2971–2987. [CrossRef]

24. Kurz, W.; Giovanola, B.; Trivedi, R. Theory of microstructural development during rapid solidification. *Acta Metall.* 2010, 54, 823–830. [CrossRef]

25. Tsai, D.C.; Hwang, W.S. Numerical simulation of solidification morphologies of Cu-0.6Cr casting alloy using modified cellular automaton model. *Trans. Nonferr. Met. Soc. China* 2010, 20, 1072–1077. [CrossRef]

26. Zhu, M.F.; Stefanescu, D.M. Virtual front tracking model for the quantitative modeling of dendritic growth in solidification of alloys. *Acta Mater.* 2007, 55, 1741–1755. [CrossRef]

27. Beltran-Sanchez, L.; Stefanescu, D.M. A quantitative dendrite growth model and analysis of stability concepts. *Metall. Mater. Trans. A.* 2004, 35, 2471–2485. [CrossRef]

28. Dal, M.; Masson, P.L.; Carin, M. Estimation of fusion front in 2D axisymmetric welding using inverse method. *Int. J. Therm. Sci.* 2012, 55, 60–68. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).