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ABSTRACT

Depth estimation enables a wide variety of 3D applications, such as robotics, autonomous driving, and virtual reality. Despite significant work in this area, it remains open how to enable accurate, low-cost, high-resolution, and large-range depth estimation. Inspired by the flash-to-bang phenomenon (i.e., hearing the thunder after seeing the lightning), this paper develops FBDepth, the first audio-visual depth estimation framework. It takes the difference between the time-of-flight (ToF) of the light and the sound to infer the sound source depth. FBDepth is the first to incorporate video and audio with both semantic features and spatial hints for range estimation. It first aligns correspondence between the video track and audio track to locate the target object and target sound in a coarse granularity. Based on the observation of moving objects’ trajectories, FBDepth proposes to estimate the intersection of optical flow before and after the sound production to locate video events in time. FBDepth feeds the estimated timestamp of the video event and the audio clip for the final depth estimation. We use a mobile phone to collect 3000+ video clips with 20 different objects at up to 50 m. FBDepth decreases the Absolute Relative error (AbsRel) by 55% compared to RGB-based methods.
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1 INTRODUCTION

Depth estimation has been a popular topic owing to many important applications, including autonomous driving, robotics, medical diagnosis, 3D modeling, augmented reality, and virtual reality (VR). With the depth information, 2D RGB images can be mapped into 3D space to enable a wide variety of 3D applications as well as boost many computer vision tasks.

Owing its importance, there have been significant efforts on developing depth estimation techniques using LiDAR [7, 11], structured-light [49], RGB cameras, ultrasound (e.g., [22, 39, 42, 47]), WiFi (e.g., [18, 36]), and mmWave (e.g., [44]). Despite significant work, how to achieve high accuracy, large range, low cost, and wide availability remains an open problem.

In this paper, we develop a novel passive depth estimation scheme, called Flash-to-Bang Depth (FBDepth). It is inspired by a well-known phenomenon — “flash-to-bang”, which is used to estimate the distance to the lightning strike according to the difference between the arrival time of a lightning flash and a thunder crack. This works because light travels a million times faster than sound. When the sound source is at least several miles away, the delay difference is large enough to be measured.

Applying it to our context, we can estimate the depth of a collision that triggers both audio and visual events and use the time difference between the video event and audio event to calculate the distance. Collisions take place in many contexts when a ball bounces on the ground, a person steps on the floor, and a musician plays an instrument (e.g., drum, piano). Therefore, FBDepth can be applied to many scenarios, such as sports analytics and surveillance. FBDepth can be combined with other depth estimation schemes, including monocular depth estimation, to further enhance the accuracy.

We decompose the depth estimation problem into the following three important steps: (i) identifying the object in the video that generates the collision sound in the audio recording, (ii) detecting the collision time in the video recording, and (iii) detecting the collision time in the audio recording and using the time difference to estimate the depth.

Figure 1: An example collision in a video recording.

Figure 2: An example collision in an audio recording.

While these steps appear intuitive, it is challenging to realize an accurate depth estimation system on a commodity mobile device for the following reasons. First, we need to automatically associate the object that generates sound in the audio with that in the video, and generalize to diverse scenarios. Second, as illustrated in Figure 1,
We develop a way to automatically derive the collision time. Our approach consists of two phases: (i) coarse-grained detection and (ii) fine-grained detection. In (i), we leverage our observation that an object changes its moving direction upon collision. Therefore, we can use optical flow to approximate the motion field and detect the collision based on a significant change in the optical flow. This yields a rough estimate of the collision time. To get a more precise collision time, in (ii) we use a few frames before and after the collision time to estimate the collision time by finding the intersection between the movement trajectories before and after collision. Note that during this step, instead of interpolating the video frames, we interpolate the motion trajectory, which allows us to achieve high accuracy and efficiency.

Finally, we analyze the audio recording to identify the collision event in the audio and derive the distance estimate. Note that we combine audio event detection with the distance estimate using one neural network to remove the need of manually labeling the collision time in the audio and directly train using the ground truth distance, which is easy to obtain. We detect the collision event in the audio by designing a deep neural network to analyze the audio samples around the collision time where the audio samples very close to the video collision time are highlighted. We train a neural network that outputs the estimated depth directly based on the difference between the audio and video event time.

Our contributions can be summarized as follow:
1. To the best of our knowledge, FBDepth is the first passive audio-visual (AV) depth estimation. It uses widely available sensors—a camera and a microphone to estimate the range based on the flash-to-bang phenomenon.
2. We develop a systematic audio-visual framework by modeling AV semantic correlation and spatial correlation simultaneously. It includes a motion-aware AV alignment to localize sound sources in the video and audio, a novel coarse-grained to fine-grained video event detection by leveraging the motion change and consistency, and a depth estimation network for audio samples augmented by video estimation.
3. We collect 3k audio-visual samples across 20 different objects. Our extensive evaluation shows that FBDepth achieves 0.69 m absolute error (AbsErr) and 4.7 % AbsRel across a wide range of distances (e.g., 2 m – 50 m).

The rest of this paper is organized as follows. We present our approach in Section 4. We describe evaluation results in Section 5. We survey related work in Section 7. Finally we conclude in Section 9.

2 BACKGROUND ON DEPTH ESTIMATION

In this section, we survey a variety of depth estimation approaches and put FBDepth into perspective by comparing with the other approaches using several different metrics.

As shown in Table 1, we classify the existing approaches broadly into two main categories: active sensing and passive sensing. Active sensing methods actively emit signals, such as LiDAR, structured-light, radar, ultrasound, WiFi, RFID, or mmWave. They use time-of-flight (ToF), amplitude, phase or Doppler shift to estimate the range. Passive sensing uses signals from the environment for sensing. It commonly uses a monocular camera [10] or a stereo camera [31] by leveraging the implicit monocular or binocular depth clues from images.

**Accuracy**: Active sensing can achieve centimeter-level accuracy. LiDAR is one of the most popular methods because it can generate dense point clouds and achieve good accuracy.

Many passive sensing schemes use deep learning for range estimation. Monocular camera based depth estimation can achieve within 10% AbsRel up to 80 m [19]. However, its absolute error (AbsErr) increases linearly with the distance. The AbsErr can be several meters when objects are tens of meters away. Moreover, it relies on high-quality datasets and cannot handle arbitrary scenes and fields of view, which may not contain enough clues for depth estimation. The performance of the stereo camera based depth estimation depends on the separation between two cameras [51] (e.g., its AbsRel is 5% on camera Zed 2). Its AbsErr increases faster than a linear rate in the RGB camera based method.

**Range**: LiDAR and radar for autonomous driving can achieve up to hundreds of meters. Other indoor estimation methods can achieve an effective range of about 5m. Monocular camera based depth estimation can achieve 1000 meters [30]. Stereo camera based estimation is constrained by the separation between the two cameras. Zed 2 can support up to 15m. FBDepth can support 50 m. Its large range comes from two major factors: (i) it uses directly received
Table 1: A comprehensive comparison for different depth estimation approaches. Among these metrics, it is better for accuracy, range and resolution to be high while it is promising for power and cost to be low.

| Mode         | Sensor           | Device/Method                   | Accuracy       | Range       | Angular Resolution | Power      | Extra Cost |
|--------------|------------------|---------------------------------|----------------|-------------|--------------------|------------|------------|
| Active       | LiDAR            | Velodyne HDL-32E [7]            | 2cm            | 100m        | vertical: 1.33'    | 10W        | >$5K       |
|              | structured light | Realsense D455                  | < 1% up to 3m;  | 6m          | pixel-level        | USB charge | $ 400     |
|              | ToF camera       | Azure Kinect [49]               | 6m             | 6m          | pixel-level        | USB charge | $ 600     |
|              | mmWave           | Navtech CTS350-X [7]            | 4.38cm         | 163m        | 1.8° beamwidth     | 20w        | > $ 500    |
|              | inaudible sound  | Rtrack [23]                    | 2cm            | 5m          | > 10°              | on-device  | 0          |
|              | WiFi             | Chronos [36]                   | 65–98 cm       | < 50m       |                   | Intel 5300 | < $ 50     |
| Passive      | camera           | MonoDepth2 [19]                | 10.6%          | 80m(Kitti dataset) | pixel-level | on-device  | 0          |
|              | stereo camera    | Zed 2 camera [31]              | < 1% up to 3m; | 20m         | pixel-level        | USB charge | $ 450     |
|              | camera + mic     | FBDepth                        | 5% up to 15m;  | 50m         | depth for each obj.| on-device  | 0          |

3.1 Problem Formulation

We start with the fundamental principle of the audio-visual depth estimation. The flash-to-bang exploits the significant difference between the propagation delays of the light and sound. Specifically, we have:

\[
\frac{d}{v} - \frac{d}{c} = T
\]

where the depth of the AV event is \(d\) and the difference between the TOF of sound and light is \(T\). \(c\) and \(v\) denote the propagation speeds of light and sound, respectively. We can estimate \(d\) based on \(d = \frac{cv}{v-c} \approx vt\) since \(c \gg v\).

To measure \(T\), we observe \(T = T_{\text{audio}} - T_{\text{video}} + T_{\text{hardware}}\), where \(T_{\text{audio}}\) and \(T_{\text{video}}\) denote the event time in the audio and video recordings, respectively, and \(T_{\text{hardware}}\) denotes the start time difference in the audio and video recordings. We implicitly learn and compensate for \(T_{\text{hardware}}\) when we try to match our estimated distance with the ground truth distance.

Humans can only sense the delay of more than 100ms [20] to derive a rough depth estimate for the event (e.g., with an error in tens of meters). Thanks to advances in sensors on mobile devices (e.g., up to 240 FPS cameras and at least 48 KHz microphones), we have the potential to achieve decimeter-level depth estimates.

3.2 Audio-visual Semantic Correlation

Audio-visual learning has become a popular trend in computer vision, speech, and robotics. Recent work takes advantage of the coexistence of audio events and video events to enhance the performance of analytic tasks and enable novel applications. They focus on the semantic correlation between the two modalities and associate visual representations and audio representations.

In this paper, we are interested in a specific set of audio-visual events where the impact sound is triggered by a collision. These events are common in nature. For example, an object is freely falling or bounced by a racket or wall, or a person is stepping on the floor. They also follow semantic correlation. Each object produces unique audio signals instead of reflected signals and (ii) it uses audible frequencies, which has a slower decay and stronger frequency response than inaudible audio frequencies.

**Resolution:** The resolution refers to the granularity that each depth measurement point corresponds to the 3D space. RGB-based methods, ToF camera, and structured light can achieve pixel-level estimation. RF-based and acoustic based solutions can only detect sparse reflection points. The LiDAR with multiple beams can generate a dense point cloud, the density of its point cloud decreases quadratically with the distance [45] and its point cloud becomes pretty sparse at a large distance. As a result, autonomous driving datasets commonly annotate point clouds up to 80m [11, 14].

**Power:** Active sensing methods need to emit modulated signals, which tend to consume more power in order to get a reasonable SNR from the reflected signal over a large detection range. When they are applied to mobile phones, their performance is constrained by the power. For example, iPhone Pro has a Lidar on the back of the phone with a max range of 5m and a ToF camera on the front with a max range of 50cm.

**Cost:** Cameras and microphones are widely available. In comparison, LiDAR is much more expensive and not available on most mobile devices. mmWave also has limited deployment. While WiFi is popular, in order to achieve high accuracy, we need more spectrum and PHY layer information, both of which limits its availability on mobile devices. FBDepth only requires a camera and a microphone, which makes it possible for wide deployment.

**Summary:** There are many depth estimation technologies. Our FBDepth complements the existing solutions by adding a low-cost, easy-to-deploy, accurate, and long range solution. It has higher accuracy than existing monocular camera-based solutions and a longer range than existing stereo camera-based solutions.

3 OVERVIEW

In this section, we describe the characteristics of audio and visual events and how we can correlate them in our context.
3.3 Audio-visual Spatial Correlation
We introduce a novel audio-visual spatial correlation in this work. We sense the delay between the audio event and the video event based on the difference between the propagation speeds of light and sound. The delay is perceptible if the event happens far away, such as a lightning strike, a flying plane, and a boom. However, it is hard for humans to estimate the range if the audio-visual event is closely.

Thanks to the advance in sensors, many mobile devices can support cameras with 240 FPS and even up to 960 FPS and microphones with 48 kHz sampling rate and up to 96 kHz. The high audio/video sampling rates make it possible to accurately measure the delay. The sensing scheme can leverage the audio-visual events to enable passive ranging.

We observe that a single collision typically lasts within 16ms (e.g., 4 frames in 240 FPS) in the video. The impact sound is sometimes even shorter (e.g., 10 ms). Such a short collision makes it highly unlikely to have multiple collisions overlap in time. We analyze the video recording of the gym. We observe that impact sounds from different collisions almost do not overlap in time. In this paper, we do not explicitly handle overlapping collision sound, but our evaluation do include cases involving overlapping collision sound and show our scheme is fairly robust as long as the overlap is small. For more significant overlap, there are well-known sound source separation algorithms that can be used to separate these impact sounds.

On the other hand, our system allows multiple objects that generate collisions to appear in the same video. This is achieved by first identifying all objects that cause collisions in the video and then applying the same method – FBDepth to each object for range estimation.

4 SYSTEM DESIGN

![Figure 3: DNN system.](image)

As Figure 3 shows, we design a novel pipeline to identify clues from video and audio recordings and estimate the delay of the AV events. It consists of three important steps.

First, it uses the audio-visual correspondence module to analyze the incoming audio and video streams to identify the video frames corresponding to the impact sound from the audio clip. This step detects the video and audio events at a coarse granularity. While the audio and video streams are not strictly synchronized, their offset is around 1 ms on iPhone, which is sufficient to support this coarse-grained event detection. Furthermore, this step identifies the object in the video that produces the collision sound and generates the attention map to focus on the target.

Second, it leverages the observation that a collision changes the direction of the motion to split video frames into two groups of frames: one before the collision and another after the collision. It interpolates the trajectories before and after the collision and uses the intersection to determine the collision time in the video $t_{video}$.

Third, it further analyzes the audio recording to estimate $t_{audio}$ and derive $d$.

4.1 Audio-Visual Correspondence
We first specify the audio-visual correspondence problem. Then we introduce optical flow. Next we present our motion aware AV correspondence network and algorithm based on the optical flow. We further describe how to support multiple collisions.

4.1.1 Problem Definition. Our first step is to detect the impact sound from the audio clip and identify the video frames that correspond to the impact sound. Since collisions are typically short (e.g., up to 16 ms), we just need to identify a few video frames that correspond to the impact sound. As the synchronization offset between the audio and video is small enough to support frame level event detection, we assume the audio and video streams are synchronized in this step. Given the incoming audio and video streams, our goal is to generate the following two outputs: (i) video frame classification and (ii) segmentation mask. For each video frame, we label it with 1 if the video frame corresponds to the impact sound and 0 otherwise. Moreover, for the video frame with label 1, we further generate segmentation mask where the pixels corresponding to the object involved in the collision are marked 1. The mask will be all zeros for video frames with classification label of 0. The segmentation mask highlights the colliding object and facilitates video event detection in stage 2.

4.1.2 Motion Aware Audio-Visual Correspondence Network. Primer of optical flow: The optical flow captures the movement of the brightness pattern, which is used to approximate the motion field. More specifically, for each pixel $(x, y)$ in a video frame, the optical flow, denoted as $u(x, y)$ and $v(x, y)$, specifies the point’s projection of motion in 2D. Assuming the “intensity constancy”, we have $I(x + \Delta x, y + \Delta y, t + \Delta t) \approx I(x, y, t)$.

Meanwhile, applying a Taylor series expansion, we get $I(x + \Delta x, y + \Delta y, t + \Delta t) = I(x, y, t) + \frac{\partial I}{\partial x}(\Delta x) + \frac{\partial I}{\partial y}(\Delta y) + \frac{\partial I}{\partial t}(\Delta t)$. Hence we arrive at

$$\Delta I_o = \frac{\partial I}{\partial t} = 0$$

where $v = (\Delta x, \Delta y)$ is the optical flow and $\Delta I = (I_x, I_y)$ is the spatial gradient, and $I_t$ is the temporal gradient. By deriving $\Delta I$ and $I_t$ from a pair of video frames, we can obtain the optical flow $v$.

Lucas-Kanade method is the most famous algorithm for computing the optical flow. It derives multiple constraints from the pixel along with its neighbors and uses the least square to estimate $v$. More recently, many deep learning algorithms have been developed to improve optical flow estimation. We choose to use the RAFT [32], which is one of the latest algorithms with excellent performance. It computes the optical flow in a multi-scale manner, where at each scale it uses a ConvGRU module to iteratively estimate the optical flow and move the pixel according to the derived flow.
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Figure 4: MVANet for audio visual correspondence.

Figure 5: Pair the audio visual stream by MVANet

Motion Aware Audio-Visual correspondence Network:

Our goal is to detect impact sound and output video frame classification and segmentation masks according to the impact sound. We propose a motion-aware audio-visual correspondence network (MAVNet) for this purpose. MAVNet differs from the existing audio-visual learning networks in that (i) it jointly uses audio and video streams to extract the impact sound and (ii) it uses the optical flow as an additional feature so that it pays attention to the moving objects.

One way to detect the impact sound is to use a threshold. However, this is not robust against background noise and interference. Instead we use audio and video streams together to detect the impact sound so that the impact sound in the audio corresponds to the moving target in the video.

Meanwhile, MAVNet computes the optical flow between the two adjacent video frames. Let $I_t$ denote a video frame at time $t$. The optical flow $f_{t \to t-\delta t}$ has the same width and height as frame $I_t$. It has two channels to capture the vertical and horizontal pixel-to-pixel movement from the current frame $I_t$ to the previous frame $I_{t-\delta t}$, respectively. We concatenate $I_t$ with $f_{t \to t-\delta t}$ pixel by pixel to be a RGB-F tensor. Figure 4 shows an example. The optical flow captures three moving objects: a basketball, human, and car. It filters out static pixels efficiently and provides a set of regions of interest.

The RGB-F tensor is fed into a U-Net [21], which is a widely used network for image segmentation. It uses a series of convolution layers to extract visual features. Meanwhile, the audio clip is transformed by the audio feature extractor into a feature embedding. We replicate the audio feature, tile them to match the visual feature dimension, and concatenate the audio and visual feature maps. Afterwards, a series of up-convolutions are performed on the concatenated audio-visual feature map to generate a segmentation mask. Meanwhile, the audio-visual feature map is also fed into a small classification network with a series of convolution layers and linear layers to output a probability map for different AV events, where the probability indicates whether the current frame should have label 1 (i.e., corresponding to the impact sound).

We use a combined Binary Cross Entropy (BCE) loss for both the classification and segmentation mask, which is defined as

$$
\text{Loss} = \text{BCE}(\text{mask}, \hat{\text{mask}}) + \text{BCE}(y, \hat{y})
$$

where $y$ and $\text{mask}$ refer to the AV event label and the segmentation mask, respectively. We label the classification manually and then generate and refine the segmentation mask based on the Siammask [41] tracking network.

Model Implementation: We use the pre-trained model from RAFT [32] to compute the optical flow. This model is pre-trained on a mix of synthetic data and real data [12]. It performs well on our current dataset. We pretrain a ResNet-18 [16] audio classifier on our own dataset. This model without the final layer will work as the audio feature extractor in the MVANet. It will output the audio feature embedding with a size of 256. The weights are also updated using MVANet. The U-Net has 5 down-convolution blocks to increase the number of channels to 16, 32, 64, 128, 256 and 5 up-convolution blocks to decrease the number of channels to 256, 128, 64, 32, 1.

Audio-visual stream correspondence algorithm: Based on the MVANet, we develop an audio-visual stream correspondence algorithm 1 to align the incoming audio and video streams. We use the video with low FPS to decrease the computation cost. It is sufficient to detect the AV event with 30 FPS. Each frame lasts 33ms. Meanwhile, the duration of 2 frames can cover the impact sound.

![Algorithm 1: Audio-visual correspondence algorithm pseudo-code](image)
Therefore, we calculate the timestamp $T_n$ based on the frame count number and crop the audio samples in the range $[T_{n-1}, T_n]$. Then we use MVANet to check whether the audio clip from the impact sound can be paired with the two video frames in time. After we pair the audio and video events, we use the property of motion continuity to find the necessary frames to cover the whole collision process. Note that this pairing is not affected by $T_{\text{hardware}}$ since $T_{\text{hardware}}$ is around 1 ms on iPhone, which is too small to affect pairing.

**Multiple colliding objects:** We can classify the cases involving multiple colliding objects based on whether the objects’ visual appearance is similar and whether their impact sound is similar. As described in Section 3.3, it is highly unlikely to have multiple collisions overlap in time. Therefore, in the following discussion, we mainly focus on identifying the video frames corresponding to the impact sound arising from one collision. We can simply apply the same procedure to each impact sound sequentially when there are multiple impact sounds.

### 4.2 Video Event Detection

Given a set of video frames including the whole collision process, we can visually locate the collision moment by observing the difference between two consecutive frames. The accuracy depends on the frame rate. It is 4 ms for 240 FPS, which is insufficient for accurate depth estimation. Unfortunately, we cannot access the ground truth timestamp of the collision moment. It is challenging to design and tune a method without the ground truth. To address this challenge, we propose a coarse-grained to fine-grained estimation algorithm based on the motion consistency and change during the video event.

#### 4.2.1 Motion Consistency

Motion consistency has been explored widely in video processing to help with spatio-temporal tasks. If the motion of the object is temporally stable across several frames (e.g., due to a constant force), the position and pose of this object can be predicted in the future frames as well as be interpolated between two frames. However, the impact sound is always caused by an impulse force, which results in a rapid change of the motion status. It breaks the motion continuity and consistency, and makes the interpolation around the time of collision more challenging.

To handle the abrupt change, we seek a new form of motion consistency. Figure 6 shows a tennis ball is bouncing on the stone table. The numbers refer to the frame indices. As shown in the first three frames, the ball has a consistent downward and forward motion along with self-rotation before the collision. Then it bounces up after touching the surface. The direction and magnitude of the velocity change rapidly by the elastic force. We want to estimate the collision time between the frames $I_3$ and $I_4$. Traditional video frame interpolation (VFI) uses the motion consistency to interpolate the frames $I_3$ and $I_4$. However, VFI cannot interpolate frames correctly between $I_3$ and $I_4$ due to an abrupt change between the two frames. In fact, it is ambiguous to tell the position between $I_3$ and $I_4$ by observing these two frames.

Fortunately, this collision also has motion consistency. First, the motions before and after the collision are consistent individually. Therefore, we can interpolate and extrapolate the position of the ball using points before the collision (e.g., $I_1, I_2, I_3$). Similarly, we can also estimate the trajectory using the points after the collision (e.g., $I_4, I_5, I_6$). Second, the intersection between these two trajectory is the collision point. Therefore, we can estimate the collision time by finding their intersection.

#### 4.2.2 Coarse estimation of collision time

Given a sequence of video frames, we first split them into two sets: the frames before the collision $V_0$ and the frames after the collision $V_1$. This essentially requires us to determine the last frame $I_e$ in $V_0$ before the collision and the first frame $I_s$ in $V_1$ after the collision.

Based on the analysis of the physical motion, we make an important observation that can help us determine $I_e$ and $I_s$. The collision results in a significant acceleration change due to the strong impulse force. Let $a_t = v_t - v_{t-1}$ and $\delta a_t = a_t - a_{t-1}$ denote the acceleration and acceleration change of frame $I_t$, respectively. $\delta a$ between $I_e$ and $I_s$ is large, while $\delta a$ between adjacent frames before the collision (or after the collision) is small. If the object stops moving immediately after the collision, we take the static frame $I_{e+1}$ as $I_s$. Finally, we select the frames before $I_e$ to generate $V_0$, and select the frames after $I_s$ to generate $V_1$.

We use the efficient single object tracker to determine the object positions in the frames and calculate the velocity, acceleration, and acceleration change. The estimation of $I_e$ gives a frame-level resolution (e.g., 33 ms for 30 FPS or 4.2 ms for 240 FPS).

![Figure 6: Interpolate trajectories before and after collision to compute the intersection for collision detection.](image)

#### 4.2.3 Fine-grained estimation of collision time

Considering the 1 ms temporal error results in a 35 cm depth error, the frame level resolution is not sufficient for the depth estimation. We can extrapolate the trajectories of $V_0$ and $V_1$ to locate the same collision moment. A simple solution is to use the center of the ball to fit the 2D moving trajectory, and use the intersection of two trajectories as the collision point. However, this method is not accurate for real experiments. The center point simplifies the shape and color of the object. It loses rich information of thousands of pixels from the object. For the example in Figure 6, the center point cannot model the pose or rotation of the object. Thus, it does not take advantage of all visual constraints. Moreover, the deviation of each center’s position can lead to a considerable error because the data points are not sufficient.

We apply optical flow to enable a fine-grained robust video event estimation. Optical flow can provide pixel-to-pixel motion in the 2D...
frame projected from the 3D space. We can use all pixels to search for the optimal collision time. Add a figure to show the difference. The optical flow sequence is usually generated by adjacent video frames. Considering a set of frames \( \{I_0, I_1, ..., I_n\} \), we can estimate a flow sequence \( \{f_{0}→1, f_{1}→2, ..., f_{n−1}→n\} \). For a pixel \( p_0(x, y) \) of the target object in the frame \( I_0 \), we can infer the new position of the pixel in the frame \( I_1 \), denoted as \( p_1(x+\Delta x_1, y+\Delta y_1) \), where \((\Delta x_1, \Delta y_1) = f_{0}→1(x, y) \). Based on the optical flow sequence, we can estimate the coordinate of this pixel in the next few frames as

\[
\{(x, y), (x + \Delta x_1, y + \Delta y_1), ..., (x + \sum_{i=1}^{n} \Delta x_i, y + \sum_{i=1}^{n} \Delta y_i)\}
\]

However, this method will result in error accumulation from the optical flow and mismatch the pixels across the frames. Therefore, we compute the optical flow from an anchor frame \( I_a \) to all other frames. We select the last frame \( I_n \) from the set \( V_0 \). It is near the collision moment, so its optical flow to the other frames around the collision time is relatively smooth and easier to estimate. Let \( \{I_0, I_1, ..., I_n\} \) denote a set of frames. We can estimate the flow sequence as \( \{f_{0}→0, f_{1}→1, ..., f_{n}→n\} \). For a pixel \( p_e(x, y) \) of the target object in the frame \( I_e \), we can infer the relative position of the pixel in the frame \( I_0 \), denoted as \( p_e→0(\Delta x_0, \Delta y_0) \), where \((\Delta x_0, \Delta y_0) = f_{e}→0(x, y) \). The coordinate sequence can be represented as

\[
\{(\Delta x_0, \Delta y_0), (\Delta x_1, \Delta y_1), ..., (\Delta x_n, \Delta y_n)\}
\]

Therefore, we avoid the error accumulation. We select \( k \) consecutive frames as subsets \( \{I_e, I_{e−1}, ..., I_{e−k+1}\} \) and \( \{I_e, I_{e+1}, ..., I_{e+k−1}\} \) from \( V_0 \) and \( V_1 \) respectively. We are interested in the optical flow of the target object, which is obtained by the optical flow of the entire frame filtered using the segmentation mask. It includes hundreds to thousands of pixels.

For each frame \( i \) in \( I \), we compute the optical flow between frame \( i \) and anchor frame \( a \), denoted as \( OF_{i,a} \). Then we perform curve fitting on \( OF_{i,a} \). We vary the size of \( I \) and the types of curves for interpolation. We find using a linear fit and \( |I| = 6 \), which means 3 video frames before and after the collision each yields the best performance.

We illustrate an example in Figure 6. We compute the optical flow between the pixels in \( I_j \) versus \( I_a \), where frame 3 is the anchor frame. The red and blue curves show our interpolated trajectories based on the optical flow of the frames before and after the collision, respectively. Since we find a linear fit yields the best performance, we determine the collision time based on the intersection between the two lines corresponding to the trajectories before and after the collision.

4.2.4 Collison Time Estimation. even current formulation is not accurate. Note that a target has many pixels, each with an optical flow estimate. Let \( P \) denote the set of pixels corresponding to the target. For each pixel \( p \) (i.e., \( p \in P \)), we get a series of optical flow during its movement before and after the collision and interpolate and compute their intersections as described above. Let \( I_p \) denote the intersection between the pixel \( p \)'s before and after trajectories, and \( I_p(t) \) denote the time at which the trajectories before and after the collision intersect. To determine the collision time for the target, we take advantage of all pixels' intersection points by finding the time \( t \) that minimizes the intersection loss, namely

\[
\min_t \sum_p |t - I_p(t)|.
\]

4.3 Distance Estimation

in the real environment, the sound generation procedure varies a lot across different objects ans materials; the collision moment in the visual can still has a offset to the audio generation; describe the wave first, early wave is small, later peak is large; cannot distinguish by human: By now we have obtained the collision timestamp in the video with a millisecond time resolution. Even though the sampling rate is sufficient in the audio samples, it is still challenging to determine which samples correspond to the collision moment as shown in Figure 2, where some objects (e.g., wooden bricks) generate strong impulses immediately upon collisions while others (e.g., balls) generate weak sound followed by strong sound. Therefore, manually labeling the collision time in the audio recording is not only time consuming but also unreliable. Another important problem is the variable delay between the camera and microphone. The timestamp of a camera on iPhone is at a microsecond resolution, but its microphone has more variability.

To bypass the manual labeling of collisions in the audio recording, we do not attempt to detect the collision event in the audio recording explicitly and use the difference between the collision event in the audio and video recordings to derive the distance. Instead, we transform the video timestamp into audio sample index and highlight the surrounding audio samples by marking them as 1. We develop a depth estimation model to automatically regress the depth with the highlighted pattern and waveform.

It takes a short sequence of audio samples (e.g., 1600 samples) close to the collision time detected in the video as the input, where the audio samples very close to the video collision time (e.g., 24 samples) are highlighted. As shown in Figure 8, the peak in the red rectangle is the highlighted area, which conveys the video timestamp. The 1D convolutional encoder uses a small window (e.g., 16 samples) and a small stride (e.g., 8 samples) to encode temporal samples into embeddings. Compared with Short Time Fourier Transform (STFT), which is a traditional encoder with a much larger window size and stride size, we use a small window...
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Figure 8: DNN to detect the collision from the audio recording and estimate the distance.

...to achieve a good temporal resolution. Next we have 2D residual blocks to identify the delay pattern hidden in the feature map. Finally, a fully connected layer maps the embeddings from the pooling layer to the estimated depth. We use Mean Square Error (MSE) between the estimated depth $\hat{d}$ and ground truth depth $d$ (i.e., $L(d, \hat{d}) = \text{mse}(d, \hat{d})$) as the loss function.

5 IMPLEMENTATION

In this section, we describe how to collect the video dataset and prepare the training set.

5.1 Dataset Collection

Figure 9 shows our data collection platform. We use an iPhone XR with a slow-motion mode to collect the video data and audio data. The iPhone’s video recording and audio recording are synchronized well at low-level API. The timestamp differs by a small delay (1 ms) with a small variance (within 1 ms). Moreover, its frame rate is stable and does not have a frame rate drifting. Thus, we can transform the frame number to the timestamp accurately. Besides, we mount an ARPBEST monocular telescope to the phone to improve the vision at a large distance. In fact, a telescope camera has become an indispensable camera in recent years. Samsung Ultra 20 can support 10x optical zoom and 100x hybrid zoom, and Pixel 6 pro has 20x zoom. We compare the photos taken by iPhone with the extra telescope with the photo taken by Pixel 6 pro. We observed that the image quality of our setup is a bit worse than the Pixel’s image. Overall, our setup resembles the hardware available on commercial mobile phones.

![Data collection platform](image1)

![Experiment objects](image2)

Figure 9: Data collection platform and objects

To get the ground truth depth for quantifying the estimation error of other methods, we use a LIXOX MID-70 LiDAR. It emits the non-repetitive scanning pattern, collects LiDAR points for a few seconds, and merges all the points into one frame to get a dense point cloud. This setup is appropriate for scanning the static scene. However, it does not work for moving objects. To solve this problem, we select a static anchor at the target depth and use the LiDAR to measure the depth to the anchor. Then we perform collision experiments at the position of the anchor. The actual collision point may deviate from the anchor position, but the error is negligible compared to the overall estimation error.

We compare our approach with monocular camera based solution. We find that the latest monocular depth estimations cannot adapt to our dataset well because the scenes in our dataset are quite different from those in the training data. Therefore, we use Monodepth2 [15] with its pretrained model and fine-tune the model using our data. We collect dense point clouds of static scenes to generate depth maps to help fine-tune Monodepth2.

Figure 9 shows 23 objects used to produce the impact sound. They include various masses, sizes, and shapes. These objects cover six common materials: wood, metal, foam, rubber, plastic, and paper. We drop objects to the floor to make the collision. These are regarded as the free-fall motion. In addition, we also include two types of human motion: walking and striking the hammer. These motions are affected by the force of the human as well. We collect the collision event from 2 meters to 50 meters in different environments, including the apartment, basketball court, office building, campus pavement, and residential areas.

After data cleaning and annotation, we get around 3 thousand audio-visual sequences., including 210K+ frames. Each sequence has around 40 120 frames and an audio clip corresponding to these frames. The raw sequence are in 240 FPS and can be downsampled to lower FPS. The audio sampling rate is 48Khz.

5.2 Training/Testing Generation

We use 80% audio-visual sequences for training and the remaining samples for testing. All the following data generation process is in the closed loop of each dataset.

**Dataset for the audio-visual correspondence network:** Even though there are 3K audio-visual sequences, we can generate many more valid and invalid audio-visual pairs. We segment an audio clip $A_{\text{impact}}$ of 66.7ms including the impact sound for each sequence. We sample 20 frames from each sequence and pair them with the
audio clip $A_{\text{impact}}$ to generate the valid pairs. Invalid audio-visual pairs consist of two sources. First, each sequence has plenty of audio clips without impact sounds. They are paired with the sampled frames as invalid pairs. Besides, we also use the audio clip $A_{\text{impact}}$ from one sequence to the frames from another sequence that do not include the same object. Each sequence generates 20 invalid pairs to keep the data balance between valid and invalid pairs. Finally, we generate around 96K audio-visual pairs in the training set and 24K pairs in the testing set.

**Synthesize a multiple collision dataset**: It is difficult to collect multiple collisions in the real environment. Therefore, we synthesize a video involving multiple collisions by adding collisions from other videos to the base video sequence that involves one collision. Specifically, we select one audio-visual sequence as the base sequence. We crop the objects from frames in another video sequence and patch them into frames at a random time $T_{\text{patch}}$ in the base sequence. We also copy the audio clip $A_{\text{impact}}$ in another sequence based on the timestamp $T_{\text{patch}}$. Based on the time of these collisions in the merged sequence, we determine if the collisions overlap. If there is no overlap, we overwrite the audio segment using the audio segment corresponding to the newly added collision. Otherwise, we add the audio segment corresponding to the newly added collision to the original audio segment. Note that the cropped object and the cropped audio clip still hold the temporal relationship in the raw sequence. By now, we synthesize a dataset including 2 or 3 collisions. We use this dataset to generate a small dataset of audio-visual pairs and augment the single collision pairs. We generate around 25K audio-visual multiple collision pairs in the training set and 6K pairs in the testing set.

**Depth estimation dataset**: It is identical to the augmented audio-visual sequence dataset. Each sequence will be applied by the audio-visual correspondence algorithm and the video event detection to generate the estimated video timestamp. The depth estimation dataset consists of these timestamps, audio clips, and ground truth depths. The training set has 3k samples while the testing set has 0.8K samples.

### 5.3 Model Implementation

MAVNet and depth regression network are all implemented with Python and PyTorch. They are trained on the platform with an Intel(R) Xeon(R) Gold 6230 CPU @ 2.10GHz CPU and an NVIDIA Quadro RTX 6000 GPU. The learning rate and batch size are set as 0.001 and 32 respectively. The benchmark Monodepth2 uses the pre-trained model on Kitti. It is finetuned on the collected depth maps to fit our data space with a learning rate of 1e-4.

## 6 PERFORMANCE RESULTS

In this section, we discuss the performance of FBDepth on the collected data.

### 6.1 End to end performance

**Metrics** We use the absolute depth errors as $\text{AbsErr} = |D - \hat{D}|$, and absolute relative errors $\text{AbsRel} = \frac{\text{AbsErr}}{D}$ as the end-to-end performance metrics, AbsRel is the difference between the estimated and ground-truth distances $D$ and the estimated distance $\hat{D}$. AbsRel is the ratio between the AbsErr and the ground truth distance. It reflects the significance of the error to the ground truth. We vary the type of FPS, objects, distances, and environments to understand their impacts.

**Overall Performance**: Figure 10 shows the overall performance of FBDepth with different frame rate and Monodepth2. 240 FPS has the input of the best temporal resolution. It can achieve a median AbsErr of 0.69m and a median AbsRel is 4.7%. Although other frame rates have a lower resolution to capture the movement, FBDepth can still achieve promising performance. The median AbsErr is 0.99 m and the median AbsRel is 6.9% for 30 FPS. Both metrics outperform Monodepth2. In comparison, Monodepth2 can only achieve a median AbsErr of 1.80 m and a median AbsRel of 10.4%. Moreover, the 75-percentile error in Monodepth2 is much larger than that of our method: 1.01 vs. 3.46m. In all, FBDepth benefits from the spatial propagation fundamental and outperforms monocular depth estimation which relays on the implicit depth structure and hints.

**Impact of frame rates**: Figure 10 plots the absolute error and relative error under different frame rates.

As we would expect, increasing the frame rate reduces the estimation error of FBDepth. Increasing 30 FPS to 60 FPS yields the largest improvement, and the benefit gradually tapers off with a further increase in the frame rate. We observe that 30 FPS is too slow to capture sudden movements while 60 FPS is at the borderline. It is consistent with the trend to set 60 FPS as the default video recording and playing.

**Impact of the distance**: Figure 12 plots the AbsErr and AbsRel at 3 different range. We group the ground truth distance into small (i.e., within 10 m), medium (i.e., 10-30 m), and large distances (i.e., farther than 30 m). Bottom, and top of the errorbars in the barplot denote median, 25-percentile, and 75-percentile, respectively. It is clear that FBDepth has a different trend compared to Monodepth2 in the AbsRel. While AbsRel does not change much in the estimation of Monodepth2, AbsRel decreases by the distance for FBDepth. Therefore, the AbsErr increases proportional to the distance for Monodepth2. Meanwhile, AbsErr of FBDepth increases slowly by the distance.

For example, under 240 FPS the mean error is 0.45m at a short distance, grows to 0.70m at a medium distance, and grows to 0.85m at a large distance. The AbsRel drops to 3.2% at the large distance. This result shows the advantage of FBDepth since it is based on the physical delay and is not affected by the actual depth directly. Although the distance makes the number of effective pixels smaller and decreases the SNR of the impact sound, they do not degrade the performance severely. Meanwhile, MonoDepth2 can only leverage monocular depth hints to generate a good disparity map, which is not sufficient to the accurate value in the real world.

**Impact of object materials** We use the 23 objects as shown in Figure 9 These objects have many common characteristics and unique features. Among them, we observe that materials can be one of the important features. The material can affect both the frequency and magnitude of the impact sound. Meanwhile, it is related to the elastic force directly and can be important to the motion after the collision. The objects include six common materials. 11 shows the performance of each material.
Among them, wood has the best performance. Its median AbsErr is 0.48m. We realize that wood always produces a loud sound and does not spin fast. The collision procedure of wood is smooth. Foam has the largest median AbsErr of 0.85m. The impact sound is light and the object is not rigid enough. The other materials have similar performance. Metal has a strong impact sound but it may spin fast. Rubber takes a lot of time to bounce but the sound is weak without a large velocity.

Impact of object motions We can classify the object movement into free fall and human-forced motions. Compared to the free fall driven by gravity, human-forced motions are more complex to predict. Fortunately, human-forced motions are consistent as well because it is rare for humans to perform a sudden force. We take two typical motions, walking and striking the hammer. As shown in Figure 13, walking has the largest median AbsErr as 0.81m. Compared to other methods, walking is a bit more challenging due to its small impact sound and a bit of deformation of shoes. Striking hammer can get an average result. It does not spin at all. Meanwhile, the impact is very strong. However, the human may change the force of hammering before and after the collision, which can bring more non-linearity to the model.

6.2 Micro Benchmarks

In this section, we perform micro benchmarks to evaluate the benefit of each component in FBDepth.

Impact of audio-visual correspondence: The first stage of audio-visual correspondence is able to identify the valid audio-visual pairs and transfer the single pair for further process. It is the key step to decoupling different objects and sounds existing in the video and audio. Figure 14 shows the performance of our audio-visual correspondence algorithm. A high precision stands for only a few invalid pairs in the selected pairs. A high recall reveals that most valid pairs have been discovered. When there is a single collision, both the precision and recall are the highest among the three cases. The recall is 4.9% smaller than the precision since there are many pairs with imperceptible sound. When there are multiple different collisions, the recall and collision drop slightly due to a small probability of overlapping collisions. The degradation is small enough for further estimation. The most challenging case is multiple similar collisions. It degrades the precision to 94.5% because it is challenging to identify the correct pairs in some corner cases. The recall is slightly better as more pairs can be recognized. Once the audio and video events are correctly paired, the distance estimation errors under multiple collisions are similar to the errors under a single collision case.

Robustness of video event detection There is no ground truth of the video event so we cannot directly quantify the accuracy of video event detection. However, we propose a method to validate the coarse-to-fine algorithm. We set the estimation of 240 FPS as the baseline. We compare the estimation of other lower FPS. If these results cannot converge to similar numerical results, then we can decide the algorithm is not accurate and robust. Otherwise, it can get similar results from independent input, which means the algorithm is reliable.
We show the temporal error of 30, 60, and 120 FPS compared to 240 FPS in Figure refmicro2. The median error for 30, 60, and 120 FPS is 2.3ms, 0.65ms, and 0.5ms respectively. It reveals that all the estimation results are much closer to the baseline of 240 FPS. Considering the frame resolution, we can compute the improvement ratio as \[ \frac{\text{frameDuration}}{\text{TemporalError}} \]. For example, if the frame duration of 30 FPS is 33.3 ms, we can get the median improvement ratio as 14.5. The 60 FPS has the largest 25x improvement. This is a strong evidence that our coarse-to-fine estimation algorithm is reasonable and robust.

Impact of direct vs indirect audio learning: In step (iii), we train a DNN to directly estimate the depth based on the audio samples. Alternatively, we could train a DNN to detect the collision in the audio recording. But this requires one manually label the collision time in the audio, which is both time-consuming and error-prone. We compare these two approaches in Figure 16. Even if we take the time to manually label the collision in the audio, its performance degrades due to labeling error: its median error increases from 0.69m to 1.01m. This demonstrates the effectiveness of our direct audio learning in step (iii). Besides, we also try not to highlight the video timestamp into the audio clip (e.g. w/o highlight). We directly train the audio clip and take the difference to the video timestamp. The median error is 0.75m.

7 RELATED WORK

We classify the existing work into the following categories: (i) depth estimation, (ii) video prediction and interpolation, and (iii) audio-visual learning.

Depth estimation: As mentioned in Section 1, there have been many types of depth estimation methods. Some require special hardware, such as depth sensors and Lidar, which are not widely available on mobile devices yet. RADAR technologies using different radio frequencies or acoustic have limited ranges or face multipath challenges. Camera based approaches are also popular. Some require multiple cameras, a single moving camera, or dual pixel hardware to get different perspectives. Others are based on a single camera and more widely applicable. Refer to [10, 19] for detailed surveys on monocular depth estimation. They leverage feature learning, cost volume estimation and regularization, disparity estimation, post-processing and refinement, or learning confidence and uncertainty.

A few recent works explore sound source localization [3, 25, 29, 40, 46]. [3] uses a Kinect depth sensor to construct a 3D model of the environment and then measures the AoAs of the multiple paths the sound source traverses and uses re-tracing to localize the source. Its localization error is 1.12m. [2] considers the diffraction paths in addition to the reflection paths and achieves an error of 0.82 m. [40] uses inaudible audio signals to reconstruct the room structure without special hardware and improves the AoA estimation by explicitly considering the coherence in the multipath. It achieves 0.31 m error in line-of-sight (LoS) and 0.47 m in non-line-of-sight (NLoS).

Video prediction and interpolation: Video prediction has been a popular research topic due to many applications, such as video recovery, autonomous driving, and robot navigation. [27] provides a nice survey of video prediction. Various models have been proposed, including convolutional networks (e.g., [1, 34, 37, 43]), recurrent networks (e.g., [33, 48]), generative networks (e.g., density based [8, 26, 35], and auto-encoder based [6, 9]). Designing an appropriate loss function has a significant impact on the video prediction accuracy. Due to the uncertainty of future frames, minimizing conventional loss functions, such as MSE and l2 losses, would result in averaging the prediction across multiple possibilities and yield
blurred images. Perception losses (e.g., [13, 17]) have been proposed to mitigate the issues. GAN has been widely used for video prediction. It consists of a generator and discriminator, where the discriminator tries to discriminate between the real and fake images and the generator tries to generate images that are deemed real by the discriminator. To apply GAN to video prediction, [24] imposes conditional losses to ensure the images are not only realistic but also similar to the previous frames.

Video interpolation is closely related to video prediction, and can help increase frame rate and generate slow motion. Unlike prediction, video interpolation can take advantage of the future frames in addition to the previous frames. Refer to [28] for a comprehensive survey. It classifies the existing approaches into flow-based, CNN-based, phase-based, GAN-based, and hybrid methods.

Video prediction and interpolation both require estimating each pixel value, which is inherently very challenging. For the purpose of depth estimation, our goal is to estimate the collision time. Therefore, we interpolate the target’s trajectory instead of every pixel in a video frame.

**Audio visual learning:** Human perceives the world through multiple modalities, such as vision, hearing, touch, smell, touch, and taste. To empower machines with human-like capabilities, a recent trend is to leverage multimodality learning. Among them, visual and audio are the most important modalities and has attracted significant amount of work on visual-audio learning. As shown in [50], the existing work in this area can be classified into audio-visual correspondence learning, audio-visual separation (e.g., using visual scenes to facilitate audio separation), audio-visual localization (e.g., identifying the sound source in the visual scene), audio-visual generation, and audio-visual representation learning.

Our work is built on existing work on audio-visual correspondence learning, in particular, cross-modality retrieval, which uses samples from one modality to retrieve samples in another modality. [4] maps two modalities into a joint embedding space and determines correspondence based on their cosine similarity. [38] develops a cross-modality self-supervised method and curriculum learning to improve the efficiency and performance. We use SoundNet and ResNet to extract audio and visual features from each modality and develop our own DNN to identify the pixels in the images corresponding to the collision sound.

**Summary:** Our work is inspired by a number of existing works and incorporates some of the techniques proposed earlier, including audio and video feature extraction. Different from the existing work, **MPB** is the first that leverages “flash-to-bang” phenomenon and the property of collisions to detect events in the audio and video streams for depth estimation.

### 8 LIMITATIONS AND POTENTIAL SOLUTIONS

Our work is the first that applies flash-to-bang notion to enable passive depth estimation. There are a few areas to further improve its performance and applicability.

First, our current approach leverages the impact sound for depth estimation. While many scenarios involve impact sound as mentioned earlier, there are scenarios that do not contain sharp impact sounds. For example, the target is static or silent, the target is a user who is speaking, or the target has a continuous movement (e.g., a running engine). There are a few ways to generalize our approach to more contexts. First, if the video frame contains an object that generates impact sound, we can apply our approach to estimate its depth and then use its estimated depth to infer the depth of its nearby objects (e.g., by combining with the monocular camera based depth estimation). Second, for targets that generate sound but not sharp impact (e.g., speech or continuous motion), it may be feasible to learn the association between the sound and movement (e.g., mouth movement vs. sound that is produced) and apply flash-to-bang concept.

Second, FBDepth has higher accuracy over a large distance. To improve its accuracy at a short distance, we can also combine with monocular camera based solutions, which yields good accuracy at a short distance. The existing monocular solution works well when the testing data are similar to the training data. FBDepth can complement monocular solution by generalizing a reasonable estimate for arbitrary scenes and using the monocular method to refine.

### 9 CONCLUSION

In this paper, we develop a novel depth estimation method based on the “flash-to-bang” phenomenon. By aligning the video with the audio and detecting the events from both, we can estimate the depth in the wild without calibration or prior knowledge about the environment or target. Our extensive evaluation shows that our approach yields similar errors across varying distances. In comparison, the errors of several existing methods increase rapidly with distance. Therefore, our method is particularly attractive for large distances (e.g., beyond 5 m). As part of our future work, we are interested in further enhancing the accuracy of our method, generalizing to more contexts, and using the estimated depth to the collision to estimate the depth to other objects in the scene.

**REFERENCES**

[1] S. Aigner and M. Korner. 2018. FutureGAN: Anticipating the future With frames of video sequences using spatio-temporal 3d convolutions in progressively growing autoencoder GANs. pre-print https://arxiv.org/abs/1810.01325.

[2] Inkyu An, Doheon Lee, Jung-woo Choi, Dinesh Manocha, and Sung-eui Yoon. 2019. Diffraction-aware sound localization for a non-line-of-sight source. In 2019 International Conference on Robotics and Automation (ICRA) IEEE, 4061–4067.

[3] Inkyu An, Myungbae Son, Dinesh Manocha, and Sung-eui Yoon. 2018. Reflection-aware sound source localization. In 2018 IEEE International Conference on Robotics and Automation (ICRA) IEEE, 66–73.

[4] R. Arandjelovic and A. Zisserman. 2017. Objects that sound. pre-print (2017). arXiv preprint arXiv:1712.06651.

[5] Yusuf Aytar, Carl Vondrick, and Antonio Torralba. 2015. SoundNet: Learning Sound Representations from Unlabeled Video. pre-print (2015). https://arxiv.org/pdf/1610.09801.pdf.

[6] M. Babaeizadeh, C. Finn, D. Erhan, R. H. Campbell, and S. Levine. 2018. Stochastic variational video prediction. In Proc. of ICLR.

[7] Dan Barnes, Matthew Gadd, Paul Murcutt, Paul Newman, and Ingmar Posner. 2020. The oxford radar robotcar dataset: A radar extension to the oxford robotcar dataset. In 2020 IEEE International Conference on Robotics and Automation (ICRA) IEEE, 6433–6438.

[8] Y. Bengio and S. Bengio. 1999. Modeling high-dimensional discrete data with multi-layer neural networks. In Proc. of NeurIPS.

[9] A. Bhattacharyya, M. Fritz, and B. Schiele. 2019. Bayesian prediction of future street scenes using synthetic likelihoods. In Proc. of ICLR.

[10] Amlaan Bhoi. 2019. Monocular Depth Estimation: A Survey. pre-print (2019). https://arxiv.org/pdf/1901.09402.pdf.

[11] Holger Caesar, Varun Ranjith, Alex H Lang, Sourabh Vora, Venice Erin Liang, Qiang Xu, Anush Krishnan, Yu Pan, Giancarlo Baldan, and Oscar Beijbom. 2020.
Visual-Assisted Sound Source Depth Estimation in the Wild

C. Vondrick, H. Pirsiavash, and A. Torralba. 2016. Generating Videos with Scene

A. van den Oord, N. Kalchbrenner, and K. Kavukcuoglu. 2016. Pixel Recurrent

Wenguang Mao, Mei Wang, Wei Sun, Lili Qiu, Swadhin Pradhan, and Yi-Chao

J. Johnson, A. Alahi, and L. Fei-Fei. 2016. Perceptual losses for realtime style

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2015. Deep Residual

Anran Wang and Shyamnath Gollakota. 2019. Millisonic: Pushing the limits of

StereoLab. 2021. ZED 2 camera dataset. https://www.stereolabs.com/assets/

Zachary Teed and Jia Deng. 2020. RAFT: Recurrent All-Pairs Field Transforms

Caleb Rascon and Ivan Meza. 2017. Localization of sound sources in robotics: A

Anil Singh Parihar, Disha Varshney, Kshitija Pandya, and Ashray Aggarwal. 2022. 

Kazuhiro Nakadai, Tino Lourens, Hiroshi G Okuno, and Hiroaki Kitano. 2000. 

A comprehensive survey on video frame interpolation techniques. 38 (2022),  

Wenguang Mao, Jian He, and Lili Qiu. 2016. CAT: High-Precision Acoustic

Wenguang Mao, Mei Wang, Wei Sun, Lili Qiu, Swadhin Pradhan, and Yi-Chao Chen. 2019. RNN-Based Room Scale Hand Motion Tracking. In The 26th Annual International Conference on Mobile Computing and Networking, 1–16.

M. Mirza and S. Osindero. 2014. Conditional generative adversarial nets. arXiv:1411.1784.

Kazuhiko Nakadai, Tino Lourens, Hiroshi G Okuno, and Hiroaki Kitano. 2000. Active audition for humanoid. In AAAI/IAAI. 832–839.

R. M. Neal. 1992. Connectionist learning of belief networks. Artif. Intell. (1992).

S. Oprea, P. Martinez-Gonzalez, A. Garcia-Garcia, J.A. Castro-Vargas, S. Orts-Escolano, J. Garcia-Rodriguez, and A. Argyros. 2020. A Review on Deep Learning Techniques for Video Prediction. pre-print (2020). https://arxiv.org/pdf/2004.05214.pdf.

Anil Singh Parihar, Dhiva Varshney, Kuhitija Pandya, and Ashray Aggarwal. 2022. A comprehensive survey on video frame interpolation techniques. 38 (2022), 295–319.

Caleb Rascon and Ivan Meza. 2017. Localization of sound sources in robotics: A review. Robotics and Autonomous Systems 96 (2017), 184–210.

Md Alimoor Reza, Jana Kosecka, and Philip David. 2018. FarSight: Long-range acoustic motion tracking. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, 1–11.

Mei Wang, Wei Sun, and Lili Qiu. 2021. Localizing Human Voice. In Proc. of NSDI

Qiang Wang, Li Zhang, Luca Bertinetto, Weineng Hu, and Philip HS Torr. 2019. Fast online object tracking and segmentation: A unifying approach. In Proceedings of the IEEE/CVF conference on Computer Vision and Pattern Recognition. 1328–1338.

Wei Wang, Alex X Liu, and Ke Sun. 2016. Device-free gesture tracking using acoustic signals. In Proceedings of the 22nd Annual International Conference on Mobile Computing and Networking, ACM. 92–94.

Y. Wang, L. Jiang, M.-H. Yang, L.-J. Li, M. Longand, and L. Fei-Fei. 2019. “Eidetic 3D LSTM: A model for video prediction and beyond. In Proc. of ICLR.

Teng Wei and XinYu Zhang. 2015. nTrack: High Precision Passive Tracking. Using Millimeter Wave Radios. In Proc. of ACM MobiCom.

Tong Wu, Liang Pan, Junzhe Zhang, Tai Wang, Ziwei Liu, and Dahua Lin. 2021. Density-aware chamfer distance as a comprehensive metric for point cloud completion. arXiv preprint arXiv:2111.12702 (2021).

Xinyu Wu, Haitao Gong, Pei Chen, Zhi Zhong, and Yangsheng Xu. 2009. Surveillance robot utilizing video and audio information. Journal of Intelligent and Robotic Systems 55, 4-5 (2009), 403–421.

Sangki Yun, Yi-Chao Chen, Huihuang Zheng, Lili Qiu, and Wenguang Mao. 2017. Strata: Fine-Grained Acoustic-based Device-Free Tracking. In Proceedings of the 15th Annual International Conference on Mobile Systems, Applications, and Services. ACM, 15–28.

J. Zhang, Y. Wang, M. Long, W. Jianmin, and P. S. Yu. 2019. Z-order recurrent neural networks for video prediction. In Proc. of ICME.

Zhengyou Zhang. 2012. Microsoft kinect sensor and its effect. IEEE multimedia 19, 2 (2012), 4–10.

Hao Zha, Mandi Luo, Rui Wang, Aihua Zheng, and Ran He. 2020. Deep Audio-Visual Learning: A Survey. pre-print (2020). https://arxiv.org/pdf/2001.04758.pdf.

Junchi Chan Shan Chang, Lili Qiu Zifan Liu, Hongzi Zhu. 2019. HyperSight: Boosting Distant 3D Vision on a Single Dual-camera Smartphone. In Proc. of ACM Sensys.