BOUNDS FOR THE RATIO OF TWO GAMMA FUNCTIONS—FROM WENDEL’S AND RELATED INEQUALITIES TO LOGARITHMICALLY COMPLETELY MONOTONIC FUNCTIONS
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Abstract. In the survey paper, along one of several main lines of bounding the ratio of two gamma functions, the authors retrospect and analyse Wendel’s double inequality, Kazarinoff’s refinement of Wallis’ formula, Watson’s monotonicity, Gautschi’s double inequality, Kershaw’s first double inequality, and the (logarithmically) complete monotonicity results of functions involving ratios of two gamma or q-gamma functions obtained by Bustoz, Ismail, Lorch, Muldoon, and other mathematicians.

1. Preliminaries

In this paper, we need some definitions, notions, and notations below.

1.1. The gamma and q-gamma functions. It is well known that the classical Euler’s gamma function may be defined for Re z > 0 by

\[ \Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt. \]

The logarithmic derivative of \( \Gamma(z) \), denoted by \( \psi(z) = \frac{\Gamma'(z)}{\Gamma(z)} \), is called psi or digamma function, and \( \psi^{(k)}(z) \) for \( k \in \mathbb{N} \) are called polygamma functions. It is

*Corresponding author.

2010 Mathematics Subject Classification. Primary 33B15; Secondary 26A48, 26A51, 26D20, 33D05, 44A10, 46-02, 46F12, 46T20.

Key words and phrases. Bound; ratio of two gamma functions; logarithmically completely monotonic function; gamma function; q-gamma function.

Date: Received: 2 April 2012; Accepted: 1 May 2012
common knowledge that special functions \( \Gamma(z), \psi(z) \) and \( \psi^{(k)}(z) \) for \( k \in \mathbb{N} \) are fundamental and important and have much extensive applications in mathematical sciences.

The \( q \)-analogues of \( \Gamma \) and \( \psi \) are defined [4, pp. 493–496] for \( x > 0 \) by

\[
\Gamma_q(x) = \begin{cases} 
(1 - q)^{1-x} \prod_{i=0}^{\infty} \frac{1 - q^{i+1}}{1 - q^{i+x}}, & 0 < q < 1 \\
(q - 1)^{1-x} q(x) \prod_{i=0}^{\infty} \frac{1 - q^{-(i+1)}}{1 - q^{-(i+x)}}, & q > 1
\end{cases}
\] (1.1)

and

\[
\psi_q(x) = \frac{\Gamma'_q(x)}{\Gamma_q(x)} = -\ln(1 - q) + \ln q \sum_{k=0}^{\infty} \frac{q^{k+x}}{1 - q^{k+x}}
\] (1.2)

\[
= -\ln(1 - q) - \int_{0}^{\infty} \frac{e^{-xt}}{1 - e^{-t}} d\mu_q(t) \] (1.3)

for \( 0 < q < 1 \), where \( d\mu_q(t) \) is a discrete measure with positive masses \( -\ln q \) at the positive points \( -k \ln q \) for \( k \in \mathbb{N} \), more accurately,

\[
\mu_q(t) = \begin{cases} 
-\ln q \sum_{k=1}^{\infty} \delta(t + k \ln q), & 0 < q < 1, \\
t, & q = 1,
\end{cases}
\]

where \( \delta \) denotes the Dirac delta function. See [22, p. 311]. The \( q \)-gamma function \( \Gamma_q(z) \) meets

\[
\lim_{q \to 1^+} \Gamma_q(z) = \lim_{q \to 1^-} \Gamma_q(z) = \Gamma(z)
\]

and

\[
\Gamma_q(x) = q^{\frac{x-1}{q}} \Gamma_{1/q}(x).
\]

1.2. Definition and properties of completely monotonic functions. A function \( f \) is said to be completely monotonic on an interval \( I \) if \( f \) has derivatives of all orders on \( I \) and \( 0 \leq (-1)^n f^{(n)}(x) < \infty \) for \( x \in I \) and \( n \geq 0 \).

The class of completely monotonic functions has the following basic properties.

**Theorem 1.1** ([52, p. 161]). A necessary and sufficient condition that \( f(x) \) should be completely monotonic for \( 0 < x < \infty \) is that

\[
f(x) = \int_{0}^{\infty} e^{-xt} d\alpha(t), \quad (1.4)
\]

where \( \alpha(t) \) is nondecreasing and the integral converges for \( 0 < x < \infty \).

**Theorem 1.2** ([8, p. 83]). If \( f(x) \) is completely monotonic on \( I \), \( g(x) \in I \), and \( g'(x) \) is completely monotonic on \( (0, \infty) \), then \( f(g(x)) \) is completely monotonic on \( (0, \infty) \).
1.3. **The logarithmically completely monotonic functions.** A positive and $k$-times differentiable function $f(x)$ is said to be $k$-log-convex (or $k$-log-concave, respectively) with $k \geq 2$ on an interval $I$ if and only if $[\ln f(x)]^{(k)}$ exists and $[\ln f(x)]^{(k)} \geq 0$ (or $[\ln f(x)]^{(k)} \leq 0$, respectively) on $I$.

A positive function $f(x)$ is said to be logarithmically completely monotonic on an interval $I \subseteq \mathbb{R}$ if it has derivatives of all orders on $I$ and its logarithm $\ln f(x)$ satisfies $0 \leq (-1)^k[\ln f(x)]^{(k)} < \infty$ for $k \in \mathbb{N}$ on $I$.

The notion “logarithmically completely monotonic function” was first put forward in [5] without an explicit definition. This terminology was explicitly recovered in the preprints of [38, 41, 43]. It has been proved once and again in the papers [7, 17, 38] that any logarithmically completely monotonic function on an interval $I$ must be completely monotonic on $I$. It was also pointed out in [7] that logarithmically completely monotonic functions are the same as those studied by Horn [20] under the name “infinitely divisible completely monotonic functions”. For more information, please refer to [7], [45, pp. 2154–2155, Remark 8], [47, pp. 41–42, Remark 4.7] and plenty of references therein.

Recently a new concept and terminology “completely monotonic degree” was naturally introduced and initially studied in [16].

1.4. **Outline of this paper.** The history of bounding the ratio of two gamma functions is longer than six decades since the paper [51] was published in 1948.

The motivations to bound the ratio of two gamma functions are diverse, including, for example, establishment of asymptotic relation, refinement of Wallis’ formula, approximation of $\pi$, and some needs in statistics and other mathematical sciences.

In this survey paper, along one of several main lines of bounding the ratio of two gamma functions, we review and analyse Wendel’s double inequality, Kazarnoff’s refinement of Wallis’ formula, Watson’s monotonicity, Gautschi’s double inequality, Kershaw’s first double inequality, and the complete monotonicity and logarithmically complete monotonicity results of functions involving ratios of two gamma or $q$-gamma functions by Bustoz, Ismail, Lorch, Muldoon, and other mathematicians.

2. **Inequalities for bounding the ratio of two gamma functions**

In this section, we look back and analyse some related inequalities for bounding the ratio of two gamma functions.

2.1. **Wendel’s double inequality.** Our starting point is the paper [51], which is the earliest one we can search out to the best of our ability.

In order to establish the classical asymptotic relation

$$\lim_{x \to \infty} \frac{\Gamma(x + s)}{x^s \Gamma(x)} = 1 \quad (2.1)$$

for real numbers $s$ and $x$, J. G. Wendel [51] elegantly proved the double inequality

$$\left(\frac{x}{x + s}\right)^{1-s} \leq \frac{\Gamma(x + s)}{x^s \Gamma(x)} \leq 1 \quad (2.2)$$
for $0 < s < 1$ and $x > 0$.

**Proof of (2.1) and (2.2) by Wendel.** Let $0 < s < 1$, $f(t) = e^{-(1-s)t}t^{1-s}x^{s-1}$, $g(t) = e^{-st}t^s$, $p = \frac{p}{p-1} = \frac{1}{1-s}$, and $p = \frac{1}{s}$. Applying Hölder’s inequality

$$\int_0^\infty |f(t)g(t)| dt \leq \left( \int_0^\infty |f(t)|^p dt \right)^{1/p} \left( \int_0^\infty |g(t)|^q dt \right)^{1/q}$$

and

$$\Gamma(x+1) = x\Gamma(x) \quad (2.3)$$

leads to

$$\Gamma(x+s) = \int_0^\infty e^{-t}t^{x+s-1} dt \leq \left( \int_0^\infty e^{-t}t^x dt \right)^s \left( \int_0^\infty e^{-t}t^{x-1} dt \right)^{1-s} = [\Gamma(x+1)]^s[\Gamma(x)]^{1-s} = x^s\Gamma(x). \quad (2.4)$$

Replacing $s$ by $1-s$ in (2.4) results in $\Gamma(x+1-s) \leq x^{1-s}\Gamma(x)$, from which we obtain

$$\Gamma(x+1) \leq (x+s)^{1-s}\Gamma(x+s), \quad (2.5)$$

by substituting $x+s$ for $x$. Combining (2.4) and (2.5) yields

$$\frac{x}{(x+s)^{1-s}}\Gamma(x) \leq \Gamma(x+s) \leq x^s\Gamma(x).$$

Therefore, the inequality (2.2) follows.

Letting $x$ tend to infinity in (2.2) yields (2.1) for $0 < s < 1$. The extension to all real $s$ is immediate on repeated application of (2.3). □

**Remark 2.1.** The inequality (2.2) can be rewritten for $0 < s < 1$ and $x > 0$ as

$$(x+s)^{s-1}\frac{\Gamma(x+1)}{\Gamma(x+s)} \leq 1 \leq x^{s-1}\frac{\Gamma(x+1)}{\Gamma(x+s)}.$$ Utilizing the relation (2.1) results in

$$\lim_{x \to \infty} (x+s)^{s-1}\frac{\Gamma(x+1)}{\Gamma(x+s)} = \lim_{x \to \infty} x^{s-1}\frac{\Gamma(x+1)}{\Gamma(x+s)} = 1 \quad (2.6)$$

which hints us that the functions

$$(x+s)^{s-1}\frac{\Gamma(x+1)}{\Gamma(x+s)} \quad \text{and} \quad x^{s-1}\frac{\Gamma(x+1)}{\Gamma(x+s)}, \quad (2.7)$$

or

$$(x+s)^{1/(s-1)}\left[\frac{\Gamma(x+1)}{\Gamma(x+s)}\right]^{1/(s-1)} \quad \text{and} \quad x^{1/(s-1)}\left[\frac{\Gamma(x+1)}{\Gamma(x+s)}\right]^{1/(s-1)},$$

are possibly increasing and decreasing in $x$ respectively.

**Remark 2.2.** In [1, p. 257, 6.1.46], the limit

$$\lim_{x \to \infty} x^{b-a}\frac{\Gamma(x+a)}{\Gamma(x+b)} = 1 \quad (2.8)$$
for real numbers $a$ and $b$ was listed. Since
\[ x^{t-s} \frac{\Gamma(x+s)}{\Gamma(x+t)} = \frac{\Gamma(x+s)}{x^s \Gamma(x)} \cdot \frac{x^t \Gamma(x)}{\Gamma(x+t)}, \]
the limits (2.1) and (2.8) are equivalent to each other. Hence, the limit (2.8) should be presumedly called Wendel’s limit in the literature.

**Remark 2.3.** Due to unknown reasons, Wendel’s paper [51] was seemingly neglected by nearly all mathematicians for more than fifty years, until it was mentioned in [31], to the best of our knowledge.

### 2.2. Kazarinoff’s double inequality

Stimulated by
\[ \frac{1}{\sqrt{\pi(n+1/2)}} < \frac{(2n-1)!!}{(2n)!!} < \frac{1}{\sqrt{\pi n}}, \quad n \in \mathbb{N}, \quad (2.9) \]
one form of the celebrated formula of John Wallis, which had been quoted for more than a century before 1950s by writers of textbooks, D. K. Kazarinoff proved in [23] that the sequence $\theta(n)$ defined by
\[ \frac{(2n-1)!!}{(2n)!!} = \frac{1}{\sqrt{\pi [n+\theta(n)]}} \quad (2.10) \]
satisfies $\frac{1}{4} < \theta(n) < \frac{1}{2}$ for $n \in \mathbb{N}$, that is,
\[ \frac{1}{\sqrt{\pi(n+1/2)}} < \frac{(2n-1)!!}{(2n)!!} < \frac{1}{\sqrt{\pi(n+1/4)}}, \quad n \in \mathbb{N}. \quad (2.11) \]

**Remark 2.4.** It was said in [23] that it is unquestionable that inequalities similar to (2.11) can be improved indefinitely but at a sacrifice of simplicity, which is why the inequality (2.9) had survived so long.

**Remark 2.5.** Kazarinoff’s proof of (2.11) is based upon the property
\[ [\ln \phi(t)]'' - \{[\ln \phi(t)']^2 > 0, \quad (2.12) \]
where
\[ \phi(t) = \int_0^{\pi/2} \sin^t x \, dx = \frac{\sqrt{\pi}}{2} \cdot \frac{\Gamma((t+1)/2)}{\Gamma((t+2)/2)} \]
for $-1 < t < \infty$. The inequality (2.12) was proved by making use of Legendre’s formula
\[ \psi(x) = -\gamma + \int_0^1 \frac{t^{x-1} - 1}{t-1} \, dt \]
for $x > 0$ and by estimating the integrals
\[ \int_0^1 \frac{x^t}{1+x} \, dx \quad \text{and} \quad \int_0^1 \frac{x^t \ln x}{1+x} \, dx, \]
where $\gamma = 0.57721566 \cdots$ is Euler-Mascheroni’s constant. Since (2.12) is equivalent to the statement that the reciprocal of $\phi(t)$ has an everywhere negative
second derivative, therefore \( \phi(t) \) for any positive \( t \) is less than the harmonic mean of \( \phi(t-1) \) and \( \phi(t+1) \), this implies

\[
\frac{\Gamma((t+1)/2)}{\Gamma((t+2)/2)} < \frac{2}{\sqrt{2t+1}}, \quad t > -\frac{1}{2}.
\]

(2.13)

As a subcase of this result, the right-hand side inequality in (2.11) is established.

Remark 2.6. Replacing \( t \) by \( 2t \) in (2.13) and rearranging yield

\[
\frac{\Gamma(t+1)}{\Gamma(t+1/2)} > \sqrt{t + \frac{1}{4}} \iff \left( t + \frac{1}{4} \right)^{1/2-1} \frac{\Gamma(t+1)}{\Gamma(t+1/2)} > 1
\]

for \( t > -\frac{1}{4} \). From (2.1), it follows that

\[
\lim_{x \to \infty} \left[ \left( t + \frac{1}{4} \right)^{1/2-1} \frac{\Gamma(t+1)}{\Gamma(t+1/2)} \right] = 1.
\]

This suggests that the function

\[
\left( t + \frac{1}{4} \right)^{1/2-1} \frac{\Gamma(t+1)}{\Gamma(t+1/2)} \quad \text{or} \quad \left( t + \frac{1}{4} \right) \left[ \frac{\Gamma(t+1)}{\Gamma(t+1/2)} \right]^{1/(1/2-1)}
\]

is perhaps decreasing, more strongly, logarithmically completely monotonic.

Remark 2.7. The inequality (2.12) may be reorganized as

\[
\psi'\left( \frac{t+1}{2} \right) - \psi'\left( \frac{t+2}{2} \right) > \left[ \psi\left( \frac{t+1}{2} \right) - \psi\left( \frac{t+2}{2} \right) \right]^2
\]

for \( t > -1 \). This inequality is a special case of the complete monotonicity of a function involving divided differences of the di- and tri-gamma functions, which may be recited as the following theorem.

Theorem 2.8 ([15, Theorem 1] and [39, Theorem 1.2]). Let \( s \) and \( t \) be real numbers and \( \alpha = \min\{s,t\} \). Then the function

\[
\Delta_{s,t}(x) = \begin{cases} 
\frac{\left[ \psi(x+t) - \psi(x+s) \right]^2}{t-s} + \frac{\psi'(x+t) - \psi'(x+s)}{t-s}, & s \neq t \\
\psi'(x+s) + \psi''(x+s), & s = t
\end{cases}
\]

(2.14)

for \( |t-s| < 1 \) and \(-\Delta_{s,t}(x)\) for \( |t-s| > 1 \) are completely monotonic in \( x \in (-\alpha, \infty) \).

2.3. Watson’s monotonicity. In 1959, motivated by the result in [23] mentioned in Section 2.2, G. N. Watson [49] observed that

\[
\frac{1}{x} \frac{\left[ \Gamma(x+1) \right]^2}{\left[ \Gamma(x+1/2) \right]^2} = 2F_1\left( -\frac{1}{2}, -\frac{1}{2}; \frac{1}{2}; x \right) = 1 + \frac{1}{4x} + \frac{1}{32x(x+1)} + \sum_{r=3}^{\infty} \frac{[(-1/2) \cdot (1/2) \cdot (3/2) \cdot (r - 3/2)]^2}{r!x(x+1) \cdots (x+r-1)}
\]

(2.15)
for \( x > -\frac{1}{2} \), which implies that the much general function

\[
\theta(x) = \left[ \frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} \right]^2 - x
\]  

(2.16)

for \( x > -\frac{1}{2} \), whose special case is the sequence \( \theta(n) \) for \( n \in \mathbb{N} \) defined in (2.10), is decreasing and satisfies

\[
\lim_{x \to \infty} \theta(x) = \frac{1}{4} \quad \text{and} \quad \lim_{x \to (-1/2)^+} \theta(x) = \frac{1}{2}.
\]

This implies apparently the sharp inequalities

\[
\frac{1}{4} < \theta(x) < \frac{1}{2}
\]

(2.17)

for \( x > -\frac{1}{2} \),

\[
\sqrt{x + \frac{1}{4}} < \frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} \leq \sqrt{x + \frac{1}{4} + \left[ \frac{\Gamma(3/4)}{\Gamma(1/4)} \right]^2} = \sqrt{x + 0.36423 \cdots}
\]

(2.18)

for \( x \geq -\frac{1}{4} \), and, by using Wallis cosine formula in [50],

\[
\frac{1}{\sqrt{\pi(n + 4/\pi - 1)}} \leq \frac{(2n - 1)!!}{(2n)!!} < \frac{1}{\sqrt{\pi(n + 1/4)}}, \quad n \in \mathbb{N}.
\]

(2.19)

Remark 2.9. In [49], an alternative proof of the double inequality (2.17) was also provided.

Remark 2.10. It is clear that the inequality (2.18) extends and improves (2.2) for \( s = \frac{1}{2} \).

Remark 2.11. The left-hand side inequality in (2.19) is better than the corresponding one in (2.11).

Remark 2.12. The formula (2.15) implies complete monotonicity of the function \( \theta(x) \) defined by (2.16) on \((-\frac{1}{2}, \infty)\).

2.4. Gautschi’s double inequalities. The first result of the paper [13] was the double inequality

\[
\frac{(x^p + 2)^{1/p} - x}{2} < e^{xp} \int_x^{\infty} e^{-tp} dt \leq c_p \left[ \left( x^p + \frac{1}{c_p} \right)^{1/p} - x \right]
\]

(2.20)

for \( x \geq 0 \) and \( p > 1 \), where

\[
c_p = \left[ \Gamma\left( 1 + \frac{1}{p} \right) \right]^{p/(p-1)}
\]

or \( c_p = 1 \). By an easy transformation, the inequality (2.20) was written in terms of the complementary gamma function

\[
\Gamma(a, x) = \int_x^{\infty} e^{-t} t^{a-1} dt
\]
as
\[
\frac{p[(x + 2)^{1/p} - x^{1/p}]}{2} < e^x \Gamma\left(\frac{1}{p}, x\right) \leq pc_p \left[(x + \frac{1}{c_p})^{1/p} - x^{1/p}\right]
\]
(2.21)
for \(x \geq 0\) and \(p > 1\). In particular, if letting \(p \to \infty\), the double inequality
\[
\frac{1}{2} \ln \left(1 + \frac{2}{x}\right) \leq e^x E_1(x) \leq \ln \left(1 + \frac{1}{x}\right)
\]
for the exponential integral \(E_1(x) = \Gamma(0, x)\) with \(x > 0\) was derived from (2.21), in which the bounds exhibit the logarithmic singularity of \(E_1(x)\) at \(x = 0\). As a direct consequence of the inequality (2.21) for \(p = 1\), \(x = 0\), and \(c_p = 1\), the following simple inequality for the gamma function was deduced:
\[
2^{s-1} \leq \Gamma(1 + s) \leq 1, \quad 0 \leq s \leq 1.
\]
(2.22)
The second result of the paper [13] was a sharper and more general inequality
\[
e^{(s-1)\psi(n+1)} \leq \frac{\Gamma(n + s)}{\Gamma(n + 1)} \leq n^{s-1}
\]
(2.23)
for \(0 \leq s \leq 1\) and \(n \in \mathbb{N}\) than (2.22). This inequality was obtained by proving that the function
\[
f(s) = \frac{1}{1 - s} \ln \frac{\Gamma(n + s)}{\Gamma(n + 1)}
\]
is monotonically decreasing for \(0 \leq s < 1\). Since \(\psi(n) < \ln n\), it was derived from the inequality (2.23) that
\[
\left(\frac{1}{n + 1}\right)^{1-s} \leq \frac{\Gamma(n + s)}{\Gamma(n + 1)} \leq \left(\frac{1}{n}\right)^{1-s}, \quad 0 \leq s \leq 1,
\]
(2.24)
which was also rewritten as
\[
\frac{n!(n + 1)^{s-1}}{(s + 1)(s + 2) \cdots (s + n - 1)} \leq \Gamma(1 + s) \leq \frac{(n - 1)!n^s}{(s + 1)(s + 2) \cdots (s + n - 1)},
\]
(2.25)
and so a simple proof of Euler’s product formula in the segment \(0 \leq s \leq 1\) was shown by letting \(n \to \infty\) in (2.25).

Remark 2.13. The double inequalities (2.23) and (2.24) can be rearranged as
\[
n^{1-s} \leq \frac{\Gamma(n + 1)}{\Gamma(n + s)} \leq \exp((1-s)\psi(n + 1))
\]
(2.26)
and
\[
n^{1-s} \leq \frac{\Gamma(n + 1)}{\Gamma(n + s)} \leq (n + 1)^{1-s}
\]
(2.27)
for \(n \in \mathbb{N}\) and \(0 \leq s \leq 1\). Furthermore, the inequality (2.27) can be rewritten as
\[
n^{1-s} \frac{\Gamma(n + s)}{\Gamma(n + 1)} \leq 1 \leq (n + 1)^{1-s} \frac{\Gamma(n + s)}{\Gamma(n + 1)}
\]
(2.28)
or
\[
n \left[\frac{\Gamma(n + s)}{\Gamma(n + 1)}\right]^{1/(1-s)} \leq 1 \leq (n + 1) \left[\frac{\Gamma(n + s)}{\Gamma(n + 1)}\right]^{1/(1-s)}.
\]
(2.29)
This supplies us some possible clues to see that the sequences at the very ends of
the inequalities (2.28) and (2.29) are monotonic.

Remark 2.14. The left-hand side inequality in (2.2) and the upper bound in (2.26)
have the following relations:

(1) For \(0 \leq s \leq \frac{1}{2}\) and \(n \in \mathbb{N}\),
\[
(n + s)^{1-s} \leq \exp((1 - s)\psi(n + 1));
\] (2.30)

(2) For \(s > e^{1-\gamma} - 1 = 0.52620 \cdots\), the inequality (2.30) reverses.

These relations can be derived from the decreasing monotonicity of the function
\[Q(x) = e^{\psi(x+1)} - x\]
on \((-1, \infty)\) and the limit
\[
\lim_{x \to \infty} Q(x) = \frac{1}{2}.
\]
Hence, Wendel’s double inequality (2.2) and Gautschi’s first double inequality (2.26)
are not included each other, but both of them contain Gautschi’s second
double inequality (2.27).

Remark 2.15. In reviews on the paper [13] by Mathematical Reviews and Zentral-
blatt MATH, there is no a word to comment on inequalities in (2.26) and (2.27).
However, these two double inequalities later became a major source and origin of
a large amount of study on bounding the ratio of two gamma functions.

2.5. Kershaw’s first double inequality. Inspired by the inequality (2.24),
among other things, D. Kershaw presented in [24] the following double inequality
\[
\left( x + \frac{s}{2} \right)^{1-s} < \frac{\Gamma(x + 1)}{\Gamma(x + s)} < x - \frac{1}{2} + \left( s + \frac{1}{4} \right)^{1/2} \frac{1}{1-s}
\] (2.31)
for \(0 < s < 1\) and \(x > 0\). In the literature, it is called as Kershaw’s first double
inequality for the ratio of two gamma functions.

Kershaw’s proof of (2.31). Define the function \(g_\beta\) by
\[
g_\beta(x) = \frac{\Gamma(x + 1)}{\Gamma(x + s)} (x + \beta)^{s-1}
\]
for \(x > 0\) and \(0 < s < 1\), where the parameter \(\beta\) is to be determined. It is not
difficult to show, with the aid of (2.1), that \(\lim_{x \to \infty} g_\beta(x) = 1\). Define
\[
G(x) = \frac{g_\beta(x)}{g_\beta(x + 1)} = \frac{x + s}{x + 1} \left( \frac{x + \beta + 1}{x + \beta} \right)^{1-s}.
\]
Then
\[
\frac{G'(x)}{G(x)} = \frac{(1-s)((\beta^2 + \beta - s) + (2\beta - s)x]}{(x + 1)(x + s)(x + \beta)(x + \beta + 1)}.
\]
This will leads to

(1) if \(\beta = \frac{s}{2}\), then \(G'(x) < 0\) for \(x > 0\);

(2) if \(\beta = -\frac{1}{2} + (s + \frac{1}{4})^{1/2}\), then \(G'(x) > 0\) for \(x > 0\).

Further by standard arguments, the double inequality (2.31) follows. \(\Box\)
Remark 2.16. It is easy to see that the inequality (2.31) refines and extends inequalities (2.2) and (2.27).

Remark 2.17. The inequality (2.31) may be rearranged as

$$\left[ x - \frac{1}{2} + \left( s + \frac{1}{4} \right)^{1/2} \right]^{s-1} \frac{\Gamma(x+1)}{\Gamma(x+s)} < 1 < \left( x + \frac{s}{2} \right)^{s-1} \frac{\Gamma(x+1)}{\Gamma(x+s)}$$

for $x > 0$ and $0 < s < 1$. By virtue of (2.1) or (2.8), it is easy to see that

$$\lim_{x \to \infty} \left[ x - \frac{1}{2} + \left( s + \frac{1}{4} \right)^{1/2} \right]^{s-1} \frac{\Gamma(x+1)}{\Gamma(x+s)} = \lim_{x \to \infty} \left( x + \frac{s}{2} \right)^{s-1} \frac{\Gamma(x+1)}{\Gamma(x+s)} = 1.$$

This suggests us the monotonicity, more strongly, the logarithmically complete monotonicity, of the functions

$$\left[ x - \frac{1}{2} + \left( s + \frac{1}{4} \right)^{1/2} \right]^{s-1} \frac{\Gamma(x+1)}{\Gamma(x+s)} \quad \text{and} \quad \left( x + \frac{s}{2} \right)^{s-1} \frac{\Gamma(x+1)}{\Gamma(x+s)}$$

or

$$\left[ x - \frac{1}{2} + \left( s + \frac{1}{4} \right)^{1/2} \right] \left[ \frac{\Gamma(x+1)}{\Gamma(x+s)} \right]^{1/(s-1)} \quad \text{and} \quad \left( x + \frac{s}{2} \right) \left[ \frac{\Gamma(x+1)}{\Gamma(x+s)} \right]^{1/(s-1)}.$$

Remark 2.18. Some more inequalities with the type of (2.31) were constructed and applied in [25, 28, 53] and related references therein.

3. SOME COMPLETELY MONOTONIC FUNCTIONS INVOLVING RATIOS OF TWO GAMMA OR q-GAMMA FUNCTIONS

In this section, we review and analyse complete monotonicity of functions involving ratios of two gamma or q-gamma functions.

3.1. Ismail-Lorch-Muldoon’s monotonicity results. Motivated by work on inequalities for the ratio of two gamma functions in [24, 25, 28] and [53, p. 155], M. E. H. Ismail, L. Lorch and M. E. Muldoon pointed out at the beginning of [21] that simple monotonicity of the ratio of two gamma functions are useful.

In [33, pp. 118–119], the asymptotic formula

$$z^{b-a} \frac{\Gamma(z+a)}{\Gamma(z+b)} \sim 1 + \frac{(a-b)(a+b-1)}{2z} + \cdots \quad (3.1)$$

as $z \to \infty$ along any curve joining $z = 0$ and $z = \infty$ is listed, where $z \neq -a, -a-1, \ldots$ and $z \neq -b, -b-1, \ldots$. Suggested by (3.1), the following complete monotonicity was proved in [21, Theorem 2.4]: Let $a > b \geq 0$, $a + b \geq 1$ and

$$h(x) = \ln \left[ x^{a-b} \frac{\Gamma(x+b)}{\Gamma(x+a)} \right].$$

Then both $h'(x)$ and

$$x^{b-a} \frac{\Gamma(x+a)}{\Gamma(x+b)} \quad (3.2)$$

are completely monotonic on $(0, \infty)$; The results fail when $a + b < 1$ replaces $a + b \geq 1$ in the hypotheses.
Meanwhile, the following $q$-analogue of [21, Theorem 2.4] was also provided in [21, Theorem 2.5]: Let $a > b \geq 0$, $a + b \geq 1$, $q > 0$, $q \neq 1$ and

$$h_q(x) = \ln \left[ 1 - q^x |a-b| \Gamma_q(x + b) \right].$$

Then $h_q'(x)$ is completely monotonic on $(0, \infty)$; So is the function

$$|1 - q^x|^{b-a} \Gamma_q(x + a) \over \Gamma_q(x + b); \quad (3.3)$$

The result fails if $a + b < 1$.

Remark 3.1. The proof of [21, Theorem 2.4] can be outlined as follows: Using the integral representation

$$\psi(z) = -\gamma + \int_0^\infty e^{-t} - e^{-tz} \frac{1}{1 - e^{-t}} dt; \quad (3.4)$$

for $\text{Re}z > 0$ yields

$$h_q'(x) = \int_0^\infty \left[ \frac{e^{-at} - e^{-bt}}{1 - e^{-t}} + a - b \right] e^{-xt} dt. \quad (3.5)$$

It was obtained in [21, Lemma 4.1] that if $0 \leq b < a$, $a + b \geq 1$, and $b^2 + (a-1)^2 \neq 0$, then

$$w^b - w^a \over 1 - w < a - b, \quad 0 < w < 1; \quad (3.6)$$

the inequality (3.6) fails if the condition $a + b \geq 1$ is replaced by $a + b < 1$. Combining (3.5) and (3.6) with Theorem 1.2 on page 133 results in [21, Theorem 2.4].

The proof of [21, Theorem 2.5] was fulfilled by using the formula (1.2), the inequality (3.6), Theorem 1.1 on page 133, and Theorem 1.2 on page 133.

Remark 3.2. We remark that [21, Theorem 2.4 and Theorem 2.5] can be restated using the terminology “logarithmically completely monotonic function” as follows: The functions defined by (3.2) and (3.3) are logarithmically completely monotonic on $(0, \infty)$ if and only if $a + b \geq 1$ for $a > b \geq 0$, $q > 0$ and $q \neq 1$.

Remark 3.3. The function

$$e^{-at} - e^{-bt} \over 1 - e^{-t} \quad (3.7)$$

for $t \in (-\infty, \infty)$ in (3.5) has been researched and applied in [19] and closely related references therein. See also Section 4.1.

3.2. Bustoz-Ismail’s monotonicity results. In [9], it was noticed that inequalities like (2.17) are “immediate consequences of the complete monotonicity of certain functions. Indeed, one should investigate monotonicity properties of functions involving quotients of gamma functions and as a by-product derive inequalities of the aforementioned type. This approach is simpler and yields more general results.”

In [9], it was revealed that
(1) the function
\[
\frac{1}{(x+c)^{1/2}} \cdot \frac{\Gamma(x+1)}{\Gamma(x+1/2)}, \quad x > \max\left\{ -\frac{1}{2} - c \right\}
\]
(3.8)
is completely monotonic on \((-c, \infty)\) if \(c \leq \frac{1}{4}\), so is the reciprocal of (3.8) on \([-\frac{1}{2}, \infty)\) if \(c \geq \frac{1}{2}\); see [9, Theorem 1];

(2) the function
\[
(x + c)^{a-b} \frac{\Gamma(x+b)}{\Gamma(x+a)}
\]
(3.9)
for \(1 \geq b - a > 0\) is completely monotonic on \((\max\{-a,-c\}, \infty)\) if \(c \leq \frac{a+b-1}{2}\), so is the reciprocal of (3.9) on \((\max\{-a,-c\}, \infty)\) if \(c \geq a\); see [9, Theorem 3];

(3) the function
\[
\frac{\Gamma(x+1)}{\Gamma(x+s)} \left( x + \frac{s}{2} \right)^{s-1}
\]
(3.10)
for \(0 \leq s \leq 1\) is completely monotonic on \((0, \infty)\); when \(0 < s < 1\), it satisfies \((-1)^n f^{(n)}(x) > 0\) for \(x > 0\); see [9, Theorem 7];

(4) the function
\[
\left( x - \frac{1}{2} + \sqrt{s + \frac{1}{4}} \right)^{1-s} \frac{\Gamma(x+s)}{\Gamma(x+1)}
\]
(3.11)
for \(0 < s < 1\) is strictly decreasing on \((0, \infty)\); see [9, Theorem 8].

Remark 3.4. A special case of Theorem 1.2 says that the function \(\exp(-h(x))\) is completely monotonic on an interval \(I\) if \(h'(x)\) is completely monotonic on \(I\). This was iterated as [9, Lemma 2.1].

In [12, p. 15 and p. 20], the following integral representation was listed: For \(\text{Re} z > 0\),
\[
\psi\left( \frac{1}{2} + \frac{z}{2} \right) - \psi\left( \frac{z}{2} \right) = 2 \int_0^\infty \frac{e^{-zt}}{1 + e^{-t}} dt.
\]
(3.12)
The formula (3.12) and [9, Lemma 2.1] are basic tools to prove [9, Theorem 1].

Remark 3.5. The basic tools to prove [9, Theorem 3] also include the formula (3.4) and the non-negativeness of the functions
\[
\omega(t) = 2(b-a) \sinh \frac{t}{2} - 2 \sinh \frac{(b-a)t}{2}
\]
(3.13)
for \(b > a\) and \(t \geq 0\) and
\[
(a-b)(1-e^{-t}) + e^{(c-a)t} - e^{(c-b)t}
\]
(3.14)
for \(b > a, c \geq a\) and \(t \geq 0\). As mentioned in Remark 3.3, the positivity of the functions (3.13) and (3.14) for \(t > 0\) can be deduced from monotonic properties of the function (3.7) or (4.1), studied in [19, Theorems 2.1–2.3], and closely related references therein. See also Section 4.1.
Remark 3.6. The proof of the complete monotonicity of the function (3.10) in [9, Theorem 7] relies on the series representation
\[ \psi(x) = -\gamma - \frac{1}{x} + \sum_{n=1}^{\infty} \left( \frac{1}{n} - \frac{1}{x+n} \right) \] (3.15)
in [12, p. 15], the positivity of the function
\[ (1-s) \sinh t - \sinh[(1-s)t] \] (3.16)
on (0, \infty) for 0 < s < 1, and Theorem 1.2 applied to \( f(x) = e^{-x} \), as mentioned in Remark 3.4.

The proof of the decreasing monotonicity of the function (3.11) just used the formula (3.15) and [9, Lemma 2.1] stated in Remark 3.4.

Remark 3.7. It is clear that the function (3.16) is a special case of (3.13).

Remark 3.8. In fact, the logarithmically complete monotonicity of the functions (3.8), (3.9), (3.10) and their reciprocals was proved in [9].

3.3. Ismail-Muldoon’s monotonicity results. It was claimed in [22, p. 310] that “Many inequalities for special functions follow from monotonicity properties. Often such inequalities are special cases of the complete monotonicity of related special functions. For example, an inequality of the form \( f(x) \geq g(x) \) for \( x \in [a, \infty) \) with equality if and only if \( x = a \) may be a disguised form of the complete monotonicity of \( \frac{g(\phi(x))}{f(\phi(x))} \) where \( \phi(x) \) is a nondecreasing function on \( (a, \infty) \) and \( \frac{g(\phi(a))}{f(\phi(a))} = 1 \)."

Among other things, suggested by [9, Theorem 3] mentioned on page 143, the following complete monotonicity was presented in [22, Theorem 2.5]: Let \( a < b \leq a+1 \) and
\[ g(x) = \left( \frac{1-q^{x+c}}{1-q} \right)^{a-b} \frac{\Gamma_q(x+b)}{\Gamma_q(x+a)}. \]
Then \(-[\ln g(x)]') is completely monotonic on \((-c, \infty)\) if \( 0 \leq c \leq \frac{a+b-1}{2} \) and \([\ln g(x)]'\) is completely monotonic on \((-a, \infty)\) if \( c \geq a \geq 0 \); Neither is completely monotonic for \( \frac{a+b-1}{2} < c < a \).

As a supplement of [22, Theorem 2.5], it was proved separately in [22, Theorem 2.6] that the first derivative of the function
\[ \ln \left( \frac{1-q^x}{1-q} \right)^a \frac{\Gamma_q(x)}{\Gamma_q(x+a)} \], \quad 0 < q < 1 \]
is completely monotonic on \((0, \infty)\) for \( a \geq 1 \).

Remark 3.9. The proof of [22, Theorem 2.5] depends on deriving
\[ \frac{d}{dx} \ln g(x) = -\int_0^{\infty} e^{-xt} \left[ \frac{e^{-bt} - e^{-at}}{1-e^{-t}} + (b-a)e^{-at} \right] d\mu_q(t) \]
and on [22, Lemma 1.2]: If \( 0 < \alpha < 1 \), then
\[ \alpha e^{(\alpha-1)t} < \frac{\sinh(\alpha t)}{\sinh t} < \alpha, \quad t > 0. \] (3.17)
The inequalities become equalities when \( \alpha = 1 \) and they are reversed when \( \alpha > 1 \).

The proof of [22, Theorem 2.6] is similar to that of [22, Theorem 2.5].

**Remark 3.10.** It is clear that Theorem 2.5 and Theorem 2.6 in [22] can be rewritten using the phrase “logarithmically completely monotonic function”.

**Remark 3.11.** The inequality (3.17) is also a consequence of the monotonicity of the function (4.1) obtained in [19, Theorems 2.1–2.3] and related references listed therein.

**Remark 3.12.** From [22, Theorem 2.5], the following inequality was derived in [22, Theorem 3.3]: For \( 0 < q \leq 1 \), the inequality

\[
\frac{\Gamma_q(x+1)}{\Gamma_q(x+s)} > \left( \frac{1 - q^{x+s/2}}{1 - q} \right)^{1-s} \tag{3.18}
\]

holds for \( 0 < s < 1 \) and \( x > -\frac{s}{2} \). In [3], it was pointed out that the inequality

\[
\frac{\Gamma_q(x+1)}{\Gamma_q(x+s)} < \left( \frac{1 - q^{x+s}}{1 - q} \right)^{1-s}, \quad s \in (0, 1) \tag{3.19}
\]

is also valid for \( x > -s \). As refinements of (3.18) and (3.19), the following double inequality was presented in [3, Theorem 3.1]: For real numbers \( 0 < q \neq 1 \) and \( s \in (0, 1) \), the double inequality

\[
\left[ \frac{1 - q^{x+\alpha(q,s)}}{1 - q} \right]^{1-s} < \frac{\Gamma_q(x+1)}{\Gamma_q(x+s)} < \left[ \frac{1 - q^{x+\beta(q,s)}}{1 - q} \right]^{1-s}, \quad x > 0
\]

holds with the best possible values

\[
\alpha(q, s) = \begin{cases} 
\frac{\ln(q^s - q)/(1-s)(1-q)}{\ln q}, & 0 < q < 1 \\
\frac{s}{2}, & q > 1 
\end{cases}
\]

and

\[
\beta(q, s) = \frac{\ln\{1 - (1-q)[\Gamma_q(s)]^{1/(s-1)}\}}{\ln q}.
\]

As a direct consequence, it was derived in [3, Corollary 3.2] that the inequality

\[
[x + a(s)]^{1-s} \leq \frac{\Gamma(x+1)}{\Gamma(x+s)} \leq [x + b(s)]^{1-s} \tag{3.20}
\]

holds for \( s \in (0, 1) \) and \( x \geq 0 \) with the best possible values \( a(s) = \frac{s}{2} \) and \( b(s) = [\Gamma(s)]^{1/(s-1)} \).

The inequality (3.20) was ever claimed in [26, p. 248], but with a wrong proof. It was also generalized and extended in [11, Theorem 3].

4. **Some logarithmically completely monotonic functions involving ratios of two gamma or \( q \)-gamma functions**

In this section, we look back and analyse necessary and sufficient conditions for functions involving ratios of two gamma or \( q \)-gamma functions to be logarithmically completely monotonic.
4.1. Some properties of a function involving exponential functions. For real numbers \( \alpha \) and \( \beta \) with \( \alpha \neq \beta \) and \( (\alpha, \beta) \notin \{(0, 1), (1, 0)\} \), let

\[
q_{\alpha,\beta}(t) = \begin{cases} 
\frac{e^{-\alpha t} - e^{-\beta t}}{1 - e^{-t}}, & t \neq 0; \\
\beta - \alpha, & t = 0.
\end{cases}
\] (4.1)

As seen in Section 3, it is easy to have an idea that the function \( q_{\alpha,\beta}(t) \) or its variations play indispensable roles in the proofs of [9, Theorem 3], [9, Theorem 7], [21, Theorem 2.4], [21, Theorem 2.5], [22, Theorem 2.5] and [22, Theorem 2.6].

In order to bound ratios of two gamma or \( q \)-gamma functions, necessary and sufficient conditions for \( q_{\alpha,\beta}(t) \) to be either monotonic or logarithmically convex were established in [18, 19, 37, 44] little by little.

**Proposition 4.1** ([19, Theorems 2.1–2.3]). Let \( t, \alpha \) and \( \beta \) with \( \alpha \neq \beta \) and \( (\alpha, \beta) \notin \{(0, 1), (1, 0)\} \) be real numbers. Then

1. the function \( q_{\alpha,\beta}(t) \) increases on \((0, \infty)\) if and only if

\[(\alpha, \beta) \in D_1(\alpha, \beta) \]

\[\triangleq \{(\alpha, \beta) : (\beta - \alpha)(1 - \alpha - \beta) \geq 0, (\beta - \alpha)(|\alpha - \beta| - \alpha - \beta) \geq 0\}; \] (4.2)

2. the function \( q_{\alpha,\beta}(t) \) decreases on \((0, \infty)\) if and only if

\[(\alpha, \beta) \in D_2(\alpha, \beta) \]

\[\triangleq \{(\alpha, \beta) : (\beta - \alpha)(1 - \alpha - \beta) \leq 0, (\beta - \alpha)(|\alpha - \beta| - \alpha - \beta) \leq 0\}; \] (4.3)

3. the function \( q_{\alpha,\beta}(t) \) increases on \((\infty, 0)\) if and only if \( (\beta - \alpha)(1 - \alpha - \beta) \geq 0 \) and \( (\beta - \alpha)(2 - |\alpha - \beta| - \alpha - \beta) \geq 0; \)

4. the function \( q_{\alpha,\beta}(t) \) decreases on \((\infty, 0)\) if and only if \( (\beta - \alpha)(1 - \alpha - \beta) \leq 0 \) and \( (\beta - \alpha)(2 - |\alpha - \beta| - \alpha - \beta) \leq 0; \)

5. the function \( q_{\alpha,\beta}(t) \) increases on \((\infty, \infty)\) if and only if \( (\beta - \alpha)(|\alpha - \beta| - \alpha - \beta) \geq 0 \) and \( (\beta - \alpha)(2 - |\alpha - \beta| - \alpha - \beta) \geq 0; \)

6. the function \( q_{\alpha,\beta}(t) \) decreases on \((\infty, \infty)\) if and only if \( (\beta - \alpha)(|\alpha - \beta| - \alpha - \beta) \leq 0 \) and \( (\beta - \alpha)(2 - |\alpha - \beta| - \alpha - \beta) \leq 0; \)

**Proposition 4.2** ([19, Theorem 3.1] and [44, Lemma 1]). The function \( q_{\alpha,\beta}(t) \) on \((\infty, \infty)\) is logarithmically convex if \( \beta - \alpha > 1 \) and logarithmically concave if \( 0 < \beta - \alpha < 1 \).

**Proposition 4.3** ([37, Theorem 1.1]). If \( 1 > \beta - \alpha > 0 \), then \( q_{\alpha,\beta}(u) \) is 3-log-convex on \((0, \infty)\) and 3-log-concave on \((\infty, 0)\); if \( \beta - \alpha > 1 \), then \( q_{\alpha,\beta}(u) \) is 3-log-concave on \((0, \infty)\) and 3-log-convex on \((\infty, 0)\).

**Proposition 4.4** ([18]). Let \( \lambda \in \mathbb{R} \). If \( \beta - \alpha > 1 \), then the function \( q_{\alpha,\beta}(t)q_{\alpha,\beta}(\lambda - t) \) is increasing on \((\frac{\lambda}{2}, \infty)\) and decreasing on \((\infty, \frac{\lambda}{2})\); if \( 0 < \beta - \alpha < 1 \), it is decreasing on \((\frac{\lambda}{2}, \infty)\) and increasing on \((\infty, \frac{\lambda}{2})\).

**Remark 4.5.** By noticing that the function \( q_{\alpha,\beta}(t) \) can be rewritten as

\[
q_{\alpha,\beta}(t) = \frac{\sinh[(\beta - \alpha)t/2]}{\sinh(t/2)} \exp \left( \frac{(1 - \alpha - \beta)t}{2} \right),
\]
it is easy to see that the inequality (3.6), the non-negativeness of the functions (3.13) and (3.14), the positivity of the function (3.16) and the inequality (3.17) are at all special cases of the monotonicity of the function \( q_{\alpha,\beta}(t) \) on \((0, \infty)\).

4.2. Necessary and sufficient conditions related to the ratio of two gamma functions. In this section, we survey necessary and sufficient conditions for some functions involving the ratio of two gamma functions to be logarithmically completely monotonic.

4.2.1. The logarithmically complete monotonicity of the function

\[
h_a(x) = \frac{(x + a)^{1-a} \Gamma(x + a)}{x \Gamma(x)} = \frac{(x + a)^{1-a} \Gamma(x + a)}{\Gamma(x + 1)}
\]

for \(x > 0\) and \(a > 0\) and the reciprocal of the first function in (2.7) were considered in [46].

**Theorem 4.6 ([46, Theorem 1.2]).** The function \(h_a(x)\) has the following properties:

1. The function \(h_a(x)\) is logarithmically completely monotonic on \((0, \infty)\) if \(0 < a < 1\);
2. The function \([h_a(x)]^{-1}\) is logarithmically completely monotonic on \((0, \infty)\) if \(a > 1\);
3. For any \(a > 0\),

\[
\lim_{x \to 0^+} h_a(x) = \frac{\Gamma(a + 1)}{a^a} \quad \text{and} \quad \lim_{x \to \infty} h_a(x) = 1.
\]

In order to obtain a refined upper bound in (2.2), the logarithmically complete monotonicity of the function \(f_a(x) = \frac{\Gamma(x + a)}{x^a \Gamma(x)}\) for \(x \in (0, \infty)\) and \(a \in (0, \infty)\), the middle term in (2.2) or the reciprocal of the second function in (2.7), were considered in [46, Theorem 1.3].

**Theorem 4.7 ([46, Theorem 1.3]).** The function \(f_a(x)\) has the following properties:

1. The function \(f_a(x)\) is logarithmically completely monotonic on \((0, \infty)\) and \(\lim_{x \to 0^+} f_a(x) = \infty\) if \(a > 1\);
2. The function \([f_a(x)]^{-1}\) is logarithmically completely monotonic on \((0, \infty)\) and \(\lim_{x \to 0^+} f_a(x) = 0\) if \(0 < a < 1\);
3. \(\lim_{x \to \infty} f_a(x) = 1\) for any \(a \in (0, \infty)\).

As a straightforward consequence of combining Theorem 4.6 and Theorem 4.7, the following refinement of the upper bound in the inequality (2.2) was established.
Theorem 4.8 ([46, Theorem 1.4]). Let \( x \in (0, \infty) \). If \( 0 < a < 1 \), then
\[
\frac{x}{x + a} \leq \frac{\Gamma(x + a)}{x^a \Gamma(x)} < \begin{cases} 
\frac{\Gamma(a + 1)}{a^a} \left( \frac{x}{x + a} \right)^{1-a} & 0 < x \leq \frac{ap(a)}{1 - p(a)}, \\
1 & \frac{ap(a)}{1 - p(a)} < x < \infty,
\end{cases}
\] (4.4)
where
\[
p(x) = \begin{cases} 
\left[ \frac{x^x}{\Gamma(x + 1)} \right]^{1/(1-x)} & x \neq 1, \\
e^{-\gamma} & x = 1.
\end{cases}
\] (4.5)

If \( a > 1 \), the reversed inequality of (4.4) holds.

Remark 4.9. The logarithmically complete monotonicity of the function (4.5) and its generalized form were researched in [36, Theorem 1.4], and [46, Theorem 1.5] respectively.

4.2.2. In [27, Theorem 1], the functions
\[
\frac{\Gamma(x + t)}{\Gamma(x + s)} \left( x + \frac{s + t - 1}{2} \right)^{s-t} \text{ and } \frac{\Gamma(x + s)}{\Gamma(x + t)} (x + s)^{t-s}
\] (4.6)
for \( 0 < s < t < s + 1 \) are proved to be logarithmically completely monotonic with respect to \( x \) on \((-\infty, \infty)\).

Remark 4.10. We cannot understand why the authors of the paper [27] chose so special functions in (4.6). More accurately, we have no idea why the constants \( \frac{s+t-1}{2} \) and \( s \) were chosen in the polynomial factors of the functions listed in (4.6). Perhaps this can be interpreted by Theorems 4.12 and 4.16 below.

4.2.3. For real numbers \( a, b \) and \( c \), denote \( \rho = \min\{a, b, c\} \) and let
\[
H_{a,b,c}(x) = (x + c)^{b-a} \frac{\Gamma(x + a)}{\Gamma(x + b)}
\] (4.7)
for \( x \in (-\rho, \infty) \).

By a recourse to the incomplete monotonicity of the function \( q_{a,b}(t) \) defined by (4.1), the following incomplete conclusions about the logarithmically complete monotonicity of the function \( H_{a,b,c}(x) \) were procured in [34].

Theorem 4.11 ([34, Theorem 1]). Let \( a, b \) and \( c \) be real numbers and \( \rho = \min\{a, b, c\} \). Then

1. the function \( H_{a,b,c}(x) \) is logarithmically completely monotonic on \((-\rho, \infty)\)

if \( (a, b; c) \in \left\{ (a, b; c) : a + b \geq 1, c \leq b < c + \frac{1}{2} \right\} \cup \left\{ (a, b; c) : a > b \geq c + \frac{1}{2} \right\} \cup \left\{ (a, b; c) : 2a + 1 \leq a + b \leq 1, a < c \right\} \cup \left\{ (a, b; c) : b - 1 \leq a < b \leq c \right\} \setminus \left\{ (a, b; c) : a = c + 1, b = c \right\} \).
(2) so is the function $[H_{a,b,c}(x)]^{-1}$ if

$$(a, b; c) \in \{(a, b; c) : a + b \geq 1, c \leq a < c + \frac{1}{2}\} \cup \{(a, b; c) : b > a \geq c + \frac{1}{2}\}$$

$\cup \{(a, b; c) : b < a \leq c\} \cup \{(a, b; c) : b + 1 \leq a, c \leq a \leq c + 1\}$

$\cup \{(a, b; c) : b + c + 1 \leq a + b \leq 1\}$

\{$(a, b; c) : a = c + 1, b = c\} \setminus \{(a, b; c) : b = c + 1, a = c\}$.

4.2.4. In [35, Theorem 1] and [39, Theorem 1.1], the function

$$k$$

By virtue of (4.11) and (3.4), a straightforward calculation gives

$$\text{on the interval } (−\rho, \infty).$$

For $(t-s) < 1$ and $-\delta_{s,t}(x)$ for $(t-s) > 1$ were proved to be completely monotonic on the interval $(-\min\{s,t\}, \infty)$. By employing the formula (3.4), the monotonicity of $q_{a,b}(t)$ on $(0, \infty)$ and the complete monotonicity of $\delta_{s,t}(x)$, necessary and sufficient conditions are presented for the function $H_{a,b,c}(x)$ to be logarithmically completely monotonic on $(−\rho, \infty)$ in [42] as follows.

**Theorem 4.12 ([42, Theorem 1]).** Let $a$, $b$ and $c$ be real numbers and $\rho = \min\{a, b, c\}$. Then

1. the function $H_{a,b,c}(x)$ is logarithmically completely monotonic on $(−\rho, \infty)$ if and only if

$$(a, b; c) \in D_1(a, b; c) \triangleq \{(a, b; c) : (b - a)(1 - a - b + 2c) \geq 0\}$$

$\cap \{(a, b; c) : (b - a)(|a - b| - a - b + 2c) \geq 0\}$

$\setminus \{(a, b; c) : a = c + 1 = b + 1\} \setminus \{(a, b; c) : b = c + 1 = a + 1\};$ \hspace{1cm} (4.9)

2. so is the function $H_{b,a,c}(x)$ on $(−\rho, \infty)$ if and only if

$$(a, b; c) \in D_2(a, b; c) \triangleq \{(a, b; c) : (b - a)(1 - a - b + 2c) \leq 0\}$$

$\cap \{(a, b; c) : (b - a)(|a - b| - a - b + 2c) \leq 0\}$

$\setminus \{(a, b; c) : b = c + 1 = a + 1\} \setminus \{(a, b; c) : a = c + 1 = b + 1\}.$ \hspace{1cm} (4.10)

**Proof.** In [1, p. 255, 6.1.1], it was listed that, for $x > 0$ and $\omega > 0$,

$$\frac{1}{x^\omega} = \frac{1}{\Gamma(\omega)} \int_0^\infty t^{\omega-1}e^{-xt}dt.$$ \hspace{1cm} (4.11)

By virtue of (4.11) and (3.4), a straightforward calculation gives

$$[\ln H_{a,b,c}(x)]' = -\int_0^\infty [q_{a-c,b-c}(t) + (a - b)]e^{-(x+c)t}dt,$$

and, for $k \in \mathbb{N}$,

$$(-1)^k[\ln H_{a,b,c}(x)]^{(k)} = \int_0^\infty [q_{a-c,b-c}(t) + (a - b)]t^{k-1}e^{-(x+c)t}dt.$$
where $q_{a-c,b-c}(t)$ is the function defined by (4.1). From $q_{a-c,b-c}(0) = b - a$, it is revealed that if $q_{a-c,b-c}(t)$ is increasing (or decreasing respectively) on $(0, \infty)$ then $q_{a-c,b-c}(t) + (a - b) \leq 0$ in $t \in (0, \infty)$ and $(-1)^k[\ln H_{a,b,c}(x)]^{(k)} \leq 0$ in $x \in (-\rho, \infty)$ for $k \in \mathbb{N}$. Combining this with Proposition 4.1 demonstrates that the function $H_{a,b,c}(x)$ is logarithmically completely monotonic on $(-\rho, \infty)$ if $(a - c, b - c) \in D_1(a - c, b - c)$ and that the function $[H_{a,b,c}(x)]^{-1}$ is logarithmically completely monotonic on $(-\rho, \infty)$ if $(a - c, b - c) \in D_2(a - c, b - c)$, where $D_1(a - c, b - c)$ and $D_2(a - c, b - c)$ are defined by (4.2) and (4.3). The sufficiency of Theorem 4.12 is proved.

If the function $H_{a,b,c}(x)$ is logarithmically completely monotonic on $(-\rho, \infty)$, then $[\ln H_{a,b,c}(x)]' \leq 0$, which is equivalent to

$$c \geq \frac{b - a}{\psi(x + b) - \psi(x + a)} - x \equiv \chi_{a,b}(x)$$

(4.12)

for $b > a$ on $(-\rho, \infty)$. Since $\lim_{x \to a^+} \psi(x) = -\infty$, then $\lim_{x \to (-a)^+} \chi_{a,b}(x) = a \leq c$ for $b > a$. From the complete monotonicity of the function (4.8) for $|t - s| < 1$ and $-\delta_{s,t}(x)$ for $|t - s| > 1$ on the interval $(-\alpha, \infty)$, where $s$ and $t$ are two real numbers and $\alpha = \min\{s, t\}$, and $\lim_{x \to -\infty} \delta_{s,t}(x) = 0$, it is deduced that

$$c \geq \chi_{a,b}(x) \geq \frac{2(x + a)(x + b)}{2x + a + b + 1} - x \to \frac{a + b - 1}{2} > a$$

(4.13)

for $b - a > 1$ and that

$$\chi_{a,b}(x) \leq \frac{2(x + a)(x + b)}{2x + a + b + 1} - x \to \frac{a + b - 1}{2} < a$$

(4.14)

for $b - a < 1$ as $x$ tends to $\infty$. The necessity of $H_{a,b,c}(x)$ being logarithmically completely monotonic on $(-\rho, \infty)$ follows.

The proof of necessity of $H_{b,a,c}(x)$ being logarithmically completely monotonic on $(-\rho, \infty)$ is same as above. The necessity of Theorem 4.12 is proved.

Remark 4.13. The limit (2.1) implies that $\lim_{x \to -\infty} H_{a,b,c}(x) = 1$ is valid for all defined numbers $a, b, c$. Combining this with the logarithmically complete monotonicity of $H_{a,b,c}(x)$ yields that the inequality $H_{a,b,c}(x) > 1$ holds if $(a, b; c) \in D_1(a, b; c)$ and reverses if $(a, b; c) \in D_2(a, b; c)$, that is, the inequality

$$x + \lambda < \left[ \frac{\Gamma(x + a)}{\Gamma(x + b)} \right]^{1/(a-b)} < x + \mu, \quad b > a$$

(4.15)

holds for $x \in (-\alpha, \infty)$ if $\lambda \leq \min\{a, \frac{a+b-1}{2}\}$ and $\mu \geq \max\{a, \frac{a+b-1}{2}\}$, which is equivalent to

$$\min\left\{ a, \frac{a + b - 1}{2} \right\} < \left[ \frac{\Gamma(a)}{\Gamma(b)} \right]^{1/(a-b)} < \max\left\{ a, \frac{a + b - 1}{2} \right\}, \quad b > a > 0.$$

It is noted that a special case $0 < a < b < 1$ of the inequality (4.15) was derived in [10] from [11, Theorem 1] (see also [18, 44]). Moreover, by available of the inequality (2.2) and others, the double inequalities

$$\frac{x + a}{x + b}(x + b)^{b-a} \leq \frac{\Gamma(x + b)}{\Gamma(x + a)} \leq (x + a)^{b-a}, \quad x > 0$$
and
\[(x + a)e^{-\gamma/(x+a)} < \left[ \frac{\Gamma(x + b)}{\Gamma(x + a)} \right]^{1/(b-a)} < (x + b)e^{-1/2(x+b)}, \quad x \geq 1\]
were proved in [48] to be valid for \(0 < a < b < 1\).

Remark 4.14. Since the complete monotonicity of the function (4.8) was not established and the main result about the monotonicity of the function \(q_{\alpha,\beta}(t)\) is incomplete at that time, necessary conditions for the function (4.7) to be logarithmically completely monotonic was not discovered in [34, Theorem 1] and the sufficient conditions in [34, Theorem 1] are imperfect.

Remark 4.15. It is not difficult to see that all (complete) monotonicity on functions involving the ratio of two gamma functions showed in [9, 21] and related results in [34, 46] are special cases of the above Theorem 4.12.

4.2.5. From Theorem 4.12 above, the following double inequalities for divided differences of the psi and polygamma functions may be deduced immediately.

Theorem 4.16 ([42, Theorem 3]). Let \(b > a \geq 0\) and \(k \in \mathbb{N}\). Then the double inequality
\[
\frac{(k-1)!}{(x+\alpha)^k} < \frac{(-1)^{k-1}\left[\psi^{(k-1)}(x+b) - \psi^{(k-1)}(x+a)\right]}{b-a} < \frac{(k-1)!}{(x+\beta)^k}
\]
for \(x \in (-\rho, \infty)\) holds if \(\alpha \geq \max\{a, \frac{a+b-1}{2}\}\) and \(0 \leq \beta \leq \min\{a, \frac{a+b-1}{2}\}\).

Remark 4.17. It is amazing that taking \(b-a=1\) in (4.16) leads to
\[
\psi^{(k-1)}(x+a+1) - \psi^{(k-1)}(x+a) = (-1)^{k-1}\frac{(k-1)!}{(x+a)^k}
\]
for \(a \geq 0, x > 0\) and \(k \in \mathbb{N}\), which is equivalent to the recurrence formula
\[
\psi^{(n)}(z+1) - \psi^{(n)}(z) = (-1)^n n! z^{-n-1}, \quad z > 0, \quad n \geq 0 \tag{4.17}
\]
listed in [1, p. 260, 6.4.6]. For related information, see [19, Remark 4.2].

Remark 4.18. For more information on results of divided differences for the psi and polygamma functions, please refer to [15, 35, 39, 40] and related references therein.

Remark 4.19. It is worthwhile to note that some errors and defects appeared in [34] have been corrected and consummated in [42].

4.3. Necessary and sufficient conditions related to the ratio of two \(q\)-gamma functions. The known results obtained by many mathematicians show that most of properties relating to the ratio of two gamma functions may be replanted to cases of the ratio of the ratio of two \(q\)-gamma functions, as done in [21, Theorem 2.5] and [22, Theorems 2.5 and 2.6].

Let \(a, b\) and \(c\) be real numbers, \(\rho = \min\{a, b, c\}\), and define
\[
H_{q,a,b,c}(x) = \left( \frac{1 - q^{x+c}}{1 - q} \right)^{a-b} \frac{\Gamma_q(x+b)}{\Gamma_q(x+a)} \tag{4.18}
\]
for \( x \in (-\rho, \infty) \), where \( \Gamma_q(x) \) is the \( q \)-gamma function defined by (1.1).

It is clear that the function (4.18) is a \( q \)-analogue of the function (4.7).

In virtue of the monotonicity of \( q_{\alpha,\beta}(t) \) on \((0, \infty)\) and the formula (1.3), a \( q \)-analogue of Theorem 4.12 was procured.

**Theorem 4.20** ([19, Theorem 4.3]). Let \( a, b \) and \( c \) be real numbers and \( \rho = \min\{a, b, c\} \). Then the function \( H_{q,a,b,c}(x) \) is logarithmically completely monotonic on \((-\rho, \infty)\) if and only if \((a, b, c) \in D_2(a, b, c)\), so is the function \( H_{q,b,a,c}(x) \) if and only if \((a, b, c) \in D_1(a, b, c)\), where \( D_1(a, b, c) \) and \( D_2(a, b, c) \) are defined by (4.9) and (4.10) respectively.

**Remark 4.21.** All complete monotonicity obtained in [21, Theorem 2.5] and [22, Theorems 2.5 and 2.6] are special cases of Theorem 4.20.

Similar to Theorem 4.16, the following double inequality of divided differences of the \( q \)-psi function \( \psi_q(x) \) for \( 0 < q < 1 \) may be derived from Theorem 4.20.

**Theorem 4.22** ([19, Theorem 4.4]). Let \( b > a \geq 0 \), \( k \in \mathbb{N} \) and \( 0 < q < 1 \). Then, for \( x \in (-\rho, \infty) \), the inequality

\[
(1-k^{-1}) \frac{\psi_q^{(k-1)}(x+b) - \psi_q^{(k-1)}(x+a)}{b-a} < (1-k^{-1}) \ln(1-q^{x+c})^{(k)} \tag{4.19}
\]

holds if \( 0 \leq c \leq \min\{a, a+b-1\} \) and reverses if \( c \geq \max\{a, a+b-1\} \). Consequently, the identity

\[
\psi_q^{(k-1)}(x+1) - \psi_q^{(k-1)}(x) = \ln(1-q^x)^{(k)} \tag{4.20}
\]

holds for \( x \in (0, \infty) \) and \( k \in \mathbb{N} \).

**Remark 4.23.** Since identities (4.17) and (4.20) may be derived from inequalities (4.16) and (4.19), we can regard inequalities (4.16) and (4.19) as generalizations of identities (4.17) and (4.20).

5. **Logarithmically Complete Monotonicity for Ratios of Products of the Gamma and \( q \)-Gamma Functions**

In this section, we would like to look back and analyse some (logarithmically) complete monotonicity of ratios of products of the gamma and \( q \)-gamma functions.

Let \( a_i \) and \( b_i \) for \( 1 \leq i \leq n \) be real numbers and \( \rho_n = \min_{1 \leq i \leq n}\{a_i, b_i\} \). For \( x \in (-\rho_n, \infty) \), define

\[
h_{a,b,n}(x) = \prod_{i=1}^{n} \frac{\Gamma(x+a_i)}{\Gamma(x+b_i)}, \tag{5.1}
\]

where \( a \) and \( b \) denote \((a_1, a_2, \ldots, a_n)\) and \((b_1, b_2, \ldots, b_n)\) respectively.

5.1. **Complete monotonicity.** In [9, Theorem 6], by virtue of the formula (3.4) and a special case of Theorem 1.2 mentioned in Remark 3.4 above, the function

\[
x \mapsto \frac{\Gamma(x)\Gamma(x+a+b)}{\Gamma(x+a)\Gamma(x+b)} \tag{5.2}
\]
for \( a, b \geq 0 \), a special cases of \( h_{a,b,n}(x) \) for \( n = 2 \), was proved to be completely monotonic on \((0, \infty)\).

In [2, Theorem 10], the function \( h_{a,b,n}(x) \) was proved to be completely monotonic on \((0, \infty)\) provided that \( 0 \leq a_1 \leq \cdots \leq a_n \), \( 0 \leq b_1 \leq \cdots \leq b_n \) and \( \sum_{i=1}^{k} a_i \leq \sum_{i=1}^{k} b_i \) for \( 1 \leq k \leq n \). Its proof used the formula (3.4), a special case of Theorem 1.2 applied to \( f(x) = e^{-x} \), and the following conclusion cited from [30, p. 10]: Let \( a_i \) and \( b_i \) for \( i = 1, \ldots, n \) be real numbers such that \( a_1 \leq \cdots \leq a_n \), \( b_1 \leq \cdots \leq b_n \), and \( \sum_{i=1}^{k} a_i \leq \sum_{i=1}^{k} b_i \) for \( k = 1, \ldots, n \). If the function \( f \) is decreasing and convex on \( \mathbb{R} \), then

\[
\sum_{i=1}^{n} f(b_i) \leq \sum_{i=1}^{n} f(a_i).
\]

In [22, Theorem 4.1], the functions

\[
-d \frac{d}{dx} \ln \frac{\Gamma_q(x + a_1) \Gamma_q(x + a_2) \cdots \Gamma_q(x + a_n)}{[\Gamma(x + \bar{a})]^n}
\]

and

\[
d \frac{d}{dx} \ln \frac{\Gamma_q(x + a_1) \Gamma_q(x + a_2) \cdots \Gamma_q(x + a_n)}{[\Gamma_q(x)]^{n-1} \Gamma_q(x + a_1 + a_2 + \cdots + a_n)}
\]

(5.3)

were proved to be completely monotonic on \((0, \infty)\), where \( a_1, \ldots, a_n \) are positive numbers, \( n \bar{a} = a_1 + \cdots + a_n \), and \( 0 < q \leq 1 \).

In [29], the function

\[
x \mapsto \frac{[\Gamma(x)]^{n-1} \Gamma(x + \sum_{i=1}^{n} a_i)}{\prod_{i=1}^{n} \Gamma(x + a_i)}
\]

(5.4)

for \( a_i > 0 \) and \( i = 1, \ldots, n \) was found to be decreasing on \((0, \infty)\).

Motivated by the decreasing monotonic property of the function (5.4), H. Alzer proved in [2, Theorem 11] that the function

\[
x \mapsto \frac{[\Gamma(x)]^{\alpha} \Gamma(x + \sum_{i=1}^{n} a_i)}{\prod_{i=1}^{n} \Gamma(x + a_i)}
\]

is completely monotonic on \((0, \infty)\) if and only if \( \alpha = n - 1 \).

**Remark 5.1.** It is clear that the decreasingly monotonic property of the function (5.4) is just the special case \( q \to 1^- \) of the complete monotonicity of the function (5.3). Therefore, it seems that the authors of the papers [2, 29] were not aware of the results in [22, Theorem 4.1].

**Remark 5.2.** The complete monotonicity mentioned just now are indeed logarithmically completely monotonic ones.

### 5.2. Logarithmically complete monotonicity

Let \( S_n \) be the symmetric group over \( n \) symbols, \( a_1, a_2, \ldots, a_n \). Let \( O_n \) and \( E_n \) be the sets of odd and even permutations over \( n \) symbols, respectively. For \( a_1 > a_2 > \cdots > a_n > 0 \), define

\[
F(x) = \frac{\prod_{\sigma \in E_n} \Gamma(x + a_{\sigma(2)} + 2a_{\sigma(3)} + \cdots + (n-1)a_{\sigma(n)})}{\prod_{\sigma \in O_n} \Gamma(x + a_{\sigma(2)} + 2a_{\sigma(3)} + \cdots + (n-1)a_{\sigma(n)})}.
\]
It was proved in [14, Theorem 1.1] that the function \( F(x-a_2-2a_3-\cdots-(n-1)a_n) \) is logarithmically completely monotonic on \((0, \infty)\).

In [14, Theorem 1.2], it was presented that the functions
\[
F_n(x) = \frac{\Gamma(x) \prod_{k=1}^{[n/2]} \left[ \prod_{m \in P_{n,2k}} \Gamma \left( x + \sum_{j=1}^{2k} a_{m_j} \right) \right]}{\prod_{k=1}^{[(n+1)/2]} \left[ \prod_{m \in P_{n,2k-1}} \Gamma \left( x + \sum_{j=1}^{2k-1} a_{m_j} \right) \right]}, \tag{5.5}
\]
for any \( a_k > 0 \) and \( k \in \mathbb{N} \) are logarithmically completely monotonic on \((0, \infty)\) and that any product of functions of the type (5.5) with different parameters \( a_k \) is logarithmically completely monotonic on \((0, \infty)\) as well, where \( P_{n,k} \) for \( 1 \leq k \leq n \) is the set of all vectors \( m = (m_1, \ldots, m_k) \) whose components are natural numbers such that \( 1 \leq m_i < m_{i+1} \leq n \) for \( 1 \leq i < \mu \leq k \) and \( P_{n,0} \) is the empty set.

**Remark 5.3.** The above Theorem 1.2 is more general than Theorem 1.1. The case \( n = 2 \) in Theorem 1.2 corresponds to the complete monotonicity of the function (5.2) obtained in [9, Theorem 6].

In [14, Theorem 3.2], it was showed that if
\[
F_q(x) = \frac{\prod_{\sigma \in E_n} \Gamma_q \left( x + a_{\sigma(2)} + 2a_{\sigma(3)} + \cdots + (n-1)a_{\sigma(n)} \right)}{\prod_{\sigma \in O_n} \Gamma_q \left( x + a_{\sigma(2)} + 2a_{\sigma(3)} + \cdots + (n-1)a_{\sigma(n)} \right)},
\]
for \( a_1 > a_2 > \cdots > a_n > 0 \), then \( F_q(x-a_2-2a_3-\cdots-(n-1)a_n) \) is a logarithmically completely monotonic function of \( x \) on \((0, \infty)\).

In [14, Theorem 3.3], it was stated that the functions
\[
F_{n,q}(x) = \frac{\Gamma_q(x) \prod_{k=1}^{[n/2]} \left[ \prod_{m \in P_{n,2k}} \Gamma_q \left( x + \sum_{j=1}^{2k} a_{m_j} \right) \right]}{\prod_{k=1}^{[(n+1)/2]} \left[ \prod_{m \in P_{n,2k-1}} \Gamma_q \left( x + \sum_{j=1}^{2k-1} a_{m_j} \right) \right]}, \tag{5.6}
\]
for any \( a_k > 0 \) with \( k = 1, \ldots, n \) are logarithmically completely monotonic on \((0, \infty)\), so is any product of functions (5.6) with different parameters \( a_k \).

**Remark 5.4.** It is obvious that [14, Theorem 3.2 and Theorem 3.3] are \( q \)-analogues of [14, Theorem 1.1 and Theorem 1.2].

### 5.3. Some recent conclusions.

By a recourse to the monotonicity of \( q_{\alpha,\beta}(t) \) on \((0, \infty)\), the following sufficient conditions for the function \( h_{a,b;n}(x) \) to be logarithmically completely monotonic on \((0, \infty)\) are devised.

**Theorem 5.5 ([19, Theorem 4.5]).** If
\[
(b_i - a_i)(1 - a_i - b_i) \geq 0 \quad \text{and} \quad (b_i - a_i)(|a_i - b_i| - a_i - b_i) \geq 0 \tag{5.7}
\]
hold for \( 1 \leq i \leq n \) and
\[
\sum_{i=1}^{n} b_i \geq \sum_{i=1}^{n} a_i, \tag{5.8}
\]
then the function \( h_{a,b;n}(x) \) is logarithmically completely monotonic on \((-\rho_n, \infty)\).

If inequalities in (5.7) and (5.8) are reversed, then the function \( h_{b,a;n}(x) \) is logarithmically completely monotonic on \((-\rho_n, \infty)\).
Proof. Taking the logarithm of \( h_{a,b,n}(x) \) defined by (5.1) and differentiating consecutively gives

\[
[\ln h_{a,b,n}(x)]^{(k)} = \sum_{i=1}^{n} [\psi^{(k-1)}(x + a_i) - \psi^{(k-1)}(x + b_i)]
\]

for \( k \in \mathbb{N} \). Using the integral representation (3.4) and its derivative

\[
\psi^{(m)}(x) = (-1)^{m+1} \int_{0}^{\infty} e^{-tx} t^m \frac{dt}{1 - e^{-t}}
\]

for \( x > 0 \) and \( m \in \mathbb{N} \) yields

\[
(-1)^k [\ln h_{a,b,n}(x)]^{(k)} = \int_{0}^{\infty} t^{k-1} e^{-xt} \sum_{i=1}^{n} q_{a_i,b_i}(t) dt,
\]

where \( q_{a_i,b_i}(t) \) is defined by (4.1). Since

\[
\sum_{i=1}^{n} q_{a_i,b_i}(0) = \sum_{i=1}^{n} (b_i - a_i) = \sum_{i=1}^{n} b_i - \sum_{i=1}^{n} a_i
\]

and, by Proposition 4.1, the function \( q_{a_i,b_i}(t) \) increases on \((0, \infty)\) if and only if inequalities in (5.7) hold, when the inequality (5.8) and the inequalities in (5.7) are reversed, then the function \( h_{a,b,n}(x) \) is logarithmically completely monotonic on \((-\rho_n, \infty)\).

Similarly, when the inequalities in (5.7) and (5.8) are reversed, the function \( h_{b,a,n}(x) \), the reciprocal of \( h_{a,b,n}(x) \), is logarithmically completely monotonic on \((-\rho_n, \infty)\). The proof of Theorem 5.5 is completed. \( \square \)

The \( q \)-analogue of Theorem 5.5 is as follows.

**Theorem 5.6** ([19, Theorem 4.6]). Let \( a_i \) and \( b_i \) for \( 1 \leq i \leq n \) be real and \( \rho_n = \min_{1 \leq i \leq n} \{a_i, b_i\} \). For \( x \in (-\rho_n, \infty) \), define

\[
h_{q,a,b,n}(x) = \prod_{i=1}^{n} \frac{\Gamma_q(x + a_i)}{\Gamma_q(x + b_i)}
\]

for \( 0 < q < 1 \), where \( a \) and \( b \) stand for \( (a_1, a_2, \ldots, a_n) \) and \( (b_1, b_2, \ldots, b_n) \) respectively. If inequalities in (5.7) and (5.8) hold, then the function \( h_{q,a,b,n}(x) \) is logarithmically completely monotonic on \((-\rho_n, \infty)\). If inequalities in (5.7) and (5.8) are reversed, then the function \( h_{q,b,a,n}(x) \) is logarithmically completely monotonic on \((-\rho_n, \infty)\).

**Proof.** Taking the logarithm of \( h_{q,a,b,n}(x) \) and differentiating successively reveal

\[
[\ln h_{q,a,b,n}(x)]^{(k)} = \sum_{i=1}^{n} [\psi_q^{(k-1)}(x + a_i) - \psi_q^{(k-1)}(x + b_i)]
\]

for \( k \in \mathbb{N} \). Using (1.3) and its derivative

\[
\psi_q^{(m)}(x) = (-1)^{m+1} \int_{0}^{\infty} \frac{t^m e^{-tx}}{1 - e^{-t}} d_q t
\]
for \( x > 0 \) and \( m \in \mathbb{N} \) results in

\[
(-1)^k \ln h_{q, a, b, n}(x)^{(k)}(k) = \int_0^\infty t^{k-1} e^{-xt} \sum_{i=1}^n q_{a_i, b_i}(t) dt.
\]

The rest is the same as that in the proof of Theorem 5.5. The proof of Theorem 4.20 is thus completed.

6. An open problem

From Theorem 1.1, we can see that a completely monotonic function \( f(x) \) on the interval \((0, \infty)\) must be a Laplace transform of the measure \( \alpha(t) \) in (1.4). We now naturally pose a problem: Can one find the concrete measures \( \alpha(t) \) for the (logarithmically) completely monotonic functions mentioned in this paper?

Acknowledgements. The authors appreciate the anonymous referees for their helpful comments and valuable suggestions.

This article was ever reported on 9 October 2008 as a talk in the seminar held at the Research Group in Mathematical Inequalities and Applications (RGMIA, http://rgmia.org), School of Engineering and Science, Victoria University, Australia, while the first author was visiting the RGMIA between March 2008 and February 2009 by the grant from the China Scholarship Council. The first author expresses many thanks to Professors Pietro Cerone and Server S. Dragomir and other local colleagues at Victoria University for their invitation and hospitality throughout this period.

The first author was partially supported by the China Scholarship Council and the Science Foundation of Tianjin Polytechnic University. The present investigation was supported in part by the Natural Science Foundation Project of Chongqing, China under Grant CSTC2011JJA00024, the Research Project of Science and Technology of Chongqing Education Commission, China under Grant KJ120625, and the Fund of Chongqing Normal University, China under Grant 10XLR017 and 2011XLZ07.

References

1. M. Abramowitz and I.A. Stegun (Eds), Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, National Bureau of Standards, Applied Mathematics Series 55, 9th printing, Washington, 1970.
2. H. Alzer, On some inequalities for the gamma and psi functions, Math. Comp. 66 (1997), 373–389.
3. H. Alzer, Sharp bounds for the ratio of \( q \)-gamma functions, Math. Nachr. 222 (2001), no. 1, 5–14.
4. G.E. Andrews, R.A. Askey and R. Roy, Special Functions, Cambridge University Press, Cambridge, 1999.
5. R.D. Atanassov and U.V. Tsoukrovski, Some properties of a class of logarithmically completely monotonic functions, C. R. Acad. Bulgare Sci. 41 (1988), no. 2, 21–23.
6. M. Bencze, OQ 1352, Octogon Math. Mag. 12 (2004), no. 1, 448.
7. C. Berg, Integral representation of some functions related to the gamma function, Mediterr. J. Math. 1 (2004), no. 4, 433–439.
8. S. Bochner, *Harmonic Analysis and the Theory of Probability*, California Monographs in Mathematical Sciences, University of California Press, Berkeley and Los Angeles, 1960.
9. J. Bustoz and M.E.H. Ismail, *On gamma function inequalities*, Math. Comp. **47** (1986), 659–667.
10. C.-P. Chen, *On an open problem by M. Bencze*, Octogon Math. Mag. **12** (2004), no. 2, 1051–1052.
11. N. Elezović, C. Giordano and J. Pečarić, *The best bounds in Gautschi’s inequality*, Math. Inequal. Appl. **3** (2000), 239–252.
12. A. Erdélyi, W. Magnus, F. Oberhettinger and F.G. Tricomi (Eds), *Higher Transcendental Functions*, Vol. 1, McGraw-Hill, New York, 1953.
13. W. Gautschi, *Some elementary inequalities relating to the gamma and incomplete gamma function*, J. Math. Phys. **38** (1959/60), 77–81.
14. A.Z. Grinshpan and M.E.H. Ismail, *Completely monotonic functions involving the gamma and q-gamma functions*, Proc. Amer. Math. Soc. **134** (2006), 1153–1160.
15. B.-N. Guo and F. Qi, *A class of completely monotonic functions involving divided differences of the psi and tri-gamma functions and some applications*, J. Korean Math. Soc. **48** (2011), no. 3, 655–667.
16. B.-N. Guo and F. Qi, *A completely monotonic function involving the tri-gamma function and with degree one*, Appl. Math. Comput. **218** (2012), no. 19, 9890–9897.
17. B.-N. Guo and F. Qi, *A property of logarithmically absolutely monotonic functions and the logarithmically complete monotonicity of a power-exponential function*, Politehn. Univ. Bucharest Sci. Bull. Ser. A Appl. Math. Phys. **72** (2010), no. 2, 21–30.
18. B.-N. Guo and F. Qi, *An alternative proof of Elezović-Giordano-Pečarić’s theorem*, Math. Inequal. Appl. **14** (2011), no. 1, 73–78.
19. B.-N. Guo and F. Qi, *Properties and applications of a function involving exponential functions*, Commum. Pure Appl. Anal. **8** (2009), no. 4, 1231–1249.
20. R.A. Horn, *On infinitely divisible matrices, kernels and functions*, Z. Wahrscheinlichkeits-theorie und Verw. Geb **8** (1967), 219–230.
21. M.E.H. Ismail, L. Lorch and M. E. Muldoon, *Completely monotonic functions associated with the gamma function and its q-analogues*, J. Math. Anal. Appl. **116** (1986), 1–9.
22. M.E.H. Ismail and M.E. Muldoon, *Inequalities and monotonicity properties for gamma and q-gamma functions*, in: R.V.M. Zahar (Ed.), Approximation and Computation: A Festschrift in Honour of Walter Gautschi, ISNM, Vol. **119**, BirkhRauer, Basel, 1994, 309–323.
23. D.K. Kazarinoff, *On Wallis’ formula*, Edinburgh Math. Notes **1956** (1956), no. 40, 19–21.
24. D. Kershaw, *Some extensions of W. Gautschi’s inequalities for the gamma function*, Math. Comp. **41** (1983), 607–611.
25. A. Laforgia, *Further inequalities for the gamma function*, Math. Comp. **42** (1984), no. 166, 597–600.
26. I. Lazarević and A. Lupas, *Functional equations for Wallis and Gamma functions*, Publ. Elektrotehn. Fak. Univ. Beograd. Ser. Electron. Telecommun. Automat. No. **461-497** (1974), 245–251.
27. A.-J. Li, W.-Z. Zhao and C.-P. Chen, *Logarithmically complete monotonicity properties for the ratio of gamma function*, Adv. Stud. Contemp. Math. (Kyungshang) **13** (2006), no. 2, 183–191.
28. L. Lorch, *Inequalities for ultraspherical polynomials and the gamma function*, J. Approx. Theory **40** (1984), no. 2, 115–120.
29. L. Maligranda, J.E. Pečarić and L.-E. Persson, *Stolarsky’s inequality with general weights*, Proc. Amer. Math. Soc. **123** (1995), 2113–2118.
30. A.W. Marshall and I. Olkin, *Inequalities: Theory of Majorization and its Applications*, Academic Press, New York, 1979.
31. M. Merkle, *Representations of error terms in Jensen’s and some related inequalities with applications*, J. Math. Anal. Appl. **231** (1999), 76–90.
32. L. Modan, *A solution for the double inequality of OQ 1352*, Octogon Math. Mag. **12** (2004), no. 2, 1055.
33. F.W.J. Olver, *Asymptotics and Special Functions*, Academic Press, New York-San Francisco-London, 1974.
34. F. Qi, *A class of logarithmically completely monotonic functions and the best bounds in the first Kershaw’s double inequality*, J. Comput. Appl. Math. **206** (2007), no. 2, 1007–1014.
35. F. Qi, *A completely monotonic function involving the divided difference of the psi function and an equivalent inequality involving sums*, ANZIAM J. **48** (2007), no. 4, 523–532.
36. F. Qi, *Three classes of logarithmically completely monotonic functions involving gamma and psi functions*, Integral Transforms Spec. Funct. **18** (2007), no. 7, 563–599.
37. F. Qi, *Three-log-convexity for a class of elementary functions involving exponential function*, J. Math. Anal. Approx. Theory **1** (2006), 100–103.
38. F. Qi and C.-P. Chen, *A complete monotonicity property of the gamma function*, J. Math. Anal. Appl. **296** (2004), no. 2, 603–607.
39. F. Qi and B.-N. Guo, *Completely monotonic functions involving divided differences of the di- and tri-gamma functions and some applications*, Commun. Pure Appl. Anal. **8** (2009), no. 6, 1975–1989.
40. F. Qi and B.-N. Guo, *Necessary and sufficient conditions for functions involving the tri- and tetra-gamma functions to be completely monotonic*, Adv. Appl. Math. **44** (2010), no. 1, 71–83.
41. F. Qi and B.-N. Guo, *Some logarithmically completely monotonic functions related to the gamma function*, J. Korean Math. Soc. **47** (2010), no. 6, 1283–1297.
42. F. Qi and B.-N. Guo, *Wendel’s and Gautschi’s inequalities: Refinements, extensions, and a class of logarithmically completely monotonic functions*, Appl. Math. Comput. **205** (2008), no. 1, 281–290.
43. F. Qi, B.-N. Guo and C.-P. Chen, *Some completely monotonic functions involving the gamma and polygamma functions*, J. Aust. Math. Soc. **80** (2006), 81–88.
44. F. Qi, B.-N. Guo, and C.-P. Chen, *The best bounds in Gautschi-Kershaw inequalities*, Math. Inequal. Appl. **9** (2006), 427–436.
45. F. Qi, S. Guo and B.-N. Guo, *Complete monotonicity of some functions involving polygamma functions*, J. Comput. Appl. Math. **233** (2010), no. 9, 2149–2160.
46. F. Qi, D.-W. Niu, J. Cao and S.-X. Chen, *Four logarithmically completely monotonic functions involving gamma function*, J. Korean Math. Soc. **45** (2008), no. 2, 559–573.
47. F. Qi, C.-F. Wei and B.-N. Guo, *Complete monotonicity of a function involving the ratio of gamma functions and applications*, Banach J. Math. Anal. **6** (2012), no. 1, 35–44.
48. J. Sándor, *On certain inequalities for the ratios of gamma functions*, Octogon Math. Mag. **12** (2004), no. 2, 1052–1054.
49. G.N. Watson, *A note on gamma functions*, Proc. Edinburgh Math. Soc. **11** (1958/1959), no. 2, Edinburgh Math Notes No. 42 (misprinted 41) (1959), 7–9.
50. E.W. Weisstein, *Wallis Cosine Formula*, From MathWorld—A Wolfram Web Resource; Available online at [http://mathworld.wolfram.com/WallisFormula.html](http://mathworld.wolfram.com/WallisFormula.html).
51. J.G. Wendel, *Note on the gamma function*, Amer. Math. Monthly **55** (1948), no. 9, 563–564.
52. D.V. Widder, *The Laplace Transform*, Princeton University Press, Princeton, 1946.
53. J. Wimp, *Computation with Recurrence Relations*, Pitman, London, 1984.

1College of Mathematics, Inner Mongolia University for Nationalities, Tongliao City, Inner Mongolia Autonomous Region, 028043, China.  
E-mail address: qifeng618@gmail.com, qifeng618@hotmail.com, qifeng618@qq.com  
URL: [http://qifeng618.wordpress.com](http://qifeng618.wordpress.com)

2Department of Mathematics, Chongqing Normal University, Chongqing City, 401331, China.  
E-mail address: luomath0126.com, luomath2007@163.com