Solitosynthesis and Gravitational Waves
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We study the gravitational wave phenomenology in models of solitosynthesis. In such models, a first order phase transition is precipitated by a period in which non-topological solitons with a conserved global charge (Q-balls) accumulate charge. As such, the nucleation rate of critical bubbles differs significantly from thermal phase transitions. In general we find that the peak amplitude of the gravitational wave spectrum resulting from solitosynthesis is stronger than that of a thermal phase transition and the timescale of the onset of nonlinear plasma dynamics is comparable to Hubble. We demonstrate this explicitly in an asymmetric dark matter model, and discuss current and future constraints in this scenario.

INTRODUCTION

Solitosynthesis [1] of Q-balls may result in a first order phase transition of a distinct kind [2–4]. Q-balls, carrying a global charge, may develop a scalar field condensate in their interiors, effectively lowering their free energy [5]. In a false vacuum, the scalar VEV inside a Q-ball can reach the vicinity of the true vacuum. In this case, Q-balls can grow through the accretion of global charge due to solytosynthesis (a process similar to nucleosynthesis) until a critical size is reached. At this size, the available free energy drives them to expand, completing the phase transition to the true vacuum. This kind of a phase transition differs from a transition by tunneling, in which a critical bubble of the true vacuum appears due to quantum or thermal fluctuations [6–8]. Instead, sub-critical bubbles stabilized by a conserved global charge form and grow gradually, until they reach the critical charge. Therefore, phase transition driven by solitosynthesis may be efficient in theories in which thermal tunneling is suppressed.

In this Letter we explain the necessary conditions for the formation of Q-balls, and show explicit examples of potentials for which solitosynthesis is efficient. We then derive how to calculate thermal parameters needed for gravitational wave phenomenology, before performing calculations in an explicit example of an asymmetric dark matter model.

In thermal phase transitions, the nucleation probability and critical size of a stable bubble are determined by the tunneling action. In contrast, critical bubbles in solitosynthesis are formed through the accretion of charge in thermal equilibrium. This difference implies that the effective nucleation rate for solitosynthesis may be much smaller. This has several implications for the gravitational wave phenomenology. Importantly, the acoustic waves in the plasma may decay on longer time scales than would be expected in thermal transitions, leading to an enhanced power spectrum. In particular, the suppression studied in [21] and earlier mentioned in [22] does not always apply.

In this Letter we explain the necessary conditions for the formation of Q-balls, and show explicit examples of potentials for which solitosynthesis is efficient. We then derive how to calculate thermal parameters needed for gravitational wave phenomenology, before performing calculations in an explicit example of an asymmetric dark matter model.

1 Stable Q-balls have also been considered as a dark matter candidates [15, 17].

2 The formation of Q-balls is also associated with gravitational waves from the fragmentation of the initial condensate [19, 20].
Q-BALLS AND SOLITOSYNTHESIS

Scalar fields which carry a charge under a global symmetry can form coherent lumps named Q-balls in the presence of a primordial charge asymmetry. Once formed, Q-balls are stable due to charge conservation. The energy of a Q-ball with charge $Q$ in the thin wall approximation is given by [2 4 23]

$$E(Q, T) = -|U(T)| \left( \frac{4\pi}{3} R^3 \right) + 4\pi R^2 S_1 + \frac{Q^2}{2v(T)(4/3)\pi R^3}.$$ (1)

where $U(T)$ is the difference in the potential between the true and false vacuum, evaluated at temperature $T$,

$$S_1 = \text{Re} \left[ \int_0^{v(T)} \sqrt{2U(\phi)} d\phi \right]$$ (2)

is the surface tension of the bubble and $v(T)$ is the field value of the true vacuum for a given temperature. In chemical equilibrium, we study the growth of Q-balls as a function of the temperature. We assume that the microscopic processes involved are fast compared to the expansion of the Universe. In particular we require that the charge capture rates stay fast compared to the expansion of the Universe so that the Q-balls do not freeze-out and halt their production and growth. With these assumptions, the number density of Q-balls of a given (conserved) charge is given by,

$$n_Q = \frac{g_Q}{g_\phi} n_\phi \left( \frac{E(Q, T)}{m_\phi} \right)^{3/2} \left( \frac{2\pi}{m_\phi T} \right)^{3(Q-1)/2} e^{B_Q/T}$$

$$n_\phi = \eta_\phi n_\gamma - \sum_Q Q n_Q,$$ (3)

where $B_Q = Q m_\phi - E(Q, T)$, $n_\phi$ is the photon density, and $\eta_\phi$ is the charge asymmetry. Tracking the population of Q-balls of charge $Q$ involves simultaneously solving Eqs. (1) and (3). Bubbles with a critical charge expand due to kinematic pressure and should reach very large wall velocities, $v \sim 1$, when the Q-balls collide. The critical charge is defined by the charge at which it is energetically favourable for the Q-ball to expand purely due to pressure,

$$\left. \frac{\partial E}{\partial Q} \right|_{Q=Q_c} = 0, \quad \left. \frac{\partial^2 E}{\partial Q^2} \right|_{Q=Q_c} = 0,$$ (4)

which, given (1) implies,

$$Q_C = \frac{100\sqrt{10}}{81} \frac{v(T)S_1^3}{|U(T)|^{1/2}}.$$ (5)

in the thin-wall limit. Note that $S_1$ decreases while $U(T)$ increases as the Universe cools. This means that the critical charge decreases with temperature, and stable subcritical bubbles will eventually grow explosively. Furthermore, the population of large Q-balls is controlled by the factor $\exp(B_Q/T)$, implying that the population of large Q balls also grows inversely temperature. By both effects, then, the effective nucleation rate of critical Q-balls will thus grow as the temperature decreases. The subsequent evolution and collision of Q-balls will not differ from that of bubbles in a transition mediated by thermal tunneling. This allows us to adopt the lattice results for the gravitational wave phenomenology, with an effective nucleation rate defined by Eq. (3).

By constrast, the thermal tunneling rate for bubble nucleation is controlled by the effective action normalized to the temperature, $\Gamma \sim T^4 \exp (-S_E/T)$. The minimum of $S_E/T$ tends to be near the critical temperature, such that thermal tunneling typically takes place before the solitosynthesis nucleation rate becomes large. But in the case of a supercooled transition, the minimum of $S_E/T$ can be so large that bubble nucleation through tunneling is effectively suppressed throughout the thermal evolution. This is what characterizes the processes we study below.

We will give three categories of potentials that allow for a phase transition precipitated by solitosynthesis. The first kind has additional scalar fields at a similar mass scale. For example, in the MSSM and the standard model augmented by a real scalar field, the following triscalar couplings are permitted respectively [9 24 26],

$$A t L H \tilde{t} R, \quad b |H|^2 S.$$ (6)

In this case, if we make the appropriate rotation ($\phi = a t L + b t R + c H$ and $\phi = a H + b S$ respectively), there exists a direction in field space with a cubic term. Then, we may parameterize the potential in this direction as follows [27]

$$V(\phi) = \Lambda^4 \left( \frac{3 - 4\alpha}{2} \left( \frac{\phi}{v_\phi} \right)^2 - \left( \frac{\phi}{v_\phi} \right)^3 + \alpha \left( \frac{\phi}{v_\phi} \right)^4 \right).$$ (7)

The physical scales are inputs to the potential, and we have parametrized the model such that a tree level barrier, which may lead to supercooling, exists for $1/2 < \alpha < 3/4$.

A second category of supercooled potentials extensively studied in the literature arises when a heavy field is integrated out, producing a dimension-6 interaction in the scalar potential. Fermionic and bosonic loop contributions can produce negative correction to the quartic interaction in the effective theory at low energies and a relative sign difference between the sextet and quartic. Thus substantial supercooling can occur. In the standard model effective theory (SMEFT), for example, the
Higgs quartic interaction becomes negative at low energies when the scale of new physics is $\lesssim 700$ GeV \[21,29,33\]. The running of non-renormalizable operators has been considered in e.g. \[34,35\]. Here we are not so specific about the UV completion of the model but assume alternating signs in the low energy effective field. We can again parametrize the low energy effective potential with the physical scales as inputs \[27\]

$$V(\phi) = \Lambda^4 \left( [2 - 3\alpha] \left( \frac{\phi}{v_\phi} \right)^2 - \left( \frac{\phi}{v_\phi} \right)^4 + \alpha \left( \frac{\phi}{v_\phi} \right)^6 \right).$$

(8)

In this case a tree level barrier exists for $1 < \alpha < 2/3$.

A final type of supercool potential, arises from conformal symmetry breaking \[33,36,37\]. In this case the dominant term in the potential is from the $\beta$ function (typically from a gauge field) which in the presence of an effective thermal mass implies a thermal barrier,

$$V(\phi) \sim \beta A \phi^4 \left( \log \left[ \frac{\phi^2}{v_\phi} \right] - C \right) + c_T T^2 \phi^2. $$

(9)

Here the coefficients $A$, $C$, and $c_T$ are model-dependent numerical factors. For the remainder of this Letter we will focus on potentials of the form in \[8\], in a benchmark asymmetric dark matter model. However, we note that our analysis can easily be generalized to any potential that leads to supercooling. We leave the analysis of these other potentials to future work.

**GRAVITATIONAL WAVES FROM SOLITOSYNTHESIS**

If a first order phase transition occurs in a plasma, the latent heat that it releases may be transferred to the degrees of freedom coupled to the bubble wall. This is known to give rise to acoustic waves in the plasma, which sources gravitational waves for a period after the completion of the transition \[38\]. In this section we will describe the calculation of the thermal parameters which govern the dynamics of the phase transition and the resulting gravitational wave spectrum.

We will focus primarily on the nucleation rate of Q-balls with the critical charge, noting that the bubbles with sub-critical charge typically occupy a vanishingly small volume fraction at the collision temperature. In analogy with thermal phase transitions, we may parametrize the nucleation rate as $\Gamma(\tau) = \Gamma_f \exp(\beta(\tau - \tau_f))$ in terms of conformal time \[39\]. This defines the parameter $\beta$,

$$\frac{\beta}{H_*} = \frac{\dot{\Gamma}}{\Gamma},$$

(10)

which is normalized to the Hubble rate, as is conventional. In the above, the subscript $\ast$ implies that the quantity should be evaluated at nucleation. In solitosynthesis, we may calculate $\Gamma_Q$ for a Q-ball with charge $Q$ from \[3\] and the relation \[10\].

$$\frac{4\pi}{3} n_Q(T) H^{-3}(T) = \int_T^{T_c} \frac{1}{HT} V(\dot{T}) \Gamma_Q(\dot{T}) d\dot{T},$$

(11)

where $V \equiv 4\pi H^{-3}/3$. Q-balls with the critical charge expand near-relativistically, as bubbles in thermal phase transitions do. Finally, the volume fraction occupied by the Q-balls is given by,

$$f = \sum_{Q} \frac{4\pi}{3} \int_T^{T_c} \frac{d\dot{T}}{HT} \Gamma_Q(\dot{T}) \left( \int_T^{\dot{T}} \frac{d\dot{T}}{HT} \right)^3.$$  

(12)

The phase transition completes when $f = 1$. Because of the near-relativistic growth of critical bubbles, their radius exceeds that of subcritical bubbles by many orders of magnitude at collision. Importantly, the latent heat $\alpha$ can be found in analogy with a thermal phase transition.

Let us conclude this section by noting that the Hubble constant includes contributions from the potential energy in the false vacuum. When the vacuum energy dominates the radiation energy in the plasma, the above analysis becomes invalid, as the Q-ball number density no longer obeys the Saha equation \[4\]. We leave the analysis of phase transitions preceded by solitosynthesis during vacuum domination we leave to future work.

**SOLITOSYNTHESIS IN AN ASYMMETRIC DARK SECTOR**

Asymmetric DM (ADM) models feature a hidden sector with a conserved global symmetry, under which the Universe has a net charge. ADM models also include an interaction which annihilates away the symmetric dark plasma, which motivates a hidden gauge structure. Hence, we may study solitosynthesis in a hidden sector.\[3\]

Assuming a thermal production mechanism, the DM yield is proportional to the charge asymmetry. Then, the DM mass and asymmetry are related by \[13\].

$$\frac{m_{DM}}{m_p} \eta_{DM}/\eta_B \frac{1 + r_\infty}{1 - r_\infty} = \frac{\Omega_{DM}}{\Omega_{SM}} \approx 5,$$  

(13)

where $\eta_{DM,B}$ are the dark and baryon asymmetry respectively, $m_{DM}$ and $q_{DM}$ are the mass and charge of the DM particle, and $r_\infty$ is the fractional asymmetry of the dark sector at late times. In the following, we will assume
We will assume that the dark matter today is asymmetric. The non-asymmetric components in the hidden sector are not protected by a global symmetry, and may therefore decay to particles in the visible sector. An example of a coupling which realizes this is a kinetic mixing between the hidden sector gauge boson and the SM photon $-\frac{1}{2}kF_{\mu\nu}V^{\mu\nu}$.

In a minimal model, the Q-balls are formed from the lightest scalar with a charge under the global symmetry. The scalar that forms the order parameter does not decay, for example, to lighter hidden sector particles with fractional global charge (two fermions with ADM charge 1/2, or three scalars with charge 1/3), or to several lighter particles, one of which is charged.

We study a scalar potential of a scalar field with a $U(1)$ gauge symmetry of the form \cite{Agrawal:2020tad} at finite temperature,

$$V(\phi, T) = \Lambda^4 \left( (2 - 3\alpha) \frac{\phi^2}{v} - \left[ \frac{\phi}{v} \right]^4 + \alpha \left[ \frac{\phi}{v} \right]^6 \right) + V_1(\phi, T),$$

where $V_1(\phi, T)$ is the one loop thermal correction to the potential. This correction depends upon the field dependent masses of the gauge boson, the dark matter candidate that carries the asymmetry as well as the physical mass of $\phi$ and the Goldstone mode (for a review see \cite{Agrawal:2020tad}). We assume that the Coleman Weinberg contribution redefines the zero-temperature parameters in \cite{Agrawal:2020tad} and do not consider it explicitly. The scalar dark matter candidate forms the Q-balls and has a mass, and therefore its portal coupling, set by the abundance (see Eq. \ref{eq:DMmass}). The only other free parameter is then the gauge boson coupling, $g$. We assume the hidden sector is self thermalized but remain agnostic about whether it is in thermal contact with the standard model degrees of freedom during the phase transition. The only change in such a case would be to mildly shift the temperature at which vacuum domination occurs as well as a mild suppression in the latent heat. For concreteness we assume no thermal contact, and that the temperature of the hidden sector is approximately equal to the temperature of the visible sector.

Let us now motivate our benchmark choices. Thermal tunneling is suppressed and the gravitational wave signal is strengthened for a sizeable ratio of $x = v/\Lambda$ \cite{Agrawal:2020tad}. However, the hidden sector gauge boson must be lighter than $m_N$ to deplete the symmetric part of the hidden sector, such that we choose a value of $x = 2.5$. A simple numerical check verifies that the effective Wilson coefficient of the dim-6 operator is sufficiently small to motivate our EFT treatment. The portal coupling between the asymmetric scalar and $\phi$ is determined by the asymmetry. We study the regime of small gauge couplings, $g = 10^{-1}$, in which the finite temperature formalism is valid, mitigating Linde’s famous infrared problem \cite{Agrawal:2020tad}. Finally, we infer a minimum gauge boson mass from BBN constraints, which will in turn imply an approximate upper bound on the asymmetry\footnote{With the caveat that a different decay mechanism, a hidden sector temperature that greatly differs from the visible sector, and a large gauge coupling could modify this argument.}.

Assuming kinetic mixing to drain the hidden sector of its symmetric component, constraints on the mixing parameter $\kappa$ inform our choice of asymmetry $\eta$. Supernova constraints enforce $\kappa \lesssim 10^{-10}$. The neutron to proton ratio freezes out at $T = 0.8$ MeV, below which hidden sector particles decaying into electromagnetic final states may in principle destroy light elements and imply entropy injections. The former is only relevant for very small kinetic mixing parameters, corresponding to lifetimes of $\tau > 10^4$ s \cite{Lyth:2005fi}. Following a procedure outlined in \cite{Agrawal:2020tad}, we derive an upper bound on the asymmetry parameter $\eta \leq 10^{-7}$ from the upper bound on entropy injections for $m_N \lesssim 5$ MeV, assuming an initial thermal state. Informed by this upper bound, we study the benchmarks $\eta = 10^{-7}$ and $\eta = 10^{-8}$. In the latter case, decays happen well before the onset of nucleosynthesis.

We use Bubble-profiler \cite{DiLuzio:2020xht} to find the thermal transition.\fig{Benchmark study for $\eta = 10^{-8}$, $v = 0.05$, $\Lambda = 0.02$, and $g = 0.1$. Here, the filled square indicates a phase transition triggered by solitosynthesis, and the open squared are for a thermal phase transition in the same model.
parameters in thermal phase transitions and the methods described in sections and to find the nucleation and growth of the Q-balls, in the same model. To compare both nucleation processes, we vary the parameter $\alpha$ in the potential $V$, which parametrizes the height of the barrier at zero temperature (and therefore the minimal ratio $S_E/T$). We show the result of this calculation in Figs. 1 and 2. In the first of these figures, it is seen that solitosynthesis may indeed occur for phase transitions that would not complete through tunneling, as the smallest ratio $S_E/T$ is too large, indicating a nucleation rate smaller than Hubble. Secondly there is a correlation between $\beta/H$ and the minimum value of $S_E/T$. In Fig. 2 we show the resulting thermal parameters and gravitational wave amplitude for the same benchmark, and a benchmark with a larger charge asymmetry. It is seen that the gravitational wave spectra are typically enhanced, in particular due to a large amount of supercooling, which boosts the latent heat, as well as the longer time scale typical of a transition induced by solitosynthesis. Note that in some cases the acoustic processes last longer than the Hubble time. The peak amplitudes in this benchmark model can potentially be probed by (the next generation of) pulsar timing arrays.

CONCLUSION

In this paper we have studied the gravitational wave phenomenology of phase transitions triggered by solitosynthesis. We have described a procedure to calculate the thermal parameters for bubble nucleation through charge diffusion in a plasma. In a benchmark model of assymetric dark matter, we have compared the dynamics of solitosynthesis and tunneling, and found that the resulting gravitational wave spectrum is typically enhanced. This opens up the interesting possibility of probing asymmetric dark matter at (indirect) low frequency gravitational wave experiments such as pulsar timing arrays.
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