I. INTRODUCTION

Quantum backflow (QB) is a quantum-mechanical interference effect with no counterpart in classical mechanics. It manifests itself as a flow of probability density in the direction opposite to the direction of the momentum of a quantum particle. For a more concrete definition of QB, let us consider a free particle traveling along the x axis. Suppose that it is known with certainty that the momentum p of the particle is positive, i.e., p > 0. Let \( P_x(t) \) denote the probability that, at time \( t \), the particle is located to the left of the origin, i.e., at \( x < 0 \). The quantity of interest is

\[
\Delta(\tau, T) = P_x(\tau + T) - P_x(\tau),
\]

where \( \tau \in \mathbb{R} \) and \( T > 0 \). The physical meaning of \( \Delta(\tau, T) \) is the amount of probability that has been transported from the right of the origin, \( x > 0 \), to the left of the origin, \( x < 0 \), during the time interval \( \tau < t < \tau + T \). If the motion of the particle was governed by the laws of classical mechanics, it would be impossible for \( \Delta(\tau, T) \) to exceed zero: in classical mechanics, the direction of the probability flow is the same as that of the particle momentum. In quantum mechanics, however, there exist wave packets, composed entirely of plane waves with positive momenta, for which \( \Delta(\tau, T) > 0 \); this is the QB effect.

The first argument for the existence of the QB effect was made in Refs. [1,2]. There it was pointed out that a (non-normalizable) linear combination of two plane waves with positive momenta may generate a negative probability current. QB for normalized wave packets was first analyzed by Bracken and Melloy [3]. In particular, they showed that the supremum of the right-to-left probability transfer—sup \( \Delta(\tau, T) \) where the supremum is taken over all normalized states comprised of plane waves with positive momenta—coincides with the supremum \( \lambda_{\text{sup}} \) of the eigenvalue spectrum in the following integral eigenproblem:

\[
-\frac{1}{\pi} \int_0^{\infty} du \sin(u^2 - u'^2) \frac{\psi(u')}{u - u'} = \lambda \psi(u),
\]

where \( \psi(x) \) belongs to the class of square-integrable functions defined on \( x > 0 \); that is, sup \( \Delta = \lambda_{\text{sup}} \approx \sup \lambda \). As of today, the exact value of \( \lambda_{\text{sup}} \) remains unknown, while the most accurate numerical estimate stands at [4]

\[
\lambda_{\text{sup}} \approx 0.0384517.
\]

It is intriguing that the constant \( \lambda_{\text{sup}} \), called the Bracken-Melloy constant, is independent not only of the particle mass and of times \( \tau \) and \( T \), but also of the Planck constant \( \hbar \). This observation prompted Bracken and Melloy to suggest that \( \lambda_{\text{sup}} \) is a “new dimensionless quantum number” that “reflects the structure of Schrödinger’s equation, rather than the values of the parameters appearing there” [3,5]. (It has been later pointed out in Ref. [6] that there is a conceptual analogy between, on the one hand, the \( \hbar \)-independence of \( \lambda_{\text{sup}} \) and, on the other hand, the \( \hbar \) independence of the reflection coefficient in the problem of quantum-mechanical scattering off a step potential.)

Following the pioneering work of Bracken and Melloy [3], numerous studies of the QB effect have been reported in the literature. Accurate numerical estimates of the Bracken-Melloy constant were obtained in Refs. [4,7]. Analytical examples of states with large QB were constructed in Refs. [6,8]. The relation between QB and the arrival-time problem was discussed in Refs. [9–11]. Some aspects of the spatial extent of QB were studied in Refs. [12,13]. Probability backflow in quantum systems with rotational motion, such as an electron
in a constant magnetic field, was addressed in Ref. [14]. A scheme for observing QB in experiments with Bose-Einstein condensates was proposed in Ref. [15]. QB has been also investigated under the action of a constant force [16], in the presence of spin-orbit coupling [17], thermal noise [18], and dissipations [19] and in scattering situations [13]. QB in relativistic quantum mechanics was studied in Refs. [20–22].

While an experimental observation of QB in a truly quantum system is still missing, an optical equivalent of the effect has been recently realized in the laboratory [23].

Recently, it has been shown [24] that classically forbidden probability transfer may also occur in a seemingly different problem of quantum reentry (QR) that can be formulated as follows. Suppose that initially, at \( t = 0 \), the particle is localized on the negative position semiaxis, \( x < 0 \), so that \( P_x(0) = 1 \); the particle momentum \( p \) is unconstrained. At later times, \( t > 0 \), as a result of free motion the particle may cross the origin and enter the region \( x > 0 \), yielding \( P_x(t) < 1 \) for \( t > 0 \). Just as in the case of QB, the quantity of interest is the probability transfer \( \Delta(t, T) \), defined by Eq. (1), with the only modification that one now requires not only \( T > 0 \), but also \( \tau > 0 \). In classical mechanics, once the free particle has left the \( x < 0 \) region, it can no longer reenter the region, meaning that the classical-mechanical value of \( \Delta(t, T) \) cannot be positive—a classical reentry is impossible. The situation is different in quantum mechanics: there exist states, initially localized in the \( x < 0 \) region, for which \( \Delta(t, T) \) is positive. This is the manifestation of the QR effect. QR may take place not only in free space, as described here, but also in the presence of an external potential, e.g., when a particle “leaks” out of a quasistable trap through a \( \delta \)-potential barrier [25].

Interestingly, the least upper bound on the QR probability appears to equal the Bracken-Melloy constant, \( \lambda_{\text{sup}} [24] \). This suggests the existence of a deep connection between QB and QR. In this paper, we elucidate this connection by showing that both QB and QR effects can be viewed as special cases of a generalized backflow problem. More surprisingly, we show that the least upper bound on the classically forbidden probability transfer in this generalized backflow problem exceeds the Bracken-Melloy constant.

This paper is organized as follows. In Sec. II we discuss the phase-space interpretations of QB and QR, and make a connection between the two effects. In Sec. III we formulate a generalized backflow problem, and study in detail one particular example. We summarize and discuss our findings in Sec. IV. Some calculations are deferred to the Appendixes.

II. A UNIFIED VIEW ON QUANTUM BACKFLOW AND QUANTUM REENTRY

In what follows, we denote the position and momentum operators by \( \hat{x} \) and \( \hat{p} \), and their corresponding eigenstates by \( |x\rangle \) and \( |p\rangle \), respectively. The eigenstates are normalized as \( \langle x|x'\rangle = \delta(x - x') \) and \( \langle p|p'\rangle = \delta(p - p') \), where \( \delta(\cdot) \) is the Dirac \( \delta \)-function. We consider the motion of a quantum particle of mass \( m \) under the action of the free-space Hamiltonian

\[
\hat{H} = \frac{\hat{p}^2}{2m},
\]
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FIG. 2. Classical-mechanical representation of a particle with a negative position, $x < 0$. The phase-space probability density is supported by the left half-plane (hatched area). The instantaneous probability flow through the spatial point $x = 0$ is illustrated with red arrows.

the form

$$\int_{-\infty}^{0} dx \ g(x)|x\rangle,$$  \tag{8}

where $g$ is some complex-valued function normalized as $\int_{-\infty}^{0} dx \ |g(x)|^2 = 1$. A measurement of $\hat{\chi}$ performed on this state is guaranteed to return a negative result, $x < 0$, with the probability density $|g(x)|^2$. In the course of its evolution through time $t > 0$, the particle state becomes

$$\int_{-\infty}^{0} dx \ g(x)\hat{U}(t)|x\rangle.$$  \tag{9}

It is straightforward to show (see Appendix A) that $\hat{U}(t)|x\rangle$ is an eigenstate of the Hermitian operator $\hat{\rho} - \frac{m}{\hbar} \hat{\chi}$, with the corresponding eigenvalue equal to $-\frac{m}{\hbar}$,

$$\left(\hat{\rho} - \frac{m}{\hbar} \hat{\chi}\right)\hat{U}(t)|x\rangle = -\frac{m}{\hbar} \hat{U}(t)|x\rangle.$$  \tag{10}

Therefore, a measurement of $\hat{\rho} - \frac{m}{\hbar} \hat{\chi}$, performed on the state given by Eq. (9), is guaranteed to give a positive result. From the classical-mechanical viewpoint, this means that the particle at time $t > 0$ is located above the $p = \frac{m}{\hbar} x$ line in phase space (see Fig. 3). Therefore, according to the laws of classical mechanics, any probability flow through the spatial point $x = 0$ may take place only in the left-to-right direction. However, the quantum-mechanical analysis of this problem presented below shows that the system can give rise to a positive (classically forbidden) probability transfer in the right-to-left direction, i.e., one might have $\Delta(\tau, T) > 0$ with $\tau, T > 0$.

Figures 1 and 3 elucidate the connection between QB and QR: both phenomena can be regarded as classically forbidden probability flow for quantum states with position-momentum correlations. In general, one is interested in the right-to-left probability transfer, $\Delta(\tau, T)$, produced by a quantum state whose classical phase-space probability density, at $t = \tau$, vanishes below the line $p = \frac{m}{\hbar} x$. The QB problem is recovered in the limit $\tau \to \infty$.

B. Probability transfer operator

We begin our analysis of backflow for position-momentum correlated states by introducing the probability transfer operator $\hat{D}$. The right-to-left probability transfer $\Delta(\tau, T)$, defined by Eq. (1), can be written as the following expectation value:

$$\Delta(\tau, T) = \langle \tau|\hat{D}(T)|\tau\rangle.$$  \tag{11}

where $|\tau\rangle$ is the particle state at time $t = \tau$, and

$$\hat{D}(t) = \hat{U}^\dagger(t)\Theta(-\hat{\chi})\hat{U}(t) - \Theta(-\hat{\chi}).$$  \tag{12}

Here $\Theta(\cdot)$ is the Heaviside step function, and the dagger $\dagger$ denotes Hermitian conjugation. It is convenient to rewrite the probability transfer operator in a symmetric form as

$$\hat{B}(t) = \hat{U}^\dagger(t)\hat{B}(t)\hat{U}(t)$$  \tag{13}

with

$$\hat{B}(t) = \hat{U}^\dagger(t)\Theta(-\hat{\chi})\hat{U}(t) - \hat{U}(t)\Theta(-\hat{\chi})\hat{U}^\dagger(t).$$  \tag{14}

It is clear from their definitions that both $\hat{B}$ and $\hat{D}$ are Hermitian operators. A straightforward calculation (see Appendix B) yields the following momentum representation of $\hat{B}$:

$$\langle p|\hat{B}(t)|p'\rangle = -\frac{1}{\pi(p - p')^2} \sin\left[\frac{t}{4\hbar m}(p^2 - p'^2)\right].$$  \tag{15}
The function in the right-hand side of the last equation is the same as the backflow kernel function originally derived by Bracken and Mellov [3]. Finally, in view of Eqs. (13) and (15), we have
\[
\langle p|\hat{D}(t)|p'\rangle = -\frac{1}{\pi(p-p')} \sin\left[\frac{t}{4\hbar m}(p^2 - p'^2)\right]
\times \exp\left[\frac{it}{4\hbar m}(p^2 - p'^2)\right].
\]
(16)
This representation of \(\hat{D}\) will be used below.

**C. Supremum of classically forbidden probability transfer**

We now address the right-to-left probability transfer \(\Delta(\tau, T)\), given by Eq. (11), for states \(|\psi\rangle\) with position-momentum correlations of the type illustrated in Fig. 3. More specifically, we consider the particle state at time \(t = \tau\) to have the form
\[
|\tau\rangle = \int_0^\infty dz \Psi(z)|z\rangle,
\]
(17)
where \(\Psi\) is a complex-valued function of a real variable, and states \(|z\rangle\) are orthonormal eigenstates of the Hermitian operator \(\hat{p} - k\hat{x}\) with \(k = \frac{\pi}{\tau} > 0\),
\[
(\hat{p} - k\hat{x})|z\rangle = z|z\rangle,
\]
(18)
with
\[
\langle z|z'\rangle = \delta(z - z').
\]
(19)
Since, in momentum representation, \(\hat{x}\) is given by \(i\hbar\frac{\hat{p}}{\tau}\), it is easy to see that
\[
\langle p|z\rangle = \frac{1}{\sqrt{2\pi\hbar}} \exp\left(-\frac{i}{2\hbar k}p^2 + iz\frac{\hbar}{p}\right).
\]
(20)
The normalization condition \(|\tau|\tau\rangle = 1\) imposes the following constraint on \(\Psi\):
\[
\int_0^\infty dz \langle z|\Psi(z)|z\rangle^2 = 1.
\]
(21)
The right-to-left probability transfer, generated by \(|\tau\rangle\) during the time interval \(\tau < t < \tau + T\), is obtained by substituting Eq. (17) into Eq. (11):
\[
\Delta(\tau, T) = \int_0^\infty dz \int_0^\infty dz' \Psi^*(z)|\hat{D}(T)|z'\rangle\Psi(z').
\]
(22)
A straightforward calculation yields (see Appendix C or, alternatively, follow the method adopted in Sec. III)
\[
\langle z|\hat{D}(T)|z'\rangle = -\frac{1}{\pi} e^{-i\alpha z^2} \sin[\beta(z^2 - z'^2)] e^{i\alpha z'^2},
\]
(23)
with
\[
\alpha = \frac{1}{4\hbar k} \left(1 + \frac{1}{1 + kT/m}\right)
\]
(24)
and
\[
\beta = \frac{1}{4\hbar k} \left(1 - \frac{1}{1 + kT/m}\right).
\]
(25)
Then, substituting Eq. (23) into Eq. (22), and defining
\[
\psi(u) = \beta^{-1/4} \exp\left(-\frac{iu}{\beta}\right)\Psi\left(\frac{u}{\sqrt{\beta}}\right),
\]
(26)
we obtain
\[
\Delta(\tau, T) = -\frac{1}{\pi} \int_0^\infty du \int_0^\infty du' \psi^*(u) \sin(u^2 - u'^2) u - u' \psi(u').
\]
(27)
The normalization condition, Eq. (21), now reads
\[
\int_0^\infty du \langle \psi(u)|\psi(u)\rangle^2 = 1.
\]
(28)
The supremum of the classically forbidden right-to-left probability transfer is obtained by optimizing \(\Delta(\tau, T)\), Eq. (27), subject to the normalization constraint on \(\psi\), Eq. (28). This is the variational problem originally considered in Ref. [3]. The corresponding Euler-Lagrange equation is given by Eq. (2). The supremum of \(\Delta(\tau, T)\) equals the Bracken-Mellov constant, Eq. (3), and is independent of the slope \(k = \frac{\pi}{\tau}\) characterizing the position-momentum correlation of the initial state [see Eqs. (17) and (18)]. In other words, the supremum of the right-to-left probability transfer is the same in the QB and QR problems.

**III. GENERALIZED BACKFLOW PROBLEM**

In the previous section, we have shown that both QB and QR effects manifest themselves as (classically forbidden) right-to-left probability transfer for initial states with linear position-momentum correlations, for which the measurement of \(\hat{p} - k\hat{x}\), with \(k > 0\), is guaranteed to yield a positive result. We now extend our study to states with nonlinear position-momentum correlations, for which the outcome of measuring \(S(\hat{p} - \hat{x})\) is certain to be positive. The real function \(S\) is such that the curve \(S(p) = x = 0\) does not intersect the fourth quadrant of the phase-space plane, i.e., the intersection of \((x, p) = S(p) > 0\) and \((x, p) = x > 0\) and \(p < 0\) is empty. Clearly, from the classical-mechanical viewpoint, the fact that the support of the phase-space density of a state has no overlap with \((x, p) = x > 0\) and \(p < 0\) implies that the state cannot give rise to any positive right-to-left probability transfer.

More concretely, we consider particle states \(|\tau\rangle\) of the form
\[
|\tau\rangle = \int_0^\infty dw \Phi(w)|w\rangle,
\]
(29)
where \(\Phi\) is a complex-valued function of a real variable, and states \(|w\rangle\) are orthonormal eigenstates of the Hermitian operator \(S(\hat{p} - \hat{x})\) [26],
\[
(S(\hat{p} - \hat{x})|w\rangle = w|w\rangle,
\]
(30)
with
\[
|w|w'\rangle = \delta(w - w').
\]
(31)
In momentum representation, \(\hat{x}\) is given by \(i\hbar\frac{\hat{p}}{\tau}\), and so
\[
\langle p|w\rangle = \frac{1}{\sqrt{2\pi\hbar}} \exp\left[-\frac{i}{\hbar} \int_0^\beta dq S(q) + i\frac{wp}{\hbar}\right].
\]
(32)
The normalization condition \( \langle \tau | \tau \rangle = 1 \) imposes the following constraint on \( \Phi \):

\[
\int_0^\infty dw |\Phi(w)|^2 = 1. \tag{33}
\]

The right-to-left probability transfer during the time interval \( \tau < t < \tau + T \) is given by Eq. (11), which, using the \( w \) representation, can be written as

\[
\Delta(t, T) = \int_0^\infty dw \int_0^\infty dw' \Phi^*(w) \langle w | \hat{D}(T) | w' \rangle \Phi(w'). \tag{34}
\]

Repeating the steps that led to Eq. (C1), we obtain the following expression for the kernel \( \langle w | \hat{D}(T) | w' \rangle \):

\[
\langle w | \hat{D}(T) | w' \rangle = -\frac{1}{2\pi^2 h} \int_{-\infty}^{+\infty} dp \int_{-\infty}^{+\infty} dp' \sin \left[ \frac{T}{4\hbar m} (p^2 - p'^2) \right] \times \exp \left[ i \int_{\mathbf{p}}^\mathbf{p'} dq S(q) + i \frac{T}{4\hbar m} (p^2 - p'^2) \right] - \frac{i w p - w' p'}{\hbar}. \tag{35}
\]

It is convenient to introduce the following dimensionless versions of the functions \( \Phi \) and \( S \):

\[
\phi(u) = \left( \frac{\hbar T}{4m} \right)^{1/4} \Phi \left( u \sqrt{\frac{\hbar T}{4m}} \right), \quad s(u) = \sqrt{\frac{4m}{\hbar T}} S \left( u \sqrt{\frac{4\hbar m}{T}} \right). \tag{36}
\]

This corresponds to taking \( \sqrt{\frac{\hbar T}{4m}} \) for the unit of position and \( \sqrt{\frac{4\hbar m}{T}} \) for the unit of momentum. Now the expression for the right-to-left probability transfer, Eqs. (34) and (35), takes the form

\[
\Delta(t, T) = \int_0^\infty du \int_0^\infty du' \phi^*(u) K(u, u') \phi(u'), \tag{37}
\]

with

\[
K(u, u') = -\frac{1}{2\pi^2} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dx' \sin(\xi^2 - \xi'^2) \times \exp \left[ i \int_{\xi}^{\xi'} dp s(p) + i(\xi^2 - \xi'^2) - iu \xi + iu' \xi' \right]. \tag{38}
\]

We also note that the normalization condition for \( \Phi \), given by Eq. (33), translates into

\[
\int_0^\infty du |\phi(u)|^2 = 1. \tag{39}
\]

Optimization of \( \Delta(t, T) \) with respect to \( \phi \), subject to the normalization constraint, Eq. (39), yields the following eigenproblem:

\[
\int_0^\infty du' K(u, u') \phi(u') = \mu \phi(u). \tag{40}
\]

The supremum of \( \Delta \) is given by the supremum of the eigenvalue spectrum, \( \mu_{\text{sup}} = \sup_{\phi} \mu \). It is easy to show that in the case of a straight boundary, \( s(p) = p/k \) with \( k > 0 \), this eigenproblem reduces to the Bracken-Melloy one, Eq. (2), and in this case \( \mu_{\text{sup}} \) coincides with \( \lambda_{\text{sup}} \). However, for curved boundaries \( s(p) - x = 0 \), the supremum of the right-to-left probability transfer, \( \mu_{\text{sup}} \), generally differs from the Bracken-Melloy constant, \( \lambda_{\text{sup}} \). Moreover, as we argue below, one can choose \( s(p) \) such that \( \mu_{\text{sup}} > \lambda_{\text{sup}} \).

### A. Small deformation of a straight phase-space boundary

Let us consider the case when the phase-space boundary curve \( s(p) - x = 0 \) is only a small deformation of a straight line:

\[
s(p) = \frac{p}{k} + \epsilon s_1(p), \tag{41}
\]

where \( k > 0 \), parameter \( \epsilon \) is defined on an interval containing zero, and \( s_1(p) \) is a bounded function, such that the curve \( s(p) - x = 0 \) does not cross the fourth quadrant of the phase space. (A concrete example of such function will be considered in Sec. III B.) Assuming continuity around \( \epsilon = 0 \), we write

\[
K(u, u') = K_0(u, u') + \epsilon K_1(u, u') + O(\epsilon^2),
\]

\[
\phi(u) = \phi_0(u) + \epsilon \phi_1(u) + O(\epsilon^2),
\]

\[
\mu = \mu_0 + \epsilon \mu_1 + O(\epsilon^2).
\]

Substituting these expansions into Eq. (40) and comparing terms of the same order in \( \epsilon \), we obtain

\[
\int_0^\infty du' K_0(u, u') \phi_0(u') = \mu_0 \phi_0(u) \tag{42}
\]

and

\[
\int_0^\infty du' [K_1(u, u') \phi_0(u') + K_1(u, u') \phi_0(u')] = \mu_0 \phi_1(u) + \mu_1 \phi_0(u). \tag{43}
\]

Then, we multiply both sides of Eq. (43) by \( \phi_0^*(u) \), integrate over \( u \), and make use of the facts that \( K_0(u, u') = [K_0(u, u')]^* \) and that \( \phi_0 \) fulfills Eqs. (42) and (39). This yields

\[
\mu_1 = \int_0^\infty du \int_0^\infty du' \phi_0^*(u) K_1(u, u') \phi_0(u'). \tag{44}
\]

In fact, Eq. (44) is nothing but the prediction of the standard nondegenerate perturbation theory for the eigenvalue spectrum of a linear Hermitian operator.

We now put forward the following argument. Let us suppose that \( \phi_0(u) \) is a normalized eigenfunction corresponding the eigenvalue \( \mu_0 = \lambda_{\text{sup}} \). Then, for small \( \epsilon \), we expect to have

\[
\mu_{\text{sup}} \simeq \lambda_{\text{sup}} + \epsilon \mu_1, \tag{45}
\]

where \( \mu_1 \) is determined by Eq. (44). In general, there is no reason for \( \mu_1 \) to vanish. In turn, the assumption \( \mu_1 \neq 0 \) implies that there is a value of \( \epsilon \) for which \( \mu_{\text{sup}} > \lambda_{\text{sup}} \). Below we demonstrate that this intuitive argument is indeed valid by numerically computing \( \mu_{\text{sup}} \) for a specific example of a phase-space boundary curve.
In the case of \( s(p) = x = 0 \), with \( s(p) \) given by Eq. (46), for \( \epsilon = -1, -0.5, 0.5, 1, 2, 3 \). Here both \( x \) and \( p \) are dimensionless variables [see Eq. (36) for the rescaling].

**B. Example**

Let us consider the case

\[
s(p) = 2p(1 + e^{-\rho^2}). \tag{46}
\]

Provided \( \epsilon > -1 \), the curve \( s(p) = x = 0 \) does not penetrate the fourth quadrant of the phase-space plane (see Fig. 4). Our aim is to demonstrate that, for some values of \( \epsilon \), the supremum of the right-to-left probability transfer, \( \mu_{\text{sup}} \), exceeds the Bracken-Melloy constant, \( \lambda_{\text{sup}} \).

We start by recasting the kernel \( K(u, u') \), defined by Eq. (38), in a form more convenient for the present computation. Substituting the identity

\[
\frac{\sin(\xi^2 - \xi'^2)}{\xi - \xi'} = \frac{\xi + \xi'}{2} \int_{-1}^{1} dv \exp[i(\xi^2 - \xi'^2)v] \tag{47}
\]

into Eq. (38), and then changing the integration order, we get

\[
K(u, u') = -\frac{i}{4\pi^2} \int_{-1}^{1} dv \left( \frac{\partial}{\partial u} - \frac{\partial}{\partial u'} \right) I(u, v) I^*(u', v), \tag{48}
\]

where

\[
I(u, v) = \int_{-\infty}^{+\infty} d\xi \exp \left[ i \int_{-\infty}^{\xi} dp \frac{s(p) + i(1 + v)\xi^2 - iu\xi}{2} \right]. \tag{49}
\]

In the case of \( s(p) \) given by Eq. (46), we have \( \int_{-\infty}^{\xi} dp s(p) = \xi^2 - \epsilon e^{-\xi^2} \), and so

\[
I(u, v) = \int_{-\infty}^{+\infty} d\xi \exp \left[ -i\epsilon e^{-\xi^2} + i(2 + v)\xi^2 - iu\xi \right]
\]

\[
= \sum_{n=0}^{\infty} \frac{(-i\epsilon)^n}{n!} \int_{-\infty}^{+\infty} d\xi e^{-n-2+2v+\xi^2-iu\xi}
\]

\[
= \sum_{n=0}^{\infty} \frac{(-i\epsilon)^n}{n!} \sqrt{\frac{\pi}{n-2+2v}} e^{\frac{-u^2}{4(n-2+2v)}}. \tag{50}
\]

Then, substituting Eq. (50) into Eq. (48), and performing some straightforward manipulations (see Appendix D), we arrive at the following expansion:

\[
K(u, u') = \sum_{n=0}^{\infty} e^n K_n(u, u'), \tag{51}
\]

where

\[
K_n(u, u') = -\frac{(-i)^n}{8\pi} \sum_{k=0}^{n} \frac{(-1)^k}{(n-k)!} [u - i(n-k) + u' - i(n-k)]
\]

\[
\times \int_{1}^{3} dz \frac{z + i(n-k) + u' - i(n-k)}{\sqrt{z^2 + i(n-k)(z - ik)}}. \tag{52}
\]

For \( n = 0 \) (and, consequently, \( k = 0 \)), the integral in Eq. (52) can be done analytically (see Appendix D). This yields the expression

\[
K_0(u, u') = -\frac{1}{\pi} e^{-u'^2/\alpha} \sin \left[ \frac{1}{2\alpha} (u^2 - u'^2) \right]. \tag{53}
\]

\[\text{FIG. 4. Phase-space boundary curve} \ s(p) = x = 0, \ \text{with} \ s(p) \ \text{given by Eq. (46), for} \ \epsilon = -1, -0.5, 0.5, 1, 2, 3. \ \text{Here both} \ x \ \text{and} \ p \ \text{are dimensionless variables [see Eq. (36) for the rescaling].}
\]

\[\text{FIG. 5. Thick blue curve: The supremum of the classically forbidden probability transfer,} \ \mu_{\text{sup}}, \ \text{obtained by numerically solving Eq. (40) for different values of} \ \epsilon. \ \text{Thin red line: the Bracken-Melloy constant,} \ \lambda_{\text{sup}}. \ \text{Dashed black line: the linear approximation} \ \mu_{\text{sup}} = \lambda_{\text{sup}} + \epsilon \mu_1, \ \text{with} \ \mu_1 \ \text{computed from Eq. (44).}
\]
of $L$, we observed that $\mu_L \simeq \mu_{sup.} + CL^{-1}$, where $C$ is a constant independent of $L$. Finally, extrapolating to $L \to \infty$, we find $\mu_{sup.}$.

The thick blue curve in Fig. 5 shows the numerically computed function $\mu_{sup.} = \mu_{sup.}(\epsilon)$. The Bracken-Melloy bound, $\lambda_{sup.}$, is presented with the thin red line. The dashed black line shows the linear approximation to $\mu_{sup.}(\epsilon)$, as given by Eq. (45) with the slope evaluated numerically using Eq. (44). The central message conveyed by Fig. 5 is that the classically forbidden probability transfer from wave packets with nonlinear position-momentum correlations can indeed exceed the Bracken-Melloy bound.

IV. CONCLUSION

The results of this work are twofold. First, we elucidate the reason why the suprema of the classically impossible probability transfer in the QB and QR problems coincide. We achieve this by showing that both effects can be viewed as a backflow for quantum states with linear position-momentum correlations, defined by Eqs. (17) and (18). For such states, the supremum of the backflow is given by the Bracken-Melloy constant. Second, we formulate a generalized backflow problem for quantum states with nonlinear position-momentum correlations, defined by Eqs. (29) and (30). QB and QR can be viewed as special cases of the generalized backflow. We further present analytical and numerical arguments demonstrating that the supremum of the classically forbidden probability transfer in the generalized backflow problem exceeds the Bracken-Melloy constant.

As of today, probability backflow in quantum systems has not been observed experimentally. One of the reasons for this is that, when considered in the original QB formulation, the effect is weak: the QB probability transfer is bounded by less than 3.9% [see Eq. (3)]. As shown in this paper, the class of quantum states exhibiting classically forbidden probability flow is larger than that of QB states, and the backflow probability transfer can exceed 3.9%. For instance, in the system considered in Sec. III B, more than 4.3% of the total probability can be transported in the “wrong” direction (see Fig. 5). This suggests it could be possible to devise quantum states with large probability backflow that would facilitate future experiments and offer technological applications.

APPENDIX A: DERIVATION OF EQ. (10)

Using the Baker-Campbell-Hausdorff formula,

$$e^{\hat{A}\hat{B}}e^{-\hat{A}} = \hat{B} + [\hat{A}, \hat{B}] + \frac{1}{2!} [\hat{A}, [\hat{A}, \hat{B}]] + \frac{1}{3!} [\hat{A}, [\hat{A}, [\hat{A}, \hat{B}]]] + \ldots,$$

where $\hat{A}$ and $\hat{B}$ are operators and $[\cdot, \cdot]$ denotes the commutator, we have

$$U^{-1}(t)\hat{x}U(t) = \exp \left( \frac{it}{2\hbar m} \hat{p}^2 \right) \hat{x} \exp \left( -\frac{it}{2\hbar m} \hat{p}^2 \right) = \hat{x} + \frac{it}{2\hbar m} \{\hat{p}, \hat{x}\} = \hat{x} + \frac{t}{m} \hat{p}.$$

From here, it follows that

$$\hat{x}U(t) = \hat{x} + \frac{t}{m} \hat{p}U(t)$$

or

$$\left( \hat{p} - \frac{m}{t} \hat{x} \right) \hat{U}(t) = -\frac{m}{t} \hat{U}(t) \hat{x}.$$

Applying this operator identity to a position eigenstate $|x\rangle$, we obtain Eq. (10).

APPENDIX B: DERIVATION OF EQ. (15)

Starting from Eq. (14), and using Eq. (5), we write

$$\langle p|\hat{B}(t)|p'\rangle = \langle p|\hat{U}^\dagger \left( \frac{t}{2} \right) \Theta(-\hat{x})\hat{U} \left( \frac{t}{2} \right) |p'\rangle - \langle p|\hat{U} \left( \frac{t}{2} \right) \Theta(-\hat{x})\hat{U}^\dagger \left( \frac{t}{2} \right) |p'\rangle$$

$$= \left\{ \exp \left[ \frac{it}{4\hbar m} (p^2 - p'^2) \right] - \exp \left[ -\frac{it}{4\hbar m} (p^2 - p'^2) \right] \right\} \langle p|\Theta(-\hat{x})|p'\rangle$$

$$= 2i \sin \left[ \frac{t}{4\hbar m} (p^2 - p'^2) \right] \langle p|\Theta(-\hat{x})|p'\rangle. \quad (B1)$$

Then

$$\langle p|\Theta(-\hat{x})|p'\rangle = \int_{-\infty}^{0} dx \langle p|x\rangle \langle x|p'\rangle = \frac{1}{2\pi\hbar} \int_{-\infty}^{0} dx e^{-i(px-p'x)/\hbar} = \frac{1}{2\pi} \int_{0}^{\infty} d\xi \ e^{i(px-p'x)/\hbar} = \frac{1}{2\pi} \left[ \pi \delta(p - p') + iP \frac{1}{p - p'} \right]. \quad (B2)$$

where $P$ denotes the Cauchy principal value. Substituting Eq. (B2) into Eq. (B1), we arrive at Eq. (15).
APPENDIX C: DERIVATION OF EQ. (23)

Using Eqs. (16) and (20), we write
\[
\langle z|\hat{D}(T)|z'\rangle = \int_{-\infty}^{+\infty} dp \int_{-\infty}^{+\infty} dp' \langle z|p\rangle \langle p|\hat{D}(T)|p'\rangle \langle p'|z'\rangle
\]
\[
= \int_{-\infty}^{+\infty} dp \int_{-\infty}^{+\infty} dp' \frac{1}{\sqrt{2\pi\hbar}} \exp\left(\frac{i}{2\hbar}p^2 - \frac{i z}{\hbar}p\right)
\times \frac{-1}{\pi(p-p')} \sin\left[\frac{T}{4\hbar m}(p^2-p'^2)\right] \exp\left[\frac{i T}{4\hbar m}(p^2-p'^2)\right]
\times \frac{1}{\sqrt{2\pi\hbar}} \exp\left(-\frac{i}{2\hbar}p'^2 + \frac{i z'}{\hbar}p'\right)
\]
\[
= -\frac{1}{2\pi^2\hbar^2} \int_{-\infty}^{+\infty} dp \int_{-\infty}^{+\infty} dp' \frac{\sin\left[\frac{T}{4\hbar m}(p^2-p'^2)\right]}{p-p'} \exp\left[\frac{i + k T/2 m}{2\hbar}(p^2-p'^2) - i \frac{z p - z' p'}{\hbar}\right].
\]
\[\text{(C1)}\]

Changing the integration variables as
\[
u = p - p', \quad v = \frac{p + p'}{2},
\]
so that
\[
p = \frac{u}{2} + v, \quad p' = -\frac{u}{2} + v,
\]
we obtain
\[
\langle z|\hat{D}(T)|z'\rangle = -\left\{\frac{1}{2\pi^2\hbar^2} \int_{-\infty}^{+\infty} du \frac{I(u)}{u} \exp\left(-\frac{i z + z' u}{2\hbar u}\right)\right\}, \quad \text{(C2)}
\]
where
\[
I(u) = \int_{-\infty}^{+\infty} dv \sin\left(\frac{T}{2\hbar m} u v\right) \exp\left(\frac{i + k T/2 m z}{\hbar u} - \frac{i z - z' v}{\hbar u}\right)
\]
\[
= \frac{1}{2i} \left\{\int_{-\infty}^{+\infty} dv \exp\left(\frac{i(1 + k T/m) u - z - z'}{\hbar m} v\right) - \int_{-\infty}^{+\infty} dv \exp\left(\frac{u - z + z'}{\hbar m} v\right)\right\}
\]
\[
= -i \frac{\pi \hbar k}{1 + k T/m} \delta\left(u - \frac{z - z'}{1 + k T/m}\right) + i \pi \hbar k \delta(u - z + z').
\]
\[\text{(C3)}\]

Substituting Eq. (C3) into Eq. (C2) and evaluating the integral over \(u\), we find
\[
\langle z|\hat{D}(T)|z'\rangle = -\frac{1}{2\pi i(z - z')} \left\{\exp\left(-\frac{i z^2 - z'^2}{2\hbar k(1 + k T/m)}\right) - \exp\left(-\frac{i z^2 - z'^2}{2\hbar}\right)\right\}.
\]

Now, introducing constants \(\mu\) and \(v\) such that [cf. Eqs. (24) and (25)]
\[
\frac{1}{2\hbar k(1 + k T/m)} = \alpha - \beta, \quad \frac{1}{2\hbar k} = \alpha + \beta,
\]
we obtain
\[
\langle z|\hat{D}(T)|z'\rangle = -\frac{e^{-i\mu(z - z')}}{\pi(z - z')} \frac{e^{i\beta(z - z')}}{2i},
\]
which is equivalent to Eq. (23).

APPENDIX D: DERIVATION OF EQ. (51)

Starting from Eq. (50), we have
\[
I(u, v)I^*(u', v) = \sum_{n=0}^{\infty} \left(\frac{-i\epsilon}{n!}\right)^n \sqrt{\frac{\pi}{n - i(2 + v)}} \exp\left(-\frac{u^2}{4[n - i(2 + v)]}\right)
\times \sum_{k=0}^{\infty} \left(\frac{i\epsilon}{k!}\right)^k \sqrt{\frac{\pi}{k + i(2 + v)}} \exp\left(-\frac{u^2}{4[k + i(2 + v)]}\right).
\]
Using the Cauchy product formula

\[ \sum_{n=0}^{\infty} a_n \sum_{k=0}^{n} b_k = \sum_{n=0}^{\infty} \sum_{k=0}^{n} a_{n-k} b_k, \]

and the fact that \((-i)^{n-k} = (-1)^{n-k} i^n = (-i)^n (-1)^k\), we obtain

\[ I(u, v)I^*(u', v) = \pi \sum_{n=0}^{\infty} (-i)^n \sum_{k=0}^{n} \frac{(-1)^k}{(n-k)!k!} \exp \left\{ - \frac{u^2}{4(n-k-i(2+v))} - \frac{u'^2}{4(k+i(2+v))} \right\}. \]

Substituting the last expression into Eq. (48), we get

\[ K(u, u') = \frac{i}{4\pi} \sum_{n=0}^{\infty} (-i)^n \sum_{k=0}^{n} \frac{(-1)^k}{(n-k)!k!} \int_{-1}^{1} dv \left( \frac{\partial}{\partial u} - \frac{\partial}{\partial u'} \right) \exp \left\{ - \frac{u^2}{4(n-k-i(2+v))} - \frac{u'^2}{4(k+i(2+v))} \right\}. \]

\[ = \frac{1}{8\pi} \sum_{n=0}^{\infty} (-i)^n \sum_{k=0}^{n} \frac{(-1)^k}{(n-k)!k!} Q_{n,k}(u, u'), \]  

(D1)

where

\[ Q_{n,k}(u, u') = 2i \int_{-1}^{1} dv \left( \frac{\partial}{\partial u} - \frac{\partial}{\partial u'} \right) \exp \left\{ - \frac{u^2}{4(n-k-i(2+v))} - \frac{u'^2}{4(k+i(2+v))} \right\} \]

\[ = 2i \int_{1}^{3} dz \left( \frac{\partial}{\partial u} - \frac{\partial}{\partial u'} \right) \exp \left\{ - \frac{u^2}{4(n-k+i(2-v))} + \frac{u'^2}{4(n-k)} \right\} \sqrt{\frac{u}{z + i(n-k)} + \frac{u'}{z - ik}} \exp \left\{ - \frac{i}{4(n-k+i(2-v))} + \frac{i}{4(n-k)} \right\} \sqrt{\frac{1}{z + i(n-k)[z - ik]}}. \]  

(D2)

Finally, substituting Eq. (D2) into Eq. (D1), we arrive at Eq. (51)

For \( n = k = 0 \), the integral in Eq. (D2) can be evaluated as follows:

\[ Q_{0,0}(u, u') = (u + u') \int_{1}^{3} \frac{dz}{z^2} e^{-i(u^2 - u'^2)/4z} = (u + u') \int_{1/3}^{1} d\zeta e^{-i(u^2 - u'^2)\zeta/4} \]

\[ = (u + u') \frac{e^{-i(u^2 - u'^2)/4} - e^{-i(u^2 - u'^2)/12}}{-i(u^2 - u'^2)/4} = 8e^{-iu^2/6} \sin \left\{ \frac{1}{12} (u^2 - u'^2) \right\} e^{iu^2/6}. \]
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