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Abstract

Recommender systems have become an essential tool to help resolve the \textit{information overload} problem in recent decades. Traditional recommender systems, however, suffer from \textit{data sparsity} and \textit{cold start} problems. To address these issues, a great number of recommendation algorithms have been proposed to leverage side information of users or items (e.g., social network and item category), demonstrating a high degree of effectiveness in improving recommendation performance. This Research Commentary aims to provide a comprehensive and systematic survey of the recent research on recommender systems with side information. Specifically, we provide an overview of state-of-the-art recommendation algorithms with side information from two orthogonal perspectives. One involves the different methodologies of recommendation: the memory-based methods, latent factor, representation learning and deep learning models. The others cover different representations of side information, including structural data (flat, network, and hierarchical features, and knowledge graphs); and non-structural data (text, image and video features). Finally, we discuss challenges and provide new potential directions in recommendation, along with the con-
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Keywords: Research commentary; Recommender systems; Side information; Memory-based methods; Latent factor models; Representation learning; Deep learning; Flat features; Social networks; Feature hierarchies; Knowledge graphs

1. Introduction

With the advent of the era of big data, the volume of information on the web has increased in an exponential fashion. Users are submerged in the flood of countless products, news, movies, etc. Aiming to provide personalized recommendation services for users based on their historical interaction data, recommender systems have become a vital and indispensable tool to help tackle the information overload problem (Ricci et al. 2015; Desrosiers and Karypis 2011). Empirical studies have demonstrated the effectiveness in facilitating decision-making process and boosting business across various domains (Zhang et al. 2017a; Song et al. 2012; Adomavicius and Tuzhilin 2005), such as e-commerce (Amazon, Target, Taobao), point-of-interest (Foursquare, Yelp, Groupon), and multi-media (Youtube, Pinterest, Spotify), to name a few. Fig. 1 summarizes popular online services in various domains where recommender systems have been launched to improve the user experience. The great blossoming of recommender systems in practical applications has been promoted, to a large extent, by the flourishing research on recommendation. For example, recommender systems have become an important topic in a number of top tier research conferences and journals.\footnote{Some of the key conferences and journals include NIPS (Neural Information Processing Systems), ICML (International Conference on Machine Learning), WWW (World Wide Web Conference), WSDM (Conference on Web Search and Data Mining), KDD (Conference on Knowledge Discovery and Data Mining), SIGIR (Conference on Research and Development in Information Retrieval), CIKM (International Conference on Information and Knowledge Management), IJCAI (International Joint Conferences on Artificial Intelligence), AAAI (Conference on Artificial Intelligence), UAI (Conference on Uncertainty in Artificial Intelligence), RecSys (Conference on Recommender Systems), ICLR (International Conference on Learn-}
The number of publications on recommender systems has increased dramatically in the last few years. RecSys (recsys.acm.org), the leading international conference on recommender systems, has continuously attracted a tremendous amount of interest from both academia and industry (Cheng et al. 2016; Covington et al. 2016; Davidson et al. 2010; Gomez-Uribe and Hunt 2016; Okura et al. 2017). Among the different recommender systems, most of them are based on collaborative filtering (CF), which is one of the most successful techniques for recommendation (Schafer et al. 2007; Ekstrand et al. 2011; Bobadilla...
et al. 2013; Shi et al. 2014). Traditional CF-based methods rely on user-item interaction matrices for making recommendations, assuming that a user’s preference can be inferred by aggregating the tastes of similar users. They have been widely investigated (Linden et al. 2003; Adomavicius and Tuzhilin 2005; Ekstrand et al. 2011; Koren et al. 2009; Mnih and Salakhutdinov 2008; Rendle et al. 2009), with various variants of CF-based methods developed (Adomavicius and Tuzhilin 2005; Ekstrand et al. 2011; Koren et al. 2009; Mnih and Salakhutdinov 2008; Rendle et al. 2009). Despite that, traditional CF-based methods are confronted with two fundamental issues when only the user-item interaction matrices are taken into consideration:

• **Data sparsity.** Usually, users face an extremely large amount of items to choose from. Even the most active users only rate a small set of items and most items have a very limited amount of feedback from users. This sparsity issue makes it hard for recommender systems to learn users’ preferences.

• **Cold start.** It is a critical issue for both new users and items. Without historical data, it is difficult to generate decent recommendations. As a common solution, popular items might be recommended to new users, which will fail to create personalized recommendations.

To address the two issues, different types of side information, such as social networks, user profiles and item descriptions, have been utilized for recommender systems in various domains (Guo et al. 2019) (see Fig. 1). For instance, due to the emergence of social networks, a number of trust-aware recommendation algorithms (Ma et al. 2009a; Jamali and Ester 2010; Ma et al. 2011b; Yang et al. 2012; Guo et al. 2012; Yang et al. 2013a; Fang et al. 2014; Guo et al. 2015b) have been proposed based on the assumption that users share similar preferences with their trusted friends. For example, for restaurants, users often have meals with their trusted friends (Ye et al. 2010; Yang et al. 2013b). Besides social information, the side information for items (e.g., categories, genres, locations and brands) provides an in-depth understanding of both item properties and user preferences. Many recommendation approaches (Kim and Kim 4
Figure 2: A toy example on leveraging user and item side information (social networks and movie genres) for more accurate recommendations. For instance, Alice has social connections with her friends, Bob, Cindy and David. As all her friends liked movies in Movie Set 1 (e.g., Zootopia and Coco), Alice would also be more likely to favor these movies in Movie Set 1. Besides, as the movies in both Movie Set 1 and Movie Set 2 belong to the genre of Carton movies, Bob would also prefer movies in Movie Set 2 (e.g., Toy Story and Cars), given that he liked movies in Movie Set 1.

Koenigstein et al. 2011, Kanagal et al. 2012, Hu et al. 2014, Sun et al. 2017c, Sun et al. 2018] have been proposed by exploiting that kind of item information. Fig. 2 depicts an example of how side information facilitates the generation of more accurate recommendations for users. Regardless of either user or item side information, the evolution of recommendation approaches with side information – especially with the emergence and rapid development of deep learning based approaches, which have superior scalability and flexibility to accommodate arbitrary side information – has proven to be able to achieve great success with resolving the data sparsity and cold start problems, thus boosting recommendation performance.

Differences between this research commentary and other surveys. Due to the effectiveness of side information for recommender systems, the number of recent research studies have exploded in this field. And, there are also quite a few survey papers published on recommender systems. For instance, earlier
works endeavored to conduct literature reviews on collaborative filtering tech-
niques (Sarwar et al. 2001; Breese et al. 1998; Adomavicius and Tuzhilin 2005;
Schafer et al. 2007; Su and Khoshgoftaar 2009; Desrosiers and Karypis 2011;
Ekstrand et al. 2011; Bobadilla et al. 2013; Ricci et al. 2015). Lops et al. (2011)
provided a review on the state-of-the-arts and trends in content-based
recommender systems. Burke (2002) presented a survey on hybrid recommender
systems. Bellogín et al. (2013) introduced an empirical comparison of social, col-
laborative filtering, and hybrid recommenders. Gomez-Uribe and Hunt (2016)
and Song et al. (2012) discussed various algorithms in recommending movie
(Netflix) and music, respectively. Zhang et al. (2019) proposed a comprehensive
review on how deep learning based algorithms are applied for recommender
systems. And finally, Shi et al. (2014) provided a systematic review on how side
information is employed in collaborative filtering based approaches.

Existing survey papers have mainly focused on a single perspective, instead
of conducting a thorough investigation. In other words, they either discussed
the general methodologies for recommender systems (e.g., Zhang et al. 2019;
Gomez-Uribe and Hunt 2016) or side information per se (e.g., Shi et al. 2014),
but ignored to explore the inherent dependency between them that together
leads to high-quality recommendations. As a matter of fact, on the one hand,
there are plenty of recent research efforts on dealing with the complexity of side
information for realizing its full potential for better recommendations. Through-
out our investigation, we discovered that existing research studies have been ex-
ploring more sophisticated structures to represent various kind of side informa-
tion, including flat, network, hierarchical features and knowledge graphs. The
different structures encode important relationships among the side information.
For example, category hierarchies can reflect the affiliation among categories,
whereas the flat structure of the category does not have such a property. Such
a relationship can be of high value for improving recommendation performance.

On the other hand, many research studies have proposed more advanced
recommendation methodologies to accommodate the diverse side information,
evolving from memory-based methods to latent factor, representation learning
and deep learning models. Based on our literature review, recommendation performance depends on both the structures representing the rich side information and the fundamental recommendation methodologies of employing them. The more complex representation of side information often needs to be coupled with more advanced methodologies to fully exploit the value of side information. In other words, it is often impossible to disentangle the useful side information from the fundamental methodologies for better recommendations.

This survey seeks to provide the research community a comprehensive and systematic overview of current progress in the recommendation area by considering both the representation of side information and the fundamental recommendation methodologies. It should not only focus on some cutting-edge techniques (e.g., knowledge graphs and deep learning models), but also other conventional ones (e.g., social networks and latent factor models) which have been the cornerstone in the development of recommender systems with side information. In this way, this Research Commentary provides a complete picture for both researchers and practitioners in this area.

**Article collection.** To cover recent studies, we collected hundreds of papers published in prestigious international conferences and journals that are related to recommender systems, including NIPS, ICML, UAI, KDD, WWW, WSDM, IJCAI, AAAI, SIGIR, RecSys, CIKM, ICLR, and TKDE, TOIS, CSUR, etc. Google Scholar was primarily used to searching for papers while other academic search engines were also adopted, such as ACM Digital Library (dl.acm.org), IEEE Xplore (ieeexplore.ieee.org), Web of Science (www.webofknowledge.com), and Springer (www.springer.com). A number of keywords and their combinations were utilized to search for related papers, including recommender systems, recommendations, side information, auxiliary information, social networks, feature hierarchies, knowledge graphs, collaborative filtering, factorization, representation learning, deep learning, neural networks, etc.

**Contributions.** This survey aims to provide a thorough literature review on the approaches of exploiting side information for recommender systems. It is
expected to help both academic researchers or industrial practitioners who are interested in recommender systems gain an in-depth understanding of how to improve recommendation performance with the usage of different types of side information. In summary, we make the following key contributions: (1) we conduct a systematic review for recommendation approaches with the incorporation of side information from two orthogonal perspectives. That is, different fundamental methodologies and various representations of side information; (2) we propose a novel taxonomy to classify existing recommendation approaches, which clearly demonstrates the evolution process of recent research studies; (3) we provide a comprehensive literature review of state-of-the-art studies by providing insightful comparison and analysis; and (4) we identify future directions and potential trends in this research area to shed light and promote further investigation on side information for more effective recommendations.

2. Evolution of recommenders with side information

Prior to diving into state-of-the-art approaches on exploiting side information, we first introduce the relevant concepts and provide an overview of the evolution of research focusing on both recommendation methodologies and side information.

2.1. Overview of recommender systems

Generally, recommender systems predict users’ preferences on items to assist users for making easier decisions. This section provides an overview of recommender systems from different perspectives. Specifically, recommender systems can be classified based on the recommendation strategies, tasks and outputs, as shown in Table 1.

**Classification by strategies.** Recommendation strategies can usually be classified into three categories: (1) content-based filtering, (2) collaborative filtering and (3) hybrid methods. The first two are relevant to our review as the content-based filtering methods provide us a vital clue on the various side information
as well as ways to use it for recommendation, and the collaborative filtering methods give us a complete picture on the development of fundamental recommendation methodologies that are then studied to incorporate side information for better recommendations. That being said, the hybrid methods are the main focus of our investigation as they inherit and develop both content-based and collaborative filtering strategies. More detailed descriptions of the three types of strategies are presented as follows:

- **Content-based filtering.** It mainly utilizes user profiles and item descriptions to infer users’ preferences towards items. The basic process is to build the profile of a user based on her personal attributes or descriptions of historical items that she has purchased or liked. The recommendations are created by matching the content of items with user profiles. In particular, a range of auxiliary data, such as categories, tags and images, can be used to construct descriptive features of an item. As these methods mainly rely on the rich content features of users and items, they are capable of handling the data sparsity and cold-start problems better. Meanwhile, they enable us to gain a deep understanding of how side information is exploited by state-of-the-art algorithms.

- **Collaborative filtering (CF).** This technique aims to predict users’ preferences towards items by learning from user-item historical interactions, either in the form of explicit feedback (e.g., ratings and reviews) or implicit feedback (e.g., click and view). Generally, there are two types of CF-based techniques: memory- and model-based methods. The former methods ([Hwang et al. 2012](#)) usually exploit original user-item interaction data (e.g., rat-
ing matrices) to predict unobserved ratings by aggregating the preferences of similar users or similar items. The latter assume that the preference of a user or the characteristic of an item can be represented by a low-dimensional latent vector. More specifically, model-based methods learn the latent feature vectors of users and items from user-item matrices, and predict the recommendations by calculating the dot product of the latent vectors of the user and item \cite{Koren2009, Mnih2008}. Empirical studies have proven that model-based methods outperform memory-based ones in most cases. However, the \textit{data sparsity} and \textit{cold start} issues inherently hinder the effectiveness of CF-based methods when user-item interaction data are very sparse. As the most successful technique in recommendation, these methods enable us to have a comprehensive understanding on the evolution of fundamental methodologies in this area.

- **Hybrid methods.** They take advantage of both CF- and content-based approaches so as to remedy their shortcomings. There are two types of techniques for blending different recommendation models: early fusion and late fusion. The former refers to combining both explicit contents (e.g., visual, textual, and knowledge-aware features) and historical user-item interaction data, and then feeding them into some CF-based methods to boost recommendation performance \cite{Zhang2016, Tuan2017}. On the other hand, late fusion methods build separate recommender systems that are specialized to each kind of information, and then combine the predictions of these systems \cite{Park2006, Melville2002, Pero2013}. Hybrid recommendation methods are known to empirically outperform the pure CF- or content-based methods, especially for solving the data sparsity and cold start problems. Our investigation mainly focuses on state-of-the-art hybrid recommendation methods. The vast majority of them were developed in the recent 10 years. In total, around 95\% of the papers were published in 2010 – 2019, and more than 60\% of the papers were published in the recent five years.
Classification by tasks. In terms of whether to consider time information (e.g., the order of historical interactions), recommender systems can be categorized by general, temporal and sequential recommendation tasks.

• **General recommendation.** It normally leverages global user-item interaction data to recommend the top-N items for users. The algorithms, such as matrix factorization \cite{Koren2009} and its derived models (e.g., \cite{SinghGordon2008, Chen2012, Rendle2012}), are able to effectively model user preferences, thus providing a static list of recommendations reflecting long-term interests of each user.

• **Temporal recommendation.** It usually captures user preferences given a timestamp or a time period. More specifically, some methods (e.g., TimeSVD++ \cite{Koren2009}) split time into several segments, and model the user-item interactions in each segment. To build an effective temporal recommender system, the key is to model the dynamics of user preferences that exhibit significant (short- or long-term) temporal drift (e.g., ‘what users prefer to have for lunch’ or ‘which places users want to visit on weekends?’) \cite{Koren2009, Xiong2010, Wu2017, Hosseini2018}.

• **Sequential recommendation (or next-item recommendation).** It is different from the above tasks, as sequential recommendation predicts users’ next preferences based on their most recent activities \cite{Rendle2010, Hidasi2015, Wang2015b, Yu2016, Jing2017, Tang2018, Kang2018, Pasricha2018, Zhang2018}. In other words, sequential recommendation seeks to model sequential patterns among successive items, and generate well-timed recommendations for users. Therefore, it is more difficult than the other two types of recommendation tasks mentioned above.

Classification by outputs. Another categorization is based on the form of outputs, and there generally are two types of tasks: rating-based and ranking-based item recommendation tasks \cite{Sun2015}. Rating-based recommendation
(rating prediction) predicts users’ explicit preference scores towards items, which is usually considered as a regression task. In contrast, ranking-based recommendation (item ranking) focuses on the (relative) ranking positions of items and usually generates a top-$N$ item recommendation list to each user.

**Discussion.** In summary, there can be different ways to categorize recommender systems from various perspectives. Existing classification taxonomies, however, cannot help deliver a complete picture of the research studies in recommendation with side information. In this view, we create a new taxonomy to classify the literature based on two aspects: the representation of side information and the fundamental recommendation methodologies. The proposed taxonomy mainly focuses on the hybrid recommendation methods, sweeping recent state-of-the-art algorithms in various tasks (general, temporal and sequential) with different types of outputs (rating prediction and item ranking). More importantly, it allows the research community to capture a comprehensive understanding of how side information is leveraged for effective recommendations. Detailed discussions of the relevant literature will be presented in Sections 3 and 4.

2.2. **Evolution of fundamental methodologies for recommendation**

In terms of the fundamental recommendation methodologies, we mainly focus on CF-based approaches as most of the advances fall into this category \cite{Koren2008, Rendle2009, Koren2009, Sedhain2015, He2017, Wu2017}. Before diving deep into the specific methods that employ side information, we illustrate the evolution of CF-based recommendation techniques with the progressive timeline shown in Fig. 3. Generally, two types of CF-based approaches are widely investigated, namely memory-based and model-based (e.g., latent factor models) approaches.

**Memory-based approaches.** Memory-based approaches are also referred to as *neighborhood-based collaborating filtering algorithms*. They are among the earliest techniques that aggregate the interests of neighbors for recommendation.
Specifically, memory-based approaches exploit user-user or item-item similarity derived from the user-item historical interaction matrix to make recommendations. User- and item-oriented methods are two kinds of typical memory-based approaches. User-oriented approaches identify like-minded users who can complement each other’s ratings. The ratings of a target user are predicted based on the ratings of similar users found in a system. In contrast, item-oriented approaches evaluate a user’s preference for an item based on the ratings of similar items rated by the same user. Although memory-based approaches have been adopted in real-world applications such as CiteULike, Youtube, and Last.fm, they are ineffective for large-scale datasets as searching for similar users or
items can be time-consuming in large user or item space.

**Model-based approaches.** Model-based approaches aim to build predictive models by adopting data mining or machine learning techniques on user-item rating matrices to uncover complex user behavior patterns. The learned models are then used to predict users’ ratings of unknown items. Besides the user-item rating matrix, side information can serve as additionally valuable features that are fed into the predictive models, and thus assist in resolving the data sparsity and cold start issues. Model-based approaches can better adapt and scale up to large-scale datasets with significant performance improvements when compared with memory-based ones. Typically, successful model-based recommendation approaches fall into three categories: latent factor models, representation learning models and deep learning models.

- **Latent factor models (LFMs).** They decompose the high-dimensional user-item rating matrix into low-dimensional user and item latent matrices. Due to high efficiency, state-of-the-art recommendation methods are dominated by LFMs (Shi et al. 2014). The basic idea of LFMs is that both users and items can be characterized by a few latent features, and thus the prediction can be computed as the inner product of user-feature and item-feature vectors. Many effective approaches fall into this category, such as matrix factorization (MF) (Koren et al. 2009), non-negative matrix factorization (NMF) (Zhang et al. 2006), tensor factorization (TensorF) (Bhargava et al. 2015), factorization machine (FM) (Rendle 2010, 2012), SVD++ (Koren 2008), collective matrix factorization (CMF) (Singh and Gordon 2008) and SVDFeature (Chen et al. 2012).

- **Representation learning models (RLMs).** They have been proven to be effective in capturing local item relationships by modeling item co-occurrence in an individual user’s interaction records. RLMs were originally inspired by word embedding techniques, which can be traced back to the classical neural network language model (Bengio et al. 2003), and the recent breakthroughs of Word2Vec techniques, including CBOW and Skip-gram (Mikolov et al.
Many Item2Vec (Barkan and Koenigstein 2016) based recommendation approaches, which are analogous with the Word2Vec technique, have been proposed to date (Wang et al. 2015b; Grbovic et al. 2015; Liang et al. 2016; Feng et al. 2017).

- **Deep learning models (DLMs).** They have brought significant breakthroughs in various domains, such as computer vision, speech recognition, and natural language processing (LeCun and Bengio 1995; Socher et al. 2011; Krizhevsky et al. 2012; Luong et al. 2015; Wang et al. 2016), with recommender systems being no exception. In contrast to LFsMs and RLMs, DLMs (e.g., AutoRec (Sedhain et al. 2015), NCF (He et al. 2017) and DMF (Xue et al. 2017)) can learn nonlinear latent representations via various types of activation functions (e.g., sigmoid, ReLU (Nair and Hinton 2010)). For instance, recurrent neural network (RNN) based approaches (Hidasi et al. 2015; Jing and Smola 2017; Wu et al. 2017b; Hosseini et al. 2018) have shown powerful capabilities for sequential recommendation due to the ability of preserving historical information over time. Convolutional neural network (CNN) based approaches (Zhang et al. 2016; He et al. 2016b; He et al. 2016c) are capable of extracting local features so as to capture more contextual influences. In summary, DLMs possess essential advantages, and have promoted active and advanced studies in recommendation.

**Discussion.** In essence, both the LFM and RLMs (e.g., matrix factorization and item2vec) can be considered as a special case of DLMs, that is, the shallow neural networks (He et al. 2017). For instance, matrix factorization can be regarded as a one-layer neural network which transforms one-hot user and item vectors to dense representations with a linear inner product of these vectors for prediction. Although DLMs achieve superior performance against other model-based recommendation methods, the investigation into how to efficiently incorporate diverse side information into DLMs has not reached its full potential.

In contrast, such research issues have been well studied for LFsMs and RLMs in the recent decades, which could provide inspiration for the development of
DLMs with side information. On the other hand, in comparison with DLMs, which involve more computational cost but often only achieve small performance increments, traditional model-based methods (e.g., LFM and RLM) have the potential to be further developed to produce better recommendation accuracy. Trading-off between the recommendation accuracy and the computational cost is, therefore, an important direction for future research that requires a comprehensive review of the different types of recommendation methodologies. To this end, we conduct a systematic and comprehensive review on state-of-the-art algorithms along with the evolution of fundamental methodologies, so as to deliver a complete picture in this field.

2.3. Evolution of side information for recommendation

In order to resolve the data sparsity and cold-start issues, recent CF-based recommendation techniques focus more on exploiting different kinds of side information such as social networks and item categories. Such side information can be used to estimate users’ preferences even with insufficient user-item historical interaction data. For example, the emergence of social networks help us to indirectly infer a user’s preference by aggregating her friends’ preferences. Other side information (e.g., item tags or categories) can be directly used for understanding a user’s interests, such as the categories of movies or music albums reflect what types of movies or music she enjoys. To achieve a systematic understanding, we propose a new taxonomy to categorize the side information by the presence of their intrinsic structures, including structural data (i.e., flat features, network features, hierarchical features and knowledge graphs) and non-structural data (i.e., text features, image features and video features). The taxonomy is shown in Fig. 3b.

**Flat features (FFs).** Early studies [Lippert et al. 2008; Sharma et al. 2011; Hwang et al. 2012; Yang et al. 2012; Liu et al. 2013; Ji et al. 2014; Hu et al. 2014; Vasile et al. 2016] mainly focused on integrating flat features (FFs), where the features are organized independently at the same layer. Fig. 4 illustrates an example of flat features in IMDB and Spotify to organize movies or music
by genres. Assume that if a user prefers one movie/song under a certain genre, she is more likely to favor other movies/songs under this genre. Such side information has been widely leveraged for better movie or music recommendations (Koenigstein et al. 2011; Pei et al. 2017b; Sun et al. 2017a).

Network features (NFs). The advent of social networks has promoted active research on trust-aware recommender systems (Guo et al. 2012; Fang et al. 2014; Guo et al. 2015a). As a kind of homogeneous graph with single type of entity (user) and entity relation (friendship), social networks provide an alternative view of user preferences other than item ratings. The intuition is that social friends may share similar preferences and influence each other by recommending items. It has been proven that the fusion of social networks can yield significant performance enhancements (Jamali and Ester 2010; Ma et al. 2011b; Forsati et al. 2014; Guo et al. 2015b; Ding et al. 2017). Fig. 5 illustrates an example of social networks to help resolve the cold start issue of recommender systems. Alice, as a newly enrolled user, can also get movie recommendations (Toy Story 4), as all of her friends (Bob, Cindy and David) favor this movie.

Feature hierarchies (FHs). More recently, researchers have attempted to investigate user / item features with a more complicated structure, a feature
hierarchy (FH), to further enhance recommendation performance. A FH is a natural yet powerful structure for human knowledge, and it provides a machine- and human-readable description of a set of features and their affiliatedTo relations. The benefits brought by explicitly modeling feature relations through FHs have been investigated in a broad spectrum of disciplines, from machine learning (Jenatton et al. 2010; Kim and Xing 2010) to natural language processing (Hu et al. 2015). In the context of recommender systems, FHs have been proven to be more effective in generating high-quality recommendations than FFs (Ziegler et al. 2004; Weng et al. 2008; Menon et al. 2011; Koenigstein et al. 2011; Mnih 2011; Kanagal et al. 2012; He et al. 2016c; He et al. 2016c; Yang et al. 2016a; Sun et al. 2017b). Typical examples of FHs include online products hierarchies (e.g., the Amazon web store (McAuley et al. 2015)) and food hierarchies (e.g., Gowalla (Liu et al. 2013)). Fig. 6 offers an example of a 3-layer FH for Women’s Clothing in Amazon. If a customer prefers skirts, she may possibly like heels to match her skirt instead of athletic shoes. This is due to both Skirts and Heels belonging to a higher layer category – Fashion Clothing, and they inherit similar characteristics of fashion style. By considering the affiliatedTo relations among features in FHs, recommendations can be generated in a more accurate and diverse manner.

Knowledge graphs (KGs). Recently, with the development of semantic web,
knowledge graphs (KGs) (Yan et al., 2007; Lin et al., 2015; Wang et al., 2017c; Cai et al., 2018) as an auxiliary data source have attracted extensive interest in the community of recommender systems. In contrast with FHs, which are generally limited to describing features with the child-parent (i.e., affiliatedTo) relationship, KGs connect various types of features related to users (e.g., demographics and social networks) or items (e.g., the genre, director and actor of a movie), in a unified global representation space (See Fig. 7). Leveraging the heterogeneous connected information from KGS helps with the inference of subtler user or item relationships from different angles, which are difficult to be uncovered merely with homogeneous information (e.g., genre). The recommendation accuracy can, therefore, be further boosted with the incorporation of KGS (Yu et al., 2013a; Yu et al., 2013b; Luo et al., 2014; Shi et al., 2015; Grad-Gyenge et al., 2015; Catherine and Cohen, 2016; Shi et al., 2016; Zhang et al., 2016; Zheng et al., 2017a; Wang et al., 2017c; Zhang et al., 2017b; Sun et al., 2018; Wang et al., 2018c).

Non-structural data. All the aforementioned side information, including FFs, FHs, NFs and KGS, is structural knowledge. Apart from that, some non-structural data (e.g., text, image and video content) has also been widely utilized for generating high-quality recommendations. For instance, reviews posted by users have been adopted for evaluating their experience (e.g., online shopping, POI check-in). Compared with ratings, reviews can better reflect different as-
Figure 7: An example of a KG in movie domain, which contains users, movies, actors, directors and genres as entities; rating, categorizing, acting, and directing as entity relations.

Aspects of users’ preferences (Yin et al. 2013; He et al. 2015; Gao et al. 2015; Wang et al. 2017a).

Suppose a user, Sarah, posted a review for a restaurant – “The staff was super friendly and food was nicely cooked! will visit again”. From this we may infer that Sarah is quite satisfied with the “food” and “service” of the restaurant. Hence, reviews can serve as complementary information to explain the ratings and model users’ preferences in a finer granularity (Wu et al. 2017a; Catherine and Cohen 2017; Zheng et al. 2017b; Seo et al. 2017; Tay et al. 2018; Lu et al. 2018). Moreover, image has also been taken into account for better visual recommendations (Lei et al. 2016; Liu et al. 2017; Niu et al. 2018) and general recommendations (McAuley et al. 2015; Zhou et al. 2016; Wang et al. 2017a; Alashkar et al. 2017; Yu et al. 2018), as the visual features related to items (e.g., movie poster, book covers, hotel/food/clothing photos) play an important role to attract users and further affect their decision-making process (Zhang et al. 2016; He and McAuley 2016b; He and McAuley 2016a; Chen et al. 2017; Chu and Tsai 2017).

Discussion. For the structural information, from flat features to network features and feature hierarchies, and to knowledge graphs, the structure becomes more and more complex, evolving from a homogeneous structure to a heterogeneous one, with increasing entity types and entity relations, as summarized
Table 2: Comparison of different data structures w.r.t. entity types and entity relations.

| Data                | Flat features | Network features | Feature hierarchies | Knowledge graphs |
|---------------------|---------------|------------------|--------------------|------------------|
| Entity Types        | 1             | 1                | >= 1               | > 1              |
| Entity Relations    | 0             | 1                | 1                  | > 1              |

Table 3: Summary of representative state-of-the-art recommendation algorithms with side information, where ‘FFs, NFs, FHs, KGs’ denote the structural side information, namely flat features, network features, feature hierarchies, and knowledge graphs, respectively; ‘MMs, LFM, RLM, DLM’ represent memory-based, latent factor, representation learning and deep learning models, respectively. Note that they have the same meanings for all the following tables. Besides, in this table we also include the ‘Basic’ methods without incorporating side information for each type of methodology.

| No. | Basic | Structural Data | Non-Structural Data | Total |
|-----|-------|------------------|---------------------|-------|
|     |       | FFs | NFs | FHs | KGs | Text | Images | Videos |       |
| MMs | 2     | 2   | 5   | 3   | -   | 2    | -      | -      | 14    |
| LFM | 8     | 17  | 15  | 10  | 6   | 10   | 9      | -      | 75    |
| RLM | 6     | 4   | -   | -   | -   | -    | -      | -      | 10    |
| DLM | 12    | 7   | 5   | 2   | 14  | 18   | 6      | 1      | 65    |
| Total| 28    | 30  | 25  | 15  | 20  | 30   | 15     | 1      | 164   |

In Table 2, for instance, in the flat features, there is only one type of entity (genres of movie) and no entity relation; while in the social network, besides one entity type (users), there is only one type of entity relation (friendship). In terms of the knowledge graph, it contains multiple types of entities and entity relations in a unified space. The more sophisticated the side information is, the more knowledge and information are encoded. Therefore, it is a necessity to develop more advanced fundamental methodologies to efficiently accommodate such information. When it comes to the non-structural side information (e.g., text, images, videos), we need to utilize the deep learning advances to help extract the hidden features. In sum, it is often impossible to disentangle various useful side information from the fundamental methodologies for better recommendations: they are mutually enhanced by each other in a cooperative fashion.

To sum up, Fig. 3a and b depict the overall scheme of the proposed new
taxonomies to categorize the fundamental methodologies and diverse side information for recommendation. Specifically, we propose a novel taxonomy to categorize: (1) the fundamental recommendation methodologies from memory-based methods, latent factor models and representation learning models towards deep learning models; and (2) the side information by their intrinsic data types, including structural data (flat features, network features, feature hierarchies and knowledge graphs), and non-structural data (text, images and videos). Based on this, we conducted a systematic, comprehensive, and insightful analysis on state-of-the-art hybrid recommendation approaches with side information. Table 3 summarizes the statistics of all representative algorithms that we select for coverage (164-28=136 in total) from the above two perspectives. Around 95% of the papers were published in recent 10 years.

For ease of exposition, we will present and analyze all the conventional models (i.e., memory based methods, latent factor models and representation learning models) with various types of side information in Section 3. Following this, Section 4 introduces deep learning models with diverse side information.

3. Conventional models with side information

In this section, we present and analyze the exploitation of various side information for conventional models, including memory-based methods, and latent factor models, as well as representation learning models.

3.1. Memory-based methods with side information

Early recommendation approaches with side information were mainly built upon memory-based methods (MMs) (Schafer et al. 2007; Adomavicius and Tuzhilin 2005; Desrosiers and Karypis 2011). Typical research includes approaches either with item side information (e.g., item categories (Sharma et al. 2011; Hwang et al. 2012)) or user side information (e.g., social networks (Guo et al. 2012)).

MMs+FFs. Many MMs consider flat features (FFs) for recommendation with pre- or post-filtering manner, based on the assumption that users may have
similar interests with other users who are affiliated to the same features. For instance, Hwang et al. (2012) introduced the notion of category experts, and predicted unknown ratings for the target user by aggregating the ratings of category experts instead of traditional similar users. It is equivalent to leveraging the flat categories to cluster (i.e., pre-filter) users into different groups. Davidson et al. (2010) proposed a Youtube video recommender, where flat categories are used to post-filter videos, to further ensure the diversity of the final recommended videos.

**MMs+NFs.** Later, the advent of social networks has promoted active research in the area of trust-aware recommender systems. A number of works leverage social networks, that is, the network features (NFs), for effective recommendations (Guo et al. 2012; Guo 2012; Guo 2013; Guo et al. 2014; Guo et al. 2015a). These methods posit that social friends may share similar interests. Specifically, they estimate the unknown ratings for the target user by merging the ratings of her trusted friends.

**MMs+FHs.** Several researchers also attempted to fuse feature hierarchies (FHs) into MMs by exploiting the user- and product-taxonomy distributions. For example, Ziegler et al. (2004) devised a user-based taxonomy-driven product recommendation method. In particular, they first represented each product by a taxonomy distribution vector, where elements denote the scores of the product’s affiliation to the respective topics in the taxonomy. Then, the user taxonomy vector is obtained by summarizing the vectors of products that the user has interacted with. It discovers the user neighbors by calculating the similarity of the corresponding user-taxonomy vectors. Following this, Weng et al. (2008) proposed an item-based approach named HTR with the incorporation of both the user-item preference and user-taxonomic preference. Besides, category hierarchies give a precise description about functions and properties of products. They are utilized to estimate user preferences at different category levels for recommending POIs to users who visit a new city (Bao et al. 2012).

**MMs+TFs.** Some researchers adopted text features (e.g. reviews, comments)
via either word-level text similarity or extracted sentiment. For instance, [Terzi et al. 2014] proposed TextKNN to measure the similarity between users based on the similarity of text reviews instead of ratings. [Pappas and Popescu-Belis 2013] developed a sentiment-aware nearest neighbor model (SANN) for recommendations over TED talks. It adapts the estimated ratings by making use of the sentiment scores extracted from user comments.

Discussion. Memory-based methods [Sarwar et al. 2001; Koren 2008], however, are widely recognized as being less effective than model-based ones in large-scale datasets due to the time-consuming search in the user or item space. In a nutshell, the weak scalability of MMs limits their exploitation of the knowledge encoded in various side information, and even hinders them to encode side information with more complicated structural data (e.g., knowledge graphs) and non-structural data (e.g., images and videos). On the other hand, the underlying principles of fusing side information still provide valuable guidance for model-based methods.

3.2. Latent factor models with side information

Due to the high efficiency, state-of-the-art recommendation methods are mainly dominated by latent factor models (LFMs) [Shi et al. 2014], including matrix factorization (MF) [Mnih and Salakhutdinov 2008; Koren et al. 2009; Wang et al. 2015c], weighted non-negative matrix factorization (WNMF) [Zhang et al. 2006], Bayesian personalized ranking (BPR) [Rendle et al. 2009], tensor factorization (TensorF) [Karatzoglou et al. 2010], factorization machine (FM) [Rendle 2010, 2012], SVD++ [Koren 2008], timeSVD++ [Koren 2009] and RFSS [Zhao et al. 2017]. As discussed, they typically learn and model users’ behavior (e.g., ratings, purchases) patterns by employing the global statistical information of historical user-item interaction data. Specifically, they usually decompose the high-dimensional user-item rating matrices into low-rank user and item latent matrices. The basic idea is that both users and items can be characterized by a number of latent features, and thus the prediction can be computed as the inner product of corresponding user and item latent vectors.
Many effective recommendation methods with side information fall into this category (Shi et al. 2011; Yang et al. 2012; Chen et al. 2012; Hu et al. 2014; Sun et al. 2017a).

Table 4: Summary of state-of-the-art latent factor model based recommendation algorithms with side information, where ‘FFs, NFs, FHs, KGs’ represent structural side information, namely flat features, network features, feature hierarchies and knowledge graphs; ‘TFs, IFs’ denote the non-structural side information, namely text features and image features.

| Algorithm     | Venue     | Year | Structural | Non-Str. | Reference |
|---------------|-----------|------|------------|----------|-----------|
|               |           |      | FFs NFs FHs KGs | TFS IFs |           |
| CMF           | KDD       | 2008 | ✓            |          | Singh and Gordon |
| TensorF       | RecSys    | 2010 | ✓           | –        | –         |
| HOSVD         | TKDE      | 2010 | ✓           | –        | –         |
| FPMC          | WWW       | 2010 | ✓           | –        | –         |
| TagCDSCF      | UMAP      | 2011 | ✓           | –        | –         |
| CircleCon     | KDD       | 2012 | ✓           |          |           |
| FM            | TIST      | 2012 | ✓           | –        | –         |
| SVDFeature    | JMLR      | 2012 | ✓           |          |           |
| NCRP-MF       | SIGIR     | 2014 | ✓           | –        | ✓         |
| GeoMF         | KDD       | 2014 | ✓           |          |           |
| CAPRF         | AAAI      | 2015 | ✓           | –        | ✓         |
| ARMF          | KDD       | 2016 | ✓           |          |           |
| ICLF          | UMAP      | 2017 | ✓           | –        |           |
| TransFM       | RecSys    | 2018 | ✓           | –        | ✓         |
| TRec          | ECRA      | 2019 | ✓           | –        | ✓         |
| SoReg         | CIKM      | 2008 | –           | ✓        | –         |
| RSTE          | SIGIR     | 2009 | –           | ✓        | –         |
| RWT           | RecSys    | 2009 | –           | ✓        | –         |
| SocialMF      | RecSys    | 2010 | –           | ✓        | –         |
| SoReg         | WSDM      | 2011 | –           | ✓        | –         |
| RSTE          | TIST      | 2011 | –           | ✓        | –         |
| TrustMF       | IJCAI     | 2013 | –           | ✓        | –         |
| SR            | SIGIR     | 2013 | –           | ✓        | –         |
| DTrust        | AAAI      | 2014 | –           | ✓        | –         |
| MFTD          | TOIS      | 2014 | –           | ✓        | –         |
| TrustSVD      | AAAI      | 2015 | –           | ✓        | –         |
| MF-Tax        | RecSys    | 2011 | –           | ✓        | –         |
| TaxLF         | JMLR      | 2011 | –           | ✓        | –         |
| H+LR++        | KDD       | 2011 | –           | ✓        | –         |
| BMF           | NIPS      | 2012 | –           | ✓        | –         |
| Trans-Cate    | CIKM      | 2013 | –           | ✓        | –         |
| TaxF          | VLDB      | 2013 | –           | ✓        | –         |
| ReMF          | RecSys    | 2016 | –           | ✓        | –         |
| CHM            | UMAP      | 2016 | –           | ✓        | –         |
| Sherlock       | IJCAI     | 2016 | –           | ✓        | ✓         |
| HeiVH         | AAAI      | 2017 | –           | ✓        | –         |
| HeteMF        | IJCAI     | 2013 | –           | ✓        | –         |
| HeteRec       | RecSys    | 2013 | –           | ✓        | –         |
| HeteRec+      | WSDM      | 2014 | –           | ✓        | –         |
| HeteCF        | ICDM      | 2014 | –           | ✓        | –         |
| SemRec        | CIKM      | 2015 | –           | ✓        | –         |
| GraphLF       | RecSys    | 2016 | –           | ✓        | –         |

(To be continued)
| Algorithm | Venue | Year | FFs | NFs | FHs | KGs | TFs | IFs | Reference |
|----------|-------|------|-----|-----|-----|-----|-----|-----|----------|
| HFT      | RecSys | 2013 | ✓   | –   | –   | –   | –   | –   | McAuley and Leskovec |
| G_Rec    | UMAP  | 2013 | –   | –   | –   | –   | ✓   | –   | Pero and Horvath |
| EFM      | SIGIR | 2014 | –   | –   | –   | –   | ✓   | –   | Zhang et al. |
| TopicMF  | AAAI  | 2014 | –   | –   | –   | –   | ✓   | –   | Mao et al. |
| EnFM     | WWW   | 2017 | –   | –   | ✓   | –   | –   | ✓   | Chu and Tsai |
| EBR      | ECRA  | 2017 | –   | –   | –   | –   | ✓   | –   | Pourgholamali et al. |
| AFV      | ECRA  | 2018 | –   | –   | –   | –   | ✓   | –   | Xu et al. |
| IRRec    | SIGIR | 2015 | –   | –   | –   | –   | –   | ✓   | McAuley et al. |
| Vista    | RecSys| 2016 | –   | –   | –   | –   | –   | ✓   | He et al. |
| VBPR     | AAAI  | 2016 | –   | –   | –   | –   | –   | ✓   | He and McAuley |
| TVBPR    | WWW   | 2016 | –   | –   | –   | –   | ✓   | –   | He and McAuley |
| VPOI     | WWW   | 2017 | –   | –   | –   | –   | ✓   | –   | Wang et al. |
| DeepStyle| SIGIR | 2017 | ✓   | –   | –   | –   | –   | ✓   | Liu et al. |
| DCFA     | WWW   | 2018 | –   | –   | –   | –   | –   | ✓   | Yu et al. |

3.2.1. Latent factor models with flat features (LFMs+FFs)

Early LFMs (See Table 4) incorporate flat features (FFs) to help learn better user and item latent representations\(^2\). As further summarized in Table 5, several generic feature-based methods have been proposed. For instance, Singh and Gordon (2008) proposed collective matrix factorization (CMF) by simultaneously decomposing the user-item and user-feature/item-feature matrices. Then, Chen et al. (2012) designed SVDFeature, which assumes that the representations of users or items can be influenced by those of their affiliated features. Karatzoglou et al. (2010) proposed tensor factorization (TensorF), which is a generalization of MF that allows for a flexible and generic integration of features by modeling the data as a user-item-feature N-dimensional tensor instead of the traditional 2D user-item matrix. Rendle (2010, 2012) devised factorization machine (FM) algorithm to model the pairwise interactions between all variables using factorized parameters.

Most of the state-of-the-art LFMs+FFs methods are built upon the four types of generic feature-based methods mentioned above: (1) based on CMF, Shi et al. (2014) introduced TagCDCF by factorizing the user-item and cross-domain tag-based user and item similarity matrices. Lippert et al. (2008) proposed a

---

\(^2\) In this survey, the following words ‘embedding’, ‘representation’, ‘latent vector’ and ‘latent feature’ are interexchangablely used.
prediction model – MRMF by jointly factorizing the user-item and user-feature (e.g., gender) as well as item-feature (e.g., genre) matrices. Gao et al. (2015) proposed a location recommender – CAPRF, which jointly decomposes the user-location interaction and location-tag affinity matrices; (2) based on SVDFeature, Hu et al. (2014) proposed a rating prediction approach called NCRP-MF, which learns the embeddings of items by adding their affiliated categories. Bruno et al. (2019) proposed a hotel recommender – TRec – with the incorporation of hotel themes. They argue that the embedding of a hotel should be reflected by those themes that the hotel belongs to; (3) based on TensorF, Symeonidis et al. (2010) proposed a unified recommendation model (HOSVD) via tensor factorization for user-tag-item triplet data; and (4) based on FM, Pasricha and McAuley (2018) proposed a sequential recommendation model – TransFM, which adopts FM to fuse user and item flat features, such as user gender and item category.

In addition to the aforementioned ones, there are still other related works. For instance, Yang et al. (2012) leveraged FFs to do pre-filtering. They designed CircleCon to infer the category-specific social trust circle for recommendation by assuming that a user may trust different subsets of friends regarding different categories. Given the assumption that users (items) have different preferences (characteristics) on different categories, Sun et al. (2017a) proposed a category-aware model – ICLF, which estimates a user’s preference to an item by multiplying the inner product of the user and category latent vectors, and that of item and category latent vectors, where the category is the one that the item belongs to. Similarly, Li et al. (2016) proposed ARMF to predict a user’s taste over an item by multiplying the inner product of user and item latent vectors, and the user’s preference to the affiliated categories of the item.

Summary of LFMs+FFs. Table 5 summarizes all the methods that belong to LFMs+FFs category. First, significant improvements have been achieved with these methods in comparison with the plain LFMs without considering FFs, which strongly verifies the usefulness of FFs for more effective recommendations. Second, comparable performance can be obtained by CMF, SVDFeature and
Table 5: Classifications of state-of-the-arts w.r.t. LFs+FFs.

| Type       | Representative Method |
|------------|-----------------------|
| CMF        | (1) CMF (Singh and Gordon 2008); (2) MRMF (Lippert et al. 2008); (3) TagCDCF (Shi et al. 2011); (4) CAPRF (Gao et al. 2015) |
| SVDFeature | (1) SVDFeature (Chen et al. 2012); (2) NCRP-MF (Hu et al. 2014); (3) TRec (Bruno et al. 2019) |
| TensorFlow| (1) TensorF (Karatzoglou et al. 2010); (2) HOSVD (Krizhevsky et al. 2012) |
| FM         | (1) FM (Rendle 2010, 2012); (2) TransFM (Pasricha and McAuley 2018) |
| Others     | (1) CircleCon (Yang et al. 2012); (2) ICLF (Sun et al. 2017a); (3) ARMF (Li et al. 2016) |

TensorF based methods, while the time complexity of TensorF based methods far exceeds the other two types of methods. Third, extensive empirical studies have demonstrated the superiority of the FM based approaches among all the counterparts, as they explicitly consider the pair-wise interactions between users and items as well as their flat features.

3.2.2. Latent factor models with network features (LFMs+NFs)

Many studies integrated social networks into LFsMs for achieving better recommendation performance. The underlying rationale is that users could share similar interests with their trusted friends. Three types of representative methods, including CMF-based, SVDFeature-based, and regularization-based ones, are discussed in detail as follows.

**CMF based methods.** One line of research is mainly based on collective matrix factorization (CMF) (Singh and Gordon 2008), which jointly decomposes both the user-item interaction matrix and the user-user trust matrix. For example, Ma et al. (2008) proposed SoRec to better learn the user embeddings by simultaneously factorizing the user-item and user-trust matrices. Fang et al. (2014) proposed DTrust, which decomposes trust into several aspects (e.g., benevolence, integrity) and further employs the support vector regression technique to incorporate them into the matrix factorization model for rating
Table 6: Classifications of state-of-the-arts w.r.t. LFMs+NFs.

| CMF                        | SVDFeature          | Regularization     |
|----------------------------|---------------------|--------------------|
| • SoRec (Ma et al. 2008)   | • RSTE (Ma et al.   | • SocialMF (Jamali  |
| • DTrust (Fang et al. 2014)| 2009a, 2011a)       | and Ester 2010)    |
| • TrustMF (Yang et al. 2013a)|                    | • SoReg (Ma et al. |
| • TrustSVD (Guo et al. 2015b)|                    | 2011b)             |

prediction. Yang et al. (2013a) presented TrustMF, which leverages truster and trustee models to properly catch on a twofold influence of trust propagation on the user-item interactions. Guo et al. (2015b) devised TrustSVD, which inherently involves the explicit and implicit influence of rated items, and thus further incorporates both the explicit and implicit influence of trusted users.

SVDFeature based methods. Another line of research mainly followed the basic idea of SVDFeature, which supposes that the representation of a user will be affected by that of her trusted friends. For example, Ma et al. (2009a, 2011a) proposed RSTE, which represents the embedding of a user by adding those of her trusted friends.

Regularization based methods. The third line of research adopted the regularization technique (Smola and Kondor 2003) to constrain the distance of embeddings between a user and her trusted friends. For example, SocialMF (Jamali and Ester 2010) and CircleCon (Yang et al. 2012) are designed on the assumption that a user and her trusted friends should be close to each other in their embedding space. Ma et al. (2011b, 2013) proposed SoReg and SR to minimize the embedding difference of a user and their trusted friends. Later, Forsati et al. (2014) and Ma et al. (2009b) respectively introduced MFTD and RWT/RWD to further employ distrust information to maximize the distance of embeddings between a user and her distrusted users.

Summary of LFMs+NFs. Table 6 summarizes the three types of LFMs+NFs.
To conclude, first, the effectiveness of NFs for more accurate recommendation has been empirically validated, when comparing with the plain LFM. Second, regularization is generally a quite straightforward and time-efficient way to incorporate social influence, which naturally allows trust propagation among indirect social friends. For instance, suppose that users $u_j, u_k$ are friends of user $u_i$. By regularizing the distances of $(u_i, u_j)$ and $(u_i, u_k)$ respectively, the distance of $(u_j, u_k)$ is indirectly constrained. Third, CMF based methods usually achieve the best performance. For instance, DTrust and TrustSVD outperform most of the other trust-aware approaches. Finally, the methods fusing both trust and distrust information perform better than those merely considering single aspect, suggesting the usefulness of distrust for recommendation; and this is further confirmed by the fact that the distrust-based methods perform almost as well as the trust-based methods (Ma et al. 2009b), which proves that the distrust information among users is as important as the trust information (Pang et al. 2015).

### 3.2.3. Latent factor models with feature hierarchies (LFMs+FHs)

As summarized in Table 7, the first type of algorithms are based on the basic idea of SVDFeature. For instance, both MF-Tax (Koenigstein et al. 2011) and TaxF (Kanagal et al. 2012) model the embedding of an item by equally adding those of its ancestor features in the hierarchy. Later, He et al. (2016c) proposed Sherlock, which manually defines the various influence of categories at different layers of the hierarchy. In contrast, TaxLF (Mnih 2011), CHLF (Sun et al. 2017a) and HieVH (Sun et al. 2017b) strive to automatically learn the different influences. The second type utilizes the regularization technique. For instance, Menon et al. (2011) proposed an ad-click prediction method that regularizes the embeddings of features in the hierarchy via the child-parent relation. However, it assumes that an ad is conditionally independent from all higher layer features. Yang et al. (2016a) proposed ReMF to automatically learn the impacts of category hierarchies by parameterizing regularization traversing from the root to leaf categories.
| Type       | Representative Method |
|------------|-----------------------|
| SVDFeature | (1) MF-Tax (Koenigstein et al. 2011); (2) TaxF (Kanagal et al. 2012); (3) Sherlock (He et al. 2016c); (4) TaxLF (Mnih 2011); (5) CHLF (Sun et al. 2017a); (6) HieVH (Sun et al. 2017b) |
| Regularization | (1) H+LR++ (Menon et al. 2013); (2) ReMF (Yang et al. 2016a) |

Summary of LFM+FHs. All representative LFM+FHs methods are summarized in Table 7. Compared with FFs where features are independently organized at the same layer, the FHs provide human- and machine-readable descriptions of a set of features, and their parent-child relations. The richer knowledge encoded in FHs enables a more accurate and diverse recommendation. Regardless of SVDFeature or regularization based methods, they all indicate that the categories at different layers of the hierarchy play different roles in characterizing the user-item interactions. The type of methods being able to automatically identify the different saliency of the hierarchical categories can achieve a better exploitation of FHs, so as to generate much more high-quality recommendations.

3.2.4. Latent factor models with knowledge graphs (LFMs+KGs)

Most of the LFM+KGs methods generally first extract meta paths (Sun et al. 2013) from KGs, and these paths are then fed into LFM for high-quality recommendations. Some of these methods adopt the regularization technique to incorporate the influence of the extracted meta paths. For instance, Yu et al. (2013a) extracted paths connecting item pairs, and leveraged the path-based item similarity as the regularization coefficient of the pairwise item embeddings. Another type of methods employs the path-based similarity to learn the user preference diffusion. For example, Yu et al. (2013b) developed HeteRec to learn the user preference diffusion to the unrated items that are connected with her rated items via meta paths. It was further extended to HeteRec_p for incorporating personalization via clustering users based on their interests. Similarly, Luo et al. (2014) proposed HeteCF, which leverages the path-based similarity
Table 8: Classifications of state-of-the-arts w.r.t. LFMs+KGs.

| Regularization | Diffusion | Graph Method |
|----------------|-----------|--------------|
| • HeteMF (Yu et al. 2013a) | • HeteRec (Yu et al. 2013b) | • GraphLF (Catherine and Cohen 2016) |
| • HeteCF (Luo et al. 2014) | • HeteRec-p (Yu et al. 2014) | |
| • HeteCF (Luo et al. 2014) | • SemRec (Shi et al. 2015) | |

Besides the meta-path-based approaches, there is another line of research focusing on designing graph-based methods mainly attributed to the underlying technique of random walk. For instance, by combining the strengths of LFMs with graphs, Catherine and Cohen (2016) proposed GraphLF which adopts a general-purpose probabilistic logic system (ProPPR) for recommendation.

Summary of LFMs+KGs. Table 8 summarizes all the representative recommendation methods under LFMs+KGs. For a more in-depth discussion, first, by simplifying entity types and relation types, the complex KGs can be downgraded to other simple structural side information, such as FFs and NFs. For instance, we can only keep the item-category affinity relations, or user-user friendship relations in KGs to mimic FFs and NFs, respectively. From this point of view, LFMs+KGs can be regarded as the generalized version of feature-based approaches. Second, the majority of these methods make use of meta paths (Sun et al. 2011) to extract knowledge from the KG. By incorporating meta paths, the ideas of other recommendation models such as user-/item-oriented CF can be easily modeled in a generic way. Consider an example where we start with user $u_i$ and follow a meta path:

$$\text{User} \xrightarrow{\text{isFriendOf}} \text{User} \xrightarrow{\text{watched}} \text{Movie}.$$
We thus can reach the movies that are watched by the friends of $u_i$. Hence, this meta path underpins the idea of user-oriented CF. To sum up, the usage of meta paths helps deliver an ensemble recommender. Third, the success of these methods, nevertheless, heavily relies on the quality and quantity of the handcrafted meta paths, which additionally requires domain knowledge. Besides, the manually designed features are often incomplete to cover all possible entity relations. These issues largely limit the capability of these methods to generate high-quality recommendations.

3.2.5. Latent factor models with text features (LFMs+TFs)

Aside from the user-item rating matrices, the relevant reviews often provide the rationale for users’ ratings and identify what aspects of an item they cared most about, and what sentiment they held for the item. We summarize four types of methods under LFM+TFs: word-level, sentiment-level, aspect-level, and topic-level methods. They mainly focus on extracting useful information encoded in the text features, such as reviews, tips, comments, content and descriptions, to further boost recommendation accuracy.

**Word-level methods.** Word-level methods usually directly extract the words from textual information. For instance, [Hu et al., 2014] proposed a SVDFeature based method (NCRP-MF) that models the embedding of a business by adding those of words extracted from its relevant reviews. [Pourgholamali et al., 2017] proposed a feature-based matrix factorization method (EBR) which first extracts words from product descriptions and user review texts, and then employs the word embedding technique ([Mikolov et al., 2013] to learn semantic product and user representations. These representations are ultimately incorporated into the matrix factorization model for better recommendations. [Chu and Tsai, 2017] proposed EnFM, which extracts important words from textual reviews via *term frequency and inverse document frequency* (TF-IDF) technique ([Ramos et al., 2003]. They enhanced the *factorization machine* (FM) by fusing the extracted words as features of users and items.

**Sentiment-level methods.** The second type is the sentiment-level, that is,
analyzing the sentiment expressed by the textual information. Some studies leverage the extracted sentiment to do pre- or post-filtering. For instance, Pero and Horváth (2013) proposed \( O_{\text{pre}} \) to pre-process the user-item interaction matrix to generate the user-item opinion matrix, where the opinion matrix is obtained based on textual reviews. They also devise \( O_{\text{post}} \) to post-process the predicted ratings by adding the estimated opinion score. Bruno et al. (2019) proposed TRec to utilize binary sentiment score extracted from reviews to post-filter low-quality items from the final item ranking list. Other studies leverage the extracted sentiment from reviews as the corresponding confidence for the factorization, which indicates the importance of each user-item interaction pair. \( O_{\text{model}} \) (Pero and Horváth 2013) and CAPRF (Gao et al. 2015) both adopted the user-item sentiment matrix as a confidence matrix to constrain the factorization process. Recently, Xu et al. (2018) proposed AFV based on SVD (Paterek 2007), which employs the adjective features extracted from user reviews to reflect users’ perceptions on items. It automatically learns user and item representations under these features for more accurate and explainable item recommendations.

**Aspect-level methods.** To minimize the reliance on sentiment analysis accuracy, the third type is based on the aspect-level, which extracts aspects (the specific properties of items) from textual information. For instance, He et al. (2015) proposed Trirank that accommodates users, items and aspects into a heterogeneous graph. They adopted graph regularization technique (Smola and Kondor 2003) to constrain the distance of user-item, user-aspect and item-aspect pairs. Guo et al. (2017) developed a knowledge graph named as aspect-aware geo-social influence graph, which incorporates the geographical, social and aspect information into a unified graph. Zhang et al. (2014a) devised EFM by extracting both aspect and sentiment from the user reviews. It builds user-aspect attention and item-aspect quality matrices based on the phrase-level sentiment analysis, and then simultaneously decomposes these two matrices together with the user-item interaction matrix.
Table 9: Classifications of state-of-the-arts w.r.t. LFMs+TFs.

| Type          | Representative Method                          |
|---------------|-----------------------------------------------|
| Word-level    | (1) NCRP-MF [Hu et al. 2014]; (2) EBR [Pourgholamali et al. 2017]; (3) EnFM [Chu and Tsai 2017] |
| Sentiment-level| (1) O_pre, O_post, O_model [Pero and Horváth 2013]; (2) CAPRF [Gao et al. 2015]; (3) AFV [Xu et al. 2018]; (4) TRec [Bruno et al. 2019]; (5) ORec [Zhang and Chow 2015] |
| Aspect-level  | (1) Trirank [He et al. 2015]; (2) EFM [Zhang et al. 2014a] |
| Topic-level   | (1) HFT [McAuley and Leskovec 2013]; (2) TopicMF [Bao et al. 2014]; (3) AFV [Xu et al. 2018] |

**Topic-level methods.** This type of methods exploits the topic modeling methods, such as latent Dirichlet allocation (LDA) [Blei et al. 2003], to extract the latent topics in the review texts. For instance, McAuley and Leskovec (2013) proposed the hidden factors as topics (HFT) approach, which learns the item latent-topic distribution from all related reviews. The learned distribution is then linked with the corresponding item latent factor via a transformation function. Later, Bao et al. (2014) further extended HFT by proposing TopicMF. It correlates the latent topics of each review with the user and item latent factors simultaneously. Also, AFV [Xu et al. 2018] adopts LDA to learn the item-topic distribution. Then the Kullback-Leibler (KL) divergence [Hershey and Olsen 2007] is utilized to calculate the review-topic-based neighbors of items.

**Summary of LFMs+TFs.** We summarize these state-of-the-art methods in Table 9 where word-level approaches are the most straightforward ones without any understanding about the content of text features, while the aspect- and sentiment-level approaches leverage natural language processing (NLP) toolkits to extract useful information from the text features. The NLP technique helps the algorithms explicitly understand what aspects of an item that users care most about, and what opinions they possess for the item. The accuracy of aspect extraction and sentiment analysis, nonetheless, is the bottleneck for further advancements. Moreover, the topic-level approaches go deeper to ex-
tract the latent topics hidden in the text features. The learned latent topic distribution enables the algorithms to achieve a subtle understanding of the user-item interactions. In a nutshell, from word-level to the sentiment- and aspect-level, and ultimately to the topic-level, an increasingly deeper and more subtle understanding on the text features is gradually achieved, which enables the algorithms to model text features from a raw- to fine-grained manner. All methods mentioned above, however, ignore the fact that not all reviews written by a user (or written for an item) are equally important for modeling user preferences (or item characteristics), and even not all the words contained in one review contribute identically to represent this review. These issues have been well addressed by the deep learning models with attention mechanisms, which we will introduce later.

3.2.6. Latent factor models with image features (LFMs+IFs)

There are also several latent factor models that consider image features, since images play a vital role in domains like fashion, where the visual appearances of products have great influence on user decisions. As a type of extremely complicated non-structural data, the fusion of image features for LFMs, however, generally follows two phases: (1) extract visual features from images based on the pre-trained models, such as deep neural networks; and (2) fuse the extracted visual features into LFMs for better recommendations.

He et al. (2016b; 2016c; 2016a; 2016b) proposed a series of recommendation methods for the fashion domain to exploit visual features that are extracted from product images by pre-trained deep neural networks (Jia et al. 2014). They include: (1) VBPR (He and McAuley 2016b) is an extension of BPR-MF (Rendle et al. 2009) that learns an embedding kernel to linearly transform the high-dimensional product raw visual features into a much lower-dimensional ‘visual rating’ space. The low-dimensional product visual features are then fused into BPR-MF for more accurate recommendations; (2) Sherlock (He et al. 2016c) upgrades VBPR, and learns additional product visual vectors by mapping the raw product visual features across hierarchical categories of products. It, thus,
accounts for both high-level and subtle product visual characteristics simultaneously; (3) TVBPR (He and McAuley 2016a) advances VBPR by studying the evolving visual factors that customers consider when evaluating products, so as to make better recommendations; and (4) Vista (He et al. 2016b) further takes into account visual, temporal and social influences simultaneously for a sequential recommendation in fashion domain.

Other researchers also endeavored to make use of visual features for more accurate recommendation. For instance, McAuley et al. (2015) proposed an image-based recommender, IRec, which employs the visual features to distinguish alternative and complementary products. Chu and Tsai (2017) devised a restaurant recommender, EnFM, by leveraging two types of visual features, namely convolutional neural network (CNN) (LeCun and Bengio 1995) features and color name (CN). It first represents the attribute of a restaurant by the visual features of its related images, and then feeds the attribute into the factorization model to help achieve high-quality recommendations. Wang et al. (2017d) designed VPOI to incorporate the visual content of restaurants for an enhanced point-of-interest (POI) recommendation. For a user-location pair \((u,l)\), it minimizes the difference between user \(u\) (location \(l\)) and her posted images (its relevant images) with regard to their embeddings. Liu et al. (2017) proposed DeepStyle for learning style features of items and sensing preferences of users. It learns item style representations by subtracting the corresponding item category representations from the visual features generated via CNN. The learned item style representations are then fused into BPR for personalized recommendations. Similarly, Yu et al. (2018) proposed a tensor factorization model – DCFA to leverage the aesthetic features rather than the conventional features to represent an image. They believed that a user’s decision largely depends on whether the product is in line with her aesthetics.

Summary of LFM+s-IFs. Undoubtedly, the image features have inspired new models for recommender systems, that is, exploiting visual features (e.g., style of an item) to model the user-item interactions, and have greatly boosted rec-
ommendation accuracy and attractiveness. As we mentioned earlier, due to the intricacy of image features, they can not be directly used by LFMs. To this end, two modules are required to be separately trained: (1) feature extraction module usually adopts deep learning techniques, such as CNN [LeCun and Bengio 1995], to learn visual representations of items from images; and (2) the preference learning module, such as matrix factorization, takes the learned visual representations to help adjust the final item representations learning process. Such separately learning hinders these methods from achieving optimal performance improvements. In this view, it calls for unified and elegant recommendation models to exploit such kinds of features.

3.2.7. Discussion of LFMs with side information

First, compared with memory-based methods, LFMs have relatively higher scalability and flexibility, which enables them to incorporate various types of side information, regardless of the structural or non-structural ones, for more accurate recommendations. However, the investigation of fusing structural data is more prevalent than that of non-structural data, as illustrated by Table 4. Second, most of the LFMs with side information are extended from the generic feature-based methods, such as matrix factorization with side information regularization [Jamali and Ester 2010], collective matrix factorization (CMF) [Singh and Gordon 2008], SVDFeature [Chen et al. 2012], tensor factorization (TensorF) [Karatzoglou et al. 2010], and factorization machine (FM) [Rendle 2010; 2012]. Third, generally, the more complex side information has been incorporated, the more high-quality recommendations can be achieved. For instance, LFMs+FHs outperforms LFMs+FFs, and the performance of LFMs+KGs is better than that of other LFMs with structural side information; Fourth, although LFMs are capable of accommodating more complex side information (i.e., knowledge graphs, text and image features), the information encoded in such complex data cannot be directly utilized by LFMs. In this sense, most of these methods are composed of two independent phases, namely feature extraction and preference learning. For instance, the fusion of knowledge graphs is
based on meta-path (Sun et al. 2011) extraction. The integration of text features relies on aspect extraction and sentiment analysis advances (Zhang et al. 2014b), and the utilization of image features highly depends on deep neural networks (Jia et al. 2014; LeCun and Bengio 1995) to help extract visual features of images. The independence of these two phases limits further performance increments of LFM with side information to some degree. This issue has been partially alleviated by deep learning models, as elaborated in the subsequent subsections.

3.3. Representation learning models with side information

In contrast to LFM, representation learning models (RLM) have proven to be effective for recommendation tasks in terms of capturing local item relations by utilizing item embedding techniques.

There are many studies related to RLM for recommendation. For instance, Barkan and Koenigstein (2016) first devised a neural item embedding model (Item2Vec) for collaborative filtering, which is capable of inferring item-to-item relationships. Note that the original Item2Vec cannot model user preferences by only learning item representations. Some studies, therefore, extended Item2Vec by taking personalization into account. For instance, Grbovic et al. (2015) developed three recommendation models: Prod2Vec, BagProd2Vec and User2Vec. Specifically, Prod2Vec learns product representations at product-level over the entire set of receipt logs, whereas BagProd2Vec learns at the receipt-level. User2Vec simultaneously learns representations of products and users by considering the user as a “global context”, motivated by Paragraph2Vec algorithm (Le and Mikolov 2014). Next, Wang et al. (2015b) proposed a novel hierarchical representation model (HRM) to predict what users will buy in the next basket (sequential recommendation). HRM can capture both sequential behavior and users’ general tastes. Liang et al. (2016) proposed CoFactor based upon CMF (Singh and Gordon 2008), which synchronously decomposes the user-item interaction matrix and the item-item co-occurrence matrix.

By taking advantages of RLMs, some researchers attempted to integrate
Table 10: Classifications of state-of-the-arts w.r.t. representation learning models (RLMs), where ‘Basic’ denotes the fundamental RLMs without side information; and ‘Side Info’ represents the RLMs with side information.

| Type      | Non-Personalized | Personalized     |
|-----------|------------------|------------------|
| Basic     | Item2Vec (Barkan and Koenigstein 2016) | User2Vec (Grbovic et al. 2015) |
|           | Prod2Vec (Grbovic et al. 2015) | HRM (Wang et al. 2015b) |
|           | BagProd2Vec (Grbovic et al. 2015) | CoFactor (Liang et al. 2016) |
| Side Info | MetaProd2Vec (Vasile et al. 2016) | CWAPR-T (Liu et al. 2016b) |
|           | POI2Vec (Feng et al. 2017) | MRLR (Sun et al. 2017c) |

Side information (e.g., categories, tags) into RLMs to help learn better user and item embeddings, thus to gain further performance enhancements for recommendation (Grbovic et al. 2015; Vasile et al. 2016; Sun et al. 2017c). For instance, Vasile et al. (2016) extended Item2Vec to a more generic non-personalized model – MetaProd2Vec, which utilizes item categories to assist in regularizing the learning of item embeddings. Liu et al. (2016b) proposed temporal-aware model (CWAPR-T) by leveraging the Skip-gram model. It jointly learns the latent representations for a user and a location, so as to respectively capture the user’s preference as well as the influence of the context of the location. Feng et al. (2017) designed POI2Vec which incorporates the geographical influence to jointly model user preferences and POI sequential transitions. Recently, Sun et al. (2017c) proposed a personalized recommender, MRLR, to jointly learn the user and item representations, where the item representation is regularized by item categories.

**Discussion of RLMs with side information.** Table 10 summarizes all the RLMs based recommendation approaches. First, although there is much less work on RLMs with side information than that on LFMs with side information, RLMs provide a different viewpoint to learn item representations: by capturing local item relations in terms of each individual user’s interaction data while LFMs aim to learn user and item representations at the global level. Second, the
objective function of fundamental RLMs (Item2Vec) is actually a softmax layer which has been widely adopted in the attention mechanisms (Chen et al. 2017; Seo et al. 2017), or as the output layer of many deep learning models (Zhang et al. 2017c; Yang et al. 2017). From this viewpoint, RLMs can be considered as transitions from shallow to deep neural networks. Third, the fundamental RLMs (Item2Vec) do not consider personalization very well, and should be further extended to accommodate the user’s preference. This can be expressed in different manners, such as the averaged representations of items that the user has interacted with, or be treated as the “global context” via Paragraph2Vec (Le and Mikolov 2014). Fourth, most of the RLMs with side information focus on incorporating simple flat features, such as item categories (Sun et al. 2017c; Vasile et al. 2016). This is equivalent to adding regularizations on the item embedding learning process. Similarly, other types of data (e.g., FHs) could be considered and adapted to further augment the performance of RLMs based recommendation methods. Lastly, the exploitation of Item2Vec stemming from Word2Vec inspires more technique transformations from the NLP domain to recommendation tasks, such as Paragraph2Vec and Document2Vec (Le and Mikolov 2014).

4. Deep learning models with side information

Deep learning models (DLMs) have gained significant success in various domains, such as computer vision (CV) (Krizhevsky et al. 2012), speech recognition (Schmidhuber 2015), and natural language processing (NLP) (Cho et al. 2014b). They have also recently attracted tremendous research interest from the recommendation community. In contrast to LFM and RLMs, DLMs based recommendation approaches (e.g., AutoRec (Sedhain et al. 2015), NCF (He et al. 2017)) can learn nonlinear latent representations through various types of activation functions, such as sigmoid, ReLU (Nair and Hinton 2010). Thanks to the excellent flexibility of DLMs, side information can be efficiently integrated. Plenty of DLMs employ different kinds of structural side information to help
achieve better recommendations, such as item categories (Pei et al. 2017b), social networks (Ding et al. 2017) and knowledge graphs (Sun et al. 2018; Wang et al. 2018c). Moreover, as DLMs have achieved superior performance in CV and NLP, another important research line focuses on leveraging non-structural side information for more effective recommendations, including visual content (Niu et al. 2018; Liu et al. 2017; Chen et al. 2017) and textual content (Catherine and Cohen 2017; Zheng et al. 2017b; Seo et al. 2017; Tay et al. 2018). Therefore, this section aims to provide in-depth analysis on DLMs with various types of side information.

4.1. Basic deep learning models

We first provide an overview of the basic DLMs without integration of side information. These methods, though, merely take into account the user-item historical interaction data, have achieved significant improvements on the recommendation performance due to the superiority of DLMs. They can be broadly classified into five categories as introduced below. We provide a relatively detailed elaboration of these models as they are the bases for more sophisticated deep learning models with side information.

Figure 8: Item-based AutoRec model, where we use the plate notation to indicate that there are n copies of the neural network (one for each item), where W, V are tied across all copies; r^i denotes the observed rating vector for item i (Sedhain et al. 2015).

Auto-Encoder based methods. Auto-Encoder is the simplest neural network with three layers which projects (encodes) the high-dimensional input layer into

---

3Here, for facilitating the presentation, we consider all artificial neural networks as deep learning models, including the ones with one hidden layer (e.g., shallow auto-encoder).
a low-dimensional hidden layer, and finally re-projects (decodes) the hidden layer to the output layer. The goal is to minimize the reconstruction error, that is, to find the most efficient compact representations for the input data. One early work was AutoRec proposed by (Sedhain et al. 2015), as illustrated by Fig. 8. It adopts fully-connected layers to project the partially observed user or item vectors into a low-dimensional hidden space, which is then reconstructed into the output space to predict the missing ratings.

**MLP based methods.** MLP is short for *multi-layer perceptron* (Rumelhart et al. 1985), which contains one or more hidden layers with arbitrary activation functions providing levels of abstraction. Thus, it is a universal network to extract the high-level features for approximating the user-item interactions. Based on MLP, He et al. (2017) proposed the *neural collaborative filtering* (NCF) framework which tries to integrate generalized matrix factorization (GMF) with MLP: (1) GMF applies a linear kernel to model the user-item interactions in latent space; and (2) MLP uses a non-linear kernel to learn the user-item interaction function from the data. Fig. 9a shows a way of fusing GMF and MLP (called the NeuMF model), where their outputs are concatenated and fed into the NeuMF layer. Xue et al. (2017) designed a *deep matrix factorization* model (DMF), which exploits multi-layer non-linear projections to learn the user and item representations by making use of both explicit and implicit feedbacks (See Fig. 9b).

**CNN based methods.** In essence, *convolutional neural network* (CNN) (LeCun and Bengio 1995) can be treated as a variant of MLP. It takes input and output with fixed sizes, and its hidden layers typically consist of convolutional layers, pooling layers, and fully connected layers. By regarding the input data as an image, CNN can be utilized to help capture the local features. For instance, Tang and Wang (2018) proposed Caser for next item recommendation, as depicted in Fig. 10a. It embeds a sequence of recent interacted items into a latent space which is considered as an image. Convolutional filters for two directions are then adopted: (1) horizontal filters facilitate to capture union-level
Figure 9: (a) Neural matrix factorization model, which fuses generalized matrix factorization (GMF) on the left side and multi-layer perceptron (MLP) on the right side [He et al., 2017]; (b) Deep matrix factorization model, which leverages multi-layer non-linear projections to learn user and item representations [Xue et al., 2017].

patterns with multiple union sizes; and (2) vertical filters help capture point-level sequential patterns through weighted sums over latent representations of previous items. [He et al., 2018a] designed ConvNCF, as shown by Fig. 10b. It first utilizes an outer product (interaction map) to explicitly model the pairwise correlations between user and item embeddings, and then employs CNN to learn high-order correlations among embedding dimensions from locally to globally in a hierarchical way.

**RNN based methods.** Recurrent neural network (RNN) [Collobert et al., 2011] has been introduced in recommendation tasks mainly for temporal recommendation and sequential recommendation (or next item recommendation), as it is capable of memorizing historical information and finding patterns across time. For instance, [Hidasi et al., 2015] developed SeRNN for session-based next-item recommendation. It is built upon the gated recurrent unit (GRU) [Cho et al., 2014a], a more elaborate model of RNN for dealing with the vanishing gradient problem. [Yu et al., 2016] designed a dynamic recurrent basket model (DREAM) based on RNN, which not only learns a dynamic representation of a user but also captures the global sequential features among the baskets, as illustrated by Fig. 11a. [Jing and Smola, 2017] devised NSR based on long-short term memory (LSTM) [Hochreiter and Schmidhuber, 1997] to estimate when a
Figure 10: (a) the architecture of Caser, where the dash rectangular boxes are convolutional filters with different sizes. It uses previous 4 actions ($L = 4$) to predict which items user $u$ will interact with in next 2 steps ($T = 2$) (Tang and Wang 2018); (b) the overall framework of ConvNCF, where the correlation of user and item embeddings is expressed by the outer product, and then CNN is adopted to learn the high-level abstract correlation (He et al. 2018a).

user will return to a site and predict her future listening behavior. Liu et al. (2016a) proposed a novel spatial temporal RNN (ST-RNN) for next-location recommendation as depicted in Fig. 11b, which models both local temporal and spatial contexts in each layer with time-specific as well as distance-specific transition matrices, respectively. Wu et al. (2017b) proposed RRN to capture both the user and item temporal dynamics by endowing both users and items with a LSTM auto-regressive model, as depicted by Fig. 11c.

**Attention based methods.** Motivated by the human visual attention nature and attention mechanisms in natural language processing (Yang et al. 2016b) and computer vision (Pei et al. 2017a; Xu et al. 2015), attention has gained tremendous popularity in the community of recommender systems. It mainly aims to cope with the data noisy problem by identifying relevant parts of the input data for modeling the user-item interactions (Pei et al. 2017b). The standard vanilla attention mechanism learns the attention scores for the input data by transforming the representations of input data via fully-connected layers, and
Figure 11: (a) the overall framework of DREAM, where the pooling operation on the items in a basket aims to get the representation of the basket. The input layer comprises a series of basket representations of a user. The hidden layer handles the dynamic representation of the user, and the output layer shows scores of this user for all items (Yu et al. 2016); (b) ST-RNN injects the time- and distance-specific transition matrices to the input embedding (i.e., embedding of location visited by user $u$ at time $t_i$ - $q^u_{t_i}$) of RNN at each time step (Liu et al. 2016a); (c) RRN utilizes individual recurrent networks to address the temporal evolution of user and movie state respectively. The state evolution for a user depends on which movies (and how) a user rated previously. Likewise, a movie’s parameters are dependent on the users that rated it in the previous time interval and its popularity among them. To capture stationary attributes, it adopts an additional (conventional) set of auxiliary parameters $u_i$ and $m_j$ for users and movies respectively (Wu et al. 2017b).
Figure 12: (a) the overall framework of DeepMove, where the Recurrent Layer captures sequential transitions contained in the current trajectory, and the Historical Attention Module captures the mobility regularity from the historical trajectories. The Concat Layer combines all the features from Attention, Recurrent and Embedding modules into a new vector (Feng et al. 2018); (b) the overview of AttRec, where both short- and long-term user’s interests have been considered, and the short-term interest is learned via a self-attention mechanism (Zhang et al. 2018).

Then adopting an extra softmax layer to normalize the scores (Pei et al. 2017b; Chen et al. 2017; Wang et al. 2018b). Normally, the attention mechanism often cooperates with either RNN to better memorize very long-range dependencies, or CNN to help concentrate on the important parts of the input. For instance, Feng et al. (2018) designed DeepMove for user mobility prediction depicted by Fig. 12a. It designs RNN to capture the sequential transitions contained in the current trajectory, and meanwhile proposes a historical attention model to capture the mobility regularity from the lengthy historical records. Recently, self-attention (Vaswani et al. 2017) has started to gain exposure, as it can replace RNN and CNN in the sequence learning, achieving better accuracy with lower computation complexity. It focuses on co-learning and self-matching of two sequences whereby the attention weights of one sequence are conditioned on the other sequence, and vice verse (Zhang et al. 2018). Inspired by self-attention, Zhang et al. (2018) proposed a novel sequence-aware recommendation model,
Table 11: Classifications of basic deep learning models for recommendation, where ‘AE’ denotes auto-encoder; ‘Attn’ refers to attention.

| Type   | Representative Method                          |
|--------|-----------------------------------------------|
| AE     | (1) AutoRec (Sedhain et al. 2015);           |
| MLP    | (1) NCF (He et al. 2017); (2) DMF (Xue et al. 2017) |
| CNN    | (1) Caser (Tang and Wang 2018); (2) ConvNCF (He et al. 2018a) |
| RNN    | (1) SeRNN (Hidasi et al. 2015); (2) DREAM (Yu et al. 2016); (3) NSR (Jing and Smola 2017); (4) RRN (Wu et al. 2017b) |
| Attn   | (1) DeepMove (Feng et al. 2018); (2) AttRec (Zhang et al. 2018); (3) SASRec (Kang and McAuley 2018) |

AttRec, by considering both short- and long-term user interests shown as Fig. 12b. It utilizes self-attention mechanism (Vaswani et al. 2017) to estimate the relative weights of each item in the user’s interaction trajectories to learn better representations for the users transient interests. Similarly, Kang and McAuley (2018) also developed a self-attention based sequential model (SASRec) that can capture the long-term user interests, but makes the predictions based on relatively few actions. It identifies which items are ‘relevant’ from a user’s action history with an attention mechanism.

Summary of basic DLMs. Table 11 summarizes the representative basic DLMs that are the essential bases, and can be readily adapted for DLMs with side information. First, Auto-Encoder, as the simplest neural network, can be extended to fuse both structural and non-structural side information by learning the contextual representations of items from flat features (e.g., item categories) (Dong et al. 2017), text (e.g., articles, reviews) (Okura et al. 2017) or image (e.g., movie posters) (Zhang et al. 2016) features, as we will discuss later. Second, as a universal network, MLP helps efficiently extract the high-level user and item representations for better recommendations. Besides, it can be easily extended to fuse structural side information by concatenating flat features with user or item embeddings as the input data (Cheng et al. 2016; Covington et al. 2016; Niu et al. 2018). Third, CNN is extensively exploited to capture the spatial
patterns, that is, the local relations among the features in the “image” format data with fixed input and output lengths. Thus, it is more capable of coping with non-structural side information, such as texts and images. Fourth, RNN is generally employed to capture sequential patterns or temporal dynamics with arbitrary input and output lengths. Hence, it is more suitable for sequential recommendation to predict what next item that users will be interested in (Yao et al. 2017; Zhang et al. 2017c), or explainable recommendation to generate texts (e.g., review, tips) (Li et al. 2017; Lu et al. 2018). Last, the emergence of vanilla attention mechanisms further advance existing neural networks (e.g., CNN, RNN) by explicitly distinguishing the different importance of the input data. Self-attention mechanisms can revolutionize the deep learning structures. To sum up, all of the above methods are foundations of DLMs with side information taken into account (as summarized in Table 12), and will be elaborated in the following subsections.

4.2. Deep learning models with flat features (DLMs+FFs)

Plenty of DLMs have incorporated flat features (e.g., user gender, item categories) for better recommendations.

**Auto-Encoder based methods.** Dong et al. (2017) developed a hybrid recommender, HDS, which makes use of both the user-item rating matrix and flat features. It learns deep user and item representations based on two additional stacked denoising auto-encoders (aSDAEs) (Vincent et al. 2010) with the side information as the input (e.g., user gender, item categories). The aSDAEs are jointly trained with the matrix factorization to minimize the rating estimation error as well as aSDAE reconstruction error. Okura et al. (2017) presented a news recommender, ENR, which first learns distributed representations of articles based on a variant of a denoising autoencoder (Vincent et al. 2008). The model is trained in a pair-wise manner with a triplet \((a_0, a_1, a_2)\) as input to preserve their categorical similarity, where the articles \(a_0, a_1\) are in the same category and \(a_0, a_2\) belong to different categories. Then, it generates user representations by using a recurrent neural network (RNN) with browsing histories.
Table 12: Summary of state-of-the-art deep learning based recommendation algorithms with side information, where ‘FFs, NFs, FHs, KGs’ represent structural side information, namely flat features, network features, feature hierarchies and knowledge graphs; ‘TFs, IFs, VFs’ denote the non-structural side information, namely text features, image features and video features.

| Algorithm     | Venue     | Year  | Structural FFs | NFs | FHs | KGs | Non-Struct. TFs | IFs | VFs | Reference       |
|---------------|-----------|-------|----------------|-----|-----|-----|----------------|-----|-----|----------------|
| Wide&Deep     | RecSys    | 2016  | ✓              | –   | –   | –   | –              | –   | –   | Cheng et al.    |
| DNN           | RecSys    | 2016  | ✓              | –   | –   | ✓   | –              | –   | –   | Covington et al.|
| CDL-Image     | CVPR      | 2016  | ✓              | ✓   | –   |    | –              | –   | –   | Lei et al.      |
| HDS           | AAAI      | 2017  | ✓              | –   | –   | –   | –              | –   | –   | Dong et al.     |
| IARN          | CIKM      | 2017  | ✓              | ✓   | –   | –   | –              | –   | –   | Pei et al.      |
| ENR           | KDD       | 2017  | ✓              | –   | –   | ✓   | –              | –   | –   | Okura et al.    |
| SH-CDL        | TKDE      | 2017  | ✓              | –   | –   | ✓   | –              | –   | –   | Yin et al.      |
| NPR           | WSDM      | 2018  | ✓              | –   | –   | –   | ✓              | –   | –   | Niu et al.      |
| 3D-CNN        | RecSys    | 2017  | –              | ✓   | –   | –   | ✓              | –   | –   | Tuan and Phuong |
| NEXT          | arXiv     | 2017  | –              | ✓   | –   | –   | ✓              | –   | –   | Zhang et al.    |
| BayDNN        | CIKM      | 2017  | –              | ✓   | –   | –   | –              | –   | –   | Ding et al.     |
| DeepSoR       | AAAI      | 2018  | –              | ✓   | –   | –   | –              | –   | –   | Fan et al.      |
| GraphRec      | arXiv     | 2019  | –              | ✓   | –   | –   | –              | –   | –   | Fan et al.      |
| CKE           | KDD       | 2016  | –              | –   | ✓   | –   | ✓              | –   | –   | Zhang et al.    |
| TransNets     | RecSys    | 2017  | –              | –   | ✓   | –   | –              | –   | –   | Catherine and Cohen|
| PACE          | KDD       | 2017  | –              | –   | ✓   | –   | –              | –   | –   | Yang et al.     |
| RKGE          | RecSys    | 2018  | –              | –   | ✓   | –   | –              | –   | –   | Sun et al.      |
| KPRN          | AAAI      | 2018  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| DKN           | WWW       | 2018  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| RippleNet     | CIKM      | 2018  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| RippleNet agg | TOIS      | 2019  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| RCF           | arXiv     | 2019  | –              | –   | ✓   | –   | –              | –   | –   | Xin et al.      |
| KGCN          | arXiv     | 2019  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| KGCN-LS       | arXiv     | 2019  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| MKR           | arXiv     | 2019  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| KTUP          | arXiv     | 2019  | –              | –   | ✓   | –   | –              | –   | –   | Cao et al.      |
| KGAT          | arXiv     | 2019  | –              | –   | ✓   | –   | –              | –   | –   | Wang et al.     |
| CDL           | KDD       | 2015  | –              | –   | –   | ✓   | –              | –   | –   | Wang et al.     |
| SERM          | CIKM      | 2017  | –              | –   | –   | ✓   | –              | –   | –   | Yao et al.      |
| JRL           | CIKM      | 2017  | –              | –   | –   | ✓   | –              | –   | –   | Zhang et al.    |
| DeepCoNN      | WSDM      | 2017  | –              | –   | –   | ✓   | –              | –   | –   | Zhang et al.    |
| NRT           | SIGIR     | 2017  | –              | –   | –   | ✓   | –              | –   | –   | Li et al.       |
| D-Attn        | RecSys    | 2017  | –              | –   | –   | ✓   | –              | –   | –   | Seo et al.      |
| RRN-Text      | arXiv     | 2017  | –              | –   | –   | ✓   | –              | –   | –   | Wu et al.       |
| MT            | RecSys    | 2018  | –              | –   | –   | ✓   | –              | –   | –   | Lu et al.       |
| MPRC          | KDD       | 2018  | –              | –   | –   | ✓   | –              | –   | –   | Tay et al.      |
| Exp-Rul       | AAAI      | 2017  | –              | –   | –   | ✓   | –              | –   | –   | Alashkar et al. |
| ACF           | SIGIR     | 2017  | –              | –   | –   | ✓   | ✓              | –   | –   | Chen et al.     |
as input sequences, and finally matches and lists articles for users based on inner-product operations.

**MLP based methods.** Cheng et al. (2016) designed Wide&Deep to jointly train wide linear regression models and deep neural networks, where the categorical features are converted into low-dimensional embeddings, and then fed into the hidden layers of the deep neural network. Covington et al. (2016) introduced DNN for video recommendation on Youtube (www.youtube.com). It includes: (1) a deep candidate generation model where a user’s watch history and side information such as the demographic features of users, are concatenated into a wide layer followed by several fully connected layers with ReLU (Nair and Hinton 2010) to generate video candidates that users are most likely to watch; and (2) a deep ranking model which has similar architecture as the candidate generation model to assign a ranking score to each candidate video. Niu et al. (2018) proposed a pair-wise image recommender, NPR, with the fusion of multiple contextual information including tags, geographic and visual features. It adopts one fully-connected layer and element-wise product to learn the user’s contextual (i.e., topic, geographical and visual) preference representations, which is concatenated with her general preference representation in the merged layer. Finally, the merged preference representation is connected with the feed-forward network to generate recommendations.

**CNN based methods.** Lei et al. (2016) developed a pair-wise learning method (CDL-Image) for image recommendation. Three sub-networks are involved, wherein two identical sub-networks are used to learn representations of positive and negative images for each user via CNN, and the remaining one is used to learn the representation of user preference via four fully-connected layers. The input user vectors for this network are vectors of relevant tags generated by Word2Vec.

**RNN based methods.** Pei et al. (2017b) devised a ‘RNN+Attention’ based approach (IARN), which is similar as RRN (Wu et al. 2017a). It uses two RNNs to capture both user and item dynamics. The estimated rating of user \( u \)
on item $i$ is the inner product of the corresponding hidden representations, which are transformations of the final hidden states in the two RNNs. Furthermore, it learns the attention scores of user and item history in an interactive way to capture the dependencies between the user and item dynamics. Feature encoder is used to fuse a set of categories $K$ that item $i$ belongs to, where a category $k \in K$ is modeled as a transformation function $M^k_i$ that projects the item embedding $e_i$ into a new space. Therefore, the influence of $K$ flat categories is denoted by the sum of their respective impacts, that is, $\sum_{k=1}^K M^k_i \cdot e_i$.

### Summary of DLMs+FFs.

The flat features are generally incorporated into various DLMs in three different ways, as summarized in Table 13: (1) pre-filtering is the simplest way. For instance, ENR (Okura et al. 2017) adopts item categories to pre-select the positive (within the same or similar categories) and negative (across different categories) articles; (2) concatenation is the most straightforward way. For instance, Wide&Deep (Cheng et al. 2016), DNN (Covington et al. 2016), and CDL-Image (Lei et al. 2016) directly concatenate all feature vectors together and feed them into the proposed network architecture. This is quite similar to what SVDFeature does in LFM which directly adds feature representations to corresponding user and item representations. Despite their success on lifting accuracy, the flat features are mostly exploited in a coarse fashion by mere concatenation; and (3) projection is the most fine-grained way in comparison with the above two ways. For example, HDS (Dong et al. 2017) and NPR (Niu et al. 2018) employ neural networks to learn deep user or item

---

Table 13: Classifications of DLMs+FFs, where ‘AE’ denotes auto-encoder; ‘Pre-f, Conc, Proj’ represent Pre-filter, Concatenate, Projection, respectively.

| Method     | Model Type | FF Usage Type | Reference         |
|------------|------------|---------------|-------------------|
|            | AE MLP CNN RNN | Pre-f Conc Proj |                  |
| ENR        | ✓          | ✓             | Okura et al. (2017) |
| HDS        | ✓          | ✓             | Dong et al. (2017)  |
| Wide&Deep  | ✓          | ✓             | Cheng et al. (2016)  |
| DNN        | ✓          | ✓             | Covington et al. (2016)  |
| NPR        | ✓          | ✓             | Niu et al. (2018) |
| CDL-Image  | ✓          | ✓             | Lei et al. (2016) |
| IARN       | ✓          | ✓             | Pei et al. (2017b) |

---
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representations under different features, that is, the user and item contextual representations. By doing so, the special information from different flat features is taken into consideration. In other words, more elaborate design on feature fusion, together with the natural superiority of DLMs, may bring extra performance increments on recommendation.

4.3. Deep learning models with network features (DLMs+NFs)

In the proposed CNN based pair-wise image recommendation model (CDL-Image) (Lei et al. 2016), social networks are utilized to help exclude negative images for each user. In particular, they assign the images to be negative, which do not have tags indicating the interests of the user and her friends. The social network is merely used to do pre-filter. Zhang et al. (2017c) proposed a MLP-based method, named NEXT for next POI recommendation. Similar to SVDFeature (Chen et al. 2012), the embeddings of user and item are influenced by those of corresponding meta-data (i.e., social friends, item descriptions). Based on this, the user and item embeddings are further modeled by one layer of feed-forward neural network supercharged by ReLU (Nair and Hinton 2010) for generating recommendations. The exploitation of social networks in this approach is exactly the same as that in LFM.

Later, Ding et al. (2017) designed a CNN-based method (BayDNN) for friend recommendation in social networks. It first exploits CNN to extract latent deep structural feature representations by regarding the input network data as an image and then adopts the Bayesian ranking to make friend recommendations. This is fairly the first work that proposes an elegant and unified deep learning approach with social networks. After that, Fan et al. (2018) proposed a rating prediction model (DeepSoR), which first uses Node2Vec (Grover and Leskovec 2016) to learn the embeddings of all users in the social network, and then takes the averaged embeddings associated with the $k$ most similar neighbours for each user, as the input of a MLP architecture, so as to learn non-linear features of each user from the social relations. Finally, the learned user features are integrated into the probabilistic matrix factorization for rating prediction. Base on
this, they further proposed a novel attention neural network (GraphRec) \cite{fan2019graphrec} to jointly model the user-item interactions and user social relations. First, the user embedding is learned via aggregating both (1) the user’s opinions towards interacted items with different attention scores and (2) the influence of her social friends with different attention scores. Analogously, the item embedding is learned via attentively aggregating the opinions of users who have interacted with the item. All attention scores are automatically learned through a two-layer attention neural network. Finally, the user and item embeddings are concatenated and fed into a MLP for rating prediction.

**Summary of DLMs+NFs.** First, similar as DLMs+FFs, the usage of NFs in DLMs evolves from simple pre-filtering, to moderate summation via SVDFeature, and finally to deep projection. This further helps support our point that the exploitation of side information in LFM could provide better clues and guidance for DLMs. Second, extensive experimental results have demonstrated that DLMs+NFs consistently defeat LFM+NFs in terms of their recommendation accuracy. However, we also notice that the studies on fusing NFs into DLMs are quite fewer than those on LFM+NFs. On the other hand, there is still a great demand on social friend recommendations with the rapid development of social network platforms, such as Facebook, Twitter and so forth, which calls for more in-depth investigation on DLMs+NFs. Third, as the NFs can be considered as a graph, other graph related DLMs can also be adopted, including graph convolutional networks (GCN) \cite{duvenaud2015convolutional, niepert2016learning} and graph neural network (GNN) \cite{scarselli2008graph}. They have attracted considerable and increasing attention due to their superior learning capability on the graph-structured data. Last, the idea of leveraging distrust information and trust propagation in LFM+NFs is still worthy of exploration in DLMs+NFs.

4.4. **Deep learning models with feature hierarchies (DLMs+FHs)**

\cite{tuan2017learning} proposed a 3D-CNN framework that combines session clicks and content features (i.e., item descriptions and category hier-
archies) into a 3-dimensional CNN with character-level encoding of all the input data. To utilize the information encoded in the hierarchy, they concatenated the current category with all its ancestors up to the root and use the resulting sequence of characters as the category feature, for example, “apple/iphone/iphone7/accessories”. However, this method cannot distinguish the different impacts of categories at different layers of the hierarchy. In IARN (Pei et al. 2017b), the feature encoder is used to fuse a set of categories $K$ that item $i$ belongs to, where a category $k$ is modeled as a transformation function $M^k_i$ that projects the item embedding $e_i$ into a new space. In terms of the hierarchical categories, it considers the recursive parent-children relations between categories from the root to leaf layer, that is, $\prod_{k=1}^{L} M^k_i \cdot e_i$. With the recursive projection, the item can be gradually mapped into a more general feature space.

Summary of DLMs+FHs. DLMs+FHs is also inadequately studied compared with either LFM+FHs or DLMs with other side information (e.g., FFs, KGs, TFs, IFs), although their effectiveness for high-quality recommendations has been empirically verified (Tuan and Phuong 2017; Pei et al. 2017b). We argue that the advantages of investigation on DLMs+FHs lie in three aspects: (1) FHs are more easily and cost-effectively obtained in real-world applications (e.g., Amazon, Tmall) compared with other complex side information, such as knowledge graphs, textual reviews and visual images; (2) FHs provide human- and machine-readable descriptions about a set of features and their relations (e.g., affinity, alternation, and complement). The rich information encoded in FHs could enable more accurate and diverse recommendations; (3) the volumes of FHs are generally much smaller than other complicated side information, such as KGs, text reviews and visual images. Thus, the integration of FHs will deliver a flexible DLM with less computational cost and high efficiency. In addition, the categories at different layers of the hierarchy have different impacts on characterizing user-item interactions, as already proven by LFM+FHs. To achieve a better exploitation on FHs for more effective recommendation results, such different impacts may be learned by deep learning based advances (e.g.,
attention mechanism) in an automatic fashion.

4.5. Deep learning models with knowledge graphs (DLMs+KGs)

According to how KGs are exploited, three types of approaches under DLMs+KGs are included: graph embedding based methods, path embedding based methods and propagation based methods.

**Graph embedding based methods.** Many KG-aware recommendation approaches directly make use of conventional graph embedding methods, such as TransE (Bordes et al. 2013), TransR (Lin et al. 2015), TransH (Yang et al. 2014) and TransD (Ji et al. 2015), to learn the embeddings for the KG. The learned embeddings are then incorporated into recommendation models. For instance, Zhang et al. (2016) proposed a collaborative knowledge graph embedding method (CKE) that leverages TransR to learn better item representations. This is jointly trained with the item visual and textual representation learning models in a unified Bayesian framework. Wang et al. (2018b) proposed DKN for news recommendation. It exploits CNN to generate embedding for a news $i$ based on its title $t_i$, where a sub-KG related to $t_i$ is extracted and learned based on conventional graph embedding methods like TransD. Then the learned embeddings of entities and corresponding context in the sub-KG, as well as the embeddings of words in $t_i$, are treated as different channels and stacked together as the input of a CNN to learn the news embeddings.

Recently, Cao et al. (2019) proposed KTUP to jointly learn the recommendation model and knowledge graph completion. Inspired by TransH, they came up with a new translation-based recommendation model (TUP) that automatically induces a preference for a user-item pair, and learns the embeddings of preference $p$, user $u$ and item $i$, satisfying $u + p \approx i$. KTUP further extends TUP to jointly optimize TUP (for the item recommendation) and TransH (for the KG completion) to enhance the item and preference modeling by transferring knowledge of entities and relations from the KG, respectively. Similarly, Xin et al. (2019) proposed RCF to generate recommendations based on both the user-item interaction history and the item relational data in the KG. They
developed a two-level hierarchical attention mechanism to model user preference: the first-level attention discriminates which types of relations are more important; and the second-level attention considers the specific relation values to estimate the contribution of an interacted item. Finally, they jointly modeled the user preference via the hierarchical attention mechanism and item relations via the KG embedding method (i.e., DistMult) (Yang et al. 2014).

Other methods adopt deep learning advances to learn the embeddings for the KG. For example, Wang et al. (2019b) developed a multi-task learning approach, MKR, which utilizes the KG embedding task as the explicit constraint term to provide regularization for the recommendation task. The recommendation module takes a user and an item as input, and uses MLP and cross&compress units to output the predicted scores; the KG embedding module also uses MLP to extract features from the head $h$ and relation $r$ of a knowledge triple $\langle h, r, t \rangle$, and outputs the representation of the predicted tail $t$; and the two modules are bridged by the cross&compress units, which automatically share the latent features and learn the high-order interactions between the items in recommender systems and the entities in the KG.

**Path embedding based methods.** Typically, path embedding based methods extract connected paths with different semantics between the user-item pairs, and then encode these paths via DLMs. For instance, Sun et al. (2018) proposed a recurrent knowledge graph embedding method (RKGE). It first extracts connected paths between a user-item pair in the KG, representing various semantic relations between the user and the item. Then these extracted paths are encoded via a batch of RNNs to learn the different path influences on characterizing the user-item interactions. After that, a pooling layer is incorporated to help distinguish the different saliency of these paths on modeling the user-item interaction. Finally, a fully-connected layer is employed to estimate the user’s preference for each item. Following the same idea, Wang et al. (2018c) later designed another KG-aware recommender, KPRN, by further taking into account different entity types and relations when encoding the extracted paths.
via RNNs.

**Propagation based methods.** These KG-aware recommendation approaches take advantage of both graph embedding based methods and path based methods. Instead of directly extracting paths in a KG, *propagation* is adopted to discover high-order interactions between items in recommender systems and entities in the KG, which is equivalent to the automatic path mining.

Wang et al. (2018a; 2019a; 2019c; 2019a) designed a series of KG-aware recommendation methods based on the idea of *propagation*. Specifically, Wang et al. (2018a; 2019a) developed RippleNet which naturally incorporates graph embedding based methods (i.e., three-way tensor factorization) by preference propagation. In particular, it treats user $u$’s interacted items as a set of seeds in the KG, and extends iteratively along the KG links to discover her $l$-order interests ($1 \leq l \leq 3$). Based on this, it learns user $u$’s $l$-order preference with respect to item $v$, respectively, which are then accumulated together as user $u$’s hierarchical preference to item $v$. Later, they further proposed KGCN (Wang et al. 2019c) based on *graph convolutional networks* (GCN) (Niepert et al. 2016; Duvenaud et al. 2015), which outperforms RippleNet. It computes the user-specific item embeddings by first applying a trainable function that identifies important KG relations for a given user and then transforming the KG into a user-specific weighted graph. It further applies GCN to compute the embedding of an item by propagating and aggregating neighborhood information in the KG. After that, to provide better inductive bias, they upgraded KGCN to KGCN-LS (Wang et al. 2019a) by using *label smoothness* (LS), which provides regularization over edge weights and has proven to be equivalent to label propagation scheme on a graph.

Recently, Wang et al. (2019d) designed KGAT, which recursively and attentively propagates the embeddings from a node to its neighbors in the KG to refine the node’s embedding. Specifically, it first uses TransR (Lin et al. 2015) to learn the KG embeddings, and then employs the *graph convolution network* (GCN) (Duvenaud et al. 2015; Niepert et al. 2016) to recursively propagate
Table 14: Classifications of DLMs+KGs, where ‘AE’ denotes auto-encoder; ‘Attn’ means attention; ‘KGE’ refers to knowledge graph embedding; and ‘Prop.’ indicates propagation.

| Method   | Model Type | KG Usage Type | Reference | KG Usage Type | Reference |
|----------|------------|---------------|-----------|---------------|-----------|
|          | AE         | MLP CNN RNN Attn | ✓         | ✓             | Zhang et al. (2016) |
|          |            |               |           | KGE Path Prop. | Cao et al. (2019) |
| CKE      | ✓          |               |           |               | Xin et al. (2019) |
| KTUP     | ✓          |               |           |               | Covington et al. (2016) |
| RCF      | ✓          | ✓             | ✓         | ✓             | Wang et al. (2019) |
| DKN      | ✓          | ✓             | ✓         | ✓             | Sun et al. (2018) |
| MKR      | ✓          | ✓             | ✓         | ✓             | Wang et al. (2018a) |
| RKGE     | ✓          | ✓             | ✓         |               | Wang et al. (2019c) |
| KPRN     | ✓          |               |           | ✓             | Wang et al. (2018a) |
| KGAT     | ✓          | ✓             | ✓         |               | Wang et al. (2019c) |
| RippleNet| ✓          |               |           | ✓             | Wang et al. (2019c) |
| KGCN     | ✓          |               |           | ✓             | Wang et al. (2019c) |

the embeddings along the high-order connectivity, and meanwhile generates attentive weights to reveal the saliency of such connectivity via graph attention network (Velickovic et al. 2017).

Summary of DLMs+KGs. Table 14 summarizes the classifications of DLMs+KGs in terms of fundamental model types and KG usage types. We further summarize the studies from the following perspectives. First, DLMs+KGs show a great superiority compared to LFM+KGs in terms of recommendation accuracy. However, the high computational cost limits the scalability of DLMs+KGs on large-scale datasets. Hence, a promising direction for boosting DLMs+KGs approaches should focus on improving their scalability, and thus reduce time complexity. Second, empirical studies have demonstrated the strength of propagation (i.e., hybrid) based methods against those either exploiting graph embedding or path embedding only. Third, regardless of the KG usage types, most of these methods rely on conventional KG embedding methods such as TransE/R/H/D to incorporate KG for better recommendations. In particular, they learn embeddings for the KG based on the triple \( \langle h, r, t \rangle \), where \( h, t \) separately represent head and tail entities, and \( r \) denotes entity relations. In contrast, several methods attempt to employ deep learning advances, for example, graph convolution network (GCN) is developed to further boost the quality of recommendations. Thus, more further efforts should be devoted to this topic.
Lastly, a better exploitation of the heterogeneity of KGs will facilitate more accurate recommendation results. For instance, by additionally distinguishing entity types and relation types, KPRN (Wang et al. 2018c) performs better than RKGE (Sun et al. 2018), and by attentively identifying the saliency of different relation types, KGCN (Wang et al. 2019a) outperforms RippleNet (Wang et al. 2018a).

4.6. Deep learning models with text features (DLMs+TFs)

There are a number of studies that incorporate textual features (e.g., reviews, tips, and item descriptions) into DLMs for better recommendations.

Auto-Encoder based methods. Wang et al. (2015a) proposed CDL based on the stacked denoising autoencoder (SDAE) (Vincent et al. 2010) to learn the item representation with item content (i.e., paper abstract, and movie plots) as input. With the learned item representations by SDAE as bridge, CDL simultaneously minimizes the rating estimation error via matrix factorization and SDAE reconstruction error. In CKE (Zhang et al. 2016), SDAE is also utilized to extract item textual representations from textual knowledge (i.e., movie and book summaries). This is jointly trained with the matrix factorization and visual representation learning models. In addition, ENR (Okura et al. 2017) also employs a variant of a denoising autoencoder (Vincent et al. 2008) to learn the distributed representations of articles for news recommendation. Yin et al. (2017) proposed SH-CDL which uses deep belief network (DBN), an auto-encoder model (Hinton et al. 2006), to learn the item hidden representations \( f_i \) by feeding the textual content (i.e., categories, descriptions and comments). SH-CDL unifies matrix factorization and DBN by linking the item latent vector \( q_i \) and its hidden representation \( f_i \) under the assumption that \( q_i \) follows a normal distribution with the mean \( f_i \).

MLP based methods. In the video recommendation method (DNN) (Davidson et al. 2010), a user’s watch/impression history, that is, a set of IDs associated with the videos that a user has visited before, and side information (e.g., the
user’s tokenized queries) are concatenated into a wide layer, followed by several layers of fully connected ReLU \cite{Nair2010} to rank the recommendation candidates. In NEXT \cite{Zhang2017a}, the embedding of an item is influenced by that of its description (split into multiple words), and modeled via one fully-connected feed-forward layer supercharged by ReLU \cite{Nair2010}. \cite{Zhang2017b} developed a joint representation learning approach (JRL), which jointly learns user and item representations from three types of sources: (1) textual reviews via PV-DBOW \cite{Le2014}; (2) visual images via CNN; and (3) numerical ratings with a two-layer fully-connected neural network. The learned user and item representations from different sources are respectively concatenated together for pair-wise item ranking.

CNN based methods. The 3D-CNN framework \cite{Tuan2017} combines session clicks and content features (i.e., item descriptions and category hierarchies) into a 3-dimensional CNN with character-level encoding of all input data. \cite{Zheng2017a} designed DeepCoNN to learn both user and item representations in a joint manner using textual reviews. Parallel and identical user and item networks are involved: in the first layer, all reviews written by a user (or written for an item) are represented as matrices of word embeddings to capture the semantic information. The next layer employs CNN to extract the textual features for learning user and item representations. Finally, a shared layer is introduced on the top to couple these two networks together, which enables the learned user and item representations to interact with each other in a similar manner as factorization machine \cite{Rendle2010, Rendle2012}.

\cite{Catherine2017} further extended DeepCoNN by proposing TransNets to help address the issue that a pair-wise review for the target user to the target item may not be available in testing procedure. It thus uses an additional transform layer to transform the latent representations of user and item into those of their pair-wise review. In the training, this layer is regularized to be similar to the real latent representation of the pair-wise review learned by the target network. Therefore, in the testing, an approximate representation of the
pair-wise review can be generated and used for making predictions. Seo et al. (2017) developed D-Attn to jointly learn better user and item representations using CNN with local (L-Attn) and global (G-Attn) attentions. It uses the embeddings of words in the review as input, and adopts both L-Attn and G-Attn to learn the saliency of words with respect to a local window and the entire input texts. These are then fed into two CNNs to learn the respective L-Attn and G-Attn representations of a user (an item), followed by a concatenate layer to get the final user (item) representation. Finally, the inner product of user and item representations is used to estimate a user’s preference to an item.

**RNN based methods.** Yao et al. (2017) proposed SERM for next POI recommendation, which jointly learns the embeddings of multiple features (user, location, time, keyword extracted from text messages) and the transition parameters of the RNN, to capture the spatial-temporal regularities, the activity semantics, as well as the user preferences in a unified way. The embedding layer transforms all features into low-dimensional dense representations, and then concatenates them into a unified representation as the input of RNN module. Wu et al. (2017a) presented a joint review-rating recurrent recommender network (RRN-Text). The rating model uses two LSTMs to capture the temporal dynamics of the user and movie representations, which are further combined with stationary user and item representations. Review texts are modeled by a character-level LSTM, and the input character embeddings are fused with both dynamic and stationary user and item representations in the rating model by the bottleneck layer.

Lu et al. (2018) designed a multi-task learning model, MT, for explainable recommendation. It extends matrix factorization (MF) model by using the textual features extracted from reviews to serve as the regularizers for the user and item representations. In particular, the embedding of each word in the relevant review is sequentially fed into a bidirectional GRU (Cho et al. 2014a) to learn the textual features for the user (item). Similarly, Li et al. (2017) introduced NRT that simultaneously predicts ratings and generates abstractive tips. It
consists of two modules: (1) the neural rating regression module takes the user and item representations as input, and utilizes MLP to predict ratings; and (2) the tips generation module adopts GRU to generate concise tips. Its hidden state is initialized by the user and item representations, and the vectorization of the predicted ratings, as well as the hidden variables from the review text.

**Attention based methods.** D-Attn [Seo et al. 2017] uses two attention mechanisms to learn the importance of words with respect to a local window and the entire input text for better recommendation performance. Different from the existing DLMs with text features, which either adopt traditional network structures (e.g., TransNets [Catherine and Cohen 2017] and DeepCoNN [Zheng et al. 2017b]), or utilize vanilla attention mechanisms to boost these structures (e.g., D-Attn [Seo et al. 2017]), Tay et al. (2018) proposed a new network architecture, MPCN, to dynamically distinguish the importance of different reviews, instead of treating them equally. In this method, each user (or item) is represented as a sequence of reviews, and each review is constructed from a sequence of words. It first leverages the review-level co-attention to select the most informative review pairs from the review bank of each user and item. Then, it adopts word-level co-attention to model the selected review pairs at word-level. Finally, the learned representations for each review pair at different levels are separately concatenated and passed into the factorization machine for rating prediction.

**Summary of DLMs+TFs.** Table 15 summarizes all the DLMs+TFs methods. First, compared with LFM+TFs, which heavily depend on external toolkits to extract knowledge from TFs, DLMs based recommendation approaches seamlessly fuses TFs via deep learning advances such as CNN and RNN. The homogeneity of underlying methodologies facilitates unified and elegant approaches with excellent recommendation accuracy. Second, the exploitation of TFs by DLMs+TFs is in a deeper and more fine-grained fashion. Recall that most LFM+TFs leverage TFs in word-, aspect- and sentiment-level. For instance, they either simply apply averaged words embeddings to represent the text, or
Table 15: Classification of state-of-the-art methods in DLMs+TFs, where ‘AE’ denotes autoencoder; ‘Attn’ means attention; the methods with early fusion are marked by ‘*’, and the rest are late fusion methods.

| Type  | Representative Method                                      |
|-------|-----------------------------------------------------------|
| AE    | (1) CDL (Wang et al. 2015a) (2) CKE (Zhang et al. 2016) (3) ENR (Okura et al. 2017)* (4) SH-CDL (Yin et al. 2017) |
| MLP   | (1) DNN (Davidson et al. 2010)* (2) NEXT (Zhang et al. 2017c)* (3) JRL (Zhang et al. 2017b) |
| CNN   | (1) 3D-CNN (Tuan and Phuong 2017)* (2) DeepCoNN (Zheng et al. 2017b)* (3) TransNets (Catherine and Cohen 2017)* (4) D-Attn (Seo et al. 2017)* |
| RNN   | (1) SERM (Yao et al. 2017)* (2) RRN-Text (Wu et al. 2017a) (3) MT (Lu et al. 2018) (4) NRT (Li et al. 2017) |
| Attn  | (1) D-Attn (Seo et al. 2017)*; (2) MPCN (Tay et al. 2018)* |

utilize the results of aspect extraction and sentiment analysis on the text to help infer user preferences. The topic-level methods, though, model latent topic distribution of text with fine granularity via conventional topic modelling models (e.g., LDA (Blei et al. 2003)), cannot capture the complex relations (e.g., non-linearity) encoded in the text better. In contrast, DLMs+TFs take the text embedding at word-level as input, and feed it into deep learning advances (e.g., SDAE, MLP, CNN, RNN), and extract features of the text via multiple non-linear transformations. Meanwhile, neural attention mechanisms can be adopted to distinguish the saliency of each word for the text, and saliency of each review for users and items, so as to support more accurate recommendations. Third, in DLMs+TFs, text features are generally utilized to learn user (item) contextual representations. Based on the stage that text features are integrated, they can be classified into two types: (1) early fusion and (2) late fusion. With early fusion, for instance, many methods concatenate the text embedding in word-level with the user (item) embedding, which are together fed into the network. This occurs with DNN (Covington et al. 2016), NEXT (Zhang et al. 2017c), 3D-CNN (Tuan and Phuong 2017) and SERM (Yao et al. 2017). Other methods directly use relevant text embeddings of user (item) as input to learn user- and item-textual representations without concatenating user and item embeddings, like ENR (Okura et al. 2017), DeepCoNN (Zheng...
et al. 2017b), TransNets (Catherine and Cohen 2017), and D-Attn (Seo et al. 2017), MPCN (Tay et al. 2018). Late fusion methods, in contrast, are often composed of two parallel modules, namely text module and rating module. The text module employs deep learning advances (e.g., SDAE, MLP, CNN) to help learn user (item) textual representations with the relevant text embedding as input; and the rating module takes another deep neural architecture to help learn the plain user and item representations with the user-item interaction data as input. The text module is responsible for regularizing the rating module to assist in learning better user and item representations, thus achieving outstanding recommendation results. These two modules are jointly trained and mutually enhanced. Typical approaches include CDL (Wang et al. 2015a), CKE (Zhang et al. 2016), SH-CDL (Yin et al. 2017) and JRL (Zhang et al. 2017b).

4.7. Deep learning models with image features (DLMs+IFs)

In CKE (Zhang et al. 2016), the stacked convolutional auto-encoder (SCAE) (Masci et al. 2011) is utilized to extract item visual representations from images (i.e., movie poster and book cover). This is jointly trained with the matrix factorization and textural representation learning models to achieve high-quality recommendations. In CDL-Image (Lei et al. 2016), CNN is adopted to extract the high-level features and learn representations of images. The learned image representation together with the user representation learned via four fully-connected layers are fed into a distance calculation net to estimate the user’s preference for each image. Another image recommender, NPR (Niu et al. 2018) utilizes the image visual features learned via CNN for better recommendations. After dimension reduction, the image visual representations are fed into a fully-connected layer to learn the representation of each user’s contextual preference. In JRL (Zhang et al. 2017b), it jointly learns the user and item representations from three types of sources, namely reviews, images and ratings. It also utilizes a fully-connected layer to learn the image representation which is guided by the raw image features obtained via CNN.
Alashkar et al. (2017) proposed a deep neural network for makeup recommendation with homogeneous style (Exp-Rul). The facial traits are classified automatically and coded as feature vectors, which are then fed into MLP to generate recommendations for each makeup element. The network is trained by examples and guided by rules. In particular, for an automatic analysis on the facial traits, 83 facial landmarks are detected on 900 facial images using the face++ framework (www.faceplusplus.com), and different regions of interest are extracted for different facial attributes. Also, Chen et al. (2017) introduced ACF, a neural network consisting of two attention modules: (1) the component-level attention module learns the user’s preference to the selected informative components inside each item, that is, the regions of image and frame of video; and (2) the item-level attention module helps learn the user’s preference for the entire item by incorporating the learned component-level attentions with weighted combination. They make use of the widely-used architecture, ResNet-152 (He et al. 2016a), to extract visual features from both the regions of images and frames of videos. The idea is quite similar to D-Attn (Seo et al. 2017) that learns user and item representations from the perspectives of local and global attentions towards the relevant reviews.

Summary of DLMs+IFs. Image features play a crucial role for recommendation tasks in domains such as fashion, restaurants and hotels, as well as image-related platforms, such as Flickr and Instagram. They can be used to improve the attractiveness of the recommended items in addition to accuracy. Due to the superior capability of capturing local features, DLMs+IFs is mainly dominated by CNN structures through the use of CNNs to extract visual features from images to generate user (item) visual representations. These visual features are then fed into recommendation frameworks, so as to help regularize and learn high-quality user (item) representations. The major difference between LFM+IFs and DLMs+IFs is the recommendation framework. That is, LFM+IFs simply feeds the extracted visual features into linear latent factor models, whereas DLMs+IFs designs proper deep neural architectures with multiple non-linear...
hidden layers to better accommodate the visual features, and thus achieve more effective recommendation results.

4.8. Deep learning models with video features (DLMs+VF)

The research studies on fusing videos into DLMs for recommendation tasks are far fewer than research about other types of side information. This may be mainly due to two reasons: (1) the video features are much difficult and time-consuming to be obtained and managed compared with other side information; and (2) the volume of video features is generally quite large, requiring a huge computational cost. One representative approach is the ACF (Chen et al. 2017) mentioned above. In particular, it adopts ResNet-152 (He et al. 2016a) to extract visual features for the frames of videos. To further simplify the process, it uses the output of pool5 layer in ResNet-152, which is actually the mean pooling of the feature maps, as the feature vector for each frame of videos.

4.9. Discussion of DLMs with side information

The extensive and insightful analysis on DLMs with side information in the previous subsections leads to the following conclusions: (1) with deep architectures and non-linear transformations, DLMs have been empirically proven to be extraordinary effective in capturing the highly complex user-item interactions compared with the conventional models including MMs, LFM and RLMs. On the other hand, it also should be acknowledged that the performance improvements by deep learning advances are often accompanied with heavy computational cost and much longer training time due to the complexity of deep learning models. To meet this end, expensive computation devices such as powerful graph cards are necessary for effective training and inferring. In other words, conventional models are far more efficient than DLMs regarding time complexity in most cases; and (2) due to their high flexibility, DLMs can be easily extended to incorporate various side information. They have shown overwhelming superiority in coping with complex structural data like knowledge graphs and non-structural data including text features and image features. Moreover,
conventional models normally need to first do feature engineering to fuse the side information and train the model, while DLMs seamlessly combine these two phases in an end-to-end manner.

We now offer further details on DLMs with side information and provide a summary from the following perspectives. (1) Regarding how to integrate various side information into DLMs, there are mainly three ways: (a) pre-filtering is the simplest way to leverage side information to do data pre-processing; (b) concatenation is the most straightforward approach because it directly concatenates all side information together; and (c) projection is a more fine-grained way by mapping users (items) into low-dimensional space regarding the side information to learn the related contextual representations. (2) In terms of when to integrate the side information into DLMs, they can be broadly grouped into two types: (a) early fusion combines all available side information with user (item) in the input layer, and then feeds them into the network architecture to extract more high-level and complex features; and (b) late fusion uses two parallel modules, with the feature module that aims to learn user (item) contextual representations with respect to the side information, and the rating module that aims to learn plain user and item representations via user-item historical interaction data. The two modules are jointly trained and mutually benefit where the feature module regularizes the rating module, while the rating module in turn guides the feature module. (3) Different types of side information improve recommendation performance from different aspects and are incorporated in different ways. For the first issue, in addition to accuracy, FHs and KGs can help with diversity, while text features facilitate explainable recommendations and image features may assist in attractiveness of recommendation. For the latter issue, simple side information like FFs is generally fused by concatenation in the early fusion, while the graph-structural data (e.g., NFs and KGs) can be accommodated with graph related deep learning advances (e.g., CNN, GCN, GNN). Similar to image features, text features (i.e., word embedding matrices) can be treated as images also, both thus can be fed into CNNs for feature extraction.
5. Future Directions

In this Research Commentary, we surveyed recent developments in recommendation with side information. Despite all the progress, there are many challenges to be addressed and plenty of room for improvement. In this section, we identify key challenges and opportunities which we believe can shape future research on this topic. We mainly discuss future directions by considering the following research questions:

- How to further improve deep learning based recommendation with side information in complex structures?
- How to obtain high-quality side information to improve recommendation?
- For which recommendation techniques can side information play an important role, thus should be taken into account?
- In which recommendation scenarios can side information be most valuable?

To answer these questions, we discuss the following challenges and future research directions: deep learning with structured information, leveraging crowdsourcing as means to solicit side information for recommendation; side information for specific recommendation techniques such as reinforcement learning and adversarial recommendation; and side information as an important data source for improving recommendation in specific recommendation scenarios such as cross-domain and package recommendation.

Deep recommenders with structured side information. Integrating side information into deep learning based recommendation is currently an active research topic. Existing approaches, as we have discussed, are highly limited in exploiting the full potential of structured side information for recommendation. The challenges mainly arise from two complications: the intrinsic complexity of structured side information and the difficulty in adapting deep learning models for incorporating structured information.
With knowledge graphs as an example, the current deep learning based recommendation approaches are limited to the usage of the most basic information in a knowledge graph, for example, paths (Sun et al. 2018) or meta-paths (Hu et al. 2018). There is room for improvement by considering higher-level information such as meta-graphs, that is, a collection of linked meta-paths; and hyper-graphs, that is, an abstract view to knowledge graphs that considers entities of the same type as a hyper-node and the connections between hyper-nodes as hyper-edges. Recent work can be found on the hyper-graph based approach for recommendation in Dingqi et al. (2019), though the authors only considered random walk in the hyper-graph for location recommendation in LBSNs. More research is needed to take advantage of meta-graphs or hyper-graphs for deep learning based recommendation.

We observe that the majority of existing methods process structured information into a data format that is consumable by common neural network architectures (e.g., convolutional or recurrent). An alternative approach to using structured side information in deep learning based recommendation is adapting deep neural networks such that they can directly model structured information. Seminal work has been carried out by Wang et al. (2019c; 2019a), in which graph convolutional networks (Kipf and Welling 2016) have been used to incorporate knowledge graphs for recommendation. We note that graph convolutional networks are a special class of graph networks (Battaglia et al. 2018), which are designed to process structured information as an intrinsic capability. The investigation of graph networks is an active ongoing research topic in the machine learning community and we expect that developments on this topic can nurture future advances in deep learning based recommendation with structured side information.

**Crowdsourcing side information for recommendation.** Crowdsourcing provides an efficient and cost-effective mean for data collection and augmentation. User feedback that is used as the main input to various recommendation methods, can be viewed as the result of crowdsourced feedback collection where
the crowd is the large amount of users in the recommender system. From this perspective, the main forms of user feedback that have been considered in recommender systems are rather restricted: we either consider explicit feedback such as ratings or implicit feedback such as clicks, views, or check-ins. The development of recommendation techniques that incorporate various side information opens up new research directions to leverage crowdsourcing for collecting much more types of data as side information for improving recommendation. In this sense, crowdsourcing has the potential to become an integral component of recommender systems enhanced by side information.

Existing work on the intersection of recommendation and crowdsourcing mainly studies recommendation within crowdsourcing platforms or leverages existing crowdsourced data on the Web for recommendation. For example, Leal et al. (2019) studied the problem of recommending wiki pages – a popular example of crowdsourced knowledge repository – with different publisher profiling strategies. Bruno et al. (2019) proposed a stream recommendation engine that leverages crowdsourced information for hotel recommendation. They specifically considered crowdsourced data streams contributed by tourists in tourism information sharing platforms such as TripAdvisor, Expedia or Booking.com. In contrast, much less work has been carried out to actively involve users to provide the data that is most beneficial for boosting recommendation. We note that this topic is related to research on interactive, controllable recommender systems (Zhao et al. 2013), where users are explicitly asked to express their preferences. Research on this topic, so far, has been mostly theoretical and limited to small scale user studies. It remains key research questions which type of side information is most suitable to be crowdsourced and how to best leverage crowdsourcing techniques to improve recommendation. To bring forward research in this direction, existing literature in crowdsourcing can be inspirational, for example, (deep) active learning from crowds (Yang et al. 2018 Ostapuk et al. 2019) and gamification (Morschheuser et al. 2016).

Side information for reinforcement & adversarial recommendation.
Reinforcement learning is an effective approach to quickly identify items for recommendation in a dynamic Web-based environment where new items are continuously generated (Li et al. 2010; Li et al. 2011), for example, news in a news recommender system. The basic idea is balancing between exploration and exploitation, that is, recommending most relevant items to users to maximize user satisfaction, while collecting user feedback on less relevant items so as to improve recommendation performance in the long run. A major challenge in reinforcement learning based recommendation is the large space of possible actions to choose from, namely, which items to present to the users. Being able to leverage similarities between items for knowledge transfer is, therefore, of key importance to reduce the action space. In this respect, side information can play a critical role for enhancing reinforcement learning based recommenders. We note that the importance of content features of items have been widely recognized in this context. Existing research, however, has not tapped into the rich structure of side information.

Adversarial recommendation is a more recent recommendation technique, where the goal is to improve recommendation performance by leveraging adversarial examples, either by directly sampling from the item pool (Wang et al. 2017b) or by performing perturbations on the embedding parameters of items (He et al. 2018b). In this context, side information has the potential to help better sample the adversarial examples or choose items for parameter perturbations. Research on this topic is still at the infant stage and there are plenty of gaps to be filled.

**Side information for cross-domain & package recommendation.** Here, we discuss two recommendation scenarios where side information can play an important role to enhance recommendation performance, namely, cross-domain recommendation and package recommendation. Cross-domain recommendation addresses the problem of leveraging data in different domains to generate recommendations (Berkovsky et al. 2007; Fernández-Tobías et al. 2012). Assuming that there is certain overlap of information between a source and a target do-
main, the main idea underlying this class of recommendation methods is to transfer knowledge from the source domain to the target domain, thus addressing data sparsity or cold start problems in the target domain. In this context, side information that describes the common type information of items in the two domains can be highly valuable for knowledge transfer, for example, a topic taxonomy for both books and movies. Besides, side information about users that is indicative of user preferences in different domains can also bridge the source and the target domains, thus useful to improve cross-domain recommendation.

Package recommendation is relevant for scenarios where a package of items is necessary to be recommended (Adomavicius et al. 2011; Wibowo et al. 2017), for example, a list of POIs for tourism or a basket of products. For this kind of recommendation scenarios, it is important to take into account the relationships between items in the recommended package, for example, the geographical proximity of POIs in the recommended POI list or the complementary relationships among products in the recommended basket. Existing research on individual item recommendation has shown that structured side information can be highly beneficial for identifying relationships among items (Yang et al. 2016a; Sun et al. 2017b), in improving recommendation performance and in providing explanations. Uncovering item relationships encoded in structured side information specifically for package recommendation is, however, an underdeveloped topic, which calls for more attention from the research community.

6. Conclusion

This Research Commentary surveyed a considerable amount of state-of-the-art recommendation algorithms with the incorporation of side information from two orthogonal angles: (1) different fundamental methodologies of recommendation, including memory-based methods, latent factor, representation learning and deep learning models; and (2) different representations of side information including structural data (flat features, network features, hierarchical features and knowledge graphs) and non-structural data (text features, image features
and video features). In addition, we further discussed the challenges and provided new potential directions in recommendation with side information. By doing so, a comprehensive and systematic survey was delivered to benefit both researchers and practitioners in the area of recommender systems.
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