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Abstract

The original Wigner function provides a way of representing in phase space the quantum states of systems with continuous degrees of freedom. Wigner functions have also been developed for discrete quantum systems, one popular version being defined on a $2N \times 2N$ discrete phase space for a system with $N$ orthogonal states. Here we investigate an alternative class of discrete Wigner functions, in which the field of real numbers that labels the axes of continuous phase space is replaced by a finite field having $N$ elements. There exists such a field if and only if $N$ is a power of a prime; so our formulation can be applied directly only to systems for which the state-space dimension takes such a value. Though this condition may seem limiting, we note that any quantum computer based on qubits meets the condition and can thus be accommodated within our scheme. The geometry of our $N \times N$ phase space also leads naturally to a method of constructing a complete set of $N + 1$ mutually unbiased bases for the state space.
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1
1 Introduction

Given any pure or mixed state of a quantum system with continuous degrees of freedom, one can represent the state by its Wigner function [1, 2], a real function on phase space. The Wigner function acts in some respects like a probability distribution, but it differs from a probability distribution in that it can take negative values. The Wigner function has been widely used in semiclassical calculations, and it is also used to facilitate the visualization and tomographic reconstruction of quantum states. For a system with a single degree of freedom, one of the most interesting features of the Wigner function is this: if one integrates the function along any axis in the two-dimensional phase space—the axis can represent any linear combination of position and momentum—the result is the correct probability distribution for an observable associated with that axis [3, 4].

Generalizations of the Wigner function have been proposed that apply to quantum systems with a finite number \( N \) of orthogonal states, and the present paper continues this line of research. In 1974 Buot introduced a discrete Weyl transform which, when applied to a one-dimensional periodic lattice of \( N \) sites (with \( N \) odd), generates a Wigner function defined on a phase space consisting of an \( N \times N \) array of points [5]. Buot’s work is related to earlier work by Schwinger [6], who did not explicitly generalize the Wigner function but identified a complete basis of \( N^2 \) orthogonal unitary operators (elements of the generalized Pauli group—or discrete Weyl-Heisenberg group) that can be used to define an \( N \times N \) phase space. A different approach was taken in 1980 by Hannay and Berry [7]: these authors directly adapted the definition of the continuous Wigner function to a periodic lattice and thereby arrived at a discrete Wigner function defined on a \( 2N \times 2N \) phase space.

Both of these basic approaches were later rediscovered and developed further by other researchers. Variations on the \( N \times N \) scheme were proposed by Wootters [4], Galetti and De Toledo Piza [8], and Cohendet et al. [9], following initial investigations into the \( N = 2 \) case by Cohen and Scully [10] and Feynman [11].

\(^1\) The \( N \times N \) approach has been problematic when \( N \) is even in that the method of Buot does not lead to a complete basis of Hermitian operators in that case (see Refs. [12], [13], and [14]). In Ref. [9], the state-space dimension \( N \) is restricted to odd values; in Refs. [4] and [8] the difficulty is addressed by giving a special role to prime values of \( N \). Schwinger likewise found it natural to regard each prime value of \( N \) as representing a single degree of freedom [6].
quantum optics by Vaccaro and Pegg [15] and to quantum teleportation by Koniorczyk et al. [16]. Discrete Wigner functions on the $2N\times 2N$ model have been investigated by Leonhardt [14] and used by Bianucci et al., Miquel et al., and Paz to analyze various quantum processes such as the Grover search algorithm [17]. All of these proposals have the feature that one can sum the Wigner function along different axes in the discrete phase space (including skew axes) to obtain correct probability distributions for observables associated with those axes. Leonhardt in particular has emphasized the value of this feature for tomography, that is, for ascertaining the quantum state of a given ensemble by performing a series of measurements on subensembles. Other discrete Wigner functions have been considered which do not have this feature [18], but in the work we present here this tomographic property plays a central role. One can find further discussion of discrete Wigner functions and their history in, for example, Refs. [12, 13, 53].

In the continuous case, for a system with one degree of freedom, one can regard the Wigner function as being based on a certain quantum structure that one imposes on the classical phase space. The structure consists of assigning to each straight line in phase space a particular quantum state. Let $q$ and $p$ be the phase-space coordinates, and suppose that the line in question is the solution to the linear equation $aq + bp = c$. Then the quantum state assigned to this line is the eigenstate of the operator $a\hat{q} + b\hat{p}$ with eigenvalue $c$. Once this connection is made between lines in phase space and quantum states, one defines the Wigner function as $W(q,p) = \frac{1}{2\pi \hbar} \text{Tr} [\rho A(q,p)]$, where $\rho$ is the density matrix being represented and the operator $A(q,p)$ is built in a symmetric way out of all the quantum states assigned to lines of phase space, the weight given to a particular state depending on the relationship of its line to the point $(q,p)$.

In this paper we wish to define a discrete Wigner function—actually a class of discrete Wigner functions—following as closely as possible the spirit of the construction just described. Because this construction is essentially geometrical, we want the geometry of our discrete phase space to be closely analogous to the geometry of an ordinary plane. For example, we need to have the concept of “parallel lines” in phase space, and we want two non-parallel lines always to intersect in exactly one point, just as in the Euclidean plane. Such considerations lead us to use, as the variables that label the axes of phase space, quantities that take values in a field in the algebraic sense. That is, for our axis variables $q$ and $p$, we replace the usual real coordinates with coordinates taking values in $\mathbb{F}_N$, the finite field with $N$ elements.
phase space can therefore be pictured as an $N \times N$ lattice.) Now, there exists a field having exactly $N$ elements if and only if $N$ is a power of a prime \[19\]. Thus our formulation is directly applicable only to quantum systems for which the dimension of the state space is such a number. It is always possible to extend it to other values of $N$ by taking Cartesian products of the basic phase spaces—the same strategy is used in Ref. \[4\], and indeed, exactly the same strategy is used in the continuous case when there is more than one degree of freedom—but in this paper we will restrict our attention to the basic phase spaces with field elements as coordinates. The use of arbitrary finite fields is what distinguishes our work from earlier approaches to discrete phase space.

Though the restriction to powers of primes rules out many quantum systems, there is one familiar case to which our formulation may be ideally suited, namely, a system of $n$ qubits such as is commonly used to model a quantum computer. In that case the dimension of the state space is $N = 2^n$, which is indeed a power of a prime. Thus our version of the discrete Wigner function provides an alternative to the $2N \times 2N$ formulation that has been most frequently used in quantum information theoretic applications. Most likely each of these phase-space formulations will prove to have its own advantages.

As in the continuous case, we impose a quantum structure on the $N \times N$ phase space by assigning a quantum state to each line in phase space. We insist that this assignment satisfy a certain strong constraint, namely, that it transform in a particular way under translations. (The analogous quantum structure on the continuous phase space satisfies a similar constraint.) Any assignment of quantum states to lines that meets this condition we call a “quantum net,” and we use it to define a discrete Wigner function. It turns out that the requirement of translational covariance does not pick out a unique assignment of quantum states to phase-space lines; that is, there is not a unique quantum net for a given $N \times N$ phase space. Moreover, we have not found a general principle that would select, in a natural way, one particular quantum net for each $N$. So our approach does not lead immediately to a unique Wigner function for a quantum system with $N$ orthogonal states. To some extent this non-uniqueness is mitigated by the fact that many different quantum nets are closely related to each other. We define notions of “equivalence” and “similarity” for quantum nets and identify the similarity classes for $N = 2, 3,$ and $4$. A good portion of the paper is devoted to this classification of quantum nets, which amounts to a classification of possible
definitions of the Wigner function within this framework.

One motivation for the present work comes from quantum tomography, which we mentioned above in connection with other discrete versions of the Wigner function as well as the continuous version. As we will see, our approach leads naturally to a specific tomographic technique. Each complete set of parallel lines in the discrete phase space corresponds to a particular measurement on the quantum system, or more precisely, to a particular orthogonal basis for the state space. By experimentally determining the probabilities of the outcomes of this measurement, one can obtain some information about the Wigner function, namely, the sum of the Wigner function over each of those parallel lines. The sums over all the lines of phase space are sufficient to reconstruct the entire Wigner function and thus determine the state of the system.

The particular orthogonal bases that are associated with sets of parallel lines turn out to be mutually unbiased, or mutually conjugate; that is, each vector in one of these bases is an equal-magnitude superposition of all the vectors in any of the other bases. Sets of mutually unbiased bases have been used before, not only for state determination [20, 21] but also for quantum cryptography and in other contexts [22, 29], and a few methods have been found for generating such bases [23, 24, 20, 25, 26, 27, 28, 29, 30]. As we will see, the discrete phase space developed in this paper leads to a rather elegant way of constructing mutually unbiased bases; it is essentially the same method as was discovered recently by Pittenger and Rubin [28] and is closely related to the recent work of Durt [29], though those authors were not studying phase space or Wigner functions. The connection with mutually unbiased bases—valid for all prime power dimensions $N$—is one respect in which the Wigner function presented here is different from those proposed earlier. A consequence is that the tomographic scheme suggested by our phase space construction involves fewer distinct measurements than schemes derived from other discrete phase spaces [20, 21]. This feature is the focus of Ref. [31], which introduces for certain special cases some of the ideas that we present here in a more general setting.

As further motivation, we note that the discrete Wigner function we develop here appears to bear an interesting relation to certain toy models of quantum mechanics proposed by Hardy [32] and Spekkens [33] to address foundational issues. For example, in both of these models a “toybit” has exactly four underlying ontic states, which could be taken to correspond to
the four points of our one-qubit phase space.\textsuperscript{2} As has been suggested by Spekkens, the discrete Wigner function might therefore facilitate the comparison between quantum mechanics and these toy theories\textsuperscript{33}.

Our discrete phase space is also related to some work on quantum error correcting codes, which is similarly based on finite fields. (In Section 4 we point out aspects of this relationship.) It is conceivable, then, that our Wigner function could be of particular value when representing certain encodings of quantum states.

The remaining sections are organized as follows. Section 2 recalls the definition of the usual Wigner function and shows how it can be obtained from an assignment of quantum states to the lines of phase space. In Section 3 we give the mathematical description of our discrete phase space and discuss its geometrical properties. Section 4 shows how to build a quantum net on this discrete phase space and shows that the bases associated with different sets of parallel lines must be mutually unbiased. The notion of a quantum net is then used in Section 5 to construct a discrete Wigner function. In Sections 6 and 7 we define our notions of equivalence and similarity between quantum nets and identify the similarity classes for small values of $N$. Finally in Section 8 we review our results and contrast the discrete and continuous cases.

\section{The Wigner function constructed from eigenstates of $\hat{a}q + \hat{b}p$}

Here we briefly derive the usual definition of the continuous Wigner function in a way that lends itself to generalization to the discrete case. The quantum system in question is a particle moving in one dimension, and the coordinates of phase space are the position $q$ and momentum $p$.

We begin by assigning a quantum state to each line in phase space. Consider the line specified by the equation $aq + bp = c$, where the real numbers $a$, $b$, and $c$ are arbitrary except that $a$ and $b$ cannot both be zero. To this line we assign the unique eigenstate of the operator $\hat{a}q + \hat{b}p$ that has eigenvalue

\textsuperscript{2}For the case of a single qubit, our phase-space formulation is the same as in Refs. \textsuperscript{4}, \textsuperscript{8}, and \textsuperscript{11}, but it is already significantly different when one enlarges the system to a pair of qubits.
c. In the position representation we can write this operator as
\[ a\hat{q} + b\hat{p} = aq - ib\hbar \frac{d}{dq}, \tag{1} \]
and the relevant eigenstate \(|\psi_{abc}\rangle\) is given by\(^3\)
\[ \langle q|\psi_{abc}\rangle = \psi_{abc}(q) = \frac{1}{\sqrt{2\pi\hbar|b|}} e^{-i(a/2\hbar)(q - c/a)^2}. \tag{2} \]

The normalization of \(\psi_{abc}\) is chosen so that the integral \(\int_{c_1}^{c_2} \langle\psi_{abc}\rangle\langle\psi_{abc}|dc\), with \(c_2 > c_1\), is a projection operator.

As we mentioned in the Introduction, given a density matrix \(\rho\) of the particle, the corresponding Wigner function will be of the form
\[ W(q, p) = \frac{1}{2\pi\hbar} \text{Tr}[\rho A(q, p)], \tag{3} \]
where \(A(q, p)\) is an operator that we will assign to the point \((q, p)\). This operator is constructed, as we will see below, out of the states \(|\psi_{abc}\rangle\).

We want the Wigner function to have the property that its integral over the strip of phase space bounded by the lines \(aq + bp = c_1\) and \(aq + bp = c_2\) is the probability that the operator \(a\hat{q} + b\hat{p}\) will take a value between \(c_1\) and \(c_2\). This is one of the characteristic features of the Wigner function and is the property that makes it so useful for tomography. We can guarantee this property by insisting that the integral of \((1/2\pi\hbar)A(q, p)\) over the same strip of phase space is the projection operator onto the subspace corresponding to the eigenvalues of \(a\hat{q} + b\hat{p}\), lying between \(c_1\) and \(c_2\). That is, we insist that
\[ \frac{1}{2\pi\hbar} \int_{\text{strip}} A(q, p) \, dq \, dp = \int_{c_1}^{c_2} |\psi_{abc}\rangle\langle\psi_{abc}| \, dc, \text{ for } c_2 > c_1. \tag{4} \]

An equivalent expression of this condition, in terms of a single line in phase space rather than a strip, is the following:
\[ \frac{1}{2\pi\hbar} \int \delta(c - aq - bp) A(q, p) \, dq \, dp = |\psi_{abc}\rangle \langle\psi_{abc}|. \tag{5} \]

\(^3\)For the special cases \(a = 0\) and \(b = 0\) we can take the eigenfunctions to be \(\psi_{0bc} = (1/\sqrt{2\pi\hbar|b|}) e^{icq/\hbar}\) and \(\psi_{abc} = (1/\sqrt{a}) \delta(q - c/a)\) respectively.
To find \( A(q, p) \) explicitly, we need to invert Eq. (5). But Eq. (5) is an example of the well-studied Radon transform—the operator \( |\psi_{abc}\rangle\langle\psi_{abc}| \), regarded as a function of \( a, b, \) and \( c \), is the Radon transform of \( (1/2\pi\hbar)A(q, p) \) regarded as a function of \( q \) and \( p \)—and the inverse of this transform is well known \[34\] Here we simply state the result:

\[
A(q, p) = -\frac{\hbar|c|}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \mathcal{R} \frac{1}{(c - aq - bp)^2} \right) |\psi_{abc}\rangle\langle\psi_{abc}| \, da \, db,
\]

where \( c \) is any nonzero real constant, and \( \mathcal{R} \) indicates the canonical regularization of the singular function that follows it. In the case of the function \( 1/x^2 \), this regularization is defined by

\[
\int_{-\infty}^{\infty} \left( \mathcal{R} \frac{1}{x^2} \right) f(x) \, dx = \int_{0}^{\infty} \frac{f(x) + f(-x) - 2f(0)}{x^2} \, dx.
\]

Using the expression for \( \psi_{abc} \) of Eq. (2), one can carry out the integration of Eq. (6) to get

\[
\langle q'|A(q, p)|q'' \rangle = \delta \left( \frac{q' + q''}{2} - q \right) e^{(ip/\hbar)(q'-q')}.
\]

The Wigner function then comes out to be

\[
W(q, p) = \frac{1}{2\pi\hbar} \text{Tr} [\rho A(q, p)] = \frac{1}{\pi\hbar} \int_{-\infty}^{\infty} \langle q-x|\rho|q+x \rangle e^{2ixp/\hbar} \, dx.
\]

Notice that according to the inverse Radon transform given in Eq. (6), the operator \( A(q, p) \) is built out of all the operators \( |\psi_{abc}\rangle\langle\psi_{abc}| \), the weight given to each operator tending to fall off as the associated line gets farther from the point \( (q, p) \). We will find that the analogous inversion in the discrete phase space is much simpler: the \( A \) operator associated with a given point is built entirely from the states assigned to the lines passing through that point.

A particular property of the Wigner function that we want to generalize to the discrete case is translational covariance \[2\]. Here we state the property without proof. Let \( W(q, p) \) be the Wigner function corresponding to a density matrix \( \rho \), and let \( \rho' \) be obtained from \( \rho \) by a displacement \( x \) in position and a boost \( y \) in momentum:

\[
\rho'= e^{i(yq-x\hat{p})/\hbar} \rho e^{-i(yq-x\hat{p})/\hbar}.
\]
Then the Wigner function \( W' \) corresponding to \( \rho' \) is obtained from \( W \) via the transformation
\[
W'(q, p) = W(q - x, p - y).
\] (11)
That is, when the density matrix is translated, the Wigner function follows along rigidly.

Before moving on to the discrete phase space, let us mention an interesting property of the states \(|\psi_{abc}\rangle\) that likewise has an analogue in the discrete case. Consider two infinite strips \( S \) and \( S' \) of phase space that are not parallel. The strip \( S \) is bounded by the lines \( aq + bp = c_1 \) and \( aq + bp = c_2 \), while \( S' \) is bounded by \( a'q + b'p = c'_1 \) and \( a'q + b'p = c'_2 \), and we assume that \( c_2 > c_1 \) and \( c'_2 > c'_1 \). Let \( P \) be the projection operator onto the subspace associated with \( S \); i.e.,
\[
P = \int_{c_1}^{c_2} |\psi_{abc}\rangle \langle \psi_{abc}| dc.
\] (12)
Similarly, let \( P' \) be the projection onto the subspace associated with \( S' \). Using Eq. (2) we can write down an explicit expression for \( P \) in the position representation (with a suitable modification if \( b = 0 \)):
\[
\langle q | P | q' \rangle = \frac{1}{\pi (q - q')} \sin \left[ \frac{(c_2 - c_1)(q - q')}{2\hbar |b|} \right] e^{-\frac{(i\hbar b)(q-q')(a(q+q')-(c_1+c_2))}{2}}
\] (13)
and \( P' \) can be written similarly. One can show by explicit integration that the quantity \( \text{Tr}(PP') \), that is, \( \int \langle q | P | q' \rangle \langle q' | P' | q \rangle \ dq \ dq' \), works out to be
\[
\text{Tr}(PP') = \frac{1}{2\pi\hbar} \frac{(c_2 - c_1)(c'_2 - c'_1)}{|ab' - a'b|}.
\] (14)
But the positive quantity \( (c_2 - c_1)(c'_2 - c'_1)/|ab' - a'b| \) is simply the area of the region where the two infinite strips overlap. Thus \( \text{Tr}(PP') \) is equal to this area expressed in units of Planck’s constant. In the limit as the width of the strip \( S \) shrinks to zero, this result tells us that any eigenstate of the operator \( a\hat{q} + b\hat{p} \) yields a uniform distribution of the values of the operator \( a'\hat{q} + b'\hat{p} \).

As we will see, the analogue of this property in the case of discrete phase space is simpler. In place of strips we will consider individual lines of the discrete phase space. As we have said in the Introduction, each complete set of parallel lines will be associated with an orthogonal basis, and one finds that the magnitude of the inner product between any two vectors chosen
from different bases is always the same. This is the property called mutual unbiasedness. Before we can see how this comes about, and before we explore discrete generalizations of the Wigner function, we need to define our discrete phase space.

3 Mathematical description of discrete phase space

Our approach to generalizing the continuous phase space to the discrete case is quite simple. Like the continuous phase space for a system with one degree of freedom, our discrete phase space is a two-dimensional vector space, with points labeled by the ordered pair \((q, p)\). But instead of being a vector space over the real numbers, it is a vector space over a finite field, and \(q\) and \(p\) are field elements. The number of elements in the finite field is the dimension \(N\) of the state space of the system we are describing. The physical interpretation of this discrete phase space will be left mostly to Section 4. In this section we focus on its mathematical properties.

A field, in the algebraic sense, is an arithmetic system with addition and multiplication, such that the operations are commutative, associative, distributive, and invertible (except that there is no multiplicative inverse for the number zero) \[19\]. The real numbers are a familiar example of a field with an infinite number of elements. As we have said in the Introduction, there exists a field with exactly \(N\) elements if and only if \(N\) is a power of a prime, so our scheme applies directly only to quantum systems for which the state-space dimension is such a number. Moreover for any of these allowed values of \(N\), there is essentially only one field having \(N\) elements—any two representations are isomorphic—and we label this field \(\mathbb{F}_N\). If \(N\) is prime, \(\mathbb{F}_N\) consists of the numbers \(0, 1, \ldots, N - 1\) with addition and multiplication mod \(N\). If \(N = r^n\), with \(r\) prime and \(n\) an integer greater than 1, then the field \(\mathbb{F}_N\) is not modular in this sense but can be constructed from the prime field \(\mathbb{F}_r\); one says that \(\mathbb{F}_N\) is an extension of \(\mathbb{F}_r\).

Let us illustrate this process of extension in the case of \(\mathbb{F}_4\), which we will use frequently as an example. To generate \(\mathbb{F}_4\), one begins by finding a polynomial of degree 2, with coefficients in \(\mathbb{F}_2\), that cannot be factored in \(\mathbb{F}_2\). (To generate \(\mathbb{F}_{r^n}\) one would use a polynomial of degree \(n\).) It happens that the only such polynomial is \(x^2 + x + 1\): there is no solution in \(\mathbb{F}_2\) to the
equation

\[ x^2 + x + 1 = 0. \]  \hfill (15)

The extension is created by introducing a new element \( \omega \) that is defined to solve this equation, just as, in creating the complex numbers from the reals, one defines the imaginary element \( i \) to solve the equation \( x^2 + 1 = 0 \). Once \( \omega \) is included, another element, \( \omega + 1 \), is forced into existence, as it were, by the requirement that the field be closed under addition. One thus arrives at \( \mathbb{F}_4 \):

\[ \mathbb{F}_4 = \{0, 1, \omega, \omega + 1\}, \]  \hfill (16)

with arithmetic determined uniquely by the fact that \( \omega \) satisfies Eq. (15).

For example, we can square \( \omega \) as follows:

\[ \omega^2 = -\omega - 1 = (-1)\omega + (-1) = \omega + 1, \]  \hfill (17)

where we have used the fact that \(-1 = 1 \mod 2\). Similarly, we have

\[ (\omega + 1)^2 = \omega^2 + (1 + 1)\omega + 1 = \omega^2 + 1 = (\omega + 1) + 1 = \omega \]  \hfill (18)

Following common practice we will frequently use the symbol \( \bar{\omega} \) to represent the field element \( \omega + 1 \). The complete addition and multiplication tables for \( \mathbb{F}_4 \) are given here:

\[
\begin{array}{c|cccc}
+ & 0 & 1 & \omega & \bar{\omega} \\
\hline
0 & 0 & 1 & \omega & \bar{\omega} \\
1 & 1 & 0 & \bar{\omega} & \omega \\
\omega & \omega & \bar{\omega} & 0 & 1 \\
\bar{\omega} & \bar{\omega} & \omega & 1 & 0 \\
\end{array}
\quad
\begin{array}{c|cccc}
\times & 0 & 1 & \omega & \bar{\omega} \\
\hline
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & \omega & \bar{\omega} \\
\omega & \omega & \bar{\omega} & 1 & 0 \\
\bar{\omega} & \bar{\omega} & \omega & 0 & 1 \\
\end{array}
\]

We now explore some of the geometric features of the phase space for a generic (but prime power) value of \( N \). We picture the space as an \( N \times N \) array of points \((q, p)\), with \( q \) running along the horizontal axis and \( p \) along the vertical axis. For definiteness we place the origin, \((q, p) = (0, 0)\), at the lower left-hand corner. The phase space for \( N = 4 \) is shown in Fig. 1(a), and in Fig. 1(b) we show a possible physical interpretation of the axis variables if the space is being used to describe a pair of spin-1/2 particles. (The physical interpretation will be explained further in the following section.) We emphasize, however, that these pictures are not essential to our basic
construction. For example, we will often speak of a “vertical line,” but this term is simply shorthand for a set of points of the form \((q, y)\) where \(q\) is fixed and \(y\) can take any field value.

More generally, a line in the \(N \times N\) phase space is the set of points satisfying an equation of the form \(aq + bp = c\), where \(a\), \(b\), and \(c\) are elements of \(\mathbb{F}_N\) with \(a\) and \(b\) not both zero. Two lines are parallel if they can be represented by equations having the same \(a\) and \(b\) but different values of \(c\). Because the field operations are so well-behaved—especially since every nonzero element has a multiplicative inverse—the usual rules governing lines and parallel lines apply: (i) given any two distinct points, exactly one line contains both points; (ii) given a point \(\alpha\) and a line \(\lambda\) not containing \(\alpha\), there is exactly one line parallel to \(\lambda\) that contains \(\alpha\); (iii) two lines that are not parallel intersect in exactly one point. Note that these propositions would not be true for general \(N\) if we were always using modular arithmetic, as has been pointed out in Ref. [14]. Consider, for example, the case \(N = 4\). Under arithmetic mod 4 the points \(\{(0,0), (1,2), (2,0), (3,2)\}\) form a line, namely, the line that solves the equation \(p = 2q\). But \(\{(0,0), (1,0), (2,0), (3,0)\}\) is also a line, and it shares two points with the first one.

There are exactly \(N(N + 1)\) lines in our phase space, and these can be grouped into \(N + 1\) sets of parallel lines. To see this, note that each nonzero

![Figure 1: The 4 \(\times\) 4 phase space with axes labeled (a) by field elements, and (b) by spin states.](image)
point \((q, p)\) determines a line through the origin, namely, the line consisting of the points \((sq, sp)\) where \(s\) takes all values in \(\mathbb{F}_N\). Let us refer to a line through the origin as a \emph{ray}. Now, there are \(N^2 - 1\) nonzero points, but each ray contains \(N - 1\) such points; so the number of rays is \((N^2 - 1)/(N - 1) = N + 1\). Each of these rays then defines a set of \(N\) parallel lines. Let us call a complete set of parallel lines a “striation” of the phase space. The five striations of the \(4 \times 4\) phase space are shown in Fig. 2. One can observe there that the lines follow the three rules mentioned above.

![Figure 2: The striations of the 4 × 4 phase space.](image)

Just as in the continuous case, one can speak of \emph{translations} of the discrete phase space. A translation is the addition of a constant vector to each point of the space. For example, in the \(4 \times 4\) phase space as pictured in Fig. 1,

\[\text{In Ref. [4] a similar set was called a “foliation,” because in that case the elements of the set were sometimes higher-dimensional slices of a multi-dimensional space. Since the lines in our current construction are one-dimensional, they are more like “striae” than “folia.”}\]
translating by the vector \((1, 0)\) has the effect of interchanging the first two columns and interchanging the last two columns. We will denote by \(T_\alpha\) the translation by the vector \(\alpha\). \(T_\alpha\) acts on points in phase space: \(T_\alpha \beta = \alpha + \beta\). But we will also sometimes apply \(T_\alpha\) to an entire line, in which case it translates each point in the given line to yield another line (possibly the same as the original).

Shortly we will need the concept of a basis for a field. A basis for the field \(\mathbb{F}_{r^n}\) is an ordered set of field elements \((e_1, \ldots, e_n)\) such that every element \(x\) in \(\mathbb{F}_{r^n}\) can be expressed in the form

\[
x = \sum_{i}^{n} x_i e_i,
\]

where each \(x_i\) is in the prime field \(\mathbb{F}_r\). There are typically many possible bases for a given field. In \(\mathbb{F}_4\), for example, we could take \((1, \omega)\) as a basis, or \((1, \bar{\omega})\), or \((\omega, \bar{\omega})\). Because in this paper we need to talk about bases for Hilbert spaces as well as bases for fields, we will often refer to the latter as “field bases.”

We will also need the concept of a dual basis, which in turn depends on the notion of the trace of a field element. The trace of a field element \(x\) is defined by

\[
\text{tr } x = x + x^r + x^{r^2} + \cdots + x^{r^{n-1}}.
\]

(We distinguish it from the trace of an operator by the lower case “tr”.) Though this definition may seem quite opaque on first reading, the trace has remarkably simple properties, the most important for us being that (i) the trace is always an element of the prime field \(\mathbb{F}_r\), (ii) \(\text{tr } (x + y) = \text{tr } x + \text{tr } y\), and (iii) \(\text{tr } ax = a \text{ tr } x\), where \(a\) is any element of \(\mathbb{F}_r\). Now, given any basis \(E = (e_1, \ldots, e_n)\) for \(\mathbb{F}_{r^n}\), there is a unique basis \(\tilde{E} = (\tilde{e}_1, \ldots, \tilde{e}_n)\) such that

\[
\text{tr } e_i \tilde{e}_j = \delta_{ij},
\]

where \(\delta_{ij}\) is the Kronecker delta. This unique basis is called the dual basis of \(E\). We can immediately use the dual basis to obtain, for fixed basis \(E\) and field element \(x\), the unique coefficients in the expansion \(\text{tr } x \tilde{e}_j\). Starting with that expansion, we multiply both sides by \(\tilde{e}_j\) and take the trace:

\[
\text{tr } (x \tilde{e}_j) = \sum_{i}^{n} x_i \text{tr } (e_i \tilde{e}_j) = x_j.
\]

The expansion coefficients \(x_i\) will be used in the following section as we lay down a quantum structure on our discrete phase space.
4 Assigning a quantum state to each line in phase space

We now need to supply our discrete phase space with a physical interpretation. We will do this by assigning to each line in phase space a specific pure quantum state as represented by a rank-1 projection operator. Let $Q$ be the function that makes this assignment. That is, for each line $\lambda$ in phase space, $Q(\lambda)$ is the projection operator representing a pure quantum state. We will impose one condition on $Q$, translational covariance, to be defined shortly. A function $Q$ satisfying translational covariance we will call a “quantum net.” Later we will see how each possible choice of the function $Q$ leads to a different definition of the discrete Wigner function.

For $N = r^n$ where $r$ is prime, our phase space applies most naturally to a system consisting of $n$ objects (which we call “particles,” though they could be anything), each having an $r$-dimensional state space. We assume that our system has this structure.

We have seen in Eq. (10) the sense in which the continuous Wigner function is translationally covariant. To define an analogous property in the discrete case, we need a discrete analogue of the unitary translation operators $T(x,y) = \exp[i(y\hat{q} - x\hat{p})/\hbar]$ (23) that appear in Eq. (10). That is, for each discrete phase-space translation $T_{(x,y)}$ with $x$ and $y$ in $\mathbb{F}_N$, we will define a corresponding unitary operator $T_{(x,y)}$ that acts on the state space. In choosing these unitary operators, we are guided by the following considerations. (i) We want the multiplication of these unitary operators to mimic the composition of translations; that is, we insist that for any vectors $\alpha$ and $\beta$ in phase space, $T_\alpha T_\beta \approx T_{\alpha + \beta}$, (24)

where the symbol $\approx$ indicates equality up to a phase factor that might depend on $\alpha$ and $\beta$. (The unitary operators of Eq. (23) have exactly the same relation to the addition of continuous phase-space vectors.) (ii) There should be “basic” translations corresponding to unitary operators that act on just one particle. We make the connection between a translation vector $(x, y)$ and individual particles by expanding $x$ and $y$ in field bases, allowing ourselves to use a different basis for each of the two dimensions of phase space. Thus
we write

\[ x = \sum_{i=1}^{n} x_{ei} e_i \]  

and

\[ y = \sum_{i=1}^{n} y_{fi} f_i, \]

where \( E = (e_1, \ldots, e_n) \) and \( F = (f_1, \ldots, f_n) \) are field bases, and we associate the coefficients \( x_{ei} \) and \( y_{fi} \) with the \( i \)th particle. (The symbols \( e \) and \( f \) are included in the subscripts to indicate which basis is being used in the expansion.) A translation that involves only coefficients having a particular value of \( i \) should be associated with a unitary operator that acts only on the \( i \)th particle. (Later we will discuss how much freedom we have in choosing the field bases \( E \) and \( F \).) (iii) In the single-particle state space, we choose our unitary operators to be as analogous as possible to the continuous operators. Let \( (|0\rangle, \ldots, |r-1\rangle) \) be a standard basis for the single-particle state space. Then in the space of the \( i \)th particle, the “unit horizontal translation,” with \( x_{ei} = 1 \) and \( y_{fi} = 0 \), is associated with the unitary operator \( X \) defined by

\[ X|k\rangle = |k+1\rangle \]  

with the addition being in \( \mathbb{F}_r \), and the “unit vertical translation,” with \( x_{ei} = 0 \) and \( y_{fi} = 1 \), is assigned the unitary operator \( Z \) defined by

\[ Z|k\rangle = e^{2\pi ik/r}|k\rangle. \]

The operators \( X \) and \( Z \), which are generalized Pauli matrices introduced long ago by Weyl [35], have been used by many authors in many contexts (often with non-prime values of \( r \) as in Ref. [36]), including studies of discrete phase spaces [6, 8] and mutually unbiased bases [28, 27]. Except for phase factors, our general unitary translation operators are now fixed by Eqs. (24), (27) and (28). We write them as follows (and this equation fixes the choice of phase factors):

\[ T_{(x,y)} = X^{x_{e1}} Z^{y_{f1}} \otimes \cdots \otimes X^{x_{en}} Z^{y_{fn}}. \]  

We note that the operators \( T_{(x,y)} \) play an important role in the theory of quantum error correction: they are normally taken as the basic error operators acting on an \( r^n \)-dimensional state space (usually with \( r = 2 \)). Often the indices \( x_{ei} \) and \( y_{fi} \) labeling these error operators are treated simply
as elements of $\mathbb{F}_r$ without the additional field structure that we have assumed. However, for some purposes it has been found useful to treat $x$ and $y$ as elements of the extension $\mathbb{F}_{r^n}$ as we have done here. (See for example Refs. [37, 38, 39, 40].)

In order for the Wigner function—defined later—to be translationally covariant, we insist that the function $Q(\lambda)$ be translationally covariant in the following sense: for each line $\lambda$ and each phase-space vector $\alpha$,

$$Q(T_{\alpha}\lambda) = T_{\alpha}Q(\lambda)T_{\alpha}^\dagger.$$  

That is, if we translate a line $\lambda$ in phase space by the vector $\alpha$, the associated quantum state is transformed by $T_{\alpha}$. This is quite a strong requirement. To see why, consider the line consisting of the points $(sx, sy)$ where $x$ and $y$ are fixed (and not both zero) and $s$ ranges over the whole field $\mathbb{F}_N$. This line, and each of the lines of its striation, are all invariant under a translation by the vector $(sx, sy)$ for any value of $s$. This means that in order to satisfy Eq. (30), the projections $Q$ that we assign to these lines must commute with $T_{(sx, sy)}$ for each value of $s$. (If we were to represent the quantum states by state vectors rather than by projectors, the state vectors assigned to these lines would have to be eigenvectors of $T_{(sx, sy)}$.) But this is impossible unless all of the operators $T_{(sx, sy)}$ commute with each other. The basic operators $X$ and $Z$ obey the simple commutation relation

$$ZX = \eta XZ,$$  

where $\eta = e^{2\pi i/r}$. For each value of $s$, the unitary operator $T_{(sx, sy)}$ can be written as

$$T_{(sx, sy)} = X^{(sx)e_1}Z^{(sy)f_1} \otimes \cdots \otimes X^{(sx)e_n}Z^{(sy)f_n}.$$  

It follows from Eq. (31) that these $N$ operators commute with each other if and only if the following condition is met for all pairs of field elements $s$ and $t$:

$$\sum_{j=1}^n (sx)_{ej}(ty)_{fj} = \sum_{j=1}^n (tx)_{ej}(sy)_{fj},$$  

where the operations are those of $\mathbb{F}_r$; that is, they are mod $r$. It turns out that this condition can be very simply expressed in terms of $\mathbb{F}_N$. We show in Appendix A that Eq. (33) is satisfied for all values of $x$, $y$, $s$ and $t$ if and
only if the field bases \( E = (e_1, \ldots, e_n) \) and \( F = (f_1, \ldots, f_n) \) are related by an equation of the form

\[
f_i = w \tilde{e}_i, \quad i = 1, \ldots, n,
\]

where \( w \) is any element of the field \( \mathbb{F}_N \). Thus, because we insist on translational covariance, we are not free to choose the bases \( E \) and \( F \) arbitrarily. These bases enter into the definitions of the translation operators \( T_\alpha \), and if the bases do not satisfy Eq. (34), there is no function \( Q(\lambda) \) that is translationally covariant with respect to these operators.\(^5\)

Suppose now that \( E \) and \( F \) do satisfy Eq. (34), so that the \( N \) operators \( T_{(sx, sy)} \), for fixed \( x \) and \( y \) and all values of \( s \), commute with each other. These unitary operators are traceless and mutually orthogonal in the sense that

\[
\text{Tr} \left( T_{(sx, sy)}^\dagger T_{(tx, ty)} \right) = 0 \quad \text{if } s \neq t.
\]

It follows that they define a unique basis of simultaneous eigenvectors (up to phase factors).\(^6\) Thus as long as this condition on the field bases is satisfied, our requirement of translational covariance picks out a unique orthogonal Hilbert space basis to associate with each striation. (We will see shortly that translational covariance also requires \( Q \) to assign a different element of this basis to each line of the given striation.) Moreover, it follows from the work of Bandyopadhyay et al.\(^27\) that these Hilbert space bases are all mutually unbiased. Specifically, Bandyopadhyay et al. show the following: if a set of \( N^2 - 1 \) traceless and mutually orthogonal \( N \times N \) unitary matrices can be partitioned into \( N + 1 \) subsets of equal size, such that the \( N - 1 \) operators in each subset are commuting, then the bases of eigenvectors defined by these subsets are mutually unbiased. Our operators \( T_{(x, y)} \) satisfy this hypothesis as long as the field bases \( E \) and \( F \) satisfy Eq. (34).

---

\(^5\)As we have mentioned above, in some papers on quantum error correction the authors have indexed the error operators with elements of the field \( \mathbb{F}_r \). These authors have also insisted that the commutation relations among error operators be expressible in a simple way in terms of the field algebra.\(^37\) \(^38\) \(^39\) \(^40\). The condition Eq. (34) does not seem to have appeared explicitly in these papers, but it may well be implicit.

\(^6\)Here again there is a connection with the theory of quantum codes, in which one frequently considers sets of commuting error operators: a quantum stabilizer code is in fact a joint eigenspace of the operators of such a set.\(^11\) \(^12\) \(^13\) \(^14\). However, in our case the commuting set is maximal, so that the subspace defined by a set of eigenvalues is spanned by a single vector. The vectors we define in this way are thus examples of stabilizer states.
Note that because there are $N + 1$ striations, the above argument—which again is closely related to Refs. [28] and [29]—shows that one can construct $N + 1$ mutually unbiased bases in $N$ complex dimensions when $N$ is a power of a prime. For a general value of $N$ it is known [23, 24] that the number of mutually unbiased bases cannot exceed $N + 1$, and other papers have shown in other ways that this number is exactly $N + 1$ when $N$ is a power of a prime [21, 25, 26, 27]. Remarkably, the maximum number of such bases appears to be unknown for any value of $N$ that is not a power of a prime (but see Refs. [26, 30, 45, 46, 47] which shed light on that problem).

Let us find the Hilbert space bases that our construction assigns to the vertical and horizontal striations. The vertical lines are invariant under translations by vectors of the form $(0, s)$; so the Hilbert space basis associated with this striation consists of the simultaneous eigenvectors of the operators $T_{(0, s)}$. These operators take the form

$$T_{(0, s)} = Z^{s_{i1}} \otimes \cdots \otimes Z^{s_{in}}$$

and are thus all diagonal in the standard basis; so their simultaneous eigenvectors are simply the standard basis vectors

$$|k_1\rangle \otimes \cdots \otimes |k_n\rangle.$$  \hspace{1cm} (37)

The horizontal lines are invariant under translations by the vectors $(s, 0)$; so the Hilbert space basis associated with this striation consists of the simultaneous eigenvectors of

$$T_{(s, 0)} = X^{s_{i1}} \otimes \cdots \otimes X^{s_{in}}.$$  \hspace{1cm} (38)

One finds that these vectors are

$$|j_1\rangle \otimes \cdots \otimes |j_n\rangle,$$  \hspace{1cm} (39)

where the single-particle states $|j\rangle$, notationally distinguished by the curved bracket, are given by

$$|j\rangle = \frac{1}{\sqrt{r}} \sum_{k=1}^{r} \eta^{jk} |k\rangle.$$  \hspace{1cm} (40)

(Again, $\eta = e^{2\pi i/r}$.) Note that for these two special striations—vertical and horizontal—the associated Hilbert space bases do not depend on the choice of field bases. This is typically not the case for other striations.
Let us see how this all works out for the case $N = 4$. First we arbitrarily
choose $(e_1, e_2) = (\omega, 1)$ as the field basis for the horizontal translation variable $x$. One finds that the unique dual of this basis is $(\tilde{e}_1, \tilde{e}_2) = (1, \bar{\omega})$. Thus in order to make translational covariance possible we should choose the field basis $(f_1, f_2)$ for $y$ to be either $(1, \bar{\omega})$ or some multiple thereof. We achieve a certain simplicity if we multiply $(1, \bar{\omega})$ by $\omega$ to get $(f_1, f_2) = (\omega, 1)$. Then the basis for $y$ is the same as the basis for $x$. Having made these choices, we can write down the unitary operator associated with any translation. Consider, for example, the following three vectors which are proportional to each other: $(1, \omega), (\omega, \bar{\omega}), (\bar{\omega}, 1)$. In terms of our field bases, we can express these vectors as $(0e_1 + 1e_2, 1f_1 + 0f_2), (1e_1 + 0e_2, 1f_1 + 1f_2), (1e_1 + 1e_2, 0f_1 + 1f_2)$. Thus according to Eq. (29) the unitary operators associated with translations by these vectors are, respectively,
\begin{align*}
    T_{(1, \omega)} &= Z \otimes X, \quad T_{(\omega, \bar{\omega})} = XZ \otimes Z, \quad T_{(\bar{\omega}, 1)} = X \otimes XZ, \quad (41)
\end{align*}
where in this case $X$ and $Z$ are the ordinary Pauli matrices, expressed in the standard basis as
\begin{align*}
    X &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (42)
\end{align*}
One can verify that the three operators of Eq. (41) commute with each other. The unique basis of simultaneous eigenvectors is
\begin{align*}
    \frac{1}{2} \begin{pmatrix} -1 \\ 1 \\ i \end{pmatrix}, \quad \frac{1}{2} \begin{pmatrix} 1 \\ -1 \\ i \end{pmatrix}, \quad \frac{1}{2} \begin{pmatrix} 1 \\ 1 \\ -i \end{pmatrix}, \quad \frac{1}{2} \begin{pmatrix} 1 \\ 1 \\ i \end{pmatrix}. \quad (43)
\end{align*}
This, then, is the basis that we associate with the striation containing the line $\{(0, 0), (1, \omega), (\omega, \bar{\omega}), (\bar{\omega}, 1)\}$.

In the same way we can figure out what Hilbert space basis is associated with each of the other striations. Fig. 3 shows the complete correspondence explicitly; each striation is labeled, in the left-hand column, by a point belonging to the line in that striation that passes through the origin. The striations are listed in the same order as in Fig. 2. One can verify that these five orthonormal bases are mutually unbiased, as they must be.

So far our construction only assigns a Hilbert-space basis to each striation. Given our definition of $T_{(x, y)}$ in Eq. (29), this assignment is completely
determined once we have chosen a field basis for each of the two dimensions of phase space. We now turn to the question of assigning a specific state \(Q(\lambda)\) to each line \(\lambda\) of phase space. How much freedom do we have in making this assignment?

Consider a striation \(S\). Let \(B = \{|b_s\}\) be the basis associated with this striation, with \(s \in \mathbb{F}_N\). We now consider a specific line \(\lambda_{S0}\) in \(S\), namely, the ray that is included in \(S\); that is, \(\lambda_{S0}\) is the line in \(S\) that passes through the origin. We are free to assign any of the states \(|b_s\rangle\) to \(\lambda_{S0}\); this choice is arbitrary. However, once we have made this choice, the vector assigned to

\[
(0,1): \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \\
(1,0): \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & 1 \\ 1 & -1 & 1 & -1 \end{pmatrix} \\
(1,1): \frac{1}{2} \begin{pmatrix} 1 & i & i & i \\ -i & i & i & i \\ i & 1 & -i & -i \\ i & -i & 1 & -i \end{pmatrix} \\
(1,\omega): \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ i & -1 & 1 & -1 \\ i & 1 & -1 & 1 \\ i & -1 & 1 & -1 \end{pmatrix} \\
(1,\bar{\omega}): \frac{1}{2} \begin{pmatrix} 1 & -i & i & -i \\ -i & i & -i & i \\ i & -i & 1 & i \\ i & i & -1 & 1 \end{pmatrix}
\]

Figure 3: The five bases generated by the five striations.
any other line of the striation is determined by Eq. (30):

\[ Q(T(x,y)\lambda S_0) = T(x,y)Q(\lambda S_0)T_{(x,y)}^\dagger, \]  

since any line in the striation can be obtained by translating \( \lambda S_0 \). The function \( Q(\lambda) \) is thus entirely determined once we have assigned a quantum state to each of the rays of phase space. Moreover, it is clear from Eq. (44) that the same quantum state cannot be assigned to two distinct lines of a striation: an operator \( T_{(x,y)} \) that translates \( \lambda \) into \( \lambda' \) cannot commute with \( Q(\lambda) \), since it has a complete set of eigenvectors (not all degenerate) that are unbiased with respect to the basis associated with \( \lambda \).

Let us summarize the choices we are allowed as we set up a quantum net for the \( N \times N \) phase space. First, we choose a field basis \( E \) for the horizontal coordinate; any basis will do. Next, we choose a field basis \( F \) for the vertical coordinate, but here we are not so free. \( F \) must be a multiple of the unique basis dual to \( E \); that is, \( f_i = w \tilde{e}_i \) for some nonzero \( w \in \mathbb{F}_N \). These choices determine the unitary translation operators according to Eq. (29), which in turn define a unique orthonormal basis to be associated with each striation. Now, for each striation \( S \), we choose a particular vector \( |b\rangle \) in that striation’s basis and let \( Q(\lambda S_0) = |b\rangle \langle b| \), where \( \lambda S_0 \) is the ray defining that striation. The state \( Q(\lambda) \) assigned to any other line \( \lambda \) is then determined uniquely by the condition \( Q(T(x,y)\lambda S_0) = T(x,y)Q(\lambda S_0)T_{(x,y)}^\dagger \).

In the case \( N = 4 \), with the field bases \( E = F = (\omega, 1) \) as before, we can define a quantum net by choosing, from each of the five bases shown in Fig. 3, one state vector to be associated with the corresponding ray in phase space. For example, we might choose, for each basis, the vector in the left-most column of that table. With this choice, the vertical line through the origin is associated with the state \( |00\rangle \) [that is, \( k_1 = k_2 = 0 \) in Eq. (37)], and the other vertical lines, from left to right in Fig. 1(a), are associated with the states \( |01\rangle \), \( |10\rangle \), and \( |11\rangle \) respectively. If the system in question is a pair of spin-1/2 particles and if we interpret \( |0\rangle \) as \( |\uparrow\rangle \) and \( |1\rangle \) as \( |\downarrow\rangle \), the vertical lines can be labeled as shown in Fig. 1(b): \( \uparrow\uparrow \), \( \uparrow\downarrow \), \( \downarrow\uparrow \), \( \downarrow\downarrow \). With this same choice, the horizontal lines are associated with the states \( \rightarrow\rightarrow \) and so on, as is also indicated in Fig. 1(b).

In the next section we show how we can use a quantum net to define a Wigner function.
5 Defining a Wigner function

A quantum net assigns a state \( Q(\lambda) \) to each line \( \lambda \) in phase space. The Wigner function \( W(q,p) \) of a quantum system should be such that when \( W(q,p) \) is summed over the line \( \lambda \), the result is the probability that the quantum system will be found in the state \( Q(\lambda) \). That is, if \( \rho \) is the density matrix of the system, we insist that

\[
\sum_{\alpha \in \lambda} W_\alpha = \text{Tr} [\rho Q(\lambda)] . \tag{45}
\]

For a given quantum net \( Q \), this condition completely determines the relation between \( \rho \) and \( W \).

We now use Eq. (45) to express \( W_\alpha \) explicitly in terms of \( \rho \). We begin by observing that through any point \( \alpha \) there are \( N + 1 \) lines, and that each point \( \beta \neq \alpha \) lies on exactly one of these lines. These geometrical facts allow us to write

\[
W_\alpha = \frac{1}{N} \left[ \left( \sum_{\lambda : \alpha \in \lambda} \sum_{\beta \in \lambda} W_\beta \right) - \sum_{\gamma} W_\gamma \right], \tag{46}
\]

where the first sum is over all lines that contain the point \( \alpha \). Using Eq. (45) we can rewrite this as

\[
W_\alpha = \frac{1}{N} \left[ \sum_{\lambda : \alpha \in \lambda} \text{Tr} [\rho Q(\lambda)] \right] - 1 = \frac{1}{N} \text{Tr} (\rho A_\alpha), \tag{47}
\]

where

\[
A_\alpha = \left[ \sum_{\lambda : \alpha \in \lambda} Q(\lambda) \right] - I. \tag{48}
\]

Eq. (47) is our explicit formula for \( W_\alpha \).

The operators \( A_\alpha \) have a number of special properties:

1. \( A_\alpha \) is Hermitian.
2. \( \text{Tr} A_\alpha = 1 \).
3. \( \text{Tr} A_\alpha A_\beta = N \delta_{\alpha\beta} \).
4. \( \sum_{\alpha \in \lambda} A_\alpha = N Q(\lambda) \).
These can all be proven directly from the definition. For our present purpose the most important is property (3), which we now prove explicitly. Starting with Eq. (48), we can write

$$\text{Tr} \ A_\alpha A_\beta = \sum_{\lambda \not\in \alpha} \sum_{\nu \not\in \beta} \text{Tr} [Q(\lambda)Q(\nu)] - 2 \sum_{\lambda \in \alpha} \text{Tr} Q(\lambda) + \text{Tr} I. \quad (49)$$

The last two terms have the value $-2(N+1) + N = -(N+2)$. The value of the double sum over $\lambda$ and $\nu$ depends on whether $\alpha$ and $\beta$ are the same point. If they are, then of the $(N+1)^2$ terms in the sum, $N+1$ of them have the value 1 because $\lambda = \nu$, and the rest have the value $1/N$, because bases associated with different striations are mutually unbiased. Thus in this case we have

$$\text{Tr} A_\alpha A_\beta = (N+1) + N(N+1)\frac{1}{N} - (N+2) = N \quad (\alpha = \beta). \quad (50)$$

If $\alpha \neq \beta$, then exactly one term in the double sum has the value 1, $N$ terms have the value 0 because $\lambda$ and $\nu$ are parallel but different, and the rest have the value $1/N$ because of the mutual unbiasedness. This gives us

$$\text{Tr} A_\alpha A_\beta = 1 + N(N+1)\frac{1}{N} - (N+2) = 0 \quad (\alpha \neq \beta), \quad (51)$$

which finishes the proof of property (3).

Property (3) shows that the operators $A_\alpha$ constitute a complete basis for the space of $N \times N$ matrices. In particular, we can write the density matrix as a linear combination

$$\rho = \sum_{\alpha} b_\alpha A_\alpha, \quad (52)$$

where the coefficients $b_\alpha$ must be real since $\rho$ and the $A_\alpha$’s are Hermitian. Multiplying both sides of Eq. (52) by $A_\beta$, taking the trace, and using property (3) above, we find that $b_\alpha$ is in fact equal to $W_\alpha$ as expressed in Eq. (47). We have thus found an explicit expression for the density matrix in terms of the Wigner function:

$$\rho = \sum_{\alpha} W_\alpha A_\alpha. \quad (53)$$

We now list a number of properties of the Wigner function and its relationship to the density matrix.

1. $W_\alpha$ is real.
2. $\sum_{\alpha} W_\alpha = \text{Tr} [\rho Q(\lambda)]$. This is the property (45) that we used to define the Wigner function.

3. $\sum_{\alpha} W_\alpha = 1$. This follows immediately from property 2: break the sum over $\alpha$ into parallel lines, and the corresponding probabilities must sum to one.

4. Let $W$ be the Wigner function corresponding to a density matrix $\rho$ and let $W'$ correspond to $\rho'$, where $\rho' = T_\beta \rho T_\beta^\dagger$. Then $W'_\alpha = W_{\alpha-\beta}$. This is the translational covariance of the discrete Wigner function and is the analogue of Eq. (10). The proof is straightforward:

$$W'_\alpha = \frac{1}{N} \text{Tr} (\rho' A_\alpha) = \frac{1}{N} \text{Tr} (T_\beta \rho T_\beta^\dagger A_\alpha)$$

$$= \frac{1}{N} \text{Tr} (\rho T_\beta^\dagger A_\alpha T_\beta) = \frac{1}{N} \text{Tr} (\rho A_{\alpha-\beta}) = W_{\alpha-\beta}$$

(54)

Here we have used the fact that $A_\alpha$ is a linear combination of the identity operator and the projections $Q$, which were constructed to be translationally covariant in accordance with Eq. (30).

Of course the definition of the Wigner function depends on the quantum net $Q$; different choices of the quantum net will yield different definitions of the Wigner function. In order to show some examples of Wigner functions, for the remainder of this section we adopt the particular quantum net for $N = 4$ that we mentioned at the end of the preceding section. Recall that for this quantum net, we have taken the field bases to be $E = F = (\omega, 1)$, and we have chosen to associate the rays of phase space with the states listed in the left-most column of Fig. 3. With these choices we can compute the operators $A_\alpha$ and thereby find the Wigner function associated with any state $\rho$. In Fig. 4 we give the result for certain quantum states of a pair of spin-1/2 particles, representing spin states as we did at the end of Section 4.

One can check that the sum over any line is the correct probability of the state associated with that line. For example, in the case of the singlet state $\frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)$, if both particles are measured in the up-down basis, the only possible outcomes are $\uparrow\downarrow$ and $\downarrow\uparrow$, corresponding to the two middle columns; similarly if both particles are measured in the right-left basis, the only possible outcomes are $\rightarrow \leftarrow$ and $\leftarrow \rightarrow$.

The property (45) of the discrete Wigner function is the one that makes it useful for tomography. Suppose that one has an ensemble of systems with an
\[
\begin{array}{cccc}
\text{Wigner function} & |\uparrow\uparrow\rangle & |\uparrow\rightarrow\rangle & \frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle) \\
\hline
\leftarrow \rightarrow & 0 & 0 & 0 \\
\hline
\rightarrow \leftarrow & 0 & \frac{1}{\sqrt{2}} & 0 \\
\rightarrow \rightarrow & 0 & 0 & 0 \\
\hline
\end{array}
\]
phase spaces. The tomography on this $2n$-dimensional phase space requires $(r + 1)^n$ different measurements, which is always greater than the number $N + 1 = r^n + 1$ required by our present scheme. Indeed, for any value of $N$, $N + 1$ is the minimum number of orthogonal measurements needed to reconstruct a general quantum state, since a general density matrix contains $N^2 - 1 = (N + 1)(N - 1)$ independent real parameters and each measurement provides only $N - 1$ independent probabilities.\footnote{Moving away from the simple tomographic model, there are many other schemes for the reconstruction of quantum states. In particular, one can use non-orthogonal measurements or adaptive measurements\cite{49}, or one can perform arbitrarily many distinct measurements.}

6 Classifying quantum nets

According to our construction in Section 4, a quantum net is determined once we (i) specify the field basis for each of the two axes of phase space, and (ii) select, for each striation, a vector (from the basis associated with that striation) to be assigned to the line through the origin. For the purpose of this section, let us assume that the choice of field bases is fixed once and for all. We are still free to choose which vector to associate with each ray. How many possible quantum nets do these choices give us? The answer is $N^{N+1}$, since there are $N + 1$ striations, and for each one we can choose among $N$ basis vectors. But these $N^{N+1}$ quantum nets are not all greatly different from each other, and in some cases the definitions they generate of the Wigner function are closely related. In order to get a sense of the range of significantly different Wigner function definitions, we now begin to classify the possible quantum nets. For this purpose we define two relations between quantum nets: equivalence and similarity.

Let us call two quantum nets equivalent if they differ only by a unitary transformation of the state space. That is, two quantum nets $Q$ and $Q'$ are equivalent if and only if there exists a unitary transformation $U$ such that, for each line $\lambda$, $Q'(\lambda) = UQ(\lambda)U^\dagger$. For example, $Q'$ might be related to $Q$ by a translation of the phase space, which by construction implies a unitary relation between $Q$ and $Q'$.

How many equivalence classes of quantum nets are there? To answer this question, note first that, regardless of what states a quantum net assigns to the vertical lines, because they are orthogonal—in fact they must be the basis
states $|k_1\rangle \otimes \cdots \otimes |k_n\rangle$ in some order—we can always find a unitary transformation that will bring them to the same basis but in a standard order, the state $|0\rangle \otimes \cdots \otimes |0\rangle$ being associated with the vertical ray. Moreover, we still have freedom, by a further unitary transformation, to change the phases of these states arbitrarily. Thus the state assigned to the horizontal ray, a state that must already be one of the states $|j_1\rangle \otimes \cdots \otimes |j_n\rangle$ [Eqs. (39) and (40)], can be brought, by changes in the phases of its components, to the particular state $|0\rangle \otimes \cdots \otimes |0\rangle$. And this exhausts our unitary freedom. If two quantum nets, after having their vertical and horizontal states brought to a standard form in this way, are not now identical, then they must not have been equivalent to begin with, since there is no further unitary freedom. To find the number of equivalence classes, we simply have to consider the freedom that remains once the states associated with the vertical and horizontal lines are fixed. We still have $N - 1$ striations left, and for each one we still have $N$ vectors that we can assign to the ray associated with that striation. Thus the number of equivalence classes is $N^{N-1}$.

Note that the above argument also shows that if two quantum nets are equivalent, they must be related by a translation of the phase space. Starting with a given quantum net, one can generate $N^2$ equivalent quantum nets by translation, using the $N^2$ translation operators (including the identity). Thus each equivalence class must have at least $N^2$ elements. But since there are $N^{N-1}$ equivalence classes and a total of $N^{N+1}$ quantum nets, each equivalence class must have exactly $N^2$ elements, namely, the ones obtained by translation.

In order to define the notion of similarity, we consider a different sort of transformation of the discrete phase space, namely, a linear transformation. That is, we imagine mapping each point $\alpha$ of phase space into a point $\alpha' = L\alpha$, where $L$ is linear over the field $F_N$. If we think of $\alpha$ as a column vector with components $x$ and $y$, we can think of $L$ as a $2 \times 2$ matrix with elements in the field:

$$
\begin{pmatrix}
x' \\
y'
\end{pmatrix} = \begin{pmatrix} a & b \\
c & d
\end{pmatrix} \begin{pmatrix} x \\
y
\end{pmatrix}.
$$

(56)

We call two quantum nets $Q$ and $Q'$ similar if and only if there exists a linear transformation $L$ on the phase space, together with a unitary transformation $U_L$ on the state space, such that for every line $\lambda$,

$$
Q'(\lambda) = U_L^* Q(\lambda) U_L.
$$

(57)
That is, $Q'$ is unitarily equivalent not necessarily to $Q$ itself but to $Q$ acting on a linearly transformed phase space. A linear transformation can be regarded as a matter of changing the basis vectors of phase space, as a unitary transformation is a change of basis in the state space. In this sense two quantum nets are similar if they are related to each other by changes of basis in these two spaces. It turns out that Eq. (57) can hold only if $L$ has unit determinant. For suppose that Eq. (57) holds for some $L$ and $U_L$. Then from the fact that both $Q$ and $Q'$ must be translationally covariant [Eq. (30)], it follows that for all phase space vectors $\alpha$,

$$U_L T_\alpha U_L^\dagger \approx T_L \alpha.$$

(58)

In Appendix B we show that Eq. (58) can be satisfied for all $\alpha$ only if $L$ has unit determinant. We show further that for every unit-determinant linear transformation $L$, there exists a unitary $U_L$ such that Eq. (58) holds. (See also Refs. 53, 54 which address a different formulation of the same general problem.)

This latter fact has an important consequence for classifying quantum nets. Given a quantum net $Q(\lambda)$, suppose that we construct another function $Q'(\lambda) = U_L^\dagger Q(L\lambda) U_L$, where $L$ is a unit-determinant linear transformation and $U_L$ is the unitary operator whose existence is guaranteed by Eq. (58). Then $Q'$ is also a legitimate quantum net, translationally covariant with respect to the original translation operators $T_\alpha$. Thus any function obtained from a quantum net by linearly transforming all the lines of phase space, is itself a quantum net up to a unitary transformation. We will use this fact shortly in the classification of quantum nets.

In the rest of this section we characterize the similarity classes of quantum nets for $N = 2, 3,$ and 4. For this purpose it is helpful to introduce a unitarily invariant function $\Gamma$ of three phase-space points [4]:

$$\Gamma_{\alpha\beta\gamma} = \frac{1}{N} \text{Tr}(A_\alpha A_\beta A_\gamma),$$

(59)

where $A_\alpha$ is defined in Eq. (48). Because $\Gamma$ is not affected by a unitary transformation of the quantum net, it is constant over each equivalence class. Indeed, it follows from the orthogonality relation $\text{Tr} A_\alpha A_\beta = N\delta_{\alpha\beta}$ that the function $\Gamma$ completely characterizes the quantum net up to a unitary transformation. Therefore, two quantum nets $Q$ and $Q'$ are similar if and only if the corresponding functions $\Gamma$ and $\Gamma'$ are related by a unit-determinant
linear transformation of the phase space, i.e., if \( \Gamma_{\alpha\beta\gamma} = \Gamma_{L\alpha L\beta L\gamma} \). Thus \( \Gamma \) can be used to distinguish different similarity classes.

**Similarity classes for \( N = 2 \)**

For higher dimensions we will need to specify a field basis for each of the two phase-space dimensions, but in the case of a single qubit, there is no such choice, since the only field basis consists of the single number 1. The number of equivalence classes in this case is \( 2^{2-1} = 2 \). To construct a representative of each one, we first fix \( Q(\lambda) \) for the vertical and horizontal rays: to the vertical ray we assign the state \( |0\rangle \) and to the horizontal ray we assign the state \( |0\rangle = (1/\sqrt{2})(|0\rangle + |1\rangle) \). As explained above, we have this freedom within an equivalence class. The only choice remaining then, which distinguishes the two equivalence classes, is the state to be assigned to the diagonal ray \( \lambda_d \).

This state must be one of the two eigenstates of \( XZ \) (that is, of \( \sigma_y \)). Let us call these states \( |y_+\rangle \) and \( |y_-\rangle \), defined by \( |y_+\rangle = (1/\sqrt{2})(|0\rangle + i|1\rangle) \) and \( |y_-\rangle = (1/\sqrt{2})(|0\rangle - i|1\rangle) \). As it turns out, the two resulting quantum nets are similar to each other. To see the similarity, in Eq. (57) choose

\[
L = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} \quad \text{and} \quad U = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}
\]  

(60)

One can verify that if we let \( Q(\lambda_d) = |y_+\rangle\langle y_+| \), then after applying \( L \) and \( U_L \) as in Eq. (57) we obtain \( Q'(\lambda_d) = |y_-\rangle\langle y_-| \), but the states assigned to the vertical and horizontal rays are unchanged. Thus there is only one similarity class for \( N = 2 \).

Though we have not needed \( \Gamma \) to classify the similarity classes in this case, for comparison with other values of \( N \) it will be helpful to see some of the values of this function. Here we give the values of \( \Gamma_{00\gamma} \), where “0” indicates the origin and \( \gamma \) is an arbitrary phase space point. The values of \( \Gamma_{00\gamma} \) are the same for both of the equivalence classes; so the following picture is valid for both. In this picture the value of \( \Gamma_{00\gamma} \) is written in the location defined by \( \gamma \). (Recall that the lower left-hand corner is our origin, so the value written there is \( \Gamma_{000} \).)

\[
\Gamma_{00\gamma} = \frac{1}{4} \begin{pmatrix}
1 & 1 \\
5 & 1
\end{pmatrix}
\]

(61)

Here the factor 1/4 multiplies each term in the array. As must be the case, the two equivalence classes do differ in other values of \( \Gamma \): when \( \alpha, \beta, \) and
\( \gamma \) are all different, \( \Gamma_{\alpha \beta \gamma} \) is complex, and the values for the two equivalence classes are related by complex conjugation.

As we have seen, each quantum net yields a particular definition of the discrete Wigner function via Eq. (47). The fact that there is only one similarity class for \( N = 2 \) means, then, that there is essentially only one definition of the discrete Wigner function for \( N = 2 \) within the present framework. The allowed quantum nets differ from each other only by a rotation of the qubit (equivalence) and/or an antiunitary spin flip (similarity). Up to these modifications, the definition given in Eq. (47) for \( N = 2 \) agrees with the discrete Wigner function defined in Refs. [11, 4, 8].

**Similarity classes for \( N = 3 \)**

For the three-element field there are two possible field bases: (1) and (2). Let us fix (1) as our field basis for each of the two phase-space dimensions. The number of equivalence classes of quantum nets for a single qutrit is \( 3^{3-1} = 9 \). Again we focus on a particular representative from each equivalence class by fixing the states assigned to the vertical and horizontal rays: to the vertical ray we assign the state \( |0\rangle \), and to the horizontal ray we assign the state \( |0\rangle \). The difference between equivalence classes then lies in the choices we make for the other two striations. The bases associated with these striations are

\[
\frac{1}{\sqrt{3}} \begin{pmatrix} \eta \\ 1 \\ 1 \end{pmatrix}, \quad \frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ \eta \\ 1 \end{pmatrix}, \quad \frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ 1 \\ \eta \end{pmatrix},
\]

and

\[
\frac{1}{\sqrt{3}} \begin{pmatrix} \eta \bar{\eta} \\ 1 \\ 1 \end{pmatrix}, \quad \frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ \eta \bar{\eta} \\ 1 \end{pmatrix}, \quad \frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ 1 \\ \eta \bar{\eta} \end{pmatrix},
\]

where \( \eta = e^{2\pi i/3} \). We need to choose one vector from each of these bases to assign to the remaining two rays. We now use the values of \( \Gamma_{00\gamma} \) to help us identify the similarity classes.

If we choose the first vector listed in each of Eqs. (62) and (63), we get the following values of \( \Gamma_{00\gamma} \) (again, the position in the table indicates the value of \( \gamma \)):

\[
\Gamma_{00\gamma} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}
\]
On the other hand, if we make any other choice, we find that the analogous table contains three zeroes lying along one of the lines of phase space. Here is an example:

\[
\Gamma_{00,\gamma} = \begin{pmatrix}
0 & 1 & 1 \\
1 & 1 & 0 \\
4 & 0 & 1
\end{pmatrix}
\]  

(65)

Now, in the \(3 \times 3\) phase space there are exactly eight lines that do not pass through the origin. Moreover, with a unit-determinant linear transformation acting on the phase space, we can move any of these eight lines into any other; thus, starting with the zeroes as in Eq. (65), we can move them to any other such line. We saw earlier that if we modify a quantum net by applying a unit-determinant linear transformation to the phase space, the resulting function is, up to a unitary transformation, another quantum net. Therefore, as we use such transformations to move the zeroes among these eight lines, we are generating eight inequivalent quantum nets that by definition are in the same similarity class. We have thus accounted for all nine equivalence classes and have found that they lie in exactly two similarity classes: a class of eight as exemplified by Eq. (65), and the special case shown in Eq. (64) which is in a similarity class by itself.

Since there are two similarity classes for \(N = 3\), there are also two quite different definitions of the discrete Wigner function. The simpler one, whose quantum net yields the \(\Gamma\) of Eq. (64), is the same as the one defined in Refs. [4, 8]. The other one, with a \(\Gamma\) like that shown in Eq. (65), appears to be new. It necessarily has many of the features of the simpler definition—e.g., the sums of the Wigner function along the lines of any striation are the probabilities of the outcomes of a measurement associated with that striation—but it lacks some of the symmetry. It is not clear whether there is any physical context in which one would choose to use this less symmetric definition of the Wigner function. If there is, presumably it would be a context in which a particular quantum state, associated with the line along which \(\Gamma_{00,\gamma}\) is zero, plays a favored role.

**Similarity classes for \(N = 4\)**

As always, we begin by fixing a pair of field bases for the two dimensions of phase space. For \(N = 4\), let us adopt the bases we have used in our earlier example: we associate with each dimension the basis \((\omega, 1)\). With the bases fixed, the number of equivalence classes of quantum nets in this case is \(4^{4-1} = 64\). Referring to the list of bases in Fig. 3, we can generate...
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quantum nets from the 64 equivalence classes by choosing one state vector from each of the last three bases. To see how these 64 cases sort themselves into similarity classes, we again rely on $\Gamma_{00\gamma}$. Calculating $\Gamma_{00\gamma}$ explicitly for various cases, one obtains many different arrays, among which the following four are representative:

\begin{align*}
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
5 & 1 & 5 & 1 \\
5 & 5 & 1 & 1 \\
25 & 5 & 5 & 1 \\
\end{array} \quad \begin{array}{cccc}
5 & 5 & 5 & 5 \\
1 & 5 & 1 & 5 \\
1 & 1 & 5 & 5 \\
13 & 1 & 1 & 5 \\
\end{array} \\
\begin{array}{cccc}
7 & 3 & 7 & 3 \\
-1 & -1 & 7 & 7 \\
3 & -1 & -1 & 3 \\
19 & 3 & -1 & 7 \\
\end{array} \quad \begin{array}{cccc}
-1 & 3 & -1 & 3 \\
7 & 7 & -1 & -1 \\
3 & 7 & 7 & 3 \\
19 & 3 & 7 & -1 \\
\end{array}
\end{align*}

Though the last two have comparable features, we note that it is not possible to change one of them into the other by a linear transformation of the phase space. The first two are clearly not related to the others or to each other by linear transformations since, for example, they have different values of $\Gamma_{000}$, which is invariant under linear transformations.

The fact that these four arrays are not related by linear transformations shows that there are at least four similarity classes. In fact, by counting the number of different functions $\Gamma_{\alpha\beta\gamma}$ that one can obtain by unit-determinant linear transformations (including the possibility of complex conjugation, which does not show up in $\Gamma_{00\gamma}$), one finds that the four examples illustrated above generate 64 distinct equivalence classes. We can conclude, then, that we have not left anything out and that there are exactly four similarity classes.

Suppose that one has chosen one state vector from each of the five bases in Fig. 3, each vector being assigned to the appropriate ray of phase space. (Now we are not fixing \textit{a priori} the vectors to be chosen from the first two bases.) It would be good to have a simple algorithm that would determine to which of the four similarity classes the resulting quantum net belongs. One could of course compute $\Gamma_{00\gamma}$ for the given quantum net and compare the result with the arrays given in Eqs. (66) and (67). But in fact there exists a much simpler method, as we now explain.

Let us label the four columns of Fig. 3 with elements of $\mathbb{F}_4$: from left to right, we label the columns with the values 0, 1, $\omega$ and $\bar{\omega}$. (This is
not an entirely arbitrary labeling. In writing down the bases in Fig. 3, we consistently used the same vertical translation operators to determine the order in each of the last four bases. The first basis cannot be obtained in this way and in that case we used the horizontal translation operators.) The column-labels can be used to specify which vector we have chosen from each basis: Let $a$ be the label of the vector chosen from the first basis, $b$ the label of the vector chosen from the second basis, and so on. For convenience we repeat in Fig. 5 the list of bases, with the new labeling scheme. Thus if $b = \omega$, for example, the state vector chosen from the second basis (corresponding to the horizontal ray) is $(1/2)(|00\rangle + |01\rangle - |10\rangle - |11\rangle)$.

It turns out that there is a function $D(a, b, c, d, e)$, taking values in $\mathbb{F}_4$, such that the value of $D$ determines the similarity class of the quantum net defined by $(a, b, c, d, e)$. In Appendix D we present a method for finding the function $D$. Here we simply state the result:

$$D = \omega(a + b + c) + \bar{\omega}(a b c d e)$$

where we are using ordinary matrix multiplication to express the quadratic terms, all the operations being in $\mathbb{F}_4$. The correspondence between the value of $D$ and the similarity class is as follows: The values $D = 0$ and $D = 1$ correspond, respectively, to the two similarity classes whose $\Gamma_{000}$ arrays are shown in Eq. (66); the values $D = \omega$ and $D = \bar{\omega}$ likewise correspond to the similarity classes of Eq. (67).

To give an example, consider the specific quantum net we used earlier, obtained by choosing the first vector in each of the five bases. In this case $a = b = c = d = e = 0$ and therefore $D = 0$; so the above correspondence predicts (correctly) that the quantum net obtained in this way is in the similarity class with $\Gamma_{000} = 25/16$.

If we adopt the convention of representing each equivalence class by the unique quantum net in that class that has $a = b = 0$, we obtain a simplified form of $D$:

$$D = \omega c + cd + \omega ce + \bar{\omega}de. \quad (a = b = 0)$$

From this equation (or in other ways), one can easily determine the number of equivalence classes in each of the four similarity classes. One finds that
Figure 5: Labeling scheme for quantum nets for $N = 4$. 

|   | 0   | 1   | $\omega$ | $\bar{\omega}$ |
|---|------|------|----------|-----------------|
| $a$ | \[
\begin{pmatrix}
1 \\
0 \\
0 \\
0
\end{pmatrix}
\]
| $b$ | $\frac{1}{2}$ \[
\begin{pmatrix}
1 \\
1 \\
1 \\
1
\end{pmatrix}
\]
| $c$ | $\frac{1}{2}$ \[
\begin{pmatrix}
1 \\
-i \\
i \\
1
\end{pmatrix}
\]
| $d$ | $\frac{1}{2}$ \[
\begin{pmatrix}
1 \\
i \\
-i \\
1
\end{pmatrix}
\]
| $e$ | $\frac{1}{2}$ \[
\begin{pmatrix}
1 \\
-i \\
i \\
1
\end{pmatrix}
\]
there are twenty values of the triple \((c,d,e)\) for which \(D(c,d,e) = 0\), so that there are twenty equivalence classes in the first similarity class shown in Eq. (66). Similarly there are twenty equivalence classes in the other similarity class shown that equation and twelve in each of the two classes represented in Eq. (67). Thus the total number of equivalence classes comes out to be \(20 + 20 + 12 + 12 = 64\), as it should.

**Similarity classes for larger \(N\)**

For larger values of \(N\), it becomes more difficult to work out all the possibilities for the function \(\Gamma_{\alpha\beta\gamma}\) as we did above. We now outline another method for determining the number of similarity classes.

We have seen that applying a unit-determinant linear transformation to a quantum net \(Q\) yields, up to unitary equivalence, another quantum net in the same similarity class. Thus we can regard the group of unit-determinant linear transformations as acting on the set of equivalence classes of quantum nets, and from this point of view the similarity classes are seen as the orbits of the group. According to a theorem in group theory, the number \(t\) of distinct orbits generated by a group \(G\) acting on a finite set is given by

\[
t = \frac{1}{|G|} \sum_{g \in G} \phi(g),
\]

where \(|G|\) is the size of the group and \(\phi(g)\) is the number of elements in the set that are fixed by \(g \in G\). Since elements from the same conjugacy class fix the same number of elements, it is sufficient to calculate the number of quantum nets fixed (up to unitary equivalence) by one element from each conjugacy class and then multiply by the number of elements in that class. Using this method, one finds\(^8\) that there are 11 similarity classes for \(N = 5\).

While we have not performed this calculation for higher values of \(N\), we know that the identity always fixes all \(N^{N-1}\) equivalence classes of quantum nets, and one can show that the number of unit-determinant linear transformations is exactly \(N^3 - N\); so the number of similarity classes must be at least

\[
\frac{N^{N-1}}{N^3 - N} > N^{N-4},
\]

which grows very rapidly for large \(N\). Therefore, within the current framework, if one is going to use a discrete Wigner function to describe, say, a

---

\(^8\)We thank Robert Terchunian for pointing out that the number quoted in earlier drafts of this paper was incorrect and for computing the correct value.
large number of qubits, one has perhaps too many possible definitions of the Wigner function to choose from. Is there some further criterion that would naturally restrict the choice to, say, a single similarity class?

When \( N \) is an odd prime, there always exists one similarity class with more than the required symmetry. We saw this above in the case \( N = 3 \), where for one of the similarity classes, \( \Gamma_{00\gamma} \) was independent of \( \gamma \). In fact, whenever \( N \) is an odd prime, there exists a quantum net for which

\[
\Gamma_{\alpha\beta\gamma} = \frac{1}{N} \eta^{-(\alpha\wedge\beta + \beta\wedge\gamma + \gamma\wedge\alpha)},
\]

where \((x,y) \wedge (x',y') = xy' - yx'\) \[4\]. Indeed there is only one such quantum net up to unitary equivalence, as can be seen from the fact that every unit-determinant linear transformation leaves this particular \( \Gamma_{\alpha\beta\gamma} \) unchanged.\(^9\) So when \( N \) is an odd prime, there is one definition of the Wigner function (up to unitary equivalence) that stands out because of its high degree of symmetry.

The sole similarity class for \( N = 2 \) does not possess quite this degree of symmetry, but here one does not have the problem of too many possibilities.

What if \( N \) is a power of a prime? We have studied in detail only one such case, \( N = 4 \). In that case, of the 64 equivalence classes, it turns out that there are exactly two for which the matrix \( A_\alpha \), defined in Eq. \[48\], has the following special property: it is a tensor product of two single-qubit matrices. (For this condition it does not matter which point \( \alpha \) we choose: if \( A_\alpha \) is a tensor product, then so is \( A_\beta \), since the translation operator \( T_{\beta-\alpha} \) that relates them is itself a tensor product.) In the notation of Fig. 5, these two special equivalence classes are the ones for which, with \( a = b = 0 \), the triple \((c,d,e)\) takes the values \((0,0,0)\) and \((\bar{\omega},\omega,1)\). They are both in the same similarity class, since \( D(0,0,0) = D(\bar{\omega},\omega,1) = 0 \). Looking at the vectors in question, one sees that these two quantum nets are complex conjugates of each other.

We can construct the \( A \) operators for these two special cases as follows. Let \( A^{(2)}_{(x,y)} \), with \( x, y \in \{0,1\} \), be the \( A \) operators derived from either of the quantum nets for \( N = 2 \). And let us express a point \( \alpha \) in the \( 4 \times 4 \) phase space as \( \alpha = (x_1\omega + x_2, y_1\omega + y_2) \), in which we are using our standard field bases for \( N = 4 \). Then one can show that the following two sets of tensor-product

\(^9\)In arriving at Eq. \[72\] we have assumed that the field basis for the vertical axis (consisting of just one field element since \( N \) is prime) is the same as the basis for the horizontal axis. A different choice has the effect of multiplying the exponent by a constant factor.
operators correspond to quantum nets for $N = 4$:

$$A_{\alpha} = A^{(2)}_{(x_1, y_1)} \otimes \bar{A}^{(2)}_{(x_2, y_2)}$$

(73)

and

$$A'_{\alpha} = \bar{A}^{(2)}_{(x_1, y_1)} \otimes A^{(2)}_{(x_2, y_2)},$$

(74)

where the bar indicates complex conjugation. Moreover these two sets correspond to two distinct equivalence classes.

In Ref. [4], Wigner functions for composite dimensions were constructed by taking tensor products of $A$ operators for prime dimensions. We see now that at least for $N = 4$, we can use this simple tensor-product construction and at the same time produce a Wigner function with the tomographic properties defined by the lines of $\mathbb{P}_4^2$. (That is, the tomography involves only $N + 1 = 5$ measurements rather than $(r + 1)^2 = 9$ measurements.) It is interesting to ask whether something similar can be done for any power of a prime. This consideration might also be used to pick out one of the many possible definitions of the discrete Wigner function that our formulation allows for large $N$. But at present we do not know whether such tensor-product structures exist, within our current framework, for other powers of primes.

7 Changing the field bases

So far in our classification of quantum nets we have been assuming fixed bases $E$ and $F$ in which to expand the phase-space coordinates $q$ and $p$. We now ask how the range of possibilities expands when we consider all allowed choices of these bases. After the preceding discussion one might wonder why we would want to consider additional possibilities. Indeed for most practical purposes this is surely unnecessary, but for understanding the mathematical structure of our formulation, our classification scheme would be incomplete if we did not allow other field bases.

Recall that we can choose any field basis $E = (e_1, \ldots, e_n)$ for the horizontal coordinate $q$. The basis for the coordinate $p$ must then be of the form $F = (f_1, \ldots, f_n) = (w\tilde{e}_1, \ldots, w\tilde{e}_n)$ for some field element $w$. What we want to know now is this: which of these choices lead to quantum nets that are not unitarily equivalent to the ones we have already discussed?

The question is easily resolved. Suppose that we switch from one pair of field bases $(E, F)$ to a different pair $(E', F')$. The effect of this switch is to
change the translation operators from
\[ T_{(q,p)} = X^{q_1} Z^{p_{f_1}} \otimes \cdots \otimes X^{q_n} Z^{p_{f_n}} \] (75)
to
\[ T'_{(q,p)} = X^{q_{e_1}} Z^{p_{f_1'}} \otimes \cdots \otimes X^{q_{e_n}} Z^{p_{f_n'}}. \] (76)
If there exists a unitary operator \( U \) such that for each point \( \alpha \)
\[ U T_{\alpha} U^\dagger \approx T'_{\alpha}, \] (77)
then given any quantum net \( Q'(\lambda) \) based on the operators \( T'_\alpha \), we can define a corresponding quantum net \( Q(\lambda) = U^\dagger Q'(\lambda) U \) whose translation properties are determined by the operators \( T_\alpha \). Thus if Eq. (77) is satisfied for some \( U \), the change of field bases has not produced any new quantum nets, up to unitary equivalence. Now, we can identify two elementary kinds of change in the field bases that are allowed by the condition \( f_j = w \tilde{e}_j \); (i) change \( e_j \) arbitrarily into \( e'_j \), and simultaneously change \( f_j \) into \( f'_j = w \tilde{e}_j \) (with the same \( w \) as before); (ii) leave \( e_j \) unchanged and change \( f_j \) into \( f'_j = w' \tilde{e}_j \). Any allowed change of the field bases can be regarded as a combination of these two. Appendix C shows that under a change of the first kind, there exists a unitary operator \( U \) such that Eq. (77) is satisfied. Thus these changes do not produce any new equivalence classes of quantum nets. On the other hand, if we make a change of the second kind, we can write the resulting \( T' \) as
\[ T'_\alpha = T_{K\alpha}, \] (78)
where
\[ K = \begin{pmatrix} 1 & 0 \\ 0 & w/w' \end{pmatrix}. \] (79)
Except in the trivial case where we have made no change at all, the determinant of this matrix is not unity, and therefore, as shown in Appendix B, there exists no unitary \( U \) such that Eq. (77) is satisfied. Thus this second kind of change of basis does produce new quantum nets. By performing such basis changes, we can multiply by \( N - 1 \) the number of equivalence classes of quantum nets, since there are \( N - 1 \) choices for the non-zero field element \( w \).

In Fig. 6 we summarize in tabular form our classification of quantum nets for \( N = 2, 3, \) and 4. Each box in the figure represents a similarity class, and the integer appearing inside the box indicates the number of distinct
equivalence classes within the given similarity class. The similarity classes are arranged in columns corresponding to different values of the field element $w$ that expresses the relation between the bases $E$ and $F$. Thus, for example, there are altogether 192 distinct equivalence classes for $N = 4$. In general the number of equivalence classes, now that we are allowing alternative field bases, is $(N - 1)N^{N-1}$.

$$w = 1$$

$N = 2$:

$$2$$

$w = 1$  $w = 2$

$N = 3$:

$$1 \quad 1 \quad 8 \quad 8$$

$w = 1$  $w = \omega$  $w = \bar{\omega}$

$N = 4$:

$$12 \quad 12 \quad 12 \quad 12$$

$$12 \quad 12 \quad 12 \quad 12$$

$$20 \quad 20 \quad 20$$

$$20 \quad 20 \quad 20$$

Figure 6: Classification of quantum nets for $N = 2, 3, \text{and } 4$.

## 8 Discussion

The main new contribution of this paper has been to use the general concept of a finite field to construct discrete phase spaces, and to study generalizations of the Wigner function defined on such spaces. In this formulation,
there is not a unique definition of the discrete Wigner function for a given system; rather, the definition depends on the particular quantum structure that one lays down on the discrete phase space. This quantum structure, which we have called a quantum net, assigns a pure quantum state to each line in phase space. The assignment is severely constrained by the condition of translational covariance, which is analogous to a similar property of the continuous Wigner function. In particular, the quantum states assigned to parallel lines are forced by this condition to be orthogonal, and the orthogonal bases assigned to distinct sets of parallel lines are forced to be mutually unbiased. Because of this, our construction provides a method (closely related to the methods of Refs. [28] and [29]) of generating complete sets of mutually unbiased bases.

It is interesting to contrast the discrete Wigner functions presented in this paper with the usual continuous Wigner function. In addition to translational covariance, the usual Wigner function has another remarkable property which can be called covariance with respect to unit-determinant linear transformations [34, 50]. Let $\rho$ be any density matrix for a system with one continuous degree of freedom, and let $W_\rho(\alpha)$ be its Wigner function, where $\alpha = (q,p)$ is a phase-space point. Now consider any unit-determinant linear transformation $L$ acting on phase space. It is a fact that for any such $L$, there exists a unitary operator $U_L$ such that $W_{\rho'}(\alpha) = W_{\rho}(\alpha)$, where $\rho' = U_L \rho U_L^\dagger$. In other words, rotating the phase space, or stretching it in one direction while squeezing it in another by the same factor, is equivalent to performing a unitary transformation on the quantum state. That is, this sort of transformation of the Wigner function can in principle be carried out physically. The analogous property typically does not hold for our discrete Wigner functions. We can see this even in the case $N = 2$. In that case the linear transformation

$$L = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

interchanges horizontal lines with vertical lines while leaving the diagonal lines unchanged. For any of our quantum nets, this corresponds to an interchange between eigenstates of $X$ and eigenstates of $Z$, while the eigenstates of $XZ$ (or of $\sigma_y$) remain unchanged. No unitary operator can effect such a transformation; so this $L$ cannot be realized physically.

Note that in our formulation one does find a weaker version of this property. Every unit-determinant linear transformation, while not necessarily
corresponding to a unitary transformation of the quantum state, does correspond to a unitary transformation, up to a phase factor, of the translation operators, as is shown in Appendix B. Moreover, there are certain special quantum nets for which the associated Wigner function does in fact have the stronger property. These are the quantum nets discussed in Section 6 with $\Gamma$ given by Eq. (72). But such special quantum nets appear to exist only for odd prime values of $N$. If one wants to generalize the Wigner function to other finite fields, including even the case of a single qubit, evidently one must do without some of the symmetry of the continuous Wigner function.

There is another interesting difference between the continuous case and the discrete case. It is central to our construction that every line of discrete phase space corresponds to a quantum state, as is also true for the continuous phase space. However, in the continuous case, there is a specific correspondence between lines and quantum states that arises naturally: the quantum state assigned to the line defined by $aq + bp = c$ is precisely the eigenstate of $a\hat{q} + b\hat{p}$ with eigenvalue $c$. This correspondence is possible in part because the parameters $a$, $b$, and $c$ used in the equation for the line also make sense as coefficients in the algebra of operators. In the discrete case, on the other hand, the parameters $a$, $b$, and $c$ are elements of a finite field and cannot be combined in the same way with operators on a complex vector space. This is why, in the discrete case, there is not a unique quantum net for a given phase space. The requirement of translational covariance forces a certain correspondence between striations and bases, but not between lines and state vectors.

In this connection, it is interesting to ask what new possibilities would open up in the continuous case if one were to approach the construction of distribution functions on continuous phase space along the lines we have followed in this paper. That is, rather than adopting a priori a particular correspondence between lines and quantum states, suppose that we were to allow, for each striation, a separate translation of the quantum states assigned to that striation. Most of the “generalized Wigner functions” that would thereby be allowed would no doubt be quite ugly, but one can imagine certain special quantum nets with useful properties.

At one level what we have been exploring in this paper is the general concept of phase space. This concept is certainly central to the physics of systems with continuous coordinates. Just as certainly, it has been less central to the physics of discrete systems. However, as we have seen, even in the discrete case the notion of phase space, with axis variables taking values
in a field, meshes nicely with the complex-vector-space structure of quantum mechanics. The sets of parallel lines in phase space correspond perfectly with a complete set of mutually unbiased bases for the state space, and translations in phase space correspond to physically realizable transformations of quantum states. Indeed, if one were starting with the complex vector space and the concept of mutually unbiased bases, and were trying to find a compact way of expressing quantum states in terms of such bases, one might be led naturally to phase space as the most economical framework in which to achieve this expression.

At present we have no particular evidence that discrete phase space holds as distinguished a place with respect to the laws of physics as continuous phase space does. On the other hand, as a practical matter discrete phase space descriptions have been found useful in a variety of problems in physics (see for example Refs. [5], [7], [16], [17] and [51]), and we hope that our phase space based on finite fields will find similar applications, especially in analyzing systems of qubits. Indeed, our formulation (as presented in a preprint) has already been applied by Galvão to a question regarding pure-state quantum computation [52]. Galvão makes explicit use of the full range of definitions of the Wigner function that our scheme allows. For other applications, it is likely that further research will have to be done to identify, out of the set of possible Wigner functions, a much smaller number in which the processes of interest are most simply represented.
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Appendix A: Commuting translation operators and the choice of field bases

Recall the necessary and sufficient condition \(33\) for the commutation of translation operators corresponding to parallel translations:

\[
\sum_j (sx)_{e_j}(ty)_{f_j} = \sum_j (tx)_{e_j}(sy)_{f_j}.
\]  
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Here we show that this condition is true for all $s$ and $t$, and for all $(x, y) \neq (0, 0)$, if and only if the field bases satisfy $f_j = w\tilde{e}_j$ for some nonzero field element $w$.

We begin by assuming that $f_j = w\tilde{e}_j$ and proving that Eq. (80) follows. From $f_j = w\tilde{e}_j$ it follows that $\text{tr}(e_i f_j w^{-1}) = \delta_{ij}$. Thus we can write

$$\sum_j (sx)_{e_j}(ty)_{f_j} = \sum_{ij} (sx)_{e_i}(ty)_{f_j} \text{tr}(e_i f_j w^{-1})$$

$$= \text{tr}\left[\left(\sum_i (sx)_{e_i}e_i\right)\left(\sum_j (ty)_{f_j}f_j\right)w^{-1}\right]$$

$$= \text{tr}(sxtyw^{-1}) = \text{tr}(txyw^{-1})$$

$$= \sum_j (tx)_{e_j}(sy)_{f_j},$$

which proves Eq. (80).

Now we go the other direction. Assume Eq. (80) and note that for any $z \in \mathbb{F}_N$, $z_{e_j} = \text{tr}(\tilde{e}_j z)$. Thus

$$\sum_j \text{tr}(\tilde{e}_j sx)\text{tr}(\tilde{f}_j ty) = \sum_j \text{tr}(\tilde{e}_j sx)\text{tr}(\tilde{f}_j sy).$$

(82)

Using the linearity of the trace, we can rewrite this equation as

$$\text{tr}\left[\sum_j \text{tr}(\tilde{f}_j ty)\tilde{e}_j sx\right] = \text{tr}\left[\sum_j \text{tr}(\tilde{f}_j sy)\tilde{e}_j tx\right].$$

(83)

For this to be true for all $x$, we must have

$$\left[\sum_j \text{tr}(\tilde{f}_j ty)\tilde{e}_j\right] s = \left[\sum_j \text{tr}(\tilde{f}_j sy)\tilde{e}_j\right] t.$$

(84)

It follows that the quotient

$$\frac{\sum_j \text{tr}(\tilde{f}_j ty)\tilde{e}_j}{t}$$

is independent of $t$, though it might depend on $y$. That is,

$$\sum_j \text{tr}(\tilde{f}_j ty)\tilde{e}_j = A_y t$$

(86)
for some $A_y \in \mathbb{F}_N$. But that this is true for all $t$ implies that

$$\tilde{f}_j y = A_y e_j \text{ for all } y \text{ and } j,$$

(87)

which in turn implies that $A_y$ is a constant times $y$ and that $\tilde{f}_j$ is a constant times $e_j$. Finally, the latter condition is equivalent to

$$f_j = w e_j,$$

(88)

which is what we wanted to prove.

**Appendix B: Changes in the translation operators due to linear transformations**

1. A linear transformation that preserves the translation operators up to a unitary transformation and phase factors must have unit determinant.

Recall the definition of the translation operators:

$$T_{(q,p)} = X^{q_1} Z^{p_1} \otimes \cdots \otimes X^{q_n} Z^{p_n},$$

(89)

where we have suppressed the notation indicating the field bases in which $q$ and $p$ are expanded, since we are not going to be changing the bases in this section.

Let $L$ be a linear transformation of the phase space, and suppose that there exists a unitary operator $U_L$ such that for every point $\alpha$,

$$U_L T_{\alpha} U_L^\dagger = e^{i\phi(L,\alpha)} T_{L\alpha},$$

(90)

where $\phi$ is any real function of $L$ and $\alpha$. We show now that this can be the case only if $L$ has unit determinant.

Consider the operator $T_\alpha T_\beta T_\alpha^\dagger T_\beta^\dagger$. Using the fact that $ZX = \eta XZ$, where $\eta = \exp(2\pi i/r)$, and the fact that $Z^r = X^r = I$, one finds that this operator simplifies to

$$T_\alpha T_\beta T_\alpha^\dagger T_\beta^\dagger = \eta^{(x \cdot p - q \cdot y)} I,$$

(91)

where $\alpha = (q,p)$, $\beta = (x,y)$, and the dot product $x \cdot p$ stands for $\sum_i x_i p_i$. Now, if Eq. (90) is true, it follows that

$$U_L T_\alpha T_\beta T_\alpha^\dagger T_\beta^\dagger U_L^\dagger = T_{L\alpha} T_{L\beta} T_{L\alpha}^\dagger T_{L\beta}^\dagger,$$

(92)
and since $T_\alpha T_\beta T_\alpha^\dagger T_\beta^\dagger$ is proportional to the identity operator, we can say
\[ T_\alpha T_\beta T_\alpha^\dagger T_\beta^\dagger = T_{L\alpha} T_{L\beta} T_{L\alpha}^\dagger T_{L\beta}^\dagger. \] (93)

From this and Eq. (91) it follows that $L$ must preserve the quantity $(x \cdot p - q \cdot y)$, regarded as an element of $\mathbb{F}_r$.

Let us now invoke the field bases $E$ and $F$, which must satisfy the condition $f_j = \tilde{w} e_j$ for some field element $w$. Since $\text{tr}(e_i \tilde{e}_j) = \delta_{ij}$, we can write
\[ x \cdot p - q \cdot y = \text{tr}[w^{-1}(xp - qy)]. \] (94)

Thus the latter quantity must be conserved by $L$. Now, when $(q, p)$ and $(x, y)$ are both transformed by $L$, the effect on $xp - qy$ is multiplication by the factor $\det L$. So $\text{tr}[w^{-1}(xp - qy)]$ must equal $\text{tr}[w^{-1}(xp - qy) \det L]$ for every $(q, p)$ and $(x, y)$. This is the same as saying that $\text{tr}(b \det L) = \text{tr}(b)$ for every field element $b$, which is true only if $\det L = 1$. Thus any linear transformation for which Eq. (90) is valid must have unit determinant.

2. Every unit-determinant $L$ preserves the translation operators up to a unitary transformation and phase factors: the case $N = r^n$ with $r$ an odd prime.

Here we show that for every unit-determinant linear transformation $L$ on phase space, there exists a unitary transformation $U_L$ on state space such that for every phase-space vector $\alpha$,
\[ U_L T_\alpha U_L^\dagger \approx T_{L\alpha}, \] (95)
restricting our attention for now to the case where $N$ is a power of an odd prime. In this case we can, as we see below, specify the phase factor that is implicit in Eq. (95):
\[ U_L T_\alpha U_L^\dagger = \eta^{(1/2)(q' - q)} T_{L\alpha}. \] (96)

Here $\eta = e^{2\pi i / r}$, $(q, p) = \alpha$, and $(q', p') = L\alpha$. Also, in Eq. (96) and in what follows, the exponent is first computed as an element of the field $\mathbb{F}_r$, and is then interpreted as an integer in the set $\{0, \ldots, r - 1\}$. (For example, if $r = 3$, the expression $\eta^{1/2}$ is interpreted as $\eta^2$, since in $\mathbb{F}_3$, $1/2$ has the value 2.) To prove that such a $U_L$ exists, we define the following linear mapping $M$ on the space of $N \times N$ matrices:
\[ M(T_\alpha) = \eta^{(1/2)(q' - q)} T_{L\alpha}. \] (97)
This equation defines $M$ on all the translation operators and thus by linearity on all operators. Our aim is to show that the $M$ defined by Eq. (97) is of the form $M(B) = UBU^\dagger$ for some unitary operator $U$. We do this by showing first that $M$ preserves multiplication; that is, for any phase-space vectors $\alpha$ and $\beta$,

$$M(T_\alpha T_\beta) = M(T_\alpha)M(T_\beta).$$  

(98)

This we do by direct calculation, starting with

$$T_\alpha T_\beta = (X^{q_1}Z^{p_1} \otimes \cdots \otimes X^{q_n}Z^{p_n})(X^{x_1}Z^{y_1} \otimes \cdots \otimes X^{x_n}Z^{y_n}) = \eta^{(x,p)}T_{\alpha+\beta}. \quad (99)$$

Here $(x, y) = \beta$, and we have used the fact that $ZX = \eta XZ$.  

Thus

$$M(T_\alpha T_\beta) = \eta^{(1/2)(q'+p')-(q+x)-(p+y)}\eta^{(x,p)}T_{L(\alpha+\beta)}. \quad (100)$$

On the other hand, $M(T_\alpha)M(T_\beta)$ is given by

$$M(T_\alpha)M(T_\beta) = \eta^{(1/2)(q'\cdot p'-q\cdot p)}\eta^{(1/2)(x'\cdot y'-(x+y))}T_{La}T_{L\beta}$$

$$= \eta^{(1/2)(q'\cdot p'-q\cdot p)}\eta^{(1/2)(x'\cdot y'-(x+y))}\eta^{(x',p')}T_{L(\alpha+\beta)}. \quad (102)$$

Comparing the exponents in Eq. (101) and (102), one finds that they are equal (as elements of $\mathbb{F}_r$) as long as $q' \cdot y' - x' \cdot p'$ is equal to $q \cdot y - x \cdot p$. But this condition is guaranteed by the fact that $L$ has unit determinant [see Eq. (94)]. So $M$ does indeed preserve multiplication.

A linear transformation on the set of all $N \times N$ matrices that preserves multiplication must be a conjugation; that is, there must exist a matrix $S$ such that for any $N \times N$ matrix $B$,

$$M(B) = SBS^{-1}. \quad (103)$$

But $M$ has another special property that we now prove, namely, that for any $N \times N$ matrix $B$,

$$M(B^\dagger) = [M(B)]^\dagger. \quad (104)$$

Let us show that Eq. (104) is satisfied when $B$ is any of the translation operators $T_\alpha$; it will then follow that the equation is true for any $B$. First, we have

$$T_\alpha^\dagger = Z^{-p_1}X^{-q_1} \otimes \cdots \otimes Z^{-p_n}X^{-q_n} = \eta^{(q,p)}T_{-\alpha}. \quad (105)$$
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Thus
\[ M(T^\dagger_\alpha) = \eta^{(q,p)} M(T_{-\alpha}) = \eta^{(1/2)(q'p'-qp)} T_{-L\alpha} = \eta^{(1/2)(q;p'+q'p') T_{-L\alpha}}. \]

And
\[ [M(T_\alpha)]^\dagger = \eta^{-(1/2)(q'p'-qp)} T_{-L\alpha} = \eta^{-(1/2)(q'p'-qp)} \eta^{(q'p')} T_{-L\alpha}. \]

From Eqs. (106) and (107) we see that
\[ M(T^\dagger_\alpha) = [M(T_\alpha)]^\dagger, \]
from which Eq. (104) follows. But Eq. (104) cannot be true for all \( B \) unless the matrix \( S \) in Eq. (103) is unitary. This proves the desired result when \( N \) is a power of an odd prime.

3. Every unit-determinant \( L \) preserves the translation operators up to a unitary transformation and phase factors: the case \( N = 2^n \).

The above proof does not work when \( N \) is a power of 2, because the division by 2 that appears in many of the exponents cannot be done in \( \mathbb{F}_{2^n} \). For this case we explicitly construct the desired unitary transformation, which we imagine acting on a system of \( n \) qubits. Since the case \( N = 2^n \) is the one most likely to be relevant for quantum computation, our explicit construction may also have a practical value.

One can show that the group of unit-determinant linear transformations on \( \mathbb{F}_{2^n}^2 \) can be generated by the following three elements of the group:
\[ L_1 = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad L_3 = \begin{pmatrix} z & 0 \\ 0 & z^{-1} \end{pmatrix}, \]

where \( z \) is any primitive element of the multiplicative group of \( \mathbb{F}_{2^n} \); that is, any nonzero element of \( \mathbb{F}_{2^n} \) can be written as a power of \( z \). (Such a \( z \) exists for any finite field \[19\].) Our plan is first to choose a specific pair of field bases \( E \) and \( F \) for the two phase-space coordinates, and then to find a unitary \( U_i \) for each \( L_i \), such that
\[ U_i T_\alpha U_i^\dagger \approx T_{L_i\alpha}. \]
when $T_\alpha$ is defined in the chosen bases. We will argue separately that this result survives changes in the field bases. The specific bases we choose for now are the following: for the horizontal coordinate we use $E = (e_1, \ldots, e_n) = (1, z, z^2, \ldots, z^{n-1})$, which is indeed a basis as long as $z$ is a primitive element, and for the vertical coordinate we use the dual of $E$.

Consider first the transformation $L_1$. Acting on a generic phase-space point $\alpha = (q, p)$, it yields

$$
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
q \\
p
\end{pmatrix} =
\begin{pmatrix}
q \\
q + p
\end{pmatrix},
$$

(111)

so that $U_1$ must effect the transformation (up to a phase factor)

$$X^{q_1}Z^{p_1} \otimes \cdots \otimes X^{q_n}Z^{p_n} \rightarrow X^{q_1}Z^{q_1+p_1} \otimes \cdots \otimes X^{q_n}Z^{q_n+p_n}. \quad (112)$$

Because the components $q_i$ and $p_i$ are not shuffled among the various qubits in this case, it is not hard to find a suitable $U_1$; the following is one of a number of operators that would suffice:

$$U_1 = \begin{pmatrix}
1 & 0 \\
0 & i
\end{pmatrix} \otimes \cdots \otimes \begin{pmatrix}
1 & 0 \\
0 & i
\end{pmatrix}.
$$

(113)

If we think of the qubits as spin-1/2 particles, this operator rotates each qubit by 90° around the $z$ axis. Similarly, one finds that $U_2$ can be taken as a tensor product,

$$U_2 = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & i \\
i & 1
\end{pmatrix} \otimes \cdots \otimes \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & i \\
i & 1
\end{pmatrix},
$$

(114)

which rotates each spin by 90° around the $x$ axis. Note that these definitions of $U_1$ and $U_2$ would have the desired effect regardless of the field bases we were using to expand $q$ and $p$.

We now consider the transformation $L_3$. Our operator $U_3$, which does depend on the chosen field bases, is constructed from two basic gates: $CNOT_{ij}$ acts on qubits $i$ and $j$, taking $|k_i, k_j\rangle$ to $|k_i, k_j + k_i\rangle$ with each index $k \in \mathbb{F}_2$; and $SWAP_{ij}$ interchanges qubits $i$ and $j$. In terms of these gates, $U_3$ is

$$U_3 = \left( \prod_{j=2}^{n} CNOT_{1j}^{q_j} \right) SWAP_{1n}SWAP_{1(n-1)} \cdots SWAP_{12}. \quad (115)$$
Here the $a_j$’s are the coefficients in the expansion of $z^n$ in the basis $(1, z, z^2, \ldots, z^{n-1})$:

$$z^n = \sum_{j=1}^{n} a_j z^{j-1}. \quad (116)$$

We note for future reference that $a_1$ must be equal to 1; if it were not, we could divide both sides of Eq. (116) by $z$ and conclude that $1, z, z^2, \ldots, z^{n-1}$ are not linearly independent, contradicting the fact that these elements form a basis.

To see that $U_3$ has the desired effect, it is sufficient to check its action on the basic translation operators $T_{(1,0)}$, $T_{(z,0)}$, $T_{(z^{n-1},0)}$ and $T_{(0,f_1)}$, $T_{(0,f_2)}$, $\ldots$, $T_{(0,f_n)}$, where the $f_i$’s constitute the dual basis. In the first of these sets, consider for example $T_{(1,0)}$. Applying $L_3$ to the point $(1,0)$ gives $(z,0)$, so that we want $U_3$ to effect the transformation

$$X \otimes I \otimes \cdots \otimes I \rightarrow I \otimes X \otimes I \otimes \cdots \otimes I. \quad (117)$$

The $U_3$ of Eq. (115) does accomplish this shift through the SWAP operations; the CNOTs have no effect since by the time they act, the operator in the first position is the identity. The same sort of shifting operation works also for the other basic horizontal translation operators, with the exception of $T_{(z^{n-1},0)}$. In this last case, since $L_3$ takes $(z^{n-1},0)$ to $(z^n,0)$, we want $U_3$ to have the following effect:

$$I \otimes \cdots \otimes I \otimes X \rightarrow X^{a_1} \otimes \cdots \otimes X^{a_n}. \quad (118)$$

One can verify that this is indeed the effect of the $U_3$ defined in Eq. (115): now the SWAPs shift the operator $X$ from the $n$th position to the first position, and the CNOTs change the operator $I$ to $X$ in every position $j$ for which $a_j = 1$. Here we also need the fact, mentioned above, that $a_1 = 1$, since the CNOTs will not affect the operator $X$ in the first position.

Before we consider the vertical translation operators $T_{(0,f_i)}$, it is helpful to introduce a matrix representation of multiplication by $z$. Let the matrix $\hat{z}$, with components in $\mathbb{F}_2$, be defined by

$$ze_i = \sum_j \hat{z}_{ij} e_j. \quad (119)$$

One can show that, for any field basis $E$, the effect of $z$ on the dual basis can be expressed as

$$z\tilde{e}_i = \sum_j \hat{z}_{ij} \tilde{e}_j. \quad (120)$$
That is, one uses the transpose of the original matrix. For our particular
basis, we have
\[ ze_i = e_{i+1}, \quad i = 1, \ldots, n - 1 \] (121)
and
\[ ze_n = \sum_{j=1}^{n} a_j e_j \] (122)
It follows, then, that the effect of \( z \) on the dual basis is given by
\[ zf_1 = f_n \] (123)
and
\[ zf_i = f_{i-1} + a_i f_n, \quad i = 2, \ldots, n \] (124)
Now, because \( L_3 \) multiplies the vertical coordinate by \( z^{-1} \), we want \( U_3 \) to take \( T(0, f_i) \) to \( T(0, z^{-1} f_i) \) (up to a phase factor) for each value of \( i \). This means that \( U_3^\dagger \) should take \( T(0, f_i) \) to \( T(0, z f_i) \). Eqs. (123) and (124) tell us how to write \( zf_i \) as a sum of basis elements. And \( U_3^\dagger \) is given by Eq. (115) but with the operators in the reverse order. By comparing the effect of \( U_3^\dagger \) with the effect of multiplication by \( z \), one can check that \( U_3^\dagger \) does indeed transform \( T(0, f_i) \) as desired. Since every translation operator can be written as a product of the basic horizontal and vertical translation operators, it follows that Eq. (110) holds for every \( T_\alpha \).

So far we have restricted our attention to translation operators defined in terms of a particular pair of bases. The following Appendix shows that Eq. (110) can be extended to any pair of bases \( E \) and \( F \), as long as \( f_i = w \tilde{e}_i \) for some field element \( w \).

Appendix C: The effects of changes in the field bases

1. Changing from \( e_i \) and \( w \tilde{e}_i \) to \( g_i \) and \( w \tilde{g}_i \)
The translation operators depend on the choice of two bases for the field, one for each coordinate. Here we ask how the translation operators change when we make a change of the following form in these two bases. Let the initial bases be \( E = (e_1, \ldots, e_n) \) and \( F = (f_1, \ldots, f_n) = (w \tilde{e}_1, \ldots, w \tilde{e}_n) \). The translation operators in these bases are
\[ T_\alpha = X^{ae_1} Z^{pf_1} \otimes \cdots \otimes X^{ae_n} Z^{pf_n}, \] (125)
where \((q,p) = \alpha\). We now change the bases to 

\[ G = (g_1, \ldots, g_n) \quad \text{and} \quad H = (h_1, \ldots, h_n) = (w\tilde{g}_1, \ldots, w\tilde{g}_n), \]

where \(G\) is an arbitrary basis and \(w\) is the same field element as in the definition of \(F\). The translation operators arising from these bases are

\[ T'_\alpha = X^{qg_1}Z^{ph_1} \otimes \cdots \otimes X^{qg_n}Z^{ph_n}. \]  

(126)

We show here that there exists a unitary operator \(U\) such that for every point \(\alpha\),

\[ T'_\alpha = UT_\alpha U^\dagger. \]  

(127)

Our method is the same as in part 2 of Appendix B. We define a linear map \(M\) such that for every \(\alpha\),

\[ M(T_\alpha) = T'_\alpha, \]  

(128)

the action of \(M\) on other matrices being determined by linearity. We show that \(M\) preserves matrix multiplication and the adjoint operation and must therefore be conjugation by a unitary operator.

First we look at the relation between the components of the same field element in two different bases. One can show that

\[ q_{gi} = \sum_j \gamma_{ij} q_{ej}, \]  

(129)

where \(\gamma_{ij} = \text{tr}(\tilde{g}_i e_j)\). Let \(\nu_{ij}\) be the matrix that similarly expresses the relation between \(F\) and \(H\):

\[ p_{hi} = \sum_j \nu_{ij} p_{fj}. \]  

(130)

We can see that \(\nu\) and \(\gamma\) are closely related:

\[ \nu_{ij} = \text{tr}(\tilde{h}_i f_j) = \text{tr}[(w^{-1}g_i)(w\tilde{e}_j)] = \text{tr}(g_i \tilde{e}_j) = (\gamma^{-1})_{ji}. \]  

(131)

That is, \(\nu\) is the transpose of the inverse of \(\gamma\).

We now show that for any \(\alpha\) and \(\beta\), \(M(T_\alpha T_\beta) = M(T_\alpha)M(T_\beta)\). As we saw in Appendix B,

\[ T_\alpha T_\beta = \eta^{x-p_{f}} T_{\alpha+\beta}, \]  

(132)

where \((x,y) = \beta\). Thus

\[ M(T_\alpha T_\beta) = \eta^{x-p_{f}} T'_{\alpha+\beta}. \]  

(133)
On the other hand,

\[ M(T_\alpha)M(T_\beta) = \eta^{x_gp_kT_{\alpha+\beta}}. \]  \hfill (134)

Thus \( M \) preserves multiplication if \( x_g \cdot p_h = x_e \cdot p_f \). This is indeed the case:

\[ x_g \cdot p_h = \sum_i x_{gi}p_{hi} = \sum_i \left( \sum_j \gamma_{ij}x_{ej} \right) \left( \sum_k \nu_{ik}p_{jk} \right) = x_e \cdot p_f, \]  \hfill (135)

where the last step follows from the fact that \( \nu^T \) is the inverse of \( \gamma \).

We also need to show that for every \( \alpha \), \( M(T^\dagger_\alpha) = [M(T_\alpha)]^\dagger \). As in Appendix B, we have

\[ M(T^\dagger_\alpha) = \eta^{x_{g'}p_{l'}T^\prime_{-\alpha}} \]  \hfill (136)

and

\[ [M(T_\alpha)]^\dagger = \eta^{x_{g}p_{k}T^\prime_{-\alpha}}. \]  \hfill (137)

But the exponents are again equal because of the relation between \( \gamma \) and \( \nu \). Thus \( M \) must be conjugation by a unitary operator, as we wanted to show.

2. Changing the value of \( w \) that relates the bases \( E \) and \( F \)

The above result shows that a certain sort of change of basis preserves the translation operators up to a unitary transformation. In particular, this extends the result of part 3 of Appendix B at least to some other pairs of bases, but not to all allowed pairs. We also have to consider the case in which \( E \) is left unchanged and \( F \) is changed from \((w\bar{e}_i, \ldots, w\bar{e}_n)\) to \( F' = (w'\bar{e}_i, \ldots, w'\bar{e}_n) \) where \( w' \neq w \). As we argue in Section 7, this change does not correspond to a unitary transformation of the translation operators, even up to a phase factor. Nevertheless, we can extend the result of part 3 of Appendix B to bases obtained by such changes.

Let the translation operators \( T_\alpha \) be defined relative to the original bases \( E \) and \( F \), and suppose it is known that for any unit-determinant linear transformation \( L \), there exists a unitary \( U_L \) such that for any \( \alpha \)

\[ U_L T_\alpha U_L^\dagger \approx T_{L\alpha}. \]  \hfill (138)

Let \( T^\prime_\alpha \) be the new translation operators, defined relative to the bases \( E \) and \( F' \). From the definition (29) of the translation operators it follows that

\[ T^\prime_\alpha = T_{K\alpha}, \quad \text{where} \quad K = \begin{pmatrix} 1 & 0 \\ 0 & w/w' \end{pmatrix}. \]  \hfill (139)
We want to show that the new translation operators also have the above transformation property.

To prove this, let $L$ be any unit-determinant linear transformation, with $U_L$ satisfying Eq. (138). Define a new unitary transformation $V_L$ by the relation

$$V_L = U_{KLK^{-1}}, \quad (140)$$

which exists since $KLK^{-1}$ also has unit determinant. Then

$$V_L T'_\alpha V_L^\dagger = U_{KLK^{-1}} T_{K\alpha} U_{KLK^{-1}}^\dagger \approx T_{(KLK^{-1})\alpha} = T'_{La}. \quad (141)$$

Thus $V_L$ is a unitary transformation that correctly transforms the translation operators, when the latter are defined relative to the new bases. This finally extends the result of part 3 of Appendix B to all pairs of bases that are allowed in our construction.

**Appendix D: Effect of linear transformations and translations on the indices $a, b, c, d, e$**

1. **Linear transformations**

Let $L$ be a unit-determinant linear transformation, and let $U_L$ be a corresponding unitary operator as in Eq. (95). Then, as we pointed out in Section 6, if $Q(\lambda)$ is a quantum net, then

$$Q'(\lambda) = U_L^\dagger Q(L\lambda) U_L \quad (142)$$

is also a quantum net, covariant with respect to the same translation operators. Moreover, starting with a given quantum net, one can generate its entire similarity class via the transformation (142), with $L$ ranging over the group of unit-determinant linear transformations.

For the case $N = 4$, with our standard field bases $E = F = (\omega, 1)$, we can label a quantum net by the indices $a, b, c, d, e$ of Fig. 5, which specify the quantum state assigned to each ray of phase space. Now, if we perform the operation of Eq. (142) on a quantum net, it is helpful to know how these indices change. In this section we present the relevant transformations of the indices for each of the three generators $L_1, L_2, L_3$ given in Appendix B. To define $L_3$, we need to specify the field element $z$ that appears in Eq. (109).
Let us choose \( z = \bar{\omega} \). Starting with Eq. (115), one obtains in the current setting the following unitary matrix to associate with \( L_3 \):

\[
U_3 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{pmatrix}.
\] (143)

The unitary operators associated with \( L_1 \) and \( L_2 \) are exactly as given in Eqs. (113) and (114) but specialized to the case of just two qubits.

Let \((a, b, c, d, e)\) be the indices characterizing the quantum net \( Q \), and for a specific choice of \( L \), let \((a', b', c', d', e')\) characterize the quantum net \( Q' \) defined in Eq. (142). From this equation and the matrices \( U_i \) given above, one can work out how the primed indices are related to the unprimed ones. Here we simply present the results.

\[
L_1 : \begin{pmatrix} a' \\ b' \\ c' \\ d' \\ e' \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \\ d \\ e \end{pmatrix} + \begin{pmatrix} 0 \\ 1 \\ \omega \\ 0 \\ 0 \end{pmatrix}
\] (144)

\[
L_2 : \begin{pmatrix} a' \\ b' \\ c' \\ d' \\ e' \end{pmatrix} = \begin{pmatrix} 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \\ d \\ e \end{pmatrix} + \begin{pmatrix} 1 \\ 0 \\ \omega \\ 0 \\ \omega \end{pmatrix}
\] (145)

\[
L_3 : \begin{pmatrix} a' \\ b' \\ c' \\ d' \\ e' \end{pmatrix} = \begin{pmatrix} \omega & 0 & 0 & 0 & 0 \\ 0 & \bar{\omega} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \bar{\omega} \\ 0 & 0 & \bar{\omega} & 0 & 0 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \\ d \\ e \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ \bar{\omega} \\ 0 \end{pmatrix}
\] (146)

2. Translations
In the same spirit, we can consider translations of the \( 4 \times 4 \) phase space and ask how they affect the indices that specify a quantum net. Given a quantum net \( Q(\lambda) \) and a translation \( T_\alpha \), consider the (equivalent but different) quantum net defined by

\[
Q'(\lambda) = Q(T_\alpha \lambda).
\] (147)
$Q$ and $Q'$ can be specified by indices $(a, b, c, d, e)$ and $(a', b', c', d', e')$ as above, and one can ask how the two sets are related. Let us consider two basic translations, $T_{(1,0)}$ and $T_{(0,1)}$. One finds that for $T_{(1,0)}$ the primed indices are obtained from the unprimed ones by adding the vector $(1, 0, 1, \omega, \bar{\omega})$. In the case of $T_{(0,1)}$ the added vector is $(0, 1, 1, 1, 1)$. (The latter result reflects the scheme by which we arranged the vectors in Fig. 5.) From these two cases one can obtain corresponding transformations for an arbitrary translation via a linear combination.

3. Searching for invariants
In Section 6 we introduced the function $D(a, b, c, d, e)$ that identifies the similarity class of any quantum net for $N = 4$. To say that $D$ has a constant value within each similarity class is the same as saying that it does not change when the quantum net is modified by either a translation or a unit-determinant linear transformation. Thus, one way to obtain the function $D$ is to look for an invariant under all of the transformations given in the two preceding parts of this Appendix. One can show, in fact, that up to a constant factor and an additive term, $D$ is the only second-degree polynomial in $a$, $b$, $c$, $d$, and $e$ that is invariant in this sense.
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