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Abstract—Although numerous methods to reduce the overfitting of convolutional neural networks (CNNs) exist, it is still not clear how to confidently measure the degree of overfitting. A metric reflecting the overfitting level might be, however, extremely helpful for the comparison of different architectures and for the evaluation of various techniques to tackle overfitting. Motivated by the fact that overfitted neural networks tend to rather memorize noise in the training data than generalize to unseen data, we examine how the training accuracy changes in the presence of increasing data perturbations and study the connection to overfitting. While previous work focused on label noise only, we examine a spectrum of techniques to inject noise into the training data, including adversarial perturbations and input corruptions. Based on this, we define two new metrics that can confidently distinguish between correct and overfitted models. For the evaluation, we derive a pool of models for which the overfitting behavior is known beforehand. To test the effect of various factors, we introduce several anti-overfitting measures in architectures based on VGG and ResNet and study their impact, including regularization techniques, training set size, and the number of parameters. Finally, we assess the applicability of the proposed metrics by measuring the overfitting degree of several CNN architectures outside of our model pool.

Index Terms—overfitting, adversarial attacks, deep learning

I. INTRODUCTION

Overfitting is a known danger for machine learning algorithms and convolutional neural networks (CNNs) in particular. An overfitted learner performs well on the training data but fails to perform as well as expected on new data. Not only is overfitting malicious because it leads to unexpectedly low performance on unseen data. A further menace was recently addressed by Recht et al. [1] – due to repeated usage of the same test sets in popular datasets and benchmarks, the evaluation of model selection is questionable. Moreover, a close relationship between overfitting and privacy risks is discussed by Yeom et al. [2] – overfitted neural networks might leak sensitive data that were used to train the model.

Currently, no uniform approach to measure overfitting exists. The standard technique (difference between training and validation set accuracies) is evidently limited. First, the validation set might not be representative of the underlying data distribution, which would lead to a false estimation of the true accuracy. Second, this approach does not apply to comparing different models trained on various datasets. Recently, two novel approaches to measure overfitting have been proposed. First, the Perturbed Model Validation approach by Zhang et al. [3] consists in modifying training data by injecting random noise into labels and retraining models on this dataset. The authors show, that their method helps to separate correct models from overfitted ones – the detailed evaluation on neural networks is, however, missing. Second, Werbachowski et al. [4] claim that adversarial manipulation of inputs enables precise estimation of the true performance of a model. The authors focus, however, on overfitting to a test set.

We start by evaluating these two techniques on a pool of CNN models with different architectures and training hyperparameters. We then propose several further data modification methods and define several metrics based on those.

Our contributions can be summarized as follows:
- We apply approaches from [4] and [3] to CNNs to examine the overfitting to a training dataset.
- We extend and enhance these methods with further techniques to modify training data.
- We propose two metrics to measure the overfitting of CNNs and support the model selection process.
- We extensively evaluate all approaches and metrics on a pool of overall 16 CNN models with various anti-overfitting features.

II. BACKGROUND AND RELATED WORK

A. Overfitting

In statistical machine learning, the learning problem consists in finding a hypothesis \( h \), which is a function \( \mathcal{X} \rightarrow \mathcal{Y} \) for a domain set \( \mathcal{X} \), where each instance \( x \in \mathcal{X} \) (generated by some probability distribution \( D \)) has a label \( y \) of the label set \( \mathcal{Y} \). \( h \) can then be used to predict labels for new, unseen instances of \( \mathcal{X} \).

The true relationship \( f^* : \mathcal{X} \rightarrow \mathcal{Y} \) between \( \mathcal{X} \) and \( \mathcal{Y} \) is unknown, the learner only has access to the training set \( \mathcal{S} \), which consists of tuples \( (x_i, y_i), i = 1...m \). We assume,
that the instances of $S$ are identically distributed, according to $D$, and labeled by $f^*$. The learner returns a hypothesis $h$ based on this training data solely.

Since the data distribution $D$ and the true labels, as defined by $f^*$, are not known, it is not possible to calculate the true generalization error (or risk) $R_{D,f^*}(h)$ of the hypothesis $h$ (Equation 1) as well as its accuracy $Acc(D,h)$ (Equation 2). The subscripts of $R$ and the arguments of $Acc$ are omitted when they are clear from the context.

$$R_{D,f^*}(h) = \mathbb{P}_{x \sim D} [h(x) \neq f^*(x)] = \mathbb{E}_{x \sim D} [\mathbb{I}_{h(x) \neq f^*(x)}]$$ (1)

$$Acc(D,h) = 1 - R_{D,f^*}(h)$$ (2)

Instead, the empirical risk, based on the training set $S$ (Equation 3) and the corresponding accuracy (Equation 4) can be calculated:

$$\hat{R}_S(h) = \frac{1}{m} \sum_{i=1}^{m} \mathbb{I}_{h(x_i) \neq y_i}$$ (3)

$$\hat{Acc}(S,h) = 1 - \hat{R}_S(h)$$ (4)

In theory, the estimation of the true risk is accurate since $\mathbb{E}[\hat{R}_S(h)] = R(h)$. But because usually there are not arbitrary many samples in the training set $S$, it is not possible to confidently estimate $R(h)$ based on $S$. The learner is only able to choose a hypothesis based on $\hat{R}_S(h)$. The learner might thus overfit, i.e. choose a hypothesis $h$, with $\hat{R}_S(h) < R(h)$.

To prevent overfitting, it is common to use three different datasets: (1) training set $S$, (2) validation set $V$, which is used to optimize hyperparameters, and (3) test set $T$, which is finally used to estimate the generalization. Correspondingly, $Acc(S, V)$ and $Acc(T)$ can be measured and compared.

Consequently, two types of overfitting are possible, as mentioned by Recht et al. [1]: training set overfitting and test set overfitting. The first is related to memorizing training dataset $S$. When a learner reaches $\hat{R}_S(h) \approx 0$, this form of overfitting can be detected when a large difference between the training and the validation set accuracy is observed. Consequently, $Acc(S) - Acc(V)$ is commonly used to measure the overfitting of this type in practice. The reason for the test set overfitting is the gap between test set accuracy and the underlying data distribution. Currently, there is no uniform method to detect this type of overfitting, although the first attempts have been made [1], [4], [5].

B. Related Work

1) Perturbed Model Validation (PMV): Zhang et al. [3] mainly focused on selecting a model with the best fit from a set of candidate models based on a given dataset. The final model should neither overfit (perform badly on unseen data) nor underfit (perform badly on all data), which would indicate a poorly chosen model. The authors recognized the weakness of traditional overfitting measures, such as cross-validation, VC-dimension, and Rademacher complexity, and proposed a new framework to evaluate the fit between the model and the data at hand. In PMV, the noise of different levels is injected into the data, followed by re-training the model on the perturbed data while measuring the decrease of the empirical accuracy (cf. Equation [4]). To quantify the results, linear regression is applied to the empirical accuracies for different noise levels $r_i$, yielding:

$$\hat{Acc}(S_{r_i}) = \hat{Acc}(S_0) + k \cdot r_i$$ (5)

The absolute value of the slope of the linear fit is then used as an overfitting measure:

$$k_S = \left| \frac{\sum_{i=0}^{p}(r_i - \bar{r})(\hat{Acc}(S_{r_i}) - \hat{Acc}(S_0))}{\sum_{i=0}^{p}(r_i - \bar{r})^2} \right|$$ (6)

where $\hat{Acc}(S_r)$ is the mean accuracy over all perturbation degrees $r_i$. Thus, a higher value of $k_S$ indicates a greater decrease rate and hence a better model fit for a given $S$.

This way, PMV does not require splitting the available data and makes it possible to measure the level of overfitting. Furthermore, it facilitates selecting a model that fits the data distribution best. However, the authors discuss the application of PMV for neural networks very briefly, suggesting that PMV could be used for hyperparameter tuning. This is shown for a neural network on the MNIST dataset [6]. It remains unclear, whether the approach helps to perform model selection and detection of overfitting in CNNs.

2) Detection of Overfitting via Adversarial Examples: Werpachowski et al. [4] claim, that the empirical risk on a test set as an estimator for the expected risk is significantly weakened if the learned hypothesis $f$ and the test set $T$ are not independent. To tackle this challenge, the authors constructed a new risk estimator that aims to be insensitive to test set overfitting. The new estimator is based on a perturbed test dataset and uses an adversarial generator.

In practice, the proposed procedure consists in generating a new set $T' = \{(x'_i, y'_i), i = 1, \ldots, m\}$ of $m$ adversarial examples using an adversarial example generator $g$. Then the importance weighted adversarial error rate $\hat{R}_{g}(f)$ is computed as follows:

$$\hat{R}_{g}(f) = \frac{1}{m} \sum_{i=1}^{m} \mathbb{I}_{f(x'_i) \neq y'_i, h(x'_i)}$$ (7)

Next, this new error estimator is compared to the empirical error rate $\hat{R}_{T}(f)$. The hypothesis on the independence of $T$ and $h$ is then rejected, if the difference $\hat{R}_{g}(f) - \hat{R}_{T}(f)$ exceeds the empirical Bernstein bound.

When applied to ImageNet classification task [7], the proposed method has found no evidence of overfitting of the evaluated classifiers to the test set. The statement on the strong overfitting of the VGG-like architectures [8] against the CIFAR-10 test set [9], which was present in the first version of the paper, was omitted in the final version of the paper.
III. CONCEPT

A. Pool of Models

To ensure evaluation of the proposed approaches, we first define a pool of models with the predefined level of overfitting to the training data. For this, we use VGG [8] and ResNet [10] models. Each of the architectures was altered in the setup and training routine, using features that are known to influence the overfitting behavior of neural networks. In total that yielded a pool of 16 models.

We focus on the image classification task; all models are trained on the CIFAR-10 dataset [9]. To stay consistent and be able to compare models, the same validation and test data were used for all models and approaches.

Table I gives an overview of the techniques that we have introduced to create a spectrum of models with various overfitting behavior. These techniques fall into three categories: regularization, number of parameters, and size of the training set. In the following, we provide a summary of the applied (anti-)overfitting measures for VGG and ResNet. To assess the overfitting behavior, we measure the gap between training and validation accuracy \(\hat{Acc}(S) - Acc(V)\).

1) VGG: Since VGG was mainly designed for the ImageNet dataset, some adjustments were made to facilitate a successful application on CIFAR-10. Table II shows details of the architecture.

The following regularization techniques were introduced to the VGG model to get models C1, C3, C5 and C7:

- batch normalization after each convolutional layer, as suggested by Liu et al. [11]. This introduces an inductive bias which helps to prevent overfitting.
- \(l_2\) weight regularization with a factor of \(\lambda = 0.005\), which prevents the layer weights to get too large.
- multiple dropout units with an average dropout of 0.3.
- normalizing the input data to \([0, 1]\).
- larger batch size of 128.
- training with the SGD algorithm with a momentum of 0.9 and an adaptive learning rate, starting from 0.1 with a decay of 0.000001. A high learning rate in the beginning prevents the risk to get stuck in a local minimum. After multiple epochs, the learning rate is decreased to allow convergence towards a found optimal minimum.
- data augmentation, including small transformations like shifting, rotation, and horizontal flips. This improves generalization since the model also learns from data that differ from the images in the training set.

The unregularized models C2, C4, C6, C8 do not use batch normalization, weight regularization, and dropout, the pixel values are kept in \([0, 255]\), the batch size is 32. The smaller batch size results in a weak estimation of the general gradients, which weakens the generalization performance of the model. The training was performed with the SGD algorithm without momentum and a very small, fixed learning rate of 0.00001. The small learning rate intentionally increases the risk to converge towards a local optimum in the beginning.

To get models with more parameters (C3, C4, C7, and C8), we have introduced two fully connected layers before the output neurons (see Table II). The remaining models C1, C2, C5, and C6 have only a single fully connected layer – this is sufficient to combine the features that are extracted from the CIFAR-10 data.

For models, trained on a larger dataset C1-C4, the available data were split with 90% to be used for training (i.e. 45,000 images), while 10% (i.e. 5,000 images) are used for validation. While it is still much less than the training images from ImageNet, the amount seems to be sufficient to learn the necessary patterns of the CIFAR-10 dataset. The remaining models C5-C8 were trained on 5,000 images, sampled from the larger dataset.

Table III shows performance of baseline VGG models. According to \(\hat{Acc}(S) - Acc(V)\), we observe the rising overfitting level from model C1 to C8. In particular, for models C1-C3, the performance on the training data is close to the performance on the validation and test data, meaning that the model does not overestimate its performance based on the training data and is therefore not overfitted against the training data. On the other hand, for models C4-C8 the performance on the training data differs much from the performance on the validation and test data, meaning that the model does overestimate its performance based on the training data and is therefore overfitted against the training data.

2) ResNet: Our architecture of ResNet [10] is inspired by the Keras implementation [12] of ResNet with a depth of 20 layers which are made up of 6 residual blocks. Table IV shows

---

**Table I**

| No | Name                  | Reg | # Params | Training set |
|----|-----------------------|-----|----------|--------------|
| C1 | Regularized           | yes | small    | 45 K         |
| C2 | Unregularized         | no  | small    | 45 K         |
| C3 | Regularized fat       | yes | large    | 45 K         |
| C4 | Unregularized fat     | no  | large    | 45 K         |
| C5 | Regularized, less data| yes | small    | 5 K          |
| C6 | Unregularized, less data| no  | small    | 5 K          |
| C7 | Regularized fat, less data| yes | large    | 5 K          |
| C8 | Unregularized fat, less data| no  | large    | 5 K          |

**Table II**

| VGG  | VGG Fat |
|------|---------|
| 64 \((3 \times 3)\)-conv | 64 \((3 \times 3)\)-conv |
| 64 \((3 \times 3)\)-conv | 64 \((3 \times 3)\)-conv |
| (2x2) max-pooling | (2x2) max-pooling |
| 128 \((3 \times 3)\)-conv | 128 \((3 \times 3)\)-conv |
| 128 \((3 \times 3)\)-conv | 128 \((3 \times 3)\)-conv |
| (2x2) max-pooling | (2x2) max-pooling |
| 256 \((3 \times 3)\)-conv \times 3 | 256 \((3 \times 3)\)-conv \times 3 |
| (2x2) max-pooling | (2x2) max-pooling |
| 512 \((3 \times 3)\)-conv \times 3 | 256 \((3 \times 3)\)-conv \times 3 |
| (2x2) max-pooling | (2x2) max-pooling |
| 512 \((3 \times 3)\)-conv \times 3 | 256 \((3 \times 3)\)-conv \times 3 |
| 512 FC-layer | 4096 FC-layer |
| 4096 FC-layer | 4096 FC-layer |
details of the architecture. In the following, the difference between models C1-C8 is explained.

The following regularization techniques were introduced to the ResNet architecture to get models C1, C3, C5, and C7:

- batch normalization applied to every layer in the network.
- $l_2$ weight regularization with a factor of $\lambda = 0.005$.
- training with the Adam optimizer [13] with an adaptive learning rate.
- normalizing the input to $[0, 1]$.
- larger batch size of 128.
- data augmentation with shifting, translating, and horizontal flipping.

Dropout was not used to increase the performance of regularized models. This is motivated by the following facts: (1) the ResNet architecture renounces fully connected layers (besides the last output layer) and hence has a smaller fraction of weights that are learned, compared to VGG, and (2) ResNet heavily relies on batch normalization to regularize the weights and introduce some inductive bias. The combination of dropout and batch normalization weakens the performance of many architectures, as shown by Li et al. [14].

The unregularized ResNet models were trained with the Adam optimizer but with a fixed learning rate of 0.0001. During the experiments, this amplified the desired overfitting behavior for the ResNet architecture. The training lasted for 250 epochs as in the regularized case, but a smaller batch size of 16 was used and no weight regularization was applied. The input data were not normalized and stayed in the range of $[0, 255]$. Techniques like data augmentation and batch normalization were not applied either.

Table V shows performance of baseline ResNet models. Similar to VGG, the gradual increase in $\hat{\text{Acc}}(S) - \hat{\text{Acc}}(V)$ can be observed from C1 to C8.

### TABLE III

**ACCURACY OF BASELINE VGG MODELS**

| Model | $\hat{\text{Acc}}(S)$ | $\hat{\text{Acc}}(V)$ | $\hat{\text{Acc}}(T)$ | $\hat{\text{Acc}}(S) - \hat{\text{Acc}}(V)$ |
|-------|------------------------|------------------------|------------------------|----------------------------------|
| C1    | 98.65                  | 91.7                   | 91.5                   | 6.95                             |
| C2    | 99.98                  | 70.62                  | 70.70                  | 29.36                            |
| C3    | 99.99                  | 89.92                  | 89.52                  | 10.07                            |
| C4    | 100.00                 | 77.22                  | 76.05                  | 22.78                            |
| C5    | 99.77                  | 69.06                  | 68.99                  | 30.71                            |
| C6    | 99.94                  | 54.32                  | 55.00                  | 45.62                            |
| C7    | 100.00                 | 57.54                  | 58.75                  | 42.26                            |
| C8    | 100.00                 | 45.80                  | 46.00                  | 54.20                            |

### TABLE IV

**RESNET ARCHITECTURE: RESBLOCK $n$ IS A RESIDUAL BLOCK WITH $n$ FILTERS PER LAYER, $n$ FC-LAYER IS A FULLY-CONNECTED LAYER WITH $n$ NEURONS. $\times n$ MEANS THE BLOCK IS REPEATED $n$ TIMES.**

| ResNet | ResNet Fat |
|--------|------------|
| ResBlock $16 \times 3$ | ResBlock $16 \times 7$ |
| ResBlock $32 \times 3$ | ResBlock $32 \times 7$ |
| ResBlock $64 \times 3$ | ResBlock $64 \times 7$ |
| (8x8 pool) | (8x8 pool) |
| 10 FC-layer | 10 FC-layer |

### TABLE V

**ACCURACY OF BASELINE RESNET MODELS**

| Model | $\hat{\text{Acc}}(S)$ | $\hat{\text{Acc}}(V)$ | $\hat{\text{Acc}}(T)$ | $\hat{\text{Acc}}(S) - \hat{\text{Acc}}(V)$ |
|-------|------------------------|------------------------|------------------------|----------------------------------|
| C1    | 98.67                  | 90.98                  | 90.31                  | 7.69                             |
| C2    | 91.05                  | 82.78                  | 81.54                  | 8.27                             |
| C3    | 100.00                 | 87.92                  | 87.34                  | 12.08                            |
| C4    | 99.05                  | 82.26                  | 82.12                  | 16.79                            |
| C5    | 99.98                  | 51.26                  | 51.95                  | 48.72                            |
| C6    | 97.73                  | 53.64                  | 53.36                  | 44.09                            |
| C7    | 99.98                  | 50.40                  | 51.06                  | 49.58                            |
| C8    | 99.88                  | 54.34                  | 54                    | 45.54                            |

### TABLE VI

**OVERVIEW OF THE PERTURBATION METHODS FOR MEASURING OVERFITTING TO THE TRAINING DATASET.**

| Method      | Training Data       | Test Data       |
|-------------|---------------------|-----------------|
| PMV         | Perturbed (label noise) | Perturbed (label noise) |
| PTV         | Perturbed (label noise) | Original        |
| FGSM        | Original            | Perturbed (FGSM) |
| Spatial Attack | Original            | Perturbed (shift, rotation) |
| Gaussian Noise | Original            | Perturbed (Gaussian) |
| Corruptions | Original            | Perturbed (corruptions) |

### B. Perturbation Methods

Table VI gives an overview of the proposed approaches to detect overfitting against the training data. While some methods manipulate the training process of a neural network, others use a pre-trained model and evaluate its accuracy on modified training datasets.

1) **Perturbed Model Validation (PMV):** Following the procedure described by Zhang et al. [3], we retrain each model several times with an increased degree of label noise. The authors of PMV suggest randomly exchanging labels for a portion of data. To ensure that the newly assigned labels are false, we assign a random, false label to a portion $r$ of the training data, whereas $r \in \{0, 0.1, 0.2, 0.3, 0.4, 0.5\}$. For each training a new, untrained (randomly initialized) version of the model is used, so that previous training runs do not influence the current training. After each training, the accuracy is evaluated on the perturbed data that were used for training.

2) **Perturbed Training Validation (PTV):** follows the same training procedure as in PMV, but the accuracy is measured on the unperturbed training set. A model with a better fit is expected to yield better accuracy on the original training data because it has learned the true patterns, despite the noise during training. On the other hand, we expect an overfitted model to perform worse since it fits the perturbed labels. Our intuition is supported by the work by Rolnick et al. [15], which states that neural networks manage to learn the underlying true relations, even in data with a very high level of noise.

PTV is an improvement over PMV for several reasons: (1) unlike PMV, it returns an approximate estimation of $\hat{R}(h)$, (2) PTV can be used with very few (or even only one) value for $r$, which saves computational resources, and (3) PTV empirically presents the weakness of overfitted models, which perform badly on data that have not been used during training.

3) **FGSM Attack:** Differently from the work by Werpa- chowski et al. [4], we focus on overfitting to the training data that are not used during training.
set rather than to the test set. For this, we use white-box Fast Gradient Sign Method (FGSM) [16] to generate adversarial perturbations. Although stronger variants of FGSM like PGD [17] exist, FGSM is a fast attack usually recommended for benchmarking. In FGSM, an adversarial example $x_{adv}$ is calculated by adding the weighted sign of the gradient of the loss function with respect to the input data:

$$x_{adv} = x + \epsilon \times \text{sign}(\nabla_x L(\theta, x, y))$$  (8)

In [4], FGSM has led to impressive results on artificial examples. However, the authors could not quantify the distribution shift for image data, so FGSM could not be applied to image classifiers. Since our goal is not to estimate $R(f)$ as in [4], we use FGSM on image classifiers and observe differences between overfitted and correct models. Differently from the methods mentioned above, we do not retrain the model on perturbed data but evaluate the performance.

4) Spatial Attacks: CNNs have been shown to be vulnerable to small image translations or rescalings [18]. To be able to calculate $h_S(x)$ in [4], it was necessary to use random shifting instead of targeted shifting to fool the model. This constraint does not apply if the main goal is to measure overfitting. We use the spatial attack for image data as defined by Engstrom et al. [19]. To apply different strengths of the attack, the attack strength metric $\alpha$ is used. This allows the shifting of an image by up to $\alpha$ pixels in each direction and the rotation of an image by up to $\alpha$ degrees.

The attacks for each model were specifically chosen, based on multiple rotations and shifting attempts. In contrast to the FGSM attack, this approach measures overfitting without access to the model gradients, since it is based solely on altering the input and observing the output.

5) Gaussian Noise: While the FGSM attack and spatial attacks are targeted specifically at one model, it is interesting to observe the behavior of the models on random noise. Usually, random noise is used to measure the corruption robustness of a model instead of the robustness against targeted attacks. For example, Gilmer et al. [20] state, that the effects of adversarial examples and corruption noise are closely related. For our evaluation, we have used additive Gaussian noise. In particular, a Gaussian-distributed tensor in the shape of the image was generated and added to the original image, formally:

$$x_{\text{gauss}} = x + \epsilon \times n, \text{ with } n \sim \mathcal{N}_{h \times w \times c}(0, \sigma), I(0 \times w \times c)$$  (9)

with the zero tensor 0 for the mean, and the identity tensor I for the variance, which both have the image dimensions $h \times w \times c$. Like the three previous methods, the perturbation was only applied to evaluate the performance of a pre-trained model, not for retraining the model itself.

6) Hendrycks Corruptions: The Hendrycks framework for multiple corruptions [21] is an established set of image modifications that are likely to occur due to changes in weather settings, camera conditions, or computational processing of the images. The corruptions fall into four main categories: noise, blur, weather, and digital. We apply the Hendrycks transformations to the CIFAR-10 training data and measure the accuracy of every model on the resulting corrupted datasets.

C. Overfitting Metrics

For PMV, we calculate the absolute value of the slope of the linear fit $k_S$ as defined in Equation [6] and proposed by Zhang et al. [3]. Similarly to $k_S$, we define the average decrease rate $k^{PTV}_S$ for PTV. Differently from PMV, however, a large $k^{PTV}_S$ value indicates overfitting since the true performance is strongly influenced by the noise degree during training.

We introduce two further metrics to measure the overfitting of a hypothesis $h$ to the training set $S$: the maximum decrease $k_{max}(S, h)$ and the sum of squared errors $\overline{SE}(S, h)$ (see Figure 1 for illustration).

1) Maximum Decrease Metric: $k_{max}(S, h)$ is calculated as the maximal decrease of accuracy within an interval of one:

$$k_{max}(S, h) = \max |\overline{Acc}(S_r) - \overline{Acc}(S_{r-1})|, r = 1, ..., p$$  (10)

A high and sudden drop in accuracy seems to represent an overfitted model. Therefore, a higher value of the maximum decrease metric $k_{max}(S, h)$ would mean a higher degree of overfitting against the dataset $S$.  

---

**Fig. 1.** Left: maximum decrease metric, exemplary for the ResNet C1 and C8 models. Right: SSE metric, exemplary for the VGG C1 and C8 models.
2) Sum of Squared Errors (SSE) Metric: Motivated by the fact, that the models with correct fit mostly exhibit linear behavior, we define \( \bar{SSE}(S, h) \) as the squared sum of the residuals between the observed accuracies and the best linear fit:

\[
\bar{SSE}(S, h) = \sum_{r=1}^{p} (\hat{\text{Acc}}(S_r) - (\hat{\text{Acc}}(S_0) + k \ast r))^2 \quad (11)
\]

A higher value of \( \bar{SSE}(S, h) \) indicates a worse linear approximation and hence a higher degree of overfitting.

### IV. Experiments and Evaluation

#### A. Results for the Proposed Methods

Figure 3 demonstrates the accuracies of retrained VGG and ResNet models for the proposed approaches.

**PMV** led to an obvious separation between models with and without overfitting. The decrease rate of the models with the good fit (C1 and C3) differs significantly from the obviously overfitted models (C6 and C8). Interestingly, we observe three model clusters for ResNet architecture: models with good (C1, C3), medium (C2, C5), and bad (C4, C6-C8) fit.

**PTV** resulted in similar accuracy drops as PMV. However, the ResNet models form two clusters: the models with the good fit are the same as with PMV (C1 and C3), whereas all further models look overfitted according to the accuracy drop.

**FGSM Attack** led to a visible separation of models for ResNet. However, it failed to provide meaningful model differentiation for VGG models.

**Gaussian Noise** was not that successful in differentiating models both for VGG and ResNet. Similarly to FGSM, the results for VGG were worse than those for ResNet models.

**Spatial Attacks** turned out to be most informative: the behavior of models with a smaller gap between training and validation accuracy significantly differs from that of the models with a worse fit. Also, this is a single method that provides the evident separation of the VGG models.

**Hendrycks Corruptions** While the set of Hendrycks corruptions did behave differently for models with large and small accuracy gaps, the difference was not significant enough to confidently separate models based on their overfitting behavior. Also, no significant difference between various corruption types was found. Figure 2 shows results combined for all corruption types.

Overall, visual assessment of the graphs has revealed, that PMV, PTV and spatial attacks lead to the best separation of overfitted and correctly fitted models.

---

**TABLE VII**

RESULTS OF VGG MODELS FOR DIFFERENT OVERFITTING METRICS

| Approach | PMV | PTV | Spatial | Spatial | FGSM | FGSM | Gaussian | Gaussian |
|----------|-----|-----|---------|---------|------|------|----------|----------|
| Metric   | \( k_S \) | \( k_{PTV} \) | \( k_{max}(S, h) \) | \( SSE \) | \( k_{max}(S, h) \) | \( SSE \) | \( k_{max}(S, h) \) | \( SSE \) |
| C1       | 0.9438 | 0.3481 | 0.2642 | 0.0396 | 0.2979 | 0.1099 | 0.3515 | 0.7806 |
| C2       | 0.9015 | 0.9714 | 0.5032 | 0.3457 | 0.2758 | 0.6320 | 0.2980 | 0.6818 |
| C3       | 1.0487 | 1.0934 | 0.2857 | 0.1070 | 0.0988 | 0.0215 | 0.3112 | 0.4456 |
| C4       | 1.4231 | 0.8710 | 0.6146 | 0.3085 | 0.2487 | 0.0385 | 0.2432 | 0.6487 |
| C5       | 1.0849 | 0.9073 | 0.5102 | 0.2567 | 0.2762 | 0.0625 | 0.3234 | 0.7879 |
| C6       | 0.0405 | 0.9959 | 0.7268 | 0.4248 | 0.6039 | 0.3749 | 0.2986 | 0.6558 |
| C7       | 0.9927 | 1.0345 | 0.4966 | 0.3597 | 0.3410 | 0.3314 | 0.6818 | 0.0204 |
| C8       | 0.0023 | 0.9996 | 0.8416 | 0.5007 | 0.4546 | 0.0676 | 0.1208 | 0.0417 |

---

**TABLE VIII**

RESULTS OF RESNET MODELS FOR DIFFERENT OVERFITTING METRICS

| Approach | PMV | PTV | Spatial | Spatial | FGSM | FGSM | Gaussian | Gaussian |
|----------|-----|-----|---------|---------|------|------|----------|----------|
| Metric   | \( k_S \) | \( k_{PTV} \) | \( k_{max}(S, h) \) | \( SSE \) | \( k_{max}(S, h) \) | \( SSE \) | \( k_{max}(S, h) \) | \( SSE \) |
| C1       | 0.9654 | 0.4374 | 0.3875 | 0.1687 | 0.1832 | 0.3029 | 0.3515 | 0.5859 |
| C2       | 0.6807 | 0.9229 | 0.2542 | 0.0810 | 0.1789 | 0.3493 | 0.2987 | 0.4821 |
| C3       | 0.9942 | 0.3737 | 0.3180 | 0.0873 | 0.2598 | 0.4353 | 0.3886 | 0.6115 |
| C4       | 0.1295 | 0.9925 | 0.3889 | 0.1749 | 0.1601 | 0.2925 | 0.3778 | 0.7452 |
| C5       | 0.4505 | 0.9186 | 0.4900 | 0.3876 | 0.3432 | 0.8625 | 0.3350 | 0.5964 |
| C6       | 0.0280 | 1.0078 | 0.7528 | 0.4233 | 0.2956 | 0.3149 | 0.2566 | 0.5374 |
| C7       | 0.0002 | 0.9998 | 0.5950 | 0.4030 | 0.3380 | 0.8391 | 0.3528 | 0.6499 |
| C8       | 0.0237 | 0.9984 | 0.5360 | 0.3770 | 0.2368 | 0.4468 | 0.2254 | 0.4988 |
Fig. 3. Accuracies of the retrained models for the proposed approaches.
B. Overfitting Metrics

Tables VII and VIII demonstrate the results for the studied overfitting metrics: (1) the linear fit slope $\hat{k}_S$ for PMV as introduced by Zhang et al. [3], (2) $\hat{k}_S^{PTV}$, which is an updated version of it for PTV, (3) the proposed maximum decrease metric $\hat{k}_{max}(S, h)$, and (4) the proposed SSE metric $\hat{SSE}$. The latter three metrics are reported for the Gaussian noise, FGSM and spatial attacks.

We could apply the $\hat{k}_{max}(S, h)$ and $\hat{SSE}$ metrics to the multiple corruptions approach since there are no consecutive perturbation strengths with equal distance. Instead, they are empirically determined by Hendrycks et al. [21].

Our experiments show, that apart from the Gaussian noise approach, all metrics consistently select models C1-C4 as the models with the best fit. Moreover, we observe that in the case of ResNet models, each method apart from the Gaussian noise approach tends to select the same model both for maximum decrease and sum of squared error metrics.

Furthermore, PTV, as well as maximum decrease and SSE for spatial attacks and FGSM, consider C1 and C3 to be the VGG models with the best fit. For ResNet, different metrics select models C1-C4. Also, the worst (i.e. the most overfitted) models according to different metrics are C7 or C8 for VGG and C6 or C7 for ResNet models. However, no single model among C1-C4 is consistently selected as the best fit model by all approaches and metrics.

If we consider model C1 to have the best fit, we conclude that the PTV and spatial attack approaches lead to the best results. Interestingly, this is only partially consistent with our visual assessment results, reported above.

Overall, it seems that the models trained with more data (C1-C4) are generally less overfitted than those trained with less data (C5-C8). Within a set of models trained with the same number of instances, the regularized models are less overfitted. Compared to the difference between training and validation accuracy, the proposed metrics offer a fine-grained assessment of the overfitting behavior of the examined models.

C. Evaluation on Models with Unknown Overfitting Behavior

To assess the proposed metrics on further models beyond the defined pool of models, we run experiments with LeNet [22] and MobileNet [23] trained on CIFAR-10 and MNIST [6]. No special changes have been introduced to the architectures or training procedures to enforce or avoid overfitting. We used standard Keras implementations for the experiments. Figure 4 shows accuracies of the LeNet and MobileNet models over different noise degrees for the proposed approaches.

As seen in Table IX, the metrics that most significantly separate the models are PMV and PTV. Both architectures seem to overfit against the CIFAR-10 dataset, but not against the MNIST dataset. It is further strengthened by the measured generalization gap. E.g. for LeNet, $Acc(S) - Acc(V)$ is large for CIFAR-10 (0.4300) and small for MNIST (0.0062). The spatial attack metrics do not differ as significantly, which prevents a distinction between the two models regarding the overfitting behavior.

![Fig. 4. Accuracies of LeNet and MobileNet for the proposed approaches.](image)

Overall, the best separation of LeNet and MobileNet models was achieved with the PTV approach. For spatial attacks, the reported accuracies are slightly biased, due to the different accuracies at perturbation strength 0.
V. CONCLUSION

In this work, we have performed evaluation of CNNs for two existing overfitting detection approaches [4] and [3], that do not require a separate holdout set and rely on introducing label noise and adversarial examples to the training or test data. We have further extended these methods to include a broader spectrum of injected noise with the goal of measuring the overfitting to the training set of CNNs. Our pool of evaluated models comprised a total of 8 VGG and 8 ResNet models with various anti-overfitting features.

Based on the results of our experiments, we have introduced and evaluated new scalar overfitting metrics. They provide the possibility to compare and select models with different architectures and hyperparameter settings. Additionally, the metrics can be used to indicate whether a proposed neural network will perform as expected when confronted with unseen inputs. Two overfitting metrics can be retrieved without having the model code at hand, by just altering input data and observing the output. This facilitates the possibility to separate model development from testing, which might be crucial in sensitive scenarios. In particular, this makes it possible to detect overfitting of a model that is developed and provided by a third party and only accessible via API.

Our evaluation has revealed, that the size of the training set has the largest impact on the overfitting behavior, followed by the regularization techniques such as weight regularization, batch normalization, and dropout. The number of parameters is, however, a less important factor in overfitting according to our findings.

Overall, the proposed metrics provide the fine-grained ranking of models according to their overfitting behavior, when compared to a standard technique of measuring the gap between training and validation accuracy. Additionally, it allows for comparison of models with different architectures and trained on different datasets. Maximum decrease and sum of squared error metrics, that have led to the most convincing results, in particular in combination with the spatial attack method, seem to be most promising for future research in this direction.
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