Abstract—Relative attributes indicate the strength of a particular attribute between image pairs. We introduce a deep Siamese network with rank SVM loss function, called Deep Rank SVM (DRSVM), in order to decide which one of a pair of images has a stronger presence of a specific attribute. The network is trained in an end-to-end fashion to jointly learn the visual features and the ranking function. We demonstrate the effectiveness of our approach against the state-of-the-art methods on four image benchmark datasets: LFW-10, PubFig, UTZap50K-lexi and UTZap50K-2 datasets. DRSVM surpasses state-of-art in terms of the average accuracy across attributes, on three of the four image benchmark datasets.

I. INTRODUCTION

Identification and retrieval of images and videos with certain visual attributes are of interest in many real-world applications, such as image search/retrieval [1], [2], video retrieval [3], image/video captioning [4], [5], face verification [6], and zero-shot learning [7], [8]. Visual attribute learning is studied in particular for binary attributes that indicate the presence or absence of a certain semantic attribute (smiley, wearing eye glasses, etc.) [9], [10].

Parikh and Grauman [11] introduced relative attributes with a formulation similar to that of Support Vector Machines (SVMs). The goal of relative attribute learning is to learn a function which predicts the relative strengths of a pair of images regarding a given attribute (e.g. which picture is more smiling?). The network should be able to answer the comparisons, with more/less/equal of the presence of a specific attribute. Figure 1 shows the comparison for two separate data sets, for the attributes mouth-open and sporty from the LFW10 and UTZap50K-2 datasets.

After the introduction of the problem, subsequent research approached the problem using either traditional features or deep learning approaches, as discussed in Section II.

In this paper, we present a deep learning system that can compare the given two images in terms of their strength regarding a particular attribute. Specifically, we propose a convolutional Siamese network using rank SVM loss function for the relative attribute problem. The main contributions of our proposed model are summarized as follows:

- Proposing an end-to-end deep learning framework in which the network jointly learns the visual features and the rank SVM function, for relative attribute classification.
- Demonstrating the effectiveness of the proposed framework by comparing to our baseline [12], with improvements of 6%, 3%, 2.65%, and 1% in average ranking accuracy for LFW-10, PubFig, UTZap50K-lexi, and UTZap50K-2 datasets, respectively.
- Surpassing the state-of-the-art results in LFW-10, PubFig, and UTZap50K-lexi datasets by about 2%, 0.2%, and 0.87% and obtaining slightly lower results in UTZap50K-2 dataset.

The rest of this paper is organized as follows. A review of literature is presented in Section II. Section III introduces our proposed method together using the deep rank SVM objective function. Description of the employed datasets, implementation details, along with extensive experimental results are discussed in Section IV. Finally, the paper concludes in Section V.

II. RELATED WORKS

The relative attribute learning problem has attracted significant attention, with researchers approaching it first using traditional approaches and later using deep learning approaches. Traditional and hand-crafted features are first used in [11], [13], [14], [15], [16]; however, more recently, deep convolutional neural networks are used to jointly learn the features...
and the ranking function in an end-to-end fashion \[12, \, 17, \, 18, \, 19\].

### A. Traditional Approaches

Parikh and Grauman [11] first proposed relative attributes where they used the GIST descriptor [20] and color histogram features, together with a constrained optimization formulation similar to that of SVMs.

Later, Li et al. [13], introduced non-linearity by using the relative forest algorithm to capture more accurate semantic relationships. More recently, Yu and Grauman [16], developed a Bayesian local learning strategy to infer when images are indistinguishable for a given attribute in a probabilistic, local learning manner.

### B. Deep Learning Approaches

Hand-crafted feature representation may not be the best to capture the relevant visual features to describe relative attributes. As with many other visual recognition problems, deep learning approaches significantly outperform approaches that are based on hand-crafted features followed by shallow models.

Souri et al. [12] introduced RankNet, which is a convolutional neural network based on the architecture of VGG-16 [21]. A ranking layer is included to rank the strength of an attribute in the given pair of images based on the extracted features in an end-to-end fashion.

Using a similar approach, Yang et al. [18] proposed a DRA model which consists of five convolutional neural layers and five fully connected layers followed by a relative loss function.

Singh and Lee [17] trained a Siamese network based on AlexNet [22], with a pairwise ranking loss. The network consists of two branches, each branch consists of a localization module and a ranking module.

In Zhuang et al. [19], cross-image representation is considered via deep attentive cross-image representation learning (DACRL) model: an end-to-end convolutional neural network which takes a pair of images as input, and outputs a posterior probability that indicates the relative strengths of a specific attribute, based on cross-image representation learning.

Our work most resembles [12], except for the loss function. As one of our contributions is embedding the SVM loss into the network, we compare our results to this system as the baseline; as well as newer work that achieved state-of-art results [17] [19].

### III. DEEP RANK SVM

We introduce Deep Rank SVM (DRSVM), a convolutional Siamese network trained with the rank SVM objective function. While rank SVM formulation was proposed before [23], this is the first time it is incorporated into a deep network architecture as a loss, to the best of our knowledge.

Following Parikh and Grauman’s [11] notation, training images consist of a set of ordered image-pairs \( X_m = (x_i, x_j) \) and a set of un-ordered image-pairs \( S_m = (x_i, x_j) \) for every attribute \( m \) of a set of \( M \) attributes. \( (x_i, x_j) \in O_m \) when the presence of attribute \( m \) in \( x_i \) is stronger than the presence of attribute \( m \) in \( x_j \) and \( (x_i, x_j) \in S_m \) when \( x_i \) and \( x_j \) have similar presence strength of attribute \( m \).

With these notations, we can formulate the problem as learning the deep attribute representation \( h(x) \) of an image, for a specific attribute \( m \) that satisfies the following constraints:

\[
\begin{align*}
\mathbf{w}^T_m h(x_i) &> \mathbf{w}^T_m h(x_j); \quad \forall (x_i, x_j) \in O_m \\
\mathbf{w}^T_m h(x_i) &= \mathbf{w}^T_m h(x_j); \quad \forall (x_i, x_j) \in S_m
\end{align*}
\]

In this work, we use the VGG-16 architecture [21] as the base of a Siamese network to jointly learn the deep attribute representation \( h(x) \) and the weights \( w_m \) to rank the two input images for the given attribute \( m \). The network is illustrated in Figure 2. As seen in this figure, the output of the two branches of the network are 1,000 dimensional each. An additional layer is added to carry out the difference between the feature representations, \( h(x_i) \) and \( h(x_j) \); followed by an
output node that computes the weighted differences between the two representations.

For the objective function, we use the rank SVM formulation proposed in [11]; however unlike their use of the GIST features, we aimed to jointly learn the visual features and the rank SVM function, in a deep convolutional network. Details of the whole architecture are described in Section IV-B.

The input to the rank SVM function is the deep attribute representations \( h(x_i) \) and \( h(x_j) \), computed by the Siamese network for the image-pair, \( x_i \) and \( x_j \). The rank SVM optimization function for relative attributes is defined as in [11]:

\[
\begin{align*}
\min_w & \quad \frac{1}{2} w_m^T w_m + C_1 \sum \xi_{ij}^2 + C_2 \sum \gamma_{ij}^2 \\
\text{subject to} & \quad w_m^T (h(x_i) - h(x_j)) \geq 1 - \xi_{ij} \quad \forall (i, j) \in O_m \\
& \quad |w_m^T (h(x_i) - h(x_j))| \leq \gamma_{ij} \quad \forall (i, j) \in S_m \\
& \quad \xi_{ij} \geq 0, \gamma_{ij} \geq 0
\end{align*}
\]

(2)

where \( w_m \) is the trainable weights of the ranking layer, the first term maximizes the margin, while the second and third terms are there to enforce the soft margin of ordered/unordered image-pairs on the training images. We also used quadratic terms for the soft error as in [11]. \( C_1 \) and \( C_2 \) are the trade-off constants between maximizing the margin and satisfying the pairwise relative constraints. We choose \( C_1 \) and \( C_2 \) to be equal as done in [11] and with the value of 0.1.

We then obtain the corresponding unconstrained optimization problem by combining the constraints on the slack variables \( \xi_{ij} \) and \( \gamma_{ij} \), as:

\[
\begin{align*}
\min_{w_m} & \quad \frac{1}{2} w_m^T w_m + C_1 \sum_{(i,j) \in O_m} \max (0, 1 - w_m^T (h(x_i) - h(x_j)))^2 \\
& \quad + C_2 \sum_{(i,j) \in S_m} |w_m^T (h(x_i) - h(x_j))|^2 
\end{align*}
\]

(3)

As suggested in [24], the objective function is calculated with no bias term to avoid learning the constant function mapping directly to the relative ordering.

IV. EXPERIMENTAL EVALUATION

We evaluate the effectiveness of our approach on the publicly available datasets for relative attributes, described in Section IV-A. Our results are compared to the results of several systems that report accuracy as performance measurement, namely Rank SVM [11], FG-LP [14], spatial Extent [15], DeepSTN [17], DRA [18], and DACRL [19].

We consider the RankNet system proposed in [12] as our baseline. We used the same network (VGG-16 pre-trained on ILSVRC 2014) and the same data augmentation techniques, but the proposed rank SVM loss function was used instead of the cross-entropy loss used in RankNet. In this way we aimed to evaluate the effectiveness of using the SVM formulation with our deep learning framework.

In Section IV-B the network and implementation details are explained. In Section IV-C the performance of our proposed method is shown along with a comparison with the baseline and other state-of-the-art systems.

A. Datasets

Our proposed approach is evaluated on four different datasets from distinctive areas for comprehensive evaluation.

1) LFW-10 Dataset [23]: The dataset is a subset of the Labels Faces in the Wild (LFW) dataset [26]. It consists of 2,000 images with 10 different face attributes (refer to Table I). For each attribute, a random subset of 500 pairs of images have been annotated for training and testing sets.

2) Public Figure Face Dataset [11]: PubFig dataset consists of 772 images from 8 different identities with 11 semantic attributes (refer to Table I). The ordering of the samples are annotated at the category level; in other words, all images with the same identity are ranked higher, equal, or lower than all images belonging to another identity with respect to a specific attribute. For instance, a person is said to have longer hair than another person, even if this may not be true in all of their photographs. This short-cut in annotation will result in label inconsistencies.

3) UTZap50K-2 Dataset [14]: Large shoe dataset consists of 50,025 images collected from Zappos.com. It consists of 4 shoe attributes: open, pointy, sporty, and comfort (refer to Table I). After pruning out pairs with low confidence or agreement, the human-annotated examples consist of approximately 1,500-1,800 training image-pairs for each attribute and in total 4,334 image-pairs for testing.

4) Zappos50K-lexi Dataset [27]: It is based on UTZap50K dataset [14] with 10 additional fine-grained relative attributes: comfort, casual, simple, sporty, colorful, durable, supportive, bold, sleek, and open (refer to Table I). The dataset consists of approximately 1,300-2,100 image-pairs for each attribute.

In all of our experiments, we have used the provided training/testing split by the original publishers of the datasets.

B. Implementation Details

We chose the VGG-16 model to be our base architecture to have a fair comparison with our baseline [12], which uses the same architecture.

The input to the model is two \( 224 \times 224 \) RGB images similar to [12]. The output of the two branches of Siamese network \( h(x_i) \) and \( h(x_j) \) are 1,000 dimensional each, as illustrated in Figure 2. The weight initialization for the output node is sampled from a zero-mean Gaussian distribution with a standard deviation of 0.01.

To implement and fine-tune our architecture, we have used the pre-trained VGG-16 provided by Keras framework. The last added weights \( w_m \) of the ranking layer is initialized using the Xavier method without bias term. For training, stochastic gradient descent with RMSProp optimizer is used with a mini-batch size of 48 image-pairs. A unified learning rate is set to \( 10^{-5} \) for all of the layers. The training images are shuffled after every epoch.
| Method          | Bald Head | Dark Hair | Eyes Open | Good Looking | Masc. Looking | Mouth Open | Smile | Teeth | Forehead | Young | Mean     |
|----------------|-----------|-----------|-----------|--------------|--------------|------------|--------|-------|----------|-------|----------|
| FG-LP [14]     | 67.90     | 73.60     | 49.60     | 64.70        | 70.10        | 33.40      | 59.70  | 53.50 | 65.60    | 66.20 | 62.43%   |
| Spatial Extent [15] | 88.13     | 82.71     | 72.46     | 93.68        | 88.26        | 86.10      | 86.46  | 90.23 | 75.05    | 87.95 | 84.67%   |
| RankNet [12]   | 81.14     | 88.92     | 94.44     | 70.28        | 98.08        | 85.46      | 82.49  | 82.77 | 81.90    | 76.33 | 82.18%   |
| RankNet [12]   | 83.94     | 92.58     | 90.23     | 71.21        | 96.53        | 91.28      | 84.75  | 89.85 | 87.89    | 80.81 | 86.91%   |
| DeepSTN [17]   | 83.21     | 88.13     | 82.71     | 72.46        | 93.68        | 88.26      | 86.10  | 86.46 | 90.23    | 75.05 | 84.67%   |
| DARCML [19] (without Attention) | 83.21 | 91.99 | 87.97 | 69.97 | 97.70 | 89.93 | 85.03 | 89.80 | 74.84 | 85.81 | 86.18% |
| DARCML [19]     | 85.04     | 92.58     | 90.23     | 70.28        | 98.28        | 91.28      | 85.03  | 89.23 | 90.63    | 76.55 | 86.91%   |
| DRSVM (proposed) | 90.75     | 92.67     | 86.54     | 71.21        | 95.03        | 92.67      | 88.64  | 91.30 | 90.84    | 81.02 | 88.12%   |

TABLE I: State-of-the-art accuracies on LFW-10 dataset compared with the results obtained in this work. Bold figures indicate the best results.

| Method          | Male | White | Young | Smile | Chubby | Forehead | Bushy | Eyebrow | Narrow | Eyes | Pointy | Nose | Big | Lips | Round | Face | Mean |
|----------------|------|-------|-------|-------|--------|----------|-------|---------|--------|------|-------|------|-----|------|-------|------|------|
| FG-LP [14]     | 91.77 | 87.43 | 91.87 | 87.00 | 87.37  | 94.00    | 89.83 | 91.40   | 89.07 | 91.83 | 86.70 | 89.72%|
| RankNet [12]   | 95.50 | 94.60 | 94.33 | 95.36 | 92.32  | 97.28    | 94.53 | 91.19   | 94.24 | 93.62 | 94.76 | 94.42%|
| DRA [18]       | 90.82 | 87.12 | 91.49 | 92.68 | 89.30  | 94.39    | 90.19 | 90.60   | 91.03 | 90.35 | 91.99 | 90.91%|
| DARCML [19] (without Attention) | 97.70 | 97.82 | 97.10 | 97.05 | 98.30  | 97.36    | 97.99 | 97.26   | 94.36 | 98.04 | 97.27%|
| DARCML [19]     | 96.49 | 97.80 | 97.96 | 97.42 | 97.22  | 98.05    | 97.48 | 96.91   | 97.74 | 96.83 | 97.29%|
| DRSVM (proposed) | 97.74 | 98.61 | 96.32 | 96.14 | 94.47  | 98.75    | 98.68 | 97.28   | 99.31 | 98.24 | 96.89 | 97.49%|

TABLE II: Comparison of the state-of-the-art accuracies on the PubFig dataset.

| Method          | Comfort | Casual | Simple | Sporty | Colorful | Durable | Supportive | Bold | Sleek | Open | Mean |
|----------------|---------|--------|--------|--------|----------|---------|------------|------|-------|------|------|
| RankNet [12]   | 90.85   | 90.85  | 90.90  | 93.21  | 95.34   | 90.47   | 91.38      | 91.51 | 86.31 | 82.53 | 92.29%|
| DARCML [19] (without Attention) | 91.88 | 94.44 | 89.93 | 93.01 | 97.33  | 92.65   | 92.65      | 91.12 | 89.24 | 87.90 | 92.02%|
| DARCML [19]     | 91.88 | 91.36 | 90.16 | 94.22 | 95.81  | 92.33   | 92.65      | 92.56 | 90.71 | 88.98 | 92.07%|
| DRSVM (proposed) | 91.59 | 95.37 | 90.96 | 96.57 | 95.95  | 93.31   | 94.98      | 91.47 | 89.30 | 89.99 | 92.94%|

TABLE III: Comparison of the state-of-the-art accuracies on the UTZap50K-lexi dataset.

| Method          | Open | Pointy | Sporty | Comfort | Mean |
|----------------|------|--------|--------|---------|------|
| RankSVM [11]   | 60.18 | 59.56  | 62.70  | 64.04   | 61.62%|
| FG-LP [14]     | 74.91 | 83.74  | 84.54  | 82.51   | 88.43%|
| RankNet [12]   | 73.45 | 68.20  | 73.01  | 70.31   | 71.26%|
| DARCML [19] (without Attention) | 75.45 | 69.80 | 73.78 | 68.54 | 71.89%|
| DARCML [19]     | 75.66 | 70.65 | 75.87 | 69.56 | 72.44%|
| DRSVM (proposed) | 74.09 | 70.90 | 72.95 | 71.20 | 72.29%|

TABLE IV: Comparison of the state-of-the-art accuracies on the UTZap50K-2 dataset.

A separate network for each attribute is trained. For LFW-10, UTZap50K-2, and UTZap50K-lexi datasets, we trained our model for 500, 200, and 200 epochs for each attribute, respectively. For PubFig dataset, the relative attributes are annotated at the category-level manner; hence one epoch contains large number of image-pairs, that is the combination of all of the images in the dataset. Therefore, we trained the model for 10,000 iterations where in every iteration a random selection of 48 image-pairs are chosen from the dataset, and ground-truth labels are assigned based on their categories.

Advanced data augmentation techniques have proven to improve performance in many studies specially for deep learning. However, to resemble our baseline and show the effectiveness of incorporating Rank SVM loss function to the deep learning, only simple on-the-fly data augmentation techniques are applied during training, namely rotation [-15, 15], horizontal flipping, and random cropping.

C. Results

We compare the performance of the proposed Deep Rank SVM model (DRSVM) with our baseline [12] and state-of-the-art, on four different datasets, in Tables I-IV. The reported performance figures are accuracies over correctly ordered pairs (excluding similar pairs), in line with the literature.

Table I shows the results on the LFW-10 dataset where we outperform our baseline [12] by about 6% on average. We can attribute this to the use of the rank SVM loss as the loss function, as this is the main difference between our model and the baseline. Our results surpass the average accuracy by 1.2% points over the state-of-the-art [19], with best performance on 7 of the 10 attributes.

Table II shows the results on the PubFig dataset where our system improves over the baseline [12] by 3% and obtains the best results on 8 out of 11 attributes compared to state-of-art [19]. The gain on this dataset is marginal (0.2%) which may be due to the category base annotation that may
result in annotation inconsistencies, as discussed in Section IV-A.

Table [III] shows the results on the UTZap50K-lexi dataset where we outperform the baseline by 2.65%. Furthermore, we improve the average accuracy by 0.87% over the state-of-the-art [19] and obtain the best results in 6 out of the 10 attributes. Finally, Table [IV] shows the results on the UTZap50K-2 dataset where we outperform the baseline by 1%, but slightly underperform the state-of-art [19] by 0.15% (72.29% vs 72.44%), while obtaining best results in 2 out of 4 attributes.

D. Discussion

The reported results in Tables [III] show that we outperformed our baseline [12] on the four employed datasets, LFW-10, PubFig, UTZap50K-lexi, and UTZap50K-2 by 6%, 3%, 2.65%, and 1% points respectively. This shows the effectiveness of using the rank SVM loss with the deep learning approach, for the relative attribute learning problem.

Furthermore, we surpassed the state-of-art on the LFW-10, PubFig, and UTZap50K-lexi datasets by 1.2%, 0.2%, and 0.87% points and obtained slightly lower results on the UTZap50K-2 dataset (72.44% versus 72.29%).

To show the effectiveness of incorporating the rank SVM objective function into our deep learning framework, we employed the same architecture used in our baseline [12] and in DACRL [19], namely VGG-16. We expect that the performance of our model will be even higher with a more advanced network (e.g. Inception-ResNet [28] or NasNetLarge [29]) than the one used in this work (VGG-16), as well as using heavy data augmentation.

We believe that the performance can be further improved with a better network (e.g. Inception-ResNet [29] or NasNetLarge [29]) than the one used in this work (VGG-16), as well as using heavy data augmentation. We will add results obtained with a more powerful network in the final version of the manuscript.

Source code of the proposed method is provided in supplementary materials, and will be made public upon acceptance.
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