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Abstract. In numerous practical applications, especially in medical image reconstruction, it is often infeasible to obtain a large ensemble of ground-truth/measurement pairs for supervised learning. Therefore, it is imperative to develop unsupervised learning protocols that are competitive with supervised approaches in performance. Motivated by the maximum-likelihood principle, we propose an unsupervised learning framework for solving ill-posed inverse problems. Instead of seeking pixel-wise proximity between the reconstructed and the ground-truth images, the proposed approach learns an iterative reconstruction network whose output matches the ground-truth in distribution. Considering tomographic reconstruction as an application, we demonstrate that the proposed unsupervised approach not only performs on par with its supervised variant in terms of objective quality measures, but also successfully circumvents the issue of over-smoothing that supervised approaches tend to suffer from. The improvement in reconstruction quality comes at the expense of higher training complexity, but, once trained, the reconstruction time remains the same as its supervised counterpart.
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1 Introduction

Inverse problems are encountered in a wide range of scientific and engineering applications, especially in the context of medical imaging. The aim is to recover an unknown model parameter \(\mathbf{x}^\ast \in \mathbb{X}\) containing critical information about the structural details of an underlying subject from data \(\mathbf{y} = \mathcal{A}(\mathbf{x}^\ast) + \mathbf{e} \in \mathbb{Y}\), representing noisy, indirect, and potentially incomplete set of measurements. The forward operator \(\mathcal{A} : \mathbb{X} \to \mathbb{Y}\) and the distribution of the measurement noise \(\mathbf{e} \in \mathbb{Y}\) are typically known and they jointly form a simulator for the data acquisition process. Generally, \(\mathbb{X}\) is the Hilbert space of functions defined on some \(\Omega \subseteq \mathbb{R}^d\), while \(\mathbb{Y}\) is another Hilbert space of functions defined on a suitable data manifold \(\mathcal{M}\). Inverse problems are typically ill-posed in the absence
of any further information apart from the measurements alone, meaning that different model parameters can give rise to the same measurement. Variational reconstruction [17, Part II] is a generic, yet adaptable framework for solving inverse problems, wherein ill-posedness is tackled by solving

\[
\min_{x \in \mathbb{R}} \| y - A(x) \|_2^2 + \lambda R(x).
\]

The goal here is to alleviate the aforementioned inherent indeterminacy by incorporating some prior knowledge about the model parameter using a hand-crafted regularizer \( R \) in addition to seeking data-consistency. The role of the regularizer is to penalize unlikely or undesirable solutions. The variational framework is said to be well-posed if it admits a unique solution which varies continuously in the measurement.

While variational methods enjoy rigorous theoretical guarantees for stability and convergence, and have remained the state-of-the-art for several decades, they are limited in their ability to adapt to a particular application at hand. With the emergence of deep learning, modern approaches for solving inverse problems have increasingly shifted towards data-driven reconstruction [5], which generally offers significantly superior reconstruction quality as compared to the traditional variational methods. Data-adaptive reconstruction methods can broadly be classified into two categories: (i) end-to-end trained over-parametrized models that either attempt to map the measured data to the true model parameter (such as AUTOMAP proposed in [18]), or remove artifacts from the output of an analytical reconstruction method [10], and (ii) learning the image prior using a neural network based on training data of images and then using such a learned regularizer in a variational model for reconstruction [11,12,14,16].

The first approach relies on learning the reconstruction method from a large training dataset that consists of many ordered pairs of model-parameter and corresponding noisy data. Since obtaining a vast amount of paired examples is difficult in medical imaging applications, over-parametrized models trained end-to-end in a supervised manner might run into the danger of overfitting and generalize poorly on unseen data. The second category still requires one to solve a high-dimensional variational problem where the objective involves a trained neural network, a task that is typically computationally demanding.

One promising way to circumvent the limited data problem is to build network architectures by incorporating the physics of the acquisition process [2,3]. The learned primal-dual (LPD) approach proposed in [3] is data-efficient as compared to fully data-driven approaches and can generalize well when trained on a moderate amount of examples. However, an unrolled LPD network trained by minimizing the squared-\(\ell_2\) error between the network output and the target essentially returns an approximation to the conditional-mean estimator, which is the statistical expectation of the target image conditioned on the measurement. Owing to this implicit averaging, the resulting estimate tends to suffer from blurring artifacts with the loss of important details in the reconstruction. The proposed adversarially trained LPD method, referred to as ALPD, circumvents
this problem by seeking proximity in the space of distribution instead of aiming to minimize the squared-\(\ell_2\) distortion in the image space.

2 Main Contributions: training objective and protocol

For supervised learning, one needs paired training examples of the form \(\{x_i, y_i\}_{i=1}^n\) sampled i.i.d. from the joint probability distribution \(\pi_X(x)\pi_{\text{data}}(y|x)\) of the image and the measurement. In contrast, the proposed training protocol is unsupervised, i.e., it assumes availability of i.i.d. samples \(\{x_i\}_{i=1}^{n_1}\) and \(\{y_i\}_{i=1}^{n_2}\) from the marginal distributions \(\pi_X\) and \(\pi_Y\) of the ground-truth image and measurement data, respectively. The image and the data samples are unpaired, i.e., \(y_i\) does not necessarily correspond to the noisy measurement of \(x_i\). In the context of CT, \(x_i\)'s could be the high-/normal-dose reconstructions obtained using the classical filtered back-projection algorithm, whereas \(y_i\)'s correspond to low-dose projection. We begin with a description of the proposed unsupervised approach and how it differs from and relates to supervised and classical variational methods. Subsequently, we motivate the training loss using the maximum-likelihood (ML) principle and explain the reconstruction network parametrization, which follows the same philosophy proposed in [3].

2.1 Proposed training protocol for ALPD

Similar to supervised training, one key component of the proposed unsupervised approach is to first build a parametric reconstruction network \(G_\theta: Y \rightarrow X\) (see Sec. 2.3 for details) that takes the measurement as input and produces a reconstructed image as the output. However, unlike supervised training, it is not possible to train \(G_\theta\) by minimizing a chosen distortion measure between \(G_\theta(y_i)\) and \(x_i\), since \(x_i\) is not the ground-truth image corresponding to \(y_i\). Our training framework essentially seeks to achieve the following three objectives:

1. The reconstructions produced by \(G_\theta\) should be close to the ground-truth images in the training dataset in terms of distribution (measured with respect to the Wasserstein distance);
2. \(G_\theta\) should be encouraged to be the right-inverse of \(A\), so that the forward operator applied on the output of \(G_\theta\) is close to the measured data; and
3. \(G_\theta\) should approximately be a left-inverse of \(A\), i.e., \(G_\theta\) must recover the ground-truth from noise-free measurement.

More concretely, we propose to learn \(G_\theta: Y \rightarrow X\) by minimizing the training loss

\[
J(\theta) = W((G_\theta)_\#\pi_Y, \pi_X) + \lambda_Y \mathbb{E}_{\pi_Y} \left[ \|A(G_\theta(Y)) - Y\|_2^2 \right] + \lambda_X \mathbb{E}_{\pi_X} \left[ \|G_\theta(A(X)) - X\|_2^2 \right].
\]  

(2)

The penalty parameters \(\lambda_X\) and \(\lambda_Y\) control the relative weighting of the three objectives. Notably, in the absence of noise in the measurement, the first objective
becomes superfluous, i.e., any \( \mathcal{G}_\theta \) that satisfies the third objective automatically satisfies the first one too. For noisy measurements, the combination of the first and the third objectives helps compute a stable estimate which does not overfit to noise, whereas the second objective ensures that the reconstruction explains the data well. Similar to [4], we make use of the Kantorovich-Rubinstein (KR) duality for approximating the Wasserstein distance term in (2). This requires training a critic network \( D_\alpha : X \to \mathbb{R} \) that scores an image on the real line based on how closely it resembles the ground-truth images in the dataset. More precisely, the KR duality helps estimate the Wasserstein distance by solving

\[
W((\mathcal{G}_\theta)\#\pi_Y, \pi_X) = \sup_{\alpha} \mathbb{E}_{\pi_X}[D_\alpha(X)] - \mathbb{E}_{(\mathcal{G}_\theta)\#\pi_Y}[D_\alpha(X)] \quad \text{where} \quad D_\alpha \in \mathbb{L}_1.
\]

Here, \( \mathbb{L}_1 \) denotes the space of 1-Lipschitz functions. In practice, both \( \mathcal{G}_\theta \) and \( D_\alpha \) are updated in an alternating manner instead of fully solving (3) for each \( \mathcal{G}_\theta \) update. The 1-Lipschitz condition is enforced by penalizing the gradient of the critic with respect to the input [9]. Estimating the Wasserstein distance in (3) and the training loss for \( \mathcal{G}_\theta \) in (2) requires samples from the marginals, thereby rendering the training framework unsupervised. The detailed steps involved in training the networks are listed in Algorithm 1.

At this point, it is instructive to interpret the training objective (2) through the lens of the variational framework, by recasting the variational problem as a minimization over the parameter \( \theta \) of \( \mathcal{G}_\theta \) instead of \( x \). Given the data distribution \( \pi_Y \), it is natural to estimate \( \theta \) that minimizes the expected variational loss:

\[
\min_{\theta} J_1(\theta) := \mathbb{E}_{\pi_Y}[\|A(\mathcal{G}_\theta(Y)) - Y\|_2^2 + \lambda R(\mathcal{G}_\theta(Y))].
\]

Now, suppose the existence of an ideal regularizer in (4), which returns a small score when the input is drawn from \( \pi_X \) and a large score when the distribution of the input differs from \( \pi_X \). For such a regularizer, the difference

\[
\mathcal{L}(\mathcal{R}) = \mathbb{E}_{\pi_X}[\mathcal{R}(X)] - \mathbb{E}_{\pi_Y}[\mathcal{R}(\mathcal{G}_\theta(Y))],
\]

should be small. As a matter of fact, a consequence of the KR duality is that

\[
\inf_{\mathcal{R}} \mathcal{L}(\mathcal{R}) = -W((\mathcal{G}_\theta)\#\pi_Y, \pi_X),
\]

provided that \( \mathcal{R} \) is constrained to be 1-Lipschitz. Substituting this in (5) and ignoring terms independent of \( \theta \) reduces (4) to minimizing \( \theta \to \hat{J}_1(\theta) \) where

\[
\hat{J}_1(\theta) := \mathbb{E}_{\pi_Y}[\|A(\mathcal{G}_\theta(Y)) - Y\|_2^2] + \lambda W((\mathcal{G}_\theta)\#\pi_Y, \pi_X).
\]

If \( \lambda := 1/\lambda_Y \), then we obtain the inequality \( J(\theta) \geq \lambda_Y \hat{J}_1(\theta) \) for the training loss \( J \). This indicates that our training loss majorizes (up to a scaling) the objective \( \hat{J}_1 \) in (6), which emerges naturally from the variational loss under the assumption of a 1-Lipschitz ideal regularizer. The penalty terms in the \( X \)- and \( Y \)-domains in (2) are unmistakably reminiscent of the cycle-consistency losses in cycle-GANs [19].
that are widely used learning paradigms for unpaired image-to-image translation problems. Similar unsupervised approaches involving GANs were also proposed in [13] for conditional image-to-image synthesis tasks. The proposed approach can indeed be thought of as a simpler variant of cycle-GAN with the generator learned in only one direction ($Y \rightarrow X$) instead of two. Notably, it was recently shown in [6] that the cycle-GAN training loss can be derived as the optimal transport loss corresponding to the case where the transport cost is equal to the variational loss with $R(x) = \|x - G_\theta(y)\|_2$.

2.2 A maximum-likelihood (ML) perspective

The ML principle seeks to solve

$$\max_\theta \left[ \frac{1}{n_1} \sum_{i=1}^{n_1} \log \pi_X^{(\theta)}(x_i) + \frac{1}{n_2} \sum_{i=1}^{n_2} \log \pi_Y^{(\theta)}(y_i) \right],$$  \hspace{1cm} (7)

where $\pi_X^{(\theta)}$ and $\pi_Y^{(\theta)}$ are the distributions induced by appropriately postulated probabilistic models on $X$ and $Y$, respectively. In the following, we explain the statistical models and use them to derive a tractable lower-bound (generally referred to as the evidence lower-bound (ELBO)) on the ML objective in (7). Our analysis reveals that the resulting ELBO is equivalent to the ALPD training loss in (2) in spirit, except for the measure of distance for comparing the distributions of the reconstruction and the ground-truth. The KL-divergence-based distance measure is replaced with the Wasserstein-1 distance since it lends itself to continuous differentiability with respect to the parameters of the reconstruction network, thereby facilitating a stable gradient-based parameter update.

**Bound on the data likelihood** The ELBO for $Y$ is derived by treating $Y$ as the observed variable and $X$ as the unobserved/latent variable. We then derive two expressions for the conditional distribution of $X$ given $Y = y$, one from the measurement process and the other from the reconstruction process. The lower-bound is tight when these are close to each other.

**Measurement process:** Model parameters are generated by $X \sim \pi_X$ whereas the measured data are generated by the $Y$-valued random variable $(Y|X = x) \sim \mathcal{N}(A(x), \sigma^2_e I)$ for given $x \in \mathbb{X}$. Let $\pi_{X,Y}^{(m)}$ denote the induced joint distribution of $(X, Y)$ with $\pi_X^{(m)}(x) := \pi_X(x)$ and $\pi_Y^{(m)}(y)$ denoting its marginals. Also, let $\pi_{X|Y}^{(m)}(x|y)$ and $\pi_{Y|X}^{(m)}(y|x)$ denote the corresponding conditional distributions.

**Reconstruction process:** Data are generated by $Y \sim \pi_Y$ and reconstructed model parameters are generated by the $X$-valued random variable $(X|Y = y) \sim \mathcal{N}(G_\theta(y), \sigma^2_e I)$ for given $y \in Y$. Denote the associated joint distribution by $\pi_{X,Y}^{(r)}(x, y)$ and its marginals and corresponding conditionals are denoted similarly as for the measurement process.
The log-likelihood of $Y$ is given by $L_{\text{ML}}^{(y)}(\theta) = \frac{1}{m} \sum_{i=1}^{m} \log \pi_{Y}^{(m)}(y_{i})$, which is the empirical average of the natural logarithm of the model-induced probability density computed over samples of the true distribution of $Y$. Using the statistical model above, $L_{\text{ML}}^{(y)}(\theta)$ can be expressed as

$$\log \pi_{Y}^{(m)}(y) = \log \left( \int_{X} \pi_{X,Y}^{(m)}(x,y) \, dx \right) = \log \left( \mathbb{E}_{\pi_{X}^{(r)}} \left[ \frac{\pi_{X,Y}^{(m)}(X,y)}{\pi_{X|Y}^{(r)}(X|y)} \right] \right).$$

Since log is a concave function, applying Jensen’s inequality leads to

$$\log \pi_{Y}^{(m)}(y) \geq \mathbb{E}_{\pi_{X,Y}^{(r)}} \left[ \log \left( \frac{\pi_{X}^{(m)}(X)}{\pi_{X|Y}^{(r)}(X|y)} \right) \right].$$

The above can further be simplified as

$$\log \pi_{Y}^{(m)}(y) \geq \mathbb{E}_{\pi_{X,Y}^{(r)}} \left[ \log \left( \frac{\pi_{X}^{(m)}(X)}{\pi_{X|Y}^{(r)}(X|y)} \right) \right] + \mathbb{E}_{\pi_{X,Y}^{(r)}} \left[ \log \left( \frac{\pi_{X}^{(m)}(X)}{\pi_{X|Y}^{(r)}(X|y)} \right) \right] - KL \left( \frac{\pi_{X|Y}^{(r)}(X|y)}{\pi_{X|Y}^{(r)}(X|y)} \right).$$

Under the postulated statistical model, we have that

$$\pi_{Y|X}^{(m)}(y|x) := \mathcal{N}(A(x), \sigma_{2}^{2}I) \quad \text{and} \quad \pi_{Y|X}^{(r)}(x|y) := \mathcal{N}(\mathcal{G}_{\theta}(y), \sigma_{1}^{2}I).$$

If the forward operator $A$ is linear (which reduces to a matrix in the finite-dimensional case), then by [9] one can simplify the bound in (8):

$$-\log \pi_{Y}^{(m)}(y) \leq KL \left( \frac{\pi_{X|Y}^{(r)}(X|y)}{\pi_{X|Y}^{(r)}(X|y)} \right) + \frac{1}{2} \sigma_{2}^{2} \left\| y - A(\mathcal{G}_{\theta}(y)) \right\|_{2}^{2} + c_{1}. \quad (10)$$

Here, $c_{1}$ is a constant independent of $\theta$ (see Proposition [1] for a proof).

**Bound on the image likelihood** The ELBO corresponding to $X$ can be derived by treating $X$ as the observed variable and the clean (synthetic) data $U = A(X)$ as the latent variable.

**Backward process:** Here $U \sim \pi_{U}(u)$ and $(X|U = u) \sim \mathcal{N}(\mathcal{G}_{\theta}(u), \sigma_{2}^{2}I)$ for given $u$, with possibly $\sigma_{2} < \sigma_{1}$.

**Forward process:** $X \sim \pi_{X}^{(b)}$ and $(U|X = x) \sim \delta(u - A(x))$ (Dirac measure concentrated at $u = A(x)$).

Proceeding similarly to the analysis used for deriving a bound on the data likelihood, we can show that (with the superscripts $(f)$ and $(b)$ indicating the forward and backward processes, respectively)

$$\log \pi_{X}^{(b)}(x) \geq \mathbb{E}_{U \sim \pi_{U|X=x}^{(f)}} \left[ \log \left( \frac{\pi_{X}^{(b)}(x|U)}{\pi_{X|U}^{(f)}(x|U)} \right) \right] - KL \left( \frac{\pi_{U|X=x}^{(f)}(U)}{\pi_{U}^{(b)}} \right). \quad (11)$$
Using the postulated distributions to simplify the first term in (11) leads to
\[
- \log \pi_X^{(b)}(x) \leq \frac{1}{2\sigma_x^2} \| x - G_\theta(A(x)) \|_2^2 + KL \left( \pi^{(f)}_{U|X=x}, \pi_U \right). \tag{12}
\]

**Evidence bound** The idea is now to combine (10) and (12). Then, observe that minimizing the so-called (negative) evidence bound on the overall negative log-likelihood in (7) can be phrased as follows:
\[
\min_{\theta} \text{KL} \left( \pi_{Y|X=x}^{(r)}, \pi_X \right) + \frac{1}{2\sigma_y^2} \| y - A(G_\theta(y)) \|_2^2 + \frac{1}{2\sigma_x^2} \| x - G_\theta(A(x)) \|_2^2. \tag{13}
\]
This is identical to minimizing the ALPD training loss in (2) but using the KL divergence instead of the Wasserstein-1 to quantify similarity in distribution.

**Proposition 1** Let \( X \in \mathbb{R}^{d_x}, Y \in \mathbb{R}^{d_y}, \) and let \( A \in \mathbb{R}^{d_y \times d_x} \) be a \( d_y \times d_x \) matrix. Then, \( E_{X \sim N(\mu, K)} \left( \| Y - AX \|_2^2 \right) = \| Y - A\mu \|_2^2 + \text{trace} \left( A^\top A K \right) \).

**Proof:** Expanding the squared \( \ell_2 \)-norm, we have that
\[
E \left[ \| Y - AX \|_2^2 \right] = E \left[ Y^\top Y - 2Y^\top AX + X^\top A^\top A X \right]. \tag{14}
\]
Since the expectation is a linear operation, the expected value of the second term in (14) is \((-2Y^\top A\mu)\). The expected value of the third term can be evaluated as
\[
E \left[ X^\top A^\top A X \right] = E \left[ \text{trace} \left( A^\top A XX^\top \right) \right] = \text{trace} \left( A^\top A (K + \mu\mu^\top) \right)
\]
\[
= \text{trace} \left( A^\top A K \right) + \mu^\top A^\top A \mu. \tag{15}
\]
Substituting (15) in (14) leads to the desired result. \( \blacksquare \)

### 2.3 Parametrizing the reconstruction and the critic networks

For parametrizing the reconstruction network \( G_\theta \), we adopt the same strategy as in [3], which is briefly explained here to make the exposition self-contained. The architecture of \( G_\theta \) is built upon the idea of **iterative unrolling**, the origin of which can be traced back to the seminal work by Gregor and LeCun [8] on learned sparse approximation. Specifically, our reconstruction network \( G_\theta \) is parametrized by unrolling the Chambolle-Pock (CP) algorithm [7] for non-smooth convex optimization. The CP algorithm is an iterative primal-dual scheme aimed at minimizing objectives of the form \( f(Kx) + g(x) \), where \( K \) is a bounded linear operator, and \( g \) and \( f^* \) (the convex conjugate of \( f \)) are proper, convex, and lower semi-continuous. For convex \( R(x) \) in (1), a wide range of problems are solvable by the CP algorithm, the update rules of which are given by
\[
h^{(\ell+1)} = \text{prox}_{\sigma f^*}(h^{(\ell)} + \sigma K(\bar{x}^{(\ell)})), \quad \bar{x}^{(\ell+1)} = \text{prox}_{\tau g}(x^{(\ell)} - \tau K^*(h^{(\ell+1)})),
\]
\[
x^{(\ell+1)} = x^{(\ell+1)} + \gamma(x^{(\ell+1)} - x^{(\ell)}), \quad \text{for } 0 \leq \ell \leq L - 1. \tag{16}
\]
Algorithm 1 Adversarial training of an iterative reconstruction network.

1. Input: Gradient penalty \( \lambda_{gp} \), initial reconstruction network parameter \( \theta \) and critic parameter \( \alpha \), batch-size \( n_b \), Adam optimizer parameters \( (\eta, \beta_1, \beta_2) \), the number of \( D \) updates per \( G \) update (denoted as \( K \)), penalty parameters \( \lambda_x \) and \( \lambda_y \).

2. for mini-batches \( m = 1, 2, \cdots \), do (until convergence):
   - Sample \( x_j \sim \pi_X \), \( y_j \sim \pi_Y \), and \( \epsilon_j \sim \text{uniform}[0, 1] \); for \( 1 \leq j \leq n_b \). Compute \( x_j^{(\epsilon)} = \epsilon_j x_j + (1 - \epsilon_j) \mathcal{G}_\theta(y_j) \).
   - Critic loss: \( L_D = \frac{1}{n_b} \sum_{j=1}^{n_b} \left[ D_\alpha(\mathcal{G}_\theta(y_j)) - D_\alpha(x_j) + \lambda_{gp} \left( \| \nabla D_\alpha(x_j^{(\epsilon)}) \|_2 - 1 \right)^2 \right] \).
   - for \( k = 1, \cdots, K \), do: update critic as \( \alpha \leftarrow \text{Adam}_{\eta, \beta_1, \beta_2}(\alpha, \nabla_\alpha L_D) \).
   - Compute the loss for the reconstruction network for the current mini-batch: \( L_G = \frac{1}{n_b} \sum_{j=1}^{n_b} \left[ -D_\alpha(\mathcal{G}_\theta(x_j)) + \lambda_x \| \mathcal{G}_\theta(A(x_j)) - x_j \|_2^2 + \lambda_y \| A(\mathcal{G}_\theta(y_j)) - y_j \|_2^2 \right] \).
   - Update reconstruction network parameters: \( \theta \leftarrow \text{Adam}_{\eta, \beta_1, \beta_2}(\theta, \nabla_\theta L_G) \).

3. Output: The trained iterative reconstruction network \( \mathcal{G}_\theta \).

starting from a suitable initial point \( x^{(0)} = \bar{x}^{(0)} \). In order to construct an architecture for \( \mathcal{G}_\theta \), we essentially replace the proximal operators in (10) by trainable convolutional neural networks (CNNs). More specifically, the output of \( \mathcal{G}_\theta \) is computed by applying the following two steps repeatedly \( L \) times: \( h^{(\ell+1)} = \Gamma^{(\ell)}(h^{(\ell)}, \sigma^{(\ell)}A(x^{(\ell)}), y), \text{ and } x^{(\ell+1)} = A^{(\ell)}_\theta(x^{(\ell)}, \tau^{(\ell)}A^*(h^{(\ell+1)})) \).

The learnable parameters \( \{\theta^{(\ell)}, \sigma^{(\ell)}, \tau^{(\ell)}\}_{\ell=0}^{L-1} \) are denoted using the shorthand notation \( \theta \). The CNNs \( \Gamma \) and \( A \) are composed of a cascade of convolutional layers followed by a parametric ReLU activation. For the CT reconstruction experiment conducted in Sec. 3, we set \( h^{(0)} = 0 \), and take the initial estimate \( x^{(0)} \) as the filtered back-projection (FBP) reconstruction. The number of layers is selected as \( L = 15 \) and the filters in \( \Gamma \) and \( A \) are taken to be of size \( 5 \times 5 \) to increase the overall receptive field of the model to make it suitable for sparse-view CT. The critic \( D_\alpha \) (consisting of \( \sim 2.76 \) million parameters) is a simple feed-forward CNN with four cascaded modules; each consisting of a convolutional layer, an instance-normalization layer, and a leaky-ReLU activation with negative-slope 0.2; followed by a global average-pooling layer in the end.

3 Numerical results

For numerical evaluation of the proposed approach, we consider the classical inverse problem of sparse-view CT reconstruction. First, we demonstrate a proof-of-concept using phantoms containing random ellipses of different intensities for training the networks. Subsequently, we present a comparative study of
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Example of training data, image and its corresponding projection data

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{example_data.png}
\caption{Comparison of supervised and unsupervised training on the Shepp-Logan phantom. The PSNR (dB) and SSIM are indicated below the images. ALPD does a better job of alleviating over-smoothing, unlike its supervised variant (LPD).}
\end{figure}

the proposed ALPD approach with state-of-the-art model- and data-driven reconstruction methods. Parallel-beam projection data along 200 uniformly spaced angular directions, with 400 lines/angle, are simulated using the ODL library \footnote{http://www.ordl.org} with a GPU-accelerated \textit{astra} back-end. Subsequently, white Gaussian noise with a standard-deviation of \(\sigma = 2.0\) is added to the projection data to simulate noisy measurements. For supervised training, the phantoms and their
corresponding noisy parallel-beam projections are aligned, whereas they are shuffled for unsupervised learning to eliminate the pairing information.

The penalty parameters in (2) are selected as $\lambda_X = \lambda_Y = 10.0$, and the gradient penalty in Algorithm 1 is also taken as $\lambda_{gp} = 10.0$. The parameters in the Adam optimizer for updating both $G_\theta$ and $D_\alpha$ are chosen as $(\eta, \beta_1, \beta_2) = (5 \times 10^{-5}, 0.50, 0.99)$. The same set of hyper-parameters are used for training on both phantoms and real CT images. The critic $D_\alpha$ is updated once per $G_\theta$ update and the batch-size is taken as one (i.e., $K = 1$ and $n_b = 1$ in Algorithm 1).

3.1 Training on ellipse phantoms

In this experiment, we generate a set of 2000 2D phantoms, each of size $512 \times 512$ and containing 5 ellipses of random eccentricities at random locations and orientations, for training the networks. Each ellipse has an intensity value chosen uniformly at random in the range $[0.1, 1]$. The intensity of the background is taken as 0.0 and the intensities of the ellipses add up in the regions where they overlap. A representative phantom and its corresponding noisy sparse-view parallel-beam projection are shown in the first row of Figure 1. The main objective of this experiment is to study the differences between supervised and unsupervised learning in terms of their ability to reproduce images containing homogeneous regions separated by sharp edges. For performance evaluation, we consider reconstruction of the Shepp-Logan phantom which essentially consists of elliptical homogeneous regions delineated by sharp boundaries. Since the total-variation (TV) regularizer, which seeks sparsity in the gradient image, is tailor-made for such phantoms, we consider the reconstructed image produced by TV as the ‘gold-standard’ in this case and compare the proposed ALPD approach with its supervised counterpart vis-à-vis the TV reconstruction. To compute the TV solution, we use the ADMM-based solver in the ODL library with the penalty parameter $\lambda = 10.0$, which leads to the best reconstruction in our setting.

A visual comparison of the reconstructed images using LPD and ALPD (in Figure 1) indicates that ALPD does a better job of recovering the three small tumors on the top region of the Shepp-Logan phantom. The ALPD reconstruction, although slightly inferior to TV in terms of PSNR, looks almost identical, while the supervised LPD reconstruction looks significantly blurry, making it difficult to discern the small tumors.

3.2 Sparse-view CT on Mayo-Clinic data

We perform a comparison of the proposed ALPD method with competing model- and data-driven reconstruction techniques on human abdominal CT scans released by the Mayo Clinic for the low-dose CT grand challenge [15]. The dataset consists of CT scans corresponding to 10 patients, from which we extract 2D slices of size $512 \times 512$ for our experiment. A total of 2250 slices extracted from 3D scans for 9 patients are used to train the networks in the data-driven methods, while 128 slices extracted from the scan for the remaining one patient are used for performance validation and comparison. The acquisition geometry and measurement noise
distribution are kept the same as stated in Sec. 3.1. For the sake of benchmarking the performance, we consider two model-based techniques, namely the classical FBP and TV reconstruction. As two representative state-of-the-art data-driven methods, we consider adversarial regularization (AR) [14], and the LPD method [3] trained on paired data. The performance of a U-Net-based learned post-processing applied on FBP is reported in Table 1 along with the aforementioned techniques as a baseline for fully data-driven methods.

Similar to what we noted for the Shepp-Logan phantom, the ALPD reconstruction outperforms LPD in terms of recovering sharp boundaries in the images, thus facilitating better delineation of clinically important features (see Fig. 2). In terms of PSNR and SSIM, ALPD performs slightly worse than LPD, but it outperforms other competing techniques both qualitatively and quantitatively, as seen from the average PSNR and SSIM values reported in Table 1. Notably, ALPD has the same reconstruction time as LPD, which is a couple of orders of magnitude lower than variational methods such as TV and AR that require computing iterative solutions to a high-dimensional optimization problem.
Table 1. Average performance of reconstruction methods. LPD has the best overall performance (in terms of PSNR and SSIM), but this reconstruction method needs to be trained against supervised data, i.e., pairs of high quality images (ground-truth) and corresponding noisy data. ALPD has slightly worse PSNR and SSIM values, but it can be trained against unsupervised data, which is vastly easier to get hold of as compared to supervised data. Note also that ALPD has significantly fewer parameters than AR, indicating that it can be trained against smaller datasets.

4 Conclusions

We proposed an unsupervised training protocol that learns a parametric reconstruction operator for solving imaging inverse problems from samples of the marginal distributions of the image and the measurement. The reconstruction operator is parametrized by an unrolled iterative scheme, namely the Chambolle-Pock method, originally developed for solving non-smooth convex optimization in [7] and subsequently adopted for network parametrization in the supervised learning framework in [3]. The proposed learning strategy, nevertheless, is not limited to the specific parametrization of the reconstruction operator chosen in this work and extends, in principle, to other iterative reconstruction schemes. Experimental evidence suggests that the proposed method does not suffer from the curse of over-smoothing as it minimizes a distortion measure in the distribution space instead of seeking pixel-wise proximity. Minimizing the Wasserstein-1 distance requires the introduction of a critic network, leading to a more resource-intensive training, which pays off in terms of superior performance and a more flexible training framework that it offers.
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