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A Novel Approach to Modeling and Flooding in Ad-hoc Wireless Networks

Othman Issaad, Samuel Pierre, Gabriel Ioan Ivascu and Oscar Garcia
Department of Computer and Software Engineering, Mobile Computing and Networking Laboratory, Station Centre-ville, Montréal (Québec) Canada H3C 3A7

Abstract: This study proposes a new modeling approach for wireless ad-hoc networks. The new approach is based on the construction of fuzzy neighborhoods and essentially consists of assigning a membership or importance degree to each network radio link which reflects the relative quality of this link. This approach is first used to model the flooding problem and then an algorithm is proposed to solve this problem which is of a great importance in ad-hoc wireless networks intrinsically subject to a certain level of node mobility. Simulations carried out in a dynamic environment show promising results and stability compared to the enhanced dominant pruning algorithm. Such an approach is suitable to take into account the volatile aspect of radio links and the physical layer uncertainty when modeling these networks, particularly when the physical layer offers no or insufficient guaranties to high-level protocols as for the flooding.

Key words: Ad-hoc wireless networks, auto-configurable networks, flooding, fuzzy sets

INTRODUCTION

Ad-hoc networks differ from other forms of wireless networks by a total absence of fixed infrastructure. An unspecified number of mobile terminals exploit the radio range of their antennas to create a point to point communication links and form an ad-hoc network[14]. In addition to the simplicity of their deployment and exploitation, ad-hoc networks offer users total mobility. Unfortunately, this mobility raises severe problems when establishing radio links. Due to the mobility, the topology of such networks is in perpetual change without notice. Consequently, the radio links become highly volatile, which compromises the guarantee of consistency and presence of these networks. Given these conditions, it is necessary to make extensive discovery operations and/or route and/or neighborhood updates. These operations are carried out through protocols which are known as flooding.

Flooding consists of sending a message from a source to all of the destinations in the network. Typically, this is done as a step by step operation where each mobile unit keeps retransmitting the same message to its neighbors until the network coverage is completed. This type of mechanism is very frequently used in ad-hoc networks because of random changes of topology. In fact, flooding is particularly useful for route discovering, paging or network broadcasting. In spite of its importance, the physical layer offers no guarantees for delivering a flooding packet. Flooding also consumes much resource and must be used with caution. In fact, using it in a non-effective way, even just a few times, can lead to network overload. By nature, flooding requires a large number of almost simultaneous retransmissions to achieve its functionality and network overloads can occur quickly.

Several solutions have been proposed in the literature in order to reduce the network load induced by flooding. The first wave of broadcasting schemes[1,4,9,10] include the PDP (Partial Dominant Pruning algorithm)[10] which uses a dominating sets approach to reduce the number of nodes that relay the broadcasted packet. The PDP algorithm is based on the utilization of two-hop neighborhood information and a greedy algorithm[7,8] which tries to select broadcasting set of neighbors approaching a minimum-connected-dominating set.

More recent approaches[6,12,20,21] have built on and improved the approaches proposed by the first wave of solutions. For example, Tavi and Henzeilman[21] propose an energy-efficient network-wide voice broadcasting architecture for MANETs organized around overlapping clusters, where the cluster heads create a no connected dominating set through a distributed algorithm. These cluster heads are used to
efficiently flood the network. Multiple mechanisms are provided to ensure the maintenance of the connected dominating set. Taking on a completely different approach, Agrawal and Zhang\cite{20} propose a probabilistic broadcasting scheme that dynamically adjusts the rebroadcasting probability according to the nodes’ distribution and movement. This is realized based on locally available information and without requiring any distance measurements.

In spite of the satisfactory theoretical results of these methods, they do not take into account the physical layer uncertainties which occur when delivering a flooding packet.

This study proposes a new approach for modeling ad-hoc networks which makes it possible to take into account the physical layer uncertainty. This approach is then used to solve the flooding problem.

**Background and motivations**

**Definitions**

**Fuzzy set:** If $X$ is a collection of objects denoted generally by $x$, then a fuzzy set $\tilde{A}$ in $X$ is a set of ordered pairs: $\tilde{A} = \{(x, \mu_{\tilde{A}}(x)) / x \in X\}$. $\mu_{\tilde{A}}(x)$ is called the membership function or grade of membership of $x$ in $\tilde{A}$ that maps $X$ to the membership space $M$. The range of the membership function is a subset of the nonnegative real numbers whose supremum is finite. The membership function is not limited to values between 0 and 1. If $\sup_{x} (\mu_{\tilde{A}}(x)) = 1$, the fuzzy set $\tilde{A}$ is called normal.

**Convex fuzzy set:** A fuzzy set $\tilde{A}$ is convex if: 

$$\mu_{\tilde{A}}(\lambda x + (1-\lambda)y) \geq \min\{\mu_{\tilde{A}}(x), \mu_{\tilde{A}}(y)\}, x, y \in X, \lambda \in [0,1].$$

**Fuzzy number:** A fuzzy number $\tilde{M}$ is a convex normalized fuzzy set of the real line $\mathbb{R}$ such that:

- $\exists x_{0} \in \mathbb{R}: \mu_{\tilde{M}}(x_{0}) = 1$ ($x_{0}$ is called the mean value of $\tilde{M}$)
- $\mu_{\tilde{M}}(x)$ is piecewise continuous

An example of a fuzzy number is $\tilde{M} = \{(x, \mu_{\tilde{M}}(x)) / \mu_{\tilde{M}}(x) = 1/\left(1 + (x-5)^{2}\right)\}$. $\tilde{M}$ is with mean $x_{0} = 5$ and could be called approximately 5. It is represented as shown in Fig. 1.

Fuzzy sets are usually considered to have real (crisp) membership function but they are not restricted to this condition. Fuzzy sets could be extended to ones whose membership function itself is a fuzzy set. If we call fuzzy sets, such as those considered so far, type 1 fuzzy sets, then a type 2 fuzzy set can be defined as follows:

**Type 2 fuzzy set:** A type 2 fuzzy set is a fuzzy set whose membership values are type 1 fuzzy sets on [0,1].

**Motivation:** An ad-hoc network is generally modeled by a graph $G(N, A)$ where $N$ denotes the set of nodes representing the mobile units and $A$ the set of arcs representing the established radio links. Modeling ad-hoc networks and the existence of these networks are based on the concept of neighborhoods.

Each network node $u$ could define a subset $V(u) \subseteq N$ of its neighbors, that is, a subset composed of all the nodes $v$ of $N$ which receive a minimal power threshold of $u$’s radio signal. When this power threshold is exceeded, the radio link between both mobile units $u$ and $v$ is established, which leads to an arc binding the two mobiles in the graphical representation of the ad-hoc network.

A couple of mobile nodes $u$ and $v$ could be in one of the following situations: Either there is an arc $(u,v)$ binding them, which means that $v$ receives $u$’s signal ($v \in V(u)$) or there is no such arc, which means that $v$ does not receive $u$’s signal. Due to various factors including the mobility, an ad-hoc unit does not lose a signal in such a discrete manner (Fig. 2a) but this signal passes through different levels going from good, to average, to null. To encounter this modeling problem, a real weight is usually associated to each arc in order to quantify the quality of the radio link that it represents. This leads to the continuous curve (Fig. 2b) which reasonably approaches the real phenomenon of radio signal degradation.

This phenomenon is complex and introduces random fluctuations which make it quite difficult to evaluate precisely the quality of a radio link\cite{17}. Moreover, at near critical power values, the existence of...
There is evidently a need to find better and more realistic ways to model the connectivity that exists between nodes within ad-hoc wireless networks. One promising approach, presented hereafter, is based on fuzzy sets and set memberships. In our approach, all radio links connecting nodes within a given neighborhood are assigned a certain membership degree. Unlike the classical approach, this allows to model radio link uncertainty and take into account the volatile nature of ad-hoc wireless networks.

A novel approach to modeling ad-hoc wireless networks: In this study, a new approach is proposed for modeling wireless ad-hoc networks which is better adapted to take into account the specificities of such networks. Then, this approach is used to model and solve the flooding problem.

Basic principles: The new approach that we propose for modeling ad-hoc networks is based on the construction of type 2 fuzzy neighborhoods. Indeed, instead of considering whether or not mobile unit \( v \) belongs to \( V(u) \), the neighborhood of an other mobile \( u \), we consider that \( v \) belongs to \( V(u) \) with a certain membership degree that reflects the quality of the radio link \( (u,v) \). Then, instead of considering ad-hoc network as a set of terminals, each defining a neighborhood using a logical membership (true or false), we build a neighborhood for each mobile unit using a fuzzy valued membership function. This will allow to model in a completely simple and natural way the volatile aspect and the physical layer uncertainty inherent to ad-hoc networks.

According to the proposed approach, we model an ad-hoc network by a fuzzy graph \( \hat{G}(\hat{N},\hat{A}) \) that could be oriented or not, depending on the nature of the radio links. \( \hat{N} \) is a type 2 fuzzy set on \( N \) and \( \hat{A} \) is a fuzzy relation on \( N \times N \rightarrow \hat{\mathbb{R}} \) where \( \hat{\mathbb{R}} \) is the set of fuzzy numbers. In such a graph, each arc \( (u,v) \) is assigned a membership degree \( \mu_{\hat{A}}(u,v) \) which reflects the quality of the radio link \( (u,v) \). We also assign a membership degree to each node if mobile units have different roles or importance in the network. This importance can represent, for example, the availability of each node to perform certain network or protocol tasks regarding its local properties such as load or throughput. Furthermore, by letting all the membership functions to take fuzzy values, we model the volatile aspect of radio links and the physical layer uncertainty, especially when this layer offers no or insufficient guarantees to high-level protocols.

Problem modeling: Let \( N \) denotes the set of all nodes forming an ad-hoc network and \( \hat{A} \) the set of all possible arcs or radio links which could be established during the network life. As mentioned above, we represent an ad-hoc network by a fuzzy graph \( \hat{G}(\hat{N},\hat{A}) \) where \( \hat{N} \) is a (type 2) fuzzy set on \( N \) and \( \hat{A} \) is a fuzzy relation on \( N \times N \) which verifies:

\[
\forall (u,v) \in N \times N, \mu_{\hat{A}}(u,v) \leq \min(u_{\hat{N}}(u),u_{\hat{N}}(v)) \quad (1)
\]

where \( \mu \) denotes the membership function. Nevertheless, in the flooding context, we could suppose that: \( \forall u \in \hat{N}, u_{\hat{N}}(u) = 1 \). This means that we consider that all network nodes have the same importance in a flooding operation. In other words, we consider that each mobile can start or participate in any flooding operation that would be running at a given time. Under this condition, we obtain \( \hat{N} = N \) and the inequality (1) can then be deleted.

Modeling an ad-hoc network by a fuzzy graph is achieved by constructing around each mobile node \( u \in \hat{N} \) a fuzzy set of neighbors \( \hat{V}(u) \) where each node in the neighborhood is assigned a membership degree to that set. This can be accomplished by setting the following conditions:

\[
\forall (u,v) \in N \times N, u_{\hat{V}(v)}(v) = \mu_{\hat{A}}(u,v) \text{ and } u_{\hat{V}(v)}(v) = 1
\]

The membership degree reflects the quality of the radio link \( (u, v) \) or the power received at \( v \).

Let us consider two mobile units, \( u \) and \( v \), presumably provided with omni-directional antenna of
gains $G_u$ and $G_v$, running at a frequency $f$ with a broadcast power $P_u$ and $P_v$, respectively. Let $\rho$ denote the distance between $u$ and $v$. The received power at $v$ can be expressed as $^{15}$:

$$P_u(v)_{|v|} = 10\log_{10}\left( G_v \left( \frac{c}{4\pi f} \right)^2 G_u P_u \right) - \alpha \cdot 10\log(\rho) + X_\sigma$$

where $c$ represents the light speed, $\alpha$ ($2 \leq \alpha \leq 6$) is called the path-loss exponent and $X_\sigma$ is a zero-mean Gaussian random variable with standard deviation $\sigma$ also in dB. Let us define:

$$h(\rho,\alpha) = 10 \cdot \log_{10}\left( G_v \left( \frac{c}{4\pi f} \right)^2 G_u P_u \right) - \alpha \cdot 10\log(\rho)$$

Then, $P_u(v)_{|v|} = h(\rho,\alpha) + X_\sigma$.

$X_\sigma$ is a zero-mean Gaussian random variable, hence its probability density function is continuous and convex. $X_\sigma$ could be used to construct what we call the fuzzy received power $\tilde{P}_{u,\sigma}(v)$ as a fuzzy number

$$\tilde{P}_{u,\sigma}(v) = \{ (x, \mu_\sigma(x)) \bigm/ \mu_\sigma(x) = e^{-\frac{\|x - h(\rho,\alpha)\|^2}{2\sigma^2}} \}. \quad \text{(2)}$$

This return to construct around the real-mean-power value $h(\rho,\alpha)$ a fuzzy set $\tilde{P}_{u,\sigma}(v)$ whose membership function $\mu_\sigma$ is illustrated in Fig. 3. Actually, the membership degree of each real power value $h(\rho,\alpha) + X_\sigma$ reflects the probability of this value according to the probability density function which characterizes $\sigma$ corrected to the factor of $\sigma\sqrt{2\pi}$. Finally:

$$\mu_{\tilde{P}_{u,\sigma}}(v) = \frac{1}{\sigma\sqrt{2\pi}} \tilde{P}_{u,\sigma}(v)$$

Nevertheless, $\mu_{\tilde{P}_{u,\sigma}}$ depends on the three unknown parameters: $\rho$, $\alpha$ and $\sigma$. Those are essentially distance, environment and frequency dependent and should be estimated via site measurements$^{15}$. On the other hand, the transmitter/receiver distance $\rho$ changes and must be calculated every time a broadcasting mobile $u$ needs to establish its fuzzy neighborhood. This can be achieved by using an estimation of the average received power$^{11}$ when $u$ receives a message from each of its neighbors. In fact, mobile ad-hoc units must send hello messages periodically to notify their presence. Using that packet or any other packet that $u$ would have received, it can estimate the distance of each of its neighbors $v$ by:

$$\rho = \left( \frac{c}{4\pi f} \right)^2 G_u G_v P_u P_v(v)^{\frac{1}{\alpha}}$$

**Solving strategy and algorithm:** The concept of neighborhood is very important when optimizing the flooding process. The optimum can be reached when each node has complete neighborhood information and knows the complete topology of the network. However, collecting such information over a large number of hops and keeping it updated consumes much resource and can rapidly overload the network. Thus, we limit the collection of topology information to two-hops as this assumption was tested and yielded satisfactory results$^{39}$.

Henceforth, let us consider that each node is aware of its neighborhood information over two-hops. Since the flooding is iterative, we will treat at each iteration a restricted two-hop network around the broadcasting node.

Suppose that a node $u$ received a flooding packet from a node $m$ and should relay it to complete the flooding. In a two-hops strategy, $u$ will select some of its adjacent nodes ($\in V(u)$) which should relay the packet to cover $U = V(V(u))^{[9]}$. However, it is not necessary to cover all $V(V(u))$ nodes. In fact, some of these have already received the packet, for instance, when $m$ sent it. Actually, $U$ could be restricted to $U = V(V(u)) - V(u) - V(m) - V(V(u) \cap V(m))^{[10]}$.

Then the problem to solve is the following: Select, in the neighborhood $V(u)$, a minimum subset of nodes that should relay the flooding packet to cover all $U$ nodes. Taking into account our modeling strategy, the problem becomes: Select, in the fuzzy neighborhood $V(u)$, a minimum subset of nodes that should relay the flooding packet to cover all $U$ nodes. If $\mu_{\tilde{P}_{u,\sigma}}(y) = 1$, $\forall x, y \in V(u) \cup U$, the problem turns to a connected dominating set which is NP-hard$^{[9]}$.

To solve this problem, we will split it into two sub-problems. The first addresses the users’ mobility and its
Fig. 4: Definition of the loss-tolerance-threshold $S_\gamma$

effects on the quality of the radio links. We will try to limit the number of failed broadcasts due to topology changes and radio link failure. So, we determine a subset of nodes known as critical and use the best available radio links to deliver them the flooding packet. In fact, a node $v \in U$ is said to be critical if the best two-hops available path $(u, v, w)$ contains a weak radio link. A $(u, v)$ radio link is considered to be weak if the minimal threshold power $P_{\min}^v$ that $v$ is able to receive falls to exceed the threshold $S_\gamma$ shown in Fig. 4. $S_\gamma$ is defined in relation to the fuzzy received power at $v$ by giving a value to $\gamma $ which determines the tolerance to flooding-packet-loss and can be adjusted depending on the context.

By definition, the flooding packet will probably not reach the critical nodes in spite of using the best routes. Then, we will attempt to deliver them the flooding packet several times. For that purpose, we redefine the set of nodes to cover, as the following: $T = U \cup S$, where $S$ is the set of critical nodes of $m$ which belong to $V (V (u))$. The first sub-problem could be solved using a Fuzzy Shortest Path (FSP) algorithm\[3,17,18\]. For our particular approach, we have chosen to use the generalized path-finding algorithm developed by Boulmakoul\[7\] for finding the FSPs in the fuzzy graph.

The second sub-problem consists of reducing the number of necessary broadcasts to cover non-critical nodes. This can be achieved by using an approximation algorithm for Minimum-Connected-Dominating Sets (MCDS)\[7,9,10\]. To find the connected dominating set in the second sub-problem, we have used the greedy algorithm proposed by Guha\[7\].

Let $\tilde{G}(N, A)$ be an oriented fuzzy graph representing the two-hop neighborhood of $u$. Let $\mu_{\gamma (u)}(y) = 0$, for each $x, y \in V (u) \cup T$. Let us define for each arc $(x, y)$ a fuzzy weight $\tilde{p}$ as follows: $\tilde{p}(x, y) = \mu_{\gamma (u)}(y)$. Under these assumptions and a chosen value for $\gamma$, the $\gamma^t$ algorithm that we propose is shown in Fig. 5.

**The algorithm works as follows:** Let us consider the two-hops neighborhood shown in Fig. 6. In this case, $V(u)$ is composed of all gray nodes whereas $T$ is composed of white nodes. Then the algorithm will use the gray nodes to deliver the flooding message to the white ones. Prior to using the algorithm, we eliminate all intra $V(u) \cup \{u\}$ arcs as well as intra $T$ arcs represented by the dashed arcs in Fig. 6 ($\mu_{\gamma (u)}(y) = 0$, for each $x, y \in V (u) \cup \{u\}$ or $x, y \in T$). These arcs will not be used in a two-hops strategy.

The first step of the algorithm is the initialization step. For now, the first phase forwarding nodes set is empty ($F = \emptyset$) and we adapt the arcs’ weights $\{\forall v \in V(u) \mid (\forall w \in T) \mid \tilde{p}(v, w) = \min (0, \tilde{p}(v, w) - \tilde{p}(u, v))\}$ to have the length of each two-hops path $(u, v, w)$ equals $\min (\tilde{p}(u, v), \tilde{p}(v, w))$. In fact, $\text{Length}(u, v, w) = \tilde{p}(u, v) + \tilde{p}(v, w)$ then $\text{Length}(u, v, w) = \tilde{p}(u, v) + \min (0, \tilde{p}(v, w) - \tilde{p}(u, v)) = \min (\tilde{p}(u, v), \tilde{p}(v, w))$. 

---

**Initialization:**
- $F = \emptyset$
- $\{\forall v \in V(u) \mid (\forall w \in T) \mid \tilde{p}(v, w) = \min (0, \tilde{p}(v, w) - \tilde{p}(u, v))\}$

**Phase I:**
1.1 Determine the FLPs (Fuzzy Longest Path) joining $u$ to $T$ nodes.
1.2 For each critical path $(u, v, w)$ do: $F \leftarrow F \cup \{C\}$ and $T \leftarrow T \cup \{u\}$
1.3 Consider the restriction of $\tilde{G}$ on $F \cup T$ nodes and related arcs.
1.4 Determine the FSPs joining $u$ to $F \cup T$ nodes.
1.5 For each non-critical path $(u, v, w)$ do: $T \leftarrow T \cup \{u\}$

**Phase II:**
2.1 Consider the restriction of $\tilde{G}$ on $F \cup V(u) - F$ nodes and related arcs.
2.2 Find a minimum-connected-dominating set (MCDS) $C$.
2.3 For each critical path $(u, v, w)$ where $v \in C$, do:
- $\mu_{\gamma (u)}(y) = \tilde{p}(u, v) + \min (0, \tilde{p}(v, w) - \tilde{p}(u, v))$
2.4 Return to Step 2.2 if critical paths were detected.

**Result:**
Return $F \cup C$. 

---

**Fig. 5:** $\gamma^t$ flooding algorithm

**Fig. 6:** Definition of $V(u)$ and $T$
The first phase of the algorithm starts. In step 1.1, we calculate the fuzzy longest paths (u,v,w) from u to cover all T nodes, these paths are the strongest ones to cover the w nodes. In step 1.2, we identify among these paths, all the critical ones. Even though these paths are critical to cover the w nodes, they must be used since they are the best ones found. So we hold v as forwarding nodes and w as possibly covered nodes: \( F = F \cup \{v\} \) and \( T = T - \{w\} \). Now F contains some forwarding v nodes and the set of T nodes to cover is smaller. Since all v nodes belonging to F will be forwarding the flooding message, we’ll try to find out if we can use the forwarded v messages to cover other T nodes and makes it become smaller. So in step 1.3 we consider the restriction of \( G \) on \( F \cup T \cup \{u\} \). If the weakest paths (u,v,w) going through the forwarding nodes v and reaching some T nodes w are not critical, then these paths could definitely be used to cover the reached T nodes. In this case, the w nodes could be considered as covered and removed from T: \( T = T - \{w\} \).

The second phase of the algorithm starts by considering the restriction of \( G \) on the remaining nodes \( T \cup V(u) - F \). For all remaining T nodes we are sure to find at least one path (u,v,w) which is not critical to cover them, otherwise they would have been eliminated by the first phase of the algorithm. In step 2.2, we find a minimum-connected-dominating set C. This set contains all forwarding nodes v needed to cover all remaining T nodes. If a critical path (u,v,w) is found, we eliminate it in step 2.3 and restart the process of building C. The second phase of the algorithm ends by finding a minimum-connected-dominating set C which does not contain any critical path and cover all remaining T nodes.

The algorithm ends by returning the set of all forwarding nodes: \( F \cup C \).

**Algorithm termination criterion:** Under certain circumstances, performing the flooding using a two-hop strategy can lead to an infinite loop of retransmission requests even if all network nodes have received the flooding packet. In these conditions, a termination criterion is absolutely necessary.

An effective termination criterion proposed in \(^{10}\) is that a node is not allowed to retransmit a flooding packet which it has already transmitted. Even if this termination criterion breaks out the infinite loop, it still generates unnecessary broadcasts. In effect, suppose that a mobile node u receives for the first time a flooding packet P. If u’s Id is piggybacked to P, then u should broadcast the packet and this broadcast is necessary to cover u’s neighborhood. However, if u’s Id is not included in P, then u should not relay the packet and its transmission is unnecessary to cover its neighborhood. In both cases, if u receives another copy of P with its Id included, it should not retransmit it since its neighborhood has already been covered. Thus, an improved termination criterion would be that a node is not allowed to retransmit a flooding packet that it has previously received. This is the criterion that was chosen for the \( \gamma^+ \) algorithm.

**RESULTS**

We measured the performance of \( \gamma^+ \), PDP and basic broadcast flood algorithms using computer simulations. The algorithms were implemented in QualNet Simulator 3.9, a scalable packet-level simulator with accurate radio and mobility models. The simulator implements various routing, MAC protocols as well as physical layer functions.

We were interested in determining three performance indices: the average number of covered nodes, the average number of forward nodes and the average number of failed transmissions. However, in order to compare the two algorithms and to better assess their performance, we standardized these indices. Then, we calculated the percentage of coverage (%Cover), the density of transmissions (%Tx) and the density of failed transmissions (%TxFail) as follows:

\[
\text{%Cover} = \frac{\text{NbCoveredNodes}}{\text{NbNodes}} \times 100
\]

\[
\text{%Tx} = \frac{\text{NbForwardNodes}}{\text{NbCoveredNodes}} \times 100
\]

\[
\text{%TxFail} = \frac{\text{NbFailedTransmissions}}{\text{NbCoveredNodes}} \times 100
\]

The simulator randomly generates an ad-hoc network consisting of \( \text{NbMobile} \in \{20, 30, 40, 50, 60, 70, 80, 90, 100\} \) randomly scattered in a square broadcasting area of 1,500×1,500 m. Each mobile is provided with an omni-directional antenna and running at a variable speed registered in \([V_{\text{min}}, V_{\text{max}}]\) ∈ \{[0, 0], [0, 5], [5, 10], [10, 15], [15, 20] \text{ m sec}^{-1}\}. For each scenario consisting of a random combination (\( \text{NbMobile}, V_{\text{min}}, V_{\text{max}} \)), 50 experiments were conducted. All experiments were simulated under
realistic channel conditions including multipath fading, constant shadowing and two-ray propagation model as provided by the QualNet simulator.

**Coverage percentage:** Figure 7 shows the coverage percentage performance as a function of the network’s node density for \( \gamma^+ \) and PDP. We can see that the performance of both algorithms improves as the network density increases (i.e., the number of nodes increases). However, we can notice that \( \gamma^+ \) performance exceeds that of PDP regardless of the network’s density. Indeed, on the whole density interval, \( \gamma^+ \) provides a broadcast coverage over 90%, on average, while PDP’s coverage over the same interval remains just under 87%, on average. More particularly, in the [20, 60] nodes interval, \( \gamma^+ \) improves PDP’s coverage by slightly more than 3%, on average. On the other hand, \( \gamma^+ \) advantage over PDP decreases as the network density increases. Even though the coverage difference between the algorithms is not significant, \( \gamma^+ \) reduces the network load significantly compared to PDP when the network density increases, as will be shown later.

Figure 8 shows that \( \gamma^+ \) offers better performance than PDP when high-level coverage is needed. Indeed, \( \gamma^+ \) yields a coverage inside the [80, 100] interval around 92% of the times whereas PDP yields an 85% frequency for the same interval. This shows that \( \gamma^+ \) is algorithmically more stable than PDP as its coverage percentage’s standard deviation is 8.77% compared to 12.30% for PDP.

**Network load:** The network load (%Tx) performance as a function of the network size for both algorithms is shown in Fig. 9. Again, we notice that \( \gamma^+ \) offers better performances than PDP over the [20, 100] node density interval. As a matter of fact, over the whole interval \( \gamma^+ \) yields a 52.29% network load, on average while PDP yields a network load slightly under 60%, implying an 8% decrease of the number of forwarding nodes for \( \gamma^+ \). Recall that the network load, as defined earlier, represents the forwarding nodes density and is computed as the number of forwarding nodes over the number of covered nodes.

The results obtained by \( \gamma^+ \) were to be expected since one of the design goals of the algorithm was to reduce the number of broadcast message transmissions required to flood the network. We can further observe on the figure that as the network density increases the network load for \( \gamma^+ \) decreases to reach a minimum of 43.5% for 100 nodes. Moreover, the biggest differences between both algorithm’s network load occurs in the [60, 100] high density interval. This strengthens the assumption that \( \gamma^+ \) is especially well suited for dense ad hoc networks.

**Transmission failures:** Figure 10 shows the transmission failure percentage as a function of the number of nodes in the network. At this time, we have already seen that \( \gamma^+ \) improves the coverage percentage and reduces the network overload compared to PDP. In addition to that, Fig. 10 shows that \( \gamma^+ \) also reduces the number of failed transmissions. Indeed, the number of failed transmission for \( \gamma^+ \) is lower than for PDP since
mobility model with a variable speed range. Indeed, over the whole mobility range, $\gamma^+$ offers network coverage of over 87% while PDP’s coverage over the same range is just fewer than 83%. The greatest difference between the two algorithms occurs in the $[15, 20]$ m sec$^{-1}$ speed interval where the coverage offered by $\gamma^+$ is 7% greater than that of PDP.

**CONCLUSION**

This study addresses wireless ad-hoc modeling and flooding problems. First of all, we pointed out the limitations of the classical modeling approach and proposed a new one based on the construction of fuzzy sets. This new approach is suitable for wireless ad-hoc networks modeling since it allows to take into account the physical layer uncertainty and the volatile aspect of the radio links. The proposed approach was used to model and solve the flooding problem.

We proposed a two-phase algorithm called $\gamma^+$ based on the calculation of fuzzy shortest paths and the approximation of minimum-connected-dominating sets. Simulation results have shown very good performance for the $\gamma^+$ algorithm comparing to the PDP and a basic broadcast flood algorithm. In fact, $\gamma^+$ improves the network coverage and offers better stability while reducing network load and the number of failed transmissions. We globally noticed the superior performance of $\gamma^+$ comparing to PDP regardless of the network density or the mobile speeds. As a result, $\gamma^+$ is more suitable for flooding in wireless ad-hoc networks.
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