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Highlights

- AIPStack model was developed for the prediction of anti-inflammatory peptides
- The hybrid features were used to describe the peptide sequences
- The proposed model AIPStack outperformed existing ones
- SHAP was used to highlight the essential features required for AIP prediction
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SUMMARY
Accurate and efficient identification of anti-inflammatory peptides (AIPs) is crucial for the treatment of inflammation. Here, we proposed a two-layer stacking ensemble model, AIPStack, to effectively predict AIPs. At first, we constructed a new dataset for model building and validation. Then, peptide sequences were represented by hybrid features, which were fused by two amino acid composition descriptors. Next, the stacking ensemble model was constructed by random forest and extremely randomized tree as the base-classifiers and logistic regression as the meta-classifier to receive the outputs from the base-classifiers. AIPStack achieved an AUC of 0.819, accuracy of 0.755, and MCC of 0.510 on the independent set 3, which were higher than other AIP predictors. Furthermore, the essential sequence features were highlighted by the Shapley Additive exPlanation (SHAP) method. It is anticipated that AIPStack could be used for AIP prediction in a high-throughput manner and facilitate the hypothesis-driven experimental design.

INTRODUCTION
Inflammation response is essentially the natural defense to injury, infection, or stimuli in the body, which helps to maintain tissue homeostasis under noxious conditions (Medzhitov, 2010). Usually, inflammation is classified into acute inflammation and chronic inflammation. Acute inflammation is a kind of innate immunity response, while chronic inflammation persists for a long time and results in various devastating chronic diseases, such as neurodegenerative diseases, cardiovascular diseases, cancer, and autoimmune disorders. According to statistics, three of five people die due to chronic inflammatory diseases in the world (Tsai et al., 2019; Deepak et al., 2019; Barcelos et al., 2019). There is no doubt that chronic inflammation has been a great threat to human health. Nonsteroidal anti-inflammatory drugs (NSAIDs), glucocorticoids, and some biologicals are the primary treatments for chronic inflammation and autoimmune disorders (Tabas and Glass, 2013; Vandewalle et al., 2018; Bindu et al., 2020; Chan and Carter, 2010). However, multiple adverse effects (Harriforoosh et al., 2013; Schacke et al., 2002) and drug resistance (Dendoncker and Libert, 2017) pose challenges to the development of anti-inflammatory small molecular drugs. Thus, there is an urgent need for the discovery and rational design of novel effective anti-inflammatory drugs.

In recent years, peptide therapeutics, like antibacterial peptides and anticancer peptides, have brought a lot of attention due to their attractive advantages including safety, efficacy, high selectivity, and ease of synthesis (Mutterthaler et al., 2021). Anti-inflammatory peptide (AIP) is a type of therapeutic peptides that exhibit anti-inflammatory properties. Generally, AIPs are short linear peptides composed of 10–50 amino acids. Among AIPs discovered so far, most of them are endogenous peptides or derived from natural sources, such as endogenous neuropeptide vasoactive intestinal peptide (Jiang et al., 2016), melittin (Lee et al., 2014) from bee venom, and hydrostatin-SN1 (Zhang et al., 2020a) isolated from the sea snake. Some synthetic peptides were also explored to inhibit inflammatory responses, for example, the BCL-3-mimetic (Collins et al., 2015). The mechanisms of AIPs include modulation of immune cell differentiation, inducing anti-inflammatory responses, and prevention of excessive pro-inflammatory responses (Sun et al., 2018; Heinbockel et al., 2021). Recently, several AIPs have been approved by the U.S. Food and Drug Administration (FDA) to prevent and control inflammation (Usmani et al., 2017). These related studies show that AIPs have great therapeutic potentials and are likely to be a new alternative therapy for inflammation treatment.
The discovery of AIPs through wet-lab experiments is labor-intensive, expensive, and time-consuming, so it is difficult to be applied in a high-throughput manner. Moreover, with the rapid development and wide applications of next-generation sequencing techniques, there is an increasing demand for fast, cheaper, and efficient computational methods to annotate the enormous amount of protein sequences. Machine learning (ML) algorithms represent such kinds of computational methods that can efficiently predict the peptide properties based on the sequence profiles and are hoped to expedite the process of AIP discovery.

So far, several ML methods have been developed for the identification of potential AIPs. Tables 1 and 2 summarized the existing ML methods from a wide range of aspects, including the datasets, applied ML algorithms, feature encoding schemes, evaluation strategies, and the availability of web servers or standalone software. As shown in Table 1, Gupta2017 (Gupta et al., 2017) is the first dataset used for AIP prediction, whose positive and negative assaying epitopes were collected from the Immune Epitope Database (IEDB) (Vita et al., 2019). In 2018, Manavalan et al. (2018) recollected data from the IEDB with more peptide sequences than Gupta2017. The other six datasets were mostly derived from Manavalan2018. Relationships between datasets of the eight existing AIP prediction methods were presented in Figure S1. Early methods like AntInflam (Gupta et al., 2017) and AIPpred (Manavalan et al., 2018) only utilized a single algorithm. Recently, two excellent methods, PreTP-EL (Guo et al., 2021) and PreTP-Stack (Yan et al., 2022), were constructed by integrating several ML algorithms for therapeutic peptide prediction. Random forest (RF) (Breiman, 2001) is the most popular algorithm; seven out of the eight methods employed it. Meantime, three out of the existing methods used support vector machine (SVM) (Grigoroiu et al., 2020).

How to effectively describe AIPs with informative feature representations is a major challenge for prediction models. The existing methods adopt various feature encoding schemes which can be classified into four groups, i.e. sequence composition features (e.g. dipeptide composition (DPC) (Saravanan and Gaucht, 2015)), physicochemical property (e.g. amino acid index (AAindex) (Kawashima et al., 2007)), structure features (e.g. motif features), and evolution features (e.g. position-specific scoring matrix (PSSM) (Cai et al., 2012)). All the existing methods except AIPpred applied multiple feature encoding schemes to incorporate more information for the description of the sequences. Four evaluation strategies were
used to estimate the performance of the existing methods, including leave-one-out cross-validation (CV), 5/10-fold CV, and independent test. Among the eight existing methods, six have been implemented as web servers or standalone software, but one of them, namely PEPred-Suite (Wei et al., 2019), cannot be accessed now.

These ML-based tools indeed have made great progress in the identification of AIPs and provided a rational basis for the selection of AIP candidates. However, two issues remain to be addressed. First, as presented in Table 2, most existing methods used the same and a small number of sequence samples, which limited the model performance and generalization capability. Second, three-quarters of existing methods only applied a single algorithm. However, lots of studies have proven that the ensemble learning model usually outperforms the single-algorithm-based model (Guo et al., 2021; Jiang et al., 2021; Basith et al., 2022; Liang et al., 2021; Mishra et al., 2019). Thus, the utilization of an ensemble learning strategy might improve the performance of AIP identification. Recently, two ensemble learning methods, namely PreTP-EL and PreTP-Stack, were reported, but their performance in AIP prediction might be still limited. Accordingly, it is essential to develop a new prediction model with higher accuracy, which could not only help improve our understanding of the association between peptide sequence and anti-inflammatory activity but also provide a reference for the rational design of AIPs based on the important features given by the model explanation.

Keeping these issues in mind, we first constructed a new dataset for model building and validation in this study. Then, we explored different feature encoding schemes and ML algorithms to further improve the prediction performance. We proposed a stacking ensemble model called AIPStack to predict AIPs. In brief, the AIPStack was composed of a two-layer framework. The first layer consisted of two popular ML algorithms (extremely randomized tree (ET) (Geurts et al., 2006) and RF), and used feature vectors fused by two feature representations, namely dipeptide deviation from expected mean (DDE) (Saravanan and Gautham, 2015) and composition of k-spaced amino acid pairs (CKSAAP) (Chen et al., 2013). And the second layer adopted the prediction probabilities from the first layer as the inputs of the meta-classifier (logistic regression, LR) (LaValley, 2008). The systematic workflow of AIPStack was depicted in Figure 1. We also evaluated the generalization capability of the proposed AIPStack and compared it with several state-of-the-art models by independent sets. Moreover, to implement the model interpretability, we leveraged the Shapley Additive exPlanation (SHAP) (Lundberg and Lee, 2017) method to highlight the most important and contributing sequence features. The proposed approach is potentially useful for AIP research.

## RESULTS

### Dataset preparation

Dataset preparation is the first step in an ML endeavor and is important to build a predictive model with strong generalization capability. In this study, at first, we obtained a total of 2,642 AIPs (positive samples)
and 3,704 non-AIPs (negative samples) from the IEDB. To avoid the evaluation bias caused by sequence homology, we excluded the sequences that shared >80% similarity with others, which resulted in a non-redundant dataset containing 1,866 AIPs and 2,845 non-AIPs. Since the dataset was imbalanced, we adopted the random undersampling technique to solve the issue, whereby a balanced dataset was obtained. The sampling process was repeated five times to generate five balanced datasets. Each balanced dataset contained 1,866 AIPs and the equal number of non-AIPs. According to a ratio of 8:1:1, each balanced dataset was randomly divided into training set, test set, and independent set (hereinafter referred to as independent set 1), which were used for model building, internal validation, and external validation, respectively.

Considering that there might be some overlaps between our independent set 1 of the final model and the datasets used for training in other methods, we constructed independent set 2 (difference of AntiInflam’s benchmark dataset with independent set 1) and independent set 3 (difference of AIPpred’s benchmark dataset with independent set 1) for unbiased comparison with other methods, which led to 135 AIPs and 138 non-AIPs in independent set 2, and 71 AIPs and 72 non-AIPs in independent set 3.

The length distribution of AIPs and non-AIPs can be seen in Figure 2A. The positive samples and negative ones had a similar distribution of sequence length, and most sequence lengths ranged from 15 to 20 amino acids.
acids. Additionally, the t-distributed stochastic neighbor embedding (t-SNE) plot in Figures 2B and S2, illustrated that the created test sets and independent sets covered most sequence space occupied by the training set. The results implied the rationality of dataset partitioning.

Composition analysis of AIPs and non-AIPs

We performed composition information analysis for AIPs and non-AIPs. Each of the amino acid composition (AAC) (Bhasin and Raghava, 2004) descriptor and DPC descriptor was calculated on the whole dataset. Figure 3A showed the average composition of natural amino acids in AIP and non-AIP sequences. Amino acids with the four highest absolute difference scores were Leu, Asp, Arg, and Pro. The absolute difference values were 0.016, 0.009, 0.007, and 0.006, respectively (see Table S1). However, there was little difference in the composition of residue Trp and Met between AIPs and non-AIPs. Furthermore, a two-sided Mann-Whitney U test was used to evaluate the statistically significant difference between each amino acid for AIPs and non-AIPs. As shown in Figure 3A (see also Table S1), the composition of four amino acids (Leu, Asp, Arg, and Pro) was significantly different between AIPs and non-AIPs. Among them, the abundance of Leu and Arg (positively charged) was higher in AIPs than that in non-AIPs, whereas Pro and Asp (negatively charged) were more abundant in non-AIPs compared with AIPs. Similarly, Figure 3B and Table S2 showed the 20 top-ranked dipeptides which had the highest composition absolute differences between AIPs and non-AIPs. It was observed that dipeptides Leu-Leu, Ser-Leu, Leu-Ser, Leu-Glu, Leu-Lys, Leu-Ile, Ser-Val, Tyr-Leu, Glu-Arg, Arg-Ile, and Val-Leu were significantly dominant in AIPs, while dipeptides Gln-Gln, Asp-Asp, Gln-Pro, and Val-Asp were significantly dominant in non-AIPs. Namely, the most abundant dipeptides in AIPs were primarily composed of apolar-apolar, polar uncharged-apolar, apolar-polar uncharged, apolar-negatively charged, apolar-positively charged, negatively charged-positively charged, and positively charged-apolar amino acid pairs; the most abundant dipeptides in non-AIPs were primarily composed of polar uncharged-polar uncharged, negatively charged-negatively charged, polar uncharged-apol, and apolar-negatively charged amino acid pairs.

These results suggested that the significant differences in the composition of amino acids and dipeptides between AIP and non-AIP sequences might be important factors for governing the activity of inducing the release of anti-inflammatory cytokines or not. Consequently, in this study, composition descriptors were mainly considered when performing feature extraction.

Conserved residues in the terminal regions of AIPs and non-AIPs

In the above composition analysis, it was observed that certain amino acids were abundant in AIPs. However, it was unclear whether the dominant amino acids were evenly distributed or preferred at a certain region in the sequence. To study the positional preference of amino acids, Two Sample Logo (TSL) (Crooks

Figure 2. Sequence length and spatial distribution

(A) Sequence length distribution of AIPs and non-AIPs in the whole dataset.
(B) A t-SNE plot for sequence spatial distribution of one of the balanced datasets. See also Figure S2.
et al., 2004) analysis was conducted for 10 residues from the N-terminus and C-terminus, separately, in the sequence of AIPs and non-AIPs. As shown in Figure 3C, the first ten positions represent the N-terminus of peptides, and the last ten positions represent the C-terminus of peptides. Residue Leu was mostly preferred at positions 5, 7, 8, 10, 13, 16, and 19 of AIPs sequences. Moreover, other significantly preferred amino acids in the terminal regions of AIPs were listed as follows, Arg at 2, 4, 5, 7, 14, and 19; Lys at positions 5, 11, and 17; Glu at positions 2; and Thr at positions 9 and 15. Similarly, Asp, Pro, and Gly were dominant in the terminal regions of non-AIPs. The analysis showed that AIPs and non-AIPs had different preference for amino acids in the terminal regions.

Model construction of AIPStack

The whole process of model construction included two subsequent steps: first to build baseline models, then to build optimal models.

Baseline models

Totally eight ML algorithms and thirteen descriptors of peptide sequences were used in model building. To assess the capability of these algorithms and descriptors in distinguishing AIPs, for each balanced dataset, we built \( 10^4 \times 13 \times 8 \) baseline models without hyperparameter tuning on the training set and evaluated them by the 10-fold CV and the test set. We displayed the average results of five balanced datasets in Figures 4A and 4B and Tables S3 and S4. As shown in Figure 4A and Table S3, decision tree-based models (i.e., ET, RF, light gradient boosting machine (LightGBM) (Friedman, 2001), and eXtreme gradient boosting (XGBoost) (Chen and Guestrin, 2016)) achieved better AUC (area under the receiver operating characteristic curve) values (Fawcett, 2006) than models based on other algorithms (i.e., k-nearest neighbor (KNN) (Weinberger and Saul, 2009), LR, naive Bayes (NB) (Rish, 2001), and SVM) on the training set in most cases. It was observed that a baseline model which was ET-based and developed by DDE descriptor attained the maximum performance with AUC = 0.789 on the training set. Followed by an RF-based baseline model, which also adopted the DDE descriptor and achieved the second-best performance with AUC = 0.784.
on the training set. Interestingly, LightGBM and XGBoost in conjunction with the DDE descriptor also achieved higher performance compared with the combination with other descriptors. In addition, baseline models which combined the CKSAAP descriptor with ET or RF algorithm also obtained higher AUC values on the training set. Meanwhile, we observed a similar tendency in the results on the test set (see Figure 4B and Table S4). ET or RF-based baseline models in conjunction with DDE or CKSAPP descriptor also

**Figure 4. Performance evaluation of different ML algorithms and descriptors**

(A) A heatmap showing the average AUCs of baseline models on the training set of five balanced datasets. See also Table S3.

(B) A heatmap showing the average AUCs of baseline models on the test set of five balanced datasets. See also Table S4.

Performance comparison of individual descriptors and the hybrid features. Results of ET-based models on (C) the training set and (E) the test set, respectively. Results of RF-based models on the training set (D) and (F) the test set, respectively. The “DDE + CKSAAP” denotes the hybrid features. The white dots in the violin plots represented the median values. p-values were calculated by the one-sided Wilcoxon signed-rank test and were also annotated. One asterisk represents p-value < 0.05 and the hybrid features performed better than the individual descriptor. See also Table S5 and Table S6.

on the training set. Interestingly, LightGBM and XGBoost in conjunction with the DDE descriptor also achieved higher performance compared with the combination with other descriptors. In addition, baseline models which combined the CKSAAP descriptor with ET or RF algorithm also obtained higher AUC values on the training set. Meanwhile, we observed a similar tendency in the results on the test set (see Figure 4B and Table S4). ET or RF-based baseline models in conjunction with DDE or CKSAPP descriptor also
performed better than other baseline models on the test set. The results above indicated that the DDE descriptor and CKSAAP descriptor were relatively informative for the identification of AIPs, and ET or RF-based models might be more suitable for AIP prediction. Consequently, DDE and CKSAAP were chosen for further study; ET and RF were used as base-classifiers in the stacking ensemble learning.

**Optimal models**

Feature fusion was employed to check whether the models built by hybrid features would achieve better performance. The two selected meta-classifiers (ET and RF) and three descriptors (CKSAAP, DDE, and the hybrid features) were combined to develop six prediction models. A one-sided Wilcoxon signed-rank test was also carried out to statistically compare the performance. On the training set, for both ET-based and RF-based models, the models with hybrid features significantly outperformed the ones with a single descriptor at a p-value threshold of 0.05 in terms of AUC values (see Figures 4C and 4D and Table S5). It suggested that feature fusion contributed to a more accurate classification model than relying on individual features. On the test set, for RF-based models, the hybrid features resulted in the best AUC of 0.804 and a lower SD of 0.022. And the models with hybrid features significantly outperformed the models with CKSAAP descriptor in terms of AUC values (p-value < 0.05) (see Figures 4E and 4F and Table S6). For ET-based models, the hybrid features led to a significant improvement of AUC values compared with the CKSAAP descriptor, but it was somewhat worse than the DDE descriptor. We inferred from the above results that the DDE descriptor might make the main contribution in the hybrid features to the model performance. Taking the results of the training set and the test set into consideration, the hybrid features were employed in our proposed method.

**Evaluation of the AIPStack model**

From the models constructed through five balanced datasets, we chose the one with the highest AUC value on the training set as the final predictive model, called AIPStack. To investigate the effectiveness of the AIPStack model, we carried out comparative experiments on the training set and test set. All the base-classifiers and meta-classifier were developed using the hybrid features and finely tuned. The corresponding results are provided in Figures SA and SB and Table S7. Using 0.05 as the p-value cutoff value, AIPStack significantly outperformed the base-classifier RF in terms of AUC on the training set. When compared with the base-classifier ET, though there was no significant difference in AUC, AIPStack achieved a slightly higher average AUC (0.808 versus 0.797) and lower SD (0.025 versus 0.027) in 10-fold CV. As for the meta-classifier, AIPStack significantly performed better than LR in all evaluation metrics on the training set (p-value of AUC < 0.001). From the results on the test set (see Figure SB), AIPStack and all three constituent classifiers did not suffer from overfitting. Besides, the AIPStack model was superior to its three constituent classifiers in all evaluation metrics.

**Generalization capability of AIPStack**

To examine the generalization capability of our model, independent set 1 was used to assess and validate the robustness of the AIPStack model. Our method achieved good performance with AUC = 0.797, accuracy (ACC) = 0.701, sensitivity (SE) = 0.658, specificity (SP) = 0.743, precision = 0.719, and Matthews correlation coefficient (MCC) = 0.403. As can be seen, AIPStack still performed well on the unseen data. It proved that our model had good transferability and was capable of distinguishing AIPs in practical prediction.

**Comparison with existing methods**

AntiInflam is the first model for the identification of AIPs (Gupta et al., 2017). It was based on the SVM algorithm and was trained on a relatively small dataset (690 AIPs and 1,009 non-AIPs). The independent set 2 was employed for the comparison of AIPStack with AntiInflam. The prediction results of AntiInflam were obtained from its web server by uploading the dataset. As presented in Figure 5C, AIPStack obviously outperformed AntiInflam. The AntiInflam performed not well in terms of SE (0.156 or 0.081) and MCC (0.081 or 0.181), whether using the less accurate or more accurate model. It tended to predict all samples as negative ones. The results indicated that AntiInflam might have a poor generalization capability.

Manavalan et al. constructed a benchmark set and an independent set that contain more AIPs (1,678) and non-AIPs (2,516), which was called Manavalan2018 here. They then proposed AIPpred. Later, PreAIP (Khatun et al., 2019) was developed and evaluated on the basis of Manavalan2018. It is the best prediction model among the existing methods which specifically predict AIPs. Most recently, Liu’s group proposed
Figure 5. Performance comparison of AIPStack with its constituent classifiers and the existing methods.

(A) Average performance of the AIPStack and its constituent classifiers on the training set using the 10-fold CV. ET and RF are base-classifiers, and LR is the meta-classifier. The lines in the boxes represent the median value, and the diamonds show outliers. p-values were calculated by the one-sided Wilcoxon signed-rank test and were also annotated. The asterisks represent the statistical p-value (* p-value < 0.05; *** p-value < 0.001). See also Table S7.

(B) Performance of the AIPStack and its constituent classifiers on the test set.

(C) Performance of the AntiInflam and AIPStack on the independent set 2. AntiInflam provided two models which used different feature encodings and showed different accuracy. "LA" and "MA" stood for less accurate and more accurate model, respectively.

(D) Performance of the PreTP-Stack and AIPStack on the independent set 3.

(E) Performance of the PreAIP, AIPpred, PreTP-EL, and AIPStack on the independent set 3.

(F) ROC curves and AUCs of the PreAIP, AIPpred, PreTP-EL, and AIPStack. In panels (C) and (D), AntiInflam and PreTP-Stack did not provide predicted probabilities on their web servers, hence the AUCs cannot be computed and were not shown.
two ensemble learning models for identifying all types of therapeutic peptides, i.e. PreTP-EL and PreTP-Stack. These two methods also used Manavalan2018 for model construction and validation. The independent set 3 was employed for the comparison of AIPStack with AIPpred, PreAIP, PreTP-EL, and PreTP-Stack. Likewise, prediction results were obtained from their web servers. AIPStack outperformed PreTP-Stack in all five evaluation metrics (see Figure 5D). Meanwhile, as illustrated in Figures 5E and 5F, AIPStack achieved the highest AUC of 0.819, as well as the maximum ACC of 0.755, precision of 0.757, and MCC of 0.510, respectively. Although our AIPStack achieved a lower SE than PreAIP and a lower SP than PreTP-EL, it showed a more balanced performance in terms of SE and SP.

The AIPStack was not compared with the other three methods, i.e. PEPred-Suite, AIEpred (Zhang et al., 2020b), and iAIPs (Zhao et al., 2021). The reasons are as follows: i) the PEPred-Suite server is no longer functional; ii) AIEpred and iAIPs do not provide web servers or standalone software, and the models are unavailable, too. However, it can be inferred that AIPStack will perform better than these three models in the external validation. Because according to the literature, these three models underperformed AIPpred on the same independent set (Zhang et al., 2020b; Zhao et al., 2021), while our AIPStack achieved better performance than AIPpred in all six metrics.

Model interpretation
In this section, we employed the SHAP method to analyze the contributions of sequence features during the prediction. In current work, due to the good interpretability and relatively high performance, the ET model based on the hybrid features was analyzed, instead of the stacked model which is complicated to interpret. We visualized the importance of each feature in each sample of the training set, and ranked features according to their SHAP values.

Figure 6A provided the mean absolute values of the SHAP values for the top 20 features, it was obvious that the five most influential features for the prediction of samples were “LS”, “LS.gap0”, “LE”, “SL”, and “LL”. Figure 6B illustrated the distribution of SHAP values for the 20 most influential features. From Figure 6B, we could figure out the relationships between SHAP values and the positive influence or negative influence of these features. Positive SHAP values indicated the prediction of AIPs with a high probability. On the contrary, negative ones indicated the prediction of non-AIPs with a high probability. Taking the feature “LS” in Figure 6B as an example, feature values of “LS” were relatively low for most negative samples. Hence, for an unknown sample, if its feature value of “LS” is high, then the model will tend to predict it as an AIP; otherwise, the model will tend to predict it as a non-AIP.
DISCUSSION

The accurate identification of potential AIPs via computational methods remains one of the most challenging problems. In this study, we presented a new method, called AIPStack, which allowed us to predict whether a given peptide could induce any anti-inflammatory cytokine or not, based on the sequence features.

First, we constructed a non-redundant dataset whose size was increased by approximately 12.6% compared with the dataset used in state-of-the-art methods (e.g. AIPpred, PreAIP, and PreTP-EL). Analysis on the composition information and positional preference suggested that residues Leu and Arg were significantly abundant in the terminal regions of AIPs but not the case in non-AIPs, which was consistent with the results of previous studies (Manavalan et al., 2018; Khatun et al., 2019). Also, there is some experimental evidence to support our findings. For example, it was reported that Leu had a major influence on the anti-inflammatory activity of peptides (Wang et al., 2010; Nan et al., 2007). Another example is that a lupin protein hydrolysate (LPH) peptide (GPETAFLR) derived from plants exerts anti-inflammatory activity by promoting the expression of the anti-inflammatory cytokine IL-10 and reducing the expression of pro-inflammatory cytokine TNF and IL-1β (Montserrat-de la Paz et al., 2019). In the sequence of this LPH peptide, residues Leu and Arg are at the C-terminus. Thus, introducing a Leu or Arg mutation to the terminal regions of peptides may improve the anti-inflammatory efficacy. For other dipeptides with a significant difference, further wet-lab experiments are needed to prove their effects on anti-inflammatory activity. Consequently, these observations of residue composition might shed light on the redesign and the de novo design of AIPs.

We explored various algorithms and encoding schemes for AIP identification, while six of eight existing methods only used RF to construct their models. Likewise, we found RF algorithm in conjunction with DDE and CKSAAP achieved good performance. However, ET algorithm has not been employed in any existing methods; when it was combined with the DDE descriptor, the model achieved top performance among all baseline models in this work. Next, we demonstrated the effectiveness of feature fusion by evaluating the performance of ET-based and RF-based models. The concatenation of feature vectors led to higher dimensional vectors, someone may argue that the hybrid descriptor may contain redundant or noisy features that potentially lead to the decreased predictive performance of the trained model. But because there were only two types of descriptors used in the fusion, feature selection is likely to cause an overfitting problem. Therefore, we did not perform feature selection in this work.

The final AIPStack model achieved an average AUC of 0.808 on the training set, representing an improvement of AUC of 1.4%–26.9% compared with the three constituent models. It also outperformed the constituent models in terms of all six evaluation metrics on the test set. Overall, our observations demonstrated the effectiveness of the stacking ensemble strategy. Ideally, it is desirable to apply classifiers that have different underlying operating principles as the base-classifiers, to enrich the meta-classifier with more information on the solution space. In our study, we found that tree-based models generally performed better, so we just chose the two best tree-based models as the base-classifiers. This might be the reason why there was only a slight improvement of the AIPStack and no statistical difference when compared with the base-classifier ET.

Moreover, we constructed three independent sets to assess the generalization capability of our method and objectively compared it with eight state-of-the-art methods. We found that the AIPStack performed well on all three independent sets, which demonstrated the stability and reliability of our method. Furthermore, AIPStack outperformed the existing methods. First, our AIPStack achieved much better performance compared with AntiInflam. The latter was built on a much smaller dataset, therefore showed worse performance of AIP prediction on the independent set 2 constructed by us. Second, on the independent set 3, AIPStack outperformed AIPpred and PreTP-Stack on all evaluation metrics, and it achieved a more balanced performance compared with PreAIP and PreTP-EL. These results indicated that AIPStack had great capacity and utility.

To further investigate the relationships between sequence features and anti-inflammatory properties of peptides, we applied the SHAP algorithm for model interpretation. It revealed some essential features for AIP optimization, such as “LS”, “LS.gap0”, “LE”, “SL”, and “LL”. The “LS.gap0” belongs to the CKSAAP descriptor and the others come from the DDE descriptor. According to the definition of these
two descriptors, "LS.gap0" represents the composition of dipeptide Leu-Ser in a sequence, while the rest four features reflect the deviation of the corresponding dipeptide frequencies from expected mean values. Consistently, in the composition analysis, we also found dipeptides Leu-Ser, Leu-Glu, Ser-Leu, and Leu-Leu were significantly different between AIPs and non-AIPs. Peptides with higher values of the above five features are more likely to be AIPs. Though there is no direct evidence to prove the importance of features identified in this work, some studies proved the dipeptides we mentioned here are indispensable for AIPs. For example, Lin et al. found that tripeptide LSW showed anti-inflammatory activity on vascular smooth muscle cells (Qinlu et al., 2017), from which we can infer the important role of dipeptide Leu-Ser in the anti-inflammatory activity.

Taken together, AIPStack is a promising method for distinguishing AIPs; it should be helpful for large-scale AIP screening and facilitating hypothesis-driven experimental design.

Limitations of the study
One limitation of the current study is that we did not provide a user-friendly web interface; alternatively, we shared our final model on the well-known GitHub. It is convenient for researchers to download and use.

Another limitation is that all the existing predictors including AIPStack are ML-based approaches. ML-based predictors typically need sufficient data for training. However, the number of currently available AIPs still cannot meet the needs and limited the performance of existing predictors. In addition, ML-based predictors need to extract sequence information by third-party software in advance. Though we had explored several sequence representation schemes in the current study, the existing schemes might be not informative enough. To solve the issue, on the one hand, developing new and informative sequence representation schemes even AIP-specific feature representation schemes will be helpful. On the other hand, using more elaborate deep learning algorithms and thus extracting features through network layers automatically could avoid the problem.

The third limitation is that we did not consider the AIPStack’s capability in distinguishing AIPs from other types of peptides, since the dataset did not include peptides with other functions as negative samples. As suggested by Manavalan et al., in future work, a two-step framework can be employed to overcome the limitation (Manavalan et al., 2021). In the first step, the predictor will be developed using the dataset containing experimentally validated AIPs as positive samples, and other therapeutic peptides and random peptides as negative samples. In the second step, the predictor will be constructed using a dataset containing the same AIPs as positive samples and experimentally validated non-AIPs as negative samples. Model robustness and practical applicability will be enhanced through such a framework.
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STAR METHODS

KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| Deposited data      |        |            |
| Dataset of AntiInflam | (Gupta et al., 2017) | http://metagenomics.iiserb.ac.in/antiinflam/data.php |
| Dataset of AIPpred  | (Manavalan et al., 2018) | http://www.thegleelab.org/AIPpred/AIPpredData.html |

Software and algorithms

| Two Sample Logo     | (Crooks et al., 2004) | http://www.twosamplelogo.org/ |
| iFeature            | (Chen et al., 2018) | http://iFeature.erc.monash.edu/ |
| Pfeature            | (Pande et al., 2019) | https://webs.iitd.edu.in/raghava/pfeature/ |
| scikit-learn version 1.0.2 | (Pedregosa et al., 2011) | https://scikit-learn.org/stable/index.html |
| XGBoost version 1.4.2 | (Chen and Guestin, 2016) | https://pyppi.org/project/xgboost/1.4.2/ |
| LightGBM version 3.2.1 | (Ke et al., 2017) | https://pyppi.org/project/lightgbm/3.2.1/ |
| mlxtend version 0.19.0 | (Raschka, 2018) | https://pyppi.org/project/mlxtend/ |
| shap version 0.40.0 | (Lundberg and Lee, 2017) | https://pyppi.org/project/shap/ |
| PowerPoint version 18.2110.13110.0 | Microsoft Corporation | https://www.microsoft.com/zh-cn/microsoft-365/microsoft-office?rtc=1 |

RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Dr. Yun Tang (ytang234@ecust.edu.cn).

Materials availability

This study did not generate new unique reagents.

Data and code availability

The datasets of AIPStack are made available on Github: https://github.com/Nicole-DH/AIPStack. We also shared the main codes of the AIPStack at that link. Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Dataset preparation

In this work, we constructed a new dataset for AIP prediction. Firstly, we collected linear peptides from the IEDB which captured large amounts of data from the literature, making it a reliable and popular database. The following criteria were used to separate positive samples from negative ones. If a linear peptide could induce any one of the anti-inflammatory cytokines including interleukin (IL)-4, IL-10, IL-13, IL-22, IL-27, IL-35, IL-37, transforming growth factor β (TGF-β), and interferon (IFN)-α/β, it was considered to be an AIP; if it cannot induce any anti-inflammatory cytokines above, it was regarded as a non-AIP (Marie et al., 1996; Paul, 2015; Yoshida and Hunter, 2015; Collison et al., 2007; Banchereau et al., 2012). Subsequently, to reduce homology bias and prevent overfitting, a CD-HIT (Fu et al., 2012) threshold of 0.8 among the whole dataset was applied to exclude redundant sequences.

We employed the random undersampling technique to obtain a new balanced dataset by randomly selecting samples from the majority class (non-AIPs). The random undersampling was repeated five times. Next, for each balanced dataset, 80% of the data was randomly selected as the training set for model training and hyperparameter optimization, 10% of the data was randomly selected as the test set for internal validation, and the remaining 10% was the independent set 1 used for external validation.
Furthermore, two additional independent sets named independent set 2 and independent set 3 were constructed. Independent set 2 was the difference set of independent set 1 and AntiInflam’s benchmark dataset. Similarly, independent set 3 was the difference set of independent set 1 and AIPpred’s benchmark dataset. It is worth noting that independent set 1 used here derived from the balanced dataset on which the model achieved the highest AUC among the five balanced datasets.

**Position conservation analysis**

Ten residues were extracted from the N-terminus and the C-terminus of each peptide sequence, respectively. The two terminal regions were joined to create a new sequence of 20 residues. The following example shows the process of creating a new sequence from a peptide of length 22 residues.

**Original peptide sequence (N - > C):** DIELLKKLAGGFIQKYDSVMQ

**Ten residues in N-terminus (N - > C):** DIELLKKILA

**Ten residues in C-terminus (C - > N):** QMVSDYKQIF

**Created sequence (N-terminus (N - > C) + C-terminus (C - > N)):** DIELLKKILAQMVSDYKQIF

The created sequences of 20 residues were used as inputs for TSL software for generating logo representation of sequences. The first ten positions represented the N-terminus of peptides, and the last ten positions represented the C-terminus of peptides. In the logo graph, the height of each letter is proportional to the frequency of the corresponding residue at that position. To test the statistical significance of AIPs and non-AIPs, the height of the logo was scaled according to the statistical significance threshold of p-value < 0.05 (Welch t-test). By the logo representation, we could visualize the differences between the terminal residues of AIPs and non-AIPs.

**Selection of feature encoding schemes**

In this study, to select the optimal encoding schemes, we firstly employed 13 encoding schemes and combined them with several ML algorithms (see the subsection Selection of ML algorithms below) to construct baseline models. Then, these baseline models were built on the training set and were evaluated by a 10-fold CV and the test set. Encoding schemes used by the models with top performance were selected.

The employed 13 encoding schemes can be grouped into three major types: simple composition descriptors (AAC, ATC (Pande et al., 2019), BTC (Pande et al., 2019), DDE, CKSAAP, and TPC (Bhasin and Raghava, 2004)), physicochemical descriptors (PCP (Pande et al., 2019), AAINDEX and C/T/D (Cai et al., 2003)), and Shannon entropy (SER and SPC (Pande et al., 2019)). Details about these descriptors are shown in Table S8. These descriptors were calculated by the iFeature toolkit and the Pfeature toolkit. A brief introduction to descriptors used in the final model was provided below.

**DDE.** The DDE descriptor was first proposed by Saravanan et al. in 2015 and was used for linear B-cell epitope prediction (Saravanan and Gautham, 2015). A 400-dimensional feature vector is generated by calculating 3 parameters, that is dipeptide composition measure ($D_c$), theoretical mean ($T_m$), and theoretical variance ($T_v$). $D_c$ is defined as:

$$D_c = \frac{N_{ij}}{L - 1}$$

where $N_{ij}$ is the occurrence time of amino acid pair $ij$ in a given peptide or protein sequence, and $L$ is the sequence length.

$T_m$ is defined as:

$$T_m = \frac{C_i}{C_N} \times \frac{C_j}{C_N}$$

where $C_i$ and $C_j$ stand for the numbers of codons encoding amino acid $i$ and amino acid $j$ in the dipeptide, while $C_N$ stands for the number of all possible codons except the termination codon, that is $C_N$ is equal to 61.

$T_v$ is defined as:
\[
T_v = \frac{T_m \times (1 - T_m)}{L - 1}
\]

So, DDE can be calculated as below:

\[
DDE = \frac{D_c - T_m}{\sqrt{T_v}}
\]

CKSAAP. The CKSAAP encoding strategy is widely employed in bioinformatics research, and it was also successfully applied in AIP prediction (Khatun et al., 2019). CKSAAP calculates the occurrence frequencies of \(k\) \(k = 0, 1, 2, 3, 4, 5\) -spaced amino acid pairs in a protein or peptide sequence, which can reflect the short-range interactions of amino acids within a sequence or sequence fragment. Taking \(k = 0\) as an example, there are 400 amino acid pairs in 0-space, such as AA, AC, and AD. The composition of 0-spaced amino acid pairs is defined as:

\[
\left( \frac{N_{AA}}{N_{total}}, \frac{N_{AC}}{N_{total}}, \frac{N_{AD}}{N_{total}}, ..., \frac{N_{YY}}{N_{total}} \right)_{400}
\]

where \(N_{YY}\) denotes the occurrence number of amino acid pair YY, and the value of \(N_{total}\) is equal to sequence length \(L\) minus \(k\), namely \(L - k\).

A sequence represented by the CKSAAP encoding is a 400 \(\times\) \((k + 1)\)-dimensional feature vector. When \(k = 0\), the CKSAAP descriptor is the same as the DPC descriptor. Here, we set \(k = 5\). As a result, this forms a 2400-dimensional feature vector for each peptide sequence.

**Feature fusion**

Feature fusion was applied here to check whether the performance was improved or not. Briefly, the DDE descriptor (400-dimensional vector) and CKSAAP descriptor (2,400-dimensional vector) were concatenated in a row, so each peptide sequence was converted into a 2,800-dimensional feature vector. After that, the MinMaxScaler normalization technique by the scikit-learn v1.0.2 package was used to scale the hybrid feature vectors into the range of 0 and 1.

**Selection of ML algorithms**

As mentioned in the subsection Selection of feature encoding schemes, we constructed several baseline models by combining 8 ML algorithms with 13 sequence descriptors to select the optimal ML algorithms simultaneously. ML algorithms used by the models with top performance were selected as the base-classifiers for the AIPStack. The employed ML algorithms included ET, KNN, LightGBM, LR, NB, RF, SVM, and XGBoost. The XGBoost Python package (v1.4.2) and LightGBM Python package (v3.2.1) were used to build the XGBoost model and LightGBM model, respectively. Other classifiers were implemented by scikit-learn v0.24.2 in Python v3.7.10. During the process of algorithm selection, default parameters were used for all models. But before constructing the final model, two selected ML algorithms were fine-tuned using the grid search technique. The two selected algorithms are introduced below, and the description of the other algorithms is presented in Table S9.

**RF**

RF is a powerful ensemble-based algorithm, which has been successfully utilized in various classification and regression tasks due to its advantages of simplicity, high efficiency, and high accuracy. RF model combines multiple classification and regression trees (CART) to create a “forest”. And it improves the prediction performance of CART classifiers by growing numbers of weak CART classifiers. In the classification task, the final results are obtained by simply voting from the classification results of each independent tree. In the regression task, the final results are the average of the outputs of each independent tree. In the RF model construction here, four hyperparameters were optimized, including the number of trees used for constructing the RF classifier \(n\) \(_{estimators}\), the number of features to consider when looking for the best split \(\text{max_features}\), class weights \(\text{class_weight}\), and the split criterion \(\text{criterion}\). These hyperparameters were tuned using a grid search method implemented by scikit-learn v0.24.2 within the following ranges: \(n\) \(_{estimators}\) from 500 to 2,000, with a step size of 50; “auto” or “log2” for \text{max_features}; “balanced” or “None” for \text{class_weight}; and “Gini” or “entropy” for \text{criterion}.
ET
ET was proposed in 2006. It also belongs to a kind of ensemble method and can be applied to classification and regression tasks. ET is very similar to RF, but there are also differences between them. ET fits each decision tree on the whole training dataset, while RF uses the bootstrap sample to grow decision trees. Additionally, ET selects a split point at random, but RF picks an optimal split point according to Gini impurity, information gain, or mean square error. The optimization procedure of hyperparameters in ET was the same as that in the RF method.

Framework of AIPStack
Many previous studies have shown that the ensemble model can achieve better predictive performance than single models in the ensemble, and reduce the generalization error of the prediction (Charoenkwan et al., 2021; Mishra et al., 2019; Basith et al., 2022; Liang et al., 2021; Jiang et al., 2021; Guo et al., 2021). The existing ensemble learning strategies include boosting, bagging, and stacking (Verma and Mehta, 2017). The stacking strategy integrates information from a range of base models to generate a new model, which reflects the idea of seeking the wisdom of crowds. Stacking ensemble models have been successfully applied in many biological tasks so far, such as the classification of therapeutic peptides (Charoenkwan et al., 2021), the prediction of DNA-binding protein (Mishra et al., 2019), and the recognition of non-coding RNA (Mishra et al., 2019).

In this study, a two-layer stacking model named AIPStack was proposed. Firstly, base-classifiers in the first layer were trained on the input dataset, and then the output probabilities from the base-classifiers were used for the second-layer classifier namely the meta-classifier. To avoid overfitting, our stacking model was implemented using the stacking cross-validation algorithm provided in the mlxtend (v0.19.0) package. In the stacking model, as shown in Figure 1, the 10-fold CV was used to split the training set into ten subsets with equal size. In ten successive rounds, each subset was used as the validation set and the remaining nine subsets as the training set in turn. Then, each base-classifier was used for model fitting and output the prediction results of the validation set and the prediction results of the test set. Ten prediction results for the validation set and ten prediction results for the test set were generated in this way. Furthermore, the former was merged into a feature vector matrix for the new training set and the average value of the latter was also merged into a feature vector matrix for the new test set. The new feature matrices together with labels were the final training set and test set for the meta-classifier. Secondly, the new datasets from the first layer were provided as the input datasets of the meta-classifier. LR algorithm was employed as the meta-classifier here.

Model evaluation
To evaluate the performance of the classifiers and compare our model with other existing models, several widely used evaluation metrics for binary classification were employed, i.e. ACC, SE (also called recall), SP, Precision, MCC, and AUC. They are defined as follows.

\[
\text{ACC} = \frac{TP + TN}{TP + FN + FP + TN}
\]

\[
\text{SE} = \frac{TP}{TP + FN}
\]

\[
\text{SP} = \frac{TN}{TN + FP}
\]

\[
\text{Precision} = \frac{TP + FP}{(TP \times TN) - (FP \times FN)}
\]

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FN)(TP + FN)(TN + FP)(TN + FN)}}
\]

where TP, TN, FP, and FN represent the numbers of true positives, true negatives, false positives, and false negatives, respectively.

The six different metrics evaluate the performance of the classifier from different perspectives. Precision and SE focus on the classifier’s ability to predict positive samples, while SP focuses on the ability to predict negative samples. MCC measures the correlation of the actual classes with the predicted labels. It has a range of -1 to +1, where +1 represents a perfect prediction, 0 means no better than random prediction and -1 indicates a completely wrong prediction. The AUC is a threshold-dependent metric that
summarizes the overall performance of the classifier. For imbalanced datasets, MCC and AUC usually perform better in evaluating the model performance than other metrics (Boughorbel et al., 2017).

It is worth mentioning that the hyperparameter tuning for two base-classifiers was guided by the AUC values, which were calculated through the 10-fold CV on the training set. A parameter combination that achieved the highest AUC was considered the optimal parameter.

**Model interpretation**

In the present study, we used a powerful and famous framework, SHAP, to help understand the relationships between each feature and positive or negative sample prediction. SHAP method applies a cooperative game theory to calculate the marginal contribution for each feature in a sample, and it reflects how and to what extent a feature affects the final prediction. Here, we calculated the SHAP value for each feature in each sample of the training set. The calculation was conducted via the Python package shap v0.40.0. Then, the features were ranked according to feature importance scores, namely SHAP values. SHAP values with the higher absolute value indicated features with greater overall contributions (either negatively or positively).

**QUANTIFICATION AND STATISTICAL ANALYSIS**

All computations were performed in the Python programming language. We used the two-sided Mann-Whitney U test to evaluate the statistically significant difference in residue composition for AIPs and non-AIPs. The one-sided Wilcoxon signed-rank test was carried out to statistically compare the performance of the hybrid features and individual features, and compare the performance of the AIPStack and its constituent models. Details pertaining to significance have been also noted in the respective figure legends or table footnotes. The graphic abstract and Figure 1 were generated by Microsoft PowerPoint, other plots appearing in this study were generated by the Python package.