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Abstract. We propose two numerical methods for the optimal control of McKean-Vlasov dynamics in finite time horizon. Both methods are based on the introduction of a suitable loss function defined over the parameters of a neural network. This allows the use of machine learning tools, and efficient implementations of stochastic gradient descent in order to perform the optimization. In the first method, the loss function stems directly from the optimal control problem. We analyze the approximation and the estimation errors. The second method tackles a generic forward-backward stochastic differential equation system (FBSDE) of McKean-Vlasov type, and relies on suitable reformulation as a mean field control problem. To provide a guarantee on how our numerical schemes approximate the solution of the original mean field control problem, we introduce a new optimization problem, directly amenable to numerical computation, and for which we rigorously provide an error rate. Several numerical examples are provided. Both methods can easily be applied to problems with common noise, which is not the case with the existing technology. Furthermore, although the first approach is designed for mean field control problems, the second is more general and can also be applied to the FBSDE arising in the theory of mean field games.

1. Introduction

The purpose of this paper is to develop numerical schemes for the solution of Mean Field Games (MFGs) and Mean Field Control (MFC) problems. The mathematical theory of these problems has attracted a lot of attention in the last decade (see e.g. [27, 13, 8, 15, 16]), and from the numerical standpoint several methods have been proposed, see e.g. [2, 1, 14, 10, 20] and [28, 5, 30, 7] for finite time horizon MFG and MFC respectively, and [6, 12, 11] for stationary MFG. However, despite recent progress, the numerical analysis of these problems is still lagging behind because of their complexity, in particular when the dimension is high or when the dynamics is affected by a source of common noise.

In [18], we have studied the ergodic problems, whose mathematical analysis led to an infinite dimensional optimization problem for which we identified and implemented numerical schemes capable of providing stable numerical solutions. Here, we consider mean field control problems in finite time horizon. The thrust of our approach is the numerical solution of Forward-Backward Stochastic Differential Equations (FBSDEs) of the McKean-Vlasov type. Indeed, the well established probabilistic approach to MFGs and MFC posits that the search for Nash equilibria for MFGs, as well as the search for optimal controls for MFC problems, can be reduced to the solutions of FBSDEs of this type. See for example the books [15, 16] for a comprehensive exposé of this approach.

Our mathematical analysis of the model leads to an optimization problem for a large number of agents, for which we can identify and implement numerical schemes capable of providing stable numerical solutions. We prove the theoretical convergence of these approximation schemes and we demonstrate the efficiency of their implementations by comparing their outputs to solutions of benchmark models.
obtained either by analytical formulas or by deterministic schemes for Partial Differential Equations (PDEs). In particular, we solve numerically two examples with common noise. Although the idea of using machine learning and neural networks for control problems is not new (see e.g. [25]), the core of our numerical schemes is based on a generalization to the mean field setting of the deep learning method used very recently e.g. in [26, 23] for control problems and partial differential equations. Similar ideas have been used by Fouque and Zhang in [24]. However, their work is restricted to a specific linear-quadratic problem and does not provide any theoretical convergence result.

The present paper is structured as follows. In Section 2 we introduce useful notations, provide the standing assumptions and state our main results (see for example Theorem 1), including rates of convergence. In Section 3, we outline the key steps for the proof of our main result. In Section 4 we present two numerical methods for mean field type problems, the first one tackling directly an optimal control of MKV dynamics, and second one dealing with MKV FBSDEs. Last, numerical results are presented in Section 5.

2. Formulation of the problem, standing assumptions and main results

Given a probability measure $\mu_0$ on $\mathbb{R}^d$, a $d$-dimensional Wiener process $W = (W_t)_{t \geq 0}$ and a class $\mathcal{A}$ of admissible controls taking values in a closed convex subset $A$ of $\mathbb{R}^k$, the problem can be stated in the following way.

**Problem 1.** Minimize over $\alpha = (\alpha_t)_{t \geq 0} \in \mathcal{A}$ the quantity

$$J(\alpha) = \mathbb{E} \left[ \int_0^T f(t, X_t, \mathcal{L}(X_t), \alpha_t) dt + g(X_T, \mathcal{L}(X_T)) \right],$$

under the constraint that the process $X = (X_t)_{t \geq 0}$ solves the Stochastic Differential Equation (SDE)

$$dX_t = b(t, X_t, \mathcal{L}(X_t), \alpha_t) dt + \sigma(t, X_t, \mathcal{L}(X_t)) dW_t, t \geq 0, \quad X_0 \sim \mu_0,$$

where we use the notation $\mathcal{L}(V)$ for the law of a random variable $V$. For the sake of definiteness we choose $\mathcal{A} = \mathcal{H}^{2,k}$, the set of $\mathbb{R}^k$-valued progressively-measurable square-integrable processes defined as:

$$\mathcal{H}^{2,d} = \left\{ Z \in \mathcal{H}^{0,k}; \mathbb{E} \int_0^T |Z_s|^2 ds < \infty \right\},$$

where $\mathcal{H}^{0,k}$ denotes the set of $\mathbb{R}^k$-valued progressively measurable processes on $[0, T]$. These control processes are often called open loop.

When it is helpful to stress which control is being used, we shall denote by $X^\alpha = (X_t^\alpha)_{t \geq 0}$ the solution to (2) when the control $\alpha$ is used. In equation (2), the drift and volatility coefficients $b$ and $\sigma$ are functions on $[0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times A$ with values in $\mathbb{R}^d$ and $\mathbb{R}^{d \times d}$ respectively. We shall assume that the drift and volatility functions $b$ and $\sigma$ are regular enough so that for each admissible control $\alpha$, existence and uniqueness of a process $X^\alpha$ satisfying (2) hold. Specific assumptions under which this is indeed the case are given in Appendix A. We explain below how to understand the notion of regularity with respect to the measure argument $\mu$.

2.1. Definitions, notations and background. For any $p \geq 1$, $\mathcal{P}_p(\mathbb{R}^d)$ is the set of probability measures of order $p$ on $\mathbb{R}^d$, namely those probability measures on $\mathbb{R}^d$ for which the $p$-th moment $M_p(\mu)$ defined in (3) below is finite. $W_p$ is the $p$-Wasserstein distance defined, for $\mu, \mu' \in \mathcal{P}_p(\mathbb{R}^d)$ by

$$W_p(\mu, \mu') = \inf_{\pi \in \Pi(\mu, \mu')} \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p \pi(dx, dy) \right]^{1/p},$$

where $\Pi(\mu, \mu')$ is the set of all probability measures on $\mathbb{R}^d \times \mathbb{R}^d$ whose marginals are $\mu$ and $\mu'$, respectively.
where \( \Pi(\mu, \mu') \) denotes the set of probability measures on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginals \( \mu \) and \( \mu' \). For \( \mu \in \mathcal{P}_p(\mathbb{R}^d) \), the \( p \)-th moment is denoted by

\[
M_p(\mu) = \left( \int_{\mathbb{R}^d} |x|^p d\mu(x) \right)^{1/p}.
\]

For an integer \( r \geq 0 \) and a domain \( D \subseteq \mathbb{R}^d \), we denote by \( \mathcal{C}^r(D; \mathbb{R}^d) \) the set of functions on \( D \) taking values in \( \mathbb{R}^d \) which are continuously \( r \)-times differentiable up to order \( r \) (included). It is endowed with the usual norm: for \( r = 0 \), this is the sup norm and for \( r > 0 \), it is the sum of the sup norms of the derivatives up to order \( r \). For \( K > 0 \), we will denote by \( \mathcal{C}^r_K(D; \mathbb{R}^d) \) the subset of continuous functions with (sup) norm bounded by \( K \). For \( L > 0 \), we denote by \( \text{Lip}_L(D; \mathbb{R}^d) \) the set of Lipschitz functions on \( D \) with Lipschitz constant at most \( L \). When we consider real valued functions, i.e. \( d' = 1 \), we shall write simply \( \mathcal{C}^r(D), \mathcal{C}^r_K(D) \) and \( \text{Lip}_L(D) \).

2.2. Standing assumptions. In this subsection we introduce the assumptions under which existence of optimal controls holds, and under which we prove convergence of the numerical algorithms we propose to compute the solutions. Some of the assumptions are stated at a high level, and the reader may wonder for which classes of coefficients these assumptions are satisfied. In Appendix A we give low level explicit conditions under which all of our assumptions hold. Roughly speaking, for the state dynamics and the cost functions, we use slight variations on assumption “Control of MKV Dynamics” from [15] p. 555. Throughout the paper, we assume that the volatility is not controlled and that the initial distribution \( \mu_0 \) is in \( \mathcal{P}_d(\mathbb{R}^d) \). Still, in order to justify and quantify the approximation of the optimal control by a neural network, we shall need extra regularity assumptions. To formulate them, we introduce more notations.

The Hamiltonian of the system is the function \( H \) defined by

\[
H(t, x, \mu, y, z, \alpha) = b(t, x, \mu, \alpha) \cdot y + \sigma(t, x, \mu) \cdot z + f(t, x, \mu, \alpha)
\]

for \( t \in [0, T] \), \( x, y, z \in \mathbb{R}^d \), \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( \alpha \in A \), and since the volatility \( \sigma \) does not depend on the control variable in our setting, we will also make use of the notation \( \tilde{H} \) for the reduced Hamiltonian defined by

\[
\tilde{H}(t, x, \mu, y, \alpha) = b(t, x, \mu, \alpha) \cdot y + f(t, x, \mu, \alpha).
\]

We shall assume that given any \( (t, x, \mu, y) \in [0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \), the function \( A \ni \alpha \mapsto \tilde{H}(t, x, \mu, y, \alpha) \) has a unique minimizer \( \hat{\alpha}(t, x, \mu, y) \):

\[
\hat{\alpha}(t, x, \mu, y) = \arg \min_{\alpha \in A} \tilde{H}(t, x, \mu, y, \alpha)
\]

being (jointly) Lipschitz in all its variables. We shall also assume that the coefficients \( b \) and \( \sigma \), as well as the cost functions \( f \) and \( g \), are differentiable with respect to the variables \( x \) and \( \mu \). The partial derivatives with respect to the argument \( \mu \) have to be understood in the Wasserstein sense, or in the Lions sense (L-derivatives). See [15] Chapter 5 for details. The forward-backward system of SDEs (FBSDE for short) associated to the control problem is (see e.g. [15] Section 6.4.2)

\[
\begin{align*}
\frac{dX_t}{dt} &= b(t, X_t, \mathcal{L}(X_t), \hat{\alpha}(t, X_t, \mathcal{L}(X_t), Y_t))\,dt + \sigma(t, X_t, \mathcal{L}(X_t), \hat{\alpha}(t, X_t, \mathcal{L}(X_t), Y_t))\,dW_t, \\
\frac{dY_t}{dt} &= -\partial_x \tilde{H}(t, X_t, \mathcal{L}(X_t), Y_t, Z_t, \hat{\alpha}(t, X_t, \mathcal{L}(X_t), Y_t))\,dt \\
&\quad - \mathbb{E} \left[ \partial_y \tilde{H}(t, X_t, \mathcal{L}(X_t), Y_t, Z_t, \hat{\alpha}(t, X_t, \mathcal{L}(X_t), Y_t))\,dt + Z_t\,dW_t, \right]
\end{align*}
\]
with initial condition \( X_0 = \xi \in L^4(\Omega, \mathcal{F}_0, \mathbb{P}; \mathbb{R}^d) \) and terminal condition \( Y_T = \partial_x g(X_T, \mathcal{L}(X_T)) + \mathbb{E} \left[ \partial_x g(X_T, \mathcal{L}(X_T))(X_T) \right] \). The tilde \( \tilde{\cdot} \) over random variables means that these random variables are copies in the sense that they have the same distributions as the original variables, but are possibly defined on a different probability space over which the expectation is denoted by \( \tilde{\mathbb{E}} \).

We shall assume that the system (7) is uniquely solvable and that there exists a function \( U \), called master field of the FBSDE (7), such that the process \((Y_t)_{t \in [0,T]}\) can be represented as

\[
Y_t = U(t, X_t, \mu_t), \quad t \in [0, T],
\]

where \( \mu_t = \mathcal{L}(X_t) \). Next, we introduce the decoupling field

\[
V(t, x) = U(t, x, \mu_t),
\]

which we assume to be jointly Lipschitz in its variables, and to be differentiable with respect to \( x \) with \( \partial_x V \) being Lipschitz in its variables. The optimal control \( \hat{\alpha} = (\hat{\alpha}_t)_{t \in [0,T]} \) can be rewritten in the feedback form

\[
\hat{\alpha}_t = \hat{\alpha}(t, X_t, \mu_t, V(t, X_t)).
\]

For the sake of the analysis of the time discretization that we will use in our numerical scheme, we shall also assume that, at each \( t \in [0, T] \), the feedback control \( x \mapsto \hat{\alpha}(t, x, \mu_t, V(t, x)) \) is twice differentiable with second order derivatives which are Lipschitz continuous. We refer the reader to Appendix A where we articulate explicitly a specific sets of assumptions under which all the properties stated above hold. Unless otherwise specified, the constants depend only on the data of the problem (\( T, \mu_0, d, k \), and the constants appearing in the assumptions), and \( C \) denotes a generic constant whose value might change from one line to the next.

### 2.3. Approximation results

Next, we propose a new optimization problem, amenable to numerical computations (see Section 4), which serves as a proxy for the original MKV control problem, and for which we quantify the approximation error. The rationale behind this new problem is encapsulated in the following three steps:

- the distribution \( \mathcal{L}(X_t) \) of the state \( X_t \) is approximated by the empirical distribution of \( N \) agents;
- the set \( \mathcal{A} \) of controls by a set of controls in feedback form, the feedback function being given by neural nets with a fixed architecture;
- the time variable is discretized.

Before defining the problem, we first introduce notations pertaining to neural networks.

### 2.4. Neural networks

We denote by:

\[
\begin{align*}
L_{d_1,d_2}^\psi &= \left\{ \phi : \mathbb{R}^{d_1} \to \mathbb{R}^{d_2} \mid \exists \beta \in \mathbb{R}^{d_2}, \exists w \in \mathbb{R}^{d_2 \times d_1}, \forall i \in \{1, \ldots, d_2\}, \phi(x)_i = \psi \left( \beta_i + \sum_{j=1}^{d_1} w_{i,j} x_j \right) \right\}
\end{align*}
\]

the set of layer functions with input dimension \( d_1 \), output dimension \( d_2 \), and activation function \( \psi : \mathbb{R} \to \mathbb{R} \) with at most linear growth. For the sake of definiteness, we shall assume that the activation function \( \psi : \mathbb{R} \to \mathbb{R} \) is a \( 2\pi \)-periodic function of class \( C^3 \) satisfying:

\[
\hat{\psi}_1 := \int_{-\pi}^{\pi} \psi(x) e^{-ix} dx \neq 0.
\]

More general activation functions could be accommodated at the expense of additional technicalities. The choice of this class of activation functions is motivated by the fact that we want to find a neural
network which approximates, on a compact set, the optimal feedback control while being Lipschitz continuous and whose Lipschitz constant can be related to the one of the optimal control.

Building on this notation we define:

\[
N^\psi_{d_0,\ldots,d_{\ell+1}} = \left\{ \varphi : \mathbb{R}^{d_0} \to \mathbb{R}^{d_{\ell+1}} \mid \forall i \in \{0, \ldots, \ell - 1\}, \exists \phi_i \in L^\psi_{d_i,d_{i+1}}, \exists \phi_\ell \in L_{d_\ell,d_{\ell+1}}, \varphi = \phi_\ell \circ \phi_{\ell-1} \circ \cdots \circ \phi_0 \right\}
\]

the set of regression neural networks with \( \ell \) hidden layers and one output layer, the activation function of the output layer being the identity \( \psi(x) = x \). We shall not use the superscript \( \psi \) when the activation function is the identity. The number \( \ell \) of hidden layers, the numbers \( d_0, d_1, \ldots, d_{\ell+1} \) of units per layer, and the activation functions (one single function \( \psi \) in the present situation), are what is usually called the architecture of the network. Once it is fixed, the actual network function \( \varphi \in N^\psi_{d_0,\ldots,d_{\ell+1}} \) is determined by the remaining parameters:

\[
\theta = (\beta(0), w(0), \beta(1), w(1), \ldots, \beta(\ell-1), w(\ell-1), \beta(\ell), w(\ell))
\]

defining the functions \( \phi_0, \phi_1, \ldots, \phi_{\ell-1} \) and \( \phi_\ell \) respectively. Their set is denoted by \( \Theta \). For each \( \theta \in \Theta \), the function \( \varphi \) computed by the network will sometimes be denoted by \( \varphi_{\theta} \). We will work mostly with the case \( d_0 = d + 1 \) and \( d_{\ell+1} = k \), dimensions of \( (t, x) \) and of the control variable respectively.

As implied by the above discussion, the search for optimal controls in the general class \( A \) of open loop controls eventually leads to controls in feedback form given by (10). This fact is the rationale for the second step announced earlier, namely the search for approximately optimal controls among the controls given in feedback form by neural network functions \( \varphi \). Notice that if \( \alpha \) is such a control given in the form \( \alpha_t = \varphi(t, X_t^\alpha) \) for some \( \varphi \in N^\psi_{d_0,\ldots,d_{\ell+1}} \), then such an \( \alpha \) is admissible, i.e. \( \alpha \in A \), because of standard properties of solutions of MKV stochastic differential equations with Lipschitz coefficients, and the fact that the function \( \varphi \) is at most of linear growth. Last, we stress that the elements of \( N^\psi_{d_0,\ldots,d_{\ell+1}} \) have the same regularity as the activation function \( \psi \), namely \( C^3 \).

2.5. New optimization problem and main result. For the discretization of the time interval, we will use a grid \( t_0 = 0 < t_1 < \cdots < t_{N_T} = T \) where \( N_T \) is a positive integer. For simplicity we consider a uniform grid, that is, \( t_n = n \Delta t \), with \( \Delta t = T/N_T \).

The three approximation steps described at the beginning of this section lead to the following minimization problem. The latter can be viewed as the problem of a central planner trying to minimize the social cost of \( N \) agents using a decentralized control rule in feedback form given by a neural network.

**Problem 2.** Minimize the quantity

\[
J^N(\varphi) = \mathbb{E}\left[ \frac{1}{N} \sum_{i=1}^{N} \sum_{n=0}^{N_T-1} f(t_n, \tilde{X}^i_{t_n}, \tilde{\mu}_{t_n}, \varphi(t_n, \tilde{X}^i_{t_n})) + g(\tilde{X}^i_{t_{N_T}}, \tilde{\mu}_{t_{N_T}}) \right],
\]

over \( \varphi \in N^\psi_{d+1,d_2,\ldots,d_{\ell+1},k} \), under the dynamic constraint:

\[
\tilde{X}^i_{t_{n+1}} = \tilde{X}^i_{t_n} + b(t_n, \tilde{X}^i_{t_n}, \tilde{\mu}_{t_n}, \varphi(t_n, \tilde{X}^i_{t_n})) \Delta t + \sigma(t_n, \tilde{X}^i_{t_n}, \tilde{\mu}_{t_n}) \Delta W^i_n, \quad n \in \{0, \ldots, N_T-1\}, i \in \{1, \ldots, N\},
\]

where the \( (\tilde{X}^i_{0})_{i \in \{1, \ldots, N\}} \) are i.i.d. with common distribution \( \mu_0 \), \( \tilde{\mu}_{t_n} = \frac{1}{N} \sum_{i=1}^{N} \delta_{\tilde{X}^i_{t_n}} \), and the \( (\Delta W^i_n)_{i,n} \) are i.i.d. random variables with distribution \( \mathcal{N}(0, \Delta t) \).

We show that solving Problem 2 provides an approximate solution to Problem 1 and we quantify the accuracy of the approximation. The main theoretical result of the paper is the following.
Theorem 1. There exists a constant $C$ depending only on the data of the problem such that:

$$\inf_{\alpha \in \mathcal{A}} J(\alpha) \geq \inf_{\psi \in \mathcal{N}_{d+1,n_{in},k}} J^N(\psi) - C\epsilon(N,n_{in},\Delta t)$$

where

$$\epsilon(N,n,\Delta t) = \epsilon_1(N) + \epsilon_2(n) + \epsilon_3(\Delta t)$$

with

$$\epsilon_1(N) \in O\left(N^{-1/\max(d,4)}\sqrt{1 + \ln(N)}1_{\{d=4\}}\right), \quad \epsilon_2(n) \in O\left(n^{-\frac{5}{3(d+1)}}\right), \quad \epsilon_3(\Delta t) \in O\left(\sqrt{\Delta t}\right),$$

the constants in the big Bachmann-Landau terms $O(\cdot)$ depending only on the data of the problem and on the activation function $\psi$ through $\hat{\psi}_1$.

The proof is provided in Section 3.

Remark 2. The dependence of the error on the the number $n_{in}$ of units in the layer could certainly be improved by looking at multilayer neural networks. Unfortunately, quantifying the performance of these architectures is much more difficult and we could not find in the function approximation literature suitable rate of convergence results which could be useful in our setting. Also, the error from the Euler scheme could probably be improved to order 1 instead of 1/2 (i.e., the last term $\epsilon_3(\Delta t)$ should be of the order $\Delta t^3$ instead of $\sqrt{\Delta t}$). However, we are only able to reach this order at the expense of extra regularity properties of the decoupling field. Since we did not want to add (and prove) extra smoothness assumptions on the decoupling field, we only claim order 1/2 in the mesh of the time discretization.

Remark 3. Theorem 7 provides a bound on the approximation error. In the numerical implementation, the expectation in $J^N$ over the $N$-agent population is replaced by an empirical average over a finite number of populations, which leads to an estimation (or “generalization”) error. In the ergodic setting we have analyzed this type of error in [18]. In the finite horizon setting considered here, similar techniques can be used to bound the generalization error. We refrain from doing so for the sake of brevity, leaving it for a future work.

3. Proof of the main result

We split the proof into three steps presented in separate subsections, each one consisting in the control of the approximation error associated one of the steps described in the bullet points at the beginning of the previous section. As explained above, the first step consists in approximating the mean field problem with open loop controls by a problem with $N$ agents using distributed closed-loop controls (see subsection 3.1); in the second step, we replace general closed-loop controls by the subclass of closed-loop controls that can be represented by neural networks (see subsection 3.2); in the third step, we discretize time (see subsection 3.3).

3.1. Problem with $N$ agents and closed-loop controls. Because of (10), we expect the optimal control to be in feedback form. So in the sequel, we restrict our attention to closed-loop controls that are deterministic functions of $t$ and $X_t$, i.e. of the form $\alpha_t = v(t, X_t)$ for some deterministic function $v : [0,T] \times \mathbb{R}^d \rightarrow A \subset \mathbb{R}^k$. We denote by $\mathcal{V}$ the class of admissible feedback functions, i.e., the set of measurable functions $v : [0,T] \times \mathbb{R}^d \rightarrow A$ such that the control process $\alpha$ defined by $\alpha_t = v(t, X_t^a)$ for all $t$ is admissible, i.e. $\alpha \in \mathcal{A}$. Note that if the feedback function $v$ is Lipschitz in $x$ uniformly in $t$, then the state SDE (3) is well posed, and since $v$ is at most of linear growth, standard stability estimates for solutions of Lipschitz SDE of McKean-Vlasov type guarantee that $\alpha \in \mathcal{A}$ or equivalently $v \in \mathcal{V}$.
According to the first step described above, we recast Problem 1 as the limiting problem for the optimal control of a large number of agents by a central planner as the number of agents tends to infinity. In the model with $N < \infty$ agents, the goal is to minimize the average ("social") cost, when all the agents are using the same control rule, namely the same feedback function of their individual states. The resulting optimization problem is:

**Problem 3.** Minimize the quantity

$$J^N(v) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \int_0^T f(t, X^i_t, \mu^N_t, v(t, X^i_t)) dt + g(X^i_T, \mu^N_T) \right],$$

over $v = (v(t, \cdot))_{0 \leq t \leq T} \in \mathcal{V}$ under the constraint:

$$dX^i_t = b(t, X^i_t, \mu^N_t, v(t, X^i_t)) dt + \sigma(t, X^i_t, \mu^N_t) dW^i_t, \quad t \geq 0, \ i \in \{1, \ldots, N\},$$

where the $W^i = (W^i)^{i=1,\ldots,N}$ are independent $d$-dimensional Wiener processes, the $(X^i_t)_{i=1,\ldots,N}$ are i.i.d. with common distribution $\mu_0$ and are independent of the Wiener processes, and where $\mu^N_t = \frac{1}{N} \sum_{i=1}^{N} \delta_{X^i_t}$ is the empirical distribution of the population of the $N$ agents at time $t$.

We have the following result.

**Proposition 4.** If we define the feedback function $\hat{\alpha}$ by:

$$\hat{\alpha}(t, x) = \hat{\alpha}(t, x, \mu_t, V(t, x)),$$

then

$$\inf_{\alpha \in \mathcal{K}} J(\alpha) \geq J^N(\hat{\alpha}) - \epsilon_1(N),$$

with

$$\epsilon_1(N) = c_1 \sqrt{N^{-2/\max(d,4)} \left( 1 + \ln(N) \mathbf{1}_{(d=4)} \right)},$$

for some constant $c_1$ depending only on the data of the problem.

Recall that $\hat{\alpha}$ is the minimizer of the Hamiltonian defined by (6), $\mu_t$ and $V$ are respectively the marginal distribution of $X_t$ and the decoupling field of the associated MKV FBSDE system (7) defined by (9), and as explained above $\hat{\alpha}$ is admissible under the standing assumptions.

**Proof.** The result follows from a slight modification of the proof of [16, Theorem 6.17]. Note that our standing assumptions ensure that the assumption “Control of MKV Dynamics” from [15, p. 555] holds, that $\sigma$ does not depend on the control, and that $\mu_0 \in \mathcal{P}_4(\mathbb{R}^d)$. We can thus reuse directly the last inequality of the proof of [16, Theorem 6.17], and we obtain:

$$J^N(\hat{\alpha}(N)) \leq J + \epsilon_1(N)$$

where $J = \inf_{\alpha \in \mathcal{K}} J(\alpha)$ is the objective function minimized over all admissible open loop controls, and $\hat{\alpha}(N)$ is the distributed control given in feedback form by (10), namely

$$\hat{\alpha}(N)_t = \hat{v}(t, X^N_t) = \hat{\alpha}(t, X^N_t, \mu_t, V(t, X^N_t)).$$

Notice that thanks to the symmetry between the agents, $J^N(\hat{\alpha})$ defined by (15), can be viewed as the cost of a typical player. In other words, for each $j \in \{1, \ldots, N\}$,

$$J^N(\alpha) = J^{N,j}(\alpha)$$
where

$$J^{N,j}(\alpha) = \mathbb{E} \left[ \int_0^T f(X^i_t, \mu^N_t, \alpha^j_t)dt + g(X^j_T, \mu^N_T) \right]$$

under the constraint:

$$dX^i_t = b(t, X^i_t, \mu^N_t, \alpha^j_t)dt + \sigma(t, X^i_t, \mu^N_t)dW^i_t, \quad t \geq 0, \ i \in \{1, \ldots, N\},$$

where the $(X^i_t)_{t \in [0, \tau]}$ are i.i.d. with distribution $\mu_0$, also independent of the Wiener processes $W^i, i = 1, \ldots, N$. Since [19] says that $\hat{\alpha}^{N,j}$ is given by an admissible feedback function,

$$J^{N}(\hat{\alpha}^{(N)}) \geq \inf_{v \in \mathcal{V}} J^{N}(v).$$

As a consequence, inequality [18] yields

$$\inf_{v \in \mathcal{V}} J^{N}(v) \leq \inf_{\alpha \in \mathcal{A}} J^{N}(\alpha) + \epsilon_1(N),$$

which concludes the proof. □

### 3.2. Problem with neural networks as controls

Next, we show that the feedback function $\hat{v}$ used in Proposition 4, can be approximated by a neural network in such a way that minimizing over neural networks ends up being not much worse than minimizing over feedback controls, and we quantify the loss due to this approximation.

The main result of this section is the following.

**Proposition 5.** There exists two positive constants $K_1$ and $K_2$ depending on the data of the problem and $\psi$ through $\hat{v}(1), \|\psi\|_{C^0(\mathbb{T})}, \|\psi''\|_{C^0(\mathbb{T})}$ and $\|\psi'''\|_{C^0(\mathbb{T})}$, such that for each integer $n_{\text{in}} \geq 1$, there exists $\hat{\varphi} \in \mathcal{N}_d^{\psi}$ such that the Lipschitz constants of $\hat{\varphi}, \hat{\varphi}_x, \hat{\varphi}_{xx}$ are bounded by $K_1$, and which satisfies

$$J^{N}(\hat{\psi}) \geq J^{N}(\hat{\varphi}) - K_2 n_{\text{in}}^{-\frac{1}{n_{\text{in}} - 1}}.$$

Given the Lipschitz continuity of the optimal feedback control $\hat{v}$ w.r.t. $(t, x)$ under the standing assumptions, and given the result of Proposition 7 below quantifying the rate at which one can approximate Lipschitz functions by neural networks over compact sets, the proof of the above result relies on the regularity property of the objective functional provided by Proposition 10: if two controls are close enough, the objective value does not vary too much.

The proof of Proposition 7 relies on a special case of [29, Theorems 2.3 and 6.1] which we state below for the sake of completeness. It forces us to work with periodic functions, but in return, it provides a neural network approximation for a function and its derivative. This is important in an optimal control setting as it provides needed bounds on the Lipschitz constant of the control. First we recall a standard notation. For a positive integer $m$, $\mathbb{T}^m$ denotes the $2\pi -$torus in dimension $m$. For positive integers $n$ and $m$, and a function $g \in C^0(\mathbb{T}^m)$, $E^m_n(g)$ denotes the trigonometric degree of approximation of $g$ defined by:

$$E^m_n(g) = \inf_T \|g - T\|_{C^0(\mathbb{T}^m)}$$

where the infimum is over trigonometric polynomials of degree at most $n$ in each of its $m$ variables. While [29, Theorems 2.3 and 6.1] does not differentiate between a time and a space variable, and the same regularity is assumed for all the components of the variables, the proofs of these theorems actually give the following result.
Theorem 6 (Theorems 2.3 and 6.1 in [22]). There exists an absolute constant $C_{mm}$ such that for every positive integers $d, n$ and $N$, there exists a positive integer $n_{in} \leq C_{mm}Nn^d$ with the following property. For any $f : \mathbb{T} \times \mathbb{T}^d \rightarrow \mathbb{R}$ of class $C^{1,3}(\mathbb{T} \times \mathbb{T}^d)$, there exists $\varphi_f \in \mathbb{N}_{d+1,n_{in},1}$ such that:

\begin{align}
\|f - \varphi_f\|_{C^0(\mathbb{T}^{d+1})} & \leq c \left[ E_n^{d+1}(f) + E_n^N(\psi)n^{(d+1)/2}\|f\|_{C^0(\mathbb{T}^{d+1})} \right], \\
\|\partial_{i} f - \partial_{i} \varphi_f\|_{C^0(\mathbb{T}^{d+1})} & \leq c \left[ E_n^{d+1}(\partial_{i} f) + E_n^N(\psi')n^{(d+1)/2}\|\partial_{i} f\|_{C^0(\mathbb{T}^{d+1})} \right], \quad i = 2, \ldots, d + 1, \\
\|\partial_{i,j} f - \partial_{i,j} \varphi_f\|_{C^0(\mathbb{T}^{d+1})} & \leq c \left[ E_n^{d+1}(\partial_{i,j} f) + E_n^N(\psi'')n^{(d+1)/2}\|\partial_{i,j} f\|_{C^0(\mathbb{T}^{d+1})} \right], \quad i, j = 2, \ldots, d + 1,
\end{align}

where $\partial_{i}$ denotes the partial derivative with respect to the $i^{th}$ variable and the constant $c$ depends only on $d$.

In the sequel, we denote by $C(R, K, L_1, L_2, L_3)$ the class of functions $f : [0, T] \times \bar{B}_d(0, R) \ni (t, x) \mapsto f(t, x) \in \mathbb{R}^k$ such that $f$ is Lipschitz continuous in $(t, x)$ with $C^0([0, T] \times \bar{B}_d(0, R))$—norm bounded by $K$ and Lipschitz constant bounded by $L_1$, and $f$ is twice differentiable w.r.t. $x$ such that for every $i = 1, \ldots, d$, $\partial_{x,i} f$ is Lipschitz continuous w.r.t. $(t, x)$ with Lipschitz constant bounded by $L_2$ and for every $i, j = 1, \ldots, d$, $\partial_{x,i,j} f$ is Lipschitz continuous w.r.t. $(t, x)$ with Lipschitz constant bounded by $L_3$. Note that this class of functions implicitly depends on $d, k, T$, which are part of the data of the problem. We will sometimes use the notation $\nabla f = (\partial_{x,1} f, \ldots, \partial_{x,d} f)$ and $\nabla(\tau, x) f = (\partial_{t} f, \partial_{x,1} f, \ldots, \partial_{x,d} f)$.

The workhorse of our control of the approximation error is the following.

Proposition 7. For every real numbers $K > 0$, $L_1 > 0$, $L_2 > 0$ and $L_3 > 0$, there exists a constant $C$ depending only on the above constants, on $d, k, T$, and on the activation function through $\psi(1)$, $\psi' \psi' \psi'$, with the following property. For every $R > 0$, for every $f \in C(R, K, L_1, L_2, L_3)$ and for every integer $n_{in} > 0$, there exists a one-hidden layer neural network $\varphi_f \in \mathbb{N}_{d+1,n_{in},k}$ such that

$$
\|f - \varphi_f\|_{C^0([0, T] \times \bar{B}_d(0, R); \mathbb{R}^k)} \leq C(1 + R)n_{in}^{-1/(2(d+1))},
$$

and such that the Lipschitz constants of $\varphi_f$, $\partial_{x} \varphi_f$ and $\partial_{x,x} \varphi_f$ are at most $C(1 + Rn_{in}^{-1/(2(d+1))})$.

We stress that the constant $C$ in the above statement does not depend on $R$.

Remark 8. The exponent $-1/(2(d+1))$ in the statement of the proposition is what is blamed for the so-called curse of dimensionality.

Remark 9. The Lipschitz continuity of $\partial_{x,i,j} f$ and the bound on its Lipschitz constant will only be used in the analysis of one of the contributions of the Euler scheme to the error due to the time discretization (see Section 3.3). There, in order to apply the above result to the optimal control we shall require the extra Assumptions (C2) and (C3) added to the standing assumptions in Appendix A. We stress that these assumptions can be omitted if one is not interested in the analysis of the error due to time discretization.

Proof. Let $f \in C(R, K, L_1, L_2, L_3)$ be as in the statement. Proving the desired bound for each component of $f$ separately, we may assume that $k = 1$ without any loss of generality.

Let $n_0 = [C_{mm}2^{2(d+1)}]$, and fix the integers $n_{in}$ and $n$ so that $n_{in} \geq n_0$ and $n = \lceil (n_{in}/C_{mm})^{1/(2(d+1))} \rceil$. As a result,

$$
C_{mm}n^{2(d+1)} \leq n_{in}, \quad \text{and} \quad n^{-1} \leq 2(n_{in}/C_{mm})^{-1/(2(d+1))}.
$$
For \( \sigma > 0 \), we denote by \( g_\sigma \) the density of the mean-zero Gaussian distribution on \( \mathbb{R}^{d+1} \) with variance/covariance matrix \( \sigma^2 I_{d+1} \) where \( I_{d+1} \) denotes the \( (d+1) \times (d+1) \) identity matrix, and we define \( \hat{f} = f * g_\sigma : \mathbb{R}^{d+1} \to \mathbb{R} \) which is \( C^2(\mathbb{R}^{d+1}) \). We choose \( \sigma > 0 \) small enough to ensure that

\[
\| f - \hat{f} \|_{C^0([0,T] \times B_d(0,R))} \leq n^{-1}, \quad \| \hat{f} \|_{C^0([0,T] \times B_d(0,R))} \leq K, \quad \| \nabla_{(t,x)} \hat{f} \|_{C^0([0,T] \times B_d(0,R); \mathbb{R}^d)} \leq L_1,
\]

and for \( i, j = 1, \ldots, d \),

\[
\| \nabla_{(t,x)} \partial_{x_i} \hat{f} \|_{C^0([0,T] \times B_d(0,R); \mathbb{R}^d)} \leq L_2, \quad \text{and} \quad \| \nabla_{(t,x)} \partial_{x_i, x_j} \hat{f} \|_{C^0([0,T] \times B_d(0,R); \mathbb{R}^d)} \leq L_3.
\]

We then choose a constant \( K_0 \) depending only on \( T \) and \( L_2 \), and a function \( \zeta : [0, \infty) \to [0, 1] \) with the following properties: \( \zeta \) is \( C^\infty \) and non-increasing, and there exists \( R' \in (\sqrt{T^2 + R^2} + 1, K_0(1 + R)) \) such that \( \zeta(r) = 1 \) if \( r \leq \sqrt{T^2 + R^2} \) and \( \zeta(r) = 0 \) if \( r > R' - 1 \), and \( |\zeta'(r)| \leq L_2, |\zeta''(r)| \leq L_3 \) for all \( r \geq 0 \). We now consider the function \( \tilde{\zeta} \) defined on \([-R', R']^{d+1} \) by \( \tilde{\zeta}(t, x) = \zeta(t + \langle t, x \rangle, (t, x)) \). Note that \( \tilde{\zeta} \in C^\infty \), that \( \tilde{\zeta}(t, x) \) coincides with \( \hat{f}(t, x) \) for \( t \in (0, T) \) and \( |x| \leq R \), and that \( \tilde{\zeta}(t, x) = 0 \) if \( \langle t, x \rangle \geq R' - 1 \). In particular, we have

\begin{align}
\| f - \tilde{\zeta} \|_{C^0([0,T] \times B_d(0,R))} &\leq n^{-1}, \\
\| \nabla_{(t,x)} \tilde{\zeta} \|_{C^0([0,T] \times B_d(0,R); \mathbb{R}^{d+1})} &\leq L_1, \\
\| \nabla_{(t,x)} \partial_{x_i} \tilde{\zeta} \|_{C^0([0,T] \times B_d(0,R); \mathbb{R}^{d+1})} &\leq L_2, \quad \text{if } i = 1, \ldots, d, \\
\| \nabla_{(t,x)} \partial_{x_i, x_j} \tilde{\zeta} \|_{C^0([0,T] \times B_d(0,R); \mathbb{R}^{d+1})} &\leq L_3, \quad \text{if } i, j = 1, \ldots, d.
\end{align}

We now apply the result of Theorem \( \text{[3]} \) to the function \( \tilde{\zeta} \) defined by

\[
[-\pi, \pi]^{d+1} \ni (t, x) \mapsto \tilde{\zeta}(t, x) := \tilde{\zeta}(R't/\pi, R'x/\pi)
\]

extended into a \( 2\pi \)-periodic function in each variable, and we bound from above the right hand sides of \( \text{(20)}, \text{(21)} \) and \( \text{(22)} \). We use a Jackson type result, namely the fact that the trigonometric degree of approximation of a function of class \( C^r \) is of order \( O(n^{-r}) \) when using polynomials of degree at most \( n \). More precisely, by \textit{[32] Theorem 4.3}, if \( F : [0, 1]^d \to \mathbb{R} \) is an \( r \)-times continuously differentiable function which is \( 2\pi \)-periodic in each variable, then for every positive integer \( m \), there exists a trigonometric polynomial \( T_m \) of degree at most \( m \) such that

\[
|F(x) - T_m(x)| \leq C m^{-r} \left( \sum_{i=1}^{k} (M_r)^{k-i} \omega_1 \left( \frac{\varphi F}{\partial x_i} \right)^{1/m} \right), \quad x \in [-\pi, \pi]^k,
\]

where \( C \) is an absolute constant, \( M_r = \max_{1 \leq s \leq r+1} \left( \frac{r+1}{s} \right) \), and \( \omega_1 \) is the modulus of continuity defined, for a function \( F \in C^0([0, 1]^d) \) and \( h > 0 \), as

\[
\omega_1(F; h) = \max_{x \in [0, 1]^d} \left| F(x_1, \ldots, x_i - h, \ldots, x_k) - F(x_1, \ldots, x_i, \ldots, x_k) \right|.
\]

In particular, if \( F \) is \( L \)-Lipschitz, then \( \omega_1(F; h) \leq Lh \) and \( \omega_1(F; h) \leq 2 \| F \|_{\infty} \) when \( F \) is merely bounded.

We apply this result to \( F = \tilde{\zeta} \), \( F = \partial_{x_i} \tilde{\zeta}(x) \) and \( F = \partial_{x_i, x_j} \tilde{\zeta}(x) \), with \( m = n, k = d+1 \) and \( r = 1 \), since \( \tilde{\zeta} \) is at least of class \( C^2 \). Note that, by the definition of \( \tilde{\zeta} \), by \textit{[25]}, \( \text{(26)} \) and \( \text{(27)} \), \( \partial_{x_i} \tilde{\zeta} \) and \( \partial_{x_i, x_j} \tilde{\zeta} \) have derivatives with respect to all variables which are uniformly bounded from above by \( \frac{R'}{\pi} L_1 \), \( \left( \frac{R'}{\pi} \right)^2 L_2 \) and \( \left( \frac{R'}{\pi} \right)^3 L_3 \) respectively. Thus, we obtain

\[
E_{n}^{d+1}(\tilde{\zeta}) \leq C_0 R' n^{-1}, \quad E_{n}^{d+1}(\partial_{x_i} \tilde{\zeta}) \leq C_0 (R')^2 n^{-1}, \quad \text{and} \quad E_{n}^{d+1}(\partial_{x_i, x_j} \tilde{\zeta}) \leq C_0 (R')^3 n^{-1},
\]
where \( c_0 \) depends only on \( L_1, L_2, L_3 \) and \( d \). Note that we could have expected an upper bound of the order of \( n^{-2} \) but this does not seem achievable with the above arguments because we do not have a control of the modulus of continuity of \( \partial_t \xi \) since we do not know that \( \xi \) is twice differentiable in time. Moreover, applying [32, Theorem 4.3] to \( \psi, \psi' \) and \( \psi'' \), which are \( C^1 \), we obtain that for any integer \( N \),
\[
E_N^1(\psi) \leq c_1 N^{-1}, \quad E_N^1(\psi') \leq c_1 N^{-1}, \quad \text{and} \quad E_N^1(\psi'') \leq c_1 N^{-1},
\]
where \( c_1 \) depends only on \( \|\psi'\|_{C^0([T])}, \|\psi''\|_{C^0([T])} \) and \( \|\psi''\|_{C^0([T])} \). We use the above inequalities with \( N = n^{1+(d+1)/2} \), so that \( N^{-1} n^{(d+1)/2} = n^{-1} \). By Theorem [6] we obtain that there exist \( \bar{n}_{\text{in}} \leq C_{mm} n^{d+1} \) and \( \bar{\varphi} \in \mathbf{N}_{d+1, \bar{n}_{\text{in}}, 1} \) such that,
\[
\|
\tilde{\xi} - \bar{\varphi}\|
_{C^0([T]\times\mathbb{R}^d)} \leq c_2 (1 + R') n^{-1}, \\
\|\partial_x \tilde{\xi} - \partial_x \bar{\varphi}\|_{C^0([T]\times\mathbb{R}^d)} \leq c_2 (1 + (R')^2 n^{-1}, \quad i = 1, \ldots, d, \\
\|\partial_{x_i} \tilde{\xi} - \partial_{x_i} \bar{\varphi}\|_{C^0([T]\times\mathbb{R}^d)} \leq c_2 (1 + (R')^3 n^{-1}, \quad i, j = 1, \ldots, d,
\]
where \( c_2 \) depends only on \( \psi(1), d, K, c_0 \) and \( c_1 \). Notice that, by our choice of \( N \) and \( \bar{n}_{\text{in}} \), it holds \( \bar{n}_{\text{in}} \leq C_{mm} n^{d+1} \leq C_{mm} n^{2(d+1)} = \bar{n}_{\text{in}} \) so that, up to adding dummy neurons to \( \bar{\varphi} \), we obtain the existence of \( \varphi \in \mathbf{N}_{d+1, \bar{n}_{\text{in}}, 1} \) such that,
\[
\|\tilde{\xi} - \varphi\|_{C^0([T]\times\mathbb{R}^d)} \leq c_2 (1 + R') n^{-1}, \\
\|\nabla (t, x) \tilde{\xi} - \nabla (t, x) \varphi\|_{C^0([T]\times\mathbb{R}^d)} \leq c_2 (1 + (R')^2 n^{-1}, \\
\|\nabla (t, x) \partial_x \xi - \nabla (t, x) \partial_x \varphi\|_{C^0([T]\times\mathbb{R}^d)} \leq c_2 (1 + (R')^3 n^{-1}, \quad i = 1, \ldots, d.
\]

Consider the function \( \varphi_f \) defined by \( \varphi_f : [0, T] \times \bar{B}_d(0, R) \ni (t, x) \mapsto \varphi(\pi t/R', \pi x/R') \). Combining \([24, 28]\) and \([23]\), yields,
\[
\| f - \varphi_f \|_{C^0([0, T] \times \bar{B}_d(0, R))} \leq \| f - \xi \|_{C^0([0, T] \times \bar{B}_d(0, R))} + \| \xi - \varphi_f \|_{C^0([0, T] \times \bar{B}_d(0, R))} \\
\leq \| f - \xi \|_{C^0([0, T] \times \bar{B}_d(0, R))} + \| \tilde{\xi} - \varphi \|_{C^0([T]\times\mathbb{R}^d)} \\
\leq c_3 (1 + R) n_{\text{in}}^{-1/(2(d+1))},
\]
where \( c_3 \) depends only on \( c_2, C_{mm}, d \) and \( K_0 \). Moreover, from the definition of \( \varphi_f \), \([29]\), and \([25]\), we obtain
\[
\| \nabla (t, x) \varphi_f \|_{C^0([0, T] \times \bar{B}_d(0, R) \times \mathbb{R}^d)} = \frac{\pi}{R'} \| \nabla (t, x) \varphi \|_{C^0([0, \pi T/R'] \times \bar{B}_d(0, \pi R/R') \times \mathbb{R}^d)} \\
\leq \frac{\pi}{R'} \left( \| \nabla (t, x) \tilde{\xi} \|_{C^0([0, \pi T/R'] \times \bar{B}_d(0, \pi R/R') \times \mathbb{R}^d)} + c_2 (1 + (R')^2 n^{-1}) \right) \\
= \frac{\pi}{R'} \left( \frac{R'}{\pi} \| \nabla (t, x) \tilde{\xi} \|_{C^0([0, T] \times \bar{B}_d(0, R) \times \mathbb{R}^d)} + c_2 (1 + (R')^2 n^{-1}) \right) \\
\leq c_4 \left( 1 + R n_{\text{in}}^{-1/(2(d+1))} \right),
\]
where \( c_4 \) depends only on \( c_2, L_1, C_{mm}, d \) and \( K_0 \). Similarly, for each \( i = 1, \ldots, d \), from the definition of \( \varphi_f \), \([30]\) and \([26]\), we obtain
\[
\| \nabla_{(t,x)} \hat{c}_x \varphi_f \|_{C^0([0,T] \times B_d(0,R) ; \mathbb{R}^d)} = \left( \frac{\pi}{R^2} \right)^2 \left( \left( \frac{R'}{R} \right)^2 \| \nabla_{(t,x)} \hat{c}_x \xi \|_{C^0([0,T] \times \tilde{B}_d(0,R/R') ; \mathbb{R}^d)} \right) \]
\[
\leq \left( \frac{\pi}{R^2} \right)^2 \left( \left( \frac{R'}{R} \right)^2 \| \nabla_{(t,x)} \hat{c}_x \xi \|_{C^0([0,T] \times \tilde{B}_d(0,R/R') ; \mathbb{R}^d)} + c_2(1 + (R')^3) n^{-1} \right) \]
\[
\leq c_5 \left( 1 + Rn_{in}^{-1/(2(d+1))} \right),
\]
where \( c_5 \) depends only on \( c_2, L_3, C_{mm}, d \) and \( K_0 \).

This completes the proof.

We then turn our attention to how the objective functional changes when evaluated on two controls that are similar on a compact set. More precisely, we show the following result. Since, under our assumptions, both the (approximately optimal) feedback control \( \hat{v} \) and the control \( \hat{\varphi} \) produced by the neural network are Lipschitz continuous, we restrict our attention to feedback controls with this regularity. The following proposition provides a control of the variation of the objective function when approximating a feedback control on a compact set.

**Proposition 10.** Let \( v \) and \( w \in \mathbb{V} \) be two Lipschitz continuous feedback controls (i.e., Lipschitz continuous functions of \((t,x)\)). There exists a constant \( C \) depending only on the data of the problem and the Lipschitz constant of the controls \( v \) and \( w \) such that for all \( \Gamma > 0 \) and \( R > 0 \), if
\[
\| v_{[0,T] \times B_d(0,R)} - w_{[0,T] \times B_d(0,R)} \|_{C^0([0,T] \times B_d(0,R))} \leq \Gamma,
\]
then
\[
| J^N(v) - J^N(w) | \leq C \left( \Gamma^2 + \frac{1}{R} \right)^{1/2}.
\]

The arguments required for the proof are rather standard. However, we could not find a close enough version of this result in the literature. So for the sake of completeness we provide the proof in Appendix [B].

**Proof of Proposition 10.** Let \( n_{in} \geq 1 \) be an integer, and let \( R = n_{in}^{1/(d+1)} \). As explained in Subsection [2.2] on our standing assumptions, the function \((t,x) \mapsto \hat{v}(t,x)\) defined by \([17]\) is in the class \( \mathcal{C}(R, K, L_1, L_2, L_3) \) for some constants \( K, L_1, L_2, L_3 \) depending only on the data of the problem. So by Proposition [7] applied to \( f = \hat{v} \), there exists a neural network \( \hat{\varphi} \in N_{d+1,n_{in},k}^\psi \) such that
\[
\| \hat{v} - \hat{\varphi} \|_{C^0([0,T] \times B_d(0,R))} \leq \Gamma,
\]
with \( \Gamma = \Gamma(R, n_{in}) = C_0(1 + R)n_{in}^{-1/(2(d+1))} \) for some \( C_0 \) depending only on the data of the problem and on \( \hat{v}(1), \| \hat{v}' \|_{C^0}, \| \hat{v}'' \|_{C^0}, \| \hat{v}''' \|_{C^0} \). Moreover, still by Proposition [7] the Lipschitz constants of \( \hat{\varphi} \) and \( \hat{c}_x \hat{\varphi} \) can be bounded from above by \( C_0(1 + Rn_{in}^{-1/(2(d+1))}) \), which is itself bounded by \( 2C_0 \) thanks to our choice of \( R \).

Next, applying Proposition [10] yields
\[
J^N(\hat{v}) \geq J^N(\hat{\varphi}) - C_2 \left( \Gamma^2 + \frac{1}{R} \right)^{1/2},
\]
for some constant $C_2$ depending only on the data of the problem and $C_0$. Recalling that $R = n_{in}^{1/(d+1)}$, 
\[ \Gamma^2 + \frac{1}{R} = C_0^2 \left( 1 + n_{in}^{1/(d+1)} \right)^2 n_{in}^{-1/(d+1)} + n_{in}^{-1/3(d+1)} \leq C_1 n_{in}^{-1/3(d+1)}, \]

where $C_1$ depends only on $C_0$. This completes the proof. □

3.3. Problem in discrete time. We now prove that the objective values of the discrete and continuous time problems (respectively Problem 2 and Problem 3 when minimizing over neural networks) are close.

One possibility is to view the interacting particle dynamics as a system of SDEs in dimension $N \times d$ and apply known results about the Euler scheme for systems of SDEs. However, such results usually involve constants which depend upon the dimension. This is unsatisfactory as we want the constants to be independent of $N$.

Viewing the problem as the optimal control of a finite number of particles is reminiscent of the particle method for MKV equations studied by Bossy and Talay e.g. [9]. However, their bound for the error induced by the time discretization (see [9, Lemma 2.7]) is not applicable directly to our setting.

For these reasons and for the sake of completeness, we provide in Appendix C a detailed proof, which relies on the following estimate for the strong error rate also, proved in the appendix under the assumptions and notations we now specify. $\varphi$ is a Lipschitz continuous feedback control function of $t$ and $x$, and $(X^i_t)_{i=1,\ldots,N}$ is the $N$-agent continuous-time state process satisfying the MKV dynamics given by equation (16) in the statement of Problem 3 with feedback function $\varphi$ instead of $v$. $N_T$ is an integer giving the number of time steps in the subdivision $t_n = nT/N_T$ for $n = 0, \ldots, N_T$. We denote by $\Delta t = T/N_T$ the mesh of this subdivision, and $(\hat{X}^i_{tn})_{i=1,\ldots,N,n=0,\ldots,N_T}$ is the $N$-agent discrete-time state process satisfying the MKV dynamics given by equation (14) in the statement of Problem 2 with the current Lipschitz feedback function $\varphi$ not necessarily given by a neural network. Under these conditions we have

**Lemma 11 (Strong error for the Euler scheme).** For all $n = 0, \ldots, N_T$, 
\[ \sum_{i=1}^{N} E|\hat{X}^i_{tn} - X^i_{tn}|^2 \leq C N \Delta t \]

where $C$ depends only on the data of the problem, the Lipschitz constant of $\varphi$ and $\varphi(0,0)$.

Using this estimate, we can prove the following bound.

**Proposition 12.** Assume that, for every $(t, x) \in [0,T] \times \mathbb{R}^d$, 
\[ |\partial_t \varphi(t, x)| \leq C_1(t, x), \quad |\partial_x \varphi(t, x)| \leq C_1, \quad |\partial^2_{xx} \varphi(t, x)| \leq C_1. \]

There exists a constant $C$ depending only on the data of the problem and on the control $\varphi$ its Lipschitz constant, its value at $(0, 0)$ and $C_1$ introduced above, such that for all $N$ and $t \in [0,T]$, we have
\[ |J^N(\varphi) - \hat{J}^N(\varphi)| \leq C \sqrt{\Delta t}. \]

In particular, for the same $\hat{\varphi}$ as the one constructed in Proposition 5, the constant $C$ depends only on the data of the problem and on the activation function through $\hat{\psi}(1)$. 
4. TWO NUMERICAL METHODS

In this section, we describe two numerical methods for mean field type problems. The first method is a straightfoward implementation of the optimization problem underpinning the optimal control of MKV dynamics. The second method is geared to the solution of forward backward systems of stochastic differential equations of the McKean-Vlasov type (MKV FBSDEs). As a result, it can be applied to the solutions of both mean field control (MFC) problems and mean field games (MFGs).

4.1. Method 1: minimization of the MFC cost function. The goal is to minimize $\mathcal{J}^N$ defined by (13) by searching for the right function $\varphi$ in a family of functions $x \mapsto \varphi_\theta(x)$ parameterized by the parameter $\theta \in \Theta$, the desired parameter $\theta$ minimizing the functional:

$$\mathcal{J}^N(\theta) = \mathcal{J}(\varphi_\theta).$$

This cost function can be interpreted as a loss function and viewed as an expectation. Its minimization is screaming for the use of the Robbins-Monro procedure. Moreover, if we use the family $(\varphi_\theta)_{\theta \in \Theta}$ given by a feed-forward neural network, this minimization can be implemented efficiently with the powerful tools based on the so-called Stochastic Gradient Descent (SGD) developed for the purpose of machine learning. Recall the notation $\mathbf{N}^\psi_{d_0, \ldots, d_{\ell+1}}$ introduced in [12] for a set of neural networks with a specific architecture. In the implementation of the minimization, we replace the expectation in (13) by an empirical average over a finite number of sample populations each of size $N$. At each iteration $m = 1, 2, \ldots$, of the SGD, we pick $N$ samples $x_0^i, i = 1, \ldots, N$, i.i.d. with distribution $\mu_0$, and $N \times N_T$ samples $\epsilon_{n,i}, i = 1, \ldots, N, 0 = 1, \ldots, N_T - 1$, i.i.d. with distribution $\mathcal{N}(0, \sqrt{\Delta t})$, and we denote by $\theta_m$ the parameters of the neural network at the $m$-th iteration. We then consider the following loss function which depends on the sample $S = ((x_0^i)_{i=1, \ldots, N}, (\epsilon_{n,i})_{i=1, \ldots, N, n=0, \ldots, N_T-1})$:

$$(33) \quad \mathcal{J}_S(\theta_m) = \frac{1}{N} \sum_{i=1}^{N} \sum_{n=0}^{N_T-1} f(t_n, X^i_{t_n}, \bar{\mu}_n, \varphi_{\theta_m}(t_n, X^i_{t_n})) \Delta t + g(\bar{X}^i_{t_{N_T}}, \bar{\mu}_{t_{N_T}}),$$

where $\bar{\mu}_n = \frac{1}{N} \sum_{i=1}^{N} \delta X^i_{t_n}$, under the constraints:

$$X^i_{t_{n+1}} = X^i_{t_n} + b(t_n, X^i_{t_n}, \bar{\mu}_n, \varphi_{\theta_m}(t_n, X^i_{t_n})) \Delta t + \sigma(t_n, X^i_{t_n}, \bar{\mu}_n) \epsilon_{n,i},$$

for $n \in \{0, \ldots, N_T - 1\}, i \in \{1, \ldots, N\}$, with $(X^i_0)_{i \in \{1, \ldots, N\}} = (x_0^i)_{i \in \{1, \ldots, N\}}$.

**Algorithm 1:** SGD for Mean Field Control

**Data:** An initial parameter $\theta_0 \in \Theta$. A sequence $(\alpha_m)_{m \geq 0}$ of learning rates.

**Result:** Approximation of $\theta^*$

1. begin
2. $m = 0, 1, 2, \ldots$
3. Pick $S = ((x_0^i)_{i=1, \ldots, N}, (\epsilon_{n,i})_{i=1, \ldots, N, n=1, \ldots, N_T})$ where $x_0^i$ are i.i.d. with distribution $\mu_0$, and $\epsilon_{n,i}$ are i.i.d. with distribution $\mathcal{N}(0, \sqrt{\Delta t})$
4. Compute the gradient $\nabla \mathcal{J}_S(\theta_m)$ of $\mathcal{J}_S(\theta_m)$ defined by (33)
5. If $|\nabla \mathcal{J}_S(\theta_m)|$ is small enough, stop; otherwise continue
6. $\theta_{m+1} = \alpha_m \theta_m + (1 - \alpha_m) \nabla \mathcal{J}_S(\theta_m)$
7. return $\theta_m$
Details on the implementation and numerical examples are given in Section 5.

4.2. Method 2: MKV FBSDE. We now propose a method for a general system of forward-backward SDEs of McKean-Vlasov type (or MKV FBSDE for short). For simplicity, we restrict our attention to the case of a non-controlled volatility. Such a system then takes the following generic form

\[
\begin{align*}
    \frac{dX_t}{dt} &= B(t, X_t, \mathcal{L}(X_t), Y_t) \, dt + \sigma(t, X_t, \mathcal{L}(X_t)) \, dW_t, \\
    \frac{dY_t}{dt} &= -F(t, X_t, \mathcal{L}(X_t), Y_t, \sigma(t, X_t, \mathcal{L}(X_t))) \, Z_t + Z_t dW_t,
\end{align*}
\]

with initial condition \(X_0 = \xi \in L^2(\Omega, \mathcal{F}_0, \mathbb{P}; \mathbb{R}^d)\) and terminal condition \(Y_T = G(X_T, \mathcal{L}(X_T))\). The system (37) derived from the application of the Pontryagin stochastic maximum principle applied to our MKV control problem is an instance of the above general MKV FBSDE. As argued in [15], it turns out that the solution of a MFG can also be captured by a FBSDE system of the form given by (34).

The strategy of the method is to replace the backward equation forced on us by the optimization, by a forward equation and treat its initial condition, which is what we are looking for, as a control for a new optimization problem. This strategy has been successfully applied to problems in economic contract theory where it is known as Sannikov’s trick. See for example [22, 21]. Translated into the present context, this strategy allows us to turn the search for a solution of (34) into the following optimization procedure. We let the controller choose the initial point and the volatility of the \(Y\) process, and penalize it proportionally to how far it is from matching the terminal condition. More precisely, the problem is defined as: Minimize over \(y_0 : \mathbb{R}^d \to \mathbb{R}^d, z : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^{d\times d}\) the cost functional

\[
J_{\text{FBSDE}}(y_0, z) = \mathbb{E}\left[ |Y_T^{y_0, z} - G(X_T^{y_0, z}, \mathcal{L}(X_T^{y_0, z}))|^2 \right]
\]

where \((X_t^{y_0, z}, Y_t^{y_0, z})\) solve

\[
\begin{align*}
    \frac{dX_t^{y_0, z}}{dt} &= B(t, X_t^{y_0, z}, \mathcal{L}(X_t^{y_0, z}), Y_t^{y_0, z}) \, dt + \sigma(t, X_t^{y_0, z}, \mathcal{L}(X_t^{y_0, z})) \, dW_t, \\
    \frac{dY_t^{y_0, z}}{dt} &= -F(t, X_t^{y_0, z}, \mathcal{L}(X_t^{y_0, z}), Y_t^{y_0, z}, \sigma(t, X_t^{y_0, z}, \mathcal{L}(X_t^{y_0, z}))) \, z(t, X_t^{y_0, z}) + z(t, X_t^{y_0, z}) dW_t,
\end{align*}
\]

with initial condition

\[
X_0^{y_0, z} = \xi \in L^2(\Omega, \mathcal{F}_0, \mathbb{P}; \mathbb{R}^d), \quad Y_0^{y_0, z} = y_0(0).
\]

Note that the above problem is an optimal control problem of MKV dynamics, if we view \((X_t^{y_0, z}, Y_t^{y_0, z})\) as the state and \((y_0, z)\) as the control. It is of a peculiar form, since the control is the initial value and the volatility of the second component of the state as functions of the first component of the state. Under suitable conditions, the optimally controlled process \((X_t, Y_t)_t\) solves the FBSDE system (34) and vice-versa.

Due to its special structure, the above MFC problem does not fit in the framework we have analyzed in Section 2.3. However, for numerical purposes, we can still apply the first method described above, see §4.1, we consider a finite-size population, replace the the controls (namely, \(y_0\) and \(z\)) by neural networks, discretize time, and then use SGD to perform the optimization. In Section 5 below, we illustrate the performance of this method on MKV FBSDEs coming from MFGs, game models for which we cannot use the first method, see Section 5.

5. Numerical results

In this section, we provide numerical results obtained using implementations of the two numerical methods proposed above. Algorithm 1 refers to the first method, based on direct minimization of the cost function for a mean field control problem; Algorithm 2 refers to the second method, which solves a
control problem encoding the solution to an FBSDE system of MKV type. Some of the test cases (see in particular test cases 5 and 6 below) do not fall in the scope of the theory presented in the previous sections. However the numerical results show that the algorithms are robust enough and work well even in these cases. As a benchmark, we shall use either the solution provided by an analytical formula, or the solution computed by a deterministic method based on finite differences for the corresponding PDE system, see e.g. [2].

We recall here the PDE system for the sake of completeness and for future reference. For simplicity, in the numerical examples considered below, we take $\sigma$ to be constant and we assume that the initial distribution $\mu_0$ has a density denoted by $m_0$. In [5], A. Bensoussan, J. Frehse and P. Yam have proved that a necessary condition for the existence of a smooth feedback function $v^*$ achieving $J(v^*) = \min J(v)$ is that

$$v^*(t, x) = \arg\min_v \left( f(x, m(t, \cdot), v) + \nabla u(t, x) \cdot b(x, m(t, \cdot), v) \right),$$

where $J$ is defined by (1) (with a slight abuse of notation we view $J$ as a function of a feedback control) and where $(m, u)$ solve the following system of partial differential equations

$$\begin{align*}
0 &= \frac{\partial u}{\partial t}(t, x) + \frac{\sigma^2}{2} \Delta u(t, x) + \tilde{H}(x, m(t, \cdot), \nabla u(t, x)) + \int \frac{\partial \tilde{H}}{\partial m}(\xi, m(t, \cdot), \nabla u(t, \xi))(x)m(t, \xi)d\xi, \\
0 &= \frac{\partial m}{\partial t}(t, x) - \frac{\sigma^2}{2} \Delta m(t, x) + \text{div} \left( m(t, \cdot) \frac{\partial \tilde{H}}{\partial p}(\cdot, m(t, \cdot), \nabla u(t, \cdot)) \right)(x),
\end{align*}$$

(36)

where $\tilde{H}$ is defined by (5), with the initial and terminal conditions

$$m(0, x) = m_0(x) \quad \text{and} \quad u(T, x) = g(x, m(T, \cdot)) + \int \frac{\partial g}{\partial m}(\xi, m(T, \cdot))(x)m(T, \xi)d\xi.$$ 

Here $\frac{\partial}{\partial m}$ denotes a Fréchet derivative. This PDE system has been analyzed and solved numerically e.g. in [4] and we use a similar numerical method below to compute our benchmark solutions.

**Test case 1:** As a first testbed, let us consider a linear-quadratic mean field control problem, that is, the dynamics is linear and the cost quadratic in the state, the control and the expectation of the state. For simplicity, we consider a one-dimensional problem. To wit, recalling the notations (1)–(2), we take

$$b(x, \mu, v) = Ax + \bar{A}\bar{\mu} + Bv,$$

$$f(x, \mu, v) = Qx^2 + Q(\bar{\mu} - Sx)^2 + Rtv^2,$$

$$g(x, \mu) = Q_Tx^2 + \bar{Q}_T(\bar{\mu} - S_Tx)^2$$

for $x, v \in \mathbb{R}, \mu \in \mathcal{P}_2(\mathbb{R}), \bar{\mu} = \int \xi \mu(d\xi) \in \mathbb{R}$, where $A, \bar{A}, B, Q, \bar{Q}, R, S, Q_T, \bar{Q}_T, S_T$ are real numbers.

Numerical results obtained with Algorithm 1 are presented in Figure 1. We recall that in this method, the cost function is also the loss function minimized by the SGD. The value of this loss w.r.t. the number of iterations is displayed in Figure 1a, for various various number time steps (denoted by $Nt$), number of samples in one population (denoted by $Ns$), and two different activation functions (ReLU or sigmoid). In this simple mean field LQ model, one has access to an analytical solution via Riccati equations. This allows us to compare the learned control with the actual optimal control. As shown in Figure 1b, the $L^2$ distance between them decreases as the number of iterations of SGD increases. As expected, increasing the number of time steps and the number of samples in a population improves the result. Moreover, even though the optimal control is linear in the state and hence the ReLU activation function seems to be better suited for this problem, using the sigmoid activation function seems to provide comparable or
even slightly better results. For each line, the results have been obtained by averaging over 5 different runs of SGD.

**Test case 2:** Our second example is inspired by the min-LQG problem of [31]. We consider, as in the first test case, a linear dynamics and a quadratic running cost, but we modify the terminal cost to encourage each agent to end up close to one of two targets at the final time. More precisely, considering again a one-dimensional case, with $\xi_1, \xi_2 \in \mathbb{R}$, we take

$$g(x, m) = g(x) = \min \{|x - \xi_1|, |x - \xi_2|\}.$$ 

Notice that $g$ is differentiable everywhere except at the point $\frac{1}{2}(\xi_1 + \xi_2)$, and hence the gradient of $g$ is discontinuous. Numerical results obtained using Algorithm 2 are presented in Figure 2 for an example where the two targets are $\xi_1 = 0.25$, $\xi_2 = 0.75$, and the initial distribution is Gaussian with mean 1. We recall that with this method, we learn $(y_0(\cdot), z(\cdot))$, and then $(Y_{1,n})_{n>0}$ can be obtained by Monte-Carlo simulations, which yield the blue points. To assess the accuracy of our method, we compare the result with the solution obtained by a deterministic PDE method based on a finite difference scheme (red line). From the perspective of the coupled system (36) of Hamilton-Jacobi-Bellman and Fokker Planck (HJB-FP system for short) characterizing the optimal solution, $Y_t$ correspond to the gradient $\partial_x u(t, X_t)$ of the adjoint function $u$, solution to the HJB equation. We see respectively on Figure 2a and Figure 2b that $Y_0$ is better approximated than $Y_T$, which is consistent with the fact that $Y_0$ is directly learned under the form $y_0(X_0)$ where $y_0$ is a neural network, whereas $Y_T$ accumulates the errors made on all intermediate time steps until the terminal time. Note however that the algorithm manages to learn the jump at $x = \frac{1}{2}(\xi_1 + \xi_2) = 1.0$.

**Test case 3:** For the sake of comparison with the existing literature, we now turn our attention to examples considered in [20]. We first consider the problem presented in their section 4.2.2, which consists
in solving the FBSDE (without MKV dynamics)
\[ dX_t = \rho \cos(Y_t) dt + \sigma dW_t, \quad X_0 = x_0, \]
\[ Y_t = \mathbb{E}_t[\sin(X_T)]. \]

Here, \( \rho \) is seen as a coupling parameter and, in particular, for \( \rho = 0 \), the forward equation does not depend on the backward component so the equations are decoupled. The system is solved for various values of \( \rho \) and for each value of \( \rho \), we look at the value of the backward process \( Y \) at time 0. The existence and uniqueness of a solution is discussed in [20], where the authors also point out that the numerical method they propose suffers from a bifurcation phenomenon for large values of \( \rho \). Results obtained by our Algorithm 2 are presented in Figure 3. For the sake of comparison, we also display the values obtained using a deterministic method based on a finite difference scheme for the corresponding PDE system [36]. In this example, the value of \( Y_0 \) corresponds to the value of \( \partial_x u(0, x_0) \). These results are to be compared with [20, Figure 2].

**Test case 4:** We next turn our attention to a FBSDE system arising from a MFG. Let us recall the example considered in [20, Section 4.2.3]. The problem consists in solving the MFG in which the dynamics of a typical agent is \( dX^\alpha_t = \alpha_t dt + dW_t \) and her cost is
\[
J^{MFG}(\mu, \alpha) = \mathbb{E} \left[ g(X^\alpha_T) + \int_0^T \left( \frac{1}{2\rho} \alpha_t^2 + X^\alpha_t \arctan \left( \int \mu_t(dx) \right) \right) dt \right]
\]
when she uses control \( \alpha \) and the flow of distribution of the population is given by \( \mu = (\mu_t)_t \), and where the terminal cost \( g \) is such that \( g'(x) = \arctan(x) \). As in the previous test case, \( \rho > 0 \) is a parameter. Since this is a MFG, Algorithm 1 can not be employed so we resort to Algorithm 2 in order to solve the associated MKV FBSDE system, namely:
\[
\begin{align*}
&dX_t = -\rho Y_t dt + \sigma dW_t, \quad X_0 = x_0, \\
&dY_t = \arctan(\mathbb{E}[X_t]) dt + Z_t dW_t, \quad Y_T = g'(X_T) := \arctan(X_T).
\end{align*}
\]
Figure 3. Test case 3. Value of $Y_0$ as a function of the parameter $\rho$, computed by Algorithm 2 (in blue) and benchmark values via PDE method (in red).

Figure 4. Test case 4. Value of $Y_0$ as a function of the parameter $\rho$, computed by Algorithm 2 (in blue) and benchmark values via PDE method (in red).

Here again, we solve the problem for various values of $\rho$ and, for each of them, we compute the value of $Y_0$. The numerical results are displayed in Figure 4. We see that the solution is very close to the benchmark, obtained by a deterministic method for the corresponding PDE system. In particular, a noticeable difference with the results of [20, Figure 3] is that our method does not suffer from a bifurcation phenomenon.

Test case 5: We present an example of mean field control problem with a simple source of common noise. For simplicity, we consider the one-dimensional case. The idea is to consider a terminal cost which penalizes the distance to one of two targets, the relevant target being revealed only at time $T/2$. The model is inspired by [2], where a more complex model has been studied for crowd motion. Here, we represent the common noise by a random process $\epsilon^0 = (\epsilon^0_t)_{t \in [0,T]}$ which takes value 0 for $t \in [0, T/2)$
and at time $T/2$ it jumps to value $-c_T$ or $+c_T$, each with probability $1/2$, and then it keeps this value until time $T$. Here $c_T > 0$ is a constant and the two targets are $\pm c_T$. For simplicity, we restrict our attention to controls which are feedback functions of $t, X_t$ and $e_t^0$. The problem is: Minimize over $v : [0, T] \times \mathbb{R} \times \{-c_T, 0, c_T\} \rightarrow \mathbb{R}$ the quantity

$$J(v) = \mathbb{E} \left[ \int_0^T |v(t, X_t, e_t^0)|^2 dt + (X_T - e_T^0)^2 \right],$$

under the constraint that the process $X = (X_t)_{t \geq 0}$ solves the SDE

$$dX_t = v(t, X_t, e_t^0)dt + \sigma dW_t, \quad t \geq 0, \quad X_0 \sim \mu_0.$$

Here $K_T$ is a positive constant parameterizing the weight of the cost to pay for being far from the mean at time $T$. Note that the dynamics and the cost functions are assumed to depend on the conditional distribution of $X_t$ given the common noise $e_0^t$. The solution can be characterized through a system of 6 PDEs (three coupled systems of HJB and FP equations). We use this to have a benchmark, and compare with the result obtained by Algorithm 1 suitably generalized to handle the common noise. More precisely, at each iteration of SGD, we sample the initial positions of $N$ agents, the $N$ idiosyncratic noises appearing in the dynamics, as well as one path of the common noise. The neural network representing the control function takes as inputs the current time, the current state and the current value of the common noise. Figure 6 displays, for one realization of the common noise, sample trajectories of $X^i$ and $Y^i$ for two different values of $i$, namely $i = 1, 2$. The $L^2$ error, averaged over 5 different runs of SGD, is shown in

**Test case 6:** Here we consider the example of mean field game for systemic risk introduced in [17]. This model involves common noise in the form of a Brownian motion $W^0 = (W^0_t)_{t \geq 0}$. Given a flow of conditional mean positions $m = (\bar{m}_t)_{t \in [0, T]}$ adapted to the filtration generated by $W^0$, the cost function of a representative player is

$$J_{MFG}(\bar{m}, \alpha) = \mathbb{E} \left[ \int_0^T \left( \frac{1}{2} \alpha_t^2 - q \alpha_t (\bar{m}_t - X_t) + \frac{\epsilon}{2} (\bar{m}_t - X_t)^2 \right) dt + \frac{c}{2} (\bar{m}_T - X_T)^2 \right]$$

and the dynamics are

$$dX_t = [a(\bar{m}_t - X_t) + \alpha_t]dt + \sigma \left( \rho dW^0_t + \sqrt{1 - \rho^2} dW_t \right).$$

Here $\rho \in [0, 1]$ is a constant parameterizing the correlation between the noises, and $q, \epsilon, c, a, \sigma$ are positive constants. We assume that $q \leq \epsilon^2$ so that the running cost is jointly convex in the state and the control variables. For the interpretation of this model in terms of systemic risk, the reader is referred to [17]. The model is of linear-quadratic type and hence has an explicit solution through a Riccati equation, which we use as a benchmark.

Since this example is a mean field game, we used Algorithm 2 to solve the appropriate FBSDE system. Figure 6 displays, for one realization of the common noise, sample trajectories of $X^i$ and $Y^i$ for two different values of $i$, namely $i = 1, 2$. The $L^2$ error, averaged over 5 different runs of SGD, is shown in
Figure 5. Test case 5. Distribution computed by Algorithm 1 (histograms) and by deterministic method for the PDE system (full and dashed lines). Blue (resp. red) corresponds to the scenario where $\epsilon^0$ takes the value $-1.5$ (resp. $+1.5$) at time $T/2 = 0.5$. 
Figure 6. Test case 6. Sample trajectories: solution computed by Algorithm 2 (full lines, in cyan and blue) and by analytical formula (dashed lines, in orange and red).

Figure 7. Test case 6. $L^2$ error for the solution computed by Algorithm 2 compared with the benchmark solution. The number of time steps is denoted by $N_t$ and the number of elements in the population sampled at each iteration of SGD is denoted by $N_s$. Clearly, the error decreases as the number of time steps and the number of elements in the population increases.
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Appendix A. Standing assumptions

We state a set of technical assumptions which guarantee that the assumptions stated in Subsection 2.2 are satisfied. The conditions we propose include Assumption “Control of MKV Dynamics” from p. 555 of [15] with the additional assumption that the volatility is not controlled:

(A1) The drift function $b$ is linear in $x, \mu$ and $\alpha$, and the volatility function $\sigma$ is linear in $x$ and $\mu$. To wit, for all $(t, x, \mu, \alpha) \in [0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times A$, we assume that

$$b(t, x, \mu, \alpha) = b_0(t) + b_1(t)x + b_2(t)\mu + b_3(t)\alpha,$$

$$\sigma(t, x, \mu, \alpha) = \sigma_0(t) + \sigma_1(t)x + \sigma_2(t)\mu,$$

for some bounded Lipschitz deterministic functions $b_0, b_1, b_2$ with values in $\mathbb{R}^d, \Omega, \mathbb{R}^{d \times d}$ and $\mathbb{R}^{d \times k}$, and $\sigma_0, \sigma_1$ and $\sigma_2$ with values in $\mathbb{R}^{d \times d}, \mathbb{R}^{(d \times d) \times d}$ and $\mathbb{R}^{(d \times d) \times d}$ (the parentheses around $d \times d$ indicate that, for example, $\sigma_1(t)x$ is seen as an element of $\mathbb{R}^{d \times d}$ whenever $x \in \mathbb{R}^d$), and we use the notation $\hat{\mu} = \{x\mu(x)\}$ for the mean of a measure $\mu$.

Remark 13. Several technical estimates needed for the control of the errors due to time discretization will be proven in Appendix C under the assumption that the drift and volatility functions are globally Lipschitz. Note that Assumption (A1) only guarantees Lipschitz continuity in time, locally in the other variables. However, as pointed out in Remark 7, the proofs of these technical estimates can easily be modified to accommodate Assumption (A1) because of its linear nature.

(A2) $f$ and $g$ satisfy the Assumption “Pontryagin Optimality” from p. 542 of [15], that is:

- $f$ is differentiable with respect to $(x, \alpha)$, the mappings $(x, \mu, \alpha) \mapsto \partial_x f(t, x, \mu, \alpha)$ and $(x, \mu, \alpha) \mapsto \partial_\alpha f(t, x, \mu, \alpha)$ being continuous for each $t \in [0, T]$. The function $f$ is also differentiable with respect to the variable $\mu$, the mapping $\mathbb{R}^d \times L^2(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d) \times A \ni (x, X, \alpha) \mapsto \partial_\mu f(t, x, X, \alpha)(X) \in L^2(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^{d \times d})$ being continuous for each $t \in [0, T]$. Similarly, the function $g$ is differentiable with respect to $x$, the mapping $(x, \mu) \mapsto \partial_x g(x, \mu)$ being continuous. The function $g$ is also differentiable with respect to the variable $\mu$, the mapping $\mathbb{R}^d \times L^2(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d) \ni (x, X, \alpha) \mapsto \partial_\mu g(x, \alpha)(X)$ being continuous.

- The function $[0, T] \ni t \mapsto f(t, 0, \sigma_0, 0)$ is uniformly bounded. There exists a constant $L$ such that, for any $R \geq 0$ and any $(t, x, \mu, \alpha)$ such that $|x|, M_2(\mu), |\alpha| \leq R$, $|\partial_x f(t, x, \mu, \alpha)|$, $|\partial_\alpha g(x, \mu)|$, and $|\partial_\alpha f(t, x, \mu, \alpha)|$ are bounded by $L(1 + R)$ and the $L^2(\mathbb{R}^d, \mu; \mathbb{R}^d)$-norms of $x \mapsto \partial_\mu f(t, x, \mu, \alpha)(x')$ and $x' \mapsto \partial_\mu g(x, \mu)(x')$ are bounded by $L(1 + R)$.

In particular, for all $(t, x, \mu, \alpha) \in [0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times A$,

$$|f(t, x', \mu', \alpha') - f(t, x, \mu, \alpha)| + |g(x', \mu') - g(x, \mu)|$$

$$\leq L \left[ 1 + |\alpha'| + |\alpha| \right] \times \left[ \left| (x', \alpha') - (x, \alpha) \right| + \left| W(\mu, \mu') \right| \right].$$

(A3) The derivatives of $f$ and $g$ with respect to $(x, \alpha)$ and $x$ respectively are $L$-Lipschitz continuous with respect to $(x, \alpha, \mu)$ and $(x, \mu)$ respectively, the Lipschitz continuity in the variable $\mu$ being understood in the sense of the 2-Wasserstein distance. Moreover, for any $t \in [0, T]$, any $x, x' \in \mathbb{R}^d$, any $\alpha, \alpha' \in \mathbb{R}^k$, any $\mu, \mu' \in \mathcal{P}_2(\mathbb{R}^d)$, and any $\mathbb{R}^d$-valued random variables $X$ and $X'$ having $\mu$ and $\mu'$ as distributions,

$$\mathbb{E} \left[ \left| \partial_x f(t, x', \mu', \alpha')(X) - \partial_x f(t, x, \mu, \alpha)(X) \right|^2 \right] \leq L \left( \left| (x', \alpha') - (x, \alpha) \right|^2 + \mathbb{E} \left[ |X' - X|^2 \right] \right),$$

$$\mathbb{E} \left[ \left| \partial_\alpha g(x', \mu')(X') - \partial_\alpha g(x, \mu)(X) \right|^2 \right] \leq L \left( |x' - x|^2 + \mathbb{E} \left[ |X' - X|^2 \right] \right).$$

(A4) The function $f$ satisfies the L-convexity property: there is a positive constant $\lambda$ s.t.

$$f(t, x', \mu', \alpha') - f(t, x, \mu, \alpha) - \partial_x f(t, x, \mu, \alpha) \cdot (x' - x, \alpha' - \alpha)$$

$$- \mathbb{E} \left[ \partial_\alpha f(t, x, \mu, \alpha)(X) \cdot (X' - X) \right] \geq \lambda |\alpha' - \alpha|^2,$$
for $t \in [0, T]$, $(x, \mu, \alpha) \in \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times A$ and $(x', \mu', \alpha') \in \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times A$, whenever $X, X' \in L^2(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d)$ with distributions $\mu$ and $\mu'$ respectively. The function $g$ is also assumed to be L-convex in $(x, \mu)$.

In order to obtain Lipschitz continuity in time of the decoupling field, we will partially strengthen these assumptions and assume, on top of that, the following extra assumption.

(B1) For every $\mu \in \mathcal{P}_2(\mathbb{R}^d)$ and $\alpha \in A$, the mapping $(t, x) \mapsto \tilde{c}_\alpha f(t, x, \mu, \alpha)$ is Lipschitz continuous with a Lipschitz constant independent of $\mu$ and $\alpha$.

Under these conditions, the minimizer $\hat{\alpha}$ exists, is unique, and is a regular function of its arguments. See [15, Theorem 6.19] and the FBSDE system [7] is well posed, which guarantees the existence of the master field $\mathcal{U}.$ See [15, Lemma 6.25].

Lemma 14. The function $(t, x, \mu, y) \mapsto \hat{\alpha}(t, x, \mu, y)$ is Lipschitz continuous, with a Lipschitz constant depending only on the data of the problem.

Proof. From [15, Lemma 6.18], the map $(t, x, \mu, y) \mapsto \hat{\alpha}(t, x, \mu, y)$ is measurable, locally bounded and Lipschitz continuous with respect to $(x, \mu, y)$ uniformly in $t \in [0, T]$, the Lipschitz constant depending only upon $\lambda$, the supremum norm of $b_2$ and the Lipschitz constant of $\tilde{c}_\alpha f$ in $(x, \mu)$. To complete the proof of the claim, we prove that it is also Lipschitz continuous in $t$. We borrow the argument of the proof of [15, Lemma 3.3] (which itself relies on a suitable adaptation of the implicit function theorem to variational inequalities driven by coercive functionals). For a given $(t, x, \mu, y)$, $\alpha \mapsto \tilde{H}(t, x, \mu, y, \alpha)$ is once continuously differentiable and strictly convex so that $\hat{\alpha}(t, x, \mu, y)$ appears as the unique solution of the variational inequality (with unknown $\alpha$):

$$\forall \beta \in A, \quad (\beta - \alpha) \cdot \tilde{c}_\alpha \tilde{H}(t, x, \mu, y, \alpha) \geq 0.$$ 

Consider $\theta = (t, x, \mu, y)$ and $\theta' = (t', x', \mu, y')$ in $[0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d$. To alleviate the notations, let us write $a = \hat{\alpha}(t, x, \mu, y) = \hat{\alpha}(\theta)$ and $a' = \hat{\alpha}(\theta')$. The above inequality yields

$$(a' - a) \cdot \tilde{c}_\alpha \tilde{H}(\theta, a) \geq 0, \quad (a' - a) \cdot \tilde{c}_\alpha \tilde{H}(\theta', a') \leq 0.$$

Combining these inequalities gives

$$\begin{align*}
(a' - a) \cdot \tilde{c}_\alpha \tilde{H}(\theta', a') &\leq (a' - a) \cdot \tilde{c}_\alpha \tilde{H}(\theta, a) \\
\end{align*}$$

hence

$$\begin{align*}
(a' - a) \cdot \left[ \tilde{c}_\alpha \tilde{H}(\theta, a') - \tilde{c}_\alpha \tilde{H}(\theta', a') \right] &\geq (a' - a) \cdot \left[ \tilde{c}_\alpha \tilde{H}(\theta, a') - \tilde{c}_\alpha \tilde{H}(\theta, a) \right].
\end{align*}$$

Moreover, by Assumption [A4]

$$f(t, x, \mu, a') - f(t, x, \mu, a) - \tilde{c}_\alpha f(t, x, \mu, a) \cdot (a' - a) \geq \lambda |a' - a|^2.$$

Exchanging the role of $a$ and $a'$ in the above inequality and summing the resulting inequalities, we deduce that

$$\begin{align*}
2\lambda |a' - a|^2 &\leq (a' - a) \cdot (\tilde{c}_\alpha f(t, x, \mu, a') - \tilde{c}_\alpha f(t, x, \mu, a)).
\end{align*}$$

Using (37) and (38), we obtain:

$$\begin{align*}
2\lambda |a' - a|^2 &\leq |a' - a| \cdot (\tilde{c}_\alpha f(t, x, \mu, a') - \tilde{c}_\alpha f(t, x, \mu, a)) \\
&= |a' - a| \cdot \left[ \tilde{c}_\alpha \tilde{H}(\theta, a') - \tilde{c}_\alpha \tilde{H}(\theta, a) \right] \\
&\leq |a' - a| \cdot \left[ \tilde{c}_\alpha \tilde{H}(\theta, a') - \tilde{c}_\alpha \tilde{H}(\theta', a') \right] \\
&\leq |a' - a| \cdot \left[ \tilde{c}_\alpha \tilde{H}(\theta, a') - \tilde{c}_\alpha \tilde{H}(\theta', a') \right] + |a' - a| \cdot (b_2(t)y - b_2(t')y').
\end{align*}$$

The last expression can be bounded as follows, for a constant $C$ depending only on the data of the problem,

- by Assumption [A1] $b_2$ is bounded, hence $|b_2(t)y - b_2(t')y'| \leq C|y - y'|.$
- by Assumption [B1] $(\tilde{c}_\alpha f(t, x, \mu, a') - \tilde{c}_\alpha f(t', x', \mu, a')) \leq C(|t - t'| + |x - x'|).$
Thus
\[ 2\lambda|a' - a|^2 \leq C|a' - a| (|t - t'| + |x - x'| + |y - y'|), \]
which yields the conclusion. \qed

We further assume the following regularity of the decoupling field.

(B2) The mapping \((t, x) \mapsto V(t, x)\) is Lipschitz continuous.

The regularity in \(x\) is rather standard, but the Lipschitz continuity in time is less so. However, we note that assumptions (A1)-(A4) as well as the result of Lemma 14 and the Lipschitz continuity of \(V\) given by assumption (B2) are satisfied for instance under the assumptions (H6)(i)–(iii) of Chassagneux, Crisan and Delarue [19].

Our next assumption concerns the initial distribution.

(B3) The initial distribution \(\mu_0\) is in \(\mathcal{P}_q(\mathbb{R}^d)\), i.e., there exists a (finite) constant \(C_{\mu_0}\) such that
\[ \int_{\mathbb{R}^d} |x|^4 d\mu_0(x) \leq C_{\mu_0}. \]

This mild assumption is useful to obtain well-posedness of the MKV SDE and the interacting particle system, as well as stability estimates.

As explained in Remark 9, our analysis of the error due to the discretization of time requires extra assumptions.

(C1) Denoting \(\Theta = (t, x, \mu, \alpha)\) where \(t \in [0, T]\), \(x \in \mathbb{R}^d\), \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\) and \(\alpha \in A\), there holds: \(\Theta \mapsto |\hat{c}_t f(\Theta)|\) has at most quadratic growth, \(\Theta \mapsto |\hat{c}_x f(\Theta)|\), \(\Theta \mapsto |\hat{c}_\alpha f(\Theta)|\) and \((\Theta, x) \mapsto |\hat{c}_\mu f(\Theta)(x)|\) have at most linear growth, and \(\Theta \mapsto |\hat{c}_{xx} f(\Theta)|\), \(\Theta \mapsto |\hat{c}_{\alpha\alpha} f(\Theta)|\), \(\Theta \mapsto |\hat{c}_{\alpha x} f(\Theta)|\), \((\Theta, x) \mapsto |\hat{c}_x \hat{c}_\mu f(\Theta)(x)|\) and \((\Theta, x) \mapsto |\hat{c}_\alpha \hat{c}_\mu f(\Theta)(x)|\) are bounded by a constant.

(C2) \(V\) is twice differentiable with respect to \(x\) and the mapping \((t, x) \mapsto \hat{c}_{xx} V(t, x)\) is Lipschitz continuous.

(C3) \(\hat{\alpha}\) is twice differentiable with respect to \(x, y\) and the mappings \((t, x, \mu, y) \mapsto \hat{c}_{xx} \hat{\alpha}(t, x, \mu, y), (t, x, \mu, y) \mapsto \hat{c}_{x,y} \hat{\alpha}(t, x, \mu, y)\) are Lipschitz continuous.

The last two assumptions above ensure that the second order derivative with respect to \(x\) of the optimal control \(\hat{v}\) is Lipschitz continuous. This fact is used in the analysis of one of the error terms induced by the Euler scheme introduced for the purpose of time discretization.

Again, unless otherwise specified, the constants appearing in the proofs depend only on the data of the problem \((T, \mu_0\) and the constants appearing in the above assumptions), and \(C\) denotes a generic constant whose value might change from one line to the next.

APPENDIX B. PROOFS OF THE RESULTS OF SECTION 3.2

We will repeatedly make use of the following fact: if \(\Phi : \mathbb{R} \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times A \rightarrow \mathbb{R}\) is a (globally) Lipschitz function in the sense that there is a constant \(L\) such that
\[ |\Phi(t', x', \mu', \alpha') - \Phi(t, x, \mu, \alpha)| \leq L \left[ |(t', x', \alpha') - (t, x, \alpha)| + W_2(\mu', \mu) \right], \]
then, there is a constant \(C\) depending only on \(L\) such that for any \((x^1, \ldots, x^N)\) and \((y^1, \ldots, y^N)\) in \((\mathbb{R}^d)^N\), and \((\alpha^1, \ldots, \alpha^N)\) and \((\beta^1, \ldots, \beta^N)\) in \(A^N\),
\[ \frac{1}{N} \sum_{i=1}^N |\Phi(t, y^i, \nu^i, \beta^i) - \Phi(t, x^i, \mu^i, \alpha^i)|^2 \leq C \left( |t' - t|^2 + \frac{1}{N} \sum_{i=1}^N |y^i - x^i|^2 + \frac{1}{N} \sum_{i=1}^N |\beta^i - \alpha^i|^2 \right) \]
where \(\mu^N = \frac{1}{N} \sum_{i=1}^N \delta_{x^i}\) and \(\nu^N = \frac{1}{N} \sum_{i=1}^N \delta_{y^i}\) are the empirical distributions corresponding to \(x, y\). This remark uses the fact that \(W_2(\mu^N, \nu^N) \leq \frac{1}{N} \sum_{i=1}^N |y^i - x^i|^2\).
Step 1: we first control by increasing $R$ and $v$ next, but which in any case depends only on the data of the problem and possibly on the Lipschitz constants of empirical distributions. Consequently, Markov’s inequality implies that for all $R > 0$ we have:

$$P[\mathcal{E}_R^i] \leq \frac{C}{R}.$$  

where for each $i \in \{1, \ldots, N\}$, $\mathcal{E}_R^i$ denotes the complement of $\mathcal{E}_R^i$ defined by:

$$\mathcal{E}_R^i = \{ \sup_{t \in [0,T]} |X_t^i| \leq R \}.$$

Now let $R > 0$ and $\Gamma > 0$ be constants, and let $w$ and $v$ be Lipschitz continuous feedback controls such that

$$\|v|_{B_{ad}(0,R)} - w|_{B_{ad}(0,R)}\|c^0(B_{ad}(0,R)) \leq \Gamma.$$  

We assume that for each $i$, $X_0^{i,w} = X_0^{i,v} = \xi_0^i$ a.s., with the random variables $\xi_0^i, i = 1, \ldots, N$, being i.i.d. with common distribution $\mu_0$. We will use the notation $\mu_t^{N,w} = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_t^{i,w}}$ and $\mu_t^{N,v} = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_t^{i,v}}$ for the empirical distributions.

Below, unless otherwise specified, $C$ denotes a generic constant whose value may change from one line to the next, but which in any case depends only on the data of the problem and possibly on the Lipschitz constants of $v$ and $w$ as well as $v(0,0), w(0,0)$; in particular, $C$ is always independent of $\Gamma$ and $R$.

**Step 1:** we first control $|X_t^{i,w} - X_t^{i,v}|$ in terms of $\Gamma$ and $P[\mathcal{E}_R^i]$ which, by (41), can be made as small as desired by increasing $R$ as needed.

Notice that, by (43) and the Lipschitz continuity of $w$ and $v$ we have:

$$|w(t, X_t^{i,w}) - v(t, X_t^{i,v})| \leq 1_{\mathcal{E}_R^i} \left[ |w(t, X_t^{i,w}) - w(t, X_t^{i,v})| + |w(t, X_t^{i,v}) - v(t, X_t^{i,v})| \right]$$

$$+ 1_{\mathcal{E}_R^i} \left[ |w(t, X_t^{i,w})| + |v(t, X_t^{i,v})| \right]$$

$$\leq C \left\{ 1_{\mathcal{E}_R^i} \left( |X_t^{i,w} - X_t^{i,v}| + \Gamma \right) + 1_{\mathcal{E}_R^i} \left( |X_t^{i,w}| + |X_t^{i,v}| + 1 \right) \right\}.$$

As a result:

$$E \left[ \frac{1}{N} \sum_{i=1}^{N} |w(t, X_t^{i,w}) - v(t, X_t^{i,v})|^{2} \right] \leq C \left\{ E \left[ \frac{1}{N} \sum_{i=1}^{N} |X_t^{i,w} - X_t^{i,v}|^{2} \right] + \Gamma^2 \right.$$  

$$+ \left\{ E \left[ \frac{1}{N} \sum_{i=1}^{N} P(\mathcal{E}_R^i) \right] \right\}^{1/2} \left( E \left[ \frac{1}{N} \sum_{i=1}^{N} |X_t^{i,w}|^{4} \right] \right)^{1/2} + E \left[ \frac{1}{N} \sum_{i=1}^{N} |X_t^{i,v}|^{4} \right]^{1/2} + \Gamma^2 \right\}^{1/2}$$

$$\leq C \left\{ E \left[ \frac{1}{N} \sum_{i=1}^{N} |X_t^{i,w} - X_t^{i,v}|^{2} \right] + \Gamma^2 + \frac{1}{R} \right\}.$$
where we used (40). Using the form of the dynamics, we have for all \( r \in [0, T], \)

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq r} |X_s^{i,w} - X_s^{i,v}|^2 \leq C \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq r} \left| \int_0^s \left[ b(t, X_t^{i,w}, \mu_t^{N,w}, w(t, X_t^{i,w})), - b(t, X_t^{i,v}, \mu_t^{N,v}, v(t, X_t^{i,v})) \right] dt \right|^2 \right)
\]

\[+ \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq r} \left( \int_0^s \left[ \sigma(t, X_t^{i,w}, \mu_t^{N,w}) - \sigma(t, X_t^{i,v}, \mu_t^{N,v}) \right] dW_t^i \right)^2. \]

For the first term in the right-hand side, we have

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq r} \left| \int_0^s \left[ b(t, X_t^{i,w}, \mu_t^{N,w}, w(t, X_t^{i,w})), - b(t, X_t^{i,v}, \mu_t^{N,v}, v(t, X_t^{i,v})) \right] dt \right|^2 \]

\[\leq \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq r} s \int_0^s \left[ b(t, X_t^{i,w}, \mu_t^{N,w}, w(t, X_t^{i,w})), - b(t, X_t^{i,v}, \mu_t^{N,v}, v(t, X_t^{i,v})) \right]^2 dt \]

\[\leq r \int_0^r \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ b(t, X_t^{i,w}, \mu_t^{N,w}, w(t, X_t^{i,w})), - b(t, X_t^{i,v}, \mu_t^{N,v}, v(t, X_t^{i,v})) \right]^2 dt \]

By the (global) Lipschitz continuity of \( b \) and (39), so that using (44), we can bound the quantity above by

\[
Cr \int_0^r \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X_t^{i,w} - X_t^{i,v}|^2 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|w(t, X_t^{i,w}) - v(t, X_t^{i,v})|^2 \right) dt \]

\[\leq Cr \int_0^r \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq t} |X_s^{i,w} - X_s^{i,v}|^2 \right) dt + Cr^2 \left( \Gamma^2 + \frac{1}{R} \right) \]

\[\leq C \int_0^r \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq t} |X_s^{i,w} - X_s^{i,v}|^2 \right) dt + C \left( \Gamma^2 + \frac{1}{R} \right). \]

The term involving \( \sigma \) in the right-hand side of (45) is estimated in the following way using Doob’s maximal inequality:

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \sup_{0 \leq s \leq r} \left| \int_0^s \left[ \sigma(t, X_t^{i,w}, \mu_t^{N,w}) - \sigma(t, X_t^{i,v}, \mu_t^{N,v}) \right] dW_t^i \right|^2 \]

\[\leq C \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \int_0^r \left| \sigma(t, X_t^{i,w}, \mu_t^{N,w}) - \sigma(t, X_t^{i,v}, \mu_t^{N,v}) \right|^2 dt \]

\[\leq C \int_0^r \frac{1}{N} \sum_{i=1}^{N} \left( \mathbb{E} \sup_{0 \leq s \leq t} |X_s^{i,w} - X_s^{i,v}|^2 \right) dt. \]

Going back to (45), we obtain that, for all \( r \in [0, T], \)

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sup_{0 \leq s \leq r} |X_s^{i,w} - X_s^{i,v}|^2 \right] \leq C \int_0^r \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sup_{0 \leq s \leq t} |X_s^{i,w} - X_s^{i,v}|^2 \right] dt + C \left( \Gamma^2 + \frac{1}{R} \right). \]

We conclude, by Grönwall’s inequality, that there exists a constant \( C \) depending on the Lipschitz constants of \( v, w \) and \( v(0,0), w(0,0), \) but not on \( \Gamma \) nor \( R \) such that

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |X_t^{i,w} - X_t^{i,v}|^2 \right] \leq C \left( \Gamma^2 + \frac{1}{R} \right). \]
**Step 2:** we now show the desired bound on \( |J^N(v) - J^N(w)| \). We have

\[
J^N(v) - J^N(w) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \int_0^T \left\{ f(t, X_t^{i,v}, \mu_t^{N,v}, v(t, X_t^{i,v})) - f(t, X_t^{i,w}, \mu_t^{N,w}, w(t, X_t^{i,w})) \right\} dt \right] + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ g(X_T^{i,v}, \mu_T^{N,v}) - g(X_T^{i,w}, \mu_T^{N,w}) \right]
\]

We first study the final cost (where the control does not appear), and then the running cost.

We start with the second term involving the terminal cost. Using the local Lipschitz continuity of \( g \) as articulated in the second bullet point of Assumption (A2) we get

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[g(X_T^{i,v}, \mu_T^{N,v}) - g(X_T^{i,w}, \mu_T^{N,w})] 
\]

\[
\leq L \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \left( 1 + |X_T^{i,v}| + |X_T^{i,w}| + M_2(\mu_T^{N,v}) + M_2(\mu_T^{N,w}) \right) (|X_T^{i,v} - X_T^{i,w}| + W_2(\mu_T^{N,v}, \mu_T^{N,w})) \right] \right) 
\]

\[
\leq L \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ 1 + |X_T^{i,v}| + |X_T^{i,w}| + M_2(\mu_T^{N,v}) + M_2(\mu_T^{N,w}) \right] \right)^{1/2} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ |X_T^{i,v} - X_T^{i,w}|^2 \right] \right)^{1/2} 
\]

\[
\leq C \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[|X_T^{i,v}|^2] + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[|X_T^{i,w}|^2] \right)^{1/2} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[|X_T^{i,v} - X_T^{i,w}|^2] \right)^{1/2} 
\]

\[
\leq C \left( \Gamma^2 + \frac{1}{R} \right)^{1/2} .
\]

Next, we consider the variation of the running cost. Again, we use the local Lipschitz continuity of \( f \) as articulated in the second bullet point of Assumption (A2). We obtain:

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ f(t, X_t^{i,v}, \mu_t^{N,v}, v(t, X_t^{i,v})) - f(t, X_t^{i,w}, \mu_t^{N,w}, w(t, X_t^{i,w})) \right] 
\]

\[
\leq L \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ 1 + |X_t^{i,v}| + |X_t^{i,w}| + |v(t, X_t^{i,v})| + |w(t, X_t^{i,w})| + M_2(\mu_t^{N,v}) + M_2(\mu_t^{N,w}) \right] \right)^{1/2} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ |X_t^{i,v} - X_t^{i,w}|^2 \right] \right)^{1/2} 
\]

\[
\leq C \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |X_t^{i,v}|^2 \right] + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |X_t^{i,w}|^2 \right] \right)^{1/2} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |X_t^{i,v} - X_t^{i,w}|^2 \right] \right)^{1/2} 
\]

\[
\leq C \left( \Gamma^2 + \frac{1}{R} \right)^{1/2} ,
\]

where proceeded as we did in the case of the terminal cost function \( g \), using the Lipschitz and linear growth properties of \( v \) and \( w \), estimates (44) and (46).
Conclusion. Putting together the estimates of Step 1 and Step 2, we conclude that
\[ |J^N(v) - J^N(w)| \leq C \left( \Gamma^2 + \frac{1}{R} \right)^{1/2}. \]
which is the desired conclusion. \qed
APPENDIX C. PROOFS OF THE RESULTS OF SECTION 3.3

We use freely the notations of Subsection 3.3 and without any loss of generality, we assume that the random shocks $(\Delta W_{n}^{i})_{i,n}$ of the discrete dynamics appearing in the statement of Problem 2 are the increments of the Brownian motions appearing Problem 3 to wit, for each $i, n$, we assume that

$$\Delta W_{n}^{i} = W_{t_{n}+1}^{i} - W_{t_{n}}^{i}.$$  

Recall that we assume that the feedback functions appearing in both Problems are the same Lipschitz function $\varphi$.

For the sake of convenience and later reference, we state and prove the following estimate.

**Lemma 15.** Assuming that the functions $b$ and $\sigma$ are Lipschitz in all their variables, for all $t_{0}$ and $t$ such that $0 \leq t_{0} \leq t \leq T$, we have:

$$\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |X_{t}^{i} - X_{t_{0}}^{i}|^{2} \leq C \left(1 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} [\|X_{t_{0}}^{i}\|^{2}] \right) (t - t_{0}),$$

where the constant $C$ depends only on the data of the problem, possibly including $T$, the Lipschitz constant of the control $\varphi$ as well as the value $\varphi(0,0)$. In particular, $C$ is independent of $N$, $t_{0}$ and $t$.

**Remark 16.** The proofs of this lemma and the proof of Lemma 11 are given under the assumption that the drift and volatility functions are globally Lipschitz. Strictly speaking, this assumption is not implied by Assumption (A1) suggested at the beginning of Appendix A. Still as explained in Remark 13 a minor modification of the proofs given below shows that the same estimates hold, just because of the linearity structure of Assumption (A1).

**Proof.** Itô’s formula gives

$$|X_{t}^{i} - X_{t_{0}}^{i}|^{2} = \int_{t_{0}}^{t} 2(X_{s}^{i} - X_{t_{0}}^{i}) \cdot b(s, X_{s}^{i}, \mu_{s}^{N}, \varphi(s, X_{s}^{i})) ds + \int_{t_{0}}^{t} \text{trace} [\sigma(s, X_{s}^{i}, \mu_{s}^{N}) \sigma(s, X_{s}^{i}, \mu_{s}^{N})^\ast] ds + M_{t}^{i}$$

$$\leq \int_{t_{0}}^{t} |X_{s}^{i} - X_{t_{0}}^{i}|^{2} ds + \int_{t_{0}}^{t} |b(s, X_{s}^{i}, \mu_{s}^{N}, \varphi(s, X_{s}^{i}))|^{2} ds + \int_{t_{0}}^{t} \text{trace} [\sigma(s, X_{s}^{i}, \mu_{s}^{N}) \sigma(s, X_{s}^{i}, \mu_{s}^{N})^\ast] ds + M_{t}^{i}$$

$$\leq \int_{t_{0}}^{t} |X_{s}^{i} - X_{t_{0}}^{i}|^{2} ds + C \int_{t_{0}}^{t} (1 + |X_{s}^{i}|^{2} + W_{2}(\mu_{s}^{N}, \delta_{0})^{2}) ds + M_{t}^{i}$$

$$\leq \int_{t_{0}}^{t} |X_{s}^{i} - X_{t_{0}}^{i}|^{2} ds + C \int_{t_{0}}^{t} (1 + |X_{s}^{i}|^{2} + \frac{1}{N} \sum_{i=1}^{N} |X_{t}^{i}|^{2}) ds + M_{t}^{i}$$

where $(M_{t}^{i})_{t \geq t_{0}}$ is the square integrable martingale

$$M_{t}^{i} = \int_{t_{0}}^{t} (X_{s}^{i} - X_{t_{0}}^{i})^\ast \sigma(s, X_{s}^{i}, \mu_{s}^{N}) dW_{s}^{i}$$

and where we used the fact that

$$|b(s, x, \mu, \varphi(s, x))|^{2} + |\sigma(s, x, \mu)|^{2} \leq C (1 + |x|^{2} + W_{2}(\mu, \delta_{0})^{2})$$

implied by the fact that $b$, $\sigma$ and $\varphi$ are assumed to be globally Lipschitz. Note that while its value can change from one line to the next, the constant $C$ is always only dependent upon the data of the problem, possibly including $T$, and the Lipschitz feedback function $\varphi$. Taking expectations, summing over $i \in \{1, \ldots, N\}$ and dividing by $N$ we obtain:

$$\theta_{t} \leq \int_{t_{0}}^{t} \theta_{s} ds + C \int_{t_{0}}^{t} \left(1 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} [\|X_{t_{0}}^{i}\|^{2}] \right) ds \leq (1 + C) \int_{t_{0}}^{t} \theta_{s} ds + C \left(1 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} [\|X_{t_{0}}^{i}\|^{2}] \right) (t - t_{0})$$

if we denote by $\theta_{t}$ the left hand side of (48), and we conclude using Gronwall inequality. \(\square\)
Proof of Lemma 11. For each $i \in \{1, \ldots, N\}$, and $t \in [t_n, t_{n+1}]$ we set $e^{i,n}_t = X^i_t - \hat{X}^{i,n}_t$. Itô’s formula gives

$$
|e^{i,n}_t|^2 = |e^{i,n}_{t_n}|^2 + \int_{t_n}^t 2e^{i,n}_s \cdot b(s, X^i_s, \mu^N_s, \varphi(s, X^i_s))ds + \int_{t_n}^t \text{trace}[\sigma(s, X^i_s, \mu^N_s)\sigma(s, X^i_s, \mu^N_s)^*]ds + M^i_t
$$

(50)

$$
\leq |e^{i,n}_{t_n}|^2 + \int_{t_n}^t |e^{i,n}_s|^2 ds + \int_{t_n}^t |b(s, X^i_s, \mu^N_s, \varphi(s, X^i_s))|^2 ds + \int_{t_n}^t |\sigma(s, X^i_s, \mu^N_s)|^2 ds + M^i_t
$$

where $(M^i_t)_{t \geq t_n}$ is the square integrable martingale

$$
M^i_t = \int_{t_n}^t e^{i,n}_s \sigma(s, X^i_s, \mu^N_s)dW^i_s
$$

and where we used the fact that

$$
|b(s, x, \mu, \varphi(s, x))|^2 + |\sigma(s, x, \mu)|^2 \leq C(1 + |x|^2 + W_2(\mu, \delta_0)^2)
$$

implied by the fact that $b, \sigma$ and $\varphi$ are assumed to be globally Lipschitz. Note that while its value can change from one line to the next, the constant $C$ is always only dependent upon the data of the problem, possibly including $T$, and the Lipschitz feedback function $\varphi$. If we set:

$$
\eta_t = \frac{1}{N} \sum_{i=1}^N \mathbb{E}(|X^i_t - \hat{X}^{i,n}_t|^2),
$$

Taking expectations, summing over $i \in \{1, \ldots, N\}$ and dividing by $N$ on both ends of (50) we obtain:

$$
\eta_t \leq \eta_{t_n} + \int_{t_n}^t \eta_s ds + C \int_{t_n}^t \left(1 + \frac{1}{N} \sum_{i=1}^N \mathbb{E}(|X^i_s|^2)\right)ds \leq \eta_{t_n} + \int_{t_n}^t \eta_s ds + C\Delta t, \quad t_n \leq t \leq t_{n+1},
$$

where we used Lemma 15. Next, Grönwall inequality implies that:

$$
\eta_t \leq (\eta_{t_n} + C)\Delta t e^{\Delta t},
$$

and in order to complete the proof, we only need to prove a uniform bound on $\eta_{t_n}$. Obviously:

$$
|e^{i,n+1}_t|^2 \leq C \left(|e^{i,n}_t|^2 + \int_{t_n}^{t_{n+1}} |\hat{b}^i_t - b^i_t| dt \right) + \left|\int_{t_n}^{t_{n+1}} |\hat{\sigma}^i_t - \sigma^i_t|dW^i_t\right|^2
$$

(54)

where we used the notation

$$
\hat{b}^i_t = b(t, X^i_{t}, \hat{\mu}^N_{t_n}, \varphi(t, X^i_{t_n})), \quad b^i_t = b(t, X^i_{t}, \mu^N_t, \varphi(t, X^i_{t_n})),
$$

$$
\hat{\sigma}^i_t = \sigma(t, X^i_{t}, \hat{\mu}^N_{t_n}), \quad \sigma^i_t = \sigma(t, X^i_{t}, \mu^N_t).
$$

Introducing the notation $\delta_n = \frac{1}{N} \sum_{i=1}^N \mathbb{E}(|e^{i,n}_t|^2)$, taking expectations, summing over $i$ and dividing by $N$ on both sides of (54) we get:

$$
\delta_{n+1} \leq C \left(\delta_n + \frac{1}{N} \sum_{i=1}^N \mathbb{E}\left[\left|\int_{t_n}^{t_{n+1}} |\hat{b}^i_t - b^i_t| dt \right|^2\right] + \frac{1}{N} \sum_{i=1}^N \mathbb{E}\left[\left|\int_{t_n}^{t_{n+1}} |\hat{\sigma}^i_t - \sigma^i_t|dW^i_t\right|^2\right]\right)
$$

(55)
We estimate the right hand side of (55) in the following way.

\[ \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \left| \int_{t_n}^{t_{n+1}} [b(t_n, X^i_{t_n}, \hat{\mu}_t^N, \varphi(t_n, X^i_{t_n})) - b(t, X^i_t, \mu_t^N, \varphi(t, X^i_t))]^2 dt \right| \right] \]

\[ \leq \Delta t \int_{t_n}^{t_{n+1}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |b(t_n, X^i_{t_n}, \hat{\mu}_t^N, \varphi(t_n, X^i_{t_n})) - b(t, X^i_t, \mu_t^N, \varphi(t, X^i_t))]^2 dt \]

\[ \leq C \Delta t \int_{t_n}^{t_{n+1}} \left( |t_n - t|^2 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |\dot{X}^i_{t_n} - X^i_t|^2 + W_2(\hat{\mu}_t^N, \mu_t^N)^2 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |\varphi(t_n, X^i_{t_n}) - \varphi(t, X^i_t)|^2 \right) dt \]

\[ \leq C \Delta t \int_{t_n}^{t_{n+1}} \left( |t|^2 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |\dot{X}^i_{t_n} - X^i_t|^2 \right) dt \]

\[ \leq C \Delta t \int_{t_n}^{t_{n+1}} \left( |t|^2 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |\dot{X}^i_{t_n} - X^i_t|^2 \right) dt \]

\[ = C \Delta t \left( |t|^3 + \Delta t \delta_n + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \int_{t_n}^{t_{n+1}} |\dot{X}^i_{t_n} - X^i_t|^2 dt \right), \]

where we used the (global) Lipschitz assumption on \( b \) and on \( \varphi \), and a simple upper bound on the Wasserstein distance between two empirical measures. The constant \( C \), whose value can change from one line to the next, depends on the Lipschitz constant of \( \varphi \). Similarly we estimate the third term in the right hand side of (55) by

\[ \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \left| \int_{t_n}^{t_{n+1}} [\tilde{\sigma}^i_{t_n} - \sigma^i_t] dW^i_t \right|^2 \right] = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} |\tilde{\sigma}^i_{t_n} - \sigma^i_t|^2 dt \right] \]

\[ \leq \int_{t_n}^{t_{n+1}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ |\sigma(t_n, X^i_{t_n}, \hat{\mu}_t^N) - \sigma(t, X^i_t, \mu_t^N)|^2 \right] dt \]

\[ \leq C \int_{t_n}^{t_{n+1}} \left( |t_n - t|^2 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |\dot{X}^i_{t_n} - X^i_t|^2 + W_2(\hat{\mu}_t^N, \mu_t^N)^2 \right) dt \]

\[ \leq C \int_{t_n}^{t_{n+1}} \left( |t|^2 + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} |\dot{X}^i_{t_n} - X^i_t|^2 \right) dt \]

\[ = C \left( |t|^3 + \Delta t \delta_n + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \int_{t_n}^{t_{n+1}} |\dot{X}^i_{t_n} - X^i_t|^2 dt \right). \]

Also, because \( X_t = (X^i_t)_{i=1,...,N} \) is the solution of an \( \mathbb{R}^{Nd} \) valued stochastic differential equation with Lipschitz coefficients, standard existence results imply the existence of a positive constant \( K \) depending only on the data of the problem and the control \( \varphi \) through its Lipschitz constant and \( \varphi(0,0) \) satisfying

\[ \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \int_{t_n}^{t_{n+1}} |X^i_{t_n} - X^i_t|^2 dt \leq K |t|. \]
Plugging (56), (57) and (58) into (55) we get: Hence
\[ \delta_{n+1} \leq \delta_n C (1 + \Delta t) + \bar{K} \Delta t, \]
for some constants C and \( \bar{K} \) depending only on the data of the problem (including T) and the control \( \varphi \) through its Lipschitz constant and \( \varphi(0,0) \). Using the facts \( \delta_0 = 0 \) and \( n \Delta t \leq N_T \Delta t = T \), we conclude using a discrete version of Grönwall inequality.

We now proceed to the proof of Proposition 12

**Proof of Proposition 12.** We have
\[ |J^N(\varphi) - \bar{J}^N(\varphi)| \leq \delta_f + \delta_g, \]
where
\[ \delta_f = \left| \frac{1}{N} \sum_{i=1}^{N} \frac{1}{T_n} \int_{t_n}^{t_{n+1}} E \left[ f(t, X_i^t, \mu_i^N, \varphi(t, X_i^t)) - f(t, \bar{X}_i^t, \bar{\mu}_n, \varphi(t, \bar{X}_i^t)) \right] dt \right| \]
and
\[ \delta_g = \left| E[G(\mu_T^N) - G(\bar{\mu}_T^N)] \right| \]
where the function G is defined by \( G(\mu) = \int_{\mathbb{R}^d} g(x, \mu)(dx) \). Let us first analyze the difference \( \delta_g \) which, for obvious notational reasons, is much easier to handle. For \( \lambda \in [0,1] \) we set \( X_{\lambda} = X_T + \lambda (X_T - X_T^i) \) for \( i \in \{1, \ldots, N\} \), and
\[ X_{\lambda} = (X_{\lambda}^i)_{i=1}^{N}. \]
Introducing the empirical projection \( G^N \) of G defined on \( \mathbb{R}^d \) by:
\[ G^N(x^1, \ldots, x^N) = G \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x^i} \right) \]
(see [15] Definition 5.34 p.399]) we have:
\[ G(\bar{\mu}_T^N) - G(\mu_T^N) = G(\mu_1) - G(\mu_0) \]
\[ = G^N(X_1) - G^N(X_0) \]
\[ = \frac{1}{\Delta \lambda} \int_{0}^{1} \frac{d}{d\lambda} G^N(X_{\lambda}) d\lambda \]
\[ = \frac{1}{\Delta \lambda} \int_{0}^{1} \sum_{i=1}^{N} \partial_x G^N(X_{\lambda}) \cdot (X_T^i - X_T^i) d\lambda \]
\[ = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{\Delta \lambda} \int_{0}^{1} \partial_x G(\mu_\lambda)(X_{\lambda}^i) d\lambda \right) \cdot (X_T^i - X_T^i) \]
where we used the expression of the partial derivatives of \( G^N \) in terms of the L-derivative \( \partial_x g \) as given in [15] Proposition 5.35 p.399]. So
\[ \delta_g \leq \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \left| \int_{0}^{1} \partial_x G(\mu_\lambda)(X_{\lambda}^i) d\lambda \right|^2 \right] \right)^{1/2} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[X_T^i - X_T^i]^2 \right)^{1/2}. \]
Lemma [11] implies that the second factor in the above right hand side is bounded from above by \( C \sqrt{\Delta t} \), so we only need to prove that the first factor is bounded by a constant depending only upon the data of the problem and the Lipschitz constant of \( \varphi \). In order to do so, we compute the L-derivative of G as given in [15] Example 3 p.386], and we use the fact that the partial derivatives \( \partial_x g(x, \mu) \) and \( \partial \mu g(x, \mu)(y) \) are of linear growth. We get:
\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \int_0^1 \partial_{x_i} g(X^i_t, \mu_\lambda) d\lambda \right]^2 = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \int_0^1 \left( \partial_{x_j} g(X^i_t, \mu_\lambda) + \frac{1}{N} \sum_{j=1}^{N} \partial_{x_j} g(X^i_t, \mu_\lambda) (X^j_t) \right) d\lambda \right]^2 \\
\leq \frac{C}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \int_0^1 \left( \partial_{x_j} g(X^i_t, \mu_\lambda) \right)^2 d\lambda + \frac{1}{N} \sum_{j=1}^{N} \left( \partial_{x_j} g(X^i_t, \mu_\lambda) (X^j_t) \right)^2 d\lambda \right] \\
\leq \frac{C}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \int_0^1 \left( |X^i_t|^2 + W_2(\mu_\lambda, \delta_0)^2 \right) d\lambda \right] + \frac{C}{N} \sum_{j=1}^{N} \mathbb{E} \left[ \int_0^1 \left( |X^j_t|^2 + W_2(\mu_\lambda, \delta_0)^2 \right) d\lambda \right] \\
\leq \frac{C}{N} \sum_{i=1}^{N} \mathbb{E} \left[ |X^i_T|^2 \right] + \frac{C}{3N} \sum_{i=1}^{N} \mathbb{E} \left[ \Delta X^i_T \right]
\]

which is bounded from above as desired.

The control of \( \delta_f \) is a little bit more involved. First we split \( \delta_f \) as the sum \( \delta_f = \delta_f^1 + \delta_f^2 \) with:

\[
\delta_f^1 = \left| \sum_{n=0}^{N_T-1} \int_{t_n}^{t_{n+1}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ f(t_n, X^i_t, \mu_t^N, \varphi(t, X^i_t)) - f(t_n, X^i_{t_n}, \mu_{t_n}^N, \varphi(t_n, X^i_{t_n})) \right] dt \right|
\]

and

\[
\delta_f^2 = \Delta t \left| \sum_{n=0}^{N_T-1} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ f(t_n, X^i_{t_n}, \mu_{t_n}^N, \varphi(t_n, X^i_{t_n})) - f(t_n, X^i_{t_n}, \bar{\mu}_{t_n}, \varphi(t_n, \bar{X}^i_{t_n})) \right] \right|
\]

The estimation of \( \delta_f^1 \) is not done following the strategy used in the previous appendix or in the estimation of \( \delta_f^2 \) below. Indeed, the quantity to control involves the difference of quantities evaluated at two different times, \( t_n \) and \( t \) to be specific. It is thus natural to use Itô’s formula to express this difference, hence our reliance on a stronger differentiability assumption for the running cost function \( f \) and the feedback function \( \varphi \). In order to rely on the classical Itô’s formula (as opposed to the chain rule for functions of marginal laws of diffusion processes as in [15 Proposition 5.102 p485] for example) we introduce the empirical projection \( f^N \) defined by:

\[
f^N(t, x, (x^1, \cdots, x^N)) = f(t, x, \frac{1}{N} \sum_{i=1}^{N} \delta_x, \varphi(t, x)).
\]
Itô’s formula gives:

\[
f(t, X^i_t, \mu^N_i, \varphi(t, X^i_t)) - f(t_n, X^i_{t_n}, \mu^N_i, \varphi(t_n, X^i_{t_n})) \\
= f^N(t, X^i_t, (X^1_t, \ldots, X^N_t)) - f^N(t_n, X^i_{t_n}, (X^1_{t_n}, \ldots, X^N_{t_n})) \\
= \int_{t_n}^t \partial_t f^N(s, X^i_s, (X^1_s, \ldots, X^N_s)) ds \\
+ \sum_{j=0}^N \int_{t_n}^t \partial_{x^j} f^N(s, X^i_s, (X^1_s, \ldots, X^N_s)) b(s, X^j_s, \mu^N_i, \varphi(s, X^j_s)) ds \\
+ \frac{1}{2} \sum_{h,k=0}^N \int_{t_n}^t \partial^2_{x^h x^k} f^N(s, X^i_s, (X^1_s, \ldots, X^N_s)) \left[ d[X^h, X^k]_s + M^i_s \right]
\]

where we used the convention \( x^0 = x \) and \( X^0_t = X^i_t \), and where \((M^i_t)_{t_n \leq t \leq T}\) is a mean-zero square-integrable martingale. Formulas become quite lengthy when we try to go back to the function \( f \) and its partial derivatives. So in order to shorten them, we introduce the following notations:

\[
\Theta^h_s = (s, X^h_s, \mu^N_s, \varphi(s, X^h_s)) \quad \text{and} \quad \Lambda^h_s = (s, X^h_s, (X^1_s, \ldots, X^N_s)).
\]

as well as the notation \( a(t, x, \mu) = \sigma(t, x, \mu) \sigma(t, x, \mu)^* \) for the diffusion matrix. This gives:

\[
f(t, X^i_t, \mu^N_t, \varphi(t, X^i_t)) - f(t_n, X^i_{t_n}, \mu^N_t, \varphi(t_n, X^i_{t_n})) \\
= \int_{t_n}^t \left[ \partial_t f(\Theta^i_s) + \bar{\partial}_\alpha f(\Theta^i_s) \bar{\partial}_t \varphi(s, X^i_s) \right] ds \\
+ \int_{t_n}^t \left[ \bar{\partial}_{x^j} f(\Theta^i_s) + \bar{\partial}_\alpha f(\Theta^i_s) \bar{\partial}_{x^j} \varphi(s, X^i_s) \right] b(\Theta^i_s) ds \\
+ \sum_{j=1}^N \int_{t_n}^t \bar{\partial}_{x^j} f^N(\Lambda^i_s) b(\Theta^i_s) ds \\
+ \frac{1}{2} \int_{t_n}^t a(s, X^i_s, \mu^N_s) \left[ \partial^2_{x^j x^k} f(\Theta^i_s) + 2 \bar{\partial}_{x^j} f(\Theta^i_s) \partial_{x^k} \varphi(s, X^i_s) \right] ds \\
+ \int_{t_n}^t a(s, X^i_s, \mu^N_s) \partial^2_{x^j x^k} f^N(\Lambda^i_s) ds \\
+ \frac{1}{2} \sum_{j=1}^N \int_{t_n}^t a(s, X^i_s, \mu^N_s) \partial^2_{x^j x^k} f^N(\Lambda^i_s) ds + M^i_s
\]

We now use [15 Proposition 5.35 p399] and [15 Proposition 5.91 p471] to express the partial derivatives of the empirical projection \( f^N \) in terms of the partial derivatives of the original function \( f \). We get:
\[
\begin{align*}
\mathbb{E} \left[ \int_{t_n}^{t} \left( \partial_t f(\Theta_s^t) + \partial_\alpha f(\Theta_s^t) \partial_\alpha \varphi(s, X_s^i) \right) ds \right] & \leq C \int_{t_n}^{t} \mathbb{E} \left[ |\Theta_s^t|^2 + |\varphi(s, X_s^i)| \right] ds \\
& \leq C \int_{t_n}^{t} \mathbb{E} \left[ |s|^2 + |X_s^j|^2 + M_2(\mu^N)^2 + |\varphi(s, X_s^i)|^2 \right] ds \\
& \leq C \Delta t,
\end{align*}
\]
where the \( C \) depends only on the data of the problem and on \( \varphi \) through its Lipschitz constant and \( \varphi(0,0) \). The other integral terms in the right hand side of (59) can be bounded similarly, except that to bound the term
\[
\mathbb{E} \left[ \int_{t_n}^{t} a(s, X_s^i, \mu_s^N) \partial_\alpha f(\Theta_s^t) \partial_\alpha \varphi(s, X_s^i) ds \right]
\]
we use stability estimate on the fourth moment. Going back to the definition of \( \delta^1_f \), we obtain that
\[
\delta^1_f \leq C \Delta t \leq C \sqrt{\Delta t}.
\]
As for \( \delta^2_f \), it is estimated exactly as we did above in the case of the terminal cost. Indeed:
\[
\delta^2_f = \Delta t \left| \sum_{n=0}^{N-1} [F_n(\mu_{t_n}^N) - F_n(\bar{\mu}_{t_n})] \right|
\]
where for each \( n \in \{0, \ldots, N_T - 1\} \), the function \( F_n \) is defined as

\[
F_n(\mu) = \int_{\mathbb{R}^d} f(t_n, x, \mu, \varphi(t_n, x)) \, d\mu(x).
\]

For each \( n \), the feedback function \( \varphi \) being Lipschitz and (hence) with linear growth, the function \( F_n \) has the same properties as the function \( G \) above. As a result, one can bound the difference \( F_n(\mu^N_n) - F_n(\mu_{t_n}) \) in the same way, and since the bound is independent of \( n \), \( \delta^2 \) admits the same upper bound as \( \delta_{\varphi} \). This concludes the proof. \( \square \)