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Abstract
Decentralized optimization has attracted much research interest for resource-limited networked multi-agent systems in recent years. Decentralized consensus optimization, which is one of the decentralized optimization problems of great practical importance, minimizes an objective function that is the sum of the terms from individual agents over a set of variables on which all the agents should reach a consensus. This problem can be reformulated into an equivalent model with two blocks of variables, which can then be solved by the alternating direction method (ADM) with only communications between neighbor nodes. Motivated by a recently emerged class of so-called multi-block ADMs, this article demonstrates that it is more natural to reformulate a decentralized consensus optimization problem to one with multiple blocks of variables and solve it by a multi-block ADM. In particular, we focus on the multi-block ADM with parallel splitting, which has easy decentralized implementation. Convergence rate is analyzed in the setting of average consensus, and the relation between two-block and multi-block ADMs are studied. Numerical experiments demonstrate the effectiveness of the multi-block ADM with parallel splitting in terms of speed and communication cost and show that it has better network scalability.

Introduction
In recent years, the communication, signal processing, control, and optimization communities have witnessed considerable research efforts on decentralized optimization for networked multi-agent systems [1-3]. A networked multi-agent system, such as a wireless sensor network (WSN) or a networked control system (NCS), is composed of multiple geographically distributed but interconnected agents which have sensing, computation, communication, and actuating abilities. This system generally has limited resources for communication, since battery power is limited and recharging is difficult, while communication between two agents is energy-consuming. Furthermore, the communication link is often vulnerable and bandwidth-limited. In this situation, decentralized optimization emerges as an effective approach to improve network scalability. In decentralized optimization, data and computation are decentralized. Each agent exchanges information with its neighbors and accomplishes an otherwise centralized optimization task.

This article focuses on the decentralized consensus optimization problem. We consider a network of \( L \) agents which cooperatively optimize a separable objective function [3-8]:

\[
\min \sum_{i=1}^{L} f_i(x),
\]

where \( f_i(x) : \mathcal{R}^N \rightarrow \mathcal{R} \) is a convex function known to agent \( i \) only. The goal is to minimize the objective subject to consensus on \( x \).

Related study
The decentralized consensus optimization formulation (1) arises in many practical applications, such as averaging [9-11], estimation [12-17], learning [18-21], etc. The form of \( f_i(x) \) can be least squares [11-13], \( \ell_1 \)-regularized least squares [14-17], or more general ones [18-21]. Note that this model can be extended to account for those with separable constraints, such as the network utility maximization (NUM) problem [22-24].
Existing approaches to solving (1) include: i) belief propagation based on graphical models and Markovian random fields [18-20]; ii) incremental optimization which minimizes the overall objective function along a predefined path on the network [7,8]; iii) stochastic optimization with information exchange between neighboring agents [4-6]; and iv) optimization with explicit consensus constraints which can be handled with the alternating direction method (ADM) [3,12-17]. The ADM approach is fully decentralized, does not make any assumptions on network infrastructure such as free of loop or with a predefined path, and generally has satisfactory convergence performance. In this article, we mainly discuss the application of ADMs in the decentralized consensus optimization problem.

Our research is along the line of information-driven signal processing and control of WSNs and NCSs [24-26]. Accompanied with the unprecedented data collection abilities offered by large-scale networked multi-agent systems, a new challenge also arises: how should we process such a large amount of data to make estimates and produce control strategies given limited network resources? Instead of processing the data in a fusion center, our solution is letting each agent autonomously make decisions aided by limited communication with its neighbors. From this perspective, each individual objective function $f_i(x)$ in (1) is constructed from the data collected by agent $i$, and $x$ is the global information common to all agents (e.g., estimates or control strategies) obtained based on the data collected by the whole network. Though this framework can be generalized to various signal processing and control problems, this article focuses on those can be formulated as (1). For problems such as dynamic control and Kalman filtering of networked multi-agent systems, interested readers are referred to [1,2,27,28], respectively.

**Our contribution**

Motivated by a series of recent articles on multi-block ADMs and their convergence analysis [29-31], this article describes their applications to the decentralized consensus optimization problem. The multi-block ADM with parallel splitting is reviewed in Section 3. Unlike the classical ADM (see textbooks [32,33]), this multi-block ADM splits the optimization variables into multiple blocks and sequentially updates just one of them while fixing the others. The classical ADM, on the other hand, only has two blocks of variables. Hence in this article we refer to it by the two-block ADM. Our problem (1) does not naturally have two distinct blocks of variables, and to apply the two-block ADM one needs to introduce extra variables (see e.g., [15,16,32]). We review this in Section 2. On the other hand, it is simpler to apply the multi-block ADM to (1) and the resulting algorithm is readily decentralized.

In this article also analyzes the convergence rate of the multi-block ADM applied to the average consensus problem, which is a special case of (1) where $f_i(x) = \frac{1}{2}\|x - b_i\|^2_2$ for all $i$. In this setting, if the parameters of the multi-block ADM satisfy a certain formula, it is equivalent to the two-block ADM. Therefore, the two-block ADM can be considered as a special case of the multi-block ADM on average consensus problems. This relation also gives a guideline to select the parameters of the multi-block ADM so that it is not equivalent to and runs faster than the two-block ADM on all the tested decentralized consensus optimization problems, including the tested average consensus problems. The simulation results demonstrate that the multi-block ADM accelerates convergence, reduces communication cost, and thus improves network scalability.

**Paper organization**

The rest of this article is organized as follows. Section 2 reviews a reformulation of the decentralized consensus optimization problem (1), to which the two-block ADM is applied. Section 3 reviews the multi-block ADM and applies a parallel-splitting version of it to (1). Section 4 elaborates on the convergence rate analysis on the average consensus problem, and shows that the two-block ADM is a special case of the multi-block ADM in this case. Section 5 presents numerical simulations of the two-block and multi-block ADMs. Finally, Section 6 concludes the article. Appendix 1 is placed in the last section.

**Problem formulation and the two-block ADM**

In this section, we describe an equivalent formulation of the decentralized consensus optimization problem (1) and outline the algorithm design based on the two-block ADM.

**Problem formulation**

We consider a networked multi-agent system described by an undirected connected communication graph $G = (\mathcal{L}, \mathcal{E})$, where $\mathcal{L}$ is the set of $L$ vertexes (distributed agents) and $\mathcal{E}$ is the set of edges (communication links). There exists an edge $(i,j) \in \mathcal{E}$ between agents $i$ and $j$ if they can directly communicate with each other. The two agents are also called one-hop neighbors, or simply neighbors. The set of one-hop neighbors of agent $i$ is denoted by $N_i$, whose cardinality is denoted by $|N_i|$.

Our objective is to solve (1) with only information exchange between neighbors. To this end, define $x^{(i)}$ as agent $i$’s local copy of $x$ and impose consensus constraints $x^{(i)} = x^{(j)}$ for all pairs of neighbors $i$ and $j$. With these and given that the communication graph $G$ is connected, we obtain the following equivalent formulation of (1) (see e.g., [13]):
\[
\begin{align*}
\min & \quad \sum_{i=1}^{L} f_i(x^{(i)}), \\
\text{s.t.} & \quad x^{(i)} = x^{(i)}, \quad \forall j \in \mathcal{N}_i, \forall i.
\end{align*}
\]

**The two-block ADM**

Let us consider the following convex program with separable equality constraints:

\[
\begin{align*}
\min & \quad g_1(\theta_1) + g_2(\theta_2), \\
\text{s.t.} & \quad D_1\theta_1 + D_2\theta_2 = e.
\end{align*}
\]

Here for \(i = 1, 2\), \(g_i : \mathcal{R}^{N_i} \to \mathcal{R}\) is convex, \(D_i \in \mathcal{R}^{M_i \times N_i}\), \(e \in \mathcal{R}^{M_i}\). The two-block ADM constructs the augmented Lagrangian function as:

\[
L_{\alpha}(\theta_1, \theta_2, \lambda) = g_1(\theta_1) + g_2(\theta_2) + \lambda^T(D_1\theta_1 + D_2\theta_2 - e) + \frac{c}{2}||D_1\theta_1 + D_2\theta_2 - e||^2_2.
\]

Here \(\lambda \in \mathcal{R}^{M_i}\) is a Lagrange multiplier and \(c\) is a positive constant. At the \(t\)th iteration, the two-block ADM updates the optimization variables \(\theta_1(t + 1)\) and \(\theta_2(t + 1)\) as:

\[
\theta_1(t + 1) = \arg\min_{\theta_1} L_{\alpha}(\theta_1, \theta_2(t), \lambda(t)),
\]

\[
\theta_2(t + 1) = \arg\min_{\theta_2} L_{\alpha}(\theta_1(t + 1), \theta_2, \lambda(t)),
\]

and updates the Lagrange multiplier \(\lambda(t + 1)\) as:

\[
\lambda(t + 1) = \lambda(t) + c(D_1\theta_1(t + 1) + D_2\theta_2(t + 1) - e).
\]

The two-block ADM guarantees global convergence for any \(c > 0\) [32]. More precisely, when each \(g_i\) is convex for \(i = 1, 2\), the dual sequence \(\{\lambda(t)\}\) converges to an optimal dual solution of (5); if further the primal sequence \(\{[\theta_1(t)^T, \theta_2(t)^T]^T\}\) is bounded, the sequence converges to an optimal primal solution of (5).

**The two-block ADM for decentralized consensus optimization**

The two-block ADM cannot be directly applied to problem (2) because its constraints interconnect all the variables pair by pair. There are no obvious two blocks. To overcome this, [32] describes a new block of auxiliary variables, and reformulates (2) as:

\[
\begin{align*}
\min & \quad \sum_{i=1}^{L} f_i(x^{(i)}), \\
\text{s.t.} & \quad x^{(i)} = z_{ij}x^{(j)} = z_{ij}, \forall j \in \mathcal{N}_i, \forall i.
\end{align*}
\]

Here \(z_{ij}\) is an auxiliary variable attached to \(x^{(i)}\) and \(x^{(j)}\). Treating \([x^{(i)}]\) and \([z_{ij}]\) as two blocks of variables, the two-block ADM is applied to problem (4). This technique has been adopted in [15,16] to solve the decentralized consensus optimization problem with neighboring consensus constraints. After eliminating \([z_{ij}]\) from the iterative updates and further simplifications, the two-block ADM for (4) is given below as algorithm TB-ADM.

**Initialization:** Each agent \(i\) initializes \(x^{(i)}(0) = 0\) and \(\alpha_i(0) = 0\).

**Step 1:** At time \(t\), each agent \(i\) updates its local copy \(x^{(i)}(t)\) as:

\[
x^{(i)}(t + 1) = \arg\min_{\theta_i} \sum_{j \in \mathcal{N}_i} f_i(x^{(i)}(t + 1) + x^{(j)}(t) + \frac{c}{2}||x^{(i)}(t + 1) + x^{(j)}(t)||^2_2
\]

where \(\alpha_i\) is the Lagrange multiplier and \(c\) is a positive constant.

**Step 2:** At time \(t\), each agent \(i\) updates its Lagrange multiplier \(\alpha_i\) as:

\[
\alpha_i(t + 1) = \alpha_i(t) + c|\mathcal{N}_i|\lambda_i^{(i)}(t + 1) - c \sum_{j \in \mathcal{N}_i} x^{(j)}(t + 1).
\]

**Step 3:** Repeat Step 1 and Step 2 until convergence.

**The multi-block ADM**

The fact that many practical optimization problems naturally have multiple blocks of variables motivates the development of a class of multi-block ADMs, such as the one with parallel splitting [29], with prediction-correction [30], and with Gaussian back substitution [31]. Due to the nature of the decentralized consensus optimization problem (2) and the need of parallelization, we choose the multi-block ADM with parallel splitting in [29].

**The multi-block ADM with parallel splitting**

Consider an equality constrained convex program which can be separated to \(L\) parts:

\[
\begin{align*}
\min & \quad \sum_{i=1}^{L} g_i(\theta_i), \\
\text{s.t.} & \quad \sum_{i=1}^{L} D_i\theta_i = e.
\end{align*}
\]

Here for all \(i\), \(g_i : \mathcal{R}^{N_i} \to \mathcal{R}\) is convex, \(D_i \in \mathcal{R}^{M_i \times N_i}, e \in \mathcal{R}^{M_i}\). At the \(t\)th iteration, the multi-block ADM with parallel splitting works as follows:

**Step 1:** Updating an auxiliary variable \(q\):

\[
q(t + 1) = \lambda(t) + \beta \left( \sum_{i=1}^{L} D_i\theta_i(t) - e \right),
\]

where \(q\) is an auxiliary variable, \(\lambda\) is a Lagrange multiplier, and \(\beta\) is a positive constant.
Step 2: Updating optimization variables \( \{\theta_i\} \):

\[
\theta_i(t + 1) = \arg \min_{\theta_i} g_i(\theta_i) + q(t + 1) D_i \theta_i + \frac{\mu}{2} ||D_i \theta_i - D_i \theta_i(t)||^2_2, \quad \forall i,
\]

where \( \mu \) is a positive constant.

Step 3: Updating the Lagrange multiplier \( \lambda \):

\[
\lambda(t + 1) = \lambda(t) + \beta \left( \sum_{i=1}^{L} D_i \theta_i(t + 1) - e \right).
\]

The multi-block ADM guarantees global convergence if the two positive constants \( \beta \) and \( \mu \) are properly chosen. For the convergence proof and the settings of \( \beta \) and \( \mu \), the interested reader is referred to [29].

The multi-block ADM for decentralized consensus optimization

Applying the multi-block ADM in (2) directly gets a decentralized algorithm, and does not need to introduce a new block of auxiliary variables and eliminate them, as we have done in the two-block ADM. We provide the algorithm to solve (2) based on the multi-block ADM with parallel splitting, denoted as MB-ADM. Detailed derivation of MB-ADM is given in Appendix 1.

Initialization: Each agent \( i \) initializes \( q_i(0) = 0 \), \( x_i^{(0)}(0) = 0 \), and \( \lambda_i(0) = 0 \).

Step 1: At time \( t \), each agent \( i \) updates its auxiliary variable \( q_i \) as:

\[
q_i(t + 1) = \lambda_i(t) + \beta |N_i| x_i^{(0)}(t) - \beta \sum_{j \in N_i} x_j^{(0)}(t), \quad \forall i,
\]

where \( \beta \) is a positive constant.

Step 2: At time \( t \), each agent \( i \) updates its local copy \( x_i^{(0)}(t+1) = \arg \min_{x_i^{(0)}} f_i(x_i^{(0)}) + 2q_i^{T}(t+1)x_i^{(0)} + \mu |N_i| |x_i^{(0)} - x_i^{(0)}(t)||^2_2 \), where \( \mu \) is a positive constant.

Step 3: At time \( t \), each agent \( i \) updates its Lagrange multiplier \( \lambda_i \) as:

\[
\lambda_i(t + 1) = \lambda_i(t) + \beta |N_i| x_i^{(0)}(t + 1) - \beta \sum_{j \in N_i} x_j^{(0)}(t + 1), \quad \forall i.
\]

Step 4: Repeat Step 1 to Step 3 until convergence.

In each iteration, to update \( q_i(t+1) \) and \( \lambda_i(t) \), agent \( i \) needs \( x_i^{(0)}(t) \) with the size of \( N \times 1 \) from all neighbors \( j \in N_i \); to optimize \( x_i^{(0)}(t+1) \), agent \( i \) only needs local information \( q_i(t+1) \) and \( x_i^{(0)}(t) \). In all, each agent only needs to broadcast an \( N \times 1 \) vector of its local copy (i.e., \( x_i^{(0)}(t) \)) to its neighbors per iteration. MB-ADM and TB-ADM have the same per-iteration communication cost. At the \( t \)th iteration, agent \( i \) needs to update \( x_i^{(0)}(t) \), \( q_i(t) \), and \( \lambda_i(t) \) in its memory for MB-ADM. Hence the memory requirement is slightly higher than that of TB-ADM, for which only \( x_i^{(0)}(t) \) and \( \alpha_i(t) \) need to be updated.

Convergence rate analysis

Convergence rate is an significant issue for decentralized algorithms, since it directly influences the overall communication cost. With respect to general separable convex programs, [29,34] proves the sublinear convergence rates of \( \sim \frac{1}{t^\frac{1}{2}} \) for the multi-block and two-block ADMs, respectively. However, when they are applied to the average consensus problems, much faster convergence can be observed. For this reason, we improve the convergence rate in this section.

The average consensus problem gives rise to problem (2) with \( f_i(x_i^{(0)}) = \frac{1}{2} ||x_i^{(0)} - b_i||^2_2 \), \( \forall i \) [9-11]; namely, agents aims at averaging their original measurements \( b_i \) via one-hop communication. Without loss of generality, we assume that \( x_i^{(0)} \) and \( b_i \) are both scalars since their dimensions have no effect on the convergence rate.

Convergence rate of MB-ADM

In analyzing the convergence rate of MB-ADM for the average consensus problem, we first rewrite MB-ADM as a state transition equation form and then use the spectral analysis tools to provide a bound of convergence rate. Our train of thought is similar to that in [35] for the two-block ADM.

According to the derivation in Appendix 1, we can rewrite MB-ADM in a state transition equation form. Let us define a state vector \( s_M(t + 1) = [x_1^{(0)}(t + 1), \ldots, x_L^{(0)}(t + 1), \ldots, x_L^{(0)}(t), \ldots, x_L^{(0)}(t)]^T \) and the corresponding state transition equation of MB-ADM is:

\[
s_M(t + 1) = \Phi_M s_M(t).
\]

Here the state transition matrix \( \Phi_M \) is defined as:

\[
\Phi_M = \begin{pmatrix}
\Gamma_M & \Omega_M \\
I_{L \times L} & 0_{L \times L}
\end{pmatrix}
\]

with \( \Gamma_M \) being an \( L \times L \) matrix whose \( (i,j) \)th entry is \( \frac{1-4\beta|N_i|}{1+2\mu|N_i|} \) and \( \Omega_j \) being an \( L \times L \) matrix whose \( (i,j) \)th entry is \( \frac{2\beta|N_i| - 2\mu|N_i|}{1+2\mu|N_i|} \) and \( (i,j) \)th entry is \( -\frac{2\mu|N_i|}{1+2\mu|N_i|} \) if \( i \) and \( j \) are neighbors. We can see that summation of each row of \( \Phi_M \) is \( 1 \). The initial state is \( s_M(1) = [b_1, \ldots, b_L, 0, \ldots, 0] \) when each agent \( i \) initializes \( q_i(0) = 0 \), \( x_i^{(0)}(0) = 0 \), and \( \lambda_i(0) = 0 \).

Proposition 1. (convergence and convergence rate of MB-ADM on average consensus) The state transition equation (6) defined above has the following properties:
**Property 1.** The matrix \( \Phi_M \) has an eigenvalue \( \rho_M = 1 \) with multiplicity 1, and its corresponding left and right eigenvectors are:

\[
l_{M1} = [1 + 2\mu |N_1|, \ldots, 1 + 2\mu |N_L|, -2\mu |N_1|, \ldots,
- 2\mu |N_L|]
\]

and

\[
r_{M1} = \left[ \frac{1}{L}, \frac{1}{L}, \frac{1}{L}, \ldots, \frac{1}{L} \right]^T,
\]

respectively. Note that \( l_{M1} \) and \( r_{M1} \) are chosen subject to \( l_{M1} r_{M1} = 1 \).

**Property 2.** Define:

\[
\rho_M = \max_{i \neq 1} |\rho_{Mi}|,
\]

where \( \rho_{Mi} \) is the \( i \)th eigenvalue of \( \Phi_M \). If \( \rho_M < 1 \), then the limit property of \( s_M(t) \) is:

\[
limit_{t \to \infty} s_M(t + 1) = \lim_{t \to \infty} \Phi^t_M s_M(1) = r_{M1} l_{M1} s_M(1)
\]

\[
= \frac{1}{L} \left[ b_1 [1, \ldots, 1, 1, \ldots, 1] \right]^T.
\]

Further, denoting that \( \kappa_M \) is the size of the largest Jordan block of \( \Phi_M \), the convergence rate is:

\[
||s_M(t + 1) - s_M(\infty)||_2 \sim t^{(\kappa_M - 1)} \rho^t_M.
\]

Proof of Property 1 is given in Appendix 1. Property 2 comes from the classical convergence rate analysis of state transition equations. If \( \rho_{M1} = 1 \) and \( \rho_M < 1 \), then there exists a unique \( s_M(\infty) \) and the convergence rate is \( ||s_M(t + 1) - s_M(\infty)||_2 \sim t^{(\kappa_M - 1)} \rho^t_M \) (see [36], Fact 3). Next we try to find one possible (and hence unique) \( s_M(\infty) \). By definition, \( \Phi_M r_{M1} = \rho_{M1} r_{M1} = r_{M1} \). Hence \( \lim_{t \to \infty} \Phi^t_M r_{M1} = r_{M1} \). Similarly, \( \lim_{t \to \infty} l_{M1} \Phi_M = l_{M1} \). These two facts mean that \( r_{M1} l_{M1} \) is a possible limit point of \( \lim_{t \to \infty} \Phi^t_M \). Therefore, \( r_{M1} l_{M1} s_M(1) \) is a possible (and hence unique) limit point of \( s_M(\infty) \).

**Remark 1.** Note that the \( \sim t^{(\kappa_M - 1)} \rho^t_M \) rate, though still loose, is tighter than the \( \sim \frac{1}{t} \) rate of the multi-block ADM for general separable convex programs [29]. Indeed, from numerical experiments, we find that \( \kappa_M \), the size of the largest Jordan block of \( \Phi_M \), is often equal to 1 (it means that \( \Phi_M \) is diagonalizable). In this case, the convergence rate can be as fast as \( \sim \rho^t_M \).

In Property 2, there is a condition that \( \rho_M < 1 \). It is not necessarily for true any choices of \( \mu \) and \( \beta \). Next we show two nontrivial special cases where the condition in Property 2 satisfy. The first special case connects MB-ADM with TB-ADM. Analysis of these two special cases as well as numerical simulations provide guidelines for parameter selection in MB-ADM.

**Proposition 2.** (two nontrivial special cases) We have \( \rho_m < 1 \) in either one of the two special cases:

**Case 1:** The parameters \( \mu \) and \( \beta \) are chosen such that \( \mu = 2\beta > 0 \); further, \( \frac{2\beta |N_j|}{1 + 2\mu |N_j|} < \frac{1}{L} \) and \( \frac{2\mu |N_j|}{1 + 2\mu |N_j|} < \frac{1}{L} \) for all \( j = 1, 2, \ldots, L \).

**Case 2:** The parameters \( \mu \) and \( \beta \) are chosen such that \( \mu = \beta > 0 \); further, \( \frac{2\beta |N_j|}{1 + 2\mu |N_j|} < \frac{1}{L} \) and \( \frac{2\mu |N_j|}{1 + 2\mu |N_j|} < \frac{1}{L} \) for all \( j = 1, 2, \ldots, L \).

**Remark 2.** The proof of Proposition 2 is given in Appendix 1. In case 1, we set \( \mu = 2\beta > 0 \), which indeed leads to the equivalence between MB-ADM and TB-ADM, and we will show in the next subsection. In case 2, we set \( \mu = \beta > 0 \), which brings faster convergence for the average consensus problem according to numerical simulations. Hence we recommend to set \( \beta = \tau \mu \) with a fixed ratio \( \frac{1}{2} \leq \tau \leq 1 \), and just tune the value of \( \mu \). This setting also works well for the general decentralized consensus optimization problem (1). Tuning \( \mu \) for MB-ADM is similar to tuning \( c \) for TB-ADM; both algorithms have 1 parameter subject to the user choice. Note that the conditions in Proposition 2 are merely sufficient; \( \frac{2\beta |N_j|}{1 + 2\mu |N_j|} \) and \( \frac{2\mu |N_j|}{1 + 2\mu |N_j|} \) can be larger than their upper bounds given above.

**Connection between MB-ADM and TB-ADM**

To show the connection between MB-ADM and TB-ADM, we also write TB-ADM as a state transition form. Note that [35] considers another kind of two-block ADM for the average consensus problem, where consensus constraints are quadratically penalized by different weights in the augmented Lagrangian function. In TB-ADM, the consensus constraints are quadratically penalized by the same weight \( c \).

We define a state vector \( s(t + 1) = [x(1)(t + 1), x(1)(t + 1) \ldots x(L)(t + 1), x(1)(t), \ldots, x(L)(t)]^T \) and the corresponding state transition equation, according to the derivation in Appendix 1:

\[
s(t + 1) = \Phi_T s(t).
\]

Here the state transition matrix \( \Phi_T \) is defined as:

\[
\Phi_T = \begin{pmatrix}
\Gamma_T & \Omega_T \\
L_{X \times L} & 0_{X \times L}
\end{pmatrix}
\]

with \( L_{X \times L} \) being the \( L \times L \) identity matrix, \( 0_{X \times L} \) being the \( L \times L \) zero matrix, \( \Gamma_T \) being an \( X \times L \) matrix whose \((i,i)\)th entry is 1 and \((i,j)\)th entry is \( \frac{2c}{1 + 2c |N_j|} \) if \( i \) and \( j \) are neighbors, and \( \Omega_T \) being an \( L \times X \) matrix whose \((i,i)\)th entry is \( \frac{c |N_i|}{1 + 2c |N_j|} \) and \((i,j)\)th entry is \( \frac{x_j(t) - x_i(t)}{1 + 2c |N_j|} \) if \( i \) and \( j \) are neighbors. The initial state is \( s(t) = [b_1, \ldots, b_L, 0, \ldots, 0] \) when each agent \( i \) initializes \( x_i(t) = 0 \) and \( \alpha_i(t) = 0 \).
Comparing the state transition equations of MB-ADM and TB-ADM, we can find that TB-ADM is indeed a special case of MB-ADM when $c = \mu = 2\beta > 0$. In this sense, MB-ADM provides more flexibility in parameter selection than TB-ADM. According to our simulations in Section 5.2, setting $\beta = \tau\mu$ with $\frac{1}{2} \leq \tau \leq 1$ makes MB-ADM faster than TB-ADM.

Let $\rho_{Tj}$ be the $i$th eigenvalue of $\Phi_T$. Apparently $\rho_{T1} = 1$. Defining:

$$\rho_T = \max_{i \neq 1} |\rho_{Tj}|,$$

and denoting $\kappa_T$ as the size of the largest Jordan block of $\Phi_T$, we can prove that TB-ADM has a similar $\sim t^{(\kappa_T-1)}\rho_T^c$ convergence rate to the optimal solution given the conditions in Case 1 of Proposition 2. Interestingly, the upper bounds of $\frac{2c|\kappa_j|}{1+2c|\kappa_j|} < \frac{1}{2}$ for all $j = 1, 2, \ldots, L$ are no longer needed since TB-ADM guarantees global convergence for any $c > 0$.

Numerical Experiments

In this section, we present numerical simulations and demonstrate the performance of MB-ADM on the decentralized consensus optimization problems. Particularly, we are interested in how the communication cost scales to the network size.

Simulation Settings

In the numerical experiments, we consider the case that the agents cooperatively solve a least-squares problem. Each agent $i$ has a measurement matrix $A_i \in \mathcal{R}^{M \times N}$ and a measurement vector $b_i \in \mathcal{R}^M$. The objective function in (1) is thus $f(x) = \sum_{i=1}^L f_i(x) = \frac{1}{2} \sum_{i=1}^L ||A_i x - b_i||_2^2$. The elements of the true signal vector $x_0$ and the entries of the measurement matrices $\{A_i\}$ follow the normal distribution $\mathcal{N}(0, 1)$. The measurement vector $b_i = A_i x_0 + \eta_i$; the elements of the noise vector $\eta_i$ follow the normal distribution $\mathcal{N}(0, 0.1)$. In the tests of average consensus, $\{A_i\}$ reduce to identity matrices and are no longer random.

In the simulation, we assume that $L$ agents are uniformly randomly deployed in a $100 \times 100$ area. All agents have a common communication range $r_C$, which is chosen such that the networked multi-agent system is connected. Given $r_C$, the average node degree $d$ can be calculated. We consider the following three scenarios: #1) $L = 50, M = 1, N = 1, \{A_i\} = 1, r_C = 30, d \simeq 12$; #2) $L = 50, M = 10, N = 5, r_C = 30, d \simeq 12$; #3) $L = 200, M = 10, N = 5, r_C = 15, d \simeq 12$. Scenario #1 is the average consensus test. Throughout the simulations, we set $\beta = \tau\mu$ in MB-ADM with $\tau = 0.9$.

Convergence rate for average consensus

Under different choices of $c, \mu$, and $\beta$, the values of $\rho_T$ for TB-ADM and the values of $\rho_M$ for MB-ADM with respect to scenario #1 are shown in Figure 1. For TB-ADM, $\rho_T$ sharply reduces when $c$ increases from 0; after a certain turning point (at $c^* \simeq 0.17$) which corresponds to the fastest convergence rate, $\rho_T$ steadily increases. The curve of $\rho_M$ for MB-ADM shows to be more complicated due to the existence of two parameters, $\mu$ and $\beta$. For each $\mu$, $\rho_M$ steadily reduces when $\beta$ increases from 0, then sharply goes to be larger than 1 which corresponds to divergence. The larger $\mu$, the wider convergence range for $\beta$; but the side-effect is the relatively slower convergence rate. The curve of particular interest to us is $\mu = c^* \simeq 0.17$. In this curve, $2\beta = c^* \simeq 0.17$ corresponds to Case 1 in Proposition 2; namely, when MB-ADM reduces to TB-ADM. Increasing $\beta$ from $c^*$, $\rho_M$ still decreases until reaching a turning point $2\beta = 2c^* \simeq 0.34$, which corresponds to Case 2 in Proposition 2. This simulation validates our analysis in Section 5.2, as well as the proposed parameter selection rule (namely, setting a ratio $\tau, \frac{1}{2} \leq \tau \leq 1$, such that $\beta = \tau\mu$).

Simulation results about the actual convergence properties are shown in Figure 2. By absolute error we denote the $\ell_2$-norm of the distance between the current solution and the centralized optimal solution. Though the convergence rates of MB-ADM and TB-ADM are at the same magnitude, MB-ADM shows to be slightly superior to TB-ADM.

According to the theoretical analysis in Sections 4.1 and 4.2, the estimated convergence rates of MB-ADM and TB-ADM are $\sim t^{(\kappa_M-1)}\rho_M^c$ and $\sim t^{(\kappa_T-1)}\rho_T^c$, respectively. However, numerical simulations show that they are loose bounds; the actual convergence rate, as we can observe from Figure 2, are linear.
Performance Comparison

Figures 3 and 4 depict the convergence properties of the two decentralized consensus optimization algorithms for scenarios #2 and #3, respectively. The parameters $\mu$ and $c$ are tuned to be near the best ones with. Here we still have $\beta = \tau \mu$ with $\tau = 0.9$. For either the medium network in scenario #2 or the large network in scenario #3, both algorithms linearly converge to the optimal solution. Comparing the two decentralized algorithms, MB-ADM outperforms TB-ADM in each scenario regarding convergence rate.

What of particular interest to us is whether the decentralized algorithms are scalable to network size. Observing Figure 3 with $L = 50$ agents and $d \simeq 12$, and Figure 4 with $L = 200$ agents and $d \simeq 12$, we can find that the convergence rates of the two algorithms are more dependent on the average node degree other than on the network size.

These numerical experiments verify the well-recognized claim that decentralized optimization may improve the performance of a networked multi-agent system with respect to network scalability.

Communication cost

Communication cost, in terms of energy consumption and bandwidth, is the major design consideration of a resource-limited networked multi-agent system, and can be approximately evaluated by the volume of information exchange during the decentralized consensus optimization process. Ignoring the extra burden of coordinating the network, for each agent, the communication cost is proportional to the number of iterations multiplied by the volume of information exchange per iteration. Therefore, reducing the information exchange per iteration is of critical importance to the design of lightweight algorithms.

Comparing the two decentralized consensus optimization algorithms, the information exchange per iteration is decided by the communication mode of agents, namely, broadcast or unicast. In the broadcast mode, one agent can send one piece of information to all of its neighbors with one transmission; contrarily, in the unicast mode, the agent needs multiple transmissions to do so. The two modes both have their pros and cons. The broadcast mode utilizes the characteristic of wireless communication, but may brings difficulties in coordinating the network, such as avoiding collisions. Though the unicast mode consumes much more transmissions, the randomized-gossip-like scheme is very useful in communication for the sake of robustness [37]. The average volume of information exchange per iteration of the four decentralized consensus optimization algorithms are outlined in Table 1, for both the broadcast and unicast modes.

In summary, the decentralized consensus optimization algorithms, no matter with the broadcast or unicast mode,
are scalable to the network size. Since the number of iterations is proportional to the average node degree \( d \), the overall average volume of information exchange is \( \sim Nd \) for the broadcast mode and \( \sim Nd^2 \) for the unicast mode. As a comparison, consider a centralized networked multi-agent system uniformly randomly deployed in a two-dimensional area with a fusion center which collects measurement vectors from all agents. The average volume of information exchange is \( \sim ML \) while the worst one is \( \sim ML \) for agents near the fusion center. When the network size \( L \) increases, the communication cost caused by the centralized network infrastructure is unaffordable and the decentralized network infrastructure is hence superior.

### Conclusion

This article considers solving the decentralized consensus optimization problem with the parallel version multi-block ADM in a networked multi-agent system. The traditional ADM can be used but it requires the introduction of a second block of auxiliary variables whereas our method takes advantages of the problem’s nature of having multiple blocks of variables. We analyze the rate of convergence of our method applied to the average consensus problem. Analysis results that the two-block ADM is a special case of the multi-block ADM on average consensus. With extensive numerical experiments, we demonstrate the effectiveness of the proposed algorithm.

In the implementation of a networked multi-agent system, practical issues such as packet loss, asynchronization, and quantization are inevitable. This article assumes that the communication links are reliable, the network time is slotted and well synchronized, and the exchanged information is not quantized. We would like to address these issues in future research.

### Appendix 1

This section provides some theoretical results in the article.

### Development of MB-ADM

The decentralized consensus optimization problem (2) with neighboring consensus constraints can be rewritten as the form of (5). Apparently, \( g_i = f_i, \theta_i = x^{(i)}, \) and \( e \) is an \( L^2N \times 1 \) zero vector. Each \( D_i \) is an \( L^2N \times N \) matrix with \( L \) blocks of \( N \times N \) matrices. Each block of \( D_i \) can be defined as follows. Consider an \( L \times L \) matrix \( U^{(i)} \), whose \((i,j)'\)th entry \( U^{(i)}_{ij} = 1 \) if \( j = i \) and \( i \in N_i, U^{(i)}_{ij} = -1 \) if \( j = i \) and

\[ f \in N_i, \text{ and } U^{(i)}_{ij} = 0 \text{ otherwise}. \]

The \((i' + Lj' - L)\)th block of \( D_i \) is \( U^{(i)}_{ij}I_N \), where \( I_N \) is an \( N \times N \) identity matrix. Subtracting them to the multi-block ADM, we can find that in optimizing \( x^{(i)} \), agent \( i \) only needs its local information as well as part of \( q \); on the other hand, to update its corresponding part of \( q \) and \( \lambda \), each agent only needs based on the information from itself and its neighbors. The resulting algorithm is hence fully decentralized due to the nice structure of \( D_i \).

At time \( t \), the multi-block ADM works as follows:

1. **Step 1: Updating the auxiliary variables \( \{q_{ji}\} \):**
   \[
   q_{ji}(t + 1) = \lambda_{ji}(t) + \beta \left(x^{(i)}(t) - x^{(j)}(t)\right), \quad \forall i, \forall j \in N_i. \tag{8}
   \]

2. **Step 2: Optimizing the local copies \( \{x^{(i)}\} \):**
   \[
   x^{(i)}(t + 1) = \arg \min_{x^{(i)}} \sum_{j \in N_i} (q_{ji}(t + 1) - q_{ji}(t + 1))x^{(j)}(t) + \mu |N| \|x^{(i)}(t)\|_2^2 \tag{9}
   \]

3. **Step 3: Updating the Lagrange multipliers \( \{\lambda_{ji}\} \):**
   \[
   \lambda_{ji}(t + 1) = \lambda_{ji}(t) + \beta \left(x^{(i)}(t + 1) - x^{(j)}(t + 1)\right), \quad \forall i, \forall j \in N_i. \tag{10}
   \]

Note that \( \beta \) and \( \mu \) are positive constant parameters used by the multi-block ADM.

The updating rules (8), (9), and (10) can also be further simplified. Since we often set \( \{\lambda_{ji}(0)\} \) as 0, (8) and (10) imply that \( q_{ji}(t + 1) = -q_{ji}(t + 1) \) and \( \lambda_{ji}(t + 1) = -\lambda_{ji}(t + 1) \). Summing up the two sides of (8) and (10) and defining a new auxiliary variable \( q_i = \sum_{j \in N_i} q_{ji} \) as well as a new Lagrange multiplier \( \lambda_i = \sum_{j \in N_i} \lambda_{ji} \), their updating rules are:

\[
q_i(t + 1) = \lambda_i(t) + \beta |N| \sum_{j \in N_i} x^{(i)}(t) - \beta \sum_{j \in N_i} x^{(i)}(t), \tag{11}
\]

\[
\lambda_i(t + 1) = \lambda_i(t) + \beta |N| \sum_{j \in N_i} x^{(i)}(t + 1) - \beta \sum_{j \in N_i} x^{(i)}(t + 1). \tag{12}
\]

Hence (9) simplifies to:

\[
x^{(i)}(t + 1) = \arg \min_{x^{(i)}} \sum_{q_{ji}} f_i(x^{(i)}(t)) + 2q^T \beta (t + 1) x^{(i)}(t) + \mu |N| \|x^{(i)}(t + 1)\|_2^2. \tag{13}
\]
State transition equation of MB-ADM
Combining the updating rules of \(q_i(t + 1)\) and \(q_i(t)\) in (11) and the updating rule of \(\lambda_i(t)\) in (12), we get:

\[
q_i(t + 1) - q_i(t) = 2\beta|N_i|x_i(t) - 2\beta \sum_{j \in N_i} x_j(t)
- \beta|N_i|x_i(t - 1) + \beta \sum_{j \in N_i} x_j(t - 1).
\]

(14)

Substituting \(f_j(x_i(t)) = \frac{1}{2}||x_i(t) - b_j||_2^2\) into (13), the optimality condition for \(x_i(t + 1)\) is:

\[
x_i(t + 1) + 2q_i(t + 1) + 2\mu|N_i|x_i(t + 1) - 2\mu|N_i|x_i(t)
- b_i = 0.
\]

(15)

Combining the optimality conditions of \(x_i(t + 1)\) and \(x_i(t)\) and (14) leads to:

\[
x_i(t + 1) = \frac{1 - 4\beta|N_i| + 4\mu|N_i|}{1 + 2\mu|N_i|}x_i(t) + \frac{4\beta}{1 + 2\mu|N_i|} \sum_{j \in N_i} x_j(t) + \frac{2\beta|N_i| - 2\mu|N_i|}{1 + 2\mu|N_i|}x_i(t - 1)
- \frac{2\beta}{1 + 2\mu|N_i|} \sum_{j \in N_i} x_j(t - 1).
\]

(16)

The initial state is \(s_M(1) = \left[ \frac{b_1}{1 + 2\mu|N_i|}, \ldots, \frac{b_i}{1 + 2\mu|N_i|}, 0, \ldots, 0 \right]\) when each agent \(i\) initializes \(q_i(0) = 0, x_i(0) = 0, \) and \(\lambda_i(0) = 0\).

Proof of Property 1 in Proposition 1
It is straightforward to show that \(\rho_{M1} = 1\) is an eigenvalue of \(\Phi_M\) as well as \(I_{M1}\) and \(r_{M1}\) is its corresponding left and right eigenvectors. Next we prove that \(\rho_{M1} = 1\) is with multiplicity 1 by contradiction. If \(\rho_{M1} = 1\) belongs to a larger Jordan block, there exists a vector \([w^T, \tilde{w}^T]^T\), such that \(\Phi_M[w^T, \tilde{w}^T]^T = [w^T, \tilde{w}^T]^T + [1, \ldots, 1, 1]^T\). Here \(w\) and \(\tilde{w}\) are both \(L \times 1\) vectors (see [36], Fact 2). Observing the lower half of \(\Phi_M\), apparently \(\tilde{w} = w - [1, \ldots, 1]^T\). Suppose that \(w_k\) has the largest real part among all elements of \(w\). Picking up the \(k\)th row of \(\Phi_M[w^T, \tilde{w}^T]^T = [w^T, \tilde{w}^T]^T + [1, \ldots, 1, 1]^T\), we have:

\[
(1 - 4\beta|N_k| + 4\mu|N_k|)w_k + \frac{2\beta|N_k| - 2\mu|N_k|}{1 + 2\mu|N_k|} (w_{k-1})
+ \sum_{j \in N_k} \left( \frac{4\beta}{1 + 2\mu|N_k|} w_j - \frac{2\beta}{1 + 2\mu|N_k|} (w_{j-1}) \right) = w_k + 1,
\]

(17)

or equivalent to:

\[
\frac{2\mu|N_k|}{1 + 2\mu|N_k|} + \sum_{j \in N_k} \frac{2\beta}{1 + 2\mu|N_k|} w_j = 1 + \frac{2\beta|N_k|}{1 + 2\mu|N_k|}.
\]

(18)

Denote the real part of \(w_k\) and \(w_j\) as \(\text{Re}(w_k)\) and \(\text{Re}(w_j)\), respectively. Recalling that \(\text{Re}(w_k) \geq \text{Re}(w_j)\) and picking up the real part of (18), we have:

\[
1 + \frac{2\beta|N_k|}{1 + 2\mu|N_k|} \text{Re}(w_k) = \frac{2\mu|N_k|}{1 + 2\mu|N_k|}
+ \sum_{j \in N_k} \frac{2\beta}{1 + 2\mu|N_k|} \text{Re}(w_j)
\leq \frac{2\mu|N_k|}{1 + 2\mu|N_k|}
+ \sum_{j \in N_k} \frac{2\beta}{1 + 2\mu|N_k|} \text{Re}(w_k)

= \frac{2\mu|N_k|}{1 + 2\mu|N_k|} + \sum_{j \in N_k} \frac{2\beta|N_k|}{1 + 2\mu|N_k|}.
\]

(19)

This leads to contradiction. Hence \(\rho_{M1} = 1\) is an eigenvalue of \(\Phi_M\) with multiplicity 1.

Proof of Proposition 2
Denote the \(k\)th eigenvalue of \(\Phi_i\) as \(\rho_{Mi}\). Apparently, its eigenvectors should have the form of \([\rho_{Mi}v^T, v^T]^T\) where \(v^T = [v_1, \ldots, v_L]^T\) is a nonzero vector, since the lower half of \(\Phi_M\) is \([I_{L \times L}, 0_{L \times L}]\). Suppose that \(v_L\) has the largest norm (here we use \(||\cdot||\) to denote the norm of a complex number) among all elements of \(v\). Then picking up the \(k\)th row of \(\Phi_M[\rho_{Mi}v^T, v^T]^T = \rho_{Mi}[\rho_{Mi}v^T, v^T]^T\), we have:

\[
\left( 1 - 4\beta|N_k| + 4\mu|N_k| \right) \rho_{Mi} + \frac{2\beta|N_k| - 2\mu|N_k|}{1 + 2\mu|N_k|} v_k
+ \sum_{j \in N_k} \left( \frac{4\beta}{1 + 2\mu|N_k|} \rho_{Mi} - \frac{2\beta}{1 + 2\mu|N_k|} \right) v_j = \rho_{Mi}^2 v_k,
\]

(20)
or equivalently:
\[
\left(\rho_{Mi} - \frac{1 - 4\beta|\mathcal{N}_k| + 4\mu|\mathcal{N}_k|}{1 + 2\mu|\mathcal{N}_k|}\rho_{Mi} - \frac{2\beta|\mathcal{N}_k| - 2\mu|\mathcal{N}_k|}{1 + 2\mu|\mathcal{N}_k|}\right)\nu_j
= \sum_{j \in \mathcal{N}_k} \left(\frac{4\beta}{1 + 2\mu|\mathcal{N}_k|} \rho_{Mi} - \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|}\right)\nu_j.
\]
(21)

Since \(v_k\) has the largest norm among all elements of \(v\), taking norms for the both sides of (21) leads to:
\[
\left(\rho_{Mi} - \frac{1 - 4\beta|\mathcal{N}_k| + 4\mu|\mathcal{N}_k|}{1 + 2\mu|\mathcal{N}_k|}\rho_{Mi} - \frac{2\beta|\mathcal{N}_k| - 2\mu|\mathcal{N}_k|}{1 + 2\mu|\mathcal{N}_k|}\right)|v_k|
= \sum_{j \in \mathcal{N}_k} \left(\frac{4\beta}{1 + 2\mu|\mathcal{N}_k|} \rho_{Mi} - \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|}\right)|v_j|
\leq \sum_{j \in \mathcal{N}_k} \left(\frac{4\beta}{1 + 2\mu|\mathcal{N}_k|} \rho_{Mi} - \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|}\right)|v_j|
\leq \sum_{j \in \mathcal{N}_k} \left|\frac{4\beta|\mathcal{N}_k|}{1 + 2\mu|\mathcal{N}_k|} \rho_{Mi} - \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|}\right| |v_j|
\leq \left|\frac{4\beta|\mathcal{N}_k|}{1 + 2\mu|\mathcal{N}_k|} \rho_{Mi} - \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|}\right| |v_k|.
\]
(22)

Notice that the inequilities turn to equalities when and only when \(v_j = v_k, \forall j \in \mathcal{N}_k\). As \(v_k\) has the largest norm among all elements of \(v\), any \(v_j\) with \(j \in \mathcal{N}_k\) also has such inequilities, and the inequilities turn to equalities when and only when \(v_j = v_k, \forall j \in \mathcal{N}_k\). Because the network is connected, we can deduce that these inequilities turn to equalities when and only when \(|v_j|\) are all equal. This corresponds to the eigenvalue \(\rho_{Mi} = 1\). Canceling \(|v_k|\) from the both sides and defining \(d_1 = \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|}\) and \(d_2 = \frac{2\mu}{1 + 2\mu|\mathcal{N}_k|}\), (22) is equivalent to:
\[
|\rho_{Mi}^2 - \rho_{Mi} + 2d_1\rho_{Mi} - d_2\rho_{Mi} - d_1 + d_2| \leq |2d_1\rho_{Mi} - d_1|.
\]
(23)

Let us consider the two nontrivil special cases.

**Case 1.** The parameters \(\mu\) and \(\beta\) are chosen such that \(\mu = 2\beta > 0\); further, \(\frac{2\beta}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{4}\) and \(\frac{2\mu}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{4}\) for all \(j = 1, 2, \ldots, L\).

In this case, \(d_1 = \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{4}\) and \(d_2 = \frac{2\mu}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{4}\).

Let us choose \(d = d_1 = d_2, \frac{1}{4} > d > 0\). Hence, (23) simplifies to:
\[
|\rho_{Mi}^2 - \rho_{Mi} + d| \leq |2d\rho_{Mi} - d|.
\]
(24)

Define \(w = \rho_{Mi} - \frac{1}{2}\), we have:
\[
|w^2 + d - \frac{1}{4}| \leq 2d|w|
\]
\[
\Rightarrow |w^2 + d - \frac{1}{4}| \leq 2d|w|
\]
\[
\Rightarrow |w|^2 - 2d|w| + d^2 \leq d^2 - d + \frac{1}{4}
\]
(25)
\[
\Rightarrow (|w| - d)^2 \leq (d - \frac{1}{2})^2
\]
\[
\Rightarrow |w| \leq \frac{1}{2}
\]

Recall that \(|w| = \frac{1}{2}\) only for \(\rho_{Mi} = 1\). For any other eigenvalues, \(|w| < \frac{1}{2}\), and hence \(|\rho_{Mi}| < 1\) for \(i \neq 1\).

**Case 2.** The parameters \(\mu\) and \(\beta\) are chosen such that \(\mu = \beta > 0\); further, \(\frac{2\beta}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{4}\) and \(\frac{2\mu}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{4}\) for all \(j = 1, 2, \ldots, L\).

In this case, \(d_1 = \frac{2\beta}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{2}\) and \(d_2 = \frac{2\mu}{1 + 2\mu|\mathcal{N}_k|} < \frac{1}{2}\).

Let us choose \(d = d_1 = d_2, \frac{1}{2} > d > 0\). Hence, (23) simplifies to:
\[
|\rho_{Mi}^2 - \rho_{Mi} + d\rho_{Mi} - d| \leq |2d\rho_{Mi} - d|.
\]
(26)

Let us prove the conclusion by contradiction. Suppose that there exists a \(\rho_{Mi}\) with \(|\rho_{Mi}| \geq 1\) satisfies (26), then:
\[
|\rho_{Mi}^2 - \rho_{Mi} + d\rho_{Mi} - d| \leq |2d\rho_{Mi} - d|
\]
\[
\Rightarrow |\rho_{Mi} - 1 + d| \leq |2d\rho_{Mi} - d|
\]
\[
\Rightarrow |\rho_{Mi} - \frac{1}{2} - \frac{1}{2} + d \leq 2d|\rho_{Mi} - \frac{1}{2}|
\]
(27)
\[
\Rightarrow |\rho_{Mi} - \frac{1}{2}| \leq \frac{1}{2}
\]
\[
\Rightarrow |\rho_{Mi}| \leq 1
\]

Again, the inequalities turns to equalities only for \(\rho_{Mi} = 1\). For any other eigenvalue \(\rho_{Mi}\), we have \(|\rho_{Mi}| < 1\) which contradicts with \(|\rho_{Mi}| \geq 1\). Therefore, \(|\rho_{Mi}| < 1\) for \(i \neq 1\).

**State transition equation of TB-ADM**

Substituting \(f_i(x^{(i)}) = \frac{1}{2}||x^{(i)} - b_i||^2_2\) into:
\[
x^{(i)}(t + 1) = \arg\min_{x^{(i)}} f_i(x^{(i)}) + a_i^T(t)x^{(i)} + c \sum_{j \in \mathcal{N}_i} ||x^{(j)}||
\]
\[
- \frac{1}{2} \left(x^{(i)}(t) + x^{(j)}(t)\right)||^2_2,
\]
the optimality condition for $x^{(i)}(t+1)$ is:
\[
(1 + 2c|\mathcal{N}_i|) x^{(i)}(t+1) - c|\mathcal{N}_i| x^{(i)}(t) - \sum_{j \in \mathcal{N}_i} x^{(j)}(t) + \alpha_i(t) - b_i = 0.
\]

Considering $x^{(i)}(t)$, the optimality condition is correspondingly:
\[
(1 + 2c|\mathcal{N}_i|) x^{(i)}(t) - c|\mathcal{N}_i| x^{(i)}(t-1) - c \sum_{j \in \mathcal{N}_i} x^{(j)}(t-1) + \alpha_i(t-1) - b_i = 0.
\]

Combining (28) and (29) with:
\[
\alpha_i(t+1) = \alpha_i(t) + c|\mathcal{N}_i| x^{(i)}(t+1) - c \sum_{j \in \mathcal{N}_i} x^{(j)}(t+1),
\]
the state transition equation for agent $i$ is:
\[
x^{(i)}(t+1) = x^{(i)}(t) + \frac{2c}{1 + 2c|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} x^{(j)}(t) - \frac{c|\mathcal{N}_i|}{1 + 2c|\mathcal{N}_i|} x^{(i)}(t-1) - \frac{c}{1 + 2c|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} x^{(j)}(t-1).
\]
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