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Abstract

Gradient-based hyperparameter optimization has earned a widespread popularity in the context of few-shot meta-learning, but remains broadly impractical for tasks with long horizons (many gradient steps), due to memory scaling and gradient degradation issues. A common workaround is to learn hyperparameters online, but this introduces greediness which comes with a significant performance drop. We propose forward-mode differentiation with sharing (FDS), a simple and efficient algorithm which tackles memory scaling issues with forward-mode differentiation, and gradient degradation issues by sharing hyperparameters that are contiguous in time. We provide theoretical guarantees about the noise reduction properties of our algorithm, and demonstrate its efficiency empirically by differentiating through $\sim 10^4$ gradient steps of unrolled optimization. We consider large hyperparameter search ranges on CIFAR-10 where we significantly outperform greedy gradient-based alternatives, while achieving $\times 20$ speedups compared to the state-of-the-art black-box methods. Code is available at: https://github.com/polo5/FDS

1 Introduction

Deep neural networks have shown tremendous success on a wide range of applications, including classification [1], generative models [2], natural language processing [3] and speech recognition [4]. This success is in part due to effective optimizers such as SGD with momentum or Adam [5], which require carefully tuned hyperparameters for each application. In recent years, a long list of heuristics to tune such hyperparameters has been compiled by the deep learning community, including things like: how to best decay the learning rate [6], how to scale hyperparameters with the budget available [7], and how to scale learning rate with batch size [8]. Unfortunately these heuristics are often dataset specific and architecture dependent [9]. They also don’t apply well to new optimizers [10], or new tools, like batch normalization which allows for larger learning rates [11].

With so many ways to choose hyperparameters, the deep learning community is at risk of adopting models based on how much effort went into tuning them, rather than their methodological insight. The field of hyperparameter optimization (HPO) aims to find hyperparameters that provide a good generalization performance automatically. Unfortunately, existing tools are rather unpopular for deep learning, largely owing to their computational cost. The method developed here is a gradient-based HPO approach; that is, it calculates hypergradients, i.e. the gradient of some validation loss with respect to each hyperparameter. Gradient-based HPO should be more efficient than black-box methods as the dimensionality of the hyperparameter space increases, since it is able to utilize gradient information rather than rely on trial and error. In practice however, learning hyperparameters with gradients has only been popular in few-shot learning tasks where the horizon is short, i.e. where the underlying task is solved with a few gradient steps. This is because long horizons cause hypergradient degradation, and incur a memory cost that makes reverse-mode differentiation prohibitive.
Greedy gradient-based methods alleviate both of these issues by calculating local hypergradients based on intermediate validation losses. Unfortunately, this introduces some bias [15] and results in a significant performance drop, which we are able to quantify in this work. We make use of forward-mode differentiation, which has been shown to offer a memory cost constant with horizon size. However, previous forward-mode methods don’t address gradient degradation explicitly and are thus limited to the greedy setting [16, 17].

We introduce FDS (Forward-mode Differentiation with hyperparameter Sharing), which to the best of our knowledge demonstrates for the first time that hyperparameters can be differentiated non-greedily over long horizons. Specifically, we make the following contributions: (1) we propose to share hyperparameters through time, both motivating it theoretically and with various experiments, (2) we combine the above in a forward-mode differentiation algorithm, and (3) we show that our method can significantly outperform various HPO algorithms, for instance when learning the hyperparameters of the SGD-momentum optimizer.

2 Related Work

There are many ways to perform hyperparameter optimization (HPO) [18], including Bayesian optimization (BO) [19], reinforcement learning [20], evolutionary algorithms [21] and gradient-based methods [22]. The state-of-the-art in HPO depends on the problem setting, but black-box methods like Hyperband (HB) [12], and its combination with BO into a method called BOHB [13] have been the most popular. Modern work in meta-learning deals with various forms of gradient-based HPO [23], but usually focuses on the few-shot regime [24] where horizons are conveniently short (~ 10 steps) while we focus on long horizons (~ 10^4 steps).

Gradient-based HPO. Using the gradient of some validation loss with respect to the hyperparameters is typically the preferred choice when the underlying optimization is differentiable. This is a type of constrained optimization [25] which stems from earlier work on backpropagation through time [26] and real-time recurrent learning [27]. Unfortunately, differentiating optimization is an expensive procedure in both time and memory, and most proposed methods are limited to small models and toy datasets [28–30]. Efforts to make the problem more tractable include optimization shortcuts [31], truncation [32] and implicit gradients [33–35]. Truncation can be combined with our approach but produces biased gradients [36], while implicit differentiation is only applicable to hyperparameters that define the training loss (e.g. augmentation) but not to hyperparameters that define how the training loss is minimized (e.g. optimizer hyperparameters). Forward-mode differentiation [27] boasts a memory cost constant with horizon size, but gradient degradation has restricted its use to the greedy setting [16, 17].

Greedy Methods. One trick that prevents gradient degradation and significantly reduces compute and memory cost is to solve the bilevel optimization greedily. This has become the default trick in various long-horizon problems, including HPO over optimizers [14, 16, 17, 37], architecture search [38], dataset distillation [39] or curriculum learning [40]. Greediness refers to finding the best hyperparameters locally rather than globally. In practice, it involves splitting the inner optimization problem into smaller chunks (often just one batch), and solving for hyperparameters over these smaller horizons instead; often in an online fashion. We formalize greediness in Section 3.2. In this paper we expand upon previous observations [15] and take the view that greediness fundamentally solves
for the wrong objective. Instead, the focus of our paper is to extend forward-mode differentiation methods to the non-greedy setting.

**Gradient Degradation.** Gradient degradation of some scalar w.r.t a parameter is a broad issue that arises when that parameter influences the scalar in a chaotic fashion, such as through long chains of nonlinear mappings. This manifests itself in HPO as vanishing or exploding hypergradients, due to low or high curvature components of the validation loss surface. This leads to hypergradients that have a large variance, making differentiation through long horizons impractical. This is usually observed in the context of recurrent neural networks [41, 42], but also in reinforcement learning [43] and HPO [29]. Solutions like LSTMs [44] and gradient clipping [45] have been proposed, but are respectively inapplicable and insufficient to long-horizon HPO. Variational optimization [36] and preconditioning warp-layers [46] can mitigate gradient degradation, but these methods are expensive in memory and therefore are limited to small architectures and/or a few hundred inner steps. In comparison, we differentiate over ~ $10^4$ inner steps for WideResNets [47].

### 3 Background

#### 3.1 Problem statement

Consider a neural network with weights $\theta$, trained to minimize a loss $L_{\text{train}}$ over a dataset $D_{\text{train}}$. This is done by taking $T$ steps with a gradient-based optimizer $\Phi$, which uses a collection of hyperparameters $\lambda \in \mathbb{R}^T$. For clarity of notation, consider that $\Phi$ uses one hyperparameter per step, written $\lambda_{[t]}$, where indices are shown in brackets to differentiate them from a variable evaluated at time $t$. We can explicitly write out this optimizer as $\Phi : \theta_{t+1} = \Phi(L_{\text{train}}(\theta_{t}, D_{\text{train}}), \lambda_{[t+1]}) \forall t \in \{1, 2, \ldots, T\}$. Note that $\theta_t$ is a function of $\lambda_{[1:t]}$, and it follows that $\theta_T = \theta_T(\lambda_{[1:T]}) = \theta_T(\lambda)$.

We would like to find the hyperparameters $\lambda^*$ such that the result, at time $T$, of the gradient process minimizing objective $L_{\text{train}}$, also minimizes some generalization loss $L_{\text{val}}$ on a validation dataset $D_{\text{val}}$. This can be cast as the following constrained optimization:

\[
\lambda^* = \arg \min_{\lambda} L_{\text{val}}(\theta_T(\lambda), D_{\text{val}}) \quad (1)
\]

subject to $\theta_{t+1} = \Phi(L_{\text{train}}(\theta_{t}, D_{\text{train}}), \lambda_{[t+1]}) \quad (2)$

The inner loop in Eq 2 expresses a constraint on the outer loop in Eq 1. In gradient-based HPO, our task is to compute the hypergradient $\frac{dL_{\text{val}}}{d\lambda}$ and update $\lambda$ accordingly. Note that some methods require $\theta_T(\lambda) = \arg \min_{\theta} L_{\text{train}}(\theta, D_{\text{train}}, \lambda)$ with $L_{\text{train}}$ being a function of $\lambda$ explicitly [33–35], in which case the above becomes a bilevel optimization [48]. Our algorithm waives these requirements.

#### 3.2 Greediness

Let $H$ be the horizon, which corresponds to the number of gradient steps taken in the inner loop (to optimize $\theta$) before one gradient step is taken in the outer loop (to optimize $\lambda$). When solving Eq 1 non-greedily we have $H = T$. However, most modern approaches are greedy [14, 16, 37–39], in that they rephrase the above problem into a sequence of several independent problems of smaller horizons, where $\lambda^*_{[t:t+H]}$ is learned in the outer loop subject to an inner loop optimization from $\theta_t$ to $\theta_{t+H}$ with $H \ll T$. Online methods such as Hypergradient Descent (HD) [14] are an example of greedy differentiation, where $H = 1$ and $\lambda_{[t]}$ is updated at time $t$. Instead, non-greedy algorithms like FDS only update $\lambda_{[t]}$ at time $T$.

Greediness has many advantages: it mitigates gradient degradation, makes hypergradients cheaper to compute, and it requires less memory when used with reverse-mode differentiation. However, greedy methods look for $\lambda^*$ that does well locally rather than globally, i.e. they constrain $\lambda^*$ to a subspace of solutions such that $\theta_{Ht}, \theta_{2H}, \ldots, \theta_T$ all yield good validation performances. In our experiments, we found that getting competitive hyperparameters with greediness often revolves around tricks like online learning with a very low outer learning rate combined with hand-tuned initial hyperparameter values, to manually prevent convergence to small values. But solving the greedy objective correctly leads to poor solutions, a special case of which was previously described as the “short-horizon bias” [15]. In FDS, we learn global hyperparameters in a non-greedy fashion, which means that the hypergradient $\frac{dL_{\text{val}}}{d\lambda}$ is only ever calculated at $\theta_T$. 

3
### 3.3 Forward-mode differentiation of modern optimizers

The vast majority of meta-learning applications use reverse-mode differentiation in the inner optimization problem (Eq 2) to optimize \( \theta \). However, the memory cost of using reverse-mode differentiation for the outer optimization (Eq 1) is \( O(FH) \), where \( F \) is the memory used by one forward pass through the network (weights plus activations). This is often referred to as backpropagation through time (BPTT). In the non-greedy setting where \( H = T \), BPTT is extremely limiting: for large networks, only \( T \approx 10 \) gradient steps could be solved with modern GPUs, while problems like CIFAR-10 require \( T \approx 10^4 \). Instead, we make use of forward-mode differentiation, which scales in memory as \( O(DN) \), where \( D \) is the number of weights and \( N \) is the number of learnable hyperparameters.

The additional scaling with \( N \) is a limitation if we learn one hyperparameter per inner step \( (N = T) \). Sharing hyperparameters (section 4.1) mitigates gradient degradation, but also conveniently allows for smaller values of \( N \).

For clarity of notation, we consider forward-mode hypergradients for the general case of using one hyperparameter per step, i.e. \( \lambda \in \mathbb{R}^T \). First, we use the chain rule to write \( d\mathcal{L}_{\text{val}}/d\lambda = (\partial\mathcal{L}_{\text{val}}/\partial\theta_T)(\partial\theta_T/d\lambda) \) where the direct gradient has been dropped since \( \partial\mathcal{L}_{\text{val}}/\partial\lambda = 0 \) for optimizer hyperparameters. The first term on the RHS is trivial and can be obtained with reverse-mode differentiation as usual. The second term is more problematic because \( \theta_T = \theta_T(\theta_{T-1}(\theta_{T-2}(\ldots), \lambda_{[T-1]}), \lambda_{[T]} \). We use the chain rule again to calculate this term recursively:

\[
\frac{d\theta_t}{d\lambda} = \left. \frac{\partial \theta_t}{\partial \theta_{t-1}} \right|_{\lambda} \frac{d\theta_{t-1}}{d\lambda} + \left. \frac{\partial \theta_t}{\partial \lambda} \right|_{\theta_{t-1}}
\]

which we write as \( Z_t = A_t Z_{t-1} + B_t \) (3)

where \( \theta_t \in \mathbb{R}^D, \lambda \in \mathbb{R}^T, Z_t \in \mathbb{R}^{D \times T}, A_t \in \mathbb{R}^{D \times D} \) and \( B_t \in \mathbb{R}^{D \times T} \). Note that the columns of \( Z \) at step \( t \) are zeros for indices \( t+1, t+2, \ldots, T \), since the hyperparameters at those steps haven’t been used yet.

The expressions for \( A_t \) and \( B_t \) depend on the specific hyperparameters we are differentiating. In this work, we consider the most popular optimizer, namely SGD with momentum and weight decay.

To the best of our knowledge, previous work focuses on simpler versions of this optimizer, usually by removing momentum and weight decay, and only learns the learning rate, greedily. We use Pytorch’s update rule for SGD [49], namely \( \theta_t = \Phi(\theta_{t-1}) = \theta_{t-1} - \alpha_t v_t \) with learning rate \( \alpha_t \), momentum \( \beta_t \), weight decay \( \xi_t \) and velocity \( v_t = \beta_t v_{t-1} + (\partial \mathcal{L}_{\text{train}}/\partial \theta_{t-1}) + \xi_t \theta_{t-1} \). Consider the case when we learn the learning rate schedule, namely \( \lambda = \alpha \). If we use the update rule without momentum [17], \( B_t \) is conveniently sparse: it is a \( D \times T \) matrix that only has one non-zero column at index \( t \) corresponding to \( \partial \theta_t/\partial \alpha_t \). However, we include terms like momentum and therefore the velocity depends on the hyperparameters of previous steps. In that case, a further recursive term \( C_t = (\partial \theta_t/\partial \lambda) \) must be considered to get exact hypergradients. Putting it together (see Appendix A) we obtain:

\[
\begin{align*}
A_t^\alpha &= 1 - \alpha_t \left( \frac{\partial^2 \mathcal{L}_{\text{train}}}{\partial \theta_{t-1}^2} + \xi_t \right) \\
B_t^\alpha &= -\beta_t \alpha_t C_{t-1}^\alpha - \delta_t^\alpha \left( \beta_t v_{t-1} + \left( \frac{\partial \mathcal{L}_{\text{train}}}{\partial \theta_{t-1}} + \xi_t \theta_{t-1} \right) \right) \\
C_t^\alpha &= \beta_t C_{t-1}^\alpha + \left( \xi_t 1 + \frac{\partial^2 \mathcal{L}_{\text{train}}}{\partial \theta_{t-1}^2} \right) Z_{t-1}^\alpha
\end{align*}
\]

(4)

where \( 1 \) is a \( D \times D \) identity matrix, and \( \delta_t^\alpha (q) \) turns a vector \( q \) of size \( D \) into a matrix of size \( D \times T \), whose \( t \)-th column is set to \( q \) and other columns to 0s. While the matrices in Eq 4 are updated online, the hyperparameters aren’t. This is because in the non-greedy setting we don’t have access to the hyperparameters until we have computed \( Z_T^\alpha \). A similar technique can be applied to momentum and weight decay to get \( Z_T^\beta \) and \( Z_T^\xi \) (see Appendix A). All hypergradient derivations in this paper were checked with finite differences. Note that we focus on learning the hyperparameters of SGD with momentum because it is the most common optimizer in the deep learning literature. However, just like reverse-mode differentiation, forward-mode differentiation can be applied to any differentiable hyperparameter, albeit with appropriate \( A_t \) and \( B_t \) matrices.
4 Non-greedy Differentiation Over Long Horizons

4.1 Hyperparameter sharing: trading off noise Long Horizons

The main challenge of doing non-greedy meta-learning over long horizons is gradient degradation. In HPO this arises because a small change in \( L_{train}(\theta_t) \) can cascade forward into a completely different \( \theta_T \), resulting in large fluctuations of the hypergradients. This noise makes the generalization loss hard to minimize (Eq 1). We find that the two main causes for this noise are the ordering of the training minibatches, and the weight initialization \( \theta_0 \). Ideally, the hyperparameters we learn should be agnostic to both of these factors, and so we would like to average out their effect on hypergradients.

**Ensemble averaging** The most obvious way to address the above is to compute all hypergradients across several random seeds, where each seed corresponds to a different dataset ordering and weight initialization. We could then obtain an average hypergradient \( \mu_t \) for each inner step \( t \). Here, \( \mu \in \mathbb{R}^T \) is often called an ensemble average in statistical mechanics. The issue with ensemble averaging in our setting is its computational and memory cost, since each random seed requires differentiating through \( T \) unrolled inner steps for \( T \) hyperparameters. This makes both reverse-mode and forward-mode differentiation intractable. We consider the ensemble average as optimal in our analysis, which allows us to derive an expression for the mean square error between our hypergradients estimate and \( \mu \).

**Time averaging** In FDS, we use the long horizon to our advantage and propose to do time averaging instead of ensemble averaging, i.e. we average out hypergradients across the inner loop (Eq 2) rather than the outer loop (Eq 1). More specifically, we sum hypergradients from \( W \) neighbouring time steps in the inner loop, which is exactly equivalent to sharing one hyperparameter over all these steps. The average is then obtained trivially by dividing by \( W \). For instance, when learning the learning rate schedule \( \alpha \) for \( H = 10^4 \) inner steps, we can learn \( \alpha \in \mathbb{R}^{10} \) where each learning rate is used for a window of \( W = 10^3 \) contiguous gradient steps. A stochastic system where the time average is equivalent to the ensemble average is called *ergodic* [50] and has been the subject of much research in thermodynamics [51] and finance [52]. In our case, hypergradients aren’t generally ergodic, and so using a single average hypergradient for \( W \) contiguous steps can introduce a bias. Informally, time averaging contiguous hypergradients leads to both noise reduction and bias increase, and we flesh out the nature of this trade-off in Theorem 4.1.

**Theorem 4.1.** Let each time step \( t \in \{1, 2, ..., T\} \) have a corresponding hyperparameter \( \lambda_t \) and non-greedy hypergradient \( g_t = \partial L_{val}(\theta_T)/\partial \lambda_t \). Each \( g_t \) is viewed as a random variable due to the sampling process of the weight initialization \( \theta_0 \) and the inner loop minibatch selection. Let \( g = [g_1, g_2, ..., g_T] \) be sufficiently well approximated by a Gaussian distribution \( g \sim \mathcal{N}(\mu, \Sigma) \), with mean \( \mu = [\mu_1, \mu_2, ..., \mu_T] \) and covariance matrix \( \Sigma \), where \( \mu \) corresponds to the optimal hyperparameters. Assume that the changes in the values of \( \mu \) over time are bounded, i.e. \( \mu \) can be written as the \( \epsilon \)-Lipschitz function \( \mu_{t+1} = \mu_t + \epsilon_t \), where \( \epsilon_t \in [-\epsilon, \epsilon] \). Finally, let \( c \in [0, 1] \) denote the maximum absolute correlation between the values of \( g \), i.e. \( c \geq |\Sigma_{tt^\prime}|/\sqrt{\Sigma_{tt}\Sigma_{t^\prime t^\prime}} \forall t \neq t^\prime \).

Then, we show that the mean squared error of the hypergradients with respect to \( \mu \) when sharing \( W \) contiguous hyperparameters has an upper bound:

\[
\begin{align*}
\text{MSE}_W & \leq \frac{(1 + c(W - 1))}{W} \text{MSE}_1 + c^2 \frac{(W^2 - 1)}{12} \\
\text{where} \quad \text{MSE}_1 & = \frac{1}{T} \sum_t \Sigma_{tt}
\end{align*}
\]

and so for sufficiently small \( \epsilon \) and \( c \) we have with certainty, \( \text{MSE}_W < \text{MSE}_1 \) for some \( W > 1 \), where \( \text{MSE}_1 \) is the hypergradient error without any sharing (See Appendix B for a proof).

**Discussion** Theorem 4.1 demonstrates how sharing \( W \) contiguous hyperparameters has two effects: 1) it reduces the hypergradient noise by a factor \( O(W/(1 + cW)) \) due to the averaging of noisy hypergradients, and 2) it increases the error up to an amount \( O(c^2W^2) \) due to an induced bias. Intuitively, averaging contiguous hypergradients maximally reduces noise when they aren’t correlated \((c = 0)\), and minimally increases bias when they are drawn from distributions of similar means \((c = 0)\). In the simpler case where hypergradients are iid and have the same variance at each step, namely \( g \sim \mathcal{N}(\mu, \sigma^2 \mathbf{1}) \), the expressions above become \( \text{MSE}_1 = \sigma^2 \) and \( \text{MSE}_W \leq \text{MSE}_1/W + c^2(W^2 - 1)/12 \). Note that in all cases, the upper bound on \( \text{MSE}_W \) has a single minimum \( W^* \) corresponding to the optimal trade-off between noise reduction and bias increase.
Figure 2: Hypergradients of $\alpha$ on SVHN for 100 seeds in the non-greedy (left) and greedy (middle) setting. The mean squared error is also shown (right), and is calculated with respect to the optimal hypergradient ($\mu$), i.e. the ensemble average of non-greedy hypergradients (dotted line in left figure). We can see that sharing hyperparameters over $W$ steps lowers the $MSE$ even for the small value of $T = 250$ used here. The best trade-off between noise reduction and bias increase is $W = 50$.

4.2 The FDS algorithm

As it is presented in Section 3.3, forward-mode differentiation would still have a memory cost that scales as $O(DT)$ since we are learning one hyperparameter per step. However, addressing gradient degradation by sharing hyperparameters also conveniently reduces that memory cost by a factor $W$ down to $O(DN)$, where $N = T/W$ is the number of unique hyperparameter values we learn. This is because we can safely average hypergradients without calculating them individually, by reusing the same column of $Z$ for $W$ contiguous steps. This is shown in Algorithm 1, when learning a schedule of $N^\alpha$ learning rates with FDS. Here, $Z^\alpha_i$ refers to the i-th column of matrix $Z^\alpha$. We don’t need to store $\mathcal{H}$ or $A^\alpha$ in memory since we calculate the Hessian matrix product $\mathcal{H}Z^\alpha$ directly. Most importantly, note that hyperparameters aren’t updated greedily or online, but are updated once per outer step, which corresponds to differentiating through the entire unrolled inner loop optimization and getting the exact hypergradients $\partial L_{\text{val}}(\theta_T)/\partial \alpha$.

The main cost of Algorithm 1 comes from calculating $\mathcal{H}Z^\alpha$. There exists several methods to approximate this product, but we found them too crude for long horizons. This includes first-order approximations or truncation [32], which can be adapted to FDS trivially. One could also use functional forms for more complex schedules to be learned in terms of fewer hyperparameters, but this typically makes stronger assumptions about the shape of each hyperparameter schedule, which can easily cloud the true performance of HPO algorithms. In practice, we calculate $\mathcal{H}Z^\alpha$ exactly, and use a similar form to Algorithm 1 to learn $\alpha$, $\beta$ and $\xi$.

Algorithm 1 Simplified FDS algorithm when learning $N^\alpha$ learning rates for the SGD optimizer with momentum. Each learning rate is shared over $W$ contiguous time steps

\begin{algorithm}
\caption{Simplified FDS algorithm when learning $N^\alpha$ learning rates for the SGD optimizer with momentum. Each learning rate is shared over $W$ contiguous time steps}
\begin{algorithmic}
\State Initialize: $N^\alpha$, $W = T/N^\alpha$, $\alpha = 0^{N^\alpha}$
\EndState
\For{$n = 1, 2, \ldots$}
\State Initialize: $D_{\text{train}}$, $D_{\text{val}}$, $\theta_{\beta} \in \mathbb{R}^D$
\EndState
\For{$t \in 1, 2, \ldots, T$}
\State $x_{\text{train}}, y_{\text{train}} \sim D_{\text{train}}$
\State $g_{\text{train}} = \partial L_{\text{train}}(x_{\text{train}}, y_{\text{train}})/\partial \theta$
\EndState
\State $i = \lceil t/W \rceil$
\State $\mathcal{H}Z^\alpha_{[1:i]} = \partial (g_{\text{train}}Z^\alpha_{[1:i]})/\partial \theta$
\State $Z^\alpha_{[1:i]} = A^\alpha Z^\alpha_{[1:i]} + B^\alpha_{[1:i]}$
\State update $C^\alpha$ (Eq 4)
\State $\theta_{i+1} = \phi(\theta_i, g_{\text{train}})$
\EndState
\State $g_{\text{val}} = \partial L_{\text{val}}(D_{\text{val}})/\partial \theta$
\State $\alpha \leftarrow \alpha - 0.1 \times g_{\text{val}}Z^\alpha/W$
\EndState
\end{algorithmic}
\end{algorithm}

5 Experiments

Our experiments show how FDS mitigates gradient degradation and outperforms competing HPO methods for tasks with a long horizon. In Sections 5.1 and 5.2 we consider small datasets (MNIST and SVHN) and a small network (LeNet) to make reverse-mode differentiation tractable, so that the effect of hyperparameter sharing can be directly measured. In Sections 5.3 and 5.4, we then showcase FDS on CIFAR-10 where only forward-mode differentiation is
tractable. All experiments are carried out on a single GTX 2080 GPU. More implementation details can be found in Appendix C.

5.1 The effect of hyperparameter sharing on hypergradient noise

We consider a LeNet network trained on an inner loop of $T = 250$ gradient steps, and calculate the hypergradients of the learning rate $\alpha$ across 100 seeds. Each seed is evaluated at the same value of $\alpha$, but corresponds to a different training dataset ordering and weight initialization. We can calculate the hypergradients greedily ($H = 1$) and non-greedily ($H = T$). The optimal hypergradients are considered to be the ensemble average of the non-greedy seeds as per Section 4.1, which allows an MSE to be calculated for each method. These results are shown in Figure 2 for a learning rate schedule initialized to small values. We observe that greediness is a poor approximation to the optimal hypergradients, and that time averaging contiguous hypergradients in the non-greedy case can significantly reduce the MSE even when averaging over only $W = 50$ steps.

The simplicity of this problem allows us to calculate $\Sigma$, $c$ and $\epsilon$ as defined in Theorem 4.1, to verify that our upper bound holds and that its shape as a function of $W$ is realistic. In the setting shown in Figure 2 we find $\epsilon = \max |\mu_{t+1} - \mu_t| \sim 0.08$ and $(1/T) \Sigma_{tt} \sim 0.25$. The value of the maximum correlation between any two steps, $c$, can be quite high which makes the upper bound loose. In practice however, the shape of the upper bound in Theorem 4.1 as a function of $W$ (as plotted in Appendix B) closely matches that of the measured MSE shown in Figure 2. Note that the values of $\epsilon$, $\Sigma$, and $c$ can vary depending on the value of $\alpha$. As illustrated in Theorem 4.1, we find that settings that have a smaller values of $\epsilon_t$ benefit from a larger $W$ and reduce the MSE more (see Appendix D for more examples).

5.2 The effect of hyperparameter sharing on HPO

In the section above, we considered hypergradient noise around a fixed hyperparameter setting. In this section, we consider how that noise and its mitigation translate to meta-learning hyperparameters over several outer steps.

In Figure 3, we initialize $\alpha = 0$ and train a LeNet network over 1 epoch ($T \sim 500$ gradient steps) on MNIST and SVHN. We compare the maximally greedy setting ($H = 1$), the non-greedy setting ($H = T$), and FDS (also $H = T$ but with sharing of $W \sim 50$ contiguous hyperparameters). In
Figure 4: FDS applied to the SGD optimizer to learn (from left to right) the learning rate schedule $\alpha$, the momentum $\beta$, and weight decay $\xi$ for a WRN-16-1 on CIFAR-10. For each outer step (color) we solve CIFAR-10 from scratch for 50 epochs, and update all hyperparameters such that the final weights minimize some validation loss. We use hyperparameter sharing over $W = 10, 50$ and 50 epochs for $\alpha, \beta$ and $\xi$ respectively. All hyperparameters are initialized to zero and converge within just 10 outer steps to values that significantly outperform Hypergradient Descent (HD) [14], the greedy alternative. We match the performance of the best known hyperparameters in that setting and do so much faster than state-of-the-art black-box methods (see Section 5.4).

5.3 FDS on CIFAR-10

We demonstrate that our algorithm can be used to learn the learning rate, momentum and weight decay over 50 epochs of CIFAR-10 ($H \sim 10^4$) for a WideResNet of 16 layers (WRN-16-1). We choose not to use larger architectures or more epochs to enable compute time for more extensive comparisons and because hyperparameters matter most for fewer epochs. Note also that we are not interested in finding the architecture with the best performance, but rather in finding the best hyperparameters given an architecture. For the learning rate, we choose $W$ such that the ratio of $T/W$ is similar to the optimal one found in 5.1, and we set $W = T$ for the momentum and weight decay since only a single value is commonly used for these hyperparameters. The schedules learned are shown in Figure 4, which demonstrates that FDS converges in just 10 outer steps to hyperparameters that are very different to online greedy differentiation [14], and correspond to significantly better test accuracy performances. Note that having the maximum learning rate be large and occur half way during training is reminiscent of the one-cycle schedule [53].

5.4 FDS compared to other HPO methods

A common theme in meta-learning research has been the lack of appropriate baselines, with researchers often finding that random search (RS) can outperform complex search algorithms, for instance in NAS [54] or automatic augmentation [55]. In this section we compare FDS to several competing HPO methods on CIFAR-10, in both the performance of the hyperparameters found and the time it takes to find them. We consider Random Search (RS), Bayesian Optimization (BO), Hypergradient Descent (HD) [14], HyperBand (HB) [12] and the combination of BO and HB, namely BOHB [13]. The latter is typically regarded as state-of-the-art in HPO. We use the official HpBandster [56] implementation of these algorithms, except for HD which we re-implemented ourselves.
The performance of HPO methods is often clouded by very small search ranges. For instance, in [13] the learning rate is searched over the range \([10^{-6}, 10^{-1}]\). In the case of DARTS [38], expanding the search space to include many poor architectures has helped diagnose issues with its search algorithm [57]. For these reasons, we assume only weak priors and consider large search ranges: \(\alpha \in [-1, 1]\), \(\beta \in [-1.5, 1.5]\), and \(\xi \in [-4 \times 10^{-3}, 4 \times 10^{-3}]\), which includes many poor hyperparameter values. In FDS we can specify search ranges by using a fixed update size \(\gamma\) to the hyperparameters, which decays by 2 every time the hypergradient flips sign, which is common in sign based optimizers [58–61]. We found that black-box HPO methods did not scale well to more than \(\sim 10\) hyperparameters for such large search ranges, and so considered learning 7 learning rates, 1 momentum and 1 weight decay over 50 epochs. Note that increasing these numbers doesn’t affect the accuracy of FDS but significantly reduces that of RS, BO, HB and BOHB. The performance over time of the hyperparameters found by each method is shown in Figure 1. As is common in HPO, we plot regret (in test accuracy) with respect to the best hyperparameters known in this setting, which we obtained from an expensive grid search around the most common hyperparameters used in the literature (more details in Appendix F). To squeeze the optimal performance out of FDS in this experiment, we match the process used in HB and BOHB, namely using smaller budgets for some runs, in particular early ones. We can see that our method reaches zero regret in just 3 hours, while the next best method (BOHB) reaches zero regret in 60 hours. Other methods did not reach zero regret in the maximum of 100 hours they were run for. Note also that we retain the convergence speed of online greedy differentiation [14] while outperforming its regret by \(\sim 10\%\) test accuracy.

6 Discussion

While FDS is significantly better than modern HPO alternatives in the case of learning differentiable hyperparameters over long horizons, it is worth pointing out some of its limitations. First, black-box methods are slower but can readily tackle non-differentiable hyperparameters, while FDS would need to use relaxation techniques to differentiate through, say, discrete variables. However, forward-mode differentiation can provide exact hypergradients for any differentiable hyperparameter, contrary to some other approaches like implicit differentiation which approximates hypergradients, and does so for some types of differentiable hyperparameters only. Then, the computational and memory cost of FDS scales linearly with the number of hyperparameters. For instance, for a WideResNet of 16 layers we are limited in memory to \(\sim 10^3\) hyperparameters on a single 12 GB GPU, which falls short of reverse-mode-based greedy methods which scale to millions of hyperparameters. In summary, the main advantage of FDS over black-box methods is its convergence speed, and its main advantage over reverse-mode methods is that its memory cost is constant with horizon size, which enables differentiating non-greedily.

While automatic forward-mode differentiation is becoming available for some deep learning libraries like JAX [62], it remains unavailable for the most popular libraries which means that some pen-and-paper work is still required to derive hypergradients for given hyperparameters (Eq 4). The focus of our future work will be on the many meta-learning applications that rely on greedy optimization, such as differentiable architecture search, to improve their performance by making them non-greedy.

7 Conclusion

This work makes an important step towards gradient-based HPO for long horizons by introducing FDS, which enables non-greediness through the mitigation of gradient degradation. More specifically, we theorize and demonstrate that sharing hyperparameters over contiguous time steps is a simple yet efficient way to reduce the error in their hypergradients; a setting which naturally lands itself to forward-mode differentiation. Finally, we show that FDS outperform greedy gradient-based alternatives in the quality of hyperparameters found, while being significantly faster than all state-of-the-art black-box methods. We hope that our work encourages the community to reconsider gradient-based HPO in terms of non-greediness, and pave the way towards a universal hyperparameter solver.
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Appendices

Appendix A: Forward-mode Hypergradient Derivations

Recall that we are interested in calculating

$$Z_t = A_t Z_{t-1} + B_t$$

recursively during the inner loop, where

$$Z_t = \frac{\partial \theta_t}{\partial \lambda} \quad A_t = \frac{\partial \theta_t}{\partial \theta_{t-1}} \quad B_t = \frac{\partial \theta_t}{\partial \lambda} \bigg|_{\theta_{t-1}}$$

so that we can calculate the hypergradients on the final step using

$$\frac{dL_{\text{val}}}{d\lambda} = \frac{\partial L_{\text{val}}}{\partial \theta_t} Z_t$$

Each type of hyperparameter needs its own matrix $Z_t$, and therefore its own matrices $A_t$ and $B_t$.

Consider first the derivation of these matrices for the learning rate, namely $\alpha$. Recall that the update rule of SGD with momentum and weight decay after substituting the velocity $v_t$ in is

$$\theta_t = \theta_{t-1} - \alpha_t \left( \beta_t v_{t-1} + \frac{\partial L_{\text{train}}}{\partial \theta_{t-1}} + \xi_t \theta_{t-1} \right)$$

and therefore it follows directly that

$$A_\alpha^t = 1 - \alpha_t \left( \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} + \xi_t \right)$$

The calculation of $B_\alpha^t$ is a bit more involved in our work because when using momentum, $v_{t-1}$ is now itself a function of $\alpha$. First we write

$$B_\alpha^t = -\beta_t \left( \frac{\partial \alpha_t}{\partial \alpha} v_{t-1} + \alpha_t \frac{\partial v_{t-1}}{\partial \alpha} \right) - \frac{\partial \alpha_t}{\partial \alpha} \left( \frac{\partial L_{\text{train}}}{\partial \theta_{t-1}} + \xi_t \theta_{t-1} \right)$$

Now since

$$v_t = \beta_t v_{t-1} + \frac{\partial L_{\text{train}}}{\theta_{t-1}} + \xi_t \theta_{t-1}$$

we can write the partial derivative of the velocity as another recursive rule:

$$C_\alpha^t = \frac{\partial v_t}{\partial \alpha}$$

$$= \beta_t C_\alpha^{t-1} + \frac{\partial^2 L_{\text{train}}}{\partial \alpha \partial \theta_{t-1}} + \xi_t \frac{\partial \theta_{t-1}}{\partial \alpha}$$

$$= \beta_t C_\alpha^{t-1} + \left( \xi_t 1 + \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} \right) \frac{\partial \theta_{t-1}}{\partial \alpha}$$
And putting all together recovers the system:

\[
\begin{align*}
A^\alpha_t &= 1 - \alpha_t \left( \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} + \xi_t 1 \right) \\
B^\alpha_t &= -\beta_t \alpha_t C^\alpha_{t-1} - \delta^\alpha_t \left( \beta_t \nu_{t-1} + \frac{\partial L_{\text{train}}}{\partial \theta_{t-1}} + \xi_t \theta_{t-1} \right) \\
C^\alpha_t &= \beta_t C^\alpha_{t-1} + \left( \xi_t 1 + \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} \right) Z^\alpha_{t-1}
\end{align*}
\]

For learning the momentum and weight decay, a very similar approach yields

\[
\begin{align*}
A^\beta_t &= 1 - \alpha_t \left( \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} + \xi_t 1 \right) \\
B^\beta_t &= -\beta_t \alpha_t C^\beta_{t-1} - \delta^\beta_t \left( \alpha_t \nu_{t-1} \right) \\
C^\beta_t &= \delta^\beta_t (\nu_t) + \beta_t C^\beta_{t-1} + \left( \xi_t 1 + \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} \right) Z^\beta_{t-1}
\end{align*}
\]

and

\[
\begin{align*}
A^\xi_t &= 1 - \alpha_t \left( \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} + \xi_t 1 \right) \\
B^\xi_t &= -\beta_t \alpha_t C^\xi_{t-1} - \delta^\xi_t \left( \alpha_t \theta_{t-1} \right) \\
C^\xi_t &= \delta^\xi_t (\theta_{t-1}) + \beta_t C^\xi_{t-1} + \left( \xi_t 1 + \frac{\partial^2 L_{\text{train}}}{\partial \theta_{t-1}^2} \right) Z^\xi_{t-1}
\end{align*}
\]
Appendix B: Theorem 4.1 Proof

Preamble Consider that each time step \( t \in \{1, 2, ..., T\} \) has a corresponding hyperparameter \( \lambda_t \) and hypergradient \( g_t = \partial L_{val}(\theta_T) / \partial \lambda_t \). Each \( g_t \) is viewed as a random variable due to the sampling process of the weight initialization \( \theta_0 \) and the inner loop minibatch selection. Assume that \( g = [g_1, g_2, ..., g_T] \) is sufficiently well approximated by a Gaussian distribution, where \( g \sim \mathcal{N}(\mu, \Sigma) \), with mean \( \mu = [\mu_1, \mu_2, ..., \mu_T] \) and covariance matrix \( \Sigma \). Assume that the values of \( \mu \) can be written as the \( \epsilon \)-Lipschitz function \( \mu_{t+1} = \mu_t + \epsilon_t \), where \( \epsilon_t \in [-\epsilon, \epsilon] \). Note that in general, the gradients at different time steps may be correlated. Let the magnitude of the correlation be bounded by \( c \in [0, 1] \):

\[
\frac{|\Sigma_{tt'}|}{\sqrt{\Sigma_{tt} \Sigma_{t't'}}} \leq c \quad \forall \ t \neq t'
\] (7)

Let \( W \) define the size of a non-overlapping window over which hypergradients are averaged. This produces \( K \) windows, where each window \( k \in \{1, 2, ..., K\} \) contains the time steps \( S^{(k)} \), i.e. \( S^{(1)} = \{1, 2, \ldots W\} \), \( S^{(2)} = \{W + 1, W + 2, \ldots 2W\} \), etc. For simplicity of analysis we assume the chosen window sizes are divisors of \( T \) such that \( K = T/W \). Sharing hyperparameters over \( W \) contiguous time steps amounts to using the average hypergradient \( \bar{g}^{(k)} \) for each step in that window, where

\[
\bar{g}^{(k)} := \frac{1}{W} \sum_{t \in S^{(k)}} g_t
\] (8)

We can now consider the mean squared error across all time steps when averaging contiguous hypergradients in non-overlapping windows of size \( W \):

\[
MSE_W = \frac{1}{K} \sum_k \frac{1}{W} \sum_{t \in S^{(k)}} \mathbb{E}\left[ \left( \bar{g}^{(k)} - \mu_t \right)^2 \right]
\] (9)

where all expectations in our proof are over \( g \sim \mathcal{N}(\mu, \Sigma) \). Note the case \( MSE_1 \) gives the standard case where no averaging occurs \((K = T)\).

Theorem Then

\[
MSE_1 = \frac{1}{T} \sum_t \Sigma_{tt}
\] (10)

\[
MSE_W \leq \left( \frac{1 + c(W - 1)}{W} \right) MSE_1 + \frac{\epsilon^2(W^2 - 1)}{12}
\] (11)

Proof The case for \( MSE_1 \) follows trivially from the definition of variance:

\[
MSE_1 = \frac{1}{T} \sum_t \mathbb{E}[(g_t - \mu_t)^2] = \frac{1}{T} \sum_t \Sigma_{tt}
\] (12)

and so the mean squared error is the average of the variances. We now focus on the \( W > 1 \) case. Consider a window enumerated by \( k \), and the vector of gradients within that window \( g^{(k)} = (g_t | t \in S^{(k)}) \). Under the Gaussian assumption, that vector is Gaussian distributed with covariance \( \Sigma^{(k)} \), which is a block of the covariance matrix \( \Sigma \) corresponding to the variables in \( g^{(k)} \). Let \( \bar{\mu}^{(k)} = (1/W) \sum_{t \in S^{(k)}} \mu_t \) be the average of means in window \( k \). We consider the mean squared error from window \( k \) as :

\footnote{This assumption is unnecessary and can be relaxed but would result in a more cumbersome theorem statement, as the final window of size \( < W \) would need to be considered.}
This expression can be simplified further using Jensen’s inequality for square roots:

\[
\text{MSE}^{(k)} = \frac{1}{W} \sum_{t \in S^{(k)}} E \left[ \left( \bar{g}^{(k)}(t) - \mu_t \right)^2 \right] = \frac{1}{W} \sum_{t \in S^{(k)}} E \left[ \left( \bar{g}^{(k)}(t) - \bar{\mu}^{(k)} \right)^2 + \left( \mu_t - \bar{\mu}^{(k)} \right)^2 - 2 \left( \bar{g}^{(k)}(t) - \bar{\mu}^{(k)} \right) \left( \mu_t - \bar{\mu}^{(k)} \right) \right]
\]

\[= E \left[ \left( \bar{g}^{(k)} - \bar{\mu}^{(k)} \right)^2 \right] + \frac{1}{W} \sum_{t \in S^{(k)}} \left( \mu_t - \bar{\mu}^{(k)} \right)^2 \]

Now \( \bar{g}^{(k)} = (1/W)1^T g^{(k)} \), and \( \bar{\mu}^{(k)} = (1/W)1^T \mu^{(k)} \), and so \( \bar{g}^{(k)} - \bar{\mu}^{(k)} = (1/W)1^T (g^{(k)} - \mu^{(k)}) \).

Hence

\[E \left[ \left( \bar{g}^{(k)} - \bar{\mu}^{(k)} \right)^2 \right] = \frac{1}{W^2} E \left[ 1^T \left( g^{(k)} - \mu^{(k)} \right) \left( g^{(k)} - \mu^{(k)} \right)^T 1 \right] = \frac{1}{W^2} 1^T \Sigma^{(k)} 1 \]

Now let \( D \) be the diagonal matrix of variances, i.e. \( D_{ii} = \Sigma_{ii}^{(k)} \) \( \forall i \) and \( D_{ij} = 0 \) \( \forall i \neq j \). We use the correlation bound (7), which can be written as \( |\Sigma_{ij}^{(k)}| < c \left[ D^{\frac{1}{2}}11^T D^{\frac{1}{2}} \right]_{ii} \) \( \forall i \neq j \), and this allows us to write an upper bound for the expression above:

\[E \left[ (\bar{g}^{(k)} - \bar{\mu}^{(k)})^2 \right] \leq \frac{1}{W^2} 1^T \left[ (1 - c)D + cD^{\frac{1}{2}}11^T D^{\frac{1}{2}} \right] 1 \]

\[= \frac{(1 - c)}{W^2} \sum_i D_{ii} + c \left[ \frac{1}{W} 1^T D^{\frac{1}{2}}1 \right] \left[ \frac{1}{W} 1^T D^{\frac{1}{2}}1 \right]^T \]

\[= \frac{(1 - c)}{W^2} \sum_i D_{ii} + c \left[ \frac{1}{W} \sum_i \sqrt{D_{ii}} \right]^2 \]

\[= \frac{(1 - c)}{W^2} \sum_i \Sigma_{ii}^{(k)} + c \left[ \frac{1}{W} \sum_i \sqrt{\Sigma_{ii}^{(k)}} \right]^2 \]

This expression can be simplified further using Jensen’s inequality for square roots:

\[E \left[ (\bar{g}_k - \bar{\mu}_k)^2 \right] \leq \frac{(1 - c)}{W^2} \sum_i \Sigma_{ii}^{(k)} + \frac{cW}{W^2} \sum_i \Sigma_{ii}^{(k)} \]

\[= \frac{1 + c(W - 1)}{W^2} \sum_i \Sigma_{ii}^{(k)} \]

Now we return to the second part of (15). This second term can be bounded using the Lipschitz constraints. In particular for window size \( W \), the maximum error is given when there is maximum deviation from the mean, which occurs when \( \mu_t = \mu_{t-1} + \epsilon \). If we write the first mean in window \( k \) as \( \mu_1^{(k)} \) we have \( \mu_t = \mu_1^{(k)} + (t - 1)\epsilon \ \forall t \in S^{(k)} \) and in that case \( \bar{\mu}^{(k)} = \frac{1}{W} (\mu_1^{(k)} + (\mu_1^{(k)} + \epsilon) + (\mu_1^{(k)} + 2\epsilon) + \ldots + (\mu_1^{(k)} + (W - 1)\epsilon) = \mu_1^{(k)} + \frac{(W - 1)\epsilon}{2} \) and so \( \mu_t - \bar{\mu}_k = (t - 1)\epsilon + \frac{(W - 1)\epsilon}{2} \) Note that this quantity is the same for all windows \( k \). We can use it to write an upper bound as follows:
\[
\frac{1}{W} \sum_{t \in S(k)} \left( \mu_t - \bar{\mu}^{(k)} \right)^2 \leq \frac{1}{W} \sum_{j=1}^{W} \epsilon^2 \left( j - 1 - \frac{W-1}{2} \right)^2 \quad (24)
\]
\[
= \frac{\epsilon^2}{W} \sum_{j=0}^{W-1} \left( j - \frac{W-1}{2} \right)^2 \quad (25)
\]
\[
= \frac{\epsilon^2}{W} \sum_{j=0}^{W-1} j^2 - (W - 1)j + \frac{(W - 1)^2}{4} \quad (26)
\]
\[
= \frac{\epsilon^2}{W} \left( \frac{W(W - 1)(2W - 1)}{6} - (W - 1) \frac{W(W - 1)}{2} + \frac{W(W - 1)^2}{4} \right) \quad (27)
\]
\[
= \frac{\epsilon^2 (W^2 - 1)}{12} \quad (28)
\]

Hence combining (23) and (28) together into (15) we have

\[
\text{MSE}^{(k)} \leq \frac{1 + c(W - 1)}{W^2} \sum_{i} \Sigma_{ii}^{(k)} + \epsilon^2 \frac{(W^2 - 1)}{12} \quad (29)
\]

and so incorporating it into (9) we get

\[
\text{MSE}_W = \frac{1}{K} \sum_{k=1}^{K} \text{MSE}^{(k)} \quad (30)
\]
\[
\leq \frac{W}{T} \sum_{k=1}^{K} \left( \frac{1 + c(W - 1)}{W^2} \sum_{i} \Sigma_{ii}^{(k)} + \epsilon^2 \frac{(W^2 - 1)}{12} \right) \quad (31)
\]
\[
= \frac{(1 + c(W - 1))}{WT} \sum_{i} \Sigma_{ii} + \epsilon^2 \frac{(W^2 - 1)}{12} \quad (32)
\]
\[
= \frac{(1 + c(W - 1))}{W} \text{MSE}_1 + \epsilon^2 \frac{(W^2 - 1)}{12} \quad (33)
\]

For sufficiently small \( \epsilon \) and \( c \) we have with certainty, \( \text{MSE}_W < \text{MSE}_1 \) for some \( W > 1 \).

**Discussion** We assume that means \( \mu \) can be written as the \( \epsilon \)-Lipschitz function \( \mu_{t+1} = \mu_t + \epsilon_t \), where \( \epsilon_t \in [-\epsilon, \epsilon] \). Generally speaking, contiguous hyperparameters have optimal values which are close, and therefore have close hypergradients during outer optimization. This assumption breaks if hyperparameters are initialized randomly, and so we initialize all of our hyperparameters to zero in our experiments. Ideally, we would solve for whole inner loop several times so that we can use the mean hypergradient \([\mu_0, \mu_1, ..., \mu_H] \) for each individual step, without doing any sharing. While we consider this to be the optimal hypergradients, this is too expensive in practice, and instead we consider averaging hypergradients from neighbouring inner steps. The result above indicates that when contiguous hypergradients are sufficiently de-correlated (small \( c \)), we can reduce the mean squared error by a factor \( W \) compared to not averaging. However, if means \( \mu_t \) drift over time by an amount \( \epsilon_t \leq \epsilon \) this introduces some bias which increases the error and eventually results in \( \text{MSE}_W > \text{MSE}_1 \).

Finally, it is worth considering the simpler scenario when each hypergradient is considered to be drawn independently, i.e. \( g \sim \mathcal{N}(\mu, \sigma^2 I) \). In that case, \( c = 0 \) and the mean squared errors become:

\[
\text{MSE}_1 = \sigma^2 \quad (33)
\]
\[
\text{MSE}_W \leq \frac{\text{MSE}_1}{W} + \epsilon^2 \frac{(W^2 - 1)}{12} \quad (34)
\]
Visualizing the MSE for various $\mu_t$ profiles. Since the mean squared error depends on the specific shape of $\mu_t$, we sample random $\mu_t$ profiles and show how their $MSE$ evolves as a function of $W$. This illustrates how tight the upper bound is.

Figure 5: Several $\mu_t$ profiles and their corresponding mean squared error when sharing over $W$ contiguous steps, as a function of $W$. The blue and yellow curve correspond to the maximal and minimal drifts scenarios respectively.
Appendix C: Implementation Details

We use a GeForce RTX 2080 Ti GPU for all experiments. We found that much of the literature on greedy methods uses the test set as the validation set, which creates a risk of meta-overfitting to the test set. Instead, we always carve out a validation set from our training set.

Figure 1 Here we used very similar settings as Figure 4 for FDS, except we learned 7 learning rates to make the search space a bit more challenging. We use the HyperBanster HPO package for RS, BO, HB and BOHB. For HB and BOHB, the minimum budget argument is set to 1 epoch to allow for lots of fast evaluations, and the maximum budget is set to 50 epochs. We also use this technique to bring down our convergence time from \( \sim 10 \) hours to \( \sim 3 \) hours, namely we calculate hypergradients based on 10 epochs for some outer steps, rather than calculate all hypergradients on 50 epochs. Since HD needs the user to specify initial hyperparameter values, we random search over those for several consecutive HD runs.

Figure 2 We calculate the hypergradient with respect to some learning rate schedule over 100 seeds, where each seed corresponds to a different training set ordering and network initialization. The learning rate schedule is fixed, and initialized to be a cosine decay over the full 250 batches, starting at 0.01. The batch size is set to 128, and 1000 fixed images are used for the validation data.

Figure 3 Here we used a batch size of 128 for both datasets to allow 1 epoch worth of inner optimization in about 500 inner steps. Clipping was restricted to \( \pm 3 \) to show the effect of noisy hypergradients more clearly. Since MNIST and SVHN are cheap datasets to run on a LeNet architecture, we can afford 50 outer steps and early stopping based on validation accuracy. All learning rates were initialized to zero.

Figure 4 We learn 5 values for the learning rates, 1 for the momentum and 1 for the weight decay, to make it comparable to the hyperparameters used in the literature for CIFAR-10. A batch size 256 is used, with 5% of the training set of each epoch set aside for validation. We found larger validation sizes not to be helpful. Hypergradient descent uses hyperparameters initialized at zero as well, and trains all hyperparameters online with an SGD outer optimizer with learning rate 0.2 and \( \pm 1 \) clipping of the hypergradients. As described in appendix G, we used a sign based outer optimizer with adaptive step sizes rather than some hand-tuned outer learning rate schedule. We used initial values \( \gamma_\alpha = 0.1, \gamma_\beta = 0.15 \) and \( \gamma_\xi = 4 \times 10^{-4} \) but the performance barely changed when these values were multiplied or divided by 2. Since we take 10 outer steps and initialize all hyperparameters at zero, this defines a search ranges: \( \alpha \in [-1, 1], \beta \in [-1.5, 1.5], \) and \( \gamma \in [-4 \times 10^{-3}, 4 \times 10^{-3}] \). The Hessian matrix product is clipped to \( \pm 10 \) to prevent one batch from having a dominating contribution to hypergradients.
Appendix D: Other hypergradient examples

Figure 2 depends on the value of $\alpha$ at which hypergradients are calculated. For some learning rate schedules, contiguous hypergradients are sampled from closer distribution ($\epsilon$ small) and so sharing over larger windows is beneficial, as shown in the figure below.

Figure 6: Similar to Figure 2 but for a smaller $\epsilon$. We can see that averaging hypergradients helps even more.

Appendix E: Hypergradients

Here we provide the raw hypergradients corresponding to the outer optimization shown in Appendices: Figure 1. Note that the range of these hypergradients is made reasonable by the averaging of gradients coming from contiguous hyperparameters.

Figure 7: Hypergradients have a reasonable range but fail to always converge to zero when the validation performance stops improving.
Appendix F: Baselines

The objective here is to select the best hyperparameter setting that a deep learning practitioner would reasonably be expected to use in our experimental setting, based on the hyperparameters used by the community for the datasets at hand. For CIFAR-10, the most common hyperparameter setting is the following: $\alpha$ is initialized at $\alpha_0 = 0.2$ (for batch size 256, as used in our experiments) and decayed by a factor $\eta = 0.2$ at 30%, 60% and 80% of the run (MultiStep in Pytorch); the momentum $\beta$ is constant at 0.9, and the weight decay $\xi$ is constant at $5 \times 10^{-4}$. We search for combinations of hyperparameters around this setting. More specifically, we search over all combinations of $\alpha_0 = \{0.05, 0.1, 0.2, 0.4, 0.6\}$, $\eta = \{0.1, 0.2, 0.4\}$, $\beta = \{0.45, 0.9, 0.99\}$, and $\xi = \{2.5 \times 10^{-4}, 5 \times 10^{-4}, 1 \times 10^{-3}\}$. This makes up a total of 135 hyperparameter settings, which we each run 3 times to get a mean and standard deviation. The distribution of those means are provided in Figure 8, and the best hyperparameter setting is picked based on validation performance, which corresponds to $89.2 \pm 0.2\%$. Preliminary experiments showed that using schedules for the momentum and weight decay did not improve test accuracy.

![Figure 8](image.png)

Figure 8: The combination of hyperparameters searched over for CIFAR-10 (top row) and the corresponding distribution of test accuracies (bottom row).
Appendix G: Using Hypergradient Signs

While hyperparameter sharing produces stable hypergradients with a reasonable range (see Appendix E), tuning the outer learning rate schedule can be tedious and unintuitive, and doesn’t allow the user to specify a range to search hyperparameters over. A simple and fairly common learning rate schedule consists in decaying the learning rate (e.g. by a factor of 2) every time the gradient changes sign [58]. The idea of using the sign of gradients to improve the efficiency of gradient descent dates back to the RPROP optimizer [59]. More recently, gradient signs have also been used to improve efficiency in the context of distributed learning [60], which has led to the discovery of robust convergence properties of sign-based SGD even in the case of biased gradients [61]. Using such a learning rate schedule for the outer optimizer frees us from having to tune the outer learning rate, but fails to define a search range for HPO. We can achieve this by updating each hyperparameter by an amount \( \text{sgn}(g) \times \gamma \), and letting \( \gamma \leftarrow \gamma / 2 \) when the hypergradient \( g \) changes sign across 2 consecutive outer steps. This allows for convergence after hypergradients have changed signs a few times. Being able to define the range of hyperparameter search more explicitly is especially useful to compare FDS to other HPO algorithms which also use a fixed search range (section 5.4).

**Algorithm 2**

FDS algorithm similar to algorithm 1 but using hypergradient signs to update hyperparameters.

```latex
\begin{align*}
\text{Initialize: } N^\alpha, W = T/N^\alpha, \alpha = 0^N, \\
\gamma \in \mathbb{R}^N
\end{align*}

#outer loop
\begin{algorithmic}
\For {o in 1, 2, \ldots}
\State \text{Initialize: } D_{\text{train}}, D_{\text{val}}, \theta_0 \in \mathbb{R}^D, \ Z^\alpha = 0^{D \times N^\alpha}, C^\alpha = 0^{D \times N^\alpha}
\EndFor

#inner loop
\For {t in 1, 2, \ldots, T}
\State \text{x}_{\text{train}}, \text{y}_{\text{train}} \sim D_{\text{train}}
\State \text{g}_{\text{train}} = \partial L_{\text{train}}(x_{\text{train}}, y_{\text{train}})/\partial \theta
\EndFor
\State \text{Update } C^\alpha \text{ (Eq 4)}
\State \text{\theta}_{t+1} = \Phi(\theta_t, g_{\text{train}})
\EndFor
\State \text{g}_{\text{val}} = \partial L_{\text{val}}(D_{\text{val}})/\partial \theta
\State \text{s}_o = \text{sgn}(g_{\text{val}} Z^\alpha / W)
\For {n in 1, 2, \ldots, N^\alpha}
\If {s_o \neq s_{o-1}[n]}
\State \gamma^\alpha_{[n]} \leftarrow \gamma^\alpha_{[n]} / 2
\EndIf
\EndFor
\State \text{\alpha} \leftarrow \text{\alpha} - s_o \odot \gamma^\alpha
\EndFor
```
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