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Abstract

In this paper we prove that given any two point lattices $\Lambda_1 \subset \mathbb{R}^n$ and $\Lambda_2 \subset \mathbb{R}^{n-k}$, there is a set of $k$ vectors $v_i \in \Lambda_1$ such that $\Lambda_2$ is, up to similarity, arbitrarily close to the projection of $\Lambda_1$ onto the orthogonal complement of the subspace spanned by $v_1, \ldots, v_k$. This result extends the main theorem of [1] and has applications in communication theory.

It was recently proved [1] that any $(n-1)$-dimensional lattice can be approximated by a sequence of lattices such that each element is, up to similarity, the orthogonal projection of $\mathbb{Z}^n$ onto a hyperplane determined by a linear equation with integer coefficients. As a consequence of this fact, such projections can achieve packing densities arbitrarily close to the one of the best lattice packing in $\mathbb{R}^{n-1}$. A natural question that arises from this result is whether it still holds for other lattices than $\mathbb{Z}^n$. We give a positive answer to this question by showing that any $(n-k)$-dimensional lattice can be approximated by sequences of projections of any lattice in $\mathbb{R}^n$, generalizing the main theorem of [1]. The main result of this paper is the following:

**Theorem 1.** Let $\Lambda_1$ be a $n$-dimensional lattice and $\Lambda_2$ a $(n-k)$-dimensional lattice with Gram matrix $A$. Given $\varepsilon > 0$, there exists a set of vectors $\{v_1, \ldots, v_n\} \subset \Lambda_1$, a Gram matrix $A_V$ for $\Lambda_V$ (the projection of $\Lambda_1$ onto the orthogonal complement of the subspace $V$ spanned by the vectors $v_i$) and a number $c$ such that:

$$\|A - cA_V\| < \varepsilon.$$  

---
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Let $\Lambda$ be a lattice in $\mathbb{R}^n$. Theorem 1 implies, for instance, that the search for good $(n-k)$-dimensional lattice packings can be regarded as a search for vectors $v_i$ in $\Lambda$ such that the projection of $\Lambda$ onto $V^\perp$ has good density. It is worth remarking that good lower bounds on the existence of dense projection lattices were derived in previous works (see [2] and [3]) through only geometric arguments. Furthermore, the approximation of an arbitrary lattice by a sequence of lattices with additional structure is a technique that has found useful applications in the context of sphere packings. For instance, dense subsets of lattices (in the sense of [1], p. 126) were previously studied in [5] Ch. 1, [7, Ch. 4], [6], and are important for the establishment of the celebrated Minkowski-Hlawka lower bound on the existence of dense lattice packings [7, Ch. 4], [11] p. 14. In a more general context, periodic packings are used to prove sharp bounds for the density of the best sphere packing (not necessarily a lattice packing) in $\mathbb{E}_n$.

Projection lattices naturally arise in the context of lattice packings. The densest packing in two dimensions, $A_2$, is equivalent to the projection of $\mathbb{Z}^n$ onto $(1,1,1)^\perp$ and, in general, $A_n^*$ is the projection of $\mathbb{Z}^n$ onto $(1,\ldots,1)^\perp$. Furthermore, the densest known packings in dimensions 6 and 7 ($E_6$ and $E_7$) can be defined as the intersection of the so-called Gosset lattice $E_8$ with certain hyperplanes determined by minimal vectors in $E_8$ [7], hence the duals $E_6^*$ and $E_7^*$ are exact projections of $E_8$. The problem of finding projections of $\mathbb{Z}^n$ with good packing density arises in the communication framework linked to error control for continuous alphabet sources, which is described in [2]. In [9], it is discussed how more general projections as presented here can be applied to this communication problem.

The proof of our main result, Theorem 1, is constructive and follows similar lines to the ones of [1]. For this proof, a characterization of primitive subsets in a lattice given in the next section is fundamental. The same characterization was recently used in [?] to make possible constructions of new record dense packings in some dimensions. The construction presented in Equation (11) is a generalization of the construction in Section V of [3], what leads to a result for general lattices and projections onto subspaces of higher codimension, extending what is done for $\mathbb{Z}^n$ in [1]. Examples and further questions are presented in Sections 4 and 5.

1 Preliminaries

Let $\{g_1, \ldots, g_m\}$ be a set of $m$ linearly independent vectors in $\mathbb{R}^n$. A (point) lattice $\Lambda \subset \mathbb{R}^n$ with basis $\{g_1, \ldots, g_m\}$ is defined as the set:
\[ \Lambda = \{ \alpha_1 \mathbf{g}_1 + \ldots + \alpha_m \mathbf{g}_m \mid \alpha_1, \ldots, \alpha_m \in \mathbb{Z} \} . \]

A matrix \( G \) whose rows are the basis vectors \( \mathbf{g}_i \) is said to be a generator matrix for \( \Lambda \). The matrix \( A = GG^t \) is called a Gram matrix for \( \Lambda \) and the value \( \det \Lambda = \det GG^t \) is the determinant or discriminant of \( \Lambda \). Two matrices \( G \) and \( \hat{G} \) generate the same lattice if there is a unimodular matrix \( U \) such that \( G = U \hat{G} \). Although a lattice has infinitely many bases, the value \( \det \Lambda \) is an invariant under change of basis. We say that a set of vectors \( \{ \mathbf{v}_1, \ldots, \mathbf{v}_k \} \subset \Lambda \) is primitive if it can be extended to a basis \( \mathbf{v}_1, \ldots, \mathbf{v}_k, \mathbf{v}_{k+1}, \ldots, \mathbf{v}_m \) of \( \Lambda \). If \( \mathbf{v}_i = \mathbf{a}_i \mathbf{G} \), \( \mathbf{a}_i \in \mathbb{Z}^m \), then a necessary and sufficient condition for a set of vectors to be primitive is that the gcd of the \( k \times k \) minor determinants of the matrix \( [\mathbf{a}_1^t, \mathbf{a}_2^t, \ldots, \mathbf{a}_k^t] \) equals \( \pm 1 \) [4].

Two lattices are said equivalent if there exists a similarity transformation that takes on into another. Equivalently, two lattices with generator matrices \( G_1 \) and \( G_2 \) are equivalent if there exists an unimodular matrix \( U \), an orthogonal matrix \( Q \) and a nonzero number \( c \) such that \( G_1 = c U G_2 Q \). Equivalent lattices have the same density, as well as other geometric properties (see [7] for undefined terms).

The dual lattice \( \Lambda^* \) is defined as:

\[ \Lambda^* = \{ \mathbf{x} \in \text{span}(G); \langle \mathbf{x}, \mathbf{y} \rangle \in \mathbb{Z}, \forall \mathbf{y} \in \Lambda \} , \]

where \( \text{span}(G) = \{ \mathbf{xG}; \mathbf{x} \in \mathbb{R}^m \} \). If \( G \) is a generator matrix for \( \Lambda \), then \( (GG^t)^{-1}G \) generates \( \Lambda^* \), hence \( \det \Lambda = (\det \Lambda^*)^{-1} \). We say that \( \Lambda_2 \) is a projection lattice (of \( \Lambda_1 \subset \mathbb{R}^n \)) if it is obtained by projecting all vectors of \( \Lambda_1 \) onto some subspace \( H \subset \mathbb{R}^n \).

Given a matrix \( M \), we denote \( \|M\|_{\infty} = \max_{i,j} |M_{ij}| \). The \( n \times n \) identity matrix is denoted by \( I_n \). The standard big O notation is adopted in this paper i.e., given two functions \( f(w) \) and \( g(w) \) we say that \( f(w) = O(g(w)) \) if there is a constant \( M \) and \( w_0 > 0 \) such that \( |f(w)| \leq M|g(w)| \) for all \( w > w_0 \).

### 2 Main Result

Let \( \Lambda \) be any \( n \)-dimensional lattice with generator matrix \( G \) and let \( \{ \mathbf{v}_1, \ldots, \mathbf{v}_k \} \) be a primitive set of vectors in \( \Lambda \). If we denote by \( V \) the matrix whose rows are the vectors \( \mathbf{v}_i \), then an orthogonal projector onto \( V^\perp \) (the orthogonal complement of the subspace spanned by the vectors \( \mathbf{v}_i \)) is given by:

\[ P = I_n - V^t (V V^t)^{-1} V. \]
Since \( V \) is a primitive set of vectors, it can be extended to a basis of \( \Lambda \) i.e., if \( V = AG \) for \( A \in \mathbb{Z}^{k \times n} \), there is a matrix \( U \in \mathbb{Z}^{(n-k) \times n} \) such that \( \Lambda \) is also generated by:

\[
\begin{bmatrix}
  A \\
  U
\end{bmatrix} G = \begin{bmatrix}
  V \\
  UG
\end{bmatrix}.
\]

(2)

As a generator matrix for \( \Lambda_V \), the projection of \( \Lambda \) onto \( V^\perp \), we can choose:

\[
G_V = UG \left( I_n - V^t(VV^t)^{-1}V \right),
\]

(3)

which corresponds to the last \( n - k \) rows of the product of the matrix (2) by \( P \). We have the following lemma:

**Lemma 1.** The discriminant of \( \Lambda_V \) is given by:

\[
det \Lambda_V = \frac{\det \Lambda}{\det(VV^t)}. \]

(4)

**Proof.** From the equality (2), we have

\[
det \Lambda = det \begin{bmatrix}
  V \\
  UG
\end{bmatrix} \cdot \begin{bmatrix}
  V \\
  UG
\end{bmatrix}^t = det \begin{bmatrix}
  VV^t & VG^tU^t \\
  UG^t & UU^t
\end{bmatrix} =
\]

\[
\overset{(a)}{=} (det VV^t) \det \left( UG^tU^t - UG^t(VV^t)^{-1}VG^tU^t \right) = \left( det VV^t \right) det \Lambda_V,
\]

where the equality (a) follows from evaluating the determinant by blocks. \( \square \)

Next, we assume without loss of generality that \( G \) is upper triangular:

\[
G = \begin{bmatrix}
  G_1 & G_2 \\
  0 & G_3
\end{bmatrix},
\]

(5)

with \( G_1 \) and \( G_3 \) upper triangular matrices with dimensions \( k \times k \) and \( (n-k) \times (n-k) \), respectively. Any generator matrix can be put on that form through a similarity transformation, thus generating an equivalent lattice. In other words, for any generator matrix \( G' \) for \( \Lambda \), we can obtain an orthogonal matrix \( Q \) and an upper triangular \( R \) such that \( G' = RQ \) for instance, via a RQ factorization [10] (or a Gram-Schmidt orthogonalization on its rows starting from the last one). This way, the lattices generated by \( G' \) and \( R \) are equivalent, and we can set \( G = R \).
Now, suppose that $A = [I_k | \hat{A}] \in \mathbb{Z}^{k \times n}$ and $V = [G_1 | \hat{V}] = AG$. If we consider the matrix

$$M = \begin{bmatrix} -G_3^{-t} \hat{V}^t G_1^{-t} & G_3^{-t} \end{bmatrix}, \quad (6)$$

then we have the following lemma:

**Lemma 2.** Let $\Lambda$ be a lattice with generator matrix $(5)$ and let $\Lambda_V$ be the projection of $\Lambda$ onto $V^\perp$ where

$$V = [G_1 | \hat{V}] = [G_1 | G_2 + \hat{A}G_3],$$

with $\hat{A} \in \mathbb{Z}^{k \times (n-k)}$. If $\Lambda(M)$ is the lattice generated by the rows of the matrix $M$ in Equation (6), then:

$$\Lambda(M) = V^\perp \cap \Lambda^* = \Lambda_V^* \quad (7)$$

**Proof.** We first prove that $\Lambda(M) \subseteq V^\perp \cap \Lambda^*$. Let $x \in \Lambda(M)$ i.e., $x = uM$ for $u \in \mathbb{Z}^k$. Then

$$xV^t = u \begin{bmatrix} -G_3^{-t} \hat{V}^t G_1^{-t} & G_3^{-t} \end{bmatrix} \begin{bmatrix} G_1 \mid \hat{V} \end{bmatrix}^t = u(- G_3^{-t} \hat{V}^t G_1^{-t} + G_3^{-t} \hat{V}^t) = 0_{k \times n},$$

hence $x \in V^\perp$. Also, if $y = wG$ is an element of $\Lambda$ then

$$\langle x, y \rangle = wGM^tu^t = w \begin{bmatrix} -\hat{V}G_3^{-1} + G_2G_3^{-1} \\ I_{n-k} \end{bmatrix} u^t = w \begin{bmatrix} \hat{A} \\ I_{n-k} \end{bmatrix} u^t \in \mathbb{Z},$$

therefore $x \in \Lambda^*$, proving the inclusion.

Now, we will prove that $V^\perp \cap \Lambda^* \subseteq \Lambda_V^*$. Let $x \in V^\perp \cap \Lambda^*$ and let $P$ be a projector onto $V^\perp$. Any element in $\Lambda_V$ is given by $uP$ where $u \in \Lambda$. Hence:

$$\langle x, uP \rangle = uPx^t = ux^t \in \mathbb{Z},$$

since $u \in \Lambda$ and $x \in \Lambda^*$. So far, we have:

$$\Lambda(M) \subseteq V^\perp \cap \Lambda^* \subseteq \Lambda_V^*$$

Evaluating the discriminant of $\Lambda(M)$:

$$\det \Lambda(M) = \det MM^t = \det(G_3^{-t}\hat{V}^tG_1^{-t}G_3^{-1} + G_3^{-t}G_3^{-1})$$

$$= \det(G_3^{-t}G_3^{-1}) \det(V^tG_1^{-t}\hat{V}^t + I)$$

$$= \det(G_3^{-t}G_3^{-1}) \det(G_1^{-t}\hat{V}^t + G_1^{-1})$$

$$= \det(G_3^{-t}G_3^{-1}) \det(G_1^{-t}G_1^{-1}) \det(\hat{V}^t + G_1^{-1}) = \frac{\det(VV^t)}{\det \Lambda}$$
i.e., $\Lambda(M)$ is a sublattice of $\Lambda^*_V$ and has the same discriminant, therefore the equality $\Lambda(M) = \Lambda^*_V$ holds.

**Remark 1.** The second equality of this lemma, namely $V^\perp \cap \Lambda^* = \Lambda^*_V$, actually holds in a more general form as can be seen in [11, §1.3]. In fact, the equality $V^\perp \cap \Lambda^* = \Lambda^*_V$ can be seen as a consequence of Lemma 1 of this paper combined with Theorem 4 in [7, Ch. 6.2].

Keeping in mind these two lemmas, we consider the following construction:

Let $\Lambda_2$ be a target $(n - k)$-dimensional lattice and $L^*$ a lower triangular $(n - k) \times (n - k)$ generator matrix for its dual $\Lambda^*_2$. Let $\Lambda_1$ be a lattice with generator matrix in form (5). First we define the extended matrix of the target lattice as

$$\bar{L}_{(n-k)\times n} := \begin{bmatrix} L^* & 0_{(n-k)\times k} \end{bmatrix}. \quad (8)$$

We also consider the alternative decomposition

$$\bar{L}^*_{(n-k)\times n} = \begin{bmatrix} \bar{L}^*_1 & \bar{L}^*_2 \end{bmatrix}, \quad (9)$$

where $\bar{L}^*_1$ and $\bar{L}^*_2$ have dimensions $(n - k) \times k$ and $(n - k) \times (n - k)$ respectively. Note that both $\bar{L}^*_1$ and $L^*$ have the same number of rows, $(n - k)$, corresponding to the dimension of the target lattice. On the other hand, unless $k = n/2$, they differ in number of columns.

Using notation (5) and (9), we denote by $H_w$ the matrix

$$H_w := \begin{bmatrix} w\bar{L}^*_2G^t_3 \end{bmatrix} + I_{n-k} \quad (10)$$

and define $\Lambda^*_w$ as the lattice generated by the matrix $L^*_w$, where

$$L^*_w := \begin{bmatrix} (L^*_w)_1 \\ (L^*_w)_2 \end{bmatrix}, \quad (11)$$

$$(L^*_w)_1 = \begin{bmatrix} w\bar{L}^*_1G^t_1 + H_wG^t_3G^t_2 \end{bmatrix} - H_wG^t_3G^t_2 \quad \text{and}$$

$$(L^*_w)_2 = H_wG^t_3.$$

In what follows, we will prove that:

(i) $\Lambda^*_w$ is equivalent to the dual of a lattice which is the projection of $\Lambda_1$ onto $V^\perp$ for some matrix $V$ such that its rows $v_i \in \Lambda_1$, for $i = 1, \ldots, k$.

(ii) $\frac{L^*_wL^*_w}{w^2} \to L^*L^*$ as $w \to \infty$. 

To prove the first statement, we observe that, since \( L^* \) and \( G_3^t \) are lower triangular matrices and the diagonal entries of \( \bar{L}_2 \) are zero, \( H_w \) is a lower triangular integer matrix with all diagonal elements equal to one. Hence, \( H_w \) is unimodular and so is \( H_w^{-1} \). Thus, each \( \Lambda_w^* \) is also generated by the matrix \( H_w^{-1}L_w^* \). Evaluating the matrix product, we have:

\[
H_w^{-1}L_w^* = \left[ H_w^{-1}(L_w^*)_1 \mid G_3^{-t} \right] \\
= \left[ (H_w^{-1}[wL_1^tG_1^t + H_wG_3^{-t}G_2^t] - G_3^{-t}G_2^t)G_1^{-t} \mid G_3^{-t} \right] \\
= \left[ -\hat{A}G_1^{-t} - G_3^{-t}G_2^tG_1^{-t} \mid G_3^{-t} \right] \\
= \left[ -G_3^{-t}\hat{V}G_1^{-t} \mid G_3^{-t} \right],
\]

for \( \hat{A}^t = -H_w^{-1}[wL_1^tG_1^t + H_wG_3^{-t}G_2^t] \in \mathbb{Z}^{(n-k) \times k} \) and \( \hat{V}^t = G_2^t + G_3^t\hat{A}^t \). From this and Lemma (2), we conclude (i) with the matrix \( V \) given by

\[
V = [G_1 \mid G_2 - (H_w^{-1}[wL_1^tG_1^t + H_wG_3^{-t}G_2^t])^tG_3].
\]

Now, in order to prove (ii) we start with the following inequalities concerning the floor operation:

\[
\frac{1}{w}(wL_1^tG_1^t + H_wG_3^{-t}G_2^t) - H_wG_3^{-t}G_2^t \leq (L_1^tG_1^t)_{ij} \leq \frac{1}{w}(wL_1^tG_1^t + H_wG_3^{-t}G_2^t) - H_wG_3^{-t}G_2^t\]

From this, we obtain:

\[
\frac{1}{w}(wL_1^tG_1^t + H_wG_3^{-t}G_2^t) - H_wG_3^{-t}G_2^t \to L_1^tG_1^t \text{ as } w \to \infty,
\]
hence \( (L_w^*)_1/w \to \bar{L}_1^* \). With an analogous argument, it is possible to prove that \( (L_w^*)_2/w \to \bar{L}_2^* \), therefore:

\[
\frac{L_w^*}{w} \to [L^* \mid 0] \Rightarrow \frac{L_w^*L_w^{st}}{w^2} \to L^*L^{st} \text{ as } w \to \infty.
\]

Through this construction, we have the following theorem, which is a “dual” version of Theorem (1).

**Theorem 2.** Let \( \Lambda_1 \) be a \( n \)-dimensional lattice and \( \Lambda_2 \) a \( (n-k) \)-dimensional lattice such that its dual has Gram matrix \( A^* \). Given \( \varepsilon > 0 \), there is a matrix \( V_{k \times n} \) such that its rows are vectors of \( \Lambda_1 \) (i.e., \( \mathbf{v}_i \in \Lambda_1, i = 1, \ldots, k \)), a Gram
matrix $A_V^*$ for $\Lambda_V^*$ (the dual of the projection of $\Lambda_1$ onto $V^\perp$), and $c \in \mathbb{R}$ such that:

$$\|A^* - cA_V^*\| < \varepsilon$$

(15)

\begin{proof}
If the generator matrix of $\Lambda_1$ is given by equation (5), we choose a lower triangular matrix $L^*$ for $\Lambda_2^*$ such that $A^* = L^* L^{\star t}$, $A_V^* = L_w^* L_{w^\perp}^t$, $V$ as in Equation (13), and from the above-described construction we can make $\|A^* - 1/w^2A_V^*\|$ as small as we want. Otherwise, given any generator matrix $G'$ for $\Lambda_1$, there is an orthogonal matrix $Q$ such that $G'Q = G$, with $G$ as in equation (5) and hence, the projection of the lattice generated by $G$ onto $V^\perp$ is equivalent to the projection of $\Lambda_1$ onto $V^\perp$ for $V = \bar{V}^t Q$. Thus, choosing $c = 1/w^2$ and $V = \bar{V} Q^t$, where $\bar{V}$ equals the right hand side of Equation (13), the result follows. \end{proof}

Remark 2. Since a sequence of positive-definite matrices $M_i$ converges to $M$ if and only if the sequence $M_i^{-1}$ converges to $M^{-1}$, Theorem 2 is equivalent to Theorem 1.

Corollary 1. The convergence rate of the sequences of Gram matrices in Theorem (2) is given by:

$$\|A^* - cA_V^*\|_\infty = \begin{cases} O(1/\|V\|_\infty^{1/(n-2k+1)}) & \text{if } k < n/2 \\ O(1/\|V\|_\infty) & \text{if } k \geq n/2 \end{cases}$$

(16)

\begin{proof}
From the construction (11) above:

$$\left\|L^* L^{\star t} - \frac{1}{w^2} L_w^* L_{w^\perp}^t \right\|_\infty = O\left(\frac{1}{w}\right)$$

If $k > n/2$, then $H_w = H_w^{-1} = I_{n-k}$ and $\|V\|_\infty = O(w)$ (13). Otherwise, each co-factor of $H_w$ (thus each element of $H_w^{-1}$) has order $w^{-2k}$, hence $\|V\|_\infty = O(w^{n-2k+1})$ and the result follows. \end{proof}

3 Examples

3.1 Projecting $\mathbb{Z}^n$

As a first example, take $G = I_n$ such that $G_1 = I_k$, $G_2 = 0_{k \times (n-k)}$ and $G_3 = I_{n-k}$. Then, given a $(n-k) \times (n-k)$ lower triangular generator matrix $L^*$ for the dual of a target lattice, if $k < n/2$, we have:
\[
A = V = \begin{bmatrix}
I_k & [wL_1^*](\lfloor w\tilde{L}_2^* \rfloor + I_{n-k})^{-1}
\end{bmatrix}.
\]  
(17)

with \(\tilde{L}_1^*\) and \(\tilde{L}_2^*\) defined as in (11). If \(k \geq n/2\), then the projection-vectors are simply given by the rows of
\[
A = V = \begin{bmatrix}
I_k & \lfloor wL^* \rfloor & 0
\end{bmatrix}
\]  
(18)
i.e., the last \(n - 2k\) vectors are simply the canonical vectors \(e_i\) for \(i = k + 1, \ldots, n - k\). This suggests a degree of freedom that could be used to improve the complexity given by Corollary 1.

**Remark 3.** For \(k = 1\), the construction described above is exactly the Lifting Construction presented in [3].

### 3.2 Rectangular Lattices

Projections of the rectangular lattices \(\Lambda_c = c_1\mathbb{Z} \oplus \cdots \oplus c_n\mathbb{Z}\) are of particular interest for applications in communications as shown in [9]. To apply Theorem 1 to these lattices, let \(\Lambda_2\) be a target lattice whose dual has \(L^*\) as a lower triangular generator matrix. We define \(\Lambda_w^*\) as the lattices generated by the matrices
\[
L_w^* = \begin{bmatrix}
[wl_{11}c_1]/c_1 & 1/c_2 & \ldots & \ldots & 0 \\
[wl_{21}^*c_1]/c_1 & [wl_{22}^*c_2]/c_2 & \ldots & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
[wl_{n1}^*c_1]/c_1 & [wl_{n2}^*c_2]/c_2 & \cdots & [c_{n-1}wl_{nn}^*]/c_{n-1} & 1/c_n
\end{bmatrix}, w \in \mathbb{N}.
\]  
(19)

By pre-multiplying \(L_w^*\) by \(H_w^{-1}\) we obtain a family of vectors \(v_w \in c_1\mathbb{Z} \oplus c_2\mathbb{Z} \oplus \cdots \oplus c_n\mathbb{Z}\) such that the sequence of projections of \(\Lambda_c\) is, up to isometry, arbitrarily close to \(\Lambda_2\). To recover the projections of \(\Lambda_c\), we just apply the projection operator. As an example, the sequence of projections of \(\Lambda_c\) onto \(v_w\), where
\[
v_w = [ p_1 - \lfloor wp_1 \rfloor p_2 - (\lfloor wp_2 \rfloor - \lfloor wp_1 \rfloor \lfloor \sqrt{3}/2 \rfloor wp_2 ) \lfloor p_3 \rfloor ]
\]  
(20)
is arbitrarily close, up to similarity, to the hexagonal lattice \(A_2\), as \(w \to \infty\).

### 4 Conclusion and Open Questions

In this paper, we extend the main theorem of [1] by exhibiting projections of any \(n\)-dimensional lattice which are, up to similarity, arbitrarily close to any
(n − k)-dimensional lattice. Our main theorem is constructive and makes use of geometric properties of dual lattices and intersections of lattices and hyperplanes. A natural question arising from our main result is how to speed up the convergence given by Corollary [1]. Another possible extension of our work includes using the projections techniques described here in order to approach the problem of finding the shortest non-zero vector of an arbitrary lattice (the so-called SVP problem, whose hardness is explored in some cryptographic constructions [12]). For instance, if a projection of \( \mathbb{Z}^n \) onto \( \mathbf{v}^\perp \), \( \mathbf{v} \in \mathbb{Z}^n \), is such that \( \|v\|_1 = O(n^\alpha) \), then it is possible to find its shortest vector with \( O(n^{\alpha+1}) \) operations [2].
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