APPLICATION OF THE CHOSEN MULTI-CRITERIA DECISION-MAKING METHODS TO IDENTIFY THE AUTONOMOUS TRAIN SYSTEM SUPPLIER

Summary. This paper addresses an application of the specific methods of multi-criteria decision analysis to specify the appropriate supplier of an autonomous train in a certain production–distribution company. This company identifies three potential suppliers dealing with the development and purchase of autonomous train systems. In terms of the multi-criteria decision analysis, the WSA method, the Scoring method and the TOPSIS method were used to define a suitable compromise solution. To apply each method, individual suppliers were sorted depending on the appropriateness for the examined company based on relevance with all the identified criteria and their weights. The evaluation criteria include procurement cost, time of the whole autonomous train system project implementation, references from plants where such a technology has already been introduced, service department availability and battery charge time. Thereafter, the outcomes obtained using individual methods were compared to each other and the compromise supplier of the autonomous train system to be implemented in the selected company was determined.

1. INTRODUCTION

This paper focuses on technological development having a significant impact on individual manufacturing logistics sectors and is actively involved in reducing costs, increasing productivity and optimizing processes within logistics chain. Autonomous transport vehicles represent a very innovative solution and up-to-date topic with a great potential for daily utilization for routine and cycle operations. The inclusion of this subject in strategic government documents, for example Intelligence Specialization Strategy (RIS3), confirms the aforementioned statements. Autonomous transport vehicles considerably contribute to the transport efficiency in the internal logistics chain through its safety and reliability. These aspects are very important in the competitive environment on the market with some objectives, i.e. to meet customer needs faster, to get more appropriate and cheaper product [1].

The case study presented in this paper aims to design a convenient system for its implementation and operation within the selected automotive company, namely, by operating the autonomous logistics trains. The company has decided to adopt a trend of progressive technology especially due to the deficiency of qualified staff, which is currently a major issue for most of its plants and operated devices.
The current situation on the labor market is very complicated and employees are not interested in the specific kind of professional work [1].

The objective of this manuscript is also to prove that by establishing autonomous technologies, the company does not want to take the jobs of employees, but they want to fill the gap in a labor market with respect to their own needs and offer. These days, individual companies want to offer them the opportunity to perform activities that are not physically demanding while increasing efficiency. On the other hand, a low unemployment rate creates scope for salary growth. As a result, manufacturers make efforts to invest in autonomous technologies with the vision of investment return within a short term. In regard to well-functioning companies, aforementioned aspects represent key prerequisites for competitors to effectively compete on the market.

2. LITERATURE REVIEW

Multi-criteria decision analysis issues are discussed in detail in case studies addressing the independent component analysis to address decision-making concerns [2] and a comparative analysis based on the technique for order of preference by similarity to an ideal solution (hereinafter as the TOPSIS) for sustainable selection of the supplier for a fundraising strategy [3]. The scientific scope of this manuscript is demonstrated by real data from internal sources of a private company [1]. On the basis of the International Journal of Occupational Safety and Ergonomics and the main findings of the article dealing with the performance and safety optimization, a manuscript section referring to the weighted sum approach (hereinafter as the WSA) was elaborated [4]. An example of group decision-making that affects a sustainable approach in terms of supplier specification using the advanced TOPSIS method under an interval-valued Pythagorean fuzzy environment is discussed by the authors Yu et al. (2019) [5].

This article is also based on the publications that describe the utilization of automated identification and RFID systems in European logistics companies [6, 7], as well as manuscripts dealing with an implementation of the analytic hierarchy process (hereinafter as the AHP) tool when choosing the proper suppliers, which is discussed in the literature [8, 9]. The model application of the Clarke–Wright economics algorithm to address vehicle routing problems in supply logistics is the subject of other research studies [10, 11].

This paper is conceived in the form of combining multiple methodological guidelines focusing on the identification of suitable locations for enterprises using the AHP, the WSA and the TOPSIS apparatuses [12, 13], as well as allocation of investments into logistics risk of a public–private partnership using the fuzzy TOPSIS method [14]. In the literature [15], Rashidi and Cullinane (2019) present a comparative analysis of the findings by application of two techniques for supplier selection, in particular, the TOPSIS and the DEA (data envelopment analysis), wherein they are implemented for identifying the most preferred suppliers.

Last but not the least, for the purpose of this manuscript, it is important to analyze costs related to repairs of vehicles in the transport enterprise, which is dealt with in the articles [16, 17]. Research in the field of modeling supplier evaluations from the perspective of a real company is addressed in detail in a case study [18], where the authors suggest a model in order to increase the maximum supply chain management efficiency, which enables better reaction to newly created situations, and thus may satisfy the needs of a logistics company.

3. DESCRIPTION OF THE EXAMINED AUTOMOTIVE COMPANY

The selected company primarily focuses on the development, manufacture and distribution logistics of seats, exhaust systems, interiors and decorative parts of vehicles. The objective of the proposal consists of ensuring the internal logistics flows within the warehouse department using a suitable autonomous train system.
These days, the industrial plant goes through transformation with the aim to optimize the logistics flows. As mentioned above, the plant is focused on the production as well as the distribution of modern exhaust systems for internal combustion engines. The main production program involves manifold flanges, three-way catalysts and SCR (Selective Catalytic Reduction) system production. The established manufacturing technologies include robotic welding, sheet metal rolling, monolithic sheathing and tube bending.

The company uses multiple well-known manufacturing systems, wherein emphasis is placed on cost reduction, while maintaining and enhancing the quality of products. These systems are based on slimness (slim production), high efficiency and a high degree of standardization. The prime goal is to achieve competitive market capability in terms of low price, high quality and compliance with the required delivery time to the customer in the desired quantity as well as the proper location [1, 19].

4. APPLICATION OF THE MULTI-CRITERIA DECISION-MAKING METHODS – A CASE STUDY

As mentioned above, in terms of innovative potential handling equipment in the future, the plant (as a part of the investigated company) takes into consideration implementation of the autonomous logistics train system, which represents the very proposal and the application part of this manuscript per se.

The solution of an autonomous train is based on standard AGV (automated guided vehicle) warehouse trucks and advanced system software solutions for such a vehicle control. The development of such a system and commissioning the proposal will be the responsibility of the particular supplier, and will be provided in a turnkey form based on a fixed price offer. The project proposal assumes that the overall costs will include the design, installation and implementation of the system solution, specifically [20]:

- project management,
- analysis and concept of the design,
- customer workshops and simulations,
- specifications and detailed design,
- installation,
- vehicles in service,
- tuning layout,
- system configuration and communication infrastructure setup,
- safety and risk analysis,
- trial operation and performance tuning,
- customer user training and so on.

Individual works will be carried out partly onsite and partly on the supplier’s premises or at other sites.

As the main suppliers being considered, several manufacturers involved in the development and production of such a technology were chosen. They all belong to global suppliers of warehouse and distribution transport-logistics equipment and handling devices [21]. The specifications and parameters of individual scenarios (evaluated variants) are as follows [1]:

- Variant 1 – This includes the JGH 1000 autonomous logistics train set, including the JGH towing autonomous truck and three big trolleys, for cyclical material distribution within a specified object. This system appropriate especially for light industry and assembly-logistics premises. The towing truck technicalities include the following: maximum towing capacity – 4,800 kg; maximum forward speed – 2.3 m/s; beam height – 2,440 mm; height safety sensor – 105 mm; turning radius – 1,627 mm; and clear height – 48 mm.
• **Variant 2** – This includes the TAE 500 autonomous logistics train set, consisting of a TAE 500 towing vehicle and four manufacture-adapted trolleys, allowing the system to operate without a driver of a towing vehicle for cyclically recurring material flows. This solution increases productivity, ergonomics and safety, and reduces repair and operation costs. The towing vehicle parameters include the following: maximum towing capacity – 5,000 kg; maximum forward speed – 2.2 m/s; beam height – 2,350 mm; height safety sensor – 107 mm; turning radius – 1,636 mm; and clear height – 49 mm.

• **Variant 3** – This includes the LD-A7 autonomous logistics train set, consisting of an LD-A7 towing cart and four customizable pulled trolleys. This scenario is advantageous due to its operating speed and light weight. The towing cart specifications are as follows: maximum towing capacity – 4,750 kg; maximum forward speed – 2.5 m/s; beam height – 2,300 mm; height safety sensor – 102 mm; turning radius – 1,600 mm; and clear height – 47 mm.

The type model of the autonomous logistics train set being evaluated is illustrated in the following Fig. 1.

![Autonomous Logistics Train Set](image)

**Fig. 1.** Depiction of the type model of an autonomous logistics train set. Source: Authors, according to [1]

For the purpose of this case study, five relevant criteria, taken into account when applying the specific multi-criteria decision analysis methods, were identified in relation to key financial and operational indicators. These were chosen in particular based on consultation with the management of the examined company as well as experts in the addressed field of research. Hence, the main criteria for the decision-making process are as follows [1]:

- **$C_1$** – procurement costs (hereinafter referred to as price) [€],
- **$C_2$** – time of the whole autonomous train system project implementation (hereinafter referred to as time) [months],
- **$C_3$** – references from plants in which this technology is already being used (hereinafter referred to as references) [$1$ implies excellent, $2$ implies fine and $3$ implies good],
- **$C_4$** – service department availability (i.e. waiting time for technical staff to come to provide service operations on the specific autonomous train system, hereinafter referred to as availability) [hours] and
- **$C_5$** – battery charging time (hereinafter referred to as battery) [min].
The specific values assigned to each evaluated variant by each criterion are summarized in Table 1 based on an analysis of individual suppliers and information obtained from other plants (workplaces) of the selected company [1].

|                | Price [€] | Time [months] | References [-] | Availability [hours] | Battery [min] |
|----------------|-----------|---------------|----------------|----------------------|--------------|
| Variant 1 – V₁ | 285,460   | 12            | fine           | 8                    | 30           |
| Variant 2 – V₂ | 296,370   | 9             | excellent      | 4                    | 25           |
| Variant 3 – V₃ | 274,275   | 14            | fine           | 10                   | 30           |
| Nature         | MIN       | MIN           | MAX            | MIN                  | MIN          |

Source: Authors, according to [1].

4.1. Determination of the weights of criteria by the Fuller triangle method

First of all, it is imperative to determine the individual weights of each defined criterion, so that the multi-criteria decision-making methods may be applied subsequently.

The Fuller triangle method is one of the techniques to evaluate criteria relevance as well. The Fuller triangle is comprised of two lines, in which each a criteria pair occurs just once [4]. For each pair, the number of that criterion, which is considered to be more important by the decision-maker, is indicated (marked) somehow. To determine the normalized weight of the \( C_j \) criterion quantification, equation 1 (see below) is applied.

The criterion considered more important than another criterion is marked from the perspective of all pairs. The next step of this technique lies in adding up criteria marked as more important, which will be calculated in the individual lines and finally divided depending on their total number (sum of marked criteria).

Therefore, for each criterion, the number of times the criterion is marked as preferred rather than another criterion is to be calculated. To determine the weight of criteria, each criterion is divided by the amount of all the comparisons.

Furthermore, each criterion preference has to be increased by 1. Thereafter, a criterion with a preference of zero will have the value of 1.

Individual criteria are to be entered in the table as shown below (see Table 2 – general procedure of the Fuller triangle method of specifying the value of weights for individual criterion; values of 1-5, where 1 – excellent and 5 - insufficient).

|                | Price [€] | Time [months] | References [-] | Availability [hours] | Battery [min] |
|----------------|-----------|---------------|----------------|----------------------|--------------|
| Variant 1 – V₁ | 285,460   | 12            | fine           | 8                    | 30           |
| Variant 2 – V₂ | 296,370   | 9             | excellent      | 4                    | 25           |
| Variant 3 – V₃ | 274,275   | 14            | fine           | 10                   | 30           |
| Nature         | MIN       | MIN           | MAX            | MIN                  | MIN          |

Source: [4].

Table 3 compares each pair of criteria depending on the importance. Emphasis is placed on the procurement costs, time of the whole project implementation, references by other users, the service department availability and the charging time of the batteries.
Table 3 also summarizes all the weights of criteria quantified by equation 1, and thus compilation of the Fuller triangle [22]. Individual input preferences among each criteria pair were assigned by several experts dealing with the examined subject, and, thereafter, the means of all input values were obtained.

\[ w_j = \frac{v_j}{\sum_{k=1}^{n} v_k} ; j = 1,2, ..., n, \quad [-] \]

where \( w_j \) denotes the share of the sum of criterion preferences (\( v_j \)) divided by the total number of all preferences (\( v_k \)), i.e., the normalized weight of individual criteria \( C_j \) with the weight of \( v_j \).

**Table 3**

Values of weights for individual criteria – compilation of the Fuller triangle method

| Fuller’s triangle | Criteria | Number of preferences (\( v_j \)) | \( v_j + I \) | Weight | \( w_j \) |
|------------------|----------|----------------------------------|--------------|--------|-----------|
| \( C_1 \)       | \( C_1 \) | 4                                | 5            | 5/15   | 0.33      |
| \( C_2 \)       | \( C_2 \) | 0                                | 1            | 1/15   | 0.06      |
| \( C_3 \)       | \( C_3 \) | 1                                | 2            | 2/15   | 0.13      |
| \( C_4 \)       | \( C_4 \) | 3                                | 4            | 4/15   | 0.26      |
| \( C_5 \)       | \( C_5 \) | 2                                | 3            | 3/15   | 0.2      |
| **Total**       |          | **10**                           | **15**       | **1**  | **1**     |

Source: Authors.

As already mentioned, given the fact that the \( C_2 \) criterion has no preference, so far, it is impossible to quantify its weight. For this reason, \( v_j + I \) is added to each criterion preference. Thus, criterion \( C_2 \) reaches a preference of 0.06 [18].

**4.2. Calculation by the Weighted Sum Approach (WSA)**

In terms of the WSA technique, the maximization criterion is preferred; thus, all the minimization criteria need to be converted into the maximization criteria.

Hence, in our case study, all the minimization criteria (listed in Table 1) need to be converted into the maximization criteria for the first.

Minimization criteria include price, time, service department availability time and battery charging time. The references are given in the nature of maximization, and therefore the relevant values are assigned as follows: \( 3 \) denotes excellent, \( 2 \) denotes fine, \( 1 \) denotes good [5, 8, 9].

For example, from the price 285,460 for \( V_i \), a maximization value is converted based on equation 2 [13]:

\[ y_{ijmax} = h_{jmin} - y_{ijmin} \]  

where \( y_{ijmax} \) is the determined value of the \( i \)-th variant by the \( j \)-th criterion in the terms of maximization; \( h_{jmin} \) represents the highest value of the \( j \)-th criterion in the terms of minimization; and \( y_{ijmin} \) is the value of the \( i \)-th variant by \( j \)-th criterion in the terms of minimization.

This entire conversion, even with the new criteria values, is carried out in Table 4.

**Table 4**

Input criteria matrix and its values for subsequent calculations

| \( V_1 \) | \( V_2 \) | \( V_3 \) | \( w_j \) | Nature |
|----------|----------|----------|-----------|--------|
| \( C_1 \) | 10,910   | 0        | 0.33      | MAX    |
| \( C_2 \) | 2        | 5        | 0.06      | MAX    |
| \( C_3 \) | 2        | 3        | 0.13      | MAX    |
| \( C_4 \) | 2        | 6        | 0.26      | MAX    |
| \( C_5 \) | 0        | 0        | 0.20      | MAX    |

Source: Authors.
The next step of the WSA method lies in determining the best marginal values, i.e. the ideal $H$ variant, as follows \{22,095; 5; 3; 6; 5\}, and the worst marginal values, i.e. the basal $D$ variant, are respectively \{0; 0; 1; 0; 0\}. Subsequently, the matrix for each variant is built up, and then the partial (sub-utility) utility function is calculated. The partial benefit of the value $y_{ij}$ criterion is calculated by equation 3 [11]:

$$u_{ij} = \frac{y_{ij} - d_j}{h_j - d_j}, \quad i = 1,2, ..., m; \quad j = 1,2, ..., n, \quad [-]$$ (3)

where $u_{ij}$ is the partial benefit (utility function) of the value $y_{ij}$; $y_{ij}$ denotes the determined value of the $i$-th variant by the $j$-th criterion; $d_j$ is the worst value of the $j$-th criterion (basal variant); and $h_j$ is the best (highest) value of the $j$-th criterion.

An overview of partial benefits for all the variants is presented in Table 5.

| $V_i$ | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ |
|-------|-------|-------|-------|-------|-------|
| $V_1$ | 0.4938 | 0.40  | 0.50  | 0.3333 | 1.73  |
| $V_2$ | 0      | 1.00  | 1      | 1      | 2.00  |
| $V_3$ | 1.00   | 0.00  | 0.00   | 0      | 1.00  |
| $w_j$ | 0.33  | 0.06  | 0.13  | 0.26  | 0.20  |

Source: Authors.

The final step of the WSA method is to calculate the aggregate utility function (benefit) for each variant $u(V_i)$. Hence, the partial benefits for all the variants must be multiplied by the given normalized criterion weight ($w_j$), according to equation 4 (see Table 6 – normalized criteria matrix) [13]:

$$u(V_i) = \sum_{j=1}^{n} w_j u_{ij}; \quad i = 1,2, ..., m; \quad j = 1,2, ..., n, \quad [-]$$ (4)

Table 6

| $V_i$ | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ |
|-------|-------|-------|-------|-------|-------|
| $V_1$ | 0.163 | 0.024 | 0.065 | 0.087 | 0.346 |
| $V_2$ | 0.000 | 0.060 | 0.130 | 0.260 | 0.400 |
| $V_3$ | 0.330 | 0.000 | 0.000 | 0.000 | 0.200 |

Source: Authors.

Finally, the aggregate utility function for each variant is quantified, and thereby, the order of individual variants (suppliers) is determined (see Table 7). Since the function is in the terms of maximization, the variant with the biggest benefit (quantified value) is considered to be the compromise (the most appropriate) variant.

Table 7

| Variants' ranking by the WSA method |
|-------------------------------------|
| $V_i$ | Benefit | Order of variants |
|-------|---------|-------------------|
| $V_1$ | 0.685   | 2. |
| $V_2$ | 0.850   | 1. |
| $V_3$ | 0.530   | 3. |

Source: Authors.

Based on the application of the WSA method, variant no. 2 represents the best possible offer.

### 4.3. Calculation applying the Scoring method

First of all, it is necessary to specify the sequence of the criteria values. The highest preference has the value of 0 and the worst preference has the value of 3. For example, in terms of the criterion $C_i$
(procurement costs), the supplier $V_2$ is the most preferred one, considering the fact that the procurement costs for the $V_2$ are the lowest ones compared to all the suppliers. On the contrary, the $V_3$ variant is the least preferred supplier, since the procurement costs for the $V_3$ are the highest ones compared to all the suppliers. So, as far as the criterion $C_1$ is concerned, the supplier $V_2$ has assigned the value of 1 and the supplier $V_3$ has assigned the value of 0.

Table 8  
Criteria matrix and its values for calculation by the Scoring method

|       | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ |
|-------|-------|-------|-------|-------|-------|
| $V_1$ | 2     | 2     | 2     | 2     | 0     |
| $V_2$ | 1     | 3     | 3     | 3     | 1     |
| $V_3$ | 3     | 1     | 1     | 1     | 0     |
| $w_j$ | 0.33  | 0.06  | 0.13  | 0.26  | 0.20  |

Source: Authors.

Subsequently, the values of individual variants by each criterion are multiplied by the weight of the relevant criterion (see Table 9).

Table 9  
Normalized criteria matrix by the Scoring method

|       | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ |
|-------|-------|-------|-------|-------|-------|
| $V_1$ | 0.660 | 0.120 | 0.260 | 0.520 | 0.000 |
| $V_2$ | 0.330 | 0.180 | 0.390 | 0.780 | 0.200 |
| $V_3$ | 0.990 | 0.060 | 0.130 | 0.260 | 0.000 |

Source: Authors.

Finally, after filling in individual values into the criteria matrix for each variant, the suppliers' ranking may be defined (see Table 10).

Table 10  
Variants' ranking by the Scoring method

|       | Total value | Variants ranking |
|-------|-------------|------------------|
| $V_1$ | 1.56        | 2.               |
| $V_2$ | 1.88        | 1.               |
| $V_3$ | 1.44        | 3.               |

Source: Authors.

Using the Scoring method, supplier no. 2 is considered to be the best possible scenario.

4.4. Calculation applying the TOPSIS method

The technique for Order Preference by Similarity to Ideal Solution is well known as TOPSIS method. This technique is one of the MCDM methods where the variants' evaluation is carried out through comparison with the ideal variant. To explain the deviation from alternatives, various units are utilized. The fundamental of the TOPSIS method lies in standard Euclidean metrics.

As for the TOPSIS technique, where the maximization is preferred as well, and thereby all the minimization criteria must be converted into the maximization criteria [11, 13].
Hence, the first step of the TOPSIS method comes from the values listed in Table 4 (values already converted to maximization criteria) while maintaining the same weights determined by the Fuller triangle. The next step is to compile the criteria matrix \( R = (r_{ij}) \) (see Table 11).

This matrix \( R \) is compiled according to equation 5 [14]:

\[
r_{ij} = \frac{y_{ij}}{\sqrt{\sum_{i=1}^{m} y_{ij}^2}} \quad i = 1,2, ..., m; j = 1,2, ..., n, \quad [-]
\]

Table 11

| \( K_1 \) | \( K_2 \) | \( K_3 \) | \( K_4 \) | \( K_5 \) |
|---|---|---|---|---|
| \( V_1 \) | 0.44 | 0.37 | 0.53 | 0.32 | 0.00 |
| \( V_2 \) | 0.00 | 0.93 | 0.27 | 0.95 | 1.00 |
| \( V_3 \) | 0.90 | 0.00 | 0.80 | 0.00 | 0.00 |
| \( w_j \) | 0.33 | 0.07 | 0.13 | 0.27 | 0.20 |

Source: Authors.

As for the next step, the normalized criteria matrix \( Z = (z_{ij}) \) needs to be compiled by multiplying the normalized variant's value by each criterion and the normalized weight of the relevant criterion (equation 6), from which the ideal variant \( H \) and the basal variant \( D \) can be specified thereafter (see Table 12) [15].

\[
z_{ij} = w_j r_{ij}, \quad [-]
\]

where \( w_j \) is the relevant normalized criterion weight and \( r_{ij} \) denotes the normalized value of the particular variant by each criterion.

Table 12

| \( K_1 \) | \( K_2 \) | \( K_3 \) | \( K_4 \) | \( K_5 \) |
|---|---|---|---|---|
| \( V_1 \) | 0.15 | 0.02 | 0.07 | 0.08 | 0.00 |
| \( V_2 \) | 0.00 | 0.06 | 0.04 | 0.25 | 0.20 |
| \( V_3 \) | 0.30 | 0.00 | 0.11 | 0.00 | 0.00 |
| \( D \) | 0.00 | 0.00 | 0.04 | 0.00 | 0.00 |
| \( H \) | 0.30 | 0.06 | 0.11 | 0.25 | 0.20 |

Source: Authors.

The next step is to quantify the deviation of each \( Z \) matrix value from the ideal \( d_i^- \) variant (see equation 7) [6, 16, 17].

\[
d_i^+ = \sqrt{\sum_{j=1}^{n} (z_{ij} - h_j)^2} \quad i = 1,2, ..., m; j = 1,2, ..., n, \quad [-]
\]

Analogously, the deviation of each \( Z \) matrix value from the basal variant \( d_i^- \) needs to be determined (see equation 8) [6, 16].

\[
d_i^- = \sqrt{\sum_{j=1}^{n} (z_{ij} - d_j)^2} \quad i = 1,2, ..., m; j = 1,2, ..., n, \quad [-]
\]

All variants are then sorted depending on the values of the relative indicator \( c_i \) and the variants' ranking can be specified (see Table 13). This indicator is calculated as follows (see equation 9) [6, 16, 17]:

\[
c_i = \frac{d_i^-}{d_i^+ + d_i^-} \quad i = 1,2, ..., m, \quad [-]
\]

The relative indicator values for all the variants as well as the variants' ranking are clearly presented in Table 13.
Final evaluation of variants by the TOPSIS method

|          | \(d_i^+\) | \(d_i^-\) | \(c_i\) | Variants ranking |
|----------|-----------|-----------|---------|------------------|
| \(V_1\)  | 0.308     | 0.174     | 0.360   | 3.               |
| \(V_2\)  | 0.308     | 0.326     | 0.510   | 1.               |
| \(V_3\)  | 0.326     | 0.308     | 0.490   | 2.               |

Source: Authors.

Even based on the TOPSIS method, from the results in Table 13, supplier no. 2 represents the best possible, i.e. compromise, variant.

5. FINAL RESULTS AND DISCUSSION

The final comparison of individual multi-criteria decision-making methods is carried out in Table 14. In our comparison, applied methods denote the identified criteria and the methods’ rankings represent the critical values. The final outcome (the most appropriate supplier) is set based on the lowest value obtained by the sum of all the variants’ ranking values.

Final variants’ ranking and the determination of the best supplier

|          | WSA method | Scoring method | TOPSIS method | \(\Sigma\) | Final variants ranking |
|----------|------------|----------------|---------------|---------|------------------------|
| \(V_1\)  | 2.         | 2.             | 3.            | 7       | 2.                     |
| \(V_2\)  | 1.         | 1.             | 1.            | 3       | 1.                     |
| \(V_3\)  | 3.         | 3.             | 2.            | 8       | 3.                     |

Source: Authors.

Thus, following the elaborated literature review (see Chapter 2) as well as previous calculations and values obtained (see Chapter 4 and 5), based on the evaluation of individual scenarios by using the specific multi-criteria decision analysis methods, supplier no. 2 is recommended to be the most appropriate variant in terms of operating the autonomous train in the examined company [24].

Based on the existing criteria set, scenario \(V_2\) achieved the best possible results for all three methods, especially due to the fact that it demonstrated a strong relationship with high-weight-value criteria \(C_i\) (service department availability in hours, 0.26) as well as \(C_5\) (battery charging time in min, 0.2), where it clearly obtained the highest values for all methods. Certainly, the recommended supplier could differ depending on the type and scale of criteria determined and, of course, the mathematical methods applied in individual stages of evaluation of variants.

The implementation of the suggested solution may also offer other options for the future possible development of autonomous technology in the examined manufacturing facility. A potential benefit could be to introduce autonomous pallet carts for carrying finished products from production lines and distributing empty packaging to individual lines. With this solution, additional savings regarding an absence of a prospective construction design or adjustment could be achieved, since carts are operated on the same platform as those already working in the manual mode. The expected savings may also be achieved to decrease the number of warehouse workers [25, 26].

Another phase may involve the implementation of an autonomous cart for pallet distributions with input material to the particular zone. This could help toward time savings and increasing warehouse productivity during handling with input parts that are subsequently taken off by logistics trains. Here, the demand for one autonomous cart arises. The main benefit of this solution may be considered as a saving of one operator per shift (3 warehouse operators in total) [27, 28].

The advantage of this system lies in the fact that autonomous technology can be gradually complemented for multiple logistics operations to different workplaces and departments [29].
Nevertheless, all the above-formulated recommended aspects were not the objective of our case study.

6. CONCLUSION

Logistics in the automotive industry is a very dynamic field and currently represents an important challenge for the industrial sector economy. Customer satisfaction is regarded to be a key factor for the logistics chain success and, thus, in this industrial sector, the continuous development of modern innovative and progressive trends, as well as gaining of new knowledge into practice have been taking place. Modern development trends have a great perspective and future in the wake of the 4th industrial revolution (Industry 4.0), which, according to a study by the Department of Commerce and Industry, will transform a production from stand-alone automated units into fully automated and continuously optimized manufacturing environments.

New global networks, based on the interconnection of individual devices into cyber-physical systems, will emerge. These systems will be interconnected in order to be able to autonomously exchange and control each other. Responsible staff has to pay attention to the opportunities and risks of the Industry 4.0 and to be able to ensure the conditions for their integration into the systems and logistics operation. These changes will have tremendous economic and social transformation impacts on society.

The aim of this case study was to compare several different methods to specify the most appropriate supplier of autonomous train systems for their operation in the selected company. To this end, three multi-criteria decision-making methods were applied. The values of importance of five determined criteria were specified applying the Fuller triangle method, by which the weights of each criterion were calculated.

Following the outcomes achieved, it can be concluded that using the WSA method, the Scoring method as well as the TOPSIS method, supplier no. 2 is considered the most appropriate variant based on the predefined criteria. On the basis of the investigated subject, it also can be stated that no similar publication has been published as yet using the same exact mathematical methods, criteria set or formulation of the problem objective of this manuscript.
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