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ABSTRACT The Global Positioning System (GPS) has become the most widely used positioning, navigation, and timing system. However, the vulnerability of GPS to radio frequency interference has attracted significant attention. After experiencing several incidents of intentional high-power GPS jamming trials by North Korea, South Korea decided to deploy the enhanced long-range navigation (eLoran) system, which is a high-power terrestrial radio-navigation system that can complement GPS. As the first phase of the South Korean eLoran program, an eLoran testbed system was recently developed and declared operational on June 1, 2021. Once its operational performance is determined to be satisfactory, South Korea plans to move to the second phase of the program, which is a nationwide eLoran system. For the optimal deployment of additional eLoran transmitters in a nationwide system, it is necessary to properly simulate the expected positioning accuracy of the said future system. In this study, we propose enhanced eLoran accuracy simulation methods based on a land cover map and transmitter jitter estimation. Using actual measurements over the country, the simulation accuracy of the proposed methods was confirmed to be approximately 10%–91% better than that of the existing Loran (i.e., Loran-C and eLoran) positioning accuracy simulators depending on the test locations.

INDEX TERMS eLoran, positioning accuracy simulation, resilient navigation, complementary navigation system

I. INTRODUCTION

The global positioning system (GPS) is the most widely used positioning, navigation, and timing (PNT) system. Ground vehicles, airplanes, and ships can use GPS signals to obtain their positions, speeds, and heading information. In addition, GPS is used for precise timing applications. Considering the wide applications of global navigation satellite systems (GNSSs), including the GPS system of the United States (US) and Galileo of Europe, the vulnerabilities of GNSSs have become a serious problem. The transmission power of the GNSS signals from satellites is very limited, and the received signal level at user receivers is even lower than the thermal noise level [1]. Thus, high-power radio frequency interference (RFI) at the appropriate frequency bands can easily disrupt GNSS signals. In addition to RFI, ionospheric anomalies can disrupt GNSS signals [2]–[6].

There have been considerable cases in which intentional or unintentional GPS interference have been reported [7]–[12]. Various methods have been studied to mitigate the impact of RFI [13]–[18]. A controlled reception pattern antenna (CRPA) [19]–[22] is known to be one of the most effective ways to mitigate RFI. However, its relatively large size and high cost limit its applicability. Furthermore, even a GNSS CRPA may not provide a reliable PNT information under the intentional high-power jamming that South Korea has experienced. South Korea has experienced repeated intentional high-power GPS jamming from North Korea since 2010. For example, during a 6-day period of jamming in 2016, 1,794 cell towers, 1,007 airplanes, and 715 ships experienced GPS disruptions [23]. Considering the numerous critical infras-
structures that are dependent on GPS, South Korea decided to deploy an enhanced long-range navigation (eLoran) [24]–[27] system as a complementary PNT system to GNSSs [28].

eLoran is a high-power terrestrial radio navigation system whose performance is greatly improved from Loran-C [29]–[33]. It is virtually impossible to jam eLoran signals because the transmitting power of an eLoran signal is high enough to resist most practical jamming signals. Thus, eLoran can still provide PNT services where GNSSs are unavailable. The United Kingdom (UK) demonstrated the functionality of a prototype eLoran system in October 2014. This particular prototype had better than 10 m accuracy for maritime users [34] after additional secondary factor (ASF) correction by a differential correction station and ASF maps [35]–[37]. The ASF is a signal propagation delay due to the land path, and it is the largest error source for Loran systems (i.e., Loran-C and eLoran) [38]–[40]. After four years of research and development, South Korea has recently deployed an eLoran testbed system [41], which has been operational since June 1, 2021. A new eLoran transmitter was installed in the testbed, and two existing Loran-C transmitters were upgraded. In addition, two differential correction stations were deployed to cover two harbors in the testbed [41], [42]. If the demonstrated performance of eLoran in the testbed is determined to be satisfactory, South Korea will consider using the eLoran system nationwide. To deploy such a nationwide eLoran system, it is necessary to perform performance simulations corresponding to the locations of the additional eLoran transmitters. In particular, the expected positioning accuracy in the coverage area is important because South Korea requires a minimum accuracy of 20 m for eLoran to be used as a maritime backup navigation system, according to the request for proposal of the eLoran testbed project.

There are existing Loran performance simulators that were developed based on the studies in the US [43] and the UK [44]. To estimate the Loran positioning accuracy, the signal-to-noise ratio (SNR) of the received signal and the jitter of each Loran transmitter need to be specified. Previous studies used the effective ground conductivity data from the International Telecommunication Union (ITU) [45] to estimate the received signal strength, which is necessary in estimating the SNR. However, the effective ground conductivity over Korea from the ITU document shown in Fig. 1 is too coarse for use in a precise simulation. The transmitter jitter is more difficult to specify because each transmitter has different jitter characteristics. Previous studies assumed a fixed jitter (e.g., 6 m [43] or 4 m [44]) for all transmitters for simplicity, which results in additional errors in a positioning accuracy simulation. Because of the aforementioned issues, the South Korean government realized the necessity of developing a more accurate Loran accuracy simulator for Korea.

In this study, we propose the use of a land cover map to estimate the received signal strength more accurately than in previously defined methods. The land cover map contains information on the land usage, which can be converted to the effective ground conductivity. Regarding the transmitter jitter, we propose a method to estimate the Loran transmitter jitter based on Loran time-of-reception (TOR) [23] measurements.

The contributions of this work are summarized as follows:

- A method for generating fine-grid ground conductivity data based on a land cover map was proposed. We obtained approximately 1,600 ground conductivity values over South Korea using the proposed method, which is far more than the 11 values from the ITU data shown in Fig. 1. The field tests showed approximately 5%–72% improvements in the received signal strength simulation compared to the existing method.
- A method for estimating the Loran transmitter jitter was proposed. The jitters of the four Loran transmitters in Northeast Asia were estimated using the proposed method. Using the estimated jitters, approximately 9%–96% improvements in the measurement error simulation over the existing methods were demonstrated through field tests.
- The simulation performance of the Loran positioning accuracy was tested at seven locations in Korea. Overall, our methods of utilizing the land cover map and estimating the transmitter jitters resulted in approximately 10%–91% improvements in estimating the Loran positioning accuracy in Korea over the existing methods.

The remainder of this article is structured as follows. The Loran accuracy simulation method is introduced in Section II. The proposed methods for improving the simulation accuracy are presented in Section III. After discussing the field test results in Section IV, the conclusions are presented in Section V.

II. LORAN ACCURACY SIMULATION

A flowchart of the generic Loran accuracy simulation method is shown in Fig. 2. Each component of the flowchart is explained in the following subsections.
A. SNR SIMULATION

SNR is the ratio between the received signal strength and the noise strength. Therefore, these two factors must be determined to estimate the SNR. The signal strength diminishes as the signal propagates; thus, it is related to the propagation path. Signal strength decreases as the propagation distance increases, and the decreasing slope is related to physical characteristics, such as frequency, ground conductivity, and permittivity. Rotheram [46], [47] presented methods to calculate the expected signal strength, which was reflected in the ITU-R P.368-9 [48], and an algorithm was formed into usable software by ITU, namely GRWAVE [49], which was utilized in our work. To calculate the estimated signal strength using GRWAVE, it is necessary to know the effective radiated power (ERP); frequency of the signal; ground conductivity, permittivity, and elevation profile of the propagation path; and the gain and height of the transmitting antenna. Using these data, GRWAVE calculates the expected signal strength in dB(µV/m).

Among these input parameters, ground conductivity requires the most attention because it is more difficult to specify than the other parameters. The ground conductivity along a propagation path directly affects the signal-strength attenuation. For example, a higher ground conductivity at sea causes less signal attenuation than a lower ground conductivity among mountains. Fig. 3 represents an example of the relationship among signal strength, propagation distance, and effective ground conductivity, simulated using GRWAVE.

Previous Loran performance simulators [43], [44], [51] used the ground conductivity data published by the ITU [45]. This ITU document includes the ground conductivity values of the entire world. However, the ground conductivity over Korea from the ITU document shown in Fig. 1 is too imprecise for use in a precise signal strength simulation. Furthermore, this document does not contain data for the area of North Korea.

Another factor to consider when estimating SNR is noise strength. The major noise that affects the Loran signal is atmospheric noise originating from lightning, which has a peak at 10 kHz and a bandwidth between 1 kHz and 20 MHz [52]. The Loran signal is a 100 kHz radio wave and is included in the atmospheric-noise bandwidth. We have previously calculated the atmospheric noise over Korea based on the expected values of atmospheric radio noise data published by the ITU [53]. Atmospheric noise varies with time and season. Examples of figures depicting the atmospheric noise for each season are included in our previous publication [51]. The detailed process for calculating the noise level is described in [52].

Based on the estimated signal strength and noise strength at each user location, the SNR of a received Loran signal can be estimated. However, the estimation accuracy of the SNR from previous studies degrades due to the limited ground conductivity data over Korea.

B. MEASUREMENT ERROR SIMULATION

The standard deviation of bias-removed Loran TOR measurements from a transmitter i (i.e., \( \sigma_i \)) is a function of the jitter of the transmitter (i.e., \( J_i \)) and the SNR of the received signals from the transmitter (i.e., \( SNR_i \)) as shown in (1) [43].

\[
\sigma_i^2 = J_i^2 + \frac{337.5^2}{N_{\text{pulses}} \cdot SNR_i} \tag{1}
\]
where \( N_{\text{pulses}} \) is the number of accumulated pulses of the Loran signal that is determined by the group repetition interval (GRI) of the corresponding Loran chain. The number 337.5 was calculated from a reference measurement [43]. The transmitter jitter can be caused by thermal noise, bandwidth limitation, improper impedance termination, asymmetries in rise and fall times, cross-coupling, and so on [54].

It should be noted that the raw measurement from a Loran receiver is not time-of-arrival (TOA) but TOR. The relationship between TOA and TOR is as follows [23]:

\[
    TOA = \Delta t_{\text{rx0}} + n \cdot \text{GRI} + \text{TOR}
\]

(2)

where \( \Delta t_{\text{rx0}} \) is the receiver power-on time measured from the Loran epoch (i.e., January 1, 1958), and \( n \) is an unknown integer. Because \( \Delta t_{\text{rx0}}, n, \) and GRI are constants, the standard deviation of TOA is the same as that of TOR.

The estimated SNRs from the previous subsection are utilized to obtain \( \sigma_i^2 \) in (1), but it is also necessary to use the correct transmitter jitter to accurately estimate \( \sigma_i^2 \), which is directly related to the Loran positioning accuracy. Previous studies assumed a fixed value of 6 m [43] or 4 m [44] as the jitter of all transmitters, which causes errors in the positioning accuracy simulation because in reality each transmitter has a different jitter.

### C. Positioning Accuracy Simulation

Based on the estimated standard deviation of the bias-removed TOR measurements from transmitter \( i \), which is \( \sigma_i \), a weight matrix can be constructed as follows:

\[
    W = \begin{bmatrix}
        \sigma_1^2 & \cdots & 0 \\
        \vdots & \ddots & \vdots \\
        0 & \cdots & \sigma_N^2
    \end{bmatrix}^{-1}
\]

(3)

where \( N \) is the number of transmitters. With this weight matrix and a geometry matrix \( G \), the position error covariance matrix can be calculated as in (4) [56]. The geometry matrix \( G \) contains the sine and cosine values of the azimuth angle \( \theta_i \) from the user to the transmitter \( i \).

\[
    \begin{bmatrix}
        \sigma_x^2 & \sigma_{xy} & \sigma_{xt} \\
        \sigma_{yx} & \sigma_y^2 & \sigma_{yt} \\
        \sigma_{xt} & \sigma_{yt} & \sigma_t^2
    \end{bmatrix} = (G^T W G)^{-1}
\]

where

\[
    G = \begin{bmatrix}
        \cos \theta_1 & \sin \theta_1 & 1 \\
        \vdots & \vdots & \vdots \\
        \cos \theta_N & \sin \theta_N & 1
    \end{bmatrix}
\]

(4)

This position error covariance matrix contains the covariance of each pair of random variables among \( x, y, \) and \( t \), which represent the \( x \)-coordinate, \( y \)-coordinate, and user receiver clock. The \( z \)-coordinate is not considered because Loran provides only a two-dimensional position using low-frequency ground waves.

Given this position error covariance matrix, a 95% horizontal accuracy (i.e., two sigma) can be obtained using (5).

\[
    \text{Accuracy} = 2 \sqrt{\sigma_x^2 + \sigma_y^2}
\]

(5)

This accuracy assumes no bias in the position solution. In other words, the bias due to ASF is assumed to be compensated using spatial and temporal ASF correction methods [23], [35]. This type of accuracy is called a repeatable accuracy [57].

### III. PROPOSED METHODS TO IMPROVE THE SIMULATION ACCURACY

#### A. Ground Conductivity Estimation from Land Cover Map

As mentioned in Section II-A, it is important to apply accurate ground conductivity data to properly simulate the received signal strength at a user location that is necessary for Loran accuracy simulation, as shown in the flowchart in Fig. 2. Although it is common to use the ground conductivity data from the ITU [45], the rough ground conductivity data over Korea in Fig. 1 does not provide an accurate estimation of the received signal strength.

As an alternative, we utilized the relationship between the terrain types and their effective ground conductivity values, as shown in Table 1 [50]. To obtain fine-grid terrain-type data over Korea, we used the land cover map in Fig. 4 that was provided by the Ministry of Environment, Korea [55]. The land cover map contains information on land usage. We converted this land cover map to effective ground conductivity data using the relationship shown in Table 1. The resolution of the land cover map in Fig. 4 is far better than that of the ground conductivity map shown in Fig. 1. The original resolution (i.e., the area covered by one pixel) of the land cover map was 30 m \( \times \) 30 m, and we down-sampled the data to a 7 km \( \times \) 7 km resolution to balance the simulation accuracy and computational time. Thus, we used approximately 1,600 ground conductivity values in the area over South Korea.
As shown in (1), the jitter $J_i$ of transmitter $i$ is directly related to the standard deviation $\sigma_i$ of the bias-removed TOR measurements from the transmitter. Thus, it is important to use the correct jitter values to improve the Loran accuracy simulation performance. However, as discussed in Section II-B, a fixed value of 6 m or 4 m was previously assumed in the existing Loran simulators [43], [44].

In this study, we propose a method to estimate the correct transmitter jitter based on actual TOR measurements, and the proposed method is experimentally validated. Four existing Loran transmitters in the Northeast Asia, whose signals were robust in Korea, were used in our accuracy simulator. The utilized transmitters were the Pohang (9930M) and Gwangju (9930W) transmitters in Korea and the Rongcheng (7430M) and Xuancheng (7430X) transmitters in China (Fig. 5).

From (1), the jitter $J_i$ of transmitter $i$ can be expressed as follows:

$$J_i = \sqrt{\sigma_i^2 - \frac{337.5^2}{N_{\text{pulses}} \cdot \text{SNR}}}$$

The TOR measurements from a Loran receiver contain certain biases that are not related to the transmitter jitter, such as the receiver clock bias, transmitter clock bias, and ASF variations. Thus, if the variance of the raw TOR measurements, $\sigma_{\text{TOR}_i}^2$, is used as $\sigma_i^2$ in (6), the estimated $J_i$ will also contain the same biases, which results in an incorrect transmitter jitter estimation. Therefore, it is important to remove the biases in the TOR measurements before calculating the variance $\sigma_i^2$.

If the time-difference-of-arrival (TDOA) values between two transmitters are considered, the TDOA between transmitters 1 and 2 in the same Loran chain can be obtained as follows [23]:

$$\text{TDOA} = (\text{TOR}_1 - \text{TOR}_2) + (\text{ED}_1 - \text{ED}_2)$$

where $\text{ED}_i$ is the known emission delay of transmitter $i$ with respect to the master transmitter of the same Loran chain. The variance of TDOA, $\sigma_{\text{TDOA}}^2$, can be reliably estimated from raw TOR measurements because the common biases between $\text{TOR}_1$ and $\text{TOR}_2$ are canceled by (7).

Because $\text{ED}_i$ is a known constant, the variance of the TDOA is expressed as follows:

$$\sigma_{\text{TDOA}}^2 = \text{Var}[\text{TOR}_1 - \text{TOR}_2] = \sigma_1^2 + \sigma_2^2 < \sigma_{\text{TOR}_1}^2 + \sigma_{\text{TOR}_2}^2$$

where $\sigma_1^2$ and $\sigma_{\text{TOR}_i}^2$ are the variances of the bias-removed TOR measurements and the raw TOR measurements from transmitter $i$, respectively. As shown in Fig. 6, the TOR measurements from the two transmitters contain significant time-varying biases, but it is noticeable that the common biases between $\text{TOR}_1$ and $\text{TOR}_2$ were eliminated in the TDOA values. Without eliminating the large biases in the TOR measurements in Fig. 6, $\sigma_{\text{TOR}_1}^2 + \sigma_{\text{TOR}_2}^2 = 3.8693 +$
3.8727 = 7.7420 μs², which is orders of magnitude larger than \( \sigma_{TDOA}^2 = 3.2977 \times 10^{-4} \) μs². The time-varying biases dominate the value of \( \sigma_{TOR}^2 \), and 24-h data were used to calculate the sample variance as follows:

\[
\sigma_{TOR}^2 = \frac{\sum_{m=1}^{M} (TOR_i(m) - \overline{TOR}_i)^2}{M - 1} \tag{9}
\]

where \( TOR_i(m) \) is the \( m \)-th raw TOR measurement from transmitter \( i \), \( \overline{TOR}_i \) is the average of raw TOR measurements over the 24-h period, and \( M \) is the total number of TOR measurements over the 24-h period.

To obtain \( \sigma_i^2 \), which is necessary for estimating the transmitter jitter, it is essential to remove the biases in the TOR measurements. We propose to detrend raw TOR measurements by applying Gaussian kernel smoothing to eliminate biases, which leaves only the random error components. As a metric of the bias elimination error, we suggest using:

\[
e = |\sigma_i^2 + \sigma^2 - \sigma_{TDOA}^2| \tag{10}
\]

Once TOR biases are properly removed, the sum of variances of bias-removed TOR measurements (i.e., \( \sigma_i^2 + \sigma^2 \)) will be close to the variance of the TDOA measurements (i.e., \( \sigma_{TDOA}^2 \)), as shown in (8), and the bias elimination error, \( e \), will be close to zero.

We estimated the TOR biases by smoothing the raw TOR measurements using a Gaussian kernel. After applying the Gaussian kernel smoothing, the smoothed output signal \( TOR_{i,bias} \) from the biased raw input signal \( TOR_i \) is obtained as follows [58]:

\[
TOR_{i,bias}(t) = \int_0^\infty \frac{1}{b\sqrt{2\pi}} e^{-\frac{t^2 - s^2}{2b^2}} TOR_i(s) \, ds \tag{11}
\]

where \( b \) is the bandwidth of the Gaussian kernel. Fig. 7 shows an example of smoothed TOR outputs after Gaussian kernel smoothing, which represents the time-varying bias components in the raw TOR measurements. Once this bias is removed from the raw measurements, only random error components remain. Then, \( \sigma_i^2 \) can be calculated as:

\[
\sigma_i^2 = \text{Var} [TOR_i - TOR_{i,bias}] . \tag{12}
\]

It should be noted that the amount of smoothing depends on the bandwidth \( b \) in (11). Thus, \( \sigma_i^2 \) in (12) and the bias...
TABLE 2. Comparison of signal strength (SS) [dB(μV/m)] measurements and simulation results at five locations in Korea.

| Test locations | Incheon | Pyeongtaek | Okcheon | Gimcheon | Daegu |
|----------------|---------|------------|---------|----------|-------|
| Measured SS    | 56.25   | 58.54      | 70.39   | 75.04    | 77.37 |
| ITU map (existing) | 67.62  | 69.81      | 75.96   | 78.01    | 81.98 |
| Land cover map (proposed) | 65.19  | 66.97      | 71.87   | 75.85    | 81.26 |
| Improvement (%) | 21.37  | 25.25      | 67.71   | 72.72    | 15.51 |
| Simulated SS   | 57.45   | 57.50      | 61.32   | 59.56    | 57.08 |
| ITU map (existing) | 65.56  | 66.99      | 70.76   | 69.67    | 68.19 |
| Land cover map (proposed) | 63.76  | 66.45      | 68.45   | 66.11    | 65.40 |
| Improvement (%) | 11.32  | 5.74       | 24.49   | 35.21    | 25.09 |

A. IMPROVEMENT ON THE RECEIVED SIGNAL STRENGTH SIMULATION

In Section III-A, we proposed the use of a land-cover map to indirectly obtain dense ground conductivity information. To verify its effectiveness, the signal strength simulation results based on the ITU effective ground conductivity map (Fig. 1) and the land cover map (Fig. 4) were compared with the actual received signal strength measurements [61] at five locations (i.e., Incheon, Pyeongtaek, Okcheon, Gimcheon, Daegu) across Korea, as shown in Fig. 5. These locations between the Pohang and Gwangju transmitters were selected as they have geometric diversity across the country. The Loran signals from the Pohang and Gwangju transmitters were received for 10–20 minutes at each location, and the average received signal strengths are presented in Table 2.

At all five test locations, the proposed method to simulate the signal strength resulted in noticeable improvements over the existing method. The improvement measured by (14) varied between 5.74% and 72.72%. It is noteworthy that the proposed method provided lower signal strength estimations than the existing method for all the test cases. This is because the detailed ground conductivity information obtained from our method predicts additional signal attenuation that cannot be predicted by the coarse ITU ground conductivity data.

B. IMPROVEMENT ON THE MEASUREMENT ERROR SIMULATION

The jitters in the four transmitters in Fig. 5 were estimated using the method proposed in Section III-B. We used the TOR measurements of the four transmitters collected at three locations (i.e., Okcheon, Gimcheon, and Daegu) for the jitter estimation, and the estimated jitters are presented in Table 3.
Depending on the TOR measurement quality, the estimated jitters based on the measurements of one test location can be different from those of another test location. Thus, we estimated the jitters at three different locations and used the average value.

The existing Loran performance simulators assume a fixed jitter value (e.g., 6 m [43] or 4 m [44]) for all transmitters, as discussed in Section II-B. However, the estimated jitters were different between transmitters, as shown in Table 3. Transmitter jitter is directly related to the variance of the bias-removed TOR measurements (i.e., $\sigma_1^2$), as in (1). Thus, the effectiveness of the estimated jitters can be verified by comparing the measured and estimated variances using the TDOA. Instead of the true values of $\sigma_{\text{ITDOA}}^2$, we used as the ground truth for performance verification, as they can be directly measured owing to the time-varying bias. Instead, the true values of $\sigma_1^2$ cannot be directly measured because the common bias between two transmitters in the same Loran chain is automatically canceled.

If $\sigma_1^2$ and $\sigma_2^2$ of two transmitters in the same Loran chain are simulated with proper transmitter jitters, $\sigma_1^2 + \sigma_2^2$ should be close to the ground truth, i.e., $\sigma_{\text{ITDOA}}^2$, as shown in (8). Table 4 compares the simulation performance of the two existing methods (i.e., fixed jitters of 6 m or 4 m) and our proposed method (i.e., estimated jitters in Table 3) at two locations (Incheon and Pyeongtaek). The Pohang and Gwangju transmitters are considered together because they are in the same Loran chain as the Rongcheng and Xuancheng transmitters (see Fig. 5).

Because the measurements collected at Incheon and Pyeongtaek were not used for the transmitter jitter estimation in Table 3, they are suitable for verification purposes. From among the five test locations in Fig. 5, the data from three locations were used for jitter estimation, and the data from two locations were used for verification. Our estimated jitters clearly performed better than the fixed jitters at both test locations, as the simulated $\sigma_1^2 + \sigma_2^2$ was closer to the measured $\sigma_{\text{ITDOA}}^2$ than were the fixed jitters. The performance improvement measured by (14) ranged from 9.30% to 96.19%, as presented in Table 4.
FIGURE 10. Field-test locations in South Korea for evaluating the performance of the proposed Loran positioning accuracy simulation method.

C. IMPROVEMENT ON THE LORAN POSITIONING ACCURACY SIMULATION

As explained in Fig. 2, the simulated received signal strength in Section IV-A and the measurement errors $\sigma_i^2$ in Section IV-B were utilized to simulate the Loran positioning accuracy. Because we have demonstrated that our methods provided better simulation accuracy of the received signal strength and $\sigma_i^2$, it is expected that the positioning accuracy simulation results from the proposed methods would also be better than those of the existing methods. This subsection verifies the comparison of the simulated and measured positioning accuracy results at the seven test locations in Fig. 10 over South Korea.

To calculate the measured positioning accuracy, TOR measurements from the four transmitters shown in Fig. 5 were used. Because the four transmitters belong to two Loran chains, the multichain Loran positioning algorithm [23] was used to calculate Loran position solutions. To obtain a repeatable accuracy, spatial and temporal ASF errors were removed using the TDOA-based ASF correction method shown in [23]. The 95% repeatable accuracies at seven test locations in Incheon, Pyeongtaek, Dangjin, Andong, Gumi, Jeonju, and Gwangju were 10.16 m, 8.72 m, 10.09 m, 12.73 m, 8.87 m, 8.49 m, and 12.13 m, respectively, as shown in Table 5. As in the case of Table 4, the Okcheon, Gimcheon, and Daegu data were not used for evaluating the positioning accuracy simulation performance, because the data from those sites were used for transmitter jitter estimation. Our method using the estimated jitters with the land cover map demonstrated 10.87% to 91.82% improvement over the existing methods when the metric in (14) was applied.

V. CONCLUSION

South Korea plans to proceed to a nationwide eLoran system to overcome the vulnerabilities of GNSSs after evaluating the eLoran performance in the testbed. To determine the optimal locations of future eLoran transmitters, it is essential to simulate expected positioning accuracy under a given transmitter distribution. In this work, we proposed to utilize the land cover map to improve the quality of the received signal strength estimation. A method to estimate transmitter jitters was also proposed to improve the quality of measurement noise estimation. As a result, the performance of the Loran positioning accuracy simulation was improved by approximately 10%–91% compared with the existing methods, which was validated by the field-test data from seven locations across Korea. This improved Loran accuracy simulator is currently being used to provide the necessary information to decision makers in the Korean Ministry of Oceans and Fisheries regarding the future of Korea’s nationwide eLoran system. Although the current focus of the Loran navigation performance in Korea is on the positioning accuracy, this Loran accuracy simulator can be expanded to simulate Loran integrity and availability in the future.
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