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Highlights

- A morphology-based radiological image segmentation approach is proposed.
- The proposed approach can be used as a tool for early screening the suspected COVID-19 infected patients using CT scan images.
- The proposed approach exploits the advantages of some simple morphological operations to effectively process spatial information.
- Experiments are carried out using various cluster validity indices to test the efficiency and the obtained results are promising and encouraging so that the proposed method can be adapted as a computer-aided tool to combat the spread of COVID-19 disease.

Abstract

Computer-aided radiological image interpretation systems can be helpful to reshape the overall workflow of the COVID-19 diagnosis process. This article describes an unsupervised CT scan image segmentation approach. This approach begins by performing a morphological reconstruction operation that is useful to remove the effect of the external disturbances on the infected regions and to locate different regions of interest precisely. The optimal size of the structuring element is selected using the Edge Content-based contrast matrix approach. After performing the opening by using the morphological reconstruction operation, further noise is eliminated using the closing-based morphological reconstruction operation. The original pixel space is restored and the obtained image is divided into some non-overlapping smaller blocks and the mean intensity value for each block is computed that is used as the local threshold value for the binarization purpose. It is preferable to manually determine the range of the infected region. If a region is greater than the upper bound then that region will be considered as an exceptional region and processed separately. Three standard metrics MSE, PSNR, and SSIM are used to quantify the outcomes. Both quantitative and qualitative comparisons prove the efficiency and real-life adaptability of this approach. The proposed approach is evaluated with the help of 400 different images and on average, the proposed approach achieves MSE 307.1888625, PSNR 23.7246505, and SSIM 0.831718459. Moreover, the comparative study shows that the proposed approach outperforms some of the standard methods and obtained results are encouraging to support the battle against the COVID-19.
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1. Introduction

The whole world is currently facing a major threat due to the recent outbreak of the 2019 novel coronavirus disease or COVID-19 virus and many countries currently going through a pandemic scenario. 141,057,106 total confirmed cases are reported to the world health organization (WHO) among which 3,015,043 people expired around the world due to this disease till 4:28 pm CEST, 19th April 2021 [1]. From these statistics, it is clear that the approximate mortality rate is 2.137% throughout the world but, the mortality rate is merely a statistical figure but does not show a clear picture of the present scenario because the rate of infection is growing exponentially and much higher compared to the number of casualties. The highly infectious nature of the COVID-19 virus leads to a pathetic condition throughout the world and many countries are not in a state to provide sufficient infrastructures that are required to support the infected patients as well as healthy patients from getting infected. The recently observed mutations make the situation worse. Specifically, some dedicated drugs are required to effectively fight against this highly infectious virus. At present, some precautionary
measures like social distancing, isolation, use of masks, sanitizers, hand wash, face shield, and other protective gear, etc. are considered as some of the important and effective tools to prevent the drastic spread of this disease. People from many remote geographic locations are also not able to maintain all prescribed precautionary measures due to not having sufficient resources or a lack of relevant knowledge.

The reverse transcription-polymerase chain reaction (RT-PCR) test is frequently used and the gold standard to detect and confirm the presence of the COVID-19 virus. Some studies show that radiological images can be helpful in the diagnosis process [2–10]. Chest CT scan images are useful in this context because some prominent features can be observed in these images which can be considered as the early signs of the COVID-19 infection [11]. It is an important observation because CT scan images of the chest region can be useful to detect and analyze the suspected patients quickly so that, the isolation process can get accelerated and the drastic spread of this virus can be decelerated to some extent. Moreover, radiological investigations can be performed with minimal contact with the patients which is essential to keep the technicians and other medical professionals safe from this infection. CT scan images can be considered a useful tool for the screening purpose [12] but should not be used as an alternative to the RT-PCR test because some false positive cases are reported in [13,14]. Moreover, sometimes false negative reports may also get generated due to the status of infection in the chest region. But some prominent features are quite encouraging and effective to investigate the CT scan images for early screening purposes. Image segmentation is important and sometimes very useful from the context of automated biomedical image analysis frameworks [15–17]. Automated and intelligent computer-aided diagnostic systems are highly beneficial to automate the manual diagnostic procedures and helpful for the physicians to avoid typical man-made errors. The proposed work can aid the diagnosing process of COVID-19 pneumonia from some prominent symptoms, not the infection itself, that can only be confirmed with the help of some standard procedures like the RT-PCR test. It should also be noted that the proposed approach cannot replace the role of the gold-standard test RT-PCR in the diagnostic process.

Time is an important resource for automated diagnostic systems because delay in the diagnosis process results in a delay in the treatment and there sore, time is highly important to save many precious lives. Automated diagnostic systems can work in a highly time-bound manner and can act as a helping hand of the physicians. Image segmentation is an inextricable component for most of the automated image exposition frameworks [18–20]. It prepares an image in such a way so that, the image is easy to interpret and the root cause of a disease can be easily understood [19,21].

Computer vision and machine learning are the allied domains of artificial intelligence which are frequently used to solve various practical problems because these approaches can uncover some hidden patterns and information from the underlying dataset which are may not be always feasible by human observers. The ability to scale CT is much harder than lab tests but the RT-PCR test is time-consuming (the turnaround time is approximately 10-15 hrs after receiving the sample from the suspected patient). Moreover, this work is not intended to replace these conventional tests by any means and intended to support the physicians so that they can effectively interpret the radiological images.

Machine learning approaches can be categorized into two broad ways like unsupervised and supervised approaches [21–26]. Supervised approaches require some training data from where they can learn or understand the dataset and act accordingly. Unsupervised approaches explore the dataset under consideration without being guided or trained by any training samples [27,28]. In general, expert delineations of the CT scan images which are collected from the COVID-19 positive patients are not always available. Therefore, in this work, a novel segmentation approach is proposed for the CT scan images which can be proved as an efficient tool to combat the spread of the COVID-19 virus [10,29]. Although, CT scans will likely have little effect to combat the spread as the patient is already in the hospital, not the community but, early diagnosis can refrain doctors, nurses, hospital staffs, and other patients in the hospital from getting infected. Moreover, it is not the case that patients with some minor problems always get themselves admitted to the hospital. From that point of view, the proposed work can help to combat the spread of this virus to some extent.

The proposed work addresses the challenging task to automate the segmentation process of the CT scan images which are collected from the chest region of the COVID-19 infected patients. The proposed approach is based on morphological operations. All images that are used in this work are collected from public repositories and it is ensured that there is no requirement of taking any kind of consent from any person organization the privacy of the patients is not violated at all. The input image is first processed with the morphological reconstruction operation which is supported by the Edge Content-based contrast matrix approach to finding the
optimal size of the structuring element. The input image is then segmented using some morphological operations and by approximating the elliptic shape of the alveoli. The proposed approach is described in section 3 in detail. The proposed approach is tested on some of the standard real-life CT scan images which are collected from the chest region of the COVID-19 infected patients. Moreover, the proposed approach is compared with four existing approaches using both quantitative and qualitative manners. The obtained results are discussed in detail in section 4.

The remaining article is organized as follows: Section 2 describes some of the related works in brief. Section 3 and 4 discuss the proposed approach and the corresponding results in detail respectively. Section 5 concludes the article by discussing some important and relevant points and also by giving some future directions.

2. Related works

In this section, some related works which are related to the COVID-19 image data analysis are discussed in brief. The overall literature can be broadly divided into two parts e.g., works that are based on X-ray images and works based on CT images. Among the following discussed literature, the first five works are based on the X-ray images whereas the next five works are based on the CT images. These works are mostly supervised. The last paragraph is dedicated to discussing some of the closely related works.

A deep learning model based COVID-19 image classification framework is proposed in [30]. This work uses X-ray images to identify COVID-19 infection. This approach is named COVIDX-net and it integrates seven different deep neural network architectures. This work is tested using a small amount of image data and shows a satisfactory performance. This approach achieves a 0.89 F1 score for normal samples and a 0.91 F1 score for COVID-19 infected samples. Another deep learning-based COVID-19 image analysis framework is proposed in [31] and this work also uses the X-ray images for the classification purpose. This model is named COVID-Net and it is applied on a large number of X-ray images and shows some promising results. The authors explain the working principle of this classification architecture in detail. Moreover, an unbiased audit of this deep learning model is presented to validate the classification results. This approach achieves 93.3% accuracy, 91.0% sensitivity, and 98.9% PPV in analyzing COVID-19 images. A similar approach i.e. deep learning-based X-ray image classification method is proposed in [32] which is named DarkCovidNet. In this work, a heat map-based infected region detection mechanism is proposed. This model is used in both binary and multi-class classification problems and achieved 98.08% and 87.02% accuracy from these two types of problems respectively. Another X-ray based automated image classification framework is proposed in [33] to automate the diagnosis process of the COVID-19 disease. This work is based on the deep Bayes-SqueezeNet network and named CODiDiagnosis-Net. The proposed approach outperforms some of the existing approaches in terms of performance once the hyper-parameters are fine-tuned. This approach achieves 98.3% accuracy, correctness, F1 score, and completeness; 99.1% Specificity, and 97.4% Matthew Correlation Coefficient values. A convolutional neural network based automated COVID-19 image analysis architecture is proposed in [34]. This approach is based on the X-ray images and two datasets are involved with three different types of the images such as confirmed COVID-19 positive cases, bacterial and viral pneumonia, and normal cases. The proposed approach can find some interesting and useful patterns from these images with 96.78% accuracy, 98.66% sensitivity, and 96.46% specificity.

Multivariate logistic regression-based COVID-19 radiological image diagnosis models are proposed in [35]. In this work, three models are proposed which are quantitatively evaluated using the receiver operating characteristic curve. Both semantic and clinical properties are considered in this work. A total of 18 semantic and 17 clinical features are considered and these properties are significantly different and some well-known statistical tests are used to establish this fact. The proposed models prove to be efficient compared to some of the existing works. This approach achieves a 98.6% area under curve (AUC) value. A deep learning framework-based COVID-19 CT scan image analysis approach is proposed in [36]. In this work, both two-dimensional and three-dimensional deep learning models are adapted and these models along with some variations are applied and tested on various international datasets. The experiments show some encouraging results with a 0.996 area under the curve. This approach can be helpful in the detection as well as monitoring of the COVID-19 infected patients. A CT scan image analysis framework based on deep learning is proposed in [37]. In this work, a commercially available deep learning architecture is used to quantify and assess CT scan images. Patients are categorized into different classes depending on the severity of the infection. A total of 126 patients are considered for the experiments and it is observed that this approach can remove the subjective dependency from
the test images and helps to efficiently quantify these images. With the help of this approach, a 3.6% increase in the opacification is observed in baseline CT to first follow-up CT image. But it is interesting to note that the opacification does not increase significantly from the first to the second follow-up CT image. An automated deep learning-based CT scan image analysis framework is developed in [28]. A total 5372 number of patients are considered to collect the samples of the CT scan. The system is trained with 4106 images and then 1266 images are used to test the performance of the system. Moreover, four external validation sets are used and the performance of this classifier is quite impressive in identifying COVID-19 patients from other classes. This approach can effectively identify COVID-19 pneumonia from other pneumonia, and viral pneumonia with the area under curve 0.87, 0.88, and 0.86 respectively. A multi-objective approach coupled with a convolutional neural network-based approach for COVID-19 is proposed in [38]. This work can classify into two classes i.e., infected and non-infected. The hyperparameters of the convolutional neural network are fine-tuned using the multi-objective differential evolution algorithm. The experiments prove the efficiency of this approach. This approach outperforms some other state-of-the-art models, i.e., ANN, ANFIS, and CNN models in terms of accuracy, F-measure, sensitivity, specificity, and Kappa statistics by 1.9789%, 2.0928%, 1.8262%, 1.6827%, and 1.9276%, respectively.

An approach for COVID-19 infected chest CT image segmentation is proposed in [39]. This approach is dependent on the voxel-level anomaly modeling that can effectively find some of the important and relevant information about the healthy CT image. This work does not depend on any labeled or annotated data. The training pairs are generated by including synthetic lesions. These training pairs are used to learn normalcy-recognizing networks or NormNet. This work is validated with the help of three publicly available datasets namely Coronacases, Radiopedia, and UESTC and it is observed that it outperforms many state-of-the-art unsupervised anomaly detection techniques and achieves AUC value 87.0, 89.7, and 88.4 respectively. A weakly-supervised approach for COVID-19 chest CT image segmentation purposes is proposed in [40]. This approach is designed to help the physicians in rapid detection of the presence of this infection with a limited number of labeled datasets. This approach implements a pipeline of methods that deals with different jobs like segmentation of the lung region, classification of the two-dimensional slice, and localization, etc. This approach proposes an unsupervised clustering that exploits the feature space. This approach is tested on an external dataset with images collected from 199 patients and the results are found to be satisfactory enough. It achieves 100% accuracy, and specificity, precision, F1-score, and sensitivity on volume level evaluation. Another semi-supervised approach is proposed in [41] that uses limited amount of samples for the detection purposes. This approach proposes a regularized semi-supervised framework that is based on an active contour model. The region-scalable fitting model is used to realize the active contour-based approach. It is observed that this approach outperforms many state-of-the-art techniques in terms of different well-known metrics up to 5% in dice similarity, 8 mm in 95% Hausdorff distance, and 10% in relative absolute volume difference. An unsupervised approach is proposed in [29] for the early understanding of the COVID-19 infection from the radiological images. This approach exploits the advantages of superpixels to reduce the computational overhead that is associated with the processing of a significantly large amount of spatial information. This approach hybridizes the type-2 fuzzy system and modified flower pollination optimization approach to determine the optimal clustering outcome. This approach is free from the selection of the initial cluster centers. Experimental results prove the superiority of this approach over many existing approaches. On average, this approach achieves Davies-Bouldin index value 1.320236, 1.639451, 1.744748, 1.522415 for 3, 5, 7, and 9 clusters respectively. An unsupervised approach for COVID-19 infected lung CT image segmentation is proposed in [42] that is based on representational learning and clustering. This approach proposes a pre-processing algorithm to avoid segmenting high-intensity regions as infected ones. This approach proves to be efficient and shows a significant improvement in mutual information score and achieves 0.394 e normalized mutual information score.

Apart from these approaches, some comprehensive reviews on the same topic can be found in [6,43–46] that can be beneficial in further research.

3. Proposed approach

In this section, the proposed morphology-based CT image segmentation approach is discussed in detail. The proposed approach is demonstrated in algorithm 1.

Algorithm 1: The proposed morphology-based CT image segmentation approach
**Input:** A CT image

**Output:** The corresponding segmented CT scan image

1. Complement the actual image using equation 1.
2. Perform morphological opening based reconstruction operation using equation 2.
3. Use the Edge Content-based contrast matrix approach to determine the optimal size of the structuring element.
4. Apply equation 6 to reduce further noise using morphological closing-based reconstruction operation.
5. Get back the actual pixel space using equation 8.
6. Divide the obtained image into some non-overlapping smaller blocks.
7. Find the value of the mean intensity for each block.
8. Binarize the image using equation 9 by considering the mean values of each block as the local threshold values.
9. Determine the 8 connected components from the obtained binary image to initially highlight the possible infected regions.
10. Determine the range \([A_{r_b}, A_{r_v}]\) of the infected region. (Manual investigation is preferred)
11. Check if \(\text{Area}(R_k) > A_{r_v}\) then
   a. Consider the region \(R_k\) as an exceptional region and find the range \([d_{lb}, d_{ub}]\) by computing the minimum and the maximum gray-level intensity values of that region.
   b. Find the threshold value \(t_h\) using equation 10
   c. Repeat for all \(t_h \in [d_{lb}, d_{ub}]\)
      i. Apply equation 11 to binarize an exceptional region.
      ii. Find the number of disconnected regions \(\{M_i\}_{i=1,2,3,........}\)
      iii. Find penalty which is introduced due to the ellipticity property using equation 12.
      iv. Find the penalty for the area of a region \(M_k\) using equation 13.
      v. Determine the value of the cost function.
   d. Determine the optimal threshold value using equation 15.
end if

12. Apply morphological opening to further smooth the obtained image.
13. Return the final segmented outcome

The proposed approach begins by performing a morphological reconstruction operation. This step is useful to remove the effect of the external disturbances on the infected regions and to locate different regions of interests precisely. The reconstruction process starts by complementing the actual image \(I\) using equation 1. The maximum possible gray-level intensity value is denoted by \(I_{\text{max}}\).

\[
I^{' } = I_{\text{max}} - I(p, q)
\]  
(1)

The obtained complemented image i.e. \(I^{'}\) is used to take part in the morphological opening based reconstruction operation [47] and it is defined in equation 2.

\[
\tilde{I} = R(I_{\text{recon}}, I^{'} )
\]  
(2)

The morphological opening based reconstruction operation is denoted by \(R\). \(I_{\text{recon}}\) is mathematically expressed using equation 3.
In this equation, $\circ$ denotes the erosion operation and $E_s$ is the structuring element. The structuring element plays a crucial role and the selection of the structuring element is a challenging task for different types of images and features. It is essential to determine the size of the structuring element automatically to generate better quality results. Moreover, rotation invariance is also a required attribute for the selection of the structuring elements. In this work, the disk structuring element is considered because it is rotation invariant. The optimal size of the structuring element is $s$ selected using the Edge Content-based contrast matrix approach [48]. The disk structuring element is typically controlled by the size of the radius $rad$. The edge content value is used as the prime tool to determine the best size of the radius. To determine the optimal value of the radius, the edge content value is rigorously searched for the radius range $3 \leq rad \leq 6.5$. This approach works because, the value of the edge content is increased proportionally with the size of the radius up to some extent and these two parameters are directly proportional i.e., the value of the edge content will increase with the increasing value of the radius up to some extent and after a certain threshold, increase in the radius value will not affect the value of the edge content in a significant manner. The search can be stopped when successive iterations do not significantly change the value of the edge content. The value of the edge content is calculated using the magnitude of the gradient vector.

The effect of the value of the radius on the value edge content is numerically illustrated in the next section.

After performing the opening by using the morphological reconstruction operation, further noise can be eliminated using the closing based morphological reconstruction operation and it is defined in equation 6.

$$I^{\\prime\\prime} = \max I^{\\prime} - \min (I^{\\prime} \circ E_s, I^{\\prime})$$

(6)

In this equation, $I^{\\prime}$ can be mathematically expressed by equation 7.

$$I^{\\prime} = \max I - \min I$$

(7)

After this step, $I^{\\prime}$ needs to be mapped back to the actual pixel space and it can be performed using equation 8.

$$I^{\\prime}(p, q) = \max I - I^{\\prime}(p, q)$$

(8)

To segment the image $I^{\\prime}$, adaptive thresholding-based approach is used in the very first stage. This process begins by dividing the image $I^{\\prime}$ into small blocks. The division process is carried out in such a way that no overlapping is there among the blocks. The value of the mean intensity of every block is computed. This value is considered as the value of the local threshold $th$. Equation 9 is used to binarize the image based on the local threshold values.

$$I^{\text{bin}}(p, q) = \begin{cases} 0 & \text{if } I^{\\prime}(p, q) \leq th \\ 1 & \text{otherwise} \end{cases}$$

(9)
The above equation works under the assumption that the infected regions of the chest CT scans appear brighter compared to its surroundings. Eight-connected components are determined from the binary image $I^{bin}$. It is helpful to initially mark the probably infected regions $\{ R_i \}_{i=1,2,3,...,x}$ of the image where, $x$ is the number of regions. Variations in the local gray-level intensity values can cause a significant problem in detecting the infected regions due to some under segmented regions. To solve this problem, some domain associated information must take into consideration. Typically, the size and shape of the infected regions can vary depending on the different types of cases. The overall area of the infected region is within the range $[ A_{lb}, A_{ub} ]$ where $A_{lb}$ and $A_{ub}$ are the lower and the upper bound of the infected area respectively. These values can be decided manually by investigating different cases or automatically depending on the observed fitness values. If the area of the $k^{th}$ region $R_k$ is more than the upper bound i.e. $Area (R_k) > A_{ub}$ then that region can be safely considered as an exception. For these cases, the upper and the lower intensity values are computed to estimate the dynamic range of these regions, which is helpful to re-segment these regions in smaller regions. The dynamic range can be expressed as $[ d_{lb}, d_{ub} ]$ where $d_{lb}$ and $d_{ub}$ are the lower and the upper value of the gray-level intensity in an exceptional region. This range is used to determine a threshold value $th_e$ is computed using equation 10.

$$th_e = d_{ub} - itrCnt - 1 \quad (10)$$

In this equation, $itrCnt$ denotes the count of iteration. This threshold value is used to segment the exceptional regions into subregions using equation 11.

$$p^{bin} (p,q) = \begin{cases} 0 & \text{if } P(p,q) \leq th_e \\ 1 & \text{otherwise} \end{cases} \quad (11)$$

In this equation, $P(p,q)$ represents the value of the gray-level intensity of a pixel. If the image $P^{bin}$ consists of $\tau$ number of disconnected regions $\{ M_i \}_{i=1,2,3,...,\tau}$. Typically, some signs of the infection can be visible in the alveoli of the lungs and alveoli are generally formed as a grape object. So, without losing the generality, it can be thought that the signs of the infection can be detected from the pattern of the alveoli because lungs is constructed with many of them [49,50]. Alveoli are of grape shaped so, it can be approximated by fitting an ellipse [51,52]. Now, for a certain disconnected region $M_j$, the penalty which is introduced due to the ellipticity property can be computed using equation 12.

$$\gamma_j (M_j) = \frac{\mid \alpha (M_j) \bot \beta (M_j) \mid}{\mid \beta (M_j) \mid} \quad (12)$$

In this equation, $\gamma_j$ denotes the penalty parameter, $\alpha (M_j)$ denotes the collection of points in the region $M_j$, and $\beta (M_j)$ represents the collection of points that belongs to the best fitted ellipse. $\bot$ is an operator that computes the symmetric difference between two sets and $\mid \cdot \mid$ denotes the cardinality of a set. The direct least square fitting approach [53] is adapted in this work to fit an ellipse in a region $M_j$. It is worth mentioning here that if an ellipse perfectly fits the region $M_j$, then $\gamma_j (M_j) = 0$. The penalty for the area of a region $M_j$, can be computed using equation 13.
In this equation, \( \text{Area} (M_i) \) find the area of a region \( M_i \). Two penalty terms \( Y_e \) and \( Y_a \) helps to incorporate the domain knowledge to the segmentation process. A cost function is designed in equation 14 based on these two penalty terms and the threshold value \( t_h \).

\[
\Psi (t_h) = \frac{1}{\tau} \sum_{x=1}^{\tau} \left[ Y_e (M_i) + Y_a (M_i) \right]
\]

Here, \( \tau \) denotes the number of disconnected regions. This cost function gives the overall penalty of the \( \tau \) number of disconnected regions. It can be clearly understood that if the area of the segmented region belongs to the range \( [A_{rb}, A_{ra}] \) and it close to the elliptical shape then the value of the cost function will be smaller.

The optimal threshold is obtained iteratively where the iterations are continued for all possible thresholds \( t_h \in [d_{ib}, d_{ab}] \). Equation 15 can be used to determine the optimal threshold value.

\[
th_{optimal} = \operatorname*{arg\,min}_{t_h} \left[ \Psi (t_h) \right]
\]

In the final phase, the segmented image is further smoothed using the morphological opening.

4. Results of the simulation

The main objective of this approach is to effectively identify the infected region from the chest CT scan images so that the interpretation and the initial screening process of the COVID-19 suspected patients become easier. The proposed approach is applied to 250 CT scan images of the chest region which are collected from the COVID-19 positive patients from different geographic regions and different age groups. In this article, the results of the 10 randomly selected CT scan images are discussed and presented. Apart from these 250 CT images, 150 other images that belong to the normal category, as well as some other lung diseases, are also investigated. For the sake of conciseness, test results of only fourteen randomly selected images among these images are reported in this work. The average quantitative performance of all five algorithms (including the proposed one) is reported in Table 3 that will help to get an essence of the overall performance of the proposed method for all 400 images under consideration. Details of these fourteen CT scan images are given in table 1 and the images along with their histograms are given in figure 1. It is worth mentioning here that the fourteen images for which the results are presented are collected from eight distinct patients.

Table 1: Description of the fourteen test images whose results are presented in this article
| Image | Orientation | Gender | Age | Observation | Case courtesy of Dr | Radiopaedia.org | rID |
|-------|-------------|--------|-----|-------------|---------------------|-----------------|-----|
| I04   | Coronal     |        |     | ground-glass opacities (GGO) crazy paving enlarged mediastinal lymph nodes | Fabio Macori, | Radiopaedia.org | 74867 |
| I05   | Axial       | Female | 70  | ground-glass opacities (GGO) crazy paving air space consolidation | Ammar Haouimi, | Radiopaedia.org | 75665 |
| I06   | Coronal     | Female | 70  | ground-glass opacities (GGO) crazy paving air space consolidation | Ammar Haouimi, | Radiopaedia.org | 76295 |
| I07   | Sagittal    | Male   | 50  | ground-glass opacities (GGO) | Ammar Haouimi, | Radiopaedia.org | 76295 |
| I08   | Sagittal    | Male   | 50  | ground-glass opacities (GGO) | Ammar Haouimi, | Radiopaedia.org | 76295 |
| I09   | Axial       | Male   | 50  | ground-glass opacities (GGO) | Ammar Haouimi, | Radiopaedia.org | 76295 |
| I10   | Coronal     | Female | 50  | Normal | Andrew Dixon, | Radiopaedia.org | 36676 |
| I11   | Frontal     | Male   | 25  | Normal | Andrew Dixon, | Radiopaedia.org | 36676 |
| I12   | Axial       | Male   | 55  | Usual interstitial pneumonia (UIP) | Hani Makky Al Salam, | Radiopaedia.org | 13199 |
| I13   | Axial       | Female | 35  | Normal | Bruno Di Muzio, | Radiopaedia.org | 41162 |
| I14   | Coronal     | Female | 35  | Pulmonary mucormycosis | David Holcdorf, | Radiopaedia.org | 64718 |

![Images of CT scans](image1.png)
Figure 1: Fourteen test images along with their corresponding histograms

The 400 images that are investigated are collected from 279 patients of different gender and various geographic locations. Among these images, 250 images are collected from 160 confirmed COVID-19 positive patients. The presence of the COVID-19 infection in the body of these patients is confirmed with the help of the RT-PCR test. In most cases, some symptoms like fever, loss of smell, headache, etc. are developed for 2 to 8 days. Among the
rest of the 150 images, 63 images belong to the normal category and the other 87 images belong to pneumonia caused by other than COVID-19 infection.

The effect of the value of the radius on the value edge content is numerically illustrated in table 2 and the corresponding graphical analysis is provided in figure 2 (please refer equation 5).

Table 2: Value of the edge content with the value of the radius

| Image Id | Value of the radius |
|----------|---------------------|
| 101      | 0.062 5             |
| 102      | 0.062 8826 87      |
| 103      | 0.065 7094 78      |
| 104      | 0.065 3801 33      |
| 105      | 0.068 3859 26      |
| 106      | 0.068 3448 24      |
| 107      | 0.062 8167 86      |
| 108      | 0.071 0311 04      |
| 109      | 0.068 2369 38      |
| 110      | 0.066 6131 94      |
| 111      | 0.053 7625 58      |
| 112      | 0.066 5816 37      |
| 113      | 0.072 861 3       |
| 114      | 0.068 6517 55      |
To test the performance of the proposed approach, extensive simulations are performed. The proposed approach is applied on different images to perform the segmentation operation. As discussed earlier, the prime objective of this work is to assist domain experts in easy interpretation of the CT images so that they can effectively diagnose a patient. In this section, results of the simulation and experiments are reported in detail. Experiments are performed and evaluated in both qualitative and quantitative manner.

4.1. Quantitative evaluation of the proposed approach

It may not be always possible to evaluate the results of the segmentation in a qualitative way. Therefore, it is essential to quantify the segmented outcome in some meaningful way so that some significant information can be extracted out of it. In this work, some standard quantitative evaluation metrics like peak signal to noise ratio (PSNR), mean squared error (MSE), structural similarity index (SSIM) are used assuming no ground truth segmentation data are available. These metrics are defined below.

Mean squared error and peak signal to noise ratio are two frequently used metrics that help to determine the possibility to reconstruct the actual image from the segmented outcome. These two metrics are defined in equations 16 and 17 respectively.

A. Mean squared error (MSE)

The MSE is one of the frequently used statistical parameters and useful to measure the average of the squared error. It can be observed that this value can never be negative and closer to zero value indicates better performance. This parameter is often used to compare more than one statistical model. It is defined in equation 16.

\[
MSE = \frac{1}{d_1 \times d_2} \sum_{g=1}^{d_1} \sum_{h=1}^{d_2} (IMG_{g,h} - IMG^{'})
\]

B. Peak signal-to-noise ratio (PSNR)

Theoretically, PSNR is defined as the ratio between the maximum possible power of a signal to the power of noise. It is observed that the dynamic range of several signals is considerably wide enough and therefore, the value of the PSNR is typically presented as a logarithmic quantity (in decibel scale). The mathematical definition of PSNR is given in equation 17.

\[
PSNR = 10 \log_{10} \left( \frac{IMG_{max}^2}{MSE} \right)
\]
In above equations, \( IMG \) and \( IMG' \) are the actual and the segmented images respectively with size \([d_1 \times d_2]\). The maximum limit of the gray-level intensity value is denoted with \( IMG_{max} \).

C. Structural similarity index measure (SSIM)

Edges play a vital role in the structure of an image are considered as the higher frequency components and structural similarity index or SSIM gives an estimate about the higher frequency components and it is effective to quantify the segmented output. The value of SSIM can be computed using equation 18.

\[
SSIM(IMG, IMG') = \frac{(2\mu_{IMG} \cdot \mu_{IMG'} + \nu_1)(2\sigma_{IMG, IMG'} + \nu_2)}{(\mu_{IMG}^2 + \mu_{IMG'}^2 + \nu_1)(\sigma_{IMG}^2 + \sigma_{IMG'}^2 + \nu_2)}
\]

From equation 18, it can be observed that five different influencing parameters like mean (\( \mu \)), standard deviation (\( \sigma \)), variance (\( \sigma^2 \)) and two constants \( \nu_1 \) and \( \nu_2 \) are there. The value of mean and standard deviation can be computed using equations 19 and 20 respectively.

\[
\mu = \frac{\sum_{itrCntr = 1}^{\text{itrCntr}} \Psi_t}{\text{itrCntr}}
\]

\[
\sigma = \frac{1}{\text{itrCntr}} \sqrt{\frac{\sum_{itrCntr = 1}^{\text{itrCntr}} (\Psi_t - \mu)^2}{\text{itrCntr}}}
\]

The value of the fitness at the \( t^{th} \) iteration is represented by \( \Psi_t \). Four standard and similar approaches from the literature are compared with the proposed approach to evaluate and establish the efficiency of the proposed method. Among these four works, the first work [62] is based on Fuzzy-C Means and morphological image processing. This work incorporates the concept of fuzzy entropy to determine the optimal threshold value. The computed threshold is adaptive and dynamic. This work is applied to CT images that are collected from Aga Khan Medical University, Pakistan. The second approach [63] is based on mathematical morphology and region merging. This approach is developed to overcome the over-segmentation problem of the watershed approach. This approach uses a multi-scale morphological approach to find the gradient image. The gradient image is helpful to remove the insignificant textures and some extremes that can be considered as noise. The watershed-based approach is used to get the initial segmented image. The region merging method is applied to obtain meaningful segmentation. The third approach [54] proposes a method for lung CT image segmentation that is based on morphological image processing and genetic algorithm. The genetic algorithm is used to compute the threshold values. This approach is a fully automated system that can be deployed to segment lung CT images. The fourth approach [64] designed to perform lung CT image segmentation is based on anisotropic diffusion and morphological operation. This work comprises three stages. This work begins by converting a gray image that is converted into a blurred one with the help of anisotropic diffusion. In the second step, the airway and mediastinum are removed with the help of morphological operations. In the third step, a binary image of the left and right lung is obtained that is matched with the original image to obtain the segmented outcome. Table 3 reports the obtained quantitative results along with a comparative overview and corresponding heatmaps are provided in figure 3. Three heatmaps are provided for three validation parameters. In the x-axis, the images are plotted and, in the y-axis, five different methods are plotted.

Table 3: Quantitative results of the experiments (Best values are highlighted in the bold faces)

| Image \( I^{0.1} \) | Method | MSE   | PSNR  | SSIM   |
|-------------------|--------|-------|-------|--------|
| Jaffar et. al. [62] | 461.0236 | 21.49357 | 0.60912 |
| Huang et. al. [63] | 421.6239 | 21.88155 | 0.525154 |
| Jaffar et. al. [65] | 371.0915 | 22.43599 | 0.717395 |
| Kim et. al. [64] | 430.3605 | 21.79248 | 0.475448 |
| Proposed          | **386.5459** | **22.25879** | **0.869885** |
| Jaffar et. al. [62] | 362.4469 | 22.53836 | 0.76712 |
|   | Huang et. al. [63] | Jaffar et. al. [65] | Kim et. al. [64] | Proposed |
|---|-------------------|-------------------|-----------------|----------|
| $f_{02}$ | 386.3293 | 22.26123 | 0.83904 |
| $f_{03}$ | 418.2887 | 21.91604 | 0.306594 |
| $f_{04}$ | 420.4168 | 22.08404 | 0.835875 |
| $f_{05}$ | 309.365 | **23.2260918** | **0.960307** |
| $f_{06}$ | 436.7762 | 21.72821 | 0.259875 |
| $f_{07}$ | 413.0066 | 21.97123 | 0.775217 |
| $f_{08}$ | 399.0454 | 22.12058 | 0.714363 |
| $f_{09}$ | 390.5551 | 22.21398 | 0.583544 |
| $f_{10}$ | **389.2042** | **22.22903** | **0.898072** |
| $f_{11}$ | 370.2903 | 22.44538 | 0.637983 |
| $f_{12}$ | 442.0584 | 21.67601 | 0.925052 |
| $f_{13}$ | 408.4449 | 21.91442 | 0.482619 |
| $f_{14}$ | 390.6476 | 22.21295 | 0.376222 |
| $f_{15}$ | 414.9244 | 21.95111 | 0.465437 |
| $f_{16}$ | **345.2344** | **22.749662** | **0.836166** |
| $f_{17}$ | 428.4173 | 21.81213 | 0.639128 |
| $f_{18}$ | **335.9571** | **22.86796** | 0.792513 |
| $f_{19}$ | 372.7697 | 22.4164 | 0.967129 |
| $f_{20}$ | 398.5772 | 22.12568 | 0.56672 |
| $f_{21}$ | 462.6236 | 21.47853 | 0.51015 |
| $f_{22}$ | 455.5487 | 21.54546 | **0.96785** |
| $f_{23}$ | **321.2911** | **23.06181** | 0.951481 |
| $f_{24}$ | 435.5595 | 21.74033 | 0.63594 |
| $f_{25}$ | 405.6508 | 22.04928 | 0.341634 |
| $f_{26}$ | **373.2901** | **22.41034** | **0.673696** |
| $f_{27}$ | 416.5986 | 21.93636 | 0.772775 |
| $f_{28}$ | 398.5379 | 22.12611 | **0.96839** |
| $f_{29}$ | 450.8064 | 21.5909 | 0.846886 |
| $f_{30}$ | **370.4987** | **22.44294** | 0.594791 |
| $f_{31}$ | 379.9465 | 22.33358 | 0.44244 |
| $f_{32}$ | 380.6872 | 22.32512 | 0.343784 |
| $f_{33}$ | **377.8177** | **22.35798** | **0.969866** |
| $f_{34}$ | 459.4273 | 21.50864 | 0.200482 |
| $f_{35}$ | 412.7194 | 21.97425 | 0.670061 |
| $f_{36}$ | 411.8386 | 21.98353 | 0.465865 |
| $f_{37}$ | 453.304 | 21.56691 | 0.433878 |
| $f_{38}$ | **367.0179** | **22.48393** | **0.949287** |
| $f_{39}$ | 445.8447 | 21.63897 | 0.661575 |
| $f_{40}$ | 369.961 | 22.44924 | 0.876597 |
| $f_{41}$ | 450.8862 | 21.59013 | **0.91903** |
| $f_{42}$ | 393.7542 | 22.17855 | 0.77023 |
| $f_{43}$ | **311.0236** | **23.20287** | 0.80912 |
| $f_{44}$ | 446.3279 | 21.23367 | 0.758761 |
| $f_{45}$ | 389.7223 | 23.01971 | 0.82457 |
| $f_{46}$ | 460.7305 | 21.56451 | 0.838475 |
| $f_{47}$ | 399.2441 | 21.53991 | 0.984545 |
| $f_{48}$ | **317.562** | **23.13616** | **0.99592** |
| $f_{49}$ | 444.9836 | 21.08579 | 0.7259 |
| $f_{50}$ | 370.2262 | 22.48187 | 0.866943 |
| $f_{51}$ | 401.1307 | 21.33911 | 0.865812 |
| $f_{52}$ | 343.2678 | 22.16337 | **0.969596** |
| $f_{53}$ | **321.6708** | **22.96078** | 0.952138 |
| $f_{54}$ | 447.2416 | 21.21015 | **0.953423** |
| $f_{55}$ | 378.6596 | 22.8543 | 0.951248 |
| $f_{56}$ | 403.7622 | 21.93808 | 0.746991 |
| $f_{57}$ | 348.1695 | 20.66917 | 0.850249 |
| Method       | Proposed | Jaffar et. al. [62] | Huang et. al. [63] | Jaffar et. al. [65] | Kim et. al. [64] | Overall Average (400 images) |
|--------------|----------|---------------------|--------------------|--------------------|-----------------|-----------------------------|
|              | 323.8248 | 440.2179            | 378.5488           | 396.1929           | 343.2488        | 409.4028521 21.6239624 0.744735144 |
|              | 23.30248 | 19.97012            | 21.6787            | 19.6233            | 22.28335        | 21.109975 0.774113815 |
|              | 0.950369 | 0.855519            | 0.726767           | 0.830601           | 0.946276        | 0.714503014 0.829478584 |
|              | 328.7019 | 23.72202            | 23.30248           | 0.974978           |                 |                             |

**Heatmap for MSE**
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**Heatmap for PSNR**

(b)
Figure 3: Heatmap of (a) MSE, (b) PSNR, and (c) SSIM

4.2. Qualitative evaluation of the proposed approach

The performance of the proposed approach is evaluated and compared with some other standard existing approaches qualitatively. In this subsection, the results of the qualitative evaluation are presented in detail. Figure 4 shows the segmented outcome after applying five different approaches.

| Image Id | Methods          |
|----------|------------------|
|          | Jaffar et. al. [62] | Huang et. al. [63] | Jaffar et. al. [65] | Kim et. al. [64] | Proposed |
| 001      | ![Image](image1) | ![Image](image2) | ![Image](image3) | ![Image](image4) | ![Image](image5) |
| 002      | ![Image](image6) | ![Image](image7) | ![Image](image8) | ![Image](image9) | ![Image](image10) |
| 003      | ![Image](image11) | ![Image](image12) | ![Image](image13) | ![Image](image14) | ![Image](image15) |
The overall average values of 400 images are reported in Table 3 that proves that the proposed approach is efficient enough in segmenting different CT images and effectively provides better performance compared to some state-of-the-art approaches. It can be observed that, on average, the proposed approach achieves minimum MSE, maximum PSNR, and SSIM values compared to the other four standard approaches that prove the superiority of the proposed approach. Moreover, experiments are carried out on various healthy images and the experimental outcomes prove that the proposed approach can simultaneously perform well for both COVID-19 infected chest CT images and normal chest CT images. The segmented outcomes show that the proposed approach can effectively perform the job of segmentation without the help of any manual delineations.

Although the quantitative results are quite promising and show the effectiveness of the proposed approach still, the qualitative results must be investigated properly. It is always better to compare any segmentation approach with some manual delineations so that, an idea of the qualitative performance can be obtained. But manual delineations are hard to obtain because it involves domain experts. It is a difficult and time-consuming task and therefore, the manual delineations that can serve as the ground truth segmentation are difficult to obtain for the COVID-19 image dataset. But the obtained segmented outcomes can be visually investigated to get an essence of the performance. It can be observed that the proposed approach can effectively segment different regions of the CT images under consideration. From the detailed qualitative and quantitative analysis, it can be easily observed that the proposed approach outperforms most of the standard approaches. The segmented outputs which are obtained after applying the proposed approach are quite better compared to other approaches which are certainly helpful for the physicians to assess the suspected patients in a non-invasive manner. This approach is also helpful to perform massive testing with realistic segmented outputs which is beneficial to stop the drastic spread of the COVID-19 disease. A specific approach may act differently for different types of images. From figure 1 it can be observed that the same method (e.g., Jaffar et. al. [62]) is behaving in a different manner for two similar kinds of images $I^{01}$ and $I^{04}$. It is to be noted that the histogram of the image $I^{01}$ and $I^{04}$ are different and histogram or the pixel intensity distribution is one of the key factors that directly affect the performance of a segmentation approach.

The proposed approach is designed to assist the domain experts and physicians in easy interpretation of the radiological images. This work never claims that the proposed approach can replace the standard tests like RT-PCR that is the gold standard to detect the presence of COVID-19. Radiologists, physicians, and other domain experts are highly capable to interpret radiological images. Moreover, in most cases, human experts can interpret a radiological image very quickly compared to computer-aided systems. However, most of the human experts work under tremendous pressure specifically under any pandemic scenario like this. This approach is dedicated to reducing the inherent human errors to some extent by performing efficient segmentation before manual investigations. The proposed approach cannot eliminate the involvement of human experts because this approach is not designed to diagnose radiological images and automatically take decisions. This approach is designed to make the job the human experts simpler.
5. Conclusion

The main objective of the proposed approach is to propose a computer-aided solution that can assist the physicians and other domain experts in early screening and assessment of the COVID-19 suspected patients by analyzing the radiological images. It is also helpful to maintain an appropriate distance from the suspected person that ensures the safety of the health workers. The proposed approach helps to automatically identify different regions of the CT image which is helpful to interpret different signs of the COVID-19 infection from the chest CT scan images. The efficiency of the proposed approach was established by applying the proposed method on various real-life CT scan images that are collected from the COVID-19 infected patients. Both quantitative and qualitative analysis of the proposed approach proves the efficiency and the real-life applicability of this approach. Moreover, the comparative study shows that the proposed approach is efficient enough to outperform some of the existing in the concerned domain. So, the proposed approach addresses a challenging problem with strong real-life utility. In future works, the proposed approach can be enhanced in various ways. For example, the elliptic shape fitting approach can be automated in such a way so that, the penalty terms can be minimized. Moreover, the duty to find the range of the infected area can be transferred to the shoulder of the automated and intelligent processes. Some interesting features can be mined from these images which may help to further enhance this proposed approach. But the proposed approach can be really helpful in the mid of this pandemic scenario and can assist the physicians and other domain experts in the easy and quick interpretation of the radiological images. The proposed approach can also be applied to detect some other diseases from different modalities of the biomedical images.
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