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Recent work has shown a deep connection between semilocal approximations in density functional theory and the asymptotics of the sum of the WKB semiclassical expansion for the eigenvalues. However, all examples studied to date have potentials with only real classical turning points. But systems with complex turning points generate subdominant terms beyond those in the WKB series. The simplest case is a pure quartic oscillator. We show how to generalize the asymptotics of eigenvalue sums to include subdominant contributions to the sums, if they are known for the eigenvalues. These corrections to WKB greatly improve accuracy for eigenvalue sums, especially for many levels. We obtain further improvements to the sums through hyperasymptotics. For the lowest level, our summation method has error below \( 2 \times 10^{-4} \). For the sum of the lowest 10 levels, our error is less than \( 10^{-22} \). We report all results to many digits and include copious details of the asymptotic expansions and their derivation.

1. INTRODUCTION

This work grew out of an effort to derive systematic corrections to local density functional approximations. The ultimate goal is to put density functional theory (DFT) on a similar theoretical foundation to wavefunction-based quantum chemistry, where it is well understood how to achieve greater accuracy (often starting from the Hartree-Fock approximation [1]) with increasing computational cost [2]. The analogous starting point for density functional approximations are local density approximations but, because the expansion is an asymptotic semiclassical expansion, the mathematics required to perform this expansion is much less straightforward.

The connection between local density and semiclassical approximations has a long history [3, 4]. Work over the past 16 years has attempted to find that connection for the exchange-correlation (XC) energy of Kohn-Sham DFT [5–8], to provide insight for XC approximations [9, 10]. Recently, in simple one-dimensional systems, it has been possible to derive the leading corrections to local approximations from semiclassical expansions [11–13]. In particular, the expansion is asymptotic and so requires careful treatment [14, 15]. The basic idea is that local density functional approximations are the leading-order terms in an asymptotic, semiclassical expansion and today’s approximate functionals, such as generalized gradient approximations, are crude attempts to approximate higher order corrections. Semiclassical quantum mechanics is widely discussed in the literature, especially in the context of dynamics [16]. We refer readers interested in the application of semiclassics specifically to eigenstates to Ref. [17]. We discuss the connection between semiclassics and DFT in Ref. [18].

We work directly with the total energy as a functional of the potential, but approximations can ultimately be converted into density functionals [19, 20] for the 1D kinetic energy (whose three-dimensional counterpart is vital for orbital-free DFT [21]). The key is to approximate the sum of the first \( N \) eigenvalues, \( E_N \) (in chemistry parlance this is the ground state energy of \( N \) non-interacting same-spin fermions). The connection between this sum and density functionals is explained in Refs. [12, 18].

The key idea is to generate an asymptotic expansion for the sum of eigenvalues directly from the known WKB series for individual eigenvalues. Such asymptotics of sums are much more accurate than summing the asymptotic approximations for the individual eigenvalues. Since this method for summing eigenvalues uses the Wentzel–Kramers–Brillouin (WKB) series [22], we call it SWKB, where the "S" stands for sum. It was developed in Refs. [11–13]. In simple cases (particle in a box and harmonic oscillator), the semiclassical expansion truncates at low order, yielding exact results for both the eigenvalues and their sums [12]. Reference [11] analyzed the Pöschl-Teller well, where the WKB and SWKB series are convergent. Reference [13] tested the SWKB approximation on a linear potential with a hard wall (the linear half-wall), which is truly asymptotic.

The Pöschl-Teller and linear wells have only real classical turning points, i.e., real values of \( x \) where \( v(x) = \epsilon \). But many other simple analytic forms also allow for complex turning points [23], that is, complex solutions to \( v(x) = \epsilon \) with finite imaginary values. Such complex turning points produce exponentially small corrections that are missed by the standard WKB expansion. The quartic oscillator is the simplest, and it has long been known to have subdominant contributions to its semiclassical eigenvalue expansion, which reduce errors significantly relative to WKB to the same order. So here we apply the asymptotic summation method to the quartic oscillator. We show how the subdominant corrections to the WKB eigenvalues lead to subdominant corrections to the SWKB sums, and generate an asymptotic expansion for these corrections. We find that the subdominant corrections to the sums likewise greatly improve accuracy. This methodology can be easily applied to any such case.

More broadly, the quartic oscillator is of interest in particle physics for testing model field theories [24, 25]. In mathematical physics it is a model asymptotic system [26].
The quartic oscillator Schrödinger equation is a special case of Huen’s differential equation (Sec. 31.2 of Ref. [27]) and its exact solution was studied in this context in Refs. [28, 29]. While we focus on the asymptotic approximation to all eigenvalues Ref. [30] uses a different technique to approximate the ground state wavefunctions and energies. The anharmonic oscillator, with both quartic and harmonic terms in the potential [31–34], has generated more interest in the physics community than the pure quartic oscillator studied here. The pure quartic oscillator represents the strong coupling limit of the anharmonic oscillator [35]. We use it here as the simplest case to test summation techniques in the presence of complex turning points.

In Sec. 3 we thoroughly analyze the semiclassical expansion of the quartic oscillator eigenvalues to many orders. While the basic structure of this expansion (WKB plus subdominant corrections) has long been known [36–38], we examine it more thoroughly and systematically than typical studies in the literature. We find asymptotic expansions beyond 20 orders, subdominant corrections to such expansions, 20 eigenvalues given to 40 digits, and in some cases beyond 20 orders, subdominant corrections to such expansions in the literature. We find asymptotic expansions that are more accurate than any of fixed order (superasymptotics) [15]. We consider three different choices. Empirical (E) optimal truncation implies truncation at the order yielding the lowest error. This requires knowing which function is being expanded. Least-addition (L) optimal truncation means truncating at that value of \(m\) for which \(|b_m(y)|\) is least. Finally, asymptotic (A) optimal truncation uses the (usually simple but not always available) formula for least addition as \(m \to \infty\), using the asymptotically dominant expression for \(b_m(y)\) as \(m \to \infty\). All three must agree for sufficiently large \(y\), but may disagree for moderate values of \(y\). We generate at least 7 different asymptotic expansions in this paper, and for ease of use the coefficients of the most important expansions are given in Table IX of Appendix D to 13 digits, but 41 digits are given in the supplemental info.

Throughout, we define error as the difference between approximate and exact.

3. SEMICLASSICAL EXPANSION OF QUARTIC OSCILLATOR EIGENVALUES

In this section, we thoroughly review the known WKB series for the quartic oscillator, and its leading subdominant corrections. All the essential facts already appear in various places in the literature [22, 36–38, 42], but we collect the relevant ones here and are more thorough.

The WKB series for the quartic oscillator eigenvalues is well-known:

\[
\left( \frac{\epsilon}{\alpha} \right)^{3/4} A_M[(2\epsilon)^{3/2}] = z, \tag{3}
\]

where \(\gamma = \Gamma(1/4) \approx 3.62561, \alpha = 3\pi^2[3/(2\gamma^8)]^{1/3} \approx 1.09253\) and eigenvalues \(\epsilon_j\) occur at \(z = j + 1/2, j = 0, 1, 2, \ldots\). We derive Eq. (3) in Appendix A. The first 6 \(a_n\) are reported in Bender and Orszag (where \(A_{2n} = A_n A_{n+1}\)). We give the \(a_n\) exactly up to \(n = 28\) in Table S3. Like many of the series in this paper, Eq. (3) is an asymptotic expansion and never converges. The coefficients at first become smaller, but after \(m = 2\), they grow rapidly, with

\[
B_M(y) = \sum_{m=0}^{M} b_m(y) = \sum_{m=0}^{M} b_m y^m, \quad (2)
\]

i.e., given a set of coefficients \(b_m\), \(B_M(y)\) is the \(M\)-th order polynomial in \(1/y\). We choose \(b_0 = 1\) always, so that \(b_0(y) = 1\) and \(B_M(y) \to 1\) as \(y \to \infty\). Thus the dominant asymptotic behavior is always given by setting the polynomial to 1. We refer to each \(b_m(y)\) as the \(m\)-th addition, rather than the \(m\)-th term, as the smallest magnitude term is traditionally called the least addition in the field of asymptotics.

We will often use optimal truncation to create approximations that are more accurate than any of fixed order (superasymptotics) [15].

We adopt the following notation for asymptotic series. Define the function

\[
b_m(y) = y^{m-1} \frac{d^{m-1} B_M}{d y^{m-1}},
\]

Empirical (E) optimal truncation implies truncation at the order yielding the lowest error. This requires knowing which function is being expanded. Least-addition (L) optimal truncation means truncating at that value of \(m\) for which \(|b_m(y)|\) is least. Finally, asymptotic (A) optimal truncation uses the (usually simple but not always available) formula for least addition as \(m \to \infty\), using the asymptotically dominant expression for \(b_m(y)\) as \(m \to \infty\). All three must agree for sufficiently large \(y\), but may disagree for moderate values of \(y\). We generate at least 7 different asymptotic expansions in this paper, and for ease of use the coefficients of the most important expansions are given in Table IX of Appendix D to 13 digits, but 41 digits are given in the supplemental info.

Throughout, we define error as the difference between approximate and exact.

2. NOTATION AND CONVENTIONS

We choose units so that our Hamiltonian is

\[
\hat{H} = -\frac{1}{2} \frac{d^2}{dx^2} + \frac{x^4}{2} .
\]

Many benchmark results to many digits were reported in Ref. [39], with a different constant. So we give the first 20 eigenvalues to 41 decimal places in Table S1. References [22, 40–42] also report eigenvalues for this system, but to less digits.

We adopt the following notation for asymptotic series. Define the function

\[
B_M(y) = \sum_{m=0}^{M} b_m(y) = \sum_{m=0}^{M} b_m y^m, \quad (2)
\]

i.e., given a set of coefficients \(b_m\), \(B_M(y)\) is the \(M\)-th order polynomial in \(1/y\). We choose \(b_0 = 1\) always, so that \(b_0(y) = 1\) and \(B_M(y) \to 1\) as \(y \to \infty\). Thus the dominant asymptotic behavior is always given by setting the polynomial to 1. We refer to each \(b_m(y)\) as the \(m\)-th addition, rather than the \(m\)-th term, as the smallest magnitude term is traditionally called the least addition in the field of asymptotics.

We will often use optimal truncation to create approximations that are more accurate than any of fixed order (superasymptotics) [15]. We consider three different choices. Empirical (E) optimal truncation implies truncation at the order yielding the lowest error. This requires knowing which function is being expanded. Least-addition (L) optimal truncation means truncating at that value of \(m\) for which \(|b_m(y)|\) is least. Finally, asymptotic (A) optimal truncation uses the (usually simple but not always available) formula for least addition as \(m \to \infty\), using the asymptotically dominant expression for \(b_m(y)\) as \(m \to \infty\). All three must agree for sufficiently large \(y\), but may disagree for moderate values of \(y\). We generate at least 7 different asymptotic expansions in this paper, and for ease of use the coefficients of the most important expansions are given in Table IX of Appendix D to 13 digits, but 41 digits are given in the supplemental info.

Throughout, we define error as the difference between approximate and exact.
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where \(\gamma = \Gamma(1/4) \approx 3.62561, \alpha = 3\pi^2[3/(2\gamma^8)]^{1/3} \approx 1.09253\) and eigenvalues \(\epsilon_j\) occur at \(z = j + 1/2, j = 0, 1, 2, \ldots\). We derive Eq. (3) in Appendix A. The first 6 \(a_n\) are reported in Bender and Orszag (where \(A_{2n} = A_n A_{n+1}\)). We give the \(a_n\) exactly up to \(n = 28\) in Table S3. Like many of the series in this paper, Eq. (3) is an asymptotic expansion and never converges. The coefficients at first become smaller, but after \(m = 2\), they grow rapidly, with

\[
B_M(y) = \sum_{m=0}^{M} b_m(y) = \sum_{m=0}^{M} b_m y^m, \quad (2)
\]
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asymptotic behavior [36]

\[ a_n^{(0)} = -(-1)^{\lfloor n/2 \rfloor} \frac{2}{\pi} \left( \frac{9\pi}{\gamma} \right)^n (2n-2)!, \quad n \to \infty. \quad (4) \]

Their signs also oscillate, with pairs of positive values followed by pairs of negative values. The \( a_n \) appear in Table IX and to more digits in Table S2. This table also compares the asymptotic approximation in Eq. (4) with the exact \( a_n \).

Equation (3) yields an implicit definition of \( \epsilon(z) \) at each order \( M \). We can invert the expansion order-by-order to find

\[ \epsilon_M^{WKB}(z) = \alpha z^{4/3} B_M(z^2), \quad (5) \]

where the coefficients \( b_n \) are also listed numerically in Table IX and given to more digits in Table S5. Since Eq. (5) is the inversion of Eq. (3) the \( \{b_n\} \) are linear combinations of the \( \{a_n\} \) with \( n' \leq n \). We discuss how to generate the \( b_n \) and their exact forms in Appendix B. Assuming that the dominant contribution to the \( b_n \) is the term with the highest order \( a_n \) in Eq. (B1) yields

\[ b_n^{(0)} = (-1)^{\lfloor n/2 \rfloor} \frac{8(2n-2)!}{3\pi(2\pi^2)^n}, n \to \infty. \quad (6) \]

Table S5 gives the ratio of \( b_n \) coefficients to this asymptotic form, and strongly suggests it is correct.

![Figure 1](image1.png)

**FIG. 1.** Errors (approximate minus exact) of the WKB eigenvalue series as a function of order, \( M \), for the ground state (black) to the sixth excited state (gray). The sign of the error is denoted by the symbol (X’s positive, full circles negative).

Figure 1 plots the errors for Eq. (5) as a function of order for the first 7 eigenvalues. While the WKB series is extremely accurate and improves as \( n \) increases, plateaus develop of (approximately) fixed error, and these widen as \( n \) increases. Thus there is a range of values of \( M \) that all produce comparable error. On the other hand the WKB series for the linear half well in Refs. [12, 13] smoothly decreases with order down to some minimum value before smoothly increasing with increasing order.

To see this in more detail we consider the fourth excited state \((j=4)\) in Fig. 2 and include the magnitude of the additions \( |\epsilon_M^{WKB}(z) - \epsilon_{M-1}^{WKB}(z)| \). On the plateau, the additions become much smaller than the error. To the right, the additions grow and dominate the error. This strongly suggests that something is missing from the WKB series itself.

![Figure 2](image2.png)

**FIG. 2.** WKB expansion errors (blue) and additions (black) for \( j=4 \), with conventions of Fig. 1.

For this problem, the WKB series is known not to give the complete semiclassical expansion of the eigenvalues. The WKB series accounts for only the real turning points, but there are also two imaginary turning points in the complex plane. For the linear half well [13] the WKB series gave the full semiclassical expansion of the eigenvalues because there was only one real turning point (the hard wall only kills off the even states of the linear well and does not count as a regular turning point [18]). For the quartic oscillator, the true semiclassical expansion has additional subdominant pieces which the WKB series neglects. Voros et al. [36] found a quantization rule that, unlike Eq. (3), which considers only real turning points, takes all four turning points (both real and imaginary) into account:

\[ z = (\epsilon/\alpha)^{3/4} A_M[2(\epsilon)^{3/2}] - g_{jM}(\epsilon), \quad (7) \]

where

\[ g_{jM}(\epsilon) = \frac{(-1)^j}{\pi} \text{atan} \exp \left[ -\frac{\pi(\epsilon/\alpha)^{3/4}}{A_M} \left[ -2(\epsilon)^{3/2} \right] \right]. \quad (8) \]

This more general quantization rule [36–38, 43, 44] comes from the complex WKB method [33, 45] which extends the WKB expansion into the complex plane.

Noting that \( g \) is much smaller than any power of \( z \) in the large \( z \) limit, the net effect of \( g \) is simply to shift the \( z \) value. Then repeating the inversion which gave us Eq. (5) from Eq. (3), we find

\[ \epsilon_{M,M'}(z) = \epsilon_M^{WKB}[z + g_{jM}(z)]. \quad (9) \]

Recalling that \( j = z - 1/2 \), we rewrite Eq. (8) as

\[ g_{M'}(z) = \frac{(-1)^j}{\pi} \text{atan} \exp \left[ -\pi z D_{M'}(z^2) \right], \quad (10) \]

where we find the \( d_n \) by plugging the WKB series in Eq. (5) into Eq. (8) and rearranging the double sum into a single sum by grouping terms of like powers in \( z \). The \( d_n \)
are reported in Table IX and more precisely in Table S8. Analytic expressions for the $d_n$ are given in Appendix B.

There is no necessary connection between $M$ and $M'$ in Eq. (9): each can be chosen independently. Here $M$ is the order at which we truncate the WKB series, and has a large effect on the accuracy of our approximations beyond WKB. Thus we choose $M$ very carefully. The order $M'$ determines the subdominant (SD) correction to the WKB values. This is the first of several series we will derive for the SD values. We use least addition to choose the order for all these SD series. Varying $M'$ around the order of least addition has little effect on accuracy. We label this BCWKB, for bare corrected WKB:

$$e_{BCWKB}(z) = e_{M}^{WKB}[z + g_L(z)],$$

where $g_L(z)$ is optimally truncated via least addition. Equation 11 yields our best estimate for the individual eigenvalues, Table S18 shows the $D_L(z^2)$ and the values of $L$, which we find to be $L = 2j + 4$ for all $j > 2$. We plug these $D_L$ into Eq. (10) to estimate $g$ for each $j$, and then evaluate $e_{BCWKB}(z)$. This yields the corrections shown in Fig. 3.

| $j$ | $M$ | $L$ | $\epsilon$ | WKB | BCWKB | $\epsilon_{M}^{WKB} + \Delta \epsilon_L$ | CWKB |
|-----|-----|-----|--------|-----|-------|------------------|------|
| 0   | 1   | 1   | 0.5301810 | -3.5270398 $\times 10^{-02}$ | 1.8285750 $\times 10^{-02}$ | 1.7091440 $\times 10^{-02}$ | 1.4571908 $\times 10^{-02}$ |
| 1   | 2   | 3   | 1.8998365 | 4.3044942 $\times 10^{-03}$ | 5.6300300 $\times 10^{-05}$ | 5.2731082 $\times 10^{-05}$ | 5.2724811 $\times 10^{-05}$ |
| 2   | 6   | 6   | 3.7278490 | -2.2822571 $\times 10^{-04}$ | -1.9645769 $\times 10^{-07}$ | -1.9824144 $\times 10^{-07}$ | -1.9979145 $\times 10^{-07}$ |
| 3   | 8   | 8   | 5.8223728 | 1.1248072 $\times 10^{-05}$ | 1.2933375 $\times 10^{-09}$ | 1.2905889 $\times 10^{-09}$ | 1.2914117 $\times 10^{-09}$ |
| 4   | 10  | 11  | 8.1309130 | -5.3436485 $\times 10^{-07}$ | -4.1292807 $\times 10^{-12}$ | -4.1333145 $\times 10^{-12}$ | -4.1333145 $\times 10^{-12}$ |
| 5   | 12  | 13  | 10.6191865 | 2.4862367 $\times 10^{-08}$ | -3.3796360 $\times 10^{-14}$ | -3.3805755 $\times 10^{-14}$ | -3.3805755 $\times 10^{-14}$ |
| 6   | 14  | 15  | 13.2642356 | -1.1414056 $\times 10^{-09}$ | 1.0688951 $\times 10^{-15}$ | 1.0688952 $\times 10^{-15}$ | 1.0688952 $\times 10^{-15}$ |
| 7   | 16  | 17  | 16.0492899 | 5.1916633 $\times 10^{-11}$ | -1.8636440 $\times 10^{-17}$ | -1.8636461 $\times 10^{-17}$ | -1.8636461 $\times 10^{-17}$ |
| 8   | 18  | 19  | 18.9615005 | -2.3453802 $\times 10^{-12}$ | 2.7529489 $\times 10^{-19}$ | 2.7529485 $\times 10^{-19}$ | 2.7529485 $\times 10^{-19}$ |
| 9   | 21  | 21  | 21.9905790 | 1.0540356 $\times 10^{-13}$ | 7.6509652 $\times 10^{-20}$ | 7.6509652 $\times 10^{-20}$ | 7.6509652 $\times 10^{-20}$ |
| 10  | 23  | 23  | 25.1281273 | -4.7174532 $\times 10^{-15}$ | -8.9559882 $\times 10^{-22}$ | -8.9559882 $\times 10^{-22}$ | -8.9559882 $\times 10^{-22}$ |

TABLE I. Errors in WKB series, including various approximations for subdominant contributions: WKB [Eq. (5)], BCWKB [Eq. (11)], $\epsilon_{M}^{WKB} + \Delta \epsilon_L$ [Eq. (13)], and CWKB [Eqs. (14) & (15)]. $M$ is the order at which we truncate, and is one less than the order of least addition. $L$ is the order of least addition for Eq. (13).

The asymptotic and least order errors of optimal truncation are identical for $j \geq 5$. However, the empirical least error is one order less, for reasons we have been unable to fathom. The figure, made for $j = 4$, has $L = 11$, but the actual least error is at $M = 10$, by almost two orders of magnitude. Table I documents the enormous improvement of Eq. (11) over WKB. We plot the errors in this table in Fig. 4. For the first level, $L = 2$, and the improvement is only a factor of 2. For $j = 10$, the improvement is 7 orders of magnitude. The prefactor of $j$ in Eq. (12), $\pi/\sqrt{2}$, explains why our accuracies are lower than those of Ref. [13]. For both eigenvalues and their sums in the next section, logs of errors are $1/\sqrt{2}$ smaller than those of Ref. [13] as $j \to \infty$.

![FIG. 4. WKB (black) and corrected WKB errors (red) after optimal truncation, from Table 1. All different corrected approximations (BCWKB, $\epsilon_{M}^{WKB} + \Delta \epsilon_L$, CWKB) are indistinguishable. Conventions as in Fig. 1.](image)

Last in this section, we find the asymptotic behavior of the subdominant corrections to WKB. We expand around
g = 0, i.e., the WKB series, to find the difference with WKB to be
\[ \Delta \epsilon_M(z) \approx g_L(z) \frac{d \epsilon_W(z)}{dz} = g_L(z) \alpha z^{1/3} B_M'(z^2), \]  
where \( b'_m = (4/3 - 2m)b_n \). In Table I, we show that adding this to the WKB series yields results about as accurate as those of Eq. (11). Now our expression is linear in \( g(z) \) and analytically in Appendix B. Equation (15) yields about the same errors as Eq. (13) in Table I to the number of digits shown in that table. In Table S21 we show that WKB is relatively insensitive to the order of truncation, but CWKB is optimally truncated at least addition, \( L \).

\[ \epsilon_M^{\text{SWKB}}(z) = \frac{4\alpha}{3\pi} z^{1/3} \exp(-\pi z) H_M(z), \]

where the superscript SW refers to the leading subdominant contribution. We define the corrected-WKB (CWKB) approximation:
\[ \epsilon_M^{\text{CWKB}}(z) = \epsilon_M^{\text{WKB}}(z) + \epsilon_M^{\text{SD}}(z), \]

where the SD corrections are least-addition optimally truncated. For \( j > 2 \), we find \( L = 4j + 7 \) (Tables II and S19). In Table I we show that Eqs. (11), (13), and (14) all produce results of comparable accuracy, with differences becoming negligible with increasing level. We give these subdominant energies in Table II and more fully in Table S19. We give the \( h_n \) numerically in Table IX, more precisely in Table S11, and analytically in Appendix B. Equation (15) yields about the same errors as Eq. (13) in Table I to the number of digits shown in that table. In Table S21 we show that WKB is relatively insensitive to the order of truncation, but CWKB is extremely sensitive, so we choose \( M = L - 1 \) in Eq. (15).

| \( j \) | \( L \) | \( \epsilon_M^{\text{SD}}(z) \) |
|---|---|---|
| 0 | 2 | 4.98423055821 × 10^{-03} |
| 1 | 7 | -4.25176939432 × 10^{-04} |
| 2 | 11 | 2.28025923533 × 10^{-04} |
| 3 | 19 | -1.12467805687 × 10^{-05} |
| 4 | 23 | 5.34360714255 × 10^{-07} |
| 5 | 27 | -2.48624007875 × 10^{-08} |
| 6 | 31 | 1.14140669578 × 10^{-09} |
| 7 | 35 | -5.19166517600 × 10^{-11} |
| 8 | 39 | 2.34538047637 × 10^{-12} |
| 9 | 43 | -1.05403481095 × 10^{-13} |
| 10 | 47 | 4.71745228714 × 10^{-15} |

TABLE II. Subdominant corrections to WKB eigenvalues of Eq. (14), truncated at least addition, \( L \).

Our treatment of the subdominant corrections to the WKB series is simpler than that employed in modern particle theory [46, 47], but suffices for our study of the asymptotic approximation to the eigenvalue sum. For those interested in the techniques of modern asymptotic theory and its application to quantum oscillators we refer them to Ref. [48].

4. ASYMPTOTICS OF SUMS

We now turn to the main topic of this work, the asymptotics of sums of eigenvalues, and whether or not subdominant contributions can also be incorporated in such approximate sums. Given the extraordinary accuracy of modern DFT approximations (energy differences can be accurate to within one part in \( 10^6 \) of total energies in Kohn-Sham (KS) calculations), the asymptotic DFT for model systems developed in Refs. [11–13] might not be sufficient in the presence of subdominant corrections. It is also of intellectual interest to see if they can be handled.

The sum of the first \( N \) eigenvalues is
\[ E(N) = \sum_{j=0}^{N-1} \epsilon_j. \]

We can derive the SWKB approximation to this sum using any of the methods in Refs. [11–13]. We choose to start with Eq. (2.4) of Ref. [13]:
\[ E_R(N) = E(\infty) - \int_N^\infty dz \epsilon(z) \left( \frac{dE}{dN} \right)^{2r-1} e^{-N}, \]

where the \( B_{2m} \) are the Bernoulli numbers and \( E(\infty) \) is the carefully regularized sum over all eigenvalues (here \( E(\infty) = 0 \)). We insert the WKB expansion for \( \epsilon(z) \), Eq. (5), into Eq. (17). Equation (2.6) in Ref. [13] explains how to evaluate the integral in Eq. (17):
\[ -\int_N^\infty dz \epsilon_M^{\text{SWKB}}(z) = \alpha \sum_{m=0}^{\infty} \frac{b_m}{7/3 - 2m} Z^{7/3 - 2m}, \]

where \( Z = N + 1/2 \). Noting that
\[ \left( \frac{d}{dN} \right)^q Z^p = Z^{p+q}, \]

where \( (x)_n = \Gamma(x + n)/\Gamma(x) \) is the Pochhammer symbol (Sec. 5.2 of Ref. [27]), we find
\[ E_M(N) = \alpha \sum_{m=0}^{\infty} \left( \frac{3}{7} q_m Z - \frac{b_m}{2} \right) Z^{4/3 - 2m}, \]

where
\[ q_n = \frac{7/3}{7/3 - 2n} \sum_{m=0}^{n} B_{2(n-m)} \left( \frac{4/3 - 2m}{2(n-m)} \right) b_m, \]

where we use the binomial coefficient: \( \binom{n}{r} = x\ldots(x-r+1)/r! \). The structure of Eq. (20) is analyzed in Appendix C. Expanding in powers of \( N^{-1} \) yields
\[ E_M(N) = \frac{3}{7} \alpha N^{7/3} C_M(N^2), \]

where
\[ c_n = \frac{7}{7 - 6n} \sum_{m=0}^{n} \left( \frac{2n - 7/3}{2m} \right) K_m b_{n-m}, \]
with \( K_0 = 1 \) and
\[
K_m = \frac{1 - 4^{1-m}m}{2} + \sum_{r=1}^{m} \left( \frac{1}{4^r} - \frac{1}{1+2r} \right) \left( \frac{2m}{2r} \right) B_{2(m-r)},
\]
(24)
for \( m > 0 \). We give the \( c_n \) to 41 decimal places in Table S14. The errors of Eq. (22) appear in Fig. 5, showing missing subdominant corrections.

Table III shows results for various approximations to the sum of eigenvalues. We plot the errors in Table III in Fig. 6. The performance of SWKB for the sum is noticeably better than that of WKB for the eigenvalues. Since \( E(1) = c_0 \), they are directly comparable for the lowest eigenvalue, and here SWKB is an order of magnitude better than WKB, because the optimal truncation occurs at \( M = 3 \) for SWKB but at \( M = 1 \) for WKB. More remarkably, when subdominant corrections are included, the hyperasymptotic (HYP) approximation has an error about 100 times smaller than CWKB. Thus, because it increases the optimal truncation order, the summation method produces much better results in even the most difficult case. We can also compare the SWKB error for \( N = 10 \) with the error of the WKB eigenvalue for \( j = 9 \): The absolute error is about 20 times smaller (and the relative error is even better). Finally, we mention that the sum of WKB eigenvalues can never compete with the asymptotic sums, as it is always dominated by its worst case, the ground-state value, as shown by the fourth column of the table.

FIG. 5. Errors in WKB approximation for sums (SWKB) from \( N = 1 \) (black) to \( N = 7 \) (gray), conventions as in Fig. 1.

Our last step is to turn the SD corrections to the sum into an asymptotic series. We allow the order to vary in Eq. (25) and rewrite it as
\[
E_M^{SD}(N) = -e^{SD}_M(Z) \sum_{j=0}^{\infty} \frac{(-1)^j}{e^{\pi j}} \left( 1 + \frac{j}{Z} \right)^{1/3} \frac{H_M(j+Z)}{H_M(Z)},
\]
(26)
Expanding the above summand in powers of \( Z \) and summing each term from \( j = 0 \) to infinity (in this case we can evaluate the sums analytically but in a more general case we can still generate an asymptotic series using the Euler-Maclaurin formula, see Refs. [12, 49] and Sec. 24.17 of Ref. [27]) yields
\[
E^{SD}(N) = -\frac{e^{SD}(N)}{1 + e^{-\pi}} \sum_{n=0}^{4} \frac{f_n}{Z^n},
\]
(27)
where we found that we only need the \( f_n \) up to \( n = 4 \) to recover the same accuracy as Eq. (25). As always \( f_0 = 1 \)

Finally, we turn to the subdominant contributions to the asymptotics of the sums. As \( E(\infty) = 0 \), so \( E^{SD}(\infty) = 0 \), yielding
\[
E^{SD}(N) = -\sum_{j=N}^{\infty} c_L^{SD}(j+1/2),
\]
(25)
where we use Eq. (14) for \( c_L^{SD}(z) \). The results are shown for \( N = 7 \) in Fig. 7. The corrections greatly improve over the SWKB results, as in the case of the eigenvalues (see Fig. 3). Here the even SWKB additions closely follow the CSWKB error [Eq. (28)], while the odd additions are two orders of magnitude smaller. We report the exact SD values and their asymptotic approximations (Eqs. (25) & (27) respectively), used in Table III, in Table IV. We report the asymptotic values to more digits in Table S20.
and we give the other \( f_n \) in Eq. (B11). Even for \( j = 0 \), these are always decreasing in magnitude, so we have not reached the least addition.

We can now define a corrected SWKB (CSWKB) approximation:

\[
E_M^{\text{CSWKB}}(N) = E_M^{\text{SWKB}}(N) + E^{\text{SD}}(N),
\]

where we can use either Eq. (25) or (27) for \( E^{\text{SD}}(N) \). Table III shows that both choices yield comparable accuracy. Since the even additions determine the shape of the error, they determine the best truncation order. We find the best results when we evaluate the SWKB contribution at the odd order immediately before the even least addition (given in Table III). This is true from \( N = 8 \) onward, but we do not have enough \( c_n \) coefficients to see how far this trend goes. Table S22 shows that the errors for orders near the least addition are similar.

Since the even additions are much larger in magnitude than the odd additions, we ignore the odd additions and note that the remaining even additions alternate in sign. We can therefore apply hyperasymptotics in exactly the same fashion as for the linear half-well [13], adding half of the optimal SWKB term plus half of the term two orders larger. Then we add this quantity to the asymptotic approximation to \( E^{\text{SD}}(N) \) in Eq. (27). The end result is

\[
E_M^{\text{HYP}}(N) = \frac{E_M^{\text{SWKB}}(N) + E_{M+2}^{\text{SWKB}}(N)}{2} + E^{\text{SD}}(N).
\]

This hyperasymptotic approximation improves results up to two orders of magnitude over CSWKB, as shown in Table III. Table S22 shows the hyperasymptotic energies are more sensitive to changes in order than the CSWKB energies.

Next we use the various approximations for sums developed here to find new approximations for the eigenvalues, by taking differences of sums:

\[
e_j = E(j + 1) - E(j).
\]

We compare our sum approximations with the eigenvalue approximations of Sec. 3 in Table V and plot the errors in Fig. 8. As mentioned above, the SWKB result is an order of magnitude better for \( j = 0 \), but otherwise their errors are almost identical. However, when subdominant corrections are included, the CWKB results generally cannot be beaten, even with hyperasymptotic corrections to the sums. Equation (17) also yields a simple approximation for \( E(N) + \epsilon_N / 2 \). In Appendix C, we check that such midway sums do not yield sums of higher accuracy than those presented here.

5. CONCLUSION AND RELEVANCE TO DFT

In the first half of this paper, we analyzed the semiclassical expansion of the quartic oscillator eigenvalues. Although the formal structure of this expansion has been known since the late 1970s, we have provided a thorough analysis of the performance of the semiclassical expansion and reported the coefficients of the relevant asymptotic series to many orders and many digits. Moreover, in Eqs. (A3), (A6), and (B1), we give the explicit formulas to construct the implicit and explicit WKB series to any order. This should prove useful for chemists, mathematicians, or physicists developing methods in the many different contexts in which the quartic oscillator is studied.
Asymptotics of eigenvalue sums when some turning points are complex

| j | Exact | WKB | SWKB | Error | CWKB | CSWKB | HYP |
|---|-------|-----|------|-------|------|-------|-----|
| 0 | 0.53018 | -3.52704 × 10^{-02} | -3.72955 × 10^{-03} | 1.45719 × 10^{-02} | 3.04280 × 10^{-04} | -1.68851 × 10^{-04} |
| 1 | 1.89984 | 4.30449 × 10^{-03} | 3.94293 × 10^{-03} | 5.27248 × 10^{-05} | -3.08191 × 10^{-04} | 1.69283 × 10^{-04} |
| 2 | 3.72785 | -2.28226 × 10^{-04} | -2.24066 × 10^{-04} | -1.99791 × 10^{-07} | 3.95739 × 10^{-06} | -4.33369 × 10^{-07} |
| 3 | 5.82237 | 1.12481 × 10^{-05} | 1.12004 × 10^{-05} | 1.29141 × 10^{-09} | -4.63243 × 10^{-08} | 1.38977 × 10^{-09} |
| 4 | 8.13091 | -5.34365 × 10^{-07} | -5.33814 × 10^{-07} | -4.13332 × 10^{-12} | 5.46566 × 10^{-10} | 1.12457 × 10^{-11} |
| 5 | 10.61919 | 2.48624 × 10^{-08} | 2.48559 × 10^{-08} | -3.38058 × 10^{-14} | -6.45372 × 10^{-12} | -3.20841 × 10^{-13} |
| 6 | 13.26424 | -1.14141 × 10^{-09} | -1.14133 × 10^{-09} | 1.06888 × 10^{-15} | 7.62561 × 10^{-14} | 5.25811 × 10^{-15} |
| 7 | 16.04930 | 5.19166 × 10^{-11} | 5.19158 × 10^{-11} | -1.86365 × 10^{-17} | -8.82753 × 10^{-16} | -7.40337 × 10^{-17} |
| 8 | 18.96150 | -2.34538 × 10^{-12} | -2.34539 × 10^{-12} | 2.75295 × 10^{-19} | -8.73270 × 10^{-18} | 8.96066 × 10^{-19} |
| 9 | 21.99058 | 1.05404 × 10^{-13} | 1.05404 × 10^{-13} | 7.65097 × 10^{-20} | 1.02230 × 10^{-19} | -6.16909 × 10^{-21} |

TABLE V. Errors in approximate eigenvalues, including differences of approximate sums: WKB and CWKB from Table I, SWKB, CSWKB, and hyperasymptotic CSWKB of Table III plugged into Eq. (30), with the asymptotic subdominant corrections of Eq. (27).

FIG. 8. Errors in individual eigenvalues, including differences of approximate sums: WKB (black), SWKB (blue), CWKB (purple), CWSKB (orange), and HYP (red), using Table V and the conventions of Fig. 1.

But our primary results occur in the second half, where we report the first application of the asymptotics of sums to a semiclassical expansion with subdominant contributions (beyond the WKB series), due to the presence of complex turning points. The method of asymptotics of sums, first demonstrated in Ref. [13], can be easily adapted (at least in this case) to produce subdominant corrections to the sums of eigenvalues. When these are included, the performance for sums is better than the original series for the individual eigenvalues, often by more than an order of magnitude. We can employ hyperasymptotics to improve performance even further, yielding errors less than 10^{-22} for the sum of the first 10 terms. Unsurprisingly, taking differences of the asymptotic sums does not in general yield better results than the original series, except for the ground state.

Local density functionals become relatively exact in a well-defined semiclassical limit [18], but the leading corrections to these local functionals in this limit are unknown. Modern GGAs are approximations to these corrections. We do not have a general procedure for deriving these corrections for the unknown XC energy of Kohn-Sham (KS) [50] DFT, or even for the non-interacting kinetic energy in three dimensions of orbital-free DFT. But the asymptotics of sums of eigenvalues is directly related to orbital-free DFT in one dimension because one considers the levels as filled by same-spin fermions. Modern KS-DFT calculations iteratively solve for non-interacting electrons in a density-dependent potential, with some given approximation for exchange-correlation effects [51]. The expressions developed here directly yield the sum of the energies of the lowest N orbitals of non-interacting fermions. Thus, following the Aufbau principle, this would yield the sum of the occupied KS levels in a single iteration. If accurate and general analogs could be found for three-dimensional systems, along with similar analogs to yield three-dimensional densities [52–54], the need to solve the KS equations (typically the biggest bottleneck in such calculations) would be by-passed, allowing KS-DFT to be applied to much larger systems than is currently possible. Using the scaling relations for the kinetic energy [55], and going from potential functionals to density functionals [19, 20], one can relate the asymptotic expansion for the sum of eigenvalues to the expansion of the non-interacting kinetic energy around the semiclassical limit. Thus, the zero-order contribution to that sum is a simple local functional of the potential. In the full semiclassical limit, this result is identical to that of non-interacting Thomas-Fermi (TF) theory, i.e., the result given by a local density approximation to the non-interacting kinetic energy [3]. Likewise, the leading asymptotic correction to the sum yields the leading correction to the local approximation, and is determined both by the derivatives of the potential (up to the second) and by the Maslov index for the problem. Our results here show that, in principle, far more accurate results can be extracted from these semiclassical expansions than is currently possible with density functional approximations. Inclusion of even the exact leading correction (M = 1 here) can greatly improve results [11].

The work in this paper produces highly accurate results for a specific potential, but the general methodology has been outlined in Refs. [12, 13, 18] for an arbitrary (but sufficiently smooth) potential. The procedures given there yield results as functionals of the potential. In general, such potential-functionals can be used directly on given problems (and could be combined with density-functionals for...
exchange-correlation). But since the world of electronic structure calculations is more familiar with density functionals, Ref. [12] showed how one converts such potential functionals to density functionals. This is a non-trivial process to be carried out order-by-order, and the higher-order corrections yield density functionals that are very different from any existing approximations.

One could apply the general form of this methodology to one-dimensional interacting systems, which can be accurately and efficiently solved using the density-matrix renormalization group [56] or quantum Monte Carlo methods [57], and have been used as a mimic of realistic three-dimensional DFT calculations [58, 59]. Related semiclassical developments for the first-order density matrix were used to accurately approximate exchange energies [60]. The general form of the methods discussed in Refs. [12, 13, 18] can be immediately applied to the one-dimensional simulation used in Ref. [58]. However, such systems are sufficiently different from realistic systems that we see little value in performing such calculations. Our over-arching goal is to develop methods for three-dimensional systems. Moreover, the value of by-passing the Kohn–Sham equations is far greater in three dimensions than in one.

The subdominant corrections appearing in the current work are largest for \( N = 1 \) (one particle in the lowest eigenvalue), where they would be non-negligible in an electronic structure calculation. The present work shows that such terms can be handled in terms of asymptotics of sums. Of course, this would also require the further step of finding a general expression for their form and coefficients, not just the value for a quartic oscillator, but that step is beyond the scope of the current work.
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Appendix A: Deriving the Implicit WKB Series

Following Bender & Orszag [22] we write the WKB wavefunction as \( \psi(x) = \exp[iS(x)] \) and expand the action in a semiclassical series \( S(x) = S_0(x) + S_1(x) + \cdots \). For the pure quartic oscillator

\[
S_n(x) = (-1)^{(n+1)/2} i^{n+1} \sum_{m=0}^{[3n/4]} \frac{k_m^{(m)}}{|p(x)|^{3n-2m-1}},
\]

where \( p(x) = \sqrt{2x - x^2} \) is the classical momentum and the prime indicates differentiation, and \( k_0^{(0)} = k_1^{(0)} = 1 \) [22].
The higher order \((n > 1)\) action coefficients are determined by
\[
2S'_0S'_n + S''_n + \sum_{m=1}^{n-1} S'_mS'_{n-m} = 0. \tag{A2}
\]

This recursion relation, derived in Ref. [22], yields
\[
k^{(m)}_n = (-1)^n \left(3n - 2m - 4\right) k^{(m-1)}_n + \frac{3n - 4m + 1}{2} k^{(m-1)}_{n-1} - \frac{1}{2} \sum_{l=1}^{n-1} (-1) ^{(n+1)l} \sum_{r=0}^{m} k^{(r)}_l k^{(m-r)}_{n-l},
\]
\[
(A3)
\]
for \(n > 1\). To use Eq. (A3), we set all coefficients \(k^{(m)}_n\) with \(m > \lfloor 3n/4 \rfloor\) and \(m < 0\) to 0. In general each \(k^{(m)}_n\) is a function of the set \(\{k^{(m')}_n\}\) with \(m' \leq m\) and \(n' < n\). We give the \(k^{(m)}_n\) up to \(n = 21\) in Table S4. The eigenvalues are determined only by the \(S_n(x)\) with even \(n\) so we drop the odd \(n\) values and integrate Eq. (A1):
\[
S_{2n}(\epsilon) = 2i \sum_{m=0}^{\lfloor 3n/2 \rfloor} k^{(m)}_{2n} \int_0^{x_0} \frac{x^{6n-4m}}{p(x)^{m-2m-1}} dx \tag{A4}
\]
where \(x_0 = x_0(\epsilon)\) is the classical turning point defined by \(p[x_0(\epsilon)] = 0\). Formally there are divergences at \(x_0\) but we remove them by integrating under the integral sign with respect to \(\epsilon\) [39]. We know from Ref. [22] that
\[
S_{2n}(\epsilon) = \frac{i \alpha n \gamma^2 (2\epsilon)^{3/4-3n/2}}{3\sqrt{2\pi}} \tag{A5}
\]
so after some algebra we get
\[
a_n = \frac{3}{\gamma^2 \sqrt{2\pi}} \sum_{m=0}^{\lfloor 3n/2 \rfloor} k^{(m)}_{2n} \frac{B \left(m - 3n + \frac{3}{2} \right)}{\left(m + \frac{1}{4}\right)}, \tag{A6}
\]
where \(B(x,y)\) is the incomplete Euler beta function \(\Gamma(x)\Gamma(y)/\Gamma(x+y)\) (Sec. 8.17 of Ref. [27]). Equation (A6) was found by Voros, Balian, and Parisi in Ref. [36]. The first three nontrivial \((n = 1, 2, 3)\) \(a_n\) are
\[
- \frac{3\pi^2}{2\gamma^4}, - \frac{11}{512\gamma^4}, \frac{4697\pi^2}{5120\gamma^4}. \tag{A7}
\]

Appendix B: Analytic Expressions for Coefficients

We generate the \(b_n\) in Eq. (5) using the \(a_n\) and lower order \(b_n\):
\[
b_n = \sum_{m=0}^{n} a_m \sum_{r=0}^{n-m} G_{nmr} \mathcal{A}^{(n-m)}_r(b), \quad n \geq 1, \tag{B1}
\]
where \(\mathcal{A}^{(n)}_0 = \delta_{n,0}\) and
\[
\mathcal{A}^{(n)}_m(b) = \sum_{k_1+k_2+...+k_m=n} b_{k_1}b_{k_2}...b_{k_m}, \tag{B2}
\]
e.g. \(\mathcal{A}^{(5)}_3 = 3b_1b_2 + 3b_1^2b_3\), and \(G_{n01} = 0\) and
\[
G_{nmr} = - \frac{4}{3(2\alpha)^{3m/2}} \left(\frac{3}{4} - \frac{3m}{2}\right). \tag{B3}
\]
The coefficients we have derived in this paper \((b_n, c_n, d_n, h_n, k_n, f_n)\) can each be expressed in terms of the \(a_n\) coefficients. In general each set of coefficients is composed of more fundamental coefficients. Here we give both the relation to simpler coefficients and explicit exact formulas. The supplemental info contains all tables needed to reconstruct these, as well as numerical values to 40 digits. We remind the reader that our convention is to set the \(n = 0\) coefficient to 1.

Eliminating lower order \(b_n\)'s from Eq. (B1) yields the \(b_n\) in terms of the \(a_n\) alone:
\[
b_n = - \sum_{m=0}^{n-1} L_{nm} \mathcal{A}^{(n)}_{n-m}(a), \quad n \geq 1 \tag{B4}
\]
where we give the \(L_{nm}\) in Table S6. Inserting the \(a_n\) from Eq. (A6) yields exact values for the \(b_n\) explicitly given in Table S7. The first 3 nontrivial \(b_n\) are
\[
1 - \frac{1}{6\pi}, - \frac{1}{72\pi^2}, \frac{1}{432\pi^3} \left(1 - \frac{1133\gamma^8}{8640\pi^4}\right). \tag{B5}
\]
Similarly, we can express the \(d_n\) in terms of the \(a_n\) and \(b_n\):
\[
d_n = \sum_{m=0}^{n} a_{n-m} \sum_{r=0}^{m} F_{nmr} \mathcal{A}^{(n)}_r(b), \tag{B6}
\]
where we give the \(F_{nmr}\) in Table S9. Inserting the \(a_n\) from Eq. (A6) and the \(b_n\) from Eq. (B4) yields explicit expressions for the \(d_n\), which we give in Table S10. The first 3 nontrivial \(d_n\) are
\[
1 \frac{1}{6\pi}, - \frac{1}{72\pi^2}, \frac{1}{432\pi^3} \left(1 - \frac{1133\gamma^8}{8640\pi^4}\right). \tag{B7}
\]

For our next set, it is best to represent the \(h_n\) directly in terms of the \(a_n\):
\[
h_n = \sum_{m=0}^{\lfloor n/2 \rfloor} P_{nm}(a), \tag{B8}
\]
where the \(P_{nm}(a)\) are polynomials of \(a_n\), given in Table S12, for which we have not been able to find a general pattern. We give the \(h_n\) themselves in Table S13. The first 3 nontrivial \(h_n\) are
\[
- \frac{1}{6}, \frac{1}{72} \left(1 - \frac{4}{\pi}\right), \frac{1}{216} \left(\frac{5}{\pi} - \frac{1}{6}\right). \tag{B9}
\]
We give the \( c_n \) in terms of the \( b_n \) in Eqs. (23) & (24). We give the exact forms of the \( c_n \) up to \( n = 10 \) in Table S15. The first 3 nontrivial \( c_n \) are

\[
\frac{7}{9\pi} \left( 1 - \frac{\pi}{6} \right), \quad \frac{7}{324} \left( \frac{1}{3\pi} + \frac{1}{2\pi^2} - \frac{7}{180} + \frac{11\gamma^8}{1920\pi^6} \right), \quad \frac{7}{2916} \left[ \frac{3}{756} - \frac{5}{6\pi^2} - \frac{1}{3\pi^3} - \gamma^8 \left( \frac{11}{9} - \frac{31}{5\pi} \right) \right].
\]

(B10)

We give the \( f_n \) in terms of the \( h_n \) using \( f_n = k_n/(1+e^{-x}) \) where

\[
k_1 = -1/3,
\]

\[
k_2 = \frac{\tanh(\pi/2)}{9} + h_1,
\]

\[
k_3 = -\frac{5(1 - 4e^{-\pi} + e^{2\pi})}{81(1 + e^{-\pi})^2} - \frac{2h_1}{3} \tanh \left( \frac{\pi}{2} \right) - h_1^2 + 2h_2,
\]

\[
k_4 = \frac{20e^{-\pi} \cosh(\pi - 5)}{243(1 + e^{-\pi})^2} \tanh \left( \frac{\pi}{2} \right) + \frac{5(1 - 4e^{-\pi} + e^{2\pi})}{9(1 + e^{-\pi})^2} h_1
\]

\[
+ \frac{2h_1^2 - 7h_2}{3} \tanh \left( \frac{\pi}{2} \right) + h_3 + 3(h_3 - h_1h_2).
\]

(B11)

And the first three nontrivial \( h_n \) are given exactly in Eq. (B9).

**Appendix C: Midway sums**

An observant reader will have noticed that Eq. (20) yields a simpler expression for the following midway sum:

\[
G(N) = E(N) + \frac{\epsilon N}{2}.
\]

(C1)

By rearranging Eq. (20) we find an SWKB approximation for \( G(N) \):

\[
G_{SWKB}^M(N) = \frac{3}{4} \alpha Z^{7/3} Q_M(Z^2).
\]

(C2)

While this is not the sum of primary interest, we explore here if this might yield more accurate approximations for \( E(N) \). The first three nontrivial \( q_n \) are

\[
\frac{7}{9} \left( \frac{1}{3} + \frac{1}{\pi} \right), \quad \frac{7}{162} \left( \frac{1}{45} - \frac{1}{3\pi} + \frac{1}{4\pi^2} \right) + \frac{77\gamma^8}{62208\pi^6},
\]

\[
- \frac{1}{2187} \left( \frac{2}{9} - \frac{7}{3\pi} - \frac{35}{4\pi^2} + \frac{7}{4\pi^3} \right) + \frac{7\gamma^8}{186624\pi^6} \left( \frac{11}{9} + \frac{31}{10\pi} \right).
\]

(C3)

We give the \( q_n \) exactly up to \( n = 10 \) in Table S17 and numerically in Table S16. Equation (21) gives the \( q_n \) in terms of the \( b_n \).

It is easy to extract the SD contribution to \( G \) from that of \( E \):

\[
G_{SD}^M(N) = \frac{E_{SD}^M(N + 1) + E_{SD}^M(N)}{2},
\]

where we use Eq. (27) for \( E_{SD} \). Thus

\[
G_{SWKB}^M(N) = G_{SWKB}^M(N) + G_{SD}^M(N).
\]

(C5)

**FIG. 9.** The even (gray) and odd (black) SWKB additions with the SWKB (blue) and CSWKB (red) errors for \( N = 5 \).

**FIG. 10.** The errors in Table VI: SWKB (blue), CSWKB (red), and HYP (purple).

First, we consider how accurately we can approximate \( G(N) \). In Fig. 9 we show the SWKB additions and compare the SWKB and CSWKB errors for \( N = 5 \). As always, the SWKB errors plateau but the SD corrections increase the accuracy by many orders of magnitude. Since the even SWKB additions are much smaller in magnitude than the odd additions, a hyperasymptotic approximation to \( G \) is

\[
G_{HYP}^M(N) = \frac{G_{SWKB}^M(N) + G_{SWKB}^M(N + 2)}{2} + G_{SD}^M(N).
\]

(C6)

We compare the errors of the SWKB, CSWKB, and hyperasymptotic approximations to \( G(N) \) in Table VI, while Fig. 10 shows the errors. Comparing Tables III and VI shows that the CSWKB and hyperasymptotic approximations are more accurate for \( G(N) \) than for \( E(N) \).
It would be nice if we could make use of this accuracy to turn the $G(N)$ approximation into an $E(N)$ approximation. We can do this by subtracting half of the $N$th eigenvalue from our $G(N)$ approximation. Table V shows that CWKB is our most accurate eigenvalue approximation. We show in Table VII that combining this with our hyperasymptotic $G(N)$ approximation gives a more accurate $E(N)$ approximation than the hyperasymptotic $E(N)$ (our best $E(N)$ approximation in Table III). Thus we need to mix the $G(N)$ approximation with an eigenvalue approximation to generate an $E(N)$ approximation. We prefer to work with pure $E(N)$ approximations instead. Thus we relegate our discussion of the $G(N)$ approximations to this appendix.

TABLE VI. The exact $G(N)$ and the errors of various approximations. We use least odd order optimal truncation for SWKB and empirical optimal truncation for the other approximations and report the orders at which we truncate.

| $N$ | Exact | SWKB | CSWKB | HYP |
|-----|-------|------|-------|-----|
| 0   | 0.26509 | 3    | 4     | 2   |
| 1   | 1.48010 | 5    | 4     | 3   |
| 2   | 4.29394 | 7    | 6     | 6   |
| 3   | 9.06905 | 9    | 8     | 8   |
| 4   | 16.04570 | 11  | 12    | 10  |
| 5   | 25.42075 | 13  | 14    | 12  |
| 6   | 37.36246 | 15  | 16    | 14  |
| 7   | 52.01922 | 17  | 18    | 16  |
| 8   | 69.52462 | 21  | 20    | 20  |
| 9   | 90.00066 | 23  | 22    | 22  |
| 10  | 113.56002 | 25  | 26    | 24  |

| Approx. | Order | Error |
|---------|-------|-------|
| WKB     | 1     | $-0.0352704$ |
| SWKB    | 3     | $-0.0037296$ |
| G SWKB  | 1     | $0.0323487$  |
| CWKB    | 1     | $0.0145719$  |
| CSWKB   | 3     | $0.0003043$  |
| G CSWKB | 4     | $-0.0024843$ |
| E HYP   | 3     | $-0.0001689$ |
| G HYP   | 2     | $-0.0040283$ |

TABLE VII. The hyperasymptotic $E(N)$ approximation of Table III compared to the hyperasymptotic $G(N)$ approximation of Table VII turned into an $E(N)$ approximation by subtracting away half of our best estimate for $\epsilon_N$: $\epsilon_{\text{CWKB}}(N)$ in Eq. (15). We give the hyperasymptotic $G(N)$ approximation in Eq. (C6) and use empirical optimal truncation to get the order $M$.

| $N$ | Exact | $M$ | HYP $E$ | HYP $G$ |
|-----|-------|-----|---------|---------|
| 1   | 0.53018 | 3   | $-1.68851 \times 10^{-4}$ | $-4.61178 \times 10^{-6}$ |
| 2   | 2.43002 | 6   | $4.31969 \times 10^{-7}$  | $1.35444 \times 10^{-7}$  |
| 3   | 6.15787 | 7   | $-1.40070 \times 10^{-9}$ | $-4.73745 \times 10^{-10}$ |
| 4   | 11.98024 | 10  | $-1.09301 \times 10^{-11}$ | $-2.45748 \times 10^{-12}$ |
| 5   | 20.11115 | 12  | $3.15656 \times 10^{-13}$ | $1.07012 \times 10^{-13}$ |
| 6   | 30.73034 | 14  | $-5.18497 \times 10^{-15}$ | $-1.89058 \times 10^{-15}$ |
| 7   | 43.99457 | 16  | $7.31437 \times 10^{-17}$ | $2.76835 \times 10^{-17}$ |
| 8   | 60.04387 | 20  | $-8.89917 \times 10^{-19}$ | $-3.00443 \times 10^{-19}$ |
| 9   | 79.00537 | 16  | $6.14869 \times 10^{-21}$ | $1.47877 \times 10^{-20}$ |

For $N = 0$, $2G(0)$ is an estimate of the ground state eigenvalue. In Table VIII we test various approximations to the ground state against the various $G(N)$ approximations developed here.
Appendix D: Table of Constants
Asymptotics of eigenvalue sums when some turning points are complex

Asymptotics of eigenvalue sums when some turning points are complex

\[
\begin{array}{cccc}
\text{n} & a_n & b_n & c_n \\
1 & \times 10^{-9} & \times 10^{-9} & \times 10^{-9} \\
2 & \times 10^{-19} & \times 10^{-19} & \times 10^{-19} \\
3 & \times 10^{-29} & \times 10^{-29} & \times 10^{-29} \\
4 & \times 10^{-39} & \times 10^{-39} & \times 10^{-39} \\
5 & \times 10^{-49} & \times 10^{-49} & \times 10^{-49} \\
6 & \times 10^{-59} & \times 10^{-59} & \times 10^{-59} \\
7 & \times 10^{-69} & \times 10^{-69} & \times 10^{-69} \\
8 & \times 10^{-79} & \times 10^{-79} & \times 10^{-79} \\
9 & \times 10^{-89} & \times 10^{-89} & \times 10^{-89} \\
10 & \times 10^{-99} & \times 10^{-99} & \times 10^{-99} \\
11 & \times 10^{-109} & \times 10^{-109} & \times 10^{-109} \\
12 & \times 10^{-119} & \times 10^{-119} & \times 10^{-119} \\
13 & \times 10^{-129} & \times 10^{-129} & \times 10^{-129} \\
14 & \times 10^{-139} & \times 10^{-139} & \times 10^{-139} \\
15 & \times 10^{-149} & \times 10^{-149} & \times 10^{-149} \\
\end{array}
\]

TABLE IX. We present to 13 digits the first 21 examples from each of coefficients used in this paper (remember that the zeroth order coefficient for each set is 1). We give more coefficients and more digits in the supplemental info (Tables S2, S3, S8, S11, and S14).