A comparison of optimization theories for energy conservation in heat exchanger groups
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In general, thermal processes can be classified into two categories: heat-work conversion processes and heat transfer processes. Correspondingly, the optimization of thermal processes has to have two different criteria: the well known entropy generation minimization method and the recently proposed entransy dissipation maximization method. This study analyzes the thermal issues in a heat exchanger group, and optimizes the unit arrangements under different constraints based on a suitable optimization criterion. The result indicates that the principle of minimum entropy generation rate is valid for optimizing heat exchangers in a thermodynamic cycle with given boundary temperatures. In contrast, the entransy dissipation maximization is more suitable in heat exchanger optimizations involving only heat transfer processes. Furthermore, the entropy generation rate induced by dumping used streams into ambient surroundings has to be taken into account, except for that originating from the hot and cold-ends of heat exchangers, when using the entropy generation minimization to optimize heat exchangers undergoing a thermodynamic cycle.
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Heat exchangers, one of the most important devices in thermal engineering, are being used in more than 80% of energy utilization systems. Improving their effectiveness has often been regarded as the key issue in energy conservation. Consequentially, thermal engineers have developed a large number of passive and active technologies to enhance thermal performance by adding extended or rough surfaces and various inserts to enlarge the exchange surfaces or by introducing surfaces or fluid vibrations and external electric or magnetic field to expedite the process [1–3]. Although all of these ideas have been more or less successful in reducing energy consumption, the fundamental physics involved is still not clear. One issue is the relationship between heat exchanger effectiveness and heat transfer irreversibility, noting that heat transfer is an irreversible process [4]. The crucial problem is in understanding why heat exchangers with different flow arrangements lead to diverse heat transfer performances under the same given conditions.

Using the entropy generation as a measure of irreversibility for any irreversible process, Bejan [5,6] introduced the concept of irreversibility as being due to finite temperature difference as well as fluid friction in heat transfer processes and optimized the regenerative heat exchanger for a Brayton cycle heat engine based on the criterion of minimum entropy generation. Thereafter several researchers, e.g. Poulikakos [7], Grazzini [8], Sekulic [9], Sara [10], Johannessen [11], Balkan [12], Ko [13] and Erek [14] analyzed the influences of geometries, flow arrangements and operational parameters on entropy generation for various
heat exchangers, and then optimized them subject to minimal entropy generation. However, Bejan found that the effectiveness for counter-flow heat exchangers does not vary monotonically with entropy generation, and called this the "entropy generation paradox". An attempt was made by Hesselgreaves [15] to reconcile the problem by non-dimensionalizing the entropy generation rate, whereas Shah et al. [16] pointed out that heat exchanger effectiveness can be at either maximum or minimum or in between at the minimum entropy generation operating point, all depending on the flow arrangement of the two fluids, that is, the entropy generation minimum is not applicable to all heat exchanger analysis.

Recently, a new physical quantity, \((UT)/2\), termed as the entransy, which describes the heat transfer ability of a system, was introduced by Guo et al. [17]. The entransy dissipation rate was identified and used to measure the irreversibility of a heat transfer process. Furthermore, Guo et al. [17] proposed an alternative criterion for heat transfer optimization: the entransy dissipation extrema correspond to the optimal performance of heat transfer processes not involving a thermodynamic cycle. In [18], the concept of entransy was originally referred to as the heat transfer potential capacity, and this new theory has been applied in studying and optimizing heat conduction [17,19,20], convective heat transfer [21–24], thermal radiation [25] and the heat transfer performance in a single heat exchanger [26–28]. Moreover, some novel heat transfer enhancement technologies have been developed, e.g. the alternating elliptical axis tubes [29] and the discrete doubled inclined rib tubes [23].

In summary, in addition to the entropy criterion by Bejan [5,30], called the thermodynamic optimization, Guo et al. [17] has proposed the concept of entransy and a related objective function referred to here as the heat transfer optimization. The objective of this paper is to examine the physical essentials of those two different criteria, their differences, and more importantly their applicability to practical heat exchanger groups.

1 Irreversibility of heat transfer processes in a heat exchanger group

Figure 1 shows the schematic diagram of a heat exchanger group with a fluid distributor assigning the incoming hot fluid into two (left and right side) heat exchangers. The hot fluid with temperature \(T_{\text{in}}\) and heat capacity rate \(C_{h}=m_{h}c_{p}\) flows through the distributor into the heat exchangers, with heat capacity rates \(C_{h1}\) and \(C_{h2}\) respectively, on each side. The wall temperatures \(T_{h1}\) and \(T_{h2}\) of the two exchangers are assumed constant, and the corresponding outlet temperatures of the fluid are \(T_{\text{out1}}\) and \(T_{\text{out2}}\). Thus, we have

\[
\dot{Q}_{h1} = C_{h1}(T_{\text{in}} - T_{\text{out1}}),
\]

and

\[
\dot{Q}_{h2} = C_{h1}(T_{\text{in}} - T_{\text{out2}}),
\]

where \(\dot{Q}_{h1}\) and \(\dot{Q}_{h2}\) are the heat flow rates in the two exchangers.

During the heat transfer process, the total thermal energy is conserved, i.e. the decrease in thermal energy of the hot fluid should be equal to the heat transferred out through the two exchangers. However, the entropy is not conserved in the process. Based on the second law of thermodynamics, Bejan [30] deduced the entropy generation rate (EGR) \(\dot{S}\) in a heat exchanger to measure the irreversibility induced by heat transfer:

\[
\dot{S} = C \ln \frac{T_{\text{out}}}{T_{\text{in}}} + \frac{\dot{Q}}{T_{\text{w}}}. \tag{3}
\]

Thus, the EGR during the heat transfer process in the heat exchanger group is

\[
\dot{S}_{g1} = \left( C_{h1} \ln \frac{T_{\text{out1}}}{T_{\text{in}}} + \frac{\dot{Q}_{h1}}{T_{h1}} \right) + \left( C_{h2} \ln \frac{T_{\text{out2}}}{T_{\text{in}}} + \frac{\dot{Q}_{h2}}{T_{h2}} \right). \tag{4}
\]

In parallel, by analogy between heat and electric conduction, a physical quantity, \(E_n\), termed entransy, was introduced by Guo et al. [17] to describe the heat transfer ability of an object

\[
E_n = \frac{1}{2} m c_{p} T^2, \tag{5}
\]

where \(m\), \(c_{p}\) and \(T\) are the mass, the constant pressure specific heat, and the temperature of the object, respectively. Meanwhile, the total entransy flow rate accompanying the mass flow rate at the inlet is

\[
\dot{E}_{\text{min}} = \frac{1}{2} (C_{h1} + C_{h2}) T_{\text{in}}^2, \tag{6}
\]

with the entransy flow rates at the left and right outlets being

\[
\dot{E}_{\text{heat}} = \frac{1}{2} C_{h1} T_{\text{out1}}^2 \tag{7}
\]

and

\[
\dot{E}_{\text{heat}} = \frac{1}{2} C_{h2} T_{\text{out2}}^2 \tag{8}
\]
\[
\dot{E}_{\text{out}1} = \frac{1}{2} C_{h2} T_{\text{out}2}^2.
\]

In addition, the entransy flow rates, accompanying the heat flow rates out of the two exchangers through wall boundary are
\[
\dot{E}_{\text{in}1} = \dot{Q}_{\text{hi}} T_{\text{hi}}
\]
and
\[
\dot{E}_{\text{in}2} = \dot{Q}_{\text{h2}} T_{\text{h2}}.
\]

By subtracting eqs. (7)–(10) from eq. (6), we have the entransy dissipation rate \( \Phi \) in the heat exchanger group
\[
\Phi = \frac{1}{2} \left[ (C_{h1} + C_{h2}) T_{\text{in}}^2 \right.
\]
\[
- \left. \left( \frac{1}{2} C_{h1} T_{\text{out}1}^2 + \frac{1}{2} C_{h2} T_{\text{out}2}^2 + \dot{Q}_{\text{hi}} T_{\text{hi}} + \dot{Q}_{\text{h2}} T_{\text{h2}} \right) \right]
\] (11)

Guo et al. [17] considered that this entransy dissipation rate, rather than the entropy generation rate, should be used to measure the heat transfer induced irreversibility, if the transferred heat is applied to heat/cool an object rather than to do work.

2 Optimization of the heat exchanger group for heating/cooling

Consider again the heat exchanger group that is sketched in Figure 1, which is not involved in any thermodynamic cycles. The optimization objective is to maximize the heat flow rate. Because the thermal conductance inventories of the exchangers are commodities in short supply, it makes sense to consider as a constraint the total thermal conductance inventory \( UA \) \[6\]
\[
UA = (UA)_1 + (UA)_2 = \text{const}
\] (12)
or, in terms of the thermal conductance allocation ratio \( x \),
\[
(UA)_1 = xUA, \quad (UA)_2 = (1-x)UA,
\] (13)
where \((UA)_1\) and \((UA)_2\) are the thermal conductances for the left and right exchangers, respectively, \( U \) is the heat transfer coefficient, and \( A \) is the heat transfer area.

Merging eqs. (1) and (2) with the heat transfer equation gives the heat flow rates in each exchanger as
\[
\dot{Q}_{\text{hi}} = C_{h1} (T_{\text{in}} - T_{\text{hi}}) \left( 1 - e^{-\frac{U}{C_{h1}}} \right)
\] (14)
and
\[
\dot{Q}_{\text{h2}} = C_{h2} (T_{\text{in}} - T_{\text{h2}}) \left( 1 - e^{-\frac{U}{C_{h2}}} \right).
\] (15)

Combining eqs. (13)–(15) yields the total heat flow rate
\[
\dot{Q}_h = \dot{Q}_{\text{hi}} + \dot{Q}_{\text{h2}} = C_{h1} (T_{\text{in}} - T_{\text{hi}}) \left( 1 - e^{-\frac{U}{C_{h1}}} \right)
\] + \[ C_{h2} (T_{\text{in}} - T_{\text{h2}}) \left( 1 - e^{-\frac{U}{C_{h2}}} \right).
\] (16)

By substituting eqs. (14)–(16) into the entropy generation equation, eq. (4), and the entransy dissipation equation, eq. (11), respectively, we have
\[
\dot{S}_{gl} = C_{h1} ln \left[ \frac{T_{\text{hi}} + (T_{\text{in}} - T_{\text{hi}}) e^{-\frac{U}{C_{h1}}}}{T_{\text{in}} \left( T_{\text{in}} - T_{\text{hi}} \right) e^{-\frac{U}{C_{h1}}} + C_{h2} \left( T_{\text{in}} - T_{\text{h2}} \right) e^{-\frac{U}{C_{h2}}}} \right]
\] + \[ C_{h2} ln \left[ \frac{T_{\text{h2}} + (T_{\text{in}} - T_{\text{h2}}) e^{-\frac{U}{C_{h2}}} \left( C_{h1} (T_{\text{hi}} - T_{\text{in}}) e^{-\frac{U}{C_{h1}}} \right) + C_{h2} (T_{\text{in}} - T_{\text{h2}}) \left( 1 - e^{-\frac{U}{C_{h2}}} \right)}{T_{\text{in}} \left( T_{\text{in}} - T_{\text{h2}} \right) e^{-\frac{U}{C_{h2}}} + C_{h2} \left( T_{\text{in}} - T_{\text{h2}} \right) \left( 1 - e^{-\frac{U}{C_{h2}}} \right)} \right] \] (17)

and
\[
\Phi = \frac{1}{2} \left\{ C_{h1} (T_{\text{hi}} - T_{\text{in}}) e^{-\frac{U}{C_{h1}}} \right\} + C_{h2} (T_{\text{in}} - T_{\text{h2}}) \left( 1 - e^{-\frac{U}{C_{h2}}} \right) \right\}.
\] (18)

If the following parameters: (1) the inlet fluid temperature, \( T_{\text{in}} \), (2) the wall temperatures, \( T_{\text{hi}} \) and \( T_{\text{h2}} \), and (3) the heat capacity rates, \( C_{h1} \) and \( C_{h2} \) in eqs. (15)–(17), are given, all the rates of total heat flow, entropy generation and entransy dissipation are determined through the thermal conductance allocation ratio \( x \).

As an example, at \( UA=2 \ W/K \), \( C_{h1}=2 \ W/K \), \( C_{h2}=1 \ W/K \), \( T_{\text{in}}=900 \ K \), \( T_{\text{hi}}=800 \ K \) and \( T_{\text{h2}}=600 \ K \), the rates of total heat flow, entropy dissipation and entropy generation as functions of the thermal conductance allocation ratio, \( x \), are calculated and given in Figure 2. The vertical coordinates are normalized by their individual maximum values for ease in comparison. It can be readily found in Figure 2 that the entransy dissipation maximum corresponds to the maximum total heat flow rate at \( x=0.3 \), while the entropy generation rate reaches its maximum at \( x=0.2 \). Clearly, the maximum entransy dissipation rate, rather than the minimum entropy generation rate, should be used as a criterion to optimize the thermal performance of heat exchangers, with the purpose
3 Optimization of heat exchanger group for heat-to-work conversion

When the heat exchanger is a component of a thermodynamic cycle, the optimization objective is usually to maximize the total power output of the cycle. Consider two thermodynamic cycles with each of the aforementioned two heat exchangers being a part of the system, as shown in Figure 3. All the parameters of the exchangers are the same as those shown in Figure 1. These two thermodynamic cycles with the same cold-end temperature as the ambient temperature are assumed reversible in order to simplify the analysis.

Based on the second law of thermodynamics, the total power output of the cycles $W$ is

$$W = W_1 + W_2 = Q_{h1} \frac{T_{hi} - T_{c1}}{T_{hi}} + Q_{h2} \frac{T_{hi} - T_{c2}}{T_{hi}},$$

(19)

where $T_{c1}$ and $T_{c2}$ are the respective cold-end temperatures of the left and right cycles.

Substituting eqs. (11), (12) and (14) into eq. (19) gives the relation between the total power output of the cycles and the thermal conductance allocation ratio $x$,

$$W = C_{h1} \left( T_{mi} - T_{c1} \right) \left( 1 - e^{-\frac{T_{mi}}{T_{hi}}} \right) \frac{T_{hi} - T_{c1}}{T_{hi}} + C_{h2} \left( T_{mi} - T_{c2} \right) \left( 1 - e^{-\frac{T_{mi}}{T_{hi}}} \right) \frac{T_{hi} - T_{c2}}{T_{hi}}.$$

(20)

Setting $T_{c1}=T_{c2}=300$ K, three rate-allocation ratio curves, again normalized by their individual maximum values, are illustrated in Figure 4. At $x = 0.30$, both the heat flow rate and the entransy dissipation rate reach their respective maxima, simultaneously, yet do not correspond to the maximum total power output $W$ of the cycles. Therefore, it can be concluded that the criterion of entransy dissipation maximum is not applicable in optimizing a heat exchanger group involved in a thermodynamic cycle. Now let us have a look whether the minimum entropy generation is a better option.

Bejan [6] indicated in the discussion on power plant optimization that the entropy generation rate $\dot{S}_{g2}$, associated dumping the used streams into the ambient surroundings, must be taken into account except for the entropy generation rate in the heat exchangers. Thus, we have the total entropy generation rate in the system, depicted in Figure 3, as follows:

$$\dot{S}_{gh} = \dot{C}_{h1} \ln \frac{T_{mi}}{T_{hi}} \frac{\dot{Q}_{h1}}{\dot{Q}_{h1}} + \dot{C}_{h2} \ln \frac{T_{mi}}{T_{hi}} \frac{\dot{Q}_{h2}}{\dot{Q}_{h2}},$$

(21)

$$+ \left( \dot{C}_{h1} \ln \frac{T_{mi}}{T_{mi}} \frac{\dot{Q}_{h1}}{\dot{Q}_{h1}} + \dot{C}_{h2} \ln \frac{T_{mi}}{T_{mi}} \frac{\dot{Q}_{h2}}{\dot{Q}_{h2}} \right).$$

Figure 2 The rate of total heat flow, entransy dissipation and entropy generation versus the thermal conductance allocation ratio.

Figure 3 Sketch of two thermodynamic cycles with a heat exchanger group.

Figure 4 Total power output, heat flow rate and entransy dissipation rate versus the thermal conductance allocation ratio.
where $T_0=300$ K is the ambient temperature. Also, $\dot{Q}_{c1}$ and $\dot{Q}_{c2}$ are the external heat flow rates from the used streams ejected into the ambient surroundings,

$$\dot{Q}_{c1} = C_{h1}(T_{out1} - T_0),$$  \hspace{1cm} (22)

$$\dot{Q}_{c2} = C_{h2}(T_{out2} - T_0).$$  \hspace{1cm} (23)

Solving eqs. (12), (13) and (21)–(23) simultaneously provides a relation between the total entropy generation rate, $\dot{S}_{gh}$, and the thermal conductance allocation ratio, $x$, plotted in Figure 5. The minimum entropy generation rate corresponds to the maximum power output $W$ of the system at $x = 0.37$, demonstrating that in optimizing a thermodynamic cycle, the minimum entropy generation rate is the appropriate quantity that should be used.

In the above case, it is assumed that the cold-end temperature equals the ambient temperature. This means an infinitely large cold-end heat exchanger is required. Since the heat exchanger size is always limited in practical applications, we have to examine the effect of finite temperature differences between cold-end and ambient temperatures on the optimal thermal conductance allocation.

Setting $T_{c1}=T_{c2}=400$ K, 100 K above the ambient temperature, there exists one more irreversible process in the thermodynamic cycles: the heat transfer process between the cold-end and the ambient surroundings. Thus, we have the total entropy generation rates $\dot{S}_{gh}$ in two hot-end heat exchangers, and $\dot{S}_{gc}$ in two cold-end heat exchangers,

$$\dot{S}_{gh} = \dot{S}_{gh} + \dot{S}_{gc} = C_{h1} \ln \frac{T_0}{T_{in}} + \frac{\dot{Q}_{b1}}{T_{h1}} + \frac{\dot{Q}_{b2}}{T_{h2}} + \frac{\dot{Q}_{c1}}{T_0} + \frac{\dot{Q}_{c2}}{T_0}

+ \frac{\dot{Q}_{c1} \left( \frac{1}{T_0} - \frac{1}{T_{c1}} \right)}{\dot{S}_{gh}} + \frac{\dot{Q}_{c2} \left( \frac{1}{T_0} - \frac{1}{T_{c2}} \right)}{\dot{S}_{gc}}.$$

44

The results for total power output, $W$, and entropy generation rate, $\dot{S}_{gh}$, of the thermodynamic cycles versus the thermal conductance allocation ratio are plotted in Figure 6. When the thermal conductance allocation ratio $x=0.43$, the total entropy generation rate $\dot{S}_{gh}$ of the system reaches its minimum, while the total power output rate $W$ of the cycles is at its maximum. Because the inlet fluid temperature, $T_{in}$, and the heat capacity rates, $C_{h}$, are given, maximal power output signifies the highest heat-work conversion efficiency. Thus, for a complete thermodynamic cycle comprising more than a single heat exchanger, minimizing entropy generation should be taken as the criterion for optimizing the thermodynamic system. Furthermore, if we ignore the external irreversibility induced by the heat transfer process from the cold-end into the ambient surroundings, we would have $\dot{S}_{gh}$, including only the entropy associated with the hot-end heat exchanger group as in eq. (21). Then in Figure 6, $\dot{S}_{gh}$ turns to its minimum at $x=0.37$, which however does not correspond to the maximum of the power output $W$.
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4 Concluding remarks

Heat transfers can be classified into two categories according to purpose: heat-work conversion, and object heating or
cooling. Meanwhile, the thermal performance analyses of a heat exchanger group show that minimizing entropy generation rate is the optimization criterion for thermodynamic cycles including heat exchangers, while maximizing entransy dissipation rate is the optimization criterion of heat exchangers involved in object heating or cooling. In a thermodynamic cycle with the cold-end temperature above the ambient temperature, the method based on minimizing entropy generation rates becomes effective only when the entropy generation rates induced by both dumping the used stream into the ambient surroundings and from heat transfer becomes effective only when the entropy generation rates induced by both dumping the used stream into the ambient surroundings and from heat transfer processes between cold-end and ambient temperatures are taken into account.
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