PREDICTING DAILY PM2.5 USING WEIGHTED LONG SHORT-TERM MEMORY NEURAL NETWORK MODEL
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ABSTRACT:

Over the past few decades, air pollution has caused serious damage on public health, thus making accurate predictions of PM2.5 crucial. Due to the transportation of air pollutants among areas, the PM2.5 concentration is strongly spatiotemporal correlated. However, the distribution of air pollution monitoring sites is not even, making the spatiotemporal correlation between the central site and surrounding sites varies with different density of sites, and this was neglected by most existing methods. To tackle this problem, this study proposed a weighted long short-term memory neural network extended model (WLSTME), which addressed the issue that how to consider the effect of the density of sites and wind condition on the spatiotemporal correlation of air pollution concentration. First, several of the nearest surrounding sites were chosen as the neighbour sites to the central station, and their distance as well as their air pollution concentration and wind condition were input to multi-layer perceptron (MLP) to generate weighted historical PM2.5 time series data. Second, historical PM2.5 concentration of the central site and weighted PM2.5 series data of neighbour sites were input into LSTM to address spatiotemporal dependency simultaneously and extract spatiotemporal features. Finally, another MLP was utilized to integrate spatiotemporal features extracted above with the meteorological data of central site to generate the forecasts future PM2.5 concentration of the central site. Daily PM2.5 concentration and meteorological data on Beijing–Tianjin–Hebei from 2015 to 2017 were collected to train models and evaluate the performance. Experimental results with 3 other methods showed that the proposed WLSTME model has the lowest RMSE (40.67) and MAE (26.10) and the highest p (0.59). This finding confirms that WLSTME can significantly improve the PM2.5 prediction accuracy.

1. INTRODUCTION

Over the past few decades, rapid economic growth worldwide has caused serious air pollution, which has elicited extensive attention worldwide. PM2.5 (particulate matter with a diameter less than 2.5 μm), as an important component of air pollutant, has been confirmed to be related with cardiopulmonary and other systemic diseases by penetrating the respiratory system (Manuel, 2013, Polezero, 2018). According to a recent WHO study (WHO, 2016), in 2012, about 90% people breathe the air that does not comply with the WHO Air Quality Guidelines, and about 3 million deaths worldwide are attributable to outdoor air pollution.

Considering the proven negative effect of air pollution, the public should be provided with accurate forecasts of daily PM2.5 concentration to help control air pollution and combat health problems. Many machine learning models have been applied widely for their great ability of handling nonlinear relationships and they generally provide satisfactory performance. Representative models include artificial neural network (Xiao, 2015, Ordieres, 2005), recursive neural network (Biancofiore, 2017), support vector regression (Hou, 2014), and hybrid model (Zhou, 2014, Qin, 2014). Recently, long short-term memory neural network (LSTM) (Hochreiter, 1997), has been used extensively for processing time series data due to its capability of simulating long and short-term tendency simultaneously. Li (2017) constructed a method of using the historical concentrations of all stations as the inputs of LSTM layer and integrating auxiliary variables by a fully-connected layer. Qin (2019) proposed a combined model for forecasting a city’s PM2.5 concentration. The model used convolutional neural network to automatically extract features of input data of all stations, and LSTM to consider the time dependency. Apart from those studies considering all stations, many studies addressed the spatial correlation by considering the most related sites. K Nearest neighbours method was extensively employed to determine the K nearest sites to the target site (Soh, 2018, Zhao, 2019, Wen, 2019), and their meteorological conditions and air quality data were input to neural networks to capture spatial correlation. However, the distribution of monitoring stations is extremely uneven, causing the density of sites is quite different for different areas. The lower the station density, the farther the geographical distance of the selected K nearest sites to the target site, therefore the lower their affect degree. However, most of the existing studies neglected the importance of the station density. Considering that air pollutants are transported based on wind, some studies further combined the geographical distance with wind condition, and generated weights of each surrounding site to represent their affect degree to the target site. For example, a space-time support vector regression model (STSVR) was proposed in Yang (2018), which constructed a Gauss vector weight to combine the distance of surrounding sites and wind direction effects. Through integrating the weights and PM2.5 concentration of the surrounding sites, the spatial dependence was introduced into SVR model. Similarly, through a linear combination between the wind direction and geographical distance, Li and Gong (2014) proposed a wind field distance definition to represent the spatial correlation degree between two sites. Further, Li and Fan (2017) introduced the wind speed into the definition of wind field distance. Both of these studies
enhanced the interpolation accuracy, and indicated that the combination between wind and geographical distance have great potential for determining the spatial dependence.

To further deeply simulate the wind and geographical distance impacts on spatial correlation, the current study proposed a weighted LSTM neural network extended model (WLSTME) to forecast daily PM2.5 concentration. First, the K nearest stations were chosen as K neighbours of the target station, and local MLP was utilized to calculate the weighted PM2.5 concentration time series based on the historical PM2.5 concentration observation, geographical distance and historical wind condition of the K neighbours. Second, the weighted PM2.5 concentration series data of the selected neighbour stations and the historical PM2.5 observation of the target station were fed into LSTM layer, which simultaneously simulated spatial and temporal dependencies and extract spatiotemporal features. Finally, another MLP network was used to integrate the obtained spatiotemporal features with auxiliary variables, including meteorological variables and time stamp data, and generate the prediction of the next day’s PM2.5 concentration of the target station. Through the nonlinear combination by MLP, the proposed model can more effectively simulate the impact of station density and wind on spatial dependency, and avoid the remote sites’ interference to the prediction accuracy. Daily average PM2.5 concentration and meteorological data of Beijing, Tianjin, and Hebei in China collected from 2015 to 2017 were employed as experimental data here. We conducted comparison experiments with other three methods, and the results demonstrated the effectiveness of our model in predicting daily PM2.5 concentration.

1. MATERIALS AND METHODS

1.1 Study Area and Data

2.1.1 Study Area: Beijing-Tianjin-Hebei (BTH) region of China contains Beijing, Tianjin, and 11 cities of Hebei Province, and it has become one of the most economical active area in China at present. According to (CSY 2018), in 2017, the region GDP of BTH contributed 9.77% of the total of China, with the region population occupied 8.09%. What followed is serious air pollution and its damage to public health which cannot be ignored.

In 2012, to bring the new air quality standards into force, the General Office of the Ministry of environmental protection of China listed 74 cities as typical cases to develop measurements of new indicators such as PM2.5, CO, O3 and so on. (MEP 2018) reported the comparison of the annual average air quality composite index of these 74 cities in 2017. Among the top twenty most polluted cities, 9 cities belong to Hebei Province, and Tianjin is fifteenth, while Beijing is nineteenth. In BTH region, the higher average PM2.5 is, which complies with related results of spatial distribution research (Li, 2016).

There are 98640 records of 90 stations remained. We clustered these stations into 12 groups according to their geographical locations and sorted them by latitude. The number of stations and average daily PM2.5 concentration of each group are listed in supplementary materials. Results show that the lower the latitude, the higher average PM2.5 is, which complies with related results of spatial distribution research (Li, 2016).

1.1.2 Data collection and pre-process: Considering that our data is special in that it has strong time sequence, which means that we cannot use data at time t+i to predict value at time t, so ordinary random division is not suit for this case. Instead, we divided our data into three parts according to sequence of time: data of 2015 and 2016 are training set and validation set respectively, which are used for constructing the best architecture of models, and data of 2017 is test set, which is used to evaluate the performance of various models. The reason why we divided data by year rather than by...
month is that many studies (Yan et al. (2018); Ye et al. (2018)) have shown that PM2.5 concentration has a strong seasonal difference, thus each dataset must include at last one year to cover seasonal influence.

1.2 Methods

Spatial correlation is negatively related with distance between sites. The nearer to the central site, the higher the affect degree of surrounding sites. The density of stations affects the distance between surrounding sites and central site, and further affects the spatial correlation. We proposed a WLSTME model to take the density of stations into consideration by a nonlinear combination between distance, wind and PM2.5 concentration.

1.2.1 WLSTME neural network: Figure 2 show the overall framework of WLSTME model. The input originated from two parts (see green frames in Figure 2). The historical PM2.5 concentration and wind of the central and surrounding sites at past r days; and auxiliary variables of central site. The output was the prediction of the next day’s PM2.5 concentration of the central site. The architecture of WLSTME consists of three parts: using MLP to combine PM2.5 with distance and wind to generate weighted PM2.5 for each neighbour site; using stateful LSTM to extract spatiotemporal features; and using MLP to integrate auxiliary variables. The processes of each part are introduced as follows.

First, we generated weighted PM2.5 series data for each neighbour site. neighbour sites were defined as the K nearest surrounding sites to the central site. Since pollutants are transported among areas based on wind, air pollution of central site is spatially correlated with that of neighbour sites. However, the distribution of monitoring stations is not even. Consequently, the distance between neighbour sites and central site is different for different central site. For example, the density of stations in south area is much sparser than Beijing as Figure 1 shows. Thus, for central sites in south area, the selected neighbour sites were more distant, and the spatial correlation was lower than that for sites in Beijing. Based on the above consideration, the geographical distance of the selected neighbour sites should be considered into model.

MLP can theoretically approximate any Borel measurable function with arbitrary precision ( Hornic, 1989). This study proposed an MLP layer to integrate the distance and wind of neighbour sites with its PM2.5 to generate weighted PM2.5 series data for each neighbour site. The structure of MLP is as Figure 2 shows. PM2.5 and Vjt represent the PM2.5 concentration and wind speed of the jth neighbour site at time t, respectively; dij represents the distance between the central site i and its jth neighbour site; \( \theta_{ijt} \) represents the angle between the wind direction of jth neighbour site at time t and the edge between i and j. H1,...,Hn are neurons of the hidden layer, and WPM2.5 is the weighted PM2.5 concentration which is calculated by the following equations.

\[
H_s = g(\omega_1 P_{PM2.5|t} + \omega_2 d_{ij} + \omega_3 v_{jt} + \omega_4 \theta_{ijt}) \tag{1}
\]

\[
W_{PM2.5|t} = \sum_{s=1}^{n} \omega_s^2 H_s \tag{2}
\]

Where g is the activation function used for the nonlinear transformation of inputs, \( \Omega \) is the weight between the neuron of previous layer and the next layer.

Next, we extracted spatiotemporal features from the pollution data of central site and neighbour sites. The weighted PM2.5 series data of neighbour sites and PM2.5 concentration observation data of the central site were merged as a 2D matrix, with each column represented the historical PM2.5 concentration of the central site or weighted PM2.5 concentration of a neighbour site. The size was \( r \times (K+1) \), where \( r \) was time lag, and \( K \) was the number of selected neighbour sites. LSTM is a special recurrent neural network with its recurrent neuron simultaneously captures long and short dependencies in time series data. LSTM has been used in many fields, such as financial market predictions (Fischer, 2017), epileptic seizures(Tsiouris, 2018), and reservoir operation (Zhang, 2018). All of the LSTM models used in these fields exhibited better performance than many other machine learning methods. The LSTM model used in our model was a two-layer stateful LSTM, which used the state of the current batch of LSTM samples as the initial state of the next batch of samples. It is more suitable for processing long-term time series data than the other models. The structure of the recurrent memory cell of LSTM model is shown in Figure 3.

*Figure 2 Framework of WWLSTME model.*

*Figure 3. The illustration of two-layers LSTM model. x_t and \( \tilde{h}_t \) are the inputs and outputs at time t respectively.*

Three key gates, namely, forget gate \((f_t)\), input gate \((i_t)\), and output gate \((o_t)\), of LSTM are designed to control the memory of new information and to forget old information. The values of the three gates are updated with time by the following equations.

\[
f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \tag{3}
\]

\[
i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \tag{4}
\]

\[
\tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \tag{5}
\]

\[
C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t \tag{6}
\]
\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \\
h_t = o_t \cdot \tanh(C_t)
\]

Where \(x_t\) and \(h_t\) are the inputs and outputs at time \(t\), respectively; \(\sigma\) and \(\tanh\) are widely used activation functions; and \(W\) and \(b\) are the weight matrix and bias vector, respectively.

Finally, auxiliary variables were introduced to the WLSTME model to promote prediction accuracy. The auxiliary variables considered in this study included meteorological data (temperature, wind speed, dew point temperature, mean sea level pressure and total column water vapor) and time stamp data (day of week and month of the year) and latitude of the central site at time \(T\). We integrated the auxiliary variables with the spatiotemporal features extracted by LSTM and input them into MLP to output the prediction of the next day’s PM2.5 concentration of the central site. The structure of MLP was the same as Figure 2 (b), however, the input and output were substituted by the spatiotemporal features and PM2.5 concentration prediction, respectively.

2.2.3. Evaluation methods: The experimental data employed in this study was the air pollution and meteorological data of 110 stations in BTH region collected from 01 Jan., 2015 to 31 Dec., 2017. The data of 2015, 2016 and 2017 were set as train, valid and test set, respectively. Three criteria, namely, mean absolute error (MAE), root mean square error (RMSE), and total accuracy index (p), were used in the experiments to evaluate the effectiveness of our model. Smaller RMSE and MAE result in lower prediction error of the model. Higher p value result in better prediction accuracy of the model. The formulas of these criteria are defined as follows:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - y_i^*|,
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - y_i^*)^2},
\]

\[
p = 1 - \frac{\sum_{i=1}^{n} |y_i - y_i^*|}{\sum_{i=1}^{n} y_i}
\]

where \(n\) is sample size, \(y_i\) is the observation of the \(i\)th sample, and \(y_i^*\) is the corresponding prediction.

3. Results and Discussions

Several parameters, including time lags (\(r\)), number of considered neighbour stations (\(K\)), number of neurons in the hidden layer in the first MLP, LSTM, and the final MLP (denoted by units 1, 2, and 3 respectively), and batch size of training need to be determined before building the WLSTME model. The best parameters were determined through a trial-and-error method with a low RMSE in the training and validation sets, where \(r=10, s=10, unit1=10, unit2=10, unit3=20,\) and batch size=7^90.

We conducted comparative experiments between the proposed WLTMSE model and other three models that also consider spatiotemporal dependency, including geographically weighted regression (GWR) model, LSTME model and STSVR model (Yang,2018). GWR is able to consider the spatial heterogeneity and spatial correlation among different sites. LSTME refers to a neural network which has the same architecture as our model, except for the first MLP network, which means that the historical PM2.5 data of S neighbour stations at past \(\Gamma\) days are directly merged with the data of the central station and formed the inputs of the LSTM layers. STSVR is an improved spatiotemporal form of SVR by integrating the wind and PM2.5 concentration of spatially correlated neighbour sites into SVR model.

Tab. 2 shows the performance of GWR, LSTME, STSVR, and WLSTME models on the test set. It can be found that WLSTME and STSVR exhibited better forecasting performance than GWR and LSTME, with lower RMSE, lower MAE, and higher PP. These results indicate that the geographic distance and wind condition of neighbour stations have great significance on the spatiotemporal correlation, and integrating the distance with wind condition to evaluate the spatiotemporal dependency can considerably promote the prediction accuracy. Furthermore, in comparison with STSVR which integrated wind direction and distance in a Gauss vector weight definition, the proposed WLSTME model showed lower RMSE, lower MAE, and higher p, indicating that the MLP network can better simulate the sophisticated influence of geographic distance and wind on the spatiotemporal correlation than the Gaussian form.

4. Conclusions

In this study, we developed a WLSTME model to predict the daily average PM2.5 concentration of a specific station with the uneven distribution of monitoring sites were considered. First, MLP was used to combine historical wind speed and wind direction with corresponding days’ PM2.5 data of neighbour stations and generate wind-weighted PM2.5. Second, the wind-weighted PM2.5 of the neighbour stations in the past 10 days were merged with the historical PM2.5 data of the central station, and input into LSTM layer to address the spatial and temporal dependence simultaneously and extract spatiotemporal features. Finally, another MLP was used to conduct bias adjustment by integrating the spatiotemporal features with the central site’s meteorological data and time stamp data.

Comparative experiments were conducted on the data of 2017 in the BTH area. RMSE, MAE, and p were used to quantify the forecasting performance and calculated in all subsets. All results showed in BTH region, WLSTME performed higher predictive accuracy and reliability than STSVR, LSTME, and GWR. The main reason for this superiority is that WLSTME not only addresses spatial and temporal dependencies simultaneously but also exhibited an exceptional capability to simulate the impact of wind and geographical distance on such dependencies.

In the future, the focus should be put on the prediction of the sudden increase in PM2.5, especially in winter when all models performed poorly. The inherent laws of winter could be different from those of other seasons, and a specific model can enhance

| Model | RMSE | MAE | p |
|-------|------|-----|---|
| GWR   | 49.34| 35.84| 0.43 |
| LSTME | 51.81| 36.58| 0.42 |
| STSVR | 42.60| 27.80| 0.56 |
| WLSTME| 40.67| 26.10| 0.59 |

Table 1: The prediction performance of GWR, LSTME, STSVR and WLSTME models on the test set.
accuracy. Additionally, other humanistic and economic factors, such as the influence of government policies and the number of factories in the area should be introduced. Finally, more sophisticated methods for taking the density of sites into consideration can be investigated.
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