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Abstract

This study examines the geostatistics and spatial relationships between annual, seasonal and monthly rainfall in Iran for the period 1975-2014. Precipitation variation models were compared in Iran deriving from six geostatistical, four regression and five spatial models, using monthly data. A geostatistical and spatial statistical analysis consisting of two measurement sub-models was created based on monthly accumulated precipitation; the data was the monthly and seasonal amounts for the period 1975-2014, and were estimated from 140 stations. The results of the new geostatistical-spatial statistical analysis model showed that average monthly precipitation values in Iran were revealed to follow Gaussian distribution given their histogram plots and closeness of their mean and median values. On average, monthly precipitation ranged from 3.22 mm in April to 47.157 mm in December in Iran. The suitable interpolation of monthly precipitation indicates that the accuracy of spring precipitation interpolation (RMSE=0.558) can be applied by IDW (Cross-validation). The kriging interpolation of monthly precipitation indicates that the accuracy of autumn precipitation interpolation (RMSE=0.0822) can be applied by probability kriging of autumn precipitation. The empirical Bayesian kriging interpolation of monthly precipitation indicates that the accuracy of autumn precipitation interpolation (RMSE=0.357) can be applied by empirical Bayesian kriging of autumn precipitation. The temporal-spatial distribution of the precipitation station locations has been studied using the ANN tool of the spatial statistics toolbox of ArcGIS 10.3. Based on the calculated Moran's Index, approximately all months' precipitation (with the exception of February) has the monthly spatial distribution of the clustered type. The High/Low Clustering of stations' monthly precipitation has been studied using the HLC tool. Based on the calculated g-index, approximately all months' precipitation (except for February and March) has the monthly spatial distribution of the high-clusters type.
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Introduction

Precipitation is one of the input variables for temporal-spatial variations system evaluation and characterization patterns, as well as hydro-climatic and environmental models [1,2]. These models use precipitation to drive processes such as drought, erosion, and hydro-morphology processes [3-5]. Hence, water source management and research need these precipitation variations as a basis for understanding many processes, as it is the main factor affecting precipitation patterns, in the sense that its action is felt over areas of the earth's surface process [6-8]. Monthly precipitation is an important element city properties used in determining city development for agriculture and commercial productions and tourism industry [9-11]. Moreover, monthly precipitation is a factor related to hydrological patterns, as it is connected with the variations of the rainfall period and water balance elements [12,13].

Therefore, geostatistical-spatial modelling of climatic elements, such as monthly precipitation, is of interest for climatologists and hydrologists [1,14,15]. Different interpolation methods have been used to model the geostatistical spatial patterns of monthly precipitation. The most widely used interpolation techniques are deterministic and geostatistical methods, deterministic interpolation techniques, global and local models, Inverse Distance Weighting (IDW) and kriging interpolation, Voronoi mapping, least squares analysis or more recently, geostatistical-spatial statistical methods [4,16-19]. Several researchers have compared different methods (splines, inverse distance weighting, Kriging and Cokriging and types of kriging) for monthly precipitation in various parts of world [20-23].

These methods can be used to produce the following surfaces: maps of kriging predicted values, maps of kriging standard errors associated with predicted values, maps of probability, indicating whether or not a predefined critical level was exceeded and maps of quantile for a predetermined probability level. Geostatistical (kriging) models comprise several components: examining the precipitation variations (distribution, trends, directional components, outliers), calculating the empirical semivariogram or covariance precipitation, fitting a model to the empirical values, generating the matrices of kriging equations, and solving them to obtain a predicted precipitation and the error associated with it for station location in the output surface [11,24-26].

Geostatistical-spatial methods such as kriging and Average Nearest Neighbor were generally developed for spatial statistical analysis of precipitation, but have since been applied to a number of other techniques, including spatial interpolation precipitation. Kriging and cokriging consist of three steps: an examination of precipitation values covariance, fitting theoretical models to precipitation spatial relationships and using these models to calculate the weights for neighboring station points and calculating the interpolated precipitation values [7,17,25,27,28]. However, recent advances in precipitation variations modelling of climatic analysis now enable a consistent, geostatistical-spatial evaluation of expert knowledge as the basis for modeling; specifically through the geostatistical-spatial statistical models [29-32].

This study aimed to compare different geostatistical-spatial approaches and kriging and cokriging models and Average Nearest Neighbor (ANN), High/Low Clustering (HLC), spatial autocorrelation (SAU), Multi-Distance Spatial Cluster Analysis (MDSCA) and Incremental Spatial Autocorrelation (ISAU) and the ordinary least
squares (OLS) residuals to spatially predict monthly precipitation in 1975-2014 in Iran. We also investigated the precipitation trend spatial variations. Geostatistical-spatial model can be employed as a versatile GIS technique to provide a suitable framework for the spatial variations analysis of precipitation patterns and precipitation variations. The rest of the paper is organized as follows: in Sect. 4, we briefly introduce the geostatistical model and the spatial statistical methods to provide a description of our proposed spatial effects framework of precipitation that is explained in the next section. Sect. 5 presents the new modeling of precipitation variations in detail. The experimental results and conclusions are presented in Sects. 6 and 7 respectively.

Background

This paper employs the geostatistical-spatial statistical analysis methods for investigating the variations in precipitation patterns. The next subsections provide a brief introduction to these two algorithms to make this paper more reader-friendly and self-contained. Algorithm 1 represents a geostatistics algorithm which consists of three stages. The geostatistics algorithm includes the following three steps in Algorithm 1 [24,33-40]:

Algorithm 1 - The geostatistics method:
Step 1: Geostatistics as a means to study precipitation variations:
1- Exploratory of precipitation spatial patterns:
   a. Histogram Plot
   Normal QQ Plot: \( f(p,h) = \text{Prob}[Z(s) \leq z, Z(s + h) \leq z] \)
   Trend analysis: \( \beta_i = \beta_1 + \beta_2 x^2 + \beta_3 y^2 + \beta_4 x y \), \( Z(s) = \mu(s) + \varepsilon(s) \)
   Voronoi map
   Semivariogram / covariance cloud: \( \gamma(h) = \frac{1}{2n(h)} \sum_{i=1}^{n} [Z_i(s) - Z_i(s + h)]^2 \)
   General QQ plot.
   Cross-covariance cloud plotting:
   1- Normal QQ plot and general QQ plot.
   2- Examining local variation of precipitation.
   Voronoi mapping:
   1- Simple
   2- Mean
   3- Mode
   4- Cluster
   5- Entropy
   6- Median
   7- Standard deviation
   8- Interquartile range
   Prediction performances were assessed by cross-validation: \( \text{RMSE} = \sqrt{\frac{1}{n} \sum (z_i - \hat{z}_i)^2} \)
   2- Identifying global trends in monthly precipitation:
   1- Linear trend.
   4- Exploration of spatial autocorrelation and directional influences in Iran Precipitation:
   1- semivariogram
   2- autocorrelation
   3- Spatial statistical analysis
   5- Explanation of Iran monthly precipitation:
   Kriging and Cokriging interpolation:
   Ordinary: \( Z(s) = \mu + c(s) \)
   Simple: \( Z(s) = \mu + c(s) \)
   Universal: \( Z(s) = \mu + c(s) \)
   Indicator: \( I(s) = \mu + c(s) \)
   Probability: \( I(s) = \frac{1}{\text{var}[Z(s)]} \sum_{i=1}^{n} I_i(s) \)
   Disjunctive: \( I(s) = \sum_{i=1}^{n} I_i(s) \)
   Cokriging: \( Z(s) = \mu + c(s) \)
   Empirical Bayesian
   6- Semivariogram/Covariance modeling:
   Semi-variogram: \( \gamma(s) = \frac{1}{\text{var}[Z(s)]} \sum_{i=1}^{n} I_i(s) \)
   Semi-variogram: \( c(s) = \text{cov}[Z(s), \mu(s)] \)
   Semivariogram/Covariance Relationship: \( \gamma(h,s) = s C(s) + \gamma(s) \)
   Gaussian: \( \gamma(h,0) = \theta_0 \left[ 1 - \text{exp} \left( -\frac{3\theta_1}{h} \right) \right] \)
   1- Normal QQ plot and general QQ plot.
   Cross-covariance cloud plotting:
   Gaussian: \( \gamma(h,0) = \theta_0 \left[ 1 - \text{exp} \left( -\frac{3\theta_1}{h} \right) \right] \)

Step 2: Comparison of methods results.
Step 3: Mapping of selective methods.
In this study, the spatial variations of the monthly, seasonal and annual rainfall and temperature were determined using the spatial statistics analysis (SSA) technique. Spatial data analysis is a statistical method of certain climate manifested in spatial. The tools available for exploratory precipitation spatial pattern analysis in the geostatistical analysis include: histogram, normal QQ plot, trend analysis, Voronoi diagram, semivariogram / covariance cloud, general QQ plot, and cross-covariance cloud. Special techniques and methods are developed for classification of precipitation which has topological, climatic and hydro-climatic properties. The basic SSA algorithm, as suggested, includes the following three steps in Algorithm 2 [19,36,41-43].

**Algorithm 2 - The spatial statistics analysis:**

**Step 1:** Analyzing patterns of precipitation:

Average nearest Neighbor: \[ \text{ANN} = \frac{\bar{V}_O}{\bar{V}_E}, \quad \bar{V}_O = \frac{\sum_{i=1}^{n} x_i}{n}, \quad \bar{V}_E = 0.5 / \sqrt{n \times \bar{X}}, \quad Z = \frac{\bar{V}_O - \bar{V}_E}{\text{SE}}, \quad \text{SE} = 0.26136 / \sqrt{\bar{X}/A} \]

High/Low Clustering (Getis-Ord General G): \[ G = \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} x_i x_j / \sum_{i=1}^{n} x_i x_j \]

Incremental Spatial Autocorrelation: \[ I = \frac{n}{S_1^2} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} z_i z_j / \sum_{i=1}^{n} z_i^2, \quad S_1 = \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}, \quad z_i = \frac{1 - E[I]}{\sqrt{E[I]}} \]

Multi-Distance Spatial Cluster Analysis (Ripley’s K Function): \[ L(d) = \sqrt{\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} k_{ij} / mn(n-1)}{n}} \]

Spatial Autocorrelation (Global Moran’s I): \[ I = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} z_i z_j / \sum_{i=1}^{n} z_i^2}{S_2} \]

**Step 2:** Mapping clusters:

Cluster and Outlier Analysis (Anselin Local Moran’s I): \[ I_i = \frac{x_i - \bar{x}}{S_{ii}^2} \sum_{j=1}^{n} w_{ij} (x_j - \bar{x}) \]

Hot Spot Analysis (Getis-Ord Gi):

\[ G_i = \frac{\sum_{j=1}^{n} w_{ij} x_j - \bar{x} \sum_{j=1}^{n} w_{ij} / S}{n - 1} \]

\[ \bar{x} = \frac{\sum_{j=1}^{n} x_j / n \cdot \sqrt{\sum_{j=1}^{n} x_j / n - (\bar{x})^2}}{n} \]

-Optimized hot spot analysis.

**Step 3:** Modeling spatial relationships:

Exploratory regression: \[ y = \beta_0 + \beta_1 x + \beta_2 y + \beta_3 x^2 + \beta_4 y^2 + \beta_5 xy \]

Geographically least weighted regression: \[ GWR = \beta_0 + \beta_1 + \beta_2 + \ldots + \beta_k + \varepsilon \]

Ordinary least squares (OLS): \[ y = \beta_0 + \beta_1 x + \beta_2 x^2 + \ldots + \beta_k x_k + \varepsilon \]

**Step 4:** Comparison of methods results

Step 5: Mapping of selective methods:

\[ \hat{y}(x) = \sum_{i=1}^{n} w_i z(x) w_i \left\{ \begin{array}{ll} 1 & \text{for } x_i \in k \\ 0, & \text{otherwise} \end{array} \right. \]

**Step 6:** Extraction of results and final mapping of results

---

**Materials and Methods**

**Materials**

Iran, situated in the southwest of Asia, ranges from 25° 3’ to 39° 47’ N and from 44°5’ to 63°18’ E. The case study deals with the identification of geostatistics and spatial statistics effect on precipitation better forecast the precipitation variations in Iran. Precipitation variations can be defined from various aspects, such as effectiveness of precipitation formation factors or even climatic events such as drought. With regard to precipitation changes in Iran, we chose rainfall indices, namely. The chosen indices were obtained from meteorological organization and included the monthly, seasonal and annual information of 140 stations in Iran for the period 1975-2014 (Figure 1). All the observed precipitation data have been subject to strict quality control obtained [44]. The study focused on monthly, seasonal and annual variations. For this purpose, a harmonic analysis was applied to all data, and data was studied with respect to the time defaults, linearity, normality, missing data, outliers etc. at different phases of the research.
The map showed that the greatest differences in precipitation are concentrated in the Western half of the map. We studied the seasonal and annual spatial effect, linkage models for each measure of precipitation variations at each stage (Figures 2 and 3). Spatial patterns differences could also directly influence precipitation. We studied histogram and normal QQ plot patterns, possible geostatistical-effects could influence precipitation, which in turn affects amount, with no direct link between precipitation patterns. Moreover, geostatistical-incorporates the spatial-temporal coordinates of the precipitation within the analyses. Geostatistics is a collection of quantitative techniques for the measurement of spatial attributes using primarily two tools: probabilistic models, which are used for spatial data in a manner similar to the way in which time series analysis characterizes temporal data, or pattern recognition techniques [47,48].

Methods

Prediction of precipitation patterns changes are based on geostatistical and spatial statistics analyses with the incorporation of monthly, seasonal and annually variations of predictor variables on response variables. Geostatistics and spatial model is a multivariate statistical technique that uses factor analysis, geostatistics analysis and spatial analysis to evaluate the relationship between precipitation variables. Application of this model in climatology leads to this question of how the spatial and geostatistics relationships among variables and the climatic factors are studied. Geostatistics analysis can be used to answer this question. Geostatistics is a subset of statistics specialized in analysis and interpretation of geographically referenced data [36,45,46].

Geostatistics is a class of statistics used to analyze and predict the precipitation associated with spatial or spatiotemporal precipitation. It incorporates the spatial-temporal coordinates of the precipitation within the analyses. Geostatistics is a collection of quantitative techniques for the measurement of spatial attributes using primarily two tools: probabilistic models, which are used for spatial data in a manner similar to the way in which time series analysis characterizes temporal data, or pattern recognition techniques [47,48].

Geostatistics is a type of statistics used to analyze and predict the precipitation associated with spatial or spatial-temporal rainfall variations [49,50]. The first stage suggests methods based on their ability to generate predictions or predictions and associated errors. The second stage suggests methods based on their ability to model spatial autocorrelation require defining precipitation values and interactively fitting a model to the precipitation. Different methods generate different types of output (prediction, prediction errors, kriging and simulation of precipitation). Interpolation methods vary in their levels of complexity, which can be measured by the number of assumptions that must be met for the model to be valid [45,51]. Geostatistics analysis required a range of neighbor points to take rainfall value for final analysis, maximum and minimum 20 neighbor values are applied respectively [52,53].

Exploratory of precipitation spatial patterns: The tools available for exploratory of precipitation spatial patterns in the geostatistical analysis include: histogram, normal QQ plot, trend analysis, Voronoi diagram, semivariogram / covariance cloud, general QQ plot, and cross-covariance cloud. The histogram tool provides a description of precipitation frequency distribution. Measures of any station location (mean, median and quartiles) provide with an idea of where the center and other parts of the stations distribution lie. The mean provides a measure of the distribution center. The median provides another measure of the stations distribution center. The first and third quartiles correspond to the cumulative proportion of 0.25 and 0.75, respectively. Measures of stations spread around the mean value is another characteristic of the displayed frequency distribution [54,55]. Measures of shape by coefficient of skewness are a measure of the symmetry of a distribution. For symmetric distributions, the coefficient of skewness is zero [36,56]. If a distribution has a long right tail of large values, it is positively skewed, and if it has a long left tail of small values, it is negatively skewed. The mean value was higher than the median value and the bias coefficient was greater than zero, indicating that the frequency distribution was skewed to the right and did not follow the normal distribution. The mean is larger than the median for positively skewed distributions and vice versa for negatively skewed distributions [36,57,58]. The kurtosis of a normal distribution is equal to three. The probability distribution function is to a long-term precipitation series, which is then transformed into a normal distribution [38,54,59]. To test the precipitation patterns variations, we performed a confirmatory and exploratory spatial analysis, which identifies the most likely temporal-spatial links among correlated rainfall variables. We studied the histogram, normal QQ plot, trend analysis, Voronoi diagram, semivariogram / covariance cloud, general QQ plot, and cross covariance cloud between monthly, seasonal and annually precipitation. Spatial and geostatistical patterns variations of Iran precipitation is highly related to the temporal-spatial link between monthly, seasonal and annually precipitation. Nevertheless, geostatistical-spatial effects could influence precipitation, which in turn affects amount, with no direct link between precipitation patterns. Moreover, geostatistical-spatial patterns differences could also directly influence precipitation. We studied histogram and normal QQ plot patterns, possible geostatistical-spatial effect, linkage models for each measure of precipitation variations at each stage (Figures 2 and 3).

Examining local variations of precipitation: The Voronoi diagram displayed areas of high standard deviation relative to neighboring values. The map showed that the greatest differences in precipitation are concentrated in Western half of the map. We studied the seasonal and annual
Voronoi diagrams to simple, mean, mode, cluster, entropy, median, standard deviation and interquartile range methods. Moreover, Voronoi diagrams differences could also directly influence precipitation. We used Voronoi diagrams to examine local variations of seasonal and annual precipitation series for every station. Voronoi diagrams are composed of a series of polygons formed around the location of a sample point (Figures 4 and 5).

**Identifying global trends in monthly precipitation:** Voronoi diagram displayed areas of high standard deviation relative to neighboring values and greatest differences in precipitation are concentrated in Western half of the map. We used Voronoi diagrams to examine local variation of monthly, seasonal and annual precipitation series for every station. Voronoi diagrams are generated using the stations based on distance to

Figure 2: Gaussian distribution of Iran monthly precipitation: January (1) to December (12).
Figure 3: Statistical normality of monthly precipitation data of January (1) to December (12).
Figure 3: Statistical normality of monthly precipitation data of January (1) to December (12).
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Figure 4: Voronoi maps of annually precipitation data of simple (1) to simple (8) IQR methods.
Figure 4: Voronoi maps of annually precipitation data of simple (1) to simple (8) IQR methods.
stations in a specific subset of the plane. Voronoi polygons are created so that every location within a polygon is closer to the sample point in that polygon than any other sample point. As soon as the polygons are created, neighbors of a sample point are defined as any other sample point whose polygon shares a border with the chosen sample point [36]. The Voronoi diagram tool provides eight methods (simple, mean, mode, cluster, entropy, median, standard deviation and interquartile range) to assign or calculate values of precipitation for the polygons. Simple method, the value assigned to a polygon is the value recorded at the sample point within that polygon. Mean method, the value assigned to a polygon is the mean value that is calculated from the polygon and its neighbors. Mode method, all polygons are categorized using five class intervals. The value assigned to a polygon is the mode (most frequently) of the polygon and its neighbors. Cluster method, all polygons are categorized using five class intervals. If the class interval of a polygon is different from each of its neighbors, the polygon is colored gray and put into a sixth class to distinguish it from its neighbors. Entropy method, all polygons are categorized using five classes based on a natural grouping of data values. The value assigned to a
polygon is the entropy that is calculated from the polygon and its neighbors that is:

\[ EM = -\sum_i p_i \times \log p_i \]

Where \( p_i \) is the proportion of polygons that are assigned to each class. Median method, the value assigned to a polygon is the median value calculated from the frequency distribution of the polygon and its neighbors. Standard deviation method, the value assigned to a polygon is that calculated from the polygon and its neighbors. Interquartile range method, the first and third quartiles are calculated from the frequency distribution of a polygon and its neighbors [36]. This paper examines the Voronoi diagrams between annual and seasonal rainfall series in Iran for the period 1975-2014. At the geostatistical and spatial modeling of the climatic elements, we have to assume that the expected values of the variables are changing in temporal and in spatial alike. The spatial changes mean that the climate is different in the regions. Two trends were discovered in the precipitation. The red line projected against the XZ (North-South) plane represented a 2nd order trend. With a rotation angle of 110°, the trend stretched from the NNE to the S-SE. The blue line projected against the YZ plane at 45 is also a second order trend from the NE to the SW. Precipitation analysis revealed an upward trend in monthly rainfall, especially for the last 15 years of data range (1975-2014). We also explored the trends between each month’s precipitations because primary analyses showed different trends within monthly precipitation. When analyzing, the trends of monthly precipitation and the rate of these variations were studied (Figure 6).

**Exploration of Iran precipitation:** Rainfall spatial variation exerts a considerable influence on the temporal-spatial distribution of state variables of a hydrological-climatic system. Its impact depends on factors such as various scales [19,60]. Several methods, such as semivariograms, autocorrelation, spatial statistical analysis and etc., are chosen to analyses and characterize spatial temporal characteristics of these rainfall variations [61]. In the study of geostatistical-spatial patterns, it is important that close observations are more likely to be similar than those spatial autocorrelation [30,62]. The spatial autocorrelation and correlation of precipitation are examined by the data correlation. To understand the spatial autocorrelation characteristics of regionalized rainfall at monthly, seasonal and annual scales, it was necessary to examine the impacts of separation distance on the model of such spatial autocorrelation [63]. The semivariogram/covariance cloud allows examining the spatial autocorrelation between the measured precipitations of stations. This tool examines the local characteristics of spatial autocorrelation contained in a rainfall database. The semivariogram/covariance cloud allows examining precipitation of stations’ relationships. However, a certain distance is reached where the cloud flattens out; indicating that the values of the pairs of points separated by more than this distance are no longer correlated [52]. This study mainly implements semivariograms and spatial autocorrelation or the geostatistical-spatial statistical analysis. Looking at the Figure semivariogram, if it appears that some locations of precipitation stations that are close together (near zero on the x-axis) have a higher semivariogram value (high on the y-axis) than expected, you should investigate these pairs of locations to see if there is a possibility that the data is inaccurate. By estimating, spatial autocorrelation and semivariograms were identified based on the precipitation variations and the reconstructed correlation matrix was also identified based on the precipitation variations. Moreover, spatial relationships of the monthly precipitation were determined as standardized and non-standardized values were calculated. In the study of geostatistical - spatial patterns, it is important that close observations are more likely to be similar than those spatial autocorrelation. To assess the relative importance of precipitation spatial patterns variations, we compared standardized and non-standardized coefficients. By estimating semivariogram/covariance cloud of seasonal precipitation, the capability of each month in predicting the studied series was revealed. The seasonal precipitation semivariogram/covariance cloud allows examining the spatial autocorrelation between the measured precipitations of stations. This tool examines the local characteristics of spatial autocorrelation contained in a rainfall database (Figure 7).

**Spatial modelling Iran monthly precipitation:** Rainfall spatial variations exert a considerable influence on the temporal-spatial distribution of state variables of a hydrological-climatic system. Its impact depends on factors such as various scales. Several methods, such as inverse distance weighted, kriging and etc., are chosen to analyze and characterize spatial-temporal characteristics of these rainfall variations [61]. Modelling Iran monthly precipitation can be stated as follows:

**Inverse Distance Weighting (IDW) interpolation:** Inverse distance weighting (IDW) is an interpolation method that estimates precipitation values from a set of weighted sample points with measurement values [13,40]. IDW interpolation may be preferred over kriging technique when there is a problem of making meaningful estimates of the field spatial structure from sparse data [25,28,64]. In this paper it was two-fold. Firstly, we aimed to determine the geostatistics methods for rainfall data for application to countrywide climatic modelling in Iran. To investigate this, four different spatial interpolation methods were evaluated: inverse distance weighting (IDW) and kriging types. Secondly, we used spatial statistical methods to compare values of the forecasted precipitation variations at different stations [35,65,66]. The Geostatistical Wizard’s neighborhood type is smooth with a maximum neighbors of 15, minimum neighbors of 10 and a l-sector search type. Detailed differences are seen in Fig 8. When the geostatistical model is optimized for monthly precipitation, the variations range of monthly precipitation becomes 688.73 mm in autumn to 195.981 mm in spring (Figure 8). The cross validation of IDW for seasonal precipitation values are as follows: 4.74 for autumn, 2.44 for summer, 0.558 for spring and 1.68 for winter respectively (Figure 8).

- **Kriging and cokriging methods:** Various geostatistical interpolation types can be obtained from the linear model by applying the generalized least-squares estimation for the expected values. The type of kriging method depends on the model assumed for the expected values. Kriging methods depend on mathematical and statistical models. Kriging assumes that at least some of the precipitation spatial variations observed in natural conditions can be modeled by random processes with spatial autocorrelation, and require that the spatial interpolation be explicitly modeled. The Kriging, a geostatistical interpolation technique, is a suitable and linear unbiased spatial interpolation type. The geostatistical analysis offers several types of kriging, which are suitable for different types of data and have different underlying assumptions: Ordinary, Simple, Universal, Indicator, Probability, Disjunctive and Empirical Bayesian. Ordinary kriging assumes the model: \( Z(S) = \mu + \varepsilon(s) \). Where \( \mu \) is a known constant, \( \varepsilon(s) \) is error and trend, with \( \mu(s) \) changing with \( s \), where \( x, y \) are the variables for the x-latitude and y-longitude, respectively, \( z \) is statistically analyzed from data. One of the main issues concerning ordinary kriging is whether the assumption of a constant mean is reasonable. Ordinary kriging can use either semivariograms or covariance, use transformations and remove trends, and allow measurement error. Simple kriging assumes this model:

\[ Z(S) = \mu(s) + \varepsilon(s) \]

Where \( \mu(s) \) is some deterministic function \( f \). A second-order polynomial is the trend long dashed line-which is \( \mu(s) \). If you subtract the second-order polynomial from...
Figure 6: Trend analyses of monthly precipitation data of January (1) to December (12) by three dimensional plots of the dataset from 140 climate stations over Iran. Monthly precipitation values are projected onto the x-z (west) and y-z (north) planes of the scatter plots, respectively.
Figure 7: Covariance / semi-variogram of seasonal precipitation data of winter (1) to autumn (4).
the original data, you obtain the errors, \( \epsilon(s) \) which is assumed to be random. Indicator kriging assumes the model: \( I(S) = \mu + \epsilon(s) \) Where \( \mu \) is an unknown constant and \( I(s) \) is a binary variable. Indicator kriging can use either semivariograms or covariance, which are the mathematical forms you use to express autocorrelation. Probability kriging assumes the model:

\[
I(S) = I[Z(S) > c_1] = \mu_1 + \epsilon_1(s), Z(S) = \mu_2 + \epsilon_2(S)
\]

Where \( \mu_1 \) and \( \mu_2 \) are unknown constants and \( I(s) \) is a binary variable created by using a threshold indicator, \( I(Z(s) > c) \). Notice that now there are two types of random errors, \( \epsilon_1(s) \) and \( \epsilon_2(s) \) so there is autocorrelation for each of them and cross-correlation between them. Probability kriging strives to do the same thing as indicator kriging, but it uses cokriging in an attempt to do a better work. Disjunctive kriging assumes the model: \( f[Z(S)] = c_1 \) Where \( c_1 \) is an unknown constant and \( f[Z(S)] \) is an arbitrary function of \( Z(s) \). Notice that you can write \( f[Z(S)] = c_1 + \epsilon(s) \), so indicator kriging is a special case of disjunctive kriging. In Geostatistical Analyst, you can predict either the value itself or an indicator with disjunctive kriging. Empirical Bayesian kriging (EBK) is a geostatistical interpolation method that automates the most difficult aspects of building a valid kriging model [36,67]. Other kriging methods in Geostatistical Analyst require to manually adjusting parameters to receive accurate results, but EBK automatically calculates these parameters through a process of sub setting and simulations. Empirical Bayesian kriging also differs from other kriging methods by accounting for the error introduced by estimating the underlying semivariogram. In EBK, it’s possible to analyze the empirical distribution of the parameter estimates because many semivariograms are estimated at each location. In this section, we present the application of kriging spatial interpolation methods for precipitation. This spatial interpolation is applied to monthly and seasonal precipitation variables independently. For simplicity, meteorological variable method is used to indicate either the precipitation variable [53,60].

There are several components of geostatistical models. The most important ones are examining the data through exploratory spatial data
analysis (ESDA) and variography, building a kriging model to suit precipitation variations and check that the results are accurate by performing cross validation and validation and comparing alternate models to choose the best. There are different types of semivariogram / covariance models. Geostatistical analysis provides the following functions to model the empirical semivariogram (kriging): Circular, Spherical, Tetraspherical, Pentaspherical, Exponential, Gaussian, Rational Quadratic, Hole Effect, K-Bessel, J-Bessel and Stable. The selected model influences the prediction of the precipitation values, particularly when the curve shape near the origin differs significantly. The steeper the curve nears the origin, the more influence the closest neighbors will have on the prediction. Semivariogram/Covariance modeling is a key step between spatial description and spatial prediction.

The main application of geostatistics is the prediction of attribute values at unsampled locations (kriging). The process of modeling semivariograms and covariance functions fits a semivariogram or covariance curve for precipitation data. The goal is to achieve the best fit, and also incorporate your knowledge of the precipitation variations in the model. The model will then be used in precipitation predictions. When fitting a model, explore for directional autocorrelation in precipitation. The sill, range, and nugget are the important characteristics of the model. In spatial modeling of the semivariogram, we begin with a graph of the empirical semivariogram, computed as: \( SV (\text{distance}) = 0.5 \times \text{average} \left[ \frac{V_i - V_j}{2} \right] \), where \( V_i \) is value at location and \( V_j \) is value at location [36]. Various methods of kriging and cokriging have been used. In this study, geostatistical methods (kriging and cokriging include: Ordinary, Simple, Universal, Indicator, Probability, Disjunctive and Empirical Bayesian) was applied on the monthly and seasonal precipitation to investigate their precision on mapping the precipitation variations (Figure 9).

**Average nearest neighbor** The average nearest neighbor tool returns five values: observed mean distance, expected mean distance, nearest neighbor index, z-score, and p-value [36,68,69]. The z score and p value results are measures of statistical significance which tell you whether or not to reject the null hypothesis. The p-value is a probability. For the pattern analysis tools, it is the probability that the observed spatial pattern was created by some random processes [27,70]. When the p-value is very small, it means it is very unlikely (small probability) that the observed spatial pattern is the result of random processes, so the hypothesis cannot be rejected. When you run a feature pattern analysis tool and it yields small p-values and either a very high or a very low z-score, this indicates that it is unlikely that the observed spatial pattern reflects the theoretical random pattern represented by your null hypothesis. The critical z-score values when using a 95 percent confidence level are -1.96 and +1.96 standard deviations. The uncorrected p-value associated with a 95 percent confidence level is 0.05. If your z-score is between -1.96 and +1.96, your uncorrected p-value will be larger than 0.05, and you cannot reject the null hypothesis because the pattern exhibited could very likely be the result of random spatial processes. Several statistics in the Spatial Statistics toolbox are inferential spatial pattern analysis techniques including Spatial Autocorrelation (Global Moran’s I), Cluster and Outlier Analysis (Anselin Local Moran’s I), and Hot Spot Analysis (Getis-Ord Gi). A positive value for I indicate that a feature has neighboring features with similarly high or low attributes values; this feature is part of a cluster. A negative value for I indicates that a feature has neighboring features with dissimilar values; this feature is an outlier. However, the positive results of Moran’s I statistic with significant p-values and high Z-scores indicate spatially clustered data sets. At the same time, negative Moran’s I depicts that the spatial pattern is more spatially dispersed [30,36]. The average nearest neighbor used in relation to the stations chosen is spread evenly over the Iran. If the z-score is less than 1, the stations are clustered. Otherwise, the stations are generally spread (random) (Figure 10). The Spatial Autocorrelation (Global Moran’s I) tool measures spatial autocorrelation based on both feature locations and feature values simultaneously. Given a set of features and an associated attribute, it evaluates whether the pattern expressed is clustered, dispersed, or random [36]. The Spatial Autocorrelation (Global Moran’s I) was used in relation to the stations chosen spread evenly over the Iran (Figure 10).

**High/low clustering (Getis-Ord General G):** The term hot spot has become an integral part of the study called data analysis and is popular with most of the analyst. A hot spot as the name suggests is a state of indicating some subjects of clusters in a spatial distribution [57,71]. The cluster/ outlier type field distinguishes between a statistically significant cluster of high values (HH), cluster of low values (LL), outlier in which a high value is surrounded primarily by low values (HL), and outlier in which a low value is surrounded primarily by high values (LH). Statistical significance is set at the 95 percent confidence level. For statistically significant positive z-scores, the larger the z-score, the more intense the clustering of high values (hot spot) [13,72].

For statistically significant negative z-scores, the smaller the z-score, the more intense the clustering of low values (cold spot). In studying differences between properties in hotspot and cold spot values relative to values that were neither, no clear pattern emerged for predicting properties in cold spot values, suggesting that the examined factors may not be the most relevant predictors [71,73]. We applied cluster mapping methods to estimate the rate of similarity between precipitation values of adjacent stations. We used Getis-Ord general G-statistic to estimate the magnitude of clustering among stations. Both procedures estimate the spatial distribution of stations and determine the rate of similarity between adjacent station precipitation values. The Getis-Ord General G is capable of indicating the presence of hot spots or cold spots over the entire study area. Spatial clustering methods in climate, as previously explained, often apply spatially clustering, a process in which a spatial multivariate clustering methods are modified by introducing spatial patterns. The monthly precipitation combination was used in the computation of the Getis-Ord General G to select the suitable number of clusters. Based on the Gi method, statistically significant local clustering is indicated for both high values and low values (hot spot, cold spot). Spatial clusters of low values (cold spot) and dots are not considered as significant, i.e., random distribution with no spatial clustering of either high or low values for seasonal precipitation.

**Multi-distance spatial cluster analysis (Ripley’s K function):** The Multi-distance spatial cluster analysis tool, based on Ripley’s K-function, is another way to analyze the spatial pattern of incident point data. It summarizes the spatial dependence over a range of distances. The precipitation was examined by fitting linear models; the latter, by comparing Ripley’s K function values to those expected under complete spatial randomness. Multi-distance spatial cluster analysis (Ripley’s K function) tests whether precipitation associated with stations exhibit statistically significant clustering or dispersion across a range of distances [46,74]. This analysis produces expected and observed K values that the expected K value exceeds the observed K value for a particular distance, the distribution is more clustered than dispersed at the scale of the analysis (Figures 12 and 13).
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(2) Ordinary kriging of autumn precipitation.
(1) Simple kriging of autumn precipitation.

(4) Indicator kriging of autumn precipitation.
(3) Universal kriging of autumn precipitation.

(6) Disjunctive kriging of autumn precipitation.
(5) Probability kriging of autumn precipitation.

(8) Simple kriging of summer precipitation.
(7) Empirical bayesian kriging of autumn precipitation.
(10) Empirical bayesian kriging of summer precipitation. (9) Ordinary kriging of summer precipitation.

(11) Disjunctive kriging of summer precipitation. (12) Ordinary kriging of spring precipitation.

(14) Probability kriging of spring precipitation. (13) Universal kriging of spring precipitation.

(16) Empirical bayesian kriging of spring precipitation. (15) Indicator kriging of spring precipitation.
Figure 9: Kriging predication of seasonal precipitation of (1) autumn to (24) winter.
Figure 10: Average nearest neighbor and global Moran's index of monthly precipitation of (1) January to (12) December.
Figure 10: Average nearest neighbor and global Moran's index of monthly precipitation of (1) January to (12) December.
Figure 11: High/low clustering of monthly precipitation of (1) January to (12) December.
Figure 11: High/low clustering of monthly precipitation of (1) January to (12) December.
Spatial autocorrelation (Global Moran’s I): The spatial autocorrelation (Global Moran’s I) tool measures spatial autocorrelation based on both feature locations and feature values simultaneously. Given a set of features and an associated attribute, it evaluates whether the pattern expressed is clustered, dispersed, or random [36]. Global Moran’s I characterizes only the average spatial pattern that is assumed to be equal across the whole study area and may not be suitable for assessing spatial autocorrelations of all stations [36]. The tool calculates the Moran’s I Index value and both z-score and p-value to evaluate the significance of that index. The Spatial Autocorrelation tool returns five values: the Moran’s I Index, Expected Index, Variance, z-score, and p-value. Therefore, Global Moran’s I test (value I) was employed, which examines whether the spatial distribution is dispersed (I < 0), random (I = 0), or clustered (I > 0) [75,76].

The Spatial Autocorrelation (Global Moran’s I) tool is an inferential statistic, which means that the results of the analysis are always interpreted within the context of its null hypothesis. For the Global Moran’s I statistic, the null hypothesis states that the attribute being analyzed is randomly distributed among the features in the study area; said another way, the spatial processes promoting the observed pattern of values is random chance. The p-value is not statistically significant. You cannot reject the null hypothesis. It is quite possible that the spatial distribution of feature values is the result of random spatial processes. The observed spatial pattern of feature values could very well be one of many, many possible versions of complete spatial randomness. The p-value is statistically significant, and the z-score is positive. You may reject the null hypothesis [36,46]. The seasonal precipitation was examined by Global Moran’s I (Figure 10).
Figure 13: Multi-distance spatial cluster analysis of Iran precipitation.

(a) Winter precipitation.  
(b) Spring precipitation.  
(c) Summer precipitation.  
(d) Autumn precipitation.

Figure 14: The ordinary least squares analysis of seasonal precipitation of (1) winter to (4) autumn.
Exploratory regression and ordinary least squares: The exploratory regression tool evaluates all possible combinations of the input candidate explanatory variables, looking for OLS models that best explain the dependent variable within the context of user-specified criteria. The purpose of regionalization in this study is to provide predictions of monthly precipitation at stations. To achieve this purpose, Generalized Least Squares within subject framework is used to relate the precipitation characteristics of stations to the monthly rainfall data [77-81]. The seasonal precipitation was examined by ordinary least squares (Figure 14).

Results and Discussion

As pointed out, geostatistics and spatial statistics studies the variations of climatic variables or the elements which are not directly observable. These variations patterns are measured by several models. Concerning the effects of temporal-spatial factors on precipitation, two indicators that is, geostatistical models and spatial models, were found to influence precipitation. With respect to designing research algorithms, the model is done along with studying the geostatistical-spatial model. Studies have been conducted on the root mean square of measuring tool, on testing the research models, and on the effects of temporal-spatial factors on precipitation in Iran. The Geostatistical Analyst tool was used to study for spatial patterns in the state-wide distribution of monthly, seasonal and annual precipitation. Graphs were generated for each exploratory of precipitation spatial patterns described in section 4.1.1.

A normal distribution, the mean and mode will equal the median, and the Kurtosis will be equal to three. The histogram generated from the January data set had a mean of 3.6637 and a median of 3.5877, with a difference of 0.076, February data set had a mean of 3.498 and a median of 3.5025, with a difference of 0.0045, March data set had a mean of 3.7251 and a median of 3.7329, with a difference of 0.0078, April data set had a mean of 3.2296 and a median of 3.4688, with a difference of 0.2392, May data set had a mean of 18.686 and a median of 13.3, with a difference of 5.386, June data set had a mean of 6.596 and a median of 1.85, with a difference of 4.746, July data set had a mean of 4.492 and a median of 1.3, with a difference of 3.192, August data set had a mean of 5.3157 and a median of 0.8, with a difference of 4.516, September data set had a mean of 10.761 and a median of 1, with a difference of 9.761, November data set had a mean of 35.343 and a median of 27.15, with a difference of 8.193 and December data set had a mean of 47.157 and a median of 33.9, with a difference of 13.257. The January skewness value was 0.2392 and the Kurtosis was 2.5287, the February skewness value was 0.1045 and the Kurtosis was 3.3069, the March skewness value was 0.12778 and the Kurtosis was 3.1676, the April skewness value was 0.9311 and the Kurtosis was 3.8374, the May skewness value was 0.8476 and the Kurtosis was 2.6929, the June skewness value was 2.6041 and the Kurtosis was 9.598, the July skewness value was 2.3501 and the Kurtosis was 13.538, the August skewness value was 4.5468 and the Kurtosis was 34.738, the September skewness value was 27.679 and the Kurtosis was 4.9046, the November skewness value was 3.199 and the Kurtosis was 15.888 and the December skewness value was 3.2038, and the Kurtosis was 9.2538 (Figure 2). Also, a logarithmic transformation resulted in a mean of 5.5271, and a median of 5.5902. The skewness changed to -0.2623, and the kurtosis to 3.3697. The normality of monthly precipitation data was also used to assess data. The closer the data’s quantile is to the straight line, the more normal the distribution will be. We used Voronoi diagrams to examine local variations of seasonal and annual precipitation series for every station. Voronoi diagrams are constructed from a series of polygons formed around the location of a sample point. The annually precipitation Voronoi maps displayed simple, mean, mode, cluster, entropy, median, standard deviation and interquartile range methods (Figure 4).

The seasonal precipitation Voronoi diagrams displayed standard deviation methods (Figure 5). Voronoi diagram displayed areas of high standard deviation relative to neighboring values. The map showed that the greatest differences in precipitation are concentrated in Western half of the map. The South Western quadrant of the Western half had especially high deviations. Trend analysis was used to study spatial patterns in the monthly precipitation. Two trends were discovered in the monthly precipitation. The red line projected against the XZ (North-South) plane represented a 2nd order trend. With a rotation angle of 110: the trend stretched from the N-NW to the S-SE. The blue line projected against the YZ plane at 45: is also a second order trend from NE to SW (Figure 6). We used Semivariogram/Covariance Cloud tool to estimate strength of statistical correlation as a function of distance and for all pairs of locations within a dataset and plots them as a function of the distance that separates the two locations.

This method modeling semivariograms and covariance functions fits a semivariograms or covariance curve to precipitation variations between annual, seasonal and monthly rainfall in Iran. The goal is to achieve the best fit (Figure 7). The results for Semivariogram/Covariance Cloud for winter precipitation are presented in Figures 7a and 7b. The red colored spots point out mainly distributed between ±0.69 distances h x 10⁻¹ from the North to South of Iran for the winter season and distributed between 0-2.11 distance h x 10⁻¹ from the Western North to Eastern South of Iran for the spring season. The results for Semivariogram/Covariance Cloud for spring precipitation are presented in Figures 7c and 7d. The red colored spots point out mainly distributed between 0-9.22 distances h x 10⁻¹ from the North to South of Iran for the summer season. The results for Semivariogram/Covariance Cloud for summer precipitation are presented in Figures 7e and 7f. The red colored spots point out mainly distributed between 0-3.49 distances h x 10⁻¹ from the Western North to Eastern South of Iran for the autumn season. The results for Semivariogram/Covariance Cloud for autumn precipitation are presented in Figures 7g and 7h. In this paper, we have studies the spatial variations patterns between annual, seasonal and monthly precipitation in Iran. The focus of the research presented herein was to geostatistical and spatially pattern on precipitation in Iran. All stations showed precipitation over Iran varies spatially at an annual, seasonal and monthly level with statistically significant results concentrated mostly in the North and Western parts of the country. A regionalization analysis in monthly precipitation was to estimate the temporal-spatial patterns variations in precipitation.

To accomplish this study, twenty-seven maps were created (Figures 8 and 9). The maps (Figure 8) were generated using all the default ArcGIS Geostatistical Analyst setting the Inverse Distance Weighting method for seasonal precipitation. Precipitation over Iran varies spatially and the winter precipitation range forecast using Inverse Distance Weighting for the whole country is 664.268 mm over the investigated period. The stronger spatial variations, the lower precipitation in general in Iran, while weaker spatial variations means larger precipitation in the country. The density of winter precipitation spatial distribution is in the South of Caspian Sea and some parts of the highlands in West to Eastern South of Iran the severe reduced distribution (Figure 8a). Precipitation spatial patterns over Iran varies and the spring precipitation range forecast using Inverse
Distance Weighting for the whole country is 195.98 mm over the investigated period that decreased from North and Western North to South and Eastern South in Iran. The density of spring precipitation spatial distribution is in the North and Western North (Figure 8b). On the summer scale, using inverse distance weighting, all of stations showed range about 380.183 mm that decreased from North to South in Iran. The density of summer precipitation spatial distribution is in the Caspian Sea (Figure 8c). The spatial distribution of precipitation in autumn using Inverse Distance Weighting showed the range about 688.73 mm that decreased toward center and south in Iran. The density of autumn precipitation spatial distribution is in the north of Iran (Caspian Sea) and some parts of the highlands (Figure 8d). In terms, spatial variations are very similar to the winter and autumn precipitation distribution. In our study, the highest percentage of precipitation variations spatially was observed in autumn and lowest in spring. Results showed for IDW method that all the RMSE indices calculated for seasonal periods indicate statistically significant for all seasons (autumn = 4.74, summer = 2.436, spring = 0.558 and winter = 1.68) especially of the spring season (errors mean is equal -0.0013).

Results of seasonal precipitation analysis using ArcGIS Geostatistical Analyst settings the Kriging and Cokriging are shown in Figure 9 for seasonal period. The spatial distribution of precipitation in autumn using Kriging showed the range of about 707.147 mm for Ordinary method, 648.109 mm for Simple method, 748.67 for Universal method, 673.97 for Disjunctive method, 787.892 for Empirical Bayesian method and 0.9 mm for Probability and Indicator methods that decreased toward Eastern South in Iran. Autumn precipitation in all stations showed severe variations spatially at a seasonal level with statistically significant results concentrated mostly in the Caspian Sea (Figure 9: 1-7). Results showed for Kriging method that all of the RMSE indices calculated for autumn periods indicate statistically significant for all methods (Simple = 4.56, Ordinary = 2.77, Empirical Bayesian = 165.81, Universal = 1.336, Indicator = 0.096, Probability=0.082 and Disjunctive = 82.51) especially of the Probability method (errors mean is equal to -0.0003). The spatial distribution of precipitation in spring using Kriging showed the range of about 390.47 mm for Ordinary method, 362.48 mm for Simple method, 148.81 for Universal method, 366.62 for Disjunctive method, 366.92 for Empirical Bayesian method and 0.9 mm for Probability and Indicator methods that decreased from North West toward South East in Iran. Spring precipitation at all stations showed severe variations spatially at a seasonal level with statistically significant results concentrated mostly in the North and Western North (Figure 9: 12-17). Results showed for Kriging method that all the RMSE indices calculated for spring periods indicate statistically significant for all methods (Simple = 39.126, Ordinary = 38.337, Empirical Bayesian = 34.412, Universal = 38.411, Indicator = 0.298, Probability = 0.304 and Disjunctive = 39.126) especially of the Indicator method (errors mean is equal to 0.0056). The spatial distribution of precipitation in winter using Kriging showed the range of about 336.32 mm for Ordinary method, 279.9 mm for Simple method, 336.32 for Universal method, 280.24 for Disjunctive method, 620.98 for Empirical Bayesian method and 0.9 mm for Probability and Indicator methods that decreased the Western North toward Eastern South in Iran. Winter precipitation in all stations showed severe variations spatially at a seasonal level with statistically significant results concentrated mostly in the Western North (Figure 9: 18-24).

Results showed for Kriging method that all the RMSE indices calculated for winter periods indicate statistically significant for all methods (Simple = 73.898, Ordinary = 71.62, Empirical Bayesian = 69.51, Universal = 71.62, Indicator = 0.356, Probability = 0.35 and Disjunctive = 73898) especially of the probability method (errors mean is equal to 0.0028). We used global analysis method (i.e., global Moran’s I indices) to estimate spatial patterns of distribution of stations by considering their locations. This method uses a measure known as the spatial autocorrelation coefficient to measure and test how observed locations are clustered/dispersed or random in space with respect to precipitation variations between annual, seasonal and monthly rainfall in Iran. The value of Moran’s I statistic ranges from near + 1 indicating clustering of the data values to near -1 indicating dispersed pattern of the data values [43]. The positive values of Moran’s I statistic with significant p-values and high Z-scores indicate spatially clustered data sets and negative Moran’s I showed that the spatial pattern is more spatially dispersed [36].

The results for global Moran’s I statistics for monthly precipitation are presented in Figure 10. All the Moran’s I statistics estimated for months indicate statistically significant clustered spatial patterns with exception of February (p < 0.02). Figure 10 shows Moran’s I statistics for all considered stations within all months. The High/Low Clustering (Getis-Ord General G) tool is an inferential statistic, which means that the results of the analysis are interpreted within the context of the null hypothesis. The null hypothesis for the High/Low Clustering (General G) statistic states that there is no spatial clustering of feature values. When the p-value returned by this tool is small and statistically significant, the null hypothesis can be rejected [36]. The results obtained for High/Low Clustering (Getis-Ord General G) statistics for any month are presented in Figure 11.

All the Getis-Ord General G statistics estimated for months indicate statistically significant High clusters spatial patterns for all months with exception of February and March (random) (p < 0.02). Hot Spot Analysis by estimating Getis-Ord Gi statistics identifies statistically significant spatial clusters of high values (hot spots) and low values (cold spots). The z-scores and P-values are measures of statistical significance that high z-score and small P-value for rainfall indicates a spatial clustering of high values. A low negative z-score and small p-value indicates a spatial clustering of low values. The higher (or lower) the z-score, the more intense the clustering. A z-score near zero indicates no apparent spatial clustering [30,36,57,81].

Figure 12 shows local Gi statistics and associated Gi Z scores for all considered stations’ rainfall within seasonal period. The red colored spots (hot spots) point out clustering of high (positive) correlations that are mainly distributed in the North and Western North of Iran for the spring, summer and autumn and distributed in the West and Western South part of Iran for winter. The green colored insignificant spots without clustering are mainly distributed in the center and South and Eastern South of Iran for all seasons. There are not low Gi Z score values (cold spots).
with blue colored in Iran at seasonal level, during all seasons. Generally, positive scores in their spatial distribution are showing a WN-ES direction. This clustering of high Gi Z score over the Western North and Northern parts of Iran generally prevail and may be related to the precipitation amounts and seasonal precipitation temporal distribution (the Caspian Sea) since Eastern parts of Iran receive high precipitation than center and South ones. The Multi-Distance Spatial Cluster Analysis tool, based on Ripley’s K-function, is another method to analyze the spatial pattern of rainfall. Ripley’s K-function illustrates how the spatial clustering or dispersion of feature centroids changes when the neighborhood size changes [36,46]. When the observed K value is larger than the expected K value for a particular distance, the distribution is more clustered than a random distribution at that distance (scale of analysis). When the observed K value is smaller than the expected K value, the distribution is more dispersed than a random distribution at that distance.

Figure 13 show multi-distance spatial cluster analysis based on Ripley’s K-function for all considered stations rainfall within annual period. The observed K value of annual precipitation for all stations is larger than the expected K value point out clustering that are mainly distributed in the North and Western North part of Iran. OLS method is applied to meteorological variables to make predictions. By using monthly and seasonal variables, precipitation prediction is made. Global Ordinary Least Squares (OLS) linear regression can be performed to generate predictions or to model a dependent variable in terms of its relationships to a set of explanatory variables [36].

The results for ordinary least squares for seasonal precipitation are presented in Figure 14. The regression residuals Figure 14 shows the under and over predictions from seasonal rainfall, and analyzing Figure 14 is an important step in finding a suitable model. Assessing model performance, both the Multiple R-Squared and Adjusted R-Squared values are measures of model performance. Figure 14 show results for Ordinary Least Squares for seasonal precipitation for all stations within all season are periods. The red colored areas point out that actual values are larger than the model estimated that are mainly distributed in the Western South part of Caspian Sea and West of Iran for winter and January, February, and March (Figure 14a) and for the spring season and April, May and June that are mainly distributed in the North, Western North, West and Eastern North of Iran (Figure 14b) and for the summer and July, August and September that are mainly distributed in the Western South of Caspian Sea of Iran (Figure 14c) and for autumn and October, November and December that are mainly distributed in the western south part of Caspian Sea and West part of Iran (Figure 14d). The blue colored areas point out actual values are smaller than the model estimated that are mainly distributed in the center and Eastern South of Iran for winter and January, February, and March (Figure 14a) and for spring and April, May and June that are mainly distributed in the center, Western South, East and Eastern South of Iran (Figure 14b) and for summer and July, August and September that are mainly distributed throughout Iran (an exception for Caspian Sea of Iran) (Figure 14c) and for autumn and months October, November and December that are mainly distributed in the center, South and East of Iran (Figure 14d). Testing was performed with determination coefficient (R^2) that R-Squared is a measure of goodness of fit. Its value varies from 0 to 1, with higher values being preferable.

Table 1 shows results for R-Squared for seasonal precipitation for all stations within all season are periods. Table 1 shows R-Squared for winter precipitation for all stations. R-Squared is 0.981 for winter, 0.938 for spring, 0.978 for summer and 0.988 for autumn. However, R-Squared values are suitable for goodness of fit for all seasons.

### Conclusion

Using a Geostatistical-Spatial Statistics tool, especially one with a graphical - quantitative editor that allows the user to specify the model by drawing it on curtain - it is quite easy to add precipitation to a geostatistical - spatial model. A primary purpose of our study was zoning temporal-spatial patterns variations on precipitation. Our other aim was to examine the variations of various geostatistical - spatial patterns. In this study,
six geostatistical, four regression and five spatial models were studied using monthly, seasonal and annual precipitation in Iran. 140 stations’ precipitation was investigated using a geostatistical spatial model. Results indicated that there are various temporal-spatial variation patterns that affect precipitation in Iran. The findings also indicated that among the rainfall data which were influential on precipitation, seasonal then monthly and annual precipitation had the highest spatial variations on the rate of precipitation. The hypothesis for the geostatistical - spatial variations of the rainfall in Iran is also accepted. After all, the temporal-spatial patterns affects the precipitation rate in Iran and the geostatistical spatial model, can show the magnitude of these variations on the precipitation rate changes and can well examine the variation patterns.
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