Measurements of blackbody radiation-induced transition rates between high-lying \( S, P \) and \( D \) Rydberg levels
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We report experimental measurements of the rates of blackbody radiation-induced transitions between high-lying \((n > 60)\) \( S, P \) and \( D \) Rydberg levels of rubidium atoms in a magneto-optical trap using a hybrid field ionization and state-selective depumping technique\(^1,2\). Our results reveal significant deviations of the measured transition rates from theory for well-defined ranges of the principal quantum number. We assume that the most likely cause for those deviations is a modified blackbody spectrum inside the glass cell in which the magneto-optical trap is formed, and we test this assumption by installing electrodes to create an additional microwave cavity around the cell. From the results we conclude that it should be possible to use such external cavities to control and suppress the blackbody radiation-induced transitions.

I. INTRODUCTION

Rydberg atoms have become a versatile tool for many applications ranging from the detection of electric and magnetic fields\(^3\) to quantum computation and simulation\(^4,5\). In such applications, the strong coupling of Rydberg states to microwave fields can be either a feature or a problem. While the strong coupling is exploited in Rydberg-atom based microwave detectors\(^13-16\), the coupling of a Rydberg state to blackbody radiation in the microwave regime leads to transitions to other Rydberg states\(^17-22\) and hence a reduction of its lifetime, which can be detrimental to applications in quantum information. Although several measurements of Rydberg state lifetimes have been performed\(^22,30\), a thorough and quantitative investigation of the effects of blackbody radiation on high-lying Rydberg states (above \(n \approx 60\)), which are often used in such applications, has not been reported in the literature thus far.

Here we present measurements of blackbody radiation (BBR)-induced transition rates from high-lying \( nS, nP \) and \( nD \) Rydberg states with principal quantum number \( 60 \leq n \leq 110 \) of rubidium atoms in a magneto-optical trap (MOT). Such measurements require a method that allows one to distinguish between a target \( nL \) state and nearby \( n'L' \) states, which can be as close as a few GHz in frequency units. In this paper, we use a method we recently presented in\(^1\) which combines field ionization with state-selective depumping\(^2\) to measure the lifetimes of single Rydberg states and of state-ensembles (i.e., all the Rydberg levels that are populated by BBR), from which transition rates can be calculated. Furthermore, this method allows us also to observe the evolution of the population of the support states, i.e., all the populated Rydberg states except the target one.

We find that our experimental results deviate significantly from theoretical calculations\(^17-22\) in well-defined ranges of \( n \). We attribute these deviations to the spectral intensity distribution of the BBR within the apparatus\(^33,34\). Placing additional electrodes around the MOT leads to further changes in the observed transition rates, which indicates that under suitable conditions BBR-induced transitions could also be suppressed in our setup, thus increasing the lifetimes of the Rydberg states without the need for cooling down the apparatus\(^44\). This is confirmed by simple model calculations that take into account the additional electrodes.

II. EXPERIMENT

Our measurements of BBR-induced Rydberg-Rydberg transition rates are based on a combination of state-selective depumping\(^2\) and field ionization, as described in detail in\(^1\). A schematic of the protocol is reported in Fig. II(c, d). Briefly, an \( nL \) Rydberg target state is initially excited and after a variable waiting time \( t \) either the state-ensemble population is measured by simple field ionization, or the support population is measured by first depumping the initially excited target state via the intermediate \( 6P_{3/2} \) state and then field ionizing the remaining Rydberg atoms. The target state, the state-ensemble and the support states are schematically represented in the inset of Fig. II(e). Field ionization is performed by applying a voltage difference between 4.5 and 6.5 kV to two sets of electrodes located at opposite ends of the glass cell, which creates electric fields between 21 V/cm and 29 V/cm at the position of the MOT. The ions thus created are then detected by a channel electron multiplier (Channeltron). From the difference of the two populations (state-ensemble and support state), we finally calculate the target state population at time \( t \) and the Rydberg-Rydberg transition rates (explained in detail below). Fig. II(c) shows a typical lifetime mea-
measure for 80$S$ Rydberg state.

In this work, we performed those measurements for $nS$, $nP$ and $nD$ states in a range of $n$ from 60 to 110. Rubidium atoms ($^{87}$Rb) are initially collected in a standard MOT containing around $2 \times 10^5$ atoms at $150 \mu$K in a roughly spherical volume of about $300 \mu$m in diameter. The MOT is formed inside a vacuum cell made of Vycor glass (detailed dimensions below). Fig. 1(a) shows a schematic 3D model of the experimental setup. A thorough description of the apparatus can be found in [15, 46]. Rydberg states are then excited through a combination of laser pulses at 420 nm and around 1013 nm (with laser beam diameters of 40 and 90 $\mu$m, respectively) and microwave pulses.

For the $S$ and $D$ states, excitation is achieved by a two-photon process via the intermediate $6P_{3/2}$ state, from which the first photon at 420 nm is detuned by 36 MHz. The two-photon Rabi frequency is approximately $\Omega = 2\pi \times 1$ MHz. To excite $n'P$ states, (where $n'$ is equal to $n$ or $n \pm 1$ with $n$ being the principal quantum number of the intermediate $S$ state), we use an additional microwave photon with a frequency between 1 and 15 GHz, which is delivered via a helical antenna mounted around 50 cm away from the glass cell in which the MOT is formed. Excitation of the $n'P$ state is achieved through a three-photon process via the $nS$ state, where the 1013 nm laser is detuned by about 28 MHz from that state to avoid populating it, and finally to the $nP$ state with a microwave photon (the Rabi frequency of the last step is around $1 - 5$ MHz, measured via the Autler-Townes splitting of the $nS$ state when the microwave is in resonance with the $nS - n'P$ transition). In order to minimize effects due to van der Waals interaction between the Rydberg atoms [15, 48] (which could affect the depumping efficiency) or collective effects, the excitation parameters are adjusted such as to create only around 3 Rydberg atoms at $t = 0$, with a mean spacing between them of around 100 $\mu$m.

For the depumping step, in the case of $S$ and $D$ states a 5 $\mu$s-pulse of only the 1013 nm beam, now shifted into resonance with the $6P_{3/2} - nS$ transition using the acousto-optic modulator in the beam path, is used to de-excite the target state. The beam intensity is chosen such as to obtain a Rabi frequency of around 1 MHz, which is smaller than the inverse lifetime of the $6P_{3/2}$ level (around 120 ns) in order to avoid coherent dynamics, so that the net effect of the de-excitation and subsequent spontaneous decay is a depumping down to the ground state. The efficiency of this depumping procedure is typically larger than 95%.

In the case of $P$ states, de-excitation to the $6P_{3/2}$ level is achieved using a combined pulse of the microwave and 1013 nm beam similarly to the excitation protocol, but with the acousto-optic modulator frequency adjusted such as to tune the two-photon transition $6P_{3/2} - nP$ into resonance (see Fig. 1(d)). To obtain reasonable depumping efficiencies between 45 and 90% (depending on the state and hence also the available microwave power at the respective frequencies) we use a 10 $\mu$s depumping pulse for the $P$ states. In separate experiments using $S$ states, we verified that depumping efficiencies as low as 40% still allow us to extract the target state lifetime (see below) with reasonable precision, and also that a 10 $\mu$s pulse is still short enough so as not to lead to large systematic errors in the lifetime measurement.

Considerable care has to be taken to compensate for stray electric fields inside the glass cell, which in our apparatus are typically of the order of $100 - 200$ mV/cm, with day-to-day variations of up to $50$ mV/cm, the exact origins of which are unknown (we have observed, for instance, that dust particles settling on the glass cell can lead to field variations of several tens of mV/cm). The static stray fields are cancelled by applying an electric potential of up to 30 V to the various electrodes surrounding the glass cell (see Fig. 1(b)) and monitoring the resulting Stark shift of an $nS$ Rydberg state (typically between $n = 90$ and $n = 105$) as well as the separation of that state from the adjacent $n - 3$ manifold (for details see the Appendix). In this way, we are able to compensate the stray fields to within 15 mV/cm, allowing us to work with principal quantum numbers up to 110, for which the Inglis-Teller limit is $33$ mV/cm (when the stray fields approach or exceed the Inglis-Teller limit, the measured single-state lifetimes drop sharply and no longer reflect the actual lifetimes of the target states [1]).

III. RESULTS

Experimental results for state-ensemble and target-state lifetimes of $S$, $P$ and $D$ states are shown in Fig. 2 along with numerical simulations based on lifetime calculations using the open-source software package ARC [49, 50]. Those lifetimes are extracted by fitting a single exponential decay curve (with offset fixed at 0) to the experimental data. In the simulations, the time evolution of the target $nL$ level and its support states (with $n'$ between 55 and 120 and $L' = 4$, i.e., up to $G$ levels) is calculated by numerically integrating the coupled differential equations for those states. We note here that this leads to target state lifetimes that differ from the values usually quoted in the literature, as our simulations also take into account the re-population of the target state from support states. From the simulations, we evaluated this re-population rate to be around few percent of the total BBR transition rate between target and support states.

We report the experimental lifetimes relative to Rydberg states with the same principal $n$ and angular momentum $L$ quantum numbers but different values of the total angular momentum $J$ in the same data set, since the error bars on our measurements are of the same order of magnitude as the difference between those lifetimes (around a few percent). For the same reason, we report the theoretical values of the lifetimes relative to only one total angular momentum $J$, in particular $J = 3/2$ for $P$...
FIG. 1. Experimental setup and protocols for lifetime measurements. (a-b) shows 3D models of the quartz cell and electrodes used for the compensation of the stray electric field. In the first configuration (a), two pairs of brass electrodes are placed above and below the cell and extend along its length, while the frontal and lateral electrodes (which are also used for field ionization) are used for the compensation along the cell main axis. A pair of brass electrodes is placed on the sides of the cell to compensate the field along the y-axis. In a second configuration (b), two lateral wire mesh electrodes are placed along the sides, while in the vertical direction, aluminium electrodes with a circular hole in the centre covered with wire mesh are placed on the top and bottom of the cell. Each electrode pair is highlighted with the colour of the respective axis on which it generates a potential difference: green for the x-axis, red for the y-axis and blue for the z-axis. (c) Excitation and de-excitation scheme for $S$ and $D$ Rydberg states, in which the blue and red arrows represent the 420 nm and 1013 nm laser light, respectively, while the curly arrow indicates the fast radiative decay to the ground state. (d) Excitation and de-excitation for $P$ Rydberg states, for which an additional microwave field was used (green arrow). (e) A typical experimental measurement of the lifetime of a Rydberg state (80$S$): state ensemble (red squares), support (blue diamonds) and target state (green circles). The red and green dashed lines are single exponential fits to the state ensemble and target state data, respectively, while the blue dashed line is obtained from the difference of these two fits. The inset of the figure shows a schematic representation of the Rydberg levels involved in the dynamics.

states and $J = 5/2$ for $D$ states.

As already observed in $[1]$, we find good agreement between the experimental and theoretical state-ensemble lifetimes. For the $D$ states, the discrepancy between experiment and theory is larger, with more scatter in the data, which we attribute partly to the very large sensitivity to electric fields of the $F$ states, to which the $D$ states can couple. For the target state lifetimes, an agreement between the measured and theoretically predicted values $[13, 50]$, which are based on the standard treatment of BBR, i.e., without cavity effects) is less good, with pronounced regions of shorter lifetimes in all three sets of states, especially at high principal quantum numbers.

To obtain a qualitative understanding of the observed deviations towards shorter target state lifetimes (which are the dominant effect; deviations towards longer lifetimes will be discussed below), we assume that there are regions in the microwave spectrum seen by the atoms for which the spectral intensity, and hence the corresponding Rydberg-Rydberg transition rate, is enhanced with respect to the value expected from a pure BBR microwave spectrum following Planck’s formula. Taking three such regions with centre frequencies $\nu_i$, Lorentzian widths $\Delta \nu_i$ and enhancement factor $\alpha_i$, we calculate the expected target state lifetimes of the $nS$ and $nP$ states for a given combination of the three parameters and then perform a simultaneous least-squares fit to the two data sets. The resulting target state lifetimes for $nS$, $nP$ and $nD$ states (for the latter we use the parameters obtained from the fit to the $S$ and $P$ states) are shown in Fig. 2. For all three sets of states the calculated lifetimes agree well with the experimental data, indicating that the assumption of a limited number of well-defined frequency regions in which the atoms experience an enhanced spectral intensity of the microwave radiation is reasonable. We defer a discussion of the possible origin of those deviations to section IV.

Ultimately, we are interested in the BBR-induced transition rates $\Gamma_{BBR}$ between the target $nL$ Rydberg state and adjacent $n'L'$ states. Those rates can be extracted from the experimental data in two ways. In the first approach, we calculate the total decay rate $\Gamma_{tot} = 1/\tau_{target}$
FIG. 2. Experimental results for state-ensemble and target-state lifetimes. (a-c) $S$, $P$ and $D$ state-ensemble (red squares) and target state lifetimes (green circles). Theoretical lifetimes (dashed black lines) and fits to the target state lifetimes using our modified BBR spectrum model (dash-dotted black line) are also shown. (d-f) Total BBR rates obtained from the experimental lifetimes for $S$, $P$ and $D$ states (blue circles), theoretical BBR rates (dashed black line) and BBR rates obtained from our model (dash-dotted black line). In (d) the BBR rates obtained by fitting the initial part of the support-state curve (open blue circles) are also shown.

of the target state from its measured lifetime and then obtain $\Gamma_{BBR}$ by subtracting its spontaneous decay rate $\Gamma_{spont} = 1/\tau_{spont}$, where the spontaneous decay lifetime $\tau_{spont}$ is calculated using ARC. Alternatively, we can extract $\Gamma_{BBR}$ from the experimental data without further input from theory by fitting a linear function to the first 100 $\mu$s of the support population curve and normalizing the resulting slope by the initial number of Rydberg excitations (we choose 100 $\mu$s as this is sufficiently shorter than the typical timescale for the involved transitions).

In Fig. 2 (d-f) we plot $\Gamma_{BBR}$ for $S$, $P$ and $D$ states obtained by the first approach. For the $S$ states we also plot the values obtained by the second approach; the two sets agree to within the experimental error. In principle, the second approach can also be used for $P$ and $D$ states. However, in the case of $P$ states, for which the depumping efficiencies are considerably lower than for the $S$ states, we find that the agreement between the two methods is less good, which is to be expected since the population values obtained by field ionizing after depumping are contaminated by residual population in the target state (which, on the other hand, does not matter in the first method, as the resulting target-state population curve is simply multiplied by the depumping efficiency). For $D$ states, on the other hand, the experimental data is generally noisier, which makes the second approach less viable.

IV. DISCUSSION

We now turn to the likely causes of the observed deviations from the theoretical predictions. In Fig. 3 (a) we plot the enhancement curve obtained from the fit described above and in Fig. 3 (b) the measured transition rates, normalized to the theoretical values (obtained using the software package ARC [49, 50]), from $nS$ and $nP$ states to the neighbouring support states. In the case of $nS$ states, we plot the measured rates as a function of the microwave frequency corresponding to the dominant transition (i.e., the one with the largest dipole moment) $nS \rightarrow nP$.

The dominant features around $n = 71$ and $n = 92$ correspond to transitions with frequencies around 10.4 GHz and 4.5 GHz, respectively, reflected in peaks of the enhancement factor at those frequencies, as highlighted by the two vertical grey bars in Fig. 3 (a). The peak at 2.5 GHz, on the other hand, does not correspond to transitions from $S$ states but emerges when we plot the $P$-state measurements for $87 \leq n \leq 100$ as a function of the frequency corresponding to the transitions $nP \rightarrow (n-1)D$. We also plot $nP \rightarrow nS$ transitions, which have comparable rates to $nP \rightarrow (n-1)D$ transitions, and confirm the enhancement around 4.5 GHz seen in the $nS \rightarrow nP$ rates.

A possible cause for such enhanced transition rates could, in principle, be the presence of external microwave signals reaching the atoms, for instance, due to WiFi, mo-
FIG. 3. (a) Enhancement factor with respect to the Planckian BBR spectrum as a function of frequency, consisting of three Lorentzian curves whose parameters are obtained by fitting the experimental target state lifetimes of the \( S \) and \( P \) states. The black dashed line indicates unity. Vertical grey bars centered at around 4.5 GHz and 10.4 GHz indicate the dominant features relative to the lifetime minima. (b) Ratios of experimental and theoretical BBR rates as a function of the frequency of the main BBR transitions: \( nS_{1/2} \rightarrow nP_{3/2} \) (blue circles), \( nP_{3/2} \rightarrow (n-1)D_{3/2} \) (blue squares), \( nP_{1/2} \rightarrow nS_{1/2} \) (blue empty squares), \( nP_{3/2} \rightarrow nS_{1/2} \) (blue triangles), and \( nP_{1/2} \rightarrow (n-1)D_{3/2} \) (blue empty triangles).

Comparing that splitting with and without the shielding cage, we deduced a shielding factor of about 4. We then measured the lifetime of the 91S state with and without the shielding, finding no difference within the experimental error. From this observation, we conclude that the observed enhanced transition rates in the frequency range corresponding to \( nS \) states with \( n \) around 90 are not due to microwaves reaching the atoms directly from the outside, although we cannot rule out transmission through leads and other metallic structures.

So far we have only discussed the enhancement of transition rates. However, particularly in the \( S \) state data, we also observe regions of reduced transition rates. In Fig. 3(b), these reductions of up to 30% are evident around 7 GHz and 13 GHz. This finding indicates an alternative explanation for the deviations: a modification of the spectral intensity of the BBR inside our apparatus [37–43]. Such a modification could be caused by a density of modes influenced by the presence of the cell walls and other structures such as supports and field coils close to the cell. The cell itself has a cross-section of 2.4 cm \( \times \) 3.0 cm (outside) and 1.8 cm \( \times \) 2.4 cm (inside), and the nearest surrounding structures have a spacing between them (roughly symmetrically about the centre of the cell, which is where the MOT is formed) of around 3–5 cm. Assuming that we are seeing an enhancement of the transition rates due to an enhanced density of modes that coincides with the conditions for standing waves with a wavelength around 3.6–10 cm (i.e., twice the dimensions quoted above for the fundamental mode), we would expect to find the deviations for frequencies between 3 GHz and 8 GHz and higher harmonics thereof, which agrees quite well with our observations (see Fig. 3(a) and (b)).

Together with the observed regions of suppressed BBR rates, this strongly indicates a modified BBR spectrum. To further test this hypothesis, we add electrodes around the glass cell in order to modify the density of modes (see Fig. 3(b)). In the horizontal direction, two lateral wire mesh electrodes of dimensions 1.8 cm \( \times \) 6.0 cm are placed at a variable distance to the left and right of the cell, allowing the MOT beams to pass through with less than 20% attenuation whilst almost completely (> 90%) reflecting microwaves in the frequency range of interest (around 5 GHz). In the vertical direction, aluminium electrodes of dimensions 3.0 cm \( \times \) 9.0 cm are placed on the top and bottom of the cell. At the centre of the electrodes, a 2.1 cm hole covered by wire mesh allows the vertical MOT beams to pass through. Additionally, the supporting structures laterally above and below the cell, which have a vertical separation of 2.1 cm, are covered with aluminium foil.

Fig. 3(a) shows the measured BBR rates with the addition of those electrodes, with a 4.2 cm separation between the lateral electrodes (symmetrically around the centre of the cell). For comparison, the transition rates measured without the additional electrodes are also shown. The two curves are clearly different, indicating that the ad-
condition of electrodes changed the electromagnetic mode structure inside the cell. The presence of the glass cell, which we assume to have a refractive index around 2.5, makes it difficult to predict the exact mode distribution due to the horizontal and vertical electrodes (based on a refractive index of 2.5, the expected reflectivity is 18%). For simplicity, we calculate an approximate mode distribution by assuming an average refractive index taking into account the thickness of the two glass walls in each direction. For the direction along the main axis of the cell, we assume a characteristic length scale of 30 cm (defined by the front cell wall and the back of the vacuum chamber to which the cell is attached). The resulting allowed modes in the cavity are counted and summed over bins of width 500 MHz to account for the low expected Q factor, which we take to be 10. This mode density distribution is then used in the numerical simulation described above to calculate the ensemble, support and target populations as a function of time. BBR-induced transition rates from the target state are calculated from fits to the target state populations (analogously to the first approach used for the experimental data, see above). The resulting transition rates are normalized to the case of a standard Planckian mode density distribution.

Fig. 4(b) shows the normalized transition rates calculated in this way for two configurations of the lateral electrodes. In both configurations, local maxima of the normalized rates are visible, whose positions agree roughly with those of the experimentally observed maxima. Above \( n = 100 \) and \( n = 110 \), respectively, the normalized rate drops below 1, indicating the low-frequency cut-off of the cavity. Experimentally, we do not observe such a drop up to \( n = 110 \). Given the uncertainties in our measurements of the separation between the electrodes (±1 mm) and in the estimate of the resonant frequencies based on the simplistic model of an effective refractive index to take into account the presence of the glass cell, it is conceivable that the value of \( n \) corresponding to the actual cut-off is higher than the model suggests. Currently, we are unable to explore states with \( n > 110 \) because of the minimum residual electric fields we can achieve in a stable manner using field compensation. In principle, however, it should be possible to observe drastically reduced BBR-induced transition rates in a setup like ours.

V. CONCLUSION

In summary, in this work we investigated the transition rates between high-lying Rydberg states of rubidium atoms due to BBR over a wide range of principal quantum numbers and for different angular momenta. The deviations of the measured transition rates from theoretical predictions suggest that the glass cell and other structures in our apparatus that reflect microwaves act as a low-Q microwave cavity and hence modify the density of electromagnetic modes, leading to a departure from the Planckian BBR spectrum. To test this hypothesis, we placed additional electrodes around the vacuum cell in order to further modify the mode density. We observed a clear variation in the transition rates which agrees well with a simple model for the spectral density of modes with and without the additional electrodes. That model also suggests that above a critical principal quantum number the transition rates should be strongly suppressed because the relevant microwave transition frequencies are below the cut-off frequency of the cavity. While we were unable to reach that regime in the present work, it should be possible in general to control and suppress the BBR-induced transition rates in Rydberg experiments, and hence increase Rydberg state lifetimes, using an additional microwave cavity. Our findings are relevant to a number of applications of Rydberg atoms, such as in Rydberg quantum thermometry [52, 53], where precise knowledge of the BBR-induced transition rates is relevant. Also, the possibility of reducing BBR-induced
transition rates suggests the potential for enhancing the performance of Rydberg atoms in quantum computation, quantum simulation and quantum metrology \cite{9,12,54}.

VI. APPENDIX

Appendix A: Compensation technique

The presence of a stray electric field in the region where the MOT is formed greatly affects the measurement of the lifetime of high-lying Rydberg states, as we showed in our previous work \cite{1}. In fact, due to their high polarizability, even electric fields as small as few hundreds of mV/cm are sufficient to mix the target state with the neighbouring manifold of states with $l \geq 3$. The magnitude of the stray electric field in our setup is about 200 mV/cm, with daily variations of about 50 mV/cm.

In our experiments, we compensate the background electric field during the excitation-detection cycle (lasting around 3 ms in total) through the application of potentials to a set of electrodes placed around the quartz cell. In the first configuration (see Fig. \ref{fig:1}(a)), two pairs of brass electrodes were placed above and below the cell and extended along its length to create an electric field along the vertical direction (z-axis), while the frontal and lateral electrodes, also used for the application of the ionization field, were used for the compensation along the main axis of the cell (x-axis). A pair of brass electrodes is placed on the sides of the cell to compensate the field along the y-axis. These elements were subsequently replaced with the mesh electrodes used to study the change of the mode density inside the cell, as described in Section IV (see Fig. \ref{fig:1}(b)). This configuration allows controlling the electric field in the three orthogonal directions.

The compensation electric field is determined by changing the voltages applied to the electrodes and iteratively minimizing the Stark shift. The compensation procedure is typically performed with a high-lying state such as $120S_{1/2}$ to maximize the sensitivity. The magnitude of the residual electric field present after the compensation procedure can be obtained by measuring the frequency difference between the target state resonance and the first resonance of the manifold of states with $l \geq 3$, and comparing the resulting value with the Stark map calculated using the ARC software package (see inset of Fig. \ref{fig:5}). For the measurement of the manifold states, the power of the excitation lasers is increased in order to obtain a sufficiently large signal. This method allows us to reduce the magnitude of the stray electric field down to 15 mV/cm, permitting the measurement of the lifetimes of Rydberg states with a principal quantum number up to $n = 110$ (for the lifetime experiments we use that upper limit to make sure that a possible increase in the background field after the compensation procedure does not lead to errors in the measurements).

\begin{figure}[ht]
\centering
\includegraphics[width=0.8\textwidth]{fig5}
\caption{An excitation frequency scan highlights the resonance of the target Rydberg state $120S_{1/2}$ state (red circles) and the multiple resonances relative to the manifold of states with $l \geq 3$ (blue circles). Dashed black lines are fits to the target state and lowest manifold state resonance. The dash-dotted black line indicates the position of the second resonance of the calculated Stark map (inset), we obtain the value of the frequency difference between the target state resonance and the first resonance of the manifold of states with $l \geq 3$, and comparing the resulting value with the Stark map calculated in our previous work \cite{1}.}
\end{figure}
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