Abstract—In the area of full duplex (FD)-enabled small cell networks, limited works have been done on consideration of cache and mobile edge communication (MEC). In this paper, a virtual FD-enabled small cell network with cache and MEC is investigated for two heterogeneous services, high-data-rate service and computation-sensitive service. In our proposed scheme, caching and FD communication are closely combined to offer high-data-rate services without the cost of backhaul resource. Computing offloading is conducted to guarantee the delay requirement of users. Then we formulate a virtual resource allocation problem, in which user association, power control, caching and computing offloading policies and resource allocation are jointly considered. Since the original problem is a mixed combinatorial problem, necessary variables relaxation and reformulation are conducted to transfer the original problem to a convex problem. Furthermore, alternating direction method of multipliers (ADMM) algorithm is adopted to obtain the optimal solution. Finally, extensive simulations are conducted with different system configurations to verify the effectiveness of the proposed scheme.
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I. INTRODUCTION

In recent years, with the development of smart phones, more and more heterogeneous services and related applications are emerging, such as high-speed multimedia, interactive gaming and AR/VR applications. The high-data-rate service and computation-sensitive service become two typical heterogeneous services. And the requirements with high quality of experience (QoE) make the shortage of spectrum resource become especially prominent. However, with recent advances in self-interference (SI) cancellation technologies, full duplex (FD) technology becomes an effective solution to improve the utilization of spectrum [1], [2]. which has attracted a lot of attentions and has been applied to other communication technologies, such as relay, small cell networks (SCNs) and device-to-device (D2D) communications [3], [4]. Although the system performance is significantly improved, how to satisfy different QoE requirements of heterogeneous services is very challenging. Only limited works have been done to combine FD technology with caching and mobile edge computing (MEC).

The rapid development of caching technology brings a new thought to high-data-rate services. Applying caching to heterogeneous network nodes can change the way of passive and reactive content request and transmission in the traditional communication network. Popular contents can be proactively predicted and cached in the storage facilities, which shortens the distance between users and contents and offers high-QoE services [7]. Besides, MEC is regarded as another promising technology to computation-sensitive services, which enables cloud-computing capabilities in radio access networks (RANs) in proximity to mobile subscribers. With MEC, the challenge about the relationship between resource-hungry applications and resource-constrained mobile devices can be overcome [8], [9]. More importantly, the QoE, especially delay, can be obviously improved when the computing tasks are offloading to MEC.

Although caching and MEC can bring a lot of benefits, how to efficiently integrate and manage different system resources becomes a challenge. Network function virtualization (NFV) is an effective approach to manage physical network infrastructures and wireless resources [10]–[12]. Through NFV, system resources can be dynamically and flexibly shared by users with differentiated services improving the resource utilization.

So, in this paper, we investigate the virtualized FD-enabled small cell networks framework with cache and MEC, where two heterogeneous services are considered. The joint resource allocation problem is formulated. The distinct features of this paper are summarized as follows.

- We design a novel virtualized FD-enabled small cell networks framework with caching and MEC. From the perspective of heterogeneous services, we aim at high-data-rate and computation-sensitive services. And NFV is enabled to guarantee the feasibility and flexibility of the framework. Moreover, FD and caching can complement to offer high-data-rate service saving backhaul resource.
- Different from existing works, in this paper, we formulate a joint virtual resource allocation problem, where user association, power control, caching and computing offloading policies and joint resource allocation are taken into account, which satisfies users’ QoE requirements.
- Due to the non-convexity of original problem, we transfer the original problem to a convex problem by variables relaxation and reformulation. A distributed algorithm is adopted to obtain the optimal solution with low complexity. Simulation results show the superiority of our scheme.
Fig. 1. A virtualized FD-enabled small cell networks with cache and MEC.

II. NETWORK FRAMEWORK AND SYSTEM MODEL

A. Network Framework

As illustrated in Fig. 1 (a), the virtualized FD-enabled small cell networks framework consists of three layers. In the mobile network virtualized operator (MVNO) layer, there are a lot of MVNOs which can lease different physical infrastructures and resources through NFV. Access layer consists of one macro base station (MBS) and some SBSs with different cache and MEC. Corresponding, two kinds of users with different service requirements are deployed in the user layer. In this framework, users do not have the authorization to access the SBSs directly. Instead, they receive the virtualized services from the MVNOs. For simplicity, user mobility [13] and handover [14]–[16] are not considered in this paper. Each MVNO is corresponding to a SBS with cache and computing hardware. According to users’ requests, with the management of MVNOs, the SBSs and related resources can finally be allocated to users.

As shown in Fig. 1 (b), there are two kind of content delivery ways for users with high-data-rate service (named Service I). The SBSs can directly communicate with users when required contents are cached, like User 1. Otherwise, users will request the content to the MBS by FD communication, like User 2. Thus, caching and FD communication can efficiently supplement each other to serve the users with Service I. As for users with computation-sensitive service (named Service II), computing tasks can be offloaded to the MEC to execute with low delay when with good channel conditions and reasonable resource allocation.

B. System Model

In our framework, let $S = \{1, \ldots, S\}$ denote the set of SBSs. According to two main service requirements, the $K$ users can be classified into two classes. And the corresponding user sets are denoted $\Omega_A = \{1, \ldots, K_1\}$ and $\Omega_B = \{K_1 + 1, \ldots, K\}$, respectively. In this paper, the frequency division duplex (FDD) is adopted, where the downlink (uplink) spectrum is allocated for users with Service I (II). The corresponding bandwidths are denoted as $B_d$ and $B_u$. Meanwhile, the orthogonal spectrum scheme is adopted which enables no interference among users in the DL and UL transmissions. We first consider the content direct delivery, the achievable spectrum efficiency of UE $i$ in SBS $k$ in the downlink is shown as

$$r_{ik} = \log_2(1 + \frac{p_{ki}h_{ki}}{\sigma^2}),$$

where the $p_{ki}$ is the transmission power of SBS $k$ for user $i$ and the $h_{ki}$ is the channel gain from the SBS $k$ to user $i$.

When contents are not cached, FD communication is adopted. The SBS receives data from the MBS while it transmits data to its users at the same time in the same frequency band with SI. Then for the access downlink in FD communication, the spectrum efficiency of user $i$ in SBS $k$ is same as the one in direct delivery, which can be also denoted as $r_{ik}$. In the backhaul downlink, the spectrum efficiency of user $i$ is expressed as

$$r_{ik}^h = \log_2(1 + \frac{a_{ik}P_mh_{ik}^m}{SI + \sigma^2}),$$

where $P_m$ and $a_{ik}$ are total power of MBS and the fraction of power allocated to the link with SBS $k$ and UE $i$, respectively. $h_{ik}^m$ is the corresponding channel gain. $SI = \omega p_{ki}$ is residual SI where $\omega$ is the residual SI gain [17].

Caching model includes the current content caching and content refreshment. Let $\text{hit}_{ik} \in \{0, 1\}$ be the current content caching indicator. And $\text{hit}_{ik} = 1$ means that the content requested by UE $i$ has been cached in SBS $k$. $\text{hit}_{ik} = 0$ means opposite. We assume that the popularity of contents (request probability of contents) follows Zipf distribution [18]. The popularity of the $f$th popular content out of the overall $F$ types contents can be described as $p_f = \frac{Q}{f^\mu}$, where the parameter $\mu \geq 1$. And $Q = 1/\sum_{f=1}^F \frac{1}{f^\mu}$. In addition, we introduce binary variable $c_{ik} \in \{0, 1\}$ as the content refreshment indicator. Namely, $c_{ik} = 1$ indicates that the SBS $k$ caches the content requested by user $i$ and $c_{ik} = 0$ otherwise. Please note that $c_{ik} = 0$ if $\text{hit}_{ik} = 1$ to avoid repeated caching.

Then a computing offloading model is proposed for users with Service II. We assume each computing task can not be further divided and can be described as $M_j = \{R_j, D_j\}$ where $R_j$ is the size of input data to MEC and $D_j$ denotes the computing capability required for this task which is quantized by the number of CPU cycles [19]. Due to the fact that computing tasks can be executed locally or be offloaded to the MEC server, the relevant overheads are discussed.

Local Execution: Let $w_{ij}^l$ denote the local computing capability (CPU cycles). The total execution time for UE $j$ can be given as $t_{ij}^l = D_j/w_{ij}^l$.

Computing Offloading: Let $w_{ik}^m$ denote the MEC computing capability in SBS $k$. And $z_{jk} \in \{0, 1\}$ is the fraction indicator of computing resource of SBS $k$ allocated to UE $j$. Thus, the execution time $t_{ijk}^m$ in MEC for UE $j$ is $t_{ijk}^m = D_j/z_{jk} w_{ik}^m$. And uplink transmission time is $t_{ijk}^h = R_j/y_{jk} B_u r_{jk}$ where denominator item is transmission rate of user $j$. The total time to complete the task $M_j$ in MEC is denoted as $t_{ij}^m = t_{ijk}^m + t_{ijk}^h$. 


III. PROBLEM FORMULATION

A. Constraints

Let $x_{ik} \in \{0, 1\}$ denote the association indicator for users with Service I, where $x_{ik} = 1$ indicates that user $i$ chooses to access to the SBS $k$, otherwise, $x_{ik} = 0$. Similarly, for users with Service II, $x_{jk} \in \{0, 1\}$ denotes the computing offloading indicator (association variable). Then user association constraints are given as follows.

$$C1 : \sum_{k \in S} x_{ik} \leq 1, \forall i \in \Omega_A.$$  \hspace{1cm} (3)

$$C2 : \sum_{k \in S} x_{jk} \leq 1, \forall j \in \Omega_B.$$  \hspace{1cm} (4)

Constraints 1 and 2 show every user with Service I/II can only be served by a SBS.

Let $y_{ik} \in [0, 1]$ and $z_{jk} \in [0, 1]$ denote the fraction indicator of the frequency bandwidth allocated to user $i$ or user $j$ associated with SBS $k$ in the downlink and uplink transmission. Then the downlink and uplink bandwidth constraints can be formulated as

$$C3 : \sum_{k \in S} \sum_{i \in \Omega_A} x_{ik} y_{ik} \leq 1.$$  \hspace{1cm} (5)

$$C4 : \sum_{k \in S} \sum_{j \in \Omega_B} x_{jk} z_{jk} \leq 1.$$  \hspace{1cm} (6)

As for users with Service I, the requirement for high data access downlink, the transmission rate constraint is formulated as

$$C5 : \sum_{k \in S} x_{ik} y_{ik} B_d r_{ik} \geq R_d^i, \forall i \in \Omega_A.$$  \hspace{1cm} (7)

In addition, FD communication requires that transmission rate in the backhaul downlink is higher than the one in the access downlink, namely $r_{ik}^B \geq r_{ik}$ when the required content is not cached. So we can get

$$C6 : x_{ik} a_{ik} \geq \frac{x_{ik}(1 - \text{hit}_{ik}) y_{ik} h_{ik}(\varpi p_{ki} + \sigma^2)}{P_m h_{ik}^m \sigma^2}, \forall k, i,$$  \hspace{1cm} (8)

where FD communication is adopted when $\text{hit}_{ik} = 0$.

In FD communication, the MBS power is limited so that only limited backhaul links are served. And $a_{ik} \in [0, 1]$ is the fraction indicator of the power of MBS. So we can get

$$C7 : \sum_{k \in S} \sum_{i \in \Omega_A} a_{ik} \leq 1.$$  \hspace{1cm} (9)

As for Service II, the constraint that delay in MEC should be less than the minimal computing delay $t_0$, that is $t_j^c \leq t_0, \forall j \in \Omega_B$. Since $t_j^c$ is the sum of transmission delay and execution delay, we extend the delay requirement to two constraints to avoid one of them in $t_j^c$ to occupy too much resulting to unfair and unreasonable resource allocation. The transmission delay threshold is $T_u$, and the execution delay is less than the difference value $t_0 - T_u$. The detailed constraints are formulated as $C8$ and $C9$.

$$C8 : t_j^c \leq T_u, \forall j \in \Omega_B.$$  \hspace{1cm} (10)

$$C9 : t_j^c \leq t_0 - T_u, \forall j \in \Omega_B.$$  \hspace{1cm} (11)

Another constraint is the size of all cached contents in every SBS in the content refreshment period should not exceed the storage capability. Then the caching storage constraint is formulated as

$$C10 : \sum_{i \in \Omega_A} x_{ik} c_{ik} d_{ik} \leq D_k, \forall k \in S.$$  \hspace{1cm} (12)

where $D_k$ is the left storage capability of SBS $k$. And the $d_{ik}$ is the size of content requested by user $i$ associated with SBS $k$. And $c_{ik} \in \{0, 1\}$ is the cache refreshment indicator.

Similarly, each MEC server has a limited computing capability and $z_{jk} \in [0, 1]$ is the fraction indicator of the computing resource. Then the computing constraint is formulated as

$$C11 : \sum_{j \in \Omega_B} x_{jk} z_{jk} \leq 1, \forall k \in S.$$  \hspace{1cm} (13)

B. Utility Function

Considering that the different performance criteria in two heterogeneous services lead to different revenues and costs, we use the subtraction between system revenues and costs as the system utility function. In Service I, the saved backhaul band contains two parts: part one from local caching or FD communication and part two from caching refreshment policy, which is denoted as

$$C_{ik} = x_{ik} y_{ik} B_d r_{ik} + x_{ik} c_{ik} (1 - \text{hit}_{ik}) v_{ik}.$$  \hspace{1cm} (14)

where $v_{ik} = q_{ik} d_{ik}$ is the average size of the cached content with refreshment policy.

In addition, we can get the consumed band, cache and power for user $i$ which are denoted as $C_{ik} = x_{ik} y_{ik} B_d, \text{Cache}_{ik} = x_{ik} c_{ik} (1 - \text{hit}_{ik}) s_{ik}$ and $Q_{ik} = (1 - \text{hit}_{ik}) a_{ik}^m P_m$, respectively. And $s_{ik}$ is the size of required content. In order to maximize the total utility of all MVNOs, it is necessary to efficiently allocate the virtual resources and guarantee the fairness during the resource allocation process. Then we apply the logarithmic function to the utility function as the method in [17] since the logarithmic function is a nondecreasing and concave function. $R_{ik}$ and $R_{jk}$ are the sum rate for user $i$ and $j$. Then we define $R_{ik}^c = \log R_{ik}, C_{ik} = \log C_{ik}, R_{ik}^c = \log R_{jk}$. Thus, the utility function for user $i$ can be formulated as

$$u_{ik} = \alpha_i R_{ik}^c + \beta_i C_{ik} - \gamma_i G_{ik} - \eta_i \text{Cache}_{ik} - \varepsilon_i Q_{ik}$$

$$= \alpha_i x_{ik} \log y_{ik} B_d r_{ik} - \gamma_i x_{ik} y_{ik} B_d$$

$$+ \beta_i x_{ik} \log (y_{ik} B_d r_{ik} + c_{ik}(1 - \text{hit}_{ik}) v_{ik})$$

$$- \eta_i x_{ik} c_{ik} (1 - \text{hit}_{ik}) s_{ik} - \varepsilon_i (1 - \text{hit}_{ik}) a_{ik}^m P_m$$  \hspace{1cm} (15)

where $\alpha_i$ and $\beta_i$ denote revenue coefficient per unit of received data rate and saved backhaul resource. We define that $\gamma_i, \varepsilon_i, \eta_i$ are the price coefficient of downlink communications for
consuming system bandwidth, MBS power in the FD backhaul transmission and caching, respectively.

Similarly, for Service II, the revenues are from transmission rate of input data and the saving energy consumption of users at the cost of the frequency bandwidth and computing resource. With the increasingly rigid environmental standards and rising energy costs, there are great interests on the energy issues in wireless networks [20]–[23]. Therefore, we need to model energy consumption. We denote $\psi_j$ and $\theta_j$ as the the revenue coefficient per unit of transmitting the computing data and saving energy for user $j$. And $\varphi_j$ and $\phi_j$ are the price coefficient per unit of consumed computing resource and frequency band. Thus, the utility function of user $j$ with Service II is given as

$$u_{jk} = \psi_j x_{jk} \log y_{jk} B_j r_{jk} + \theta_j x_{jk} \frac{D_j}{w_j} p_j^l - \phi_j x_{jk} y_{jk} B_a$$

where $p_j^l$ is the power of user $j$ to execute the computing task locally. In consequence, the resource allocation problem is formulated as

$$\max_{(x_i, x_j, y_i, y_j, z_i, z_j, \cdots, \alpha)} \sum_{i \in \Omega_A} (\sum_{j \in \Omega_B} u_{ik} + \sum_{j \in \Omega_B} u_{jk}).$$

s.t. $C1 - C11$.

IV. PROBLEM REFORMULATION AND SOLUTION

A. Problem Reformulation

Firstly, the variable relaxation is conducted. We relax the binary variables $x_{ik}$, $x_{jk}$ and $c_{ik}$ to the continuous variables, that is $x_{ik} \in [0, 1]$, $x_{jk} \in [0, 1]$ and $c_{ik} \in [0, 1]$. The relaxed variables can be regarded as the sharing in the time scale.

We define $\tilde{y}_{ik} = x_{ik} y_{ik}$, $\tilde{c}_{ik} = x_{ik} c_{ik}$, $\tilde{a}_{ik} = x_{ik} a_{ik}$, $\tilde{y}_{jk} = x_{jk} y_{jk}$, and $\tilde{z}_{jk} = x_{jk} z_{jk}$. Taking $\tilde{y}_{ik} = y_{ik} x_{ik}$ for example, we can see $y_{ik} = \frac{\tilde{y}_{ik}}{x_{ik}}$ except $x_{ik} = 0$ due to the loss of definition at $x_{ik} = 0$. To guarantee one-to-one mapping in the variable substitution process, we complement the definition when $x_{ik} = 0$ where definition is presented as

$$y_{ik} = \begin{cases} \frac{\tilde{y}_{ik}}{x_{ik}} & \text{if } x_{ik} > 0, \\ 0 & \text{otherwise.} \end{cases}$$

Then in the same way, we can complement the definition of $y_{jk}$, $c_{ik}$, $a_{ik}$, and $z_{jk}$ to conform to one-to-one mapping of variables. Then the original problem is reformulated as (19).

Based on variable substitution above, the convexity of optimization problem (19) can be proved. Firstly, in terms of the objective function, some similar structures like $x_{ik} \log \frac{\tilde{y}_{ik}}{x_{ik}}$ are well-known perspective function of logarithmic function [24]. Based on related works [17], the convexity can be obtained. The convexity of the perspective function keeps consistent with the original function and the function $\log \frac{\tilde{y}_{ik}}{x_{ik}}$ is concave about $y_{ik}$, so $x_{ik} \log \frac{\tilde{y}_{ik}}{x_{ik}}$ is concave. Similarly, $x_{ik} \log \frac{\tilde{c}_{ik}}{x_{ik}}$, $x_{ik} \log \frac{\tilde{a}_{ik}}{x_{ik}}$, $x_{jk} \log \frac{\tilde{y}_{jk}}{x_{jk}}$, $x_{jk} \log \frac{\tilde{z}_{jk}}{x_{jk}}$ are concave. With the theory that a negative concave problem is a convex problem, we can conclude that the form of the objective function in (19) is a linear sum of convex problems. In consequence, the optimization problem (19) is a convex problem.

$$\max_{(x_i, x_j, y_i, y_j, z_i, z_j, \cdots, \alpha)} \sum_{k \in S} (\sum_{i \in \Omega_A} u_{ik} + \sum_{j \in \Omega_B} u_{jk}).$$

s.t. $C1, C2$.

$$C3': \sum_{k \in S} \sum_{i \in \Omega_A} y_{ik} \leq 1.$$  

$$C4': \sum_{k \in S} \sum_{j \in \Omega_B} y_{jk} \leq 1.$$  

$$C5': \sum_{k \in S} \tilde{y}_{ik} B_k r_{ik} \geq R_i, \forall i \in \Omega_A.$$  

$$C6': \tilde{a}_{ik} \geq x_{ik}(1 - \hat{t}_{ik}) p_{ki} h_{ki} \left(\frac{\sigma^2}{\gamma k S_i} + \sigma^2\right), \forall i, k.$$  

$$C7': \sum_{k \in S} \sum_{i \in \Omega_A} \left(1 - \hat{t}_{ik}\right) \tilde{a}_{ik} \leq 1.$$  

$$C8': r_{jk} = \tilde{y}_{jk} B_k r_{jk} \geq R_j, \forall j \in \Omega_B.$$  

$$C9': \frac{D_j}{x_{jk} w_{jk}} = \frac{D_j}{z_{jk} w_{jk}} \leq L_0 - T_u, \forall j \in \Omega_B.$$  

$$C10': \sum_{i \in \Omega_A} \tilde{c}_{ik} d_{ik} \leq D_k, \forall k \in S.$$  

$$C11': \sum_{j \in \Omega_B} \tilde{z}_{jk} \leq 1, \forall k \in S.$$  

(19)

B. Problem Solution

Due to the constraints, optimization variables are not separable with respect to each SBS. In order to achieve a distributed optimization algorithm, necessary decoupling measures are conducted. Therefore, we introduce $\hat{x}_k^k$, $\hat{x}_j^k$, $\hat{y}_k^k$, $\hat{y}_j^k$ and $\hat{a}_k$ as the local copies of global association indicator for SBS $k$, which can be interpreted as the SBSs’ opinion about the corresponding global variable. Besides, the consistence between all local variables and the associated global variables should be held. Namely, $x_{ik} = \hat{x}_k^k$, $y_{ik} = \hat{y}_k^k$, $a_{ik} = \hat{a}_k^k$, $\forall i, k, n$ and $\hat{x}_j^k = x_{jn}$, $\hat{y}_j^k = y_{jn}$, $\forall j, k, n$. By introducing the local vectors $\hat{x}_k^k$, $\hat{x}_j^k$, $\hat{a}_k$, $\hat{y}_k^k$, $\hat{y}_j^k$ and $\hat{x}_j^k$ into (19), the feasible set of local vectors for each SBS $k$ can be defined as $\Phi_k$.

Then we can get the local utility function for SBS $k$ as

$$g_k = \begin{cases} -(\sum_{i \in \Omega_A} u_{ik} + \sum_{j \in \Omega_B} u_{jk}) & \hat{x}_k^k, \hat{y}_k^k, \hat{c}, \hat{x}_j^k, \hat{y}_j^k, \hat{z}, \hat{a} \in \Phi_k \\ 0 & \text{otherwise} \end{cases}$$

(20)

Therefore, we can get the global consensus problem of problem (19) as follows

$$\min G(\hat{x}_k^k, \hat{y}_k^k, \hat{c}, \hat{x}_j^k, \hat{y}_j^k, \hat{z}, \hat{a}) = \sum_{k \in \mathcal{S}} g_k(\hat{x}_k^k, \hat{y}_k^k, \hat{c}, \hat{x}_j^k, \hat{y}_j^k, \hat{z}, \hat{a})$$

s.t. $\hat{x}_k^k = x_{ik}$, $\hat{y}_k^k = y_{ik}$, $\hat{a}_k^k = a_{ik}$, $\forall i, k, n$.

$$\hat{x}_j^k = x_{jn}, \hat{y}_j^k = y_{jn}, \forall j, k, n.$$  

(21)

It can be seen that the objective function is separable across SBSs. However, the global variables involved in the
consensus constraints couple the problem with respect to the SBSs. Alternating direction method of multipliers (ADMM) algorithm is applied to solve this problem in a distributed way. ADMM is an effective distributed algorithm to solve the convex problem with quick convergence, which is suitable to the features in our problem. First, an augmented Lagrangian is formulated with respect to the consensus constraints. The augmented Lagrangian is formulated as (22).

And $\lambda_i, \nu_k, \zeta_k, \xi_k, \omega_k$ are the vector of Lagrange multipliers and penalty parameter $\rho \in \mathbb{R}_{++}$ is a positive constant parameter to determine the convergence speed. The ADMM method is composed of sequential optimization phases over the primal variables followed by the method of multipliers update for the dual variables. The system optimal solutions are calculated by sequential iteration for local variables, global variables and dual variables. The detailed steps are as follows: By applying the ADMM to problem (21), we first minimize the augmented Lagrangian in (22) over the local variables, accordingly, perform global variables update, and finally, the dual-variable is updated. After several iterations, ADMM will converge to the optimal solution.

V. Simulation Results and Discussions

In this section, the performance in our proposed scheme is demonstrated by comparing with the followed schemes: (a) Scheme 1 only with (w.) FD but without (w.o.) caching; (b) Scheme 2 only with caching but without FD. Meanwhile, the performance is considered from the number of users, the number of SBSs and hit ratio. And the metric of performance is measured through the system utility and system cost.

In the simulation, we consider a single cell covered with $1000 m \times 1000 m$. One MBS is located at the center of the cell, SBSs and users with a random deployment. The transmit power of MBS, SBSs, and users are $46 dBm$, $20 dBm$ and $10 dBm$, respectively. And the available bandwidth of downlink and uplink are both $20 MHz$. For simplicity, assume that the numbers of users with Service I and II are same (named the number of user pair). And caching is cheaper than the cost of power in FD communication. Then we take $\alpha_i = 4 \times 10^6 units/bps$, $\beta_i = 5 \times 10^6 units/bps$, $\gamma_i = 10 units/Hz$, $\varepsilon_i = 10^7 units/W$, $\eta_i = 2 \times 10^6 units/Mb$, $\forall i \in \Omega_A$ and $\psi_j = 2 \times 10^6 units/bps$, $\theta_j = 2 \times 10^8 units/Joule/s$, $\phi_j = 10 units/Hz$ and $\vartheta_j = 2.7 \times 10^8 units/GHz \forall j \in \Omega_B$.

Fig. 2 reveals the impact of the number of user pairs on system utility in the three different schemes. As illustrated in Fig. 2, system utility increases with the number of user pairs increasing. But the trend becomes slow. At first, the system resources are enough to allocate to users, with the increasing of users, resources including the number of SBSs, frequency band, caching, computing, and MBS power become the constraint to system utility. In addition, we can see our proposed scheme is superior to the other two schemes. The gaps of utility value among different curves mainly come from Service I where FD and caching can guarantee users served without backhaul band. By contrast, Scheme 1 only achieve FD communication by using more expensive power resource.

And Scheme 2 inevitably depend on the backhaul resource due to different caching ratio. Moreover, the performance of Scheme 1 is superior to Scheme 2. This is because that fewer contents are cached when the number of SBSs is small.

The effect of number of SBSs on system performance is revealed in Fig. 3. The value of system utility increases as the number of SBSs increases and our proposed scheme is superior to the other two schemes. This is because more dense deployment of SBSs can efficiently improve user association and resource allocation, and more users can be better served in the downlink and uplink. And the trend of increasing becomes slow since the number of users is limited. When the number of users is large enough, system resource becomes the constraint to system utility. Besides, we can find that Scheme 1 is superior to Scheme 2 at first. With the number of SBSs increasing, Scheme 2 is better than Scheme 1. It is because that more contents can be cached to serve users locally with the number of SBSs increasing.

VI. Conclusions and Future Work

In this paper, we presented a novel virtual small cell network framework. Then we proposed a joint scheme with respect to two main heterogeneous services. FD communication and cache were integrated closely to effectively save the backhaul resource. Then we formulated the user association, power control, caching and computing policies and joint resource allocation problem. Necessary variables relaxation and re-formulation were conducted to guarantee the convexity of optimize problem. A distributed algorithm was applied to obtain the optimal solution with low complexity. Simulations results showed that our proposed scheme is superior to the other two schemes from the aspects of system utility and system cost. Future work is in progress to consider non orthogonal multiple access in the proposed scheme.
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