Explosive reconnection of double tearing modes in relativistic plasmas: application to the Crab flares
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ABSTRACT
Magnetic reconnection associated to the double tearing mode is investigated by means of resistive relativistic magnetohydrodynamic simulations. A linearly unstable double current sheet system in two-dimensional Cartesian geometry is considered. For initial perturbations of large enough longitudinal wavelengths, a fast reconnection event is triggered by a secondary instability that is structurally driven by the non-linear evolution of the magnetic islands. The latter reconnection phase and time-scale appear to weakly depend on the plasma resistivity and magnetization parameter. We discuss the possible role of such explosive reconnection dynamics to explain the MeV flares observed in the Crab Pulsar nebula. Indeed, the time-scale and the critical minimum wavelength give constraints on the Lorentz factor of the striped wind and on the location of the emission region, respectively.
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1 INTRODUCTION
Magnetic reconnection is a key process for the dissipation of magnetic energy in a variety of astrophysical and laboratory plasmas. This is particularly the case for pulsars and magnetars environments, which manifest strong flares in X-rays and gamma-rays (Palmer et al. 2005; Striani et al. 2011). This bursty activity is usually attributed to the sudden release and conversion of magnetic energy into other forms of energy, let it be thermal and/or kinetic, in a way similar to solar flares (Priest & Forbes 2000).

The presence of current sheets around strongly magnetized neutron stars suggests that the tearing instability may be a good candidate to drive reconnection (Lyutikov 2003). The linear and non-linear development of the single tearing mode in relativistic magnetically dominated regime has been investigated in the literature (Komissarov, Barkov & Lyutikov 2007, and references therein). Their results show the release of magnetic energy via the formation and growth of magnetic islands on a Sweet–Parker-like timescale proportional to \( S^{1/2} \), where \( S = \frac{4}{\alpha} \frac{\eta}{\rho} \), \( \eta \) being the Lundquist number defined by \( S = \frac{4}{\alpha} \frac{\eta}{\rho} \), \( \rho \) the current sheet thickness, \( c \) the light speed and \( \eta \) the resistivity. This scaling follows the same law as in the non-relativistic regime (Priest & Forbes 2000). In this work, the Lundquist number \( S \) is considered to be \( S \gg 1 \).

As a consequence, it is very uncertain that the relativistic tearing mode can grow on a time-scale fast enough to explain the short flare-rising time observed in pulsar wind nebula like in the Crab Nebula (\( \sim \) a few hours, see Striani et al. 2011). Moreover, the plasma flow associated to the tearing instability is largely sub-Alfvénic and sub-relativistic, with a value that is at least two orders of magnitude smaller than the value deduced from the relativistic bulk flow expected from such energetic flares (Buehler et al. 2012). Consequently, extremely short time-scales deduced from such highly energetic flares are appealing and probably require another mechanism.

The magnetic structure of the pulsar magnetosphere involves the presence of a current sheet wobbling around the equatorial plane (Coroniti 1990). It is well known that such configurations are subject to multiple tearing modes, rather well studied in laboratory magnetic confinement systems [see for example Bierwage et al. (2005) and references therein]. A particularly interesting result has been obtained in the non-relativistic framework, where a fast reconnection phase has been identified during the (slower) non-linear evolution of double tearing modes (DTM) (Pritchett, Lee & Drake 1980). It manifests itself as a secondary instability leading to the merging of the magnetic islands initially situated on the two separated current layers (Ishii, Azumi & Kishimoto 2002; Janvier, Kishimoto & Li 2011b). Interestingly, the process is considered to be explosive as the time-scale of the instability is shown to weakly depend on the Lundquist number, scaling as \( \sim S^0 \) with \( \alpha \) in the range [0 : 0.2] (Wang et al. 2007). The associated plasma flow is also shown to be much stronger than the value obtained from a single tearing mode evolution, with a magnitude approaching the Alfvén speed.

The aim of the present study is precisely to extend these results to relativistic plasmas. One must note that, mainly for numerical reasons, we limit ourselves to only mildly relativistic velocities with an Alfvén speed \( c_A \lesssim 0.8c \). We use resistive
relativistic magnetohydrodynamic (RRMHD) simulations in a simple two-dimensional Cartesian geometry. The non-linear dynamics is considered with respect to varying longitudinal wavelengths $\lambda$, changes in the Lundquist number $S$ and in the magnetization parameter $\sigma$. The Letter is organized as follows. The model and numerical setup are described in Section 2. In Section 3, the results are presented. Finally, a discussion on the consequences for pulsar wind nebula and neutron star magnetospheres is considered in Section 4, and a conclusion is drawn in Section 5.

2 MODEL AND NUMERICAL SETUP

We perform numerical simulations by using the RRMHD equations described in detail by Zenitani, Hesse & Klimas (2010). These equations are solved by a variant of Komissarov (2007) time-split Harten-Lax-Van Leer method, where the stiff non-ideal terms are treated using a relaxation scheme. A hyperbolic divergence cleaning method is also used in order to deal with the solenoidal condition (Dedner et al. 2002). For more details about the code, the reader is referred to Zenitani et al. (2010) and references therein. The light speed is conveniently normalized to unity, $c = 1$. We start with an initial double Harris-sheet-like configuration

\[ B = B_0 [1 + \tanh [(y - y_0)/l] - \tanh [(y + y_0)/l]] x, \]

where $B_0$ is the maximum magnetic field amplitude. The initial temperature $T$ is assumed to be uniform, and the plasma density variation follows the expression

\[ \rho = \rho_0 + \rho_0 \left[ \cosh^{-2} [(y - y_0)/l] + \cosh^{-2} [(y + y_0)/l] \right]. \]

This corresponds to a structure in equilibrium as the thermal pressure is taken to be $P = \rho$. The amplitude of the magnetic field is set so that $B_0^2/2 = 1$. Throughout our study, the current sheet thickness is taken to be $l = 1$ and the half-separation between the two current layers is $y_0 = 4$. We also fix the specific heat ratio at $\gamma = 4/3$. The initial density values are normalized, by using $\rho_0 = 1$, whilst the background value $\rho_0$ varies from case to case. Typically, we choose four values for this background density, namely $\rho_0 = 2, 1, 2/3$ and $1/3$, leading to four values for the corresponding background Alfvén speed $c_\text{A}$.

\[ \frac{c_\text{A}}{c} = \frac{B_0}{(\rho h + B_0^2)^{1/2}}, \]

where $h$ is the specific enthalpy, $h = 1 + \gamma P/[(\gamma - 1)]$. Note that the background density is also a measure of the magnetization of the system, as the magnetization parameter $\sigma$ follows the relation: $c_\text{A} = [\sigma/(\sigma + 1)]^{1/2}$ (Del Zanna et al. 2007). Consequently, the magnetization parameter values considered in our study are $\sigma = 0.2, 0.4, 0.6$ and 1.2. This magnetization parameter is different from the definition used in Takahashi et al. (2011) but similar to the one taken in Zenitani et al. (2010).

The simulation domain is bounded by a rectangular box of dimensions $[0: L_x] \times [-L_y/2: L_y/2]$, with a fixed size value in the perpendicular y direction $L_y = 30$. The longitudinal size $L_x$ can be adjusted in order to select different wavelengths, as periodic boundary conditions are applied at $x = 0, L_x$. Free boundary conditions are additionally imposed at $y = \pm L_y/2$. In most of the present study, a uniform resolution of 20 grid points per unit length-scale is chosen (i.e. 600 points across the full box width $L_x = 30$). We have checked that the latter grid resolution allows us to carry out calculations with a maximum Lundquist number of order 500, lower resistivity (e.g. higher Lundquist numbers) simulations being dominated by the numerical resistivity due to truncation errors inherent to the numerical scheme. Note also that a similar resolution is used in Zenitani et al. (2010).

A small perturbation with a maximum magnitude $\lesssim 10^{-4} \times B_0$ is added at $t = 0$ to the magnetic field components in order to trigger a tearing perturbation on each layer situated at $y = \pm y_0$.

3 RESULTS

The time evolution of a typical run with $S = 200$, a longitudinal length set to $L_x = 24$, and with $\rho_0 = 1$, is illustrated in Figs 1 and 2. For simplicity, we have arbitrarily chosen the spatial $x$ component of the four-velocity, $V_x$, as a diagnostic measure of the instability magnitude. In Fig. 2, it can be seen that the system evolution exhibits four distinct phases, three growing phases indicated by three hatched lines, and a last fourth decaying $V_x$ phase. The different phases can be connected to the corresponding plates of Fig. 1, showing $V_x$. [Figure 1 and 2]
overlaid with the magnetic field lines. Phase 1 (first panel of Fig. 1) corresponds to the early growth of two well-separated magnetic islands situated at the two current layers at $L_x = \pm 4$. Note that the upper island (with the $O$-point at $L_x = 12$) is shifted by one half longitudinal wavelength compared to the lower island (with the $O$-point located at $L_x = 0, 24$). It corresponds to the fact that an asymmetric instability is more unstable than a symmetric one. The time-scale for this first phase roughly corresponds to a Sweet–Parker-like process $\sim S^{1/2}$ (in agreement with the non-relativistic results; Wang et al. 2007). A transition to a second phase (2) then occurs, but with islands continuing to grow (second panel of Fig. 1) on a somewhat slower time-scale. Once a threshold is reached, visible at $t \gtrsim 1400$, the two islands start to grow in a more explosive way (Phase 3). During this phase, the islands interact more and more, leading to a triangular-shape deformation (third panel of Fig. 1). As a feedback, this structural deformation is able to drive a magnetic reconnection characterized by a merging process between the two islands at a time around the peak observed at $t = 1600$ in Fig. 2. Finally, a last phase is observed, where $V_x$ decays and the magnetic configuration relaxes towards a new stable state (last panel of Fig. 1).

The final state is observed to be free from magnetic islands and current layers, and the corresponding magnetic field lines tend to become straight again. We have checked that, during the whole process, the initial magnetic energy situated in the central region has been transformed into kinetic bulk flow and also into thermal energy, in roughly equal proportion.

The previous simulation shows a behaviour similar to what is expected from non-relativistic simulations (Janvier et al. 2011a,b; Zhang & Ma 2011). We have first checked the dependence with the longitudinal wavelength $L_x$ (see Fig. 3). Our results show that the secondary instability is present only when a minimum wavelength is selected, with a threshold value between 20 and 24 in our case. Otherwise, the growth of the two magnetic islands is observed to saturate with the perturbed velocity relaxing to zero (see the lower curve corresponding to a run using $L_x = 20$ in Fig. 3). This roughly agrees with the results of Janvier et al. (2011a,b) for which a criterion $L_x/y_0 \gtrsim 6$ was observed to be necessary for triggering the explosive secondary growth. Moreover, the run with $L_x = 20$ gives an estimate of the maximum velocity flow associated to a single tearing mode, thus confirming that the speed is very sub-Alfvénic and sub-relativistic (i.e. two to three orders of magnitude lower compared to the runs where the secondary explosive growth is triggered).

Secondly, we have examined the influence of the Lundquist number $S$. The results are plotted in Fig. 4 for a simulation using $L_x = 24$ and $\rho_0 = 1$ for four different values of $S$ (in the range $50–400$). A close inspection of the time-scale involved during the explosive growth (Phase 3) demonstrates that it only weakly depends on the resistivity. Even, mainly for numerical requirements, we were limited to a small range of $S$ values in this study, our estimate gives a tendency for a scaling close to $S^{0.2–0.3}$. The same conclusion holds if one takes the observed maximum $V_x$ velocity. A different scaling behaviour is however evident (in Fig. 4) when inspecting the effect of $S$ on the second phase. Indeed, we have found that the growth of this latter phase can be fitted with a scaling close to a purely resistive dependence $\sim S$. This result agrees with the non-linear evolution of a single magnetic island entering the saturation-Rutherford regime (Wang et al. 2007).

Finally, we have examined the effect of varying the background density $\rho_0$, in order to investigate the effect of the magnetization parameter. The results are plotted in Fig. 5 for a somewhat moderate range of four different values. Again, relatively weak dependence following $\sigma^{0.3}$ can be deduced from our simulations by using the measured time-scale or the maximum velocity as well.

As concerns the maximum velocity obtained during the simulations, the data plotted in the previous figures clearly show that
outflow relativistic speeds of the order of \( \sim 0.5c \) can be easily achieved in our mildly magnetized configurations. We can therefore expect that configurations having higher magnetization parameter and also higher Lundquist number should exhibit even faster flows.

4 DISCUSSION

The explosive character of the reconnection process is typical of a double current sheet layer. Those magnetic configurations exist in the so-called striped wind of a pulsar. It is therefore possible that this mechanism releases quickly a substantial fraction of the energy flux entailed in the Poynting dominated flow. An observational manifestation would be the gamma-ray flares recently discovered in the Crab Nebula (Buehler et al. 2012; Striani et al. 2013). Those flares came as a real surprise. It was long believed that the Crab Nebula was a steady-state emitter. Moreover, the variability on timescales of a few hours to a few days is too long to be immediately connected to the pulsar activity with period of 33 ms. It is too short to be attributed to the secular evolution of the Nebula itself. Lyubarsky (2012) argued that a kink instability in the polar region of the wind is responsible for the gamma-ray emission.

In this work, we claim that localized reconnection in the unshocked part of the striped wind triggers explosive reconnection which creates a radially sheared flow producing internal shocks as in the Gamma-Ray Burst models (see also Clausen-Brown & Lyutikov 2012) for another model with reconnection. A substantial fraction of the pulsar spin-down energy could be released by a clump of matter (i.e. plasmoid) moving outwards at relativistic speed and supplemented with fresh particles from the inner part of the wind. Magnetic reconnection is known to form plasmoids of hot plasma, which in our case are advected by the relativistic motion of the wind. Let us discuss in more detail the orders of magnitude. The above simulations showed that the rising time of the explosive phase last about 160 units of time. In the striped wind interpretation, the separation between the current sheets, 2 \( \gamma_0 \), is equal to half a wavelength \( \lambda_{\text{el}} \approx 2\pi r_{\text{el}} \) where \( r_{\text{el}} = c P \pi \) is the light-cylinder radius and \( P \) the period of the pulsar. This corresponds to the maximal separation of two current sheets when viewed in the equatorial plane. At higher latitudes, the separation becomes smaller and the explosive reconnection phase could be triggered earlier. To fix orders of magnitude, we choose in this discussion current sheets in the equator. According to Lorentz-time dilation and length contraction between the wind frame and the observer frame, the duration of the explosive rise as seen by this distant observer is \( \Delta T \approx 10^{-2} P \) (we took \( \gamma_0 = 4 \)), \( \Gamma \) being the Lorentz factor of the wind. Applied to the Crab with \( P = 33 \text{ ms} \) with typical rising time of about \( \tau_r \approx 10 \) h (Striani et al. 2013), the duration of the explosive time should be less than \( \Delta T \lesssim \tau_r \) h. We therefore infer a maximum Lorentz factor of \( \Gamma \approx 300 \) which is consistent with the magnitude expected at the base of the wind close to the light-cylinder where from independent models \( \Gamma \approx 20-50 \) (Pétri & Kirk 2005). Therefore, we conclude that explosive reconnection occurs outside the light-cylinder but not necessary very far away from the pulsar. We believe that the flares are still moving relativistically, dragged by the bulk motion of the wind, Doppler beaming and frequency shift are important. The peak energy observed at 380 MeV is thus only 1 MeV in the fluid frame and consistent with the synchrotron uppermost limit at about 250 MeV. Relativistic beaming is favoured by the correlation between peak energy and flux as discussed in Buehler et al. (2012). In Pétri (2012), we showed that Fermi observations can be reconciled with synchrotron emission in the striped wind including reconnection. The current sheet geometry was supposed stationary leading to pulsed emission. Reconnection destroys the regularity of the magnetic field; we then expected a disappearance of the pulsed emission but still MeV/GeV photons without any periodicity and associated with flares, a radically moving blob disconnected from the striped wind. Because the wind magnetization is high, magnetic energy liberation dominates the spin-down luminosity of the pulsar, increasing the flux received at Earth. A typical energy within a flare of one day \( t_f \approx 1 \text{ d} \) is \( E_f \approx 10^{34} \text{ J} \). The typical area of the reconnection layer is a square of length \( \lambda_{\text{el}} \). During this flare, the energy passing through this area is \( E_f \approx B^2 \lambda_{\text{el}}^2 c t_f /\mu_0 \). In order to get these energies of \( E_f \), the local magnetic field intensity in the flare has to be around 2 T. Taking into account the wave nature of the striped wind with \( B \approx B_{\gamma} r_\gamma /r \) and \( B_\gamma \approx 100 \text{ T} \), the emission region is located at \( r \approx 50 r_{\gamma} \). As a consequence, flares could emanate from the same site as the one producing the pulsed gamma-ray emission, location and Lorentz factor are consistent in both cases. At this stage of our model, it is impossible to discuss about their respective spectra because this requires a kinetic description of the reconnection site which is out of the scope of this study. Furthermore, at this stage of investigation of this work, we are not able to carry out an analysis to explain the rarity of the observed flares (a few events per year) (Striani et al. 2011). More research is needed for quantitative prediction, both in DTM theory and in pulsar wind nebula theory.

5 CONCLUSION

The multiphase non-linear development of DTM has been studied using RRMHD simulations of magnetically dominated plasmas. It starts with an early \( S^{1/2} \) Sweet–Parker-like phase characterized by magnetic islands growth, followed by a saturation in agreement with a slower \( S^1 \) Rutherford regime. A third phase exhibiting an explosive growth is then triggered when the longitudinal wavelength exceeds a critical value, that is \( \sim 6 \) times the half-separation length between the two current layers of our simple model. As previously obtained in classical MHD, we suggest that it represents a secondary instability driven by a geometrical deformation of the magnetic islands (Janvier et al. 2011a). It manifests by a fast merging process between the two islands. Our results also indicate a relatively weak dependence of the time-scale of the explosive phase with the resistivity and the magnetization parameter as well (i.e. \( \sim S^{0.2 - 0.3} \) and \( \sigma^{0.5} \), respectively).

Mainly for numerical reasons, in this work, we limit ourselves to values of \( S \) and \( \sigma \) that are probably only moderately high compared to more realistic expected values in pulsars environments. More numerical simulations are therefore needed in order to explore higher values. The recent MHD codes developed by Zanotti & Dumbser (2011) and Palenzuela et al. (2009) seem to be very promising tools in this respect.

In this study, we also focused on the DTM instability using a very simple configuration. As pulsar winds however exhibit more complex multiple current layers, multiple (or at least triple) tearing modes should be also explored.

Anyways, DTM is a better candidate than the simple tearing mode in order to explain the energetic Crab flares in the context of magnetic reconnection. Indeed, the explosive growth phase clearly involves a faster time-scale accompanied by a relativistic bulk flow that is not present in a simple tearing mode. Moreover, it puts some interesting constraints (see the above discussion) on the maximum Lorentz factor of the striped wind (\( \Gamma \approx 300 \)) and on the localization of the emission region respectively (\( r \approx 50 r_\gamma \)).
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