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Abstract

Epidemiologists and applied statisticians often believe that relative effect measures conditional on covariates, such as risk ratios and mean ratios, are “transportable” across populations. Here, we examine the identification of causal effects in a target population using an assumption that conditional relative effect measures (e.g., conditional risk ratios or mean ratios) are transportable from a trial to the target population. We show that transportability for relative effect measures is largely incompatible with transportability for difference effect measures, unless the treatment has no effect on average or one is willing to make even stronger transportability assumptions, which imply the transportability of both relative and difference effect measures. We then describe how marginal causal estimands in a target population can be identified under the assumption of transportability of relative effect measures, when we are interested in the effectiveness of a new experimental treatment in a target population where the only treatment in use is the control treatment evaluated in the trial. We extend these results to consider cases where the control treatment evaluated in the trial is only one of the treatments in use in the target population, under an additional partial exchangeability assumption in the target population (i.e., a partial assumption of no unmeasured confounding in the target population). We also develop identification results that allow for the covariates needed for transportability of relative effect measures to be only a small subset of the covariates needed to control confounding in the target population. Last, we propose estimators that can be easily implemented in standard statistical software.
INTRODUCTION

Many epidemiologists and applied statisticians believe that relative effect measures, such as risk ratios and mean ratios, possibly conditional on baseline covariates, are “transportable” across populations or at least more likely to be transportable compared with absolute effect measures [1–3]. For example, it is often believed that the (conditional) relative risk estimated in a trial is likely to apply to a new population of individuals in which the randomized treatments may be considered for clinical use. Yet, prior work on transportability methods has focused on assumptions of transportability of difference effect measures [4], or stronger assumptions requiring exchangeability in expectation or in distribution between the trial and the target population (e.g., [4, 5]). The only exception we are aware of is the work by Huitfeld et al. [6], which formally described an assumption of transportability of relative effect measures, but did not develop complete identification results using that assumption.

Here, we show that the condition of transportability of relative effect measures is incompatible with the previously described condition of transportability of difference effect measures, unless the treatment has no effect on average or one is willing to accept even stronger transportability assumptions (that imply transportability of both relative and difference effect measures). Under the assumption of transportability of relative effect measures, we develop identification results for the causal mean ratio and the average treatment effect in the target population. We begin by considering identification when the only treatment in use in the target population is the control treatment that is evaluated in the trial. We then extend these results to allow for treatment variation in the target population, such that the control treatment is only one of multiple treatments in use in the target population, under a partial exchangeability condition (i.e., a no unmeasured confounding assumption for the control treatment in the target population). We also develop identification results that allow for the covariates needed for transportability of relative effect measures to be only a small subset of the covariates needed to control confounding in the target population. Last, we describe easy to implement estimators, including some that do not require the availability of outcome information from the target population but instead use externally developed or “transported” models (from a different source population).
STUDY DESIGN, NOTATION, AND CAUSAL ESTIMANDS

Study design: Consider a non-nested study design where the investigators have data from a randomized trial that compared the treatments of interest and a separately obtained sample from a target population in which experimentation is not feasible [7]. This design can be used to learn about treatment effects in a target population that meets the eligibility criteria of the trial (in generalizability analyses) as well as broader target populations (in transportability analyses) [8]. Because we expect that the most common application of the proposed methods will be in transportability analyses, we use that term throughout. Our results, however, apply to both generalizability and transportability analyses.

Data: Let $X$ denote the baseline covariates; $S$ the source population ($S = 1$ for trial participants; $S = 0$ for the target population); $A$ the treatment; and $Y$ the binary, count, or continuous outcome measured at the end of the study. For simplicity, we assume that the treatment is binary. We shall refer to $A = 1$ as the experimental treatment and $A = 0$ as the control treatment. We model the trial data as independent and identically distributed draws of $(X_i, S_i = 1, A_i, Y_i)$, $i = 1, \ldots, n_1$, where $n_1$ is the number of trial participants. We model the data from the target population as independent and identically distributed draws of $(X_i, S_i = 0, A_i, Y_i)$, $i = 1, \ldots, n_0$, where $n_0$ is the number of individuals in a target population sample. We define $n$ as the total sample size in the composite dataset that includes data from both the trial and the target population sample, that is, $n = n_0 + n_1$. The distribution of the observable variables $(X, S, A, Y)$ in the population underlying the trial may be different from the distribution in the target population. For example, the baseline covariates have a different distribution in the two populations reflecting selective participation in the trial. Furthermore, the conditional distribution of treatment given the baseline covariates is also likely to differ between the two populations (e.g., treatment is often marginally randomized in $S = 1$ but depends on measured or unmeasured variables in $S = 0$). Throughout, we use $f(\cdot)$ to generically denote densities. In what follows all densities and expectations are with respect to the sampling scheme underlying the non-nested trial design [7].
Causal estimands: To define the causal estimands of interest, let $Y^a$ denote the potential (counterfactual) outcome under intervention to set treatment $A$ to $a$, possibly contrary to fact [9–11]. Here, $a = 1$ denotes intervention to set $A$ to the experimental treatment; $a = 0$ denotes intervention to set $A$ to the control treatment.

In the non-nested trial design, without additional knowledge regarding the marginal or conditional probability of participation in the trial, tenable estimands of interest are those in the target population (of non-randomized individuals) [8]. Here, we will focus on learning about the marginal causal mean ratio in the target population,

$$\frac{E[Y^1|S = 0]}{E[Y^0|S = 0]}$$

with $E[Y^a|S = 0] \neq 0$.

When the outcome is binary, the causal mean ratio equals the causal risk ratio in the target population,

$$\frac{Pr[Y^1 = 1|S = 0]}{Pr[Y^0 = 1|S = 0]}.$$ We use the more general term “mean ratio” because our results also apply to continuous and count outcomes. For completeness, we will also provide identification results for the average treatment effect in the target population:

$$E[Y^1 - Y^0|S = 0] = E[Y^1|S = 0] - E[Y^0|S = 0].$$

UNIFORM USE OF THE CONTROL TREATMENT IN THE TARGET POPULATION

We begin by considering the situation where the experimental treatment evaluated in the trial is unavailable in the target population and the control treatment evaluated in the trial is the only treatment in use in the target population. In other words, we assume that $A = 0$ for all individuals in the target population. This may be the case if the trial compares a new experimental treatment before approval for clinical use (a setup also adopted in [12]), against a control treatment that is uniformly applied in the target population (i.e., a “standard-of-care” treatment).

Identifiability conditions

We shall use the following identifiability conditions:

(A1) Consistency of potential outcomes: if $A_i = a$, then $Y_i = Y_i^a$, for each $a \in \{0, 1\}$ and for every individual $i$. 

3
Mean exchangeability over $A$ in the trial: for each $a \in \{0, 1\}$ and every $x$ with positive density in the trial $f(x, S = 1) \neq 0$, $E[Y^a|X = x, S = 1, A = a] = E[Y^a|X = x, S = 1]$.  

Positivity of treatment assignment in the trial: $Pr[A = a|X = x, S = 1] > 0$ for each $a \in \{0, 1\}$ and each $x$ with positive density in the trial $f(x, S = 1) \neq 0$.  

Conditional transportability (exchangeability) of relative effect measures over $S$ [6]:  

$\frac{E[Y^1|X = x, S = 1]}{E[Y^0|X = x, S = 1]} = \frac{E[Y^1|X = x, S = 0]}{E[Y^0|X = x, S = 0]}$,  

for every $x$ with positive density in the target population $f(x, S = 0) \neq 0$.

Uniform use of the control treatment in the target population: $S = 0 \implies A = 0$, that is, if $S_i = 0$, then $A_i = 0$ for every individual $i$.  

Positivity of trial participation: $Pr[S = 1|X = x] > 0$, for every $x$ such that $f(x, S = 0) \neq 0$.  

Reasoning about the identifiability conditions: Conditions (A1) through (A3), and (A6), are often invoked in generalizability or transportability analyses and we refer readers to recent work discussing them in detail [4, 13].  

Condition (A4), the key identifiability condition in this paper, connects conditional relative effect measures in the trial and the target population. This condition is often assumed informally when interpreting the results of trials and was formally stated in [6]. The positivity components of the formal statement of the condition are mild technical requirements to preclude division by zero. Leaving the positivity components aside, condition (A4) is weaker than assumptions of exchangeability in expectation or in distribution between the trial and the target population (see, e.g., [4, 5, 14–16]). Here, by “weaker” we mean that the assumptions of exchangeability in expectation or in distribution between the trial and the target population imply, but are not necessarily implied, by condition (A4).

Relationship between transportability of relative and difference effect measures  

In previous work (e.g., [4]), which aimed to identify the average treatment effect in the target population (i.e., to identify $E[Y^1 - Y^0|S = 0]$), when seeking to avoid assumptions of exchangeability in
expectation or in distribution between the trial and target populations, investigators have invoked
the following condition, instead of condition (A4):

\textit{(A4*) Conditional transportability (exchangeability) of difference effect measures over } S [4]:

\[ E[Y^1|x, S = 1] - E[Y^0|x, S = 1] = E[Y^1|x, S = 0] - E[Y^0|x, S = 0] \]

for every \( x \) with positive density in the target population \( f(x, S = 0) \neq 0 \).

As is the case for transportability of relative effect measure, transportability of difference effect
measures is weaker than exchangeability, in expectation or in distribution, between the trial and the
target population. Thus, it is natural to wonder what is the relationship between the two conditions
of transportability of effect measures. In the Appendix, we use a simple algebraic argument to
show that if one assumes that both conditions (A4) and (A4*) simultaneously hold, then at least
one of the following implications has to be true, for all \( x \) such that \( f(x, S = 0) \neq 0 \):

I1. the treatment has no effect on average, conditional on covariates, in both the trial and the
target population, that is, it has to be that \( E[Y^1|x, S = s] = E[Y^0|x, S = s] \), for \( s = 0, 1 \); or

I2. the potential outcomes are exchangeable in expectation over \( S \), for both treatments, that is,
it has to be that \( E[Y^a|x, S = 1] = E[Y^a|x, S = 0] \), for \( a = 0, 1 \).

It is also worth noting that if conditions (A1) through (A3), (A5), and (A6) also hold, then from
the two implications above we can obtain the following restrictions on the law of the observed data,
for all \( x \) such that \( f(x, S = 0) \neq 0 \):

R1. in the trial, the conditional expectation of the outcome within covariate level \( X = x \) among
individuals who receive the experimental treatment has to equal the conditional expectation
of the outcome within covariate level \( X = x \) among individuals who receive the control
treatment, that is, \( E[Y|X = x, S = 1, A = 1] = E[Y|X = x, S = 1, A = 0] \); or

R2. the conditional expectation of the outcome within covariate level \( X = x \) among individuals
in the trial assigned to the control treatment has to equal the conditional expectation of the
outcome within covariate level \( X = x \) among individuals in the target population, that is,
\( E[Y|X = x, S = 1, A = 0] = E[Y|X = x, S = 0] \).
Interestingly, restrictions R1 and R2 are at least in principle testable using the observed data, though formal (statistical hypothesis) testing of these conditions is challenging when $X$ is high-dimensional.

In practical applications, implication I1 will often be implausible. That is, we typically do not expect that the treatment has no effect (on average) within all levels of the covariates, both in the trial and the target population. Furthermore, methods that rely on transportability of (relative or difference) effect measures are often motivated by the belief that implication I2 is not plausible. In other words, reliance on assumptions (A4) or (A4*) is typically most useful when exchangeability in expectation between the trial and the target population is not plausible. If we find implications I1 and I2 implausible, or if restrictions R1 and R2 are incompatible with the data, we should conclude that at least one of conditions (A4) and (A4*) fails to hold (or that other conditions are violated).

This analysis suggests that we should largely view transportability of relative effect measures as incompatible with transportability of difference effect measures. Thus, in practical applications, we have to rely on substantive background knowledge to decide which, if any, of the two conditions is more plausible. Arguably, epidemiological and statistical lore takes condition (A4) as more plausible than assumption (A4*). Nevertheless, there is no logical reason to believe that is the case in general. We recommend case-by-case consideration of both assumptions in applied work. In the remainder of this paper, we will assume transportability of relative effect measures to obtain identification results for the causal estimands of interest.

**Identification under uniform use of the control treatment in the target population**

In the Appendix, we show that under conditions (A1) through (A6), listed above, the causal mean ratio $\frac{E[Y^1|S = 0]}{E[Y^0|S = 0]}$ is identifiable by

$$\phi \equiv E \left[ E \left[ \frac{E[Y|X, S = 1, A = 1]}{E[Y|X, S = 1, A = 0]} \bigg| S = 0 \right] \bigg| S = 0 \right].$$

Furthermore, the average treatment effect in the target population is identifiable by

$$\beta \equiv E \left[ E \left[ \frac{E[Y|X, S = 1, A = 1]}{E[Y|X, S = 1, A = 0]} \bigg| S = 0 \right] \bigg| S = 0 \right] - E[Y|S = 0].$$
Detailed derivations for these results are given in the Appendix. Here, we just highlight that the results depend on condition (A4), which states that conditional relative effect measures are transportable (used to re-express the numerator of the causal mean ratio in terms of observable variables), as well as condition (A5), which states that the control treatment is the only treatment available in the target population (used to re-express both the numerator and the denominator of causal mean ratio in terms of observable variables).

TREATMENT VARIATION IN THE TARGET POPULATION

Thus far, we have worked under a setup where all members of the target population receive the control treatment \( A = 0 \). We now consider the situation where there exists treatment variation in the target population, such that the control treatment is not the only treatment in the target population. In that case, the identification results in the previous section are unlikely to apply; we provide details in the Appendix, but the key issue is that in the presence of treatment variation in the target population condition (A5) is violated and the identification results for the previous section can be invalidated by the presence of confounding in the target population.

Progress may be possible, however, if substantive knowledge suggests the following exchangeability condition in the target population. Specifically, consider the following two conditions:

(B1) **Partial exchangeability in expectation over \( A \) in the target population**: for every \( x \) with positive density in the target population \( f(x, S = 0) \neq 0 \), \( E[Y^0|X = x, S = 0, A = 0] = E[Y^0|X = x, S = 0] \).

(B2) **Positivity of the conditional probability of receiving the control treatment \( A = 0 \) in the target population**: for every \( x \) with positive density in the target population \( f(x, S = 0) \neq 0 \), the probability of receiving the control treatment is positive \( \Pr[A = 0|X = x, S = 0] > 0 \).

We refer to condition (B1) as “partial exchangeability” because it pertains to only counterfactuals under the control treatment (i.e., the intervention to set treatment \( A \) to \( a = 0 \)). In applications, this condition will be an untestable (partial) assumption of no confounding in the target population; thus, it will require case-by-case examination on the basis of background knowledge. Similarly, condition (B2) only pertains to the target population probability of receiving the control treatment evaluated in the trial. This positivity condition is in principle testable but formal evaluation may be
challenging if \( X \) is high-dimensional [17].

As we show in the Appendix, under conditions (A1) through (A4), (A6), (B1), and (B2), we can identify the causal mean ratio in the target population by

\[
\chi \equiv E \left[ \frac{E[Y|X, S = 1, A = 1]}{E[Y|X, S = 1, A = 0]} \right] \frac{E[Y|X, S = 0, A = 0]|S = 0}{E[Y|X, S = 0, A = 0]|S = 0}.
\]  

(2)

Furthermore, we can identify the average treatment effect in the target population by

\[
\gamma \equiv E \left[ \frac{E[Y|X, S = 1, A = 1]}{E[Y|X, S = 1, A = 0]} \right] E[Y|X, S = 0, A = 0]|S = 0] - E \left[ E[Y|X, S = 0, A = 0]|S = 0] \right].
\]

What if confounding control in the target population requires additional covariates?

To simplify the results above, we assumed that the same vector of covariates \( X \) is adequate for condition (A4) and condition (B1). It will often be more reasonable, however, to assume that the set of covariates to render the trial and target population exchangeable is smaller than the set of covariates needed to control confounding in the target population. In fact, the preference for using relative effect measures is sometimes justified from the empirical observation that strong statistical interaction on the multiplicative scale is uncommon [3]. Suppose then that we collect from the sample of the target population an additional set of baseline covariates \( W \). In this situation, the data from the trial are modeled as independent and identically distributed draws of \((X_i, S_i = 1, A_i, Y_i), i = 1, \ldots, n_1\), where \( n_1 \) is the number of trial participants, and the data from the target population are modeled as independent and identically distributed draws of \((X_i, W_i, S_i = 0, A_i, Y_i), i = 1, \ldots, n_0\), where \( n_0 \) is the number of individuals in a target population sample. As before, we define \( n = n_0 + n_1 \).

Suppose that conditioning on \((X, W)\), but not \( X \) alone, is sufficient to control confounding in the target population. This means that we replace the two conditions given in the preceding section, with the following ones:

(C1) Partial mean exchangeability over \( A \) in the target population: for every \( x, w \) with positive density in the target population \( f(x, w, S = 0) \neq 0 \),

\[
E[Y^0|X = x, W = w, S = 0, A = 0] = E[Y^0|X = x, W = w, S = 0].
\]
(C2) Positivity of the conditional probability of receiving the control treatment $A = 0$ in the target population: for every $x, w$ with positive density in the target population $f(x, w, S = 0) \neq 0$, the probability of receiving the control treatment is positive $\Pr[A = 0|X = x, W = w, S = 0] > 0$.

In the Appendix, we show that under conditions (A1) through (A4), (A6), (C1), and (C2) the mean ratio in the target population is identified by

$$
\psi \equiv \frac{\mathbb{E} \left[ \mathbb{E} \left[ Y | X, S = 1, A = 1 \right] \right]}{\mathbb{E} \left[ \mathbb{E} \left[ Y | X, S = 1, A = 0 \right] \right]}.
$$

Furthermore, we show that the average treatment effect in the target population is identifiable by

$$
\delta \equiv \mathbb{E} \left[ \mathbb{E} \left[ Y | X, S = 1, A = 1 \right] \right] - \mathbb{E} \left[ \mathbb{E} \left[ Y | X, S = 0, A = 0 \right] \right].
$$

**ESTIMATION & INFERENCE**

**Estimation:** The most straightforward approach to estimate the functionals in the preceding section is to replace all quantities in the identification results with their sample analogs. To be concrete, starting with the causal mean ratio results, for $\phi$ we might use

$$
\hat{\phi} = \frac{\sum_{i=1}^{n}(1 - S_i) \hat{r}(X_i) \hat{g}(X_i)}{\sum_{i=1}^{n}(1 - S_i) Y_i},
$$

where $\hat{r}(X)$ is an estimator for the conditional relative effect measure in the trial, $\mathbb{E}[Y|X, S = 1, A = 1] / \mathbb{E}[Y|X, S = 1, A = 0]$, and $\hat{g}(X)$ is an estimator for the conditional expectation of the outcome in the target population, $\mathbb{E}[Y|X, S = 0]$. For $\chi$ we might use

$$
\hat{\chi} = \frac{\sum_{i=1}^{n}(1 - S_i) \hat{r}(X_i) \hat{h}(X_i)}{\sum_{i=1}^{n}(1 - S_i) h(X_i)},
$$

where $\hat{r}(X)$ is as defined above and $\hat{h}(X)$ is an estimator for $\mathbb{E}[Y|X, S = 0, A = 0]$. Last, for $\psi$ we might use

$$
\hat{\psi} = \frac{\sum_{i=1}^{n}(1 - S_i) \hat{r}(X_i) \hat{b}(X_i)}{\sum_{i=1}^{n}(1 - S_i) \hat{m}(X_i, W_i)},
$$

where $\hat{r}(X)$ is as defined above and $\hat{b}(X)$ is an estimator for $\mathbb{E}[Y|X, S = 0, A = 0]$. Last, for $\psi$ we might use
where \( \hat{r}(X) \) is as defined above, \( \hat{m}(X, W) \) is an estimator for \( \mathbb{E}[Y|X, W, S = 0, A = 0] \), and \( \hat{b}(X) \) is an estimator of \( \mathbb{E} \left[ \mathbb{E}[Y|X, W, S = 0, A = 0]|X, S = 0 \right] \). For completeness, in the Appendix we give analogous results for estimating the identifying functionals for the average treatment effect.

Implementing the proposed estimators is relatively straightforward: for example, for a binary outcome \( Y \), we can use relative risk regression to estimate \( \hat{r}(X) \) and any kind of regression appropriate for binary outcomes to estimate \( \hat{g}(X), \hat{h}(X), \) or \( \hat{m}(X, W) \). To estimate \( \hat{b}(X) \) we have to resort to a slightly more complicated procedure, inspired by similar methods for the iterated expectation formulation of the g-formula in observational analyses: (1) use a standard regression approach to obtain \( \hat{m}(X, W) \) by regressing the outcome \( Y \) on \( (X, W) \) among untreated individuals in the target population sample; (2) obtain predictions by applying \( \hat{m}(X, W) \) to the entire sample from the target population (regardless of treatment); (3) use a regression (e.g., ordinary least squares regression) of the predictions from the previous step on \( X \) alone, to obtain \( \hat{b}(X) \). The terms \( \hat{b}(X_i) \) in formula (6) can then obtained by evaluating the fitted model from step (3) at the observed \( X_i \) value of each observation in the target population sample.

Because \( X \) and (especially) \( W \) may be fairly high dimensional, estimation of \( \hat{r}(X), \hat{g}(X), \hat{h}(X), \hat{m}(X, W), \) and \( \hat{b}(X) \) will typically require the specification of parametric or semiparametric models [18]. If the models are correctly specified and converge to the true underlying conditional expectations at parametric rate, then the estimators will be consistent. Estimation using data-adaptive methods that converge at slower than parametric rate may be the subject of future work [19].

**Inference:** Inference for estimators of the identifying functionals (e.g., for the mean ratio estimators \( \hat{\phi}, \hat{\chi}, \) and \( \hat{\psi} \)) can be carried out using standard (stacked) M-estimation methods [20] to obtain “sandwich” estimators of sampling variances, accounting for uncertainty in the estimation of the models the estimators depend on. Alternatively, the non-parametric bootstrap [21] or other simulation-based methods [22] can be used.

**Using externally developed or “transported” models:** In the Appendix, we discuss versions of the estimators given above that do not require outcome information from the target population, but instead use externally developed or transported models (i.e., models developed using exter-
nal datasets but tailored for the target population [23]). As we explain in the Appendix, these approaches are less than ideal because they require additional transportability assumptions for outcome regression models; thus, when investigators have outcome data from the target population the methods described in the should be used instead. That said, using externally developed or transported models may be useful when the outcome is not measured in the target population and well-calibrated (to the target population) outcome models are available from external sources or can be developed using previously described methods [23–25].

**DISCUSSION**

We examined the identification of marginal causal mean ratios and average treatment effects under assumptions of conditional transportability of relative effect measures from a trial to a target population. Our results, which involve standardization of relative effect measures to the target population [26,27], are appropriate when (1) the control treatment evaluated in the trial is the only treatment in use in the target population, or (2) there exists variation in treatment, but a partial exchangeability assumption is plausible for the target population. Informally, both of these situations can be thought of as indicating the absence of confounding in the target population, either due to lack of variation in treatment or because the measured baseline covariates are adequate for confounding control. In the presence of variation in treatment in the target population, we provided identifiability results that allow the covariates needed for the assumption of transportability of relative effect measures to be only a (possibly small) subset of the covariates needed for confounding control in the target population. These results should prove useful when substantive knowledge suggests that there are few relative effect measure modifiers and confounding control in the target population requires adjustment for many additional covariates (i.e., confounders).

The condition of transportability of relative effect measures [6], which underpins all our results, is similar in spirit to transportability of difference effect measures [4], in the sense that both conditions are weaker than exchangeability in expectation or in distribution between the trial and the target population. We argued that the conditions of transportability of relative and difference effect measures are largely incompatible. The practical implication is that we have to rely on scientific judgment to select which, if any, of these two conditions can be reasonably assumed to hold in
practical applications. Interestingly, a similar conundrum arises in observational studies using rate change methods, where investigators have to decide whether the rate change in the control group is a good proxy for the counterfactual rate change in the treated group had it been untreated, on the difference or ratio scale [28]. Furthermore, we showed that, the simultaneous adoption of the conditions of transportability in relative and difference measures, when combined with other identifiability conditions, imposes testable restrictions on the law of the observable data. Though we discussed these restrictions under a setup where condition (A5) holds, analogous restrictions can be obtained after replacing condition (A5) with conditions (B1) and (B2), or (C1) and (C2).

When outcome data are hard to obtain from the target population, versions of our methods that circumvent the need for such data by using externally developed or transported outcome regression models may be useful. Combining a “baseline risk model” with a “relative risk” estimate from a randomized trial is a common approach in decision and economic analyses. Thus, our results can be viewed as a formalization of the conditions needed to endow such analyses with a causal interpretation. Of note, in decision and economic analyses the relative measure of effect obtained from the trial and used for modeling is often marginal (i.e., population-averaged); reference [29] gives a recent epidemiological example using this approach. Thus, it would appear that investigators are sometimes willing to make the strong assumption that the marginal relative effect measure in the trial is transportable to the target population. In our approach, the transportability assumption is only made within levels of baseline covariates (as was the case in [6]), which may be more plausible because it allows for treatment effect heterogeneity over the covariates.

Though weaker than other commonly invoked assumptions, transportability of relative effect measures is still a fairly strong assumption. Future work may consider the development of sensitivity analysis methods to allow examination of the potential impact of unmeasured effect modifiers of the relative effect measure. Future work may also address incomplete adherence to treatment and consider extensions to failure time outcomes.

In summary, we have presented methods for learning about treatment effects in a new target population under assumptions of conditional transportability of relative effect measures between a trial and the target population. These methods may be a useful addition to the toolbox of investigators extending inferences from randomized trials to target populations of substantive interest, particularly when background knowledge suggests that relative effect measures are modified by a
relatively small number of measured baseline covariates.

APPENDIX MATERIAL

All Appendices are availabe at appendix link.
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