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Counterfactual explanations (CEs) are a powerful means for understanding how decisions made by algorithms can be changed. Researchers have proposed a number of desiderata that CEs should meet to be practically useful, such as requiring minimal effort to enact, or complying with causal models. We consider a further aspect to improve the usability of CEs: robustness to adverse perturbations, which may naturally happen due to unfortunate circumstances. Since CEs typically prescribe a sparse form of intervention (i.e., only a subset of the features should be changed), we provide two definitions of robustness, which concern, respectively, the features to change and to keep as they are. These definitions are workable in that they can be incorporated as penalty terms in the loss functions that are used for discovering CEs. To experiment with the proposed definitions of robustness, we create and release code where five data sets (commonly used in the field of fair and explainable machine learning) have been enriched with feature-specific annotations that can be used to sample meaningful perturbations. Our experiments show that CEs are often not robust and, if adverse perturbations take place, the intervention they prescribe may require a much larger cost than anticipated, or even become impossible. However, accounting for robustness in the search process, which can be done rather easily, allows discovering robust CEs systematically. Robust CEs are resilient to adverse perturbations: additional intervention to contrast perturbations is much less costly than for non-robust CEs. Our code is available at: https://github.com/marcovirgolin/robust-counterfactuals

Additional Key Words and Phrases: counterfactual explanation, explainable machine learning, explainable artificial intelligence, robustness, uncertainty.

1 INTRODUCTION

Modern Artificial Intelligence (AI) systems often rely on machine learning models such as ensembles of decision trees and deep neural networks [14, 29, 39], which are massive in terms of number of parameters. Massive models are appealing because, under proper training and regularization regimes, they are often unmatched by smaller models [3, 45]. However, as massive models perform myriads of computations, it can be very difficult to interpret and predict their behavior. Because of this, massive models are often called black-box models, and ensuring that their use in high-stakes applications (e.g., of medicine and finance) is fair and responsible can be challenging [16, 26].

The field of eXplainable AI (XAI) studies methods to dissect and analyze black-box models [1, 20] (as well as methods to generate interpretable models when possible [50]). Famous methods of XAI include feature relevance attribution [40, 49], explanation by analogy with prototypes [7, 31], and, of focus in this work, counterfactual explanations. Counterfactual explanations enable to reason by contrast rather than by analogy, as they show in what ways the input given to a black-box model needs to be changed for the model to make a different decision [53, 59]. A classic example of counterfactual explanation is: "Your loan request has been rejected. If your salary was 60 000$ instead of 50 000$ and your debt was 2500$ instead of 5000$, your request would have been approved." Remarkably, a user who obtains an unfavourable decision can attempt to overturn it by intervening according to the counterfactual explanation.

Normally, the search of counterfactual explanations is formulated as an optimization problem (see Sec. 2.1 for a formal description). Given the feature values that describe the user as starting point, we seek the minimal changes to those feature values that result in a point for which the black-box model makes a different (and oftentimes, a specific
favourable) decision. We wish the changes to be minimal for two reasons: one, to learn about the behavior of the black-box model for users (points) who are similar to the current user (starting point), e.g., for matters of fairness; two, in the hope that putting the counterfactual explanation into practice with a real life intervention will require minimal effort too. For counterfactual explanations to be most useful, more desiderata than requiring minimal feature changes may need to be taken into account (see Sec. 3) [2].

In this paper, we consider a desideratum that can be very important for the usability of counterfactual explanations: robustness to adverse perturbations. By adverse perturbations we mean changes in feature values that happen due to unfortunate circumstances beyond the user’s control, and cause intervention to be more costly than expected or even fruitless. For example, if a counterfactual explanation for improving a patient’s health status prescribes a certain treatment, that treatment may need to be employed for longer, or even turn out to be futile, if certain health parameters of the patient happen to worsen. We show that, if adverse perturbations might happen, one can and should seek counterfactual explanations that are robust to such perturbations. A particular novelty of our work is that we distinguish between whether perturbations impact the features that counterfactual explanations prescribe to change or keep as they are. This is because counterfactual explanations are normally required to be sparse in terms of the intervention they prescribe (i.e., only a subset of the features should be changed), for better usability (see Sec. 2.1). As it will be shown, making this discrimination allows to improve the effectiveness and efficiency with which robustness can be accounted for.

In summary, this paper makes the following contributions: (1) We propose two workable definitions of robustness of counterfactual explanations that concern, respectively, the features prescribed to be changed and those to be kept as they are; (2) We release code to support further investigations, where five existing data sets are annotated with perturbations and plausibility constraints that are tailored to the features and type of user seeking recourse; (3) We provide experimental evidence that accounting for robustness is important to prevent adverse perturbations from making it very hard or impossible to achieve recourse through counterfactual explanations.

2 ROBUST COUNTERFACTUAL EXPLANATIONS

In the following sections, we present the two new notions of robustness for counterfactual explanations. We begin with some preliminary assumptions and definitions that are used for the remainder of the paper. Next, we provide the definitions of robustness, one for the features that a counterfactual explanation prescribes to change, and one for the features those that are prescribed to be kept as they are.

2.1 Problem statement

A counterfactual example for a point \( x = (x_1, \ldots, x_d)^T \in \Omega^d = \mathbb{R}^{d_1} \times \mathbb{N}^{d_2} \) (i.e., a point with \( d_1 \) numerical features and \( d_2 \) categorical ones, here treated as integers) is a point \( z = (z_1, \ldots, z_d)^T \in \Omega^d \) such that, given a classification (black-box) machine learning model \( f : \Omega^d \rightarrow \{c_1, c_2, \ldots\} \) \((c_i \text{ is a decision or class})\), \( f(z) \neq f(x) \). We wish \( z \) to be close to \( x \) under a meaningful distance function \( \delta : \Omega^d \times \Omega^d \rightarrow \mathbb{R}^+ \) that is problem-specific and meets several desiderata (see Sec. 3). For example, a commonly-used distance (capable of handling both numerical and categorical features) is Gower’s (see Eq. (6)) [17], or variations thereof (see, e.g., the distance used in [19]). Often, when dealing with more than two classes, we also impose \( f(z) = c^* \), i.e., of what specific class we desire \( z \) to be. Other times, we wish to find a set of counterfactual examples \( \{z_1, \ldots, z_k\} \), possibly of different classes, to obtain multiple means of recourse or simply gain information on the decision boundary of \( f \) nearby \( x \) (e.g., to explain \( f \)’s local behavior) [43, 51, 59].
For the sake of readability, we provide formal definitions only for the case $\Omega^d = \mathbb{R}^d$, i.e., assuming that all features are numerical. For completeness, we include explanations of how to deal with categorical features in the running text. Furthermore, we assume the features to be independent. Even though in real-world practice this assumption rarely holds entirely, this assumption allows us to greatly simplify the introduction of the concepts hereby presented (we discuss this limitation in Sec. 6).

A counterfactual explanation is represented by a description of how $x$ needs to be changed to obtain $z$. In other words, a counterfactual explanation is a prescription on what interventions should be made to reach the respective counterfactual example. For example, under the assumption of independence and all-numerical features, the difference $z - x$ is typically considered to be the counterfactual explanation for how to reach $z$ from $x$. What particular form counterfactual explanations take is not crucial to our discourse, and we will use $z - x$ for simplicity.

We proceed by considering a traditional setting, where we seek the (explanation relative to the) optimal $z^*$ with:

$$z^* = \arg\min_{z \in \Omega^d} \delta(z, x)$$

with $\delta(z, x) := ||z - x||_1 + \lambda ||z - x||_0$ (1)

and subject to $f(z) = c^*$ and $z - x \in \mathcal{P}$.

In other words, $\delta$ is a linear combination, weighed by $\lambda$, of the sum of absolute distances between the feature values of $x$ and $z$, and the count of feature values that are different between $x$ and $z$. Moreover, the difference $z - x$ must abide to some plausibility constraints specified in a collection $\mathcal{P}$. For example for a private individual who wishes to be granted a loan, one of such constraints may specify that the he or she cannot reasonably intervene to change the inflation level of a currency (such a feature is called mutable but not actionable).

We particularly consider the $L1$-norm (i.e., the term $||\cdot||_1$ of $\delta$ in Eq. (1)) because it is reasonable to think that, for independent features, the total cost of intervention (i.e., the effort the user must put) is the sum of the costs of intervention for each feature separately, and that these costs grow linearly. Some works (e.g., [19, 36]) choose the $L2$-norm ($||\cdot||_2$, also known as Euclidean norm) instead of the $L1$-norm; the definitions of robustness given in this paper can be easily adapted for the $L2$-norm. Regarding the $L0$-norm (i.e., the term $||\cdot||_0$ of $\delta$ in Eq. (1)), this term explicitly promotes a form of sparsity, as it seeks to minimize how many features have a different value between $z$ and $x$. This is desirable because, oftentimes, the user can only reasonably intervene upon a limited number of features, as opposed to all of them (even if this amounts to a larger total cost in terms of $L1$).

We use the form of sparsity just mentioned to partition the features into two sets. We call the set that contains the (indices of the) features which values should change $C = \{i \in \{1, \ldots, d\} \mid z_i \neq x_i\}$, and its complement, i.e., the set of the (indices of the) features which values should be kept as they are, $\mathcal{K} = \{i \in \{1, \ldots, d\} \mid z_i = x_i\}$. Typically, because a sufficiently large $\lambda$ is used, or because of $\mathcal{P}$, $\mathcal{K} \neq \emptyset$. Now, for both features in $C$ or $\mathcal{K}$, the values of those features may be subject to perturbations caused by events that are beyond one’s control. For example, consider the case of a patient who is at high risk of a certain cardiac condition, and a medical doctor who intends to treat the condition with a drug to lower the patient’s blood pressure. The doctor can reasonably expect that blood pressure levels may naturally vary by some extent, possibly requiring to prolong the treatment to ensure its success. Such a situation calls for an assessment of robustness with respect to $C$, because possible perturbations concern a feature (blood pressure) that the doctor intends to change (with the drug for blood pressure). Furthermore, other features of the patient than those that are explicitly being treated may vary, such as vitamin deficiency levels, also causing complications. This calls for an assessment of robustness with respect to $\mathcal{K}$, because possible perturbations concern a feature (vitamin deficiency) that
the doctor does not plan to change (the drug treats blood pressure and not vitamin deficiency). In the next section, we present our first notion of robustness, which concerns C.

2.2 C-robustness

We begin by focusing on the features that should be changed according to a given counterfactual explanation, i.e., the features (whose indices are) in C. Let us hypothesize that we can identify, thanks to expert knowledge, what extent of maximal perturbations can happen to each feature. Depending on the problem and the feature under consideration, these perturbations can be imagined to be relative (e.g., due to market fluctuations, a return on investment may be smaller than anticipated by 5% of the expected value), or, more simply, absolute (e.g., due to complex physiological processes of a patient, a certain vitamin level may decrease by up to 5ng/mL, irrespective of its current level). For simplicity, we will proceed by assuming that perturbations can only be absolute, and explain how to handle relative perturbations later on. We define a $2 \times d$-dimensional vector $p = (p_i^{-}, p_i^{+}, \ldots, p_d^{-}, p_d^{+})^\top$, where $p_i^{-} \leq 0$, and $p_i^{+} \geq 0$ represent, respectively, the smallest negative and largest positive (absolute) perturbations that can reasonably happen to the $i$th feature. For example, if the $i$th feature represents the blood pressure of a patient, then $p_i^{-}$ tells by how much the blood pressure might lower at most (e.g., as a consequence of dehydration) and $p_i^{+}$ tells by how much the blood pressure might raise at most (e.g., as a consequence of anti-inflammatory drug intake). In general, the magnitudes of $p_i^{-}, p_i^{+}$ need not be the same, i.e., $|p_i^{-}| \neq |p_i^{+}|$. Using $p$, we can provide the following:

Definition 2.1. (Worst-case C-setback of a counterfactual example) Given a model $f$, a point $x$, a respective counterfactual example $z$, and a vector of possible perturbations $p$, we call the worst-case C-setback of $z$ the vector:

$$w = (w_1, \ldots, w_d)^\top \text{ where } w_i = \begin{cases} p_i^{-}\text{sign}(z_i-x_i) & \text{if } |p_i^{-}\text{sign}(z_i-x_i)| \leq |z_i-x_i| \land i \in C \\ -(z_i-x_i), & \text{if } |p_i^{-}\text{sign}(z_i-x_i)| > |z_i-x_i| \land i \in C \\ 0, & \text{otherwise, i.e., } i \notin C \end{cases}$$

(2)

This definition tells us how to build a $(z, x)$-specific vector $w$, with elements that are taken from $p$ (with magnitude capped at $|z_i-x_i|$) or set to 0 (if the feature is not among those to change), that maximally increases the cost needed to reach $z$ from $x$. In fact, we can interpret the meaning of $w$ by considering that the point obtained by $z + w$ is the point to which $w$ maximally pushes us away from $z$ and back towards $x$ (hence the term worst-case). Let us analyze the cases put by Def. 2.1 for the values that $w_i$ can have. We begin with the third case. We set $w_i = 0$ for $i \notin C$ because robustness in terms of features in $K$ is treated separately Sec. 2.3 (without loss of generality under the assumption that features are independent of one another). The other two cases are more interesting as $w_i$ is not necessarily null. The first case is $w_i = p_i^{-}\text{sign}(z_i-x_i)$. Here, sign choices play a key role. The perturbations of the $i$th feature that are specified by $p_i^{-}, p_i^{+} \in p$ are, depending on whether they have the same or the opposite sign of $z_i-x_i$, fortunate or unfortunate, respectively. Back to the example of treating a patient to lower his or her blood pressure, accidental events that cause the blood pressure to decrease are actually welcome, as reaching the desired level will then require a smaller intervention. Conversely, and of interest in this paper, events that cause the blood pressure to raise will result in extra intervention to be needed. This means that we must consider the element of $p$ that is of opposite sign of $z_i-x_i$; by exploiting the choice of notation we made for the elements of $p$, that element is $p_i^{-}\text{sign}(z_i-x_i)$. The last case to consider is the second one, which aims at limiting the extent of the setback. Note that the first and second cases, together with their conditions, can be re-written as $w_i = -\text{sign}(z_i-x_i) \max \left(p_i^{-}\text{sign}(z_i-x_i) | z_i-x_i | \right)$. The reason why we cap the magnitude of the perturbation $w_i$ is to prevent $z_i + w_i$ to be further away from $z_i$ than the starting value $x_i$. In fact,
from a practical perspective, it can be unreasonable to make an intervention for which perturbations can have a larger effect than the intervention itself. For example, if the effect of natural fluctuations of the blood pressure can prevail upon the effect a certain blood pressure treatment, then a doctor would most probably dismiss the idea of using that treatment. Moreover, from a theoretical perspective, degenerate situations can happen if we allow \(|w_i| > |z_i - x_i|\). For example, \(w_i\) can even become advantageous. Consider, for the sake of the argument, a one-dimensional space (here, \(x = x_1 = x\)), where \(x = 4, z = 6, f(x) = 0, f(z) = c^* = 1\), and the decision boundary of \(f\) is such that the desired class \(c^* = 1\) is given for points \(\leq 1\) and \(\geq 6\) (e.g., some governments provide financial benefits only for incomes that are sufficiently low or high). We intend to act to increase \(x\) by \(z - x = +2\) to obtain a point \(\geq 6\). If, however, \(w = -4\) (i.e., \(|w| > |z - x|\)), then \(z + w = 6 - 4 = 2\). Thus, it can be more advantageous to intervene with \(-1\) to obtain a point \(\leq 1\), rather than attempting to obtain a point \(\geq 6\).

For intermediate situations, i.e., not worst-case ones, we define a \(C\)-setback of \(z\) to be the vector \(\tilde{w}\) that is built similarly to \(w\), except for allowing that \(|\tilde{w}_i| \leq |w_i|\), as long as \(\exists i : \tilde{w}_i \neq 0\) (else \(\tilde{w}\) would be the zero-vector and have no effect). Regarding plausibility constraints, it is reasonable to assume that if \(z - x \in \mathcal{P}\), then \(z + \tilde{w} - x \in \mathcal{P}\) holds as well, since the point \(z + \tilde{w}\) “preceeds” \(z\) when moving from \(x\) to \(z\). However, this is not true in general; in principle, \(\mathcal{P}\) may impose implausible regions between \(z\) and \(x\). In that case, plausibility constraints should be taken into account when building \(\tilde{w}\). The discourse made so far holds for absolute perturbations. For an \(i^{th}\) feature for which perturbations should be relative, e.g., to \(z_i\), then it suffices to change Eq. (2) of Def. 2.1 to consider \(z_i \times p_1^{[-\text{sign}(z_i - x_i)]}\) instead of \(p_1^{[-\text{sign}(z_i - x_i)]}\). Moreover, we only described the case for numerical features. For an \(i^{th}\) feature that is categorical, decreases or increases \(p_1^{-\text{sign}}\) are not meaningful. Rather, \(p\) should contain elements that represent what categorical perturbations are possible for that feature (in absolute terms or, possibly, relative to the categories of \(x_i\) or \(z_i\)).

Perhaps the most interesting scenario for considering (worst-case) \(C\)-setbacks is when dealing with \(z^*\): the optimal counterfactual example, i.e., the one that is (ideally) provided to the user. The following simple result holds for \(z^*\):

**Proposition 2.2.** For any \(C\)-setback \(\tilde{w}\) of \(z^*\), \(f(z^* + \tilde{w}) \neq c^*\).

**Proof.** We use reduction ad absurdum. Let us assume the opposite of what said in Proposition 2.2, i.e., there exists \(\tilde{w}\) such that \(f(z^* + \tilde{w}) = c^*\). Let \(z' := z^* + \tilde{w}\), and so \(f(z') = c^*\). By construction of \(\tilde{w}\), \(\delta(z', x) = \delta(z^* + \tilde{w}, x) < \delta(z^*, x)\). In other words, \(z'\) is of the desired class and is closer to \(x\) than \(z^*\) is. This contradicts the fact that \(z^*\) is optimal. \(\square\)

Now, because of Proposition 2.2, we are guaranteed that if a \(C\)-setback \(\tilde{w}\) happens to \(z^*\), the resulting point will no longer be classified as \(c^*\). However, it is important to note that, with additional intervention, the user may still be able to reach \(z^*\). Under the \(L1\)-norm (as per the choice of \(\delta\) in Eq. (1)), the cost associated with such additional intervention is simply \(||\tilde{w}||_1\). Now, recall that \(\tilde{w}\) depends the counterfactual example \(z\) for which it is generated, since \(\tilde{w}_i \neq 0\) if \(z_i \neq x_i\), i.e., \(i \in C\). Thus, there may exist a different counterfactual example \(z'\) for \(x\) that is also classified as \(c^*\), for which the features to change are different from the ones of \(z^*\), and so is the worst-case \(C\)-setback. In particular, if adverse perturbations take place, additional intervention to reach \(z'\) may entail a smaller cost than to reach \(z^*\). Ideally, however, we wish that \(z^*\) is the best counterfactual example to pursue even if a worst-case \(C\)-setback were to happen.

**Definition 2.3.** (Optimal \(C\)-robust counterfactual example) Given a model \(f\), a point \(x\), and a vector \(p\), the optimal counterfactual example \(z^* := \text{argmin}_z \delta(z, x)\) is optimal \(C\)-robust if \(z^*\) is optimal also under worst-case \(C\)-setbacks, i.e.,

\[
\text{argmin}_{z - w} \delta((z - w), x)) = z^* - w^*,
\]

where \(w^*\) is the worst-case \(C\)-setback of \(z^*\).
This definition gives us a way to assess whether the optimal counterfactual example remains the best to reach also when taking into consideration worst-case C-robustness. Note that in Eq. (3) setbacks are subtracted from counterfactual examples when computing δ, to account for the fact that the cost should increase (this by construction of w, see the signs in Def. 2.1). To translate the notion of optimal C-robust counterfactual examples to explanations, we simply say that a counterfactual explanation is optimal C-robust if the respective counterfactual example is optimal C-robust.

We conclude this section by providing an example.

Example 2.4. (C-robustness for treating a cardiac condition) Consider the top panel of Fig. 1, depicting a fictitious situation of a patient who is at high risk of a certain cardiac condition. The patient is represented by $x = (.70, .75)^\top$, where the feature values concern, in order, blood pressure and vitamin deficiency. Currently, $f(x) = \text{high risk}$ (as opposed to low risk). The medical doctor attending to the patient finds a counterfactual example $z^v = (.70, .68)^\top$, i.e., low risk can be obtained by treating vitamin deficiency, and an alternative counterfactual example $z^h = (.61, .75)^\top$, i.e., low risk can be obtained by treating blood pressure. For the sake of the argument, we assume that the two treatments cannot be performed at the same time. The doctor knows that vitamin deficiency can increase by up to .04 and blood pressure by up to .01, due to natural physiological events. Thus, in a worst-case scenario, the cost of treating vitamin deficiency is .11, while the one of treating blood pressure is .10. Hence, $z^v$ is not optimal C-robust.

2.3 $\mathcal{K}$-robustness

We now consider $\mathcal{K}$, i.e., the set concerning the features that should be kept to their current value. Like before, we assume that a vector of (for now, only absolute and none relative) perturbations $p$ is given. Differently from before, rather than considering worst-case scenarios, we now consider a notion of neighborhood of $z$ under $p$ and $\mathcal{K}$:

Definition 2.5. ($\mathcal{K}$-neighborhood and $\mathcal{K}$-neighbors of a counterfactual example) Given a model $f$, a point $x$, a respective counterfactual example $z$, and a vector of possible perturbations $p$, the $\mathcal{K}$-neighborhood of $z$ under $p$ is the set:

$$
N := \left\{ z' \mid z'_i \in [z_i + p_i^{(-)}, z_i + p_i^{(+)}] \quad \text{if} \quad i \in \mathcal{K} \right\} .
$$

(4)

A point $z' \in N$ such that $z' \neq z$ is called a $\mathcal{K}$-neighbor of $z$.

In other words, $N$ is a box (i.e., hyper-rectangle) whose boundary is defined by summing to $z$, for the features in $\mathcal{K}$, all possible combinations of respective elements from $p$. The dimensionality of $N$ is lower than $d$ because some
features are in $C$ and not in $K$. For example, consider the case of having three features ($d = 3$), meaning that we operate on a three-dimensional space where the decision boundaries of $f$ are surfaces that partition the space. There, with $|C| = 3$, $|K| = 0$ (three features to act upon and none to bypass), $N$ will be the empty set; with $|C| = 2$, $|K| = 1$, $N$ will be a one-dimensional segment; with $|C| = 1$, $|K| = 2$, $N$ will be a two-dimensional rectangle. The case $|C| = 0$, $|K| = 3$ cannot possibly exist because, if no feature should change, then $z = x$, which violates the definition of counterfactual example ($f(x) \neq f(x)$). To consider plausibility constraints in Def. 2.5, we can further ask that any $z' \in N$ satisfies $z' - x \in \mathcal{P}$. Relative perturbations can be taken into account similarly to how explained in Sec. 2.2 for building worst-case $C$-setbacks; i.e., if $p_i^{(-)}, p_i^{(+)}$ describe perturbations that are relative to $z_i$, then Eq. (4) should be changed so that $z_i'$ takes values within the interval $[z_i + z_i \times p_i^{(-)}, z_i + z_i \times p_i^{(+)}]$ (if $i \in K$). Furthermore, for categorical features, the neighborhood can be built by swapping the categorical feature values of $z$ with possibilities opportunely listed in $p$.

We use $N$ to define the concept of $K$-robustness:

**Definition 2.6.** ($K$-robust counterfactual example) Given a model $f$, a point $x$, and a vector $p$, a counterfactual example $z$ is a $K$-robust counterfactual example if $\exists x' \in N(z, p)$ such that $f(x') \neq f(x)$.

Informally, this definition says that $z$ is $K$-robust if the decision boundary surrounding $z$ is sufficiently loose with respect to the features to keep as they are that, if perturbations occur to those features, the decision remains the same of $f(z)$. For a counterfactual explanation to be $K$-robust, we simply ask that the respective counterfactual example is $K$-robust. The attentive reader may have noticed that, for the case of $C$-robustness, we only needed to consider worst-case $C$-setbacks to decide whether a counterfactual example is optimal $C$-robust. Conversely, in Def. 2.6 we ask that any point $z' \in N$ abides $f(z') = f(z)$ and not only those on the boundary of $N$, to determine whether $z$ is $K$-robust. In other words, we are claiming that for $K$-robustness we cannot efficiently consider only some form of worst-case scenarios. Recall that the reason why $C$-robustness can be assessed only in worst-case conditions follows from Proposition 2.2, which says that there cannot exist points of class $\epsilon^*$ between $x$ and the optimal counterfactual example $z^*$. Unfortunately, a similar result does not exist for perturbations to the features to keep as they are:

**Proposition 2.7.** For a general $f$, information on the classification of a $K$-neighbor (e.g., that $f(z') = f(z)$ for $z'$ on the boundary of $N$) provides no information about the classification of another $K$-neighbor (e.g., that $f(z') \neq f(z'')$ for $z''$ in the interior of $N$).

**Proof.** We cannot preclude that the model $f$ is, for example, a neural network. Under the universal approximation theorem [24], $f$ may represent any function. Thus, $f$ may represent a Swish cheese-like function, where for example $f(z') \neq f(z'')$ with $z'' := z' + e$ and $e = (e_1, \ldots, e_d)^T$ different from the zero-vector, however small $|e_i|$, $\forall i$.

Because of Proposition 2.7, an exact assessment of $K$-robustness may not be possible. Unless one has guarantees on the behavior of $f$ (which is often not the case if $f$ is a black-box or proprietary model), all points in $N$ must be checked. If at least one of the features in $K$ takes values in $\mathbb{R}$, $N$ is uncountable and thus an exact evaluation of $K$-robustness becomes impossible. Thus, we propose to approximate the assessment of $K$-robustness with Monte Carlo sampling. Let $1_f(z) : N \to \{0, 1\}$ be the indicator function that returns 1 for $K$-neighbors that share the same class of $z$ (i.e., $f(z)$), and 0 for those that do not. Taken a random sample of $m$ $K$-neighbors, we define the following score:

$$K\text{-robustness score}(z, m) = \frac{1}{m} \sum_{i=1}^{m} 1_f(z'_i).$$ (5)
If $\mathcal{K}$-robustness score$(z, m) < 1$, then $z$ is not $\mathcal{K}$-robust. If $\mathcal{K}$-robustness score$(z, m) = 1$, we are not guaranteed that $z$ is $\mathcal{K}$-robust. Still, this score can be used to determine which counterfactual examples are preferable to pursue in that they are associated with a smaller risk that adverse perturbations will cause trouble.

We remark that a lack of $\mathcal{K}$-robustness may be a critical outcome for perturbations that cannot plausibility be corrected, e.g., because the respective features are mutable but not actionable. In fact, unfortunate perturbations to those features may cause all efforts to reach the intended $z$ to be in vain. If instead the features in $\mathcal{K}$ are actionable and plausibility constraints allow it, the user can decide to intervene again, to reach $z$ from $z'$. In such situation, new sets $C$ and $\mathcal{K}$ will be defined for that subsequent step. We assume that the cost associated with such additional intervention is $\delta(z, x) = ||z' - z||_1 + \lambda ||z' - z||_0$ (see Eq. (1)).

We conclude this section with the following example:

**Example 2.8. ($\mathcal{K}$-robustness for treating a cardiac condition)** Consider the bottom panel of Fig. 1, again about the fictitious situation of a patient who is at high risk of a certain cardiac condition. Like in Example 2.4, the optimal counterfactual example is $z^c = (0.70, 0.68)^T$ and concerns treating vitamin deficiency. However, the doctor knows that blood pressure can be perturbed by $p_1^{-} = -0.02$ and $p_1^{+} = +0.01$. Since there exist $\mathcal{K}$-neighbors of $z^c$ for which $f$ deems high risk, $z^c$ is not $\mathcal{K}$-robust. The $\mathcal{K}$-robustness score of $z^c$ is $\frac{0.02}{0.01 + 0.02} = \frac{2}{3}$ (assuming uniformly random perturbations and sufficiently large $m$). The doctor then considers another counterfactual example, $z^b = (0.61, 0.75)^T$. Even if the vitamin deficiency can fluctuate according to $p_2^{-} = -0.03$ and $p_2^{+} = +0.04$, $f$ classifies all points in the neighborhood of $z^b$ to be low risk, like $z^b$. Thus, $z^b$ is $\mathcal{K}$-robust.

## 3 RELATED WORK

A number of works in literature propose several new desiderata that are largely orthogonal to our notions of robustness but can be important to enhance the practical usability of counterfactual explanations. For example, Dandl et al. [8] consider, besides proximity of $z$ to $x$ according to different distances, whether other training points $x'$ are sufficiently close to $z$ for it to reasonably belong to the training data distribution. A similar desideratum is considered in [51], and [55]; the latter work employing neural autoencoders to that end. Laugel et al. [37, 38] require that $z$ can always be reached from a training point $x'$ without having to cross the decision boundary of $f$, for $z$ not to be the result of an artifact in the decision boundary of $f$. In [28] and [44], counterfactual explanations are studied through the lens of causality. For recent surveys on counterfactual explanations, the reader is referred to [53, 56].

We now focus on works that deal with some notion of robustness and/or perturbations explicitly. The work by Karimi et al. [27] extends [28] to consider possible uncertainties in causal modelling. In [52], it is shown that a malicious actor can, in principle, jointly optimize small perturbations and the model $f$ such that, when applying the perturbations to points of a specific group (e.g., white males), the respective counterfactual explanations are much less costly than normal. Some works consider forms of robustness of counterfactual explanations with respect to changes of $f$ (e.g., whether $z$ is still classified as $c^*$ if $f'$ is used instead of $f$) [47] or updates to $f$ (e.g., after data distribution shift of temporal or geospatial nature) [12, 48]. In [42], robustness of counterfactual explanations is studied in the context of differentially-private support vector machines. Finally, Dominguez et al. [10] consider whether counterfactual explanations remain valid in presence of uncertainty on $x$, and also account for causality. To the best of our knowledge, there exists no other work than ours that discerns between, and presents results for, features to change and features to keep as they are ($C$ and $\mathcal{K}$). Moreover, existing works typically consider whether robustness helps preventing counterfactual explanations
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from becoming invalid (i.e., whether applying the perturbation causes \( f \) to predict a different class than \( c^* \)). Here, we further consider that additional intervention may be possible, and assess the associated cost.

4 EXPERIMENTAL SETUP

In this section, we present the experimental setup we used to assess the \( C \)- and \( K \)-robustness of counterfactual examples, for different data sets.

4.1 Data sets

Table 1 shows summary information on the data sets we consider. For each data set, we make an assumption on the type of user who seeks recourse, e.g., the user could be a private individual seeking to increase his or her income, or a company seeking to improve the productivity of its employees. This allows us to define the desired class \( c^* \) and the set of plausibility constraints \( P \) on what interventions are reasonably plausible. We named the data sets in Table 1 to represent their purpose. Originally, Credit risk (abbreviated to Cre) is known as South German Credit Data [18], which is a recent update that corrects inconsistencies in the popular Statlog German Credit Data [23]. Income (Inc) is often called Adult or Census income [32, 33]. Housing price (Hou) is also known as Boston housing [22] and is often used for research on fairness and interpretability because one of its features raises ethical concerns [6]. Productivity (Pro) concerns the productivity levels of employees producing garments [25]. Lastly, Recidivism (Rec) is a data set collected by an investigation of ProPublica about possible racial bias in the commercial software COMPAS, which intends to estimate the risk that an inmate will re-offend [35]. Examples of recent works in fair and explainable machine learning that adopted (some of) these data sets (each) are [9, 10, 19, 30, 34, 37, 57].

We pre-process the data sets similarly to how done often in the literature. This includes, e.g., removal of redundant features and of observations with missing values, and limiting the number of observations considered for Rec. Furthermore, we annotate each data set with possible perturbations for each feature, i.e., we define the vector \( p \). Numerical features can have perturbations that increase or decrease the feature value, in absolute or relative terms; we compute relative perturbation with respect to \( z \). For example, for the numerical feature capital-gain of Inc, we assume that perturbations can happen that lead to a relative 5% increase or 10% decrease of that feature, based on the value to achieve for that feature. For categorical features, we define only absolute perturbations, i.e., possible changes of category are not conditioned to the current category. Clearly, many of the choices we made to build \( p \) are subjective; we elaborate on this in Sec. 6. As mentioned before, we also define plausibility constraints \( P \) for each data set. The constraints we define are each specific to a single feature, under the assumption of feature independence. For an \( i^{th} \) numerical feature, possible constraints are \( z_i - x_i \geq 0 \), \( z_i - x_i \leq 0 \), \( z_i - x_i = 0 \), and none. For an \( i^{th} \) categorical feature, possible constraints are \( z_i = x_i \) and none. We remark that with such type of constraints, it is always plausible to reach \( z \) with additional intervention after a \( C \)-setback takes place. Full details about our pre-processing and definition of \( p \) and \( P \) are documented in the form of comments in our code, in robust_cfe/dataproc.py.

Lastly, we adopt a stratified five-fold cross-validation, using random forest as black-box machine learning model \( f \) [5]. Each model is obtained by grid-search hyper-parameter tuning, see Appendix A for details. For the discovery of counterfactual examples, we consider observations \( x \) such that \( f(x) \neq c^* \), from the test sets of the cross-validation.

4.2 Counterfactual search algorithm

We do not assume that \( f \) is differentiable (in fact, random forest is not) nor to have access to its gradients. Thus, algorithms that require gradients to discover counterfactual examples (e.g., like those in [10, 59]) are not an option. We...
We use the following loss to drive the search of counterfactual examples (where $f$ is the desired class for the (simulated) user). Plausib. constr. reports the number of plausibility constraints that allow features to only increase ($\geq$), remain equal ($=$), and decrease ($\leq$). The column Perturb. reports the number of perturbations concerning numerical (N) and categorical (C) features. Finally, $f$’s acc. reports the average (across five folds) test accuracy of random forest.

| Dataset (abbrev.) | $n$ | $d$ | $d_2$ | Classes | User | $c^*$ | Plausib. constr. | Perturb. | $f$’s acc. |
|-------------------|-----|-----|-------|---------|------|------|------------------|----------|-----------|
| Credit risk (Cre) | 1000| 20  | 6     | High, low | Individual | Low | $\geq 3$, $\leq 3$, $\leq 0$ | N:6, C:0 | 0.76      |
| Income (Inc)      | 1900| 12  | 7     | High, low | Individual | High| $\geq 2$, $\leq 3$, $\leq 0$ | N:4, C:4 | 0.83      |
| House price (Hou) | 510 | 13  | 1     | High, low | Municipality | Low | $\geq 0$, $\leq 3$, $\leq 1$ | N:11, C:0 | 0.93      |
| Productivity (Pro)| 1200| 12  | 5     | High, med., low | Company | High| $\geq 0$, $\leq 0$, $\leq 0$ | N:5, C:2 | 0.79      |
| Recidivism risk (Rec)| 2000| 10  | 6     | High, low | Inmate | Low | $\geq 2$, $\leq 2$, $\leq 0$ | N:3, C:2 | 0.80      |

Initially, we considered three gradient-free algorithms from the literature to search for counterfactual examples/explanations, namely Growing Spheres (GrSp) [36], LOcal Rule-based Explanations (LORE) [19] (these two have been used recently, e.g., in [4, 38]), and the implementation of the Nelder-Mead method (NeMe) [15, 46] by Scipy [58]. More details on these algorithms are given in Appendix B. Another interesting algorithm is the one by [54], which relies on integer-programming. However, we did not consider this algorithm because it only recombines the feature values that are present in the data and does not generate new ones.

Since the considered algorithms have some limitations (see Appendix B), we implemented our own counterfactual search algorithm which is a genetic algorithm that we named Counterfactual Genetic Search (CoGS). We built CoGS to be capable of handling both categorical and numerical features, consider plausibility constraints of the form described above (Sec. 4.1), and account for $C^*$ and $K$-robustness (as explained in Sec. 4.3 below). CoGS is written in Python due to the popularity of the language and heavily relies on matricial operations with Numpy [21] for fast computations. We found that, under relatively standard settings (detailed in Appendix B.2), CoGS outperforms the other algorithms in terms of success in discovering counterfactual examples (i.e., such that $f(z^*) = c^*$), execution speed, and proximity of the best-found $z^*$ to $x$ (none of the algorithms guarantees optimality of $z^*$). These results are reported in Appendix C.1. We thus consider only results for CoGS in the remainder of the paper. Since CoGS is stochastic, we repeat its execution five times, and take the best-found counterfactual example out of the five attempts to be $z^*$.

### 4.3 Loss

We use the following loss to drive the search of counterfactual examples (where $f(z)$ and $c^*$ are treated as integers):

$$
\frac{1}{2} \gamma(z, x) + \frac{1}{2} \frac{||z - x||_0}{d} + ||f(z) - c^*||_0, \quad \text{where} \quad \gamma(z, x) = \frac{1}{d} \left( \sum_{i} \frac{|z_i - x_i|}{\max_i - \min_i} + \sum_{j} ||z_j - x_j||_0 \right).
$$

The term $\gamma$ in the equation above is Gower’s distance [11, 17], where features indexed by $i$ are numerical and those indexed by $j$ are categorical (with values treated as integers); the maximal and minimal values of a numerical feature, $\max_i$ and $\min_i$, can be taken from the (training) data set or, as done in our case, are provided as extra annotations of the data sets. The term $||z - x||_0/d$ promotes sparsity of intervention and, like Gower’s distance, ranges from zero to one. The third and last term requires the execution of the machine learning model $f$, and simply returns zero when $f(z) = c^*$ and one when $f(z) \neq c^*$.
When plausibility constraints $P$ are enforced, CoGS only searches for feasible counterfactual examples that meet $P$ (see Appendix B.1). Moreover, when optimizing for $C$-robustness, worst-case $C$-setbacks are computed on the fly for the candidate $z$ and their contribution is used to update the contribution of $\gamma$ to the loss function. When optimizing for $K$-robustness, we compute the $K$-robustness score with Eq. (5) and add $\frac{1}{2}(1 - K$-robustness score) to the loss. In the results presented below, we use $m = 64$ to compute the $K$-robustness score; an analysis on the impact of $m$ is provided in Appendix C.2.

5 EXPERIMENTAL RESULTS

We provide experimental results to answer what we believe to be some of the most important research questions:

(RQ1) Do we need to account for robustness to discover robust counterfactual examples?

(RQ2) Does a lack of robustness compromise the feasibility of correcting perturbations with additional intervention?

(RQ3) Are robust counterfactual explanations advantageous in terms of additional intervention cost?

These questions are addressed, in order, in the next subsections. Because of space limitations, a number of additional results is reported in Appendix C. We always apply $P$ in the following experiments. We remark that in all our experiments, CoGS always succeeded in discovering a counterfactual example for which $f$ predicts $c^\text{★}$.

5.1 (RQ1) Do we need to account for robustness to discover robust counterfactual examples?

Table 2 shows the frequency with which robust counterfactual examples are discovered accidentally. To realize this, we compare the best-found counterfactual example $z^\text{★}$ that is discovered by CoGS when robustness is not accounted for, and the one that is found when $C$- or $K$-robustness is accounted for. If the two match, then we say that a robust counterfactual example can in fact be discovered by accident. Since numerical feature values may differ only slightly between two best-found counterfactual examples, we consider the values to match if they are sufficiently close to each other, according to a tolerance level of 5% of the range of that feature; results with different tolerance levels are shown in Appendix C.3.

The first row of Table 2 reports how often the (supposedly) optimal $z^\text{★}$ happens to be optimal $C$-robust, i.e., it matches the counterfactual example that is discovered when accounting for $C$-robustness in the loss. As it can be seen, the result depends strongly on the data set in consideration. For example on Inc, best-found counterfactual examples are very rarely optimal $C$-robust (less than 5% of the times). Conversely, on Hou, almost 85% of them is. The middle row shows whether best-found counterfactual examples happen to be $K$-robust (or better, have high $K$-robustness score). Like for $C$-robustness, the result depends on the data set. Importantly, the data sets where the frequencies are high for $C$-robustness and $K$-robustness are not necessarily the same. On Inc, best-found counterfactual examples are rarely optimal $C$-robust, but match relatively often (0.40 on average) with counterfactual examples discovered when penalizing low $K$-robustness scores. This should not be surprising because $C$- and $K$-robustness are orthogonal to each other under the assumption of feature independence. The last row shows how often best-found counterfactual examples happen to be both $C$- and $K$-robust. The frequencies are clearly always lower than for the previous triplets of rows. Hou is the only data set for which the frequency of discovering a counterfactual example that happens to be both $C$- and $K$-robust by chance is relatively large (above 50%). In general, that is not the case.
Table 2. Mean ± standard deviation of the frequency with which the best-found counterfactual example is accidentally $C$- or $\mathcal{K}$-robust.

| Robustness | Cre | Inc | Hou | Pro | Rec |
|------------|-----|-----|-----|-----|-----|
| Only $C$   | 0.42 ± 0.07 | 0.04 ± 0.02 | 0.84 ± 0.09 | 0.57 ± 0.06 | 0.37 ± 0.07 |
| Only $\mathcal{K}$ | 0.44 ± 0.03 | 0.40 ± 0.08 | 0.63 ± 0.17 | 0.37 ± 0.06 | 0.08 ± 0.03 |
| Both $C, \mathcal{K}$ | 0.27 ± 0.03 | 0.00 ± 0.00 | 0.54 ± 0.21 | 0.26 ± 0.05 | 0.06 ± 0.04 |

5.2 (RQ2) Does a lack of robustness compromise the feasibility of correcting perturbations with additional intervention?

At this point, current works on the robustness of counterfactual explanations typically consider the extent by which robustness helps preventing the invalidation of counterfactual explanations (see Sec. 3). In other words, they consider whether the point $z^*$ that is given by perturbing $z^*$ is still classified as $c^*$, when $z^*$ is or is not robust. For completeness, we report on this in Appendix C.4. However, current works do not consider whether an additional intervention that allows to correct the perturbation and obtain $c^*$ might exist.

Fig. 2 shows the frequency with which reaching $z^*$ remains possible after random perturbations take place. The frequency is computed by applying, for any given $z^*$, 100 perturbations that are sampled uniformly at random (from the categorical possibilities for categorical features, and numerical intervals for numerical features, as defined in $p$). As expected due to how we defined $\mathcal{P}$, it is always possible to contrast perturbations to $C$ (i.e., $C$-setbacks, see Sec. 4.1). Instead, perturbations concerning $\mathcal{K}$ can lead to a $z'$ such that $z^* - z' \notin \mathcal{P}$. We do not report a result for perturbations concerning both $C$ and $\mathcal{K}$ because, by construction, it is the same as the result for perturbations concerning only $\mathcal{K}$. Like for the results of Sec. 5.1, the extent by which perturbations to $\mathcal{K}$ reduce the possibility for further intervention depends on the data set. On Pro, all perturbations can be contrasted by an additional intervention because there are no plausibility constraints (see Table 1). Conversely, on Rec, perturbations to $\mathcal{K}$ can often make it impossible to reach the intended $z^*$, unless $\mathcal{K}$-robustness is accounted for. In fact, accounting for $\mathcal{K}$-robustness generally improves the chances that further intervention is possible, at times substantially (e.g., on Inc, Hou, and Rec). Cre represents the only exception to this, as accounting for $\mathcal{K}$-robustness results in lower performance than ignoring any notion of robustness. This suggests that the decision boundary learned by $f$ on this data set may not be very smooth, making the use of our $\mathcal{K}$-robustness score insufficient. Finally, accounting for $C$-robustness alone may (e.g., on Hou) or may not (e.g., on Cre) happen to improve resilience to perturbations to $\mathcal{K}$, depending on underlying correlations that are present between the features of the data set and what was learned by $f$. Importantly, accounting for $C$-robustness together with accounting for $\mathcal{K}$-robustness does not compromise the gains obtained by the latter. Overall, these results show that accounting for robustness can be crucial to ensure that, if perturbations happen, additional intervention to obtain $c^*$ remains possible.
5.3 (RQ3) Are robust counterfactual explanations advantageous in terms of additional intervention cost?

We present the following results in terms of a relative cost, namely, the ratio between the cost of intervention to reach $z^*$ when random perturbations take place (i.e., initial the cost of reaching $z^*$ from $x$ plus the cost of reaching $z^*$ from the perturbed $z'$), and the cost that is expected in the ideal case, when no perturbations are applied (i.e., the cost of reaching $z^*$ from $x$). We compute this relative cost when the notions of robustness are or are not accounted for. The cost for the ideal case is computed without considering robustness. The cost is modeled by $\frac{1}{2}y(z', x) + \frac{1}{2}\|x - z\|_0$ (i.e., the first part of Eq. (6)). Note that for $z'$ obtained due to perturbations to the features in $C$, $\|z' - z\|_0 = 0$. Moreover, if $f(z') = c^*$, we assume no additional intervention to be needed, and thus no additional cost.

Fig. 3 shows that when no robustness is accounted for (the left-most triplets of boxes in each plot), the relative cost can become dramatically large. In other words, additional intervention to correct the perturbations can be extremely costly. Whether the relative cost increases mostly due to perturbations to $C$ (blue boxes) or to $K$ (orange boxes) depends on the data set. For example, perturbations to $K$ have the largest effect on Rec, while those to $C$ have the largest effect on Inc (by far). Remarkably, when one accounts for the notion of robustness that is meant to deal with the right of perturbations, the relative cost decreases dramatically (except in some cases for $K$). We remark that since the ideal cost is computed when no notion of robustness is accounted for, part of the relative cost for when a notion of robustness is accounted for comes from the fact that robust counterfactual examples are farther away from $x$ than non-robust ones. We show this in more detail in Appendix C.6. On all data sets, accounting for $C$-robustness (second blue box from the left in each plot) counters perturbations to $C$ very well. On Inc in particular, the relative cost improves by two orders of magnitude. On the other hand, accounting for $K$-robustness is effective in contrasting perturbations to $K$ (third orange box from the left in each plot) on Hou, Pro, and Rec, but not really on Cre and Inc. Again, this is likely a limitation of using a simple heuristic such as the $K$-robustness score to deal with $K$-robustness. Accounting for robustness in $C$ (resp., $K$) does not, in general, lead to smaller relative cost under perturbations to $K$ (resp., $C$). Lastly, accounting for both $C$- and $K$-robustness (right-most triplets of boxes in each plot) offers protection (lower relative cost) from situations in which both types of perturbations take place, which is perhaps the most reasonable scenario in real life. On all data sets, the distribution of relative costs for when perturbations to both $C$ and $K$ take place and both $C$- and
\(K\)-robustness are accounted for (right-most green box in each plot) is better than the distribution for when the same perturbations take place but no notion of robustness is accounted for (left-most green box in each plot).

These results confirm that even though robust counterfactual explanations are, in principle, more costly to pursue than non-robust ones (see Appendix C.6), if random perturbations take place, robust counterfactual explanations require less additional intervention than non-robust ones.

6 DISCUSSION

Our experimental results provide a positive answer to all three research questions. Most often than not, counterfactual explanations are not robust, be it in terms of the features whose value is prescribed to be changed (\(C\)-robustness), or those whose value is prescribed to be kept as is (\(K\)-robustness). Moreover, non-robust counterfactual explanations are more susceptible to make it impossible for the user to contrast perturbations with additional intervention, and the cost of additional intervention is larger for non-robust counterfactual explanations than for robust ones. Ultimately, it is clear that accounting for robustness is important.

Our experimental results confirm that perturbations and notions of robustness that concern the features in \(C\) are largely orthogonal to those that concern the features in \(K\). Thanks to Proposition 2.2, the discovery of counterfactual examples that entail the minimal cost under worst-case \(C\)-setbacks can be guaranteed. Instead, due to Proposition 2.7, this cannot be done for \(K\)-robustness. Thus, we proposed to control for \(K\)-robustness using an approximation, i.e., the \(K\)-robustness score. Our results show that, for the data sets considered, seeking counterfactual examples that maximize the \(K\)-robustness score is often but not always sufficient to obtain a good resilience to perturbations to the features in \(K\). Therefore, future work should consider whether a better heuristic can be used than randomly sampling points in the \(K\)-neighborhood \(N\) of a counterfactual example. If instead information on \(f\) is available, that information can be used to provide guarantees on \(N\) (see, e.g., Theorem 2 in [10] for linear \(f\)).

A limitation of this work is that we assume the features to be independent from each other, which is hardly completely true in real-world problems. For better practical usability, our definitions of robustness should be adapted to work within causal frameworks that model feature inter-dependencies, such as those introduced in [27, 28]. Other notions of robustness that concern a different type of perturbations than the one we considered here should also be incorporated in a practical setting, such as uncertainties arising from updates to \(f\) [47, 48]. Moreover, other important desiderata such as those listed in Sec. 3 should be taken into account at the same time, possibly using a multi-objective search algorithm [8] that allows the user to make a post-hoc decision on what intervention best suits him or her.

Lastly, we had to make subjective choices to define perturbations (\(p\)) and plausibility constraints (\(\mathcal{P}\)) in the data sets. We made these choices as best as we could, based on reading the meta-information in web sources and the papers that describe the data sets. We have no doubt that domain experts would make much better choices than ours. Nevertheless, we argue that this is not an important limitation because, as long as the community agrees that our choices are sufficiently sensible, they suffice to provide experimental evidence that robustness is an important desideratum to account for and, importantly, allow other researchers to build upon the code provided with this paper, to study the phenomenon further.

7 CONCLUSION

We have presented novel notions of robustness for counterfactual explanations, to improve their practical adoption. The notions are two and concern adverse perturbations to the features that a counterfactual explanation prescribes to change (\(C\)-robustness) and to keep as they are (\(K\)-robustness), respectively. We have annotated five existing data
sets with reasonable perturbations and plausibility constraints and developed a competitive counterfactual search algorithm to search for (robust) counterfactual explanations. Our experimental results show that, most often than not, counterfactual explanations do not happen to be robust by accident. Consequently, if adverse perturbations take place, counterfactual explanations may require a much larger cost to be realized than anticipated, or even make it impossible for the user to achieve recourse. Fortunately, our definitions of robustness can be incorporated in the search process, and robust counterfactual explanations can be discovered. We have shown that under any general black-box machine learning model, $C$-robustness can be accounted for efficiently and effectively, while the same is not always true for $K$-robustness. Overall, robust counterfactual explanations are resilient against invalidation and require much smaller additional intervention to contrast perturbations.
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APPENDIX OF
ON THE ROBUSTNESS OF COUNTERFACTUAL EXPLANATIONS TO ADVERSE PERTURBATIONS

A HYPER-PARAMETER OPTIMIZATION OF RANDOM FOREST

To obtain a black-box model \( f \) for a given cross-validation fold, we train a random forest model optimized with grid-search hyper-parameter tuning (with five-fold cross-validation on the training set). The hyper-parameter settings we considered are listed in Table 3. Furthermore, we one-hot encode categorical features when training and querying the random forest model (see the code robust_cfe/blackbox_with_preproc.py).

The performance of tuned random forest on all folds is shown in Table 4.

Table 3. Hyper-parameter settings considered for tuning random forest.

| Name             | Range                  |
|------------------|------------------------|
| No. trees        | \{50, 500\}            |
| Min. samples split | \{2, 8\}               |
| Max. features    | \{\sqrt{d}, d\}       |

Table 4. Test accuracy of hyper-parameter-tuned random forests acting as black-box models \( f \) for the considered data sets across five-fold cross-validation.

| Fold | Cre | Inc | Hou | Pro | Rec |
|------|-----|-----|-----|-----|-----|
| 0    | 0.71| 0.86| 0.93| 0.79| 0.8 |
| 1    | 0.78| 0.82| 0.90| 0.77| 0.82|
| 2    | 0.78| 0.79| 0.91| 0.78| 0.78|
| 3    | 0.74| 0.82| 0.91| 0.82| 0.77|
| 4    | 0.76| 0.83| 0.97| 0.78| 0.80|
| Avg. | 0.76| 0.83| 0.93| 0.79| 0.80|

B DETAILS ON COUNTERFACTUAL SEARCH ALGORITHMS

We performed preliminary experiments with CoGS, Growing Spheres (GrSp) [36], LOcal Rule-based Explanations (LORE) [19], and the implementation of the Nelder-Mead method (NeMe) [15, 46] by SciPy [58].

CoGS, GrSp and NeMe return a point, i.e., a best-found counterfactual example \( z^* \) (no algorithm, including LORE described below, guarantees optimality). GrSp and NeMe can only handle numerical features. Therefore, we let these algorithms handle categorical features as if they were numerical ones, and transform numerical values back to categories at the end of the optimization. This is done by encoding categories with integers (e.g., 0, 1, 2, . . .), and rounding numerical values to the nearest integer.

LORE handles both numerical and categorical features, but it is different from CoGS, GrSp and NeMe in that it does not return a counterfactual example \( z^* \). LORE returns a set of counterfactual explanations encoded as rules, such as "\( \text{AGE}>3.4 \ & \ \text{SALARY\_CATEGORY}=\text{HIGH} \)". For LORE, we build the point \( z^* \) by taking the shortest rule from the returned set of rules, and applying the rule to the starting point \( x \). Note that CoGS is similar to LORE in that also LORE adopts a genetic algorithm. However, LORE uses a genetic algorithm as an intermediate step, which is followed by fitting a
decision tree on the points explored by the genetic algorithm. The rules LORE returns are then extracted from the decision tree.

We found (confirmed by a discussion with the authors) that applying LORE’s rules may result in points that are not actually classified as $c^*$. When that happens, we perform up to 15 attempts at generating $z^*$ from the (shortest returned) rule, by focusing on numerical features that are prescribed to be $>$, $\geq$ (or $<$, $\leq$) than a certain value. In particular, in applying such part of the rule to $x$, we add (or subtract) to the prescribed value a term $\epsilon$, which is initially set to $10^{-3}$ and is doubled at every attempt.

### B.1 More details on CoGS

We built CoGS to be a relatively standard genetic algorithm, adapted for the search of points neighboring $x$ (especially in terms of $L_0$-norm. First, an initial population of candidate solutions is generated by sampling feature values uniformly within an interval for numerical features, and from the possible categories for categorical features. With probability of $2/d$ (d being the total number of features), the feature value of a candidate solution is copied from $x$ rather than sampled. Every iteration of the algorithm (in the jargon of evolutionary computation, generation), offspring solutions are produced from the current population by crossover and mutation.

Our version of crossover produces two offspring solutions by simply swapping the feature values of two random parents uniformly at random. Our version of mutation produces one offspring solution from one parent solution by randomly altering its feature values. A feature value is altered with probability of $1/d$ (else, it is left untouched). If the feature to alter is categorical, then the category is swapped with another category, uniformly at random. If the feature to alter is numerical, firstly a random number $r$ is sampled uniformly at random between $-s_{mut}/2$ and $+s_{mut}/2$, where $s_{mut} \in (0, 1]$ is a hyper-parameter that represents the maximal extent of allowed mutations; secondly, the original feature value is changed by adding $r \times (\max_i - \min_i)$, where $\max_i$ and $\min_i$ are, respectively, the maximum and minimum values that are possible for that feature. If plausibility constraints ($\mathcal{P}$) are used, then mutation is restricted to plausible changes (e.g., the feature that represents age can only increase). If mutation makes a numerical feature obtain a value bigger than $\max_i$ (resp., smaller than $\min_i$), then the value of that feature is set to $\max_i$ (resp., $\min_i$).

The quality (fitness) of offspring solutions is then evaluated using the loss function (Eq. (6)), and finally survival of the fittest (in our case, tournament selection [41]) is applied to form a new population, to be used as starting point for the next generation.

Our code is written in Python and relies heavily on NumPy [21] (e.g., the population is encoded as a matrix and crossover and mutation operate upon it with matrix operations) for the sake the speed. The repository of CoGS can be found at https://github.com/marcovirgolin/CoGS.

### B.2 Settings of the counterfactual search algorithms

We use mostly default settings for all the algorithms (with respect to their code bases, last accessed Jan 21 2022). We set all algorithms to minimize the same distance (Gower’s plus the $L_0$-norm, as per Eq. (6)). Table 5 reports the main settings, which are mostly set to their default values (not reported ones are always set to their default value). Note that we set the genetic algorithm of LORE to have a much smaller search budget than CoGS, making the comparison not really fair (although LORE performs further operations which include building a decision tree, while CoGS does not). However, as can be seen Fig. 4, LORE is orders of magnitude slower to execute than CoGS, and we found increasing its search budget to simply be prohibitive. We chose to run CoGS for 100 generations because this led to commensurate runtimes to those of GrSp and NeMe (actually, CoGS is faster, see Appendix C.1.1).
Table 5. Settings of the considered counterfactual search algorithms. For NeMe, we only set the maximum number of iterations to 100. For an explanation of the meaning of the settings for methods other than CoGS, we refer to the respective papers and code bases.

| Setting          | Value   | Setting          | Value   | Setting          | Value   |
|------------------|---------|------------------|---------|------------------|---------|
| CoGS             |         | GrSp             |         | LORE             |         |
| Population size  | 1000    | Num. in layer    | 2000    | Population size  | 1000    |
| Num. generations | 100     | First radius     | 0.1     | Num. generations | 10      |
| Tournament size  | 2       | Decrease radius  | 10      | Discrete use probabilities | False |
|                  |         | Sparse           | True    | Continuous function estim. | False |

C ADDITIONAL RESULTS

C.1 Comparison of the search algorithms

Like for the results reported in the main body of the paper, we repeat the execution of each algorithm five times and consider the best-found \( z^* \) out of the five repetitions. We search for a counterfactual example for each \( x \) in the test sets from the five cross-validation, for \( x \) such that \( f(x) \neq c^* \). Since LORE takes much longer to execute than the other algorithms (see Fig. 4), we perform three repetitions instead of five, and consider only the first five \( x \) in each test set of the five folds. Since only CoGS supports plausibility constraints, we do not use them in this comparison.

C.1.1 Runtimes. Fig. 4 shows the runtime of the algorithms across the different data sets, irrespective of whether they succeed or fail to find a counterfactual example, i.e., a point for which \( f(x) \) predicts \( c^* \). The experiments were run on a cluster where the computing nodes can have slightly different CPUs, thus we invite to consider the order of magnitude of the runtimes rather than the exact numbers. What algorithm-data set pair runs on what CPU is assigned randomly by the cluster. The figure shows that CoGS is the fastest algorithm (or better, implementation), but GrSp and NeMe are competitive. LORE is much slower to execute than the other algorithms. The bottleneck in LORE is the implementation of its genetic algorithm (using the library deap [13]).

![Fig. 4. Runtimes (means and 95% confidence intervals) of the counterfactual search algorithms for the considered data sets. The right plot is a zoomed-in version of the left one.](image)

C.1.2 Success in discovering counterfactual examples. Table 6 shows the frequency with which the counterfactual search algorithms succeed in finding a counterfactual example, i.e., a point for which \( f(x) \) predicts \( c^* \). CoGS succeeds systematically, whereas the other algorithms do not. GrSp performs second-best overall. In particular, GrSp always...
found a counterfactual example on Hou, which is a data set with a single categorical feature. Since GrSp is intended to operate solely with numerical features, this results nicely supports the hypothesis that GrSp works well when (almost all) features are numerical. Although LORE supports both numerical and categorical features, it does not perform better than GrSp on most data sets; at least for the limited number of runs conducted with LORE due to excessive runtime, as explained before. Lastly, NeMe often performs substantially worse than all other algorithms.

Table 6. Mean ± standard deviation across five cross-validation folds of the frequency with which the counterfactual search algorithms succeed in finding a counterfactual example. Plausibility constraints are not considered here because not all algorithms support them.

| Alg.  | Cre | Inc | Hou | Pro | Rec |
|-------|-----|-----|-----|-----|-----|
| CoGS  | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| GrSp  | 0.46 ± 0.11 | 0.89 ± 0.06 | 1.00 ± 0.00 | 0.86 ± 0.04 | 0.30 ± 0.15 |
| LORE  | 0.56 ± 0.20 | 0.20 ± 0.13 | 0.68 ± 0.20 | 0.24 ± 0.20 | 0.60 ± 0.38 |
| NeMe  | 0.08 ± 0.03 | 0.05 ± 0.02 | 0.04 ± 0.05 | 0.03 ± 0.01 | 0.14 ± 0.02 |

C.1.3 Quality of discovered counterfactual examples. Lastly, we consider the relative change in loss for the best-found counterfactual example with respect to the loss obtained by CoGS, only for success cases. Recall that the loss (Eq. (6) in the main body of the paper) is:

\[ L(z) = \frac{1}{2} r(z, x) + \frac{1}{2} ||z - x||_0 + ||f(z) - c^*||_0. \]

Here, the last term \( ||f(z) - c^*||_0 \) is always null here because only success cases are considered. The relative change in loss with respect to CoGS for another algorithm Alg is:

\[ \frac{L_{Alg}(z) - L_{CoGS}(z)}{L_{CoGS}(z)}. \]

Fig. 5 shows the relative change in loss of GrSp, LORE, and NeMe with respect to CoGS. GrSp and LORE typically (but not always) find points that have larger loss than those found by CoGS. NeMe performs very similarly to CoGS, however NeMe seldom succeeds (cfr. Table 6). This suggests that NeMe can explore a small neighborhood of \( x \) particularly well, but fails if counterfactual examples are relatively distant from \( x \).

C.2 Setting \( m \) for \( \mathcal{K} \)-robustness

We report results on setting the hyper-parameter \( m \) for computing \( \mathcal{K} \)-robustness scores (see Eq. (5)). To do this, we run CoGS accounting for \( \mathcal{K} \)-robustness in the loss function, for \( m \in \{0, 4, 16, 64\} \), and consider the discovered \( z^* \). Note that \( m = 0 \) corresponds to not accounting for \( \mathcal{K} \)-robustness. For that \( z^* \), we compute a “ground-truth”-like \( \mathcal{K} \)-robustness score, by using 1000 samples.

Fig. 6 shows the results obtained for this experiment. We also consider the case in which \( C \)-robustness is also accounted for. If \( \mathcal{K} \)-robustness is not accounted for (\( m = 0 \)), then the ground-truth \( \mathcal{K} \)-robustness scores of the discovered counterfactual examples oscillates between 0.5 and 0.8 on average (see, resp., Rec and Cre). As soon as a few samples are considered (\( m = 4 \)), ground-truth \( \mathcal{K} \)-robustness scores increase substantially (see, e.g., Cre). Further increasing \( m \) has diminishing returns (note that \( m \) is increased exponentially). Accounting for \( C \)-robustness is largely orthogonal, meaning, it has no effect in terms of \( \mathcal{K} \)-robustness scores. A limited decrease in \( \mathcal{K} \)-robustness can however be observed on Inc when accounting for \( C \)-robustness.
Fig. 5. Boxplots of relative change in loss with respect to CoGS for GrSp, LORE, and NeMe, on the different data sets for success cases.

Fig. 6. Mean \(\mathcal{K}\)-robustness scores for increasing \(m\), with and without including optimization for \(C\)-robustness. Shaded areas represent standard deviations.

C.3 Accidental discovery of robust counterfactual examples for different tolerance levels

Table 7 provides further results for Sec. 5.1. In particular, the table shows how the frequency of accidental discovery of counterfactual examples that are robust changes based on the tolerance level used to decide whether two numerical features match. As reasonable to expect, the larger the tolerance level, the more a \(z^*\) discovered when not accounting for robustness matches the respective one that is discovered when accounting for robustness. However, on some data sets, the accidental discovery of robust counterfactual examples remains rare even with a large tolerance level.

C.4 Invalidity of counterfactual explanations

We now show whether the fact that best-found counterfactual explanations are typically not robust is associated with a greater chance that perturbations can make them invalid, i.e., such that \(f(z') \neq c^*\) where \(z'\) is the point to which \(z^*\) is shifted by the perturbation. Here, we do not consider whether further intervention may or may not be possible. Fig. 7 shows the average frequency with which perturbations cause invalidity. The frequencies are computed by applying, to each \(z^*\), 100 perturbations that are sampled uniformly at random (from the categorical possibilities for categorical features, and numerical intervals for numerical features, as defined in \(p\)). The figure shows that when no notion of robustness is accounted for, perturbations generally have a larger chance of causing invalidity of the counterfactual explanation.
Regarding $C$-robustness and respective perturbations to (features in) $C$ (i.e., $C$-setbacks), recall that accounting for this notion of robustness results in finding a $z^*$ that has the lowest intervention cost even when the worst-case $C$-setback were to happen, and further intervention is subsequently needed. However, $z^*$ is still a point on the boundary of $f$ (exactly so if $z^*$ is truly optimal) and thus, under optimality guarantees, $f(z^* + \tilde{w}) \neq c^*$ (Proposition 2.2); unless of course $\tilde{w}_i = 0$, $\forall i$ (i.e., there is no $C$-setback). The reason why entries for perturbations to $C$ are not always 1 (i.e., always invalid) is either because some discovered $z^*$ are not optimal and the randomly generated $C$-setback $\tilde{w}$ is relatively small, or because there exists no $C$-setback for that counterfactual explanation. For example on Inc we do not define a perturbation that allows the user to become younger, but increasing age (to gain seniority and thus higher salary) is an explanation that CoGS discovers.

When $K$-robustness is accounted for, the best-found counterfactual explanation is supposed to be in a region such that the decision boundary is relatively loose with respect to the features in $K$. Consequently, accounting for $K$-robustness counters quite well respective perturbations that afflict features in $K$. At times, gains are almost optimal (see Inc, Hou, and Pro) since the frequency of invalidity becomes almost null. Cre represents the only exception to this, as discussed in Sec. 5.2.

Lastly, since accounting for $C$-robustness can be in conflict with accounting with $K$-robustness, the frequencies of invalidity can raise when both notions are considered (e.g., on Inc).

### C.5 Additional required runtime to account for robustness

Fig. 8 shows the additional runtime incurred between runs of CoGS that account for some notion of robustness and runs that do not account for it. The figure shows that accounting for $C$-robustness comes at no significant extra cost in runtime. This follows from the fact that we can use Proposition 2.2 and thus only need to compute the worst-case $C$-setback. Conversely, accounting for $K$-robustness can come at a relatively large additional cost in runtime, which appears to be linear in $m$ (note that $m$ grows exponentially in the plots). Fortunately, the experimental results of Appendix C.2 suggest that small values of $m$ are often sufficient to obtain good $K$-robustness scores.
We consider how much additional cost comes from solely accounting for robustness during the search, i.e., when no perturbations take place. In fact, optimal robust counterfactual examples $z^*$ need necessarily be equally- or farther-away from $x$ than non-robust ones by construction (see Sec. 4.3). These results complement those of Sec. 5.3, where instead of robustness, while the additional cost that comes with accounting for robustness requires additional cost whose magnitude depends on the data set (cfr., e.g., Cre and Inc). Across the different data sets, there is no clear trend on whether accounting for $C$- or $K$- leads to larger relative cost. For example on Inc, accounting for $C$-robustness results, on average, in twice the cost than not accounting for any form of robustness, while the additional cost that comes with accounting for $K$-robustness is negligible. The vice versa holds for Rec. We do not find major differences based on the setting of $m$ for computing the $K$-robustness score, except for the tails of the respective distributions on Hou, and slightly less so on Pro. Accounting for $C$- and $K$-robustness at the same time leads to larger costs than accounting for only one of the two, as reasonable to expect. On average, the cost
that comes from accounting for robustness alone is limited (up to 6.5 times of the non-robust cost, see Inc), especially in light of the results found for when perturbations take place, described in Sec. 5.3 (additional intervention due to perturbations can lead to 100 times larger costs for non-robust counterfactual explanations, see Inc on Fig. 3).