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ABSTRACT
In this paper, we propose a generic framework that enables game developers without knowledge of machine learning to create bot behaviors with playstyles that align with their preferences. Our framework is based on interactive reinforcement learning (RL), and we used it to create a behavior authoring tool called MarioMix. This tool enables non-experts to create bots with varied playstyles for the game titled Super Mario Bros. The main interaction procedure of MarioMix consists of presenting short clips of gameplay displaying precomputed bots with different playstyles to end-users. Then, end-users can select the bot with the playstyle that behaves as intended. We evaluated MarioMix by incorporating input from game designers working in the industry.

CCS CONCEPTS
• Human-centered computing → Human computer interaction (HCI);
• → Interaction techniques.

KEYWORDS
Interactive Machine Learning; Interactive Reinforcement Learning; Human-agent Interaction.

1 INTRODUCTION
Research on artificial intelligence (AI) for games is experiencing an era of rapid advances in many different areas. However, these novel approaches are rarely adopted by the game industry; academic research on AI for games (game AI) and AI development in commercial games are focused on different problems [37]. While academic researchers aim to create automatic AI techniques for game designers working in the industry.

For instance, creating bots with varied playstyles can be useful for game designers in early development stages, such as playtesting using bots [5, 25]. Unfortunately, such bot behaviors have not been widely adopted in the game industry. This is because creating bots with varied playstyles is time-consuming and often requires end-users to have knowledge of machine learning [13, 16, 36]. Furthermore, designing a playstyle that aligns with the game designer’s intentions is a major challenge in the AI research field [20]. In this paper, we propose a generic framework based on interactive reinforcement learning (RL) [2, 11, 28] that will enable the design of authoring tools for bot behaviors with playstyles that align with the intention of end-users who have no knowledge of RL.

The interactive RL setting involves a human-in-the-loop that gives feedback to the underlying RL algorithm to improve its performance or guide it to solve a problem in a particular manner [2, 20]. One major challenge in interactive RL is making it usable in high-dimension environments since most interactive RL-based applications require up to millions of human feedback samples to get good results [6, 14, 21, 27]. To overcome the sample inefficiency of current interactive RL methods, our framework proposes a novel interaction procedure that consists of mixing pre-computed policies and a search method to find playstyles that fit the end-users’ preferences.

The mixture of policies is performed by assigning different policies (each policy exhibits a different playstyle) to specific segments of a game level. A similar interaction is proposed in [30], where users can guide an interactive evolutionary computation (IEC) [33]-based algorithm by deciding which individuals (or behavior) are used for breeding in the next iteration of the evolutionary algorithm. The main difference between the IEC-based algorithm in [30] and our work is that we can achieve short interaction cycles because we follow a top-down method that only requires users to evaluate short gameplay clips and select their favorite. Furthermore, the computation of behaviors is done offline; end-users do not need to wait for computations to be performed while they use a tool based on our generic framework.

As a proof-of-concept of this framework, we build a tool designed around it called MarioMix. The aim of MarioMix is to create aligned playstyles for bots in a clone of the Super Mario Bros. video game. Finally, we evaluated MarioMix via a user study in which professional game developers working in the industry participated. The results of our study reveal that MarioMix is an effective tool for creating aligned bot behaviors through interactive RL in a game industry context.

2 RELATED WORK
Most research on ML focuses on algorithms that automatically find a solution for a particular problem. However, we find iML [11] incorporates a human-in-the-loop that integrates domain knowledge to enhance the solution of the model at hand. In this paper, we focus on interactive RL-based approaches for agent alignment and refer our readers interested in agent alignment to the survey on this subject in [20]. Thus, our research scope includes works that use interactive RL to generate agent behaviors that characterize the end-user’s intentions.
2.1 Interactive Reinforcement Learning

There is extensive research on interactive reinforcement learning (RL) [3, 4, 8, 10, 14, 18, 21, 23, 27, 35]. For a survey on interactive RL, please refer to [6].

Arguably, one of the most common approaches in interactive RL is policy shaping (PS) [14]. The basic idea of PS is to augment the policy of an RL model using human feedback. This feedback can be an actionable advice [19, 22] or a critique [14, 19]. In actionable advice, users provide feedback to the model on what they think is the optimal action to perform in a particular state. A critique consists of binary feedback that indicates whether an action performed by the bot at a given state is good.

In contrast, our framework uses a PS method but at a higher level since we mix policies, and each of them activates at a predefined space in the game level. This PS approach has the advantage of fast interaction cycles, which is essential to avoid causing users to become fatigued. Furthermore, by using precomputed policies, we enable the use of interactive RL in a complex environment, such as Super Mario Bros.

There are alternative ways to provide actionable advice or feedback to an agent, such as using apprentice learning [1], inverse RL [24, 38, 39], or demonstration [34]. All these techniques utilize users’ demonstrations of how a bot is supposed to perform a certain task as input.

Our framework also uses human feedback in the form of gameplay demonstrations in a similar manner as [1, 24, 34, 38, 39]. However, unlike these approaches, our framework uses gameplay demonstrations to search within the playstyle space. Thus, we characterize the users’ playstyle, and then we present them the bot with the most similar playstyle to theirs in our behavior dataset. This interaction channel is aimed at reducing the needed time and feedback for the alignment problem [14, 21, 27].

2.2 AI-assisted Tools for Agent Behavior

AI tools have been used extensively for procedural content generation (PCG) [17, 26, 29, 32]. However, the application of AI-assisted tools for agent behavior is still underexploited. Most approaches focus on the automatic generation of agent behavior; for a survey on this subject, refer to [37].

For instance, the NERO platform has the objective of generating believable behaviors for a first-person shooter [31]. This neuroevolution-based approach has the particularity of improving the performance of its agents by allowing imitation learning; the agents learn from demonstrating a policy that mimics an expert’s trajectory [1, 12, 15]. Another example can be found in [30], where an interactive evolutionary computation (IEC) approach [33] is implemented. In this application, users have the task of guiding an evolutionary algorithm by selecting which bots will either be used for breeding in the next iteration or die.

In our generic framework, we use interactive RL instead of IEC, as in the previously mentioned works. Similar to the NERO platform [31], we use gameplay trajectories as input, but we use them as a search method in the playstyle space. The interaction procedure in MarioMix is similar to the work in [30] since we also present the user clips of different playstyle behaviors. However, we use the interaction procedure to generate a mixture of policies with varied playstyles that align with user preferences.

3 PROPOSED APPROACH

The components of our generic framework are as follows: a problem expressed as a Markov decision process (MDP), either flat or hierarchical; an algorithm that solves the MDP(s); a dataset of policies, each with a distinctive playstyle; a search function for the playstyle space; a playstyle similarity metric; and a method for delimiting the activation of the policies.

3.1 MDP Solver

To create a policy dataset, we use a model-based reinforcement learning (RL) architecture called HRLB^2 [7]. We chose this architecture because it allows reward shaping while avoiding re-training the bot every time we design a new reward function. It also allows us to assign a reward to states in the environment, as well as actions of the bot.

3.2 Policy Dataset

We create distinctive playstyles for the policy dataset through reward shaping (RS). Thus, we manually design a particular reward function so that the resulting policy has a unique playstyle. Finally, we store all policies in our policy dataset, and for each one, we also compute its playstyle similarity metrics.

3.3 Playstyle Similarity Metric

The playstyle similarity metric is designed to characterize, in a quantitative manner, the playstyle of each policy. To do so, we keep track of how frequently each action is used and the visiting frequency of each state in the environment.

3.4 Search Function

Our framework provides a function that allows users to search for policies in our dataset that exhibit the desired playstyle. This search function can use either gameplay traces from the user or a policy in our dataset as input. For the first option, users take control of the character in the game and demonstrate the desired playstyle. Once the user ends the gameplay demonstration, our framework characterizes the playstyle and provides the policy in our dataset that most closely resembles the exhibited gameplay plan as output. The second option for searching takes one of the policies in our dataset as input; users only need to select the preferred policy/playstyle as input, and our framework will provide the closest playstyle to this input in our dataset. To compute the similarity between playstyles, we use mean-squared error to estimate the differences between playstyle metrics.

3.5 Delimiting the Activation of Policies

The end-user should be able to delimit the activation of each policy, which shapes the entire playstyle of the bot; depending on the game, this procedure may vary. For instance, in a platforming game, we could delimit the activation of a policy to a determined segment of a game level. However, for a fighting game, we could assign a specific policy according to the health level of the bot.
4 MARIOMIX

Based on the generic framework we proposed in the previous section, we designed the authoring tool called MarioMix. This tool is aimed at creating aligned behaviors for the game Super Mario Bros., where end-users are game designers.

4.1 Interface

In Figure 1, we display the MarioMix interface. We will introduce its elements through an example of a user study, which we explain in greater detail in Section 6.

In this example, a game developer named Sophia wants to create a synthetic tester for Super Mario Bros. using MarioMix. First, she selects the desired game level and the resolution of the segments using the corresponding controls in panel (a). Sophia can select the game level to display by using the dropdown list and “load” button on the top-right corner of the panel. Furthermore, she can change the resolution of the current game level with the slider on the top left corner of the panel. This slider has three different positions, and it controls the number of segments in a game level. We segment the game levels in 3, 5, and 10 parts for low, medium, and high resolutions, respectively.

Now Sophia can focus on assigning playstyles to all the segments in the game level that are presented in panel (a). From this panel, she can select a segment to work with by selecting the corresponding checkbox on top of each segment thumbnail. Below each thumbnail, the name of the assigned playstyle is presented. This element also provides Sophia with an overview of the current progress on designing a mixture of playstyles for the whole game level at hand.

The next step is finding the right playstyle for each segment. To do so, Sophia begins by reviewing two proposed playstyles, which, in the first iteration, are presented at random by MarioMix, using the buttons in panel (d). By pressing the button “play fullscreen” on the left side of the panel, only the playstyle option on the left is displayed using all the space in (c); the function of “play fullscreen” on the right is similar but for the playstyle option on the right. On the example in Figure 1, the left and right behavior options are playstyles 5 and 9, respectively. The button in the center, “play both,” displays both playstyle options simultaneously.

However, Sophia did not find the type of playstyle she wanted in either playstyle 5 or 9. Hence, she decides to explore the playstyle space using her own gameplay as input. She starts this process by pressing the “from demonstration” button in panel (b). After pressing this button, a window with the game character in the start position of the game display zone (f) is shown in the game display zone on the right side of the screen, with the game character in the start position of the current game level. In this game window, Sophia has control of the main character, Mario. Once the character dies, or Sophia decides to close the game window, her gameplay metrics are computed. Then, by pressing the “display options” button in panel (b), MarioMix displays Sophia (on the game display zone) the two most similar playstyles that match her exhibited behavior.

This time, although Sophia likes one of the playstyles proposed by MarioMix, she thinks it is not quite what she wants, so she continues exploring the playstyle space using this suggested playstyle behavior as input. To do so, she first selects the input behavior using the checkboxes in panel (e), and then she presses the “more” button in the same panel. After doing this, MarioMix searches for a different behavior that is similar to the one selected in the checkboxes and displays it in the game display zone. This time, Sophia finds the perfect playstyle, so she selects in the checkboxes and then presses the “assign” button.

After assigning the perfect playstyles for the segments that Sophia considers the most important, she is ready to see how Mario plays the whole game level. Therefore, she uses the automatically assign option so that MarioMix finishes her job. When the “automatically assign” button is pressed, MarioMix automatically assigns a behavior to segments without an assigned behavior or marked as “no behavior selected.” The heuristic used to select a behavior starts from the first segment and repeats the selection of behavior performed by Sophia to unassigned segments. If a segment has an assigned playstyle, MarioMix randomly selects a playstyle from the dataset and assigns it to the whole game level at hand.

Once Sophia finishes assigning playstyles to all the segments in the game level, she decides to review how Mario plays. The tools used for reviewing the assigned playstyles are two buttons and the drop-down menu on the bottom-right corner of panel (b). When Sophia presses the “review level” button, MarioMix displays the bot playing with the designated playstyles on the game display zone. Panel (f) also informs her of the current segment and playstyle that the bot is playing. However, if Sophia prefers to review only a particular segment, she can do so by selecting the “review segment” button and the drop-down menu next to it; if she clicks on this button, MarioMix displays the bot playing the selected segment in the drop-down menu.

5 BOT DEFINITION

In this section, we explain how we discretized the game Super Mario Bros. for MarioMix. Additionally, we present the handcrafted reward functions used to regenerate varied playstyles.

5.1 State Representation

For the representation of Super Mario Bros. (see Figure 2) as a Markov decision process (MDP), we use a 3 × 3 grid of variables (a) that code terrain information. This grid can recognize platforms, coin blocks, and coins. Our MDP also accounts for the position (in X and Y axes) of the two enemies, (c) and (d), closest to Mario. The position variables are discretized into 7 values that range from 0 to 6. We also added a binary variable (b) that detects whether there is a cliff in front of Mario.

Our bot can perform 10 different actions. Mario performs the next actions for both the left and right side of the screen: the actions walk, run, jump, and quick jump. Furthermore, Mario can do nothing, as well as perform a neutral jump.

5.2 Policy Dataset

To create multiple playstyles for our policy dataset, we hand-engineered 11 reward functions (RFs). These RFs are intended to generate a wide range of playstyles within the range allowed by our discretization.

First, we focus on creating policies that maximize the next behavior traits in the bot: the speed at which a level is completed, how it overcomes enemies, how it approaches coins, and how often
it jumps. For the speed trait, we designed RFs that create bots that advance either very quickly or slowly in the level. Regarding how the bot overcomes enemies, we crafted RFs that made the bot very cautious about enemies (i.e., it avoided them as much as possible) or highly likely to kill them. Additionally, we designed RFs that create bots that either collect as many coins as possible or ignore them. Finally, for the jump preference, some bots jump as much as possible, while others avoid jumping. With the aforementioned base playstyle as a foundation, we combined them to create 11 unique bot behaviors for MarioMix.

6 USER STUDY

For the MarioMix user study, two expert game developers employed in the game industry and lacking knowledge of academic machine learning were asked to create bot behaviors for three game levels of Super Mario Bros. Given the current situation regarding COVID-19, these expert users tested MarioMix remotely. After completing the given task, we asked the experts a few questions about the usability of MarioMix via an online survey. Additionally, we asked for more feedback via phone and e-mails.

6.1 Task

We presented MarioMix to the experts as a tool to design varied behaviors for synthetic testers or bots that are intended to playtest a game automatically. Therefore, the experts focused on crafting a mixture of behaviors intended for use in playtesting Super Mario Bros. They paid close attention to how the bot plays in specific situations, such as how the bot manages to survive a specific group of enemies in the level. The expert users were tasked with creating a mixture of behaviors for three different game levels in MarioMix.

6.2 Survey

Once the experts completed the assigned task, they took a survey containing the following closed-ended questions:

1. Have you ever played the game called Super Mario Bros.? Options: Yes, No, I’ve only watched other people play it.
2. Would you like to have a tool like MarioMix for the current game you are developing? Options: yes, no.
3. How close are the bot behaviors you created to what you had envisioned? Options: not similar at all, some resemblance, very similar, a perfect match.

Then, we asked the expert users open-ended questions to better understand their most effective workflow while using MarioMix:

1. How would you describe the most effective workflow using MarioMix?
2. What was your preferred resolution, and why?
3. Which way of watching behavior options do you prefer? (two at the same time or one by one)

Finally, we talked with the experts to obtain more general feedback about the usability of MarioMix in an industry context.
7 RESULTS

Overall, the participants in our user study responded positively to the MarioMix interaction method of creating bot behavior. Both experts agreed that the interaction procedure of MarioMix is effective at creating bot behaviors that align with their intentions. Moreover, the participants found the evaluation procedure entertaining, as well as an interesting and effective way to evaluate bot playstyle by observing short gameplay clips.

The participants spent between 40 and 60 minutes using MarioMix. First, we provided a short demonstration of the capabilities of MarioMix and explained the task they were to perform. After they completed the task, we conducted the survey.

Regarding the closed-ended questions in our survey, (1) all participants indicated they had played Super Mario Bros. previously, and (2) they would like to have a tool like MarioMix to create bot behaviors for their games. When asked (3) how close the final behaviors were to what they had envisioned, their answers were either “some resemblance” or “very similar.”

Their responses to open-ended question (1) revealed that both participants had a similar method of using MarioMix. Initially, participants tried each of the different resolutions, and after a couple of minutes of testing, they chose one and kept it for the remainder of the task. Then, they tried each of the behaviors suggested by default in different segments, and when they found they did not like any of the playstyles at hand for a particular segment, they explored the dataset using the “more” function. This exploration procedure continued for a few iterations, and when they did not find a compelling playstyle, they changed the search procedure to the “from demonstration” approach. Once they assigned all segments a playstyle, they reviewed the whole game level using the “review level” function. If they found a problem in a segment, they found a new playstyle that was a better fit for that part of the game level.

On question (2) in the open-ended section, both participants preferred to use a medium resolution (5 segments per game level). The experts mentioned that the high-resolution segments are too short for a correct assessment of the playstyles, while the low resolution does not provide enough control to make the bot play as they intended in certain areas of the game level. From low to high, the mean duration of gameplay clips were 2.5, 5.2, and 8.7 seconds, respectively.

Their answers to the open-ended question (3) reveal that playing both behavior options side by side is the most effective for a quick preference evaluation. Participants reported that by watching both playstyles simultaneously, they could get a better understanding of the behaviors and how they compared to each other, which made it easy to spot unwanted traits. However, when participants were looking for a particular feature in the behavior, examining playstyles individually was more effective. The participants typically performed a coarse assessment by watching both playstyles simultaneously and then refined the search by watching playstyles individually.

In their feedback regarding the interface, the experts stated they would like to have more control over the creation of segments. In particular, they mentioned that they would like to be able to manually create the segments so that they can give more resolution to the parts of the game level they consider most relevant.

It is worth mentioning that participants also found the “more” option compelling because it allowed them to find playstyles that they had not previously considered appropriate for performing tests. Thus, this kind of exploration provides users a wider view of possible ways to play the game at hand.

Moreover, the experts pointed out that the “from demonstration” approach is useful in most cases since it helped them find the required playstyle. However, it did not perform well when participants were looking for a precise gameplay trace. For instance, one participant stated, “I’d like Mario to kill the Koopa Troopa and then hit the shell to kill the remaining enemies.” Since our playstyle similarity metric characterizes the character’s behavior in a more general manner, we cannot incorporate these kinds of specific events into gameplay.

8 DISCUSSION AND FUTURE WORK

From the user study, we can conclude that the top-down method of our generic framework for tackling the agent alignment problem is effective; the participants consider that the behaviors they created for synthetic testers are close enough to their intentions to be useful in a real-world scenario. Nevertheless, they would like to be able to create more precise behaviors for certain events in the game. Additionally, the small number of policies in our dataset limits the variety of playstyles users can generate. These observations present new challenges: how to automatically create a more diverse number of policies/playstyles and how to create such accurate bot behaviors while minimizing the amount of feedback needed from users.

The positive outcomes of the user study validate MarioMix as an effective tool that game developers who lack knowledge of academic machine learning (ML) can create effective bot behaviors. However, adapting MarioMix for different games would require an expert on ML. In future work, we would like to investigate ways to create tools for non-experts in ML and enable them to adapt tools like MarioMix for use in other games. As far as we know, this research direction is unexplored.

Although involving professional game developers in the user study increases the ecological validity of our results, we still need to perform more tests to confirm the generalization of our claims. To fully validate our generic framework, we would like to adapt more games of different genres and test them with other professionals in the game industry. However, the results of the presented preliminary evaluation are promising.

Finally, one advantage of model-based reinforcement learning is that we can easily change the reward function of a bot to adapt its behavior. We would like to explore the creation of companions [9] that adapt according to the game developer’s preferences.

9 CONCLUSIONS

In this paper, we presented a generic framework for creating aligned bot behaviors. In particular, our proposed approach provides users with novel interaction procedures that allow them to create personalized bot behaviors with a top-down method, which consists of evaluating short gameplay clips.
As a proof-of-concept of our framework, we built a tool designed around it called MarioMix. This tool was evaluated by game developers working in the game industry. The preliminary results of this evaluation are positive, as the experts agree that their current workflow would benefit from a tool like MarioMix. Furthermore, these results are encouraging for the adoption of academic AI techniques in commercial games.
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