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Abstract
Finding synchronization between the outputs of a dynamic system, which are represented mostly as time series, helps to characterize the system activities during an occurrence. An important issue in analyzing time series is that they may behave chaotically or stochastically. Therefore, applying a reliable synchronization measure which can capture the dynamic features of the system helps to quantify the interdependencies between time series, correctly. In this paper, we employ similarity measures based on visibility graph (VG) algorithms as an alternative and radically different way to measure the synchronization between time series. We assess the performance of VG-based similarity measures on chaotic, noisy and stochastic time series. In our experiments, we use the Rössler system and the noisy Hénon map as representative instances of chaotic systems, and the Kuramoto model for studying detection of synchronization between stochastic time series. Our study suggests that the similarity measure based on the horizontal VG algorithm should be favored to other measures for detecting synchronization between chaotic and stochastic time series.
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1 Introduction
In recent decades, various local and global techniques, operating in time, frequency, or wavelet domain, have been introduced for measuring synchronization among time series. Local techniques establish synchrony between pairs of time series, whereas global techniques can handle an arbitrary number of time series (Dauwels et al. 2010). The cross-correlation function and its counterpart in the frequency domain, i.e., the coherence function, were the first linear methods developed for quantifying synchronization between time series (Barlow and Brazier 1954; Brazier 1968). These were followed by the development of nonlinear techniques based on mutual information (Panzeri et al. 1999), nonlinear regression (da Silva et al. 1989), and phase synchronization (Rosenblum et al. 2004) among others, summarized overviews of which can be found in several reviews (Dauwels et al. 2010; Pereda et al. 2005; Ansari-Asl et al. 2006).

Recently, the visibility graph (VG) algorithm has attracted attention as a capable technique for time series analysis (Lacasa et al. 2008; Lacasa and Toral 2010). A time series (or signal) can be considered as an ordered set of values. By applying a mapping technique, we can turn this set into a different mathematical object (e.g., a graph or network) and investigate which properties of the time series are conserved, transformed or missed. Therefore, the preceding mapping gains some practical interest as it opens the possibility of analyzing a time series from an alternative angle. The motivation is completed when the mapping technique belongs to a relatively mature mathematical field, where information encoded in such a representation can be effectively extracted and processed.

Furthermore, time series analysis has some limitations, when it refers to study nonlinear or complex time series. Dynamical phenomena such as chaos, long-range correlated stochastic processes, intermittency and multifractality are examples of complex phenomena where time series analysis is pushed to its own limits. A new approach, like VG algorithm, that deal with the intrinsic nonlinearity by being intrinsically nonlinear are not only welcome, but
also needed. Moreover, the technological era brings us the possibility of digitally analyzing massive data sets. With the aid of a well-suited algorithm we can filter such plethora of data. The family of visibility algorithms constitute one of other possibilities to map a time series into a graph and subsequently analyze the structure of the series through the set of tools developed in the graph / complex network theory (Lacasa et al. 2008; Lacasa and Toral 2010; Luque et al. 2009; Nuñez et al. 2012).

The idea of mapping time series into graphs seems attractive because it lays a bridge between nonlinear signal analysis and complex networks theory. Hence, the visibility graph (VG) algorithm has attracted attention as a capable technique for time series analysis due to its intrinsic non-locality, low computational cost, simple rules and straightforward implementation (Lacasa et al. 2008; Lacasa and Toral 2010; Luque et al. 2009; Nuñez et al. 2012). The VG algorithm provides an effective method to map time series to a graph permitting a mutual relationship between dynamical properties of time series and topological properties of the graph. Therefore, the information on time series is obtained just by analyzing the characteristics of the graph. In particular, it has been shown that both the structure of complex, irregular time series and nontrivial ingredients of its underlying dynamics are inherited in the topology of the visibility graphs, and therefore simple topological properties of the graphs can be used as time series features for description and automatic classification purposes. Examples include a topological characterization of chaotic series and the method has been used for the description and classification of empirical time series appearing in physics, physiology, neuroscience or finance (Lacasa et al. 2008; Lacasa and Toral 2010; Luque et al. 2009; Nuñez et al. 2012; Czechowski et al. 2016; Shao 2010; Ahmadlou et al. 2012; Zhu et al. 2012; Ahmadi and Pechenizkiy 2016; Yang et al. 2009).

For synchronization purpose, the series of connectivity degree (i.e., the number of edges connected to a node) of the visibility graph nodes is considered as a new time series, which is called the degree sequence (DS) time series. Measuring the synchronization between two DSs is called the VG similarity and can be presented as an alternative measure of synchronization between time series (Ahmadi and Pechenizkiy 2016; Ahmadlou and Adeli 2012).

An important issue in analyzing a dynamic system is that the system may behave chaotically and/or stochastically (Lacasa and Toral 2010; Korn and Faure 2003). Chaotic systems display sensitivity to an initial condition which manifests instability everywhere in the phase space and leads to non-periodic time series. When one or more parts of a dynamic system have randomness, it is called a stochastic system. A stochastic system does not always produce the same output for a given input.

In this paper, we present the main results of our experimental study aimed at assessing the capability of the VG-based similarity techniques in measuring synchronization between chaotic, noisy and stochastic time series. For this purpose, we conducted a comprehensive evaluation of the VG-based similarity measures on coupled Rössler system, noisy Hénon map, and the Kuramoto model. We compare the performance of VG-based similarity techniques with other commonly used synchronization measures, including cross-correlation, synchronization likelihood and variants of coherence and phase lag index. The results of our study suggest to choose the horizontal VG-based similarity measure for detecting synchronization between chaotic and stochastic time series.

The rest of this paper is organized as follows: we introduce the VG-based similarity measures in Sec. 2, discuss the experimental results in Sec. 3 and conclude with final remarks in Sec. 4.

2 The methods
2.1 Visibility graph algorithm

Let \( y_i \) be a univariate time series of \( N \) data (\( i = 1,2,\ldots,N \)). The VG algorithm converts the time series \( y_i \) to a graph \( G(v_i) \), as a data point \( y_i \) is mapped into a node \( v_i \) in \( G \). The signal node (i.e., \( t_i \), a point on the time series) represents a moment in which the data is recorded. Therefore, a time series of size \( N \) maps to a graph with \( N \) nodes. The original visibility graph (VG) algorithm implies that two arbitrary data values (\( t_i, y_i \) and (\( t_j, y_j \) have visibility, and consequently are connected nodes of the associated graph, if any other data (\( t_k, y_k \)) placed between them (\( t_i < t_k < t_j \)) satisfies (Lacasa and Toral 2010):

\[
y_k < y_i + (y_j - y_i) \frac{t_k - t_i}{t_j - t_i}
\]

(1)

The schematic of the above geometric criterion and its associated visibility graph are shown in Fig. 1a. It is clear that two arbitrary nodes \( i \) and \( j \) in the graph are connected if one can draw a (straight) line in the time series joining \( y_i \) and \( y_j \) that does not intersect any intermediate data height.

The horizontal visibility graph (HVG) algorithm is an alternative, simpler and faster geometric criterion (Luque et al. 2009). In the HVG algorithm, two nodes \( i \) and \( j \) in the graph are connected if the following geometrical criteria is fulfilled within the time series:

\[
y_i + y_j > y_k, \text{ for all } k \text{ such that: } i < k < j
\]

(2)

Figure 1b illustrates the scheme of the horizontal visibility algorithm and the associated graph. According to the HVG geometric criterion, two data points (\( t_i, y_i \)) and (\( t_j, y_j \)) are connected if one can draw a horizontal line in the time
series linking the corresponding imaginary vertical lines without intersecting any intermediate data point.

After constructing the original VG or HVG, the degree of each node is determined. The degree of node $i$ is the number of links which touch $i$. The corresponding degree sequences (DS) of the original VG and the HVG algorithms are shown in Fig. 1c as time series. From Fig. 1c, it is clear that HVG is always a sub-graph of its associated original VG. This does not affect qualitative features of the resultant graph; quantitatively speaking, the HVG has less statistics (Luque et al. 2009).

Now, the synchronization of the time series $y_1(t)$ and $y_2(t)$ is determined through computation of similarity of the DSs of the corresponding visibility graphs as:

$$S_{y_1, y_2} = \frac{\text{cov} (\text{DS}_{y_1}, \text{DS}_{y_2})}{\sigma_{\text{DS}_{y_1}} \times \sigma_{\text{DS}_{y_2}}}.$$ (3)

where $\text{DS}_{y_1}$ represents the degree sequence of a time series, and $\text{cov}_{y_1}$ and $\sigma_{y_1}$ are its covariance and the standard deviation. The synchronization values range from 0 to 1, where $S=0$ means the time series are not synchronized, and $S=1$ means that time series are identical.

The VG-based algorithms are nonlinear maps of time series to graphs, and it has been shown that many signal structural properties (e.g., periodicity, fractality, etc.) are inherited in the resultant graph (Yang et al. 2009; Ahmadiou and Adeli 2012; Korn and Faure 2003). However, some signal information is inevitably lost in the mapping from the fact that the network structure is completely determined by the binary adjacency matrix (Yang et al. 2009; Ahmadiou and Adeli 2012; Korn and Faure 2003). For example, two periodic signals with the same period would have the same visibility graph, albeit being quantitatively different. Furthermore, the VG algorithm is restricted to univariate time series, and since it is sensitive to the nonlinear monotonic transformation of the original time series, it cannot be used to represent invariants of the underlying system (Czechowski et al. 2016).

It is worth mentioning that the presented VG-based algorithms are computationally efficient to transform small-scale time series to graphs; however, it may take too much time to deal with very large time series. To transform a time series of size $n$, it is necessary check all the $n(n-1)/2$ pairs of signal nodes whether each pair of two nodes can see each other based on the defined geometrical criteria. For example, in Fig. 2a, to check the connection between signal nodes $t_3$ and $t_7$, we need to know the maximum slope of the lines between node $t_3$ and nodes $t_4$, $t_5$ and $t_6$. After calculation for each pair of nodes, the maximum slope is timely updated. Hence, the time complexity of the connection judgment between each pair of nodes is $O(1)$. Therefore, the total time complexity of the VG algorithm is $O(n^2)$. In other words, the
algorithm takes $O(n^2)$ time to execute to detect synchronization between two time series for the time duration $n$.

### 2.2 State-space trajectory

Synchronization of chaos is often understood as a regime in which two coupled chaotic trajectories exhibit identical, but still chaotic oscillations. For example, the shapes of some well-known coupled chaotic systems seem regular, but the one-dimensional projection of their trajectories seems random. Many of the classical signal processing measures are not able solely to reveal such regularities behind the observed time series (Yang 2005; Packard et al. 1980). Therefore, a technique such as a state-space reconstruction is needed to detect this kind of behavior and analyze nonlinear time series. To this end, the time series of interest is embedded in a high-dimensional space to form a trajectory from which the properties of the original dynamic system can be deduced. The embedding theorem (or Taken’s theorem Chan and Tong 2013) establishes that, when there is only a single sampled quantity from a dynamical system, it is possible to reconstruct a state-space that is equivalent to the original (but unknown) state-space composed of all the dynamical variables (Kantz and Schreiber 2004).

Two parameters time delay ($T$) and an embedding dimension ($d$) are defined to reconstruct a state-space. These parameters should be determined properly to avoid loss of information in the reconstructed state-space. It is suggested that to choose the same values of $T$ and $d$ for all signals to be able to compare the similarity of their states (Pereda et al. 2001). According to Taken’s theorem (Chan and Tong 2013), the state vector of the $i$th sample of a given signal is defined as:

$$Y_i = [y_i, y_{i+T}, \ldots, y_{i+(d-1)T}]$$

Therefore, a multi-dimensional state-space is reconstructed from a scalar time series, as each trajectory contains $[N - (d - 1)T]$ states, where $N$ is the number of sampling points of each time series.

After mapping all samples of time series to the state-space, a window $W_n$, with the width of $2(w_2 - w_1)$ is considered. Here, $w_1$ is the Theiler correction (Chan and Tong 2013) that is used to prevent information redundancy in the similarity computation, and $w_2$ is an integer number which determines the maximum temporal distance that a state can have from the reference state. Also, the state at the center of the window is considered as the reference state, $Y_c$. Therefore, the width of window depicts the number of states which are restricted in the window, in other words, each window around reference state contains all states, $Y_m$, as $w_1 < |c - m| < w_2$.

Now, by calculating the Euclidean distances of all states in the window with the reference state, the distance time series (DTS) of the window is constructed. After calculating the DTS, the original VG or the HVG algorithm is applied on the DTS to determine if the synchronization corresponds to the window $W_n$. By shifting the window, the synchronization value is obtained for each window. Note that the window should be shifted with short enough steps to have a high temporal resolution which usually increases the computational cost. The overall synchronization of the system is obtained by averaging the computed synchronization values over all windows.

Using the Takens’ theorem (Chan and Tong 2013), a signal sample is mapped nonlinearly to a state-space and the information of neighbor samples (i.e., past and next samples) are also used to create the state-space of that sample. The original VG and the HVG algorithms are also a nonlinear transform of signals to graphs and according to their geometric criteria, the information of at least nearest past and next samples is mapped into the graph. In other words, the original VG and the HVG algorithms inherently handle the high-dimensional chaos (Korn and Faure 2003), and we expect to observe no significant improvement on our analysis by making the trajectory of time series in state-space. However, in this work in addition to the original VG and the HVG algorithms, their combinations with the state-space
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Fig. 2 The trajectory of the coupled Rössler systems projected on the $x_1 - x_2$ plane with $\Delta \omega = 0.05$ when a $C = 0$, b $C = 1.5$ and c $C = 5$.
are also examined as separate schemes, i.e. first, time series are mapped to the state-space and then the original VG (or HVG) algorithm is applied on the resultant DTS for each window. We call these schemes as the SS-VG and the SS-HVG, where SS refers to state-space mapping.

3 Results and discussions

We implemented the above VG-based similarity algorithms to find synchronization between chaotic (Sec. 3.1), noisy chaotic (Sec. 3.2) and stochastic (Sec. 3.3) time series. The performance of the VG-based algorithms is compared against the commonly used synchronization measures: the cross-correlation (CC), the coherence (Coh), the imaginary part of coherence (ImPC), the synchronization likelihood (SL), the phase coherence (PC) and the phase lag index (PLI). A brief review of these measures is provided in the Appendix.

3.1 Chaotic time series

Many output time series in physical, chemical and biological systems (e.g., EEG time series) have a chaotic motion in time. A chaotic motion means that the precise behavior of the system cannot be determined for a very long time in contrast to the periodic or quasi-periodic motion. Here, we use the coupled Rössler systems (Rössler 1976) to generate chaotic time series as (Smirnov and Andrzejak 2005):

\[
\begin{align*}
\frac{dx_1}{dt} &= -\omega_1 y_1 - z_1 \\
\frac{dy_1}{dt} &= \omega_1 x_1 + 0.2 y_1 \\
\frac{dz_1}{dt} &= 0.2 + z_1(x_1 - 5.7) \\
\frac{dx_2}{dt} &= -\omega_2 y_2 - z_2 + C(x_1 - x_2) \\
\frac{dy_2}{dt} &= \omega_2 x_2 + 0.2 y_2 \\
\frac{dz_2}{dt} &= 0.2 + z_2(x_2 - 5.7)
\end{align*}
\]

where the subscripts 1 and 2 denote the oscillator 1 (driver) with state vector of \(X = [x_1, y_1, z_1]\) and 2 (attractor) with state vector of \(Y = [x_2, y_2, z_2]\), respectively. Parameters \(\omega_1 = \omega_0 - \Delta \omega\) and \(\omega_2 + \Delta \omega\) are natural frequencies, where \(\omega_0 = 1\) is the normalized natural frequency and \(\Delta \omega\) is the natural frequency mismatch between two coupled systems. Two identical systems have the same parameters and therefore \(\Delta \omega = 0\). It has been demonstrated that complete synchronization between two systems is not possible when there is a small but finite mismatch of the parameters of the systems (Osipov et al. 1997; Yanchuk et al. 2003).

The equations of systems are solved using the fourth-order Runge–Kutta method with a fixed step size of \(dt = 0.05\). The initial conditions for all case studies are set as: \(x_1(0) = 0.5, y_1(0) = 1, z_1(0) = 1.5, x_2(0) = 2.5, y_2(0) = 2\) and \(z_2(0) = 2.5\). Each time series includes 10,000 data points, where the initial transients are removed by discarding the first 5000 data points. The coupling strength \(C\) is varied between 0 and 4, and the natural frequency mismatch of the oscillators is set as \(\Delta \omega = 0\) and 0.05, which make the systems identical and non-identical, respectively. The different trajectories on the \(x_1–x_2\) plane obtained by changing the value of the coupling parameter \(C\) are illustrated in Fig. 2a–c when \(\Delta \omega = 0.05\). In these figures, a clear tendency towards the identity of the two attractors can be observed, although complete synchronization will never be reached due to the parameter mismatch. In the

Fig. 3 Predicted synchronization values as a function of coupling strength C. All compared measures are applied to time series \(x_1\) and \(x_2\) of two coupled Rössler systems
case of complete synchronization, the $x_1 - x_2$ trajectory is presented as a straight line.

Figure 3 shows the synchronization values computed by the original VG and the HVG measures as a function of coupling strength, compared to some common measures. The measures are applied on the $x_1$ and $x_2$ as a chaotic time series. The results for the identical Rössler system (i.e., $\Delta \omega = 0$) are presented in Fig. 3a. All the measures show an increase in the synchronization value as a function of $C$, and complete synchronization occurs for all measures roughly at $C = 1.2$. The results for a non-identical system with $\Delta \omega = 0.05$ are shown in Fig. 3b. For two non-identical time series, the synchronization value should start with a value of approximately near zero and then increase gradually by increasing $C$. It can be seen that the predicted synchronization values by the HVG and SL measures are very close to 0 when $C = 0$, whereas other schemes start with larger values. All the measures ascend continuously regarding $C$, correctly representing a higher degree of synchronization when the coupling parameter is higher. All the measures, excluding the HVG and the PLI, approach to complete synchronization approximately at $C = 2$. The PLI scheme shows a constant value (roughly 0.55) for the synchronization even at very high coupling strength and does not show an ascending behavior. The HVG measure shows an ascending behavior over all values of the coupling strength and approaches slowly to complete synchronization. However, the synchronization values measured by the HVG never gets very close to full synchronization even at very high coupling strength (i.e., $C = 25$). This behavior is consistent with the concept of two non-identical systems which means that systems are not equal due to the mismatch parameter.

To further examine the accuracy and capability of the VG-based similarity measures, we define the synchronization error as (Yanchuk et al. 2003):

$$\text{error} = x_1(t) - x_2(t)$$

Figure 4 shows $x_1$ (driver) and $x_2$ (respond) time series and corresponding errors time series of the identical coupled Rössler systems during an epoch of time when $C = 0$, 1 and 2, respectively.

It is clear from the figure that by increasing the coupling strength, the error decreases and two time series are matched and become synchronized. The amount of error after the transition region (i.e., time > 5000) around $C = 1$ is quite small. However, some error perturbations appeared for a while, which results in incomplete synchronization in this case. Consequently, these error perturbations affect the calculated synchronization values by the measures and as can be seen from Fig. 3a, some undulations appear around $C = 1$. As the coupling strength increases to values above 1.2, the amount of error becomes negligible, and measures should show complete synchronization.

Similarly, the driver and respond time series for the non-identical coupled Rössler systems with $\Delta \omega = 0.05$ for $C = 0$, 2 and 5 along with corresponding errors are shown in Fig. 5. Due to the mismatch parameter, the error never becomes zero and as a results complete synchronization never is achieved. This figure shows that the amount of error around $C = 0$ is quite high and somehow is in the same order of magnitude with the time series. Therefore, we expect to have a weak coupling when $C$ is close to zero. Therefore, we can say that the HVG and the
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**Fig. 4** Time series depicting projective synchronization between drive state $x_1$ and response state $x_2$ (left) and the corresponding errors $x_1-x_2$ of the identical coupled Rössler systems, $C = \{0, 1, 2\}$
SL schemes predict the synchronization at weak coupling more accurate than the other measures (see Fig. 3b). Around $C=2$, the value of the error is still significant, and we do not expect to have complete synchronization or values close to 1 for the synchronization value. Therefore, we can conclude that the PC, the CC, and the Coh measures overestimate the synchronization measures (see Fig. 3b). The behavior of the SL, the HVG, and the original VG measures are ascending as a function of coupling strength. However, due to the mismatch parameter, some errors always exist and two time series never match exactly.

Figure 6 shows absolute value of the maximum errors for identical and non-identical coupled Rössler systems against coupling strength. It can be seen that the slope of line for the identical case changes sharply at $C=1$ and the error decreases dramatically. These changes in slope clearly explain the reason of complete synchronization around $C=1$ predicted by various measures in Fig. 3a. On the other hand, the slope of the line for the non-identical case is almost constant over all coupling strengths. It means that the error decreases monotonically as a function of $C$ and becomes small only with very high $C$. Therefore, an accurate synchronization measure should also show a similar behavior for the non-identical systems, i.e., increasing gradually against increasing coupling strength. Therefore, we can say that the HVG and original VG measures, as well as the SL measure, show a good performance on finding the synchronization value for chaotic time series. However, the HVG measure shows a uniform increase after $C=1$, whereas the VG and the SL schemes show a big jump in synchronization value and approach to complete synchronization when $C$ is around 1 and then, show a uniform increase with a very smooth slope (see Fig. 3b). Our analysis shows that the maximum amount of error when $C=5$ is about 10% of the magnitude of the time series, which means that the error is still significant. Therefore, we do not expect to have synchronization value close to 1 similar to predicted values by the original VG and the SL. Therefore, the original VG and the SL measures are quantitatively overestimating the synchronization compared to the HVG measure. Furthermore, due to the presence of the mismatch parameter, two time series never become synchronized completely. This concept is more consistent with the results of the HVG measure, which shows uniform increasing behavior over $C$ with the almost constant increasing slope.

Note that the SS-VG and the SS-HVG overestimate the synchronization values for both the identical and non-identical cases. These schemes show the steepest increases (results are not shown here), whereas they almost predict complete synchronization for $C<0.5$ for both the identical and non-identical
cases. These measures show a ceiling effect for low values of the coupling strength. Note that the computational parameters in this study for the state-space algorithm are time delay $T = 2$ and dimension $d = 10$. The small value of time delay helps to capture the shortest changes (e.g., high-frequency component) in the time series and increases the accuracy of the mapping. Also, since many real-world time series (e.g., the EEG or multi-sensor radar signals) have high intrinsic dimensionality, we selected $d = 10$ which would be a suitable value for our study.

### 3.2 Noisy chaotic time series

Output time series of many chaotic real-world systems are usually contaminated by noise. The signal-to-noise ratio (SNR) is a measure of signal strength relative to the level of noise in a system output and is usually measured in decibels (dB). To generate noisy chaotic time series, the Hénon map systems (Hénon 1976) are contaminated by additive white Gaussian noise (AWGN) with various SNRs (Diebold 1998). The Hénon map is defined as:

$$
\begin{align*}
 x_{1,t+1} &= 1 - 1.4x_{1,t}^2 + by_{1,t} \\
 y_{1,t+1} &= x_{1,t} \\
 x_{2,t+1} &= 1 - 1.4[Cx_{1,t} + (1 - C)x_{2,t}]x_{2,t} + by_{2,t} \\
 y_{2,t+1} &= x_{2,t}
\end{align*}
$$

where the driver system includes states $x_1$ and $y_1$, and the responder system contains states $x_2$ and $y_2$. Here, $C$ is the coupling parameter which defines the strength of the coupling between the two systems, and varies from 0 (indicating the subsystems are completely independent) to 1 (indicating the subsystems are completely synchronized). Also, $t$ is discrete time or iteration index, and $b$ is the bifurcation parameter, as for $b = 0.3$ both dynamic subsystems are identical, and for $b \neq 0.3$ both dynamic subsystems are not identical (Sprott 2006).

The different trajectories on the $x_1$-$x_2$ plane for various values of the coupling parameter ($C$) for both noise-free and noisy identical cases are shown in Fig. 7a–c. A clear tendency towards the identity of the noise-free systems can be observed. However, for the noisy cases, the pattern of the response system is far from the driver system due to the presence of the noise and they never become matched even at $C = 1$.

Figure 8 shows the performance of the VG-based synchronization measures on the noise-free identical and non-identical Hénon map systems, compared to some common synchronization measures. The synchronization value should start with a value of approximately near zero when $C = 0$, and then increase gradually by increasing $C$. For both the identical and non-identical systems, all measures show an increase in synchronization value as the coupling strength increases.

![Fig. 7](image_url) Comparison of the trajectory of the identical coupled Hénon map systems projected on the $x_1$-$x_2$ plane with $C = \{0, 0.65, 1\}$. Top plots: noise-free systems; bottom plots: noisy systems with SNR = 10
increases. For the identical systems, a sharp transition in synchronization is observed almost for all measures when $C$ becomes larger than 0.6, and complete synchronization occurs for all measures roughly at $C > 0.7$. One can see that all the VG-based measures exhibit good performances. These measures predict the synchronization value close to zero when $C = 0$, uniform increase up to $C = 0.6$ and finally complete synchronization for $C > 0.7$. Other common measures also show acceptable performance for the identical systems except for the Coh and the PC measures that overestimate the synchronization when there is a weak coupling between the systems (i.e., $C < 0.5$). The same story is observed for the non-identical systems. All the VG-based measures show an ascending behavior over all values of the coupling strength and approach gradually to 0.7 when $C = 1$. Note that for two non-identical systems, a complete synchronization is never achieved.

The results for the identical and non-identical noisy coupled Hénon systems are shown in Fig. 9 for SNR = 20 and 5 corresponds to low and high noise systems. The trend of all measures for the identical systems with a small amount of noise (i.e., SNR = 5, see Fig. 9a) are similar to the noise-free systems, i.e., by increasing the coupling strength, the measures should increase according to with the growing influence of the driver system on the response system. However, due to the presence of noise, some of the measures, including the VG-based measures, fail to predict complete synchronization at high coupling strengths (i.e., $C > 0.7$). It is clear that the Coh, PC, and CC measures predict complete synchronization at high coupling strengths which means that these measures are less sensitive to the noise at high coupling strengths. However, the Coh and PC measures overestimate the synchronization at low coupling strengths and predict large values for the synchronization even at $C = 0$. By increasing the amount of noise (i.e., SNR = 5. See Fig. 9b), all the measures fail to predict complete synchronization for the identical systems at high coupling strengths. The PC measure shows less sensitivity to the noise and predicts a higher value for the synchronization for larger coupling strengths. However, as we mentioned earlier, this measure fails to predict correct values at low coupling strengths. Among the VG-based techniques, the HVG measure shows less sensitivity to the noise and predicts a larger value for the synchronization at higher $C$ compared to the other VG-based measures.

Since the non-identical systems are not similar, a complete synchronization is not achieved. Now, by adding some amount of noise to the non-identical coupled Hénon systems, the capability of the synchronization measures are examined. The results are shown in Fig. 9c, d for SNR = 20 and 5, respectively. Compared to the noise-free non-identical systems (see Fig. 8b), all the measures predict lower values for the synchronization due to the presence of the noise. The effect of noise become pronounced as the SNR decreases and consequently, a smaller value is predicted by all measures when SNR = 5 compared to SNR = 20.

To slightly go deeper on the effect of noise on the performance of the VG-based measures, we focus on the value of the synchronization when $C = 1$. For the noise-free non-identical systems (see Fig. 8b), the synchronization value predicted by the HVG, the original VG, SS-HVG and SS-VG measures are equal to 0.8, 0.72, 0.8 and 0.75, respectively. At SNR = 20, the predicted values are 0.77, 0.63, 0.74 and 0.71 (see Fig. 10c) and at SNR = 5, the values are 0.42, 0.35, 0.3 and 0.25 (see Fig. 10d), respectively. These results indicate that the amount of noise when SNR = 20 leads to roughly 4, 13, 8 and 5% decrease in the predicted synchronization values by the HVG, original VG, SS-HVG and SS-VG measures compared to the noise-free systems, respectively.
By decreasing the SNR to SNR = 5, the measures show more sensitivity to the noise and the differences increase to 47, 51, 62 and 67% for the HVG, the VG, the SS-HVG and the SS-VG measures, respectively. Therefore, we can say that the HVG measure shows less sensitivity to the noise compared to other VG-base measures. Also, we can conclude that the mapping the HVG and VG measures to the state-space leads to no improvement in the performance of the measures for the chaotic and noisy chaotic systems.

By decreasing the SNR to SNR = 5, the measures show more sensitivity to the noise and the differences increase to 47, 51, 62 and 67% for the HVG, the VG, the SS-HVG and the SS-VG measures, respectively. Therefore, we can say that the HVG measure shows less sensitivity to the noise compared to other VG-base measures. Also, we can conclude that the mapping the HVG and VG measures to the state-space leads to no improvement in the performance of the measures for the chaotic and noisy chaotic systems.

Figure 10 shows absolute value of the maximum errors for (non-)identical noise-free/noisy coupled Hénon map systems against coupling strength in a semi-log plane. It is evident that by decreasing the SNR, the amount of noise and consequently the absolute error increases for both identical and non-identical systems. For the identical noise-free systems, a very sharp decrease in error is observed in $C = 0.6$, as the magnitude of error decreases five orders from $C = 0.6$ to $C = 0.7$. This sharp decrease in error means that two time series become quite synchronized for $C > 0.6$. By referring to Fig. 8a, we can see that all the measures show coordinated
behavior and predict complete synchronization for $C > 0.6$. By adding noise to the identical systems, the smaller decrease in error is observed at $C = 0.6$, as the magnitude of error decreases only one order when SNR = 20. For the highly noisy system (i.e., SNR = 5) no changes in the order of error are observed. This large amount of noise in the systems contaminates the time series and the VHG-based measures fail to distinguish accurately between real-time series and noise (see Fig. 9a, b). When coupling strength is high, the PC measure shows less sensitivity to noise and exhibits a good performance in detecting the synchronization of the noisy systems. A similar behavior can be observed for the non-identical systems. However, since the time series are not similar in non-identical systems, a complete synchronization is not achieved even for noise-free systems with large coupling strengths.

In the last part of this section, we study a quantity called graph entropy associated with the graph. There are several graph entropy calculation methods which incorporate random walks, degree distribution, and node centrality (Dehmer and Mowshowitz 2011). By calculating the entropy of the graphs corresponding to the noisy time series, the complexity of them compared to the noise-free case are measured. For this purpose, we use the so-called Shannon entropy formula (Shannon 2001) as:

$$h = - \sum_{i=1}^{n} p(k) \log (p(k))$$  \hspace{1cm} (8)$$

where $p(k)$ is the probability of the degree $k$ over the degree sequence. It is calculated by calculating the ratio of the number of nodes with degree $k$ to the size of the degree sequence. The degree probabilities of the noise-free and noisy non-identical Hénon map time series with $C = 0$ calculated by the HVG are shown in Fig. 11. It is clear that by contaminating the time series with noise, the fluctuations in the system and its DS become pronounced and consequently the probability of degrees with higher degrees increases. Needless to say, by increasing probability of higher degrees, the probability of lower degrees (e.g., $k = 2$) decreases.

We calculated the graph entropy for various values of coupling strength. As an example, the value of graph entropy, $h$, for the responding system of the non-identical Hénon map with $C = 0$ is equal to 2.47, 2.60 and 2.71 for noise-free, SNR = 20 and SNR = 5, respectively. We can see that by adding more noise to the system, the entropy of the system increases. Generally, the value of the entropy defines the uncertainty or randomness in the system and in a noisy system with an increase in noise, the entropy, and complexity of the system increases that lead to uncertainty about the information content of the time series. Therefore we can say that, the more noisy time series, the more complex graph and the more graph entropy. Note that this increase in entropy is observed for all values of coupling parameter, $C$, and also for the identical system as well.

3.3 Stochastic time series

To study the capability of the similarity measures for detecting real changes in synchronization of stochastic time series, we apply the measures on output time series of the so-called Kuramoto model (Kuramoto 2012). This model posits that the activity of a local stochastic system (e.g., neurons in the brain) can be sufficiently represented by its circular phase alone (Breakspear et al. 2010; Acebrón et al. 2005; Stam et al. 2007). The Kuramoto model describes the phase dynamics of a large network of $N$ globally coupled limit-cycle oscillators, $\theta_i(t)$, having natural frequencies $\omega_i(t)$, and whose phase dynamics is defined by the following differential equation:

$$\frac{d\theta_i(t)}{dt} = \omega_i + \frac{1}{N} \sum_{j=1}^{N} K \sin (\theta_j - \theta_i) : i = 1, \ldots, N$$  \hspace{1cm} (9)$$

where $K$ is the strength of the couplings between the oscillators. Actually, the $i$-th oscillator adjusts its phase velocity according to input from other oscillators through the coupling strength $K$. Usually, the global degree of synchrony of the system is described by an order parameter $r(t)$ as:

$$r(t) = \left| \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j(t)} \right|$$  \hspace{1cm} (10)$$

The averaged value of $r(t)$ over time is abbreviated by $r$. The averaged order parameter $r$ captures the degree of phase coherence in the system (Stam et al. 2007) as it approaches zero when the phases are uniformly distributed (have large
circular variance) and approaches one when the phases of all oscillators become perfectly locked, describes zero phase lag synchronization. The Kuramoto model shows a phase transition from a desynchronized to a partially synchronized state at a critical value $K = K_c$. When $K < K_c$, the system is not synchronized, and $r = 0$ (in the limit of an infinite number of oscillators, i.e., $N \to \infty$). When $K > K_c$, a single cluster of synchronized oscillators emerges, which grows for increasing $K$. For $K > K_c$, the order parameter $r$ is given by: 

$$r = \sqrt{1 - \frac{K_c}{K}}.$$

Theoretically, an infinite number of oscillators is necessary for the analytical results to hold. However, it has been shown that with only 64 oscillators the model can explain various empirical results quite well (Stam et al. 2007; Kiss et al. 2002). Therefore, we solve the Kuramoto model for $N = 64$ in our work for various values of coupling strength $K$. 

**Fig. 12** Collection and final phase of Kuramoto oscillators situated in the unit circle for $K = \{0, 1, 3, 8\}$ and a brief behavior of corresponding time series obtained for few oscillators.
ranging from 0 to 8. Figure 12a–d show nil, weak, intermediate and full phase locking behavior of the selected number of oscillators for \( K = 0, 1, 3 \) and 8, respectively, in the polar form on a unit circle. The impact of increasing \( K \) on the model is increasing the phase synchrony amongst the oscillators. For \( K = 0 \) and 1, the oscillators disperse, whereas for \( K = 8 \) they are fully synchronized. For \( K = 3 \) we see that a large cluster of synchronous oscillators is apparent. However, some other oscillators, whose natural frequencies are at the tails of the distribution, are not locked to this cluster.

The Kuramoto model (Eq. 9) is solved numerically for each oscillator with a time step of 0.05 s. The simulation is run for 10,000 time steps and then the time series corresponding to oscillator \( i \) at time \( t \) is defined as \( x_i(t) = \text{Sin}\theta_i \). It is clear that in the nil and weak cases (i.e., \( K = 0 \) and 1), the dynamic of time series are independent whereas for strong coupling (i.e., \( K = 8 \)), the time series become relatively fully coherent. Thus, as the coupling strength \( K \) increases, the interaction functions to overcome the dispersion of natural frequencies \( \omega_i \) resulting in a transition from incoherence, to partial and then full synchronization.

For each value of \( K \), five trials are done and the resulting time series of \( N = 64 \) oscillators are subjected to synchronization analysis. The final value of the synchronization at each \( K \) is computed by averaging the estimated synchronization over all possible pairs of the simulated oscillators (time series).

The values of the synchronization for the Kuramoto model calculated by the VG and the HVG similarity measures are shown in Fig. 13.

The results show the averaged values over all pairs of the 64 time series as a function of coupling strength \( K \). The results are compared with the averaged order parameter \( r \) (Eq. 10) as well as the results of the PLI, PC, and ImPC measures. It can be seen that \( r \) remains close to 0 until \( K \) reaches a critical value \( K_c \approx 1.5 \), above which \( r \) rapidly increases towards its asymptotic value of 1. A similar treatment is observed for the VG and the HVG similarity measures. However, compared to the \( r \), the sharp increase happens in smaller \( K \) when using the original VG. The behavior of the HVG as well as the PLI and the PC measures are in close agreement with the results for \( r \). The ImPC generally underestimated the true synchronization in the model. Its results start to increase for \( K > K_c \), but never reached values much higher than 0.2 even for very high coupling strength \( K \). Note that the SS-VG and the SS-HVG results (not shown here) show behavior similar to the VG and the HVG results and similar to the chaotic analysis, but they lead to no significant improvement in the results.

It is worth mentioning that the value of synchronization should be theoretically equal to zero for \( K < K_c \). The non-zero values below \( K_c \) merely reflect fluctuations in the simulation due to a finite number of oscillators, \( N \).

### 3.4 Application to real data

Our results showed that the HVG scheme is a capable and accurate method for finding synchronization between time series. For further study, we apply the HVG on real data.

It has been demonstrated that the degree distribution on the visibility graph associated with a random time series is presented theoretically by \( P(k) = (1/3)(2/3)^{(k-2)} \), where \( k \) is the degree of a node (Luque et al. 2009). Now, we apply the HVG on the data from the US Energy Information Administration on the crude oil future contract 1 (Dollars per Barrel) from Jan. 1986–Dec. 2000 (see Fig. 14a). A finite size time series is generated by extracting 200 sample data points of each year. Figure 14b shows a comparison between the results of HVG and the theory of data points extracted from the crude oil price. A fair agreement is observed for the degree distribution for small degrees. However, the method deviates from the theory for larger node degrees which are caused solely by finite size effects.

As a further study, the presented HVG-based synchronization method is applied on the brain EEG data to construct synchronization (or correlation) matrix of the brain. Electroencephalography or EEG is a well-known technique for measuring the brain activity. EEG signals have been considered to result either from random processes or to be generated by non-linear dynamic systems exhibiting chaotic behavior (Pijn et al. 1991). Furthermore, EEG time series can be contaminated with noise caused by user’s head movements. We use the dataset that is described in (Hoffmann et al. 2008) for a healthy and a disabled subject (male, 51 years old) with multiple sclerosis (MS) disorder. The data is publicly available at http://mmspg.epfl.ch/BCI datasets. The EEG was recorded at 2048 Hz sampling rate from 16 electrodes placed at the standard positions of the 10–20 international system (see Fig. 15). The indices of
The 16 electrodes are: FC1, C3, CP1, P7, P3, O1, Oz, O2, P4, CP2, C4, FC2, P8, Fz and Cz.

For the data described above, we build the adjacency matrices for the healthy and patient subjects. For this purpose, one needs to calculate the correlations among all pairs of EEG electrodes and deduce the respective adjacency matrix, called synchronization matrix. Therefore, the values of synchronization matrix describe the amount of synchronization between recording nodes. Hence, the presented HVG-based synchronization measure results in the calculation of a synchronization matrix which can be regarded as the adjacency matrix of a weighted graph (or network).

The synchronization matrix for the healthy subject is shown in Fig. 16a. A healthy brain network can be described as an intermediate between three extremes: a locally connected, highly ordered network; a random network; and a scale-free network (Stam 2014). Order is reflected in the high clustering of regular brain networks, whereas randomness (low order) is reflected in short path lengths. The scale-free component, characterized by a high diversity in node degree and high hierarchy, is indicated by the presence of highly connected hub nodes. The composite of these attributes in normal brains results in a hierarchal, modular network. It is clear that using the HVG-based method, a consistent network with the above definition for a healthy brain is achieved.

The synchronization matrix of the subject with MS disorder is shown in Fig. 16b. It has been shown that the functional connectivity decreases in the brain network of MS patients (Rocca et al. 2018). To better understand the effect of MS on the synchronization between brain channels, the synchronization difference between the healthy and patient subject is shown in Fig. 16c. Significant losses of synchronization are observed between Pz − P3, Pz − CP1, Pz − CP2, Pz − FC2, O1 − P3, C4 − P3, CP2 − Fz and CP2 − Cz. These results depicts that a significant MS lesion has been formed on the top of the brain. MS lesions cause segmental demyelination, axon energetic failure and axonal transection, which have a profound impact on nerve transmission and loss of synchrony by blocking nerve conduction.

4 Conclusion

The synchronization measures based on the visibility graph were used as a new way to detect synchronization between time series. By carrying out the VG algorithm,
the data are transformed from the time domain to the graph (or network) domain, which allows for the dynamic of the time series to be studied via the topology of the graph network. In this work, the capabilities of the VG-based measures were analyzed by applying them to chaotic Rössler, noisy Hénon, and stochastic Kuramoto systems. For each case, the results were compared with some commonly used synchronization measures. Our study showed that the HVG and the VG similarity measures had a good performance in detecting the synchronization between chaotic and stochastic time series. However, compared to the original VG measure, the HVG similarity measure is more capable of detecting synchronization. Mapping the time series to the state-space and then applying the VG-based measures led to no improvement or no significant changes in the results. It means that the VG algorithm can capture the dynamic of high-dimensional time series quite well. On the other hand, the VG-based measures showed sensitivity to noise. They have reasonable performance on detecting synchronization with a low amount of noise; however, they did not have good capability in the high noisy systems. To summarize, the HVG similarity measure is reliable and robust in detecting synchronization in noisy systems.

Our results are useful for choosing an adequate synchronization measure for different time series mining tasks including predictive modeling for diagnostics and pattern mining and clustering for knowledge discovery in different application domains including but not limited to brain informatics and medical informatics. Our further work includes using this results for detection of alcoholism, epilepsy and other disorders from EEG and functional brain network features extraction (Ahmadi and Pechenizkiy 2016, 2017).
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Appendix

In the following, we review the common synchronization measures which were used in this paper to compare with the results of the VG-based algorithms.

Cross-correlation (CC)

This measure is defined as a set of sample correlations between two time series $x_{t+h}$ and $y_t$, where $h = -(N-1),...,0,...,N-1$ is time lag and $N$ is the total number of samples. When one or more $x_{t+h}$ with $h>0$ predict $y_t$, it is said that $x$ lags $y$ and when one or more $x_{t+h}$ with $h<0$ are predictors of $y_t$, it is called that $x$ leads $y$. The CC measure for two normalized time series $x_t$ and $y_t$ with zero mean and unit variance is defined as (Box et al. 2015):

$$C_{xy}(h) = \frac{1}{N-h} \sum_{n=1}^{N-h} x_{n+h}y_n$$

(11)

Here, $C_{xy}(h) > 0$ and $C_{xy}(h) < 0$ indicate the direct and inverse correlation, respectively, and $C_{xy}(h) = 0$ indicating lack of linear correlation for a given time lag. The maximum magnitude value of $C_{xy}$ indicates the point in time where the time series are best correlated.
Coherence (Coh) and imaginary part of coherence (ImPC)

The complex coherency between two time series can be defined as (Stam and Dijk 2002):

\[
C = \frac{A_1 A_2 e^{i\Delta \varphi}}{\sqrt{\langle A_1^* \rangle \langle A_2^2 \rangle}}
\]  

(12)

where \( A_1 \) and \( A_2 \) are the amplitudes of the two time series, and \( \Delta \varphi \) is the instantaneous phase difference between the two time series. The absolute value of Eq. (12) is called the coherency measure (Coh), which is bounded between 0 and 1, whereas the imaginary part of coherency (ImPC) is defined as:

\[
\text{ImPC} = \frac{A_1 A_2 \sin (\Delta \varphi)}{\sqrt{\langle A_1^* \rangle \langle A_2^2 \rangle}}
\]

(13)

An important property of the ImPC is that its (non-vanishing) finite value cannot be caused by a linear mixing of uncorrelated sources and thus reflects true interactions of the sources underlying the two time series (Stam and Dijk 2002).

Synchronization likelihood (SL)

The SL measure attempts to compute the number of similar patterns in time series that are repeated simultaneously. To implement the SL measure, we have to reconstruct the trajectories of time series in a state-space as we described in Sect. 2.2. For each time series and each time \( i \), the probability \( P^e_i \) that a state \( Y_i \) is closer to the state reference \( Y_j \) than a distance \( \varepsilon_i \) is defined as (Stam and Dijk 2002):

\[
P^e_i = \frac{1}{2(w_2 - w_1)} \sum_{j=1}^{N} \theta (\varepsilon_i - |Y_i - Y_j|),
\]

(14)

where \( N \) is the number of states of each trajectory, the sign indicates the Euclidean distance and \( \theta \) is a Heaviside Step function, \( \theta (y) = 0 \) if \( y \leq 0 \) and \( \theta (y) = 1 \) for \( y > 0 \),and the sign \( |\cdot| \) indicates the Euclidean distance. Therefore, for each time series, \( \varepsilon_i \) is obtained by making \( P^e_i \) equal to a small \( P_{\text{ref}} \ll 1 \). The number of pairs of time series whose states \( Y_i \) and \( Y_j \) in a Euclidean sense are closer than the distance \( \varepsilon_i \) is calculated as:

\[
H_{ij} = \sum_{k=1}^{M} \theta (\varepsilon_{k,i} - |Y_{k,i} - Y_{k,j}|)
\]

(15)

where \( k = 1,2,\ldots,M \) indicates the \( k \)th time series. A synchronization likelihood \( S_{k,i,j} \) for each time series \( k \) and each discrete time pair \( (i, j) \) is defined as (Stam and Dijk 2002):

\[
\text{if } |Y_{k,i} - Y_{k,j}| < \varepsilon_{k,i} : S_{k,i,j} = \frac{H_{ij} - 1}{M - 1}
\]

(16)

\[
\text{if } |Y_{k,i} - Y_{k,j}| \geq \varepsilon_{k,i} : S_{k,i,j} = 0
\]

(17)

By averaging over all \( j \), the synchronization likelihood \( S_{k,i} \) is computed as:

\[
S_{k,i} = \frac{1}{2(w_2 - w_1)} \sum_{j=1}^{N} S_{k,i,j}
\]

(18)

The synchronization likelihood \( S_{k,i} \) describes how strongly channel \( k \) at time \( i \) is synchronized to all the other \( M - 1 \) channels at each window and can vary from \( P_{\text{ref}} \) to 1 (Stam and Dijk 2002).

Phase coherence (PC)

The phase locking condition applied for any time \( i \) is defined as (Nolte et al. 2004):

\[
\varphi_{x,y}(t) = |n\varphi_x - m\varphi_y| \leq \text{constant}
\]

(19)

where \( \varphi_{x,y}(t) \) is the generalized phase difference between two signals and \( n, m \) are integers indicating the ratios of possible frequency locking. The usual values for \( n \) and \( m \) are \( n = m = 1 \). The PC measure is defined as (Nolte et al. 2004):

\[
R = \left| \frac{1}{N} \sum_{k=1}^{N-1} e^{i\Delta \varphi(t_k)} \right|
\]

(20)

where \( \Delta \varphi = \varphi_x - \varphi_y \), \( t_k \) are discrete time steps and \( N \) is the number of samples. \( R \) ranges from zero to 1, where in the case of perfect phase locking we have \( R = 1 \), whereas in the case of a random distribution of phases on the unity circle \( R \) will tend to zero.

Phase lag index (PLI)

The PLI is obtained from a time series of phase differences \( \Delta \varphi(t_k) \) as (Stam et al. 2007):

\[
\text{PLI} = \left| \left\langle \text{sign} [\Delta \varphi(t_k)] \right\rangle \right|
\]

(21)

The PLI ranges between zero (i.e., no coupling) to 1 which means a perfect phase locking.
References

Acebrón JA, Bonilla LL, Vicente CJ, Ritort F, Spigler R (2005) The Kuramoto model: a simple paradigm for synchronization phenomena. Rev Mod Phy 77(1):137

Ahmadi N, Pechenizkiy M (2016) Application of horizontal visibility graph as a robust measure of neurophysiological signals synchrony. In: Computer-based medical systems (CBMS), 2016 IEEE 29th International Symposium on 2016 Jun 20 (pp. 273–278). IEEE

Ahmadi N, Pechenizkiy M (2017) Detection of alcoholism based on EEG signals and functional brain network features extraction. In: Computer-based medical systems (CBMS), 2017 IEEE 30th International Symposium on 2017 Jun 22 (pp. 179–184). IEEE

Ahmadlou M, Adeli H (2012) Visibility graph similarity: a new measure of generalized synchronization in coupled dynamic systems. Physica D 241(4):326–332

Ahmadlou M, Adeli H, Adeli A (2012) Improved visibility graph fractality with application for the diagnosis of autism spectrum disorder. Phys A 391(20):4720–4726

Ansari-Asl K, Senthadi L, Bellanger JJ, Wendling F (2006) Quantitative evaluation of linear and nonlinear methods characterizing interdependencies between brain signals. Phys Rev E 74(3):031916

Barlow JS, Brazier MAB (1954) A note on a correlator for electroencephalographic work. Electroen Clin Neuro 6:321–325

Box GE, Jenkins GM, Reinsel GC, Ljung GM (2015) Time series analysis: forecasting and control. Wiley, Hoboken

Brazier MAB (1968) Studies of the eeg activity of limbic structures in man. Electroen Clin Neuro 25(4):309–318

Breakspear M, Heitmann S, Daffertshofer A (2010) Generative models of cortical oscillations: neurobiological implications of the Kuramoto model. Front Hum Neurosci 4:190

Chan KS, Tong H (2013) Chaos: a statistical perspective. Springer, Heidelberg

Czechowski Z, Lovallo M, Telesca L (2016) Multifractal analysis of visibility graph-based Ito-related connectivity time series. Chaos 26(2):023118

da Silva FL, Pijn JP, Boeijinga P (1989) Interdependence of EEG signals: linear vs. nonlinear associations and the significance of time delays and phase shifts. Brain Topogr 2(1–2):9–18

Dauwels J, Vialatte F, Musha T, Cichocki A (2010) A comparative study of synchrony measures for the early diagnosis of alzheimer’s disease based on EEG. NeuroImage 49(1):668–693

Dehmer M, Mowshowitz A (2011) A history of graph entropy measures. Inf Sci 181(1):57–78

Diebold FX (1998) Elements of forecasting. South-Western College Publishing, Cincinnati, Ohio, USA

Hénón M (1976) A two-dimensional mapping with a strange attractor. In: The Theory of Chaotic Attractors. Springer, New York.

Hoffmann U, Vesin JM, Ebrahimi T, Diserens K (2008) An efficient algorithm for horizontal visibility graphs: Exact results for random time series. Phy Rev E 80(4):046103

Nolte G, Bai O, Wheaton L, Mari Z, Vorbach S, Hallett M (2004) Identifying true brain interaction from EEG data using the imaginary part of coherency. Clin Neurophysiol 115(10):2292–2307

Núñez AM, Lacasa L, Gomez JP, Luque B (2012) Visibility algorithms: a short review. New Front Graph Theory 6:119–152

Ospiov GV, Pikovsky AS, Rosenblum MG, Kurths J (1997) Phase synchronization effects in a lattice of nonidentical Rössler oscillators. Phy Rev E 55(3):2253

Packard NH, Crutchfield JP, Farmer JD, Shaw RS (1980) Geometry from a time series. Phys Rev Lett 45(9):712

Panzeri S, Schultz SR, Treves A, Rolls ET (1999) Correlations and the encoding of information in the nervous system. In: Proceedings of the Royal Society of London B: Biological Sciences, 266(1423):1001–1012

Pereda E, Rial R, Gamundi A, Gonzalez J (2001) Assessment of changing interdependencies between human electroencephalograms using nonlinear methods. Physica D 148(1):147–158

Pereda E, Quiroga RQ, Bhattacharya J (2005) Nonlinear multivariate analysis of neurophysiological signals. Prog Neurobiol 77(1):1–37

Pijn JP, Van Neerven J, Noelst A, da Silva FHL (1991) Chaos or noise in EEG signals; dependence on state and brain site. Electroen Clin Neuro 79(5):371–381

Rocca MA et al (2018) Functional network connectivity abnormalities in multiple sclerosis: Correlations with disability and cognitive impairment. Multiple Sclerosis J 24(4):459–471

Rosenblum MG, Pikovsky AS, Kurths J (2004) Synchronization approach to analysis of biological systems. Fluct Noise Lett 4(01):L53–L62

Rössler OE (1976) An equation for continuous chaos. Phys Lett A 57(5):397–398

Shannon CE (2001) A mathematical theory of communication. ACM SIGMOBILE Mobile Comput Commun Rev 5(1):3–55

Shao ZG (2010) Network analysis of human heartbeat dynamics. Appl Phys 96(7):073703

Smirnov DA, Andrzejak RG (2005) Detection of weak directional coupling: Phase-dynamics approach versus state-space approach. Phy Rev E 71(3):036207

Sprott JC (2006) High-dimensional dynamics in the delayed Hénon map. Electron J Theor Phys 3(11):19–35

Stam CJ (2014) Modern network science of neurological disorders. Nat Rev Neurosci 15(10):683–695

Stam CJ, Van Dijk BW (2002) Synchronization likelihood: an unbiased measure of generalized synchronization in multivariate data sets. Physica D 163(3):236–251

Stam CJ, Nolte G, Daffertshofer A (2007) Phase lag index: assessment of functional connectivity from multi channel EEG and MEG with diminished bias from common sources. Hum Brain Mapp 28(11):1178–1193

Vinck M, Oostenveld R, Van Wingerden M, Battaglia F, Pennartz CM (2011) An improved index of phase-synchronization for electrophysiological data in the presence of volume-conduction, noise and sample-size bias. NeuroImage 55(4):1548–1565

Yanchuk S, Maistrenko Y, Mosekilde E (2003) Synchronization of time-continuous chaotic oscillators. Chaos 13(1):388–400

Yang S (2005) Nonlinear signal classification in the framework of high-dimensional shape analysis in reconstructed state space. IEEE T Circuits-II 52(8):512–516

Yang Y, Wang J, Yang H, Mang J (2009) Visibility graph approach to exchange rate series. Phys A 388(20):4431–4437

Zhu G, Li Y, Wen PP (2012) An efficient visibility graph similarity algorithm and its application on sleep stages classification. In: Zanzotto FM, Tsumoto S, Taatgen N, Yao Y (eds) Brain informatics, vol 7670. Springer, Berlin, Heidelberg. pp 185–195