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Abstract

Mechanical topological insulators have attracted extensive attention over the past several years. The characteristics of topologically protected wave propagation is typically predicted via the band structure of the primitive unit cell, using Berry curvature to predict localized interface or boundary states (as well as their degree of localization), and the dispersion relation to predict propagating group velocity. However, practical systems are finite in size and are driven by excitations with a finite bandwidth as guaranteed by the Fourier uncertainty principle. Hence, the dynamics predicted by the ideal infinite systems driven at a given frequency deviate from practical topological systems driven across a finite bandwidth. In this work, we demonstrate that the propagating topological waves in a valley Hall system can be interpreted using the underlying linear degenerate modal basis. We show that only a small subset of closely spaced modes with the appropriate phase differences comprise the topological waves, which enables the construction of analytical reduced-order models that accurately capture the topological wave. This result is related to the sparse density of the modal spectrum inside the topological band gap, which allows for the energy to be carried nearly completely by a narrow band of spectrally isolated eigenmodes that are spatially localized along the domain boundary. This finding is subsequently employed to predict the true group velocity of propagating topological waves with respect to input signal bandwidth and frequency by matching each active mode to corresponding band locations of the supercell dispersion diagram describing the semi-infinite system. Moreover, we demonstrate that damped topological waves may be studied within the framework of modal superposition by utilizing the damped modal spectrum to characterize the variation topological wave group velocity and predict edge-to-bulk transitions. Hence, this work establishes a framework for accurately characterizing undamped and damped topological wave propagation in quantum valley Hall systems using the machinery of classical dynamics.
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1. Introduction

The adaptation of topological band theories to classical systems has opened the door to new paradigms of exotic wave behavior in mechanical and acoustical systems [1]. Originally envisioned for quantum mechanical systems which obey the Schrödinger equation [2], the underlying band topology that enables topological wave phenomena can be extrapolated to classical systems with the same effective Hamiltonian symmetries [1, 3]. This realization has enabled rich topological phenomena to be realized in classical dynamical systems, such as systems governed by magnetic [4], elastic [5, 6, 7, 8], acoustic [9, 10, 11], and gyroscopic [12, 13, 14] laws. While classical domains are commonly used as a proving ground for quantum-based band topological band theories, there are emergent applications of these phenomena in classical mechanics such as topologically protected wave guides [15, 16], programmable mechanical logic gates [17], wave steering [18, 19], signal splitting [20], and signal processing [21].

Topologically insulated waves in the classical domain manifest as either standing or traveling waves, depending on the nature of the lattice symmetries. Stationary insulators include interface and edge modes of 1-D systems based on the Su-Schrieffer-Heeger chain [22, 23, 24, 25] or higher-order corner states of 2- and 3-D systems [26, 27], whereas traveling-wave insulators are most commonly enabled in 2D hexagonal lattices with the insulated wave traveling across edges or interfaces [6, 15, 13, 5, 28]. In standing wave insulators, the topologically insulated wave corresponds to a single stationary vibrational mode of the finite system. This finite mode is considered as the product of bulk-boundary correspondence and therefore reaps the benefits
of topological band theory such as robustness to perturbations. Indeed, this has been an important aspect that researchers have utilized to study the finite system, especially when mechanical nonlinearity is at play and nonlinear normal mode analysis is applicable [24, 29, 30, 31]. In contrast, traveling wave insulators are commonly enabled in classical systems by leveraging the quantum valley Hall (QVH) [5], quantum spin Hall (QSH) [12], quantum anomalous Hall (QAH) [13] effect, or even a combination of the QVH and QSH effects [32, 33], all of which correspond to different band topologies which are measured by the Berry curvature across closed contours of the reciprocal space [1]. Unlike stationary topological modes by their very nature, traveling topological waves cannot be regarded as single modes.

Herein we will focus exclusively on the QVH effect. We refer the reader to [34] for descriptions of other topological phenomena, and to [35] for a particularly relevant tutorial regarding their implementation in mechanical systems. The QVH effect was originally discovered in electronic graphene [36] and manifests hexagonal lattices with broken inversion symmetry and preserved C3 symmetry [5]. The key band phenomenon is a Dirac cone which forms at the $K/K'$ points of the reciprocal space. Opening this degeneracy results in time-reversed modes at the $K$ and $K'$ valleys which carry opposite Berry curvature. Accordingly, locally integrating the Berry Curvature around the $K/K'$ regions of the band structure [37, 38]; this recovers a quantity known as the valley Chern number [34]. A non-zero valley Chern number ensures that two lattices with inverted symmetry form a topologically protected wave at the interface which is immune to backscatter and lattice perturbations [39].

The unique topological characteristics of QVH systems has recently instigated an interest in topological-based wave control. For instance, predicting and controlling the wave propagation along QVH interfaces can enable applications such as wave field focusing [20] and route reconfiguration [19]. Moreover, there has been an emergence of interest in the optimization of these systems from a perspective of energy localization [40, 28, 41] and effective topological bandwidth [40, 42, 43]. However, these studies rely on the dispersion characteristics of ideal infinite systems to determine the performance criteria. In practice, topological systems are finite in nature, and there is certainly a degree of error introduced due to the truncation of the infinite system. Moreover, these approaches consider a single point in frequency on the dispersion curves. For traveling wave systems, however, the spectrum of the excitation cannot be captured by a single frequency since a wave packet typically excites the topological wave. Wave packet excitations are proportional to a Gaussian curve in Fourier space with a finite bandwidth due to the Fourier uncertainty principle, and this will undoubtedly cause theoretical predictions based on a single point of the infinite band behavior to deviate when the finite system is analyzed. Evaluating the practical performance of a finite topological insulator subject to finite bandwidth excitations typically requires direct numerical integration of a large system which imposes a great computational constraint on the design and tuning of insulators. However, the finite modal spectrum of any phononic system can be mapped directly to the infinite dispersion relation [35]. Considering that the predicted spatially localized topological modes of QVH systems exist in the band-gap and are therefore also spectrally localized, a reasonable hypothesis is that the topological wave propagation can be described accurately by relatively few eigenmodes of the finite system located in the band gap and with mode shapes describing the spatial extent of the insulators domain boundaries, even for relatively broad-band excitations. Hence, it is logical to look at the modal spectrum of the finite system to uncover the dynamics from a perspective of modal superposition and gain insight to topological wave propagation of the finite system with a computationally inexpensive reduced order analytical solution. To this point, the authors are unaware of any such studies in the current literature.

The underlying modal spectrum may offer valuable insights for the case of damped topological wave propagation as well. Whereas the presence of damping violates the required Hamiltonian symmetries for insulation in quantum systems [44], its effects are inherently present in any practical mechanical topological insulator [12, 7, 45]. Moreover, while it has been shown that the mechanical analog of a damped vibrational lattice preserves gauge invariance and allows for robust edge states to exist over a damped spectrum in QAH systems [46], little quantitative analysis has been presented regarding the practical effects of damping in QVH systems, as it is typically interpreted in terms of energy transmission loss [5]. Because solutions for proportionally damped systems may be written as a superimposition of exponentially decaying eigenmodes, the employment of the modal basis may naturally be extended to the damped system. This may in turn be used to explain the transmission loss and delocalization in damped topological wave travel through the lens damped modal spectrum.

In this work, we propose an approach for understanding QVH wave propagation in terms of the modal
basis of the finite system. It is well-understood in classical dynamics that the response of any linear, time-
invariant mechanical system can be exactly represented as a superposition of linearly independent modal
oscillators by invoking the modal expansion theorem. We leverage this result to study a QVH system from
the context of classical dynamics. Namely, we demonstrate that topological wave propagation is comprised of the
superimposition of a limited subset of closely spaced modes inside of the band gap, possessing the appropriate
phase differences to produce localized topological propagating wave packets across domain boundaries. This
is shown to hold true even for systems with complex (zigzagged) wave paths, which is a result of the sparsity
of the modal spectrum within the topological band gap, as well as the immunity to backscatter around
corners as the wave packet propagates. Next, we formulate a solution based on modal-expansion to compute
group velocity in finite systems driven by finite bandwidth inputs in a method analogous to the Normal
Mode Expansion Technique [47, 48, 49]. Lastly, we show that the inequivalence of damping rates between
the modal coordinates of the finite system causes a transition of the instantaneous relative energy from edge
states to bulk states that is predictable by the modal damping spectrum of the finite system.

Accordingly, the organization of this paper is as follows. Section 2 provides a description of the band
topology as well as the discrete, finite dynamical systems considered in this work. The modal decomposition
of topological waves and analytical solution is given in Section 2.2. Section 3 discusses the issue of estimating
the group velocity of propagating topological waves in finite QVH lattices and presents a “mode-band
matching” technique to better predict this quantity based on modal expansion. The effects of damping are
discussed in section 4. Lastly, section 5 provides concluding remarks.

2. Modal decomposition of propagating topological wave

We begin with a discrete mechanical graphene model which is known to have a nontrivial valley Chern
number. Analytical solutions for its response based on the well known modal expansion theorem are then
presented and confirmed with direct numerical solutions. This result is then used to show that the propa-
gating topological wave can be expressed in terms of a modal superimposition of closely spaced modes with
nontrivial phase difference. This framework is then extended to explore the relationship of interface energy
concentration and modal composition of the propagating wave with respect to the frequency and bandwidth
of the excitation source.

2.1. System Description

We consider the di-atomic hexagonal unit cell that is tessellated into the periodic phononic system
discussed in [5] (Fig 1(a)). The stiffness is assumed to be unity for all springs, $k = 1$, and the mass
components $m_a$ and $m_b$ are related by the nominal mass $m = 1.25$ and contrast parameter $\beta$ as $m_a = m + \beta$
and $m_b = m - \beta$. The equations of motion for an interior unit cell located in the $p - th$ row $q - th$ column
for the cell components $u^{p,q}_a$ and $u^{p,q}_b$ read,

$$ \ddot{u}^{p,q}_a = \frac{k}{m_a} \left( u^{p,q}_a + u^{p,q-1}_a + u^{p-1,q}_a - 3u^{p,q}_a \right), $$

$$ \ddot{u}^{p,q}_b = \frac{k}{m_b} \left( u^{p,q}_a + u^{p,q+1}_a + u^{p+1,q}_a - 3u^{p,q}_b \right), $$

where $\dot{\cdot}$ denotes a time derivative. The dispersion relation for the infinite system is obtained by assuming
a Bloch wave ansatz $u(x, \kappa; t) = \tilde{u}(x, \kappa)e^{-i(k \cdot x - \kappa^T r)}$ where $r = p\mathbf{a}_1 + q\mathbf{a}_2$ denotes the position of cell $(p,q)$
with respect to the basis vectors $\mathbf{a}_1 = [1 \ 0]^T$ and $\mathbf{a}_2 = [\cos \frac{\pi}{3} \ \sin \frac{\pi}{3}]^T$ and $\kappa = \kappa_1 \mathbf{b}_1 + \kappa_2 \mathbf{b}_2$ is the wave vector
in terms of the reciprocal basis vectors $\mathbf{b}_1$ and $\mathbf{b}_2$ (Fig 1(b)). Inserting the Bloch ansatz into Eq (1) yields
two dispersion surfaces which can be traced along the $\Gamma$-$M$-$K$-$\Gamma$ boundary of the irreducible Brillouin Zone
(IBZ) (Fig 1(c)).

The dispersion relation encodes the underlying band topology which predicts whether or not protected
interface waves will manifest in the finite system. In the Graphene model, the topology is locally observed
near the Dirac cone (e.g., the $K'/K'$ point, Fig 1(c)). Low energy excitations occur at the $K'/K'$ points
due to the contrast parameter $\beta$ which is referred to as the pseudo-spin degree of freedom; manipulation
of this degree of freedom opens a topologically nontrivial band gap [50]. When $\beta \neq 0$, the inversion symmetry
is broken while the $C_3$ symmetry is preserved. The breaking of inversion symmetry causes the Dirac cone
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Figure 1: The system (linear phononic structure) and corresponding band topology. (a) Unit cell depiction showing the basis vectors as well as a tessellation demonstrating a finite system. (b) The irreducible Brillouin zone shaded in gray with high symmetry points $\Gamma - M - K - \Gamma$ labeled and reciprocal basis vectors $b_1, b_2$. (c) The band structure depicting the dispersion curves for $\beta = 0$ in black and $\beta = 0.35$ in red with the Berry curvature at the $K/K'$ points depicted in the inset. Schematics of (d) the trivial finite graphene model and (e,f) the two topological configurations each incorporating two distinct sub-domains with opposite valley Chern numbers.

to open and for Berry curvature of opposite sign to locally accumulate at the $K$ and $K'$ valleys, leading to a locally defined topological invariant. The invariant is mathematically described in terms of the Berry connection, $A(\kappa) = -i\langle \tilde{u}_n | \nabla_\kappa | \tilde{u}_n \rangle$. Locally integrating the Berry connection over the $K$ and $K'$ valleys returns the valley Chern number,

$$2\pi C_v = \int_{\nu} \nabla \times A(\kappa) d\kappa = \int_{\nu} \Omega(\kappa) d\kappa$$

where $\Omega(\kappa) = \partial_{\kappa_x} A_y - \partial_{\kappa_y} A_x$ is the Berry curvature (Fig 1(c)). If the domain of integration $\nu$ is taken over the entire IBZ, then $C_v = 0$. However, $C_v = (+)\frac{1}{2}$ when locally integrated around the $K(K')$ points of reciprocal space. If two systems are interfaced with opposite Berry curvature (e.g., inverted symmetry), then an integer invariant exists between the two systems and the bulk-boundary correspondence principle ensures that a topological wave exists at the interface [39].

We consider two configurations of systems that satisfy the bulk-boundary-correspondence principle. Namely, the straight-edge interface depicted in Fig 1(e) which will be referred to as configuration 1, and the zigzagged interfaced depicted in Fig 1(f) which will be referred to as configuration 2. The reason for considering both configurations is to demonstrate that the modal decomposition approach presented herein works even for complex domain boundaries, as a hallmark trait of QVH wave propagation is the ability to traverse corners without backscatter. In both configurations, two domains are denoted by $\Omega_1$ and $\Omega_2$ which correspond to lattices with inverted symmetry and opposite topological character, and the interface region (denoted $I$) where the two domains meet; this is the region where the topological wave is realized which is also referred to as the domain boundary. The entire domain of the study is taken as $D = \Omega_1 \cup \Omega_2 \cup I$. All exterior boundaries are grounded with a stiffness $k$. An additional configuration possessing a double zigzag domain boundary is discussed in Appendix C to further confirm indifference to wave path, but is not discussed herein for brevity. Moreover, we also consider a trivial graphene model depicted in Fig 1(d) with no domain boundary and with $\beta = 0$ in order to juxtapose bulk wave propagation to topological wave propagation in the context of the methods discussed in section 2.2.
2.2. Finite Lattice Modal Decomposition

The finite lattice system is comprised of \( m \) rows by \( n \) columns with a total of \( N = 2mn \) degrees of freedom. We leave the nominal contrast parameter as \( \beta = 0.3 \) unless otherwise stated. The equations of motion for all oscillators can be written in matrix form as follows,

\[
\mathbf{M}\ddot{\mathbf{u}} + \mathbf{K}\mathbf{u} = \mathbf{f}(t),
\]

where \( \mathbf{K} \) is the stiffness matrix, \( \mathbf{M} \) the mass matrix, \( \mathbf{u} \) the column vector of displacements, and \( \mathbf{f} \) a non-homogeneous forcing term. We consider a windowed tone burst excitation with center frequency \( \Omega \) at the oscillator site \( \xi \) which is selected as an exterior element of \( \mathcal{I} \),

\[
f_i(t) = \delta_{\xi} A \left[ H(t) - H \left( t - \frac{2\pi}{\Omega} N_{\text{cyc}} \right) \right] \left[ 1 - \cos \left( \frac{\Omega t}{N_{\text{cyc}}} \right) \right] \sin(\Omega t),
\]

where \( H(\cdot) \) denotes the heaviside function, \( A \) is the amplitude, \( \Omega \) the driving frequency, and \( N_{\text{cyc}} \) the (finite) number of excitation periods in the window.

The propagating topological wave can be decomposed into the system’s eigenmodes via the modal transformation matrix which is derived from the governing eigenvalue problem,

\[
\begin{bmatrix} \mathbf{K} - \omega^2 \mathbf{M} \end{bmatrix} \mathbf{\phi} = 0, \quad \mathbf{\Phi} = \begin{bmatrix} \mathbf{\varphi}_1 & \ldots & \mathbf{\varphi}_N \end{bmatrix} \in \mathbb{R}^{N \times N}
\]

where \( \mathbf{\varphi} = (\mathbf{\varphi}_1^\top\mathbf{M}\mathbf{\varphi}_1)^{-1/2} \mathbf{\varphi}_i \) ensures that the orthonormality conditions \( \mathbf{\varphi}_i^\top\mathbf{M}\mathbf{\varphi}_i = 1 \) and \( \mathbf{\varphi}_i^\top\mathbf{K}\mathbf{\varphi}_i = \omega_i^2 \) are satisfied. The modal responses are obtained by the linear transformation \( \mathbf{u} = \mathbf{\Phi}\mathbf{\eta} \) which converts the solutions of system (3) into a modal basis. Moreover, the modal transformations may be directly inserted into eq (3) and premultiplied by \( \mathbf{\Phi}^\top \) to produce the decoupled system of modal equations,

\[
\ddot{\mathbf{\eta}} + \omega^2 \mathbf{\eta} = \mathbf{q}(t),
\]

where \( \omega^2 = \text{diag}[\omega_1^2, \ldots, \omega_N^2] \) is a diagonal matrix of eigenfrequencies and \( \mathbf{q}(t) = \mathbf{\Phi}^\top \mathbf{f}(t) \) the modal forcing function. Solutions to Eqs (3) can then be written as a superimposition of normal modes \( \mathbf{\varphi} \) modulated in amplitude by the modal coordinate solutions of Eqs (6) through the well known expansion theorem,

\[
\mathbf{u}(t) = \sum_{i=1}^{N} \mathbf{\varphi}_i \eta_i(t) = \mathbf{\Phi}\mathbf{\eta}(t).
\]

The solutions to Eqs (6) are written over two time intervals. The first interval encompasses the excitation period \( 0 < t < T \) whereby the modal solutions are based on the initial conditions in modal space \( (\mathbf{\eta}(0), \dot{\mathbf{\eta}}(0)) = (\mathbf{0}, \mathbf{0}) \) and subject to the non-homogeneous forcing term \( \mathbf{q}(t) \). After forcing ends at time \( t = 2\pi N_{\text{cyc}}/\Omega \), the modal solutions are stationary with amplitudes determined by the modal initial conditions at \( t = T \). For \( t > T \), the solution can be thought of as an initial value problem whereby \( \mathbf{\eta}(T) \) and \( \dot{\mathbf{\eta}}(T) \) serve as the initial conditions for a system shifted in time by \( T \). Hence, the analytical modal solutions are written explicitly as

\[
\eta_i(t) = \frac{1}{\omega_i} \int_0^t q_i(\tau) \sin(\omega_i(t - \tau)) d\tau, \quad t \in [0, T]
\]

\[
\eta_i(t) = C_i \cos(\omega_i(t - T) - \psi_i(T)), \quad t \in (T, \infty]
\]

where \( C_i = \left[ \eta_i^2(T) + \dot{\eta}_i^2(T)/\omega_i^2 \right]^{1/2} \) and \( \psi_i = \tan^{-1} \left( \dot{\eta}_i(T)/\omega_i \right) - 2\pi N_{\text{cyc}}/\Omega \) are the modal coefficient and phase of mode \( i \), respectively. Note that the addition to the phase of \( 2\pi N_{\text{cyc}}/\Omega \) accounts for the time-shift of the solution for \( t > T \). The analytical expressions for \( \eta(T) \) and \( \dot{\eta}(T) \) are readily recovered using computer algebra packages such as the symbolic toolbox in MATLAB.

The modal solution may be employed to construct a reduced order solution, \( \tilde{\mathbf{u}} \), which is taken as the sum
Figure 2: The modal decomposition of a trivial wave in the hexagonal lattice of dimension $36 \times 36$. (a) The numerical solution for the finite system, as well as (b) the analytical solution using all modes, and (c) a truncated analytical solution using only 26 modes; (d) depicts the difference between the numerical and truncated solutions. (e) The histogram of eigenfrequencies denoting the “density” of the eigenstates across the spectrum with a black dashed line denoting excitation frequency, and (f) the energy associated with each eigenmode computed with solution (7) with respect to their placement in the spectrum. (g) The leading 6 eigenmodes used to construct the propagating wave as determined by their relative contributions in modal energy.

$$\hat{u}(t) = \sum_{i=1}^{\hat{n}} \varphi_i \nu_i(t) = \hat{\Phi} \hat{\nu}(t), \quad \hat{\Phi} \in \mathbb{R}^{N \times \hat{n}}, \quad \hat{\nu} \in \mathbb{R}^{\hat{n} \times 1}. \quad (9)$$

The truncated solutions of Eq (9) may provide critical insights into the modal dynamics at play during topological wave propagation. While the entirety of the modal basis is required to perfectly capture the wave propagation in the entire spatio-temporal domain (assuming that $q_i \neq 0 \forall i$), accurate estimations of the localized topological wave transmission can be described by fewer eigenmodes.

We begin by analyzing a trivial bulk wave for a baseline comparison. A $36 \times 36$ trivial finite system described by configuration 0 of Fig 1(e) is considered for an acoustic branch frequency ($\Omega = 1.3$). Fig. 2(a) depicts the direct numerical solution, Fig. 2(b) depicts the complete analytical modal solution ($\hat{u}_{\hat{n}=N}$), and Fig 2(c) depicts the the truncated solution (9) using 1% of the modes ($\hat{n} = 26$) for a $36 \times 36$ dimensional lattice. It is clear that the truncated solution of the bulk wave does not adequately capture the propagation, as the error of the truncated solution depicted in Fig 2(d) is of the same order as the numerical and full analytical solutions. For a numerical evaluation of the truncated reconstruction, we consider the normalized error of the truncated solution to be $|\|\hat{u}_{\hat{n}=26} - \hat{u}_{\hat{n}=NDoF}\||/|\|\hat{u}_{\hat{n}=NDoF}\||$, which is on the order of 100% for Fig 2(d). This is of no surprise, however, since it is well known that bulk wave propagation requires many modes for accurate construction. Fig 2(e) depicts the density of modes versus frequency, and it is apparent that there are many eigenmodes comprising the bulk acoustic state as the modal density is high. Moreover, Fig 2(f) depicts the analytical modal coefficients computed with Eq (8) with respect to the modal frequencies. While a relatively narrow bandwidth of modes receiving substantial energy in the frequency, the high density of modes in this bandwidth results in many more than 1% being required for accurate reconstruction, which explains the significant error of Fig 2(d). Finally, Fig 2(g) depicts the mode shapes of the leading six bulk
Figure 3: The modal decomposition of a topological wave in the hexagonal lattice of dimension $36 \times 36$. (a) The numerical solution for the finite system, as well as (b) the analytical solution using all modes, and (c) a truncated analytical solution using only 26 modes; (d) depicts the difference between the numerical and truncated solutions. (e) The histogram of eigenfrequencies denoting the “density” of the eigenstates across the spectrum with a black dashed line denoting excitation frequency, and (f) the energy associated with each eigenmode computed with solution (7) with respect to their placement in the spectrum. (g) The leading 6 eigenmodes used to construct the propagating topological wave as determined by their relative contributions in modal energy.

modes which are confirmed to be energetic across the spatial extent of the lattice.

The same analysis was then applied to a propagating topological wave. Fig 3 depicts the numerical and modal solutions for a $36 \times 36$ dimensional lattice of configuration 2 (zigzag boundary) excited at the band gap frequency $\Omega = 1.62$. The difference between the complete solution (2,592 modes) and the reduced order solution of the 26 most energetic modes results in only a 10% reconstruction error. Remarkably, this is achieved using only 1% of the modal basis demonstrating that the topological wave is comprised of a narrow subset of the modal space. Looking to Fig 3(e), the density of eigenmodes is clearly sparse inside of the topological band gap, especially when compared to the bulk spectrum; it is thus expected that excitation in the topological band gap will be described by far fewer modes. This reliance on a limited subset of modes is confirmed by the analytically computed modal coefficients depicted in Fig 3(f) which shows that energy is concentrated on the narrow band of spatially localized interface modes corresponding to band gap frequencies in the finite spectrum. Moreover, the distribution of modal energy follows very closely to a smooth Gaussian curve which emulates precisely the form of the windowed tone burst excitation in the Fourier domain. Lastly, Fig 3(g) depicts the mode shapes of the six leading (most energetic) eigensolutions of the topological system where it is apparent that each corresponds to a mode concentrated at the domain boundary.

This ability to so accurately describe the traveling wave packet using such a narrow subspace of the finite spectrum is exclusively due to the symmetries (degeneracies) of the 2D periodic lattice system. Moreover, this finding is not solely the result of the spatial localization of the topological eigenmodes (as it is shown in Appendix D and Appendix E that localized propagation in a trivial waveguide cannot be described to the same degree of accuracy), as the effects of backscatter in trivial systems greatly complicates the modal reconstruction. Therefore, the spectral sparsity of the the topological band gap, combined with the immunity to backscatter around corners (a feature which is unique to topological wave propagation), is a key component for the reconstruction the transient topological wave packet across complex domain boundaries using very few vibrational modes. Hence, an interesting observation can be deduced: the topological wave
traveling across a hexagonal lattice can be described by the superimposition of few modes that are closely spaced in frequency within the band gap, concentrated at the interface, and possessing the appropriate phase differences to produce a traveling wave solution when superimposed, and that the same reconstruction across complex boundaries would not be achievable without the unique properties of topological insulation.

2.3. Modal reconstructions for narrow- and broad-band inputs

The proposition that the propagation topological wave is the result of a few key eigenmodes (Fig 3) may be further tested by studying the relationship of the modal decomposition to changes in topological wave behavior. Namely, interplay between modal dynamics and topological wave propagation may be furthered by establishing the relationships between interface energy concentration and the underlying modal spectrum. It is well established that the amount of energy retained on the interface of a topological insulator is in part determined by the contrast parameter. When the contrast is raised, greater localization occurs at domain boundaries corresponding to increased spectral localization of the edge states, but at the cost of diminishing the concentration of Berry curvature at the valleys [51, 52] and increasing the prominence of backscatter due to intervalley mixing [45]. The other determining factor is the bandwidth of the input excitation. As the number of forcing periods in the windowed tone burst increases, the corresponding Gaussian curve in the frequency domain narrows and a more concentrated spectral subspace receives the majority of the excitation energy [48].

Since the topological mode exists in the band-gap of the 2D system, one may utilize the semi-infinite supercell dispersion to gain inference regarding the admissible spectrum of the topological wave. The supercell dispersion curve is derived from a column-strip of the configuration 1 interface lattice (Fig 4(a)). Applying periodic boundary conditions on the left and right boundaries, fixing the top and bottom boundaries, and inserting an assumed Bloch solution in the \( x \)-direction (Fig 4(b)), the dispersion relation for the supercell is recovered. The supercell dispersion relation will be denoted as \( \tilde{\omega} = \tilde{\omega}(\kappa_x) \) (Fig 4(c)). The key result is that a band now exists in the band gap which corresponds to the topological band of the finite system which can be used to define the effective topological bandwidth as [40],

\[
W = \min \left\{ \bar{F}_I, \tilde{F}_{I+} \right\} - \max \left\{ \tilde{F}_I, \bar{F}_{I-} \right\},
\]

where \( \bar{F}_I \) and \( \tilde{F}_I \) are the upper and lower limits of the topological dispersion band of the interface supercell, whereas \( \tilde{F}_{I+} \) and \( \bar{F}_{I-} \) are the maximum and minimum frequencies of the adjacent bulk-bands (Fig 4(c)).

We study the changes in topological wave propagation with respect to the input bandwidth and center frequency inside and outside of the effective topological bandwidth over a range of contrast parameters with the aim of relating the performance of the propagating wave to the modal decomposition of the system. The performance of topological wave propagation for each parameter configuration is computed by considering the distribution of energy in the finite system. This energy distribution is summarized by using the interface

---

**Figure 4:** A depiction of a finite lattice consisting of \( n \) columns and \( m \) rows with a highlighted region depicting a supercell. (b) The supercell is depicted with periodic boundary conditions in the \( x \) direction. (c) The band structure of the supercell with the topological branch in blue with the shaded region depicting the band width \( W \) and labels depicting the band width boundaries.
The cumulative variance of the ordered modal solution with respect to total modal energy captured by the leading 500 eigenmodes for excitation frequencies below ($\Omega < 1.45$), inside ($1.45 < \Omega < 1.79$), and above ($\Omega > 1.79$) the effective insulator bandwidth for a lattice with $\beta = 0.35$ with results depicted for (a) configuration 1 and (b) configuration 2, respectively. The energy quantities (a) and (b) are normalized with respect to the total energy of the system. The left insets depict the time-averaged energy for each oscillator. The right insets depict a zoomed in view of the supercell band structure with a green line denoting the topological band, gray lines denoting bulk bands, and a dashed blue line denoting the location of the excitation frequency with respect to the band structure. (c) and (d): The energy intensities at the interface for various $\beta$ between 0.1 and 0.35 as a function of input signal bandwidth and frequency for configuration 1 and configuration 2, respectively. The superimposed contours depict the number of bulk modes of the modal decomposition required to reconstruct 98% of the wave propagation. Green lines of (c,d) depict the parameter domain for which 1% of modes account for the reconstruction, while red lines corresponding to 2% of modes accounting for the reconstruction.

concentration ratio which is denoted as $I$. Here, we take $I$ to represent the time-averaged energy $\overline{E}$ of oscillators at the interface ($I$) as compared to the energy across the entire domain ($D$),

$$
I = \frac{\sum_{(p,q,\alpha) \in I} E_{\alpha}^{p,q}(t)}{\sum_{(p,q,\alpha) \in D} E_{\alpha}^{p,q}(t)}. \tag{11}
$$

While the idealization of the domain boundary is a 1D line, we consider the interface domain $I$ as the unit cells of domains 1 and 2 which border one-another in a similar fashion to other works concerned with spatial energy localization [40]. Details pertaining to the calculation of instantaneous energy for each oscillator are given in Appendix A.

The interface concentration may be related to the closed form modal solutions (8) of the propagating topological wave by considering the relation of $I$ to the required number of modes to accurately reconstruct the wave propagation. To do this, the number of rank-ordered modes ($\hat{n}$) required to reconstruct a given portion of the total modal energy are compared directly to the concentration ratio for various excitation profiles. Figs 5(a) and (b) depict the cumulative modal energy of the acoustics accounted for by the leading 500 eigenmodes for finite systems of configuration 1 and configuration 2, respectively. The insets depict
the time-averaged energy for each oscillator across a range of $\Omega \in (1.2, 2)$ for a system with a contrast of $\beta = 0.3$ corresponding to an effective topological bandwidth of $W = \{\Omega : 1.45 < \Omega < 1.79\}$. It is apparent that the energy retained at the interface and the required number of eigenmodes necessary to accurately capture the topological wave propagation are closely related. When the excitation frequency is inside of the effective topological bandwidth, the propagating wave is effectively excited and convergence to the total modal energy is reached rapidly when compared to excitations outside of the effective topological bandwidth; this is expected since it has been shown that the topological wave is described by the superimposition of a narrow band of closely spaced eigenfunctions.

Fig 5(c) depicts the interface concentration as a function of forcing frequency and number of excitation cycles for a selection of contrast parameters between $\beta = 0.1$ and $\beta = 0.3$ for a configuration 1 lattice (straight-edge interface), and the same is shown in Fig 5(d) for a configuration 2 lattice (zigzagged-interface). The superimposed white lines of Fig 5(c,d) show the boundaries of the effective bandwidth as computed by Eq (10). The higher the number of excitation cycles is, the lower the input bandwidth is, which in turn leads to a narrow-band edge wave within the topological bandwidth, as expected. Moreover, higher contrast parameters lead to much greater energy concentration which is explainable by increased spacing between the topological modes and the bulk spectrum. The relation between the excitation profile and modal solution is further explored by the superimposed contours of Figs 5(c,d) which shows the relations between the number of bulk-modes required to reconstruct 98% of the lattice acoustics based on the analytical modal solution for the interface concentration, excitation frequency, and excitation bandwidth. The green contour lines indicate the domain of the excitation parameters for which only 1% of the modes are required to account for 98% of the energy.

For frequencies outside of the topological bandwidth, a large number of bulk modes is required to reconstruct the topological wave as the energy leaks from the interface to the bulk spectrum. Frequencies within the topological bandwidth require far fewer bulk modes for the reconstruction, as expected. As the excitation bandwidth increases at frequencies well within the effective topological bandwidth, the number of bulk modes falls drastically down from the order of hundreds to only the modes corresponding to the interface dynamics, and near total reconstruction is achievable with just 1% of the modal spectrum. Moreover, the number of modes required to construct 98% of the modal energy converges to zero much faster as the contrast parameter grows for a straight-edge domain boundary, whereas this convergence is rapid in the zigzagged model since the decrease in Berry curvature inevitably leads to greater backscatter, and hence a more complicated wave packet reconstruction around corners. Nevertheless, even for $\beta = 0.3$, sufficiently narrow excitation bandwidths still lead to wave propagation reproducible by 1% of the modal spectrum with negligible error. This further confirms that the topological wave propagation is enabled largely by the closely spaced edge modes with nontrivial phase differences in the limit of perfect excitation of the topological wave. Moreover, by considering finite systems with straight (Fig 5(c)) and zigzagged (Fig 5(d)) domain boundaries, we confirm that this framework is indifferent to the path that the topological wave traverses. This is further supported by the results of Appendix C which consider an additional double zigzagged configuration (not presented here). Moreover, these findings are applicable to lattices of arbitrary size (so long as the system is large enough to be valid for the Bloch theorem), as shown in Appendix B.

A key implication worth noting is that this reduced order solution can be computed in a fraction of the time required for numerical simulations. Modal superposition is typically considered inefficient for resolving propagating waves since many modes are typically required to resolve transient wave packets, and performing a full modal superposition can be very costly for large-scale acoustic waveguides. Accordingly, a majority of computational studies involving topologically protected waves have relied on numerical integration to study the finite system. However, if only a small subset of the modal spectrum is required, then it is in fact much more efficient to employ modal superposition. By leveraging the result that very few modes can describe the topological wave propagation, numerical linear algebra techniques may be employed to locally solve a small subset of the modal spectrum centered about the excitation frequency in order to compute a truncated solution which captures the main portion of the energy of the wave. Doing so reduces the computation time by an order of 100, as discussed in Appendix F in greater detail.
3. Group Velocity of the Propagating Topological Wave in the Finite System

By leveraging the results of section 2, we now investigate how the group velocity of the topological wave may be better predicted by leveraging the modal solution for topological systems of finite size subject to excitations with finite bandwidths. The standard measure for the group velocity of a propagating wave in an infinite 2D lattice system at a driving frequency $\Omega$ is given as $v_g = \nabla_{k_x}\omega(k_x)|_{\omega=\Omega}$, where $\omega(k_x)$ is the dispersion relation. For topological systems where the propagating wave are realized in the band gap of the phononic lattice, the supercell dispersion of Fig 4 may be used so that the group velocity in the $x$ direction at the excitation frequency $\Omega$ could be analytically approximated, at least in principle, as:

$$v_g(\Omega) = \partial_{\kappa_x}\tilde{\omega}(\kappa_x)|_{\omega=\Omega}. \quad (12)$$

While Eq (12) yields a convenient theoretical formula, it is not likely that this quantity will be seen in practice for finite excitation windows. Indeed, the Fourier uncertainty principle ensures that the excitation profile will excite a finite spectrum of modes, which, when superimposed, construct the band-limited wave at the center frequency $\Omega$; this has been well discussed in prior work in the context of propagating modes in elastic solids [48]. Hence, the selection of any single frequency value along the curve $\tilde{\omega}(\kappa_x)$ is not likely to deliver accurate velocity estimates as the input bandwidth grows or as the center frequency moves from the center of the effective topological bandwidth, since these input variations will surely excite regions of the supercell band structure not accounted for in Eq (12). To investigate this, we first compare theoretical group velocity estimations of a topological system to measured estimates of group velocity values to demonstrate the inaccuracies that may arise in topological systems. We subsequently employ the modal solution to develop a modal-based group velocity estimate termed the mode-band matching method and compare it directly with Eq (12), and lastly we confirm the accuracy of the mode-band matching method over an array of contrast parameters and excitation profiles.

3.1. Estimations of true group velocity

We consider the progression of the energy centroid of the propagating topological wave versus time to recover estimates of the true group velocity of the finite system subject to finite excitation. The instantaneous energy of each oscillator and its corresponding $x$-coordinate can be used to compute the instantaneous energy centroid in the $x$ direction,

$$E_x(t) = \sum_{(p,q,\alpha) \in D} x_{\alpha}^{p,q} E_{\alpha}^{p,q}(t) / \sum_{(k,j,\alpha) \in D} E_{\alpha}^{k,j}(t) \quad (13)$$

where $E_{\alpha}^{p,q}$ is the instantaneous energy of point mass $\alpha$ of unit cell $(p,q)$, and $x_{\alpha}^{p,q}$ the corresponding $x$ coordinate. By computing $E_x(t)$ across times $T < t < T_{rb}$ where $T_{rb}$ denotes the time taken for the wave to reach the right boundary, we can estimate the true group velocity by simply taking the difference of position with respect to time, $v_g^{true} = \Delta E_x(t)/\Delta t$.

The estimated quantities of group velocity (Eq (13)) can be compared directly the the theoretical prediction (Eq (12)) for an assortment of excitation profiles. Typically, topological systems are studied near the center of the effective bandwidth where the dispersion curve is steepest and furthest from bulk-band frequencies. However, in practice, topological protection may persist across various spectral regions of the effective bandwidth. To study the effectiveness of Eq (12) for finite systems across the topological bandwidth we compute solutions to system (3) using solution (8) for a configuration 1 lattice system with $m = 12$ rows and $n = 24$ columns. We select $\beta = 0.35$, which corresponds to the supercell dispersion diagram of Fig 4(c). The effective bandwidth for this system spans $W = \{\Omega : 1.48 \leq \Omega \leq 1.82\}$, and we select four frequencies between $\Omega = 1.5$ and $\Omega = 1.8$ to sample. Moreover, multiple selections of $N_{cyc}$ are considered in order to investigate how the input signal bandwidth influences the group velocity. Fig 6 shows the supercell dispersion relation along with the plots of temporal evolution of the energy as observed using Eq (13) and as predicted using Eq (12). While there is good agreement for frequencies that correspond to steep-sloped regions of the topological band that are well separated from bulk states, it is clear that near the boundaries of the effective topological bandwidth the effectiveness of Eq (12) breaks down. Moreover, for frequencies not centered on the effective bandwidth, the group velocity clearly depends on $N_{cyc}$ for a given excitation frequency. As we
Figure 6: The comparison of the energy centroid versus shifted time for a $12 \times 24$ lattice with $\beta = 0.35$. (a) The range of forcing frequencies with the effective topological bandwidth as shown by the blue-dashed lines of the corresponding super cell dispersion. (b-e) The solid lines correspond to the numerically measured quantities recovered via Eq (13) whereas the black-dashed line corresponds to the theoretical velocity of Eq (12). Line colors depict different forcing bandwidths as denoted by the number of cycles $N_{cyc}$ of Eq (4).

will show in the following section, these changes in group velocity can be explained from the perspective of modal superposition.

3.2. Mode-band matching for group velocity predictions

Because a finite-band input corresponds to a finite spectrum of excitation, it also holds that a finite spectrum of the modal solutions must be excited. This correlates with the fact that a traveling wave cannot exist from a single standing mode alone but rather is a superposition of a set of modes with appropriate (non-trivial) phase differences. This fact has been leveraged in previous works to account for the contribution of propagating modes in continuous elastic systems with respect to the profile of input sources [47, 48, 53] via the normal mode expansion technique. Here, we formulate an analogous mode-band matching methodology to predict the propagating group velocity of discrete topological systems based on the spectrum of excited stationary modes.

Given that a mechanically consistent system delivers a denumerable set of eigenfrequencies, any wave propagating in the spatio-temporal domain cannot be represented by a single frequency, such as in Eq (12) which assumes a near zero-band input. However, we have now demonstrated that any finite input applied to the linear lattice results in modal coefficients in the finite system’s spectrum. Moreover, it is well-known that the vibrational modal spectrum of a discrete periodic lattice can be mapped directly to a sequence of wavenumbers across the Brillouin Zone of the band structure [35]. Accordingly, the modal expansion method needs to be adapted in order to refine the single frequency prediction (12). This is achievable by mapping each eigenmode to a unique location on the dispersion curves to estimate the dispersion characteristics of the propagating wave as a combination of those associated with the most energetic modes. Because no band describing the topological wave exits in the hexagonal lattice’s dispersion, a method for associating each mode to the supercell dispersion curves must be established. This can be done by recognizing that dimension of the supercell for a finite lattice of dimension $2m \times n$ is $2m \times 1$ (since each unit cell possesses 2-DoF); the number of dispersion curves generated by the supercell is thus equal to twice the number of rows of the finite system, that is, $2m$. Hence, each band of the supercell dispersion can be related back to the $2m \times n$-dimensional modal spectrum of the corresponding finite system by recognizing that each branch corresponds to an equivalent number of modes as there are columns in the finite system. That is, modes $1$ to $m \times n$ correspond to the acoustic bulk states, modes $m \times n + 1$ to $m \times n + n$ to the topological states inside the band gap, lastly modes $m \times n + n + 1$ to $2m \times n$ to the optical bulk states.

By considering the topological wave as a superposition of modal components that can be mapped to the supercell dispersion curves, the group velocity of the propagating topological wave can be predicted based on the leading $\hat{n}$ modal coefficients and their corresponding eigenfunctions in the finite modal spectrum. Using the finite eigenfrequency of each mode as a point of reference, the modal components are matched to a corresponding group-velocity based on the supercell dispersion diagram, $\tilde{\omega}(\kappa_x)$, computed at the corresponding value of $\kappa_x$. The value of $\partial_{\kappa_x} \tilde{\omega}(\kappa_x)$ taken at the matched point in $\kappa_x$-$\tilde{\omega}$ space for a given branch of the supercell dispersion gives the group velocity associated with the $i$-th mode. The square of the modal coefficients
Figure 7: The comparison between estimated and predicted group velocity. (a) The evolution of the energy centroid in time with the centroid depicted with a red circle, (b) The density of modes for the $40 \times 20$ finite lattice with a black dashed line denoting excitation frequency; (c) energy associated with each eigenmode in the finite spectrum, and (d) the corresponding locations mapped to the supercell dispersion diagram with color depicting contribution to group velocity. (f) The propagation of the energy centroid as estimated by Eq (13) and predicted by Eq (14).

$$(C_i) \text{ computed via Eq (8)}$$ are then used to weight the velocity estimates. Specifically, the modal-based group velocity estimates per the mode-band matching methodology are computed as

$$\hat{v}_g = \frac{\sum_{\gamma} \hat{n}_i C^2 \frac{\partial \tilde{\omega}}{\partial \kappa_x} \bigg|_{\tilde{\omega}_\gamma = \omega_i}^{1/2}}{\sqrt{\sum_{\gamma} \hat{n}_j C^2_j}^{1/2}}, \quad (14)$$

where $\tilde{\omega}_\gamma$ refers to the $\gamma$-th branch of the supercell dispersion where $\gamma = \lfloor 2n/k \rfloor$, $n$ is the number of columns in the finite system, and $k$ is the rank of the $i$-th mode sorted by frequency value. This ensures that the weighted contribution of each group velocity component corresponds to the correct dispersion branch, since the $2m$-branches map back of the $2m \times n$ finite modal solutions which contribute to the wave travel of the finite system. The summation of Eq (14) is taken over the leading $\hat{n}$ eigenmodes required to reconstruct
a desired portion of the total lattice energy. While \( \hat{n} \) can be taken over all available modes if a complete reconstruction is desired, we note that convergence of \( \hat{v}_g \) is typically achieved using far fewer modes since the contribution of modal coefficients outside of the band-gap tends to zero when the topological wave is excited (cf. Figs 5(e,f)).

Fig 7(a-e) provides an example of the mode-band matching routine to predict group velocity for a \( 20 \times 40 \) lattice with \( \beta = 0.35 \) and \( N_{cyc} = 12 \) driven at \( \Omega = 1.62 \). The energy centroid moves along the interface domain as computed by Eq (13) and is depicted as a red circle (Fig 7(a)). The sparsity of the topological band gap is given in Fig 7(b), and the contribution of each mode of the finite system is given in Fig 7(c). These modal contributions are mapped to the supercell dispersion diagram in Fig 7(d) where marker colors indicate the relative modal contributions across the dispersion diagram. Fig 7(e) depicts the exceptional match between the estimated and predicted group velocities by applying Eq (14) with \( \hat{n} \) taken as the number of modes required for the truncated solution to account for 98% of the total modal energy. To compare directly with Fig 6, the same range of excitation bandwidths and frequencies are predicted per Eq (14), and Fig 8 shows that the modal-based velocity estimates are greatly improved in comparison to Eq (12).

To further demonstrate the generality of the mode-band matching method, we consider a range of contrast parameters for \( \beta \in (0.25, 0.35) \), excitation frequencies \( \Omega \in (1.5, 1.8) \), and excitation bandwidths corresponding to \( N_{cyc} \in (10, 50) \). The predicted and observed group velocities are shown in Fig 9. The estimated group velocities computed via Eq (13) match remarkably well with the predicted group velocities computed via Eq (14) as compared to the more error prone theoretical predictions rendered by (12). Furthermore, the effects of the spectral spreading resulting from the uncertainty principle are captured by the modal superposition method as well, whereas the theoretical estimates based on of Eq (12) obviously cannot account for such effects. Moreover, the mode-band matching method of Eq (14) performs well also for frequencies outside of the effective topological bandwidth, which implies that this method can provide accurate group velocity estimations over a wide spectral range of the phononic systems considered and may not be specific to topological waveguides.
4. Proportionally Damped Lattice

With the framework established to analyze topological wave propagation through the lens of the finite modal basis for conservative systems, we may approach problem of viscously damped topological wave propagation by considering the damped wave as a superposition of decaying modes. We do so by incorporating a proportional damping matrix $C$ into Eq (3),

$$
M\ddot{u} + C\dot{u} + Ku = M\dddot{u} + [\lambda K + \varepsilon M] \dot{u} + Ku = f(t),
$$

where $\lambda$ and $\varepsilon$ are taken as scalar constants so that the relation (5) provides valid eigenmodes for the damped system. Applying the modal coordinate transformation, the system may be decoupled as before,

$$
\ddot{\eta} + C\dot{\eta} + \omega^2\eta = \Phi^T f(t),
$$

where $\dot{C} = \Phi^T C \Phi = \text{diag} [2\zeta_1\omega_1 \ldots 2\zeta_n\omega_n]$ is a matrix of modal damping coefficients where $\zeta_i$ is the modal damping ratio of the $i$-th eigenmode. The damped modal solutions are

$$
\begin{align*}
\eta_i(t) &= \int_0^t \varphi_i^T f(\tau) \exp[-\zeta_i\omega_i(t-\tau)] \sin \omega_{i,d}(t-\tau) d\tau \quad t \in [0, T] \\
\eta_i(t) &= C_{i,d} \exp[-\zeta_i\omega_i(t-T)] \cos(\omega_{i,d}T - \psi_{i,d} - \omega_{i,d} T) \quad t \in (T, \infty]
\end{align*}
$$

where $\omega_{i,d} = \omega_i\sqrt{1-\zeta_i^2}$ is the damped natural frequency of the $i$-th mode, $C_{i,d} = (\eta_i^2(T)\omega_i^2 + \dot{\eta}_i^2(T) + 2\dot{\eta}_i(T)\ddot{\eta}_i(T)\zeta_i\omega_i)^{1/2}/\omega_{i,d}$, and $\psi_{i,d} = \arctan\left(\frac{\eta_i(T) + \zeta_i\omega_i\dot{\eta}_i(T)}{\eta_i(T)\omega_{i,d}\ddot{\eta}_i(T)}\right)$. The same modal expansion solution (7) and truncated solution (9) apply, however we note a few minor differences from the fully analytical solutions of Eq (8). The convolution integrals of Eq (17) are too complicated for standard computer algebra, and numerical integration must be employed to compute solutions. The velocity terms $\dot{\eta}_i$ may be obtained by recognizing that the following relation holds, $\frac{d}{dt} \int_0^t f(\tau) g(t-\tau) d\tau = \int_0^t f(t) g(t-\tau) d\tau$. Moreover, in contrast to the undamped system where $C_i = \eta_i(T)$ remain valid after excitation, the solutions of the damped system are nonstationary for $t > T$ and the modal coefficients $C_i$ no longer represent the modal contribution in time. The time-dependent quantities $\eta_i(t)$ must be used instead.

4.1. Edge-to-bulk transitions

The effect of various damping levels on topological wave propagation may now be studied from the perspective of modal reconstruction. At the beginning of the topological wave propagation, the total energy of the lattice system is primarily trapped in a finite subset of closely spaced interface modes assuming that the topological band is excited (cf. section 2.2). However, as time progresses, the instantaneous energy distribution changes throughout the modal spectrum. While it is impossible for linear systems with proportional damping to exchange energy between eigenmodes, the rate at which energy dissipates in each mode differs based on the modal damping $\zeta_i$ and natural frequency $\omega_i$. For mechanical systems, mass and stiffness proportional damping is generally an accurate assumption, and therefore higher modes typically dissipate energy much quicker than lower modes. Hence, the relative energy captured by the lower modes is expected to dominate the dynamics for topological systems with sufficient size and damping.

Fig 10 shows the damped responses of a configuration 1 system of size $20 \times 30$ lattice driven by an input wave packet of $\Omega = 1.6$ and $N_{\text{osc}} = 20$. We consider two variations of proportional damping: a moderately damped system ($\lambda, \varepsilon = (0.03, 0.06)$ and a heavily damped system ($\lambda, \varepsilon = (0.05, 0.15)$). The color plots depict the instantaneous energy in each mode, whereas the black line corresponds to the right $y$-axis which depicts the total instantaneous energy in the damped lattice. Although the dissipated energy on a linear scale is seemingly comparable between the two systems, as is the transmitted energy, the dynamics vary greatly. While dissipation throughout the moderately damped system is quicker in the higher modes (and hence the lower modes gain relative energy in time), the energy primarily remains in the interface modes throughout the propagation of the wave from the left to right boundary, and hence the wave packet propagates along the interface until it reaches the right boundary. In contrast, for the strongly damped system, the modal damping factors of the edge states are substantially higher than those of the acoustic states. As a result, the
relative instantaneous energy transitions from the edge states to the acoustics states and causes an edge-to-bulk transition of the wave before the right boundary is reached. Hence, the disbandment of a topological valley-Hall wave due to dissipation can be interpreted in a conventional modal decomposition and modal decay framework.

To anticipate whether or not an edge wave will remain on the interface of a given finite system, one may consider the evolution of the modal amplitudes by computing the modal damping factors. The transitions from edge to bulk wave are a product of the damping ratio and lattice size. Surely, for a larger system, the time taken for the wave to reach the right boundary \( T_{rb} \) is larger, and thus the effect of the damping over the time interval \( \tau \) is greater. If \( T_{rb} \) is greater than the time required for the energy of the bulk spectrum to overtake the total energy of edge states, then the topological wave will remain at the interface.

The edge-to-bulk transitions will always occur from the edge states to the acoustic states for the proportionally damped lattice. Unless a damping matrix is engineered such that \( \zeta_{\text{edge}} \ll \zeta_{\text{bulk}} \), the energy decay rates of edge modes will always be higher than those of acoustic modes. Fig 11 shows the variation of the normalized damping ratios \( \tilde{\zeta} \) versus the ratio of mass-vs-stiffness to construct the proportional damping, \( \chi = \lambda / \varepsilon \). The normalized damping ratios of Fig 11 are normalized so that for each \( \tilde{\zeta} \) the maximum value is one. While it is indeed seen in Fig 11(a) that values \( \chi \ll 0.4 \) permit lower damping ratios in the optical band than the acoustic one, and that there even exists a narrow range where the edge modes have the lowest damping ratio, the effective decay rate for each mode \( (\tilde{\zeta} \times \omega) \) is always sorted such that the acoustic modes have the lowest decay rate in the system (Fig 11(b)). Hence, for any practical damping consideration, the energy will dissipate from the edge and optical modes more rapidly (cf. Eq (17)).

4.2. Instantaneous Group Velocity

The variation of relative energy over the modal spectrum in time will certainly influence the group velocity of a damped propagating topological traveling wave (cf. section 3). Hence, the group velocity becomes a nonstationary function of time and damping ratio of the modes. Accounting for this non-stationarity may predict the instantaneous group velocity of a damped traveling wave by applying Eq (14) in time with the damped coefficients of Eq (17). Moreover, we implement Eq (14) using the damped dispersion relation as presented in [54] as an alternative to the standard supercell dispersion \( \tilde{\omega}(\kappa_x) \) of section 3.
Figure 11: (a) The relative damping ratios ($\tilde{\zeta}_i$) and (b) the relative dissipation rates $s$ ($\tilde{\zeta}_i \times \omega_i$) for each eigenmode with respect to the ratio of stiffness-vs-mass proportional damping $\chi = \lambda / \varepsilon$ varying between $O(10^{-3})$ to $O(10^3)$.

Fig 12 depicts an example of the instantaneous group velocity as computed by the damped mode-band matching routine (Eq (14)) and as estimated per the energy centroid (Eq (13)) for a configuration 1 lattice of dimension $12 \times 30$ subject to a wave packet with $\Omega = 1.5$ and $N_{\text{cyc}} = 25$. Proportional damping is considered with $\lambda = 2\varepsilon$ and scaled by the norm of the damping matrix, $||C||_2$, and we consider values of $||C||_2$ between 0.05 to 1.25. Fig 12 shows the evolution of group velocity with respect to the normalized time $\tau = \{ t : T < t < T_{rb} \}$ where the normalization is necessary since the variation of group velocity causes $T_{rb}$ to be different for systems with equivalent force but nonequivalent damping. Contours depict the proportion of energy retained in bulk modes with respect to the energy retained in edge modes at each snapshot in time. When this number crosses the value of 1/2 (which corresponds to the contour of $\log_{10}[E_{\text{edge}}/E_{\text{bulk}} = 0]$), there is a stark increase in both observed and predicted group velocity as the bulk waves of the acoustic band become the dominant modes contributing to the propagation (which account for much higher group velocities, see, e.g., Fig 4). This interpretation is supported by the color plots of Fig 10 which clearly show the transition of energy from interface modes to acoustic band modes for the strongly damped systems. Moreover, the recorded and predicted group velocities peak at approximately $v_g = 0.4$ for strongly damped systems. The topological band is not steep enough at any point to support wave propagation faster than $v_g = 0.2$, and so this stark rise in group velocity is in direct correspondence with the edge-to-bulk transition time. The mode-band matching of Eq (14) is hence proven an effective tool not just for topological modes, but also for providing remarkably accurate wave velocity predictions during edge-to-bulk transitions.

To demonstrate the generality of this approach, we consider several variations of excitation frequency and input bandwidth for a system with $\beta = 0.35$; in addition, we consider the influence of mass versus stiffness proportionality of the proportional damping coefficients ($\lambda, \varepsilon$). The magnitude of damping on the system is varied by scaling $||C||_2$ between 0.05 and 1.25. Figs 13a and 13b depict the instantaneous group velocities for systems with proportional damping constants $\lambda = 2\varepsilon$ and $2\lambda = \varepsilon$, respectively. When damping is sufficiently small (e.g., $||C||_2 \leq .15$), the propagating topological waves maintain a near constant group velocity and most of the energy remains at the interface for nearly all excitation profiles; hence the topological wave is preserved. When the damping norms grow higher, however, steep increases in the group velocity are shown for finite times $t < T_{rb}$ which correspond directly to the dominant acoustics transitioning from the interface to acoustic bulk states. This is observed for both $\lambda = 2\varepsilon$ and $2\lambda = \varepsilon$ damping proportions with similar time-scales observed for bulk-to-edge transitions to occur. Moreover, there is good agreement between predicted and observed group velocities for each considered excitation profile and damping configuration. While the numerical values of the group velocity differ to some degree when $v_g > 0.3$, the transition from edge-to-bulk
Figure 12: The instantaneous group velocity of a configuration 1 lattice subject to a damping matrix with various norms. The left subplot depicts the observed group velocity whereas the right subplot depicts the predicted group velocity based on mode-band matching for each instant in the normalized time $\tau = \{t : T < t < T_{rb}\}$. The overlaying contours refers to the portion of edge-versus-bulk modes required to reconstruct 90\% of the wave energy.

Figure 13: The instantaneous group velocity of a configuration 1 lattice subject to a damping matrix with various norms and damping proportions $\lambda = 2\varepsilon$. For each subplot, the left plot depicts the observed group velocities whereas the right plot depicts the predicted group velocity based on mode-band matching for each instant in the normalized time $\tau = \{t : T < t < T_{rb}\}$.

5. Concluding Remarks

In this work, we studied a valley-Hall topological interface lattice through the lens of modal superposition. Employing the well known modal expansion theorem, analytically computed modal coefficients were recovered for each finite mode required to reconstruct the wave dynamics. Moreover, the truncated modal solutions demonstrated that only a narrow subset of spatially and spectrally localized eigenmodes is required to accurately reconstruct the topological wave even when it propagates across complex zigzagged domains.
This contradicts the modal expansion of trivial wave propagation which requires many modes to reconstruct a traveling wave, as is the case for bulk waves or trivial waveguides which inevitably backscatter at corners. This demonstrates that topological wave propagation is based on the excitation of a limited set of closely spaced modes within the band gap, oscillating with the appropriate phase differences to construct a localized propagating wave packet along the prescribed domain boundary of the finite lattice. In fact, it is well known that such degenerate closely spaced modes with appropriate phase differences may yield traveling waves in systems with symmetry, such as circular or square plates. Furthermore, this is a linear effect (as are the topological lattices considered herein).

By employing the results of modal decomposition, a formula was provided to accurately predict the true group velocity of propagating topological waves in finite 2D lattice systems, referred to as the mode-band matching method. While the standard (classical) definition group velocity cannot account for the finite modal spectrum excited by finite-band excitations, the mode-band matching method developed herein can, yielding greatly improved group velocity predictions across the topological bandwidth. Moreover, the same method was proven to be effective for damped topological wave propagation, and it was shown that edge-to-bulk transitions corresponding to sudden spikes in group velocity occur due to the relative energy shifting to the acoustic band for strongly damped systems.

This alternative modal based perspective to topological propagation has many implications on the topological insulation community which has traditionally relied predominantly on dispersion characteristics to predict or evaluate topological insulator performance. Every finite linear system is governed by the same principle of modal superposition. Hence, we have developed a tool that can greatly refine the computational predictions of topological protection and be employed for optimization routines similar to those of [28, 40, 41]. Moreover, given the drastic speed up in computation time that the truncated modal solution offers, such iterative optimization efforts could be rapidly accelerated if explored in the finite domain. In addition, it should be studied how the topology of the dispersion relations are related to the convergence of the modal decompositions, so that optimization of the lattice structure could be proposed. For example, how can one influence the density of the underlying closely space modes and their phases, since these affect greatly the propagating topological wave. Future works could explore the same modal based methodologies applied to more realistic 3D elastic domains governed by the balance of linear momentum. While one would expect the findings of section 2.2 to apply to other band topologies that are capable of producing spectrally and spatially localized edge states in the band gap, future studies could explore this directly by studying helical waves produced by spin-Hall and combined models from the perspective of modal superposition. Additional extensions of this methodology could include topics such as optimization of topological wave performance across the entirety of the effective topological bandwidth, optimization based on stochastic or unknown excitation profiles, damping matrix optimization for group velocity control, and nonlinear continuation for traveling waves using a greatly reduced basis of modes.

Acknowledgments
This work is supported in part by the National Science Foundation Graduate Research Fellowship Program, Grant No. DGE – 1746047. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation. This work made use of the Illinois Campus Cluster, a computing resource that is operated by the Illinois Campus Cluster Program (ICCP) in conjunction with the National Center for Supercomputing Applications (NCSA) and which is supported by funds from the University of Illinois at Urbana-Champaign. The authors would like to acknowledge the anonymous reviewers for their valuable comments which has greatly improved this work.
Appendix A. Energy distribution in the oscillators

The energy of each oscillator is computed by summing the kinetic and potential terms. For springs that couple oscillators, the potential energy of the coupling springs is assumed to be distributed equally between two oscillators that share the spring. The resulting energy expressions are listed in Table A.1 where ∂DB, ∂DT, ∂DL, ∂DR, refer to the bottom, top, left, and right boundaries of the finite lattice, respectively.

Table A.1: Expressions for energy at each location

| Domain | $E_{\alpha}^{p,q}(t)$ |
|--------|-----------------------|
| $\alpha = a$, $(p, q) \in \partial DB$ | $\frac{m}{2} (\dot{u}_a^{p,q})^2 + \frac{k}{4} (u_b^{p,q} - u_b^{p-1,q})^2$ |
| $\alpha = a$, $(p, q) \in \partial DT$ | $\frac{m}{2} (\dot{u}_a^{p,q})^2 + \frac{k}{4} \left[ (u_a^{p,q} - u_b^{p,q})^2 + (u_a^{p,q} - u_a^{p-1,q})^2 + (u_b^{p,q} - u_b^{p-1,q})^2 \right]$ |
| $\alpha = a$, $(p, q) \in \partial DL$ | $\frac{m}{2} (\dot{u}_a^{p,q})^2 + \frac{k}{4} \left[ (u_a^{p,q} - u_b^{p,q})^2 + (u_a^{p,q} - u_a^{p-1,q})^2 + (u_b^{p,q} - u_b^{p-1,q})^2 \right]$ |
| $\alpha = a$, $(p, q) \in \partial DR$ | $\frac{m}{2} (\dot{u}_a^{p,q})^2 + \frac{k}{4} \left[ (u_a^{p,q} - u_b^{p,q})^2 + (u_a^{p,q} - u_a^{p-1,q})^2 + (u_b^{p,q} - u_b^{p-1,q})^2 \right]$ |
| $\alpha = a$, $(p, q) \in D \setminus \partial D$ | $\frac{m}{2} (\dot{u}_a^{p,q})^2 + \frac{k}{4} \left[ (u_a^{p,q} - u_b^{p,q})^2 + (u_a^{p,q} - u_a^{p-1,q})^2 + (u_b^{p,q} - u_b^{p-1,q})^2 \right]$ |
| $\alpha = b$, $(p, q) \in \partial DB$ | $\frac{m}{2} (\dot{u}_b^{p,q})^2 + \frac{k}{4} \left[ (u_b^{p,q} - u_a^{p,q})^2 + (u_b^{p,q} - u_b^{p+1,q})^2 + (u_a^{p,q} - u_a^{p+1,q})^2 \right]$ |
| $\alpha = b$, $(p, q) \in \partial DT$ | $\frac{m}{2} (\dot{u}_b^{p,q})^2 + \frac{k}{4} \left[ (u_b^{p,q} - u_a^{p,q})^2 + (u_b^{p,q} - u_b^{p+1,q})^2 + (u_a^{p,q} - u_a^{p+1,q})^2 \right]$ |
| $\alpha = b$, $(p, q) \in \partial DL$ | $\frac{m}{2} (\dot{u}_b^{p,q})^2 + \frac{k}{4} \left[ (u_b^{p,q} - u_a^{p,q})^2 + (u_b^{p,q} - u_b^{p+1,q})^2 + (u_a^{p,q} - u_a^{p+1,q})^2 \right]$ |
| $\alpha = b$, $(p, q) \in \partial DR$ | $\frac{m}{2} (\dot{u}_b^{p,q})^2 + \frac{k}{4} \left[ (u_b^{p,q} - u_a^{p,q})^2 + (u_b^{p,q} - u_b^{p+1,q})^2 + (u_a^{p,q} - u_a^{p+1,q})^2 \right]$ |
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Appendix B. Effects of Size on Modal Decomposition

A main theme of this work is the interplay between the infinite dispersion of a topological system and the modal spectrum of the corresponding finite-size truncation. Therefore, the results presented in section 2.2 must be verified across an array of finite system sizes in order to ensure the applicability of the discussed methods to finite lattices of arbitrary dimension. Of course, a limiting constraint is that the lattice should be sufficiently large so that the Bloch theorem is applicable, as the band properties which predict the localized wave travel obviously hinges on the assumption of an effectively infinite periodic medium. Therefore, we consider an extension of the study of decomposition contour plots of Fig 5 but with a fixed contrast parameter $\beta = 0.3$ and lattice dimensions ranging from $12 \times 12$ to $32 \times 32$. The results were generated for lattices of both configurations 1 and 2 of Fig 1. Fig B.14 depicts the results of this study where it is seen that even for the smallest considered configuration, only 2% of the modal spectrum is required to accurately capture the topological wave propagation up to an energy reconstruction threshold of 98%. The number of modes required to accurately construct the zigzagged domain of configuration 2 is seemingly higher than for the straight-edge domain of configuration 1 for all sizes, however this difference is not significant. As the lattice dimension grows, the relative number of required modes decreases, indicating a direct relationship between the size of the finite lattice and the relative number of modes describing the topological wave propagation; this is expected as the interface modes are spatially localized, so increasing the size of the bulk should not increase the number of modes required to reconstruct a traveling wave packet if the proposition holds that topological wave transport is accurately described by relatively few spatially and spectrally localized modes of the finite lattice system.

**Figure B.14:** The effect of lattice size on interface concentration and number of modes required for 98% cumulative modal energy for (a) configuration 1 and (b) configuration 2 with $\beta = 0.3$. The colormap indicates interface energy concentration whereas the superimposed contours depict the number of modes of the modal decomposition required to reconstruct 98% of the topological wave propagation. Green lines depict the parameter domain for which 1% of modes account for the reconstruction, while red lines depict corresponding domain where 2% of modes account for the reconstruction.
Appendix C. Additional Example: Double zigzag

The main text offered a detailed study of the decomposition of a zigzagged interface (termed configuration 2). To further support our claim that the topological wave propagation can be accurately described by a very narrow set of interface eigenmodes irrespective of the domain boundary path, we include here the same analysis applied to a double zigzagged system. Fig C.15 depicts the same decomposition and truncated solution for the double zigzagged system as was described for Figs 2 and 3 of the main text. As was the case for the single zigzag model, the topological wave propagation across the double zigzagged boundary is described by a limited subset of eigenmodes that are spatially localized along the domain boundary and spectrally localized in the band gap. Namely, the topological band gap of Fig C.15 exhibits the same sparsity, and the majority of the energy is possessed by eigenmodes localized at the domain boundary. Moreover, the truncation error using only 1% of the total modes of the lattice is seemingly negligible, as was the case for the single zigzag model depicted in Fig 3.

Figure C.15: The modal decomposition of a topological wave in the double zigzagged lattice of dimension 36 × 36. (a) The numerical solution for the finite system, as well as (b) the analytical solution using all modes, and (c) a truncated analytical solution using only 26 modes; (d) depicts the difference between the numerical and truncated solutions. (e) The histogram of eigenfrequencies denoting the “density” of the eigenstates across the spectrum with a black dashed line denoting excitation frequency, and (f) the energy associated with each eigenmode computed with solution (7) with respect to their placement in the spectrum. (g) The leading 6 eigenmodes used to construct the propagating topological wave as determined by their relative contributions in modal energy.

The analysis described by Fig C.16 was conducted over a range of excitation frequencies and bandwidths, as well as a range of contrast parameters in order to directly confirm that the result of Fig 5 of the main text hold true for the double zigzag model as well. Fig C.16(a) depicts examples of the cumulative modal energy of the rank-ordered eigenmodes as the excitation frequency passes from the lower bulk bands, thorough the topological band gap, and into the upper bulk bands, with insets depicting the time-averaged energy across the domain. Clearly a sharp corner is formed for the cumulative reconstruction once the topological wave is excited, which corresponds directly to the concentrated energy along the domain boundary. Fig C.16(b) depicts the energy intensity at the interface as well as the number of modes required for a 98% energy reconstruction. Very similar findings are reported here as were already stated for Fig 5 in section 2.2 of the main text. Namely, that very few modes comprise the wave propagation if the excitation sufficiently excites the topological state and the contrast is high enough for sufficient spectral isolation of the interface states. This directly supports the proposition that so long as the topological wave packet propagates along
the domain boundary without significant backscatter, the wave can be accurately described by the spatially and spectrally localized subset of interface modes possessing the appropriate phase differences to produce a spatially localized propagating wave packet along the domain boundary. Hence, Fig. C.16 further supports the finding that the modal description of topological wave propagation is seemingly independent of the complexity of the domain boundary.

Figure C.16: (a) The cumulative variance of the ordered modal solution with respect to total modal energy accounted for by the leading 500 eigenmodes of the double zigzag model computed for excitation frequencies below $\Omega < 1.45)$, inside $(1.45 < \Omega < 1.79)$, and above $(\Omega > 1.79)$ the effective insulator bandwidth for a lattice with $\beta = 0.35$ with results depicted for finite constructions. The right insets depict a zoomed in view of the supercell band structure with a blue green line denoting the topological band, gray lines denoting bulk bands, and a dashed blue line denoting the location of the excitation frequency with respect to the band structure. (b) The energy intensities at the interface for various values of $\beta$ between 0.1 and 0.35 as a function of input signal bandwidth and frequency. The domains for which only 1% and 2% of the modes are required for the desired reconstructed energy are depicted by green and red lines, respectively.
Appendix D. Trivial Waveguide

The main text focused primarily on the modal decomposition of topological waveguides within the context of reconstructing the propagating topological wave using a limited subspace of the modal spectrum. However, it should be stated that the acoustics of any linear waveguide can be reconstructed using the modal spectrum, as every linear system obeys modal superposition. Therefore, we compare here the same analysis applied to a trivial (non-topological) wave that propagates along the same paths as configurations 1 and 2 (cf. Fig 1(e,f)) discussed in the main text. The goal is to shed light on how the decomposition (and truncated modal solutions) of localized topological states differ from the decomposition of trivial localized waveguides. To do so, we construct the trivial waveguide by considering the masses of domains 1 and 2 ($\Omega_1$ and $\Omega_2$ of Fig 1(e,f)) to all be heavy masses ($m_a = m_b = m + \beta$), and the masses in the interface domain $I$ to be light masses ($m_a = m_b = m - \beta$), with the same nominal mass $m = 1.25$ and spring stiffness $k = 1$. This results in localized modes above the bulk-bands, which can be excited at the lattice boundary.

We begin with an example of the decomposition of the trivial waveguide applied to the zigzagged domain (configuration 2). Fig D.17 depicts the same analysis described for Figs 2 and 3 of the main text applied to the trivial waveguide. Localized wave motion can clearly be observed at the onset of the wave propagation for both the numerical (Fig D.17(a)) and full analytical (Fig D.17(b)) solutions. However, when using the reduced basis comprised of the leading 1% of modes (Fig D.17(c)), the localized wave packet is accompanied by energy dispersed throughout the spatial extent of the waveguide, leading to appreciable 50% reconstruction error (Fig D.17(d)). For comparison, the same error quantity is only 10% for the topological counterpart of the same lattice configuration.

Considering Fig D.17(e), it is apparent that the trivial edge states which form above the bulk bands are spectrally localized and sparse as compared to the bulk spectrum, although not nearly as spectrally sparse as what was seen for the equivalent topological lattice (cf. Fig 3). Fig D.17(f) shows that the distribution of excited eigenmodes is not nearly as narrow band. Moreover, there is no clear distribution of excited

![Figure D.17: The modal decomposition of the propagating trivial zigzagged wave guide. (a) The numerical solution for the finite system as well as (b) the analytical solution using all modes and (c) the truncated analytical solution using only 10 modes. (d) Depicts the difference between the numerical and truncated solution. (e) The histogram of eigenfrequencies denoting the “density” of the eigenstates across the spectrum with a black dashed line denoting excitation frequency, and (f) the energy associated with each eigenmode computed with solution (7) with respect to their placement in the spectrum. (g) The leading 6 eigenmodes used to construct the propagating topological wave as determined by the relative contribution of modal energy.](image-url)
Figure D.18: Examples of the cumulative modal energy reconstruction for (a) configuration 1 and (b) configuration 2 of a trivial interlace model. The energy quantities (a) and (b) are normalized with respect to the total energy of the system. The left insets depict the time-averaged energy for each oscillator. The right insets depict a zoomed in view of the supercell band structure with brown lines denoting the trivial localized bads, gray lines denoting bulk bands, and a dashed blue line denoting the location of the excitation frequency with respect to the band structure. (c) and (d): The energy intensities at the interface for various $\beta$ between 0.1 and 0.3 as a function of input signal bandwidth and frequency for the trivial construction of configuration 1 and configuration 2, respectively. The superimposed contours depict the number of bulk modes of the modal decomposition required to reconstruct 98% of the wave propagation. Green lines of (c,d) depict the parameter domain for which 1% of modes account for the reconstruction, while red lines corresponding to 2% of modes accounting for the reconstruction.

modes as is the case for topological wave guides. Despite the delocalization of the excited spectrum, the leading eigenmodes themselves are spatially localized around the domain boundary (Fig D.17(g)). However, since backscatter is realized when the wave reaches the boundary (Fig D.17(a)), these modes alone will not reconstruct the complicated acoustics, as the modes would have to undergo a phase shift for the superimposed motion to transition from localized wave packet at the interface (with one dominant direction) to a scattered burst of energy that propagates both directions across the lattice. Therefore it is of little surprise that the truncated modal reconstruction of a trivial waveguide with a complex domain boundary cannot capture the wave propagation to nearly the same effectiveness as what was demonstrated for a topological wave guide with the same wave path.

The modal reconstruction properties of the trivial waveguide were further explored by considering a parametric study of excitation frequency and bandwidth, as well as the contrast parameter $\beta$, to provide a direct comparison to the results of section 2.2. Fig D.18 depicts the cumulative energy of the rank ordered eigenmodes for trivial renditions of both configuration 1 and configuration 2 over a range of frequencies. The insets depict the trivial supercell, with the effective bandwidth of the trivial interface states appearing above the bulk bands. While the cumulative variance reaches unity much faster in the interface bandwidth, it is apparent that the energy accumulates less rapidly compared to the topological systems (cf. Fig 5). Moreover, the domain boundary seemingly now plays a role in the reconstruction as configuration 2 requires noticeably more modes than configuration 1 to converge.
Figs D.18(c) and (d) depict the interface energy concentration along with the number of modes required to reconstruct the acoustics. Contours depict the number of modes required to reconstruct 98% of the modal energy for each solution, with green and red lines indicating the excitation domains for which only 1% and 2% of modes are required for the reconstruction, respectively. The interface energy concentration is clearly much higher for this trivial system than what was seen for a topological system, but this comes at the cost of backscattering around the corners of the domain boundary. Moreover, the number of modes required to construct the dynamics of the trivial waveguide is generally higher than what was found for the topological systems (cf. Fig 5(a,b)). Nevertheless, the straight-edge wave guide does in fact reach excitation domains whereby a 1% modal reconstitution is sufficient. However, we note that this region is substantially smaller for the trivial waveguide. More important is the fact that this same level of reconstruction is unachievable by the trivial configuration 2 waveguide, which is not fully describable by so few modes, irrespective of the excitation parameters.

Figs D.17 and D.18 allow us to draw a very important comparison to the results in section 2.2. While the simplest of wave paths (configuration 1) yield comparable results between the trivial and topological systems, this is a special case for the waveguide with the simplest conceivable path. Moreover, the accurate reconstruction of the trivial waveguides acoustics across arbitrarily complex wave paths typically requires many more modes to sufficiently reconstruct the propagation, even when the wave motion along the domain boundary is highly confined as is the case for Figs D.17 and D.18. This is due in part to the effects of backscattering and delocalization of the wave around corners (delocalization in the sense that the confined wave packet breaks down, even if energy remains fixed at the domain boundaries), an effect which is not easily reproduced unless many modes are considered. In contrast, backscatter is of little concern for topological systems, and the wave retains its compactness and directionality around corners; therefore allowing the propagating wave packets in complex domains to be described by a subset of closely spaced modes very accurately. Hence, while the findings reported in section 2.2 may hold for specific cases of trivial wave guides, they are more generally applicable to systems with a topological band structure which gives rise to highly predictable localized waves that are immune to backscatter and delocalization.
Appendix E. Density of Finite Modal Spectrum: Topological versus Trival Waveguide

Fig 3(e,f) of the main text demonstrated the sparse density of eigenfrequencies within the topological band gap as well as the narrow band of excited modal coefficients for the topological lattice of configuration 2 (zigzagged domain). For completeness, we have performed the same analysis for the configuration 1 (straight-edge) domain for contrast parameters of $\beta = 0.1$, 0.2, and 0.3. Moreover, the same analysis was also performed for the trivial waveguides discussed in Appendix D for a direct comparison.

Fig E.19 depicts the results for the topological system. For $\beta = 0.1$, the topological band gaps are obviously much smaller for both systems, however the density of interface states within this band gap is still substantially lower when compared to the bulk states, indicating that far fewer modes will be required to account for the total energy (if the excitation is sufficiently localized in this band gap). As $\beta$ grows, the localization becomes more pronounced, and the density of modes stays exceptionally low. Moreover, this is consistent between both configurations. Looking at the modal coefficients that are recovered for an input frequency centered in the topological band gap to excite the topological wave, a clear narrow band distribution is noted with maximum modal energy centered at the excitation frequency, together with a sharp decline in energy for states not in the topological band gap. This drop off of energy upon entering the bulk bands is more pronounced for higher $\beta$ values, corresponding directly to an increase in spectral localization of the edge states. This is again seen for both configurations, further confirming that the narrow-band modal reconstruction of the topological wave propagation is indifferent to the complexity of the domain boundary.

Figure E.19: The density of eigenstates and resulting modal coefficients computed for topological wave propagation for $\beta = 0.1$ and $\beta = 0.3$ subject to an excitation centered in the topological band gap (denoted with a black dashed lined) and $N_{cyc} = 12$. 
Fig E.20 depicts the same analysis applied to the trivial waveguide configurations discussed in Appendix D. A main difference is that now the edge states form above the bulk bands which result from the geometric configuration of the lattice, and not from the topology of the band structure. While the density of the eigenstates above the bulk bands is far lower than the density of bulk states, there is still an appreciably higher density than what was found for topological states within the band gap. The modal coefficients recovered for Fig E.20 were computed for inputs designed to excite the trivial localized wave by centering the input frequency about the midpoint of the eigenfrequencies corresponding to trivial topological states. It is clear that the bandwidth of modal energy recovered for the trivial systems is larger as there is clearly more energy leaking into the bulk. Furthermore, no clearly recognizable energy distribution is recovered for the trivial modal spectrum. Moreover, this is exacerbated substantially for the zigzagged waveguide (configuration 2), indicating that the properties of the modal reconstruction are not indifferent to the wave path for a trivial waveguide.

The findings of Figs E.19 and E.20 are in agreement with what is reported in the main text and Appendix D where it has been shown that topological wave propagation can be accurately reconstructed with a very narrow subset of modes irrespective of the domain boundary (see section 2.2), and that trivial waveguides do not possess the same properties. More modes are required to reconstruct traveling waves in the trivial system, and the path of the trivial waveguide plays a key role in the spectral energy distribution as backscattering introduces greater complexity (see Appendix D). Hence, Figs E.19 and E.20 serve to provide key supporting evidence that the methods discussed in the main text are only generally applicable to localized waves resulting from topological band properties.

Figure E.20: The density of eigenstates and resulting modal coefficients computed for trivial wave propagation for $\beta = 0.1$ and $\beta = 0.3$ subject to an excitation frequency centered on the subset of edge states existing above the bulk bands (denoted by a black dashed line) and $N_{cyc} = 12$. 
Appendix F. Computational Advantages of the Truncated Modal Solution

A unique advantage to describing the propagating topological wave by a small subset of eigenmodes comes in the form of greatly increased computational efficiency. Surely, for generic simulations of propagating waves, nearly all commercial software and research codes employ numerical integration schemes to resolve the propagating wave packet with respect to time. While time integration may seem costly in comparison to solving the modal problem, it is in fact faster for realistically large systems ($O(10^5) \text{ to } O(10^6) \text{ DoF}$) than solving the entire eigenproblem and computing each coefficient for the modal solution. However, if it is known beforehand that only a narrow band of the spectrum will be required to resolve the system, then it is in fact far more efficient to use the modal solution; it is for this reason that many steady-state excitation codes will in fact use the modal solution to resolve standing wave simulations. This is because solving for only a portion of the modal spectrum (using numerical linear algebra tools) centered around the frequency of interest, and then summing only over the modes of the specified band, is far less costly for large systems than it is to solve the total modal solution or to perform direct numerical integration of the equations of motion. Typically, this is not possible for propagating wave solutions, as too much of the spectrum is required for this to be feasibly faster than direct integration.

We provide here a brief computational study to emphasize this point in the context solving propagating topological wave packets in the discrete graphene model described in the main text. The finite lattice described in configuration 2 was considered for various dimensions between $12 \times 12$ to $84 \times 84$ ($288 \text{ DoF}$ to $14112 \text{ DoF}$). Numerical solutions were recovered with the ODE45 routine in MATLAB. Full modal solutions were computed by directly solving the eigenvalue problem, and then solving for each coefficient, whereas the truncated modal solutions were solved by computing $5\%$ of the modes centered about the excitation frequency using the built-in MATLAB Krylov solver available with the \texttt{eigs} command. The required computation time to solve was then recorded for each solution using a standard Dell XPS laptop with 16 GB of RAM and an Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz 2.59 GHz processor, as well as a standard compute node of the Illinois Campus Cluster with 256 GB of RAM. The computational times were extrapolated to larger systems ($O(10^5)$) using standard regression. Fig F.21 depicts the results, where it is confirmed that the modal solution indeed becomes more costly at higher DoFs, but that the truncated modal solution is always \textit{significantly} faster than either alternative. Using trivial (non-optimized) codes, we find that solutions of $O(10^5)$ can be

![Figure F.21: A comparison of time taken to solve the topological wave propagating through a discrete domain versus the lattice dimension using numerical integration, the full modal spectrum, and the truncated modal spectrum for both a standard laptop, and a single 256 GB compute node.](chart.png)
resolved on the order of minutes with the truncated modal solution, whereas the full modal solution and
numerical integration could take on the order of months for the same task. Hence, we demonstrate here the
clear computational advantage of the truncated modal solutions presented in the main text in the context
of rapidly solving large topological systems for propagating wave travel.
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