On the spatial attention in Spatio-Temporal Graph Convolutional Networks for skeleton-based human action recognition
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Abstract—Graph convolutional networks (GCNs) achieved promising performance in skeleton-based human action recognition by modeling a sequence of skeletons as a spatio-temporal graph. Most of the recently proposed GCN-based methods improve the performance by learning the graph structure at each layer of the network using a spatial attention applied on a predefined graph adjacency matrix that is optimized jointly with model’s parameters in an end-to-end manner. In this paper, we analyze the spatial attention used in spatio-temporal GCN layers and propose a symmetric spatial attention for better reflecting the symmetric property of the relative positions of the human body joints when executing actions. We also highlight the connection of spatio-temporal GCN layers employing additive spatial attention to bilinear layers, and we propose the spatio-temporal bilinear network (ST-BLN) which does not require the use of predefined adjacency matrices and allows for more flexible design of the model. Experimental results show that the three models lead to effectively the same performance. Moreover, by exploiting the flexibility provided by the proposed ST-BLN, one can increase the efficiency of the model.
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I. INTRODUCTION

Considering the availability of depth cameras and successful pose estimation toolboxes such as OpenPose [1], each action can be represented by a sequence of body poses, each of which can be represented by a skeleton. Compared to other data modalities which are used for human action recognition, such as RGB videos, depth images and optical flow, human body skeleton represents the body pose and motion in a compact graph structure which is robust to context noise and invariant to body scale, view point variations, lighting conditions and background context [2]. Thus, skeleton-based human action recognition has become of great interest in recent years. Many of the recently proposed methods either use skeletons data in conjunction with other data modalities, such as RGB images [3], or only utilize the skeleton data to efficiently extract high level features for human action recognition [4]–[6].

Many deep learning methods have been proposed recently for skeleton-based human action recognition which are mainly categorized into Recurrent Neural Network (RNN)-based, Convolutional Neural Network (CNN)-based, and Graph Convolutional Network (GCN)-based methods. RNN-based methods are the earliest methods proposed in this field which mostly utilize Long Short-Term Memory (LSTM) networks [7] to model the temporal dynamics of the sequence of skeletons [8]–[13]. These methods represent each skeleton in a sequence as a vector which is formed by concatenated human body joints’ coordinates. The CNN-based methods [14]–[19] employ the state-of-the-art CNN methods to extract the spatial and temporal features of the sequence of skeletons and they represent each skeleton in a sequence as a psudo-image which is formed by reorganizing the body joints’ coordinates into a 2D matrix. Since RNN-based and CNN-based methods convert the skeleton data, which has an irregular structure, into a regular sequence or grid structure, it cannot benefit from the non-Euclidean structure of the skeleton sequences.

Recently, several GCN-based methods have been proposed for skeleton-based human action recognition and they achieved state-of-the-art performance [20]–[23] by utilizing the graph structure of the skeleton data. In skeleton-based human action recognition, the temporal dynamics of each action are represented by a sequence of skeletons and each human body skeleton is modeled as a graph which encodes the spatial structure of human body joints and their natural connections. Spatio-temporal GCN (ST-GCN) method [20] is the first GCN-based method proposed for skeleton-based human action recognition which receives a sequence of skeletons as input and employs GCN layers to capture both spatial and temporal features in actions by exploiting the graph structure of input data. The performance of ST-GCN method has been improved by several methods which build on top of ST-GCN. These methods mostly try to adaptively learn the graph structure in each GCN layer in an end-to-end manner, based on the features of input data [21]–[23]. 2s-AGCN [22] learns the graph structure adaptively based on the graph joints’ similarity in the input data and also the existing physical connections in the body. GCN-NAS [23] is a neural architecture search method which explores the search space with different graph modules to improve the representational capacity of the GCN layers. Moreover, the attention mechanism has been employed in these methods in order to highlight the most important connections in body skeleton for each action class. AS-GCN [24] extended the skeleton graphs to represent both structural links and actional linked and proposed an actional-structural graph convolutional network, which has an encoder-decoder structure, to capture richer dependencies from actions. DPRL+GCNN [25] and TA-GCN [26] select the most informative skeletons in a sequence.
to make the inference process more efficient.

In this paper, we analyze the attention mechanisms of existing spatio-temporal GCN networks used for human action recognition. Based on this analysis, we make two contributions. First, we argue that the attention mechanism in GCN layers using an additive formulation should lead to a symmetric attention mask, as the learned attentions corresponding to a pair of nodes should reflect the symmetric relationship of the corresponding human body joint positions in a human body pose. We propose a symmetric attention mechanism that is shown to perform on par with the original one for different structures of the model. Second, we propose a spatio-temporal bilinear layer which allows for more flexible design of the model for skeleton-based human action recognition. We show that models with spatio-temporal bilinear layers perform on par with spatio-temporal GCN networks without requiring the design of graph structures to encode relationships of the joints of the body skeletons.

The remainder of the paper is organized as follows. Section II introduces the ST-GCN method which is the background of our work. Section III describes the spatial attention used in GCN-based human action recognition and Section IV analyzes its properties and proposes an alternative symmetric spatial attention. Section V describes the spatio-temporal bilinear network, which is motivated by the analysis of the spatial attention in GCN-based human action recognition methods. The experimental results are provided in section VI and the conclusions are drawn in section VII.

II. SPATIO-TEMPORAL GCN (ST-GCN)

In this section, the ST-GCN method [20] is introduced as the baseline of many recent GCN-based methods for skeleton-based human action recognition. This method receives a sequence of skeletons \( X \in \mathbb{R}^{C \times T \times V} \) encoding the human body poses comprising an action as input, where \( C \) is the number of input channels, \( T \) is the number of skeletons in the sequence, and \( V \) is the number of joints in each skeleton. It then models the sequence of skeletons as a spatio-temporal graph and applies multiple GCN layers with spatial and temporal convolutions to extract high level features for classifying the input skeleton sequence to a set of pre-defined action classes. An spatio-temporal graph on a sequence of skeletons is denoted as \( G = (V, E) \), where \( V \) is the set of the human body joints and \( E \) denotes both spatial and temporal edges connecting the body joints within each skeleton and between skeletons. The spatial edges are the natural physical connections between human body joints and the temporal edges connect each body joint of a skeleton to its corresponding joint of previous and subsequent skeletons. Therefore, the spatial graph is constructed based on the human body structure in which each node can have different number of neighbors, while in the temporal graph each node has two fixed neighbors, i.e. the nodes corresponding to the same joint in the previous and next time step. Figure I (right) shows the spatio-temporal graph on a sequence of skeletons.

Since the body motions can be grouped to concentric and eccentric, ST-GCN employs a spatial partitioning process to divide the neighboring set of each node into three subsets based on their spatial arrangement in a single skeleton. This partitioning process fixes the node degrees in the spatial graph and defines the partitions as: 1) the root node itself, 2) the root node’s neighbors which are closer to the skeleton’s center of gravity than the root node and 3) the remaining root node’s neighbors that are farther from the skeleton’s center of gravity. The skeleton center of gravity (COG) is denoted as the average of all skeleton joints’ coordinates. In Figure I (left) a spatially partitioned graph is illustrated in which the nodes in different neighboring subsets (partitions) are shown with different colors and the center of gravity is shown as a red dot.

According to the partitioning process, the graph structure in each skeleton is captured by three binary Adjacency matrices, which are hereafter indexed by \( p \), each of which encodes the structure of a neighboring node subset. The Adjacency matrix of the first partition (corresponding to the root nodes) indicates the nodes’ self-connections and is set to \( A_1 = I_V \). Each adjacency matrix is normalized as \( \hat{A}_p = D_p^{-\frac{1}{2}}A_pD_p^{-\frac{1}{2}} \), where \( D_p = \sum_{i,j} A_p(i,j) + \epsilon \) denotes the degree matrix and \( \epsilon = 0.001 \) is used to avoid division with zero that can be caused by empty rows in \( D_p \). The element \( \hat{A}_p(i,j) \) indicates whether the vertex \( j \) is in the \( p^{th} \) neighboring subset of vertex \( i \).

Each GCN layer updates the human body features through both spatial and temporal domains by applying spatial and temporal convolutions on the output of the previous layer. The spatial convolution is defined based on the layer-wise propagation rule of GCNs [27] and the \( l^{th} \) layer spatial convolution is given by:

\[
H_s^{(l)} = \text{ReLU} \left( \sum_p \left( \hat{A}_p \otimes M_p^{(l)} \right) H^{(l-1)} W_p^{(l)} \right),
\]

where \( \otimes \) is the element-wise product of two matrices and \( H^{(l-1)} \in \mathbb{R}^{C^{(l-1)} \times T^{(l-1)} \times V} \) denotes the output of the \((l-1)^{th}\) layer which is introduced to the \( l^{th} \) layer as input. The input of the first layer is defined as \( H^{(0)} = X \). Since there are three spatial graphs for each sample, the GCN’s propagation rule is applied on each graph with a different weight matrix \( W_p^{(l)} \in \mathbb{R}^{C^{(l)} \times C^{(l-1)}} \), where \( C^{(l-1)} \) and \( C^{(l)} \) denote the number of channels in layers \( l - 1 \) and \( l \), respectively. \( M_p^{(l)} \in \mathbb{R}^{V \times V} \) is a learnable attention matrix which highlights the most important connections in a skeleton for each action. It is initialized as an all-one matrix and is element-wise multiplied to its corresponding adjacency matrix of each graph partition. The spatial convolution is in practice a 2D convolution operation which performs \( C^{(l)} \) convolutions with filters of size \( C^{(l-1)} \times 1 \times 1 \) on the input tensor and the resulting output is a tensor of size \( C^{(l)} \times T^{(l-1)} \times V \) which is multiplied with the masked attention-based adjacency matrix \( \hat{A}_p \otimes M_p^{(l)} \) on the last dimension \( V \).

To benefit from the motions taking place in each action for label prediction, the output of the spatial convolution \( H_s^{(l)} \) is introduced to the temporal convolution block which is also a 2D convolution that applies \( C^{(l)} \) convolutions with filters of size \( C^{(l)} \times k \times 1 \) to capture the temporal dynamics
in the sequence of skeletons by propagating the information through the time domain while keeping the number of channels unchanged. Based on the filter size $k$, the temporal convolution propagates the features through $k$ consecutive skeletons and reduces the number of skeletons or keeps it unchanged depending on the stride and padding size. Accordingly, the output of temporal convolution is of size $C^{(l)} \times T^{(l)} \times V$ in which $T^{(l)}$ denotes the temporal dimension of sequence in layer $l$. In ST-GCN method, the kernel size for temporal convolution in each layer is set to $k = 9$. The extracted spatio-temporal features of the last ST-GCN layer are introduced to a fully connected classification layer which is equipped by a global average pooling block and a SoftMax activation function. The entire model is trained in an end-to-end manner using Backpropagation.

### III. THE ROLE OF SPATIAL ATTENTION IN GCN-BASED HUMAN ACTION RECOGNITION

One of the main drawbacks of ST-GCN method which is addressed by more recently proposed methods, such as 2s-AGCN [22], is that it uses a fixed graph structure which is heuristically predefined and represents the natural physical connections between the body joints in a skeleton. The attention mechanism in ST-GCN, by using an element-wise multiplication between the Adjacency matrix and the learnable attention mask, can only highlight or diminish existing connections between the body joints which is not guaranteed to be optimal for action classification task. For some actions such as “touching head”, the connection between the hand and head is important for recognizing the action, while this connection does not exist naturally in the body and, thus, is not considered in the predefined graph structure. Therefore, 2s-AGCN defines the spatial convolution as follows:

$$H_s^{(l)} = ReLU \left( \sum_p (\hat{A}_p + M_p^{(l)}) H^{(l-1)} W_p^{(l)} \right),$$

(2)

where $M_p^{(l)}$ is a learnable attention matrix added to the graph in order to both highlight/diminish existing connections between the skeleton joints and also add potentially important connections between the disconnected ones. This matrix is initialized by zeros and it is learned in an end-to-end manner along with the other model’s parameters. In other words, the spatial graph is only initialized by the skeleton’s structure, and it is updated adaptively by an attention matrix whose parameters are learned in the training process. Comparing the attention-based Adjacency matrices of ST-GCN and 2s-AGCN, $\hat{A}_p \otimes M_p^{(l)}$ and $\hat{A}_p + M_p^{(l)}$ respectively, it can be seen that the former is guaranteed to have a structure encoding the natural connections between the human body joints, while the latter corresponds to a matrix encoding a fully-connected graph structure.

### IV. SYMMETRIC SPATIAL ATTENTION FOR GCN-BASED HUMAN ACTION RECOGNITION

We focus on the properties of the attention-based Adjacency matrix $\hat{A}_p + M_p^{(l)}$, as it has been shown to improve action classification performance compared to the one given by $\hat{A}_p \otimes M_p^{(l)}$. It can be shown that our analysis also holds for the latter case. Since the matrix $M_p^{(l)}$ is optimized in an end-to-end manner jointly with the parameters of the entire network without imposing any constraints, as detailed in Eq. (2), its final form will be an asymmetric matrix containing both positive and negative values. This form of the attention mask can be qualitatively explained by considering that the attention put by a graph node $v_i$ to another graph node $v_j$ can be freely optimized and can differ from the attention put by $v_j$ to $v_i$. However, considering that the nodes of the graph correspond to human body skeleton joints and during action execution their relative positions are symmetric, we would expect that their pair-wise attention should be the same. In order to enforce this property in the optimization process of the attention-based Adjacency matrix we define the attention mask to be a symmetric matrix, i.e. $M_p^{(l)} = L_p^{(l)} L_p^{(l)^T}$. Accordingly, we define the spatial convolution as follows:

$$H_s^{(l)} = ReLU \left( \sum_p (\hat{A}_p + L_p^{(l)} L_p^{(l)^T}) H^{(l-1)} W_p^{(l)} \right),$$

(3)

While one can select $M_p^{(l)}$ to be of low rank by selecting $L_p^{(l)} \in \mathbb{R}^{V \times q}$ with $q < V$, we do not set any further restrictions to $M_p^{(l)}$, except of being symmetric. Once the training process ends, the matrix $M_p^{(l)}$ is calculated and used for inference, thus, the space and time complexities remain the same as in the case of using Eq. (2). Here we should note that, since the normalized Adjacency matrices $\tilde{A}_p$ are designed to be asymmetric, the final attention-based Adjacency matrices will be asymmetric too.

### V. SPATIO-TEMPORAL BILINEAR NETWORK

Considering the optimization of the attention-based Adjacency matrices based on the definition of the spatial convolution of ST-GCN in Eqs. (2) and (3), it can be seen that the addition of the normalized Adjacency matrix $\tilde{A}_p$ to the attention mask serves as an initialization strategy, while the final form of the attention-based Adjacency matrix depends primarily on the learned values of the mask. This means that, after the first few training epochs, the GCN blocks of the ST-GCN using an additive attention mask do not follow the graph...
structure anymore, but they are rather equivalent to bilinear layers \([28]–[30]\). That is, Eqs. (2) and (3) can take the form:

\[
H_s^{(l)} = \text{ReLU} \left( \sum_p U_p^{(l)} H^{(l-1)} W_p^{(l)} \right),
\]

where \(U_p^{(l)} \in \mathbb{R}^{V^{(l)} \times V^{(l-1)}}\) is a learnable matrix which is optimized in an end-to-end manner jointly with the parameters of the entire network. A specific setting of the matrix \(U_p^{(l)}\) for which \(V^{(l-1)} = V^{(l)} = V\) corresponds to the attention-based Adjacency matrix in Eqs. (2) and (3) receiving as input the representations for the \(V\) human body joints at layer \(l\) and transforming them by applying a data transformation using \(W_p^{(l)}\) and combining information of neighboring nodes according to the connectivity in \(U_p^{(l)}\). However, by using the bilinear layer definition in Eq. (4) one can freely decide on the dimensions of the transformation to be applied using \(U_p^{(l)}\). That is, considering that in the first layer of the Spatio-Temporal Bilinear network the matrix \(U_p^{(1)} \in \mathbb{R}^{V^{(1)} \times V}\) performs a transformation in the mode of the input \(H^{(0)}\) corresponding to the human body skeleton joints, selection of \(V^{(1)} < V\) will lead to aggregation of joints’ information to create a new set of of \(V^{(1)}\) nodes. On the other hand, selection of \(V^{(1)} > V\) will lead to the creation of new nodes to be processed by the second layer. A similar explanation can be given to the selection of the values \(V^{(l)}\) for layer \(l\). A special case in this setting is the one where \(V^{(l)} = 1\), leading to the creation of one node encoding information of the entire input skeleton data.

Similar to ST-GCN, a spatio-temporal bilinear layer is equipped with a batch normalization, residual connections and ReLU activation function. The structure of a bilinear layer is shown in Figure 2. The layer has two residual connections to stabilize the model by summing up the layer’s input with the layer’s output. One of them adds the input of the layer to the output of bilinear mapping and the second one adds the layer’s input to the output of temporal convolution. We can distinguish two cases for the residual connections. When \(V^{(l-1)} = V^{(l)}\), the number of dimensions of the input tensor \(H^{(l-1)}\) to layer \(l\) changes by applying the transformation in one of its modes using \(W_p^{(l)}\), and the residual connections need to perform a 2D convolution with \(C^{(l)}\) filters of size \(C^{(l-1)} \times 1 \times 1\) on the layer’s input to have the same channel dimension as the layer’s output \(H^{(l)}\). When \(V^{(l-1)} \neq V^{(l)}\), the number of dimensions of the input tensor \(H^{(l-1)}\) to layer \(l\) changes by applying the transformations in both of its modes using \(W_p^{(l)}\) and \(U_p^{(l)}\), and the residual connections need to perform a 2D convolution with \(C^{(l)} \cdot V^{(l)}\) filters of size \(C^{(l-1)} \times 1 \times V^{(l)}\) on the layer’s input. The resulting tensor is then reshaped to a tensor of \(C^{(l)} \times T^{(l)} \times V^{(l)}\) to have the same dimension as the layer’s output \(H^{(l)}\).

If at layer \(l-1\) a value of \(V^{(l-1)} = 1\) is used, the input \(H^{(l-1)}\) to layer \(l\) becomes of size \(C^{(l-1)} \times T^{(l-1)} \times 1\). In that case there is no need of using \(U_p^{(l)} \in \mathbb{R}\) as the scaling factor that would be learned by using it can be absorbed in \(W_p^{(l)}\). Thus, the bilinear mapping can be replaced with an equivalent linear mapping. Moreover, in this case there is no need of using a residual connection for the linear mapping block. The architecture of such a spatio-temporal bilinear layer is shown in Figure 3.

Similar to the ST-GCN method, the output of the last spatio-temporal bilinear layer is passed to a global average pooling layer to leading to 256-dimensional features for each sequence and the resulting vector is introduced to a fully connected classification layer which is equipped with a SoftMax activation function. The entire model is trained in an end-to-end manner using Backpropagation to optimize the objective function defined on the output using the classification loss.

VI. EXPERIMENTS

We conducted two sets of experiments on NTU-RGB+D dataset \([10]\) which is the largest indoor-captured action recognition dataset and it is widely used for evaluating the skeleton-based human action recognition methods. It consists of 56,880 action video clips from 60 different human action classes and
TABLE I: Comparison of classification accuracy of spatio-temporal networks equipped with asymmetric and symmetric spatial attentions, and the bilinear mappings on the test set of CV benchmark of NTU-RGB+D dataset. The models are trained using joints data.

| #Layers | \( \hat{A}_p + M_p^{(l)} \) | \( \hat{A}_p + L_p^{(l)} L_p^{(l)^T} \) | \( U_p^{(l)} \) |
|---------|-----------------|-----------------|-----------------|
| 1       | 87.53           | 89.00           | 88.14           |
| 2       | 89.00           | 90.80           | 90.13           |
| 3       | 91.96           | 92.22           | 92.15           |
| 4       | 92.40           | 93.15           | 92.40           |
| 5       | 93.73           | 93.76           | 93.52           |
| 6       | 93.78           | 93.86           | 93.80           |

TABLE II: Comparison of classification accuracy of spatio-temporal networks equipped with asymmetric and symmetric spatial attentions, and the bilinear mappings on the test set of CV benchmark of NTU-RGB+D dataset for different number of layers. The models use the same layer sizes as those in [22] and are trained using joints data.

Each action clip is captured by 3 cameras from 3 different views. Each action clip is used to extract a sequence of 300 skeletons, each of which is represented by the 3D coordinates of 25 body joints. This leads to each action video clip being represented as a 3 \( \times \) 300 \( \times \) 25 tensor. Two benchmarks are defined in [10], i.e. cross view (CV) and cross-subject (CS), and a train-test split for each benchmark is also provided. We use the same experimental protocols and data splits as in [10]. The CV benchmark contains 37,920 training samples captured by cameras two and three and 18,960 test samples captured by the first camera. In CS benchmark, the training set contains 40,320 samples and test set contains 16,560 samples while the actors in training and test set are different.

The experiments are conducted on PyTorch deep learning framework [31] with 4 GRX 1080-ti GPUs. We used the same experimental settings and network architectures as in 2s-AGCN [22]. The model is trained for 50 epochs with SGD optimizer and cross entropy loss function. The mini-batch size is set to 64 and the learning rate is initialized to 0.1 and it is divided by 10 at epochs 30 and 40.

In the first set of experiments, we compared the performance of spatio-temporal networks using GCN layers equipped with attentions in Eqs. (2) and (3) and using bilinear layer as defined in Eq. (4). The performance of the three models is reported in Table I. As can be seen, the three networks achieved very similar performance. This indicates that there is no difference in using the predefined graph structure encoded by the matrices \( \hat{A}_p \) in Eqs. (2) and (3) for initializing the mapping in the bilinear layer (4). To further analyze the effect of the models’ size and the differences in performance achieved by the three types of spatio-temporal networks, we conducted multiple experiments using different number of layers and the results are reported in Table I. As can be seen, the performance of the three types of networks for all network sizes are effectively the same. This confirms our observations related to the role of the predefined graph structure used in the spatial attention of spatio-temporal networks for skeleton-based action recognition. We can conclude that the combining information related to the nodes of the human body skeleton graph can be randomly initialized and optimized jointly with the other network parameters, and that the use of predefined skeleton graph structures is not necessary for recognizing the human actions using skeleton data.

For completeness, we also provide in Table III the performance of state-of-the-art methods in skeleton-based human action recognition on the two benchmarks of the NTU-RGB+D dataset. Since most of the state-of-the-art methods, like 2s-AGCN, GCN-NAS, AS-GCN and 2s-TA-GCN, train their model with two or more data streams, we also report the performance achieved by the spation-temporal bilinear network using two streams. That is, the 2s-ST-BLN model is formed by two streams, the first of which receives as input the joints data and the second one receives as input the bone data. The two streams process their inputs and the predicted SoftMax scores of the two streams are fused to obtain the final classification outcome. The results show that ST-BLN and 2s-ST-BLN perform on par with other state-of-the-art methods while they do not require a predefined graph structure to encode the relationships between the joints (and bones) of the human body skeleton. Similar to the GCN-based methods, the proposed method also outperforms the RNN-based and CNN-based methods with a large margin.

To evaluate the need of combining information in the dimension of human body skeleton joints, expressed either as spatial attention of the form in Eq. (2) and as bilinear mapping of the form in Eq. (4), or if it is adequate the employ linear mappings effectively leading to neural layers combining...
TABLE III: Classification accuracy comparison of spatio-temporal bilinear model with state-of-the-art GCN-based methods on the test set of NTU-RGB+D dataset.

| Method                  | CS(%) | CV(%) | #Streams |
|-------------------------|-------|-------|----------|
| HBRNN [8]               | 59.1  | 64.0  | 5        |
| Deep LSTM [10]          | 60.7  | 67.3  | 1        |
| ST-LSTM [9]             | 69.2  | 77.7  | 1        |
| STA-LSTM [11]           | 73.4  | 81.2  | 1        |
| VA-LSTM [12]            | 79.2  | 87.7  | 1        |
| ARRN-LSTM [13]          | 80.7  | 88.8  | 2        |
| 2s-3DCNN [14]           | 66.8  | 72.6  | 2        |
| TCN [15]                | 74.3  | 83.1  | 1        |
| Clip+CNN+MTLN [16]      | 79.6  | 84.8  | 1        |
| Synthesized CNN [17]    | 80.0  | 87.2  | 1        |
| 3scale ResNet152 [18]   | 85.0  | 92.3  | 1        |
| CNN+Motion+Trans [19]   | 83.2  | 89.3  | 2        |
| ST-GCN [20]             | 81.5  | 88.3  | 1        |
| DPRL+GCNN [25]          | 83.5  | 89.8  | 1        |
| TA-GCN [26]             | 87.97 | 94.2  | 1        |
| AS-GCN [24]             | 86.8  | 94.2  | 2        |
| 2s-AGCN [22]            | 88.5  | 95.1  | 1        |
| 2s-TA-GCN [26]          | 88.5  | 95.1  | 2        |
| GCN-NAS [25]            | 89.4  | 95.7  | 2        |
| **ST-BLN**              | 85.71 | 93.80 | 1        |
| **2s-ST-BLN**           | 87.8  | 95.1  | 2        |

VII. CONCLUSION

In this paper, we studied the properties of the spatial attention used in ST-GCN methods for skeleton-based human action recognition. We made two observations, the first being that the spatial attention used in these methods leads to an asymmetric attention matrix. Our second observation is that the human-expert designed normalized Adjacency matrices used in models with additive attention serve only as an initialization process, and do not really affect parameters of the network for combining information in the dimension of human body skeleton joints. Based on the second observation, we proposed the Spatio-Temporal Bilinear Network (ST-BLN) which does not require the use of a predefined Adjacency matrix and allows for more flexible design of the model for skeleton-based human action recognition. Extensive experimental analysis shows that the three models lead to effectively the same performance. Moreover, by exploiting the flexibility provided by the proposed ST-BLN, one can increase the efficiency of the model by using lower values of $\lambda$. This is due to the fact that layers beyond the $\lambda$-th layer of the network a smaller number of parameters is needed, as indicated by comparing the two layers illustrated in Figures 2 and 3. Considering that the number of model’s parameters at the deeper layers is higher compared to the first layers, it can be seen that a considerable improvement in the model’s efficiency can be achieved. Overall, a network using a value of $\lambda = 6$ ($\lambda = 7$) operates ×2.78 (×2.14) faster compared to a network with $\lambda = 10$. As expected, the numbers of FLOPs for a network with $\lambda = 10$ and a ST-BLN with all layers using values $V^{(l)} = V$ are very similar, i.e. 24.59G and 24.93G, respectively.
by a factor of more than $\times 2$ while preserving the performance levels of the original method.
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