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Abstract. This paper is about the fractional Schrödinger equation expressed in terms of the Caputo time-fractional and quantum Riesz-Feller space fractional derivatives for particle moving in a potential field. The cases of free particle (zero potential) and a linear potential are considered. For free particle, the solution is obtained in terms of the Fox $H$-function. For the case of a linear potential, the separation of variables method allows the fractional Schrödinger equation to be split into space fractional and time fractional ones. By using the Fourier and Mellin transforms for the space equation and the contour integrals technique for the time equation, the solutions are obtained also in terms of the Fox $H$-function. Moreover, some recent results related to the time fractional equation have been revised and reconsidered. The results obtained in this paper contain as particular cases already known results for the fractional Schrödinger equation in terms of the quantum Riesz space-fractional derivative and standard Laplace operator.

Introduction

The Schrödinger equation describes dynamics of the state of any quantum mechanical system in terms of its wave function through the Hamiltonian operator of this system. For the wave function $\psi$ of a quantum particle with a mass $m$ moving in a potential field $V$, the Schrödinger equation is of the form

\[ -\frac{\hbar^2}{2m} \Delta \psi(x,t) + V(x,t)\psi(x,t) = i\hbar \frac{\partial}{\partial t} \psi(x,t), \]

where $\Delta = \nabla^2$ is the Laplacian operator and $\hbar = \frac{h}{2\pi}$ with $h$ being the Planck constant. The quantum mechanics including the Schrödinger equation can be developed by means of the Feynman integrals [9], e.g., integration over Brownian-like quantum-mechanical paths. It is well known that the Brownian motion is a special case of the Lévy $\alpha$–stable random processes discovered independently by Lévy and Khintchine almost a century ago. When $\alpha = 2$, the Lévy $\alpha$–stable distribution is reduced to the Gaussian probability distribution and thus the Lévy motion becomes the Brownian motion. Recently, it was shown in [13] that the Feynman path integrals over the Lévy-like quantum-mechanical paths allow to develop a fractional generalization of the quantum mechanics. In particular, whereas the Feynman path integrals over Brownian trajectories lead to the classical Schrödinger equation [10], the path integrals over Lévy trajectories lead to the fractional Schrödinger equation (1 < $\alpha \leq 2$),

\[ C_\alpha(-\Delta)^{\frac{\alpha}{2}} \psi(x,t) + V(x,t)\psi(x,t) = i\hbar \frac{\partial}{\partial t} \psi(x,t), \]
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where $C_{\alpha}$ is a positive constant that equals to $\frac{\beta^2}{2\alpha}$ for $\alpha = 2$. The operator $(-\Delta)^{\frac{\beta}{2}}$ is introduced as a pseudo-differential operator with the symbol $|k|^{\alpha}$ [14],

$$\mathcal{F}\left\{(-\Delta)^{\frac{\beta}{2}} \psi(x, t); k\right\} = |k|^\alpha \hat{\psi}(k, t),$$

(3)

where

$$\hat{\psi}(k, t) = \mathcal{F}\{\psi(x, t); k\} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ikx} \psi(x, t) \, dx$$

is the Fourier transform of the function $\psi(x, t)$. The operator $(-\Delta)^{\frac{\beta}{2}}$ was named in [13] the quantum Riesz-fractional derivative of order $\alpha$, but most frequently it is referred to as the fractional Laplacian [11]. Let us note that the conventional Riesz fractional derivative of order $\alpha$ is introduced similarly to (3) as a pseudo-differential operator with the symbol $-|k|^\alpha$ [15] and thus differs from the quantum Riesz fractional derivative by a sign. For $\alpha = 2$, the quantum Riesz fractional derivative becomes the negative Laplace operator $-\Delta$ and the equation (2) reduces to the classical Schrödinger equation [4]. The cases of a zero potential (free particle), linear potential, Dirac-delta potential, coulomb potential and the infinite potential well for the fractional Schrödinger equation (2) were studied in [6] and [13]. The generalization of the equation (2) when the time derivative is replaced by the Caputo time fractional derivative ([2], [17]) of order $\beta$,

$$C_{\alpha} D_{t}^\beta f(t) = \begin{cases} \frac{1}{\Gamma(n-\beta)} \int_0^t \frac{f^{(n)}(\tau)}{(t-\tau)^{\beta+n-1}} \, d\tau, & n-1 < \beta < n, \ n \in \mathbb{N} \\ \beta = n \in \mathbb{N} \end{cases},$$

was considered in [3], [7]. Recently, the Riesz-Feller space fractional derivative $\alpha D_{x}^\alpha$ of order $\alpha$ and skewness $\theta$ has been shown to be relevant for anomalous diffusion models [16]. For sufficiently well-behaved function $f$, the Riesz-Feller space-fractional derivative of order $\alpha$, $0 < \alpha \leq 2$ and skewness $\theta$, $|\theta| \leq \min\{\alpha, 2-\alpha\}$ is defined as a pseudo-differential operator

$$\mathcal{F}\{\alpha D_{x}^\alpha f(x); k\} = -\gamma^\theta_{\alpha}(k) \hat{f}(k),$$

with $\gamma^\theta_{\alpha}(k) = |k|^{\alpha} e^{i\theta \text{sgn}(k)} |e^{\theta}|^{\alpha/2}$. The fractional Riesz-Feller derivative $\alpha D_{x}^\alpha$ is in fact the Riesz fractional derivative. In this paper, we employ the quantum fractional Riesz-Feller derivative $D_{x}^\alpha$ of order $\alpha$, $0 < \alpha \leq 2$ and skewness $\theta$, $|\theta| \leq \min\{\alpha, 2-\alpha\}$ that is as a pseudo-differential operator with the symbol $\gamma_{\alpha}^\theta(k)$,

$$\mathcal{F}\{D_{x}^\alpha f(x); k\} = \gamma_{\alpha}^\theta(k) \hat{f}(k).$$

(5)

According to [4] and [5], the quantum Riesz-Feller derivative and the Riesz-Feller derivative differ by a sign. The main focus of the paper is on the fractional Schrödinger equation

$$C_{\alpha} D_{t}^\beta \psi(x, t) + V(x, t) \psi(x, t) = (i\hbar)^\beta \alpha D_{x}^\alpha \psi(x, t),$$

with $i\beta = e^{i\frac{\beta \pi}{2}}$, $0 < \beta < 1$, $0 < \alpha \leq 2$, $|\theta| \leq \min\{\alpha, 2-\alpha\}$, for the case of a time-independent potential $V(x, t) = V(x)$. The equation (6) for a free particle (zero potential) is studied in the second section of the paper. By using the Fourier and Mellin transforms, the solution of this problem is obtained in terms of the Fox H-function. For the particular choice of the parameters $\beta = 1$ and $\theta = 0$, the solution obtained reduces to the well known solution of the fractional Schrödinger equation with the quantum Riesz derivative for a free particle [14] and also generalizes the corresponding result obtained in [18]. The equation (6) with linear potential is considered in the third section of the paper. By the method of the separation of variables equation (6) is split into space fractional and a time fractional equations. The solution of the space fractional equation obtained by using the Fourier and Mellin integral transforms, contains as particular cases some results already published in [6] and [12]. For the solution of the time fractional equation, the contour
integral technique is employed. The approach adopted enables to analyze and comment a similar result published in [3].

1. Cauchy-type problem for a free particle

Consider the fractional Schrödinger equation with the Caputo time fractional derivative of order $\beta$ ($0 < \beta \leq 1$) and with the quantum Riesz-Feller space fractional derivative of order $\alpha$ ($1 < \alpha < 2$) for a free particle ($V(x,t) = 0$) in the form

$$C_\alpha D^\beta_x \psi(x,t) = (\text{i}\hbar)^\beta \xi D^\beta_t \psi(x,t).$$

Let us denote by $S$ the space of rapidly decreasing test functions.

**Theorem 1.1.** Let $1 < \alpha < 2$, $0 < \beta \leq 1$, $|\theta| \leq 2 - \alpha$ and $f \in S$. Then the Cauchy-type problem for the equation (7) subject to an initial condition

$$\psi(x,0) = f(x), \quad x \in \mathbb{R}$$

and boundary conditions

$$\psi(x,t) \to 0 \text{ as } x \to \pm \infty$$

is solvable and its unique solution is given by

$$\psi(x,t) = \int_{-\infty}^{\infty} G(x - \xi, t) f(\xi) d\xi,$$

where for $x \neq 0$ the Green function $G$ is represented in terms of the Fox $H$–function

$$G(x,t) = \frac{1}{\alpha |x|} H_{2,2}^1 \left[ \left( \frac{h^\beta}{C_\alpha t} \right) \Gamma \left( \frac{1}{\alpha} \right) e^{-\frac{i\pi(2-\beta)}{2\alpha}} |x| \right] \left( \frac{1}{1}, \frac{1}{1}, (1,1), (1,\tau) \right).$$

Proof. Denote the Laplace transform $\mathcal{L} \{ \psi(x,t); s \}$ of $\psi$ with respect to the time variable $t$ by $\hat{\psi}(x,s)$ and the Fourier transform $\mathcal{F} \{ \psi(x,t); k \}$ of $\psi$ with respect to the spatial variable $x$ by $\hat{\psi}(k,t)$. The application of the Laplace transform followed by the Fourier transform to the equation (7) leads by (5) and (8) to the formula

$$\hat{\psi}(k,s) = \frac{\hat{f}(k)}{s + \eta_{\alpha,\beta}(k)}$$

for the Laplace-Fourier transform of the solution $\psi$, where

$$\eta_{\alpha,\beta}(k) = -\frac{C_\alpha}{\hbar^\beta \tau} |k| \alpha - \frac{i\pi^\beta}{\alpha} \text{sign}(k) \theta.$$

The representation (9) then follows from (11) by using the inverse Laplace transform and the convolution theorem for the Fourier transform. The Green function $G(x,t)$ (fundamental solution) of the problem corresponds to the initial condition $f(x) = \delta(x)$ with the Dirac $\delta$–function and thus

$$\hat{G}(k,s) = \frac{1}{s + \eta_{\alpha,\beta}(k)}.$$

By means of the scaling rules for the Fourier and for the Laplace transforms [8]

$$\mathcal{F} \{ f(ax); k \} = \frac{1}{a} \hat{f} \left( \frac{k}{a} \right), \quad a > 0, \quad \mathcal{L} \{ f(bt); s \} = \frac{1}{b} \hat{f} \left( \frac{s}{b} \right), \quad b > 0,$$

the following scaling property of the Green function can be deduced from (12):

$$G(x,t) = t^{\frac{1}{\alpha}} K_{\alpha,\beta}^\theta \left( \frac{x}{t^\alpha} \right).$$
where the single variable function $K_{\alpha,\beta}^\theta$ is to be determined. The application of the inverse Laplace transform to (12) implies

$$\hat{G}(k, t) = e^{-\eta_{\alpha,\beta}(k)t}, \ k \in \mathbb{R}, t \geq 0.$$  

Due to the symmetry property

$$\eta_{\alpha,\beta}(-k) = \eta_{\alpha,\beta}(k),$$

the relation

$$K_{\alpha,\beta}^\theta(-x) = K_{\alpha,\beta}^\theta(x)$$

holds and hence we can restrict our further considerations to the case $x \geq 0$. Let us first consider the case $x > 0$. Then from (13) and (14) it follows that

$$K_{\alpha,\beta}^\theta(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ikx} e^{-\eta_{\alpha,\beta}^\theta(k)} \, dk$$

$$= \frac{1}{2\pi} \left\{ \int_0^\infty e^{-ikx} e^{-\eta_{\alpha,\beta}^\theta(k)} \, dk + \int_0^\infty e^{ikx} e^{-\eta_{\alpha,\beta}^\theta(k)} \, dk \right\}.$$  

Thus, we see that

$$K_{\alpha,\beta}^\theta(x) = \frac{1}{2} \left[ eK_{\alpha,\beta}^\theta(x) + sK_{\alpha,\beta}^\theta(x) \right],$$

where

$$eK_{\alpha,\beta}^\theta(x) = \frac{1}{\pi} \int_0^\infty \cos(kx) \left[ e^{-\eta_{\alpha,\beta}^\theta(k)} + e^{-\eta_{\alpha,\beta}^\theta(k)} \right] \, dk,$$

$$sK_{\alpha,\beta}^\theta(x) = \frac{i}{\pi} \int_0^\infty \sin(kx) \left[ e^{-\eta_{\alpha,\beta}^\theta(k)} - e^{-\eta_{\alpha,\beta}^\theta(k)} \right] \, dk.$$  

To determine the functions $eK_{\alpha,\beta}^\theta$ and $sK_{\alpha,\beta}^\theta$, we employ technique of the Mellin integral transform. For a sufficiently well-behaved function $f$, the Mellin transform is defined by the formula

$$\mathcal{M}\{f(r); s\} = f^*(s) = \int_0^\infty f(r) \ r^{r-1} \, dr, \ \gamma_1 < \text{Re}(s) < \gamma_2,$$

and the inverse Mellin transform is given by

$$\mathcal{M}^{-1}\{f^*(s); r\} = f(r) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} f^*(s) \ r^{-s} \, ds$$

where $r > 0, \gamma = \text{Re}(s), \gamma_1 < \gamma < \gamma_2$. Proceeding as in [16], by the Mellin convolution rule we get the representations

$$eK_{\alpha,\beta}^\theta(x) = \frac{\Gamma(1-s)}{\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \left[ e^{-\eta_{\alpha,\beta}^\theta(k)} + e^{-\eta_{\alpha,\beta}^\theta(k)} \right] \, \left(\frac{\pi s}{2}\right)^{-s} \, ds,$$

for $x > 0, 0 < \gamma < 1$ and

$$sK_{\alpha,\beta}^\theta(x) = -\frac{\Gamma(1-s)}{\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \left[ e^{-\eta_{\alpha,\beta}^\theta(k)} - e^{-\eta_{\alpha,\beta}^\theta(k)} \right] \, \left(\frac{\pi s}{2}\right)^{-s} \, ds,$$

for $x > 0$ and $0 < \gamma < 2$. The formula (16), (6.1)) for the Mellin transform of the Mittag-Leffler function yields

$$\left[ e^{-\eta_{\alpha,\beta}^\theta(k)} + e^{-\eta_{\alpha,\beta}^\theta(k)} \right]^* (s) = \frac{2}{\alpha} \Gamma \left( \frac{s}{\alpha} \right) \left[ -\frac{C_0}{(ih)^{\beta}} \right]^{\frac{s}{\alpha}} \cos \left( \frac{\pi \theta s}{2\alpha} \right),$$

$$\left[ e^{-\eta_{\alpha,\beta}^\theta(k)} - e^{-\eta_{\alpha,\beta}^\theta(k)} \right]^* (s) = -\frac{2i}{\alpha} \Gamma \left( \frac{s}{\alpha} \right) \left[ -\frac{C_0}{(ih)^{\beta}} \right]^{\frac{s}{\alpha}} \sin \left( \frac{\pi \theta s}{2\alpha} \right).$$
and hence
\[ e K_{\alpha, \beta}(x) = \frac{1}{\alpha \pi x} \frac{1}{\pi i} \int_{-\infty}^{\gamma \infty} \Gamma \left( \frac{s}{\alpha} \right) \Gamma(1 - s) \times \cos \left( \frac{\pi s}{2} \right) \sin \left( \frac{\pi s}{2} \right) \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] ds, \]
\[ sK_{\alpha, \beta}(x) = \frac{-1}{\alpha \pi x} \frac{1}{\pi i} \int_{-\infty}^{\gamma \infty} \Gamma \left( \frac{s}{\alpha} \right) \Gamma(1 - s) \times \sin \left( \frac{\pi s}{2} \right) \cos \left( \frac{\pi s}{2} \right) \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] ds. \]

Then from (16) it follows that
\[ K_{\alpha, \beta}(x) = \frac{1}{\alpha \pi x} \frac{1}{2\pi i} \int_{-\infty}^{\gamma \infty} \Gamma \left( \frac{s}{\alpha} \right) \Gamma(1 - s) \times \sin \left( \frac{(\alpha - \theta) \pi s}{2 \alpha} \right) \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] ds. \]

The substitution \( \tau_1 = \frac{\alpha - \theta}{2\alpha} \) and the reflection formula
\[ \Gamma(\tau_1 s) \Gamma(1 - \tau_1 s) = \frac{\pi}{\sin(\tau_1 \pi s)} \]
lead to the representation
\[ K_{\alpha, \beta}(x) = \frac{1}{\alpha x} \frac{1}{2\pi i} \int_{-\infty}^{\gamma \infty} \Gamma \left( \frac{s}{\alpha} \right) \Gamma(1 - s) \times \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] ds. \]

The last integral can be represented in terms of the Fox \( H \)-function (15) as follows
\[ K_{\alpha, \beta}(x) = \frac{1}{\alpha x} \frac{1}{2\pi i} \int_{-\infty}^{\gamma \infty} \Gamma \left( \frac{s}{\alpha} \right) \Gamma(1 - s) \times \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] ds. \]

By means of the reciprocal formula for the \( H \)-function (15, (1.58)) and from (17) we get
\[ K_{\alpha, \beta}(x) = \frac{1}{\alpha x} H_{1, 2}^{1, 1} \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] \left( 0, 1, (0, \tau_1) \right), \]
and thus according to (18) the Green function \( G(x, t) \) takes the form
\[ G(x, t) = \frac{1}{\alpha x} H_{1, 2}^{1, 1} \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] \left( 1, \frac{1}{\alpha}, (1, \tau_1) \right). \]

In the case \( x < 0 \), we use the formulas (15) and (18) to obtain the representation
\[ G(x, t) = \frac{1}{\alpha x} H_{1, 2}^{1, 1} \left[ \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} e^{-i\pi(2-\beta) x} \right] \left( 1, \frac{1}{\alpha}, (1, \tau_2) \right), \]
with \( \tau_2 = \frac{\alpha + \theta}{2\alpha} \). Finally, in the case \( x = 0 \), the representation (15) takes the form
\[ K_{\alpha, \beta}(0) = \frac{1}{2\pi} \int_{0}^{\infty} e^{-\eta_{\alpha, \beta}(k)} + e^{-\eta_{\alpha, \beta}^{\beta}(k)} dk. \]

The right-hand side of the last formula can be interpreted as the Mellin transform of the function \( \frac{1}{2\pi} e^{-\eta_{\alpha, \beta}(k)} + e^{-\eta_{\alpha, \beta}^{\beta}(k)} \) at the point \( s = 1 \) and thus
\[ K_{\alpha, \beta}(0) = \frac{1}{\alpha \pi} \left( \frac{\eta}{C_{\alpha}} \right)^{\frac{1}{s}} \Gamma \left( \frac{1}{\alpha} \right) \cos \left( \frac{\pi \theta}{2 \alpha} \right) e^{-\frac{i\pi(2-\beta)}{2}}. \]
Hence, by (13) we get
\[ G(0, t) = \frac{1}{\alpha \pi} \left( \frac{\hbar^\beta}{t \Gamma_n} \right)^{\frac{1}{\alpha n}} \Gamma \left( \frac{1}{\alpha} \right) \cos \left( \frac{\pi \theta}{2 \alpha} \right) e^{-\frac{m (\gamma - x)}{2 \alpha}} \]
that completes the proof of the theorem. 

Remark 1.2. In the case \( \beta = 1 \) and \( \theta = 0 \), the Schrödinger equation (7) reduces to the fractional Schrödinger equation with the quantum Riesz derivative that has been already studied. In particular, the fractional Schrödinger equation with the quantum Riesz derivative was solved for a free particle and its fundamental solution was obtained in the form [14]
\[ G(x, t) = \frac{1}{\alpha |x|} \left| \frac{h \Gamma_n}{i t \Gamma_n} \right|^{\frac{1}{\alpha n}} |x| \left( 1, \frac{1}{\alpha} \right), (1, 1), (1, \frac{1}{2}) \]
that evidently appears as a particular case of (10) when taking into consideration that \( -i = e^{\frac{i \pi}{2}} \).

Remark 1.3. In the case \( \alpha = 2, \beta = 1 \) and \( \theta = 0 \), the equation (19) reduces to
\[ G(x, t) = \frac{1}{2 \sqrt{\pi}} \exp \left( -\frac{x^2}{4} \right) M_{\frac{1}{2}} \left( \frac{x}{\sqrt{2}} \right) M_{\frac{3}{2}} \left( \frac{x}{\sqrt{3}} \right). \]

As a special case of the Wright function, \( M_{\nu}(z) \) is an entire function of order \( \rho = \frac{1}{1 - \nu} \) and provides a generalization of the Gaussian and the Airy functions. In particular,
\[ M_{\frac{1}{2}} \left( \frac{x}{\sqrt{2}} \right) = \frac{1}{\sqrt{\pi}} \exp \left( -\frac{x^2}{4} \right), \quad M_{\frac{3}{2}} \left( \frac{x}{\sqrt{3}} \right) = 3^{\frac{3}{2}} \exp \left( -\frac{x^2}{4} \right), \]
Therefore, we have
\[ G(x, t) = \frac{1}{2 \sqrt{\pi}} \exp \left( -\frac{x^2}{4} \right). \]

2. Linear Potential

Consider a particle in a linear potential field
\[ V(x) = \begin{cases} \hspace{1cm} Ax, & x \geq 0 (A > 0) \\ \infty, & x < 0 \end{cases} \]
Then by assuming that \( \psi(x, t) = f(t) \phi(x) \) and the method of separation of variables, the equation (10) reduces to the space fractional equation
\[ C_{\alpha} D_{\alpha}^\beta \phi(x) + Ax \phi(x) = E \phi(x), \quad x \geq 0, \]
and the time fractional equation
\[ (i \hbar)^\beta \frac{C_{\alpha}}{0} D_{\beta}^\gamma f(t) = Ef(t), \]
where \( E \) refers to the energy.
2.1. Space fractional equation.

**Theorem 2.1.** If $1 < \alpha \leq 2$ and $|\theta| \leq 2 - \alpha$, then the solution of the equation (20) has the form

$$\phi(x) = \frac{2\pi N}{(\alpha + 1)} H_{2,2}^{1,1} \left[ \left( x - E \right) \frac{1}{\hbar A} \left( \frac{C_\alpha}{\hbar A (\alpha + 1)} \right)^{\frac{\alpha - 1}{\alpha + 1}} \right],$$

where

$$N = \frac{1}{2\pi \hbar} \left( \frac{C_\alpha}{\hbar A (\alpha + 1)} \right)^{\frac{\alpha - 1}{\alpha + 1}}.$$

**Proof.** According to (26) and the formula

$$\mathcal{F} \{ x\phi(x); p \} = i\hbar \frac{d}{dp} \hat{\phi}(p),$$

the application of the Fourier transform in momentum representation,

$$\hat{\phi}(p) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} \exp(-ipx/\hbar) \phi(x) \, dx \quad \text{with} \quad \phi(x) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} \exp(ipx/\hbar) \hat{\phi}(p) \, dp,$$

to the equation (20) leads to

$$\frac{d\hat{\phi}(p)}{\hat{\phi}(p)} = \frac{1}{A\hbar} \left( E - C_\alpha |p|^{\frac{\alpha}{\alpha + 1}} e^{i Sgn(p) \theta \pi / 2} \right),$$

from where it follows readily that (omitting the constant of the integration)

$$\hat{\phi}(p) = \begin{cases} \exp \left( \frac{-i}{\alpha} \left( E p - \frac{C_\alpha}{\alpha + 1} |p|^\alpha e^{i \theta \pi / 2} \right) \right) \quad ; \quad p > 0 \\ \exp \left( \frac{-i}{\alpha} \left( E p + \frac{C_\alpha}{\alpha + 1} |p|^\alpha e^{-i \theta \pi / 2} \right) \right) \quad ; \quad p < 0 \end{cases}.$$

Setting

$$w = p \left( \frac{C_\alpha}{\hbar A (\alpha + 1)} \right)^{\frac{\alpha - 1}{\alpha + 1}}, \quad y = \frac{1}{\hbar} \left( x - E \right) \left( \frac{C_\alpha}{\hbar A (\alpha + 1)} \right)^{\frac{\alpha - 1}{\alpha + 1}},$$

it is possible by the application of the inverse Fourier transform to get that

$$\phi(y) = N \{ \phi_1(y) + \phi_2(y) \},$$

where

$$\phi_1(y) = \int_0^\infty e^{iyw} e^{i\theta \pi / 2 |w|^\alpha} \, dw,$$

and

$$\phi_2(y) = \int_{-\infty}^0 e^{iyw} e^{-i\theta \pi / 2 |w|^\alpha} \, dw.$$

Denote by $\hat{\phi}(s) = \mathcal{M} \{ \phi(y); s \}$ the Mellin transform of $\phi(y)$. If $\rho \in \mathbb{C}$, from the formula ([8, Ch.8]) it follows

$$\mathcal{M} \{ e^{-ipx}; s \} = (ip)^{-s} \Gamma(s) = \rho^{-s} \Gamma(s) \left( \cos \left( \frac{\pi s}{2} \right) - i \sin \left( \frac{\pi s}{2} \right) \right),$$

it follows that

$$\hat{\phi}_1(s) = (-i)^{-s} \Gamma(s) \int_0^\infty e^{i\theta \pi / 2 |w|^\alpha} w^{-s} \, dw,$$

and

$$\hat{\phi}_2(s) = (-i)^{-s} \Gamma(s) \int_{-\infty}^0 e^{-i\theta \pi / 2 |w|^\alpha} w^{-s} \, dw.$$
Now by the formula \((24)\), the substitution \(u = w^\alpha + 1\) in \((25)\) and the substitutions \(u = -w, \xi = u^\alpha + 1\) in \((26)\), it can be seen that

\[
\tilde{\phi}_1(s) = \frac{1}{\alpha + 1} \Gamma\left(1 - \frac{s}{1 + \alpha}\right) \Gamma(s) \exp\left(i\frac{\pi}{2} \left[1 - \frac{\theta}{\alpha + 1} + \frac{(\alpha + \theta)s}{\alpha + 1}\right]\right),
\]

and

\[
\tilde{\phi}_2(s) = \frac{1}{\alpha + 1} \Gamma\left(1 - \frac{s}{1 + \alpha}\right) \Gamma(s) \exp\left(-i\frac{\pi}{2} \left[1 - \frac{\theta}{\alpha + 1} + \frac{(\alpha + \theta)s}{\alpha + 1}\right]\right).
\]

These representations and the formula

\[
\cos\left(\frac{\pi z}{2}\right) = \frac{\pi}{\Gamma\left(\frac{1 + \alpha}{2}\right) \Gamma\left(\frac{1 - \alpha}{2}\right)}
\]

allow from \((23)\) the following representation to be obtained

\[
\tilde{\phi}(s) = \frac{2\pi N}{(\alpha + 1) \Gamma (\alpha + 1)} \Gamma(s) \Gamma\left(\frac{1 - s}{1 + \alpha}\right) \Gamma\left(\frac{1 + s}{2(\alpha + 1)}\right) \Gamma\left(\frac{2 + \alpha s}{2(\alpha + 1)}\right) y^{-s} ds,
\]

Therefore

\[
\phi(y) = \frac{2\pi N}{(\alpha + 1) 2\pi i} \int_{\gamma - i\infty}^{\gamma + i\infty} \frac{\Gamma(s) \Gamma\left(\frac{1 - s}{1 + \alpha}\right) \Gamma\left(\frac{1 + s}{2(\alpha + 1)}\right) \Gamma\left(\frac{2 + \alpha s}{2(\alpha + 1)}\right)}{y^{-s}} ds,
\]

and hence \((15\text{ Sec. 1.2})\),

\[
\phi(y) = 2\pi N \frac{H^{1.1}_{1.2}}{(\alpha + 1)} \left( y, \frac{\alpha + 1}{(\alpha + 1) \Gamma(\alpha + 1)}, \frac{1 + \alpha}{2(\alpha + 1) \Gamma(\alpha + 1)}, \frac{\alpha}{2(\alpha + 1) \Gamma(\alpha + 1)} \right).
\]

Taking into account the substitutions \((22)\), the validity of the theorem follows immediately.

\square

**Corollary 2.1.** \([6]\) If \(1 < \alpha \leq 2\) and \(\theta = 0\), the solution of the equation \((20)\) has the form

\[
\phi(x) = \frac{2\pi N}{(\alpha + 1) \Gamma(1.2)} \left[ x - \left(\frac{E}{A}\right) \frac{\int_{0}^{D_{\alpha}} \left(\frac{\alpha + 1}{2(\alpha + 1) \Gamma(\alpha + 1)} \right)}{(0, 1), \left(\frac{1 + \alpha}{2(\alpha + 1) \Gamma(\alpha + 1)}, \frac{\alpha}{2(\alpha + 1) \Gamma(\alpha + 1)} \right)} \right],
\]

where \(D_{\alpha}\) is the generalized fractional diffusion coefficient with physical dimension \([D_{\alpha}] = erg^{1-\alpha} \times cm^{\alpha} \times sec^{-\alpha}\) \((D_{\alpha} = \frac{1}{2\alpha}\) for \(\alpha = 2\)).

**Corollary 2.2.** \([12]\) If \(\alpha = 2\) and \(\theta = 0\), the standard wave function solution of the equation \((20)\) has the form

\[
\phi(x) = \frac{\lambda}{\pi} \sum_{k=0}^{\infty} \left(\frac{k + 1}{3}\right) \sin\left(\frac{2(k + 1)\pi}{3}\right) \frac{1}{k!} \left(\frac{3}{u}\right)^k,
\]

where \(\lambda\) is a constant and \(u = (x - (\frac{E}{A})) \left(\frac{2\alpha A}{D_{\alpha}}\right)^{\frac{1}{2}}\).

2.2. **Time fractional equation.** In this subsection, we reconsider and revise some results obtained in \([3]\) due to some contradictory computations. For instance, the parameters \(A_j, j = 1, \ldots, p\) and \(B_j, j = 1, \ldots, q\) of the Fox \(H\)-function were taken in the cited paper as negative values, whereas they must be positive \([15]\). We also noticed a mistake in the sign of one of the Gamma functions arguments in the equation \((3), (D13))\).
Theorem 2.2. If $0 < \beta < 1$ and $E > 0$, the solution of the time fractional equation \cite{21} is of the form

$$f(t) = f(0) \left[ e^{-\frac{\pi i H^1/\hbar}{\beta}} - \frac{1}{\beta \rho t^\beta} H^{2,1}_{2,3} \left( (-\rho)^{\frac{1}{\beta}} t \left[ (1, 1/\beta), (\beta, 1) \right] \right) \right],$$

with $\rho = (i \hbar)^{\beta}$. In case $E < 0$, the solution of \cite{21}

$$f(t) = -f(0) \frac{1}{\beta \rho t^\beta} H^{2,1}_{2,3} \left( (-\rho)^{\frac{1}{\beta}} t \left[ (1, 1/\beta), (\beta, 1) \right] \right),$$

in case $0 < \beta \leq \frac{\pi}{2}$, or

$$f(t) = f(0) \left[ e^{-\frac{\pi i E |\beta|^2/\hbar}{\beta}} - \frac{1}{\beta \rho t^\beta} H^{2,1}_{2,3} \left( (-\rho)^{\frac{1}{\beta}} t \left[ (1, 1/\beta), (\beta, 1) \right] \right) \right],$$

when $\frac{\pi}{2} < \beta < 1$.

Proof. Denote by $F(s)$ the Laplace transform $\mathcal{L} \{f(t); s\}$. Then the application of the Laplace transform to \cite{21} implies

$$(27) \quad F(s) = f(0) \frac{s^{\beta - 1}}{s^\beta - (i \hbar)^{\beta} E}.$$

Thus,

$$f(t) = \mathcal{L}^{-1} \{F(s); t\} = \frac{f(0)}{2\pi i} \int_{\gamma - i\infty}^{\gamma + i\infty} G(s) e^{st} \, dt,$$

where

$$G(s) = \frac{s^{\beta - 1}}{s^\beta - (i \hbar)^{\beta} E}.$$

The integrand $G(s)$ in the above integral has a branch point at $s = 0$ and at the following poles:

$$s_n = \frac{1}{\hbar} \left( 2m - \frac{\pi}{\beta} \right), \quad n = 0, 1, 2, 3, \ldots.$$

Thus, the integral can be evaluated by using the contour integration techniques and the residue theorem. For this, it is necessary to choose the Bromwich contour with a branch cut along the negative real axis. This leads to \cite{7}

$$f(t) = f(0) \left( \sum_n \text{Res} \left( G(s) e^{st}; s_n \right) - \mathcal{F}_\beta (\rho, t) \right),$$

where $\rho = (i \hbar)^{-\beta} E$ and

$$\mathcal{F}_\beta (\rho, t) = \frac{\rho \sin (\pi \beta)}{\pi} \int_0^\infty \left( \frac{x^{\beta - 1}}{x^{\beta} - 2 \rho \cos (\pi \beta) x^{\beta} + \rho^2} \right) e^{-xt} \, dx.$$

In the domain enclosed by the Bromwich contour chosen, the arguments of the poles should satisfy

$$(28) \quad -\pi < \arg(s_n) < \pi, \quad n = 0, 1, 2, 3, \ldots.$$

In case of positive energy ($E > 0$), the poles $s_n$ are

$$s_n = \frac{1}{\hbar} \left( 2m - \frac{\pi}{\beta} \right), \quad n = 0, 1, 2, 3, \ldots.$$

By taking into account \cite{28}, it becomes clear that

$$-\pi < \frac{2\pi n}{\beta} - \frac{\pi}{2} < \pi,$$
and thus \( n = 0 \), i.e. \( 0 < \beta < 1 \). There is only one pole \( s_0 = E^{-\beta} h^{-1} e^{-\beta} \) to be considered. It is easy to see that the residue at \( s = s_0 \) is

\[
\text{Res} \left( G(s) e^{st}; s_0 \right) = \frac{e^{-itE^{\beta}/h}}{\beta}.
\]

In case of negative energy \((E < 0)\), the poles \( s_n \) are

\[
s_n = \left| E \right|^\beta h^{-1} e^{i\left(\frac{2\pi n}{\beta} - \frac{2\pi}{\beta}\right)}, \quad n = 0, 1, 2, 3, \ldots.
\]

According to (28),

\[-\pi < \frac{2\pi n}{\beta} - \frac{\pi}{2} + \frac{\pi}{\beta} < \pi \text{ that implies } -\frac{1}{4} \beta - \frac{1}{2} < n < \frac{3}{4} \beta - \frac{1}{2} \]

If \( 0 < \beta \leq \frac{2}{3} \), then \( -\frac{2}{3} < n < 0 \) and so there are no poles in this case. In case \( \frac{2}{3} < \beta < 1 \), \(-\frac{3}{4} < n < \frac{1}{4} \) so \( n = 0 \), i.e. there is only one pole \( s_0 = \left| E \right|^\beta h^{-1} e^{i\left(\frac{\pi}{\beta}\right)} \). The residue at \( s = s_0 \) in this case is:

\[
\text{Res} \left( G(s) e^{st}; s_0 \right) = \frac{e^{-itE^{\beta}/h}}{\beta}.
\]

Let us recall the Mellin transform property (3), (8.3.1)

(29)

\[
\mathcal{M} \left\{ f (x^\alpha); s \right\} = \frac{1}{\alpha} f^* \left( \frac{s}{\alpha} \right), \quad \alpha > 0,
\]

and also the following representation valid for \( \beta \notin \mathbb{Z} \) and \( \rho \in \mathbb{C} - \{0\} \) (2, (13.126)),

(30)

\[
\mathcal{M} \left\{ \frac{1}{x^{2\beta} - 2\rho \cos (\pi \beta) x + \rho^2}; s \right\} = -\pi \left( -\rho \right)^{s-2} \frac{\sin (\beta \pi (s-1))}{\sin (s \pi) \sin (\beta \pi)}.
\]

Let us denote

\[
K (x) = \frac{1}{x^{2\beta} - 2\rho \cos (\pi \beta) x + \rho^2}.
\]

Then from (29), (30) and the identity \((z-\text{not integer})\)

\[
\sin (\pi z) = \frac{\pi}{\Gamma(z) \Gamma(1-z)},
\]

it follows that,

\[
\mathcal{M} \left\{ K (x); s \right\} = \frac{\pi (-\rho)^{\beta}}{\beta \rho^2 \sin (\pi \beta)} \frac{\Gamma (s/\beta) \Gamma (1-s/\beta)}{\Gamma (\beta-s) \Gamma (1-\beta+s)}.
\]

The application of the inverse Mellin transform results to

\[
K (x) = \frac{\pi}{\beta \rho^2 \sin (\pi \beta)} \left[ \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{\Gamma (s/\beta) \Gamma (1-s/\beta)}{\Gamma (\beta-s) \Gamma (1-\beta+s)} \left( \frac{x}{(-\rho)^{\beta}} \right)^{-s} ds \right]
\]

\[
= \frac{\pi}{\beta \rho^2 \sin (\pi \beta)} H_{1,1}^{1,1} \left( \frac{x}{(-\rho)^{\beta}} \right) \left( \begin{array}{c} (0,1/\beta),(1-\beta,1) \\ (0,1/\beta),(1-\beta,1) \end{array} \right),
\]

and hence

\[
\mathcal{L} \left\{ K (x) x^{\beta-1}; t \right\} = \frac{\pi}{\beta \rho^2 \sin (\pi \beta)} \mathcal{L} \left\{ x^{\beta-1} H_{1,1}^{1,1} \left( \frac{x}{(-\rho)^{\beta}} \right) \left( \begin{array}{c} (0,1/\beta),(1-\beta,1) \\ (0,1/\beta),(1-\beta,1) \end{array} \right); t \right\}.
\]

According to (15), (2.18))
\[
\int_0^\infty \left( \frac{x^{\beta-1}}{x^{2\beta} - 2px^\beta \cos(\pi \beta) + p^2} \right) e^{-xt} \, dx
= \frac{\pi}{\beta p^2 \sin(\pi \beta)} t^{-\beta} H_{2,3}^{1,2} \left( t^{-1} \left( \begin{array}{c} (1 - \beta, 1), (0, 1/\beta), (1 - \beta, 1) \\ (0, 1/\beta), (1, 1/\beta), (1, 1) \end{array} \right) \right).
\]

By means of the reciprocal formula for the Fox $H$-function (\cite{15}, (1.58)),
\[
\int_0^\infty \left( \frac{x^{\beta-1}}{x^{2\beta} - 2px^\beta \cos(\pi \beta) + p^2} \right) e^{-xt} \, dx
= \frac{\pi}{\beta p^2 \sin(\pi \beta)} t^{-\beta} H_{2,3}^{1,1} \left( (-\rho)^{\frac{1}{2}} t \left( \begin{array}{c} (1, 1/\beta), (\beta, 1) \\ (\beta, 1), (1, 1/\beta), (\beta, 1) \end{array} \right) \right),
\]
and hence
\[
\mathcal{F}_\beta (\rho, t) = \frac{1}{\beta \rho t} H_{2,3}^{1,1} \left( (-\rho)^{\frac{1}{2}} t \left( \begin{array}{c} (1, 1/\beta), (\beta, 1) \\ (\beta, 1), (1, 1/\beta), (\beta, 1) \end{array} \right) \right),
\]
that proves the theorem. \hfill \square

Remark 2.3. In \cite{3}, the author attempted to show that the solution of the time fractional equation provided by Theorem 3.2. coincides with the well known solution \cite{7}

\begin{equation}
(31) \quad f(t) = f(0) E_\beta \left[ \left( \frac{t}{\bar{p}} \right)^{\beta} E \right]
\end{equation}
in the case of $0 < \beta < 1$ and $E > 0$. His proof is substantially based on the formula (\cite{3}, (D32))

\begin{equation}
(32) \quad \frac{\Gamma \left( -\frac{k}{\beta} \right)}{\Gamma (-k)} = (-1)^k \left( \begin{array}{c} k \\ \frac{k}{\beta} \end{array} \right) \frac{\Gamma (k + 1)}{\Gamma (1 + (k/\beta))}, \quad k = 0, 1, 2, ..., \nonumber
\end{equation}

which is not valid for all $k \in \mathbb{N}_0$ and $0 < \beta < 1$. For instance, if $k = 1$ and $\beta = \frac{3}{2}$, then the equation (32) leads to $0 = \pm 1$. In fact, the discussion whether the solution \cite{31} and the result in Theorem 3.2. coincide is needless because of two arguments. The first argument is that the equation \cite{31} possesses a unique solution (provided the initial condition $f(0) = f_0$ is fixed). Another argument is that the formula \cite{31} and the result in Theorem 3.2. both are inverse Laplace transform of \cite{27} and hence they have to coincide.
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