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The purpose of this study was to discuss the impact of the extent of internationalization on firm performance measured for firms with a high Tobin’s Q (firms with good operating performance), a median Tobin’s Q (firms with average operating performance), and a low Tobin’s Q (firms with poor operating performance). In addition to discussion on the impact of internationalization on firm performance, this study also discussed the impact of corporate proprietary assets (using assets, R&D, marketing, and management-related variables as moderating variables) and control variables (scale of company, debt-asset ratio, firm age, board structure, and proportion of pledged shares by directors) on firm performance. The research results showed that there is an S-shaped relationship between extent of internationalization and firm performance. However, further discussion found that there is an S-shaped relationship between extent of internationalization and performance for firms with a high Tobin’s Q but a slight decline in the middle of the S-shaped curve, as well as a general linear negative correlation between extent of internationalization and performance for firms with a median Tobin’s Q and an inverted U-shaped correlation between extent of internationalization and performance for firms with a low Tobin’s Q.

1. Introduction

Taiwan’s per capita GDP surpassed US$10,000 in 1992 to become a developed economy. In 1993, Taiwan was rated as one of the top 20 economies in the world. Therefore, this study selected data having been acquired since the 21st century. Taiwan’s economic development results have always been a model for the world, but there is currently little literature discussing the impact of Taiwan’s internationalization and corporate performance. Therefore, this article explores whether the degree of Taiwan’s internationalization has the same impact on company performance as scholars in the past. Scholars used to have different views on the concept of internationalization, and the definitions of the variables were also different. Michael Geringer et al. [1] advocated the degree of internationalization, Dess et al. [2] used the degree of international polygonization, Delios and Beamish [3] and Dess et al. [2] took the term of regional polygonization, and Grant [4] and Kotabe et al. [5] coined the term “multi-nationalization.” Apart from terminological differences, opinions also varied on variable measurement. Some methods measured a single item, while others created a single pointer with multiple items for measurement. In fact, each method of measurement reflects the value of different degrees of overseas involvement [6], and appropriate indicators should be used to measure the international polygonization of different countries [7].

There are five operational ways to measure the degree of corporate internationalization by performance attributes. They are, respectively, the proportion of overseas sales to total sales (FSTS), research development intensity (RDI), advertising intensity (AI), proportion of export sales to total sales (ESTS), and proportion of foreign profits to total profits (FPTP). Kafouros et al. [8], Bae et al. [9], and Filatotchev and Piesse [10] used FSTS to measure corporate internationalization. Caves [11] believed that R&D activities can predict
the growth of multinational enterprises. Franko [12] also found that research and development intensity (RDI) is an important principle to gain market share under global competition. Similarly, some held that the scale of marketing functions of multinational enterprises is another important principle. Caves [11] believed that using advertising intensity (AI) for measurement contributes to explaining the degree of corporate internationalization. Sullivan [13] pointed out that ESTS, indicating the intensity of export activities, can differentiate the degree of corporate internationalization. Eppink and Van Rhijn [14] called for the use of the proportion of foreign profits to total profits (FPTP) to measure the degree of internationalization.

In the early stage of internationalization, due to an investment environment different from that in Taiwan, unfamiliar laws and regulations, and massive initial investments of fixed costs, firms generally failed to obtain profits from overseas markets to maintain their operation. Firms should neither cut investment in internationalization nor cease their efforts in internationalization due to performance decline and instead should focus on how to improve various adverse factors and address the performance decline in the early stage of internationalization as a result of the increase in learning costs and deficiencies in economies of scale. For example, the performance decline as a result of the increase in learning costs and deficiencies in economies of scale in the early stage of internationalization can be mitigated through increasing investments in corporate proprietary assets (such as R&D strength), thereby minimizing the duration and extent of the performance decline and progressively highlighting the function of internationalization while improving performance. In addition, management has to review the national environment in the early stage of international expansion, so as to minimize potential adverse factors. One method, based on the threshold effect, is to develop the capability to manage complexity [15] or overcome dilemmas in corporate management through controlling time and management and finally to reduce the possibility of business failure as a result of insufficient profit during this stage.

In stage 2 of international expansion, with the increased extent of corporate internationalization, firm performance bounces back from the bottom and turns from negative to positive. Firms should strive to extend this stage as far as possible so as to extend the duration and increase the extent of performance improvements, and they should act prudently to avoid issues in management coordination due to an excessively large organizational structure as a result of extreme expansion. The extent of internationalization is expected to continue to improve in this stage, while performance decline is expected in the next stage. Therefore, it is greatly important to know how to maintain the duration and increase the extent of the performance-improving stage and postpone the time point of the decline of performance as a result of improving the extent of internationalization. A feasible solution is to develop and utilize corporate proprietary assets, such as R&D and capital strength, that can assist in realizing economies of scale and scope and extend the lifetime of products, so as to extend the duration and increase the extent of performance improvement and postpone the time point of the decline of performance in the future.

In the last stage, i.e., stage 3, with the increasing extent of internationalization, performance decline can be observed upon reaching maximum performance. Not all firms will be subject to stage 3; however, all firms should strive to mitigate the risk of performance decline due to the increase of coordination costs as a result of excessive internationalization upon entering this stage. Moreover, firms should learn and accumulate experiences in the international environment and improve their management capabilities so as to make a breakthrough and enter a new profit-making stage. As global operations are quite complicated under an extensive international expansion, coordination and management costs will exceed the profits generated from expansion. However, profits will rise if management learns to properly manage such new complexity, which can be achieved constantly through learning [16]. In such a case, firms can further mitigate the aforementioned performance decline as a result of excessive internationalization through increasing investments in proprietary corporate assets.

The results of this research demonstrated the three-stage theory proposed by scholars [17, 18]. In the early stage of internationalization, firms have to invest substantial costs in areas such as employees, equipment acquisition, and the establishment of internal management systems and external corporate networks. In addition, due to the increase in learning costs and deficiencies in economies of scale in the early stage, a negative correlation between internationalization and performance is observed and a performance decline is recorded. In stage 2, however, with the increasing extent of internationalization, the accumulation of knowledge and experience regarding international operations, and the benefits of internationalization, a positive correlation between internationalization and performance is observed and performance improvement is recorded due to the increase and development of corporate resources, the internationalization of transaction costs, the realization of economies of scale and scope, the extended lifetime of products, the acquisition of low-cost resources, and other factors. In stage 3, however, a negative correlation between internationalization and performance is observed again due to the coordination costs incurred by cultural distance and fragmented markets; that is to say, performance starts to decline again when internationalization reaches a certain extent. The continuous increase in the extent of internationalization leads to a more complicated international operation as well as increased management and coordination costs, and hence, the diminishing performance. In view of the above, internationalization involving direct overseas investment should be conducted to an appropriate extent; otherwise, both excessive and insufficient internationalization will lead to poor performance.

The concept of internationalization was first developed by Errunza and Senbet [19] using 60 items of excess compensation as a research source and found that companies with a high degree of internationalization have better market evaluations. However, scholars have never had a common
view on the concept of internationalization, and foreign literature has more abundant research on internationalization. The abovementioned influence results are all related to scholars’ research. This topic focuses on foreign scholars’ research on my country’s situation. In summary, Filatotchev and Piesse [10] studied the experience of MNCs of 711 SMEs entrepreneurs and found that the market share sales growth pretax gross profit is negatively correlated; but the interaction effect between the two is positively correlated. Recently, Chen et al. [20] considered a sample of 118 listed companies from 2006 to 2011 and found that private and specific regional marketization helps companies obtain international performance gains, while public operation plays a negligible role. The role of Zhou [21] studied 535 manufacturing companies of A-share listed companies from 2001 to 2014. The overall sample’s international performance relationship is W-shaped, but changes with the size of the company. Specifically, small companies are W-shaped and large companies are U-shaped. Kim et al. [22] studied 767 publicly listed companies from 2002 to 2014 and found that the faster the regional internationalization, the better the company’s financial status, and the faster the regional internationalization, the worse the financial status.

Overall, the research on the impact of internationalization on company performance has different results, irrelevant [23–25], linear [19, 20, 26, 27], U shape [6, 18, 21, 28, 29], S type [17], and higher power W type [21], and different external factors will have different effects.

As for the research on international performance, most scholars in the past adopted cross-sectional analysis (without considering time series), and there were very few studies on solving endogenous problems. The first task of empirical research is the rigor of research. The most important thing is to solve the endogenous and exogenous problems of the research process. Therefore, this article uses panel data analysis suitable for big data analysis to conduct research. In addition, in different environments, internationalization, many scholars have analyzed the impact of company’ performance, but there are few that use different companies’ performance to distinguish. The second analysis of this article focuses on analyzing how internationalization affects performance under different companies’ performance, impact.

The structure of this article is divided into 4 sections. The first section is Introduction, which introduces the research purpose and motivation of this article and related literature.

The second section is the Research Data and Research Method, which mainly introduces the research data and related variables of this article and also the calculation of and the research methods used in this study. The third section is empirical analysis. The empirical results are carried out through relevant data and research methods. The last one is the Conclusions and recommendations of this research.

2. Research Data and Research Method

2.1. Research Data. The total number of samples of this study, after deleting those of incomplete data, is 27062 from 2175 listed companies (excluding the financial sector) in Taiwan from 1992 to 2017 (source: TEJ; Taiwan Economic Journal).

2.2. Research Variable. There are three main variables in empirical analysis: independent variable, dependent variable, and control variable. In this study, the independent variable is the degree of corporate internationalization; the dependent variable is corporate performance; apart from the dependent variable, the control variable covers all variables that exert an impact on corporate performance. This study adopts 8 + 3 variables, including the proportion of shares pledged by directors (Pledge), debt-asset ratio (DA), scale of company, structure of board of directors (3 types), R&D expense ratio, firm age, and growth rate of fixed assets (Lasset). The variables of this study are introduced in detail as follows.

2.2.1. Independent Variable: Degree of Internationalization. There are many indicators related to the degree of internationalization. This study uses the sales area to measure, namely, by the proportion of overseas sales to total sales (FSTS).

2.2.2. Corporate Performance (Tobin’s Q). This study adopts Tobin’s Q, the most commonly used indicator to measure a company’s market performance. La Porta et al. [30] employed Tobin’s Q, but failed to figure out Tobin’s Q because they could not obtain the replacement cost of company’ assets. As a result, they replaced Tobin’s Q with Proxy Q, and the latter was adopted by Claessens et al. [31]. Proxy Q is measured as follows:

\[
\text{Tobin’s Q} = \frac{\text{Market value of equity} + \text{market value of debts}}{\text{Asset replacement cost}},
\]

\[
\text{Proxy Q} = \frac{\text{Market value of equity (common stocks + special stocks) + book value of debts}}{\text{Book value of assets}}.
\]

2.2.3. Moderating Variable: Measurement of Corporate Proprietary Assets. When firms obtain differential benefits from international expansion, they should maximize the benefits of internationalization and minimize the costs of internationalization with their capabilities. Such capabilities could be considered proprietary corporate assets.

\[
\text{Tobin’s Q} = \frac{\text{Market value of equity + market value of debts}}{\text{Asset replacement cost}},
\]

\[
\text{Proxy Q} = \frac{\text{Market value of equity (common stocks + special stocks) + book value of debts}}{\text{Book value of assets}}.
\]
Proprietary corporate assets include a firm’s R&D and its capital strength [32]. Therefore, this study believed that a firm’s R&D and capital strength could enable the firm to obtain benefits from an internationalization strategy.

\[ \text{LA} = \frac{\text{Total fixed assets of the year} - \text{total fixed assets of the previous year}}{\text{Total fixed assets of the previous year}} \]  

(2) R&D Expense Ratio to Total Sales (RD). Bradley et al. [35], Morck et al. [36], and Wei et al. [34] agreed that the more corporate R&D expenses are, the better is the potential for company growth.

\[ \text{R&D expense ratio} = \frac{\text{R&D expense}}{\text{Sale revenues}} \]  

(3) Strength in Marketing. Morck and Yeung [37] found that under international M&As of major firms, investors have a positive impact on the market value of firms. Kravis and Lipsey [38] demonstrated that both firms’ R&D investment and advertisement costs could contribute to improving export performance. Kotabe et al. [5] and Lu and Beamish [18] demonstrated that higher advertisement and marketing costs could contribute to improving the sales of international firms in overseas markets. Shah et al. [39] utilized cross-sectional data from 1990 to 1998 in the UK and 9,752 observed values to research the value relevance of the main media advertisement costs of ACNielsen MEA, and the results showed a positive correlation between advertisement costs and the market value of the firm. The marketing expense ratio refers to the marketing cost of a firm (including costs for publishing advertisements in newspapers and magazines, on television stations, at cinemas and theaters, advertisement designs and productions from advertising agencies, touring propaganda, color advertising boards, electric advertising, and printing of advertising materials, as well as free samples and items) within a certain period (generally one year) divided by operating revenue. This ratio is generally expressed as a percentage:

\[ \text{Strength in marketing (MI)} = \frac{\text{Management cost}}{\text{Sale revenues}} \]  

2.2.4. Control Variables

(1) Scale of Company (SC). Firms with a large scale can generally be regarded as having the capability to acquire a profit margin above the normal level, as compared with general firms. Therefore, such firms are able to operate in an imperfect market and acquire a higher excess profit by leveraging their monopoly or oligopoly strength. Furthermore, firms with a large scale may have access to funds with low cost in the capital market or operate in the market with low cost due to risk diversification.

In respect of the impact of the scale of a company on performance, it is easier for firms with a larger scale to utilize the advantage of economies of scale to result in good operating performance. Therefore, scale of company was defined as a control variable. Measurement of the scale of company includes total assets, total operating revenue, and number of employees [5, 9, 18, 23, 40]. Generally, the total assets or operating cost of a firm at natural logarithms is defined as a proxy variable. Therefore, in this study, the carrying amounts of the total assets of the sample firms at natural logarithms were used as proxy variables.

\[ \text{Scale of company} = \log(\text{total assets}). \]  

(2) Debt-Asset Ratio (DA). Myers and Turnbull [41], Stulz [42], and Wei et al. [34] argued that the debt-asset ratio, on the one hand, implies the information of corporate tax shields; on the other hand, according to the pecking order theory, the higher the debt-asset ratio is, the lower the rate on investment is and the smaller the corporate value will be.

\[ \text{Debt – asset ratio} = \frac{\text{Book value of debt}}{\text{Book value of asset}} \]
**Table 1: Summary of the definitions of variables and the expected effect (h1).**

| Variable                              | Definitions                                                                 | Expected | Notes                                      |
|---------------------------------------|-----------------------------------------------------------------------------|----------|--------------------------------------------|
| **Dependent variable**                |                                                                             |          |                                            |
| Tobin’s Q                             | (Market value of equity (common stocks + special stocks) + book value of debts)/book value of assets |          |                                            |
| **Independent variable**              |                                                                             |          |                                            |
| R&D expense ratio (RD)                | R&D expense/operation revenue                                               | ?        | Morck et al. [36] and Wei et al. [34]      |
| **Control variables**                 |                                                                             |          |                                            |
| Degree of internationalization (FS)   | Foreign sales as a percentage of total sales, FSTS (FSTS)                  | +        | Bae et al. [9] and Filatotchev and Piesse [10] |
| Pledge ratio (PL)                     | Pledge/shares held                                                          | –        | Yeh et al. [43] and Wei et al. [34]        |
| Debt-asset ratio (DA)                 | Book value of debts/book value of assets                                    | ?        | Myers and Turnbull [41] and Stulz [42]     |
| Scale (SC)                            | In (total assets)                                                           | +        | Wei et al. [34]                            |
| Board size (BS)                       | Seat of directors                                                           | –        | Yermack [44] and Wei et al. [34]           |
| Concurrent post holding (CP) (dummy variable) | \{ 1 half of the directors hold three or more positions 0 else \}                  | ?, –     | Fich and Shivdasani [45] and Wei et al. [34] |
| Proportion of external directors (PD) | Number of external directors/total number of directors                      | +        | Fama [46] and Wei et al. [34]              |
| Growth rate of fixed assets (LA)      | (Total fixed assets of the year - total fixed assets of last year)/total fixed assets of last year | +        | Agrawal and Knoeber [33]                  |
(3) Firm Age (AG). The firm age of this study refers to the natural firm age, and so, its calculation mode is as follows:

\[
\text{Firm age} = \frac{(\text{Date of data collection (supposed December 31 of that year)} - \text{date of establishment})}{365}. \tag{8}
\]

(4) Board Structure. This variable is presented in three forms in this study: board size (BSIZE; BS), ratio of external directors (PE), and concurrent positions of directors (CP).

Scale of board of directors = Total seats of directors,

\[
\text{Ratio of external directors} = \frac{\text{Seats of external directors}}{\text{Total seats of directors}}. \tag{9}
\]

The concurrent position of directors is a virtual variable. If more than half of the board of directors assume three or more positions (including their position in the sampled company), then the variable is 1 and otherwise 0.

The estimated impact of the control variables in this study on corporate performance is given in Table 1.

### 3. Empirical Analysis

In the process of empirical analysis, an analysis of all samples was conducted at first, and then, the samples were divided into three groups, namely, the high Tobin’s Q group, the median Tobin’s Q group, and the low Tobin’s Q group, for separate analysis. Descriptive statistical analysis was conducted at first, followed by correlation matrix analysis and panel data analysis for four groups, namely, all samples, high Tobin’s Q (firms with good operating performance), median Tobin’s Q (firms with average operating performance), and low Tobin’s Q (firms with poor operating performance), respectively.

#### 3.1. Univariate Analysis

Due to problematic data acquisition, the definition of positions is mainly those directors and managers present in the annual reports of listed companies.

(5) Proportion of Pledged Shares by Directors (Pledge, PL). This proportion is one of the commonly used indicators for corporate governance. Yeh et al. [43] and Wei et al. [34] argued that the higher the proportion is of pledged shares by major shareholders, the deeper their involvement in the stock market is and the worse the corporate performance will be.

\[
\text{Proportion of pledge shares by directors} = \frac{\text{Quantity of pledge by directors}}{\text{Total shares by all directors}}. \tag{10}
\]
3.2. Bivariate Analysis. Tables 6–9 set forth the correlation coefficients among variables. There was generally no high correlation among the explanatory variables (extent of internationalization, moderating variables, and control variables). Therefore, the issue of collinearity was not encountered during the analysis.

In respect of the correlation among variables, a positive correlation was observed between extent of internationalization and three of the four Tobin’s Q sample groups, and a negative correlation was observed only with the low Tobin’s Q firms. There were also different positive and negative correlations between other variables and Tobin’s Q. Therefore, the ultimate impact results could be obtained through further discussion based on regression analysis.

3.3. All-Sample Analysis. An analysis of all samples was conducted in three categories, namely, explanatory variable (EV) analysis, control variable (CV) analysis, and all variable
|        | Tobin’s Q | FS    | SC  | LA   | DA   | AG   | BS   | OB   | BP   | PL   | RD   | MT   | ME   |
|--------|-----------|-------|-----|------|------|------|------|------|------|------|------|------|------|
| Tobin’s Q | 1.00      | —     |     |      |      |      |      |      |      |      |      |      |      |
| FS     | 0.04      | 1.00  |     |      |      |      |      |      |      |      |      |      |      |
|        | (7.35)**  | —     |     |      |      |      |      |      |      |      |      |      |      |
| SC     | -0.02     | 0.07  | 1.00|      |      |      |      |      |      |      |      |      |      |
|        | (-4.05)** | (11.91)** | — |      |      |      |      |      |      |      |      |      |      |
| LA     | 0.06      | 0.00  | -0.08| 1.00 |      |      |      |      |      |      |      |      |      |
|        | (9.79)**  | (0.16) | (-13.75)** | — |      |      |      |      |      |      |      |      |      |
| DA     | -0.22     | 0.01  | 0.16| -0.01| 1.00 |      |      |      |      |      |      |      |      |
|        | (-37.33)** | (1.97)** | (27.15)** | (-1.1) |      |      |      |      |      |      |      |      |      |
| AG     | -0.12     | -0.09 | 0.38| -0.18| 0.09 | 1.00 |      |      |      |      |      |      |      |
|        | (-19.89)** | (-14.84)** | (66.88)** | (-30.21)** | (15.67)** | — |      |      |      |      |      |      |      |
| BS     | 0.11      | -0.01 | 0.39| -0.16| -0.06| 0.29 | 1.00 |      |      |      |      |      |      |
|        | (18.35)** | (-2.44)** | (68.95)** | (-26.17)** | (-10.4)** | (49.27)** | — |      |      |      |      |      |      |
| OB     | 0.18      | 0.04  | 0.03| -0.07| -0.08| -0.10| 0.19 | 1.00 |      |      |      |      |      |
|        | (29.25)** | (32.94)** | (5.73)** | (-10.8)** | (-13.4)** | (-16.06)** | (31.28)** | — |      |      |      |      |      |
| BP     | 0.01      | 0.04  | 0.25| -0.01| 0.00 | 0.00 | 0.10 | 0.06 | 1.00 |      |      |      |      |
|        | (1.48)    | (6.75)** | (42.44)** | (-1.95)* | (-0.64) | (-0.78) | (16.35)** | (10.37)** | — |      |      |      |      |
| PL     | -0.06     | -0.07 | 0.26| -0.05| 0.12 | 0.18 | 0.10 | -0.09| 0.06 | 1.00 |      |      |      |
|        | (-9.73)** | (-10.84)** | (43.61)** | (-8.22)** | (19.91)** | (30.18)** | (16.41)** | (-14.18)** | (9.1)** | — |      |      |      |
| RD     | 0.18      | 0.04  | -0.24| 0.04| -0.22| -0.24| -0.07| 0.07 | 0.03 | -0.06| 1.00 |      |      |
|        | (30.97)** | (7.27)** | (-40.55)** | (5.85)** | (-37.8)** | (-40.3)** | (-11.88)** | (11.63)** | (4.6)** | (-10.59)** | — |      |      |
| MT     | 0.06      | -0.11 | -0.20| -0.01| -0.08| -0.02| 0.03 | -0.05| -0.02| 0.26 | 1.00 |      |      |
|        | (10.09)** | (-18.97)** | (-34.15)** | (-1.52) | (-13.08)** | (-3.05)** | (-2.64)** | (5.76)** | (-3.05)** | (-7.87)** | (44.66)** | — |      |
| ME     | 0.08      | -0.00 | -0.30| -0.01| -0.09| -0.10| -0.06| 0.04 | -0.07| -0.02| 0.41 | 0.34 | 1.00 |
|        | (13.7)** | (-1.44)** | (-52.09)** | (-1.55) | (-14.35)** | (-16.25)** | (-9.18)** | (6.61)** | (-10.72)** | (-2.87)** | (74.04)** | (58.77)** | — |
|     | Tobin’s Q | FS   | SC   | LA   | DA   | AG   | BS   | OB   | BP   | PL   | RD   | MT   | ME   |
|-----|-----------|------|------|------|------|------|------|------|------|------|------|------|------|
| Tobin’s Q | 1.00      |      |      |      |      |      |      |      |      |      |      |      |      |
| FS | 0.02      | 1.00 |      |      |      |      |      |      |      |      |      |      |      |
|     | (1.82)*   |      |      |      |      |      |      |      |      |      |      |      |      |
| SC | -0.11     | 0.05 | 1.00 |      |      |      |      |      |      |      |      |      |      |
|     | (-10.03)** (4.56)** |      |      |      |      |      |      |      |      |      |      |      |      |
| LA | 0.13      |      |      | 0.00 | 1.00 |      |      |      |      |      |      |      |      |
|     | (12.78)** |      |      | (-0.23) |      |      |      |      |      |      |      |      |      |
| DA | -0.22     |      |      | 0.20 |      | 0.00 | 1.00 |      |      |      |      |      |      |
|     | (-21.16)** (4.56)** | (19.21)** |      |      | (0.2) |      |      |      |      |      |      |      |      |
| AG | -0.17     | -0.08 | 0.29 | -0.15 | 0.12 | 1.00 |      |      |      |      |      |      |      |
|     | (-16.6)** | (-7.21)** | (28.4)** | (-14.07)** | (11.66)** |      |      |      |      |      |      |      |      |
| BS | -0.04     | -0.13 | 0.30 | -0.02 | 0.02 | 0.14 |      |      |      |      |      |      |      |
|     | (-3.98)** | (-12.17)** | (30.27)** | (-1.99)** | (1.66)* | (13.09)** |      |      |      |      |      |      |      |
| OB | 0.07      | 0.13 | -0.16 | 0.02 | -0.24 | -0.15 | 1.00 |      |      |      |      |      |      |
|     | (7.13)** | (12.52)** | (-15.7)** | (2.34)** | (-8.09)** | (-23.0)** | (-14.2)** |      |      |      |      |      |      |
| BP | 0.01      | 0.03 | 0.18 | 0.00 | -0.05 | 0.03 | 0.04 |      |      |      |      |      |      |
|     | (1.3)     | (2.49)** | (17.83)** | (0.38) | (0.08) | (-4.8)** | (2.5)** | (3.83)** |      |      |      |      |      |
| PL | -0.07     | -0.05 | 0.16 | -0.02 | 0.13 | 0.10 | 0.00 | -0.15 | 0.02 | 1.00 |      |      |      |
|     | (-6.66)** | (-4.7)** | (15.12)** | (-1.68) | (12.37)** | (9.57)** | (0.45) | (-14.02)** | (2.27)** |      |      |      |      |
| RD | 0.21      | 0.02 | -0.23 | 0.01 | -0.26 | -0.21 | -0.05 | 0.12 | 0.05 | -0.02 | 1.00 |      |      |
|     | (20.79)** | (2.18)** | (-22.9)** | (0.76) | (-25.68)** | (-20.26)** | (-4.56)** | (11.58)** | (4.58)** | (-2.01)** |      |      |      |
| MT | 0.06      | -0.16 | -0.24 | -0.02 | -0.08 | -0.01 | -0.07 | 0.08 | -0.05 | 0.01 | 0.28 | 1.00 |      |
|     | (5.64)** | (-15.62)** | (-23.64)** | (-1.56) | (-8.09)** | (-1.13) | (-7.04)** | (7.82)** | (-4.94)** | (1.22) | (27.55)** |      |      |
| ME | 0.11      | -0.03 | -0.37 | -0.04 | -0.08 | -0.08 | 0.09 | -0.06 | 0.01 | 0.43 | 0.38 | 1.00 |      |
|     | (10.67)** | (-2.43)** | (-37.33)** | (-3.74)** | (-7.7)** | (-7.77)** | (8.14)** | (-6.03)** | (1.02) | (45.16)** | (38.98)** |      |      |

Note: *, **, and *** denote significance at $\alpha = 0.1$, $\alpha = 0.05$, and $\alpha = 0.01$, respectively.
### Table 8: Correlation matrix—median Tobin’s Q sample.

|       | Tobin’s Q | FS     | SC     | LA     | DA     | AG     | BS     | OB     | BP     | PL     | RD     | MT     | ME     |
|-------|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Tobin’s Q | 1.00     |        |        |        |        |        |        |        |        |        |        |        |        |
| FS     | 0.02      | 1.00   |        |        |        |        |        |        |        |        |        |        |        |
| (1.91)* |          |        |        |        |        |        |        |        |        |        |        |        |        |
| SC     | 0.11      | 0.09   | 1.00   |        |        |        |        |        |        |        |        |        |        |
| (10.37)** | (8.4)**   |        |        |        |        |        |        |        |        |        |        |        |        |
| LA     | -0.05     | -0.02  | -0.10  | 1.00   |        |        |        |        |        |        |        |        |        |
| (-4.83)** | (-2.32)** | (-9.27)** |        |        |        |        |        |        |        |        |        |        |        |
| DA     | -0.05     | 0.04   | 0.25   | -0.06  | 1.00   |        |        |        |        |        |        |        |        |
| (-4.29)** | (3.91)** | (24)** | (-5.76)** |        |        |        |        |        |        |        |        |        |        |
| AG     | 0.02      | -0.04  | 0.40   | -0.19  | 0.13   | 1.00   |        |        |        |        |        |        |        |
| (2.17)** | (-4.15)** | (41.83)** | (-18.39)** | (12.73)** |        |        |        |        |        |        |        |        |        |
| BS     | 0.17      | 0.03   | 0.42   | -0.18  | 0.04   | 0.32   | 1.00   |        |        |        |        |        |        |
| (16.02)** | (2.83)** | (43.44)** | (-17.15)** | (3.93)** | (32.46)** |        |        |        |        |        |        |        |        |
| OB     | 0.13      | 0.22   | 0.11   | -0.12  | 0.04   | 0.01   | 0.26   | 1.00   |        |        |        |        |        |
| (12.38)** | (21.47)** | (10.69)** | (-11.1)** | (4.2)** | (25.07)** |        |        |        |        |        |        |        |        |
| BP     | 0.04      | 0.03   | 0.26   | -0.01  | 0.00   | -0.01  | 0.13   | 0.06   | 1.00   |        |        |        |        |
| (3.68)** | (2.46)** | (25.66)** | (-0.6)** | (0.28)** | (-0.82)** | (12.7)** | (5.37)** |        |        |        |        |        |        |
| PL     | 0.02      | -0.04  | 0.29   | -0.05  | 0.12   | 0.18   | 0.14   | -0.05  | 0.05   | 1.00   |        |        |        |
| (1.55)** | (-4.14)** | (29.19)** | (-4.74)** | (11.96)** | (17.74)** | (13.21)** | (-4.41)** | (5.18)** |        |        |        |        |        |
| RD     | 0.02      | 0.02   | -0.29  | 0.07   | -0.23  | -0.27  | -0.15  | -0.05  | 0.01   | -0.08  | 1.00   |        |        |
| (2.28)** | (1.67)** | (-28.7)** | (-6.39)** | (-22.83)** | (-26.7)** | (-14.37)** | (-4.56)** | (0.52) | (-7.71)** |        |        |        |        |
| MT     | 0.00      | -0.10  | -0.21  | 0.00   | -0.10  | -0.01  | 0.00   | -0.04  | -0.04  | -0.05  | 0.26   | 1.00   |        |
| (0.3)** | (-9.41)** | (-20.34)** | (0.1)** | (-9.44)** | (-1.12)** | (0.08) | (-4.05)** | (-3.99)** | (-4.5)** | (26)** |        |        |
| ME     | 0.02      | -0.01  | -0.30  | 0.03   | -0.12  | -0.14  | -0.08  | -0.02  | -0.06  | -0.04  | 0.40   | 0.31   | 1.00   |
| (2.2)** | (-1.31) | (-29.46)** | (2.64)** | (-11.08)** | (-13.71)** | (-7.37)** | (-2.25)** | (-5.57)** | (-4.14)** | (41.78)** | (30.67)** |        |        |

Note: *, **, and *** denote significance at $\alpha = 0.1$, $\alpha = 0.05$, and $\alpha = 0.01$, respectively.
Table 9: Correlation matrix-low Tobin’s Q sample.

|       | Tobin’s Q | FS      | SC      | LA      | DA      | AG      | BS      | OB      | BP      | PL      | RD      | MT      | ME      |
|-------|-----------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| Tobin’s Q | 1.00     | —       | —       | —       | —       | —       | —       | —       | —       | —       | —       | —       | —       |
| FS    | —         | 1.00    | —       | —       | —       | —       | —       | —       | —       | —       | —       | —       | —       |
| SC    | —0.05     | 0.07    | 1.00    | —       | —       | —       | —       | —       | —       | —       | —       | —       | —       |
| LA    | —0.02     | 0.01    | —0.13   | 1.00    | —       | —       | —       | —       | —       | —       | —       | —       | —       |
| DA    | —0.00     | —0.01   | 0.09    | —0.10   | 0.40    | 1.00    | —       | —       | —       | —       | —       | —       | —       |
| AG    | —0.02     | —0.14   | 0.43    | —0.19   | 0.00    | 1.00    | —       | —       | —       | —       | —       | —       | —       |
| BS    | —0.04     | —0.02   | 0.42    | —0.23   | —0.10   | 0.40    | 1.00    | —       | —       | —       | —       | —       | —       |
| OB    | —0.08     | 0.21    | 0.13    | —0.11   | —0.07   | —0.04   | 0.26    | 1.00    | —       | —       | —       | —       | —       |
| BP    | —0.00     | —0.09   | 0.30    | —0.07   | —0.09   | 0.22    | 0.14    | 0.05    | 0.08    | 1.00    | —       | —       | —       |
| PL    | —0.01     | 0.10    | —0.21   | 0.02    | —0.13   | —0.22   | —0.09   | 0.07    | 0.03    | 0.08    | 1.00    | —       | —       |
| RD    | —0.10     | —0.09   | —0.16   | 0.02    | —0.03   | 0.02    | 0.02    | 0.05    | 0.01    | 0.21    | 1.00    | —       | —       |
| MT    | —0.00     | —0.09   | —0.15   | 0.02    | —0.02   | 0.02    | 0.02    | 0.05    | 0.01    | 0.21    | 1.00    | —       | —       |
| ME    | —0.00     | —0.24   | —0.03   | —0.04   | —0.04   | —0.04   | 0.04    | 0.08    | 0.01    | 0.37    | 0.30    | 1.00    | —       |

Note: *, **, and *** denote significance at $\alpha = 0.1$, $\alpha = 0.05$, and $\alpha = 0.01$, respectively.
|       | Tobin’s Q | FS    | SC    | LA    | DA    | AG    | BS    | OB    | BP    | PL    | RD    | MT    | ME    |
|-------|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Tobin’s Q | 1.00      |       |       |       |       |       |       |       |       |       |       |       |       |
| FS    | -0.04     | 1.00  |       |       |       |       |       |       |       |       |       |       |       |
| SC    | -0.05     | 0.07  | 1.00  |       |       |       |       |       |       |       |       |       |       |
| LA    | 0.02      | 0.01  | -0.13 | 1.00  |       |       |       |       |       |       |       |       |       |
| DA    | -0.08     | 0.09  | 0.04  | 1.00  |       |       |       |       |       |       |       |       |       |
| AG    | 0.02      | -0.14 | 0.43  | -0.19 | 0.00  | 1.00  |       |       |       |       |       |       |       |
| BS    | -0.04     | -0.02 | 0.42  | -0.23 | -0.10 | 0.40  | 1.00  |       |       |       |       |       |       |
| OB    | -0.08     | 0.21  | 0.13  | -0.11 | -0.07 | -0.04 | 0.26  | 1.00  |       |       |       |       |       |
| BP    | -0.03     | 0.07  | 0.30  | -0.03 | -0.01 | 0.04  | 0.12  | 0.10  | 1.00  |       |       |       |       |
| PL    | 0.00      | -0.09 | 0.30  | -0.07 | 0.09  | 0.22  | 0.14  | -0.05 | 0.08  | 1.00  |       |       |       |
| RD    | 0.01      | 0.10  | -0.21 | 0.02  | -0.13 | -0.22 | -0.09 | 0.07  | 0.03  | -0.08 | 1.00  |       |       |
| MT    | 0.00      | -0.09 | -0.16 | -0.02 | -0.03 | -0.02 | -0.02 | 0.02  | -0.05 | -0.01 | 0.21  | 1.00  |       |
| ME    | 0.00      | 0.02  | -0.24 | -0.03 | -0.04 | -0.04 | -0.04 | 0.04  | -0.08 | -0.01 | 0.37  | 0.30  | 1.00  |
|       | 0.32      | (1.95) | -23.55 | -2.88 | -3.37 | -4.14 | -3.79 | -3.34 | -7.77 | -0.83 | 37.27 | (29.99) | —     |
(AV) analysis. The analysis results are given in Tables 10 and 11.

It can be seen from Table 10 that $R^2$ and SSE of the three categories of regression analysis were significant in the pooled regression model (0.0024, 0.2311, and 0.1944 and 19085, 17810, and 17801, respectively); therefore, panel data analysis was applicable to the three categories.

According to Table 11, the Hausman test found that for the model comprised of explanatory variables, the $p$ value $= 0.0912 > 0.05$; therefore, it was appropriate to interpret using the random effect model, while the fixed effect model was most applicable to the others.

It can be seen from the above model that internationalization has a S-shaped impact on firm performance, as shown in Figure 1.

It could be clearly seen that the impact of extent of internationalization on Tobin’s Q was divided into three stages; a significant impact on firm performance was observed in the early stage of internationalization, there was no contribution in stage 2, and a significant positive impact was observed again in the final stage.

It could be seen from the above regression equation that extent of internationalization indeed had a positive S-shaped impact on firm performance. In addition, all control variables applied in this study had a significant impact on firm performance, among which SC (0.0238), LA (0.0009), BS (0.0355), OB (0.0067), RD (0.0117), MT (0.0028), and ME (0.0021) showed a positive significant impact, while DA ($-0.0069$), AG ($-0.0076$), BP ($-0.0654$), and PL ($-0.0008$) showed a negative significant impact.

### 3.4. High Tobin’s Q Sample Analysis

As stated in the introduction, the impact of the extent of internationalization will vary with firm performance. Therefore, analysis of the high Tobin’s Q samples was conducted in this study for further discussion on the impact of extent of internationalization on firm performance. The analysis results are given in Table 12.

It was found through analysis on whether the panel data analysis was applicable that $R^2$ and SSE (0.3928, 10934) of the pooled regression model were more significant than those of the general regression model (0.1052, 12064). Therefore, panel data analysis was also applicable to the samples with a high Tobin’s Q. The Hausman test results also showed that the fixed effect model was most appropriate for interpretation of this model.

|          | Unweighted EV | Unweighted CV | Unweighted AV | Weighted EV | Weighted CV | Weighted AV |
|----------|---------------|---------------|---------------|-------------|-------------|-------------|
| $R^2$    | 0.0022        | 0.1114        | 0.1118        | 0.0024      | 0.2311      | 0.1944      |
| SSE      | 22498         | 19956         | 19948         | 19085       | 17810       | 17801       |

Table 11: Pooled regression model.

![Figure 1: Relationship between Tobin’s Q and extent of internationalization.](image)
Table 12: All sample panel data analysis.

|                | Explanatory variable | Control variable | All variable |
|----------------|-----------------------|------------------|--------------|
|                | Random effect         | Fixed effect     |              |
| FS             | 0.0068 (0.0019)*****  | 0.0046 (0.0016)***** |
| FS²            | −0.00014 (0.0000)***** | −0.0001 (0.0000)***** |
| FS³            | 0.00000089 (0.0000)***** | 0.00000069 (0.0000)***** |
| SC             | 0.0250 (0.0045)*****   | 0.0238 (0.0045)***** |
| LA             | 0.0009 (0.0001)*****   | 0.0009 (0.0001)***** |
| DA             | −0.0069 (0.0002)*****   | −0.0069 (0.0002)***** |
| AG             | −0.0077 (0.0005)*****   | −0.0076 (0.0005)***** |
| BS             | 0.0351 (0.0018)*****   | 0.0355 (0.0018)***** |
| OB             | 0.0068 (0.0004)*****   | 0.0067 (0.0004)***** |
| BP             | −0.0663 (0.0195)*****   | −0.0654 (0.0195)***** |
| PL             | −0.0008 (0.0004)****    | −0.0008 (0.0004)**** |
| RD             | 0.0118 (0.0007)*****   | 0.0117 (0.0007)***** |
| MT             | 0.0024 (0.0007)*****   | 0.0028 (0.0008)***** |
| ME             | 0.0021 (0.0007)*****   | 0.0021 (0.0007)***** |
| C              | 1.0571 (0.0248)*****   | 0.7463 (0.0636)***** |

Hausman test: 6.4609, 915.7628, 915.8965

|                | Fixed effect |
|----------------|--------------|
| Hausman test   | 3            |
|                | 11           |
|                | 0.0912       |
|                | 0.0000       |
|                | 0.0000       |
It was found that the extent of internationalization had a quadratic significant negative impact on the high Tobin’s Q samples and a linear and cubic significant positive impact. Contributions of $0.0062 \, FS - 0.000178 \, FS^2 + 0.00000129 \, FS^3$ to Tobin’s Q are shown in Figure 2, from which it could be seen that the impact of extent of internationalization on the high Tobin’s Q samples was different from its impact on all samples. When internationalization reached a certain extent, for the samples with a high Tobin’s Q, a decrease in Tobin’s Q would be caused by increasing the extent of internationalization (by approximately 25%), and a rise in Tobin’s Q would be caused at last (by approximately 75%).

For the other control variables, it was found that LA (0.0023), RD (0.0159), and ME (0.0052) had a significant
positive impact on firm performance, while DA (−0.0121), AG (−0.0117), and PL (−0.0040) had a significant negative impact on firm performance.

3.5. Median Tobin’s Q Sample Analysis. In respect of the median Tobin’s Q analysis, it was found through analysis based on the nonlinear regression equation that the cubic

**Table 14: Median Tobin’s Q pooled regression analysis.**

|          | Unweighted |          |          |          |          |
|----------|------------|----------|----------|----------|----------|
| $R^2$    | 0.0478     | 0.0478   | 0.0477   | 0.4505   | 0.4460   | 0.3978   |
| SSE      | 54.6773    | 54.6804  | 54.6876  | 54.5481  | 54.5622  | 54.5725  |

**Table 15: Median Tobin’s Q sample panel data analysis.**

| Variable | Fixed effect | Fixed effect | Fixed effect |
|----------|--------------|--------------|--------------|
| FS       | −0.000260 (0.0003) | −0.000141 (0.0001) | −0.000053 (0.0000)** |
| FS$^2$   | 0.0000039 (0.0000) | 0.0000009 (0.0000) |               |
| FS$^3$   | −0.000000002 (0.0000) |              |               |
| SC       | 0.0052 (0.0008)*** | 0.0052 (0.0008)*** | 0.0052 (0.0007)*** |
| LA       | −0.000017 (0.0000) | −0.000017 (0.0000) | −0.000017 (0.0000)*** |
| DA       | −0.0002 (0.0000)*** | −0.0002 (0.0000)*** | −0.0002 (0.0000)*** |
| AG       | −0.0003 (0.0001)*** | −0.0003 (0.0001)*** | −0.0003 (0.0001)*** |
| BS       | 0.0028 (0.0003)*** | 0.0028 (0.0003)*** | 0.0028 (0.0003)*** |
| OB       | 0.0004 (0.0001)*** | 0.0004 (0.0001)*** | 0.0004 (0.0001)*** |
| BP       | −0.0015 (0.0032) | −0.0015 (0.0032) | −0.0016 (0.0032) |
| PL       | −0.000029 (0.0001) | −0.000029 (0.0001) | −0.000029 (0.0001) |
| RD       | 0.0003 (0.0001)*** | 0.0003 (0.0001)*** | 0.0003 (0.0001)*** |
| MT       | −0.000016 (0.0001) | −0.000009 (0.0001) | 0.000003 (0.0001) |
| ME       | 0.0003 (0.0001)*** | 0.0003 (0.0001)*** | 0.0003 (0.0001)*** |
| C        | 0.7978 (0.0107)*** | 0.7971 (0.0106)*** | 0.7953 (0.0104)*** |

Hausman test  14  13  12
0.0052  0.0046  0.0226

Figure 3: Relationship between low Tobin’s Q and extent of internationalization.
and quadratic factors showed an insignificant impact. It was found through linear regression analysis that extent of internationalization only had a linear impact on the median Tobin’s Q samples. The analysis results are given in Tables 13 and 14. A linear fixed effect model of internationalization was the most applicable model for interpretation.

It was found from the samples with a median Tobin’s Q that extent of internationalization had a negative significant effect on firm performance ($-0.000053$); however, in respect of the control variables, SC ($0.0052$), BS ($0.0028$), OB ($0.0004$), RD ($0.0003$), and ME ($0.0003$) showed a significant positive effect, while DA ($-0.0002$) and AG ($-0.0003$) showed a significant negative effect. All other variables showed an insignificant effect.

### 3.6. Low Tobin’s Q Sample Analysis

It could be seen from the above equation that for the samples with a low Tobin’s Q, the extent of internationalization had an inverted U-shaped relationship with firm performance. $0.0008$ FS $-0.0000075$ FS2 analysis results are shown in Figure 3, from which it could be seen that an improvement of the extent of internationalization by approximately $50\%$ started to have a negative impact on firm performance (Tables 15 and 16).

#### Table 16: Low Tobin’s Q pooled regression analysis.

|     | Unweighted | Weighted |
|-----|------------|----------|
| $R^2$ | 0.0199     | 0.0197   | 0.2662 | 0.0954 |
| SSE  | 120.9696   | 120.9950 | 118.5360 | 118.3612 |

#### Table 17: Low Tobin’s Q sample panel data analysis.

|     | Fixed effect | Fixed effect |
|-----|--------------|--------------|
| FS  | 0.0004 (0.0004) | 0.0008 (0.0001)** |
| FS² | 0.0000028 (0.0000) | -0.0000075 (0.0000)** |
| FS³ | -0.00000007 (0.0000) | |
| SC  | -0.0010 (0.0011) | -0.0011 (0.0011) |
| LA  | 0.000015 (0.0000) | 0.000015 (0.0000) |
| DA  | -0.0005 (0.0001)** | -0.0005 (0.0001)** |
| AG  | 0.0003 (0.0001)** | 0.0003 (0.0001)** |
| BS  | 0.0001 (0.0004) | 0.0002 (0.0004) |
| OB  | -0.0004 (0.0001)** | -0.0004 (0.0001)** |
| BP  | -0.0053 (0.0046) | -0.0052 (0.0046) |
| PL  | 0.0001 (0.0001) | 0.0001 (0.0001) |
| RD  | 0.0002 (0.0002) | 0.0002 (0.0002) |
| MT  | -0.00001 (0.0002) | 0.00000 (0.0002) |
| ME  | 0.000003 (0.0002) | 0.000003 (0.0002) |
| C   | 0.6344 (0.0156)** | 0.6325 (0.0155)** |
|     | 34.9369 | 34.8362 |
| Hausman test | 14.0000 | 13.0000 |
|     | 0.0015 | 0.0009 |

#### Table 18: Summary of the impact of control variables on firms with a high, median, and low Tobin’s Q.

|     | All | High | Median | Low |
|-----|-----|------|--------|-----|
| SC  | +   |      | +      |     |
| LA  | +   |      | +      |     |
| DA  | -   |      | -      | -   |
| AG  | -   |      | -      | +   |
| BS  | +   |      | +      | -   |
| OB  | +   |      | +      | -   |
| BP  | -   |      | -      | +   |
| PL  | -   |      | -      | +   |
| RD  | +   |      | +      | +   |
| MT  | +   |      | +      | +   |
| ME  | +   |      | +      | +   |
In respect of the control variables, only DA (−0.0005), AG (0.0003), and OB (−0.0004) showed a significant impact on firm performance; the other variables showed an insignificant impact.

4. Conclusion

The process of empirical analysis is rigorous. The most commonly overlooked and unresolved issue by general research scholars is consistency. There are many ways to resolve inconsistencies. One of them is panel data analysis. This study uses Taiwan 1992. There were 9022 research samples of listed companies in 2017, which are big data analysis. Therefore, panel data analysis is used for analysis, and company performance is divided into high, medium, and low to explore different companies’ performance. The degree of internationalization is the company’s performance.

Prior research studies on the impact of the extent of internationalization on firm performance produced varying results due to being based on different countries and different industries and included positive and negative effects, as well as U-shaped or inverted U-shaped effects and S-shaped acceleration effects. The impact of internationalization on the performance of listed firms during the period from 1992 to 2017 in Taiwan was discussed for the first time in this study; the research results showed that upon entering developed countries, and internationalization showed an S-shaped acceleration effect on the performance of Taiwanese firms.

It was found that through classified data analysis, the extent of internationalization had significantly different effects on firm performance. The results indicated an S-shaped effect on firms with a high Tobin’s Q and an inverted U-shaped effect on firms with a low Tobin’s Q, indicating that when internationalization reached a certain extent, a higher extent of internationalization would have a negative impact on firm performance. For firms with a median Tobin’s Q, a higher extent of internationalization would have a negative significant effect on firm performance.

The results of this study demonstrated the three-stage theory of internationalization. However, the circumstances in such three stages in Taiwan are different from those stated by previous scholars. As Taiwan is featured by an export-oriented economy, internationalization in the early stage will have a positive impact on the performance of most firms, but it will have a negative impact on firm performance and performance will start to decline upon reaching a certain extent of internationalization, as firms will have to invest substantial costs in internationalization (such as employees, equipment acquisition, internal management systems, and external corporate networks) as well as the increase in learning costs and deficiencies in economies of scale.

In stage 3, however, with the increase in the extent of internationalization, the accumulation of knowledge and experience regarding international operations, and the benefits of internationalization, a positive correlation between internationalization and performance can be observed, and performance improvement is recorded due to the increase in and development of corporate resources, the internalization of transaction costs, the realization of economies of scale and scope, the extended lifetime of products, the acquisition of low-cost resources, and other factors. As industries in Taiwan are dominated by the electronics industry with a high technological level, a higher extent of internationalization in the final stage will make a greater contribution to firm performance; however, for industries with a low technological level, a higher extent of internationalization will lead to significantly poor performance. That is to say, the continuous increase in the extent of internationalization will lead to more complicated international operations and increased management and coordination costs, hence resulting in diminishing performance. Therefore, the extent of internationalization still depends on internal corporate conditions. Firms with weak competitiveness will be unable to make up for the costs of internationalization with the benefits of internationalization.

In this study, the impact of relevant control variables on firm performance was set out in Table 17.

For firms with a high, median, and low Tobin’s Q, the debt-asset ratio had a negative significant impact on firm performance. The all-sample analysis indicated that firm age had a negative significant effect on the performance of firms with a high and median Tobin’s Q but had a positive effect on the performance of firms with a low Tobin’s Q. This result indicated that firms with a low Tobin’s Q live off their past gains due to poor management. The R&D expense ratio also showed a positive impact on the performance of firms with a high or median Tobin’s Q but showed no impact on firms with a low Tobin’s Q, which also indicated that R&D investment would not help due to the poor management of firms with a low Tobin’s Q. This result also indicated that the poor management of firms could be mainly attributable to human resources and system-related issues (for example, independent directors and supervisors generally showed a positive effect, while the low Tobin’s Q firms showed a negative effect, and the management expense ratio (human resources) showed a positive effect on the high and median Tobin’s Q firms but had no impact on the low Tobin’s Q firms). Efforts have to be made in these two aspects if improvement is to be achieved. The scale of a company only showed a positive effect on the performance of the median Tobin’s Q firms and had no significant effect on the performance of the high Tobin’s Q firms or low Tobin’s Q firms. In respect of the investment in assets, the increase in the investment in fixed assets of the firms with a high Tobin’s Q showed a positive effect and no significant effect for the other two types of firms. In respect of the proportion of pledged shares by directors, a higher proportion of pledged shares by directors had a negative effect on the firms with a high Tobin’s Q, which indicated that the directors of firms with a high Tobin’s Q have foresight. Table 18

The main findings of this study included the demonstration of different effects of control variables, in addition to the different effects of internationalization on firm performance. Therefore, in discussing corporate management, classified data analysis is of great importance. However, the improvement of corporate management should not solely rely on corporate data; improvements should be implemented.
based on corporate characteristics and conditions, so as to yield better results with less effort.
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