ON THE SHARP HARDY INEQUALITY IN SOBOLEV-SLOBODECKII SPACES
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Abstract. We study the sharp constant in the Hardy inequality for fractional Sobolev spaces defined on open subsets of the Euclidean space. We first list some properties of such a constant, as well as of the associated variational problem.

We then restrict the discussion to open convex sets and compute such a sharp constant, by constructing suitable supersolutions by means of the distance function. Such a method of proof works only for $sp \geq 1$ or for $\Omega$ being a half-space. We exhibit a simple example suggesting that this method can not work for $sp < 1$ and $\Omega$ different from a half-space.

The case $sp < 1$ for a generic convex set is left as an interesting open problem, except in the Hilbertian setting (i.e. for $p = 2$): in this case we can compute the sharp constant in the whole range $0 < s < 1$. This completes a result which was left open in the literature.
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1. Introduction

1.1. Background. Functional inequalities of Hardy–type are certainly among the most studied ones in the theory of Sobolev spaces. The prototypical example is as follows: for an open bounded set $\Omega \subset \mathbb{R}^N$ having Lipschitz boundary and every $1 < p < \infty$, there exists a constant $C = C(N, p, \Omega) > 0$ such that

$$C \int_{\Omega} |u|^p \frac{d\Omega}{d_\Omega} \leq \int_{\Omega} |\nabla u|^p \, dx,$$

for every $u \in C_0^\infty(\Omega)$.

Here by $d_\Omega$ we mean the distance function from the boundary, defined by

$$d_\Omega(x) = \min_{y \in \partial \Omega} |x - y|,$$

for every $x \in \Omega$.

We refer for example to the classical monograph [39, Theorem 21.3] for such a result, as well as to the original paper [38] by Jiří Nečas.

The boundedness and regularity assumptions on $\Omega$ are placed here just for ease of presentation: actually, the range of validity of such an inequality is much more general. For example, a well-known instance corresponds to the choice $\Omega = \mathbb{R}^N \setminus \{0\}$: in this case, the distance function is simply given by

$$d_{\mathbb{R}^N \setminus \{0\}}(x) = |x|,$$

for every $x \neq 0$,

and we have the well-known inequality for $p \neq N$ (see [36, Chapter 1, Section 1.3.1])

$$(1.1) \quad \frac{N - p}{p} \left( \int_{\mathbb{R}^N} \frac{|u|^p}{|x|^p} \, dx \right)^{\frac{p}{N}} \leq \int_{\mathbb{R}^N} |\nabla u|^p \, dx, \quad \text{for every } u \in C_0^\infty(\mathbb{R}^N \setminus \{0\}).$$

The constant in (1.1) is sharp, but never attained on the natural Sobolev space attached to this inequality: this is the homogeneous Sobolev space $D_0^1, p(\mathbb{R}^N \setminus \{0\})$, defined as the completion of $C_0^\infty(\mathbb{R}^N \setminus \{0\})$ with respect to the norm

$$\varphi \mapsto \|\nabla \varphi\|_{L^p(\mathbb{R}^N)}.$$

In general, it is a very interesting problem to find necessary and/or sufficient conditions assuring that an open set admits a Hardy inequality: we refer for example to [1, 13, 21, 27, 29, 30, 31] and [42] for some classical results in this direction. Even more interesting is the problem of determining the best constant in such an inequality, provided it holds true. Here we think it is mandatory to cite the two papers [33] and [34] which contain very interesting results of general character, on the problem of determining the sharp Hardy constant. The latter is defined by

$$h_p(\Omega) := \inf_{u \in C_0^\infty(\Omega)} \left\{ \int_{\Omega} |\nabla u|^p \, dx : \int_{\Omega} \frac{|u|^p}{d_\Omega^p} \, dx = 1 \right\}, \quad 1 < p < \infty.$$

For a better comprehension of the contents of the present paper, it is particularly useful to recall the result of [33, Theorem 11]: this shows that for every $\Omega \subseteq \mathbb{R}^N$ open convex set and every $1 < p < \infty$, we have

$$h_p(\Omega) = h_p(\mathbb{H}^N_+) = \left( \frac{p - 1}{p} \right)^p,$$

see also [35, Theorem 1]. Here we use the symbol

$$(1.2) \quad \mathbb{H}^1_+ = (0, +\infty) \quad \text{and} \quad \mathbb{H}^N_+ = \mathbb{R}^{N-1} \times (0, +\infty), \quad \text{for } N \geq 2.$$
1.2. Goal of the paper. In this paper, we want to tackle the same kind of problem in the setting of Sobolev-Slobodecki˘ı fractional spaces, that recently have attracted much attention (see [15] for a friendly introduction to the subject). More precisely, for $1 < p < \infty$ and $0 < s < 1$ we define the following nonlocal quantity

$$[u]_{W^{s,p}(\mathbb{R}^N)} = \left( \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dx \, dy \right)^{\frac{1}{p}},$$

for every $u \in C^\infty_0(\Omega)$, usually called Gagliardo seminorm or also Gagliardo-Slobodecki˘ı seminorm. Then we study the sharp constant in the fractional $(s,p)$--Hardy inequality

$$C \int_\Omega \frac{|u|^p}{d_\Omega^{sp}} \, dx \leq [u]_{W^{s,p}(\mathbb{R}^N)}^p,$$

for every $u \in C^\infty_0(\Omega)$.

Such a sharp constant is obviously defined by the following variational problem

$$h_{s,p}(\Omega) := \inf_{u \in C^\infty_0(\Omega)} \left\{ [u]_{W^{s,p}(\mathbb{R}^N)} : \int_\Omega \frac{|u|^p}{d_\Omega^{sp}} \, dx = 1 \right\}.$$

Observe that both integral quantities appearing in (1.3) have the same scaling, thus it is easily seen that $h_{s,p}(\Omega)$ can not depend on the size of $\Omega$, i.e. in other words we have

$$h_{s,p}(\mu \Omega) = h_{s,p}(\Omega), \quad \text{for every } \mu > 0.$$

We first recall that the fractional counterpart of (1.1) has been obtained in [25, Theorem 1.1] by Rupert Frank and Robert Seiringer, who found the sharp constant for the punctured space $\mathbb{R}^N \setminus \{0\}$.

In the case of convex sets, in [5, Theorem 1.1] the second author and Eleonora Cinti proved that inequality (1.3) holds for every $\Omega \subset \mathbb{R}^N$, every $1 < p < \infty$ and $0 < s < 1$. Moreover, the same result comes with an explicit lower bound on $h_{s,p}(\Omega)$: we have

$$\frac{C}{s(1-s)} \leq h_{s,p}(\Omega),$$

for some computable constant $C = C(N,p) > 0$. The dependence on the fractional parameter $s$ in the previous lower bound is optimal, as explained in [5, Remark 1.2]. The proof of (1.4) is based on the following fact: on a convex set, the power $s$ of the distance function is weakly superharmonic, in a suitable sense, that is

$$(-\Delta_p)^s d_\Omega \geq 0, \quad \text{in } \Omega.$$

Here $(-\Delta_p)^s$ is the fractional $p$--Laplacian of order $s$, formally defined for $1 < p < \infty$ and $0 < s < 1$ by

$$(-\Delta_p)^s u(x) = 2 \text{P.V.} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p-2} (u(x) - u(y))}{|x-y|^{N+sp}} \, dy,$$

see Section 2 for the precise definition. Such an operator naturally comes into play, since its weak form is precisely the first variation of the Gagliardo-Slobodecki˘ı seminorm raised to the power $p$.

The primary goal of the present paper was to improve (1.4), by computing the sharp constant $h_{s,p}(\Omega)$ in the case of convex sets. As we will explain below, we partially succeeded in our goal. We first notice that for:

- $p = 2$, $0 < s < 1$ and $\Omega = \mathbb{H}^N_+$;
- $p = 2$, $1/2 \leq s < 1$ and $\Omega \subseteq \mathbb{R}^N$ any open convex set;
such a constant has been computed in [3, Theorem 1.1] and [22, Theorem 5], respectively. Some comments are in order on these results: actually, the statement of [3, Theorem 1.1] is concerned with the sharp constant in the “regional” fractional \((s, 2)\)–Hardy inequality, i.e.

\[
C \int_{\mathbb{R}^N_+} \frac{|u|^2}{dx_N} \, dx \leq [u]_{W^{s,2}(\mathbb{R}^N_+)}^2, \quad \text{for every } u \in C_0^\infty(\mathbb{H}_+^N),
\]

where for \(1 < p < \infty\), \(0 < s < 1\) and every open set \(E \subset \mathbb{R}^N\) we used the notation

\[
[u]_{W^{s,p}(E)} := \left( \int\int_{E \times E} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dx \, dy \right)^{\frac{1}{p}}.
\]

Observe that this Gagliardo-Slobodecki\u0107 seminorm on the right-hand side is computed on the smaller set \(E \times E\), rather than on the whole \(\mathbb{R}^N \times \mathbb{R}^N\), as in our case. Then the authors of [3] remark that our constant \(h_{s,2}(\mathbb{H}_+^N)\) can be obtained from this “regional” constant, see\(^1\) [3, formula (1.5)] or (1.11) below.

Regarding [22, Theorem 2.2], this has been obtained by appealing to the so-called Caffarelli-Silvestre extension formula (see [12]). Such a tool is quite specific of the Hilbertian setting \(p = 2\) and it permits to transform the nonlocal variational problem of determining \(h_{s,2}\) into a weighted local variational problem, with one extra variable. However, this tool is not available for \(p \neq 2\) and thus a different proof is needed.

By expanding the ideas of [3], we will use that a crucial role in the determination of \(h_{s,p}(\Omega)\) is played by positive weak (super)solutions of the equation

\[
(-\Delta_p)^s u = \lambda \frac{u^{p-1}}{d_{\Omega}}, \quad \text{in } \Omega.
\]

This can be regarded as the Euler-Lagrange equation of the variational problem connected with \(h_{s,p}(\Omega)\). More precisely, we will use the following fact

\[
(1.6) \quad h_{s,p}(\Omega) = \sup \left\{ \lambda \geq 0 : \text{equation (1.5) admits a positive local weak supersolution} \right\},
\]

see the companion paper [2, Theorem 1.1]. Such a characterization holds true for every open set \(\Omega \subset \mathbb{R}^N\). Formula (1.6) permits us to refine the method of proof used in [3] and to give more precise estimates, by constructing suitable supersolutions in the case of convex sets. These will be

\[
(1.7) \quad \frac{d_{\Omega}^{p-1}}{dx_{\Omega}},
\]

extended by 0 outside \(\Omega\). This method is the extension to \(p \neq 2\) and to general convex sets of the one employed by Krzysztof Bogdan and Bartłomiej Dyda in the aforementioned paper [3].

**Remark 1.1** (“Regional” Hardy’s inequalities). For ease of completeness, we recall that there exists a huge literature on the “regional” fractional Hardy inequality, i.e.

\[
(1.8) \quad C \int_{\Omega} \frac{|u|^p}{d_{\Omega}} \, dx \leq [u]_{W^{s,p}(\Omega)}^p, \quad \text{for every } u \in C_0^\infty(\Omega).
\]

It would be impossible to list all the contributions, but we like to single out [18], which eventually became a landmark and contains many references on this subject. Other recent interesting papers

\(^1\)It should be noticed that such a formula contains a small typo: the “regional” term \(C(u, u)\) should be replaced by the “global” one \(K(u, u)\), in the notation of [3].
on this problem are [16, 19, 20, 41]. All these references are related to the problem of finding necessary/sufficient conditions on $\Omega$, $p$ and $s$ for (1.8) to hold.

The problem of determining the sharp constant in (1.8) has been addressed, apart for the above mentioned references [3, 24, 25], by Michael Loss and Craig Sloane in [32, Theorem 1.2], still in the case of convex sets. The further restriction $s p > 1$ is needed, since on bounded Lipschitz sets (1.8) can not hold for $s p \leq 1$ (see [18, Section 2]).

Concerning this restriction, we conclude this remark with a problem which is still open to the best of our knowledge. For $s p < 1$ and $\Omega = \{(x', x_N) \in \mathbb{R}^{N-1} \times \mathbb{R} : x_N > f(x')\}$, with $f : \mathbb{R}^{N-1} \rightarrow \mathbb{R}$ a convex Lipschitz function, it is known that (1.8) holds true, see [18, Theorem 1.1, case (T3)]. However the sharp constant is not known in this case, even in the case when $\Omega$ is a convex cone (not coinciding with a half-space).

1.3. Main results: convex sets. We need at first to settle some notation. For every $1 < p < \infty$ and $0 < s < 1$, we define

$$h_{s,p} := 2 \int_0^1 \left| \frac{1 - t^{\frac{x_{N-1}}{p}}}{1 - t} \right|^p dt + \frac{2}{s p}.$$  

As we will see below, this will coincide with $b_{s,p}(\mathbb{H}_1^N)$. For every $k \in \mathbb{N}$ and $\alpha \geq 0$, we set

$$I(k; \alpha) = \int_0^{+\infty} t^k \frac{(1 + t^2)^{-\frac{k + 2 + \alpha}{2}} dt.}$$

By indicating with $\omega_k$ the volume of the $k$–dimensional open ball of radius 1, we define\footnote{For $N \geq 2$, such a constant could be explicitly computed in terms of the Gamma function, see for example the proof of [24, Lemma 2.4]. For our purposes, this is not very important and we prefer not to appeal to such an explicit expression. Observe that such a constant depends on $s$ and $p$ only through their product $s p$.}

$$C_{N,s,p} := \begin{cases} (N - 1) \omega_{N-1} I(N - 2; s p), & \text{for } N \geq 2, \\ 1, & \text{for } N = 1. \end{cases}$$

We can now state our main result concerning the determination of $b_{s,p}$ for convex sets.

**Main Theorem.** Let $N \geq 1$ and $1 < p < \infty$, then we have:

1. for every $0 < s < 1$

$$b_{s,p}(\mathbb{H}_+^N) = C_{N,s,p} \Lambda_{s,p};$$

2. for every $1/p \leq s < 1$ and every $\Omega \subseteq \mathbb{R}^N$ open convex set

$$b_{s,p}(\Omega) = b_{s,p}(\mathbb{H}_+^N);$$

3. for $p = 2$, for every $0 < s < 1$ and every $\Omega \subseteq \mathbb{R}^N$ open convex set

$$b_{s,2}(\Omega) = b_{s,2}(\mathbb{H}_+^N).$$

In each case, the constant $b_{s,p}$ is not attained.
The previous result is obtained by combining Theorems 6.2, 6.3 and 6.6 below. We first notice that point (1) could be obtained by using [24, Theorem 1.1] for the “regional” case and then observing that

\[(1.11) \quad [u]_{W^{s,p}(\mathbb{R}^N)}^p = [u]_{W^{s,p}(\mathbb{R}^N)}^p - \frac{2C_{N,s,p}}{sp} \int_{\mathbb{R}^N} \frac{|u|^p}{d_{\mathbb{R}^N}^sp} \, dx, \quad \text{for every } u \in C_0^\infty(\mathbb{H}^N_+),\]

as in [3]. However, we prefer to give a direct proof of this fact: this is consistent with a detailed analysis of the supersolution method, taken in the present paper. This analysis should (hopefully) lead to a better comprehension of the problem. We also think that such an analysis gives some interesting byproducts. Actually, we show in this paper that:

- if \( \Omega \subset \mathbb{R}^N \) is an open convex set, the function \( d_\Omega^\beta \) (extended by 0 outside \( \Omega \)) is always a local positive weak supersolution of the equation (1.5) for some \( \lambda = \lambda(\beta) \), provided that the exponent \( \beta \) is such that
  \[0 \leq \beta < \frac{sp}{p-1},\]
  see part (1) of Theorem 5.2;
- when \( \Omega \) is an half-space, the last range can be enlarged to
  \[-1 \frac{1}{p-1} < \beta < \frac{sp}{p-1},\]
  i.e. we can even admit negative powers, see part (2) of Theorem 5.2;
- the coefficient \( \lambda = \lambda(\beta) \) appearing in (1.5) is maximal for the choice
  \[\beta = \frac{sp-1}{p},\]
  provided this is compatible with the previous restrictions, see Remark 5.3. This neatly explains why (1.7) is the optimal choice, provided this is feasible. This generalizes the observation made in the proof of [3, Theorem 1], for \( p = 2 \) and \( \Omega = \mathbb{H}^N_+ \);
- moreover, in a very simple situation (i.e. \( \Omega \) being an interval, \( p = 2 \) and \( s = 1/2 \)), we show that the restriction \( \beta \geq 0 \) is unavoidable for this method to work. Indeed, we show in this case that, as soon as \( \beta < 0 \), the function \( d_\Omega^\beta \) is no more a supersolution of (1.5) for any \( \lambda > 0 \). Actually, such a function is not even superharmonic in the fractional sense (see Appendix A). Observe that in such a case, the function \( d_\Omega^\beta \) is actually convex on \( \Omega \) and non-smooth in correspondence of the maximum point of \( d_\Omega \). These two facts can be held responsible for this undesired behaviour of \( d_\Omega^\beta \).
  We point out that this phenomenon does not occur in the case of half-spaces, since in this case the distance function is always smooth;
- the previous points clarify why for the range \( s < 1/p \) the optimal choice (1.7) should not be feasible, for convex sets not coinciding with half-spaces. In turn, this suggests that this method for constructing optimal supersolutions of (1.5) is doomed to fail in this regime, unless \( \Omega \) is a half-space;
- finally, the Hilbertian case \( p = 2 \) is peculiar: in this case we can exploit the existence of a fractional analog of the Kelvin transform (see [4, 40]) to “transplant” the supersolution \( d_\mathbb{H}^1_+^\beta \) from the half-line \( \mathbb{H}^1_+ \) to any bounded interval. This permits to determine the sharp Hardy
constant for an interval, without restrictions on $s$. Once we have this, we can use a “Fubini-type argument along directions” as in [32] (a method which goes back to [14]) and obtain the value of $h_{s,2}$, for any convex set. This in particular covers the case $0 < s < 1/2$, which was left open in [22, Theorem 5]. Moreover, with respect to [22], we can obtain sharpness of the constant without any additional condition on the set, apart for its convexity.

Then we leave the following interesting

**Open problem.** Prove that for $N \geq 1$, $p \in (1, \infty) \setminus \{2\}$ and $0 < s < 1/p$, for every $\Omega \subset \mathbb{R}^N$ open convex set we have

$$h_{s,p}(\Omega) = h_{s,p}(\mathbb{H}^N_+).$$

Actually, in this regime, with our proof we obtain that (see Remark 6.4)

$$C_{N,s,p} \frac{2}{sp} \leq h_{s,p}(\Omega) \leq h_{s,p}(\mathbb{H}^N_+).$$

1.4. **Technical aspects of the proofs.** We want to make here some comments about our proofs. We also make some comparisons with similar results already existing in the literature.

At first, we notice that in the Main Theorem we also state that the sharp constant $h_{s,p}(\Omega)$ is not attained. Our proof of this result is based on the following general fact (see Proposition 3.5):

whenever an open set $\Omega \subset \mathbb{R}^N$ has the following two properties:

(a) $1/d_\Omega \not\in L^1(\Omega)$;

(b) there exists a local positive weak supersolution $u$ of (1.5) with

$$\lambda = h_{s,p}(\Omega) \quad \text{and} \quad u \sim d_\Omega^{s-1/p},$$

then $h_{s,p}(\Omega)$ is not attained. Since property (a) is always true for a convex set, while (b) comes for free from our construction of the supersolution (recall the explanation of the previous subsection), we get immediately that $h_{s,p}(\Omega)$ is not attained for a convex set. This reasoning has been inspired to us by [34, Theorem 1.1].

When computing the operator $(-\Delta_p)^s$ for a function of the form $t \mapsto t^\beta$ defined on the half-line (see Lemma 4.3), we found it useful to use a trick taken from [9, Appendix A], for tackling the singular integral in principal value sense. This trick has the advantage of giving rise to *homogeneous* quantities and thus convergence issues are quite easy to handle.

When proving sharpness of the Hardy constant found for the half-line $\mathbb{H}^1_+$ (see the proof of Theorem 6.2), we use some trial functions which are slightly different from those employed in [3, 24, 25]. Essentially, we simply approximate the “virtual” extremal $x^{(sp-1)/p}$ by adding a small $\varepsilon$ to the exponent and then letting $\varepsilon$ go to 0. A further truncation at infinity is needed. This approach has the advantage of clarifying some Sobolev properties of power functions (see Lemma 4.1), which are probably known, but not so easy to find in the literature. Moreover, it permits to treat the case $sp \geq 1$ and $sp < 1$ at the same time.

1.5. **Plan of the paper.** We fix the main notation and the functional analytic setting in Section 2. There we also present some inequalities and some particular trial functions that will be needed in the sequel. In Section 3 we prove some general properties of $h_{s,p}(\Omega)$, as well as of the variational problem naturally associated with it, for general open sets. Starting from Section 4, we restrict the discussion to the case of convex sets: in this section we consider the one-dimensional case and construct suitable supersolutions of (1.5). This is then extended to higher dimensions in Section 5. Finally, Section 6 contains the proof of the Main Theorem.
Last but not least, Appendix A contains the computation of the fractional $p$–Laplacian of a negative power of the distance, in the simple case $p = 2$, $s = 1/2$ and $\Omega = (0, 1) \subset \mathbb{R}$.
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2. Preliminaries

2.1. Notation. For every $1 < p < \infty$, we indicate by $J_p : \mathbb{R} \to \mathbb{R}$ the monotone increasing continuous function defined by

$$J_p(t) = |t|^{p-2}t, \quad \text{for every } t \in \mathbb{R}.$$ 

For $x_0 \in \mathbb{R}^N$ and $R > 0$, we will set

$$B_R(x_0) = \{ x \in \mathbb{R}^N : |x - x_0| < R \},$$

and $\omega_N := |B_1(x_0)|$. For an open set $\Omega \subseteq \mathbb{R}^N$, we denote by

$$d_\Omega(x) = \min_{y \in \partial \Omega} |x - y|, \quad \text{for every } x \in \Omega,$$

the distance function from the boundary. For two open sets $\Omega' \subset \Omega \subset \mathbb{R}^N$, we will write $\Omega' \Subset \Omega$ to indicate that the closure $\overline{\Omega'}$ is a compact set contained in $\Omega$. Finally, for a measurable set $E \subset \mathbb{R}^N$, we will indicate by $1_E$ the characteristic function of such a set.

2.2. Functional analytic setting. For $1 < p < \infty$ and $0 < s < 1$, we consider the fractional Sobolev space

$$W^{s,p} (\mathbb{R}^N) = \left\{ u \in L^p (\mathbb{R}^N) : [u]_{W^{s,p} (\mathbb{R}^N)} < +\infty \right\},$$

where

$$[u]_{W^{s,p} (\mathbb{R}^N)} := \left( \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x - y|^{N + sp}} \, dx \, dy \right)^{\frac{1}{p}}.$$

This is a reflexive Banach space, when endowed with the natural norm

$$\|u\|_{W^{s,p} (\mathbb{R}^N)} = \|u\|_{L^p (\mathbb{R}^N)} + [u]_{W^{s,p} (\mathbb{R}^N)}.$$

For an open set $\Omega \subset \mathbb{R}^N$, we indicate by $\overline{W}_0^{s,p}(\Omega)$ the closure of $C_0^\infty(\Omega)$ in $W^{s,p}(\mathbb{R}^N)$. By the Hahn-Banach Theorem, this is a weakly closed subspace of $W^{s,p}(\mathbb{R}^N)$, as well.

Occasionally, for an open set $\Omega \subset \mathbb{R}^N$, we will need the fractional Sobolev space defined by

$$W^{s,p}(\Omega) = \left\{ u \in L^p (\Omega) : [u]_{W^{s,p}(\Omega)} < +\infty \right\},$$
Lemma 2.3. Let $\phi$ in Definition 2.1 we can simply take convolutions and it is thus omitted (see for example [23, Lemma 11]). This shows in particular that form by the first variation of the convex functional $\lambda$ where $\beta$ we observe that this is a Banach space for $\Omega \subseteq \mathbb{R}^N$.

For $0 < \beta < \infty$, we also denote by $L^\beta_{s,p}(\mathbb{R}^N)$ the following weighted Lebesgue space

$$L^\beta_{s,p}(\mathbb{R}^N) = \left\{ u \in L^\beta_{loc}(\mathbb{R}^N) : \int_{\mathbb{R}^N} \frac{|u(x)|^\beta}{(1 + |x|)^{N+sp}} \, dx < +\infty \right\}.$$  

We observe that this is a Banach space for $\beta \geq 1$, when endowed with the natural norm.

For $1 < p < \infty$ and $0 < s < 1$, in a open set $\Omega \subseteq \mathbb{R}^N$ we want to consider the equation

$$( -\Delta)^s_p u = \lambda \frac{|u|^{p-2} u}{d^p_{1s}} , \quad \text{in } \Omega,$$

where $\lambda \geq 0$. The symbol $(-\Delta)^s_p$ stands for the fractional $p$–Laplacian of order $s$, defined in weak form by the first variation of the convex functional

$$u \mapsto \frac{1}{p} [u]_{W^{s,p}(\mathbb{R}^N)}'$$

Definition 2.1. We say that $u \in W^{s,p}_{loc}(\Omega) \cap L^{p-1}_{s,p}(\mathbb{R}^N)$ is a

- **local weak supersolution** of (2.1) if
  
  $$\int_{\mathbb{R}^N \times \mathbb{R}^N} J_p(u(x) - u(y))(\varphi(x) - \varphi(y)) \, dx \, dy \geq \lambda \int_{\Omega} \frac{|u(x)|^{p-2} u(x)}{d^p_{1s}(x)^{sp}} \varphi(x) \, dx,$$

  for every non-negative $\varphi \in W^{s,p}(\mathbb{R}^N)$ with compact support in $\Omega$;

- **local weak subsolution** of (2.1) if
  
  $$\int_{\mathbb{R}^N \times \mathbb{R}^N} J_p(u(x) - u(y))(\varphi(x) - \varphi(y)) \, dx \, dy \leq \lambda \int_{\Omega} \frac{|u(x)|^{p-2} u(x)}{d^p_{1s}(x)^{sp}} \varphi(x) \, dx,$$

  for every non-negative $\varphi \in W^{s,p}(\mathbb{R}^N)$ with compact support in $\Omega$;

- **local weak solution** of (2.1) if it is both a local weak supersolution and a local weak subsolution.

Remark 2.2. It is not difficult to see that under the assumptions taken on $u$ and the test function $\varphi$, the previous definition is well-posed, i.e.

$$\frac{J_p(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+sp}} \in L^1(\mathbb{R}^N \times \mathbb{R}^N).$$

The following simple result will be useful: its proof is simply based on standard properties of convolutions and it is thus omitted (see for example [23, Lemma 11]). This shows in particular that in Definition 2.1 we can simply take $\varphi \in C^\infty_0(\Omega)$, considered to be 0 on the complement $\mathbb{R}^N \setminus \Omega$.

Lemma 2.3. Let $1 < p < \infty$ and $0 < s < 1$. Let $\Omega \subseteq \mathbb{R}^N$ be an open set. If $\varphi \in W^{s,p}(\mathbb{R}^N)$ has compact support in $\Omega$, then we have $\varphi \in W^{s,p}_{0}(\Omega)$.
2.3. **Pointwise inequalities.** We recall the following discrete version of Picone’s inequality, taken from [6, Proposition 4.2] (see also [25, Lemma 2.6]). We explicitly state the equality cases.

**Lemma 2.4 (Discrete Picone’s inequality).** Let $1 < p < \infty$, for every $a, b > 0$ and $c, d \geq 0$ we have

$$J_p(a - b) \left( \frac{c^p}{a^{p-1}} - \frac{d^p}{b^{p-1}} \right) \leq |c - d|^p.$$ 

Moreover, equality holds if and only if

$$\frac{c}{a} = \frac{d}{b}.$$ 

**Proof.** We first observe that if $c = 0$, the inequality is equivalent to

$$J_p(b - a) \frac{d^p}{b^{p-1}} \leq d^p.$$ 

If we also have $d = 0$, then this is trivially true. If $d > 0$, then this is equivalent to

$$J_p(b - a) \frac{1}{b^{p-1}} \leq 1$$

that is

$$1 - \frac{a^p}{b^p} \left( 1 - \frac{a}{b} \right) \leq 1.$$ 

Since $a$ and $b$ are both positive, it is easily seen that the last inequality is true, actually with the strict inequality sign.

We then suppose $c \neq 0$: we first observe that the left-hand side can be rewritten as

$$J_p(a - b) \left( \frac{c^p}{a^{p-1}} - \frac{d^p}{b^{p-1}} \right) = J_p \left( 1 - \frac{b}{a} \right) \left( c^p - d^p \left( \frac{a}{b} \right)^{p-1} \right)$$

$$= c^p J_p \left( 1 - \frac{b}{a} \right) \left( 1 - \left( \frac{d}{c} \right)^p \left( \frac{a}{b} \right)^{p-1} \right),$$

thanks to the homogeneity of $J_p$. If we introduce the shortcut notation

$$t = \frac{b}{a} \quad \text{and} \quad A = \frac{d}{c},$$

we then get that the claimed inequality is equivalent to

$$J_p(1 - t) \left( 1 - \frac{Ap}{t^{p-1}} \right) \leq |1 - A|^p,$$

for every $t > 0$, $A \geq 0$.

It is not difficult to see that the function

$$\Phi(t) = J_p(1 - t) \left( 1 - \frac{Ap}{t^{p-1}} \right),$$

is monotone increasing for $t < A$ and monotone decreasing for $t > A$. The choice $t = A$ thus corresponds to the unique maximum point, for which we have

$$\Phi(t) \leq \Phi(A) = |1 - A|^p.$$ 

This concludes the proof. 

The following simple inequality will be useful somewhere in Section 4.

**Lemma 2.5.** Let $\beta \neq 0$, then we have

$$|1 - \tau^\beta| \leq |\beta| \max \{ \beta^{\beta - 1}, 1 \} (1 - \tau), \quad \text{for every} \ \tau \in (0, 1),$$

and

$$|1 - \tau^\beta| \leq |\beta| \max \left\{ \frac{\tau^\beta}{\beta}, \frac{1}{\tau} \right\} (1 - \tau), \quad \text{for every} \ \tau > 1.$$
Proof. We start with the case $\beta > 0$. By basic Calculus, we have for $\tau \in (0, 1)$
\[ |1 - \tau^\beta| = 1 - \tau^\beta = \beta \xi^{\beta-1} (1 - \tau), \]
for some $\tau < \xi < 1$. We observe that the quantity $\xi \mapsto \beta \xi^{\beta-1}$ is increasing for $\beta > 1$ and decreasing for $0 < \beta < 1$. This gives the desired conclusion.

The case $\beta < 0$ is treated similarly. We have this time for $\tau \in (0, 1)$
\[ |1 - \tau^\beta| = \tau^\beta - 1 = \beta \xi^{\beta-1} (\tau - 1) = (\beta ) \xi^{\beta-1} (1 - \tau), \]
for some $\tau < \xi < 1$. By using that $\xi^{\beta-1} > \tau^{\beta-1}$, we get the conclusion, here as well.

Finally, for $\tau > 1$ it is sufficient to write
\[ |1 - \tau^\beta| = \left| 1 - \left( \frac{1}{\tau} \right)^{-\beta} \right|, \]
and then use the previous inequality, with $-\beta$ in place of $\beta$ and $1/\tau$ in place of $\tau$. \hfill \Box

2.4. Some trial functions. The next result is a sort of interpolation–type inequality, for smooth functions. It is useful in order to prove some Leibniz–type formulas in fractional Sobolev spaces.

Lemma 2.6. Let $1 < p < \infty$ and $0 < s < 1$, then for every $\varphi \in C^1_0(\mathbb{R}^N)$ we have
\[ \sup_{x \in \mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\varphi(x) - \varphi(y)|^p}{|x-y|^{N+s/p}} \, dy \leq \frac{C}{s (1-s)} \|\nabla \varphi\|_{L^p(\mathbb{R}^N)} \|\varphi\|_{L^\infty(\mathbb{R}^N)}^{(1-s)p}, \]
for some $C = C(N, p) > 0$.

Proof. We pick $\delta > 0$, then for $x \in \mathbb{R}^N$ we split the integral in two parts
\[
\int_{\mathbb{R}^N} \frac{|\varphi(x) - \varphi(y)|^p}{|x-y|^{N+s/p}} \, dy = \int_{B(\mathbb{R}^N)} \frac{|\varphi(x) - \varphi(y)|^p}{|x-y|^{N+s/p}} \, dy + \int_{\mathbb{R}^N \setminus B(x)} \frac{|\varphi(x) - \varphi(y)|^p}{|x-y|^{N+s/p}} \, dy
\leq \|\nabla \varphi\|_{L^\infty(\mathbb{R}^N)} \int_{B(\mathbb{R}^N)} \frac{|x-y|^{p(1-s)-N}}{|x-y|^{N+s/p}} \, dy
+ 2p \|\nabla \varphi\|_{L^\infty(\mathbb{R}^N)} \int_{\mathbb{R}^N \setminus B(x)} \frac{|x-y|^{-N-sp}}{|x-y|^{N+s/p}} \, dy
= \frac{N \omega_N}{p} \frac{\|\nabla \varphi\|_{L^\infty(\mathbb{R}^N)}^{p(1-s)}}{s} + 2p \frac{\|\nabla \varphi\|_{L^\infty(\mathbb{R}^N)}^{p}}{s^{\delta+s-p}}. \]
By optimizing in $\delta > 0$, we get the desired result. \hfill \Box

Lemma 2.7. Let $1 < p < \infty$ and $0 < s < 1$. Let $\Omega \subseteq \mathbb{R}^N$ be an open set, then for every $\eta \in C^1_0(\Omega)$ and $u \in W^{s,p}_{\text{loc}}(\Omega)$, the function $\eta u$ is compactly supported in $\Omega$ and belongs to $W^{s,p}(\mathbb{R}^N)$. In particular, we have
\[ \eta u \in W^{s,p}_{0}(\Omega). \]

Proof. We consider both $\eta$ and $u$ to be extended by $0$ to $\mathbb{R}^N \setminus \Omega$. In light of Lemma 2.3, we only need to show that $\eta u \in W^{s,p}(\mathbb{R}^N)$. We take $\Omega' \subseteq \Omega' \subseteq \Omega$ such that the support of $\eta$ is contained in $\Omega''$. Then we may write
\[
[\eta u]_{W^{s,p}(\mathbb{R}^N)}^p = [\eta u]_{W^{s,p}(\Omega')}^p + 2 \int_{\Omega' \times (\mathbb{R}^N \setminus \Omega')} \frac{|\eta(x) u(y)|^p}{|x-y|^{N+s/p}} \, dx \, dy
= [\eta u]_{W^{s,p}(\Omega')}^p + 2 \int_{\Omega'' \times (\mathbb{R}^N \setminus \Omega')} \frac{|\eta(x) u(y)|^p}{|x-y|^{N+s/p}} \, dx \, dy,
\]
where we used that \( \eta \) vanishes outside \( \Omega'' \). For the first term, by using Minkowksi’s inequality and Lemma 2.6, we can estimate it from above by means of the following Leibniz-type rule

\[
[\eta u]_{W^{s,p}(\Omega')} \leq \left( \int_{\Omega'} |u(x)|^p \left( \int_{\Omega'} \frac{\eta(y) - \eta(\xi)}{|x - y|^{N+sp}} \, dy \right) \, dx \right)^{\frac{1}{p}} + \left( \int_{\Omega'} |\eta(y)|^p \left( \int_{\Omega'} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dx \right) \, dy \right)^{\frac{1}{p}} \leq \left( \frac{C}{s(1-s)} \right)^{\frac{1}{p}} \|u\|_{L^p(\Omega')} \left\| \nabla \eta \right\|_{L^\infty(\mathbb{R}^N)} \left\| \eta \right\|_{L^\infty(\mathbb{R}^N)}^{1-s} + \|\eta\|_{L^\infty(\mathbb{R}^N)} \|u\|_{W^{s,p}(\Omega')} < +\infty.
\]

For the second term, we have

\[
2 \int_{\Omega'' \times (\mathbb{R}^N \setminus \Omega')} \frac{|\eta(x) u(x)|^p}{|x - y|^{N+sp}} \, dx \, dy \leq 2 \|\eta\|^p_{L^\infty(\mathbb{R}^N)} \int_{\Omega''} |u(x)|^p \left( \int_{\mathbb{R}^N \setminus \Omega'} \frac{dy}{|x - y|^{N+sp}} \right) \, dx 
\]

\[
\leq 2 \|\eta\|^p_{L^\infty(\mathbb{R}^N)} \int_{\Omega''} |u(x)|^p \left( \int_{\mathbb{R}^N \setminus B_s(x)} \frac{dy}{|x - y|^{N+sp}} \right) \, dx = \frac{2 N \omega_N}{s^p} \|\eta\|^p_{L^\infty(\mathbb{R}^N)} \int_{\Omega''} |u(x)|^p \, dx < +\infty,
\]

where we set \( \delta = \text{dist}(\Omega'', \partial \Omega') > 0 \). \( \square \)

The following technical result will be used in order to verify the sharpness of our Hardy’s inequality on the half-line \( H^1_+ = (0, +\infty) \).

**Lemma 2.8.** Let \( 1 < p < \infty \) and \( 0 < s < 1 \). For \( M > 0 \), we take \( u \in W^{s,p}((0, M)) \) and extend it by \( 0 \) outside \( (0, M) \). We also suppose that there exist \( C > 0 \) and \( \beta > (sp - 1)/p \) such that

\[
|u(x)| \leq C x^\beta, \quad \text{for a.e. } x \in (0, M).
\]

Then for every \( \eta \in C_0^\infty((\infty, M)) \), we have

\[
u \eta \in \widetilde{W}_0^{s,p}(H^1_+).
\]

Moreover, the following estimates hold

\[
(2.2) \quad [u \eta]^p_{W^{s,p}(\mathbb{R})} \leq [u \eta]^p_{W^{s,p}(0, M)} + \frac{2}{sp} \int_0^M \frac{|u(x)\eta(x)|^p}{|x|^{sp}} \, dx + \frac{2 M^{p-s} p}{sp} \|\eta\|^p_{L^\infty(\mathbb{R})} \|u\|^p_{L^p((0, M))},
\]

\[
(2.3) \quad [u \eta]^p_{W^{s,p}(0, M)} \leq \|\eta\|_{L^\infty(\mathbb{R})} [u \eta]_{W^{s,p}(0, M)} + \left( \frac{C}{s(1-s)} \right)^{\frac{1}{p}} \|u\|_{L^p((0, M))} \|\eta\|^s_{L^\infty(\mathbb{R})} \|\eta\|^{1-s}_{L^\infty(\mathbb{R})},
\]

for some \( C = C(p) > 0 \).

**Proof.** We start by observing that \( \widetilde{W}_0^{s,p}(H^1_+) \) can be identified with the space of functions in \( W^{s,p}(\mathbb{R}) \) which vanish almost everywhere in \( (-\infty, 0] \), thanks to [23, Theorem 6]. By construction, it is then sufficient to prove that \( \eta u \in W^{s,p}(\mathbb{R}) \).
Moreover, if equality holds in (2.4) then

\[ [\sigma]_{W^{s,p}(\mathbb{R}^N)}^p = \frac{1}{2} [u]_{W^{s,p}(\mathbb{R}^N)}^p + \frac{1}{2} [v]_{W^{s,p}(\mathbb{R}^N)}^p. \]

Moreover, if equality holds in (2.4), then there exists a constant \( C \) such that

\[ u = C v, \quad a.e. \text{ in } \Omega. \]
Proof. The proof of (2.4) and the identification of equality cases are contained in [26, Lemma 4.1 & Theorem 4.2]. We just show here that \( \sigma \) belongs to the relevant fractional Sobolev space, a fact that seems to have been overlooked in the literature. We first notice that

\[
\int_{\Omega} |\sigma|^p \, dx = \frac{1}{2} \int_{\Omega} u^p \, dx + \frac{1}{2} \int_{\Omega} v^p \, dx < +\infty,
\]

and by (2.4) we have in particular

\[
[\sigma]_{W^{s,p}(\mathbb{R}^N)} < +\infty.
\]

This shows that \( \sigma \in W^{s,p}(\mathbb{R}^N) \). We now consider \( \{u_n\}_{n \in \mathbb{N}} \), \( \{v_n\}_{n \in \mathbb{N}} \subset C_0^\infty(\Omega) \) two sequences which converge respectively to \( u \) and \( v \) in \( W^{s,p}(\mathbb{R}^N) \). Since \( u \) and \( v \) are positive, without loss of generality we can take \( u_n \) and \( v_n \) to be non-negative. Moreover, up to pass to a subsequence, we can suppose to have almost everywhere convergence.

We set

\[
\sigma_n = \left( \frac{1}{2} \left( u_n + \frac{1}{n} \right)^p + \frac{1}{2} \left( v_n + \frac{1}{n} \right)^p \right)^{\frac{1}{p}} - \frac{1}{n}, \quad \text{for every } n \in \mathbb{N} \setminus \{0\},
\]

and observe that \( \{\sigma_n\}_{n \in \mathbb{N}} \subset C_0^\infty(\Omega) \subset \tilde{W}^{s,p}_0(\Omega) \). Moreover, \( \sigma_n \) converges to \( \sigma \) almost everywhere, as \( n \) goes to \( \infty \). We claim that

\[
\lim_{n \to \infty} \|\sigma_n - \sigma\|_{L^p(\Omega)} = 0.
\]

Indeed, thanks to Fatou’s Lemma, it holds that

\[
\liminf_{n \to \infty} \int_{\Omega} |\sigma_n|^p \, dx \geq \int_{\Omega} |\sigma|^p \, dx.
\]

Conversely, we observe that\(^3\)

\[
\sigma_n \leq \left( \frac{1}{2} u_n^p + \frac{1}{2} v_n^p \right)^{\frac{1}{p}}, \quad \text{for every } n \in \mathbb{N} \setminus \{0\}.
\]

By raising to the power \( p \) and taking the limit, we get

\[
\limsup_{n \to \infty} \int_{\Omega} |\sigma|^p \, dx \leq \limsup_{n \to \infty} \left[ \frac{1}{2} \int_{\Omega} u_n^p \, dx + \frac{1}{2} \int_{\Omega} v_n^p \, dx \right] = \int_{\Omega} |\sigma|^p \, dx.
\]

These facts entail that we have convergence of the \( L^p \) norms. By joining this with the almost everywhere convergence, we get (2.5) from the so-called Brézis-Lieb Lemma (see [10, Theorem 1]).

We also observe that \( [\sigma_n]_{W^{s,p}(\mathbb{R}^N)} \) is bounded. Indeed, we can apply the convexity inequality (2.4) as follows

\[
[\sigma_n]_{W^{s,p}(\mathbb{R}^N)}^p = \left[ \sigma_n + \frac{1}{n} \right]_{W^{s,p}(\mathbb{R}^N)}^p \leq \frac{1}{2} \left[ u_n + \frac{1}{n} \right]_{W^{s,p}(\mathbb{R}^N)}^p + \frac{1}{2} \left[ v_n + \frac{1}{n} \right]_{W^{s,p}(\mathbb{R}^N)}^p,
\]

and observe that the last terms are uniformly bounded, by construction. The uniform bound on \( \|\sigma_n\|_{W^{s,p}(\mathbb{R}^N)} \) and the reflexivity of the space \( W^{s,p}(\mathbb{R}^N) \) entail that \( \sigma_n \) weakly converges, up to

\(^3\)This follows by noticing that the function

\[
h(\varepsilon) = \left( \frac{1}{2} (a + \varepsilon)^p + \frac{1}{2} (b + \varepsilon)^p \right)^{\frac{1}{p}} - \varepsilon, \quad \text{for every } a, b \geq 0,
\]

is monotone decreasing with respect to \( \varepsilon \geq 0 \), thus \( h(\varepsilon) \leq h(0) \).
subsequences, to a function in $\tilde{W}^{s,p}_0(\Omega)$, the latter being a weakly closed subspace of $W^{s,p}(\mathbb{R}^N)$. By the uniqueness of the limit, such a function must coincide with $\sigma$, which then belongs to $\tilde{W}^{s,p}_0(\Omega)$.

3. The sharp fractional Hardy constant

Let $1 < p < \infty$ and $0 < s < 1$. For an open set $\Omega \subseteq \mathbb{R}^N$, we define its sharp fractional $(s,p)$-Hardy constant, i.e.

$$h_{s,p}(\Omega) := \inf_{u \in C^\infty_0(\Omega)} \left\{ [u]^p_{W^{s,p}(\mathbb{R}^N)} : \int_\Omega \frac{|u|^p}{d_\Omega} \, dx = 1 \right\}.$$  

It is not difficult to see that

$$h_{s,p}(\Omega) = h_{s,p}(t \Omega + x_0), \quad \text{for every } t > 0, \ x_0 \in \Omega.$$  

**Remark 3.1.** By definition of the space $\tilde{W}^{s,p}_0(\Omega)$, one has the following equivalent definition

$$h_{s,p}(\Omega) = \inf_{u \in \tilde{W}^{s,p}_0(\Omega)} \left\{ [u]^p_{W^{s,p}(\mathbb{R}^N)} : \int_\Omega \frac{|u|^p}{d_\Omega} \, dx = 1 \right\}.$$  

Indeed, the fact that the infimum over $\tilde{W}^{s,p}_0(\Omega)$ is less than or equal to $h_{s,p}(\Omega)$ simply follows from the fact that we enlarged the class of admissible functions.

To prove the converse inequality, we first observe that if $h_{s,p}(\Omega) = 0$ then there is nothing to prove. If on the contrary $h_{s,p}(\Omega) > 0$, then for every $u \in \tilde{W}^{s,p}_0(\Omega) \setminus \{0\}$ we know that there exists a sequence $\{u_n\}_{n \in \mathbb{N}} \subset C^\infty_0(\Omega)$ converging to $u$ in $W^{s,p}(\mathbb{R}^N)$. Without loss of generality, we can assume that $u_n$ converges almost everywhere to $u$, as well. We then have

$$[u]^p_{W^{s,p}(\mathbb{R}^N)} = \lim_{n \to \infty} [u_n]^p_{W^{s,p}(\mathbb{R}^N)} \geq h_{s,p}(\Omega) \lim_{n \to \infty} \int_\Omega \frac{|u_n|^p}{d_\Omega} \, dx \geq h_{s,p}(\Omega) \int_\Omega \frac{|u|^p}{d_\Omega} \, dx,$$

where we used Hardy’s inequality in the first inequality and Fatou’s Lemma in the second one.

**Lemma 3.2.** Let $1 < p < \infty$, $0 < s < 1$ and let $\Omega \subseteq \mathbb{R}^N$ be an open set. If $h_{s,p}(\Omega)$ admits a non-trivial minimizer $u \in \tilde{W}^{s,p}_0(\Omega)$, then this has constant sign in $\Omega$ and $u \neq 0$ almost everywhere in $\Omega$. Moreover, the minimizer is unique, up to the choice of the sign and it is a weak solution of (2.1), with $\lambda = h_{s,p}(\Omega)$.

**Proof.** Let us suppose that (3.2) admits a minimizer $u \in \tilde{W}^{s,p}_0(\Omega)$, in particular this implies that $h_{s,p}(\Omega) > 0$. We observe that

$$|a| - |b| \leq |a - b|, \quad \text{for every } a, b \in \mathbb{R},$$

and the inequality is strict, whenever $a b < 0$. This yields

$$h_{s,p}(\Omega) \leq [u]^p_{W^{s,p}(\mathbb{R})} \leq [u]^p_{W^{s,p}(\mathbb{R})} = h_{s,p}(\Omega),$$

and thus it must result

$$u(x) u(y) \geq 0, \quad \text{for a.e. } (x, y) \in \mathbb{R}^N \times \mathbb{R}^N.$$  

This shows that $u$ has constant sign almost everywhere in $\Omega$. Without loss of generality, we can suppose that $u$ is non-negative.
We then observe that $u$ must be a minimizer of the following functional
\[
F(\varphi) := \frac{1}{p} \| \varphi \|_{W^{s,p}(\mathbb{R}^N)}^p - \frac{b_{s,p}(\Omega)}{p} \int_{\Omega} |\varphi|^p \frac{d}{dx} d\Omega, \quad \text{for every } \varphi \in \tilde{W}^{s,p}_0(\Omega),
\]
as well. Indeed, by definition of $h_{s,p}(\Omega)$, we have $F(\varphi) \geq 0$ for every admissible function and $F(u) = 0$. Moreover, $u$ is non-trivial, due to the normalization on the weighted $L^p$ norm.

By minimality, we get that $u$ must be a non-trivial non-negative weak solution of the Euler-Lagrange equation, which is given by (2.1) with $\lambda = h_{s,p}(\Omega)$. By the minimum principle (see [6, Theorem A.1]), we directly obtain that $u > 0$ almost everywhere in $\Omega$, if the latter is connected. If $\Omega$ has more than one connected component, the same conclusion can be drawn by proceeding as in [7, Proposition 2.6], thanks to the nonlocality of the operator.

We now show the uniqueness for the positive minimizer of $h_{s,p}(\Omega)$. For this, it is sufficient to exploit Lemma 2.9. Let us take $u, v \in \tilde{W}^{s,p}_0(\Omega)$ two positive minimizers of $h_{s,p}(\Omega)$ and set
\[
\sigma = \left( \frac{1}{2} u^p + \frac{1}{2} v^p \right)^{\frac{1}{p}},
\]
Thanks to (2.4), we get that $\sigma \in \tilde{W}^{s,p}_0(\Omega)$ is still a minimizer for $h_{s,p}(\Omega)$. Thus (2.4) holds as an identity. By Lemma 2.9, this means that there exists a constant $C$ such that
\[
u = C v, \quad \text{a.e. in } \Omega.
\]
Finally, the normalization on the weighted norm implies that $C = 1$. This concludes the proof.

\begin{remark}
In the local case, the uniqueness of an extremal for $h_{s,p}(\Omega)$ (provided it exists) can be found for example in [34, Proposition 3.2]. Differently from [34], here we found useful to rely on a hidden convexity argument, rather than on Picone’s inequality.
\end{remark}

\begin{definition}
Let $\Omega \subseteq \mathbb{R}^N$ be an open set. We say that $\partial \Omega$ is locally continuous at $x_0 \in \partial \Omega$ if there exist:
- an open $N$–dimensional hyper-rectangle $Q_{\delta_0,\delta_1}$ centered at the origin, defined by
$Q_{\delta_0,\delta_1} = (-\delta_0, \delta_0)^{N-1} \times (-\delta_1, \delta_1)$, with $\delta_0, \delta_1 > 0$;
- a linear isometry $O: \mathbb{R}^N \to \mathbb{R}^N$ such that $O(x_0) = 0$;
- a continuous function $\Psi: (-\delta_0, \delta_0)^{N-1} \to (-\delta_1, \delta_1)$;

such that
\[
\begin{aligned}
Q_{\delta_0,\delta_1} \cap O(\Omega) &= \left\{ x = (x', x_N) \in Q_{\delta_0,\delta_1} : \Psi(x') < x_N < \delta_1 \right\}, \\
Q_{\delta_0,\delta_1} \cap O(\partial \Omega) &= \left\{ x = (x', x_N) \in Q_{\delta_0,\delta_1} : x_N = \Psi(x') \right\}.
\end{aligned}
\]
Roughly speaking, this means that $\partial \Omega$ coincides with the graph of a continuous function, in a small rectangular neighborhood of $x_0$.
\end{definition}

\begin{proposition}
Let $1 < p < \infty$, $0 < s < 1$ and let $\Omega \subseteq \mathbb{R}^N$ be an open set, which is locally continuous at a point $x_0 \in \partial \Omega$. Let us suppose that there exists a positive local weak supersolution $u$ of (2.1) with $\lambda = h_{s,p}(\Omega)$, such that
\[
u \geq \frac{1}{C} \frac{b_{s,p}(\Omega)}{d^p}, \quad \text{in } \Omega.
\]
Then the infimum $h_{s,p}(\Omega)$ is not attained.
\end{proposition}
Figure 1. For \((x', x_N)\) around a continuity point for the boundary, the “vertical” distance \(x_N - \Psi(x')\) (in bold dashed line) is always larger than its distance from the boundary.

**Proof.** We first show that for such a set, we have
\[
\frac{1}{d_\Omega} \not\in L^1(\Omega).
\]
At this aim, we can assume without loss of generality that \(x_0 = (0, \ldots, 0)\) and \(O = \text{Id}\), so that
\[
Q_{\delta_0, \delta_1}(x_0) \cap \Omega = \{x = (x', x_N) \in Q_{\delta_0, \delta_1}(x_0) : \Psi(x') < x_N < \delta_1\}.
\]
We then observe that (see Figure 1)
\[
d_\Omega(x) \leq |x_N - \Psi(x')| = (x_N - \Psi(x')), \quad \text{for every } x = (x', x_N) \in Q_{\delta_0, \delta_1}(x_0) \cap \Omega.
\]
This implies that
\[
\int \frac{1}{d_\Omega} \, dx \geq \int_{Q_{\delta_0, \delta_1}(x_0) \cap \Omega} \frac{1}{d_\Omega} \, dx \geq \int_{(-\delta_0, \delta_0)^{N-1}} \left( \int_{\Psi(x')}^{\delta_1} \frac{1}{\Psi(x') - \Psi(x')} \, dx_N \right) \, dx'.
\]
By observing that the last integral is diverging, we get (3.4).

We now argue by contradiction and suppose that \(v \in \widetilde{W}^{s,p}_0(\Omega)\) is a minimizer for \(h_{s,p}(\Omega)\). This in particular implies that \(h_{s,p}(\Omega) > 0\). By Lemma 3.2, we can suppose that \(v\) is positive. We then take a sequence \(\{v_n\}_{n \in \mathbb{N}} \subset C^\infty_0(\Omega)\) approximating \(v\) in \(W^{s,p}(\mathbb{R}^N)\). Without loss of generality, we can take each \(v_n\) to be non-negative and suppose that they converge to \(v\) almost everywhere, as well. We then insert in the weak formulation of the equation for \(u\) the test function
\[
\varphi = \frac{v^p}{u^{p-1}},
\]
which is admissible thanks to Lemma 2.7 and (3.3). This leads to
\[
\left(3.5\right) \quad \int_{\mathbb{R}^N \times \mathbb{R}^N} J_p\left(\frac{u(x) - u(y)}{|x - y|^{N+p}}\right) \left(\frac{v_n(x)^p}{u(x)^{p-1}} - \frac{v_n(y)^p}{u(y)^{p-1}}\right) \, dx \, dy \geq h_{s,p}(\Omega) \int_{\Omega} \frac{v^p}{u^{p-1}} \, dx.
\]
We now set
\[ R(v_n, u) := |v_n(x) - v_n(y)|^p - J_p(u(x) - u(y)) \left( \frac{v_n(x)^p}{u(x)^{p-1}} - \frac{v_n(y)^p}{u(y)^{p-1}} \right), \]
and observe that by Lemma 2.4 this is always a non-negative quantity. With the previous notation, equation (3.5) can be rewritten as
\[
\int_{\Omega} v^p d\Omega + \int_{\mathbb{R}^N \times \mathbb{R}^N} R(v_n, u) \frac{|x-y|}{d_{\Omega}} dx dy \leq [v_n]_{W^{s,p}(\mathbb{R}^N)}^p.
\]
We now pass to the limit in the previous estimate and use Fatou’s Lemma on the second term on the left-hand side: this yields
\[
\int_{\Omega} v^p d\Omega + \int_{\mathbb{R}^N \times \mathbb{R}^N} R(v, u) \frac{|x-y|}{d_{\Omega}} dx dy \leq [v]_{W^{s,p}(\mathbb{R}^N)}^p.
\]
By recalling that \( v \) solves (3.2), the previous inequality gives
\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} R(v, u) \frac{|x-y|}{d_{\Omega}} dx dy = 0.
\]
Since by Lemma 2.4 we have \( R(v, u) \geq 0 \) almost everywhere, this in turn implies that
\[
0 = R(v, u) = |v(x) - v(y)|^p - J_p(u(x) - u(y)) \left( \frac{v(x)^p}{u(x)^{p-1}} - \frac{v(y)^p}{u(y)^{p-1}} \right), \quad \text{for a.e. } (x, y) \in \Omega \times \Omega.
\]
By using the equality cases in the discrete Picone inequality, it follows that there exists a constant \( C > 0 \) such that
\[
u = C v, \quad \text{a.e. in } \Omega.
\]
This fact and the assumption (3.3) imply in particular that
\[
v \geq \frac{1}{C} \frac{1}{d_{\Omega}^{p-1}}, \quad \text{in } \Omega,
\]
possibly for a different constant \( C > 0 \). By minimality of \( v \), it follows
\[
+\infty > [v]_{W^{s,p}(\mathbb{R}^N)} = h_{s,p}(\Omega) \int_{\Omega} |v|^p d\Omega \geq h_{s,p}(\Omega) \int_{\Omega} \frac{1}{d_{\Omega}} \, dx.
\]
This finally gives a contradiction with (3.4).

\[
4. \text{ Construction of supersolutions in dimension } 1
\]

4.1. The half-line. In what follows, for \( t > 0 \) we use the notation
\[
I_\epsilon(t) := \left( (1 - \epsilon) t, (1 + \epsilon) t \right), \quad \text{for } 0 < \epsilon \ll 1.
\]
We still use the notation \( \mathbb{H}^1_+ = (0, +\infty) \). Let \( \beta \in \mathbb{R} \), we set
\[
U_\beta(t) := t^\beta, \quad \text{for } t \in \mathbb{H}^1_+,
\]
and extend it by 0 to the complement of \( \mathbb{H}^1_+ \). In particular, in the borderline case \( \beta = 0 \), this has to be intended as the characteristic function of \( \mathbb{H}^1_+ \).

The next result collects some properties of \( U_\beta \) which will be useful in the sequel.

**Lemma 4.1.** Let \( 1 < p < \infty \) and \( 0 < s < 1 \). For every \( \beta \in \mathbb{R} \) we have \( U_\beta \in W^{s,p}_{\text{loc}}(\mathbb{H}^1_+) \). Moreover, \( U_\beta \) has the following further properties:
Let us now suppose that
\[ U \] proved the claimed property of \( U \).
This discussion entails that
\[ \int_{\varepsilon}^{M} \frac{|U_\beta(t) - U_\beta(y)|^p}{|t-y|^{1+s/p}} \, dt \, dy < +\infty. \]
We show that this is uniformly bounded with respect to \( \varepsilon \). For \( \beta > s \) this is straightforward, it is sufficient to use that \( U_\beta \) is either \( \beta \)-Hölder continuous (for \( s < \beta < 1 \)) or even Lipschitz continuous (for \( \beta \geq 1 \)) on \([0,M]\).
We thus assume \((s - 1)/p < \beta \leq s \). By using the definition of \( U_\beta \), Fubini’s Theorem and the change of variable \( y = \tau t \), we get
\[
\int_{\varepsilon}^{M} \int_{\varepsilon}^{M} \frac{|U_\beta(t) - U_\beta(y)|^p}{|t-y|^{1+s/p}} \, dt \, dy = \int_{\varepsilon}^{M} \left( \int_{\varepsilon}^{M} \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \, d\tau \right) \frac{t^{\beta-p-s/p}}{t^{\beta-p-s/p}} \, dt \\
= \int_{\varepsilon}^{M} \left( \int_{\varepsilon}^{1} \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \, d\tau \right) \frac{t^{\beta-p-s/p}}{t^{\beta-p-s/p}} \, dt \\
+ \int_{\varepsilon}^{M} \left( \int_{1}^{M} \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \, d\tau \right) \frac{t^{\beta-p-s/p}}{t^{\beta-p-s/p}} \, dt.
\]
We now observe that
\[ \int_{\varepsilon}^{1} \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \, d\tau \leq \int_{0}^{1} \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \, d\tau < +\infty. \]
For second integral, we observe that
\[ \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \sim \frac{1}{\tau^{1+s/p-\beta}}, \quad \text{for } \tau \to +\infty, \]
and the last function is integrable on \([1, +\infty)\), for \( \beta < s \). Thus we get
\[ \int_{1}^{M} \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \, d\tau \leq \int_{1}^{+\infty} \frac{|1 - \tau^{\beta}|^p}{|1 - \tau|^{1+s/p}} \, d\tau < +\infty. \]
This discussion entails that
\[
\int_{\varepsilon}^{M} \int_{\varepsilon}^{M} \frac{|U_\beta(t) - U_\beta(y)|^p}{|t-y|^{1+s/p}} \, dt \, dy \leq C \int_{\varepsilon}^{M} t^{\beta-p-s/p} \, dt = C \frac{M^{\beta-p-s/p+1} - \varepsilon^{\beta-p-s/p+1}}{\beta p - sp + 1},
\]
and the last quantity is bounded as \( \varepsilon \) goes to 0, thanks to the fact that \( \beta > (s - 1)/p \). We thus proved the claimed property of \( U_\beta \), for \((s - 1)/p < \beta < s \).
Finally, we observe that from (4.2), we can infer
\[
\int_{\varepsilon}^{M} \int_{\varepsilon}^{M} \frac{|U_s(t) - U_s(y)|^p}{|t - y|^{1+sp}} \, dt \, dy \leq \int_{\varepsilon}^{M} \left( \int_{0}^{1} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt + \int_{\varepsilon}^{M} \left( \int_{1}^{\varepsilon} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt.
\]
The first integral on the right-hand side is uniformly bounded in \( \varepsilon \), but now we have to pay attention to the fact that
\[
\lim_{t \to 0^+} \int_{1}^{\varepsilon} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau = +\infty.
\]
We can proceed as follows: we write
\[
\int_{\varepsilon}^{M} \left( \int_{1}^{\varepsilon} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt = \int_{\varepsilon}^{M} \left( \int_{1}^{\varepsilon} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt + \int_{\varepsilon}^{M} \left( \int_{1}^{\frac{M}{2}} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt
\]
and observe that for \( 0 < t < M/2 \), we have
\[
\int_{\varepsilon}^{M} \left( \int_{1}^{\frac{M}{2}} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt \leq \frac{M}{2} \int_{1}^{2} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \, dt + \int_{\varepsilon}^{M} \left( \int_{\frac{M}{2}}^{M} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt
\]
and, at last
\[
\int_{\varepsilon}^{M} \left( \int_{\frac{M}{2}}^{M} \frac{|1 - \tau^s|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) dt \leq 2^{1+sp} \int_{\varepsilon}^{M} \left( \int_{\frac{M}{2}}^{M} \tau^{ps-1-s} \, d\tau \right) dt = 2^{1+sp} \int_{\varepsilon}^{M} \log \left( \frac{M}{2t} \right) dt.
\]
The last integral is uniformly bounded, as \( \varepsilon \) goes to 0. This finally proves that \( U_s \in W^{s,p}(0,M) \).

Finally, we observe that
\[
U_\beta \in L^{p-1}_{\text{loc}}(\mathbb{R}) \quad \iff \quad \beta (p - 1) > -1,
\]
and
\[
\int_{\mathbb{R}} \frac{U_\beta^{p-1}}{(1 + |t|)^{1+sp}} \, dt = \int_{0}^{+\infty} \frac{t^{\beta (p-1)}}{(1 + t)^{1+sp}} \, dt < +\infty \quad \iff \quad -1 < \beta (p - 1) < sp.
\]
This concludes the proof. \( \square \)

**Remark 4.2.** For later reference, we observe that in the previous proof for
\[
\frac{sp - 1}{p} < \beta < s,
\]
we proved the following upper bound
\[
[U_\beta]_{W^{s,p}(0,M)}^p \leq \left( \int_{0}^{1} \frac{|1 - \tau^\beta|^p}{|1 - \tau|^{1+sp}} \, d\tau + \int_{1}^{+\infty} \frac{|1 - \tau^\beta|^p}{|1 - \tau|^{1+sp}} \, d\tau \right) \frac{M^{\beta p - sp + 1}}{\beta p - sp + 1}.
\]
By making the change of variable \( \tau = 1/\xi \) in the second integral, this can also be rewritten as
\[
[U_\beta]_{W^{s,p}(0,M)}^p \leq \left( \int_{0}^{1} \frac{|1 - \tau^\beta|^p}{|1 - \tau|^{1+sp}} \, (1 + \tau^{sp-\beta p-1}) \, d\tau \right) \frac{M^{\beta p - sp + 1}}{\beta p - sp + 1}.
\]
In the next result, we compute the fractional \( p \)-Laplacian of order \( s \) for \( U_\beta \). This generalizes [28, Lemma 3.1] to the case \( \beta \neq s \).
Figure 2. The set $\mathcal{O}_\varepsilon$ is the conical region “centered” around the line $y = t$.

**Proposition 4.3.** Let $1 < p < \infty$ and $0 < s < 1$. For every

$$-\frac{1}{p-1} < \beta < \frac{sp}{p-1},$$

the function $U_\beta$ is a local weak solution of (2.1) in $\mathbb{H}^1_+$, with

$$\lambda = \lambda(\beta) = 2 \int_0^1 \frac{J_p(1-t^\beta)}{(1-t)^{1+sp}} \left(1-t^{sp-1-\beta(p-1)}\right) \, dt + \frac{2}{sp}. \tag{4.4}$$

Moreover, if we define the family of functions on $\mathbb{H}^1_+$ by

$$F_\varepsilon(t) = 2 \int_{R \setminus I_\varepsilon(t)} \frac{J_p(U_\beta(t) - U_\beta(y))}{|t-y|^{1+sp}} \, dy, \quad \text{for } 0 < \varepsilon < 1, \tag{4.5}$$

where $I_\varepsilon(t)$ is defined by (4.1), we get that this converges to

$$F_0(t) = \lambda(\beta) \frac{U_\beta(t)^{p-1}}{ts^p},$$

uniformly on compact subsets of $\mathbb{H}^1_+$, as $\varepsilon$ goes to 0.

**Proof.** Let us take $\varphi \in C_0^\infty(\mathbb{H}^1_+)$, we observe that by the Dominated Convergence Theorem we have

$$\int_{R \times R} \frac{J_p(U_\beta(t) - U_\beta(y)) (\varphi(t) - \varphi(y))}{|t-y|^{1+sp}} \, dt \, dy = \lim_{\varepsilon \to 0^+} \int_{(R \times R) \setminus \mathcal{O}_\varepsilon} \frac{J_p(U_\beta(t) - U_\beta(y)) (\varphi(t) - \varphi(y))}{|t-y|^{1+sp}} \, dt \, dy,$$

where

$$\mathcal{O}_\varepsilon = \left\{(t,y) \in R \times R : \min\{(1-\varepsilon)t,(1+\varepsilon)t\} \leq y \leq \max\{(1-\varepsilon)t,(1+\varepsilon)t\}\right\},$$

see Figure 2. For every $0 < \varepsilon < 1$, by proceeding as in [5, Lemma 2.3], we have

$$\frac{J_p(U_\beta(t) - U_\beta(y))}{|t-y|^{1+sp}} \varphi(t) \in L^1((R \times R) \setminus \mathcal{O}_\varepsilon).$$

Thus we can use Fubini’s Theorem and a change of variable, to write

$$\int_{(R \times R) \setminus \mathcal{O}_\varepsilon} \frac{J_p(U_\beta(t) - U_\beta(y)) (\varphi(t) - \varphi(y))}{|t-y|^{1+sp}} \, dt \, dy = 2 \int_0^{+\infty} \left( \int_{R \setminus I_\varepsilon(t)} \frac{J_p(U_\beta(t) - U_\beta(y))}{|t-y|^{1+sp}} \, dy \right) \varphi(t) \, dt.$$
Observe that we used that \( \varphi \) is compactly supported on \( \mathbb{H}^1_+ \). By recalling the definition (4.5), up to now we have obtained

\[
\int_{\mathbb{R} \times \mathbb{R}} J_p(U_\beta(t) - U_\beta(y)) \left( \varphi(t) - \varphi(y) \right) \, dt \, dy = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}} F_\varepsilon(t) \varphi(t) \, dt,
\]

for every \( \varphi \in C_0^\infty(\mathbb{H}^1_+) \). We now manipulate this quantity, for a fixed \( 0 < \varepsilon < 1 \): by recalling that \( U_\beta \) identically vanishes in \( (-\infty, 0) \), for \( t > 0 \) we have

\[
F_\varepsilon(t) = 2 \int_{\mathbb{R} \setminus I_\varepsilon(t)} \frac{J_p(U_\beta(t) - U_\beta(y))}{|t - y|^{1 + sp}} \, dy
= 2 \int_{\mathbb{H}^1_+ \setminus I_\varepsilon(t)} \frac{J_p(t^\beta - y^\beta)}{|t - y|^{1 + sp}} \, dy + 2 \int_0^\infty \frac{t^\beta (p - 1)}{|t|^{1 + sp}} \, dt.
\]

The second integral can be directly computed: this gives

\[
\int_0^\infty \frac{t^\beta (p - 1)}{|t|^{1 + sp}} \, dt = \frac{1}{sp} \frac{U_\beta(t)^{p-1}}{t^p},
\]

where we used the definition of \( U_\beta(t) \). For the first integral in the definition of \( F_\varepsilon \), by performing the change of variable \( y = \tau t \), we obtain

\[
\int_{\mathbb{H}^1_+ \setminus I_\varepsilon(t)} \frac{J_p(t^\beta - y^\beta)}{|t - y|^{1 + sp}} \, dy = \frac{t^\beta (p - 1)}{t^sp} \int_0^{1 - \varepsilon} \frac{J_p(1 - \tau^\beta)}{|1 - \tau|^{1 + sp}} \, d\tau + \frac{t^\beta (p - 1)}{t^sp} \int_{1 + \varepsilon}^\infty \frac{J_p(1 - \tau^\beta)}{|1 - \tau|^{1 + sp}} \, d\tau
= \frac{U_\beta(t)^{p-1}}{t^sp} \left( \int_0^{1 - \varepsilon} \frac{J_p(1 - \tau^\beta)}{|1 - \tau|^{1 + sp}} \, d\tau + \int_{1 + \varepsilon}^\infty \frac{J_p(1 - \tau^\beta)}{|1 - \tau|^{1 + sp}} \, d\tau \right),
\]

again thanks to the definition of \( U_\beta \). Thus we have obtained

\[
F_\varepsilon(t) = \lambda_\varepsilon(\beta) \frac{U_\beta(t)^{p-1}}{t^sp}, \quad \text{for every } t \in \mathbb{H}^1_+, 0 < \varepsilon < 1,
\]

where

\[
\lambda_\varepsilon(\beta) = 2 \int_0^{1 - \varepsilon} \frac{J_p(1 - \tau^\beta)}{|1 - \tau|^{1 + sp}} \, d\tau + 2 \int_{1 + \varepsilon}^\infty \frac{J_p(1 - \tau^\beta)}{|1 - \tau|^{1 + sp}} \, d\tau + \frac{2}{sp}.
\]

By inserting this in (4.6), we have

\[
\int_{\mathbb{R} \times \mathbb{R}} J_p(U_\beta(t) - U_\beta(y)) \left( \varphi(t) - \varphi(y) \right) \, dt \, dy = \left( \lim_{\varepsilon \to 0^+} \lambda_\varepsilon(\beta) \right) \int_{\mathbb{R}} \frac{U_\beta(t)^{p-1}}{t^sp} \varphi(t) \, dt.
\]

To conclude the proof, we only need to show that for \( \lambda(\beta) \) defined by (4.4), we have

\[
\lambda(\beta) = \lim_{\varepsilon \to 0^+} \lambda_\varepsilon(\beta), \quad \text{for every } - \frac{1}{p - 1} < \beta < \frac{sp}{p - 1}.
\]

We first observe that the case \( \beta = 0 \) is simple: in this case we have

\[
J_p(t^\beta - 1) = 0, \quad \text{for } t \in (0, 1),
\]

and thus we directly get

\[
\lambda(0) = \lambda_0(0) = \frac{2}{sp}.
\]
We can thus suppose that \( \beta \neq 0 \). By recalling the definition of \( \lambda_\varepsilon(\beta) \) above and performing the change of variable \( \tau = 1/\zeta \) in the second integral, we get for \( 0 < \varepsilon < 1 \)

\[
\lambda_\varepsilon(\beta) = 2 \int_0^{1-\varepsilon} \frac{J_p(1-\tau^\beta)}{|1-\tau|^{1+s} p} d\tau + 2 \int_0^1 \frac{J_p(1-\zeta^{-\beta})}{|1-\zeta^{-1}|^{1+s} p} \frac{d\zeta}{\zeta^2} + \frac{2}{sp}
\]

\[
= 2 \int_0^{1-\varepsilon} \frac{J_p(1-\tau^\beta)}{|1-\tau|^{1+s} p} d\tau + 2 \int_0^1 \frac{J_p(\zeta^\beta - 1)}{|\zeta - 1|^{1+s} p} \zeta^{sp-1-\beta(p-1)} d\zeta + \frac{2}{sp}.
\]

By observing that

\[
1 - \varepsilon < \frac{1}{1+\varepsilon}, \quad \text{for } 0 < \varepsilon < 1,
\]

we can write

\[
\lambda_\varepsilon(\beta) = 2 \int_0^{1-\varepsilon} \frac{J_p(1-\tau^\beta)}{|1-\tau|^{1+s} p} (1 - \tau^{sp-1-\beta(p-1)}) d\tau + 2 \int_0^1 \frac{J_p(\tau^\beta - 1)}{|\tau - 1|^{1+s} p} \tau^{sp-1-\beta(p-1)} d\tau + \frac{2}{sp}.
\]

We claim that

\[
(4.9) \lim_{\varepsilon \to 0^+} \int_{1-\varepsilon}^1 \frac{J_p(\tau^\beta - 1)}{|\tau - 1|^{1+s} p} \tau^{sp-1-\beta(p-1)} d\tau = 0.
\]

Observe at first that for \( 0 < \varepsilon < 1/2 \), we have

\[
\tau^{sp-1-\beta(p-1)} \leq \max \left\{ (1-\varepsilon)^{sp-1-\beta(p-1)}, \left(\frac{1}{1+\varepsilon}\right)^{sp-1-\beta(p-1)} \right\}
\]

\[
\leq \max \left\{ 2^{-sp+1+\beta(p-1)}, 1 \right\} = C, \quad \text{for } 1-\varepsilon < \tau < \frac{1}{1+\varepsilon}.
\]

Thus we get

\[
\left| \int_{1-\varepsilon}^1 \frac{J_p(\tau^\beta - 1)}{|\tau - 1|^{1+s} p} \tau^{sp-1-\beta(p-1)} d\tau \right| \leq C \int_0^{1-\varepsilon} \frac{|\tau^\beta - 1|^{p-1}}{|\tau - 1|^{1+s} p} d\tau.
\]

By using Lemma 2.5, we can further estimate for \( 0 < \varepsilon < 1/2 \)

\[
\left| \int_{1-\varepsilon}^1 \frac{J_p(\tau^\beta - 1)}{|\tau - 1|^{1+s} p} \tau^{sp-1-\beta(p-1)} d\tau \right| \leq C |\beta|^{p-1} \int_{1-\varepsilon}^1 \max \left\{ \tau^{-\beta-1}, 1 \right\}^{p-1} (1-\tau)^{p-2-s} p d\tau
\]

\[
\leq C |\beta|^{p-1} \max \left\{ 2^{1-\beta}, 1 \right\}^{p-1} \int_{1-\varepsilon}^1 (1-\tau)^{p-2-s} p d\tau.
\]

By a direct computation, we now get

\[
\lim_{\varepsilon \to 0^+} \int_{1-\varepsilon}^1 (1-\tau)^{p-2-s} p d\tau = 0,
\]

which in turn implies (4.9). On the other hand, by a Taylor expansion, we have

\[
\frac{J_p(1-\tau^\beta)}{|1-\tau|^{1+s} p} (1 - \tau^{sp-1-\beta(p-1)}) \sim \beta^{p-1} (sp - 1 - \beta(p-1)) (1-\tau)^{p(1-s)-1}, \quad \text{for } \tau \nearrow 1^{-},
\]

which shows that

\[
\frac{J_p(1-\tau^\beta)}{|1-\tau|^{1+s} p} (1 - \tau^{sp-1-\beta(p-1)}) \in L^1((0, 1)).
\]
These facts permit to establish that
\[ \lambda(\beta) = \lim_{\varepsilon \to 0^+} \lambda_{\varepsilon}(\beta), \quad \text{for every } -\frac{1}{p-1} < \beta < \frac{sp}{p-1}, \]
thus from (4.8) we get that \( U_\beta \) is a local weak solution of the claimed equation.

The last statement about the convergence of \( F_\varepsilon \) is an easy consequence of formula (4.7). □

The next result investigates some properties of the function \( \lambda(\beta) \) defined in (4.4). This in particular permits to single out a special solution, among all the functions \( U_\beta \): this corresponds to the choice
\[ \beta = \frac{sp - 1}{p}. \]
Indeed, for this function, the constant \( \lambda \) is the largest possible. This extends to \( 1 < p < \infty \) a similar discussion contained in the proof of [3, Theorem 1].

**Proposition 4.4.** Let \( 1 < p < \infty \) and \( 0 < s < 1 \). Let us consider the function
\[ \beta \mapsto \lambda(\beta), \quad \text{defined by (4.4) on the interval } \left(-\frac{1}{p-1}, \frac{sp}{p-1}\right). \]
Then this has the following properties:

1. it is monotonically decreasing for \( \beta > (sp - 1)/p \) and monotonically increasing for \( \beta < (sp - 1)/p \). In particular, we have
\[ \lambda(\beta) \leq \lambda\left(\frac{sp - 1}{p}\right) = 2 \int_0^1 \frac{1 - t^{s/p - 1}}{(1 - t)^{1 + sp}} \, dt + \frac{2}{sp}; \]
2. there exists \( \beta^* = \beta^*(s, p) \) such that
\[ -\frac{1}{p-1} < \beta^* < \frac{sp - 1}{p} \quad \text{and} \quad \lambda(\beta^*) = \lambda(s) = 0. \]

In particular, we have
\[ \lambda(\beta) \geq 0 \iff \beta^* \leq \beta \leq s. \]

**Proof.** We proceed similarly as in [6, Lemma B.1], but making a more complete study. For every \( 0 < t < 1 \), we consider the function defined by
\[ g(\beta) = J_p(1 - t^\beta) \left(1 - t^{sp p^{-1} - \beta(p-1)}\right), \quad \text{for } 0 \leq \beta < \frac{sp}{p-1}. \]
We discuss the monotonicity of such a function. We first observe that \( g(0) = 0 \). Let us take \( \beta \neq 0 \) and differentiate \( g \), we have
\[ g'(\beta) = (p-1) t^{sp - 1 - \beta(p-1)} \log t J_p(1 - t^\beta) \]
\[ - (p-1) t^\beta \log t \left(1 - t^{sp p^{-1} - \beta(p-1)}\right) J'_p(1 - t^\beta), \]
By observing that \( \log t < 0 \), \( J'_p(1 - t^\beta) > 0 \) and that \( J_p(1 - t^\beta) > 0 \) for \( \beta > 0 \), we get
\[ g'(\beta) \geq 0 \iff t^{sp - 1 - \beta(p-1)} (1 - t^\beta) - t^\beta \left(1 - t^{sp p^{-1} - \beta(p-1)}\right) \leq 0 \]
\[ \iff t^{sp - 1 - \beta(p-1)} \leq t^\beta \]
\[ \iff t^{sp - 1 - \beta p} \leq 1. \]
Since $0 < t < 1$, the last requirement is equivalent to
\[ \beta \leq \frac{sp - 1}{p}. \]

This implies that:

- if $sp < 1$, then $g$ is monotone decreasing on the whole interval $(0, (sp)/(p - 1))$ and thus
  \[ g(\beta) \leq g(0) = 0, \quad \text{for every } 0 \leq \beta < \frac{sp}{p - 1}; \]

- if $sp \geq 1$, then $g$ is monotone increasing on $(0, (sp - 1)/p)$ and monotone decreasing on
  $((sp - 1)/p, sp/(p - 1))$. In particular, it is maximal at $\beta = (sp - 1)/p$ and thus
  \[ g(\beta) \leq g \left( \frac{sp - 1}{p} \right) = \left( 1 - t^{\frac{sp - 1}{p}} \right)^p, \quad \text{for every } 0 \leq \beta < \frac{sp}{p - 1}. \]

We also observe that
\[ \left( 1 - t^{\frac{sp - 1}{p}} \right)^p \geq 0. \]

We now perform a similar discussion for $\beta < 0$: from (4.10), by noticing that this time
\[ J_p(1 - t^\beta) = -J_p(t^\beta - 1) < 0, \quad \text{while } J_p'(1 - t^\beta) = J_p'(t^\beta - 1), \]
we get again
\[ g'(\beta) \geq 0 \iff \beta \leq \frac{sp - 1}{p}. \]

As above, this implies that:

- if $sp < 1$, then $g$ is monotone increasing on $(-1/(p-1), (sp - 1)/p)$ and monotone decreasing on
  $((sp - 1)/p, 0)$. In particular, it is maximal at $\beta = (sp - 1)/p$ and thus
  \[ g(\beta) \leq g \left( \frac{sp - 1}{p} \right) = \left( t^{\frac{sp - 1}{p}} - 1 \right)^p, \quad \text{for every } -\frac{1}{p - 1} < \beta < 0. \]

We also observe that
\[ \left( t^{\frac{sp - 1}{p}} - 1 \right)^p \geq 0; \]

- if $sp \geq 1$, then $g$ is monotone increasing on the whole interval $(-1/(p - 1), 0)$ and thus
  \[ g(\beta) \leq \lim_{\tau \to 0^+} g(\tau) = 0, \quad \text{for every } -\frac{1}{p - 1} < \beta < 0. \]

In particular, this finally permits to infer that
\[ \max_{-\frac{1}{p - 1} < \beta < \frac{sp - 1}{p}} g(\beta) \leq \left| 1 - t^{\frac{sp - 1}{p}} \right|^p. \]

and such a maximal value is uniquely attained at $\beta = (sp - 1)/p$. By recalling that by definition
\[ \lambda(\beta) = 2 \int_0^1 \frac{g(\beta)}{(1 - t)^{1 + sp}} \, dt + \frac{2}{sp}, \]
the properties of $\lambda$ claimed in (1) follow from the above detailed discussion on $g$.

Finally, the fact that $\lambda(s) = 0$ has been proved in [28, Lemma 3.1]. The existence of the exponent $\beta^*$ now follows by using the monotonicity and continuity of $\lambda$, together with the fact that
\[ \lambda \left( \frac{sp - 1}{p} \right) > 0 \quad \text{and} \quad \lim_{\beta \to (-\frac{1}{p - 1})^+} \lambda(\beta) = -\infty. \]
This concludes the proof. □

**Remark 4.5** (The exponent $\beta^*$). For $p = 2$, the function $\lambda(\beta)$ is given by

$$
\lambda(\beta) = \int_0^1 \frac{1 - t^\beta}{(1 - t)^{1+2s}} (1 - t^{2s-1-\beta}) \, dt + \frac{1}{s}.
$$

It is not difficult to see that such a function is symmetric with respect to the maximum point $(2s - 1)/2$, i.e. we have

$$(4.11) \quad \lambda(2s - 1 - \beta) = \lambda(\beta), \quad \text{for every } -1 < \beta < 2s.
$$

Accordingly, the exponent $\beta^*$ in this case is simply given by

$$
\beta^* = 2s - 1 - s = s - 1.
$$

With such a choice, in view of (4.11), we have

$$
\lambda(s - 1) = \lambda(s) = 0.
$$

Another case where $\beta^*$ can be explicitly determined is when $sp = 1$. In this case, we have

$$
\lambda(\beta) = \int_0^1 \frac{J_p(1 - t^\beta)}{(1 - t)^2} \left( 1 - t^{-\beta(p-1)} \right) \, dt + 2,
$$

and we observe that

$$
J_p(1 - t^\beta) \left( 1 - t^{-\beta(p-1)} \right) = J_p(1 - t^{-\beta}) \left( 1 - t^{-\beta(p-1)} \right),
$$

thanks to the oddness and the homogeneity of $J_p$. This shows that $\beta \mapsto \lambda(\beta)$ is an even function, i.e.

$$
\lambda(\beta) = \lambda(-\beta), \quad \text{for every } -\frac{1}{p-1} < \beta < \frac{1}{p-1}.
$$

Thus, by recalling that $\lambda(s) = 0$, we get in this case that $\beta^* = -s = -1/p$.

### 4.2. The interval for $p = 2$.

By using the results of the previous subsection and the properties of the fractional Kelvin transform, in the case $p = 2$ we can “transplant” supersolutions on $H^1_+$ to construct suitable supersolutions in a bounded interval. We refer for example to [4] and [40, Appendix A] for the definition and properties of the fractional Kelvin transform, in connection with the fractional Laplacian.

In what follows, we use the notation

$$
I = (0,1) \quad \text{and} \quad d_I(t) = \min\{t, 1-t\}, \quad \text{for } t \in I.
$$

**Lemma 4.6.** Let $0 < s < 1$ and let $-1 < \beta < 2s$. We consider the function defined by

$$
f_\beta(t) := t^{2s-1-\beta} (1-t)^\beta, \quad \text{for } t \in I,
$$

extended by 0 to the complement of $I$. Then this is a positive local weak solution of the equation

$$
(-\Delta)^s u = \lambda(\beta) \frac{u}{(t(1-t))^{2s}}, \quad \text{in } I.
$$

In particular, it is a positive local weak supersolution of the equation (2.1), with $\lambda = \lambda(\beta)$. 
Proof. We first notice that the last part of the statement easily follows from the fact that

\[ t(1 - t) \leq \min\{t, 1 - t\}, \quad \text{for } t \in I. \]

Let us focus on proving that \( f_\beta \) is a solution of the claimed equation. By still using the notation of the previous subsection, we see that

\[ f_\beta(t) = t^{2s-1} U_\beta \left( \frac{1}{t} - 1 \right), \quad \text{for } t \in I. \]

Thus, \( f_\beta \) coincides with the fractional Kelvin transform of the “shifted” function

\[ x \mapsto U_\beta(x - 1), \]

defined on the half-line \((1, +\infty)\) and extended by 0 to its complement. Then the proof of the statement above consists in computing the fractional Laplacian of such a Kelvin transform. For every \( \varphi \in C^\infty_0((0, 1)) \), we write

\[
\int_{\mathbb{R} \times \mathbb{R}} \frac{(f_\beta(t) - f_\beta(\tau)) \left( \varphi(t) - \varphi(\tau) \right)}{|t - \tau|^{1+2s}} \, dt \, d\tau = \int_{\mathbb{R} \times \mathbb{R}} \frac{\left( |t|^{2s-1} U_\beta \left( \frac{1}{t} - 1 \right) - |\tau|^{2s-1} U_\beta \left( \frac{1}{\tau} - 1 \right) \right) \left( \varphi(t) - \varphi(\tau) \right)}{|t - \tau|^{1+2s}} \, dt \, d\tau.
\]

We then make the change of variable \( t = 1/x \) and \( \tau = 1/y \), so to get

\[
\int_{\mathbb{R} \times \mathbb{R}} \frac{(f_\beta(t) - f_\beta(\tau)) \left( \varphi(t) - \varphi(\tau) \right)}{|t - \tau|^{1+2s}} \, dt \, d\tau = \int_{\mathbb{R} \times \mathbb{R}} \left( |x|^{1-2s} U_\beta (x - 1) - |y|^{1-2s} U_\beta (y - 1) \right) \left( \varphi \left( \frac{1}{x} \right) - \varphi \left( \frac{1}{y} \right) \right) \frac{|x|^{2s-1} |y|^{2s-1} \, dx \, dy}{|x - y|^{1+2s}}
\]

\[
= \int_{\mathbb{R} \times \mathbb{R}} \left( |y|^{2s-1} U_\beta (x - 1) - |x|^{2s-1} U_\beta (y - 1) \right) \left( \varphi \left( \frac{1}{x} \right) - \varphi \left( \frac{1}{y} \right) \right) \frac{|x|^{2s-1} - |y|^{2s-1}}{|x - y|^{1+2s}} \, dx \, dy.
\]

We now observe that we have the following pointwise identity

\[
\left( |y|^{2s-1} U_\beta (x - 1) - |x|^{2s-1} U_\beta (y - 1) \right) \left( \varphi \left( \frac{1}{x} \right) - \varphi \left( \frac{1}{y} \right) \right)
\]

\[
= (U_\beta (x - 1) - U_\beta (y - 1)) \left( |x|^{2s-1} \varphi \left( \frac{1}{x} \right) - |y|^{2s-1} \varphi \left( \frac{1}{y} \right) \right)
\]

\[
- \left( U_\beta (x - 1) \varphi \left( \frac{1}{x} \right) - U_\beta (y - 1) \varphi \left( \frac{1}{y} \right) \right) \left( |x|^{2s-1} - |y|^{2s-1} \right).
\]
This implies that
\[
\iint_{\mathbb{R} \times \mathbb{R}} \frac{(f_\beta(t) - f_\beta(\tau)) (\varphi(t) - \varphi(\tau))}{|t - \tau|^{1+2s}} \, dt \, d\tau
= \iint_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(x - 1) - U_\beta(y - 1)) \left( |x|^{2s-1} \varphi \left( \frac{1}{x} \right) - |y|^{2s-1} \varphi \left( \frac{1}{y} \right) \right)}{|x - y|^{1+2s}} \, dx \, dy
- \iint_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(x - 1) \varphi \left( \frac{1}{x} \right) - U_\beta(y - 1) \varphi \left( \frac{1}{y} \right)) \left( |x|^{2s-1} - |y|^{2s-1} \right)}{|x - y|^{1+2s}} \, dx \, dy.
\]

The second integral on the right-hand side vanishes, thanks to the fact that the function \( x \mapsto |x|^{2s-1} \) is a local weak solution of 
\((\Delta)^s u = 0, \quad \text{in } \mathbb{R} \setminus \{0\},\)
(see [9, Theorem A.4]), once we observe that
\( x \mapsto U_\beta(x - 1) \varphi \left( \frac{1}{x} \right), \)
is an element of \( C^\infty_c((1, +\infty)) \).

We can now use the equation solved by \( x \mapsto U_\beta(x - 1) \): indeed, by Proposition 4.3 for every \( \psi \in C^\infty_c((1, +\infty)) \) we have
\[
\iint_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(x - 1) - U_\beta(y - 1)) \left( \psi(x) - \psi(y) \right)}{|x - y|^{1+2s}} \, dx \, dy = \lambda(\beta) \int_1^{+\infty} U_\beta(x - 1) \, \psi(x) \, dx.
\]
In particular, by choosing
\( \psi(x) = |x|^{2s-1} \varphi \left( \frac{1}{x} \right) , \)
and observing that this belongs to \( C^\infty_c((1, +\infty)) \) if \( \varphi \in C^\infty_c((0, 1)) \), we get
\[
\iint_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(x - 1) - U_\beta(y - 1)) \left( |x|^{2s-1} \varphi \left( \frac{1}{x} \right) - |y|^{2s-1} \varphi \left( \frac{1}{y} \right) \right)}{|x - y|^{1+2s}} \, dx \, dy
= \lambda(\beta) \int_1^{+\infty} U_\beta(x - 1) \, \frac{|x|^{2s-1}}{(x - 1)^{2s}} \varphi \left( \frac{1}{x} \right) \, dx.
\]
Finally, by changing back variable \( x = 1/t \) in the last integral, we get with simple manipulations
\[
\lambda(\beta) \int_1^{+\infty} U_\beta(x - 1) \, \frac{|x|^{2s-1}}{(x - 1)^{2s}} \varphi \left( \frac{1}{x} \right) \, dx = \lambda(\beta) \int_0^1 \frac{f_\beta(t)}{t^{2s}(1 - t)^{2s}} \varphi(t) \, dt.
\]
This concludes the proof. \( \square \)

**Remark 4.7.** The previous result has been greatly inspired to us by the reading of [17]. More precisely, in [17, Lemma 2.1] it is computed the fractional Laplacian of order \( s \) of the function
\[(4.12) \quad w(x) = (1 - x^2)^\beta, \quad \text{for } x \in (-1, 1).\]

In [17] the equation obtained is similar, though a bit different: the computation uses the Kelvin transformation, as well, even if in a slightly implicit fashion. In other words, in [17] the function \( w \)
is not displayed as the conformal transplantation of a solution on the half-line: in this respect, we believe that our proof above has its own interest.

In order to compare our function $f_\beta$ with Dyda’s one (4.12), we observe that by making the change of variable $x = 2t - 1$, we get

$$W(t) = w(2t - 1) = (1 - (2t - 1)^2)^\beta = 4^\beta t^\beta (1 - t)^\beta,$$

for $t \in I$.

Up to the unessential multiplicative factor $4^\beta$, we see that Dyda’s function coincides with ours if and only if

$$2s - 1 - \beta = \beta \quad \text{i.e.} \quad \beta = \frac{2s - 1}{2}.$$ 

Incidentally, we notice that this is the value of $\beta$ which makes $\lambda(\beta)$ the largest possible, by Proposition 4.4.

**Remark 4.8.** By recalling Remark 4.5, from Lemma 4.6 we get in particular that, with the choices $\beta = s$ and $\beta = s - 1$, the two functions

$$t \mapsto t^{s-1} (1 - t)^s \quad \text{and} \quad t \mapsto t^s (1 - t)^{s-1},$$

are locally weakly $s$-harmonic on $I$.

### 5. Construction of supersolutions in convex sets

In what follows, for an open set $\Omega \subset \mathbb{R}^N$ we will use the shortcut notation

$$U_\beta := d_\Omega^\beta,$$

where this function is extended by 0 to the complement $\mathbb{R}^N \setminus \Omega$. In particular, in the borderline case $\beta = 0$, this has to be intended as the characteristic function of $\Omega$.

**Lemma 5.1.** Let $1 < p < \infty$ and $0 < s < 1$. Let $\Omega \subset \mathbb{R}^N$ be an open bounded convex set. For every

$$-\frac{1}{p - 1} < \beta,$$

we have

$$U_\beta \in W^{s,p}_{\text{loc}}(\Omega) \cap L^{p-1}_s(\mathbb{R}^N).$$

If $\Omega$ is unbounded, then this property is still true, provided that we further assume

$$\beta < \frac{s p}{p - 1}.$$ 

**Proof.** The fact that $U_\beta \in W^{s,p}_{\text{loc}}(\Omega)$ easily follows from its local Lipschitz character. In order to show that $U_\beta \in L^{p-1}_s(\mathbb{R}^N)$, if $\Omega$ is bounded it is enough to show that $U_\beta \in L^{p-1}(\Omega)$. To prove this, we can confine ourselves to consider $\beta < 0$ (otherwise there is nothing to prove). By using the Caccioppoli Formula and indicating by $r_\Omega$ the supremum of $d_\Omega$ over $\Omega$, we have

$$\int_\Omega U_\beta^{p-1} dx = \int_0^{r_\Omega} t^{\beta(p-1)} \mathcal{H}^{N-1}(\{x \in \Omega : d_\Omega = t\}) dt \leq \mathcal{H}^{N-1}(\partial \Omega) \int_0^{r_\Omega} t^{\beta(p-1)} dt.$$

We then observe that the last integral is finite, provided $\beta > -1/(p - 1)$. Observe that we used the monotonicity of the surface area of convex sets with respect to set inclusion (see [11, Lemma 2.2.2]), in the last estimate.
If \( \Omega \) is an unbounded convex set, not coinciding with \( \mathbb{R}^N \), the proof above still shows that \( U_\beta \in W^{s,p}_{\text{loc}} \cap L^{p-1}_{\text{loc}}(\Omega) \). In order to conclude, we need to prove that
\[
\int_{\mathbb{R}^N} \frac{U_\beta^{p-1}}{(1 + |x|)^{N + sp}} \, dx < +\infty, \quad \text{if } \beta < \frac{sp}{p-1}.
\]
For \( \beta \leq 0 \) such a property is straightforward. For \( \beta > 0 \), it is sufficient to fix \( x_0 \in \partial \Omega \) and observe that (recall that \( U_\beta \) vanishes outside \( \Omega \))
\[
U_\beta(x) \leq |x - x_0|^\beta, \quad \text{for every } x \in \mathbb{R}^N.
\]
We then obtain
\[
\int_{\mathbb{R}^N} \frac{U_\beta^{p-1}}{(1 + |x|)^{N + sp}} \, dx \leq \int_{\mathbb{R}^N} \frac{|x - x_0|^\beta (p-1)}{(1 + |x|)^{N + sp}} \, dx.
\]
It is easily seen that the last integral converges if \( \beta (p-1) < sp \).
\[\square\]

For every \( k \in \mathbb{N} \) and \( \alpha > 0 \), we recall that we set
\[
I(k; \alpha) = \int_0^{+\infty} t^k (1 + t^2)^{-\frac{k+2+\alpha}{2}} \, dt.
\]
Then we observe that for \( N \geq 2 \) and every \( m > 0 \), by using the \((N-1)\)–dimensional spherical coordinates and a change of variable, we have
\[
\int_{\mathbb{R}^{N-1}} \frac{dy'}{(m^2 + |x' - y'|^2)^{N + sp}} = \frac{(N-1)\omega_{N-1}}{m^{1+sp}} I(N-2; sp).
\]
In what follows, we still denote by \( \lambda(\beta) \) the constant given by (4.4), while \( C_{N,s,p} \) is defined in (1.10).
We refer to Remark 5.3 below, for a comment about the sharpness of the restriction \( \beta \geq 0 \).

**Theorem 5.2.** Let \( 1 < p < \infty \) and \( 0 < s < 1 \). Let \( \Omega \subset \mathbb{R}^N \) be an open convex set. Then:

1. if \( 0 \leq \beta < \frac{sp}{p-1} \), the function \( U_\beta \) is a local weak supersolution of (2.1), with \( \lambda = C_{N,s,p} \lambda(\beta) \);

2. if \( \Omega \) is a half-space and \( -\frac{1}{p-1} < \beta < \frac{sp}{p-1} \), the function \( U_\beta \) is a local weak solution of (2.1), still with \( \lambda = C_{N,s,p} \lambda(\beta) \).

**Proof.** We will use a simple geometric construction, already exploited in the proof of [5, Proposition 3.2], in conjunction with the formula (5.1). We take \( x \in \Omega \) and let \( \overline{x} \in \partial \Omega \) be a point such that
\[
d_{\Omega}(x) = |x - \overline{x}|.
\]
Since \( \Omega \) is convex, there exists a supporting hyperplane for it at the point \( \overline{x} \). Without loss of generality, we can suppose that such a supporting hyperplane coincides with
\[
\mathbb{H}^N_+ := \mathbb{R}^{N-1} \times (0, +\infty),
\]
and thus
\[
x = (x', x_N) \text{ with } x_N > 0, \quad \overline{x} = (x', 0) \quad \text{and} \quad d_{\Omega}(x) = x_N.
\]
Moreover, we have \( \Omega \subset \mathbb{H}^N_+ \). We now observe that for every other \( y = (y', y_N) \in \Omega \), by convexity
it results

\[ d_\Omega(y) \leq y_N, \]

see Figure 3. By observing that the distance function vanishes in the complement of \( \Omega \), we actually have

\[ d_\Omega(y) \leq (y_N)_+, \quad \text{for every} \ y = (y', y_N) \in \mathbb{R}^N. \]

By recalling the definition of \( U_\beta \), we thus get that for every \( y \in \mathbb{R}^N \) and \( \beta \geq 0 \)

\[ U_\beta(x) - U_\beta(y) = d_\Omega(x)^\beta - d_\Omega(y)^\beta \geq (x_N)_+^\beta - (y_N)_+^\beta. \]

For every \( 0 < \varepsilon \ll 1 \) and for every \( x \in \mathbb{R}^N \), we introduce the conical set

\[ K_\varepsilon(x) = \left\{ y \in \mathbb{R}^N : \min\{(1 - \varepsilon)x_N, (1 + \varepsilon)x_N\} \leq y_N \leq \max\{(1 - \varepsilon)x_N, (1 + \varepsilon)x_N\} \right\}. \]

Recalling that \( x_N > 0 \), we now use (5.2) and the monotonicity of \( \tau \mapsto J_p(\tau) \): we obtain for \( \beta \geq 0 \) and \( 0 < \varepsilon \ll 1 \)

\[ \int_{\mathbb{R}^N \setminus K_\varepsilon(x)} \frac{J_p(U_\beta(x) - U_\beta(y))}{|x - y|^{N+s_p}} \, dy \geq \int_{\mathbb{R}^N \setminus K_\varepsilon(x)} \frac{J_p((x_N)_+^\beta - (y_N)_+^\beta)}{|x - y|^{N+s_p}} \, dy. \]

If \( N \geq 2 \), the last integral can be written as

\[ \int_{\mathbb{R}^N \setminus K_\varepsilon(x)} \frac{J_p(U_\beta(x) - U_\beta(y))}{|x - y|^{N+s_p}} \, dy \geq \int_{\mathbb{R}^N \setminus K_\varepsilon(x)} \frac{J_p((x_N)_+^\beta - (y_N)_+^\beta)}{|x - y|^{N+s_p}} \, dy \]

\[ = \int_{\mathbb{R} \setminus I_\varepsilon(x_N)} \frac{J_p((x_N)_+^\beta - (y_N)_+^\beta)}{|x - y|^{N+s_p}} \, dy \]

\[ \times \left( \int_{\mathbb{R}^{N-1}} \frac{dy'}{(|x_N - y_N|^2 + |x' - y'|^2)^{\frac{N-s_p}{2}}} \right) \, dy_N, \]

where \( I_\varepsilon(x_N) \) is the same interval as in (4.1). If we now use (5.1) with \( m = |x_N - y_N| \), we get

\[ \int_{\mathbb{R}^{N-1}} \frac{dy'}{(|x_N - y_N|^2 + |x' - y'|^2)^{\frac{N-s_p}{2}}} = \frac{C_{N,s_p}}{|x_N - y_N|^{1+s_p}}. \]
Thus, we obtain from (5.3)
\[
\int_{\mathbb{R}^N \setminus \mathcal{K}_\epsilon(x)} \frac{J_p(U_\beta(x) - U_\beta(y))}{|x - y|^{N + sp}} \, dy \geq C_{N, sp} \int_{\mathbb{R}^N \setminus \mathcal{I}_\epsilon(x_N)} \frac{J_p \left( (x_N)_+^\beta - (y_N)_+^\beta \right)}{|x_N - y_N|^{1 + sp}} \, dy_N.
\]
By recalling that we set \( C_{1, s, p} = 1 \), the above formula obviously holds for \( N = 1 \), as well: actually, it coincides with (5.3).

By the definition (4.5) and the identity (4.7), we have for \( x_N > 0 \)
\[
2 \int_{\mathbb{R}^N \setminus \mathcal{I}_\epsilon(x_N)} \frac{J_p \left( (x_N)_+^\beta - (y_N)_+^\beta \right)}{|x_N - y_N|^{1 + sp}} \, dy_N = F_\epsilon(x_N) = \lambda_\epsilon(\beta) \frac{x_N^{p-1}}{x_N^p} = \lambda_\epsilon(\beta) \frac{U_\beta(x)^{p-1}}{d_\Omega(x)^s p}.
\]
Moreover, we recall that (see the proof of Proposition 4.3)
\[
\lambda_\epsilon(\beta) = 2 \int_0^{1-\epsilon} \frac{J_p(1 - \tau^\beta)}{|1 - \tau|^{1 + sp}} (1 - \tau^{s p - \beta (p-1)}) \, d\tau + 2 \int_{1-\epsilon}^{1+\epsilon} \frac{J_p(\tau^\beta - 1)}{|\tau - 1|^{1 + sp}} \tau^{s p - \beta (p-1)} \, d\tau + \frac{2}{s p},
\]
and
\[
\lim_{\epsilon \to 0^+} \lambda_\epsilon(\beta) = \lambda(\beta).
\]
Thus we have
\[
2 C_{N, s, p} \int_{\mathbb{R}^N \setminus \mathcal{I}_\epsilon(x_N)} \frac{J_p \left( (x_N)_+^\beta - (y_N)_+^\beta \right)}{|x_N - y_N|^{1 + sp}} \, dy_N = C_{N, s, p} \lambda_\epsilon(\beta) \frac{U_\beta(x)^{p-1}}{d_\Omega(x)^s p}.
\]
This in turn leads to
\[
2 \int_{\mathbb{R}^N \setminus \mathcal{K}_\epsilon(x)} \frac{J_p(U_\beta(x) - U_\beta(y))}{|x - y|^{N + sp}} \, dy \geq C_{N, s, p} \lambda_\epsilon(\beta) \frac{U_\beta(x)^{p-1}}{d_\Omega(x)^s p}.
\]
We take \( \varphi \in C_0^\infty(\Omega) \) non-negative, multiply the previous inequality by \( \varphi(x) \) and integrate over \( \Omega \). We get
\[
2 \int_\Omega \left( \int_{\mathbb{R}^N \setminus \mathcal{K}_\epsilon(x)} \frac{J_p(U_\beta(x) - U_\beta(y))}{|x - y|^{N + sp}} \, dy \right) \varphi(x) \, dx \geq C_{N, s, p} \lambda_\epsilon(\beta) \int_\Omega \frac{U_\beta(x)^{p-1}}{d_\Omega(x)^s p} \varphi(x) \, dx.
\]
On the other hand, we have
\[
\frac{J_p(U_\beta(x) - U_\beta(y)) (\varphi(x) - \varphi(y))}{|x - y|^{N + sp}} \in L^1(\mathbb{R}^N \times \mathbb{R}^N),
\]
thanks to Lemma 5.1. Thus by the Dominated Convergence Theorem, we get
\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{J_p(U_\beta(x) - U_\beta(y)) (\varphi(x) - \varphi(y))}{|x - y|^{N + sp}} \, dx \, dy = \lim_{\epsilon \to 0^+} \int_{(\mathbb{R}^N \times \mathbb{R}^N) \setminus C_\epsilon} \frac{J_p(U_\beta(x) - U_\beta(y)) (\varphi(x) - \varphi(y))}{|x - y|^{N + sp}} \, dx \, dy,
\]
where
\[
C_\epsilon = \left\{ (x, y) \in \mathbb{R}^N \times \mathbb{R}^N : \min\{(1 - \epsilon) x_N, (1 + \epsilon) x_N\} \leq y_N \leq \max\{(1 - \epsilon) x_N, (1 + \epsilon) x_N\} \right\}.
\]
Moreover, for every $0 < \varepsilon \ll 1$ we have
\[
\frac{J_p(U_\beta(x) - U_\beta(y))}{|x - y|^{N + sp}} \varphi(x) \in L^1((\mathbb{R}^N \times \mathbb{R}^N) \setminus \mathcal{C}_\varepsilon).
\]
Thus with a simple change of variables, we get
\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} J_p(U_\beta(x) - U_\beta(y)) \frac{(\varphi(x) - \varphi(y))}{|x - y|^{N + sp}} \, dx \, dy
\]
\[
= \lim_{\varepsilon \to 0^+} \int_{(\mathbb{R}^N \times \mathbb{R}^N) \setminus \mathcal{C}_\varepsilon} J_p(U_\beta(x) - U_\beta(y)) \frac{(\varphi(x) - \varphi(y))}{|x - y|^{N + sp}} \, dx \, dy.
\]
\[
= 2 \lim_{\varepsilon \to 0^+} \int_{\Omega} \left( \int_{\mathbb{R}^N \setminus \mathcal{C}_\varepsilon(x)} J_p(U_\beta(x) - U_\beta(y)) \frac{d}{|x - y|^{N + sp}} \right) \varphi(x) \, dx.
\]
Observe that we also used Fubini’s Theorem for every fixed $0 < \varepsilon \ll 1$, in order to arrive at the last integral. By joining (5.4) and (5.5), we finally get
\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} J_p(U_\beta(x) - U_\beta(y)) \frac{(\varphi(x) - \varphi(y))}{|x - y|^{N + sp}} \, dx \, dy \geq C_{N,sp} \lambda(\beta) \int_{\Omega} U_\beta(x)^{p-1} \varphi(x) \, dx,
\]
which is the desired conclusion for $\beta \geq 0$.

In order to prove the second statement, we first observe that if $\Omega$ is a half-space, we can assume for simplicity that
\[
\Omega = \mathbb{H}_+^N.
\]
Then, in the case $N = 1$, the statement has been proved in Proposition 4.3. For $N \geq 2$, it suffices to observe that we have equalities everywhere in the previous argument, even for $\beta < 0$, provided it is an admissible exponent. □

**Remark 5.3** (Optimality of Theorem 5.2). As a consequence of Proposition 4.4, we have that
\[
C_{N,sp} \lambda(\beta) \leq C_{N,sp} \lambda \left( \frac{sp - 1}{p} \right), \quad \text{for every } -1 < \beta < \frac{sp}{p}.
\]
Thus, even in the more general case of a convex subset $\Omega$, the choice
\[
\beta = \frac{sp - 1}{p},
\]
still produces a supersolution of (2.1), which has the largest possible $\lambda$, among supersolutions of this type. However, it should be noticed that, in light of Theorem 5.2, such a choice is now feasible only for
\[
\frac{sp - 1}{p} \geq 0 \quad \text{i.e.} \quad sp \geq 1,
\]
unless $\Omega$ is a half-space. Moreover, if the convex set $\Omega$ is not a half-space, such a result is optimal in the following sense: already in the borderline case $sp = 1$, the function $U_\beta$ with $\beta < 0$ is not a supersolution of (2.1). See Lemma A.1 below for a simple counter-example.
6. The sharp fractional Hardy inequality for convex sets

In this section we still use the notation (1.2). We start with the following general fact.

**Proposition 6.1.** Let $1 < p < \infty$ and $0 < s < 1$. For every $\Omega \subset \mathbb{R}^N$ open convex set, we have

$$h_{s,p}(\Omega) \leq h_{s,p}(\mathbb{H}^N_+) \cdot$$

**Proof.** In dimension $N = 1$, we suppose $\Omega \subset \mathbb{R}$ to be a bounded interval. Thanks to (3.1), we can assume that $\Omega = I = (0, 1)$. We take $\psi \in C^\infty_0(\mathbb{H}^N_+)$ and define the rescaled function

$$\psi_\varepsilon(t) = \psi\left(\frac{t}{\varepsilon}\right).$$

We observe that for $\varepsilon > 0$ sufficiently small, we have $\psi_\varepsilon \in C^\infty_0(I)$. We compute

$$\int_I \left| \psi_\varepsilon \right|^p dt = \int_0^1 \frac{\left| \psi\left(\frac{t}{\varepsilon}\right) \right|^p}{(\min\{t, 1-t\})^sp} dt = \varepsilon^{1-sp} \int_0^1 \frac{\left| \psi(\tau) \right|^p}{(\min\{\tau, \varepsilon^{-1} - \tau\})^{sp}} d\tau.$$

By recalling that $\psi$ is compactly supported, we get that for $0 < \varepsilon \ll 1$ we have

$$\min\{\tau, \varepsilon^{-1} - \tau\} = \tau, \quad \text{for } \tau \text{ in the support of } \psi.$$

In conclusion, we get for every $\psi \in C^\infty_0(\mathbb{H}^N_+)$

$$h_{s,p}(I) \leq \lim_{\varepsilon \to 0^+} \int_I \frac{\left| \psi_\varepsilon \right|^p}{d^p} dt = \lim_{\varepsilon \to 0^+} \int_0^1 \frac{\left| \psi(\tau) \right|^p}{\varepsilon^{sp}} d\tau = \int_0^{+\infty} \frac{\left| \psi(\tau) \right|^p}{\tau^{sp}} d\tau.$$

By arbitrariness of $\psi$, this gives the claimed inequality.

For the case $N \geq 2$, we can repeat the same proof of [33, Theorem 5], which deals with the local case, up to some very minor modifications. We just recall that the proof in [33] is based on a scaling argument as in the one-dimensional case exposed above, together with the fact that a convex set admits a tangent hyperplane at almost every boundary point. $\square$

6.1. The case of the half-space. For an half-space, we can determine the sharp Hardy constant without restrictions on the product $sp$.

**Theorem 6.2.** Let $1 < p < \infty$ and $0 < s < 1$. For every $N \geq 1$ we have

$$h_{s,p}(\mathbb{H}^N_+) = C_{N,s,p} \Lambda_{s,p},$$

where $\Lambda_{s,p}$ and $C_{N,s,p}$ are defined by (1.9) and (1.10), respectively. Moreover, such a constant is not attained.

**Proof.** By combining (1.6) and Theorem 5.2 for $\Omega = \mathbb{H}^N_+$, we immediately obtain

$$h_{s,p}(\mathbb{H}^N_+) \geq C_{N,s,p} \lambda(\beta), \quad \text{for every } -\frac{1}{p-1} < \beta < \frac{sp}{p-1}.$$

Moreover, by Proposition 4.4, we know that the right-hand side is maximal for $\beta = (sp-1)/p$ and thus

$$h_{s,p}(\mathbb{H}^N_+) \geq C_{N,s,p} \lambda\left(\frac{sp-1}{p}\right) = C_{N,s,p} \Lambda_{s,p}.$$
In order to prove that the right-hand side actually gives the sharp constant, we distinguish two cases: \( N = 1 \) and \( N \geq 2 \). We will show that the latter reduces to the former: this is quite a standard fact for the Hardy inequality, but we prefer to give the details, since some non-trivial computations are needed. For the case \( N = 1 \), we will use a slightly different family of trial functions with respect to [24, 25]: this permits to treat the cases \( sp < 1 \) and \( sp \geq 1 \) at the same time.

\( \text{Sharpness: case } N = 1. \) We need to prove that

\[
\mathfrak{h}_{s,p}(\mathbb{H}^1_+) \leq \Lambda_{s,p}.
\]

We take a cut-off function \( \psi \in C_0^\infty ((-\infty, 2)) \) such that

\[
0 \leq \psi \leq 1, \quad \psi \equiv 1, \text{ on } [0, 1], \quad |\psi'| \leq \bar{C},
\]

and we use the trial function

\[
\phi_\beta = U_\beta \psi, \quad \text{with } \frac{sp - 1}{p} < \beta < s.
\]

According to Lemma 4.1 and Lemma 2.8, this function belongs to \( \tilde{W}^{s,p}_0(\mathbb{H}^1_+) \). In light of the estimate (2.2) and the properties of the cut-off, we get

\[
(6.1) \quad \mathfrak{h}_{s,p}(\mathbb{H}^1_+) \leq \frac{[\phi_\beta]_{W^{s,p}(\mathbb{R})}^p}{\int_0^{\infty} \frac{[\phi_\beta(x)]^p}{x^{sp}} \, dx} \leq \frac{[U_\beta \psi]_{W^{s,p}((0,2))}^p}{\int_0^{2} \frac{(U_\beta \psi)^p}{x^{sp}} \, dx} + \frac{2}{sp} + \frac{2^{1+p-s}p}{sp} \bar{C} \int_0^{2} \frac{(U_\beta \psi)^p}{x^{sp}} \, dx.
\]

We evaluate separately the two quotients on the right-hand side. For the first one, by using the estimate (2.3), we have

\[
\left( \int_0^{2} \frac{(U_\beta \psi)^p}{x^{sp}} \, dx \right)^\frac{1}{p} \leq \left( \int_0^{2} \frac{(U_\beta)^p}{x^{sp}} \, dx \right)^{\frac{1}{p}} + \left( \frac{c}{s(1-s)} \right)^{\frac{1}{p}} \bar{C} \|U_\beta\|_{L^p((0,2))}.
\]

Moreover, by recalling the definition of \( U_\beta \), we note that

\[
\lim_{\beta \to \left( \frac{s-p}{p} \right)_+} \int_0^{2} \frac{(U_\beta \psi)^p}{x^{sp}} \, dx = \lim_{\beta \to \left( \frac{s-p}{p} \right)_+} \int_0^{\frac{\psi p}{x^{sp}-\beta p}} dx = +\infty,
\]

thus the denominator diverges as \( \beta \) goes to \( (sp - 1)/p \). Coming back to (6.1), this entails that

\[
(6.2) \quad \lim_{\beta \to \left( \frac{s-p}{p} \right)_+} \int_0^{2} \frac{(U_\beta \psi)^p}{x^{sp}} \, dx \leq 2 \int_0^1 \frac{|1 - \frac{\psi p}{t^{s-p}}|^p}{(1-t)^{1+sp}} \, dt,
\]

We claim that

\[
\lim_{\beta \to \left( \frac{s-p}{p} \right)_+} \int_0^{2} \frac{(U_\beta \psi)^p}{x^{sp}} \, dx \leq 2 \int_0^1 \frac{|1 - \frac{\psi p}{t^{s-p}}|^p}{(1-t)^{1+sp}} \, dt,
\]

In light of the estimate (2.3), we have

\[
\left( \int_0^{2} \frac{(U_\beta \psi)^p}{x^{sp}} \, dx \right)^\frac{1}{p} \leq \left( \int_0^{2} \frac{(U_\beta)^p}{x^{sp}} \, dx \right)^{\frac{1}{p}} + \left( \frac{c}{s(1-s)} \right)^{\frac{1}{p}} \bar{C} \|U_\beta\|_{L^p((0,2))}.
\]

Moreover, by recalling the definition of \( U_\beta \), we not
this would conclude the proof, by recalling the definition (1.9) of \( \Lambda_{s,p} \). By using the form of \( U_\beta \) we have

\[
\int_0^1 \frac{(U_\beta)^p}{x^s} \, dx = \int_0^1 x^{\beta p - s p} \, dt = \frac{1}{\beta p - s p + 1}.
\]

Thus in order to prove (6.2), we just need to show that

\[
\limsup_{\beta \to (\frac{s p}{p} - 1)^+} (\beta p - s p + 1) [U_\beta]^p_{W^{s,p}(0,2)} \leq 2 \int_0^1 \frac{1 - t^{p-1}}{(1-t)^{1+sp}} \, dt.
\]

By recalling the estimate (4.3) from Remark 4.2, we have

\[
[U_\beta]^p_{W^{s,p}(0,2)} \leq \left( \int_0^1 \frac{1 - t^p}{1 - t} \, dt \right) (1 + t^{sp-p} \beta^{-1}) \frac{2 \beta p - s p + 1}{\beta p - s p + 1}.
\]

Hence, by taking the limit as \( \beta \) goes to \( (sp - 1)/p \) and using the Dominated Convergence Theorem, we get (6.2), as desired. This proves the sharpness for \( N = 1 \).

**Sharpness: case \( N \geq 2 \).** We will show that this can be reduced to the previous case, by proceeding as in [24, Theorem 1.1] and [37, Proposition 3.2]. Let \( \eta \in C_0^\infty((0, +\infty)) \) and \( \chi \in C_0^\infty((-1, 1)^{N-1}) \), we use the test function

\[
\varphi = \chi_M(x') \eta(x_N), \quad \text{where } \chi_M(x') := \frac{M^{\frac{1-N}{p}}}{\|\chi\|_{L^p(\mathbb{R}^{N-1})}} \chi\left(\frac{x'}{M}\right).
\]

Observe that by construction the function \( \chi_M \) has compact support on \((-M,M)^{N-1}\) and unit \( L^p \) norm. We thus obtain

\[
b_{s,p}(\mathbb{H}_N) \leq \int_{\mathbb{R}^N} \frac{[\eta \chi_M]^p_{W^{s,p}(\mathbb{R}^N)}}{x_N^p} \, dx \int_0^{+\infty} \frac{\eta^p}{x_N^p} \, dx_N,
\]

where in the last identity we used Fubini’s Theorem and the properties of \( \chi_M \). In order to estimate the seminorm, we first use Minkowski’s inequality

\[
[\eta \chi_M]_{W^{s,p}(\mathbb{R}^N)} \leq \left( \int_{\mathbb{R}^N} \frac{|\chi_M(x')|^p \eta(x_N) - \eta(y_N)|^p}{|x - y|^{N+s p}} \, dx \, dy \right)^{\frac{1}{p}}
\]

\[
+ \left( \int_{\mathbb{R}^N} \frac{|\eta(y_N)|^p |\chi_M(x') - \chi_M(y')|^p}{|x - y|^{N+s p}} \, dx \, dy \right)^{\frac{1}{p}},
\]

and we focus separately on the two integrals on the right-hand side. For the first integral, we use Fubini’s Theorem and the identity (5.1), so to get

\[
\int_{\mathbb{R}^N} \frac{|\chi_M(x')|^p |\eta(x_N) - \eta(y_N)|^p}{|x - y|^{N+s p}} \, dx \, dy
\]

\[
= C_{N,s,p} \left( \int_{\mathbb{R}^{N-1}} |\chi_M(x')|^p \, dx' \right) \left( \int_{\mathbb{R} \times \mathbb{R}} \frac{|\eta(x_N) - \eta(y_N)|^p}{|x_N - y_N|^{1+s p}} \, dx_N \, dy_N \right) = C_{N,s,p} \left| \eta \right|_{W^{s,p}(\mathbb{R})}.
\]
On the other hand, by using a computation similar to (5.1), we have
\[ \int_{\mathbb{R}} \frac{1}{(|x_N - y_N|^2 + |x' - y'|^2)^{\frac{N+2}{2}}} \, dx_N = \frac{2}{|x' - y'|^{N-1+s_p}} \int_0^{+\infty} (1 + t^2)^{\frac{N+2}{2}} \, dt = C \frac{1}{|x' - y'|^{N-1+s_p}}. \]
Thus, it holds
\[ \int_{\mathbb{R}^N \times \mathbb{R}^N} |\eta(y_N)|^p |\chi_M(x') - \chi_M(y')|^p \, dx \, dy = C \int_{\mathbb{R}} |\eta(y_N)|^p \, dy \left( \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{\chi_M(x') - \chi_M(y')|^p}{|x' - y'|^{N-1+s_p}} \, dx' \, dy' \right) \]
\[ = C \frac{\|\eta\|_{L^p(\mathbb{R})}^p \|\chi\|_{W^{s,p}(\mathbb{R}^{N-1})}^p}{M^{s_p}}. \]
In the last identity we used the definition of \( \chi_M \) and a change of variable. Then, it follows that
\[ \left( h_{s,p}(H^N_+) \right)^\frac{\beta}{p} \leq (C_{N,s,p})^\frac{\beta}{p} \frac{\|\eta\|_{W^{s,p}(\mathbb{R})}^p}{\left( \int_0^{+\infty} \frac{\eta^p}{x_N^N} \, dx \right)^\frac{\beta}{p}} + C^\frac{\beta}{p} \frac{\|\eta\|_{L^p(\mathbb{R})}}{M^{s_p}} \frac{\|\chi\|_{W^{s,p}(\mathbb{R}^{N-1})}^p}{\left( \int_0^{+\infty} \frac{\eta^p}{x_N^N} \, dx \right)^\frac{\beta}{p}}. \]
By letting \( M \) go to +\( \infty \) and thanks to the arbitrariness of \( \eta \in C_0^\infty((0, +\infty)) \), we obtain
\[ h_{s,p}(H^N_+) \leq C_{N,s,p} h_{s,p}(H^N_+) = C_{N,s,p} \Lambda_{s,p}, \]
as desired. The last identity follows from the sharpness for \( N = 1 \).

The fact that \( h_{s,p}(H^N_+) \) is not attained follows directly from Proposition 3.5, since by Theorem 5.2 we found a local weak solution of (2.1) with \( \lambda = h_{s,p}(H^N_+) \), of the form
\[ u = d_{H^N_+}^{\frac{s_p-1}{p}}. \]
The proof is over.

\[ \square \]

6.2. The case \( s \, p \geq 1 \).

**Theorem 6.3.** Let \( 1 < p < \infty \) and \( 0 < s < 1 \) be such that \( s \, p \geq 1 \). Then for every \( \Omega \subset \mathbb{R}^N \) open convex set, we have
\[ h_{s,p}(\Omega) = C_{N,s,p} \Lambda_{s,p}, \]
where \( \Lambda_{s,p} \) and \( C_{N,s,p} \) are defined by (1.9) and (1.10), respectively. Moreover, such a constant is not attained.

**Proof.** We suppose that \( \Omega \) is not a half-space, otherwise there is nothing to prove. By appealing to (1.6) and Theorem 5.2, we get
\[ h_{s,p}(\Omega) \geq C_{N,s,p} \lambda(\beta), \]
for every \( 0 \leq \beta < \frac{s \, p}{p - 1} \).

Again by Proposition 4.4, we know that the right-hand side is maximal for \( \beta = (s \, p - 1)/p \) such a choice is feasible, thanks to the assumption \( s \, p \geq 1 \). We thus get
\[ h_{s,p}(\Omega) \geq C_{N,s,p} \lambda \left( \frac{s \, p - 1}{p} \right) = C_{N,s,p} \Lambda_{s,p}. \]
On the other hand, by Proposition 6.1 we know that
\[ h_{s,p}(\Omega) \leq h_{s,p}({\mathbb H}_+^N). \]
By combining the latter with Theorem 6.2, we finally get
\[ h_{s,p}(\Omega) \leq C_{N,s,p} \Lambda_{s,p}, \]
as well. This proves that \( h_{s,p}(\Omega) \) has the claimed expression.

Finally, the fact that \( h_{s,p}(\Omega) \) is not attained follows directly from Proposition 3.5, since by
Theorem 5.2 we found a local weak supersolution of (2.1) with \( \lambda = h_{s,p}(\Omega) \), having the form
\[ u = d^{\frac{p-1}{p}}. \]
This concludes the proof. \( \square \)

Remark 6.4 (A lower bound in the case \( s p < 1 \)). As already said, in the case \( s p < 1 \) the maximal
choice for \( \beta \) is not feasbile. In this case we can choose in (6.3) the exponent \( \beta = 0 \) and get at least
a lower bound, i.e.
\[ h_{s,p}(\Omega) \geq C_{N,s,p} \lambda(0) = C_{N,s,p} \frac{2}{s p}. \]

6.3. The case \( 0 < s < 1 \) and \( p = 2 \). We first highlight the following consequence of Lemma 4.6.
The resulting inequality is the same as [17, Corollary 1.3] by Bartłomiej Dyda.

Proposition 6.5. Let \( 0 < s < 1 \) and let \( a < b \) be two real numbers. We have the following
one-dimensional Hardy-type inequality
\begin{equation}
\Lambda_{s,2} \int_a^b |u|^2 \left[ \frac{1}{t-a} + \frac{1}{b-t} \right]^{2s} \, dt \leq |u|_{W^{s,2}({\mathbb R})}^2,
\end{equation}
for every \( u \in \widetilde{W}_0^{s,2}((a,b)). \) In particular, we have
\[ h_{s,2}(a,b) = \Lambda_{s,2}. \]
and such a constant is not attained.

Proof. By recalling (3.1), we can suppose that \( (a,b) = (0,1) = I \). Then the proof of the inequality
(6.4) is the same as in [17] and it follows the same lines as that of [2, Lemma 4.1, point (i)]: it is
sufficient to take
\[ f_\beta(t) := t^{2s-1-\beta} (1-t)^\beta, \quad \text{with} \quad \beta = \frac{2s-1}{2}, \]
observing that this weakly solves
\[ (-\Delta)^s u = \Lambda_{s,2} \frac{u}{t(1-t)}^{2s}, \quad \text{in} \ I, \]
and then make a suitable application of the discrete Picone inequality.

As for the sharp fractional Hardy constant, by observing that
\[ \frac{1}{t-a} + \frac{1}{b-t} \geq \frac{1}{\min\{t-a,b-t\}} = \frac{1}{d_I(t)}, \quad \text{for} \ t \in I, \]
we easily get from (6.4) that
\[ h_{s,2}(a,b) \geq \Lambda_{s,2}. \]
The reverse inequality can be obtained from Proposition 6.1 and Theorem 6.2. Finally, the fact
that the sharp constant is not attained can be inferred again from Proposition 3.5. \( \square \)
By combining the previous one-dimensional result with a decomposition of the Gagliardo-Slobodeckii seminorm, taken from [32] (see also [14, Chapter 1, Section 5]), we can finally compute the sharp fractional Hardy constant of a convex set for $p = 2$, without restrictions on $0 < s < 1$.

This complements [22, Theorem 5, points (i) & (ii)], where the case $0 < s < 1/2$ was left open.

**Theorem 6.6.** Let $0 < s < 1$, then for every $\Omega \subseteq \mathbb{R}^N$ open convex set, we have

$$h_{s,2}(\Omega) = C_{N,s,2} \Lambda_{s,2},$$

where $\Lambda_{s,2}$ and $C_{N,s,2}$ are defined by (1.9) and (1.10), respectively. Moreover, such a constant is not attained.

**Proof.** By joining Proposition 6.1 and Theorem 6.2, we already know that

$$h_{s,2}(\Omega) \leq h_{s,2}(\mathbb{H}_+^N) = C_{N,s,2} \Lambda_{s,2}.$$

In order to prove the reverse estimate, it is sufficient to reproduce verbatim the proof of [32, Theorem 1.1] for convex sets, by replacing the $W^{s,p}$ seminorm on $\Omega$ there with that on $\mathbb{R}^N$. In particular, we need to use the following reduction formula

$$\int_\mathbb{R}^N \int_\mathbb{R}^N \frac{|u(x) - u(y)|^p}{|x - y|^{N + sp}} \, dx \, dy = \frac{1}{2} \int_{\mathbb{S}^{N-1}} \int_{\{h \in \mathbb{R}^N : \langle h,\omega \rangle = 0\}} \left( \int_\mathbb{R}^N \int_\mathbb{R}^N \frac{|u(h + t\omega) - u(h + \tau\omega)|^p}{|t - \tau|^{1 + sp}} \, dt \, d\tau \right) \, dh \, dH^{N-1}(\omega),$$

where $dh$ denotes the $(N-1)$–dimensional Lebesgue measure on the hyperplane $\{h \in \mathbb{R}^N : \langle h,\omega \rangle = 0\}$. Such a formula can be proved exactly as [32, Lemma 2.4]. By starting from this, it is sufficient to use the one-dimensional Hardy inequality of Proposition 6.5 for the integral on $\mathbb{R} \times \mathbb{R}$, in place of the inequality of [32, Theorem 2.1]. We leave the details to the reader. \qed

**Appendix A. Negative powers of the distance in the borderline case $s = 1/2$**

We consider for $-1 < \beta < 0$

$$U_\beta(t) = d_I(t)^\beta = (\min\{t, 1 - t\})^\beta, \quad \text{for } t \in I = (0, 1).$$

We extend this function by 0 outside the interval $I$. We want to estimate its fractional Laplacian of order 1/2.

**Lemma A.1.** Under the assumptions above, we have

$$(-\Delta)^{\frac{1}{2}} U_\beta \leq \beta H(t) U_\beta(t) + \frac{2}{t(1-t)} U_\beta(t), \quad \text{in } I,$$

in weak sense, where $H$ is the continuous function on $I \setminus \{1/2\}$ defined by

$$H(t) = -\frac{2}{t(1-t)} + \frac{2}{d_I(t)} \log \left( \frac{4t(1-t)}{(1-2t)^2} \right).$$

This has the following properties:

- it is symmetric with respect to $1/2$, i.e.
  $$H(t) = H(1-t), \quad \text{for } t \in I \setminus \left\{ \frac{1}{2} \right\};$$

- it belongs to $L^q_{loc}(I)$ for every $1 \leq q < \infty$;
• it satisfies

\[ H(t) \sim -4 \log \left( \frac{1}{2} - t \right)^2, \quad \text{for } t \to \frac{1}{2}, \]

thus the right-hand side of (A.1) diverges to \(-\infty\) as \(t\) approaches \(1/2\).

In particular, in this case the function \(U_\beta\) is not even locally weakly \((1/2)-\)superharmonic on \(I\).

**Proof.** We first show that \(U_\beta\) satisfies (A.1) in \(I\setminus\{1/2\}\). Let us take \(\varphi \in C^\infty_c (I\setminus\{1/2\})\) non-negative, then there exists \(0 < \delta_0 < 1/4\) such that its support is contained in the set

\[ \mathcal{I}_{\delta_0} = \left[ \delta_0, \frac{1}{2} - \delta_0 \right] \cup \left[ \frac{1}{2} + \delta_0, 1 - \delta_0 \right]. \]

For every \(\varepsilon > 0\) and \(t \in I\), we set

\[ \mathcal{J}_\varepsilon(t) = (t - \varepsilon, t + \varepsilon) \quad \text{and} \quad \mathcal{D}_\varepsilon = \left\{ (t, y) \in \mathbb{R} \times \mathbb{R} : t - \varepsilon \leq y \leq t + \varepsilon \right\}. \]

By using Fubini’s Theorem and a change of variable, we can write as usual

\[
\int \int_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(t) - U_\beta(y)) (\varphi(t) - \varphi(y))}{|t - y|^2} \, dt \, dy = \lim_{\varepsilon \to 0} \int \int_{(\mathbb{R} \times \mathbb{R}) \setminus \mathcal{D}_\varepsilon} \frac{(U_\beta(t) - U_\beta(y)) (\varphi(t) - \varphi(y))}{|t - y|^2} \, dt \, dy \]

(A.2)

\[
= 2 \lim_{\varepsilon \to 0} \int \int_{\mathbb{R} \setminus \mathcal{J}_\varepsilon(t)} \frac{U_\beta(t) - U_\beta(y)}{|t - y|^2} \varphi(t) \, dt \, dy 
= 2 \lim_{\varepsilon \to 0} \int_{\mathcal{I}_{\delta_0}} \int_{\mathcal{J}_\varepsilon(t)} \frac{U_\beta(t) - U_\beta(y)}{|t - y|^2} \varphi(t) \, dt. 
\]

We first observe that, by using that \(U_\beta(t) = U_\beta (1-t)\), we have for \(t \in \mathcal{I}_{\delta_0}\)

\[
\int_{\mathbb{R} \setminus \mathcal{J}_\varepsilon(t)} \frac{U_\beta(t) - U_\beta(y)}{|t - y|^2} \, dy = \int_{\mathbb{R} \setminus \mathcal{J}_\varepsilon(t)} \frac{U_\beta(1-t) - U_\beta(1-y)}{|t - y|^2} \, dy 
= \int_{\mathbb{R} \setminus \mathcal{J}_\varepsilon(t)} \frac{U_\beta(1-t) - U_\beta(1-y)}{|(1-t) - (1-y)|^2} \, dy 
= \int_{\mathbb{R} \setminus \mathcal{J}_\varepsilon(1-t)} \frac{U_\beta(1-t) - U_\beta(\tau)}{|(1-t) - \tau|^2} \, d\tau. 
\]

This shows that it is sufficient to consider \(t \in [\delta_0, 1/2 - \delta_0]\). For almost every \(t \in [\delta_0, 1/2 - \delta_0]\) and every \(0 < \varepsilon < \delta_0\), we have\(^4\)

\[
\int_{\mathbb{R} \setminus \mathcal{J}_\varepsilon(t)} \frac{U_\beta(t) - U_\beta(y)}{|t - y|^2} \, dy = \int_0^{t-\varepsilon} \frac{t^\beta - y^\beta}{|t - y|^2} \, dy + \int_{t+\varepsilon}^\infty \frac{t^\beta - y^\beta}{|t - y|^2} \, dy 
+ \int_1^{t+\varepsilon} \frac{t^\beta}{(t - y)^2} \, dy + \int_{-\infty}^{0} \frac{t^\beta}{(y - t)^2} \, dy 
= \int_0^{t-\varepsilon} \frac{t^\beta - y^\beta}{|t - y|^2} \, dy + \int_{t+\varepsilon}^\infty \frac{t^\beta - y^\beta}{|t - y|^2} \, dy 
+ \frac{U_\beta(t)}{1-t} + \frac{U_\beta(t)}{t}. 
\]

\(^4\)Observe that by construction \(t - \varepsilon > 0\) and \(t + \varepsilon < 1/2\).
To estimate the remaining integrals, we use the “above tangent” property for the convex function \( \tau \mapsto \tau^\beta \), to infer that
\[
t^\beta - y^\beta \leq \beta t^{\beta-1} (t - y), \quad \text{for } y \in (0, t - \varepsilon) \cup \left( t + \varepsilon, \frac{1}{2} \right),
\]
and
\[
t^\beta - (1 - y)^\beta \leq \beta t^{\beta-1} (t + y - 1), \quad \text{for } y \in \left( \frac{1}{2}, 1 \right).
\]
These yield
\[
\int_0^{t-\varepsilon} \frac{t^\beta - y^\beta}{|t-y|^2} \, dy + \int_{t+\varepsilon}^t \frac{t^\beta - y^\beta}{|t-y|^2} \, dy + \int_{\frac{1}{2}}^1 \frac{t^\beta - (1 - y)^\beta}{(y-t)^2} \, dy \leq \beta t^{\beta-1} \int_0^{t-\varepsilon} \frac{t - y}{|t-y|^2} \, dy + \beta t^{\beta-1} \int_{t+\varepsilon}^t \frac{t - y}{|t-y|^2} \, dy + \beta t^{\beta-1} \int_{\frac{1}{2}}^1 \frac{(t + y - 1)}{(y-t)^2} \, dy.
\]
The last integrals can be explicitly computed. We have
\[
\int_0^{t-\varepsilon} \frac{t - y}{|t-y|^2} \, dy + \int_{t+\varepsilon}^t \frac{t - y}{|t-y|^2} \, dy = \log t - \log \left( \frac{1}{2} - t \right),
\]
and
\[
\int_{\frac{1}{2}}^1 \frac{(t + y - 1)}{(y-t)^2} \, dy = t \int_{\frac{1}{2}}^1 \frac{1}{(y-t)^2} \, dy + \int_{\frac{1}{2}}^1 \frac{y - 1}{(y-t)^2} \, dy = t \left[ \left( \frac{1}{2} - t \right)^{-1} - (1-t)^{-1} \right] - \frac{1}{2} \left( \frac{1}{2} - t \right)^{-1} + \left[ \log(1-t) - \log \left( \frac{1}{2} - t \right) \right].
\]
This finally gives that for \( t \in [\delta_0, 1/2 - \delta_0] \), we have
\[
(A.3) \quad \int_{B \setminus \mathcal{A}(t)} \frac{U_{\beta}(t) - U_{\beta}(y)}{|t-y|^{1+2s}} \, dy \leq \beta t^{\beta-1} G(t) + \frac{U_{\beta}(t)}{t(1-t)},
\]
where we set for simplicity
\[
G(t) = \left[ \log t - \log \left( \frac{1}{2} - t \right) \right] + t \left[ \left( \frac{1}{2} - t \right)^{-1} - (1-t)^{-1} \right] - \frac{1}{2} \left( \frac{1}{2} - t \right)^{-1} + \left[ \log(1-t) - \log \left( \frac{1}{2} - t \right) \right].
\]
With simple manipulations, we see that this can be also written as
\[
G(t) = -\frac{1}{1-t} + \log \left( \frac{4t(1-t)}{(1-2t)^2} \right),
\]
and thus this is a continuous function on \((0, 1/2)\) such that
\[
G \in L^q_{loc}([0,1/2]), \quad \text{for every } 1 \leq q < \infty \quad \text{and} \quad \lim_{t \to \left( \frac{1}{2} \right)^-} G(t) = +\infty,
\]
because of the logarithmic term. If we now define
\[ H(t) := \frac{2 G(t)}{t}, \quad \text{for } t \in \left(0, \frac{1}{2}\right) \quad \text{and} \quad H(t) := H(1-t), \quad \text{for } t \in \left(\frac{1}{2}, 1\right), \]
from (A.2) and (A.3), by recalling that \( \varphi \) is non-negative we finally get
\[
\int_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(t) - U_\beta(y))(\varphi(t) - \varphi(y))}{|t-y|^2} \, dt \, dy \leq \int_I \left[ \beta H(t) + \frac{2}{t(1-t)} \right] U_\beta(t) \varphi(t) \, dt.
\]
This shows that \( U_\beta \) is a local weak subsolution of the the claimed equation (A.1), at least in the open set \( I \setminus \{1/2\} \).

In order to show that \( U_\beta \) is a local weak subsolution on the whole interval \( I \), it is sufficient to use a standard trick to “fill the hole”: we take \( \varphi \in C^{\infty}_c(I) \) non-negative and for every natural number \( n \geq 5 \) we take \( \psi_n \in C^\infty(I) \) such that
\[
\psi_n \equiv 1 \text{ on } I \setminus \left[\frac{1}{2} - \frac{2}{n}, \frac{1}{2} + \frac{2}{n}\right], \quad \psi_n \equiv 0 \text{ on } \left[\frac{1}{2} - \frac{1}{n}, \frac{1}{2} \right), \quad \text{and} \quad 0 \leq \psi_n \leq 1, \quad |\psi'_n| \leq C n.
\]
The seminorm of \( \psi_n \) can be estimated by using its properties and an interpolation inequality (see [8, Corollary 2.2]), i.e.
\[
[\psi_n]^2_{W^{1,2}(I)} = [1 - \psi_n]^2_{W^{1,2}(I)} \leq C \left( \int_I |\psi'_n|^2 \, dt \right)^{1/2} \left( \int_I |1 - \psi_n|^2 \, dt \right)^{1/2} \leq C \left( \int_I \frac{1}{2 - \frac{2}{n}} |\psi'_n|^2 \, dt \right)^{1/2} \left( \int_I \frac{1}{2 - \frac{2}{n}} |1 - \psi_n|^2 \, dt \right)^{1/2} \leq \tilde{C},
\]
where \( \tilde{C} \) does not depend on \( n \). This in particular implies that the sequence \( \{\Psi_n\}_{n \geq 5} \subset L^2(I \times I) \) defined by
\[
\Psi_n(t, y) := \frac{\psi_n(t) - \psi_n(y)}{|t-y|}, \quad \text{for a.e. } (t, y) \in I \times I,
\]
is bounded in \( L^2(I \times I) \), since by construction
\[
\|\Psi_n\|_{L^2(I \times I)} = [\psi_n]^2_{W^{1,\cdot}(I)}.
\]
Thus, up to a subsequence, it converges weakly in \( L^2(I \times I) \). Thanks to the properties of \( \psi_n \), such a limit function must coincide with the null one.

The test function \( \varphi \psi_n \) belongs to \( C^{\infty}_c(I \setminus \{1/2\}) \) and is non-negative. From the first part we get
\[
\int_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(t) - U_\beta(y))(\varphi(t) \psi_n(t) - \varphi(y) \psi_n(y))}{|t-y|^2} \, dt \, dy \leq \int_I \left[ H(t) U_\beta(t) + \frac{2}{t(1-t)} \right] U_\beta(t) \varphi(t) \psi_n(t) \, dt.
\]
We wish to pass to the limit in (A.5), as \( n \) goes to \( \infty \): for the right-hand side, it is easily seen that
\[
\lim_{n \to \infty} \int_I \left[ H(t) U_\beta(t) + \frac{2}{t(1-t)} \right] U_\beta(t) \varphi(t) \psi_n(t) \, dt = \int_I \left[ H(t) U_\beta(t) + \frac{2}{t(1-t)} \right] U_\beta(t) \varphi(t) \, dt,
\]
by the Dominated Convergence Theorem. As for the left-hand side, we split the integral as follows:
\[
\iint_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(t) - U_\beta(y)) \left( \varphi(t) \psi_n(t) - \varphi(y) \psi_n(y) \right)}{|t - y|^2} \, dt \, dy
\]
\[
= \iint_{I' \times I''} \frac{(U_\beta(t) - U_\beta(y)) \left( \varphi(t) \psi_n(t) - \varphi(y) \psi_n(y) \right)}{|t - y|^2} \, dt \, dy
\]
\[
+ 2 \iint_{I' \times \mathbb{R} \setminus I''} \frac{(U_\beta(t) - U_\beta(y)) \varphi(t) \psi_n(t)}{|t - y|^2} \, dt \, dy,
\]
where \(I' \subset I'' \subset I\) and \(I'\) contains the support of \(\varphi\). For the last integral we can easily pass to the limit as \(n\) goes to \(\infty\), for the first one we proceed as follows:
\[
\iint_{I' \times I''} \frac{(U_\beta(t) - U_\beta(y)) \left( \varphi(t) \psi_n(t) - \varphi(y) \psi_n(y) \right)}{|t - y|^2} \, dt \, dy
\]
\[
= \iint_{I' \times I''} \frac{(U_\beta(t) - U_\beta(y)) \left( \varphi(t) - \varphi(y) \right)}{|t - y|^2} \frac{\psi_n(t) + \psi_n(y)}{2} \, dt \, dy
\]
\[
+ \iint_{I' \times I''} \frac{(U_\beta(t) - U_\beta(y)) \left( \psi_n(t) - \psi_n(y) \right)}{|t - y|^2} \frac{\varphi(t) + \varphi(y)}{2} \, dt \, dy.
\]
By using that
\[
\frac{(U_\beta(t) - U_\beta(y)) \left( \varphi(t) - \varphi(y) \right)}{|t - y|^2} \in L^1(I'' \times I''),
\]
and the properties of \(\psi_n\), it is easily seen that
\[
\lim_{n \to \infty} \iint_{I' \times I''} \frac{(U_\beta(t) - U_\beta(y)) \left( \varphi(t) - \varphi(y) \right)}{|t - y|^2} \frac{\psi_n(t) + \psi_n(y)}{2} \, dt \, dy
\]
\[
= \iint_{I' \times I''} \frac{(U_\beta(t) - U_\beta(y)) \left( \varphi(t) - \varphi(y) \right)}{|t - y|^2} \, dt \, dy,
\]
again thanks to the Dominated Convergence Theorem. Finally, the last integral is the most delicate one: with the notation (A.4), we can write
\[
\frac{(U_\beta(t) - U_\beta(y)) \left( \psi_n(t) - \psi_n(y) \right)}{|t - y|^2} \frac{\varphi(t) + \varphi(y)}{2} = \Phi(t, y) \Psi_n(t, y),
\]
where
\[
\Phi(t, y) = \frac{(U_\beta(t) - U_\beta(y)) \varphi(t) + \varphi(y)}{|t - y|} \in L^2(I'' \times I'').
\]
Thus, by using the weak convergence of \(\left\{ \Psi_n \right\}_{n \geq 5}\) previously discussed, we get
\[
\lim_{n \to \infty} \iint_{I' \times I''} \frac{(U_\beta(t) - U_\beta(y)) \left( \psi_n(t) - \psi_n(y) \right)}{|t - y|^2} \frac{\varphi(t) + \varphi(y)}{2} \, dt \, dy = 0.
\]
Finally, we obtain that we can pass to the limit in (A.5) as \( n \) goes to \( \infty \) and obtain
\[
\int_{\mathbb{R} \times \mathbb{R}} \frac{(U_\beta(t) - U_\beta(y))(\varphi(t) - \varphi(y))}{|t - y|^2} \, dt \, dy \leq \int_I \left[ H(t) U_\beta(t) + 2 \frac{U_\beta(t)}{1 - t} + 2 \frac{U_\beta(t)}{t} \right] \varphi(t) \, dt,
\]
for every \( \varphi \in C^\infty_0(I) \) non-negative, as desired. \( \square \)
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