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Abstract

In this paper, we consider the problem of making skeptical inferences for the multi-label ranking problem. We assume that our uncertainty is described by a convex set of probabilities (i.e. a credal set), defined over the set of labels. Instead of learning a singleton prediction (or, a completed ranking over the labels), we thus seek for skeptical inferences in terms of set-valued predictions consisting of completed rankings.
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1. Introduction

In contrast to multi-class classification problems where each instance is associated to one label, multi-label classification (MLC) consists in associating an instance to a subset of relevant labels from a set of possible labels. Such MLC problems arise in a number of problems including text categorization [1, 2], music categorization [3], semantic scene classification [4], or protein function classification [5]. We refer to [6] and [7] for comprehensive survey articles on this topic.

It is quite common in applications for the multi-label learner to output a ranking on each query instance, that is, a ranking of labels from most likely relevant to most likely irrelevant. A prediction of that kind is commonly evaluated in terms of the rank loss which is the fraction of incorrectly ordered label pairs, where a relevant and a irrelevant label are incorrectly ordered if the former does not precede the latter [8, 9, 10].

The problem of making skeptical inferences for MLC under the presence of uncertainty has been studied in the literature [11, 12, 13]. Pillai et al. [13] seek to make skeptical inferences in terms of partial predictions, which are composed of a predicted part and an abstained part, where the abstained part basically captures the indices on those the multi-label learner is uncertain. To do that, Pillai et al. [13] focuses on maximizing the F-measure on the predicted part, subject to the constraint that the effort for manually providing the abstained part does not exceed a pre-defined value. The decision of whether or not to abstain on a label is guided by two thresholds on the predicted degree of relevance, which are learned via an empirical risk minimization principle. On the other hand, under the decision-theoretical perspective, Nguyen and Hüllemeyer [12] assume that the probabilistic predictions are made available, and seek the partial prediction by optimizing some generalized MLC metric, which is composed of the original metric on the predicted part and an additive penalty for the abstained part. In the case of rank loss, the partial ranking studied in [12] has a specific structure, in which its predicted part consists of the highest-ranked and lowest-ranked labels. It is worth mentioning that the aforementioned works [12, 13] assume a conventional probability setting, i.e., the estimation of a single distribution probability.

In contrast to the previous setting, we propose, in this paper, to study the problem of making skeptical inferences for the multi-label ranking problem from an imprecise probabilistic approach. More precisely, we assume that our uncertainty is described by a convex set of probabilities, i.e. a credal set [14], defined over the set of labels. Instead of learning a singleton prediction, which is a completed ranking in the case of rank loss, we thus seek for skeptical inferences in terms of set-valued predictions, i.e., a set of completed rankings. In the imprecise probabilistic setting, there
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are different criteria [15] to define a set-valued predictions, including the well-known E-admissibility and maximality principles, which will be investigated in this paper.

Challenges in an imprecise probabilistic setting can arise either in the learning step, i.e. using an imprecise model learned from a training dataset, or in the inference step for efficiently finding the set-valued predictions which is our primary interest in this paper. Under the maximality principle, we prove that the expected difference of any pair of rankings can be expressed as a linear combination of the marginal probabilities whose weights are independent of the query instance. These theoretical results are then employed to propose approximate algorithms.

In the next section, we briefly recall the setting of multi-label ranking and skeptical inferences with sets of probabilities. Section 3 studies the problem of determining the set-valued predictions for the general case and a particular case of label independence where the joint conditional distribution factorises into the product of the conditional marginals. Experimental evaluation, as well as different discussions with the other approaches, will be a matter of future work.

2. Preliminaries

In this section, we introduce the necessary background to deal with our problem in a precise and imprecise probabilistic setting.

2.1. Multi-label ranking

In multi-label problem, given a set $\mathcal{X} = \{\lambda_1, \ldots, \lambda_m\}$, one assumes that to each instance $\mathbf{x}$ of an input space $\mathcal{X} = \mathbb{R}^d$ is associated a subset $\mathcal{X}_\mathbf{x} \subseteq \Omega$ of relevant labels while its complement $\mathcal{X}' \setminus \mathcal{X}_\mathbf{x}$ is considered as irrelevant ones for $\mathbf{x}$. Let $\mathcal{Y} = \{0, 1\}^m$ be a $m$-dimensional binary space and $\mathbf{y} = (y_1, \ldots, y_m) \in \mathcal{Y}$ be any element of $\mathcal{Y}$ such that $y_i = 1$ if and only if $\lambda_i \in \mathcal{X}_\mathbf{x}$, 0 else.

Let us denote by $\succ$ the complete ranking (or an order relation) over the labels $\mathcal{X}$ (over $\mathcal{X} \times \mathcal{X}$, resp.). We can identify such ranking $\succ$ with a permutation function $\sigma : [m] \rightarrow [m]^1$ such that

$$\sigma^{-1}(i) < \sigma^{-1}(j) \iff \lambda_i \succ \lambda_j$$

where $\sigma(k)$ is the index $j$ of the label $\lambda_j$ and $k = \sigma^{-1}(j)$ is the position of label $\lambda_j$, besides $\lambda_i \succ \lambda_j$ can be interpreted as $\lambda_i$ is preferred to $\lambda_j$ according to $\sigma$. We here consider that the labels $\lambda_i$ are ordered decreasingly, i.e. from the most to the least relevant (in other words, from the lowest to the highest position). Hence, its output space is the set $\mathcal{R}$ of complete rankings over $\mathcal{X}$ which contains $|\mathcal{R}| = m!$ elements (i.e., the set of all permutations). In this paper, we are interested in such kind of structured outputs, i.e. $\lambda_{i_1} \succ \cdots \succ \lambda_{i_m}$ instead of an unordered vector of relevant labels, as is commonly investigated in the multi-label classification [6, 16, 12, 11].

We assume that observations $\mathcal{D} = \{(\mathbf{x}_i, \mathbf{y}_i)\}_{i=1}^N \subseteq \mathcal{X} \times \mathcal{Y}$ are drawn i.i.d. from an unknown theoretical probability distribution $P : \mathcal{X} \times \mathcal{Y} \rightarrow [0, 1]$, and denote $\hat{P}_\mathbf{x}(\mathbf{y}) := P(\mathbf{y}|\mathbf{x})$ the conditional probability of $\mathbf{y}$ given $\mathbf{x}$. When our uncertainty is described by a (precise) estimated probability $\hat{P}$, obtained from fitting the set of observations $\mathcal{D}$ in a learning process, the goal of multi-label classification (as well as any other classification problem) with structured output space $\mathcal{R}$ is to pick the (prediction) ranking $\sigma' \in \mathcal{R}$ which minimizes the risk of getting missclassifications w.r.t. a specified instance-wise loss function $\ell : \mathcal{R} \times \mathcal{Y} \rightarrow \mathbb{R}$ (cf. [17, eq. 3] and [18, eq. 2.21]), where $\ell(\sigma', \mathbf{y})$ is the loss incurred by predicting $\sigma'$ when $\mathbf{y}$ is the ground-truth, i.e.

$$\hat{\mathbf{y}}_\mathbf{x} = \arg\min_{\sigma' \in \mathcal{R}} \mathbb{E}_P(\ell(\sigma', \cdot)) = \arg\min_{\sigma' \in \mathcal{R}} \sum_{\mathbf{y} \in \mathcal{Y}} \hat{P}_\mathbf{x}(\mathbf{y})\ell(\sigma', \mathbf{y})$$

or, equivalently, by picking the maximal elements of the ordering $\succ^\hat{P}$ where $\sigma_2 \succ^\hat{P} \sigma_1$ (for $\sigma_2$ is preferred to $\sigma_1$) if

$$\mathbb{E}_P(\ell(\sigma_1, \cdot) - \ell(\sigma_2, \cdot)) = \sum_{\mathbf{y} \in \mathcal{Y}} \hat{P}_\mathbf{x}(\mathbf{y}) (\ell(\sigma_1, \mathbf{y}) - \ell(\sigma_2, \mathbf{y}))$$

$$= \mathbb{E}_P(\ell(\sigma_1, \cdot)) - \mathbb{E}_P(\ell(\sigma_2, \cdot)) \geq 0.$$  

\[1 \{m\} = \{1, \ldots, m\} \text{ is a set of the first } m \text{ integers.} \]
This equation means that exchanging $\sigma_1$ for $\sigma_2$ would incur a positive expected loss, due to the fact that expected loss of $\sigma_1$ is higher than $\sigma_2$, therefore $\sigma_2$ should be preferred to $\sigma_1$. Furthermore, since $\geq_P$ is a complete pre-order, picking any of the possibly indifferent maximal elements will be equivalent w.r.t. expected loss minimisation. Therefore, finding the maximal element(s) (or ranking(s)) will require $|\mathcal{R}|$ computations in general.

Given two rankings $\sigma_1$ and $\sigma_2$, we will denote by $\mathcal{R}_{\sigma_1\neq\sigma_2} := \{(i,j) | \lambda_i \succ \sigma_1 \lambda_j \text{ and } \lambda_j \succ \sigma_1 \lambda_i\}$ the set of pairwise indices over which the rankings $\sigma_1$ and $\sigma_2$ have some disagreements. By disagreements, we mean those pairwise label preferences of which the ranking $\sigma_1$ (or $\sigma_2$) has an opposite one in the ranking $\sigma_2$ (resp. $\sigma_1$) (i.e., the preference of labels $\lambda_i \succ \lambda_j$ are swapped $\lambda_j \succ \lambda_i$), regardless of how many other labels are between them (e.g. $\lambda_i \succ \lambda_1 \cdots \succ \lambda_j \lambda_j \succ \cdots \succ \lambda_1 \lambda_i$). Consequently, the set denoted by $\mathcal{R}_{\sigma_1=\sigma_2} = \{(i,j) | \lambda_i \succ \sigma_1 \lambda_j \text{ and } \lambda_j \succ \sigma_1 \lambda_i\}$ captures those pairwise labels preferences of which the ranking $\sigma_1$ and $\sigma_2$ agree on. Let us illustrate this matter in the next example.

**Example 1.** Let us consider a set of labels $\mathcal{K} = \{\lambda_1, \ldots, \lambda_4\}$ and two rankings $\sigma_1$ and $\sigma_2$ over $\mathcal{K}$ defined as follows

$$\lambda_1 \succ \sigma_1 \lambda_3 \succ \sigma_1 \lambda_4 \succ \sigma_1 \lambda_2,$$

$$\lambda_2 \succ \sigma_2 \lambda_1 \succ \sigma_2 \lambda_3 \succ \sigma_2 \lambda_4.$$

The set of disagreements (or the set of pairwise indices) between $\sigma_1$ and $\sigma_2$ is

$$\mathcal{R}_{\sigma_1 \neq \sigma_2} = \{(1,2), (3,2), (4,2)\},$$

and the set of agreements is

$$\mathcal{R}_{\sigma_1 = \sigma_2} = \{(1,3), (1,4), (3,4)\},$$

As in this paper, our goal is to make a set of predictions over all possible complete rankings $\mathcal{R}$, we will use the notation $\mathbb{R}_{\ell,P} \in \mathcal{R}$ to represent it. In what follows, we will see a way of how we can obtain such set-valued predictions by using set of probabilities.

### 2.2. Skeptic inferences with distribution sets

#### 2.2.1. Uncertainty representation

In this paper, we assume that our uncertainty is described by a convex set of probabilities $\mathcal{P}$, a *credal set* [14], defined over $\mathcal{K}$. Such sets can arise in different ways, either as a native result of the learning method [19], as the result of an agnostic estimation in presence of imprecise data, or as a neighbourhood taken over an initial estimated distribution $\hat{P}$ [20, 21]. Given such a set of probabilities, we can define for any event $A \subseteq \mathcal{K}$ the notions of lower and upper probabilities $P(A)$ and $\overline{P}(A)$, respectively as

$$P(A) = \inf_{P \in \mathcal{P}} P(A) \quad \text{and} \quad \overline{P}(A) = \sup_{P \in \mathcal{P}} P(A)$$

with $P$ being precise probability measures. Lower and upper probabilities are dual, in the sense that $\overline{P}(A) = 1 - P(A^c)$. Similarly, if we consider a real-valued bounded function $f : \mathcal{K} \to \mathbb{R}$, the lower and upper expectations $\underline{E}(f)$ and $\overline{E}(f)$ are defined as

$$\underline{E}(f) = \inf_{P \in \mathcal{P}} E(f) \quad \text{and} \quad \overline{E}(f) = \sup_{P \in \mathcal{P}} E(f)$$

where $E(f)$ is the precise expectation of $f$ w.r.t. $P$.

#### 2.2.2. Skeptic inference and decision

Once our uncertainty is described by a credal set $\mathcal{P}$, instead of a single probability $P$, the decision rule of Equation (3) is no longer directly applicable, and therefore, it is necessary to use an extended version that benefits from strong theoretical justifications [15]. In this paper, we will focus on two different extensions which may return more than one solution in case of high uncertainty: E-admissibility and Maximality.

---

2With respect to the missingness process.
Definition 1. \( E \)-admissibility returns the set of predictions that are optimal for at least one probability within the set \( \mathcal{P} \). In other words, the \( E \)-admissibility rule returns the prediction set
\[
\hat{\mathcal{E}}_{E, \mathcal{P}} = \{ \sigma \in \mathcal{R} | \exists P \in \mathcal{P} \text{ s.t. } \sigma = \hat{\sigma}_P^{P} \}.
\]

Definition 2. Maximal consistency in returning the maximal, non-dominated elements of the partial order \(\sqsupseteq_{\mathcal{P}}\) such that \( \sigma \sqsupseteq_{\mathcal{P}} \sigma' \) if
\[
\inf_{P \in \mathcal{P}} \mathbb{E}_P \{(\ell(\sigma', \cdot) - \ell(\sigma, \cdot)) > 0,
\]
that is if exchanging \( \sigma' \) for \( \sigma \) is guaranteed to give a positive expected loss. The maximality rule returns the prediction set
\[
\hat{\mathcal{E}}_{M, \mathcal{P}} = \{ \sigma \in \mathcal{R} | \exists \sigma' \in \mathcal{P} \text{ s.t. } \sigma' \sqsupseteq_{\mathcal{P}} \sigma \}.
\]

These decision rules follow a skeptical strategy, in the sense that the set of solutions that they return is guaranteed to contain the optimal prediction, whatever the true distribution within \( \mathcal{P} \). Moreover, Troffaes [15] showed the set of solution given by \( E \)-admissibility is a subset of the one given by the Maximality, i.e. \( \hat{\mathcal{E}}_{E, \mathcal{P}} \subseteq \hat{\mathcal{E}}_{M, \mathcal{P}} \).

Note that the maximality rule is well-known for being a more conservative skeptical decision rule than the \( E \)-admissibility rule. Yet, in terms of computational complexity, the \( E \)-admissibility set \( \hat{\mathcal{E}}_{E, \mathcal{P}} \) is harder to compute than the maximality set \( \hat{\mathcal{E}}_{M, \mathcal{P}} \) [19, §8]. Consequently, making predictions with probability sets is often harder than with precise ones, as it needs to solve complex optimization problems in the learning and inference steps. Hence, naively verifying each possible pair of rankings \( \sigma', \sigma \in \mathcal{R} \) for the maximality rule is not practically possible\(^3\) (i.e., a complexity of \( \mathcal{O}(|\mathcal{R}|^2) \)), and in the next section, we will show new and improved procedures for the general sets \( \mathcal{P} \) and then for specific sets (or constrained credal sets) induced from binary relevance models.

3. Skeptic inference for the Ranking loss

The ranking loss is a quite common function used for comparing structured objects (e.g. a ranking \( \sigma \) and a structured observed output \( y \)) that do not have the possibility of having ties. By comparison, in the context of multi-label problem, we mean that it counts the number of pairs of labels that disagree between the ranking \( \sigma \) and the partial order induced by \( y \) (assuming that all relevant labels are preferred to non-relevant ones), and it can be written as follows:
\[
\ell_R(\sigma, y) = \sum_{(i,j) \subseteq [m] \times [m]} \mathbbm{1}_{\lambda_i \prec_{\sigma} \lambda_j},
\]
where \( \mathbbm{1}_{(A)} \) denotes the indicator function of event \( A \) and \( \lambda_i \prec_{\sigma} \lambda_j \) implies that \( \lambda_i \) is ranked worse than \( \lambda_j \), although \( \lambda_i \) is relevant while \( \lambda_j \) is irrelevant (\( y_i > y_j \)). The last equation can equivalently be rewritten [12] as follows
\[
\ell_R(\sigma, y) = \sum_{1 \leq i < j \leq m} \mathbbm{1}_{(y_{\sigma(i)} = 0 \text{ and } y_{\sigma(j)} = 1)}.
\]

In the case of precise probabilities, it is also useful to recall that the optimal prediction for the ranking loss [17] is the one \( \hat{\sigma} \) sorting the labels \( \lambda_i \), \( i \in [m] := \{1, \ldots, m\} \), in decreasing order of the probabilities \( P_{\mathcal{X}}(Y_{\hat{\sigma}(i)} = 1) \), that is
\[
P_{\mathcal{X}}(Y_{\hat{\sigma}(1)} = 1) \geq P_{\mathcal{X}}(Y_{\hat{\sigma}(2)} = 1) \geq \cdots \geq P_{\mathcal{X}}(Y_{\hat{\sigma}(m)} = 1).
\]
When considering a set \( \mathcal{P} \) of distributions, one is immediately tempted to adopt the partial order obtained of \( \hat{\sigma}_{E, \mathcal{P}}^* \) such that
\[
\lambda_i \succ_{\hat{\sigma}_{E, \mathcal{P}}^*} \lambda_j \iff P_{\mathcal{X}}(Y_i = 1) > P_{\mathcal{X}}(Y_j = 1).
\]
It has however been proven that \( \hat{\sigma}_{E, \mathcal{P}}^* \) is in general an outer-approximation of \( \hat{\mathcal{E}}_{E, \mathcal{P}} \), thus only providing a quick heuristic to get an approximate answer [22].

In the next sections, we study the problem of providing exact skeptic inferences, first for any possible probability set \( \mathcal{P} \) and then for the specific case where \( \mathcal{P} \) is built from marginal models on each label, the latter corresponding to binary relevance approaches.

\(^3\)Similarly, finding the solution of the \( E \)-admissibility rule is impractical, since it may be done by naively enumerating the elements of \( \mathcal{R} \) for each probability distribution \( P \) in the set \( \mathcal{P} \) in order to obtain the maximal ranking element \( \sigma \) w.r.t. \( P \).
3.1. General case

In this section, we demonstrate that for the ranking loss, we can use inference procedures that are much more efficient than an exhaustive, naïve enumeration.

Let us first simplify the expression of the expected value.

**Lemma 1.** In the case of the ranking loss and given $\sigma_1, \sigma_2 \in \mathcal{R}$, we have

$$E[\ell_{R}(\sigma_2, \cdot) - \ell_{R}(\sigma_1, \cdot) | X = x] = \sum_{1 \leq i < j \leq m} P_x(Y_{\sigma_2(i)} = 0, Y_{\sigma_2(j)} = 1) - P_x(Y_{\sigma_1(i)} = 0, Y_{\sigma_1(j)} = 1)$$

(11)

The next proposition shows that this expression can be leveraged to perform the maximality check of Equation (5) on a limited number of pairwise label preferences.

**Proposition 1.** For a given set $\mathcal{I}_{\sigma_1 \neq \sigma_2}$ of indices defined as

$$\mathcal{I}_{\sigma_1 \neq \sigma_2} = \{(i, j) | \lambda_i \succ \sigma_1 \lambda_j \text{ and } \lambda_j \succ \sigma_2 \lambda_i\}$$

we can rewrite the maximality criterion as follows

$$\sigma_1 \sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \sigma_2 \iff \inf_{(i,j) \in \mathcal{I}_{\sigma_1 \neq \sigma_2}} \sum_{x \in \mathcal{P}} P_x(Y_i = 1) - P_x(Y_j = 1) > 0$$

(12)

Proposition 1 amounts to saying that it is only necessary to verify all different disagreements between two ranking solutions (e.g., $\lambda_i \succ \sigma_1 \lambda_j$ versus $\lambda_j \succ \sigma_2 \lambda_i$). Let us illustrate this matter in the next example.

**Example 2.** Let us take the rankings $\sigma_1$ and $\sigma_2$ already defined in Example 1 and remind the set of pairwise indices of those disagreements between $\sigma_1$ and $\sigma_2$:

$$\mathcal{I}_{\sigma_1 \neq \sigma_2} = \{(1, 2), (3, 2), (4, 2)\}.$$ Given a credal set $\mathcal{P}$ and the ranking loss $\ell_{R}$, we can apply the maximality criterion such that $\sigma_1$ is preferred to $\sigma_2$, that is,

$$\lambda_1 \succ \sigma_1 \lambda_3 \succ \sigma_1 \lambda_4 \succ \sigma_1 \lambda_2 \not\sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \lambda_2 \succ \sigma_2 \lambda_1 \succ \sigma_2 \lambda_3 \succ \sigma_2 \lambda_4,$$

(13)

if and only if it verifies Equation (12).

In what follows, we show how it is possible to build a finite set of different rankings $\sigma$, that verify the set $\mathcal{I}_{\sigma_1 \neq \sigma_2}$. To do that, we start by building the set of pairwise label preferences based on the set $\mathcal{I}_{\sigma_1 \neq \sigma_2}$:

$$\mathcal{N}_{\sigma_1 \neq \sigma_2} = \{\lambda_1 \succ \sigma_1 \lambda_2, \lambda_3 \succ \sigma_1 \lambda_2, \lambda_4 \succ \sigma_1 \lambda_2\},$$

and, of course, we ignore the preference $\lambda_3 \succ \lambda_4$ since it does exist in both rankings $\succ \sigma_1 \succ \sigma_2$, besides the order of its labels (i.e. $\lambda_3 \succ \lambda_4$ or $\lambda_4 \succ \lambda_3$) is indifferent as long as they belong to both rankings. Note that $\sigma_1$ is a super-set of $\sigma$.

Using the set $\mathcal{N}_{\sigma_1 \neq \sigma_2}$, we can easily build a set of ranking (or a strict total order) on the basis of $\mathcal{N}_{\sigma_1 \neq \sigma_2} \cup \{\lambda_3 \succ \sigma_1 \lambda_4\}$ or $\mathcal{N}_{\sigma_1 \neq \sigma_2} \cup \{\lambda_4 \succ \sigma_1 \lambda_3\}$ which can verify the maximality criterion of Equation (13):

$$\lambda_1 \succ \sigma_1 \lambda_4 \succ \sigma_1 \lambda_3 \succ \sigma_1 \lambda_2 \not\sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \lambda_2 \succ \sigma_2 \lambda_1 \succ \sigma_2 \lambda_4 \succ \sigma_2 \lambda_3,$$

$$\lambda_2 \succ \sigma_1 \lambda_3 \succ \sigma_1 \lambda_4 \succ \sigma_1 \lambda_2 \not\sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \lambda_3 \succ \sigma_2 \lambda_1 \succ \sigma_2 \lambda_4 \succ \sigma_2 \lambda_3,$$

$$\lambda_3 \succ \sigma_1 \lambda_4 \succ \sigma_1 \lambda_3 \succ \sigma_1 \lambda_2 \not\sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \lambda_4 \succ \sigma_2 \lambda_1 \succ \sigma_2 \lambda_3 \succ \sigma_2 \lambda_4,$$

Finally, we can also note that using the set $\mathcal{I}_{\sigma_1 \neq \sigma_2}$, a single checking of Equation (5) is required instead of six (i.e. $\sigma_1 \sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \sigma_3, \sigma_4 \sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \sigma_5, \ldots, \sigma_{11} \sqsubseteq_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}} \sigma_{12}$), besides if Equation (13) verifies the maximality criterion, so $\sigma_\ast \in \mathcal{R}^M_{R, \mathcal{I}_{\sigma_1 \neq \sigma_2}}$ is a dominant solution.
At present, it is evident that we just need to check all the different combinations of pairwise label preferences built from the set of labels $\mathcal{K}$. To do this, we propose the procedure “checkDisagreement” of Algorithm 1 which create all different combinations\(^4\) in a recursive way by using the set

$$\mathcal{W}_\mathcal{K} = \{ \lambda_i \succ \lambda_\ell | \lambda_i, \lambda_\ell \in \mathcal{K}, i \neq \ell \},$$

(14)

which contains all the different pairwise label preferences that can be created from the set $\mathcal{K}$, and besides $|\mathcal{W}_\mathcal{K}| = m(m-1)$. Then, we can verify if each combination verifies the maximality criterion by applying Equation (12).

**Example 3.** Given the set of labels $\mathcal{K} = \{ \lambda_1, \lambda_2, \lambda_3, \lambda_4 \}$, we can create the set of pairwise label preference

$$\mathcal{W}_\mathcal{K} = \left\{ \begin{array}{cccc}
\lambda_1 \succ \lambda_2 & \lambda_1 \succ \lambda_3 & \lambda_1 \succ \lambda_4 & \\
\lambda_2 \succ \lambda_1 & \lambda_2 \succ \lambda_3 & \lambda_2 \succ \lambda_4 & \\
\lambda_3 \succ \lambda_1 & \lambda_3 \succ \lambda_2 & \lambda_3 \succ \lambda_4 & \\
\lambda_4 \succ \lambda_1 & \lambda_4 \succ \lambda_2 & \lambda_4 \succ \lambda_3 & \\
\end{array} \right\},$$

(15)

and we can also build a combination of preferences from $\mathcal{W}_\mathcal{K}$, so that such a set can be used as a set of disagreement indices to check the maximality criterion of Equation (12):

$$\mathcal{N}_\sigma = \{ \lambda_2 \succ \sigma_1, \lambda_3 \succ \sigma_1, \lambda_2 \succ \sigma_3, \lambda_4 \succ \sigma_3 \} \iff \mathcal{S} = \{(2,1),(3,2),(4,3)\}.$$

Proposition 1 and Algorithm 1 therefore allow us to find $R_{\mathcal{K}, \mathcal{P}}^M$. The following conjecture provides at first glance of the time complexity of Algorithm 1, and in Figure 1, we plots three different curves as a function of the number $m$ of labels: (1) the naive version performing all verifications, (2) outer-approximation proposed by Conjecture 1, and (3) the real number of verifications obtained with Algorithm 1.

**Conjecture 1.** Algorithm 1 has to perform less than $m^{1.8}$ computations, and its outer-complexity is in $\mathcal{O}(m^{1.8})$

![Figure 1: Comparison of Algorithm 1 with naive enumeration.](image)

Conjecture 1 tells us that, in the case of ranking loss, finding $R_{\mathcal{K}, \mathcal{P}}^M$ is much harder than in the case of Hamming loss [11, Prop. 3] and can be done almost below its outer-complexity $\mathcal{O}(m^{1.8})$ using Algorithm 1. Furthermore, compared to the naive procedure, the new algorithm drastically reduces the number of comparisons. For instance, for $m = 7$, the naive procedure needs to perform $1'625'702'400$ comparisons, but Algorithm 1 only $179'168'816$, which is approximately $11\%$ (or a ninth part) of the naive version. In addition, the number of comparisons decreases as long as $m$ increases (e.g. for $m = 11$, it need only $\sim 2\%$ of comparisons of the naive version). On the other hand, it is far from being an optimal procedure, since even a single skeptical inference would need a significant processing time on modern computers.

\(^4\)Note that the procedure “checkDisagreement” does not allow to build an combination of opposite preferences, for instance: $\mathcal{S} = \{(1,2),(2,1)\}$, since with such a set, it is impossible to create a (strictly total order) ranking solution $\sigma_*$.\)
3.2. Inference using an imprecise probabilistic tree model

The hardness of computing Equation (12) may highly depend on the imprecise probabilistic model used. That is why, we choose in this paper to use an imprecise probabilistic tree model (IPT model) which has widely been studied in the context of sets of probabilities by Hermans et al. [23], and also used to make skeptical inferences in multi-label problems [24, 11].

Computing Equation (12) in an IPT model cannot be done directly, since the IPT model needs iteratively compute partial Hamming losses. We will define the weighted partial Hamming loss between a partial binary vector \( \hat{y} \) in the next proposition, we propose another way to come down it through the subtraction of two expected weighted partial Hamming losses. We define the weighted partial Hamming loss between a partial binary vector \( \hat{y} \) as follows

\[
\ell_H^w(\hat{y}, y) = \sum_{i \in \hat{y}} w_i \| U(a_i \neq y_i) \],
\]

where \( w_i \) is the weight given to the label \( y_i, i \in \hat{y} \).

**Proposition 2.** For a given set \( \mathcal{I}_{\sigma_1, \sigma_2} \) of disagreements obtained from ranking \( \sigma_1 \) and \( \sigma_2 \), Equation (12) can be rewritten as follows

\[
\inf_{P_X \in \mathcal{D}} \sum_{(i, j) \in \mathcal{I}_{\sigma_1, \sigma_2}} P_X(Y_i = 1) - P_X(Y_j = 1) = \inf_{P_X \in \mathcal{D}} \mathbb{E} \left[ \ell_H^w(0_{\mathcal{I}^i}, \cdot) - \ell_H^w(0_{\mathcal{I}^j}, \cdot) \right],
\]

where \( \ell_H^w(\cdot, \cdot) \) is the weighted partial Hamming loss, \( 0_{\mathcal{I}^i} \) is a partial vector of zero values, and \( \mathcal{I}^i \) and \( \mathcal{I}^j \) are sets.
of unique or distinct indices obtained from \((i, j) \in \mathcal{I}_{\sigma_1} \neq \sigma_2\) and defined as follows

\[
\mathcal{W}^i = \{ i \mid (i, \cdot) \in \mathcal{I}_{\sigma_1} \neq \sigma_2 \} \quad \text{such that} \quad \forall (i, \cdot) \in \mathcal{I}_{\sigma_1} \neq \sigma_2, \quad \text{so} \quad |i \in \mathcal{W}^i| = 1,
\]

\[
\mathcal{W}^j = \{ j \mid (\cdot, j) \in \mathcal{I}_{\sigma_1} \neq \sigma_2 \} \quad \text{such that} \quad \forall (\cdot, j) \in \mathcal{I}_{\sigma_1} \neq \sigma_2, \quad \text{so} \quad |j \in \mathcal{W}^j| = 1.
\]

Besides, the weighted vector \(w^i = (w_1, \ldots, w_m)\) used in \(\ell^i_{\mu_w}(\mathcal{W}^i, \cdot)\), in which records the number of times each index \(i\) is repeated, is defined as follows:

\[
w_i = \# \{(i, \cdot) \in \mathcal{I}_{\sigma_1} \neq \sigma_2 \mid i \in \mathcal{W}^i\}
\]

and the weighted vector \(w^j = (w_1, \ldots, w_m)\) used in \(\ell^j_{\mu_w}(\mathcal{W}^j, \cdot)\), similarly

\[
w_j = \# \{(\cdot, j) \in \mathcal{I}_{\sigma_1} \neq \sigma_2 \mid j \in \mathcal{W}^j\}
\]

Let us illustrate Proposition 2 by making use of the imprecise probabilistic tree models in the next example.

**Example 4.** Consider the imprecise probabilistic tree developed in Figure 2 defined over \(\mathcal{Y} = \{0, 1\}^3\) describing an imprecise joint distribution \(\mathcal{P}\) over three labels (i.e. the set of labels \(\mathcal{X} = \{\lambda_1, \lambda_2, \lambda_3\}\)). Here, we will calculate the \(\mathcal{P}_{(k, \gamma)}\) by using Algorithm 1 and Proposition 2.

![Figure 2: Imprecise probabilistic trees](image-url)

**Before applying Algorithm 1, we first build the set \(\mathcal{W}_\mathcal{X}\) of pairwise preferences over \(\mathcal{X}\) as follows:**

\[
\mathcal{W}_\mathcal{X} = \left\{ \lambda_1 \succ \lambda_2, \lambda_1 \succ \lambda_3, \lambda_2 \succ \lambda_3 \right\},
\]

and then, by using \(\mathcal{W}_\mathcal{X}\), we can apply Algorithm 1 which builds recursively all the sets of disagreements (or sets of pairwise indices \(\mathcal{I}_{\sigma_1} \neq \sigma_2\)) of all the different couple of rankings on which have oposite label preferences, see Example 1) by calling the procedure “checkDisagreement”. It can easily verify that it is possible to build 18 sets of disagreement indices using the set \(\mathcal{W}_\mathcal{X}\) and the procedure “checkDisagreement”, as follows:

\[
\left\{ \begin{array}{llll}
\{(1, 2)\}, & \{(1, 3)\}, & \{(2, 1)\}, & \{(2, 3)\}, \\
\{(1, 2), (1, 3)\}, & \{(1, 3), (2, 1)\}, & \{(2, 1), (2, 3)\}, & \{(2, 3), (3, 1)\}, \\
\{(1, 2), (2, 3)\}, & \{(1, 3), (2, 1)\}, & \{(2, 1), (3, 1)\}, & \{(3, 1)\}, \\
\{(1, 2), (3, 1)\}, & \{(1, 3), (2, 3)\}, & \{(2, 1), (3, 1)\}, & \{(3, 1), (3, 2)\}, \\
\{(1, 2), (3, 2)\}, & \{(1, 3), (3, 2)\}, & \{(2, 1), (3, 2)\}, & \{(3, 2)\} \\
\end{array} \right\}
\]
While each set of disagreement indices is created recursively, Algorithm 1 verifies if each one of them is a solution of $\mathcal{I}_{\ell,R}^M$. For instance, in Figure 2, we verify if the set of disagreement indices $\mathcal{I}_{\sigma' \neq \sigma''} = \{(1,2), (1,3)\}$, which produces the following rankings

$\mathcal{I}_{\sigma' \neq \sigma''} \iff \lambda_1 > \lambda_2 > \lambda_3 \supseteq \lambda_2 > \lambda_3 > \lambda_1$

(20)

satisfy the maximality criterion of Equation (12). To do this, we calculate weighted partial Hamming losses of each set of unique indices, i.e. $\mathcal{Y}' = \{1\}$ and $\mathcal{Y}' = \{2,3\}$ (with the weighted vectors $w^{\mathcal{Y}'} = (1,0,0)$ and $w^{\mathcal{Y}'} = (0,1,1)$), as follows

| $\mathcal{Y}$ | $\ell_{H_w}(0_{\mathcal{Y}^*,\cdot})$ | $\ell_{H_w}(0_{\mathcal{Y}^*,\cdot})$ |
|--------------|-------------------------------|-------------------------------|
| (0,0,0)      | 0                             | 0                             |
| (0,0,1)      | 0                             | 1                             |
| (0,1,0)      | 0                             | 1                             |
| (0,1,1)      | 0                             | 2                             |
| (0,0,0)      | 2                             | 0                             |
| (0,0,1)      | 2                             | 1                             |
| (0,1,0)      | 2                             | 1                             |
| (0,1,1)      | 2                             | 2                             |

where $\cdot$ should be replaced by an observed output $y$. Then, we recursively compute the infimum expectation of Equation (17) using the law of iterated lower expectation described by Hermans et al. [23] and Carranza Alarcón and Destercke [11, §4.1]. Finally, the ranking solutions of Equation (20) built from the set of indices $\mathcal{I}_{\sigma' \neq \sigma''}$ does not belong to $\mathcal{I}_{\ell,R}^M$, as the infimum expectation is negative, i.e. $E = 0.96 - 1.39 + 0.04 \cdot 0.76 < 0$

Note that, in Example 4, it does not need to verify all different rankings of Equation (20), but just one of them, or more specifically, the set of disagreement indices $\mathcal{I}_{\sigma' \neq \sigma''}$. Thus, it reduces as much as possible the number of solutions which should verify the maximality criterion.

So far we prove that under the maximality principle, it is not enough to consider marginal probabilities in order to get set-valued optimal predictions. Yet, in what follows, we show that, on special credal sets, knowledge of the marginal probability is enough to determine the optimal set $\mathcal{I}_{\ell,R}^M$.

3.3. The case of label independence

In this section, we assume (conditional) independence of label probabilities in the sense that [17]

$$P_X(y) = \prod_{i=1}^m P_X(Y_i = y_i), \forall y \in \mathcal{Y}.$$  

(21)

It is important to keep in mind that learning the optimal prediction in a MLC problem, even in the precise probability setting, can be harder under the general assumption of label dependence. On the other hand, in the case of the label independence assumption (21) becomes treatable, even with non-decomposable losses including the F-measure, the Jaccard measure and the subset 0/1 loss. In the related work of MLC with partial abstention, Nguyen and Hüllermeier [12] also reduced the investigation on the label independence assumption when learning the optimal partial prediction of the Rank loss and F-measure.

In the following, we show that even under the label independence assumption the problem of learning the optimal predictions of the E-admissibility and Maximality principle can be done efficiently, but of course it is not obvious.

Beside of the label independence assumption of Equation (21), we assume the credal (interval) marginals are made available by some imprecise multi-label classifier, i.e., $\forall i \in [m]$, we have

$$P_X(Y_i = 1) \in \mathcal{P}_i := [P_X(Y_i = 1), \overline{P}_X(Y_i = 1)].$$

(22)
The credal marginals of Equation (22) and the label independence assumption of Equation (21) allow us to build the following credal set of the joint probability distribution

$$\mathcal{V} := \left\{ P_X \left| P_X(Y_i = 1) \in \mathcal{P}_i, P_X(y) = \prod_{i=1}^{m} P_X(Y_i = y_i) \right. \right\},$$

(23)

because, for any \((P_X(Y_i = 1), \ldots, P_X(Y_m = 1)) \in \mathcal{P}_1 \times \ldots \times \mathcal{P}_m\), we can show that

$$\sum_{Y \in \mathcal{Y}} P_X(y) = \sum_{Y \in \mathcal{Y}} \prod_{i=1}^{m} P_X(Y_i = y_i) = 1.$$

**Lemma 2.** Let \(\sigma^{-1}(i)\) be the position of label \(i\)-th in the rank \(\sigma\). Given the set of indices \(\mathcal{J}_{\sigma_2 \neq \sigma_1}\) obtained from two ranking solutions \(\sigma_1\) and \(\sigma_2\), and defined as follows

$$\mathcal{J}_{\sigma_2 \neq \sigma_1} = \{ i | \sigma_2^{-1}(i) \neq \sigma_1^{-1}(i) \},$$

then under the label independence assumption of Equation (21) and the imprecise joint probability distribution of Equation (23), we have that

$$\sigma_1 \sqsubseteq_{\mathcal{Y}} \sigma_2 \iff \inf_{P_X \in \mathcal{V}} \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} P_X(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0$$

$$\iff \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} \inf_{P_X \in \mathcal{V}} P_X(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0$$

$$\iff \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} P_X^*(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0,$$

(24)

where

$$P_X^*(Y_i = 1) = \begin{cases} P_X(Y_i = 1) & \text{if } \sigma_2^{-1}(i) > \sigma_1^{-1}(i), \\ P_X(Y_i = 1) & \text{otherwise}. \end{cases}$$

(25)

Lemma 2 amounts to saying that it is only necessary to have knowledge about the ranks of labels \(Y_i\) into the two ranking \(\sigma\), to compute the correct bound probability \(P_X^*(Y_i = 1)\).

In what follows, Proposition 3 shows that the possible ranks which can be assigned to each label belong to an interval. Moreover, the intervals can be determined efficiently using the upper and lower marginal probabilities.

**Proposition 3.** Assuming that, for any query instance \(x\), the joint probability \(P\) over \(\mathcal{Y}\) and its imprecise extension \(\mathcal{V}\) are defined as Equation (21) and (23), respectively. Let \(\zeta\) be a \(m \times m\) matrix defined as

$$\zeta_{i,j} = \begin{cases} 1 & \text{if } P_x(y_i = 1) > P_x(y_j = 1), i \neq j, \\ 1 & \text{if } i = j, \\ 0 & \text{otherwise.} \end{cases} \quad (26)$$

Each label \(\lambda_i \in \mathcal{Y}\) can be associated to an imprecise rank \([\underline{\sigma}_i, \overline{\sigma}_i]\) with

$$\underline{\sigma}_i = m + 1 - \sum_{j=1}^{m} \zeta_{i,j},$$

(27)

$$\overline{\sigma}_i = \sum_{j=1}^{m} \zeta_{j,i},$$

(28)

where \(\underline{\sigma}_i\) and \(\overline{\sigma}_i\) are respectively the smallest and largest rank that can be given to \(\lambda_i\) by any \(\hat{\sigma}_R^P \in \hat{\mathcal{R}}_R^{EF, \mathcal{V}}\).
The following example illustrates how to find the imprecise ranks given imprecise marginal probabilities.

**Example 5.** Let us consider an example where $Y = \{\lambda_1, \ldots, \lambda_5\}$ and the imprecise marginal probabilities are given in Table 1.

|       | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\lambda_5$ |
|-------|-------------|-------------|-------------|-------------|-------------|
| $P_1$ | 0.3         | 0.1         | 0.15        | 0.4         | 0.8         |
| $P_2$ | 0.5         | 0.2         | 0.45        | 0.65        | 0.9         |

The corresponding $\zeta$ matrix given in Table 2 is determined using Equation (26).

|       | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\lambda_5$ | $\sum_j \zeta_{i,j}$ |
|-------|-------------|-------------|-------------|-------------|-------------|----------------------|
| $\lambda_1$ | 1           | 1           | 0           | 0           | 0           | 2                   |
| $\lambda_2$ | 0           | 1           | 0           | 0           | 0           | 1                   |
| $\lambda_3$ | 0           | 0           | 1           | 0           | 0           | 1                   |
| $\lambda_4$ | 0           | 1           | 0           | 1           | 0           | 2                   |
| $\lambda_5$ | 1           | 1           | 1           | 1           | 1           | 5                   |
| $\sum_j \zeta_{i,j}$ | 2           | 4           | 2           | 2           | 1           |                      |

By applying Equation (28) and (27), we can easily compute the imprecise ranks of the training instance $x$.

|       | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\lambda_5$ |
|-------|-------------|-------------|-------------|-------------|-------------|
| $\sigma$ | 2           | 4           | 2           | 2           | 1           |

The following proposition ensures that the optimal predictions of the E-admissibility criterion is identical to the set possible rankings induced from the imprecise ranks of Proposition 3.

**Proposition 4.** Given the imprecise ranks defined in Equation (27) and (28), a ranking $\sigma$ is said to be a linear extension of the partial order

$$\sigma^{-1}(i) \in [\sigma_i, \sigma_{i+1}], \forall i \in [m] \quad \text{and} \quad \sigma^{-1}(i) \neq \sigma^{-1}(j), \forall i \neq j.$$  \hspace{1cm} (29)

We denote by

$$\hat{R}^{LE}_{\mathcal{P}} = \{\sigma \in \mathcal{R} \mid \sigma \text{ s.t. Equation (29)}\}.$$  \hspace{1cm} (30)

the set of of linear extensions of the partial order. Assume the joint probability $P$ over $\mathcal{Y}$ and its imprecise extension $\hat{P}$ are defined as Equation (21) and (23), respectively, we have the following equality:

$$\hat{R}^{LE}_{\mathcal{P}} = \hat{R}^{E}_{\mathcal{P}}.$$  \hspace{1cm} (31)

Owing to Proposition 4, the optimal solution under E-admissibility can be formulated as a constraint satisfaction problem (CSP) [25] given the imprecise ranks. More precisely, we look for all the possible rankings which can derived from the imprecise ranks defined in Equation (27) and (28).

To complete our investigation for the case of imprecise binary relevance, we show that the optimal predictions of the E-admissibility and Maximality criteria are identical given Equation (22) and (23).
Proposition 5. Assuming that, for any query instance \( x \), the joint probability \( P \) over \( Y \) and its imprecise extension \( \mathcal{P} \) are defined as Equation (22) and (23), respectively. Then, we have the following equivalence

\[
\hat{R}_{E}^{F} = \hat{R}_{E}^{M}.
\]  

(32)
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Appendix A. Supplemental material

Proof of Lemma 1. To simplify notations and readability of the proof, we denote $\sigma^2 := \pi$ and $\sigma^1 := \sigma$.

Let us first develop $E [\ell_R(\pi, \cdot) - \ell_R(\sigma_1, \cdot) | X = x]$:

$$\sum_{y \in \mathcal{Y}} \left( \sum_{1 \leq i < j \leq m} \mathbb{I}(y_{x(i)} = 0 \wedge y_{x(j)} = 1) - \sum_{1 \leq i < j \leq m} \mathbb{I}(y_{x(i)} = 0 \wedge y_{x(j)} = 1) \right) P_x(Y = y) \quad (A.1)$$

Developing and arranging the sum of the left term inside the brackets with respect to the ranking $\pi$ (the right term can also be treated in a similar way), we obtain

$$\sum_{x(1) \in \{0,1\}} \sum_{x(2) \in \{0,1\}} \ldots \sum_{x(m) \in \{0,1\}} \left( \sum_{1 \leq i < j \leq m} \mathbb{I}(y_{x(i)} = 0 \wedge y_{x(j)} = 1) \right) P_x(Y = y) \quad (A.3)$$

For two given successive indices $k, s \in \{1, \ldots, m\}$ such that $k < s$, let us consider the rewriting

$$\sum_{x(k) \in \{0,1\}} \sum_{x(i) \in \{0,1\}} \sum_{1 \leq i < j \leq m} \mathbb{I}(y_{x(i)} = 0 \wedge y_{x(j)} = 1) P_x(Y = y) \quad (A.4)$$

Developing the sum between brackets, we get

$$= \sum_{x(k) \in \{0,1\}} \sum_{x(i) \in \{0,1\}} \left( \sum_{1 \leq i < j \leq m} \mathbb{I}(y_{x(i)} = 0 \wedge y_{x(j)} = 1) \right) P_x(Y_{\{1,\ldots,k\}}, Y_{\{k+1,\ldots,s\}})$$

$$= \sum_{x(k) \in \{0,1\}} \sum_{x(i) \in \{0,1\}} \sum_{1 \leq i < j \leq m} \mathbb{I}(y_{x(i)} = 0 \wedge y_{x(j)} = 1) P_x(Y_{\{1,\ldots,k\}}, Y_{\{k+1,\ldots,s\}})$$

$$+ \sum_{x(s) \in \{0,1\}} \sum_{x(k) \in \{0,1\}} \sum_{1 \leq i < j \leq m} \mathbb{I}(y_{x(i)} = 0 \wedge y_{x(j)} = 1) P_x(Y_{\{1,\ldots,k\}}, Y_{\{k+1,\ldots,s\}})\quad (A.5)$$

where

$$P_x(Y_{\{k\}}) := P_x(Y_{\{1\}}, \ldots, Y_{\{k\}}) = y_{\pi(1)}, \ldots, y_{\pi(k)}, y_{\pi(s)}, \ldots, y_{\pi(m)}, \quad (A.6)$$

$$P_x(Y_{\{k-1\}}) := P_x(Y_{\{1\}}, \ldots, Y_{\{k-1\}}, Y_{\pi(k+1)}, \ldots, Y_{\pi(m)}), \quad (A.7)$$

$$P_x(Y_{\{k\}}) := P_x(Y_{\{1\}}, \ldots, Y_{\{k-1\}}, Y_{\pi(k+1)}, \ldots, Y_{\pi(s-1)}, y_{\pi(s)}, \ldots, y_{\pi(m)}), \quad (A.8)$$

We put back the $(m-1)$ external sums of Equation (A.4) in the first term of Equation (A.5), i.e.

$$\sum_{x(1) \in \{0,1\}} \sum_{x(2) \in \{0,1\}} \ldots \sum_{x(m) \in \{0,1\}} \left[ \sum_{x(k) \in \{0,1\}} \mathbb{I}(y_{x(k)} = 0 \wedge y_{x(i)} = 1) P_x(Y_{\{k\}}) \right] = P_x(Y_{\{k\}} = 0, Y_{\pi(s)} = 1) \quad (A.9)$$
We can apply the same operation shown above to the rest of the left term of Equation (A.4) recursively, i.e. selecting two other successive indices $k', s'$ such that $k' < s'$, and we obtain
\[
\sum_{y \in \mathcal{Y}} \sum_{1 \leq i < j \leq m} \mathbb{1}(y_{\pi(i)} = 0, y_{\pi(j)} = 1) P_x(Y = y) = \sum_{1 \leq i < j \leq m} P_x(Y_{\pi(i)} = 0, Y_{\pi(j)} = 1) \tag{A.10}
\]
By applying the same logic on the ranking $\sigma$, so we finally obtain
\[
\sum_{1 \leq i < j \leq m} P_x(Y_{\pi(i)} = 0, Y_{\pi(j)} = 1) - P_x(Y_{\sigma(i)} = 0, Y_{\sigma(j)} = 1) \tag{A.11}
\]

Proof of Proposition 1. Let us define the set of pairwise indices $\mathcal{I} = \{(i, j) | 1 \leq i < j \leq m\}$, and then, we divide it in two exclusive sets of pairwise indices, such that $\mathcal{I} = \mathcal{I}_1 \cup \mathcal{I}_2$, where each one is defined as follows
\[
\mathcal{I}_1 = \{(i, j) | \lambda_i > \lambda_j \text{ and } \lambda_j > \lambda_i\}, \tag{A.12}
\]
\[
\mathcal{I}_2 = \{(i, j) | \lambda_i > \lambda_j \text{ and } \lambda_i > \lambda_j\}. \tag{A.13}
\]
- The first set of indices $\mathcal{I}_1$ captures those pairwise label preferences on which the ranking $\sigma_1$ and $\sigma_2$ have some disagreement (see Section 2),
- whereas, the second set of indices $\mathcal{I}_2$ captures those pairwise label preferences on which the rankings $\sigma_1$ and $\sigma_2$ agree on.

It is easy to see that Equation (11) is cancelled on the set of indices $\mathcal{I} = \mathcal{I}_1 \cup \mathcal{I}_2$, and hence, it can be written as follows
\[
\sum_{(i, j) \in \mathcal{I}_1} P_x(Y_i = 0, Y_j = 1) - P_x(Y_i = 0, Y_j = 1), \tag{A.14}
\]
adding the terms $P_x(Y_i = 1, Y_j = 1) - P_x(Y_i = 1, Y_j = 1)$, we get
\[
\sum_{(i, j) \in \mathcal{I}_1} P_x(Y_i = 1) - P_x(Y_j = 1), \tag{A.15}
\]
and by applying the infimum operator
\[
\sigma_1 \sqsubseteq \sigma_2 \iff \inf_{P \in \mathcal{P}} \sum_{(i, j) \in \mathcal{I}_1} P_x(Y_i = 1) - P_x(Y_j = 1). \tag{A.16}
\]
This completes the proof.

Proof of Proposition 2. Given the sum inside of Equation (12), we can rewrite it as follows:
\[
\sum_{(i, j) \in \mathcal{I}_1} P_x(Y_i = 1) - P_x(Y_j = 1) = \sum_{(i, j) \in \mathcal{I}_1} P_x(Y_i = 1) - \sum_{(j, i) \in \mathcal{I}_1} P_x(Y_j = 1) \tag{A.17}
\]
As it is possible that some indices $(i, \cdot)$ or $(\cdot, j)$ may repeat several times, we define two sets of distinct indices:
\[
\mathcal{W}_1 = \{i | (i, \cdot) \in \mathcal{I}_1\} \quad \text{such that} \quad \forall (i, \cdot) \in \mathcal{I}_1, \quad \text{so} \quad |i \in \mathcal{W}_1| = 1,
\]
\[
\mathcal{W}_2 = \{j | (\cdot, j) \in \mathcal{I}_1\} \quad \text{such that} \quad \forall (\cdot, j) \in \mathcal{I}_1, \quad \text{so} \quad |j \in \mathcal{W}_2| = 1.
\]
Besides, we define the weighted vector $w^\mathcal{W}_i = (w_1, \ldots, w_m)$, in which records the number of times each index $i$ is repeated, as follows:
\[
w_i = \# \{(i, \cdot) \in \mathcal{I}_1 | i \in \mathcal{W}_1\}
\]
and the weighted vector \( w^{\mathcal{W}} = (w_1, \ldots, w_m) \), similarly
\[
w_j = \# \{ (\cdot, j) \in \mathcal{P}_1 \cap \mathcal{P}_2 \mid j \in \mathcal{W} \}.
\]

Therefore, by using the set of distinct indices and the weighted vectors instead in Equation (A.17), we can rewrite Equation (12) as the expectation of the subtraction of two weighted partial Hamming losses:
\[
\sum_{i \in \mathcal{W}} w_i^{\mathcal{W}} P_x(Y_i = 1) - \sum_{j \in \mathcal{W}} w_j^{\mathcal{W}} P_x(Y_j = 1) = \sum_{i \in \mathcal{W}} \left[ \sum_{j \in \mathcal{W}} w_j P_x(Y = y) - \sum_{j \in \mathcal{W}} w_j P_x(Y_j = y) \right]
\]

where \( \ell_{HW}(\cdot) \) is defined as the weighted partial Hamming loss and \( \mathbf{0}_{\mathcal{W}} \) is a partial vector of zero values.

**Proof of Lemma 2.** For a labeling \( y \), let \( r(y) = \sum_{i=1}^m y_i \) be the number of relevant labels, and \( c(y) = r(y)(m - r(y)) \) the number of relevant/irrelevant label pairs. It can be shown [12] that \( c(y) \) is a constant that does not depend on \( \sigma \) and
\[
E[\ell_R(\sigma, \cdot)|X = x] = \frac{1}{2} E[\ell_R(\sigma, \cdot) - \ell_R(\sigma)\sigma)|X = x] + \frac{1}{2} E[c(\cdot)|X = x]
\]
with \( \sigma \) is the reversal of \( \sigma \). Furthermore, we have the following relations:
\[
E[\ell_R(\sigma, \cdot) - \ell_R(\sigma)\sigma)|X = x] = \sum_{i=1}^m (2i - (m + 1)) P_x(Y_{i(\sigma)} = 1) + \sum_{i=1}^m (2\sigma^{-1}(i) - (m + 1)) P_x(Y_i = 1),
\]
\[
E[c(\cdot)|X = x] = (m - 1) \sum_{i=1}^m P_x(Y_i = 1) + \sum_{1 \leq i < j \leq m} P_x(Y_i = 1, Y_j = 1).
\]

Thus for any pair of rank \( \sigma_1 \) and \( \sigma_2 \), we have
\[
E[\ell_R(\sigma_2, \cdot) - \ell_R(\sigma_1, \cdot)|X = x] = \frac{1}{2} E[\ell_R(\sigma_2, \cdot) - \ell_R(\sigma_2)\sigma_2)|X = x] + \frac{1}{2} E[c(\cdot)|X = x]
\]
\[
- \frac{1}{2} E[\ell_R(\sigma_1, \cdot) - \ell_R(\sigma_1)\sigma_1)|X = x] - \frac{1}{2} E[c(\cdot)|X = x]
\]
\[
= \frac{1}{2} E[\ell_R(\sigma_2, \cdot) - \ell_R(\sigma_2)\sigma_2)|X = x] + \frac{1}{2} E[c(\cdot)|X = x]
\]
\[
- \frac{1}{2} E[\ell_R(\sigma_1, \cdot) - \ell_R(\sigma_1)\sigma_1)|X = x] - \frac{1}{2} E[c(\cdot)|X = x]
\]
\[
= \frac{1}{2} \sum_{i=1}^m (2\sigma_2^{-1}(i) - (m + 1)) P_x(Y_i = 1) - \frac{1}{2} \sum_{i=1}^m (2\sigma_1^{-1}(i) - (m + 1)) P_x(Y_i = 1)
\]
\[
- \frac{1}{2} \sum_{i=1}^m (2\sigma_2^{-1}(i) - (m + 1)) P_x(Y_i = 1) - \frac{1}{2} \sum_{i=1}^m (2\sigma_1^{-1}(i) - (m + 1)) P_x(Y_i = 1)
\]
\[
= \frac{1}{2} \sum_{i=1}^m (2\sigma_2^{-1}(i) - 2\sigma_1^{-1}(i)) P_x(Y_i = 1)
\]
\[
= \frac{1}{2} \sum_{i=1}^m (\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) P_x(Y_i = 1)
\]
\[
= \sum_{i \in \mathcal{P}_2 \cap \mathcal{P}_1} P_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)).
\]

This implies
\[
\sigma_1 \sqsupseteq \ell_R, \mathcal{W} \sigma_2 \iff \inf_{P_x \in \mathcal{P}} \sum_{i \in \mathcal{P}_2 \cap \mathcal{P}_1} P_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0.
\]
where $\mathcal{J}_{\sigma_2 \neq \sigma_1}$ is defined as $\mathcal{J}_{\sigma_2 \neq \sigma_1} = \{i | \sigma_2^{-1}(i) \neq \sigma_1^{-1}(i)\}$.

We now show that, under the label independence assumption of Equation (21) and the assumption on the credal set of Equation (23), we have

$$\inf_{P_x \in \mathcal{Y}} \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} P_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0 \iff \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} \inf_{P_x \in \mathcal{Y}} P_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0$$

$$\iff \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} P^*_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0,$$  

(A.18)

where

$$P^*_x(Y_i = 1) = \begin{cases} P_x(Y_i = 1) & \text{if } \sigma_2^{-1}(i) > \sigma_1^{-1}(i), \\ \frac{P_x(Y_i = 1)}{P^*_x(Y_i = 1)} & \text{otherwise.} \end{cases}$$  

(A.19)

Let us remind that under the assumption of Equation (21) and (23), we can show that for any $(P_x(Y_1 = 1), \ldots, P_x(Y_m = 1)) \in \mathcal{P}_1 \times \ldots \times \mathcal{P}_m$,

$$\sum_{y \in \mathcal{Y}} P_x(y) = \sum_{y \in \mathcal{Y}} \prod_{i=1}^m P_x(Y_i = y_i) = 1,$$

or, in other words,

$$P_x := \left\{ P_x(y) = \prod_{i=1}^m P_x(Y_i = y_i) \mid \forall y \in \mathcal{Y} \right\}$$

is a possible distribution. The relation of Equation (A.19) simply means that for any $P^*_x \neq P_x$, we have that

$$(P^*_x(Y_i = 1) - P_x(Y_i = 1))(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0, \forall i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}.$$

Now, suppose that, contrary to the claim of Equation (A.18), we necessarily have the following case:

$$\exists (P^*_x(Y_1 = 1), \ldots, P^*_x(Y_m = 1)) \in \mathcal{P}_1 \times \ldots \times \mathcal{P}_m,$$

s.t. $\mathbb{E}_{P^*_x}[\ell_R(\sigma_2, \cdot) - \ell_R(\sigma_1, \cdot)|X = x] < \mathbb{E}_{P^*_x}[\ell_R(\sigma_2, \cdot) - \ell_R(\sigma_1, \cdot)|X = x].$  

(A.20)

It is clear that Equation (A.20) leads to a contradiction because it leads to

$$\mathbb{E}_{P^*_x}[\ell_R(\sigma_2, \cdot) - \ell_R(\sigma_1, \cdot)|X = x] < \mathbb{E}_{P^*_x}[\ell_R(\sigma_2, \cdot) - \ell_R(\sigma_1, \cdot)|X = x]$$

$$\iff \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} P^*_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) < \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} P^*_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i))$$

$$\iff \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} (P^*_x(Y_i = 1) - P^*_x(Y_i = 1))(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) < 0.$$

This completes the proof. \(\square\)

**Proof of Proposition 3.** For any pair of labels $(\lambda_i, \lambda_j)$, denote by $\sigma_1 = \{\lambda_i \succ \lambda_j\}$ and $\sigma_2 = \{\lambda_j \succ \lambda_i\}$. Lemma 2 implies that

$$\sigma_1 \sqsubseteq_{\ell_R|\Omega} \sigma_2 \iff \sum_{i \in \mathcal{J}_{\sigma_2 \neq \sigma_1}} P^*_x(Y_i = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) > 0$$

$$\iff P^*_x(Y_j = 1)(\sigma_2^{-1}(i) - \sigma_1^{-1}(i)) + P^*_x(Y_j = 1)(\sigma_2^{-1}(j) - \sigma_1^{-1}(j)) > 0$$

$$\iff P_x(Y_i = 1)(1 - \lambda_i) + P^*_x(Y_j = 1)(1 - \lambda_j) > 0$$

$$\iff P_x(Y_i = 1) - P_x(Y_i = 1) > 0$$

$$\iff P_x(Y_i = 1) + P^*_x(Y_j = 1).$$  

(A.21)
We thus introduce the binary relation $R$ on the set $\mathcal{Y}$ such that
\[
\lambda_i \succ R \lambda_j \quad \text{if} \quad \mathcal{P}_a(y_i = 1) > \mathcal{T}_a(y_j = 1), \ i \neq j,
\]
\[
\lambda_i \succ R \lambda_i, \ i \in [m]. \tag{A.22}
\]

It can be easily verified that $R$ is a partial order as the reflexivity, transitivity and antisymmetry hold. This partial order then allows us to derive interval rank values [26, Sec. 4.1] as we have that
\[
\lambda_i \succ \lambda_j \Rightarrow \sigma(i) \leq \sigma(j). \tag{A.23}
\]

Once the relation $\succ$ is determined, $\mathcal{Y}$ is a poset (partially ordered set) and the corresponding relation matrix, denoted by $\zeta$, is a $m \times m$ matrix defined as
\[
\zeta_{i,j} = \begin{cases} 
1 & \text{if } \lambda_i \succ \lambda_j \\
0 & \text{otherwise}.
\end{cases}
\]

The results given by Theorems 1 and 2 in [26, Sec. 4.1] imply that each label $\lambda_i$ can be associated to an imprecise rank $[\sigma_i, \sigma_i]$ such that
\[
\sigma_i = \sigma_i - n - \sum_{j=1}^{m} \zeta_{i,j},
\]
\[
\sigma_i = \sum_{j=1}^{m} \zeta_{j,i},
\]
where $\sigma_i$ and $\sigma_i$ are respectively the smallest and largest rank that can given to $\lambda_i$ by any $\hat{\sigma}_P \in \hat{\mathcal{R}}_{E} \mathcal{P}$.

The proof of Proposition 4. For any $\sigma \in \hat{\mathcal{R}}_{E} \mathcal{P}$, it is clear that
\[
\sigma^{-1}(i) \in [\sigma, \sigma], \ \forall i \in [m],
\]
\[
\sigma^{-1}(i) \neq \sigma^{-1}(j), \ \forall i \neq j.
\]
This means that $\sigma \in \hat{\mathcal{R}}_{E} \mathcal{P}$. In other words,
\[
\hat{\mathcal{R}}_{E} \mathcal{P} \supset \hat{\mathcal{R}}_{E} \mathcal{P}.
\]

The proof of Proposition 4 is completed by showing that
\[
\hat{\mathcal{R}}_{E} \mathcal{P} \subset \hat{\mathcal{R}}_{E} \mathcal{P}.
\]
This is done by showing that for any $\sigma \in \hat{\mathcal{R}}_{E} \mathcal{P}$, there exists $P \in \mathcal{P}$ s.t.
\[
P_{\sigma(1)} \geq \cdots \geq P_{\sigma(m)}.
\]
Such a $P$ can be found using Algorithm 2. This algorithm simply finds precise positions of the labels in the Hasse diagram (cf. [26, Sec. 4.1]) where ranks of the labels are given by the linear extension $\sigma$ of the finite poset $\mathcal{Y}$.

Altogether, we have that $\hat{\mathcal{R}}_{E} \mathcal{P} = \hat{\mathcal{R}}_{E} \mathcal{P}$. □

The proof of Proposition 5. Note that Troffaes [15] showed that for any credal the set of solution given by E-admissibility is a subset of the one given by the Maximal, i.e.
\[
\hat{\mathcal{R}}_{E} \mathcal{P} \subset \hat{\mathcal{R}}_{E} \mathcal{P}.
\]
Algorithm 2 Find a $P \in \mathcal{P}$

Data: $\sigma, m, \mathcal{P}$

Result: $P$

Procedure $\text{updateProbs}(\mathcal{P}, m, \sigma(i))$

   for $j \in [m]$ do
   \[ [P_x(y_j = 1), P_x(y_j = 1)] = [P_x(y_j = 1), P_x(y_j = 1)] \setminus [\omega, P_x(y_{\sigma(i)} = 1)] \]
   end

Procedure $\text{genProbs}(\sigma, m, \mathcal{P})$

   $P = \{0, \ldots, 0\}$ for $i \in [m]$ do
   \[ P[\sigma(i)] = P_x(y_{\sigma(i)} = 1) \]
   \[ \text{updateProbs}(\mathcal{P}, m, \sigma(i)) \]
   end

Algorithm main()

   $\text{genProbs}(\sigma, m, \mathcal{P})$
   return $P$

Thus, the proof of Proposition 5 is completed by showing that

$$\hat{R}^E_{i_R, \mathcal{P}} \supset \hat{R}^M_{i_R, \mathcal{P}}.$$ 

Since $\hat{R}^E_{i_R, \mathcal{P}} = \hat{R}^{LE}_{i_R, \mathcal{P}}$, it is reduced to show that for all $\sigma \in \hat{R}^M_{i_R, \mathcal{P}}$ we have

$$\sigma^{-1}(i) \in [\sigma_j, \sigma_i], i \in [m]. \tag{A.24}$$

Now, suppose that, contrary to the claim (A.24), $\exists \sigma \in \hat{R}^M_{i_R, \mathcal{P}}$ and there is (at least) one index $i$ such that $\sigma^{-1}(i) \notin [\sigma_j, \sigma_i]$. Then we necessarily have at least one of the following cases:

(i) $\sigma^{-1}(i) < \sigma_j$ or (ii) $\sigma^{-1}(i) > \sigma_i$. \tag{A.25}

The proof is completed by showing that both (i) and (ii) lead to contradiction in what follows:

(i) if $\sigma^{-1}(i) < \sigma_j$,

We have, according to Proposition 3, $\sigma$, labels $\lambda_j$ verifying the first condition of Equation (26) $\xi_{j,i} = 1$ (i.e. $P_i(Y_j = 1) > P_i(Y_i = 1)$), and since by assumption $\sigma^{-1}(i) < \sigma_j$, there is always an index $j$ such that

$$P_i(Y_j = 1) > P_i(Y_i = 1) \text{ and } \sigma^{-1}(i) < \sigma^{-1}(j).$$

This means that we get

$$\inf_{P \in \mathcal{P}} P_i(Y_j = 1) - P_i(Y_i = 1) > 0 \quad \text{and} \quad \lambda_i \succ_{\sigma} \lambda_j \tag{A.26}$$

Besides, we can always find a ranking $\pi$ where only the ranks of labels $\lambda_i, \lambda_j$ are swapped, i.e.

$$\pi^{-1}(k) = \begin{cases} 
\sigma^{-1}(k) & \text{if } k \not\in \{i, j\}, \\
\sigma^{-1}(i) & \text{if } k = j, \\
\sigma^{-1}(j) & \text{if } k = i. 
\end{cases}$$
and therefore the set of disagreement indices between \( \pi \) and \( \sigma \) is \( \mathcal{I}_{x \neq a} = \{(j, i)\} \). By applying Proposition 1 (i.e. the maximality criterion), we have that

\[
 \pi \sqsupseteq_{\mathcal{I}_{x \neq a}} \sigma \iff \inf_{P \in \mathcal{P}} \sum_{(i, j) \in \mathcal{I}_{x \neq a}} P_x(Y_i = 1) - P_x(Y_j = 1) > 0
\]

By using Equation (A.26), the last equation is verified, and hence, \( \sigma \) is dominated by \( \pi \) (i.e. \( \pi \sqsupseteq_{\mathcal{I}_{x \neq a}} \sigma \)). In other words, \( \sigma \notin \hat{\mathcal{R}}_{\mathcal{M}} \), which is a contradiction.

(ii) if \( \sigma^{-1}(i) > \sigma_j \)

We have, according to Proposition 3, \( (m + 1 - \sigma_j) \) labels \( \lambda_j \) verifying the first condition of Equation (26) \( \xi_{i, j} = 1 \) (i.e. \( P_x(Y_i = 1) > P_x(Y_j = 1) \)), and since by assumption \( \sigma^{-1}(i) > \sigma_i \), there is always an index \( j \) such that

\[
P_x(Y_i = 1) > P_x(Y_j = 1) \text{ and } \sigma^{-1}(i) > \sigma^{-1}(j).
\]

This means that we get

\[
\inf_{P \in \mathcal{P}} P_x(Y_i = 1) - P_x(Y_j = 1) > 0 \quad \text{and} \quad \lambda_j >_\sigma \lambda_i
\]

(A.27)

Besides, we can always find a ranking \( \tau \) where only the ranks of labels \( \lambda_i, \lambda_j \) are swapped, i.e.

\[
\tau(k) = \begin{cases} 
\sigma^{-1}(k) & \text{if } k \notin \{i, j\}, \\
\sigma^{-1}(i) & \text{if } k = j, \\
\sigma^{-1}(j) & \text{if } k = i.
\end{cases}
\]

and therefore the set of disagreement indices between \( \tau \) and \( \sigma \) is \( \mathcal{I}_{\tau \neq a} = \{(i, j)\} \). By applying Proposition 1 (i.e. the maximality criterion), we have that

\[
\pi \sqsupseteq_{\mathcal{I}_{x \neq a}} \sigma \iff \inf_{P \in \mathcal{P}} \sum_{(i, j) \in \mathcal{I}_{x \neq a}} P_x(Y_i = 1) - P_x(Y_j = 1) > 0
\]

By using Equation (A.27), the last equation is verified, and hence, \( \sigma \) is dominated by \( \tau \) (i.e. \( \tau \sqsupseteq_{\mathcal{I}_{x \neq a}} \sigma \)). In other words, \( \sigma \notin \hat{\mathcal{R}}_{\mathcal{M}} \), which is again a contradiction.

\( \Box \)