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Abstract

We obtain shape derivative formulae for the first eigenvalue of the Robin $p$-Laplace operator. This result is used to study the variation of the first eigenvalue with respect to perturbations of the domain. In particular, we prove that for large values of the boundary parameter, the first eigenvalue is monotonic with respect to domain inclusion for smooth domains.
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1 Introduction

Consider the following eigenvalue problem with the Robin boundary condition:

\[
\begin{aligned}
\Delta_p u + \lambda |u|^{p-2} u &= 0 \quad \text{in} \; \Omega, \\
|\nabla u|^{p-2} \frac{\partial u}{\partial \eta} + \beta |u|^{p-2} u &= 0 \quad \text{on} \; \partial \Omega,
\end{aligned}
\]

(1)

where $\Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u)$ is the $p$-Laplace operator for $1 < p < \infty$, $\Omega$ is a bounded domain in $\mathbb{R}^n$ with smooth boundary, $\eta$ denotes the outward unit normal, and $\beta$ is a positive real constant. The Dirichlet and Neumann boundary conditions can be considered as special cases of the Robin boundary condition with $\beta$ going to infinity and $\beta = 0$, respectively (see [18]). In the case when $p = 2$, problem (1) reduces to the standard Robin Laplace eigenvalue problem.

Definition 1.1. [18] Any $(u, \lambda) \in W^{1,p}(\Omega) \times \mathbb{R}$ satisfying

\[
\int_\Omega |\nabla u|^{p-2} \nabla u \cdot \nabla v \, dx + \int_{\partial \Omega} \beta |u|^{p-2} uv \, ds = \lambda \int_\Omega |u|^{p-2} uv \, dx
\]

for all $v \in W^{1,p}(\Omega)$ is said to be a weak solution of (1).
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If \((u, \lambda)\) is a weak solution of \((1)\) with \(u \neq 0\), then \(\lambda\) is known as an eigenvalue, and \(u\) is a corresponding eigenfunction. We can use Ljusternik–Schnirelman (L-S) theory to prove the existence of a sequence of eigenvalues \(\{\lambda_m\}\) such that \(0 \leq \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_m \leq \ldots\), with \(\lambda_m \to \infty\) as \(m \to \infty\). It is not known whether this exhausts the spectrum when \(p \neq 2\), but it is known that the set of eigenvalues is closed (see [18]).

Consider the functional \(J(z) = \frac{\int_\Omega |\nabla z|^p \, dx + \beta \int_\Omega |z|^p \, ds}{\int_\Omega |z|^p \, dx}\) defined on \(W^{1,p}(\Omega)\). The first eigenvalue \(\lambda_1\) of \((1)\) is given by the characterization

\[
\lambda_1(\Omega) = \inf \{ J(z) : z \in W^{1,p}(\Omega), z \neq 0 \}.
\]

In [18], the authors proved that if \(\Omega\) has a \(C^2\) boundary, then \(\lambda_1(\Omega)\) is simple and isolated. Moreover, the eigenfunctions associated with all eigenvalues except \(\lambda_1(\Omega)\) change sign, and there exists a positive constant \(\alpha\) such that \(u \in C^{1,\alpha}(\Omega)\) (see [18] for more details). Even in the case \(p = 2\), many basic properties of \(\lambda_1(\Omega)\) are not well-understood. For instance, in the case of the Dirichlet Laplacian, it is known that if \(\Omega_1 \subseteq \Omega_2\), then the first Dirichlet eigenvalue \(\lambda^D_1(\Omega_2)\) satisfies \(\lambda^D_1(\Omega_2) \leq \lambda^D_1(\Omega_1)\). However, this is not true in general for the Robin eigenvalue problem (see [11] for a counterexample), and the domain monotonicity property is not well understood. This is discussed in more detail later in this section.

There have been many studies on the domain dependence of energy functionals associated with \(p\)-Laplace differential equations with Dirichlet boundary conditions (see [20], [13], [3], [17], and [23]). For smooth domains, the standard technique used in many of these studies is Hadamard’s method of variations. In this technique, we consider a family of diffeomorphisms \(T_t \in C^1(\Omega, \mathbb{R}^n), |t| \in \mathbb{R}\) sufficiently small. We define

\[
T_t(x) = x + tv(x) + o(t),
\]

where \(v = (v_1(x), v_2(x), \ldots, v_n(x))\) is a \(C^1(\Omega)\) vector field and \(o(t)\) denotes all the terms with \(o(t) \to 0\) as \(t \to 0\).

Now letting \(\Omega_t = T_t(\Omega)\), the perturbation of energy functionals can be studied by analyzing the dependence of the functionals on \(\Omega_t\) with respect to \(t\). Using this approach, the domain derivative for the first eigenvalue of the Dirichlet \(p\)-Laplacian was obtained by García Melián and Sabina De Lis in [20]. They prove that for bounded \(C^{2,\alpha}\) domains \(\lambda^D_1(t) := \lambda^D_1(\Omega_t)\) is differentiable with respect to \(t\) at 0, and the derivative is given by

\[
\lambda_1(0) = -(p - 1) \int_{\partial \Omega} \frac{\partial u}{\partial \eta} \left( v \cdot \eta \right) ds,
\]

where \(u\) is the positive normalized Dirichlet eigenfunction so that \(\int_\Omega |u|^p \, dx = 1\). A similar formula was derived by Roppongi in [23]. As has been noted by Garabedian and Schiffer in [9], this formula for the case \(p = 2\) was first obtained by Hadamard in [12].

The formula given in [23] has been used to study various questions regarding the behavior of eigenvalues and the structure of eigenfunctions. In particular, in [13], [2], and [15], the authors have used domain derivatives to study obstacle problems. In [3], Anoop et al. used them to prove the nonradiality of second eigenfunctions of Dirichlet \(p\)-Laplacian.
A similar shape derivative formula was obtained for the Robin Laplace operator by Bandle and Wagner in [4]. In this paper, the authors use Hadamard’s perturbation techniques to get the following domain derivative formula for $\lambda_1(t) := \lambda_1(\Omega_t)$:

$$
\dot{\lambda}_1(0) = \int_{\partial \Omega} \left\{ \left[ |\nabla u|^2 - \lambda_1(0) u^2 + \beta(n-1)Hu^2 - 2\beta^2 u^2 \right] (v \cdot \eta) \right\} \, ds,
$$

(4)

where $\Omega \subseteq \mathbb{R}^n$ is a bounded domain in the Hölder class $C^{2,\alpha}$, $u$ is the corresponding normalized eigenfunction such that $\int_{\Omega} |u(t)|^2 J(t) \, dx = 1$, with $J(t)$ being the determinant of the Jacobian matrix corresponding to the transformation $T_t$, $H$ denotes the mean curvature of the boundary, $v$ is a $C^{2,\alpha}$ vector field. We would like to note that a Hadamard variational formula for the Robin Laplace semi-linear problem has been studied by Osawa in [21].

In this paper, we obtain shape derivative formulae for the first eigenvalue of the Robin $p$-Laplace operator. The boundary integral in the characterization of the first eigenvalue makes the computation significantly harder than the Dirichlet case. We follow the approach in [4], however, the nonlinearity of the operator makes the problem highly nontrivial. For instance, the lack of $C^2$ regularity for the first eigenfunction of the $p$-Laplace operator introduces an additional layer of difficulty. Now we state our main result.

**Theorem 1.2.** Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain in the Hölder class $C^{2,\alpha}$; $\Omega_t$ be a family of perturbations with $\Omega_t := \{ y = x + tv(x) + o(t) : x \in \Omega, |t| \text{ sufficiently small} \}$ where $v = (v_1(x), v_2(x), \ldots, v_n(x))$ is a $C^{2,\alpha}$ vector field and $H$ denotes the mean curvature of $\partial \Omega$. Then for the eigenvalue $\lambda_1(t) := \lambda_1(\Omega_t)$ of (1), with $\Omega = \Omega_t$, we have the following equivalent formulae for $\dot{\lambda}_1(0)$:

1. $\dot{\lambda}_1(0) = \int_{\partial \Omega} \left\{ \left[ |\nabla u|^p - \lambda_1(0) |u|^p + \beta |u|^p(n-1)H + p\beta u \left( |u|^{p-2} \nabla u \cdot \eta \right) \right] \right\} (v \cdot \eta) \, ds.$

2. $\dot{\lambda}_1(0) = \int_{\partial \Omega} \left\{ \left[ |\nabla u|^p - \lambda_1(0) |u|^p + \beta |u|^p(n-1)H - p\beta^2 \frac{|u|^{2p-2}}{|\nabla u|^{p-2}} \right] (v \cdot \eta) \right\} \, ds.$

In the case $p = 2$, these expressions for $\dot{\lambda}_1(0)$ reduce to (4).

As mentioned at the beginning, for the first Robin eigenvalue, there is no general domain monotonicity. A counterexample for the case $p = 2$ can be found in [11], where the authors have constructed a sequence $\Omega_k$ for which $B(0, 1) \subset \Omega_k \subset B(0, 2)$ such that $\lambda_1(\Omega_k) > \lambda_1(B(0, 1)) > \lambda_1(B(0, 2)) > 0$, for large values of $k$. Even in the case of the Robin Laplacian, the literature on domain monotonicity is rather limited. For a sufficiently smooth and bounded domain $\Omega$, Payne and Weinberger proved in [22] that $\lambda_1(\Omega) \geq \lambda_1(B)$, for a ball $B$ circumscribing $\Omega$ in two and three dimensions. Giorgi and Smits have shown partial monotonicity for the principal eigenvalue when the second domain is a ball (see Theorem 1 in [11]). They have also proved monotonicity results for a convex domain containing a ball (see Theorem 2 and Corollary 3 of [11]) and for two convex domains with a ball contained in between (see Corollary 4 of [11]). In case of dilations of the domain, $\lambda_1(t\Omega) \leq \lambda_1(\Omega)$, for every $t \geq 1$ (see Chapter 4 in [13]).
For the Robin $p$-Laplacian, Gavitone and Trani have proved some domain monotonicity results for the principal eigenvalue. They have proved these results for a more general class of anisotropic operators. They have shown that $\lambda_1(W) \leq \lambda_1(G)$, for a bounded open set $G \in \mathbb{R}^n$ with $C^{1, \alpha}$ boundary, $\alpha \in (0, 1)$, contained in a Wulff shape $W$ (see Theorem 5.1 in [10]). If, in addition, $G$ is convex such that $W \subset G$, then $\lambda_1(G) \leq \lambda_1(W)$ (see Theorem 5.2 in [10]). Domain monotonicity has also been proved for two convex sets containing a Wulff shape in between (see Corollary 5.1 in [10]).

We use the shape derivative formulae given in Theorem 1.2 to obtain some domain monotonicity results. In the next theorem, we look at volume increasing (decreasing) perturbations in the case when $\Omega$ is a ball and obtain conditions for domain monotonicity.

**Theorem 1.3.** Let $\Omega = B(0, R)$ in $\mathbb{R}^n$.

(i) If $\beta \geq \left( \frac{n-1}{R(p-1)} \right)^{p-1}$, then $\dot{\lambda}_1(0) < 0$ ($> 0$) for a smooth perturbation $v$ of the domain with $\int_{\partial \Omega} v \cdot \eta \, ds > 0$ ($< 0$) on $\partial \Omega$.

(ii) Let $R \geq 1$, $\beta \geq 1$ and $p \geq n$. Then $\dot{\lambda}_1(0) \leq 0$ ($\geq 0$) for a smooth $v$ perturbation of the domain with $\int_{\partial \Omega} v \cdot \eta \, ds > 0$ ($< 0$) on $\partial \Omega$.

Note that $\Omega_t$ is a volume increasing (decreasing) perturbation if $\int_{\partial \Omega} v \cdot \eta \, ds > 0$ ($< 0$).

We get strict inequality in the second part of the above theorem if at least one of the inequalities for $R$, $\beta$, or $p$ is strict. The above results indicate that the convexity constraints in the currently available literature may be too restrictive for at least certain range of values of the Robin boundary parameter. In the next result we prove that when the boundary parameter is large enough, domain monotonicity property holds for all $C^{2, \alpha}$ class domains.

**Theorem 1.4.** Let $\Omega$ and $\Omega_t$ be as in Theorem 1.2 and let $v$ be a $C^{2, \alpha}$ vector field such that $v(x) \cdot \eta(x) > 0$ for all $x \in \partial \Omega$. Then there exists a constant $\beta^* (\Omega, v) > 0$ such that for $\beta > \beta^*$, $\dot{\lambda}_1(0) < 0$.

The proof for the above theorem uses the convergence of the first Robin eigenvalue $\lambda_1$ and the corresponding eigenfunction to the first Dirichlet eigenvalue $\lambda_1^D$ and the eigenfunction corresponding to it. There are works describing this asymptotics for the Laplace operator in the literature, see for example [1], [7], and [8]. Since we could not find any reference for an appropriate convergence result for the Robin $p$-Laplacian, we have included a convergence result in Section 5.

In the next section, we present some results that would be required in the sequel. We prove Theorem 1.2 in Section 3, Theorem 1.3 in Section 4, and Theorem 1.4 in Section 5.
2 Preliminaries

In this section, we mostly follow the presentation in [4]. Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain in the Hölder class \( C^{2,\alpha} \). Let \( P \) be a point on \( \partial \Omega \) and \( T_P \) denote the tangent space of \( P \). Then there is a neighborhood \( \Omega_P \) of \( P \) and a Cartesian coordinate system having an orthonormal basis \( B_P := \{ e_i \}, i = 1, \ldots, n \), centered at \( P \), with \( e_i \in T_P, i = 1, \ldots, n-1 \), and \( e_n \) in the direction of unit outer normal \( \eta \). Let \( (\xi_1, \xi_2, \ldots, \xi_n) \) denote the coordinates with respect to \( B_P \). Also, we make the assumption \( \Omega \cap \Omega_P = \{ \xi \in \Omega_P : \xi_n < F(\xi_1, \xi_2, \ldots, \xi_{n-1}) \}, F \in C^{2,\alpha} \). From this, it is clear that \( F_\xi(0) = 0 \) for \( i = 1, 2, \ldots, n-1 \). Let \( \xi' := (\xi_1, \xi_2, \ldots, \xi_{n-1}) \). In the \( \xi' \)-coordinate system, \( x(\xi') = (\xi_1, \xi_2, \ldots, \xi_{n-1}, F(\xi')) \) represents points on \( \Omega_P \cap \partial \Omega \) and \( \tilde{\eta}(\xi') = (\tilde{\eta}_1, \tilde{\eta}_2, \ldots, \tilde{\eta}_n) \) the unit outer normal. We will follow the Einstein convention, where repeated indices indicate summation from \( 1 \) to \( n-1 \) or from \( 1 \) to \( n \). For \( i = 1, 2, \ldots, n-1 \), the vectors \( x_{\xi_i} := \frac{\partial}{\partial \xi_i} \) span \( T_P \). Let \( g_{ij} := x_{\xi_i} \cdot x_{\xi_j} \) be the metric tensor of \( \partial \Omega \), and its inverse be denoted by \( g^{ij} \).

Note that any vector \( v \) can be written as \( v = v^\tau + (v \cdot \eta)\eta \), where \( v^\tau := g^{ij}(v \cdot x_{\xi_i})x_{\xi_j} \) is the projection to the tangent space. Let \( v : \partial \Omega \to \mathbb{R}^n \) be a smooth vector field. The tangential divergence of \( v \) is defined as

\[
\text{div}_{\partial \Omega} v = g^{ij} \tilde{v}_{\xi_i} \cdot x_{\xi_j},
\]

where \( \tilde{v} = v(\xi', F(\xi')) \). For any \( f \in C^1(\Omega_P) \), the tangential gradient of \( f|_{\partial \Omega} \) is given by

\[
\nabla^\tau f = g^{ij}(\nabla f \cdot x_{\xi_i})x_{\xi_j}.
\]

For \( f \in C^1(\partial \Omega), v \in C^{0,1}(\partial \Omega, \mathbb{R}^n) \), and mean curvature \( H \) of the boundary \( \partial \Omega \), the Gauss theorem on surfaces can be stated as

\[
\int_{\partial \Omega} f \text{ div }_{\partial \Omega} v \, ds = -\int_{\partial \Omega} v \cdot \nabla^\tau f \, ds + (n-1) \int_{\partial \Omega} f(v \cdot \eta)H \, ds.
\]

2.1 Perturbation of domain

Let \( (\Omega_t) \) be a family of perturbations with \( \Omega_t := \{ y = x + tv(x) + o(t) : x \in \Omega, |t| \text{ small} \} \) where \( v = (v_1(x), v_2(x), \ldots, v_n(x)) \) is a \( C^{2,\alpha} \) vector field. The volume element of \( \Omega_t \) and surface element of \( \partial \Omega_t \) have been computed in [4]. We include the same here for the sake of completeness.

Let \( y(t, \Omega) := y \). The Jacobian matrix (up to first order terms) of \( y \) is given by \( I + tD_v \), where \( (D_v)_{ij} = \frac{\partial v_i}{\partial x_j} \).

When \( |t| \) is small, using Jacobi’s formula, we get

\[
J(t) := \det(I + tD_v) = 1 + t \text{ div } v + o(t).
\]

Now \( |\Omega_t| = \int_{\Omega_t} J(t) \, dx = |\Omega| + t \int_{\Omega} \text{ div } v \, dx + o(t) \).

In order to compute the surface element of the boundary, \( \partial \Omega_t \) can be represented locally as \( \{ y(\xi') := x(\xi') + t\tilde{v}(\xi') : \xi' \in \Omega_P \cap \{ \xi_n = 0 \} \} \). Let \( a_{ij} := x_{\xi_i} \cdot \tilde{v}(\xi_j) + x_{\xi_j} \cdot \tilde{v}(\xi_i), b_{ij} := 2\tilde{v}(\xi_i) \cdot \tilde{v}(\xi_j) \) and \( g_{ij}^{2} := \).
\[ g_{ij} + ta_{ij} + \frac{t^2}{2}b_{ij}. \] Then \(|dy|^2 = \left( g_{ij} + ta_{ij} + \frac{t^2}{2}b_{ij} \right)d\xi_i d\xi_j = g'_{ij} d\xi_i d\xi_j. \] Now let \( G := (g_{ij}), G^{-1} := (g^{ij}), A := (a_{ij}), B := (b_{ij}) \) and \( G^t := (g'_{ij}) \). The surface element on \( \partial \Omega_t \) is given by \( \sqrt{\det G^t} d\xi' \). Then \( \sqrt{\det G^t} = \left( \sqrt{\det G} \right) (k(x,t))^{1/2} \), where \( k(x,t) := \det \left( I + tG^{-1}A + \frac{t^2}{2}G^{-1}B \right) \). Let \( \sigma_A := \text{trace} \left( G^{-1}A \right), \) \( \sigma_B := \text{trace} \left( G^{-1}B \right) \) and \( \sigma_{A2} := \text{trace} \left( (G^{-1})^2 \right) \). Using the Taylor expansion, for small \(|t|\), we have \( k(x,t) = 1 + t\sigma_A + o(t) \).

Let \( m(t) := \sqrt{k(x,t)} = 1 + \frac{1}{2} \sigma_A + o(t) \). Then the surface element \( ds_t \) of \( \partial \Omega_t \) can be written as \( ds_t = m(t) ds \), where \( ds \) is the surface element of \( \partial \Omega \).

Using (5), we have \( \sigma_A = 2g^{ij} \tilde{v}_x \cdot x_{\xi^i} = 2\text{div}_{\partial \Omega} v \). It can be shown that \( \frac{1}{2} \sigma_A = \text{div}_{\partial \Omega} v^T + (n-1)H(v \cdot \eta) \), where \( H \) denotes the mean curvature of the boundary. So we have

\[
\tilde{m}(0) = \frac{1}{2} \sigma_A = \text{div}_{\partial \Omega} v^T + (n-1)H(v \cdot \eta).
\]

### 3 Shape derivative formula

Consider the following energy functional

\[
E_{\Omega_t}(u) := \int_{\Omega_t} |\nabla_y u|^p dy - \int_{\Omega_t} \lambda(\Omega_t) |u|^p dy + \beta \int_{\partial \Omega_t} |u|^p ds_t.
\]

Let \( \tilde{u} \in W^{1,p}(\Omega_t) \) be a critical point of (10), that is, \( \tilde{u} \) satisfies the Euler-Lagrange equation

\[
\begin{cases}
\Delta_p \tilde{u} + \lambda(\Omega_t) |\tilde{u}|^{p-2} \tilde{u} = 0 & \text{in } \Omega_t, \\
|\nabla \tilde{u}|^{p-2} \frac{\partial \tilde{u}}{\partial \eta_t} + \beta |\tilde{u}|^{p-2} \tilde{u} = 0 & \text{on } \partial \Omega_t,
\end{cases}
\]

where \( \eta_t \) denotes the outer unit normal to \( \partial \Omega_t \).

Now set \( E(t) := E_{\Omega_t}(\tilde{u}) \) and \( \lambda(t) := \lambda(\Omega_t) \). Consider \( y = x + tv(x) + o(t) \) with \( x(y) \) being its inverse. Using the change of variables, we get

\[
E(t) = \int_{\Omega} \left[ (\nabla \tilde{u}(t))^T A(t) \nabla \tilde{u}(t) \right]^\frac{p}{2} dx - \int_{\Omega} \lambda(t) |\tilde{u}(t)|^p J(t) dx + \beta \int_{\partial \Omega} |\tilde{u}|^p m(t) ds,
\]

where \( A_{ij}(t) := \frac{\partial x_j}{\partial x_i} \frac{\partial x_k}{\partial x_l} (J(t))^{\frac{p}{2}} \), where the Jacobian \( J(t) \) is defined in (8), and \( \tilde{u}(t) := \tilde{u}(x + tv(x), t) \), for \( t \in (-\epsilon, \epsilon) \) with \( \epsilon > 0 \) small enough.

In \( \Omega \), \( \tilde{u}(t) \) solves the corresponding Euler-Lagrange equation

\[
\begin{cases}
L_A \tilde{u}(t) + \lambda(t) |\tilde{u}(t)|^{p-2} \tilde{u}(t) J(t) = 0 & \text{in } \Omega, \\
\partial_{\eta_t} \tilde{u}(t) + \beta |\tilde{u}(t)|^{p-2} \tilde{u}(t) m(t) = 0 & \text{on } \partial \Omega_t,
\end{cases}
\]

where \( L_A(\tilde{u}(t)) := \frac{\partial}{\partial x_i} \left( \left[ (\nabla \tilde{u}(t))^T A(t) \nabla \tilde{u}(t) \right]^{\frac{p-2}{2}} A_{ij}(\tilde{u}(t)) \right) \) and

\[
\partial_{\eta_t}(\tilde{u}(t)) := \left[ (\nabla \tilde{u}(t))^T A(t) \nabla \tilde{u}(t) \right]^{\frac{p-2}{2}} A_{ij}(\tilde{u}(t)) \eta^j.
\]

Writing (12) in the weak form, we get

\[
\int_{\Omega} \left[ (\nabla \tilde{u})^T A \nabla \phi \right] d\tilde{u} + \beta \int_{\partial \Omega} |\tilde{u}|^{p-2} \tilde{u} m \phi ds = \int_{\Omega} \lambda(t) |\tilde{u}|^{p-2} \tilde{u} J \phi dx
\]
for all \( \phi \in W^{1,p}(\Omega) \).

Note that \( \tilde{u}(t) \) can be expressed as \( \tilde{u}(t) = \hat{u}(0) + t\hat{u}(0) + o(t) \). Also \( \tilde{u}(0) := u(x) \). \( A_{ij}(t) \) can be expanded as \( A_{ij}(t) = A_{ij}(0) + tA_{ij}(0) + o(t) \).

**Lemma 3.1.** We have

(i) \( J(0) = 1 \) and \( \dot{J}(0) = \text{div} \, v \),

(ii) \( A_{ij}(0) = \delta_{ij} \) and \( \dot{A}_{ij}(0) = \frac{2}{p} \delta_{ij} \text{div} \, v - \partial_{x_i} v_j - \partial_{x_j} v_i \), where \( \partial_{x_i} v_i := \frac{\partial v_i}{\partial x_i} \).

**Proof.** From (8), it follows that \( J(0) = 1 \) and \( \dot{J}(0) = \text{div} \, v \).

For small positive \( t \),

\[
\frac{\partial x_i}{\partial y_k} = (I + tD_v)^{-1} = (I - tD_v + o(t)) = \delta_{ik} - \frac{\partial v_k}{\partial x_i} + o(t).
\]

So we have

\[
A_{ij}(0) = \delta_{ik} \delta_{jk} = \delta_{ij}.
\]

\[
\dot{A}_{ij}(0) = \frac{d}{dt} \left( \frac{\partial x_i}{\partial y_k} \right) J(t) = \frac{\partial x_i}{\partial x_j} \frac{d}{dt} J(t) = \frac{\partial x_i}{\partial x_j} \text{div} \, J(t) = \frac{2}{p} \frac{\partial x_i}{\partial x_j} \text{div} \, J(t) = \frac{2}{p} \delta_{ij} \text{div} \, v.
\]

Recall that the first eigenvalue \( \lambda_1(t) := \lambda_1(\Omega_t) \) of (11) is given by the Rayleigh quotient

\[
\lambda_1(t) = \frac{\int_{\Omega_t} |\nabla \tilde{u}|^p dy + \beta \int_{\partial \Omega_t} |\tilde{u}|^p ds}{\int_{\Omega_t} |\tilde{u}|^p dy}.
\]

After a change of variables, we have

\[
\lambda_1(t) = \frac{\int_{\Omega} \left[ (\nabla \tilde{u}(t))^T A(t) \nabla \tilde{u}(t) \right]^{\frac{p}{2}} dx + \beta \int_{\partial \Omega} |\tilde{u}(t)|^p \lambda_1(t) dx}{\int_{\Omega} |\tilde{u}(t)|^p dx}.
\]

As (11) is \((p - 1)\) homogeneous, we impose the normalization \( \int_{\Omega_t} |\tilde{u}(t)|^p J(t) dx = 1 \). Then

\[
\frac{d}{dt} \left( \int_{\Omega} |\tilde{u}(t)|^p J(t) dx \right) = p \int_{\Omega} |\tilde{u}(t)|^{p-2} \tilde{u}(t) \tilde{J}(t) J(t) dx + \int_{\Omega} |\tilde{u}(t)|^p \tilde{J}(t) dx = 0.
\]

Choosing \( \tilde{u} \) as a test function in (13), we get

\[
\int_{\Omega} \left[ (\nabla \tilde{u}(t))^T A \nabla \tilde{u}(t) \right]^{\frac{p}{2}} \left[ (\nabla \tilde{u}(t))^T A \nabla \tilde{u}(t) \right] dx + \beta \int_{\partial \Omega} |\tilde{u}(t)|^{p-2} \tilde{u}(t) \tilde{m} \lambda_1(t) dx = \int_{\Omega} \lambda_1(t) |\tilde{u}(t)|^{p-2} \tilde{u}(t) dx.
\]

Multiplying both sides of (10) by \( p \) and substituting from (15), we get

\[
p \int_{\Omega} \left[ (\nabla \tilde{u}(t))^T A \nabla \tilde{u}(t) \right]^{\frac{p}{2}} \left[ (\nabla \tilde{u}(t))^T A \nabla \tilde{u}(t) \right] dx + p \beta \int_{\partial \Omega} |\tilde{u}|^{p-2} \tilde{u}(t) \tilde{m} dx = -\lambda_1(t) \int_{\Omega} |\tilde{u}|^p \tilde{J} dx.
\]
Differentiating (14) with respect to \( t \) on both sides and using (17), we have

\[
\dot{\lambda}_1(t) = \frac{p}{2} \int_{\Omega} \left[ (\nabla \dot{u})^T A \nabla \dot{u} \right] |\nabla \dot{u}|^\frac{p+2}{2} \left[ (\nabla \dot{u})^T \dot{A} \nabla \dot{u} \right] dx - \lambda_1(t) \int_{\Omega} |\dot{u}|^p \dot{J} dx + \beta \int_{\partial \Omega} |\dot{u}|^p \dot{m} dx.
\]

So

\[
\dot{\lambda}_1(0) = \frac{p}{2} \int_{\Omega} \left[ (\nabla u)^T A(0) \nabla u \right] |\nabla u|^\frac{p+2}{2} \left[ (\nabla u)^T \dot{A}(0) \nabla u \right] dx - \lambda_1(0) \int_{\Omega} |u|^p \dot{J}(0) dx + \beta \int_{\partial \Omega} |u|^p \dot{m}(0) ds.
\]

Let \( \dot{\lambda}_1 := \frac{p}{2} \int_{\Omega} \left[ (\nabla u)^T A(0) \nabla u \right] |\nabla u|^\frac{p+2}{2} \left[ (\nabla u)^T \dot{A}(0) \nabla u \right] dx \), \( \dot{\lambda}_2 := -\lambda_1(0) \int_{\Omega} |u|^p \dot{J}(0) dx \) and \( \dot{\lambda}_3 := \beta \int_{\partial \Omega} |u|^p \dot{m}(0) ds \).

Now

\[
\dot{\lambda}_1 = \frac{p}{2} \int_{\Omega} [u_x, A_{ij}(0) u_{x_j}] |\nabla u|^\frac{p}{2} \left[ u_x, \dot{A}_{ij}(0) u_{x_j} \right] dx.
\]

Using Lemma 3.1 and simplifying,

\[
\dot{\lambda}_1 = \int_{\Omega} |\nabla u|^p \text{div } v dx - p \int_{\Omega} |\nabla u|^{p-2} \partial_j v_i u_x, u_{x_j} dx.
\]

(18)

If the eigenfunction \( u \) had \( C^2 \) regularity, we could have used integration by parts in the above equation to obtain a simplified expression. However, since \( u \) has only \( C^{1,\alpha} \) regularity, following the approach in [20] and [6], for \( \varepsilon > 0 \) small we consider the perturbed problem:

\[
\begin{cases}
\text{div}((|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} \nabla u_\varepsilon) + \lambda_\varepsilon |u_\varepsilon|^{p-2} u_\varepsilon = 0 & \text{in } \Omega, \\
(|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} \frac{\partial u_\varepsilon}{\partial \eta} + \beta |u_\varepsilon|^{p-2} u_\varepsilon = 0 & \text{on } \partial \Omega.
\end{cases}
\]

(19)

Then \( u_\varepsilon \) is in \( C^{2,\theta}(\overline{\Omega}) \) for some \( \theta \in (0, 1) \) and \( u_\varepsilon \to u \) in \( C^1(\overline{\Omega}) \) as \( \varepsilon \to 0 \) (see [16] and [19]). Consider

\[
\dot{\lambda}_1^\varepsilon = \int_{\Omega} (|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} \text{div } v dx - p \int_{\Omega} (|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} \partial_j v_i (u_\varepsilon)_{x_i} (u_\varepsilon)_{x_j} dx.
\]

(20)

Note that

\[
\text{div}((|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} \nabla u_\varepsilon) = (|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} \Delta u_\varepsilon + (p-2)(|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-4}{2}} (u_\varepsilon)_{x_i} (u_\varepsilon)_{x_j} (u_\varepsilon)_{x_i} (u_\varepsilon)_{x_j}.
\]

(21)

After applying the integration by parts in both the integrals of (20) and using (21), we get

\[
\dot{\lambda}_1^\varepsilon = p \int_{\Omega} \text{div}((|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} \nabla u_\varepsilon)(\nabla u_\varepsilon \cdot v) dx \\
- p \int_{\partial \Omega} (|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p-2}{2}} (\nabla u_\varepsilon \cdot v)(\nabla u_\varepsilon \cdot \eta) ds + \int_{\partial \Omega} (|\nabla u_\varepsilon|^2 + \varepsilon^2)^{\frac{p}{2}} (v \cdot \eta) ds.
\]

(22)

Using the integration by parts in \( \dot{\lambda}_2 \), we have

\[
\dot{\lambda}_2 = \lambda_1(0) \int_{\Omega} p |u|^p u(\nabla u \cdot v) dx - \lambda_1(0) \int_{\partial \Omega} |u|^p (v \cdot \eta) ds.
\]

Let

\[
\dot{\lambda}_2 = \lambda_1(0) \int_{\Omega} p |u|^p u(\nabla u \cdot v) dx - \lambda_1(0) \int_{\partial \Omega} |u|^p (v \cdot \eta) ds.
\]
Since $\lambda_{\varepsilon}|u_{\varepsilon}|^{p-2}u_{\varepsilon} = -\text{div}((|\nabla u_{\varepsilon}|^2 + \varepsilon^2)\nabla u_{\varepsilon})$ in $\Omega$, $\hat{\Lambda}_2$ becomes

$$\hat{\Lambda}_2 = -p \int_{\Omega} \text{div}((|\nabla u_{\varepsilon}|^2 + \varepsilon^2)\nabla u_{\varepsilon})(\nabla u_{\varepsilon} \cdot v) \, dx - \lambda_1(0) \int_{\partial\Omega} |u|^p(v \cdot \eta) \, ds. \quad (23)$$

Now consider $\hat{\Lambda}_3$. Using (9), we get

$$\hat{\Lambda}_3 = \beta \int_{\partial\Omega} |u|^p \{ \text{div}_{\partial\Omega} v^\tau + (n-1)H(v \cdot \eta) \} \, ds. \quad (24)$$

Note that $\hat{\Lambda}_1$ and $\hat{\Lambda}_2$ converges to $\hat{\Lambda}_1$ and $\hat{\Lambda}_2$, respectively as $\varepsilon \to 0$. Hence

$$\hat{\lambda}_1(0) = \lim_{\varepsilon \to 0} \hat{\lambda}_1 + \hat{\lambda}_2 + \hat{\lambda}_3 = \hat{\lambda}_1 + \hat{\lambda}_2 + \hat{\lambda}_3$$

$$= \int_{\partial\Omega} \{ |\nabla u|^p - \lambda_1(0)|u|^p + \beta|u|^p(n-1)H \} \, (v \cdot \eta)$$

$$- p|\nabla u|^p-2(\nabla u \cdot v)(\nabla u \cdot \eta) + \beta|u|^p \text{div}_{\partial\Omega} v^\tau \, ds. \quad (25)$$

Using the boundary condition of (11) in (26),

$$\hat{\lambda}_1(0) = \int_{\partial\Omega} \{ |\nabla u|^p - \lambda_1(0)|u|^p + \beta|u|^p(n-1)H \} \, (v \cdot \eta)$$

$$+ p\beta|u|^p-2u(\nabla u \cdot v) + \beta|u|^p \text{div}_{\partial\Omega} v^\tau \, ds. \quad (26)$$

We can write

$$|u|^p-2(\nabla u \cdot v) = \left( |u|^p-2\nabla u \right)^\tau + \left( |u|^p-2\nabla u \cdot \eta \right) \eta \cdot (v^\tau + (v \cdot \eta)\eta)$$

$$= \left( |u|^p-2\nabla u \right)^\tau \cdot v^\tau + \left( |u|^p-2\nabla u \cdot \eta \right) (v \cdot \eta).$$

Substituting this expression in (26), we arrive at

$$\hat{\lambda}_1(0) = \int_{\partial\Omega} \left\{ |\nabla u|^p - \lambda_1(0)|u|^p + \beta|u|^p(n-1)H + p\beta u \left( |u|^p-2\nabla u \cdot \eta \right) \right\} \, (v \cdot \eta)$$

$$+ p\beta u \left( |u|^p-2\nabla u \right)^\tau \cdot v^\tau + \beta|u|^p \text{div}_{\partial\Omega} v^\tau \, ds. \quad (27)$$

Using the Gauss theorem on surfaces (7),

$$\int_{\partial\Omega} \beta|u|^p \text{div}_{\partial\Omega} v^\tau \, ds = -\beta \int_{\partial\Omega} v^\tau \cdot \nabla v^\tau \, |u|^p \, ds + (n-1) \int_{\partial\Omega} |u|^p(v^\tau \cdot \eta)H \, ds$$

$$= -\beta \int_{\partial\Omega} v^\tau \cdot \nabla v^\tau \, |u|^p \, ds.$$

By (10), $\nabla v^\tau |u|^p$ can be rewritten as follows,

$$\nabla v^\tau |u|^p = g^{ij}(\nabla |u|^p \cdot x_{\xi_j}) x_{\xi_i} = g^{ij}(p|u|^p-2u \nabla u \cdot x_{\xi_j}) x_{\xi_i} = pu(|u|^p-2\nabla u)^\tau.$$

So

$$\int_{\partial\Omega} \beta|u|^p \text{div}_{\partial\Omega} v^\tau \, ds = -\int_{\partial\Omega} p\beta uv^\tau \cdot (|u|^p-2\nabla u)^\tau \, ds. \quad (28)$$

Using (28), the expression in (27) reduces to

$$\hat{\lambda}_1(0) = \int_{\partial\Omega} \left\{ |\nabla u|^p - \lambda_1(0)|u|^p + \beta|u|^p(n-1)H + p\beta u \left( |u|^p-2\nabla u \cdot \eta \right) \right\} (v \cdot \eta) \, ds.$$
Using the boundary condition of [11], we can rewrite the above equation as
\[ \dot{\lambda}_1(0) = \int_{\partial \Omega} \left( |\nabla u|^p - \lambda_1(0)|u|^p + \beta |u|^{p(n-1)}H - p\beta^2 \frac{|u|^{2p-2}}{|\nabla u|^{p-2}} \right) (v \cdot \eta) \, ds. \]
Thus we have derived the shape derivative results summarized in Theorem 1.2.

**Corollary 3.2.** For a family \( \Omega_t \) of perturbations of \( \Omega \) with the property that \( \int_{\Omega} \text{div} \ v \, dx = 0 \), \( \dot{\lambda}_1(0) = 0 \) if and only if, on \( \partial \Omega \),
\[ |\nabla u|^p - \lambda_1(0)|u|^p + \beta |u|^{p(n-1)}H - p\beta^2 \frac{|u|^{2p-2}}{|\nabla u|^{p-2}} = \text{constant}. \]

**Proof.** Let \( \zeta(x) := |\nabla u|^p - \lambda_1(0)|u|^p + \beta |u|^{p(n-1)}H - p\beta^2 \frac{|u|^{2p-2}}{|\nabla u|^{p-2}} \). By Green’s theorem, \( \int_{\partial \Omega} (v \cdot \eta) \, ds = \int_{\Omega} \text{div} \ v \, dx = 0 \) as \( \Omega_t \) is volume preserving. If \( \zeta \) is a constant then \( \dot{\lambda}_1(0) = \int_{\partial \Omega} \zeta(v \cdot \eta) \, ds = 0 \).

Define \( \overline{\zeta}(x) := \frac{1}{|\Omega|} \int_{\partial \Omega} \zeta \, ds \). So \( \int_{\partial \Omega} (v \cdot \eta) \overline{\zeta} \, ds = \overline{\zeta} \int_{\partial \Omega} (v \cdot \eta) \, ds = 0 \).

Assume \( \dot{\lambda}_1(0) = 0 \). This implies \( \int_{\partial \Omega} \zeta(v \cdot \eta) \, ds = 0 \). So
\[ \int_{\partial \Omega} \zeta(v \cdot \eta) \, ds = \int_{\partial \Omega} (\zeta - \overline{\zeta})(v \cdot \eta) \, ds. \]
(29)

Now define \( \zeta^\pm = \max \{0, \pm(\zeta - \overline{\zeta})\} \). If \( \zeta \) is not a constant, \( \zeta^\pm \neq 0 \). Therefore, a volume preserving perturbation can be constructed so that \((v \cdot \eta) > 0 \) in supp \( \zeta^+ \) and \((v \cdot \eta) < 0 \) in supp \( \zeta^- \). Then, using (29),
\[ \dot{\lambda}_1(0) = \int_{\partial \Omega} (\zeta - \overline{\zeta})(v \cdot \eta) \, ds = \int_{\text{supp} \zeta^+} \zeta^+(v \cdot \eta) \, ds - \int_{\text{supp} \zeta^-} \zeta^-(v \cdot \eta) \, ds > 0, \]
which is a contradiction. \( \square \)

Note that such a family of perturbations will be volume preserving of the first order.

### 4 Domain monotonicity results for perturbations of a ball

Let \( \Omega \) be a ball of radius \( R \) in \( \mathbb{R}^n \) centered at the origin. Then \( \eta = \frac{x}{R} \) and \( H = \frac{1}{n} \). Let \( u \) be an eigenfunction corresponding to \( \lambda_1(\Omega) \). Note that the functional \( J(z) \) in the characterization (2) of \( \lambda_1(\Omega) \) is rotation invariant. Hence any rotation of \( u \) about the origin, say \( \hat{u} \), will also be a minimizer of \( J(z) \). As \( \lambda_1(\Omega) \) is simple, it follows that the eigenfunction \( u \) is radial. Let \( u_r = \frac{du}{dr} \) with \( r = |x| \). Now \( \nabla u \cdot \eta = u_{x_i} \frac{x_i}{R} = u_r \frac{\partial r}{\partial x_i} \frac{x_i}{R} = u_r \frac{r}{R} \).

On \( \partial \Omega \), \( \nabla u \cdot \eta = u_r(R) \), and hence \( |\nabla u \cdot \eta| = |u_r(R)| \). We have \( |\nabla u|^2 = \sum_i \left( u_r \frac{\partial r}{\partial x_i} \right)^2 = u^2 \sum_i \left( \frac{x_i}{r} \right)^2 = u^2 \).

So on the boundary, we have \( |\nabla u \cdot \eta| = |\nabla u| \). Using the boundary condition, we get \( |\nabla u| = \beta \frac{1}{R} |u| \).

Now the above computations can be used to prove Theorem 1.3.
Proof of Theorem 1.3

(i) We have
\[ \hat{\lambda}_1(0) = \int_{\partial \Omega} \left\{ \left[ \nabla u^p - \lambda_1(0)|u|^p + \beta|u|^p \frac{(n-1)}{R} - p\beta^2 \frac{|u|^{2p-2}}{|\nabla u|^{p-2}} \right] (v \cdot \frac{x}{R}) \right\} ds \]
\[ = \int_{\partial \Omega} \left\{ \left[ \beta \frac{\nabla}{v^p} |u|^p - \lambda_1(0)|u|^p + \beta \frac{(n-1)}{R} |u|^p - p\beta^2 \frac{|u|^{2p-2}}{\beta |\nabla|^{p-2}} \right] (v \cdot \frac{x}{R}) \right\} ds \]
\[ = \int_{\partial \Omega} \left\{ \left[ \beta \frac{\nabla}{v^p} (1-p) - \lambda_1(0) + \beta \frac{(n-1)}{R} \right] |u|^p (v \cdot \frac{x}{R}) \right\} ds \]
\[ < 0 (> 0) \text{ when } \beta > \left( \frac{n-1}{R(p-1)} \right)^{p-1} \text{ since } u \text{ is radial and } \int_{\partial \Omega} v \cdot \eta ds > 0 (< 0) \text{ on } \partial \Omega. \]

(ii) Since \( R \geq 1, \beta \geq 1 \) and \( p \geq n \),
\[ \hat{\lambda}_1(0) = \int_{\partial \Omega} \left\{ \left[ \beta \frac{\nabla}{v^p} (1-p) - \lambda_1(0) + \beta \frac{(n-1)}{R} \right] |u|^p (v \cdot \frac{x}{R}) \right\} ds \]
\[ \leq \int_{\partial \Omega} \left\{ \beta \left[ (1-p) - \frac{\lambda_1(0)}{\beta} + \frac{(n-1)}{\beta} \right] |u|^p (v \cdot \frac{x}{R}) \right\} ds \]
\[ = \int_{\partial \Omega} \left\{ \beta \left[ (n-p) - \frac{\lambda_1(0)}{\beta} \right] |u|^p (v \cdot \frac{x}{R}) \right\} ds \]
\[ \leq 0 (> 0) \text{ since } u \text{ is radial and } \int_{\partial \Omega} v \cdot \eta ds > 0 (< 0) \text{ on } \partial \Omega. \]

From (i) it follows that for a fixed \( \beta > 0 \), if \( R > \frac{n-1}{\beta \frac{\nabla}{v^p} (p-1)} \), then \( \hat{\lambda}_1(0) < 0 (> 0) \) for a smooth perturbation \( v \) of the domain with \( \int_{\partial \Omega} v \cdot \eta ds > 0 (< 0) \) on \( \partial \Omega \).

5 Domain monotonicity for large \( \beta \)

Let us denote the first eigenvalue of (11) by \( \lambda_1^D \) and \( \phi_\beta \) be the corresponding normalized eigenfunction with \( \| \phi_\beta \|_\infty = 1 \). Note that \( \phi_\beta \in C^{1,\alpha}(\overline{\Omega}) \) by [11] Theorem 2. Let us also introduce the first eigenvalue of the \( p \)-Laplace operator with Dirichlet boundary condition
\[ \lambda_1^D = \inf \left\{ \frac{\int_{\Omega} |\nabla u|^p dx}{\int_{\Omega} |u|^p dx} : u \in W_0^{1,p}(\Omega) \setminus \{0\} \right\} \]
and denote by \( \phi_D \) the corresponding normalized \( \| \phi_D \|_\infty = 1 \) first eigenfunction.

It is known that \( \lambda_1^D \) and \( \phi_\beta \) converge to \( \lambda_1^D \) and \( \phi_D \) respectively as the boundary parameter \( \beta \to \infty \). Since we could not find an appropriate reference for this convergence, we prove the following:

Proposition 5.1. We have \( \lambda_1^\beta \to \lambda_1^D \) and \( \phi_\beta \to \phi_D \) in \( C^1(\overline{\Omega}) \) as \( \beta \to \infty \).
Proof. First of all, we have $0 < \lambda_1^\beta \leq \lambda_1^D$ for any $\beta > 0$. (The upper bound follows by substituting $u_D$ into the definition of $\lambda_1^\beta$.) Therefore, the monotonic sequence $\{\lambda_1^\beta\}$ converges to some $\lambda_0 \in [0, \lambda_1^D]$.

On the other hand, since we require $\|\phi_\beta\|_{L^\infty} = 1$ for any $\beta > 0$, $\lambda_1^\beta |\phi_\beta|^{p-2}\phi_\beta$ is uniformly bounded in $L^\infty(\Omega)$, and hence we can apply [19, Theorem 2] to conclude that $\{\|\phi_\beta\|_{C^1,1(\Omega)}\}$ is bounded. Therefore, by the Arzela-Ascoli theorem, there exists some $\phi \in C^1(\overline{\Omega})$ such that $\phi_\beta \rightarrow \phi$ in $C^1(\overline{\Omega})$. This should also imply that $\phi_\beta \rightarrow \phi$ in $W^{1,p}(\Omega)$.

Next we show that $\phi = 0$ on $\partial \Omega$. Namely, let us show that $\int_{\partial \Omega} |\phi|^p \, ds = 0$. Suppose, by contradiction, that $\int_{\partial \Omega} |\phi|^p \, ds > 0$. In view of the convergence, there exists $C > 0$ such that $\int_{\partial \Omega} |\phi_\beta|^p \, ds > C > 0$ for all sufficiently large $\beta > 0$. Recalling that $\|\phi_\beta\|_{L^\infty} = 1$, we also have $\int_{\Omega} |\phi_\beta|^p \, dx \leq C_1$ for some $C_1 > 0$ and all $\beta > 0$. However, this shows that

$$\lambda_1^\beta = \frac{\int_{\Omega} \nabla \phi_\beta|^p \, dx + \beta \int_{\partial \Omega} |\phi_\beta|^p \, ds}{\int_{\Omega} |\phi_\beta|^p \, dx} \rightarrow \infty,$$

which is impossible. Therefore, $\int_{\partial \Omega} |\phi|^p \, ds = 0$ and hence $\phi = 0$ on $\partial \Omega$.

Note that $\phi \neq 0$ in $\Omega$. This follows from the fact that $\|\phi_\beta\|_{L^\infty} = 1$ and $\phi_\beta \rightarrow \phi$ in $C^1(\overline{\Omega})$. So we can conclude that $\phi \in W^{1,p}_0(\Omega) \setminus \{0\}$, and by the convergence $\phi_\beta \rightarrow \phi$ in $W^{1,p}(\Omega)$ we get

$$\lim_{\beta \rightarrow \infty} \lambda_1^\beta = \frac{\int_{\Omega} |\nabla \phi|^p \, dx + \lim_{\beta \rightarrow \infty} \left( \beta \int_{\partial \Omega} |\phi_\beta|^p \, ds \right)}{\int_{\Omega} |\phi|^p \, dx} \leq \lambda_1^D.$$ 

On the other hand,

$$\lim_{\beta \rightarrow \infty} \left( \beta \int_{\partial \Omega} |\phi_\beta|^p \, ds \right) \geq 0,$$

and hence we also have

$$\lambda_1^D \leq \frac{\int_{\Omega} |\nabla \phi|^p \, dx}{\int_{\Omega} |\phi|^p \, dx} \leq \liminf_{\beta \rightarrow \infty} \lambda_1^\beta.$$

Thus, we conclude that $\lim_{\beta \rightarrow \infty} \lambda_1^\beta = \lambda_1^D$. Hence, $\phi \equiv \phi_D$, up to a multiplication. \qed

Let $u_\beta$ be the first eigenfunction of (1) with the normalization $\int_{\Omega} |u_\beta|^p \, dx = 1$ and $u_D$ be the first eigenfunction of the Dirichlet $p$-Laplace eigenvalue problem normalized as $\int_{\Omega} |u_D|^p \, dx = 1$. It can be shown that the convergence ($u_\beta \rightarrow u_D$ in $C^1(\overline{\Omega})$ as $\beta \rightarrow \infty$) holds true for these normalized eigenfunctions as well.

We use this convergence result to prove the persistence of domain monotonicity for large $\beta$.

**Proof of Theorem 1.4.** Assume $v \cdot \eta > 0$. We have

$$\dot{\lambda}_1^\beta(0) = \int_{\partial \Omega} \{ \left[ |\nabla u_\beta|^p - \lambda_1(0) |u_\beta|^p + |u_\beta|^p(n-1) H + p\beta u_\beta \left( |u_\beta|^{p-2} \nabla u_\beta \cdot \eta \right) \right] (v \cdot \eta) \} \, ds$$

$$= \int_{\partial \Omega} \{ \left[ |\nabla u_\beta|^p - \lambda_1(0) |u_\beta|^p + |u_\beta|^p(n-1) H - p\beta |u_\beta|^{p-1} |\nabla u_\beta \cdot \eta| \right] (v \cdot \eta) \} \, ds \text{ since } \nabla u_\beta \cdot \eta < 0.$$

From the boundary condition, we have $|u_\beta|^p = \frac{1}{H} |\nabla u_\beta|^{p-2} |\nabla u_\beta \cdot \eta|$. So the previous equation can be written as

$$\dot{\lambda}_1^\beta(0) = \int_{\partial \Omega} \{ \left[ |\nabla u_\beta|^p - \lambda_1(0) |u_\beta|^p + |u_\beta|^p(n-1) H - p|\nabla u_\beta|^{p-2} |\nabla u_\beta \cdot \eta|^2 \right] (v \cdot \eta) \} \, ds.$$
Since $\lambda_1^\beta \to \lambda_1^p$, and $H$ is bounded, given $\varepsilon > 0$, there exists $\tilde{\beta}(\Omega)$ such that

$$\left| \int_{\partial \Omega} |\beta|^{p(n-1)}H(v \cdot \eta) \, ds \right| < \varepsilon \text{ for } \beta > \tilde{\beta}. \quad (30)$$

So for $\beta > \tilde{\beta}$,

$$\dot{\lambda}_1^\beta(0) < \int_{\partial \Omega} \{ |\nabla u_\beta|^p - p|\nabla u_\beta|^{p-2}|\nabla u_\beta \cdot \eta|^2 \} (v \cdot \eta) \, ds + \varepsilon.$$

As $u_\beta \to u_D$ in $C^1(\Omega)$, there exists $\hat{\beta}$ such that for all $\beta > \hat{\beta}$,

$$|\nabla u_\beta|^p - p|\nabla u_\beta|^{p-2}|\nabla u_\beta \cdot \eta|^2 < (|\nabla u_D| + \varepsilon)^p - p(|\nabla u_D| - \varepsilon)^{p-2}(|\nabla u_D \cdot \eta| - \varepsilon)^2$$

$$= (|\nabla u_D| + \varepsilon)^p - p(|\nabla u_D| - \varepsilon)^p \text{ as } \nabla u_D \cdot \eta = \nabla u_D.$$

Thus for $\beta > \beta^* := \max\{\tilde{\beta}, \hat{\beta}\}$ we have,

$$\dot{\lambda}_1^\beta(0) < \int_{\partial \Omega} \{ [1 - p]|\nabla u_D|^p + o(\varepsilon)] (v \cdot \eta) \} \, ds + \varepsilon.$$

Hence for $\varepsilon$ sufficiently small there exists a $\beta^* > 0$ such that for $\beta > \beta^*$

$$\dot{\lambda}_1^\beta(0) < 0.$$

\[\Box\]
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