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Patterns, which are collections of elements arranged in regular or near-regular arrangements, are an important graphic art form and widely used due to their elegant simplicity and aesthetic appeal. When a pattern is encoded as a flat image without the underlying structure, manually editing the pattern is tedious and challenging as one has to both preserve the individual element shapes and their original relative arrangements. State-of-the-art deep learning frameworks that operate at the pixel level are unsuitable for manipulating such patterns. Specifically, these methods can easily disturb the shapes of the individual elements or their arrangement, and thus fail to preserve the latent structures of the input patterns. We present a novel differentiable compositing operator using pattern elements and use it to discover structures, in the form of a layered representation of graphical objects, directly from raw pattern images. This operator allows us to adapt current deep learning based image methods to effectively handle patterns. We evaluate our method on a range of patterns and demonstrate superiority in the context of pattern manipulations when compared against state-of-the-art pixel- or point-based alternatives.
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1 INTRODUCTION

Advances in deep learning, both in terms of network-based optimization as well as generative adversarial networks, have resulted in unprecedented advances in many classical image manipulation tasks. For example, deep learning is now the state-of-the-art in image denoising [Guo et al. 2019; Lehtinen et al. 2018], image stylization [Gatys et al. 2016; Jing et al. 2019; Karras et al. 2019], image completion [Yu et al. 2018, 2019], texture expansion [Shaham et al. 2019; Zhou et al. 2018] to name only a few. Generally, these methods directly operate on pixels and learn to optimize for image-space perceptual features or match kernel response statistics to produce compelling results.

Complementary to photographs and paintings, a dominant form of creative content is graphic patterns or simply patterns. Such patterns are created by artists as collections of discrete numbers of elements, often structured in regular or near-regular arrangements. The aesthetics of such patterns are dictated by both the
arrangement of the discrete elements as well as the shape of the individual elements. Given a pattern, the user may want to perform several manipulations: collectively edit the appearance of similar elements, replace the current set of elements with a different set, change the depth ordering of the elements, or redistribute the elements to match the style of a target pattern.

The common theme across the above applications is that they require the ability to synthesize the pattern according to some user-defined specifications while preserving the original pattern structure, i.e., the global arrangement of elements and the appearance of individual elements. In most real-world examples, patterns are expressed as flat pixel images and such structures are not explicitly encoded.

Without direct access to the underlying pattern structure, limited options exist to effectively manipulate the patterns. One can treat an input pattern as an image, and use state-of-the-art image manipulation methods. These methods, being oblivious of the underlying elements and their arrangements, operate directly on the pixels and can easily destroy the original element shapes and their arrangements (see Figure 2). Alternately, one can manually select each individual element, arrange them into a layered structure, and then adjust the elements using image editing software. While such a workflow retains the shape of the respective elements, individually selecting and moving each element is both tedious and challenging especially when elements overlap, and the global arrangement of the elements must be manually preserved.

In this paper, we develop a pattern manipulation framework that preserves both the shape of the elements and their global arrangements. We achieve this by directly working with the individual elements, explicitly optimizing for element placements (i.e., locations, depth order, and orientations), while simultaneously assessing the quality of the arrangement of the manipulated pattern using image-domain statistics. Specifically, we optimize explicitly over the space of element placements while assessing the quality of the resultant pattern directly in the image domain using deep image features. Our main contribution is a novel differentiable compositor (DC) that links, in a smooth and differentiable fashion, changes in the selection and placement of the the pattern elements to variations in features in the resultant pattern image. For example, in Figure 1, starting from a flat pattern image with access to the different element types, the proposed DC can not only solve the inverse problem of disentangling the image into a layered representation of graphical objects (i.e., location, orientation, type, and depth order) along with the background image, but also be used to manipulate the patterns while keeping their original style. We further generalize the proposed DC to handle multiple element types and increase robustness and convergence via a multiscale framework.

We evaluate our method on a variety of pattern designs of different complexity. Specifically, we compare against a state-of-the-art image space method [Zhou et al. 2018], a point-based synthesis method [?], as well as a single-image similarity maximizing GAN [Shaham et al. 2019]. Our result shows the advantage of operating concurrently in the pixel domain and the structured elements domain via the proposed differentiable compositor.

In summary, we introduce a novel differentiable compositing operator and use it to extend deep learning based image manipulation methods to directly operate on input patterns while preserving both the geometry of the individual elements and the image-domain similarity of the resultant patterns with respect to the original input. We will make our code publicly available upon publication.

2 RELATED WORK

In our experiments, we focus on two applications of our differentiable compositing method: pattern decomposition, where a pattern image is decomposed into its constituent elements that can subsequently be edited, and pattern expansion, where a pattern image is used to synthesize a layout of discrete elements on a larger canvas that mimics the style of the original pattern. In this section, we briefly describe work relevant to these applications.

2.1 Template matching

Given a set of distinct elements that are used in a pattern, pattern decomposition can be approached as a template matching problem, where parameters of each element instance, such as its position and orientation, are found in the pattern image. A large body of prior work exists in template matching. Here we present a subset that is relevant to our approach. Existing approaches differ mainly in their search strategies and similarity metrics. In the absence of gradients to guide the search for matches, the main employed strategies are variants of a grid search [Briechle and Hanebeck 2001; Cheng et al. 2010; Korman et al. 2013; Wei and Lai 2008], which can get prohibitively expensive as the number of element parameters increases, and frequency domain matching [Hel-Or and Hel-Or 2005; Lewis 1995; Matteocci et al. 2008], which can only handle a limited set of element parameters. The similarity between the template and an image patch is measured with a variety of hand-crafted metrics in earlier methods. Ouyang et al. [2011] present an overview of search strategies and early similarity metrics. PatchMatch [Barnes et al. 2009] is probably the most established of the non-learning based image matching methods that uses a random search strategy followed by iterative growing of initial matches. We include a comparison to our differentiable approach in Section 7.

More recent methods use data-driven features [Dekel et al. 2015; Talmi et al. 2017] or data-driven similarity metrics [Bai et al. 2016; Han et al. 2015; Hanif 2019; Luo et al. 2016; Melekhov et al. 2016; Rocco et al. 2017; Tang et al. 2016; Thewlis et al. 2016; Wu et al. 2017] that typically learn a prior from large datasets. This results
in improved robustness to conditions such as illumination changes and certain deformations, but may come at the cost of reduced generalization to templates that differ significantly from the examples in the training set. A Siamese network is typically trained with pairs of matched and unmatched patches to estimate the similarity, which can further be improved by carefully selecting training pairs [Simo-Serra et al. 2015] or re-weighting matches based on their uniqueness [Cheng et al. 2019].

Our method is orthogonal to these approaches. For the types of images we are investigating, our method can provide gradients for the matching problem. These gradients can be used with any existing (differentiable) template similarity metric to make searching in a high-dimensional space of element parameters feasible.

Inverse procedural modeling systems [Št’ava et al. 2010; Talton et al. 2011] share our goal of recovering a set of parameter values for a parametric model that generate a given output, although they use parametric formulations that are not differentiable, unlike ours, and typically work in different outputs domains (3D models or vector graphics).

2.2 Image-based texture synthesis

In this section we briefly describe image-based texture synthesis methods that are relevant to our pattern expansion application. Note that during synthesis, image-based methods do not distinguish between individual elements, making them less useful for downstream editing. Various deep learning based strategies have been successfully developed for this problem. These methods differ in the controls that they provide and there is a trade-off between the quality and the diversity of the generated output.

An early line of work synthesizes texture by optimally tiling patches from an exemplar over an image region [Barnes et al. 2009; Efros and Freeman 2001; Hertzmann et al. 2001; Kwaatra et al. 2003; Liang et al. 2001; Rosenberger et al. 2009]. The results can be used to expand exemplars into larger textures, fill holes, or to stylize and manipulate images. In their influential work, Gatys et al. [2016] proposed a style loss for the synthesis of stylized images. They observed that the statistical correlation between certain deep features can be used as a measure of texture or stylistic similarity, where the correlation can be measured by the Gram matrix of the features computed with a pre-trained VGG-19 network [Simonyan and Zisserman 2015]. Using this loss, texture or style can be transferred from one image to another via direct pixel-level optimization. Subsequently, Ulyanov et al. [2016] proposed a variant of this approach that does not require optimization at inference time, by training a network to generate stylized images in a single feed-forward step. Since these methods have no notion of individual pattern elements, they cannot preserve the integrity of pattern elements, when directly applied to pattern images (see Section 7).

Zhou et al. [2018] proposed a framework to expand non-stationary textures to span larger canvases. The main idea is to combine a Gram matrix based texture similarity score, comparing random crops of the generated images to crops from the source image, and a GAN-based adversarial loss term. While the method works impressively on texture images, it also has no notion of individual elements, and can therefore not preserve the shape of the original elements. Further, the results lack any diversity in the output. Similar ideas [Shaham et al. 2019; Shocher et al. 2019] have been proposed to learn from a single image to generate a diverse set of similar looking images. Both of the approaches train a CNN in an adversarial setup to progressively generate images. While these techniques are able to synthesis diverse set of images, the generated images lose global structure, and can destroy characteristic arrangements in patterns. Also the generated images do not maintain the integrity of the elements in the training image.

Differentiable renderers [Liu et al. 2018, 2019; Loubet et al. 2019] have been used to find deformations of 3D shapes that produce output images with a given style. These methods also rely on a differentiable image generation approach. However, in our work, we do not aim at moving triangles with small offsets, but rather at moving large elements with complex shapes and textures over relatively long distances to reach their target positions, while also optimizing for the number and types of elements.

2.3 Point-based pattern synthesis

Several methods represent pattern elements as points in a high-dimensional parameter space, like the space of positions and orientations. Unlike the image-based representation, this representation takes into account the discrete nature of pattern elements, but loses the notion of element shape and appearance, both of which may influence the element layout in real-world patterns. Some methods had success in synthesising textures with discrete elements [Hurtut et al. 2009; Landes et al. 2013; Ma et al. 2011; Roveri et al. 2015], but are handcrafted for specific types of patterns and do not generalize well to other types of patterns, or require manually arranging the discrete elements into an exemplar texture. More general methods [Heck et al. 2013; Illian 2008; Öztireli and Grossy 2012; Roveri et al. 2017; Zhou et al. 2012] produce point patterns by matching spectral statistics, but cannot capture the local structure of elements due to the use of statistics. Patterns with discrete elements can also be manipulated efficiently by considering the shared geometric relationships between elements [Guerrero et al. 2016], but require these relationships to be given, and cannot synthesize patterns from scratch.

More recently, deep learning methods for point cloud generation have been proposed [Achlioptas et al. 2018; Li et al. 2018; Sun et al. 2018], but these methods treat point clouds as 3D surfaces so they are not particularly suitable for point pattern synthesis out of the box. Other recent methods [Leimkühler et al. 2019; Müller et al. 2018] deal with points from a sampling perspective, so the distribution of the points is taken into consideration. Recently, Tu et al. [2019] present a method for expanding point patterns using a style loss. They represent points in the form of an image and use this exemplar as reference to optimize pixel values on larger canvas using style loss, histogram loss and correlation loss. While their results are compelling they do not account for the shape or appearance of the element. Also extending their method to deal with elements that are not interchangeable is not straightforward.

3 OVERVIEW

The prevalent approach to create illustrations and patterns is to composite an image from a set of discrete elements. Specifically, a set of
discrete elements, with each element having its own properties (i.e., type and its placement), are arranged on a canvas and combined into a single image. Our goal is to create a differentiable compositing function for such discrete elements. Enabling the differentiability of the function, with respect to the element properties, allows us to leverage image-space loss on the composited image to directly drive the optimization of the discrete elements, both the choice of elements as well as their placements. This directly connects vectorized patterns to a range of losses available for images, such as L2 image loss or perceptual style loss, and in turn, enables vector graphics to benefit from advances in deep image processing.

In this work, we will focus on pattern images that are composed from a small set of atomic image patches that are instanced multiple times and arranged, possibly as overlapping layers, over a background canvas to form a pattern. We call the instances of these patches pattern elements. Each element is defined by a set of parameters, such as its position, orientation, and depth.

A compositing function that takes these elements and outputs a composited image is illustrated in Figure 3 and can be described in two main steps: first, a layer is created for each element that has the same size as the output image and contains the image patch corresponding to the element, at the position and orientation given by the element parameters; second, the layers are combined according to the depth given by the element parameters, where elements in layers with higher depth occlude layers with lower depth.

In Section 4, we present the traditional formulation $\mathcal{F}^1$ of this compositing function, as it is often used in software such as Photoshop, Illustrator, and Powerpoint. Due to discrete quantities such as the number of elements and their visibility, this formulation is not differentiable. In Section 5, we show, as our core contribution, that this formulation can be generalized as a differentiable image composition function $\mathcal{F}$. In Section 6, we describe our approach to optimize image compositions w.r.t. the element parameters using our differentiable formulation (see Table 1 for notations).

4 TRADITIONAL IMAGE COMPOSITING

In a forward process, we create an RGB image $I$ by compositing a given set of $n$ discrete elements $E := \{E_0 \ldots E_n\}$ with a function $\mathcal{F}^1$ to produce image value at 2D image coordinate $x$ as,

$$I(x) := \mathcal{F}^1(x, E^1).$$

Each element $E_i$ is defined as a translated and rotated instance of an RGBM image patch $H_j$ selected from a small library of image patches $\mathcal{H} = \{H_1 \ldots H_m\}$, where $M$ is a binary coverage mask that defines the region of the image patch covered by the element. An image patch represents the appearance of an element and is typically much smaller than the image $I$. Each element consists of a property tuple $E_i^1 := (\tau_i, c_i, \theta_i, z_i)$, where $\tau_i \in \{1 \ldots m\}$ is an index into $\mathcal{H}$ that denotes the element type, $c_i \in \mathbb{R}^2$ denotes the coordinates of the element center, $\theta_i \in \{0, 2\pi\}$ denotes the orientation of the element, and $z_i \geq 0$ denotes the layer depth.

| symbol | description |
|--------|-------------|
| $I$    | RGB image   |
| $x$    | image location |
| $E$    | set of elements |
| $\mathcal{F}$ | (differentiable) compositing function |
| $\mathcal{H}$ | library of image patches |
| $E_i$ | element properties |
| $\tau_i$ | type of element $i$ |
| $c_i$ | center location of element $i$ |
| $\theta_i$ | orientation of element $i$ |
| $z_i$ | layer depth of element $i$ |
| $f_i$ | element transformation function |
| $f_c$ | element compositing function |
| $\mathcal{J}$ | layers |
| $T_i$ | element transformation matrix |
| $\kappa$ | interpolation kernel |
| $v_i(x)$ | visibility function of layer $i$ |
| $t_i$ | type probability vector of element $i$ |
and \( z_i \in \mathbb{Z}^+ \) defines the occlusion order of the elements. In regions of overlap, elements with higher \( z \) occlude elements with lower \( z \). In the case of patterns, we typically have a small set of element types (e.g., \( m \leq 5 \)) each of which appears multiple times in the pattern image (i.e., \( m \ll n \)). We treat the background \( H_0 \) as a special element with a fixed set of parameters \( E_0 = (\tau_0 = 0, c_0 = (0, 0), \theta_0 = 0, z_0 = 0) \).

Given this collection of elements, we create an image in two steps. First, the function \( f^i_\ell \) transforms the image patch of each element according to its property vector, and then re-samples the transformed image patch at the pixels of the image \( I \) to obtain one image layer \( f^i_\ell \) per element. Second, the function \( f^i \) combines the occlusion-ordered individual layers into a single image:

\[
P^i(x) = F^i(x, E^i) = f^i_\ell \left( \{ f^i(x, E^i) \}_{\ell=0:n} \right).
\]

**Transforming elements.** In the first step, we rasterize each element on its separate image layer, resulting in a set of layers \( \mathcal{J}^i = \{J^i_0, \ldots, J^i_n\} \) as \( f^i_\ell(x) = f^i_\ell(x, E^i) \). We initialize the RGBM channels of each layer to zero and then place the image patch of the corresponding element by translating it to its center position \( c_i \) and orienting it according to \( \theta_i \). For layer \( \ell \), we transform the image coordinates \( x \) into the local coordinate frame of the element using the element’s inverse transform, and then sample the image patch of the element with the local coordinates as:

\[
f^i_\ell(x, E^i) := H_{c_i}(\frac{1}{R_\theta} (x - c_i)),
\]

where \( R_\theta \) denotes a \( 2 \times 2 \) matrix encoding rotation by angle \( \theta \) and \( [\cdot] \) indicates rounding to the nearest pixel location.

**Combining occlusion-ordered element layers.** In the second step, we combine the layers \( \mathcal{J}^i \) to get the composited image \( P^i(x) = f^i_\ell(\{J^i_\ell(x)\}_{\ell=0:n}) \) by stacking layers on top of each other according to the occlusion order of their elements, where layers with a higher \( z \)-value occlude layers with lower \( z \). This gives the following definition for the composited image:

\[
P^i(x) = \sum_{\ell=0}^n f^i_\ell(x) \varepsilon^i_\ell(x)
\]

where \( \varepsilon^i_\ell(x) \in \{0, 1\} \) is the visibility of layer \( \ell \) at each image location \( x \). Only the layer with non-zero mask \( M \) and highest \( z \)-value is visible at each image location, i.e.,

\[
\varepsilon^i_\ell(x) = \begin{cases} 
1 & \text{if } i \in \text{arg max}_j z_j M^i_j(x) \\
0 & \text{otherwise},
\end{cases}
\]

where \( M^i_j \) is the coverage mask of the layer \( J^i_j \).

### 5 Differentiable Image Compositing

Given a composited image, the inverse problem is to recover a set of elements, both their count and individual properties. Solving this problem requires differentiating the compositing function with respect to the (unknown) element properties. However, doing so with the traditional compositing function, introduced above, is difficult due to several factors: (i) the nearest neighbor rounding, see Equation 3, prevents taking gradients with respect to element location and/or orientation; (ii) the discrete visibility \( \varepsilon^i_\ell \), see Equation 5, prevents taking gradients with respect to the element occlusion order; (iii) the count \( n \) of elements and (iv) their types \( t_i \) are discrete variables preventing us from taking their derivatives.

We introduce a differentiable image compositing function \( F \) that addresses these challenges by generalizing the traditional compositing function \( F^i \). In particular, we replace the nearest neighbor rounding with a differentiable interpolation kernel for sampling image patches, and convert the discrete variables in \( F^i \) into soft, continuous variables in \( F \), and use a multi-resolution pyramid to smooth the composite spatially. While the basic image formation process remains similar, these generalizations require some important adjustments to the compositing formulation.

Similar to before, we create an RGB image \( I \) by compositing a set of \( n \) discrete elements \( E := \{E_0, \ldots, E_n\} \) with a differentiable function \( F \) as,

\[
I(x) := F(x, E),
\]

where \( x \) are 2D image coordinates. We also assume availability of a library of RGBM image patches \( \mathcal{H} := \{H_1, \ldots, H_n\} \). Each element is given a tuple of variables \( E^i_\ell = (t_i, c_i, \theta_i, z_i) \), where \( t_i = (t^{i}_{1}, \ldots, t^{i}_{m}) \) softens the element type \( t_i \) into a vector of logits \( t^{i}_{1} \) of the probability that element \( E_i \) is of type \( j, c_i \in \mathbb{R}^2 \) denotes the coordinates of the center of the element, \( \theta_i \in \mathbb{R} \) denotes the orientation of the element in radians, and \( z_i \in \mathbb{R} \) defines the occlusion order of the elements, where elements with higher \( z \) occlude elements with lower \( z \). The background \( H_0 \) is represented with the element \( E_0 := (0, 0, 0, 0, z_0) \) that does not have type logs \( t_0 \) and is placed at a fixed depth \( z_0 \). Unlike in traditional compositing, the depth \( z_i \) of any element can be smaller than the background depth \( z_0 \), making it invisible in the final composite, due to being fully occluded by the background. This provides a simple mechanism to make the number of elements differentiable without introducing additional parameters. We set \( n \) to a large number (between 100 and 1024 in our experiments), and remove any elements in the final composite that end up hidden below the background (i.e., \( z_i < z_0 \)).

Similar to the earlier formulation, we define the composited image in two steps. First, the function \( f^i \) transforms the image patches of each element according to the element properties, and then re-samples the transformed image patch at the pixels of the image \( I \) to obtain one image layer \( J^i \) per element. Second, the function \( f^i \) combines the layers according to the occlusion order into a single image:

\[
I(x) := F(x, E) = f^i_\ell \left( \{ f^i(x, E^i) \}_{\ell=0:n} \right).
\]

Our goal is to define a function \( F \) that is differentiable with respect to the properties \( E_i \) of all elements. Later, we show how the differentiable function allows computing the gradients \( \frac{\partial L(I)}{\partial E_i} \) of any differentiable image loss \( L(I) \) with respect to the properties \( E_i \).

**Transforming elements.** In the first step, we place each element on a separate image layer, resulting in a set of layers \( \mathcal{J} := \{J_1, \ldots, J_n\} \) as \( J(x) := f^i(x, E_i) \). We set \( J_0 \) with depth \( z_0 = \gamma \) with a (unknown) constant color \( J_0(x) = b \) and alpha = 1. We initialize the RGBM channels of each layer to zero and then place the image patch of the corresponding element by translating it to its center position \( c_i \) and orienting it according to \( \theta_i \). For layer \( i \), we transform the image coordinates \( x \) into the local coordinate frame of the element using

\[
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the element’s inverse transform, and then sample the image patch of the element with the local coordinates as:

\[ h_j(R_\theta^{-1}(x - c_i)), \]

where \( R_\theta \) denotes a 2 × 2 matrix encoding rotation by angle \( \theta \) and \( h_j \) is an interpolation of image patch \( H_j \) to give a continuous function:

\[ h_j(x) = \sum_k (H_j)_k \kappa(x - x_k). \]

where \((H_j)_k\) is pixel \( k\) of the image patch \( H_j\); \( x_k \) are the coordinates of the same pixel, and \( \kappa \) is a differentiable interpolation kernel.

We create a differentiable function \( f_t(x, E_i) \) using the expected value over type probabilities:

\[ J_t(x) := f_t(x, E_i) = \frac{1}{\sum_k e^{t_k}} \sum_{k=1}^m e^{t_k} h_j(R_\theta^{-1}(x - c_i)), \]

where the softmax \( e^{t_k} / \sum_k e^{t_k} \) over type logits define the type probabilities. In this formulation, the gradients with respect to the element type probabilities \( t_k \) are well-defined. Note that the expected value is over all four RGBM channels of the interpolated image patch \( h_j \), and thus the coverage mask \( M_t \) can take on non-binary values, effectively giving us a map of the coverage probability in layer \( J_t \).

The background layer is computed as \( J_0(x) := h_0(R_\theta^{-1}(x - c_0)) \).

Empirically, we found that the choice of interpolation kernel \( \kappa \) is important to get good gradients with respect to the location and orientation of the elements. We choose a bilinear interpolation kernel (cf. [Jaderberg et al. 2015]):

\[ \kappa(x) = \frac{1}{r_x r_y} \max(0, r_x - |x_x|) \max(0, r_y - |x_y|). \]

where \( r_x \) and \( r_y \) is the sample spacing along the \( x \) and \( y \) axes of the image patch \( H_t \), which makes \( f_t \) piecewise differentiable with respect to the position and orientation of the elements, see Figure 4 for an illustration.

**Combining element layers.** In the second step, we combine the layers \( \mathcal{J} \) to get the composited image \( I(x) = f_{\mathcal{J}}(\{J_i(x)\}_{i=0:n}). \) Layers are stacked on top of each other according to the occlusion order of their elements, where layers with a higher \( z \)-value occlude layers with lower \( z \). The final composited image is defined as:

\[ I(x) := f_{\mathcal{J}}(\{J_i(x)\}) = \sum_{i=0}^n J_i(x) v_i(x), \]

where the visibility \( v_i(x) \) determines which layer is visible at each image location \( x \). We make this visibility differentiable with respect to the last remaining element property: the \( z \)-value \( z_i \). We use a differentiable version of the visibility using a softmax function as:

\[ v_i(x) := e^{z_i} M_i(x) / \sum_{k=0}^n e^{z_k} M_k(x). \]

In this softer version of the visibility, all elements with non-zero alpha have some contribution to the image, even if they are occluded, but their contribution decreases exponentially with distance from the top-most element, see Figure 5 for an illustration. Recall from Eq.10 that \( M_t \) is the coverage probability in layer \( J_t \). By multiplying with \( M_t \), regions of the layer that are likely to be occupied are placed near the depth \( z_t \) of the element, while regions that are less likely to be occupied are placed at lower depth, making them less likely to occlude other elements. Due to our continuous formulation, variables that are discrete in the traditional formulation, like the probabilities for element types, can take on non-integer values. This results in artifacts like ghosted semi-transparent elements. In Section 6, we describe how we project the continuous variables to integer values.

**Multi-resolution pyramid.** The bilinear interpolation kernel makes the composited image \( I(x) \) differentiable w.r.t. the element positions \( c_i \) and orientations \( \theta_i \). However, the gradients \( \frac{\partial I}{\partial c_i} \) and \( \frac{\partial I}{\partial \theta_i} \) have a small region of influence: they are non-zero only at image locations \( x \) that are close to the coverage mask of the element, at a distance smaller than the bilinear kernel’s radius \( r \), see Figure 4 for an illustration. This adversely affects convergence if the initial pose of an element is not already very close to its target region, since gradients of the target region w.r.t. the element parameters are zero. Additionally, high spatial frequencies in the image \( I \) result in unstable gradients. To improve convergence, we compute the gradients at each level of
a multi-resolution pyramid:

\[ l_1 = l, \quad \text{and} \quad l_{k+1} = l_k @ G(0, \sigma_k), \]  

(14)

where \( G(0, \sigma_k) \) is a Gaussian kernel with standard deviation \( \sigma_k = r^{2^{k-1}} \), and \( r \) is the radius of the bilinear kernel. To improve performance, we successively down-sample the image to half its resolution in each iteration. At coarser levels, the gradients \( \frac{\partial I}{\partial \theta_j} \) and \( \frac{\partial I}{\partial \sigma_j} \) are both more stable and have a larger region of influence, at the cost of spatial accuracy. In our experiments, we use gradients from four pyramid levels \( (i = 1 \ldots 4) \).

**Differentiable element colors.** It is straightforward to add other element properties to our differentiable formulation. As an example, we can add an element color \( o_i \in \mathbb{R}^3 \) by simply re-defining the element layers in Eq. 10 as \( f_i^o(x) = J_i(x) \cdot v(o_i) \), where \( v \) is a leaky hard sigmoid, and \( \cdot \) denotes a multiplication of each RGB channel in \( J_i \) with the corresponding scalar color value in \( v(o_i) \). We chose a leaky hard sigmoid \( v(o_i) = \max(\min(o_i, 0.001o_i + 0.99), 0.001o_i) \) instead of the regular sigmoid to make it easy for the optimization to reach fully saturated colors. We will show several composited images with optimized color parameters \( o_i \) in our results.

### 6 OPTIMIZING IMAGE COMPOSITIONS

Given our differentiable formulation of image compositing, we can optimize the element parameters to minimize any loss function \( L(I) \) defined on the composited image \( I \). In our experiments, we use the Adam [Kingma and Ba 2014] optimizer, with a learning rate of \( 1e-6 \) and parameters \((\beta_1, \beta_2) = (0.9, 0.9)\). Since each parameter has a different value range, we adjust the learning rates for each type of parameter. Empirically, we multiply the learning rate for parameters \((t_i, c_i, \theta_i, z_i, o_i)\) with the factors \((1, 0.01, 2.25, 0.0016, 0.0025)\) in all our experiments. A straight-forward optimization with a random initialization is difficult due to several factors: (i) as described earlier, gradients have a limited region of influence, which limits the basin of attraction for the optimal position and orientation of an element, and (ii) multiple elements may be attracted to the same optimum in position and orientation, potentially giving us duplicate elements.

To overcome these problems, we carefully initialize the element parameters, and periodicaly seed additional elements and remove elements that are no longer visible or identified as duplicates.

**Initialization.** We start by choosing an estimated upper bound for the number of elements we are going to need, between 100 and 1024 elements in our experiments. The centers \( c_i \) of these elements are initialized in a regular grid over the image canvas, with orientation \( \theta_i = 0 \). The element types logits are initialized to \( t^i_j = 1 \) for all types \( j \) and the depth of the background and the other elements is initialized empirically to \( z_0 = 3.3 \) and \( z_l = 9 \), respectively. The grid initialization for element positions makes it less likely to miss the basin of attraction of a position optimum. A grid initialization for both positions and orientations would result in too many elements, so we handle missing orientations when seeding additional elements during the optimization.

**Removing elements and seeding additional elements.** We alternate between removing and re-seeding elements periodically during the optimization. Elements are removed at iterations \( 4k, 12k \), and every 8k iterations thereafter, and re-seeded three times at iterations \( 8k, 16k \), and \( 24k \). We remove elements that are no longer visible because they are below the background \( z_l < z_0 \), and duplicate elements. Specifically, we identify pairs of duplicates elements as having the same type \( t_i = \arg \max(t_l) \) and a distance \( ||c_i - c_j||_2 < 0.5 \min(\|I(M_i), I(M_j)\|) \) where \( I(M) \) is the largest extent of an element’s mask along the \( x \) and \( y \) axis. We remove the element with smaller depth in such a duplicate pair.

In the re-seeding steps, we sample the space of element orientations with a regular grid. For each existing element, we place three additional copies with the same parameters, but with orientation offsets of \( 90, 180 \), and \( 270 \) degrees. Note that, after subsequent optimization, wrongly oriented elements end up below the \( H_0 \) layer, and hence are later removed. This allows us to escape local minima in the space of element orientations, which are especially pronounced if elements are close to rotationally symmetric. Additionally, we place a new grid of elements, with the same parameters as in the initialization. These additional elements allow convergence to position optima that were missed with the previous set of elements.

**Discretization.** After optimization, we perform a final discretization step that removes any residual transparencies or ghosting introduced by our continuous parameters. We generate a discretized image by running our optimized element parameters through the traditional compositing pipeline, using discrete element type probabilities \( t_i = \arg \max(t_l) \).

### 7 RESULTS AND DISCUSSION

Pattern images are ubiquitous on the web, but are difficult to edit for several reasons. The constituent elements of a pattern are difficult to extract manually from the image, due to their number and the frequency of occlusions. Additionally, editing individual elements may compromise the style of a pattern, and restoring the style might require (manually) modifying all pattern elements. Below we evaluate our differentiable compositing function on two applications that are targeted at simplifying the editing workflow for pattern images: in Section 7.1, we experiment with decomposing patterns into a set of discrete elements that are editable individually, and in Section 7.2, we experiment with pattern expansion, where, given a pattern image, a new pattern with discrete elements and the same style as the input image is synthesized. Each of the two applications corresponds to a minimization of a different loss function. Additionally, we show the versatility of our differentiable compositing function with a few additional applications in Section 7.3.

#### 7.1 Pattern Decomposition

In this application, our aim is to decompose a given pattern image \( A \) into a set of elements \( E \). The image composited from these elements \( I = \mathcal{F}(E) \) should reconstruct the input image \( A \) as closely as possible. We use the \( L_2 \) distance to measure the decomposition error:

\[
L_d(A, I) := \frac{1}{P} \sum_{p=1}^{P} \|A(x_p) - I(x_p)\|^2_2.
\]  

(15)
where the sum is over pixels and \( P \) is the number of pixels in the image. The optimal elements \( \mathcal{E}^* \) are found by minimizing this loss:

\[
\mathcal{E}^* := \arg \min_{\mathcal{E}} L_d(A, F(\mathcal{E})).
\]

Note that the compositing function \( F \) also depends implicitly on the set of image patches \( \mathcal{H} \), corresponding to the different types of elements in the pattern. These are all selected by the user from the input image in the simple pattern decomposition workflow described below.

**Workflow.** A typical workflow is illustrated in Figure 6. The user starts by selecting one example of each element type in the pattern image. This can usually be done efficiently using existing methods [Cheng et al. 2010; Rother et al. 2004] or image editing software such as Photoshop or GIMP and is significantly easier than selecting all instances of each element type in the pattern image. Together with the input image, these form the input of our optimization, which finds the set of discrete elements in the pattern. The discrete elements can now be edited by the user. We show a few examples of possible edits in Figure 1. See the accompanying video for additional edits.

**Results.** Pattern decomposition results are shown in Figure 7. We apply the pattern decomposition workflow to pattern images downloaded from the web and two manually created pattern images (patterns #4 and #7). We only optimize over necessary parameters in each example. These include all parameters in examples #1, #3, and #5, and all parameters except the orientation in the other examples.

The pattern image and the element types extracted by the user are given in the first row, and in rows 2 and 3, we show both the output of our optimization before the discretization step described in Section 6 (continuous result), and after the discretization (discretized result). Please note the slight transparency or ghosting in some elements of the continuous result. This is due to the soft approximations of the visibility and element type we use in our differentiable composting function. Running our optimized element parameters through the non-differentiable compositor removes these artifacts and gives us the discretized results. A map of the \( L_2 \) error between the discretized result and the input image is given in the last row.

Note that our composited image closely resembles the original, with errors concentrated at boundaries, due to slight inaccuracies in the optimized element parameters. Apart from these inaccuracies, errors occur only very sparsely; for example, orientation errors in cases where objects are close to rotationally symmetric (column 5), or errors in the depth or type of an element if the shapes and colors of different element types are similar. We believe that most of these errors could be avoided with a larger number of optimization steps, or an improved optimization setup, such as a learning rate schedule. Overall, we can see that our optimization can successfully find the type, position, orientation, and layering of elements that form a given pattern image, even in the presence of severe occlusions between elements.

In Figure 8, we show additional decomposition results where we also optimize over the color \( o_k \) of each element. All pattern images were downloaded from the web. The first pattern shows a simple element in large number of color variations that would be infeasible to handle without optimizing for colors, since we would need one element type per color. In the second pattern image, we show an example of elements with some amount of texture. Since we multiply the layer of each element with its color parameter, we can effectively also handle some amount of texture when optimizing for colors. Finally, in the third column, we optimize for color in a pattern with complex layering and occlusions. As we can see in the last row, the performance of our optimization with color is on par with the optimization without color, showing that we can successfully optimize for element color as well.

**Baseline comparison.** We compare our method to two baselines that do not benefit from our gradients. A brute-force grid search over element parameters and PatchMatch [Barnes et al. 2009]. We describe each baseline shortly before presenting comparison results.

As a first baseline, a brute force grid search over element parameters is solved greedily, one element at a time. We create a grid over all element parameters that are relevant for a given input image, except for the depth, which is handled with a greedy approach. We set the resolution of this grid to \((m, 128^2, 36, 32)\) for the parameters \( E_k = (t_k, c_k, \theta_k, o_k) \), where \( m \) is the number of element types. As a distance measure between an element and the input image, we define an \( L_2 \) distance that is normalized by the occupancy masks \( M \) of both the element and the input image:

\[
L_m(A, J_k^i) = \frac{\sum_{p=1}^P M_A(x_p)M_{J_k^i}(x_p) \| J_k^i(x_p) - A(x_p) \|_2^2}{\sum_{p=1}^P M_A(x_p)M_{J_k^i}(x_p)},
\]

where \( A \) is the input image, \( J_k^i(x) = f_k^i(x, E_k^i) \) is a layer containing the element transformed to grid location \( k \) (see Equation 3 for details), and \( E_k^i \) are the element parameters at a grid location \( k \). This distance effectively ignores background pixels that are not occupied by the element. The image starts with full occupancy, but we successively remove matched regions from its occupancy mask, which are then ignored in subsequent matches. We first compute \( L_m \) at each grid location and greedily pick the best match. Then, we remove the matched region from the image by subtracting the occupancy mask of the matched element from the occupancy mask of the image and update \( L_m \) at all affected grid locations. This procedure is iterated until \( L_m \) falls below a threshold. We manually
select the best threshold for each image. In practice, we compute the sum only over the non-zero pixels of the element’s occupancy mask and ignore matches where the number of non-zero pixels in the product of the occupancy masks is smaller than a threshold. In our experiments, we set this threshold to 10% of the total number of non-zero pixels in the element’s occupancy mask.

Figure 9 compares our results to this baseline. As we can expect, in patterns without element rotations (first example), the baseline performs comparable to our approach. In the second example, we also need to optimize over element orientations. However, as we add more parameters, the dimension of the grid increases, making it infeasible to sample the new dimensions densely. Due to inaccuracies in the orientations, we see several errors in the result, including both false positive and false negative matches. This problem worsens as we increase the dimension of the parameter space. In the third example, we optimize over element colors. This adds three dimensions to the parameter space that can only be sampled sparsely to maintain a feasible number of grid points. As a result, we see an increased number of false positives and negatives.

The gradients obtained from our differentiable compositing function, on the other hand, allow for a much sparser sampling of the parameter space, and enable a non-greedy approach where all elements are optimized concurrently.

As second baseline, we compare to the well-known PatchMatch. We match regions in the pattern image \( I \) to the image patches in \( \mathcal{H} \). More specifically, we run PatchMatch once per image patch \( H \in \mathcal{H} \), giving us a set of candidate regions in \( I \) that each partially match one of the image patches in \( \mathcal{H} \). PatchMatch finds these matching regions starting with a random search strategy, by picking random initial correspondences for each pixel in \( I \) to the pixels in \( H \). Pixel correspondences are scored based on an L2 distance between small rectangular neighborhoods centered at the corresponding pixels. Good matches are grown into regions. From the resulting set of candidate regions, we filter out regions that have an average matching score below a threshold. For the remaining regions, we obtain the element type \( \tau_i \) from image patch \( H \) the region is matched to, and the element location \( c_i \) from the known correspondences between pixels in the region and pixels in \( H \). Since PatchMatch has no notion of layering, we use the matching score of the regions as depth order (highest score is top-most).

Figure 10 compares our results to PatchMatch. We use patterns without element rotations or color changes, since these would be
non-trivial to implement in PatchMatch. PatchMatch works reasonably well on a pattern with simple elements that do not overlap, but fails on more complex patterns with overlapping elements.

7.2 Pattern Expansion

In our second application, our goal is to synthesize a new discrete element pattern that has the same style as a pattern given in an input image, but is generated on a canvas of different size, usually a larger canvas. We measure the difference in style between the composited image \( I = F(E) \) and the input image using a style loss that was originally introduced by Gatys et al. [2016]:

\[
L_s(A, I) := \sum_l w_l \frac{G_l^A}{n_l m_l} \frac{\|G_l^A - G_l^I\|^2_F}{F}, 
\]

where \( G_l^A \in \mathbb{R}^{n_l \times m_l} \) is the Gram matrix of the features in layer \( l \) of a pre-trained VGG network [Simonyan and Zisserman 2015] that was applied to image \( A \) and \( w_l \) are per-layer weights. See the original work of Gatys et al. for details. We use layers 2, 5, 10, and 15 of a pre-trained VGG-19 network with all weights \( w_l = 0.2 \). Note that the Gram matrices represent feature statistics that remain comparable across different image sizes. The optimal elements \( E^* \)
Fig. 10. Comparison to PatchMatch. PatchMatch [Barnes et al. 2009] uses a random initialization of image-to-patch correspondences, followed by an iterative propagation of good matches. The random search strategy makes finding exact element locations hard, and occlusions further degrade results. Our decomposition uses gradients as guidance, instead of a random search, and explicitly models occlusions, resulting in a more stable decomposition.

Fig. 11. Pattern expansion. We expand the pattern image in the top row to twice its size (four times its area) using our differentiable compositor and compare to two state-of-the-art image-based expansion methods, SinGAN [Shaham et al. 2019] and NSTS [Zhou et al. 2018]. By construction, our results better preserve the integrity of the elements, resulting in a more appealing expansion. Also note that, unlike the image-based methods, the individual elements in our expansion results can be selected and edited.

are the minimum of this loss:

$$E^* := \arg \min_{E} L_\alpha(A, \mathcal{F}(E)),$$

(19)

Workflow. Similar to pattern decomposition, the user first selects one example of each element type from the input image. Then, a canvas size can be chosen that determines the size of the expanded pattern. After optimization, the user obtains a pattern in the chosen
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canvases that have a style similar to the input image and is composed of discrete elements.

Baselines. To show the advantages of generating a pattern with discrete elements, we compare against two state-of-the-art image-based pattern synthesis methods. SinGAN [Shaham et al. 2019] trains a GAN on a single image. Their model learns to generate images with similar patch statistics as the input image. This is enabled by a loss similar to the style loss we are using, but replaces the Gram matrix with a manually defined feature statistic with a learned discriminator. As a second baseline, we use the Non-stationary Texture Synthesis (NSTS) method by Zhou et al. [2018]. This method also trains a generator with an adversarial loss on a single input image and additionally uses the style loss from Gatys et al. [2016].

While the style losses are slightly more advanced in these baselines, we focus on comparing our use of discrete elements to the baselines’ approach of directly generating an image. An interesting direction for future work lies in using our differentiable function \( F \) as a differentiable component in a network like SinGAN or NSTS to output a set of discrete elements instead of an image.

Additionally, we compare to a recent Point Pattern Synthesis (PPS) method by Tu et al. [2019]. This method aims at expanding patterns of 2d points in a plane to a larger canvas. The points are rendered as small Gaussian hats to an image, where an image-based style loss is optimized to get an expanded image. The expanded image is then converted back to points. The authors use a histogram- and correlation-based loss in addition to a style loss similar to \( L_s \). The baseline supports multiple point types by coloring the rendered Gaussians, but does not support orientations or layering. We use the centers of our elements as points, color them by element type using well-separated colors, use a random occlusion order, and random orientations if the pattern has elements with multiple orientations.

Results. Figure 11 compares our expansion results to the two image-based baselines. We show a simple example with a single element type and no overlaps to clearly illustrate typical errors of the image-based methods, and two more complex examples with multiple elements and overlaps. In all examples, we can see that the image-based methods cannot preserve the integrity of elements, since they do not have a notion of discrete elements. Separate elements are merged together and the shapes of individual elements are not maintained. Even though the style loss we are using for our experiments is less advanced than the baselines, we still obtain more appealing results, due to our use of discrete elements.

We compare with an expansion result of the PPS baseline in Figure 12. We can see that the method struggles to synthesize a pattern with a similar layout as the input pattern. This baseline is designed for tightly packed patterns of points and performance drops on our larger, more spread-out elements. In our patterns, knowledge about the shape of the elements is necessary to obtain cues about important properties of the pattern like amounts of overlap and typical gap sizes between neighboring elements. Additionally, this baseline does not support layering. The output of our method, on the other hand, does take into account the shape of elements, giving the style loss more to work with, and allowing us to synthesize a stylistically correct layering.

7.3 Additional Applications

Our differentiable compositing function can be used as a component in a large range of applications. Here we show a few additional examples.

Making patterns tileable. By combining the \( L_2 \) loss and the style loss, we can make an existing pattern image tileable, as shown in Figure 1. We first decompose the pattern as described in Section 7.1. This gives us discrete elements that can be edited manually. To make the pattern tileable horizontally, we can, for example, delete the elements that are clipped on the right border, select the elements that are clipped on left border and copy them over to the right border (i.e., translate the copies in x direction by the width of the image). A similar approach can be used to make the pattern tileable vertically. This manual operation however, might compromise the style of the pattern; it could, for example, create incorrect overlaps between elements, create holes, or introduce incorrect spacing. To restore the style of the pattern, we optimize the elements in the edited pattern to have the same style as the original pattern image using the loss \( L_s \). We initialize the elements to their current positions and keep the elements near the border that ensure editability fixed during the optimization. This results in a tileable pattern with the same style as the input pattern.

Generating mosaics. While our compositing function can only obtain an exact reconstruction of images that are composed of a few
element types, there is nothing stopping us from minimizing the loss \( L_d \) on arbitrary images. This creates a mosaic that reconstructs the input image with the given set of element types. Since mosaics typically have non-overlapping elements, we introduce an auxiliary loss that penalizes overlaps: \( L_o = \frac{1}{H} \sum_{p=1}^{P} \max(0, -1 + \sum_k M_k(x_p)) \), where we sum the occupancy masks \( M_k \) of all layers, and any values larger than 1, indicating overlaps, are penalized. The outer sum takes the average over all pixels in the occupancy masks. An example is shown in Figure 13, where we create a mosaic of the Siggraph Asia logo with small Siggraph Asia logos.

7.4 Limitations

One limitation of our method is that the output domain of our compositor function is restricted to patterns that are composed from multiple instances of a small set of atomic image patches. This includes many types of patterns found on the web, but also excludes some types, like patterns with continuously changing shapes, for example a pattern containing of continuous deformations between a circle and a rectangle. A second limitation is that users have to mark one instance of each element type in advance. This is still far easier than marking all elements, but requires some manual work. Also optimizing over the image patches \( \mathcal{H} \) would remove the need for this manual input and is an interesting avenue for future work. Finally, our optimization is not always guaranteed to find the global optimum. A few typical failure modes of our optimizations are shown in Figure 14, columns 1 and 2. Faint elements, or elements very only few pixels are visible give small gradient magnitudes resulting in missed elements (column 1). Elements that close to rotationally symmetric (column 2) cause strong local minima in the space of orientations, resulting in elements with incorrect orientations.

8 CONCLUSION AND FUTURE WORK

We presented a differentiable composting function for discrete element patterns. We have shown that the gradients provided by this function can benefit pattern editing workflows in several applications. First, our differentiable compositor can be used to decompose a pattern image into its discrete elements. Unlike existing template matching approaches, our gradients allow us to handle a higher-dimensional parameter space for elements, such as element orientations and colors. Second, we can use our compositor to expand an existing pattern on a larger canvas by minimizing a style loss. Unlike current image-based approaches, our focus on discrete elements guarantees the integrity of elements in the expanded pattern and leads to more appealing expansion results. In addition to these two main applications, we demonstrate the versatility of our method on two more specialized applications.

In future work we would like to incorporate our differentiable element compositor as a component in generative modeling approaches. For example, using our compositor in the generator of a GAN would give us the benefits in quality that a GAN provides, while our compositor would guarantee the integrity of individual elements, and make the resulting pattern editable by producing individual elements and their layering as output.

There are also several avenues to improve the differentiable function itself. First, it would be interesting to solve for the image patches \( \mathcal{H} \) in addition to element properties \( E \). This would remove the need to manually specify the element types and open up a wider range of new applications. Second, defining a depth value per pixel of an element’s occupancy mask instead of per element would allow handling non-planar element surfaces and enable local-layering among elements (cf., [McCann and Pollard 2009]). Finally, since our gradients allow us to handle high-dimensional element parameters, the range of patterns our approach can handle could be extended by adding additional element parameters, such as scale or transparency.

ACKNOWLEDGMENTS

We would like to thank the anonymous reviewers for their helpful suggestions and Maks Ovsjanikov for discussions in an early phase of this project. This research was supported by an ERC Grant (SmartGeometry 335373), Google Faculty Award, and gifts from Adobe.

REFERENCES

Panos Achlioptas, Olga Diamanti, Ioannis Mitliagkas, and Leonidas Guibas. 2018. Learning Representations and Generative Models for 3D Point Clouds. In Proceedings of the 35th International Conference on Machine Learning, Vol. 80. 40–49.
Min Bai, Wenjie Luo, Kaustav Kundu, and Raquel Urtasun. 2016. Exploiting semantic information and deep matching for optical flow. In European Conference on Computer Vision. Springer, 154–170.
Connelly Barnes, Eli Shechtman, Adam Finkelstein, and Dan B Goldman. 2009. PatchMatch: A randomized correspondence algorithm for structural image editing. In ACM Transactions on Graphics (ToG). Vol. 28. ACM, 24.
Kai Brüchle and Uwe D Hanebeck. 2001. Template matching using fast normalized cross correlation. In Optical Pattern Recognition XII, Vol. 4387. International Society for Optics and Photonics, 95–102.
Jiaxin Cheng, Yue Wu, Wael AbdAlmageed, and Premkumar Narasaj. 2019. Qtm: quality-aware template matching for deep learning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 11553–11562.
Ming-Ming Cheng, Fang-Lue Zhang, Niloj J Mitra, Xiaodai Huang, and Shi-Min Hu. 2010. Repfinder: finding approximately repeated scene elements for image editing. ACM Transactions on Graphics (TOG) 29, 4 (2010), 1–8.
Tali Dekel, Shaul Oron, Michael Rubinstein, Shai Avidan, and William T Freeman. 2015. Best-buddies similarity for robust template matching. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2021–2029.
Alessi A Efros and William T Freeman. 2001. Image quilting for texture synthesis and transfer. In Proceedings of the 28th annual conference on Computer graphics and interactive techniques. 341–346.
Jiahui Yu, Zhe Lin, Jimei Yang, Xiaohui Shen, Xin Lu, and Thomas S. Huang, 2019. Free-Form Image Inpainting With Gated Convolution. In The IEEE International Conference on Computer Vision (ICCV).

Yahan Zhou, Haibin Huang, Li Yi Wei, and Rui Wang, 2012. Point sampling with general noise spectrum. ACM Transactions on Graphics 31, 4 (7 2012). https://doi.org/10.1145/2185520.2185572

Yang Zhou, Hui Huang, Zhen Zhu, Xiang Bai, Dani Lischinski, and Daniel Cohen-Or. 2018. Non-Stationary Texture Synthesis by Adversarial Expansion Additional Key Words and Phrases: Example-based texture synthesis, non-stationary textures, generative adversarial networks ACM Reference Format. ACM Trans. Graph 37 (2018), 13. https://doi.org/10.1145/3197517.3201286