INS stochastic error detection during kinematic tests and impacts on INS/GNSS performance
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Inertial Navigation System (INS) and Global Navigation Satellite System (GNSS) integration requires accurate modelling of both INS deterministic and stochastic errors. The Allan Variance (AV) analysis on INS static data is one method of determining INS stochastic errors. However, it is known that INS errors can vary depending on a vehicle’s motion and environment, and application of AV results from static data in kinematic operations typically results in an over-confident estimation of stochastic. In order to overcome this limitation, this paper proposes the use of Dynamic Allan Variance (DAV). The paper compares the resulting performance of the INS/GNSS integrated system by varying the stochastic coefficients obtained from the AV and DAV. The results show that the performance improved when utilizing the stochastic coefficients obtained from the DAV, applied on a kinematic dataset compared to the AV, applied on a static laboratory dataset.
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1. Introduction

Inertial sensors play a critical role in most of today’s navigation systems, particularly for improving the availability of positioning. It is a high rate sensor which contains three accelerometers and gyroscopes to measure accelerations and turning rates respectively, relative to its body frame. To obtain a meaningful navigation solution, measured accelerations are translated from the inertial sensor’s body frame into a defined reference frame, typically being local-level or navigation reference frame. This system is termed as an Inertial Navigation System (INS). The INS keeps track of its orientation by integrating measured turning rates, and of its velocity and position by integrating accelerations. The performance of an INS is strictly limited by the errors inherent in the inertial sensor. This is the main drawback of INS, where integration of noisy measurements will cause errors to propagate with time, also known as position and attitude drifts. Therefore, INS is commonly integrated with other positioning methods such as Global Navigation Satellite System (GNSS) in order to bound error propagation (1). The Extended Kalman Filter (EKF) is one of the most common methods of such integration. Implementation of such integrated system requires careful and accurate error modelling.

INS errors can be categorized into two groups; deterministic and stochastic errors. Bias, scale factor and non-linearity are the major contributors to deterministic errors, which can typically be removed by lab calibration procedures. Stochastic errors however, are not directly measureable. Therefore, it is important to model stochastic errors and include the models in the integration algorithm to effectively remove these errors. In trying to determine stochastic errors, several techniques have been developed. The traditional method of using a single Root-Mean-Square (RMS) value with associated correlation time proved to be inadequate to accurately characterize sensors performance. Therefore, alternative techniques using frequency-domain and time-domain approaches were introduced in trying to determine different types of INS stochastic errors (2).

Power Spectral Density (PSD) is an example of a frequency-domain approach. PSD can be calculated in a number of different ways but it is generally defined as the Fourier transform of its autocorrelation function. It is a powerful tool for analysing and modelling stochastic processes but difficult for non-system analyst to comprehend (2). On the other hand, correlation methods are based on the time-domain approach. An example of correlation method is the autocorrelation function, which measures the dependence of the process value at one time with its value at other times. Another example of correlation method is the autoregressive moving average process. The shortcoming of the correlation methods is that they require extensive data collection. Furthermore, correlation approaches are also model-sensitive and not well suited when dealing with odd power law processes, higher order processes or a wide dynamic range (2).

The Allan Variance (AV) is another example of a time-domain approach. It was developed in the mid 1960s to characterize phase and frequency of precision clocks and oscillators (2). Recent studies (3–8) have applied this technique to identify and model stochastic errors in INS due to its simplicity and efficiency in comparison to PSD and autocorrelation methods. Using AV allows identification of five stochastic errors that are inherent in an INS, namely quantization noise, angle/velocity random walk, bias instability, rate random walk and rate ramp. The identified errors are then analysed to...
extract their coefficients, which are then applied in the INS/GNSS integration algorithm. In these studies, the AV is applied on INS static data, collected in a controlled laboratory environment. However, Ref. (9) has shown that INS errors are a function of motion and other environmental effects such as vibration. Thus, it is important that these effects are accounted for to optimize the integrated system. Due to the impacts of motion and environmental conditions on INS measurements, AV is not suitable to identify INS errors as AV assumes static conditions. Here, the term static is defined as the measurement noise signals being time invariant (10). To overcome this limitation, this paper has applied the dynamic Allan variance (DAV) on the INS measurement errors for kinematic cases. The DAV is a modified version of the AV, allowing for a time-varying AV analysis (11–13). The DAV has been adapted mainly for clock characterization testing, particularly in GNSS satellites. For example, it was used for the characterization of the clocks on-board the first group of experimental Galileo satellites. The U.S. Naval Research Laboratory is also using DAV to monitor and test GPS clocks (11).

This paper presents the results of INS stochastic error detection during kinematic tests and the implications for INS/GNSS integrated system performance. First, the methodologies of AV and DAV are presented. This is followed by a brief description of the static and kinematic experimental set-ups, including the sensors used. The results section discusses the extracted error parameters using AV and DAV and their impacts on INS/GNSS integrated system performance. Finally, the paper concludes and lays out further recommendations.

2. Allan variance and dynamic Allan variance
2.1. Allan variance
The AV of a time series of data is a characterization of the noise and other processes in the data, as a function of averaging time. Prior to calculating AV, pre-processing or analysing a subset of data can be useful and at times, recommended. This is to ensure the results of the noise characterization are not affected or masked by other noise sources. However, it is important to note that pre-processing raw data may also prevent the resolution of certain noise processes or underestimate the noise coefficient values. Pre-processing is needed, for example, when sudden change of velocity or angle bias is present. This region should be excluded from the analysis as it might affect the correctness of the analysis. Also, signal bias should be removed before integrating signals if the angle or velocity random walk is not apparent in the result of the analysis due to quantization noise dominating in the high frequency region (2).

AV can be calculated from a finite number of data samples that are stationary in time. It can be defined either in terms of the instantaneous output rate or the angle/velocity integration output. These are mathematically identical, providing the option to use output rate or angle/velocity data as an input in the analysis (7). Calculation of AV is straightforward as shown below. In the case where instantaneous output rate is the input to AV, assume a dataset consists of \( N \) samples. These are separated into clusters based on the sampling time \( \tau = n\tau_0 \), where \( \tau_0 \) is the fixed time interval between two successive data points. Next, the data in each cluster is averaged and successive clusters of same lengths (\( \tau \)) are differenced. AV can then be calculated by squaring, then summing the differences between pairs of clusters, and finally dividing by a rescaling factor. These steps are repeated using different sampling times \( \tau \) by varying \( n \). A more detailed discussion on AV calculation can be found in Ref. (8). The formulations of AV are listed as follows. First, the average of the rate output \( \Omega(t) \) in \( k \)-th cluster is calculated using

\[
\bar{\Omega}_k(\tau) = \frac{1}{\tau} \int_{t_k}^{t_k+\tau} \Omega(t) dt, \tau = n\tau_0
\]

Then, the subsequent cluster average is given by

\[
\Omega_{next}(\tau) = \frac{1}{\tau} \int_{t_{k+1}}^{t_{k+1}+\tau} \Omega(t) dt
\]

The differences between pairs of clusters are given by

\[
\xi_{k+1,k} = \Omega_{next}(\tau) - \Omega_k(\tau)
\]

Finally, the AV of length \( \tau \) is calculated using

\[
\sigma^2(\tau) = \frac{1}{2(N-2n)} \sum_{k=1}^{N-2n} [\Omega_{next}(\tau) - \Omega_k(\tau)]
\]

Alternatively, Equation (4) can be reconstructed as Equation (5) where \( \theta \) is a product of integration of the rate output \( \Omega(t) \).

\[
\sigma^2(\tau) = \frac{1}{2\tau^2(N-2n)} \sum_{k=1}^{N-2n} [\theta_{k+2n} - 2\theta_{k+n} + \theta_k]
\]

2.2. Dynamic Allan variance
The DAV is an extension of the AV, where it is able to reveal the time varying properties of a set of signals. The basic concept of DAV is based on the repetitions of the AV evaluation at different epochs, which can then be visualized in a 3-Dimensional (3D) graph (11). This would reveal any non-static noise behaviour over time (10). The DAV procedure can be summarized as follows (11):
(i) Set the analysis epoch \( t = t_1 \)
(ii) Set the desired analysis window \( N_w \)
(iii) Evaluate the AV \( \sigma(t_1, N_w) \)
(iv) Set another analysis epoch and repeat from (i). The new epoch can be set to make the data within its corresponding new analysis window overlaps with the previous epoch and analysis window.

Further details of DAV can be found in Ref. (11). The formulation for the discrete time DAV is as follows:

\[
\sigma^2(i, n) = \frac{1}{2\tau^2(N_w - 2n)} \sum_{k=i-N_w/2+1}^{i-N_w/2-1} \cdots [\theta_{k+2n} - 2\theta_{k+n} + \theta_k]
\]

(6)

where \( i \) is the the analysis epoch.

2.3. INS stochastic noise terms

The five main error sources of INS that can be detected using AV are as follows.

2.3.1. Quantization noise

Quantization noise is a result of the signal encoding process from analogue to digital form. This process is limited by the system’s bit resolution and results in a small difference between the actual amplitude and digital readout (14). In AV log-log graph, it is represented by a slope of \(-1\) and the coefficient value can be extracted using the slope line at \( \tau = \sqrt{3} \). The units for quantization noise are m/s and rad (radians).

2.3.2. Angle/velocity random walk (A/VRW)

A/VRW describes the deviation that occurs when signals are integrated. The origin of the noise comes from the fact that signals from INS are perturbed by white noise, which is caused by thermo mechanical noise fluctuating at rates greater than the actual samples. Integrating the white noise will consequently result in a zero mean A/VRW. Identifying and modelling A/VRW is essential as it can be a major source of error in INS. It is represented by a line with a slope of \(-0.5\) and the coefficient value can be read at the slope line \( \tau = 1 \). The units for A/VRW are m/s/\( \sqrt{s} \) for velocity and rad/\( \sqrt{s} \) for angle (7, 15).

2.3.3. Bias instability

Bias instability describes how the bias wanders over time as a result of random electronic flickering. It is usually observed at low frequencies and is associated with a correlation time. It is represented by a line with a slope of 0 and its coefficient value is at the lowest point of the AV curve. The units for this error are m/s\(^2\) and rad/\( \sqrt{s} \) (7, 16).

2.3.4. Rate random walk (RRW)

RRW is of uncertain origin. It is possibly a limiting case of an exponentially correlated noise with a long correlation time. RRW is represented by a line with a slope of \( +0.5 \) and the coefficient value can be extracted at \( \tau = 3 \). The units are m/s/\( \sqrt{s} \) and rad/\( \sqrt{s} \) (7).

2.3.5. Rate ramp

Rate ramp reveals any deterministic error that is present in the dataset. It is represented by a line with a slope of \( +1 \) and the coefficient value at \( \tau = \sqrt{2} \) (7).

3. Experiment setup

This section details the experiment setups for the static and kinematic tests. In both tests, a Xsens Mti-G unit was used. The Xsens Mti-G is a MEMS based INS/GPS navigation device consisting of tri-axial accelerometers, gyroscopes and magnetometers, a GPS receiver and an on-board processing unit. Its GPS receiver can make use of up to 50 channels of the GPS C/A code on the L1 frequency and track at up to 4 Hz, while its on-board processing unit is able to fuse the INS and GPS data in real time.

3.1. Static laboratory test

For the static test, two hours of stationary data was collected under controlled environmental conditions. First, the room temperature was kept constant throughout the whole test as it plays a critical role in the INS performance (17). Second, the test was conducted at night to avoid any possibility of unwanted vibrations.

3.2. Kinematic test

The kinematic test was conducted in Nottingham, UK as part of a multi sensor data collection campaign conducted jointly by the FIG working group 5.5 and IAG working group 4.1.1 (18). For the test used in this paper, road sections of the A52 Clifton Blvd., near the University of Nottingham campus were used. In total, the test lasted for more than two hours but only half an hour of data was used for this paper. Three main sensors were used in this test: a navigational grade INS (Honeywell CIMU), a geodetic grade GNSS receiver (Leica GS10) along with the MEMS based INS (Xsens Mti-G). The navigational grade INS, integrated with dual-frequency GNSS solution was used as the reference data, because of its high accuracy navigation solution. The CIMU/GNSS navigation solution (position, velocity and attitude) is then used to derive body acceleration and turning rates which are used to compute the Xsens Mti-G measurement residuals.

4. Results and discussion

The first subsection presents the extracted INS stochastic error coefficients using both AV and DAV. The second
subsection then compares the performance of the INS/GNSS, using the extracted coefficients from AV and DAV.

4.1. INS stochastic errors

4.1.1. Allan variance

The AV (Equation (5)) was applied on the inertial sensor output to determine the coefficients of various stochastic processes. The error coefficients are extracted by analysing the log-log graph (Allan deviation \( \sigma_{AV} \) vs. time sampling \( \tau \), where the underlying stochastic processes can be identified by their slopes at different \( \tau \), as precisely discussed. We refer to Table 1 to identify the errors with their associated slopes on a log-log graph.

Figures 1 and 2 show the resulting \( \sigma_{AV} \) vs. \( \tau \). In these graphs, it is clear that the most dominant error is the A/VRW. For accelerations, the lines with \(-0.5\) slope range from approximately \( \tau \) 0.05 to 2 while turning rates range from \( \tau \) 0.02 to 10. Bias instability can be seen in the \( \tau \) 300–550 and 130–530 regions for acceleration and turning rates respectively. Table 2 lists the extracted A/VRW coefficients while Table 3 lists the bias instabilities coefficients (m/s² and rad/s) and their corresponding time correlations (s).

4.1.2. Dynamic Allan variance

Unlike the AV, the DAV (Equation (6)) allows for the calculation of multiple Allan Deviations from a single dataset, by varying the analysis window (\( N_w \)) and the desired step interval (\( i \)). In this analysis, \( N_w \) is set to 60 s and \( i \) is set to execute every 10 s. It is noted that due to the short \( N_w \) window, only quantization and A/VRW are expected to be visible in the DAV graph, as other processes such as bias instability require longer windows. For example, in Table 3, the acceleration bias instability can be observed only in the \( \tau \) of 300–550 region. The DAV is represented in a 3D log-log graph, where in addition to \( \sigma \) versus \( \tau \), the application time of the DAV is plotted.

The DAV is first applied to the static data to check for consistency with AV based results. It is expected that the DAV based stochastic coefficients are similar to the ones obtained from AV as the same static dataset is used. Figure 3 shows the resulting DAV for acceleration \( X \) while Table 4 lists the averaged (taken from five samples) A/VRW for all axes. In Figure 3, it is observed that there are only minimal variations between Allan

| Noise terms | Slope | Allan deviation |
|-------------|-------|-----------------|
| Quantization (\( \bar{Q} \)) | \(-1\) | \( \sigma_Q(\tau) = Q\sqrt{3}/\tau \) |
| Random Walk (\( N \)) | \(-0.5\) | \( \sigma_N(\tau) = N/\sqrt{\tau} \) |
| Bias Instability (\( B \)) | \(0\) | \( \sigma_B(\tau) = 0.664B \) |
| Rate Random Walk (\( K \)) | \(0.5\) | \( \sigma_K(\tau) = K\sqrt{3}/\tau \) |
| Rate Ramp (\( R \)) | \(+1\) | \( \sigma_R(\tau) = R\tau/\sqrt{2} \) |

**Table 1. INS stochastic noise terms.**

| Axis | VRW (m/s/√s) | ARW (rad/s) |
|-----|--------------|-------------|
| \( X \) | 9.39E-04 | 6.57E-04 |
| \( Y \) | 9.33E-04 | 6.42E-04 |
| \( Z \) | 9.55E-04 | 6.20E-04 |

**Table 2. INS A/VRW coefficients.**

| Axis | \( \sigma_{AV} \) (m/s²) | \( \sigma_{AV} \) (s) | \( \sigma_{AV} \) (rad/s) |
|-----|----------------|----------------|----------------|
| \( X \) | 5.35E-04 | 5.36 | 7.04E-05 |
| \( Y \) | 5.03E-04 | 325.4 | 9.66E-05 |
| \( Z \) | 2.14E-04 | 460.7 | 6.82E-05 |

**Table 3. INS acceleration and turning rate bias instability coefficients.**
deviations at different times. This is expected as the amplitude of the white noise, which results in A/VRW when integrated, remains constant throughout the static dataset. Hence, the resulting A/VRWs coefficients are also similar. In Table 4, it is observed that the extracted A/VRW coefficients are very close to the ones obtained using AV, listed in Table 2 with differences of only 2.43E-05, validating the DAV analysis.

The DAV is also applied on the kinematic data residuals. The residuals (Δ) are obtained by subtracting the accelerations and turning rates derived from CIMU/GNSS from the ones measured by the Xsens Mti-G. The CIMU/GNSS accelerations and turning rates are derived from the velocity and attitude & heading reference system, differentiated with respect to time. These values are then rotated from the navigational frame to the body frame using its attitude & heading information. Figures 4 and 5 show the residuals between acceleration and turning rates derived from CIMU/GNSS and Xsens Mti-G. In these two graphs, it is observed that the acceleration residuals vary significantly more than the turning rate residuals. Furthermore, the regions with higher variations are associated with the kinematic portion of the data, indicating the presence of motion dependent errors. It is also worth noting that the measured accelerations during the kinematic test contain higher noise amplitudes due to vibrations, compared to the measured accelerations in the laboratory test.

Table 4. A/VRW coefficients from DAV static.

| Axis | VRW (m/s/√s) | ARW (rad/√s) |
|------|--------------|--------------|
| X    | 1.05E-03     | 6.10E-04     |
| Y    | 9.82E-04     | 7.08E-04     |
| Z    | 9.24E-04     | 6.16E-04     |

Figures 6 and 7 show the DAV results for acceleration X and turning rate Z during the kinematic test. In Figure 6, it is observed that the σ varies significantly, reflecting the effects of motion dependent errors, also seen in Figure 4. Furthermore, when observing the lower peaks of the assembled σ, associated with the static part of the kinematic test, the τ is higher than the ones in Figure 1, reflecting the vibration effect. On the other hand, only minimal variations of σ are observed in Figure 7. This suggests that unlike measured accelerations, the turning rates are not affected by environmental changes. In fact, the calculated τ values are almost identical to the ones in Figure 2. Again, this suggests that the measured turning rates are not affected by vehicle motions and vibrations.
Table 5 lists the A/VRW coefficients from the kinematic test. The minimum column lists the averaged A/VRW obtained from the lower peaks while the maximum lists the averaged A/VRW obtained from the upper peaks of the calculated DAV. It is clear from these results that the values for maximum are higher than the minimum. On average, the VRW increased by $-1.59E-05$ rad$/\sqrt{s}$, almost a ten-fold increase, whereas the ARW only increased by $-7.72E-03$ rad$/\sqrt{s}$.

The results in Sections 4.1.1 and 4.1.2 show that the extracted A/VRW values vary depending on the test environment and vehicle motions. Thus, it is important that these effects are accounted for in the integration algorithm to improve the INS/GNSS navigation solutions. The next section presents a simple analysis of the INS/GNSS navigation performance when these variations are accounted for in the integration algorithm.

### 4.2. INS/GNSS navigation performance: AV vs. DAV

This section presents a simple analysis of the INS/GNSS navigation performance when the A/VRW variations are accounted for in the integration algorithm. Here, the navigational grade CIMU/GNSS integrated system is used as the benchmark for the MEMS Xsens Mti-G/GNSS integrated system. The code based GPS Single Point Positioning (SPP) solutions are also included here as performance comparison. The Xsens/GNSS integrated system uses a loosely coupled EKF integration algorithm to fuse the INS and GNSS data, as described in Ref. (1, 6, 19).

The analysis is categorized into two scenarios. The first scenario, termed AV-EKF, uses the A/VRW and the bias instability from the AV applied on the static laboratory dataset, while the second scenario, termed DAV-EKF, uses the maximum A/VRW extracted from the DAV applied on the kinematic dataset. The bias instabilities for both AV-EKF and DAV-EKF are identical as it is not possible to extract its coefficients using DAV due to its the short time window. The analysis evaluates the accuracy of both scenarios using RMS of their respective position errors (Figure 8), herein, referred to as error-RMS. The analysis presents the results in two stages, first the INS/GNSS integration with full GNSS availability and later, with four simulated GNSS outages, each lasting 30 s.

Table 5. INS A/VRW coefficients from DAVAR kinematic.

| Axis | Minimum VRW (m/s/$\sqrt{s}$) | Minimum ARW (rad/$\sqrt{s}$) | Maximum VRW (m/s/$\sqrt{s}$) | Maximum ARW (rad/$\sqrt{s}$) |
|------|-----------------|-----------------|-----------------|-----------------|
| X    | 1.31E-03        | 6.53E-04        | 9.94E-03        | 6.76E-04        |
| Y    | 1.47E-03        | 6.50E-04        | 7.78E-03        | 6.79E-04        |
| Z    | 2.69E-03        | 7.53E-04        | 1.09E-02        | 7.50E-04        |
4.2.1. Full GNSS availability

Table 6 lists the error-RMS of GPS-SPP and MEMS INS/GNSS using AV-EKF and DAV-EKF. It is observed that the highest 2-Dimensional (2D) error-RMS is associated with GPS-SPP. The INS/GNSS, using noise coefficients from AV applied on static data, has lower error-RMS by 0.421 m. Its performance marginally improved when noise coefficients from DAV, applied on kinematic data, was used, with a further decrease of 0.04 m. As with 2D error-RMS, the 3D error-RMS is highest when using GPS-SPP. Interestingly, the error-RMS increased slightly for MEMS INS/GNSS AV-EKF. This might be caused by a number of factors, such as over-confidence of the MEMS INS measurements (lower A/VRW values), which results in an incorrect estimation of the navigation solution. However, the error-RMS decreased for MEMS INS/GNSS DAV-EKF with an improvement of 0.243 m compared to GPS-SPP and of 0.399 m compared to AV-EKF.

4.2.2. Simulated GNSS outages

Four 30-second-duration GNSS outages are simulated to further assess the improvement of DAV over AV in the MEMS INS/GNSS integration.

Figures 9 and 10 show the 2D and 3D errors of the MEMS INS/GNSS. As expected, its navigation solution drifts unboundedly over time without the aiding of GNSS. It is observed that the DAV-EKF results in smaller 2D and 3D errors, compared to AV-EKF. This is due to DAV being able to provide a more realistic estimation of INS stochastic errors, thus, allowing the EKF to better estimate INS biases. As shown in Tables 7 and 8, the improvement ranges from 2.840 to 4.600 m and 1.474 to 8.850 m for 2D and 3D errors, respectively. On average, the 2D and 3D positional errors improved by 3.559 and 5.749 m, respectively.

Table 6. Position error-RMS comparison.

| Scenario      | 2D (m) | 3D (m) |
|---------------|--------|--------|
| GPS-SPP       | 2.256  | 10.472 |
| AV-EKF        | 1.835  | 10.628 |
| DAV-EKF       | 1.795  | 10.229 |

Table 7. 2D maximum error during GNSS outage.

| Scenario      | Out 1 (m) | Out 2 (m) | Out 3 (m) | Out 4 (m) |
|---------------|-----------|-----------|-----------|-----------|
| AV-EKF        | 20.582    | 10.708    | 21.314    | 32.095    |
| DAV-EKF       | 17.742    | 6.108     | 17.406    | 29.208    |
| Improvement   | 2.840     | 4.600     | 3.908     | 2.887     |

Table 8. 3D maximum error during GNSS outage.

| Scenario      | Out 1 (m) | Out 2 (m) | Out 3 (m) | Out 4 (m) |
|---------------|-----------|-----------|-----------|-----------|
| AV-EKF        | 28.733    | 24.179    | 32.774    | 38.713    |
| DAV-EKF       | 23.762    | 16.479    | 23.924    | 37.239    |
| Improvement   | 4.971     | 7.700     | 8.850     | 1.474     |

5. Conclusions and future work

This paper has identified INS stochastic errors using AV applied on static data and DAV applied on kinematic data. The results from AV show that the dominant INS error is the A/VRW, resulting from white noise in the INS measurements. The AV also allows for identification of measurement bias instabilities. The results from DAV show that INS measurement errors are influenced by vehicle motion and environment. The error coefficients were used in the EKF integration algorithm and analysed using real kinematic data. The results show that INS/GNSS using error coefficients extracted with DAV gave a slight improvement over AV, as DAV accounts for
errors associated with vehicle motion and vibration. Therefore, it is recommended that INS/GNSS integrated systems take into consideration the effects of vehicle motion and environment using DAV.

Various recommendations can be made for future work to detect INS dynamic dependent errors. As presented in the DAV analysis, the effect of motion can be observed in the DAV graph, through a variation of $\sigma$. In the DAV-EKF analysis, only the maximum $\sigma$ was used. This assumes the worst-case scenario, which subsequently results in a non-optimal usage of the extracted information. It would be more desirable for different $\sigma$, depending on the vehicle motions, were applied in the integration algorithm. This requires a vehicle motion detection and classification, to allow the integration algorithm to use the most appropriate $\sigma$ value.
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