WIRELESS-BASED TECHNOLOGY FOR OPTIMIZING OF OPERATION OF THE AVIATION ENGINE CONTROL SYSTEM

Serhii TOVKACH

Automation & Power Management Department, National Aviation University, Kyiv, Ukraine

Received 25 December 2018; accepted 30 September 2020

Abstract. An approach for improving of efficiency the operation of distributed control system of aviation engine based on wireless technology with high productivity and resolution of wave distributed surface has been presented. It can be applied for development of new principles of correct location the nodes, including the data processing equipment, the intellectual sensors, actuators, repeaters, central units in adaptive control strategies of aviation engine. The optimization method for processing information, using adaptive wavelet filters, as an optimal filter, that minimizes the average square of a common error for organizing the connection between wireless elements in the control systems of aviation gas turbine engine, has been considered, on the theoretical point of view. Also, the wavelets applications in the Wireless Distributed Automatic Control System (WDACS) for aviation engine, the requirements for the construction of its node, supported by the protocol stack, the scheme and the programs with a combination of connections the information exchange between elements have been considered, from the practical point of view.
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Introduction

The control methods of aviation gas turbine engines currently used in electronic Automatic Control Systems (ACS) are largely similar to those used in the final period of development and operation of systems of hydro mechanical type (in the 70s and 80s). They were improved in the direction of a large adaptation of control to operating conditions, integration with the flight control systems. New solutions in the field of adaptive and integrated control, control in the case of failures and damages of the engine ACS and others are being intensively developed and, obviously, more fully will be increasingly used in the near future.

Important and considered in the development of ACS Gas Turbine Engine (GTE) are the issues to ensure their operation with minimal maintenance costs. The possibility of operation according to the technical condition is characteristic of the best modern control systems. The choice of the combination of regulated and regulated parameters largely determines the specifics of the construction of the ACS gas turbine engine. The choice of the combination of regulated

Such construction of control systems will significantly increase reliability, reduce the mass of equipment (by 30 to 40%), improve the quality of control and, as a result, improve engine performance, reduce production and operation costs (up to 50 and 60%) (Gurevich, 2010).

It should be noted that the work on the creation of distributed control systems in foreign research centers (Glenn Research Center (NASA), PW, GE, RR, Snecma, BAe Systems, Hamilton Sandstrand, Honeywall) is actively conducted (Gurevich, 2010; EUROCAE, 2020). The basis for constructing such control systems (Oliveira et al., 2017) are wireless intellectual speed sensors (WIS $n_1$ and WIS $n_2$), wireless intellectual temperature and pressure sensors at the input to the engine (WIS $T_{in}$ and WIS $p_{in}$ in), wireless intellectual pressure sensors behind the compressor (WIS $p_{cp}$), wireless intellectual temperature of the gases sensor behind the turbine (WIS $T_{tT}$); wireless intellectual actuators of fuel consumption control (WIA $TG$), wireless intellectual actuators the guiding devices of the compressor (WIA GD), wireless intellectual actuators of nozzles (WIA N).

An essential feature of the GTE as a control object is that its number of regulated parameters exceeds the number of regulatory factors (Calvo et al., 2020), which largely determines the specifics of the construction of the ACS gas turbine engine. The choice of the combination of regulated parameters
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parameters and the control factors of the engine depend on the purpose of the engine, the requirements for its characteristics, the scheme of construction, the number of regulated elements, etc. These combinations are set in the form of control programs (Tech Briefs, 2020), which are the dependence of the regulation parameters (or regulatory factors) on external conditions (\( T_{in} \)), regulating factors, and sometimes other regulatory parameters.

The goal of this research is to define methods of construction and control programs that should allow optimizing the correct operation of aviation engine control system, providing the strength of its design based on wireless information exchange.

Such an approach implies the use of the principle of automatic control systems of aviation gas turbine engine (Gurevich, 2010), wireless technology intra-aircraft wireless data bus for essential critical applications (EUROCAE, 2020), methods for control and diagnostics of aircraft gas turbine engine (Antonov et al., 2013).

According to the goal, it is necessary to investigate the influence of failures (Chilupuri, 2018), during the data processing between wireless nodes and Onboard Central Processor Unit (OCPU), leading to distortion the control actions generated in the OCPU (Bazhenov & Kalenov, 2017), implementing recursive and non-recursive algorithms, on the quality of ACS control processes (Securaplane Technology Inc., 2019), and propose the effectiveness method or control program using a certain combination of algorithms in digital WDACS (Dias et al., 2018) to ensure reliance to failures.

1. Optimizing method of engine control system operation

The specified control algorithms (including digital filtering algorithms) for power plants are implemented by the digital correction filters (programmatically on the OCPU or as a specialized digital device), which for most cases can be built either by recursive or by non-recursive schemes.

Let analyze the systems that minimize the average square of the error (difference) between the total signal at the input of the system and the useful signal at its input, using the s-plane (Sternberg, 2019). According to Figure 2, \( S_X(s) \) is the spectral density for the incoming random signal \( X(t) \), \( S_N(s) \) is the spectral density of the input noise \( N(t) \), \( S_Y(s) \) and \( S_M(s) \) is the spectral density of the output signal \( Y(t) \) and the output noise \( M(t) \). The assumption, that, the input noise is white noise, does not lead to a significant simplification of the optimization procedure, so this assumption will not be accepted.

![Figure 1. Structural construction of ACS gas turbine engine with centralized (a) and distributed (b) structure: 1 – electronic controller FADEC; 2 – fuel system; 3 – sensors; 4 – executive mechanisms; 5 – analog lines; 6 – ACS of aircraft; 7 – MIECH (Multiplex Information Exchange Channel) of aircraft; 8 – the central processor of the ACS gas turbine engine; 9 – intellectual sensors; 10 – intellectual actuators; 11 – MIECH of GTE.](image)

![Figure 2. Spectral density of signals and noise at the input and output of the control system](image)

An error in the signal component, due to the system itself, is defined as \( E(t) = X(t) - Y(t) \).

The Laplace transform of this error has the form

\[
F_E(s) = F_X(s) - F_Y(s) = F_X(s) - H(s)X(s).
\]

Accordingly, \( [1 - H(s)] \) is a transmitting function, that binds the signal error to the input signal, and the value of the average square of this error is equal to

\[
E^2 = \int_{-\infty}^{\infty} \left( \frac{1}{2 \pi j} \right) X(s) \left[ 1 - H(s) \right] \left[ 1 - H(-s) \right] \, ds.
\]

The value of the average square of the noise at the output of the system is determined from the expression

\[
\bar{M}^2 = \int_{-\infty}^{\infty} S_N(s) H(s) H(-s) \, ds.
\]

Due to the statistical independence of the signal and noise, the total value of the average square of the error is equal \( \bar{E}^2 + \bar{M}^2 \) and is determined from the ratio

\[
\bar{E}^2 + \bar{M}^2 = \int_{-\infty}^{\infty} \left( \frac{1}{2 \pi j} \right) \left[ S_X(s) \left[ 1 - H(s) \right] \right] \times \left[ 1 - H(-s) \right] + S_N(s) H(s) H(-s) \, ds.
\]

Now, it is need to define the form of a function \( H(s) \) that minimizes the expression (4).

If the system was not bound by its mandatory casualism (Wiener, 2014), the procedure for determining of the optimal type of function would be simple. To show this, it can be regroup the addons of the subintegral expression (4) and get it

\[
\bar{E}^2 + \bar{M}^2 = \int_{-\infty}^{\infty} \left( \frac{1}{2 \pi j} \right) \left[ S_X(s) + S_N(s) \right] H(s) \times \left[ 1 - H(-s) \right] + S_N(s) H(s) H(-s) \times \left[ 1 - H(-s) \right] + S_X(s) \times \left[ 1 - H(-s) \right] \, ds.
\]
As well as \[ S_X(s) + S_N(s) \] is spectral density, it must have the property of symmetry (parity) and can be represented in the form of two conjugates, one of which has poles and zeros in the left half-plane, and the second one is analogous poles and zeros in the right half-plane, that is, it is possible write down

\[ S_X(s) + S_N(s) = F_1(s)F_1(-s). \]  

(6)

Substituting of expression in (5) and re-grouping of terms of the subintegral expression, can be obtain

\[
E^2 + \tilde{M}^2 = (1/2\pi j) \int_{-\infty}^{\infty} \left[ F_1(s)H(s) - S_X(s)/F_1(-s) \right] \times \left[ F_1(-s)H(s) - S_X(s)/F_1(-s) \right] + S_X(s) \times S_N(s)/F_1(s)F_1(-s) \times ds.
\]  

(7)

Now, it can be seen, that the last term in the subintegral expression (7) does not include \( H(s) \). As a consequence, taking into account that the product, which is the first plural of the integral expression, can not be negative, a minimum of the sum \( E^2 + \tilde{M}^2 \) will occur with the equality of its factors equal to zero. This means that the optimal transfer function is equal to

\[ H(s) = S_X(s)/\left[ F_1(s)F_1(-s) \right] = S_X(s)/\left[ S_X(s) + S_N(s) \right]. \]  

(8)

The validity of the obtained result would seem obvious, except that the function (8) is symmetric in the s-plane, and therefore can not be an analytical representation of the casual system.

So, as the transfer function, which is determined by the relation (8), does not describe the casual system, the procedure involves the use of the poles and zeros of the left half-plane of expression (8) for the description of the casual system. An analogy with the “throwback” could give of the function part \( s(t_0 - t) \) for \( t < 0 \) a coherent filter (Vamvoudakis, 2016). Unfortunately, this task is not simple enough, since in this case, the random process \( X(t) + N(t) \) at the system input is not a white noise. If this process was white noise, then its correlation function would be a \( \delta \)-function and, accordingly, all future values of the input process would be uncorrelated with its present and past values. Thus, a system that, can not respond to future inputs (that is, a casual system), will not reject the use of any information that, can only lead to an improved signal estimation. Therefore, it seems that the first step in determining the structure of the casual system should be to convert the amount of signal and noise into white noise, which requires the use of the “purposive” filter.

From (6) it is obvious that, if the transfer function of the filter \( H_1(s) \) is equal to

\[ H_1(s) = 1/F_1(s), \]  

then the process at its output is a white noise, since fair equality

\[ \left[ S_X(s) + S_N(s) \right]H_1(s)H_1(-s) = \left[ S_X(s) + S_N(s) \right]/F_1(s)F_1(-s) = 1. \]  

(10)

In addition, \( H_1(s) \) describes the casual system, since by definition \( F_1(s) \) has poles and zeros only in the left half-plane. Thus, \( H_1(s) \) is the transfer function of the purposive filter for the sum of the input signal and the input noise.

**Figure 3. Optimal filter for system operation**

Once more, let analyze the term \( \left[ F_1(s)H(s) - S_X(s)/F_1(-s) \right] \) in the subintegral expression (7), which can be considered to be zero. The presence of poles, located in the right half-plane, is due to its second member, which in turn can represent (by decomposition into simple fractions) in the form of the sum of two terms, one of which has poles only in the left half-plane, and the other, only in the right half-plane. Then the whole expression for this plural form will look

\[ F_1(s)H(s) - S_X(s)/F_1(-s) = F_1(s)H(s) - \left[ S_X(s)/F_1(-s) \right]_{L} - \left[ S_X(s)/F_1(-s) \right]_{R}, \]  

where the indexes “L” and “R” are mean respectively the poles of the left and only the right half-plane. Now it is clear that for \( H(s) \) that, describes a casual system, the analyzed singing multiplier can not be considered equal to zero, and the smallest value that, it can have, can be obtained by zeroing of difference between the first two members in the right-hand side (10): \( F_1(s)H(s) - \left[ S_X(s)/F_1(-s) \right]_{L} = 0, \) or

\[ H(s) = 1/F_1(s) \left[ S_X(s)/F_1(-s) \right]_{L}. \]  

(11)

It should be noticed, that the first coefficient in (11) is the transmitting function \( H_1(s) \) of the purposive filter. Thus, the best which, can be done for minimizing the average square of the general error, is to get rid of non-casual components (that is, the components that, describe non-casual systems) in the second co-multiplier in (12).

An optimal filter (Calvo et al., 2020) that, minimizes the average square of a common error can be called an adaptive wavelet filter, which can be viewed as two sequentially connected devices (Figure 3). The first of which is a subband coding filter with a transfer function \( H_1(s) \), and the second with a transfer function \( H_2(s) \) actually a wavelet filter. Often functions \( H_1(s) \) and \( H_2(s) \) have common co-multipliers, after the mutual reduction of which, the general transfer function acquires a simpler form than, it was possible to expect, and becomes more simple in realization than, each of its output multipliers \( H_1(s) \) and .

As an example of an optimal filter (Cunha et al., 2016), can be considered the case (Bjorkbom et al., 2011), when the input useful signal \( X(t) \) and the input noise \( N(t) \) have

\[ S_x(s) + S_n(s) \]

Figure 3. Optimal filter for system operation

\[ H(s) = H_1(s)H_2(s) \]
the corresponding spectral densities \( S_x(s) = -1/(s^2 - 1) \) and \( S_y(s) = -1/(s^2 - 4) \) then can be obtained

\[
F_i(s)F_i(-s) = S_X(s) + S_N(s) = \left[ -1/(s^2 - 1) \right] - \left[ 1/(s^2 - 4) \right] = -(2s^2 - 5)/(s^2 - 1)(s^2 - 4),
\]

(13)

where follows

\[
F_i(s) = \sqrt{2}(s + \sqrt{2.5})/(s + s + 2).
\]

(14)

Therefore, the transfer function of the subband filter is equal to

\[
H_i(s) = 1/F_i(s) = (s + 1)(s + 2)/\sqrt{2}(s + \sqrt{2.5}).
\]

(15)

The transfer function \( H_2(s) \) of the second filter (Figure 2) is easily determined from the ratio

\[
S_X(s)/F(-s) = \left[ -1/(s^2 - 1) \right](-s + 1)(s + 2)/\sqrt{2}(s + \sqrt{2.5}) = -(s - 2)/\sqrt{2}(s + 1)(s - \sqrt{2.5}),
\]

(16)

which can be represented in the form of a schedule for simple fractions

\[
S_X(s)/F_i(-s) = \left[ 0.822/(s + 1) \right] - \left[ 0.115/(s - \sqrt{2.5}) \right] = 0.0872/(s + 1) - 0.0145/(s - \sqrt{2.5}).
\]

(17)

Accordingly, the transfer function \( H_2(s) \) is equal to

\[
H_2(s) = \left[ S_X(s)/F_i(-s) \right] = 0.822/(s + 1).
\]

(18)

Then the transfer function of the optimal filter is generally defined as

\[
H(s) = H_1(s)H_2(s) = (s + 1)(s + 2)/\sqrt{2}(s + \sqrt{2.5})[0.822/(s + 1)] = 0.582(s + 2)/(s + \sqrt{2.5}).
\]

(19)

Now, it remains, to estimate the characteristics (Bradley et al., 2020) of the optimal filter, that is, to determine the true value of the mean square of the complete error. The solution of this problem is greatly simplified, if for the optimal system of this filter count the fact of the non-correlation of the final error and of the process at the output of the system. If this statement were not fair, then it would be possible to continue to perform linear operations over the output signal and receive even less errors. Thus, the minimum value of the average square of the error is simply the difference between the values of the average square of the input signal component and the total process at the filter output:

\[
\left( \overline{E^2 + \overline{M^2}} \right)_{\text{min}} = (1/2\pi) \int_{-\infty}^{\infty} S_X(s)ds + (1/2\pi) \int_{-\infty}^{\infty} [S_X(s) + S_N(s)]H(s)H(-s)ds,
\]

(20)

where \( H(s) \) is defined in accordance with (12).

The given result can be used to determine the minimum value of the mean squared error in relation to the adaptive wavelet filter, which is described by the transfer function of the form (19). The first integral in (20) is easy to calculate or using Table 1, or by summing the remains. As a result can be received

\[
(1/2\pi) \int_{-\infty}^{\infty} S_X(s)ds = (1/2\pi) \int_{-\infty}^{\infty} \left[ -1/(s^2 - 1) \right]ds = 0.5.
\]

(21)

Similarly, the second integral in (20) is calculated in 22.

\[
(1/2\pi) \int_{-\infty}^{\infty} \left[ S_X(s) + S_N(s) \right]H(s)H(-s)ds = (1/2\pi) \int_{-\infty}^{\infty} \left[ -2(0.582)^2/(s^2 - 1) \right]ds = 0.339.
\]

(22)

Then the minimum value of the average square of the error is equal to

\[
(\overline{E^2 + \overline{M^2}})_{\text{min}} = 0.5 - 0.339 = 0.161.
\]

(23)

It is interesting to compare this value with the lack of a filter. In this case, there is no signal error, and the average square of the complete error is equal to the average square of the noise

\[
\overline{E^2 + \overline{M^2}} = \overline{N^2} = (1/2\pi) \int_{-\infty}^{\infty} \left[ -1/(s^2 - 4) \right]ds = 0.25.
\]

(24)

It is clear from this that, the use of the filter results in a significant reduction in the total error (Hassan, 2017), and the degree of this decrease would be even more pronounced with a wider band of input noise.

| Expression | Explanation |
|------------|-------------|
| \( I_n \) = \( (1/2\pi) \int_{-\infty}^{\infty} \frac{\mathbb{H}(s)\mathbb{H}(-s)}{d(s)d(-s)}ds \) | the mean square of a random process on a complex plane |
| \( I_1 = \frac{c_1^2}{2d_1d_1} \) | the mean square of a random process on a complex plane for \( n = 1 \) |
| \( I_2 = \frac{c_1^2d_2 + c_2^2d_2}{2d_2d_2} \) | the mean square of a random process on a complex plane for \( n = 2 \) |
| \( I_3 = \frac{c_1^2d_1 + c_2^2d_1}{2d_1d_1} + \frac{(c_1^2 - c_2^2)d_2a_2 + c_2^2d_2}{2d_1d_1(d_1d_2 - d_1d_2)} \) | the mean square of a random process on a complex plane for \( n = 3 \) |

Table 1. Integrals (the relationship between the mean square of a random process and the spectral density)
2. Engine system wireless-based technology operation

Node interaction. The block diagram of adaptive wavelet filtration of the wave distribution for wireless nodes can be considered in Figure 4.

The signal filtering is performed as follows:
1. collecting sample signal data, decomposition of the signal by the base wavelet functions ("purposive" filter);
2. calculation of the function thresholds for each decay band depending on the statistical properties of the signal according to the variance by the formula

\[ T_{\text{adapt},j} = \sigma_j \sqrt{2} \log_2 n, \]

where \( \sigma_j^2 = D x_j \) is the variance of wavelet coefficients in the \( j \) band;
3. Threshold processing of coefficients (wavelet filtering);
4. Inverse wavelet transform.

The result of the signal filtering based on mathematical technique, which has been considered for optimizing the operation of aviation engine control system, can be performed by the input experimental signal from wireless sensors CA-191 the D-27 engine of the electronic control system 27M.

Full visualization of procedures for compression and removal of noise allows and qualitatively processes the signal. Results can be saved using the capabilities of the usual Windows-name (Figure 5): original with high frequency signal on transition mode and denoised useful signal.

Technique control programs. One of the possible combinations of engine-type control programs (Bieniek, 2011) based on wireless technology, which provide control over steady and transition operating modes in all operating conditions, using the optimal system functioning can be defined:
1. Regulation at maximum engine operation (fuel consumption control \( G_T \), compressor control).
2. Regulation of the gas turbine engine on throttle modes.
3. Regulation programs of low gas mode.
4. Control on acceleration and gas release modes (effect of heat removal and heating of the structure).
5. Control on the start mode.
6. Gas turbine engine control programs on forced operation modes (control on full forced mode, regulation on throttle forced modes, regulation on transition conditions, when the degree of forcing changes, engine protection from compressor surge).

The complex control algorithms can be implemented in OCPU, which in particular, include algorithms for reducing interference effects, i.e. digital filtering algorithms. To specify a filter, you need to know the values of the coefficients, the count of the input sequence and the initial values (Ashok et al., 2016).

The diagram of the distributed structure of the WACS (Wireless Automatic Control System) GTE with the use of wireless sensor networks can be seen in Tovkach (2020), which will reduce the number of radial lines due to the transition of multiplex information exchange channels, simplify the localization of failures and restructuring of the structure; reduce the likelihood of destruction of the system and, thus, increase its survivability (Tanenbaum, 2016).

Conclusions

The analytical review and the analysis of data from other sources can be concluded that the efficient functioning of the control system of aviation engine depends on structural construction of ACS: centralized or distributed with SMART-subsystems, according to the proposed wireless scaling technology due to the standard IEEE 802.15.4.

A distinctive feature of the design and correct operation of the ACS is the number of regulated parameters and the number of regulatory factors, which is the set of proposed control programs and depends on the requirements for engine characteristics.

The method of wave distribution between wireless nodes of ACS based on digital filtering algorithm is adaptive wavelet filtering with subband coding, integral calculations and summing the remains to determine the minimum value of the mean squared error has been considered. It helps to better understand the creation of efficiency path interaction between nodes.

The structure diagram and result of signal filtering for adaptive information processing as a wavelet filtration, wavelet estimation with usage of different threshold
processing is given and on their fundamentals study the distribute ACS gas turbine engine has been modified.

In this way, the proposed approach for information processing between the elements of the electronic WACS can be used, when constructing a system for diagnosing of technical state of the GTE and a control system with a flexible, easily variable structure. The implementation of wireless technologies in the ACS GTE will reduce the mass and size of nodes by reducing the number of connectors and cables, increasing the reliability of the ACS.
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