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KOLMOGOROV-FOKKER-PLANCK OPERATORS IN DIMENSION TWO:
HEAT KERNEL AND CURVATURE

DAVIDE BARILARI AND FRANCESCO BOAROTTO

Abstract. We consider the heat equation associated with a class of hypoelliptic operators of
Kolmogorov-Fokker-Planck type in dimension two. We explicitly compute the first meaningful
coefficient of the small time asymptotic expansion of the heat kernel on the diagonal, and we
interpret it in terms of curvature-like invariants of the optimal control problem associated with
the diffusion. This gives a first example of geometric interpretation of the small-time heat
kernel asymptotics of non-homogeneous Hörmander operators which are not associated with
a sub-Riemannian structure, i.e., whose second-order part does not satisfy the Hörmander
condition.

Contents

1. Introduction 1
2. The fundamental solution and its perturbation 7
3. Perturbing the Kolgomorov operator 11
4. Curvature-like invariants 17
5. Geometric interpretation of the small-time asymptotics 21
References 23

1. INTRODUCTION

During the last years, many results revealing the interaction between analysis and geometry
have been obtained in the study of the heat equation. In particular, many of them relate the
small-time asymptotics of the fundamental solution of the heat equation, the so-called heat
kernel, to geometric quantities underlying the partial differential operator, in several smooth
and non-smooth contexts.

These investigations are inspired by the nowadays classical results in Riemannian geometry. In
the Riemannian context there is a precise understanding of the small-time asymptotics of the heat
kernel and its relation to distance, its singularities (such as cut and conjugate loci) and curvature
invariants. Some fundamental results in these directions can be found in [54, 45, 46, 22]. For a
more comprehensive account of the literature we refer to the books [21, 30, 49] and references
therein.

We state here the following result, that can be found for instance in [24, Chapter IV], and
which is the closest to the spirit of the investigation presented in this paper.
Theorem 1. Let \((M, g)\) be a complete smooth \(n\)-dimensional Riemannian manifold, and let \(\Delta_g\) be the Laplace-Beltrami operator of \((M, g)\). Let \(p(t, x, y)\) be the heat kernel associated with \(L = X_0 + \frac{1}{2} \Delta_g\), where \(X_0\) is a smooth vector field. Fix \(x_0 \in M\). Then for \(t \to 0\) one has

\[
(1.1) \quad p(t, x_0, x_0) = \frac{1}{(2\pi t)^{n/2}} \left( 1 + t \left( -\frac{1}{2} \text{div}_\mu(X_0)(x_0) - \frac{1}{2} |X_0(x_0)|^2 + \frac{1}{12} S(x_0) \right) + O(t^2) \right),
\]

where \(\mu\) is the Riemannian volume, and \(S\) is the scalar curvature of the Riemannian metric \(g\).

For later purposes, let us mention that, in terms of an orthonormal basis \(X_1, \ldots, X_n\) for the Riemannian metric, \(L\) rewrites as follows

\[
(1.2) \quad L = X_0 + \frac{1}{2} \left( \sum_{i=1}^n X_i^2 + (\text{div}_\mu X_i)X_i \right),
\]

where \(\mu\) is the Riemannian volume form. Recall that the divergence \(\text{div}_\mu X\) of a vector field \(X\) with respect to the measure defined by the volume form \(\mu\) is the function characterized by the identity

\[
\int_M X f \, d\mu = -\int_M f \text{div}_\mu X \, d\mu, \quad f \in C^\infty_c(M)
\]

for every smooth function \(f\) having compact support in \(M\).

The extension of results in the spirit of Theorem 1 to non-Riemannian situations, such as sub-Riemannian geometry or more in general hypoelliptic operators, when possible, is non-trivial: some results have been obtained relating the hypoelliptic heat kernel of a sub-Riemannian Laplacian with its associated Carnot-Carathéodory distance and its cut locus, but much less is known concerning the relation with curvature. A result for 3D contact structures is contained in [7], where an invariant \(\kappa\) playing the role of the curvature for sub-Riemannian structures appears. Only partial results are known even in the higher-dimensional contact case: for structures with symmetries in [17, 50] the first coefficient has been related to the scalar Tanaka-Webster curvature. See also [15, 16, 55] for a recent account on higher-dimensional model spaces.

This is related on the one hand to the difficulty of defining a general notion of (scalar) curvature associated with a given Carnot-Carathéodory metric [3, 12, 2, 13], and on the other hand (at least using the perturbation technique exploited in the present paper) to the fact that the precise knowledge of the heat kernel of the principal part of the operator is non-trivial as soon as the operator is not elliptic. The main idea of the paper is to exploit the knowledge of the principal part of the operator when it is an Hörmander operator of Kolmogorov type. A characterization of the full small-time heat kernel asymptotics in terms of curvature-like invariants for this kind of operators have been considered in [11].

The goal of this paper is to provide an analogue of Theorem 1 for the heat equation associated with a class of hypoelliptic operators of Kolmogorov-Fokker-Planck type in dimension two. To our best knowledge this is the first example of this kind of results for non-homogeneous Hörmander operators which are not associated with a sub-Riemannian structure, i.e., whose second-order part does not satisfy the Hörmander condition.

We explicitly compute the first meaningful coefficient of the small-time asymptotic expansion of the heat kernel on the diagonal, and we study its relation with curvature-like invariants of the optimal control problem associated with the diffusion operator.
1.1. The Kolmogorov operator. Consider on $[0, +\infty) \times \mathbb{R}^2$ the second-order partial differential operator $\mathcal{K}$ defined as follows:

$$\mathcal{K} = \partial_t - x_1 \partial_{x_2} - \frac{1}{2} \partial^2_{x_1}, \quad (t, x_1, x_2) \in [0, +\infty) \times \mathbb{R}^2$$

In the literature, $\mathcal{K}$ is often called Kolmogorov operator, since it was first introduced in Kolmogorov’s paper [39] in the study of Brownian motion and kinetic theory of gases.

In fact, Kolmogorov wrote in [40] an explicit smooth (which always means $C^\infty$ in what follows) fundamental solution for the operator $\mathcal{K}$ with respect to the Lebesgue measure, thus proving its hypoellipticity. Introducing the matrices

$$A = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad D_t = \begin{pmatrix} t & t^2/2 \\ t^2/2 & t^3/3 \end{pmatrix},$$

the fundamental solution $p_0 : \mathbb{R}^+ \times (\mathbb{R}^2)^2 \to \mathbb{R}$ associated with (1.3) can be explicitly rewritten as follows

$$p_0(t, x, y) = \frac{e^{-\frac{1}{2}(y - e^t X)^*D_t^{-1}(y - e^t X)}}{2\pi\sqrt{\det D_t}}, \quad (t, x, y) \in [0, +\infty) \times (\mathbb{R}^2)^2,$$

where $v^*$ denotes the transpose of a vector $v$. Notice in particular that choosing $x = y = 0$ one has the on-the-diagonal identity

$$p_0(t, 0, 0) = \frac{\sqrt{12}}{2\pi t^2}.$$

The Kolmogorov operator $\mathcal{K}$ is one of the simplest examples of a homogeneous, left-invariant and hypoelliptic operator that we can define on an homogeneous group structure $\mathbb{G}$ on $\mathbb{R}^3$. To see this, let us endow $\mathbb{G} = \mathbb{R}^3$ with the following translations and dilations:

$$(x_1, x_2, t) \circ (y_1, y_2, s) := (x_1 + y_1, x_2 + y_2 - x_1 s, t + s),$$

$$\delta_\lambda(x_1, x_2, t) := (\lambda x_1, \lambda^3 x_2, \lambda^2 t), \quad \lambda \in \mathbb{R}^+.$$ 

Then one can see $\mathbb{G}$ as a homogeneous and stratified Lie group (in the sense of [25]) where $X_0 = x_1 \partial_{x_2}$, $X_1 = \partial_{x_1}$ and $\partial_t$ are left-invariant vector fields on $\mathbb{G}$. Thus

$$\mathcal{K} = \partial_t - \left( X_0 + \frac{1}{2} X_1^2 \right)$$

is indeed an hypoelliptic partial differential operator on $\mathbb{G}$, that is left-invariant with respect to the product and homogeneous of degree two with respect to the family of dilations.

Notice that $[X_0, X_1] = -\partial_{x_2}$. Then the vector fields $X_0, X_1$ satisfy the Hörmander condition

$$\text{span}_x \{ X_1, [X_0, X_1] \} = T_x \mathbb{M}, \quad \forall x \in \mathbb{M},$$

which guarantees the hypoellipticity of $\mathcal{K}$ thanks to the celebrated result of [32].

The study of such operators has recently known a quick development. For the interested reader we refer for example to [41, 48, 27, 29, 14, 10] and references therein.

1.2. Perturbing the Kolmogorov operator. We consider in this paper a class of hypoelliptic Hörmander operators that can be modeled on $\mathcal{K}$. In what follows $M$ denotes $\mathbb{R}^2$ or a smooth, connected and compact two-dimensional manifold, endowed with a volume form $\mu$ (or a smooth density), we study the class of second-order differential operators of Fokker-Planck type on $\mathbb{R} \times M$ written in the form $\partial_t - L$ where

$$L = X_0 + \frac{1}{2} (X_1^2 + \text{div}_\mu(X_1)X_1),$$
and the vector fields $X_0, X_1$ satisfy condition (1.6). This class of operators does indeed contain $L$, as explained above, cf. (1.3). Notice that the vector field $X_1 = \partial_x$ has divergence zero with respect $\mu$, choosing $\mu$ as the Lebesgue measure in $M = \mathbb{R}^2$.

**Remark.** The presence of the divergence term in (1.7) does not really affect the class of operators we are considering since the first-order term can be always included in the drift by defining $Y_0 := X_0 + \frac{1}{2} \text{div}_\mu (X_1) X_1$ and writing

$$L = Y_0 + \frac{1}{2} X_1^2.$$ 

Moreover the pair $X_0, X_1$ satisfies (1.6) if and only if $Y_0, X_1$ does.

Writing $L$ in the form (1.7) is mainly useful for the final geometric interpretation of the small-time heat kernel expansion. Even in the case of a second-order elliptic operator, for the geometric interpretation of the heat kernel it is useful to write it as a sum of a self-adjoint part (i.e., a Laplace-Beltrami operator for some suitable Riemannian metric) plus a drift, as Theorem 1 and formula (1.2) suggest.

The Hörmander condition guarantees the existence of a (local) smooth fundamental solution $p \in C^\infty (\mathbb{R}^+ \times M \times M)$ for $\partial_t - L$ with respect to the measure $\mu$, and our objective is to retrieve geometrical informations on $M$ from the small-time asymptotics of $p$ on the diagonal $\Delta = \{(x, x) \mid x \in M\} \subset M \times M$.

More precisely, given any reference point $x_0 \in M$, we want to understand the expansion $p(t, x_0, x_0)$ for $t \to 0$, and see how it reflects the local geometry of the manifold around $x_0$. It is well-known from the works of Ben Arous and Léandre [19, 20] that in order to expect a polynomial decay for the heat kernel on the diagonal (as in the elliptic case, cf. (1.1)), we have to make the additional assumption that $X_0(x_0)$ is parallel to $X_1(x_0)$, with $X_0(x_0)$ possibly zero.

When the two vectors $X_1(x_0)$ and $X_0(x_0)$ are independent, one may expect an exponential decay for the heat on $\Delta$. An explicit example of this behavior is showed in [11] for the class of higher-dimensional Kolmogorov operators.

The relation between the anisotropic diffusion generated by $\partial_t - L$ with its underlying geometry is primarily given by the probabilistic characterization of the fundamental solution $p(t, x, y)$ as the probability density of the stochastic process $t \mapsto \xi_t$ that solves the stochastic differential equation

$$d\xi_t = X_0(\xi_t) + X_1(\xi_t) \circ dw, \quad \xi_0 = x \in M.$$ 

Here $w$ denotes the standard Brownian motion on $M$ and $\circ$ indicates the integration in the Stratonovich sense. Moreover, it is known from the pioneering ideas of [44, 51, 6] that when $t \to 0$, the diffusion tends to concentrate along the optimal trajectories of the following optimal control problem

$$(1.8) \quad \dot{x} = X_0(x) + u X_1(x), \quad x \in M, \quad u \in \mathbb{R},$$

where one minimizes the energy

$$(1.9) \quad J_\xi(u) = \frac{1}{2} \int_0^t |u(s)|^2 ds$$

among all controls $u \in L^2([0, t], \mathbb{R})$ such that the corresponding solution to (1.8) joins $x$ and $y$ in time $t$. In other words, for every fixed $x_0 \in M$ and $t > 0$, we consider the **attainable set** $A_{x_0}^t := \{x_u(t) \mid u \in \mathcal{U}, x_u(0) = x_0\}$, where $\mathcal{U} \subset L^2([0, t], \mathbb{R})$ is the open subset of $L^2([0, t], \mathbb{R})$ such that the corresponding solution $x_u : [0, t] \to M$ to (1.8) is defined on the interval $[0, t]$. We
introduce also the value function $S_{x_0}^t : M \to \mathbb{R} \cup \{+\infty\}$, by
\[
S_{x_0}^t(y) := \inf\{J_t(u) \mid u \in U, x_u(0) = x_0, x_u(t) = y\},
\]
with the convention that $\inf \emptyset = +\infty$. For $y \in A_{x_0}^t$, solving the optimal control problem means then finding the controls $u$ realizing the infimum in $S_{x_0}^t(y)$.

Under the assumption \((1.6)\), the attainable set has non-empty interior, and the value function is always smooth along optimal trajectories for small time, see e.g. \[3\] Appendix A]. If moreover $X_0(x_0)$ is parallel to $X_1(x_0)$, it follows from \[23\] \[47\] that for small times $t$ we can relate the attainable set $A_{x_0}^t$ to the attainable set $A_{x_0}^{t,\infty}$, reached by solutions to \((1.8)\) where $X_0 = x_1\partial_{x_2}$ and $X_1 = \partial_{x_1}$ are the vector fields defining the Kolmogorov operator $K$. In particular, since $A_{x_0}^{t,\infty}$ contains a full neighborhood of $x_0$, the same holds for $A_{x_0}^t$ and the value function $S_{x_0}^t$ is well-defined in a neighborhood of $x_0$.

Curvature-like invariants of the control system \((1.8)\) are obtained by higher-order derivatives of the value function along optimal trajectories, and as such really describe the local geometry of $M$ around $x_0$. For more details to curvature-like invariants in this setting we refer the reader to Section \[4\] and for a more comprehensive presentation to \[3\].

We stress that these curvature-like invariants are indeed a generalization of the Riemannian curvature. More precisely, when one applies this approach to a control systems associated with a Riemannian geodesic problem, the value function is related to the squared Riemannian distance and the curvature-like invariants recover the full Riemann curvature tensor \[3\] Chapter \[4\].

\[1.3. Main result and comments.\] To have a clear geometric interpretation of the small-time asymptotics, it is natural to choose for the operator $L$ defined as in \((1.7)\), a volume form $\mu$ that represents some canonical volume form associated with the problem, as in the Riemannian case where one chooses the canonical Riemannian volume.

In view of the assumption \((1.6)\), it is natural to consider on the two-dimensional manifold $M$ the volume form $\mu$ defined by the requirement that
\[
\mu(X_1, [X_0, X_1]) = 1.
\]
Inspired by Theorem \[1\] we expect the small-time asymptotics of $p(t, x_0, x_0)$ to contain informations on the curvature-like invariants associated with the system \((1.8)\), and to depend on the pointwise values both of $X_0(x_0)$ and $\text{div}_\mu(X_0)(x_0)$. The main result of this paper is the following.

**Theorem 2.** Let $M$ be a two-dimensional smooth, connected and compact manifold, or $M = \mathbb{R}^2$. Fix $x_0 \in M$ and let $X_0$ and $X_1$ be two smooth vector fields on $M$, with bounded derivatives of all orders, such that

(a) $X_0(x_0)$ is parallel to $X_1(x_0)$,

(b) $\text{span}_x \{X_1, [X_0, X_1]\} = T_x M$, for every $x \in M$.

Let $\mu$ be the volume form defined in \((1.10)\) and $p(t, x, y)$ be the heat kernel associated with
\[
\partial_t - X_0 - \frac{1}{2} \left( X_1^2 + \text{div}_\mu(X_1)X_1 \right).
\]

Then the following asymptotic expansion holds for $t \to 0$
\[
p(t, x_0, x_0) = \sqrt{\frac{12}{2\pi t^2}} \left( 1 + t \left( \frac{1}{2} \text{div}_\mu(X_0)(x_0) - \frac{1}{2} |X_0(x_0)|^2 + \frac{1}{14} K_1(x_0) - \frac{1}{70} K_2(x_0)^2 \right) + o(t) \right).
\]

The main-order coefficient in \((1.12)\) is the one of Kolmogorov operator \((1.4)\), while the contribution of the drift is analogous to what happens in \((1.1)\). The two remaining coefficients
are curvature-like invariants associated with the control problem and play the role of the scalar curvature. All coefficients appearing in (1.12) have invariant meaning.

Few comments on the statement of Theorem 2 are in order.

(i). The manifold \( M \) is not endowed by a canonical Riemannian metric, the symbol \(|X_0(x_0)|\) here denotes the norm of the vector \( X_0(x_0) \) in the vector space \( D_{x_0} := \mathbb{R}X_1(x_0) \) endowed with the scalar product defined by declaring \( X_1(x_0) \) as an orthonormal basis.

(ii). The assumption for the vector fields to have bounded derivatives of all orders is only technical (and automatically satisfied when \( M \) is compact). Indeed one can weaken the condition above to a “polynomial growth condition” on the vector fields to prove Hörmander Theorem, cf. [31, Assumption 4.2 and Theorem 4.5]. This plays the role of a completeness assumption (cf. Theorem 1) and, as soon as the operator (1.11) admits a fundamental solution, thanks to the localization arguments contained in Section 3 one reduces for the small-time asymptotics on the diagonal to the assumptions of Theorem 2.

(iii). The quantities \( K_1 \) and \( K_2 \) are curvature-like invariants associated with the control problem (1.8)-(1.9), defined in Section 4. In particular \( K_1 \) can be interpreted as the contraction along the controlled vector field \( X_1 \) of the second-order part of the curvature operator associated with the control problem, while \( K_2 \) plays the role of a “higher order” curvature. The presence of both terms is related with the fact that the drift \( X_0 \) is necessary to fulfill the Hörmander condition.

For a detailed and general presentation of curvature-like invariants associated with an affine optimal control problem, we refer to the monograph [3]. In Section 4 we give an adapted presentation to the specific context of the paper. We define and compute the constants \( K_1 \) and \( K_2 \) in terms of the structure constants of the Lie algebra defined by \( X_0 \) and \( X_1 \).

1.4. On the role of the volume. Let us denote by \( L^\mu \) the operator defined in (1.7) with respect to the volume \( \mu \). If one is interested in the study of the operator \( L^\omega \) associated with a different smooth volume \( \omega \), which is then absolutely continuous with respect to \( \mu \), it is not difficult to understand that this is actually equivalent to the study of the same operator with a new drift vector field. More precisely, writing \( \omega = e^\psi \mu \) for some smooth function \( \psi \in C^\infty(M) \), the formula

\[
\text{div}_\omega(X_1) = \text{div}_\mu(X_1) + (X_1 \psi)
\]

shows that the study of the operator \( L^\omega \) reduces to the study of the original one (i.e., where the second-order term is symmetric with respect to \( \mu \)) but with modified drift \( X'_0 = X_0 + \frac{1}{2}(X_1 \psi)X_1 \).

See also [11] for a discussion about the role of the curvature in the variation of the volume along a geodesic flow.

1.5. Structure of the paper. In Section 2 we introduce some preliminaries, we present the perturbation formula of Duhamel and we explain how the blow-up procedure applied to a hypoelliptic operator \( \partial_t - L \) permits to recover its nilpotent part. Section 3 constitutes the computational core of this work. We specialize the theory previously exposed to the specific case of a two-dimensional manifold and a Kolmogorov-like operator. We show how a fundamental solution of \( \partial_t - L \) can be reconstructed from a “weighted” parametrix method applied to the fundamental solution of \( \mathcal{K} \). Despite the low dimensionality of the problem the calculations involved are heavy, nonetheless everything can be done explicitly.

Section 4 is devoted to a brief account on curvature-like invariants associated with an affine control system associated to our operator, and we compute them explicitly. Finally, in Section 5 we collect together the results to interpret the first coefficient appearing in the small-time asymptotics of the fundamental solution, proving Theorem 2.
2. The fundamental solution and its perturbation

In this section \( M \) denotes either \( \mathbb{R}^n \), or a smooth, connected, compact manifold of dimension \( n \). Let also \( \mu \) be a given smooth volume form on \( M \).

Given any collection \( X_0, X_1, \ldots, X_k \), of smooth (i.e., \( C^\infty \)) vector fields on \( M \) with bounded derivatives of all orders and that satisfy the Hörmander condition

\[
\text{Lie}_x \left\{ (\text{ad} X_0)^j X_i \mid j \geq 0, i = 1, \ldots, k \right\} = T_x M \quad \text{for every } x \in M,
\]

we consider the differential operator \( \partial_t - L \), defined on the space of distributions \( \mathcal{D}'(\mathbb{R}^+ \times M) \) as

\[
(\partial_t - L)(\varphi) = \partial_t(\varphi) - X_0(\varphi) - \frac{1}{2} \sum_{i=1}^{k} X_i^2(\varphi), \quad \varphi \in \mathcal{D}'(\mathbb{R}^+ \times M). \tag{2.2}
\]

**Definition 3** (Fundamental solution). A fundamental solution to the operator \( \partial_t - L \) with respect to \( \mu \) is a distribution \( p(t, x, y) \in \mathcal{D}'(\mathbb{R}^+ \times M \times M) \) such that

(a) \( (\partial_t - L)p(t, x, y) = 0 \) (here \( L \) acts on the \( x \)-variable) for every \( x, y \in M \),

(b) \( \lim_{t \to 0} p(t, x, y) = \delta_y(x) \), where \( \delta_y(x) \) denotes the Dirac delta function concentrated at \( y \), for every \( x, y \in M \).

An immediate consequence of (b) is that for every \( \varphi \in L^2(M, \mu) \) there holds

\[
\lim_{t \to 0} \int_M p(t, x, y) \varphi(y) d\mu(y) = \varphi(x), \quad \forall x \in M, \quad \text{uniformly in } t.
\]

A crucial result of Hörmander \([32]\) states that, under condition \( (2.1) \), the operator \( \partial_t - L \) in \( (2.2) \) is hypoelliptic, that is for every distribution \( v \) defined on a domain \( \Omega \subset \mathbb{R} \times M \), the condition \( (\partial_t - L)(v) \in C^\infty(\Omega) \) implies \( v \in C^\infty(\Omega) \). In particular, it admits a smooth fundamental solution \( p \) with respect to the given volume \( \mu \), given explicitly as the probability density of the process \( t \mapsto \xi_t \) that solves the following stochastic differential equation (in the Stratonovich sense)

\[
\begin{cases}
    d\xi_t = X_0(\xi_t) + \sum_{i=1}^{k} X_i(\xi_t) \circ db_i, \\
    \xi_0 = x,
\end{cases}
\]

where \( b = (b_1, \ldots, b_k) \) is a \( k \)-dimensional Brownian motion, see for instance \([31]\).

**Definition 4** (Weighted coordinates). Let \( (U, x) \) be a coordinated neighborhood of \( x_0 \), and let \( w = (w_1, \ldots, w_n) \) be an \( n \)-tuple of positive integers. For any \( 0 < \varepsilon \leq 1 \) we define the \( \varepsilon \)-dilation \( \delta_\varepsilon \) as follows:

\[
\delta_\varepsilon(x_1, \ldots, x_n) = (\varepsilon^{w_1} x_1, \ldots, \varepsilon^{w_n} x_n), \quad \forall x = (x_1, \ldots, x_n) \in U.
\]

The action of \( \delta_\varepsilon \) extends to the coordinated fields \( \partial_{x_i} \) and to the volume form \( \mu \) by

\[
(\delta_1/\varepsilon^\gamma) \partial_{x_i} = \varepsilon^{-w_i} \partial_{x_i}, \quad (\delta_\varepsilon)^* \mu = \varepsilon^{\sum_{i=1}^{k} w_i} \mu.
\]

If we perform a rescaling of time and space around \( x_0 \), the fundamental solution \( p \) changes according to the following proposition \([47]\) Proposition 2.4).

**Proposition 5.** Fix weights \( (w_1, \ldots, w_n), \ 0 < \varepsilon \leq 1 \) and \( \gamma \in \mathbb{N} \). Then a fundamental solution \( q_\varepsilon \) to the rescaled operator

\[
\partial_t - \varepsilon^\gamma \left( \delta_{1/\varepsilon^\gamma} X_0 + \frac{1}{2} \sum_{i=1}^{k} (\delta_{1/\varepsilon^\gamma} X_i)^2 \right)
\]
is given by
\[ q_\varepsilon(t, x, y) = \varepsilon \sum_{i=1}^{k} w_i p(\varepsilon^\gamma t, \delta_x x, \delta_y y), \]
where \( p(t, x, y) \) is a fundamental solution associated with the operator (2.2).

When we apply the push-forward of a dilation \( \delta_x \) to the vector field \( X_i \), depending on the values of the weights \( w = (w_1, \ldots, w_n) \) and on its Taylor expansion, there exist an integer \( \alpha_i \) and a vector field \( \hat{X}_i \), homogeneous of degree \( -\alpha_i \) with respect to the dilation, such that
\[ \delta_1/\varepsilon^\gamma X_i = \frac{1}{\varepsilon^{\alpha_i}} \hat{X}_i + o(\varepsilon^{-\alpha_i}). \]

In particular, we can rewrite (2.3) as
\[ \partial_t - \varepsilon^\gamma \left( \frac{1}{\varepsilon^{\alpha_0}} \hat{X}_0 + \frac{1}{2} \sum_{i=1}^{k} \frac{1}{\varepsilon^{2\alpha_i}} (\hat{X}_i)^2 \right) + o(\varepsilon^{-\alpha}), \quad \alpha = \max\{\alpha_0, 2\alpha_1, \ldots, 2\alpha_k\}. \]

If we can find suitable coordinates and a good choice of the weights, so that all the vector fields \( X_0 \) and \( X_i \) rescale with the same degree \( \gamma \), then for every \( 0 < \varepsilon \leq 1 \) the principal part of
\[ L_\varepsilon := \varepsilon^\gamma \left( \delta_1/\varepsilon^\gamma X_0 + \frac{1}{2} \sum_{i=1}^{k} (\delta_1/\varepsilon^\gamma X_i)^2 \right) \]
reduces to
\[ L_0 = \hat{X}_0 + \frac{1}{2} \sum_{i=1}^{k} \hat{X}_i^2, \]
and we are able to write a decomposition of \( L_\varepsilon \) into a principal part \( L_0 \) plus a remainder term \( \mathcal{X}_\varepsilon \) going to zero for \( \varepsilon \to 0 \).

2.1. Duhamel’s perturbation formula. In this section we give only a brief overview of the method to keep the paper self-contained. The interested reader is referred to [35, 49, 7] for a more comprehensive exposition.

Let \( \mathcal{L} \) be an operator that acts on \( L^2(M, \mu) \) and admits a fundamental solution \( p \). Then we may consider the evolution operator \( e^{t\mathcal{L}} : \mathbb{R}^+ \times L^2(M, \mu) \to L^2(M, \mu) \), defined by
\[ e^{t\mathcal{L}} \varphi(x) := e^{\mathcal{L}}(t, \varphi)(x) = \int_M p(t, x, y) \varphi(y) d\mu(y). \]

Moreover, in this context, we refer to \( p \) as a heat kernel (or a Schwartz kernel) for the operator \( e^{\mathcal{L}} \). It is then easy to show that, for every \( \varphi \in L^2(M, \mu) \), there hold both
\[ \partial_t e^{t\mathcal{L}} \varphi = \mathcal{L} e^{t\mathcal{L}} \varphi \quad \text{and} \quad \lim_{t \to 0} e^{t\mathcal{L}} \varphi = \varphi. \]

In particular \( e^{\mathcal{L}} \) is a heat operator. Consider now the case where \( \mathcal{L} \) admits a decomposition
\[ \mathcal{L} = \mathcal{L}_0 + \mathcal{X}, \]
into a principal part plus a perturbation. If also \( \mathcal{L}_0 \) admits a fundamental solution \( p_0 \), we may reconstruct \( e^{t\mathcal{L}} \) from \( e^{t\mathcal{L}_0} \) as follows.

**Theorem 6 (Duhamel).** For every \( t \geq 0 \) the following identity holds:
\[ e^{t\mathcal{L}} = e^{t\mathcal{L}_0} + \int_0^t e^{(t-s)\mathcal{L}} \mathcal{X} e^{s\mathcal{L}_0} ds = e^{t\mathcal{L}_0} + e^{t\mathcal{L}} * \mathcal{X} e^{t\mathcal{L}_0}. \]
Here $\ast$ denotes the convolution of two operators $A(t, \cdot)$ and $B(t, \cdot)$, acting on the Hilbert space $L^2(M, \mu)$, and reads as follows:

$$(A \ast B)(t, \varphi) = \left( \int_0^t A(t - s)B(s)ds \right)(\varphi) : L^2(M, \mu) \to L^2(M, \mu).$$

Moreover, assume that both $A(t, \cdot)$ and $B(t, \cdot)$ possess an heat kernel, denoted by $a(t, x, y)$ and $b(t, x, y)$ respectively. Then a heat kernel of $(A \ast \mathbb{X}B)(t)$ can be computed as:

$$(a \ast \mathbb{X}b)(t, x, y) := \int_0^t \int_M a(s, x, z)\mathbb{X}_z b(t - s, z, y) d\mu(z) ds,$$

where the operator $\mathbb{X}$ acts on the $z$-variable within the integral.

Choosing $A(t) = e^{t\mathcal{L}}$ and $B(t) = e^{t\mathcal{L}_0}$, Theorem 6 permits to write

$$p(t, x, y) = p_0(t, x, y) + (p \ast \mathbb{X}p_0)(t, x, y)$$

or, more precisely

$$p(t, x, y) = p_0(t, x, y) + \sum_{i=1}^r (p_0 \ast \mathbb{X}^i p_0)(t, x, y) + (p \ast \mathbb{X}^{i+1} p_0)(t, x, y),$$

where $\ast \mathbb{X}^i p_0$ indicates the $i$-th repeated convolution.

### 2.2. Perturbation of the fundamental solution

We have seen how, by means of an appropriate weighted dilation $\delta_\varepsilon$, for every $0 < \varepsilon \leq 1$ we can express $L_\varepsilon$ in (2.5) as the sum $L_\varepsilon = L_0 + (L_\varepsilon - L_0) = L_0 + \mathbb{X}_\varepsilon$. If additionally $L_0$ admits a fundamental solution $q_0(t, x, y)$, then Duhamel's formula implies that

$$(2.7) \quad q_\varepsilon(t, x_0, x) = q_0(1, x_0, x_0) + \sum_{i=1}^r (q_0 \ast \mathbb{X}^i q_0)(1, x_0, x_0) + (q_\varepsilon \ast \mathbb{X}^{i+1} q_0)(1, x_0, x_0).$$

Since by (2.4) one has $p(t, x, y) = \varepsilon^{-\sum_{j=1}^k w_j} q_\varepsilon(\varepsilon^{-\gamma} t, \delta_1/\varepsilon x, \delta_1/\varepsilon y)$, and the dilation $\delta_\varepsilon$ is centered at $x_0$, we eventually find that

$$(2.8) \quad p(t, x_0, x) = t^{-\sum_{j=1}^k w_j / \gamma} q_{\varepsilon \gamma}(1, x_0, x_0)$$

$$= t^{-\sum_{j=1}^k w_j / \gamma} \left( q_0 + \sum_{j=1}^r (q_0 \ast \mathbb{X}^{j+1} q_0) + (q_{\varepsilon \gamma} \ast \mathbb{X}^{i+1} q_0) \right)(1, x_0, x_0).$$

### 2.3. Graded coordinate chart

Evidently, the role of the drift field $X_0$ is different from that of the $X_i$. Since the latter are applied twice as many times as the former, it is natural to assign $X_0$ the weight 2, and to all the other vector fields the weight 1. The length of any bracket $\Lambda \in \text{Lie}\{X_0, \ldots, X_k\}$ is then computed by:

$$|\Lambda| = 2|\Lambda_0| + \sum_{i=1}^k |\Lambda_i|, \quad |0| = 0,$$

where $|\Lambda_i|$ counts the number of occurrences of $X_i$ within $\Lambda$.

By means of these weights, we construct a filtration $\{\mathbb{S}_i\}_{i \in \mathbb{N}} \subset TM$ as follows:

$$\mathbb{S}_0 = \{0\}, \quad \mathbb{S}_i = \text{span}\{\Lambda \in \text{Lie}\{X_0, \ldots, X_k\} : |\Lambda| \leq i\}.$$

Notice that $\mathbb{S}_i \subset \mathbb{S}_{i+1}$, $[\mathbb{S}_i, \mathbb{S}_j] \subset \mathbb{S}_{i+j}$ and that eventually, by Hörmander’s condition (2.1), $\mathbb{S}_m$ becomes equal to $TM$, for some minimal integer $m$ called the step of the filtration.
For a fixed point $x_0 \in M$, the collection $\{G_i(x_0)\}_{i=1}^m$ stratifies $T_x M$. If we set $d_0 = 0$ and $d_i = \dim G_i(x_0)$, then this stratification induces a particular choice of adapted coordinates around $x_0$. Concerning this construction, we report here only the results which are relevant for this paper. For an exhaustive description of the graded structure associated with such coordinates, and how it defines a grading also on the algebra of differential operators, we refer the interested reader to the original construction in [23] (see also [7, 47] for its relation with heat coordinates, and how it defines a grading also on the algebra of differential operators).

**Proposition 7** (Bianchini, Stefani). There exists a chart $(U, x)$, centered at $x_0$, such that for every $1 \leq i \leq m$:

- a) $G_i(x_0) = \text{span}\{\partial x_1, \ldots, \partial x_{d_i} \}$,
- b) $D_{x_i}(x_0) = 0$, for every differential operator $D \in A_i = \{Z_1 \ldots Z_l, \; | Z_s \in G_i(x_0) \text{ and } i_1 + \ldots + i_l \leq i \}$ and every $h > d_i$.

With coordinates chosen as in the previous proposition, we define a splitting

$$\mathbb{R}^n = \mathbb{R}^{k_1} \oplus \ldots \oplus \mathbb{R}^{k_m}, \; k_i = d_i - d_{i-1}.$$  

Then, the action of the dilation $\delta_\varepsilon : U \to U$ can be described as follows:

$$\delta_\varepsilon(x) = (\varepsilon x^1, \ldots, \varepsilon^m x^m), \; x^i = (x_{d_{i-1}+1}, \ldots, x_{d_i}).$$

In particular, if we further assume that

$$X_0(x_0) \in \text{span} \{X_i(x_0), [X_i, X_j](x_0) \mid i, j \in \{1, \ldots, k\}\},$$

the choice of the weighted dilation $\delta_\varepsilon$ induced by Proposition 7 implies that

$$\text{Lie}_{x_0} \left\{ \left( \text{ad} \, \tilde{X}_i \right)^j \tilde{X}_i \mid j \geq 0, i = 1, \ldots, k \right\} = T_{x_0} M,$$

i.e., the Lie algebra generated by the principal parts of $X_0$ and $X_i$, for $1 \leq i \leq k$, still satisfies the Hörmander condition (2.1) in a neighborhood of $x_0$. As a consequence, the operator $L_0$ in (2.6) is hypoelliptic, and possesses a smooth fundamental solution $p_0$ around $x_0$.

### 2.4. Convergence of the Fundamental Solution

Let

$$N(x_0) := \sum_{i=1}^m ik_i = \sum_{i=1}^m i \left( \dim(G_i(x_0)) - \dim(G_{i-1}(x_0)) \right).$$

Within the adapted chart $(U, x)$ discussed in Proposition 7 and with the associated choice of the weights, we have the following convergences (in the $C^\infty$ topology on $U$):\footnotemark[1]

$$\varepsilon \delta_{1/\varepsilon} X_i \to \tilde{X}_i, \; \varepsilon^2 \delta_{1/\varepsilon} X_0 \to \tilde{X}_0, \; \frac{1}{\varepsilon^{N(x_0)}} \delta_\varepsilon^*(\mu) \equiv \mu,$$

where $\tilde{X}$ denotes the principal part of the vector field $X$ with respect to the weighted dilation $\delta_\varepsilon$. Assume that, by an iterated use of Duhamel’s formula (2.7), for any $0 < \varepsilon \leq 1$ we are able to write

$$q_\varepsilon = q_0 + \varepsilon X_1 + \varepsilon^2 X_2 + \ldots \text{ on } U.$$  

Then by the Trotter-Kato theorem [38, 53] we derive the pointwise convergence for the heat evolution operators generated by $L_\varepsilon$, $0 < \varepsilon \leq 1$, and $L_0$, that is

$$e^{tL_\varepsilon} \xrightarrow{\varepsilon \to 0} e^{tL_0}, \; \forall t \in [0, +\infty).$$

\footnotetext[1]{More generally, for every smooth measure $\mu$, $\lim_{\varepsilon \to 0} \frac{1}{\varepsilon^{N(x_0)}} \delta_\varepsilon^*(\mu) = cd^n \mathcal{L}$ where $d^n \mathcal{L}$ denotes the $n$-dimensional Lebesgue measure, and $c$ is a real constant.}
This, in turn, permits to conclude that \( q_\varepsilon \to q_0 \) in the (weak) topology of distributions \( \mathcal{D}'(\mathbb{R}^+ \times U \times U) \). If we can show that \( q_\varepsilon \) remains uniformly bounded in \( C^\infty(\mathbb{R}^+ \times U \times U) \) topology as \( \varepsilon \) goes to zero, we can conclude that the convergence \( q_\varepsilon \to q_0 \) takes place also in the (strong) \( C^\infty \) topology. This is a consequence of the fact that \( C^\infty(\mathbb{R}^+ \times U \times U) \) is a Montel space, and that in a Montel space every closed and bounded subset is necessarily compact.\(^2\)

However, we observe that, in general, uniform estimates for \( q_\varepsilon \) in the \( C^\infty \) topology are usually delicate and rather hard to obtain.

3. Perturbing the Kolmogorov operator

In this section \( M \) denotes either \( \mathbb{R}^2 \), or a smooth, connected and orientable manifold of dimension 2. Let also \( \mu \) be a given smooth volume form (or smooth density) on \( M \).

The goal of this section is the study of the small-time asymptotics on the diagonal at a point \( x_0 \in M \) of a fundamental solution \( p \) of the perturbed Kolmogorov operator

\[
\frac{\partial_t}{\partial_t} - L = \frac{\partial_t}{\partial_t} - X_0 - \frac{1}{2} (X_1^2 + \text{div}_\mu(X_1)X_1)
\]

defined on \( \mathbb{R} \times M \), with the assumptions that \( X_0, X_1 \) are smooth vector fields on \( M \) with bounded derivatives of all orders, and that for every \( x \in M \)

\[
\dim (\text{span}_x \{X_1, [X_0, X_1]\}) = 2.
\]

The volume form \( \mu \) is defined by the equality \( \mu(X_1, [X_0, X_1]) = 1 \). To apply the technical machinery developed in the previous section, we interpret in what follows \( Y_0 := X_0 + \frac{1}{2} \text{div}_\mu(X_1)X_1 \) as a new drift.

In order to avoid exponential behaviors \[20\] \[18\] for \( p(t, x_0, x_0) \), \( t > 0 \), and to recover meaningful geometrical informations from this expansion, we assume \( X_0(x_0) \in \text{span}\{X_1(x_0)\} \).

Fix a neighborhood \( V \) of \( x_0 \), on which \( X_1 \) and \([X_0, X_1]\) are linearly independent, and let \( U \subset V \) be a coordinate chart centered at \( x_0 \), constructed as in Proposition \[7\] compactly contained in \( V \). With the aid of a localization argument on the vector fields \( X_0 \) and \( X_1 \) within \( U \), we may assume that

\[
X_1 \big|_U = \partial_{x_1}, \quad X_0 \big|_U = \alpha_1 \partial_{x_1} + \alpha_2 \partial_{x_2}, \quad \alpha_1, \alpha_2 \in C^\infty(U),
\]

with \( \alpha_2(0) = 0 \) and \( \partial_{x_1} \alpha_2(0) \neq 0 \). Accordingly, the condition \( \mu(X_1, [X_0, X_1]) = 1 \) translates into

\[
\mu = -\frac{1}{(\partial_{x_1} \alpha_2)} \, dx_1 \wedge dx_2.
\]

Consider the localized version \( \frac{\partial_t}{\partial_t} - L \big|_U \) of the operator in \eqref{3.1}. This means to consider \( \frac{\partial_t}{\partial_t} - L \big|_U \) as an operator on \( L^2(U, \mu \big|_U) \). Its domain is a subset of

\[
\{ u \in L^2(U, \mu \big|_U) \mid (\frac{\partial_t}{\partial_t} - L \big|_U)(u) \in L^2(U, \mu \big|_U) \},
\]

possibly encoding informations on \( u \big|_{\partial U} \) if \( U \) has a non-trivial boundary (e.g. Dirichlet boundary conditions).

This operator retains all the properties of the former, and as such it possesses a well-defined fundamental solution \( p^U(t, x, y) \in C^\infty(\mathbb{R}^+ \times U \times U) \) on its own.

The following result asserts that \( p(t, x, y) = p^U(t, x, y) + O(t^\infty) \) on \( U \). This is an instance of the so-called principle of not feeling the boundary \[37\] \[33\]. The proof presented here was suggested to us from Emmanuel Trélat and is inspired by previous arguments in \[34\], which use only the Hörmander condition to establish the locality of the heat kernel on the diagonal.

\(^2\)This argument is borrowed from the ongoing work \[28\], with the agreement of the authors.
This says in particular, if one is interested in a finite Taylor expansion of \( p(t, x_0, x_0) \), it is not restrictive to work on a neighborhood of \( x_0 \).

**Proposition 8.** Let \( x_0 \in M \) and \( U \subset M \) be a neighborhood of \( x_0 \) such that

\[
\dim(\text{span}_x\{X_1, [X_0, X_1]\}) = 2, \quad \text{for every } x \in U.
\]

Then, for all \((l, \alpha, \beta) \in \mathbb{N} \times \mathbb{N}^2 \times \mathbb{N}^2\), every compact set \( K \subset U \) and every \( N \in \mathbb{N} \setminus \{0\} \), there exist \( t_0 > 0 \) and \( c_N > 0 \) such that

\[
\left| \left( \partial^l t \partial_x^\alpha \partial_y^\beta (p - p^U) \right)(t, x, y) \right| \leq c_N t^N,
\]

for every \( 0 < t < t_0 \), \((x, y) \in K \times K\).

**Proof.** Extend at first both \( p \) and \( p^U \) by 0 if \( t < 0 \). Define \( g(t, x, y) := p(t, x, y) - p^U(t, x, y) \), for \((t, x, y) \in \mathbb{R}^+ \times U \times U\). Notice that \( g \) is smooth on \( \mathbb{R}^+ \times U \times U \). We employ the notation \( L^x \) or \( L^y \), meaning that we regard \( L \) as a differential operator acting either on the \( x \)- or on the \( y \)-variable respectively. By the properties defining a fundamental solution (compare with Definition 3), for any fixed \( y \in U \) we deduce that \((\partial_t - L^x)(g(t, x, y)) = \delta_{(0,y)}(t, x)\) on \( \mathbb{R} \times U \) in the sense of distributions. Since as soon as \( p(t, x, y) \) is a fundamental solution to \( L^x \), then so is \( p(t, y, x) \) to the operator \( L^y \), the same argument proves that, for any fixed \( x \in U \), \((\partial_t - L^y)(g(t, y, x)) = \delta_{(0,x)}(t, y)\) on \( \mathbb{R} \times U \). Defining \( Y := L^x + L^y - 2\partial_t \), we infer that \( Y(g) = 0 \). Due to the hypoellipticity of \( Y \), \( g \) is smooth. Since it vanishes, together with its derivatives, for \( t < 0 \), the same happens at \( t = 0 \) thus completing the proof.

As a consequence of Proposition 8, it is then not restrictive for what concerns the finite-order, small-time asymptotics of \( p \), to work within \( U \) with the localized version of \( L \). For the sake of clarity, with a slight abuse of notation we will omit the restriction sign in the sequel. The weighted dilation \( \delta_{\varepsilon} \), ensuring for \( X_0 \) twice the weight of \( X_1 \) as explained in Section 2, is given by

\[
\delta_{\varepsilon}(x_1, x_2) = (\varepsilon x_1, \varepsilon^3 x_2).
\]

The volume \( \mu \) rescales then by a factor \( \varepsilon^4 \), and, by choosing \( \gamma = 2 \) in Proposition 3 a fundamental solution \( q_\varepsilon(t, x, y) \) of the operator

\[
\partial_t - L_\varepsilon := \partial_t - \varepsilon^2 \left( \delta_{1/\varepsilon^4}X_0 + \frac{1}{2}(\delta_{1/\varepsilon^4}X_1)^2 \right), \quad 0 < \varepsilon \leq 1,
\]

is equal to \( q_\varepsilon(t, x, y) = \varepsilon^4 p(\varepsilon^2 t, \delta_{\varepsilon} x, \delta_{\varepsilon} y) \). In particular, this construction also ensures that the operator \( L_0 \), appearing as the principal part of the limit \( \lim_{\varepsilon \to 0^+} L_\varepsilon \) is hypoelliptic, with \( q_0 \) as a fundamental solution (cf. also with (2.9)).

Using (3.3), we can expand \( L_\varepsilon \) as a polynomial series with respect to \( \varepsilon \) as follows

\[
L_\varepsilon = L_0 + \varepsilon X + \varepsilon^2 Y + Z_{\varepsilon^3},
\]

\footnote{This argument is borrowed from the ongoing work \[28\], with the agreement of the authors.}
Remark. Observe that Kalman’s condition (3.6) ensures indeed that

\[ \text{Finally, notice that for our problem we have} \]

\[ t > 0. \]

For future purposes we also define the matrix

\[ \text{where} \]

\[ \text{Kalman’s controllability condition} \]

is guaranteed by (3.5) differential operator \( A \)

a fundamental solution with respect to the Lebesgue measure on \( \mathbb{R} \).

Proposition 9. A fundamental solution with respect to the Lebesgue measure on \( \mathbb{R}^n \) of the differential operator (3.5) is given by

\[ q_0(t, x, y) = e^{-\frac{1}{2}(y - e^{tA}x)^* D_t^{-1} (y - e^{tA}x)} \]

where

\[ D_t = e^{tA} \int_0^t e^{-\tau A} BB^* e^{-\tau A^*} d\tau e^{tA^*}. \]

Remark. Observe that Kalman’s condition (3.6) ensures indeed that \( D_t \) is invertible, as soon as \( t > 0 \). For future purposes we also define the matrix

\[ \Gamma_t = \left( \int_0^t e^{-A\tau} BB^* e^{-A^*\tau} d\tau \right). \]

Finally, notice that for our problem we have

\[ A = \begin{pmatrix} 0 & 0 \\ \partial_{x_1} \alpha_2(0) & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \]

and that \( \det(\Gamma_t) = \det(D_t) \) for all \( t \in [0, +\infty) \).
3.2. Main terms of the expansion. Throughout this section we denote \( S = \partial_x, \alpha_2(0) \), which is non-zero by the assumption (3.2).

Iterating Duhamel’s formula (2.7) three times, we obtain the following expression for \( q_\varepsilon(1, 0, 0) \), namely:

\[
(3.7) \quad q_\varepsilon(1, 0, 0) = q_0(1, 0, 0) + \varepsilon(q_0 * Xq_0)(1, 0, 0) + \varepsilon^2(q_0 * Xq_0 * Xq_0 + q_0 * Yq_0)(1, 0, 0) + R_{\varepsilon^3}.
\]

The leading term \( q_0(1, 0, 0) \) is simply evaluated, with the notations of Proposition 9 by the formula

\[
q_0(1, 0, 0) = \frac{1}{2\pi \sqrt{\det(D_1)}}, \quad \text{where} \quad \det(D_1) = \det \left( \begin{array}{cc} \frac{s_1}{2} & \frac{s_2}{2} \\ \frac{s_2}{2} & \frac{s_3}{2} \end{array} \right) = \frac{S^2}{12}.
\]

The computation of the convolutions

\[
(q_0 * Xq_0)(1, 0, 0), \quad (q_0 * Xq_0 * Xq_0)(1, 0, 0) \quad \text{and} \quad (q_0 * Yq_0)(1, 0, 0),
\]

needs a technical lemma which is crucial in what follows.

**Lemma 10.** For every pair \((z, w) \in \mathbb{R}^2 \times \mathbb{R}^2, 0 \leq s \leq 1 \) and \( 0 \leq r \leq 1 - s \), the following identity holds

\[
e^{-\frac{1}{2}(w - e^r A z)^* D_r^{-1}(w - e^r A z)} \frac{1}{2\pi \sqrt{\det(D_r)}} = e^{-\frac{1}{2} w^* \Gamma_{1-s,r}^{-1} w} \frac{1}{2\pi \sqrt{\det(\Gamma_{1-s,r})}},
\]

with \( \Sigma = \Gamma_{1-s,r} e^{-r A^*} \Gamma_{1-s,r}^{-1} e^{r A^*} \) and \( \nu = \Gamma_{1-s,r} e^{-r A^*} \Gamma_{1-s,r}^{-1} \).

**Proof.** The product of two Gaussian densities is again a Gaussian density, according to the following classical identity

\[
(v - a)^* A (v - a) + (v - b)^* B (v - b) = (v - c)^* (A + B) (v - c) + (a - b)^* C (a - b),
\]

which holds for every \( v, a, b \in \mathbb{R}^2, A, B \) square \( 2 \times 2 \) real matrices, and for \( C := (A^{-1} + B^{-1})^{-1} \in M_2(\mathbb{R}) \) and \( c := (A + B)^{-1} (Aa + Bb) \in \mathbb{R}^2 \).

In our case, we apply this identity with (compare with Remark 3.1)

\[
A := \Gamma_{1-s,r}^{-1}, \quad B := D_r^{-1}, \quad a := 0, \quad b := e^r A z,
\]

and the only non-trivial identity to prove is the following:

\[
(3.8) \quad A^{-1} + B^{-1} = D_r + \Gamma_{1-s,r}
\]

\[
= e^{r A} \left( \Gamma_r + e^{-r A} \Gamma_{1-s-r} e^{-r A^*} \right) e^{r A^*}
\]

\[
= e^{r A} \left( \Gamma_r + e^{-r A} \int_r^{1-s} e^{(-r + \tau) A} B B^* e^{(-r + \tau) A^*} d\tau e^{-r A^*} \right) e^{r A^*}
\]

\[
= e^{r A} \Gamma_{1-s} e^{r A^*}.
\]

Indeed, once (3.8) is established, one computes \( \Gamma_{1-s-r}^{-1} + D_r^{-1} = A + B \) using the identity \( A + B = B (A^{-1} + B^{-1}) A \). The claim then follows from a routine computation. \[\square\]
Theorem 11. The following list of equalities holds true:

\[
(q_0 \star \partial_{x_1} q_0)(1,0,0) = 0,
(q_0 \star x_1^2 \partial_{x_2} q_0)(1,0,0) = 0,
(q_0 \star \partial_{x_1} q_0 \star \partial_{x_1} q_0)(1,0,0) = \frac{1}{2\pi \sqrt{\det(D_1)}} \begin{pmatrix} 1 \\ -1/2 \end{pmatrix},
(q_0 \star x_1^2 \partial_{x_2} q_0 \star \partial_{x_1} q_0)(1,0,0) = \frac{1}{2\pi \sqrt{\det(D_1)}} \begin{pmatrix} 3 \\ -3/14 \end{pmatrix},
(q_0 \star \partial_{x_1} q_0 \star x_1^2 \partial_{x_2} q_0)(1,0,0) = \frac{1}{2\pi \sqrt{\det(D_1)}} \begin{pmatrix} 1/2 \\ -1/2 \end{pmatrix},
(q_0 \star x_2 \partial_{x_2} q_0)(1,0,0) = \frac{1}{2\pi \sqrt{\det(D_1)}} \begin{pmatrix} -1/2 \\ -1/2 \end{pmatrix},
(q_0 \star x_2^3 \partial_{x_2} q_0)(1,0,0) = \frac{1}{2\pi \sqrt{\det(D_1)}} \begin{pmatrix} -3/14 \end{pmatrix},
(q_0 \star x_2^3 \partial_{x_2} q_0 \star x_2^3 \partial_{x_2} q_0)(1,0,0) = \frac{1}{2\pi \sqrt{\det(D_1)}} \begin{pmatrix} 9/70 \end{pmatrix}.
\]

In particular, we have that

\[
(q_0 \star x q_0)(1,0,0) = 0,
\]

\[
(q_0 \star x q_0 \star x q_0 + q_0 \star y q_0)(1,0,0) = \frac{1}{2\pi \sqrt{\det(D_1)}} \left( -\frac{1}{2} \alpha_{1}^2(0) - 12 \frac{\alpha_{2}^2(0)}{35} \frac{\partial_{x_1}^2 \alpha_{2}(0)}{\partial_{x_1} \alpha_{2}(0)} \right)^2
+ \frac{1}{2} \partial_{x_1} \alpha_{1}(0) - \frac{1}{2} \partial_{x_2} \alpha_{2}(0) + \frac{3}{14} \frac{\partial_{x_1} \alpha_{2}(0)}{\partial_{x_1} \alpha_{2}(0)} - \frac{1}{2} \alpha_{1}(0) \frac{\partial_{x_1} \alpha_{2}(0)}{\partial_{x_1} \alpha_{2}(0)}.
\]

Proof. We show as an example how to find the value of \((q_0 \star \partial_{x_1} q_0)(1,0,0)\) and \((q_0 \star \partial_{x_1} q_0 \star \partial_{x_2} q_0)(1,0,0)\), the other cases being all similar. In the following we tacitly assume that the values of all the moments up to the sixth order of a Gaussian distribution are known, and we constantly use the equality

\[
\partial_{x_i} q_0(t,x,y) = - [\Gamma^{-1}_i (x - e^{-\lambda t} y)] q_0(t,x,y), \quad \text{for} \quad i = 1,2.
\]

Here \([v]_i\) for \(i = 1,2\) denotes the \(i\)-th component of a vector \(v \in \mathbb{R}^2\). Working in a local chart, it is not restrictive to evaluate all the integrals appearing throughout the proof as if they were on \(\mathbb{R}^2\). For the first one, using Lemma\textsuperscript{10} we have

\[
(q_0 \star \partial_{x_1} q_0)(1,0,0) = \int_0^1 \int_{\mathbb{R}^2} q_0(s,0,z) \partial_{x_1} q_0(1-s,z,0) dz ds
= -\int_0^1 \int_{\mathbb{R}^2} \left[ \Gamma^{-1}_1(z) \right]_1 e^{-\frac{1}{2} s^2 D_s^{-1} z} e^{-\frac{1}{2} z^2 R_{2-s}^{-1} z} \frac{1}{2\pi \sqrt{\det(D_s)}} \frac{1}{2\pi \sqrt{\det(D_{1-s})}} dz ds = 0,
\]
since the product of two Gaussian densities of zero mean is again a Gaussian density of zero mean, \( \Gamma^{-1}_{1-s}(z) \) is a polynomial of degree 1 in \( z \), and all the centered moments of odd order of a zero-mean Gaussian are zero.

For the second one we proceed as follows: by Lemma [10] we have the identity
\[
q_0(r, z, w)q_0(1 - s - r, w, 0) = \frac{e^{-\frac{1}{2}z^*\Gamma^{-1}_{1-s}z}}{2\pi \sqrt{\det(\Gamma_{1-s})}} \cdot \frac{e^{-\frac{1}{2}(w - \nu)^*\Sigma^{-1}(w - \nu)}}{2\pi \sqrt{\det(\Sigma)}},
\]
with \( \Sigma := \Gamma^{-1}_{1-s-r} \Gamma^{-1}_{1-s} \Gamma^{-1}_{1-s} \) and \( \nu := \Gamma^{-1}_{1-s-r} \).

On a second step, using similar arguments to those exploited above, one computes the product
\[
e^{-\frac{1}{2}z^*D^{-1}_{1-s}z} \cdot \frac{e^{-\frac{1}{2}z^*\Gamma^{-1}_{1-s}z}}{2\pi \sqrt{\det(D_{1-s})}} = \frac{1}{2\pi \sqrt{\det(\Gamma_1)}} \cdot \frac{e^{-\frac{1}{2}z^*\Sigma^{-1}z}}{2\pi \sqrt{\det(\Sigma')}},
\]
where \( \Sigma' := \Gamma^{-1}_{1-s} \).

From here we deduce (for \( \Sigma, \nu \) and \( \Sigma' \) defined as above):
\[
(q_0 * \partial_x, q_0 * \partial_x, q_0)(1, 0, 0) =
\int_0^1 \int_{\mathbb{R}^2} q_0(s, 0, z) \int_0^{1-s} \partial_x q_0(r, z, w) \partial_x q_0(1 - s - r, w, 0) dr dw dz ds
\]
\[
= \int_0^1 \int_{\mathbb{R}^2} q_0(s, 0, z) \frac{e^{-\frac{1}{2}z^*\Gamma^{-1}_{1-s}z}}{2\pi \sqrt{\det(D_{1-s})}} \times
\]
\[
\int_0^{1-s} \int_{\mathbb{R}^2} \left[ \Gamma^{-1}_{1-s-r} w \right]_1 \left[ \Gamma^{-1}_{1-s-r} w \right]_1 \frac{e^{-\frac{1}{2}(w - \nu)^*\Sigma^{-1}(w - \nu)}}{2\pi \sqrt{\det(\Sigma')}} dr dw dz ds
\]
\[
= \frac{1}{2\pi \sqrt{\det(\Gamma_1)}} \int_0^1 \int_{\mathbb{R}^2} \frac{e^{-\frac{1}{2}z^*\Sigma^{-1}z}}{2\pi \sqrt{\det(\Sigma')}} Q(z) dz ds,
\]
where \( Q(z) \) is a polynomial in \( z \) that can be determined explicitly and whose coefficients are rational functions in \( 1 - s \). Their expression depends on the moments of even order of a Gaussian density. To arrive to the results of the theorem is now just a routine computation. \( \square \)

3.3. Bounds on the remainder term. Iterating three times Duhamel’s formula, and collecting all the terms containing at least the factor \( \varepsilon^3 \), we see that the remainder term \( R_{\varepsilon^3} \) in (3.7) is a finite sum of items of these three kinds:

a) \((q_0 * \varepsilon^{\alpha_1}D_1q_0)(1, 0, 0, 0)\), with \( \alpha_1 \geq 3 \), or

b) \((q_0 * \varepsilon^{\beta_1}D_1q_0 * \varepsilon^{\beta_2}D_2q_0)(1, 0, 0, 0)\), with \( \beta_1 + \beta_2 \geq 3 \), or

c) \((q_0 * \varepsilon^{\gamma_1}D_1q_0 * \varepsilon^{\gamma_2}D_2q_0 * \varepsilon^{\gamma_3}D_3q_0)(1, 0, 0, 0)\), with \( \gamma_1 + \gamma_2 + \gamma_3 \geq 3 \).

Here the \( D_i \) are chosen among a finite set of polynomial vector fields which are all supported and bounded on \( U \), uniformly with respect to the value of \( \varepsilon \in (0, 1] \).

The objective of this section is to show that the ratio \( R_{\varepsilon^3} / \varepsilon^3 \) remains uniformly bounded in \( \varepsilon \), for such values of the parameter. To this end, it suffices to control, uniformly with respect to \( \varepsilon \), the absolute values of all the terms appearing in each of the three families.
For what concerns summands belonging either to a) or b), the result follows easily applying the same kind of computations exploited in Theorem 11. For items appearing in c), their uniform estimate is a consequence of the following result.

**Theorem 12.** Let $f_1, f_2, f_3$ be smooth, bounded functions supported on $U$, and $i, j, k \in \{1, 2\}$. Then there exists $C > 0$, depending on all the previous data, such that

$$\left| (q_\varepsilon \ast f_1(x_1, x_2) \partial_{x_i} q_0 \ast f_2(x_1, x_2) \partial_{x_j} q_0 \ast f_3(x_1, x_2) \partial_{x_k} q_0) (1, 0, 0) \right| \leq C.$$  

**Proof.** Again all calculations will be carried out on $\mathbb{R}^2$, our statement being local. Begin with the obvious inequality (recall that $q_\varepsilon \geq 0$, being a probability density)

$$\left| (q_\varepsilon \ast f_1(x_1, x_2) \partial_{x_i} q_0 \ast f_2(x_1, x_2) \partial_{x_j} q_0 \ast f_3(x_1, x_2) \partial_{x_k} q_0) (1, 0, 0) \right| \leq C_1 \int_0^1 \int_{\mathbb{R}^2} q_\varepsilon(s, 0, z) \left( \int_0^{1-s} \int_{\mathbb{R}^2} \left| \partial_{x_i} q_0(r, z, w) \right| \left( \int_0^{1-r} \int_{\mathbb{R}^2} \left| \partial_{x_j} q_0(l, w, t) \right| dt \right) dw \right) dz ds,$$

with $C_1 := \sup_U |f_1| \cdot \sup_U |f_2| \cdot \sup_U |f_3|$. Using Lemma 10 iteratively together with an argument close to the one contained in the proof of Theorem 11, one can treat all the nested integrals in (3.9), and majorize them by

$$C_1 \int_0^1 \int_{\mathbb{R}^2} q_\varepsilon(s, 0, z) P(|z_1|, |z_2|) \frac{e^{-\frac{1}{2}z^* \Gamma_{1-s}^{-1} z}}{2\pi \sqrt{\det(\Gamma_{1-s})}} dz ds,$$

where $P$ is a polynomial in $|z_1|, |z_2|$ whose coefficients are rational functions of $(1-s)$. Notice that $P$ can be explicitly computed in terms of the absolute moments of a Gaussian distribution. We now claim that there exists a positive constant $C_2$ such that

$$P(|z_1|, |z_2|) \frac{e^{-\frac{1}{2}z^* \Gamma_{1-s}^{-1} z}}{2\pi \sqrt{\det(\Gamma_{1-s})}} \leq C_2 \quad \text{on} \quad [0, 1] \times \mathbb{R}^2.$$  

In fact, recalling the notation $S = \partial_{x_1} \alpha_2(0)$, we have

$$e^{-\frac{1}{2}z^* \Gamma_{1-s}^{-1} z} = e^{\frac{s}{2}z^* S^{-1} z} = e^{\frac{s}{2}z^* (s^{-1})^2 z^2 + 3s(s-1)z_1z_2 + 3z_2^2}.$$  

In particular, as $s \to 1$, $e^{-\frac{1}{2}z^* \Gamma_{1-s}^{-1} z} \sim e^{\frac{s}{2}z^2}$ on the set $\{z_2 \neq 0\}$, while $e^{-\frac{1}{2}z^* \Gamma_{1-s}^{-1} z} \sim e^{\frac{s}{2}z^2}$ on $\{z_2 = 0\}$. Then (3.10) remains uniformly bounded on $[0, 1] \times \mathbb{R}^2$ as claimed.

The integral of $q_\varepsilon(s, 0, \cdot)$ is bounded independently on $\varepsilon$, since $q_\varepsilon$ is a probability density. Hence, we conclude that

$$C_1 \int_0^1 \int_{\mathbb{R}^2} q_\varepsilon(s, 0, z) P(|z_1|, |z_2|) \frac{e^{-\frac{1}{2}z^* \Gamma_{1-s}^{-1} z}}{2\pi \sqrt{\det(\Gamma_{1-s})}} dz ds \leq C_1 \cdot C_2,$$

and the theorem follows with $C = C_1 \cdot C_2$. \hfill $\square$

### 4. Curvature-like invariants

Let $M$ be a two-dimensional smooth and connected manifold, and $X_0, X_1$ be a pair of smooth vector fields on $M$, such that for every $x \in M$

$$\text{span}\{X_1(x), [X_0, X_1](x)\} = T_x M.$$  

(4.1)
Consider the differential system
\[ (4.2) \quad \dot{x} = X_0(x) + uX_1(x), \quad x(0) = x_0 \in M, \quad u \in \mathbb{R}, \]
and let \( T > 0 \). An admissible control \( t \mapsto u(t) \) is an element of \( L^2([0, T], \mathbb{R}) \) such that the corresponding trajectory \( x_u(\cdot) \), solution to \( (4.2) \), is defined on \([0, T]\). The set of admissible controls \( \Omega^T_{x_0} \subset L^2([0, T], \mathbb{R}) \) is an open set. If \( u \in \Omega^T_{x_0} \), we say that \( x_u(\cdot) \) is an admissible trajectory, and we define the attainable set from \( x_0 \) at time \( T \) as \( A^T_{x_0} = \{ x_u(T) | u \in \Omega_{x_0} \} \). By Sussmann-Jurdjevic Theorem \[52, 36\], \( A^T_{x_0} \) has non-empty interior thanks to our assumptions.

Introduce now the energy functional \( J_T : L^2([0, T], \mathbb{R}) \rightarrow \mathbb{R} \), defined by
\[ J_T(u) = \frac{1}{2} \int_0^T |u(t)|^2 dt. \]
For a fixed final point \( x \in M \), we are interested into solving the optimal control problem
\[ (4.3) \quad S^T_{x_0}(x) = \inf \{ J_T(u) | u \in \Omega^T_{x_0}, x_u(T) = x \}, \]
with the convention that \( S^T_{x_0}(x) = +\infty \) if \( x \not\in A^T_{x_0} \). The geodesic flow of this problem can be seen as a flow on \( T^*M \), associated with the Hamiltonian
\[ H(p, x) = \langle p, X_0(x) \rangle + \frac{1}{2} \langle p, X_1(x) \rangle^2, \quad (p, x) \in T^*M. \]
Then Hamilton’s equations\(^4\) are written in the form \( \dot{\lambda} = \vec{H}(\lambda) \), where \( \lambda = (p, x) \in T^*M \) and \( \vec{H} \) is the Hamiltonian vector field associated with \( H \). Integral curves of \( \vec{H} \) are called extremals, and their projections on the manifold permit to find the so-called normal geodesics, whose short enough pieces solve the optimal problem \( (4.3) \) between their end-points. It is well-known that, under the assumption \[4.1\], the optimal control problem has no singular minimizers, i.e., every solution to the optimal problem satisfy this necessary condition. Moreover, the control \( u \) associated with a normal geodesic, called also an optimal control, is smooth on \([0, T]\). A detailed presentation on the subject may be found, for example, in \[3\].

4.1. The canonical frame. Given a geodesic \( t \mapsto x(t) \), consider the geodesic flag associated with \( x(t) \)
\[ T^1_{x(t)} \subset T^2_{x(t)} \subset \ldots \subset T_{x(t)}M, \quad t \in [0, T], \]
defined by \( T^i_{x(t)} = \text{span}\{X_1, \ldots, X_i\}|_{x(t)} \) for every \( i \in \mathbb{N} \). Here \( X_j = \text{ad}(X_0 + \alpha X_1)j^{-1}X_j \) and \( \alpha \in C^\infty(M) \) is such that \( \alpha(x(t)) = u(t) \) for every \( t \in [0, T] \). The vector fields \( X_i \) are smooth along \( x(t) \). We say that \( x(\cdot) \) is equiregular at \( t \) if \( \dim T^i_{x(t)} \) is locally constant for every \( i > 0 \), and ample at \( t \) if there exists \( m > 0 \) such that \( T^m_{x(t)} = T_{x(t)}M \).

Under the assumption \[4.1\], it follows immediately that, in our setting, all geodesics are indeed ample and equiregular. For a comprehensive presentation of these notions in the general setting the reader is referred to \[3\] Chapter 3.

If \( x(t) \) is ample and equiregular, then the geodesic flag terminates with \( T^2_{x(t)} = T_{x(t)}M \) for every \( t \in [0, T] \), and is described with the basis \( X_1 \) and \( X_2 = [X_1, X_0] \) along \( x(t) \). Then the following result, which is a specification of a more general statement adapted to our context, holds true (cf. also \[3\] Chapter 7).

\[4\]By means of the canonical symplectic form \( \sigma \) on \( T^*M \) we define, for every \( f : T^*M \rightarrow \mathbb{R} \) and for every \( \lambda \in T^*M \), the Hamiltonian lift \( \vec{f} \) through the identity \( \sigma_{\lambda}(\cdot, \vec{f}) = d\lambda f(\cdot) \).
Proposition 13 (Zelenko-Li, [56]). Assume that \( \lambda(t) \) is the lift of an ample and equiregular geodesic \( x(t) \). Then, there exists a smooth moving frame \( \{E_1, F_1, E_2, F_2\} \) along \( \lambda(t) \) such that, for every \( t \in [0,T] \),

i) \( \pi_\ast(E_i)|_{\lambda(t)} = 0 \), where \( \pi : T^*M \to M \) is the canonical projection.

ii) \( \sigma(E_i, E_j)|_{\lambda(t)} = \sigma(F_i, F_j)|_{\lambda(t)} = \delta_{ij} \), where \( \sigma \) is the canonical symplectic form defined on the cotangent space \( T^*M \). In particular the canonical frame is a Darboux basis for \( T_{\lambda(t)}T^*M \).

iii) The structural equations satisfied by this frame are

\[
\begin{align*}
\dot{E}_2(t) &= E_1(t), & \dot{E}_1(t) &= -F_1(t), \\
\dot{F}_2(t) &= R_{22}(t)E_2(t), & \dot{F}_1(t) &= R_{11}(t)E_1(t) - F_2(t).
\end{align*}
\]

The remaining part of this section will be thus devoted to the computation of the term \( R_{22}(t) \).

4.2. Structural equations for the canonical frame. Let us consider on \( M \) the smooth vector fields \( X_0, X_1 \) and denote \( X_2 := [X_0, X_1] \). Define the associated fiber-wise linear functions \( h_i : T^*M \to \mathbb{R} \) for \( i = 0, 1, 2 \), defined by \( h_i(p, x) := \langle p, X_i(x) \rangle \).

Owing to the identity \( \{ h_i, h_j \}(p, x) = \langle p, [X_i, X_j](x) \rangle \), the Lie bracket relations between \( X_0, X_1 \) and \( X_2 \) translate into Poisson bracket relations as follows:

\[
\begin{align*}
\{h_0, h_1\} &= h_2, \\
\{h_1, h_2\} &= c_{12}^1 h_1 + c_{12}^2 h_2, \\
\{h_0, h_2\} &= c_{02}^1 h_1 + c_{02}^2 h_2,
\end{align*}
\]

for some structural functions \( c_{ij}^k \in C^\infty(M) \).

The functions \( h_1, h_2 : T^*M \to \mathbb{R} \) define a coordinate system on the fibers of \( T^*M \). Let us denote by \( \partial_{h_1}, \partial_{h_2} \) the corresponding vector fields. These vector fields are vertical, namely \( \ker \pi_\ast = \operatorname{span}\{\partial_{h_1}, \partial_{h_2}\} \), where \( \pi_\ast : T(T^*M) \to TM \) is the differential of the canonical projection \( \pi : T^*M \to M \). We complete \( \{\partial_{h_1}, \partial_{h_2}\} \) to a basis of \( T(T^*M) \) by means of the Hamiltonian lifts \( \tilde{h}_1 \) and \( \tilde{h}_2 \).

In this formalism, the geodesic Hamiltonian \( H \) reads \( H = h_0 + \frac{1}{2} h_1^2 \), and its Hamiltonian lift becomes \( \tilde{H} = \tilde{h}_0 + h_1 \tilde{h}_1 \). For every integral curve \( t \mapsto \lambda(t), t \in [0,T] \) of the vector field \( \tilde{H} \), and every smooth function \( f : T^*M \to \mathbb{R} \), we have

\[
\dot{f}(\lambda(t)) = \{H, f\}(\lambda(t)) = \{\tilde{H}, f\}(\lambda(t)),
\]

the dot meaning the derivative with respect to \( t \). On the other hand, for the vector fields \( \tilde{h}_i \), the differentiation along the geodesic lift becomes

\[
\dot{\tilde{h}}_i(\lambda(t)) = [\tilde{H}, \tilde{h}_i](\lambda(t)) = \{\tilde{h}_0, \tilde{h}_i\} + h_1 \{h_1, \tilde{h}_i\} - \delta_{i1} \tilde{h}_1,
\]

the dot meaning here the Lie derivative with respect to \( \tilde{H} \). To compute the quantity \( \{h_i, h_j\} \) one uses the structural equations in (4.4). Moreover we recall that for \( g \in C^\infty(T^*M) \) fiber-wise constant, we have

\[
\dot{g}(\lambda(t)) = \{H, g\}(\lambda(t)) = (X_0 g)(\lambda(t)) + (X_1 g)(\lambda(t)) h_1(\lambda(t)) ,
\]

where in the right hand side \( g \) is treated as a function on the manifold. To compute \( \dot{\tilde{h}}_i \), for \( i = 1, 2 \), one has

\[
\dot{\tilde{h}}_i(\lambda(t)) = [\tilde{h}_0 + h_1 \tilde{h}_1, \partial_{h_i}](\lambda(t)) = [\tilde{h}_0, \partial_{h_i}](\lambda(t)) + [\tilde{h}_1, \partial_{h_i}](\lambda(t)) - \delta_{i1} \tilde{h}_1(\lambda(t)).
\]
Proposition 16. Along any extremal \([\vec{h}_j, \partial h_i](\lambda(t))\) it is useful to observe that \([\vec{h}_1, \partial h_i](\lambda(t))\) is vertical, that is \(\pi_*[\vec{h}_1, \partial h_i] = 0\), hence one can write
\[
[\vec{h}_j, \partial h_i](\lambda(t)) = [\vec{h}_j, \partial h_i](h_1)\partial h_i(\lambda(t)) + [\vec{h}_j, \partial h_i](h_2)\partial h_2(\lambda(t)).
\]

4.3. Computations. We provide in this section all the main computations. For clarity’s sake, we systematically drop the explicit dependence on \(t\) along the extremal. The next two lemmas follows by direct computations as explained in Section 4.2.

Lemma 14 (Fundamental computations). Setting
\[
A := c_{12}^1 h_1 + c_{02}^1, \\
B := c_{12}^2 h_1 + c_{02}^2, \\
C := c_{12}^3 h_1 + c_{12}^2 h_2, \\
M_i := X_i(c_{12}^1 h_1 + X_i(c_{12}^2) h_2 + X_i(c_{12}^1) h_1^2 + X_i(c_{12}^2) h_1 h_2, \quad i = 1, 2,
\]
along any extremal \(\lambda(t)\), the following relations hold true:
\[
\partial h_1 = -\vec{h}_1 - A\partial h_2, \\
\partial h_2 = -\partial h_1 - B\partial h_2, \\
\vec{h}_1 = \vec{h}_2, \\
\vec{h}_2 = (A + C)\vec{h}_1 + B\vec{h}_2 - M_1\partial h_1 - M_2\partial h_2, \\
\vec{h}_2 = \vec{h}_2, \\
\vec{h}_2 = \vec{h}_2 - B\vec{h}_1 - (A - \dot{B} + B^2)\partial h_1 + (\dot{A} - \dot{B} - 2AB + 2B\dot{B} - B^3)\partial h_2.
\]

Lemma 15 (Computation of symplectic products). We have:
\[
\sigma(\partial h_1, \vec{h}_1) = \sigma(\partial h_2, \vec{h}_2) = 1, \\
\sigma(\vec{h}_1, \vec{h}_2) = \{h_1, h_2\} = C, \\
\sigma(\partial h_2, \vec{h}_2) = 0, \\
\sigma(\partial h_1, \partial h_2) = 0, \\
\sigma(\partial h_1, \partial h_2) = 0 \text{ implies also } \sigma(\partial h_2, \partial h_2) = 0, \\
\sigma(\partial h_2, \vec{h}_2) = 1 \text{ implies also } \sigma(\partial h_2, \vec{h}_2) = -1, \\
\sigma(\partial h_2, \vec{h}_2) = 0 \text{ implies also } \sigma(\partial h_2, \vec{h}_2) = 0.
\]

We are now able to compute the coefficient \(R_{22}\) in Proposition 13.

Proposition 16. Along any extremal \(\lambda(t)\), the following relation holds true:
\[
R_{22} = h_1^2[-(c_{12}^2)^2 + 3X_1(c_{12}^2)] \\
+ h_1[-3c_{12}^2 - 2c_{12}^2c_{02}^2 + 3X_0(c_{12}^2) + 3X_1(c_{02}^2)] \\
+ h_2[2c_{12}^2] \\
+ (-2c_{02}^2 - (c_{02}^2)^2 + 3X_0(c_{02}^2)).
\]

Proof. The vector \(E_1\) is uniquely determined by the conditions
\[
(i) \quad \pi_*E_1 = 0, \\
(ii) \quad \pi_*\dot{E}_1 = 0.
\]
(iii) \( \sigma(\tilde{E}_1, \tilde{E}_1) = 1 \).

Conditions (i) and (ii) imply that \( E_1 = f \partial_{h_2} \), so that

\[
\tilde{E}_1 = \tilde{f} \partial_{h_2} + f \partial_{h_2}, \quad \tilde{E}_1 = \tilde{f} \partial_{h_2} + 2 \tilde{f} \partial_{h_2} + f \partial_{h_2}.
\]

From the previous formulas we find \( \sigma(\tilde{E}_1, \tilde{E}_1) = f^2 \), and thus condition (iii) finally implies that \( f = 1 \). Notice that this means \( E_1 = \partial_{h_2} \), \( E_2 = \tilde{\partial}_{h_2} \), \( F_2 = -\tilde{\partial}_{h_2} \), and we eventually arrive to the expression

\[
R_{22} = \sigma(\tilde{F}_2, F_2) = \sigma(\tilde{\partial}_{h_2}, \tilde{\partial}_{h_2}).
\]

By Lemmas 14 and 15, the latter expression reduces to

\[
R_{22} = -C - 2A - B^2 + 3\dot{B}.
\]

Recalling the fact that

\[
\dot{B} = X_0(c_{02}^2) + (X_1(c_{02}^2) + X_0(c_{12}^2))h_1 + c_{12}^2 h_2 + X_1(c_{12}^2)h_1^2,
\]

we conclude. \(\square\)

**Definition 17.** We define \( K_1 \) and \( K_2 \) as the coefficients of \( h_2^2 \) and \( h_2 \), respectively, in the expression of \( R_{22} \), that is

\[
K_1 := -(c_{12}^2)^2 + 3X_1(c_{12}^2), \quad K_2 := 2c_{12}^2.
\]

The coefficient \( K_1 \) can be interpreted as the contraction along the controlled vector field \( X_1 \) of the second-order part of the curvature operator associated with the control problem, that is a sort of scalar curvature. Indeed, in the case of a control problem associated to Riemannian geodesic problem, this quantity coincides, up to a scalar factor, to the scalar curvature of the Riemannian metric.

The coefficient \( K_2 \) plays the role of a “higher order” curvature. Its presence here is necessary to give a correct interpretation since the drift \( X_0 \) is necessary to fulfill the Hörmander condition.

5. **Geometric interpretation of the small-time asymptotics**

The purpose of this section is to interpret the first coefficient appearing in the small-time asymptotics of the heat kernel \( p(t, x_0, x_0) \), by means of the curvature-like invariants that can be deduced from (4.5), and more in general in terms of the geometry associated with the control system (4.2).

5.1. **Canonical volume form.** Owing to Proposition 13 we complete the canonical frame along the extremal \( t \mapsto \lambda(t), \ t \in [0, T] \). Referring to the same kind of calculations as in the previous section, we find

\[
F_1(t) = R_{22}(t)E_2(t) - \tilde{F}_2(t) = R_{22}(t)\tilde{\partial}_{h_2}(t) + \tilde{\partial}_{h_2}(t) \in T_{\lambda(t)}TM.
\]

Then we declare \( \theta_1(t), \theta_2(t) \) to be the coframe dual to \( Z_i(t) = \pi_*(F_1)(t) \in T_{x(t)}M, \ i = 1, 2 \), and set \( \xi_\lambda(t) := \theta_1(t) \wedge \theta_2(t) \). Intuitively, \( \xi_\lambda(t) \) is the volume form canonically associated with (4.2), along the geodesic \( t \mapsto x(t) \). By explicit computations, we find that \( Z_1 = X_2 - B X_1 \), and \( Z_2 = -X_1 \). In local coordinates, it is immediate to establish that

\[
\xi(x_1, x_2) = -\frac{1}{\partial_{x_1}a_2(x_1, x_2)} dx_1 \wedge dx_2,
\]

(5.1)
so that $\xi$ coincides indeed with the volume form $\mu$ chosen in \([1.10]\) and described in \((3.4)\).

Alternatively, we could have directly argued that by definition, $\theta_1(X_2)(t) = -\theta_2(X_1)(t) = 1$, implying $\xi_{s(t)}(X_1, [X_0, X_1]) = 1$ and $\xi_{s(t)} = \mu_{s(t)}$.

Since by assumption $S = \partial_x\alpha_2(0) \neq 0$, it is not restrictive to assume that $\mu$ does not change sign on the whole coordinate chart.

### 5.2. Proof of Theorem 2

We begin by observing that

\[ \partial_t = X_0 - \frac{1}{2} \left( X_1^2 + \text{div}_\mu(X_1)X_1 \right), \]

which can be interpreted in the form $\partial_t = X_0 - \Delta_H^\mu$, where $\Delta_H^\mu$ denotes the horizontal Laplacian \([4, 26]\) (also called sub-Laplacian) naturally associated with \((4.2)\) and the canonical volume form $\mu$ characterized in \((5.1)\).

On the one hand, by the general theory developed for the expansion in \((2.8)\) and the results of Theorems \([11, 12]\) with $\sqrt{t}$ in place of $\varepsilon$, we know that the asymptotic development of $p(t, 0, 0)$ takes the form

\[ p(t, 0, 0) = \frac{1}{2\pi t^2 \sqrt{\det(D_1)}} \left( 1 + t \left( \frac{1}{2} \alpha_1^2(0) - \frac{1}{2} \left( \partial_x\alpha_1(0) + \partial_x\alpha_2(0) \right) \right) - \alpha_1(0) \frac{\partial^2\alpha_2(0)}{\partial_x^2\alpha_2(0)} \right) - \frac{12}{35} \left( \frac{\partial^2\alpha_2(0)}{\partial_x^2\alpha_2(0)} \right)^2 + \frac{3}{14} \frac{\partial^3\alpha_2(0)}{\partial_x^3\alpha_2(0)} + O(t^2) \]

within a coordinate chart $U$ centered at $x_0$.

On the other hand, reading in coordinates $(x_1, x_2)$ the structural equations (compare also with \((3.3)\))

\[ X_2 = [X_0, X_1], \quad [X_1, X_2] = c^1_{12}X_1 + c^2_{12}X_2, \quad [X_0, X_2] = c^1_{02}X_1 + c^2_{02}X_2, \]

we see that, in particular,

\[ c^2_{12}(x_1, x_2) = \frac{\partial^2\alpha_2(x_1, x_2)}{\partial_x\alpha_2(x_1, x_2)} \quad \text{and} \quad X_1(c^2_{12})(x_1, x_2) = \frac{\partial^3\alpha_2(x_1, x_2)}{\partial_x\alpha_2(x_1, x_2)} - \left( \frac{\partial^2\alpha_2(x_1, x_2)}{\partial_x\alpha_2(x_1, x_2)} \right)^2. \]

It is now easy to reinterpret \((5.3)\) in an intrinsic way. More precisely, we have shown that, under the hypotheses of Theorem 2 the fundamental solution $p$ to \((5.2)\) admits the following small-time asymptotic expansion on the diagonal around $x_0$, namely:

\[ p(t, x_0, x_0) = \frac{\sqrt{t}}{2\pi t^2} \left( 1 + t \left( \frac{\sqrt{1}}{2} |X_0(x_0)|^2 - \frac{1}{2} \text{div}_\mu(X_0)(x_0) + \frac{1}{14} K_1(x_0) - \frac{1}{70} K_2(x_0)^2 \right) + O(t^2) \), \]

where $K_1$ and $K_2$ are defined as in Definition \([17]\) This ends the proof of Theorem 2.
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