Abstract This study exploited the historical rockfall inventory and the meteorological stations database of Mont Cervin and Mont Emilius Mountain Communities (Aosta Valley, northern Italy) to decipher relationships between climate processes, typical of mountain environments and rockfall phenomena. The period from 1990 to 2018 was selected as reference to perform the analysis. Climate processes were translated into four climate indices, namely short-term rainfall (STR), effective water inputs (EWI, including both rainfall and snow melting), wet and dry episodes (WD) and freeze-thaw cycles (FT). The comparison between climate indices values at each rockfall occurrence and the statistical distributions describing the whole indices dataset allowed to define not ordinary climatic conditions for each index and their influence on rockfall occurrence. Most of the events analysed (>95% out of 136) occurred in correspondence of the defined not ordinary climatic conditions for one or for a combination of the indices. The relationships between rockfalls and climate showed a seasonality. In spring, most of the events resulted to be connected to FT (70%) while in autumn to EWI (49%). The relative seasonal importance of WD reached its maximum in summer with 23% of the events related to this index alone. Based on these results, different strategies to define empirical critical thresholds for each climate index were explored, in order to make them valid for the whole study area. A preliminary exploratory analysis of the influence of high temperatures and temperature gradients was carried out for some summertime rockfalls, not correlated to the other investigated indices. The presented approach is exportable in neighbouring regions, given the availability of a dated rockfall inventory and could be adapted to include different processes.
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Introduction Rockfalls are a common type of fast-moving landslide (Hung et al. 2014). As such, they can deeply affect human society and infrastructures in mountainous environments (Ravanel and Deline 2010, Duvillard et al. 2015, Scavia et al. 2020). Also, they are a very challenging type of landslides to predict, since their occurrence is related to both geomechanical (e.g. rock type, in situ stress, fracture network characteristics) and meteorological characteristics (e.g. intense rainfall events, prolonged precipitation periods, freeze-thaw cycles), which are extremely variable over space and time (Scavia et al. 2020). In the Alpine region, their effects are expected to exacerbate under climate change (Crozier 2010; Stoffel et al. 2014). In recent years, the main approaches adopted to decipher rock mass instability dynamics are crack kinematics analysis and quantification of timing-frequency-volume of rockfall events. Matsuoka (2001, 2008), Hasler et al. (2012) and Weber et al. (2017) analysed crack kinematics with extensometers and crackmeters. For the same purpose, Amitrano et al. (2010, 2012), Krautblatter and Draebing (2014), Zimmer and Sitar (2015) and Draebing et al. (2017b) applied seismic, acoustic and geoelectrical techniques. For the quantification of timing-frequency-volume of rockfall events, Matsuoka (2013) employed time-lapse cameras, Krautblatter and Moser (2009) used traps, while Ravanel et al. (2013) and Hartmeyer et al. (2020) used terrestrial laser scanners. These acquisition methods, and the exploitation of accurate historical and multitemporal (i.e. inventories prepared for the same area but for different time periods, as defined by Reichenbach et al. (2018)) rockfall inventories, are often combined with the monitoring and analysis of meteorological data to evaluate preparatory and triggering factors for rockfall occurrence (Delonca et al. 2014; D’Amato et al. 2016; Parunzio et al. 2015, 2016, 2019; Draebing et al. 2017a; Nigrelli et al. 2018; Matsuoka 2019).

Rainfall processes related to rock slope instability include (i) rising of water pressure in joints with a consequent reduction of shear strength; (ii) joint clayey infilling swelling, dissolution and leaching with a consequent reduction in joint cohesion; and (iii) reduction of the strength of rock bridges for some rock masses. These processes could act at different timescales, depending on the intensity and duration of the rainfall events.

Temperature variations can affect rock mass properties as well. Given partially saturated joints, temperature can deteriorate rock masses through transitions across 0 °C (i.e. freeze-thaw cycles). Freeze-thaw cycles affect rock masses through both ice formation-melting processes (i.e. frost cracking and frost weathering, Hales and Roering 2007; Matsuoka 2008), which, acting on the long-term, enable ice segregation-induced subcritical cracking, progressively decreasing rockwalls strength (Draebing and Krautblatter 2019) and rock thermal weathering (i.e. repeated expansion and contraction leading rock mass fatigue). Even a negative warming can induce crack propagation due to the thermal expansion of ice (i.e. thermal wedging, D’Amato et al. 2016). Furthermore, positive temperatures and gradients both lead to ice melting and thus to a loss of cohesion. In the light of global warming, an interest in analysing the role of positive temperatures on rockfall occurrence is spreading in the scientific community. In arid and semiarid environments, very high positive temperatures (up to 40°C) could lead to rock mass exfoliation and fracturing through thermal stress cycles (Bakun-Mazor et al. 2013; Vargas et al. 2013; Collins and Stock 2016; Collins et al. 2018). Conversely, the authors working on Alpine rockfalls recognized the role of extremely warm temperatures principally on permafrost degradation and snow melt dynamics, which lead to an increasing water availability and circulation in rock joints (Allen and Huggel 2013; Bodin et al. 2015; Parunzio et al. 2016; Nigrelli et al. 2018). Nonetheless, in Alpine environments, thermal stress weathering is principally related to the occurrence of the transition above/below 0 °C (Nigrelli et al. 2018).

The wet-dry cycles are another important rockfall climate-related preparatory factor that is often neglected at the slope scale but frequently investigated at the lab scale (Van der Hoven et al. 2003; Torres-Suarez et al. 2014; Zhou et al. 2017; Yang et al. 2018).
Water can interact with rocks through pores, fissures and microdefects, resulting in changes in several microstructural characteristics. The rock microstructure damages have a macroscopic manifestation in the deterioration of mechanical properties and the increase in deformation of rock masses. The damage caused to rock masses by multiple cycles is gradually accumulated and irreversible. The weakening effect of these cycles on rocks is often stronger than that of being soaked in water for a long time, and thus it seriously influences the long-term stability of rock masses (Yang et al. 2018).

Previous studies focusing on the interaction between rockfalls and meteorological events (e.g. Matsuoka 2019; Paranunzio et al. 2019) highlighted the extreme variability of these relationships; the authors mostly investigated short-term effects related to rainfall (i.e. rainfall intensity and amount at the sub-daily, daily or weekly scale) or long-term effects related to freeze-thaw cycles and temperature extremes (i.e. at the monthly, quarterly or longer period scale). Their findings testify that both the short-term and long-term effects should not be neglected, representing triggering and preparatory factors for rockfall instability, respectively. Triggering factors are immediate causes acting directly, while preparatory factors are linked to a slow cumulative effect, requiring a higher amount of time to induce a major consequence (Gunzburger et al. 2005).

In the Japanese Alps, Matsuoka (2019) identified five key climate-related processes controlling rockfall occurrence: (i) summer and early autumn heavy rainfall events; (ii) lighter, repeated rainfall events leading to a moisture increase followed by freeze-thaw cycles, occurring primarily in spring and autumn; (iii) same as (ii) but with snowfall replacing rainfall, in winter and early spring; (iv) seasonal thawing after deep winter freezing; and (v) thermal stress induced by large thermal fluctuations (mainly in winter). In the Italian Alps, Paranunzio et al. (2015, 2016, 2019) proposed an approach to decipher climate anomalies associated with the occurrence of rockfalls at high elevations. The approach includes the analysis of temperature, temperature variations and rainfall data by comparing the values observed for these climatic variables before rockfall occurrences with the empirical distribution function of a reference sample. To derive the latter, all the available values recorded for the climatic variables in the same period of the year with different temporal aggregations are used. They found different positive and negative anomalies (i.e. values corresponding to the tails of the distribution) associated to rockfall occurrence. In particular, at elevations between 1500 and 2400 m a.s.l., rockfalls occurred mainly in spring and were mostly associated with negative temperature anomalies. At high elevations (above 2400 m a.s.l.), rockfall events concentrated in summer and positive temperature anomalies prevailed as triggering conditions. Only 15% of the rockfalls recorded in the database were associated with exceptional precipitation in the 7–90 days preceding failure. During 4 years of rockfall measurements by means of nets and traps in the German Alps, Krautblatter and Moser (2009) found that rockfall intensity is only coupled to rainfall intensity above a certain threshold (i.e. 9–13 mm/30 min) and that the rockfall response to rainfall intensity above the threshold is highly nonlinear. In the French Alps, D’Amato et al. (2016) quantified that the highest daily-weekly rockfall frequency of a rock wall near Grenoble occurred during freeze-thaw cycles, especially during thawing periods, but the highest hourly rockfall frequency occurred during intense rainfalls (more than 5 mm h−1). In another study area of France, Delonca et al. (2014) observed that the most influential parameter leading to an increase in rockfall frequency is the cumulated rainfall in the antecedent 3-day period. In Switzerland, Strunden et al. (2015) compared different size groups of rockfall events with environmental factors (e.g. freeze-thaw cycles, temperature, precipitation and seismicity) using a linear regression with variable lag times between 0 and 6 months. The highest correlation factor was observed for freeze-thaw cycles and rockfall events involving volumes smaller than 1 m³ with a 2-month delay between temperature extremes and rockfalls. A rather high correlation was discovered between cumulated precipitation and rockfall events for a 4- to 6-month lag time, too. Along a railway section through the Canadian Cordillera, Macciotta et al. (2015) found that the seasonal variation in rockfall frequency was mostly associated with cycles of freezing and thawing during the winter months. They also compared the intensity of precipitation and freeze-thaw cycles for different time windows against recorded rockfalls and used their findings to propose a rockfall hazard chart. In Aosta Valley, Ponziani et al. (2020) analysed the relationship between debris flows and the dynamics of freezing level, permafrost temperature and rainfall, in order to account for these hydro-meteorological processes in the regional early warning system.

Studies regarding the influence of climate factors allow to design triggering thresholds. A threshold is a curve that may define the conditions that, when reached or exceeded, are likely to trigger landslides. Thresholds can be defined on physical or empirical bases. Intensity-duration thresholds for landslide initiation are the most common type in literature (Guzzetti et al. 2007 and references therein). They usually have the form of a negative power law:

\[ I = c + \alpha D^\beta \]  

where \( I \) is the rainfall intensity, \( D \) is rainfall duration and \( c \geq 0, \alpha, \beta \) are empirical parameters. They are very common for shallow landslides, and only in few cases they consider other types of mass movements, including rockfalls. Reasons are the easily detectable relationships between shallow landslides and extreme meteorological events and their occurrence on gentler and less remote slopes in comparison to those affected by rockfall. Furthermore, quantitative thresholds regarding freeze-thaw or wet-dry cycles are very rare in the related literature; e.g. D’Amato et al. (2016) quantified that rockfall frequency can be multiplied by a factor of 3 during freeze-thaw episodes.

Despite the presented studies and approaches, many authors agree that more research is needed to improve the understanding of the relationships between climate variables variability and geo-hydrological hazards. Additional knowledge on these relationships is fundamental to elaborate adaptation strategies for the prevention and the mitigation of climate change impacts in mountainous environments (Crozier 2010; Stoffel et al. 2014; Gariano and Guzzetti 2016). The general aim of this study is to define a procedure to recognize climate conditions influencing rockfall occurrence in an Alpine environment, combining both their critical short-term (triggering) and long-term (preparatory) effects. The
study focuses over the Mountain Communities of Mont Cervin and Mont Emilius (Aosta Valley, Western Italian Alps), where a large historical rockfall inventory and an extensive, multivariable meteorological dataset are available for the period 1990–2018 (i.e. a three-decade period allowing the calculation of Climate Normals as defined by the World Meteorological Organization (1989, 2007)). In detail, the study will investigate the relationships between rockfall occurrences and four climatic indices, addressing several temporal scales: (1) short-term rainfall (sub-daily data), (2) effective water inputs (daily data, both considering rainfall and snow melting), (3) wet-dry episodes and (4) freeze-thaw cycles. For this purpose, specific sub-objectsives were developed: (i) validation of the rockfall inventory, (ii) pre-processing of the climatic dataset to ensure different stations data comparability and a uniform usability, (iii) calculation of the statistical distribution of the four rockfall-related climate indices in the reference period and (iv) definition of empirical critical thresholds for each climate index.

Study area

Aosta Valley is located in the North Western Italian Alps. It is the smallest Italian region, with an area of 3262 km² (Fig. 1a). The region represents one of the main Alpine valley systems and comprises some of the highest mountain peaks of the Alps, among which Mont Blanc (4810 m a.s.l.), Monte Rosa (4634 m a.s.l.), Matterhorn (4478 m a.s.l.) and Gran Paradiso (4061 m a.s.l.). Due to its complex orography and extremely variable altitude range, the region is characterized by different climate regimes. According to its complex orography and extremely variable altitude range, the region is characterized by different climate regimes. According to Köppen’s climate classification (Fig. 1c) (Rubel et al. 2017 and reference therein), the climate of the area is classified as Alpine Frost (EF) and Alpine Tundra (ET) at higher elevations, as Boreal with warm summer (Dfb) in the central sector and on the slopes, as Warm Temperate (Cfb) along the secondary valley bottoms (mainly oriented N-S) and arid-semiarid (Bsk) in the eastern-central part of the Dora Baltea Valley bottom (E-W oriented).

The Aosta Valley geological setting is the outcome of the collision of three main continental domains, namely the European palaeomargin, the Briançonnais microcontinent and the Adriatic palaeomargin, originally separated by the Valaisan and the Piedmont-Ligurian oceans. Following the Alpine orogenesis, this complex overlapping structure was interested by a neo-tectonic brittle dislocation system represented by the Aosta–Ranzola fault system. Since it represents a complete section of the Alpine orogenic prism, this sector of the Alpine chain has been extensively studied and analysed starting from the early 1990s (Argand 1991). A detailed and extensive geo-structural characterization of the area is provided by Dal Piaz et al. (2001), Ellero and Loprieno (2017) and references therein. The complex structural-geological context of the region deeply influenced the relief evolution and the slope dynamics. Superimposed to the tectonic evolution, the glacial morphodynamics—the region is the one with the largest glacialized area of Italy—have been influencing the slope setting, mainly due to the debuttressing caused by glaciers retreat (Giordan et al. 2018). Glacial phenomena—shallow landslides, rockfalls and large instabilities—played a fundamental role in shaping the geomorphology of the region. Rockfalls are highly frequent and represent a serious geoenvironmental risk in the study area, crossed by the principal highway connecting Aosta to Piedmont region in the south and to Switzerland, France, and the highly popular and frequented area of Valtournenche (Cervinia Ski Area) in the North.

Within the Aosta Valley region, the study area comprehends the Mountain Communities of Mont Cervin and Mont Emilius, which cover an area of 670 km² (bordered in Fig. 1b). The selection of this area is related to the availability of a suitable dataset of rockfalls and weather station spatial-temporal coverage. The area covers an altitude range between 400 and 4500 m a.s.l., developing from the southern massifs to the northern peaks of the region, and passing through the valley bottom nearby Aosta. Moreover, Mt Emilius main valley axis is E-W oriented, whereas Mt Cervin main valley axis is N-S oriented. Local factors such as orientation, inclination, location, land cover, snow cover and human infrastructures play an important role in the climatic and environmental local variability. The study area of the Mont Cervin and Mont Emilius Mountain Communities is characterized by the presence of different lithologies belonging prevalently to the ophiolitic Piedmont zone and Austroalpine outliers (both lower and upper).

Materials and methods

Rockfall dataset

The major limitation related to landslide inventories lays in the well-known inherent incompleteness of non-instrumental historical records of natural events (Guzzetti 2000). The actual Aosta Valley landslide inventory “Catasto Dисesti Regionale SCT”, publicly available at http://catastodisesti.partout.it/, represents the result of the integration of different sources, deriving from the evolution of the acquisition methods adopted. During the 1990s, landslides information was recorded only qualitatively from different regional offices or scientific organizations. The great flood event of the Western Alps, occurred between 13 and 16 October 2000 (Ratto et al. 2003), represented a starting point for the regional authority to implement a more organized and structured landslide inventory, which comprised cartographic and quantitative information. During 2001–2004, Aosta Valley adhered to the construction of the Italian Landslide Inventory, named IFFI (Inventario dei Fenomeni Fransosi in Italia, http://www.progettoiffi.isprambiente.it/cartografia-on-line/). From 2005, the regional database was enriched through field work and orthophotos observations. Even the historical phenomena and great paleo-events were further analysed and validated. Since 2010, the regional landslide inventory has been regularly updated thanks to an innovative automatic computerized data acquisition procedure, involving both the Regional Civil Protection Department and the Forest Corps operating in the territory.

Rockfall-related data were extracted and thoroughly checked (Fig. 1d) for errors, duplicated values and the identification of source areas when only deposit coordinates were recorded. In detail, each rockfall record was validated by consulting the Digital Terrain Model, orthophotos, geological and geomorphological maps available for the area (http://geoportale.regione.vda.it/), searching for source areas evidences (e.g. outcrops, scarp and rock walls). Once validated, each record was associated with a unique ID. For the study reference period (1990–2018), histograms of rockfall occurrence per year and per month were produced. The former was used to analyse the number of recorded phenomena as a function of the acquisition method through time, and the latter was expected to highlight possible seasonal patterns. A non-parametric analysis of the rockfall volumes was also carried out by means of histogram-based frequency and of the empirical
cumulative distribution function (ECDF), which provided information on the probability of observing a rockfall of a certain volume.

Meteorological dataset and analysis

Meteorological stations and microclimate

A total of 19 meteorological stations are located within the study area (Fig. 1c). They record temperature (T), precipitation (P) and snow height (Hs) data with different temporal coverage and resolution. The stations are located at altitudes from 400 to 3000 m a.s.l. and in different microclimatic domains (i.e. different slope, aspect and geomorphological-vegetational conditions). Starting in 2002, manual stations installed during the last century have been gradually dismissed and replaced by automatic ones (see Table 1 for details). Meteorological data are publicly available on the website of the Agenzia Regionale per la Protezione Ambientale (ARPA, http://www.arpa.vda.it/it/) and on the website of the Centro Funzionale Regione Autonoma Valle d’Aosta (https://cf.regione.vda.it/portale_dati.php). For nearby stations, the automatically and manually collected data series were joined to obtain longer representative time series, following suggestions of ARPA technicians. Two auxiliary manual stations (ST14bis-Promiod Covalou and ST1bis-Ussin in Fig. 1c), considered homogeneous and complementary to the automatic stations ST14 and ST1 for precipitation by ARPA.
technicians, were also kept for rockfall-meteorological station association (refer to the “Rockfall and climate indices” section and Supplementary information for details). After merging, a further manual quality check was carried out, to find out residual anomalous values and gaps (especially zeros instead of missing values) in the data series.

The oldest data series dates back to 1980 (ST17); most of the manual stations were installed in 1990, whereas the automatic ones were installed in 2002. Manual stations present a daily temporal resolution, whereas the automatic ones collect data every 30 min. To join the data in order to carry out a comparative analysis of meteorological data, a Matlab R2019b® code to aggregate the sub-hourly data at the daily scale was developed. In some cases (namely ST2, ST13, ST16, ST7, ST9, ST10, ST11, ST12, ST28), not heated rain gauges were installed. Among these stations, those below 1500 m a.s.l. are characterized by missing data from December to March, while those located above 1500 m a.s.l. do not record from November to April. A synthesis of the available data is presented in Appendix Table 4. Once homogenized, an analysis of the daily aggregated T, P and Hs data was carried out to verify climate station performance values. This was carried out, to find out residual anomalous values and gaps (especially zeros instead of missing values) in the data series.

Step 1 - Identification of snowfall initiation representative temperature (Ts), degree day factor and average snow density from stations equipped with snow gauges and thermometers (i.e. type A and type D stations). For the definition of Ts, all positive temperature values corresponding to snowfall initiation were sampled (i.e. when the difference between Hs at day i and Hs at day i-1 is positive, HsT−Hsi−1>0 cm). A representative Ts was derived as the average of the sampled data. The calculated Ts value represents the temperature cut-off adopted to discriminate between solid (below Ts) and liquid (above Ts) precipitation in the subsequent steps. In the following, daily Hs data were converted into snow water equivalent (SWE) by using the classical equation (Seibert et al. 2015):

\[
SWE = \frac{Hs_{\text{snow}}}{\rho_{\text{water}}}
\]

where \(\rho_{\text{snow}}\) is snow density and \(\rho_{\text{water}}\) is water density. An average snow density value equal to 300 kg/m³ was attributed based on literature about snow properties in the Italian Alps (Pistocchi 2016; Guyennon et al. 2019). Water density was set at the commonly used 1000 kg/m³ value. Following DeWalle and Rango (2008), a mean degree day factor was calculated for the study area. According to this approach, the daily melt rate MR (mm/day), expressed as equivalent water depths, is given by:

\[
MR = Cm \times T_{\text{mean}}
\]

where \(T_{\text{mean}}\) is the mean daily temperature and \(Cm\) (mm/degree day C) is the degree day factor. At each station, to obtain daily \(Cm\) values, Eq. 3 was inverted setting MR equal to the previously calculated SWE (Eq. 2).
Step 2 Calculation of the actual daily liquid input \( (Peff) \) for type A and type B stations. Conceptually, the actual daily liquid input consists of the precipitation recorded at the heated rain gauge \( (Phg) \) deprived of the precipitation snow fraction \( i.e., \) when \( T_{mean} \leq Ts \) and with the addition of the snow melt from the accumulated snow \( i.e., \) when \( T_{mean} > 0{\,}^\circ C \) and \( SWE > 0 \). Numerically, \( Peff \) was derived as follows:

\[
Peff(i) = \begin{cases} 
0, & T_{mean} > Ts \text{ and } SWE(i-1) = 0 \\
Phg(i), & T_{mean} > 0 \text{ and } Phg(i) + SWE(i-1) > MR(i) \\
Phg(i) + SWE(i-1), & T_{mean} > 0 \text{ and } Phg(i) + SWE(i-1) \leq MR(i) 
\end{cases}
\]  

(4)

where \( SWEr \) is the corrected \( SWE \) amount deprived of the melted fraction of snow, or with the addition of the precipitation snow fraction, and it is updated daily as follows:

\[
SWEr(i) = SWEr(i-1) + Phg(i) - Peff(i)
\]  

(5)

Step 3 Reconstruction of missing data \( (i.e., \) winter months data) for type C stations. It relayed on using a multiple regression procedure based on correlation of the type C stations available data with the closest type A and type B stations \( (i.e., \) one to three stations in a maximum radius of \( 9 \) km). A regression equation derived from the contemporary records was considered satisfactory for \( R \)-squared larger than \( 0.75 \). If this threshold was not reached, the type C station data were discarded. Once the time series were reconstructed, type C station data underwent the procedure described in Step 2.

Step 4 Conversion of snow gauge \( Hs \) data into \( SWE \) through Eq. (2) to obtain winter water inputs for type D stations. This procedure was carried out only for days in which a melting episode was recorded \( (i.e., \) \( Hs_Hs_{i-1} < 0 \)).

Station ST2 is not equipped with a heated rain gauge \( (i.e., \) type C stations) but was discarded from the procedure due to the completely lack of temperature data.

**Rockfall and climate indices**

Using the original and processed time series, relationships between dated \( (i.e., \) at least date of occurrence) rockfall events and climatic conditions were explored. Rockfall events were assigned a reference weather station based on two principles: (i) proximity, considered by using Thiessen polygons, and (ii) temporal coverage \( (i.e., \) meteorological data must be available on the day the rockfall event occurred and for the time windows relevant for the analysis). In case the two principles could not be mutually satisfied, the rockfall event was discarded from the analysis. Due to data availability \( (i.e., \) type, time coverage, time resolution), not all the four climate indices \( (STR, EWI, WD \text{ and } FT, \) see Table 2 for definition) could be calculated at every station. Therefore, the configuration of the rockfall-station association and the number of stations and rockfalls included in the analysis resulted slightly different for each of the four indices \( (\text{Table } 2) \). For more details on the rockfall-station configuration and the Thiessen (Voronoi) polygons used, please refer to the Supplementary information.

**Climate indices definition and calculation**

Climatic conditions were defined in terms of four indices, which consider both short-term \( (\text{up to } 120 \text{ h}) \) and long-term \( (\text{up to } 1 \text{ year}) \) periods. The four indices are \( \text{(i) } STR, \) cumulated rainfall in \( 0.5-, 1-, 3-, 6-, 12-, 24-, 48-, 72-, 96- \text{ and } 120-\text{h periods} \) (effect of short-term rainfall); \( \text{(ii) } EWI, \) daily, \( 3-, 7-, 15-, 30- \text{ and } 60-\text{day cumulated precipitation}, \) including snow water inputs (effect of effective water inputs); \( \text{(iii) } WD, \) the number of wet and dry episodes in \( 30-, 60-, 120-, 180- \text{ and } 365-\text{day periods} ; \) and \( \text{(iv) } FT, \) the number of freeze-thaw cycles in \( 1-, 3-, 7-, 15-, 30-, 60-, 120-, 180- \text{ and } 365-\text{day periods} \). Time series of each index were calculated at suitable stations from 1990 to 2018 \( (\text{or for the available time period, if shorter}) \) and summarized by means of statistical distributions. Not every station dataset covers the entire reference period 1990–2018, but based on the Climate Normals concept.
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sample (see the “From indices to thresholds” section for additional details). The comparison was carried out for each considered durations (as the critical duration is not a priori known), and it was evaluated at which percentile of the distribution the index value associated to the event triggering time corresponded. This procedure aimed at identifying if rockfalls occurred during not ordinary conditions (i.e. in correspondence of high percentiles of the distribution) definable as possible triggering conditions if the associated duration is short, or as possible preparatory conditions (in terms of repeated stresses perpetuation) if the associated duration is longer.

For each climate index, the critical percentile to recognize a condition as not ordinary was defined as the value exceeded by at least the 50% of the rockfalls and corresponding at least to the 75th percentile but not over the 90th percentile of its distribution. These criteria were chosen for two reasons. First, the procedure aims at accounting not only for extreme events but also for severe ones, potentially neglected with too high percentile cut-offs (e.g. 95th or 99th, usually adopted for extreme events analysis; Camera et al. 2017). Second, considering 50% of the rockfall population for the recognition of the critical percentile should allow to include events occurred in severe (not extreme) conditions. Furthermore, if a consistent number of rockfall events (50% or more of those considered for each index) could be linked to specific climatic conditions, these conditions can be considered a reliable causation of the preparatory or triggering effect of climate on rockfalls.

From indices to thresholds
For those indices respecting the criteria of percentage of events and percentiles presented above (“Definition of not ordinary conditions” section), empirical thresholds (intensity-duration and number of cycles-duration thresholds) were defined. In case a specific rockfall presented index values higher than the critical percentile for more than one duration, the value closest to the critical percentile was considered and used for threshold construction. For the actual construction of the intensity-duration curve, the selected couples of values were interpolated using the nonlinear least square fit algorithm of the Matlab® Curve Fitting Toolbox™ to adhere to a power law function. In the following, shape and coefficient were adjusted by trial and error to define the most appropriate function so that the couples of values representing rockfall related to not ordinary conditions would fall above the resulting curves, except for some evident lower outliers.

These thresholds were constructed based on the previously defined critical percentiles exceedances in respect to the distribution associated to the single stations (i.e. “local approach”). However, when this type of intensity-duration (ID) thresholds are defined for a specific area, they cannot be easily exported to neighbouring regions due to meteorological and climate variability not included in the ID thresholds (Guzzetti et al. 2007). This is typically the case of mountain regions. Thus, to readjust data coming from different microclimatic conditions (e.g. valley bottoms and high peaks), two approaches were tested. First, a global approach was explored. Analogously to the local approach, the couples of values for threshold construction were selected by comparing rockfall-related indices values with the critical percentile value of the correspondent distribution, which in this case was built up using data coming from all the stations joined together. This global threshold was considered reliable only if similar to the local approach based one. If the global threshold was not considered reliable (i.e. too influenced by specific stations characteristics), normalized thresholds were analysed. For the precipitation-related indices (STR, EWI), two types of normalization were carried out. The first threshold normalization was performed based on the mean annual precipitation (MAP), while the second normalization was based on the rainy day normal (RDN), which is the ratio of the MAP to the mean annual number of rainy days (Guzzetti et al. 2007, 2008; Peruccacci et al. 2017; Leonarduzzi and Molnar 2020). A normalized threshold was built also for the freeze-thaw cycles, taking inspiration particularly from the RDN normalization. It was defined as an intensity (of cycles)-duration threshold and introduced the freeze-thaw normal (FTN) normalization factor. Analogously to the RDN, the new freeze-thaw normal parameter is calculated as the ratio between the mean annual number of FT cycles and the mean annual number of across zero days (i.e. days where daily Tmax is positive and Tmin is negative). The threshold normalized to the FTN was thought to allow the comparison of rock walls at different elevations, which are exposed to different temperature regimes. Moreover, differently from normalizing only for the parameter mean annual freeze-thaw cycles (anologue to the MAP), it inherently accounts for whether the cycles are concentrated in some periods of the year or if they are homogeneously distributed throughout the year.

Exploring the role of positive temperature and gradients
Although of secondary importance in the Alpine context (see the “Introduction” section), the role of positive temperatures in thermal stress–induced fracturing and rockfall initiation is worth to be investigated. An exploratory analysis regarding high temperatures was set up for those rockfalls resulting not associated to any of the previous described indices. Indeed, summertime rockfalls that seem unrelated to any climatic triggering-preparatory factor could be explained with not ordinary positive temperatures and temperature gradients (Collins and Stock 2016). In particular, following a similar approach as for the other indices and according to findings of previous studies (Collins and Stock 2016; Collins et al. 2018), the number of days, before rockfall occurrence, in which maximum daily temperature (Tmax) was recorded above the 99th percentile of its complete distribution and above the 90th percentile of its July to August distribution was calculated. Furthermore, the number of days, before rockfall occurrence, in which the daily temperature gradient (∆T) was recorded above the 90th percentile of its distribution was calculated. As for the previous indices, distributions were calculated with all the available data for the reference period 1990–2018 and in fixed time periods from 1 to 60 days.

Rockfall characteristics and relationships with climate indices
Besides threshold construction, by linking rockfalls to climatic indices, an analysis was carried out to recognize seasonal patterns in the role played by the different triggering and preparatory factors. The relationships between volume, altitude classes and climate were investigated, too. To have a more intuitive comparison between the different classes (of both volume and altitude) in case of large differences in the number of samples (rockfall events), the analysis was carried out in relative terms, normalizing each term to the total number of rockfalls in the class.
Finally, possible relationships of rockfall abundance and climatic indices associations with the underlying geological unit or lithology were investigated. Six geological units (see Fig. 1b) were extracted from the structural model of Italy at the 1:50 000 scale (Bigi et al. 1990) and from Ellero and Loprieno (2017), while seven rock types were extracted from the geological map at the 1:10 000 scale of the Aosta Valley region (available upon request on the Aosta Valley Geoportal http://geologivarda.partout.it/cartageologicaRegionale?l=it). Rock types included (in order of areal abundance) (i) serpentinites-prasinites; (ii) meta-granitoids; (iii) micashists and other metamorphic shists; (iv) metabasites; (v) calcshists; (vi) marbles; (vii) dolomites; (viii) tectonized rocks; (ix) sedimentary breccias; and (x) quartzites.

Results

Rockfall database

For the reference period (1990–2018), 243 rockfall records were extracted from the Landslide Regional Database and validated. Almost 70% of the records (168 out of 243) come with the exact date of occurrence, whereas the remaining 30% (75 records) have only the month and year or only the year of occurrence.

Although the temporal distribution of the events in the study area (Fig. 2a) seems to suggest a slight increase in rockfall frequency in recent years (since 2000), such evidence could be linked to a reporting bias, following the establishment of more sophisticated monitoring networks and technologies. This issue was already pointed out by several authors working on Alpine rockfalls (Nigrelli et al. 2018 and reference therein), and inventory bias is a common and known problem when dealing with such natural hazards (Guzzetti et al. 2012; Petschko et al. 2016; Steger et al. 2016).

The seasonal characterization of rockfall occurrence (Fig. 2b) showed an almost bimodal distribution of the events. The highest peak is recorded in spring (March, April and May), and a secondary peak is observed between October and January, with a slight decrease in December.

Only 199 rockfalls have an associated volume information, which in some cases is only a magnitude order and not a precise value. The most frequent volume class resulted to be 5–50 m$^3$ (Fig. 3a); according to the data available in the inventory, the probability of occurrence of a rockfall with a volume larger than 10 m$^3$ is about 0.35, whereas the probability to observe a rockfall with a volume higher than 100 m$^3$ is of 0.15 (Fig. 3b).

In terms of altitudinal distribution (Fig. 3c), events appear to concentrate along the mid altitude range (400–2000 m a.s.l.). This relative high abundance of rockfalls at these altitudes can be explained with the difficulties in monitoring high mountain environments, unless characterized by human activities (e.g. ski resorts, hiking itineraries). As a demonstration, in the area around Matterhorn—famous for hiking trails, climbing and the ski resorts of Cervinia and Zermatt—dated events are available even at very high altitudes (>3200 m a.s.l.).

Meteorological dataset and analysis

The preliminary analysis confirmed that, despite general similarities between stations at comparable altitudes, there is a significant climatic variability within the study area. Local orographic-geomorphological dynamics seem important to determine differences in the rainfall and snowfall amounts, even between nearby stations. At high elevations, the northern head of Valtournenche Valley (station group 4—see the “Meteorological stations and microclimate” section and Fig. 1) resulted to be particularly rainy (average annual precipitation 963 mm) with peaks mostly in May, August and November and with snow intake (average annual snowfall 694 cm) larger than those recorded on the southern slopes of the E-W lineament of Aosta (station group 2, average annual rainfall 774 mm with peaks in May and September-October-November and average annual snowfall 486 cm). Comparing the east and the west part of the study area, the former (Mont Cervin area, average annual rainfall 811 m) resulted to be more humid than the latter (Mont Emilius, area average annual rainfall 671 m). In general, at low-middle elevations along the E-W lineament (i.e. group 1 stations), rainfall peaks are uniformly reached in spring and autumn (especially May and November).

Global and E-W lineament ATLRs, evaluated with only the altitude covariable, resulted to have good model performance indices (Table 3). The global ATLr was $−0.53°C/100 m$ and the same ATLr was obtained for the E-W lineament. Conversely, the ATLr for the N-S lineament resulted to be smaller ($−0.43°C/100 m$) but with a lower predictive performance (i.e. lower Pred-R$^2$, see Table 3). The slope aspect covariable resulted to added noise to the global and E-W lineament ATLrs (i.e. lower Pred-R$^2$) but improved slightly to the N-S lineament ATLr. The mean annual global ATLr resulted to be the most reliable as it shows the highest regression predictive index (Pred-R$^2$) and it agrees with the values traditionally recorded in the Alpine region (Rolland 2003).

Regarding the effective precipitation calculation procedure, average $Ts$ for single stations ranges between 1.8 and 2.8 °C, whereas the median $Ts$ ranges from 1.4 to 2.4 °C. A $Ts$ value equal to 2°C was thus chosen for the entire study area. For the degree day factor $Cm$, the mean value of the stations’ medians (i.e. 3.5 mm/degree day C) was selected as representative for the study area. Among the type C stations, only station ST9 was discarded in Step 3 (i.e. reconstruction of winter data series by means of multiple regression) because the implemented regression model did not reach the set criteria, with a R-squared equal to 0.66 ($<0.75$). Due to these scarce results, no correction is thus carried out for data from 1998 to 2018. However, the station was not discarded for further analysis on the EWI index—rockfalls correlation. Firstly, ST9 almost unique position at the bottom of the middle Valtournenche Valley was considered crucial for the comparative analysis. Secondly, data from 1990 to 1998, coming from the old manual ST9 station, were suitable for snow melting inputs correction (i.e. type B station). Moreover, the majority of the rockfalls associated to ST9 from 2000 to 2018 (i.e. 6 out of 8) occurred in summer and autumn, thus without the strict necessity of snow melting inputs reconstruction. However, for this station the possibility of slightly underestimated ECDFs has to be considered in performing the consequent comparative analysis.

Rockfalls and climate indices

Short-term rainfall

As a representative example, Fig. 4 compares, for station ST3, the maximum cumulated rainfall values in the different selected duration (i.e. 0.5 to 120 h) before each rockfall event (if available,
corresponding to the exact hour of occurrence, alternatively to the daily maximum) with the distribution of the monthly maxima cumulated values in the same duration and for the entire reference period. It shows that only 16 rockfall events (i.e. 17%) were associated to the exceedance of the 75th percentile of the distribution of at least one duration.

These results highlight that, except for some rockfalls associated to extreme events (such as heavy summer storms), in most cases short rainfall events alone are not able to justify the occurrence of rockfall events. Therefore, in the study area and for the considered volume range (more than 5 m³), a direct cause-effect relationship between rockfalls and short rainfall events cannot be assumed. This index, as it did not respect the procedure requirements adopted, was discarded.

Effective water inputs
As a representative example, Fig. 5 shows the ECDF ensemble for station ST14, representing the distribution of the EWI index for the different chosen durations (i.e. 1 to 60 days) and the associated rockfall values. Although the short-term rainfall index was discarded, by introducing durations of 1, 3 and 7 days in the EWI index, short and intense events were considered in the threshold construction, too. Carrying out the comparison with the ECDF curve, it resulted that more than 50% of the rockfalls were associated to at least one value larger than that corresponding to the 0.9 probability of the ECDF curve. This defined the 90th percentile as that representing not ordinary conditions for the area. More precisely, 73 rockfalls out of 138 were associated to not ordinary conditions. By considering the 75th percentile, the exceedance would increase to 80 rockfalls, leading to an increase in the relative number of rockfalls characterized by not ordinary conditions from 52.9 to 58.0%. However, the 90th percentile satisfies stricter criteria and it is therefore preferred.

The global approach was evaluated, too. Consistently with the local station approach, it shows more than 50% of the rockfalls associated to a value over 0.9 of the global ECDF curves, confirming the robustness of the adopted method. However, the global 0.9 cumulated rainfall values resulted to be very similar to those obtained for the stations with the longer temporal coverages, mostly located in the Mont Cervin subarea (7 out of 9 stations). In particular, adopting a global approach resulted in having (+3) events in not ordinary conditions in the northern part of
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**Fig. 2** a Annual frequency of rockfalls in the study area and historical evolution of the regional database (RD); b monthly frequency of rockfalls in the study area

---

**Fig. 3** a Frequency histogram of rockfall volume classes. b Empirical cumulative distribution function (ECDF) of rockfall volumes. c Rockfall frequency vs scarp altitude
Valtournenche Valley and (+5) in ordinary condition in its lower part. These resulting unbalanced relationships indicated a higher influence of data series of some stations in comparison to others in defining not ordinary conditions and consequently in threshold definition. This led to prefer the local approach and consequent threshold normalization (see the “From indices to thresholds” section). Therefore, MAP and RDN normalized thresholds based on the local approach were calculated and evaluated in comparison to the not normalized one (Fig. 6).

All the three thresholds are characterized by a negative power law. Figure 6 also shows that for very short (1 day) and very long durations (≥ 30 days), the not normalized threshold has a lower capability than the normalized thresholds to discern between ordinary and not ordinary conditions. Over the threshold (Fig. 6a), it is possible to distinguish the overlap of couples of I-D values characterized by percentiles either larger or lower than 0.9. This means that the normalized thresholds are more reliable than the not normalized one since they smooth better microclimatic differences.

Wet and dry cycles
Wet and dry episodes were calculated with data covering the period 2002–2018 at almost every station and a temporal resolution of 30 min. No correction with snowfall data was adopted for this index; therefore, a bias due to not heated rain gauges (9 out 15 stations used for the index) has to be considered for further applications beyond threshold construction.

As a representative example, Fig. 7 shows the boxplot ensemble related to the wet and dry episodes distribution (durations from 30 to 365 days) with the associated rockfall occurrence values, for station ST1. Carrying out this comparison for each station and associated rockfalls, it resulted that more than 50% of the rockfalls (69 out of 95, 72%) were associated to at least one value over the 75th percentile of the distribution, thus defining not ordinary conditions for the area. By considering the 80th percentile, the exceedance would decrease to 44% (42 rockfalls), while considering the 90th percentile the exceedance would decrease to 17% (16 rockfalls).

The threshold construction was thus carried out. Conversely to the EWI index, the global approach seems applicable as the two thresholds resulted to be very similar (Fig. 8). Moreover the 75th global percentiles resulted to be very close to the median value of the 75th stations associated values distribution (boxplots in Fig. 8). The global threshold is almost correspondent to the threshold built with the classical station by station approach. This does not state that the number of wet and dry episodes is the same within the area, but only that number of episodes related to not ordinary conditions leading to rockfall phenomena is quite similar for the rock masses in the area. As a global threshold for the whole area was individuated for this index, no further normalizations were carried out. The threshold curves have the form of a positive power law.

Freeze-thaw cycles
Figure 9 shows, as an example, the boxplots ensemble of the freeze-thaw cycles distribution (duration from 30 to 365 days) and the associated rockfall occurrence values, for station ST8. Carrying out this comparison for each station and associated rockfalls, it resulted that more than 50% (64 out of 117, 55%) of the rockfalls were associated to at least one value over the 75th percentile of the distribution, thus defining not ordinary conditions for the area. Considering the 80th percentile the exceedance would decrease to 47.8% (56 rockfalls), while selecting the 90th percentile the exceedance would drop to 43.5% (51 rockfalls).

Figure 10 displays the two thresholds built for the FT index. The first relates the number of FT cycles (NoC) and duration, and it was built from the original station data (Fig. 10a); it has the form of a positive power law. The second threshold relates the intensity of the FT cycles, normalized to the FTN parameter (I_{FTN}), to the duration (Fig. 10b). Coherently with the use of intensities instead of number of cycles, the resulting curve has the form of a negative power law. A global threshold in this case was not considered because it would have given much more weight to the highest elevations, hiding not ordinary conditions exceedance for low-mid altitude rock walls. Temperature, differently from rainfall, is a continuous parameter, and rockfalls are an expression of the loss of equilibrium between rock masses and the external environment, including the oscillation frequency through 0°C. For these reasons, the most suitable approach seemed to be a normalization, which should highlight anomalous oscillation frequencies for specific local conditions. However, even the normalization was not able to capture entirely the extreme local variability of the phenomenon of freeze-thaw cycles.

As shown in Fig. 10, some rockfalls are evidently very distant from the threshold curve, both up and down; this means that the threshold could both underestimate and overestimate the process. A slight improvement with the normalized threshold could be observed for middle-long durations (i.e. 120 and 90 days), but a high dispersion persisted for the shortest and longest durations (i.e. 1 and 365 days). For the sake of completeness, the threshold normalized to the mean annual number of freeze-thaw cycles resulted to be more dispersed than the other two and can be found in the Supplementary information.
Deciphering triggering and preparatory climatic factors
Out of the 168 dated events, 136 could be linked to climate indices. The remaining 32 rockfalls were discarded due to the lack of complete climate data (e.g., missing data in the time window related to the index calculation). Among these 136 rockfall, more than 95% (130) resulted to be associated to not ordinary conditions of effective water inputs, wet and dry episodes, freeze-thaw cycles or to a combination of these factors. Only six rockfalls occurred during ordinary meteorological conditions for EWI, WD and FT indices. However, five of these occurred during summer and one

Fig. 4 Boxplots of monthly maxima cumulated rainfall for selected duration from 0.5 to 120 h. Points represent cumulated rainfall values corresponding to each rockfall event not exceeding the 75th percentile, while diamonds represent cumulated rainfall values corresponding to each rockfall event exceeding the 75th percentile (each colour represents a specific rockfall and is maintained between the boxplots). All the presented graphs refer to ST3 data and associated rockfalls as an explicative example. The bottom and top of each box are the 25th and 75th percentiles, the line in the middle of each box is the median, and outliers (crosses) are values whose distance from the box is higher than 1.5 times the interquartile range. Whiskers go from the end of the interquartile range to the furthest observation within 1.5 times the interquartile range

Fig. 5 ECDF curves of cumulated precipitation for duration from 1 to 60 days. Red lines represent rockfalls with cumulated rainfall values over the 0.9 probability for more than one duration; blue lines represent rockfalls with cumulated rainfall values over the 0.9 probability for a single duration; dotted black lines represent rockfalls with cumulated rainfall values never exceeding the 0.9 probability value. The presented graphs refer to ST14 data and associated rockfalls.
in early autumn, so their possible relation with positive temperature anomalies was analysed (Fig. 11). In particular, a rockfall that occurred in July 2017 at 1175 m a.s.l. and a second one that initiated in August 2003 at 3735 m a.s.l. showed a high number of days, in different durations before their occurrence, in which daily Tmax was above the 99th percentile of the complete Tmax distribution or above the 90th percentile of the July to August Tmax distribution. Also, they showed a quite large number of days in which the daily \( \Delta T \)s were over the 90th percentile of their distribution, together with another rockfall occurred on June 05, 2006, at 1850 m a.s.l. For the other three rockfalls—which took place at medium altitudes on August 05, 2016, July 01, 2006, and October 14, 2018, respectively—an influence of high temperatures and gradients was more questionable, even if they showed an increment of the number of days in which the daily gradient was above the 90th percentile in periods of 30 days and 60 days before their occurrence.

Figure 12 analyses the seasonality of the triggering and preparatory factors. It shows that:

(i) During the spring season, the most frequent factor is made up of a combination of precipitation characteristics (EWI and WD indices) and FT cycles, followed by FT alone and EWI (or EWI combined with WD episodes). In spring, FT cycles could be linked, alone or in combination with rainfall, to 70% of the rockfall, stressing their predominant role in influencing the occurrence of such phenomena.

(ii) During summer, the combination of a precipitation-related index and FT cycles is still the most frequent association of factors leading to failure, reasonably due to the lag between stabilization of T above 0°C and snow melt water inputs still active at high altitudes. However, also WD cycles and effective precipitation have a high frequency. Some rockfalls could also be associated with high temperature peaks Fig. 11.

(iii) During autumn, precipitation is reasonably the main triggering-preparatory factor for rockfalls in the area, in correspondence with the second annual peak of the bimodal distribution of rainfall.

(iv) During winter months, a prevalent factor is not easily recognizable. However, effective precipitation seems crucial, especially in terms of snowfall income subject to intermittent accumulation and melting phases, or in combination with FT cycles, thus with freezing, melting and refreezing process.

This analysis also highlighted that the choice of the 75th percentile minimum cut-off to consider not ordinary conditions occurrence resulted suitable, as it was reached and exceeded throughout the year with different frequencies according to seasonality. As considered durations include both short-term (i.e. 1, 3, 7 days) and medium- to long-term (i.e. from 15 to 365 days) time periods, the seasonality of climate-related rockfalls can be biased depending on the duration considered critical. Nevertheless, this is consistent with the attempt to consider climate not only as a trigger but also as a long-term preparatory factor, going beyond the single season.

Relating rockfall scarps altitude and associated climate factors (Fig. 13a), a decreasing influence of EWI index could be observed by...
increasing altitude. Cumulated precipitation seems to be a very frequent triggering-preparatory factor at low-medium altitudes (400–1300 m a.s.l.). Conversely, WD episodes show a slightly growing effect on rockfall failure with increasing altitude. This could be linked to the different nature of precipitation events at high altitudes, where short and local storms prevail over high amounts of water resulting from long events. The association of FT cycles with EWI and WD episodes seems to remain stable with altitude. Finally, the single effect of FT cycles shows a peak at medium-high altitudes (1300–1800 m a.s.l.); this could be related to the transition zone where the 0°C temperature line is oscillating the most during the year.

Regarding the relationship between volumes and climate factors, only 73 out of the 136 analysed rockfalls have volume classes available; therefore, only a partial analysis could be carried out (Fig. 13b). The WD episodes effect is most evident for the smallest rockfalls (0.5–50 m³). FT cycles alone and in association with precipitation-related indices are predominant for rockfalls of medium and high volumes (larger than 5 m³). EWI resulted to have a quite high effect both on small- and medium-sized rockfalls. However, more data on volumes are needed to reliably investigate these relationships.

By comparing rockfall abundance with geological units (Fig. 14a), it resulted that the two most abundant units, the oceanic Zermatt-Saas and Combin units (38% and 33.8% of the study area respectively), gather the majority of rockfalls of the study area. This evidence is nonetheless confirmed in absolute terms of numbers of events per unit area (dots in Fig. 14a). Considering climatic factors (Fig. 14b), in the Zermatt-Saas unit, the most abundant triggering-predisposing factors were represented by rainfall (EWI or EWI+WD), followed by FT+EWI/WD. In the Combin unit, the opposite occurs. Only 10 rockfalls were recorded in the C-MM-P unit, covering 17.3% of the study area, and for this reason an assumption on the prevalent climatic indices is hardly feasible; however, 4 out of 10 rockfalls are ascribable to WD alone. The other three units are less abundant and with none or just 1 rockfall recorded.

Considering lithologies rather than units (Fig. 14c), it resulted that the number of rockfalls in granitoids is much less than in serpentinites-prasinites, having these two lithologies almost the same abundancy (24.7% and 23.3%, respectively) in the study area. In terms of number of events per unit area, metabasites and calcshists showed the highest value. Analysing the role played by climate (Fig. 14d), for serpentinites-prasinites lithology, the most common influencing factor was represented by the association FT+EWI/WD, followed by EWI or EWI/WD. Calcshists lithology was mostly associated to rainfall (EWI or EWI/WD), which doubled the FT+EWI/WD combination: For metabasites EWI or EWI/WD and FT+EWI/WD had almost the same abundancy. FT alone had almost the same abundancy among the three above-mentioned lithologies (slightly lower in serpentinites-prasinites). Although in granitoids and shists rockfalls are few and strong conclusions cannot be drawn, the events showed predominant relationships with WD and FT+EWI/WD, respectively.

The association between climatic indices and underlying geological units and lithologies should be linked also to local rock mass properties such as in situ stress and fracture network characteristics. Such an analysis would allow much more robust generalizations and the extrapolation of clearer relationships.

**Discussion**

This work explores four climatic indices as possible triggering and preparatory factors for rockfall instabilities in a sub-area of the Aosta Valley region, both considering short-term and long-term durations. Gunzburger et al. (2005) outlined that the distinction between triggering and preparatory factors, defined in terms of their action time frame, should not be intended as an absolute dichotomy, as they act in a continuous transition. This concept seems to be confirmed by the present work, as several rockfalls resulted to be associated to more than one duration corresponding to not ordinary conditions, and to a combination of different climatic indices acting at different temporal scales. In such cases it is almost impossible to state which condition (long-term index or short-term index) was responsible for final collapse. However, the definition of not ordinary conditions and the identification of indices critical combinations and thresholds can lead to a better
understanding of the mechanism of such events, helping in defining the most critical situations.

The historical rockfall inventory of Aosta Valley region was crucial for the whole analysis. The usefulness of not neglecting to record date and time of each rockfall event when known is indeed confirmed and could allow the calculation of specific climatic indices and thresholds.

However, although rich and suitable for the study, the analysis made on the location of source areas suggested a negative bias in event record acquisitions at high, poorly frequented elevations. This is a common and widespread problem, which leads to an incomplete (to an unknown extent) inventory (e.g. Petschko et al. 2014).

The highest rockfall frequency occurred in spring (March to May) and a secondary one in winter, with its main peak in January. Macciotta et al. (2015) found a comparable peak in January, explained by freeze-thaw cycle occurrence. Frayssines and Hantz (2006) found a similar annual cycle for rockfall occurrence in the Grenoble area but with the primary peak in winter rather than spring. Compared to this study, the authors focused on larger rockfall volumes (mainly > 50 m³) and lower altitudes (from 200 to 2000 m a.s.l.); thus, they investigated events characterized by a lower occurrence of freeze-thaw cycles in spring.

The comparison between climatic conditions recorded before each rockfall occurrence and ordinary (i.e. typical) climatic conditions for the area follows the approach of Paranunzio et al. (2015). Differently from these authors, in this study the cumulated precipitation index was designed to include the water inputs coming from snow melting processes, and it was renamed as effective water input index. In addition, other processed indices were explored, namely wet and dry episodes and freeze-thaw cycles. Conversely to D’Amato et al. (2016), who found that short-term rainfall gives the higher rockfall frequency, the occurrence of not ordinary conditions for the STR index showed poor correlation with rockfall occurrence. This difference may be explained by the lower volume range studied by D’Amato et al. (2016), which is mainly below 1 m³. In the Canadian Cordillera, Macciotta et al. (2017) suggested that snow melt can explain a peak in rockfall record in February to March. Accounting for snow melting inputs was possible by developing a simple method based on degree day factor and snow data conversion. The obtained representative degree day factor of 3.5 mm C⁻¹ day⁻¹ resulted to be coherent with typical literature values, which range from 1.6 to 6.0 mm C⁻¹ day⁻¹ (USDA-NEH 2004; He et al. 2014). The adopted correction method obviously introduced some simplifications regarding the complex dynamic of snow-related processes. However, the results obtained demonstrated the primary importance and utility of snow-derived water inputs when investigating reasons for rock mass instabilities. Therefore, in agreement with findings of several authors (e.g. Nishii et al. 2013; Crosta et al. 2014), the results of this study strengthen the need for in-depth research on this topic.

Deriving thresholds, when the critical percentile was exceeded for more than one duration, the lowest value was used for threshold construction. This choice represents a conservative approach, which is reasonably preferable when dealing with natural hazards. In addition,
During spring, a high number of events were related to water inputs (both in the form of precipitation and WD episodes) plus FT cycles not ordinary conditions. Therefore, these occurrences could be explained through the processes described by Matsuoka (2008) and Drahbing and Krautblatter (2019). According to these authors, rockfall can occur when water is available in cracks and joints (guaranteed by rainfall not ordinary conditions), and temperature conditions allow for frost wedging or ice segregation (guaranteed by FT cycles not ordinary conditions). Also, FT cycles alone are recognized as a highly frequent preparatory-triggering factor. Although the amplitude of thermal fluctuations of each cycle was not investigated in this work, in terms of processes, these occurrences could be related to repeated rock thermal stresses as described by Matsuoka (2019).

Only six rockfalls could not be associated to not ordinary conditions for the investigated climate indices. However, a preliminary exploratory analysis of these rockfalls suggested that they could be potentially referred to the occurrence of high temperatures and wide daily temperature gradients. Based on the elevations at which they took place, only a single rockfall could be referred to permafrost degradation (Matterhorn, 3735 m a.s.l., on August 04, 2003) as described by several authors working on high elevation rockfalls (Allen and Huggel 2013; Bodin et al. 2015; Paranunzio et al. 2016; Nigrelli et al. 2018). The event occurred at a medium-high elevation (1850 m a.s.l.) on June 05, 2009, could be possibly related to local episodes of late spring snow melting, as suggested by Paranunzio et al. (2016). The event recorded on July 09, 2017, at an elevation of 1175 m a.s.l., showed strong anomalies both in terms of high temperatures and temperature gradients; due to its elevation and date of occurrence, it fits well with the mechanism of thermal weathering described by Collins and Stock (2016) and Collins et al. (2018) and the thermal-related subcritical cracking described by Ishikawa et al. (2004). The same could be assumed for other three events, even if they had a weaker signal in terms of the effect of high temperatures and gradients. These few events are evidence of the growing effect of thermal fluctuations and extremely high temperatures on rock slope instabilities in the Alpine context. Having in mind the projected global warming, these preliminary results are therefore an indication that specific studies to enhance the knowledge related to these processes are necessary not only in arid and semi-arid environments but over Alpine regions, too.

Conclusions

This work exploited the historical rockfall inventory and the meteorological stations database of Mont Cervin and Mont Emilius Mountain Communities (Aosta Valley, northern Italy) to decipher the interactions between climate and rock wall failures. The period from 1990 to 2018 was selected as reference to perform the analysis. Climate processes were translated into four climate indices, namely short-term rainfall (STR), effective water inputs (EWI, including both rainfall and snow melting), wet and dry episodes (WD) and freeze-thaw cycles (FT). Climate indices values, calculated for several pre-selected durations, were linked to rockfall occurrences and compared to the statistical distribution of each index. Critical percentiles (at least 75th) of the distributions were selected for each index to discern between ordinary and not ordinary climatic conditions. To validate the cause-effect relationship between the climatic conditions and rockfall occurrences, at least 50% of the rockfalls had to take place under not ordinary conditions. These not ordinary conditions were then used to derive empirical thresholds for the different indices. For threshold construction, if the critical percentile is exceeded for more than one duration, the lowest value was associated to the failure event to maintain a precautionary approach.
The most relevant findings of the study are:

(i) Out of the 168 rockfalls with available date of occurrence, 136 resulted to be comparable with meteorological data. Among these latter, more than 95% resulted to be associated to the occurrence of not ordinary climatic conditions for at least a climate index.

(ii) Among the four indices, only the STR resulted not significant, not meeting the procedure requirements (more than 50% of rockfalls occurred under not ordinary conditions). Nevertheless, the EWI index includes 1- to 7-day cumulated rainfall, thus considering the effect of short-term precipitation, too.

(iii) Not ordinary conditions for the EWI, WD and FT indices were recognized in correspondence of the 90th, 75th and 75th percentile value, respectively.

(iv) The combination of not ordinary conditions related to a precipitation index (either EWI, WD or both) and FT resulted as the most frequent climate situation leading to rockfalls in the study area. The second most frequent reason was related to not ordinary conditions in EWI, followed by not ordinary conditions in FT.

(v) Frequency of not ordinary conditions and indices association leading to rockfalls resulted to be reasonable with seasonality. FT cycles are particularly relevant in spring, while EWI is by far the most common influencing factor in autumn. As EWI contains snow deriving inputs, it is reasonable it resulted as the second most common influencing factor in spring.

(vi) For the EWI index, MAP- and RDN-normalized thresholds discriminate ordinary and not ordinary climate conditions better than the original data (i.e. not normalized ID threshold), having the advantage of reducing data dispersion and allowing to compare different precipitation regimes in the study area.

(vii) The normalization approach adopted for the freeze-thaw cycles threshold by introducing the FTN parameter did not improve the results as for EWI. A definition of temperature altitudinal lapse rate at more detailed temporal scales, or another normalization method, could lead to a more reliable threshold. Moreover, quantifying the intensity of

Fig. 13 Bar charts representing triggering and preparatory indices and their relationship with a altitude and b volume classes. Data are normalized to the total number of rockfalls belonging to each class to make classes comparable.

Fig. 14 Frequency of rockfalls (both precisely and not precisely dated) in relationship with a geological-structural underlying unit and c lithology. Dots represent the frequency of rockfalls divided by the percentage of the area covered by the unit (lithology). Bar charts representing triggering and preparatory indices and their relationship with b geological unit and d lithology/rock type.
The authors declare no competing interests.

The procedure set up in this work could be applied in neighbouring regions. However, rock mass response to fatigue induced by climate processes also depends on local geomechanical conditions; thus, it is recommended to validate the presented thresholds or to develop local ones for different study areas. Dated rockfall events, which are rarely available, and a good spatial-temporal resolution of meteorological data are necessary to carry out a comparative analysis. For this reason, the efforts that some administrations (e.g. Aosta Valley region) are putting in developing not only spatial- but also temporal-detailed inventories are extremely important. The temporal information is the one that allows to analyse the influence on landslide occurrence of changing boundary conditions, such as climatic processes, land use and vegetation. This is fundamental to implement dynamic susceptibility, hazard and risk analyses, which are necessary in light of the climate changes affecting mountain environments. As for the outcomes of this study, it is expected that they will be used to set up a rockfall susceptibility analysis that will include, as spatially distributed predictors, summary variables derived from the relevant climate indices.
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