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Abstract

Khovanov-Lauda [27] define a 2-category $\mathcal{U}$ such that the split Grothendieck group $K_0(\mathcal{U})$ is isomorphic to an integral version of the quantized universal enveloping algebra $U(\mathfrak{sl}_n)$, $n \geq 2$. Beliakova-Habiro-Lauda-Webster [2] prove that the trace decategorification $\text{Tr}(\mathcal{U})$ of the Khovanov-Lauda 2-category is isomorphic to the current algebra $U(\mathfrak{sl}_n[t])$ – the universal enveloping algebra of the Lie algebra $\mathfrak{sl}_n \otimes \mathbb{C}[t]$. A 2-representation of $\mathcal{U}$ is a 2-functor from $\mathcal{U}$ to a linear, additive 2-category. In this note we are interested in the 2-representation, defined by Khovanov-Lauda using bimodules over cohomology rings of flag varieties. This 2-representation induces an action of the current algebra $U(\mathfrak{sl}_n[t])$ on the cohomology rings. We explicitly compute the action of $U(\mathfrak{sl}_n[t])$ generators using the trace functor. It turns out that the obtained current algebra module is related to another family of $U(\mathfrak{sl}_n[t])$-modules, called local Weyl modules. Using known results about the cohomology rings, we are able to provide a new proof of the character formula for the local Weyl modules.
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Introduction

Categorification is a process of finding category-theoretic analogs of set-like mathematical structures by replacing sets with categories, functions with functors and equations between functions by natural isomorphisms between functors. Decategorification is the inverse process which ‘forgets’ the morphisms in the category and identifies the isomorphic objects. Decategorification is usually understood as a functor that returns the split Grothendieck group $K_0(C)$ of an additive category $C$. The split Grothendieck group $K_0(C)$ is the abelian group generated by isomorphism classes $\{[x]_\cong \}_{x \in \text{Ob}(C)}$, modulo the relation

$$[x \oplus y]_\cong = [x]_\cong + [y]_\cong.$$

A 2-category is a category with an additional structure – the hom-sets are also categories. The split Grothendieck group of a 2-category can be thought of as a procedure for turning the 2-categorical structure of an additive category into a 1-categorical structure of an abelian group. We get a 1-category if we forget 2-morphisms in a 2-category and identify all isomorphic 1-morphisms.

We say that a category is $\mathbb{k}$-linear if the set of morphisms form a $\mathbb{k}$-linear vector space, and compositions are bilinear over $\mathbb{k}$. The trace of a $\mathbb{k}$-linear category $C$ is defined by

$$\text{Tr}C = \left( \bigoplus_{x \in \text{Ob}(C)} \text{End}_C(x) \right) / \text{Span}_{\mathbb{k}} \{ f \circ g - g \circ f \},$$

where $f$ and $g$ run through all pairs of morphisms $f : x \to y$ and $g : y \to x$ with $x, y \in \text{Ob}(C)$. The trace $\text{Tr}C$ of a 2-category $C$ is a category who has the same object set as $C$, and morphisms of $\text{Tr}C$ are the trace classes of 2-endomorphisms of $C$. 
A milestone in categorification was achieved independently by M. Khovanov and A. Lauda [27] and by R. Rouquier [39]. They define a 2-category \( \mathcal{U}_q(\mathfrak{sl}_n) \) whose split Grothendieck group gives the integral version of the idempotent completion \( \mathcal{U}_q(\mathfrak{sl}_n) \) of the associated quantum group \( \mathcal{U}_q(\mathfrak{sl}_n) \). In this note we will mainly work with the diagrammatic 2-category defined by Khovanov-Lauda [27]. They categorify Beilinson-Lusztig-MacPherson [1] idempotent version \( \hat{\mathcal{U}}_q(\mathfrak{sl}_n) \), in which the unit in \( \mathcal{U}_q(\mathfrak{sl}_n) \) is replaced by a collection of idempotents \( \{ 1_\pi \} \), indexed by elements \( \bar{\pi} \) of the integral \( \mathfrak{sl}_n \) weight lattice \( X \). The \( \mathbb{Q}(q) \)-module \( \hat{\mathcal{U}}_q(\mathfrak{sl}_n) \) has a natural category structure with the object set \( X \), and hom-sets from \( \bar{\pi} \in X \) to \( \bar{\nu} \in X \) are given by \( 1_\pi \hat{\mathcal{U}}_q(\mathfrak{sl}_n)1_\nu \). The algebra \( \hat{\mathcal{U}}_q(\mathfrak{sl}_n) \) is generated over \( \mathbb{Q}(q) \) by elements \( 1_\pi \), \( 1_{\bar{\nu}+\bar{\alpha}}E_\bar{\alpha}1_\bar{\nu} \) and \( 1_{\bar{\nu}-\bar{\alpha}}F_\bar{\alpha}1_\bar{\nu} \), modulo certain relations, where \( \bar{\nu} \in X \), \( i \in I = \{ 1, \ldots, n-1 \} \) and \( \alpha_i \) is the \( i \)-th simple root.

Khovanov and Lauda define \( \mathcal{U}_q(\mathfrak{sl}_n) \) to be the 2-category with the object set \( X \) and 1-morphisms generated by the identity 1-morphism \( 1_\pi \) and the morphisms \( \mathcal{E}_i 1_\pi : \bar{\pi} \to \bar{\nu} + \alpha_i \), \( \mathcal{F}_i 1_\pi : \bar{\pi} \to \bar{\nu} - \alpha_i \) for all \( i \in I \). For each 1-morphism \( f \) there is also a degree shifted 1-morphism \( f(t) \) in \( \mathcal{U}_q(\mathfrak{sl}_n) \) for each \( t \in \mathbb{Z} \). The 2-morphisms are \( \mathbb{F} \)-vector spaces spanned by certain oriented planar diagrams, modulo isotopies and local relations. For example,

\[
\begin{array}{c}
\varepsilon_j \\
\downarrow \\
\varepsilon_i \\
\downarrow \\
\bar{\pi} + \alpha_i + \alpha_j \\
\downarrow \\
\varepsilon_i + \alpha_i \\
\downarrow \\
\varepsilon_j \\
\end{array}
\]

is a 2-morphism \( \mathcal{E}_i \mathcal{E}_j 1_\pi \to \mathcal{E}_j \mathcal{E}_i 1_\pi(1) \). Let \( \mathcal{U}_q(\mathfrak{sl}_n) \) be the smallest 2-category which contains \( \mathcal{U}_q(\mathfrak{sl}_n) \) and has splitting idempotents. The split Grothendieck group \( K_0(\mathcal{U}_q(\mathfrak{sl}_n)) \) can be regarded as a \( \mathbb{Z}[q, q^{-1}] \)-module if we forget the 2-morphisms, identify isomorphic 1-morphisms and let the degree shift \( (1) \) of a 1-morphism correspond to a multiplication by \( q \). Khovanov and Lauda prove that there is a \( \mathbb{Z}[q, q^{-1}] \)-module isomorphism between an integral form of \( \hat{\mathcal{U}}_q(\mathfrak{sl}_n) \) and the split Grothendieck group \( K_0(\mathcal{U}_q(\mathfrak{sl}_n)) \) which maps \( q^i E_i 1_\pi \) to \([\mathcal{E}_i 1_\pi(t)]_\mathbb{Z} \), \( q^i F_i 1_\pi \) to \([\mathcal{F}_i 1_\pi(t)]_\mathbb{Z} \) for all \( i \in I \) and \( q^i 1_\pi \) to \([1_\pi(t)]_\mathbb{Z} \).

Let \( \mathcal{U} \) be the modification of \( \mathcal{U}_q(\mathfrak{sl}_n) \), where degree shifts of each 1-morphism are identified, and 2-morphisms are not required to preserve the degree. The split Grothendieck group \( K_0(\mathcal{U}) \) is a \( \mathbb{Z} \)-module rather than a \( \mathbb{Z}[q, q^{-1}] \)-module since identifying morphisms that differ by a degree shifts will correspond to setting \( q = 1 \) on the \( K_0 \) level.

The trace \( \text{Tr} \mathcal{U} \) turns out to be a larger algebra with a \( \mathbb{Z} \)-grading. Let \( \mathfrak{sl}_n[t] = \mathfrak{sl}_n \otimes \mathbb{K}[t] \) be the extension of \( \mathfrak{sl}_n \) by the polynomials in parameter \( t \). The Lie bracket \( [a \otimes t^r, b \otimes t^s] = [a, b] \otimes t^{r+s} \) defines a graded Lie algebra structure on \( \mathfrak{sl}_n \otimes \mathbb{K}[t] \) with \( \deg(a \otimes t^r) = 2r \). We call the universal enveloping algebra \( \mathcal{U}(\mathfrak{sl}_n[t]) \) the \textit{current algebra}. Current algebra is generated over \( \mathbb{K} \) by \( E_{i,r} = E_i \otimes t^r, F_{i,r} = F_i \otimes t^r, H_{i,r} = H_i \otimes t^r \) for all \( r \geq 0 \) and \( i \in I \), where \( E_i, F_i, H_i \) are the Chevalley basis of \( \mathfrak{sl}_n \). Beliakova-Habiro-Lauda-Webster [2] prove that \( \text{Tr} \mathcal{U} \) is algebraically isomorphic to \( \mathcal{U}(\mathfrak{sl}_n[t]) \).
Representations of $U_q(\mathfrak{sl}_n)$ are used to obtain invariants of links and 3-manifolds. A motivation for categorifying the representations is to achieve even stronger invariants. A 2-representation or categorical representation of $U_q(\mathfrak{sl}_n)$ is a graded, additive 2-functor $U_Q(\mathfrak{sl}_n) \to K$ for some graded, additive 2-category $K$. Categorical representations of $U_q(\mathfrak{sl}_n)$ have been studied even before the categorification of the quantum group $U_q(\mathfrak{sl}_n)$ itself. A categorification of the tensor products of the fundamental $\mathfrak{sl}_2$ representation was first algebraically formulated by Bernstein-Frenkel-Khovanov [6], later extended to the quantum group $U_q(\mathfrak{sl}_2)$ by Frenkel-Khovanov-Stroppel [22], Stroppel [43], Chuang-Rouquier [20], and to $U_q(\mathfrak{sl}_n)$ by Mazorchuk-Stroppel [36], Webster [46]. A big role here has always played the graded, parabolic BGG category $O$ of certain finitely generated $\mathfrak{gl}_m$ weight modules.

A modification of $K$ by allowing 2-morphisms of any degree lets us to define a 2-representation $U \to K$. We define the center $Z(x)$ of an object $x \in \text{Ob}(K)$ to be the endomorphism ring $\text{End}(1_x)$ and the center of objects $Z(K)$ to be $Z(K) = \bigoplus_{x \in \text{Ob}(K)} Z(x)$. In [5] it has been proven that any 2-representation $U \to K$ induces an action of $U(\mathfrak{sl}_n[t])$ on $\text{Tr} K$ and on $Z(K)$.

Our first result is a construction of a current algebra module using a 2-representation defined by Khovanov-Lauda [27]. We first present their 2-representation in terms of symmetric polynomials and then compute the current algebra action on the center of objects.

A $n$-composition of $N$ is an ordered $n$-tuple of non-negative integers which sum up to a fixed integer $N$. Let $\nu = (\nu_1, \nu_2, \ldots, \nu_n)$ be a $n$-composition of $N$ and $P_\nu$ be the subalgebra of the polynomial ring in variables $X_1, X_2, \ldots, X_N$, which is symmetric in the first $\nu_1$-tuple of variables, in the second $\nu_2$-tuple of variables and so forth. This ring is generated by complete symmetric polynomials $h_r(\nu; i)$ in $i$-th tuple of $\nu_i$ variables over all $r \geq 0, 1 \leq i \leq n$, as well as by elementary symmetric polynomials $e_r(\nu; i)$ or by power sum symmetric polynomials $p_r(\nu; i)$.

We will construct a 2-category $\text{Pol}_N$ together with a 2-representation $\Theta_N: U \to \text{Pol}_N$. Objects in $\text{Pol}_N$ are the graded rings $P_\nu$ for each $n$-composition of $N$, 1-morphisms are bimodules over $P_\nu$, and 2-morphisms are bimodule maps. $\text{Pol}_N$ is equivalent to the 2-category $\text{EqFlag}_N$, which is defined by Khovanov-Lauda to show the non-degeneracy of $U$.

$\text{EqFlag}_N$ is constructed using bimodules over equivariant cohomology rings of partial flag varieties, and mapping Chern classes in $\text{EqFlag}_N$ to elementary symmetric polynomials in $\text{Pol}_N$ defines an equivalence of 2-categories.

The split Grothendieck group of $\text{Pol}_N$ gives the finite-dimensional, simple highest weight $\mathfrak{sl}_n$ module $V(\lambda_0)$ of the highest weight $\lambda_0 = N\omega_1$ for the first fundamental weight $\omega_1$. This proven by Frenkel-Khovanov-Stroppel [22] for the case $n = 2$ and by Khovanov-Lauda [27] for general $n$. 

4
Let $\mathcal{R}^\lambda$ be the deformed KLR algebra assigned to a dominant weight $\lambda$ (see [46], section 3.3), and let $\mathcal{R}^\lambda$-pMod be the category of finitely generated, projective, graded $\mathcal{R}^\lambda$-modules. The 2-functor $\Theta_N$ factors through $\mathcal{R}^\lambda$-pMod:

\[ \begin{array}{ccc}
\mathcal{U} & \xrightarrow{\Theta_N} & \text{Pol}_N \\
\downarrow & & \downarrow \\
\mathcal{R}^\lambda_0\text{-pMod} & & \Theta'_N 
\end{array} \]

where $\Theta'_N$ is a strongly equivariant 2-functor in the sense of Webster [46].

The 2-representation $\Theta_N$ induces a current algebra action on the center of objects $Z(\text{Pol}_N) = \bigoplus \nu \mathcal{P}_\nu$. We identify the current algebra module structure in $\bigoplus \nu \mathcal{P}_\nu$ explicitly in our next result.

**Theorem 1.** Let $\nu$ be an $n$-composition of $N$, $i \in I$, $\alpha_i = (0, \ldots, 0, 1, -1, 0, \ldots, 0)$, $k_i = \sum_{l=1}^i \nu_l$ and $m, j \geq 0$. The action of the current algebra $U(\mathfrak{sl}_n[\hbar])$ on $\bigoplus \nu \mathcal{P}_\nu$ is defined as follows.

1. The map $F_{i,j}: \mathcal{P}_\nu \rightarrow \mathcal{P}_{\nu-\alpha_i}$ is the $\mathcal{P}_{\nu-\alpha_i}$-module homomorphism such that

   \[ F_{i,j}(X^{m}_{k_i}) = \sum_{l=0}^{\nu_i-1} (-1)^l e_l(\nu - \alpha_i; i)h_{m+j+\nu_i+n+1-1-i}(\nu - \alpha_i; i+1). \]

2. The map $E_{i,j}: \mathcal{P}_\nu \rightarrow \mathcal{P}_{\nu+\alpha_i}$ is the $\mathcal{P}_{\nu+\alpha_i}$-module homomorphism such that

   \[ E_{i,j}(X^{m}_{k_{i+1}}) = \sum_{l=0}^{\nu_{i+1}-1} (-1)^l e_l(\nu + \alpha_i; i+1)h_{m+j+n+1-1-i}(\nu + \alpha_i; i). \]

3. The map $H_{i,j}: \mathcal{P}_\nu \rightarrow \mathcal{P}_\nu$ is the multiplication by $(-1)^j(p_j(\nu; i+1) - p_j(\nu; i))$ if $j > 0$, and by $\nu_i - \nu_{i+1}$ if $j = 0$.

The proof of Theorem 1 follows from a direct computation using diagrammatic description of 2-morphisms in $\mathcal{U}$ and some relations in the polynomial algebra. The action of $E_{i,j}$ and $F_{i,j}$ for $j = 0$ are already given by Brundan [9] using Schur-Weyl duality, Theorem 1 generalizes it for a current algebra parameter $j$ in the context of 2-representation theory.

Brundan [9] defines a finite-dimensional quotient $C^\lambda_\nu$ of the algebra $P_\nu$ for a given $n$-composition $\nu$ and $n$-partition $\lambda$ of $N$. We will show that the current algebra action defined in Theorem 1 descends to the quotient ring $\bigoplus \nu C^\lambda_\nu$, following a similar proof for $\mathfrak{sl}_n$ action given by Brundan [9].
The rings $C^\lambda_\nu$ appear naturally in geometry and 2-representation theory. Brundan and Ostrik [13] prove that $C^\lambda_\nu$ is isomorphic to the cohomology ring of a Spaltenstein variety – a quiver variety of type $A$. Mackaay [33] shows that $\bigoplus_\nu C^\lambda_\nu$ is isomorphic to the center of the $\mathfrak{sl}_m$ web algebra and to the center of the foam category. Brundan [9] proves an algebra isomorphism between $\bigoplus_\nu C^\lambda_\nu$ and the center of parabolic category $O^\lambda$. Varagnolo-Vasserot-Shan [42] and Webster [45] prove a graded algebra isomorphism between the center of the cyclotomic KLR algebra and $\bigoplus_\nu C^\lambda_\nu$.

It turns out that the current algebra action on $\bigoplus_\nu C^\lambda_\nu$ is related to a certain family of current algebra modules, called local Weyl modules. A local Weyl module $W(\lambda)$ of the current algebra $U(\mathfrak{sl}_n[t])$ assigned to a dominant weight $\lambda \in X$ is defined to be the graded module generated by $v_\lambda$ over $U(\mathfrak{sl}_n[t])$, subject to the following relations for all $i \in I$ and $j \geq 0$:

\[ E_{i,j} v_\lambda = F_{i,j}^\lambda v_\lambda = 0, \quad H_{i,j} v_\lambda = \delta_{0,j}^\lambda v_\lambda, \]

where $\delta$ is the Kronecker symbol. $W(\lambda)$ is finite-dimensional, inherits degree from the current algebra, and each homogeneous piece $W(\lambda)^{2r}$, $r \geq 0$ is an $\mathfrak{sl}_n$-module.

Local Weyl modules play an important role in the study of finite-dimensional representations of affine Lie algebras. Chari-Pressley [19] were first to introduce them, where they prove certain universality properties. Since then local Weyl modules and their infinite-dimensional analogues, called global Weyl modules, have attracted a vast amount of interest. Chari-Loktev [18] show that local Weyl modules are isomorphic to another families of current algebra modules, called Demazure modules and fusion modules. Fusion modules are certain graded tensor products of fundamental $\mathfrak{sl}_n$ representations, and by setting $t = 1$ we recover the usual tensor products. Kodera-Naoi [29] prove that radical and socle series of local Weyl modules coincide with their grading filtration. They also relate local Weyl modules to the homology groups of Nakajima’s quiver varieties of type $A$.

The graded character and dimension formulas for $\bigoplus_\nu C^\lambda_\nu$ are given by Brundan [9]. This result allows us to compute graded characters and dimensions of the local Weyl modules in terms of the Kostka-Foulkes polynomials (see [32]). The Kostka-Foulkes polynomials $K_{\lambda,\nu}(t)$, indexed by a partition $\lambda$ and a composition $\nu$ play major role in the representation theory of affine Lie algebras and symmetric groups.

**Theorem 2.** Let $\lambda$ be a $n$-partition of a positive integer $N$. Let $\bar{\lambda} = \sum_{i=1}^{n-1} (\lambda_i - \lambda_{i+1}) \omega_i$, where $\omega_i$, $i \in I$ are fundamental $\mathfrak{sl}_n$ weights. The graded character of the local Weyl module $W(\bar{\lambda})$ is given by the formula

\[ \text{ch}_t W(\bar{\lambda}) = \sum_{\tau} K_{\tau, \lambda, \lambda}(t) \text{ch} V(\bar{\tau}), \]
and the graded dimension of the weight space $\mathcal{V}$ is given by

$$\sum_{r \geq 0} \dim_{\mathbb{C}} W_{\overline{\lambda}}(2r) t^r = \sum_{\tau} K_{\tau,\nu}(1) K_{\tau,\chi}(t),$$

where the summations on the right hand sides are over all $n$-compositions of $N$, $V(\overline{\tau})$ is the finite-dimensional, simple $\mathfrak{sl}_n$ module with the highest weight $\overline{\tau} = \sum_{i=1}^{n-1} (\tau_i - \tau_{i+1}) \omega_i$, and $W_{\overline{\tau}}(\overline{\lambda})$ is the weight space $W_{\overline{\tau}}(\overline{\lambda}) = \{ w \in W(\overline{\lambda}) | H_{i,0} w = (\nu_i - \nu_{i+1}) w \}$.

The proof of Theorem 2 follows easily from the work of Shan-Varagnolo-Vasserot [42] (also see Webster [45]). They show that $\bigoplus_{\nu} C_\nu$ is isomorphic to the dual Weyl module $W^*(\overline{\lambda})$. We only need to adjust the degree, and this will gives a character formula. This formula can be understood as a character decategorification of $W(\overline{\lambda})$. The graded dimension is obtained from the character formula.

Theorem 2 is probably already known to experts. We, however, give a new proof with a different approach and a simpler formula. Sanderson [41] computes characters of Demazure modules, and this can be combined with results of Chari-Loktev [18] to derive the characters for local Weyl modules. Chari-Ion ([17], Theorem 4.1) also give a character formula, however they use an entirely different approach, combinatorics and proof of which is beyond our understanding.

**Organization.** The structure of this note is organized as follows. We start by giving the relevant definitions concerning traces and 2-categories. In the second section we define the Khovanov-Lauda 2-category using the diagrammatic presentation. We also state main results in trace decategorification of categorified quantum groups. In the third and fourth sections, we concern ourselves with the local Weyl modules of current algebra and 2-representations of categorified quantum $\mathfrak{sl}_n$. The last section is devoted to the polynomial construction of the 2-category $\text{Pol}_N$. We then explicitly describe the current algebra action on the center of objects of $\text{Pol}_N$ and use it to derive the character formula of local Weyl modules.

**Acknowledgements.** The author thanks Anna Beliakova for suggesting this project and teaching a great deal about the categorified quantum groups; Jonathan Brundan and Aaron Lauda for valuable comments on earlier versions of this note. The author was supported by the Swiss National Science Foundation.
1 Trace functor

1.1 Trace of a ring

Let \( k \) be a field of zero characteristics. The trace of a square matrix with elements in \( k \) is the sum of its diagonal entries. Given two square matrices \( A, B \), the trace satisfies the property
\[
\text{tr}(AB) = \text{tr}(BA).
\]
(1.1)

More generally, for any finite-dimensional \( k \)-vector space \( V \), a trace is a linear map
\[
\text{tr}: \text{End}_k(V) \to k
\]
such that the trace relation holds:
\[
\text{tr}(fg) = \text{tr}(gf) \quad \text{for any} \quad f, g \in \text{End}_k(V).
\]

As a simple invariant of a linear endomorphism, the trace has many important applications. For example, given a representation \( \varphi: G \to \text{Aut}_k(V) \) of a group \( G \), the character \( \chi_{\varphi}: G \to k \) of the representation \( \varphi \) is the function sending each group element \( g \in G \) to the trace of \( \varphi(g) \). The character of a representation carries much of the essential information about a representation.

We now generalize the notion of the trace from the ring of endomorphisms of \( V \) to any \( k \)-algebra. For a \( k \)-algebra \( A \), the Hochschild homology \( HH_\bullet(A) \) of \( A \) can be defined as the homology of the Hochschild chain complex
\[
C_\bullet = C_\bullet(A): \quad \cdots \to C_n(A) \xrightarrow{d_n} C_{n-1}(A) \xrightarrow{d_{n-1}} \cdots \xrightarrow{d_2} C_1(A) \xrightarrow{d_1} A \to 0,
\]
(1.2)

where \( C_n(A) = A \otimes k^\bullet \) and
\[
d_n(a_0 \otimes \cdots \otimes a_n) := \sum_{i=0}^{n-1} (-1)^i a_0 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_n + (-1)^n a_n a_0 \otimes a_1 \otimes \cdots \otimes a_{n-1}
\]
for \( a_0, \ldots, a_{n-1} \in A \). We define the trace or the cocenter of \( A \) to be the zeroth Hochschild homology \( HH_0(A) \) of \( A \).

Definition 1.1.1. The trace of a \( k \)-algebra \( A \) defined as
\[
\text{Tr} A = HH_0(A) = A/[A, A] = A/\text{Span}_k\{ab - ba \mid a, b \in A\}.
\]

8
Many interesting algebras can be presented by diagrams in the plane modulo some local relations. Multiplication in $A$ is represented by stacking diagrams on top of each other:

$$\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\vdots \\
a \\
\end{array}
\end{array}
\end{array} \circ \begin{array}{c}
\begin{array}{c}
\vdots \\
b \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\vdots \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots \\
a \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots \\
b \\
\end{array}
\end{array}
\end{array}$$

for $a, b \in A$. Then the trace $\text{Tr}A$ can be described by diagrams on the annulus, modulo the same local relations as those for $A$ and the map

$$A \to A/[A, A]$$

has a diagrammatic description

$$\begin{array}{c}
\begin{array}{c}
\vdots \\
a \\
\end{array}
\end{array} \mapsto \begin{array}{c}
\begin{array}{c}
\vdots \\
a \\
\end{array}
\end{array}$$

Notice that by sliding elements of $A$ around the annulus we see that $ab = ba$ in the quotient $\text{HH}_0(A)$.

The Hochschild cochain complex is defined as

$$C^\bullet = C^\bullet(A) : \quad 0 \to A \xrightarrow{\delta_0} C^0(A) \xrightarrow{\delta_1} C^1(A) \xrightarrow{\delta_2} \ldots \xrightarrow{\delta_{n-1}} C^{n-1}(A) \xrightarrow{\delta_n} C^n(A) \to \ldots,$$

where $C^n(A) = \text{Hom}_k(A^\otimes n, A)$ and

$$\delta_n(f)(a_0 \otimes \cdots \otimes a_n) = \sum_{i=0}^{n-1} (-1)^i f(a_0 \otimes \cdots \otimes a_ia_{i+1} \otimes \cdots \otimes a_n) + (-1)^n f(a_na_0 \otimes a_1 \otimes \cdots \otimes a_{n-1}),$$

$$\delta_0(a_0)(a_1) = a_0a_1 - a_1a_0$$

for $a_0, \ldots, a_{n-1} \in A, f \in \text{Hom}_k(A^\otimes n, A)$. The Hochschild cohomology is

$$HH^n(A) = \ker \delta_n / \text{im} \delta_{n-1}$$
for \( n \geq 0 \). In particular,

\[
HH^0(A) = \ker \delta_0 = \{ a \in A \mid \delta_0(a) = 0 \} = \{ a \in A \mid a_0a - aa_0 = 0 \text{ for all } a_0 \in A \}.
\]

The zeroth Hochschild cohomology \( HH^0(A) \) of a ring \( A \) can be identified with the center of \( A \):

\[
HH^0(A) \cong Z(A).
\]

The center \( Z(A) \) acts naturally on the trace \( TrA \). This action can be graphically understood by cutting the diagram of an element \( b \in TrA \) and inserting the diagram of \( a \in Z(A) \):

\[
\begin{array}{c}
a \triangleright \vspace{1cm}
\begin{tikzpicture}
\begin{scope}
\node (o) at (0,0) {0};
\node (b) at (0,-1) {b};
\draw[shift={(0,0)}, dashed] (0,0) circle (1cm);
\draw[shift={(0,0)}, dashed] (0,-2) circle (1cm);
\end{scope}
\node at (2,0) {=};
\node (a) at (4,0) {a};
\node (b) at (4,-1) {b};
\draw[shift={(4,0)}, dashed] (0,0) circle (1cm);
\draw[shift={(4,0)}, dashed] (0,-2) circle (1cm);
\end{tikzpicture}
\end{array}
\]

### 1.2 Trace of a linear category

A *small category* \( \mathcal{C} \) consists of a set of objects \( \text{Ob}(\mathcal{C}) \) and a set of morphisms \( \mathcal{C}(x, y) \) for each pair \( x, y \in \text{Ob}(\mathcal{C}) \). We assume that categories are small for the rest of this section. A \( \mathbb{k} \)-linear category is a category in which hom-sets are \( \mathbb{k} \)-linear vector spaces, and compositions of morphisms are bilinear over \( \mathbb{k} \). A \( \mathbb{k} \)-algebra can be understood as a \( \mathbb{k} \)-linear category with one object. We generalize the notion of trace to \( \mathbb{k} \)-linear categories.

**Definition 1.2.1.** The trace \( \text{TrC} \) of the category \( \mathcal{C} \) is defined as

\[
\text{TrC} = \left( \bigoplus_{x \in \text{Ob}(\mathcal{C})} \text{End}_{\mathcal{C}}(x) \right) / \text{Span}_{\mathbb{k}} \{ f \circ g - g \circ f \}, \quad (1.3)
\]

where \( f \) and \( g \) run through all pairs of morphisms \( f : x \to y, g : y \to x \) and \( x, y \in \text{Ob}(\mathcal{C}) \).

We denote the trace class of a morphism \( f \) by \( [f] \). A \( \mathbb{k} \)-linear functor between two \( \mathbb{k} \)-linear categories \( \mathcal{C} \) and \( \mathcal{D} \) is a functor \( F : \mathcal{C} \to \mathcal{D} \) such that the map \( F : \mathcal{C}(x, y) \to \mathcal{D}(F(x), F(y)) \) is an abelian group homomorphism for \( x, y \in \text{Ob}(\mathcal{C}) \). The trace \( \text{Tr} \) is a \( \mathbb{k} \)-linear functor.
An additive category is a \(\mathbb{K}\)-linear category equipped with a zero object and biproducts, also called direct sums.

**Lemma 1.2.2.** If \(C\) is an additive category, then for \(f: x \to x\) and \(g: y \to y\) we have

\[
[f \oplus g] = [f] + [g]
\]

in \(\text{Tr} C\).

**Proof.** Since \(f \oplus g = (f \oplus 0) + (0 \oplus g): x \oplus y \to x \oplus y\), we have

\[
[f \oplus g] = [f \oplus 0] + [0 \oplus g].
\]

Now we have \([f \oplus 0] = [ifp] = [pif] = [f]\), where \(p: x \oplus y \to x\) and \(i: x \to x \oplus y\) are the projection and the inclusion maps. Similarly, \([0 \oplus g] = [g]\) holds. \(\square\)

**Example 1.2.3.** Let \(C = \text{Vect}_\mathbb{K}\) be the category of finite-dimensional \(\mathbb{K}\)-vector spaces. Since any finite-dimensional vector space is isomorphic to a finite direct sum of copies of \(\mathbb{K}\), by Lemma 1.2.2 we have \(\text{Tr Vect}_\mathbb{K} = \mathbb{K}\).

**Example 1.2.4.** Let \(C = \text{grVect}_\mathbb{K}\) be the category of finite-dimensional \(\mathbb{Z}\)-graded vector spaces, i.e. any \(V \in \text{Ob}(C)\) decomposes as \(V = \bigoplus_{n \in \mathbb{Z}} V_n\) with \(\deg(x) = n\) for any \(x \in V_n\), and morphisms in \(\text{grVect}_\mathbb{K}\) are degree preserving. Then \(\text{Tr grVect}_\mathbb{K} = \bigoplus_{n \in \mathbb{Z}} \mathbb{K} = \mathbb{K}[q, q^{-1}]\). The multiplication by \(q\) is interpreted as a shift of the degree by one.

The previous examples can be further generalized. For a linear category \(C\) there is a universal additive category generated by \(C\), called the additive closure \(C^{\oplus}\), in which the objects are formal finite direct sums of objects in \(C\), and the morphisms are matrices of morphisms in \(C\). There is a canonical fully faithful functor \(\mathcal{C} \to C^{\oplus}\). Every linear functor \(F: \mathcal{C} \to \mathcal{D}\) to an additive category \(\mathcal{D}\) factors through \(\mathcal{C} \to C^{\oplus}\) uniquely up to natural isomorphism. We consider the trace of the additive closure \(C^{\oplus}\) of a linear category \(C\). The homomorphism

\[
\text{tr}\ i: \text{Tr} C \to \text{Tr} C^{\oplus}
\]

induced by the canonical functor \(i: \mathcal{C} \to C^{\oplus}\) is an isomorphism. The inverse \(\text{tr}: \text{Tr} C^{\oplus} \to \text{Tr} C\) is defined by

\[
\text{tr}[(f_{k,l})_{k,l}] = \sum_k [f_{k,k}]
\]
for an endomorphism in $C^\oplus$

$$(f_{k,l})_{k,l \in \{1,\ldots,n\}} : x_1 \oplus \cdots \oplus x_n \to x_1 \oplus \cdots \oplus x_n$$

with $f_{k,l} : x_l \to x_k$ in $C$.

### 1.3 Idempotent completions and split Grothendieck group

A projection or idempotent in $\text{Vect}_k$ is an endomorphism $p : V \to V$ satisfying the relation $p^2 = p$. In this case $(\text{Id}_V - p) : V \to V$ is also an idempotent, and together these two idempotents decompose the space $V$ into a direct sum of the image of the projection $p$ and the image of the projection $\text{Id}_V - p$.

More generally, an idempotent in a $\mathbb{k}$-linear category $\mathcal{C}$ is an endomorphism $e : x \to x$ satisfying $e^2 = e$. An idempotent $e : x \to x$ in $\mathcal{C}$ is said to split if there is an object $y$ and morphisms $g : x \to y$, $h : y \to x$ such that $hg = e$ and $gh = 1_y$. The Karoubi envelope $\text{Kar}(\mathcal{C})$ is the category whose objects are pairs $(x, e)$ of objects $x \in \text{Ob}(\mathcal{C})$ and an idempotent endomorphism $e : x \to x$ in $\mathcal{C}$. The morphisms

$$f : (x, e) \to (y, e')$$

are morphisms $f : x \to y$ in $\mathcal{C}$ such that $f = e'fe$. Composition is induced by the composition in $\mathcal{C}$, and the identity morphism is $e : (x, e) \to (x, e)$. $\text{Kar}(\mathcal{C})$ is equipped with a $\mathbb{k}$-linear category structure. The Karoubi envelope can be thought of as a minimal enlargement of the category $\mathcal{C}$ in which all idempotents split.

We can identify $(x, 1_x)$ with the object $x$ of $\mathcal{C}$. This identification gives rise to a natural embedding functor $\iota : \mathcal{C} \to \text{Kar}(\mathcal{C})$ such that $\iota(x) = (x, 1_x)$ for $x \in \text{Ob}(\mathcal{C})$ and $\iota(f : x \to y) = f$. The Karoubi envelope $\text{Kar}(\mathcal{C})$ has the universality property that if $F : \mathcal{C} \to \mathcal{D}$ is a $\mathbb{k}$-linear functor to a $\mathbb{k}$-linear category $\mathcal{D}$ with split idempotents, then $F$ extends to a functor from $\text{Kar}(\mathcal{C})$ to $\mathcal{D}$ uniquely up to natural isomorphism. The following proposition illustrates one of the key advantages of the trace, namely its invariance under passing to the Karoubi envelope.

**Proposition 1.3.1.** The map $\text{Tr} \iota : \text{Tr} \mathcal{C} \to \text{Tr} \text{Kar}(\mathcal{C})$ induced by $\iota$ is bijective.

**Proof.** Recall that an endomorphism $f : (x, e) \to (x, e)$ in $\text{Kar}(\mathcal{C})$ is just a morphism $f : x \to x$ in $\mathcal{C}$ satisfying the condition that $f = efe$. Define a map $u : \text{Tr} \text{Kar}(\mathcal{C}) \to \text{Tr} \mathcal{C}$ sending $[f] \in \text{Tr} \text{Kar}(\mathcal{C})$ to $[f] \in \text{Tr} \mathcal{C}$. Then one can check that $u$ is an inverse to $\text{Tr} \iota$. \hfill $\square$

The split Grothendieck group $K_0(\mathcal{C})$ of an additive category $\mathcal{C}$ is an abelian group generated by isomorphism classes $[x]_\sim$ of objects $x \in \text{Ob}(\mathcal{C})$ modulo the relation $[x \oplus y]_\sim = \ldots$
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The split Grothendieck group $K_0$ defines a functor from additive categories to abelian groups.

**Example 1.3.2.** $K_0(\text{Vect}_k) = \mathbb{Z}$ is generated by $[k]_{\mathbb{Z}}$.

Define a homomorphism

$$h_C : K_0(C) \longrightarrow \text{Tr} C$$

by

$$h_C([x]_{\mathbb{Z}}) = [1_x]$$

for $x \in \text{Ob}(C)$. Indeed, one can easily check that

$$h_C([x \oplus y]_{\mathbb{Z}}) = [1_x] + [1_y],$$

since $1_{f \oplus g} = 1_f \oplus 1_g$. The map $h_C$ defines a natural transformation

$$h : K_0 \Rightarrow \text{Tr} : \text{AdCat} \to \text{Ab},$$

where $\text{AdCat}$ denotes the category of additive small categories. The map $h_C$ is called the *Chern character map*. It is neither injective nor surjective in general.

A *graded $k$-linear category* is a $k$-linear category equipped with an auto-equivalence $\langle 1 \rangle : C \to C$. In a graded $k$-linear category, for objects $x, y \in \text{Ob}(C)$ and a morphism $f : x \to y$, there exist objects $x(t), y(t) \in \text{Ob}(C)$ and a morphism $f(t) : x(t) \to y(t)$ for each $t \in \mathbb{Z}$, where $\langle t \rangle$ is $\langle 1 \rangle$ applied $t \in \mathbb{Z}$ times. The trace and the split Grothendieck groups of a graded linear category $C$ are $\mathbb{Z}[q, q^{-1}]$-modules such that $[x \langle t \rangle]_{\mathbb{Z}} = q^t [x]_{\mathbb{Z}}$, and $[f(t)] = q^t [f]$ for $x \in \text{Ob}(C)$ and $f \in \text{End}(x)$.

A *translation* in $C$ is a family of natural isomorphisms $x \simeq x(t)$ for all $x \in \text{Ob}(C)$ and $t \in \mathbb{Z}$. Given a graded $k$-linear category $C$, we can form a category $C^*$ with the same objects as $C$ and morphisms

$$C^*(x, y) = \bigoplus_{t \in \mathbb{Z}} C(x, y \langle t \rangle).$$

(1.4)

The category $C^*$ admits a translation, since for any $x \in \text{Ob}(C)$ and $t \in \mathbb{Z}$ the natural isomorphism $x \simeq x(t)$ is given by $1_x \in C(x, x) = C(x, x \langle t \rangle (-t)) \subset C^*(x, x(t))$ together with the inverse map $1_x \langle t \rangle \in C(x(t), x(t)) = C(x \langle t \rangle, x(0) \langle t \rangle) \subset C^*(x(t), x)$.
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The isomorphism \( x \simeq x(t) \) forgets the \( q \)-grading by setting \( q = 1 \) on the split Grothendieck group and makes \( K_0(C^*) \) a \( \mathbb{Z} \)-module. The same is also true for \( \text{Tr} C^* \) since \([f(t)] = [f]\) for any endomorphism \( f : x \to x \).

However, hom-spaces of \( C^* \) contain degree \( t \) morphisms \( C^*(x, y(t)) \) for all \( t \in \mathbb{Z} \). Hence \( \text{Tr} C^* \) decomposes into equivalence classes of morphisms of degree \( t \):

\[
\text{Tr} C^*(x, y) = \bigoplus_{t \in \mathbb{Z}} \text{Tr} C(x, y(t)).
\]

(1.5)

Thus, \( \text{Tr} C^*(x, y) \) is a \( \mathbb{Z} \)-graded abelian group.

### 1.4 2-categories and trace

**Definition 1.4.1.** A 2-category \( C \) consists of the following data.

- A collection of objects.
- For each pair of objects \( x, y \), a category \( C(x, y) \). The objects of \( C(x, y) \) are called 1-morphisms from \( x \) to \( y \). For any \( u, u' \in \text{Ob}(C(x, y)) \), morphisms \( f : u \to u' \) are called 2-morphisms.
- There is a composition of 1-morphisms: if \( u \in \text{Ob}(C(x, y)) \) and \( v \in \text{Ob}(C(y, z)) \), then \( vu \in \text{Ob}(C(x, z)) \). This composition is associative: for any object \( \zeta \) and \( w \in \text{Ob}(C(z, \zeta)) \) we have \( (vw)u = w(vu) \).
- There is a horizontal composition of 2-morphisms: if \( u, u' \in \text{Ob}(C(x, y)) \), \( f : u \to u' \) and \( v, v' \in \text{Ob}(C(y, z)) \), \( g : v \to v' \), then there exists a 2-morphism \( g * f : vu \to v'u' \). The horizontal composition is associative.
- 2-morphisms can also be composed vertically: if \( u, u', u'' \in \text{Ob}(C(x, y)) \), \( f : u \to u' \) and, \( f' : u' \to u'' \), then there is a 2-morphism \( f'f : u \to u'' \). This composition is associative. Moreover, let \( v, v', v'' \in \text{Ob}(C(y, z)) \), \( g : v \to v' \) and, \( g' : v' \to v'' \). The following rule holds between horizontal and vertical compositions of 2-morphisms:

\[
(g'g) * (f'f) = (g'*f')(g*f).
\]
- For every object \( x \) there is an identity 1-morphism \( 1_x \in \text{Ob}(C(x, x)) \) such that for any \( u \in \text{Ob}(C(x, y)) \), we have \( 1_yu = u1_x = u \).
For every 1-morphism \( u \in \text{Ob}(C(x, y)) \) there exists an identity 2-morphism \( 1_u \) such that for all \( u' \in \text{Ob}(C(x, y)) \) and \( f: u \to u' \), we have \( 1_u f = f 1_u = f \) and \( 1_{u'} f = f * 1_{u'} = f \). Additionally, the identity 2-morphisms must be compatible with composition of 1-morphisms: \( 1_v * 1_u = 1_{vu} \) for any \( v \in \text{Ob}(C(y, z)) \).

**Definition 1.4.2.** A 2-functor \( F: C \to D \) from a 2-category \( C \) to a 2-category \( D \) consists of

- a function \( F: \text{Ob}(C) \to \text{Ob}(D) \), and
- for each pair of objects \( x, y \) in \( C \), a functor \( F: C(x, y) \to D(Fx, Fy) \).

### 1.5 Kar, \( K_0 \) and Tr for 2-categories

A 2-category \( C \) is \( \kappa \)-linear if the categories \( C(x, y) \) are \( \kappa \)-linear for all objects \( x, y \) in \( C \), and the composition functor preserves the \( \kappa \)-linear structure. Similarly, an additive \( \kappa \)-linear 2-category is a \( \kappa \)-linear 2-category in which the categories \( C(x, y) \) are additive.

A graded linear 2-category is a 2-category whose hom-spaces form graded linear categories, and the composition map preserves degree.

The following definitions extend notions of trace, split Grothendieck group and Karoubi envelope to the 2-categorical setting.

- Given an additive \( \kappa \)-linear 2-category \( C \), define the split Grothendieck group \( K_0(C) \) of \( C \) to be the \( \kappa \)-linear category with \( \text{Ob}(K_0(C)) = \text{Ob}(C) \) and with \( K_0(C)(x, y) := K_0(C(x, y)) \) for any two objects \( x, y \in \text{Ob}(C) \). For \( [f] \in K_0(C)(x, y) \) and \( [g] \in K_0(C)(y, z) \) the composition in \( K_0(C) \) is defined by \( [g] \circ [f] := [g \circ f] \).

- The trace \( \text{Tr}C \) of a \( \kappa \)-linear 2-category is the \( \kappa \)-linear category with \( \text{Ob}(\text{Tr}C) = \text{Ob}(C) \) and with \( \text{Tr}C(x, y) := \text{Tr}(C(x, y)) \) for any two objects \( x, y \in \text{Ob}(C) \). For a 2-endomorphism \( \sigma \) in \( C(x, y) \) and a 2-endomorphism \( \tau \) in \( C(y, z) \), we have \( [\tau] \circ [\sigma] = [\tau \circ \sigma] \). The identity morphism for \( x \in \text{Ob}(\text{Tr}C) = \text{Ob}(C) \) is given by \([1_x]\).

- The Karoubi envelope \( \text{Kar}(C) \) of a \( \kappa \)-linear 2-category \( C \) is the \( \kappa \)-linear 2-category with \( \text{Ob}(\text{Kar}(C)) = \text{Ob}(C) \) and with hom-categories \( \text{Kar}(C)(x, y) := \text{Kar}(C(x, y)) \). The composition functor \( \text{Kar}(C)(y, z) \times \text{Kar}(C)(x, y) \to \text{Kar}(C)(x, z) \) is induced by the universal property of the Karoubi envelope from the composition functor in \( C \). The fully-faithful additive functors \( C(x, y) \to \text{Kar}(C(x, y)) \) form an additive 2-functor \( C \to \text{Kar}(C) \) that is universal with respect to splitting idempotents in the hom-categories \( C(x, y) \).
A 2-functor \( F: C \to D \) between \( \mathbb{CZ} \)-linear 2-categories \( C \) and \( D \) is a \( \mathbb{CZ} \)-linear 2-functor if for objects \( x, y \) in \( C \) the functor \( F: C(x, y) \to D(x, y) \) is \( \mathbb{CZ} \)-linear. In this case \( F \) induces a \( \mathbb{CZ} \)-linear functor

\[
\text{Tr} F: \text{Tr} C \to \text{Tr} D,
\]
such that

\[
\text{Tr} F = F: \text{Ob}(\text{Tr} C) \to \text{Ob}(\text{Tr} D)
\]
on the objects, and for \( x, y \in \text{Ob}(C) \)

\[
(\text{Tr} F)_{x,y} = \text{Tr}(F_{x,y}): \text{Tr} C(x, y) \to \text{Tr} D(F(x), F(y)).
\]

Let \( C \) be a \( \mathbb{CZ} \)-linear 2-category. The center \( Z(x) \) of an object \( x \in \text{Ob}(C) \) is the commutative ring of endomorphisms \( C(1_x, 1_x) \). We call \( Z(C) = \bigoplus_{x \in \text{Ob}(C)} Z(x) \) the center of objects of \( C \).

We call \( C \) a pivotal 2-category if for every 1-morphism \( u: x \to y \) there exists a biadjoint morphism \( u^*: y \to x \), together with 2-morphisms

\[
\begin{align*}
\text{ev}_u &: u^* u \to 1_x, \\
\text{coev}_u &: 1_y \to uu^*, \\
\tilde{\text{ev}}_u &: uu^* \to 1_y, \\
\tilde{\text{coev}}_u &: 1_x \to u^* u
\end{align*}
\]

such that biadjointness relations

\[
\begin{align*}
(\tilde{\text{ev}}_u \otimes 1_u) (1_u \otimes \text{coev}_u) &= (1_u \otimes \text{ev}_u) (\text{coev}_u \otimes 1_u) = 1_u, \\
(\text{ev}_u \otimes 1_{u^*}) (1_{u^*} \otimes \text{coev}_u) &= (1_{u^*} \otimes \tilde{\text{ev}}_u) (\text{coev}_u \otimes 1_{u^*}) = 1_{u^*}
\end{align*}
\]

hold. Pivotal 2-categories admit rich a diagrammatic presentation in the following way. We denote the objects by areas labeled with the objects. Then 1-morphisms are described by the vertices of the diagrams separating two regions, and 2-morphisms are the edges of the diagrams. The horizontal composition of two diagrams \( A \circ B \) places \( A \) to the right of \( B \) in the plane. The vertical composition \( AB \) of two diagrams means the stacking of \( A \) on top of \( B \). The 2-morphisms (1.6) and (1.7) can be depicted as

\[\begin{align*}
\begin{array}{c}
\text{ev}_u \colon u^* u \to 1_x, \\
\text{coev}_u \colon 1_y \to uu^*, \\
\tilde{\text{ev}}_u \colon uu^* \to 1_y, \\
\tilde{\text{coev}}_u \colon 1_x \to u^* u
\end{array}\end{align*}\]
and the relations (1.8) and (1.9) are

\[
\begin{align*}
\begin{tikzpicture}
  \node (x) at (0,0) {$x$};
  \node (y) at (0,-2) {$y$};
  \node (u) at (-2,0) {$u$};
  \node (v) at (2,0) {$v$};
  \draw (x) edge[->] (y)
  \node (x') at (0,0) {$x'$};
  \node (y') at (0,-2) {$y'$};
  \node (u') at (-2,0) {$u'$};
  \node (v') at (2,0) {$v'$};
  \draw (x') edge[->] (y')
  \node (x''') at (0,0) {$x'''$};
  \node (y'''') at (0,-2) {$y'''$};
  \node (u''') at (-2,0) {$u'''$};
  \node (v''') at (2,0) {$v'''$};
  \draw (x''') edge[->] (y''')

diagram
\end{tikzpicture}
\end{align*}
\]

In a pivotal 2-category \( \mathcal{C} \) we can define the left and right duals of a given 2-morphism \( f : u \to v \) as follows:

\[
f^* := (\text{ev}_v \otimes 1_{u^*}) (1_v \otimes f \otimes 1_{u^*}) (1_{v^*} \otimes \text{coev}_u) : v^* \to u^*,
\]

\[
^*f := (1_{u^*} \otimes \tilde{\text{ev}}_v) (1_{u^*} \otimes f \otimes 1_{v^*}) (\tilde{\text{coev}}_u \otimes 1_{v^*}) : v^* \to u^*.
\]

Diagrammatically, the right and left duals of the 2-morphism

\[
\begin{tikzpicture}
  \node (f) at (0,1) {$f$};
  \node (u) at (-2,0) {$u$};
  \node (v) at (2,0) {$v$};
  \draw (f) edge[->] (u)
  \draw (f) edge[->] (v)
\end{tikzpicture}
\]

can be depicted as

\[
\begin{align*}
\begin{tikzpicture}
  \node (f) at (0,1) {$f^*$};
  \node (u) at (-2,0) {$u^*$};
  \node (v) at (2,0) {$v^*$};
  \draw (f) edge[->] (u)
  \draw (f) edge[->] (v)
\end{tikzpicture}
\end{align*}
\]

A pivotal 2-category \( \mathcal{C} \) is called cyclic if the left and right duals of all 2-morphisms are equal. In a cyclic category \( \mathcal{C} \) there is a well-defined action of the trace \( \text{Tr} \mathcal{C} \) on the center of objects \( Z(\mathcal{C}) \) as follows. Let \( u : x \to y \) be a 1-morphism, \( [f] \) denote the trace class of a 2-morphism \( f : u \to u \), and \( a \in Z(x) \). Then we define the map \( [f] : Z(x) \to Z(y) \),

\[
[f](a) = \tilde{\text{ev}}_u \circ (f \otimes a \otimes 1_{u^*}) \circ \text{coev}_u.
\]
In terms of diagrams an element in \( Z(x) \) is a closed diagram at a region labeled by \( x \). The action of the trace corresponds to the closure of diagram \( f \) around \( a \), and this will give us a closed diagram at region \( y \):

\[
\begin{array}{c}
\ast \\
\ast
\end{array}
\xrightarrow{x \mapsto \cdot \cdot \cdot f \cdot \cdot \cdot a \mapsto y}, \quad (1.10)
\]

2 The categorified quantum \( \mathfrak{sl}_n \)

In this section we will set our notation for \( \mathfrak{sl}_n \) weight lattice. We will then introduce the quantum \( \mathfrak{sl}_n \) and its diagrammatic categorification \( U_Q(\mathfrak{sl}_n) \) by Khovanov and Lauda. There is an alternative categorification of the quantum \( \mathfrak{sl}_n \), which is given by Rouquier [39]. Brundan [8] proves the isomorphism between Rouquier’s 2-category and \( U_Q(\mathfrak{sl}_n) \).

2.1 Cartan datum for \( \mathfrak{sl}_n \)

Let \( I = \{1, 2, \ldots, n-1\} \) be the set of vertices of the Dynkin diagram of type \( A_{n-1} \), \( n \geq 2 \): 

\[
\begin{array}{c}
\circ \\
\circ \circ \\
\circ \circ \circ \\
\end{array}
\xrightarrow{1 \ 2 \ 3 \ \cdots \ n-1}
\]

(2.1)

\( \text{Simple roots} \) are defined as \( \alpha_i = (0, \ldots, 0, 1, -1, 0, \ldots, 0) \in \mathbb{Z}^n \), \( i \in I \), where 1 occurs in the \( i \)-th component. Let \( (\cdot, \cdot) \) be the standard scalar product on \( \mathbb{Z}^n \). Then 

\[
a_{ij} = (\alpha_i, \alpha_j) = \begin{cases} 
2 & \text{if } i = j, \\
-1 & \text{if } |i - j| = 1, \\
0 & \text{if } |i - j| > 1
\end{cases}
\]

are the entries of the Cartan matrix associated to \( \mathfrak{sl}_n \).

We will call the elements \( \omega_i = (1, \ldots, 1, 0, \ldots, 0) \in \mathbb{Z}_+^n \), \( i \in I \) with \( i \) number of 1’s the \textit{fundamental weights}. Notice that we have \( (\omega_i, \alpha_j) = \delta_{ij} \). Fundamental weights generate the integral \( \mathfrak{sl}_n \)-weight lattice \( X \) over \( \mathbb{Z} \).

By \( \mathcal{P}(n, N) \) we denote \( n \)-compositions of \( N \) – the set of \( n \)-tuples of non-negative integers which sum up to a positive integer \( N \), and by \( \mathcal{P}^+(n, N) \) the set of \( n \)-partitions of \( N \), that is, elements \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \in \mathcal{P}(n, N) \) such that \( \lambda_i \geq \lambda_{i+1} \) for all \( i \in I \). For each composition \( \nu = (\nu_1, \nu_2, \ldots, \nu_n) \in \mathcal{P}(n, N) \) there is a corresponding \( \mathfrak{sl}_n \) weight \( \bar{\nu} = \sum_{i \in I} (\nu_i - \nu_{i+1}) \omega_i \). Note that \( \bar{\nu} \) does not define \( \nu \) uniquely unless we fix \( N \). We will
sometimes abuse the notation and write $\mathfrak{p} = (\mathfrak{p}_1, \mathfrak{p}_2, \ldots, \mathfrak{p}_{n-1}) \in \mathbb{Z}^{n-1}$, $\mathfrak{p}_i = \nu_i - \nu_{i+1}$ although $\mathfrak{p}$ is not a composition. If $\mathfrak{p}_i \geq 0$ for all $i \in I$, we call $\mathfrak{p}$ a dominant integral weight. If $\lambda \in \mathcal{P}^+(n, N)$, then $\overline{\lambda}$ is a dominant weight.

Define the composition $\nu + \alpha_i \in \mathcal{P}(n, N)$ as

$$\nu + \alpha_i = (\nu_1, \ldots, \nu_{i-1}, \nu_i + 1, \nu_{i+1} - 1, \nu_{i+2}, \ldots, \nu_n)$$

if $\nu_{i+1} > 0$ and $\emptyset$ otherwise. Similarly,

$$\nu - \alpha_i = (\nu_1, \ldots, \nu_{i-1}, \nu_i - 1, \nu_{i+1} + 1, \nu_{i+2}, \ldots, \nu_n)$$

for $\nu_i > 0$ and $\emptyset$ if $\nu_i = 0$. In this case we have

$$\overline{\nu + \alpha_i} = \begin{cases} (\overline{\mathfrak{p}}_1 + 2, \overline{\mathfrak{p}}_2 - 1, \overline{\mathfrak{p}}_3, \ldots, \overline{\mathfrak{p}}_{n-2}, \overline{\mathfrak{p}}_{n-1}) & \text{if } i = 1, \\ (\overline{\mathfrak{p}}_1, \overline{\mathfrak{p}}_2, \ldots, \overline{\mathfrak{p}}_{n-2}, \overline{\mathfrak{p}}_{n-1} - 1, \overline{\mathfrak{p}}_{n-1} + 2) & \text{if } i = n - 1, \\ (\overline{\mathfrak{p}}_1, \ldots, \overline{\mathfrak{p}}_{i-1} - 1, \overline{\mathfrak{p}}_i + 2, \overline{\mathfrak{p}}_{i+1} - 1, \ldots, \overline{\mathfrak{p}}_{n-1}) & \text{if } 1 < i < n - 1, \end{cases}$$

$$\overline{\nu - \alpha_i} = \begin{cases} (\overline{\mathfrak{p}}_1 - 2, \overline{\mathfrak{p}}_2 + 1, \overline{\mathfrak{p}}_3, \ldots, \overline{\mathfrak{p}}_{n-2}, \overline{\mathfrak{p}}_{n-1}) & \text{if } i = 1, \\ (\overline{\mathfrak{p}}_1, \overline{\mathfrak{p}}_2, \ldots, \overline{\mathfrak{p}}_{n-2}, \overline{\mathfrak{p}}_{n-1} + 1, \overline{\mathfrak{p}}_{n-1} - 2) & \text{if } i = n - 1, \\ (\overline{\mathfrak{p}}_1, \ldots, \overline{\mathfrak{p}}_{i-1} + 1, \overline{\mathfrak{p}}_i - 2, \overline{\mathfrak{p}}_{i+1} + 1, \ldots, \overline{\mathfrak{p}}_{n-1}) & \text{if } 1 < i < n - 1. \end{cases}$$

### 2.2 The quantum group $U_q(\mathfrak{sl}_n)$

The algebra $U_q(\mathfrak{sl}_n)$ is the unital $\mathbb{Q}(q)$-algebra generated by the elements $E_i, F_i$ and $K_i, K_i^{-1}$ for $i \in I$ together with the following relations:

$$K_i^{-1}K_i = K_i K_i^{-1} = 1, \quad K_i K_j = K_j K_i,$$

$$K_i E_j K_i^{-1} = q^{a_{ij}} E_j, \quad K_i F_j K_i^{-1} = q^{-a_{ij}} F_j,$$

$$E_i F_j - F_j E_i = \delta_{ij} \frac{K_i - K_i^{-1}}{q - q^{-1}},$$

$$E_i^2 E_j - (q + q^{-1}) E_i E_j E_i + E_j E_i^2 = 0 \quad \text{if } a_{ij} = -1,$$

$$F_i^2 F_j - (q + q^{-1}) F_i F_j F_i + F_j F_i^2 = 0 \quad \text{if } a_{ij} = -1,$$

$$E_i E_j = E_j E_i, \quad F_i F_j = F_j F_i \quad \text{if } a_{ij} = 0.$$
Let \( \hat{U}_q(\mathfrak{sl}_n) \) be Lusztig’s idempotented version of \( U_q(\mathfrak{sl}_n) \), where the unit is replaced by a collection of orthogonal idempotents \( 1_{\nu} \) indexed by the weight lattice \( X \) of \( \mathfrak{sl}_n \),

\[
1_{\nu}1_{\mu} = \delta_{\nu\mu}1_{\nu},
\]

such that if \( \nu = (\nu_1, \nu_2, \ldots, \nu_{n-1}) \), then

\[
K_i1_{\nu} = 1_{\nu}K_i = q^{\nu_i}1_{\nu}, \quad E_i1_{\nu} = 1_{\nu+\alpha_i}E_i, \quad F_i1_{\nu} = 1_{\nu-\alpha_i}F_i.
\]

\( \hat{U}_q(\mathfrak{sl}_n) \) can be viewed as a category with objects \( \nu \in X \) and morphisms given by compositions of \( E_i \) and \( F_i \) with \( 1 \leq i < n \) modulo the above relations.

For \( A := \mathbb{Z}[q, q^{-1}] \), the \( A \)-algebra \( \hat{A}U_q(\mathfrak{sl}_n) \), the integral form of \( \hat{U}_q(\mathfrak{sl}_n) \) is generated by products of divided powers \( E_i(\alpha)1_{\nu} := [\alpha]!1_{\nu}E_i, \quad F_i(\alpha)1_{\nu} := [\alpha]!1_{\nu}F_i \) for \( \nu \in X \) and \( i \in I \). The subalgebra \( \hat{A}U^+_q(\mathfrak{sl}_n) \) generated by \( E_i(\alpha)1_{\nu}, \nu \in X \) is called the positive half of \( \hat{A}U_q(\mathfrak{sl}_n) \).

### 2.3 The 2-category \( U_Q(\mathfrak{sl}_n) \)

Here we describe a categorification of \( U_q(\mathfrak{sl}_n) \) by M. Khovanov and A. Lauda. From now on we assume that the underlying field is complex field. Fix the following choice of scalars \( Q \) consisting of \( \{t_{ij}\}_{i,j \in I} \) such that

- \( t_{ii} = 1 \) for all \( i \in I \) and \( t_{ij} \in \mathbb{C}^* \) for \( i \neq j \),
- \( t_{ij} = t_{ji} \) if \( a_{ij} = 0 \),

and a choice of bubble parameters \( c_i, \nu \in \mathbb{C}^* \) for \( i \in I \) and a weight \( \nu \) such that

\[
c_j,\nu+\alpha_i/c_i,\nu = t_{ij}.
\]

**Definition 2.3.1.** The 2-category \( U_Q(\mathfrak{sl}_n) \) is the graded linear 2-category consisting of:

- **objects** are \( \mathfrak{sl}_n \) weights \( \bar{\nu} \).

- **1-morphisms** are formal direct sums of (degree shifts of) compositions of

\[
1_{\nu}, \quad 1_{\nu+\alpha_i}\varepsilon_i = 1_{\nu+\alpha_i}\varepsilon_i1_{\nu} = \varepsilon_i1_{\nu}, \quad \text{and} \quad 1_{\nu-\alpha_i}\mathcal{F}_i = 1_{\nu-\alpha_i}\mathcal{F}_i1_{\nu} = \mathcal{F}_i1_{\nu}
\]

for \( i \in I \) and a weight \( \bar{\nu} \).
2-morphisms are \( \mathbb{C} \)-vector spaces spanned by compositions of the following tangle-like diagrams label by \( i \in I \):

\[
\begin{align*}
\nu + \alpha_i & \ 
\overset{\nu + \alpha_i}{\longrightarrow}^\rho_i : \mathcal{E}_i \mathbf{1}_\nu \to \mathcal{E}_i \mathbf{1}_\nu, \\
\nu - \alpha_i & \ 
\overset{\nu - \alpha_i}{\longrightarrow}^\rho_i : \mathcal{F}_i \mathbf{1}_\nu \to \mathcal{F}_i \mathbf{1}_\nu,
\end{align*}
\]

\( (2.4) \)

\[
\begin{align*}
\nu + \alpha_i & \ 
\overset{\nu + \alpha_i}{\longrightarrow}^\rho_i : \mathcal{E}_i \mathbf{1}_\nu \to \mathcal{E}_i \mathbf{1}_\nu \langle 2 \rangle, \\
\nu - \alpha_i & \ 
\overset{\nu - \alpha_i}{\longrightarrow}^\rho_i : \mathcal{F}_i \mathbf{1}_\nu \to \mathcal{F}_i \mathbf{1}_\nu \langle 2 \rangle,
\end{align*}
\]

\( (2.5) \)

\[
\begin{align*}
\bigwedge_i \nu : \mathcal{E}_i \mathcal{E}_j \mathbf{1}_\nu \to \mathcal{E}_j \mathcal{E}_i \mathbf{1}_\nu \langle -a_{ij} \rangle, \\
\bigwedge_i \nu : \mathcal{F}_i \mathcal{F}_j \mathbf{1}_\nu \to \mathcal{F}_j \mathcal{F}_i \mathbf{1}_\nu \langle -a_{ij} \rangle,
\end{align*}
\]

\( (2.6) \)

\[
\begin{align*}
\bigcup_i \nu : \mathbf{1}_\nu \to \mathcal{F}_i \mathcal{E}_i \mathbf{1}_\nu \langle 1 + \nu_i \rangle, \\
\bigcup_i \nu : \mathbf{1}_\nu \to \mathcal{E}_i \mathcal{F}_i \mathbf{1}_\nu \langle 1 - \nu_i \rangle,
\end{align*}
\]

\( (2.7) \)

\[
\begin{align*}
\bigcap_i \nu : \mathcal{F}_i \mathcal{E}_i \mathbf{1}_\nu \to \mathbf{1}_\nu \langle 1 + \nu_i \rangle, \\
\bigcap_i \nu : \mathcal{E}_i \mathcal{F}_i \mathbf{1}_\nu \to \mathbf{1}_\nu \langle 1 - \nu_i \rangle.
\end{align*}
\]

\( (2.8) \)

The two 2-morphisms (2.4) are identity 2-morphisms. We read diagrams from right to left and from bottom to top. That is, the horizontal composition of the 2-morphisms corresponds to drawing the respective diagrams side by side from right to left, and vertical composition means stacking diagrams on top of each other. If the labels of the strands do not match in the vertical composition, then we set the composition to zero. Isotopies are allowed as long as they do not change the combinatorial type of a diagram.

The 2-morphisms satisfy the following relations:

1. The identity morphisms of \( \mathcal{E}_i \mathbf{1}_\nu \) and \( \mathcal{F}_i \mathbf{1}_\nu \) are biadjoint up to a degree shift:

\[
\begin{align*}
\bigwedge_i \nu : \mathcal{E}_i \mathbf{1}_\nu \to \mathcal{E}_i \mathbf{1}_\nu \langle \nu + \nu_i \rangle, \\
\bigwedge_i \nu : \mathcal{F}_i \mathbf{1}_\nu \to \mathcal{F}_i \mathbf{1}_\nu \langle \nu - \nu_i \rangle,
\end{align*}
\]

\( (2.9) \)

\[
\begin{align*}
\bigcup_i \nu : \mathbf{1}_\nu \to \bigcup_j \mathcal{E}_j \mathbf{1}_\nu \langle 1 + \nu_i \rangle, \\
\bigcup_i \nu : \mathbf{1}_\nu \to \bigcup_j \mathcal{E}_j \mathbf{1}_\nu \langle 1 - \nu_i \rangle,
\end{align*}
\]

\( (2.10) \)
2. The 2-morphisms are cyclic with respect to this biadjoint structure:

\[
\begin{array}{c}
\nu - \alpha_i \uparrow \downarrow \nu = \nu - \alpha_i \uparrow \downarrow \nu = \nu - \alpha_i \downarrow \uparrow \nu.
\end{array}
\] (2.11)

The cyclicity for crossings are given by

\[
\begin{array}{c}
i \times_j \nu = \nu \downarrow \uparrow j \times_i \nu = i \times_j \nu.
\end{array}
\] (2.12)

Sideways crossings are defined by the equalities:

\[
\begin{array}{c}
j \times_i \nu = \nu \downarrow \uparrow i \times_j \nu = j \times_i \nu.
\end{array}
\] (2.13)

\[
\begin{array}{c}
j \times_j \nu = \nu \downarrow \uparrow j \times_i \nu = j \times_j \nu.
\end{array}
\] (2.14)

where the second equalities in (2.13) and (2.14) follow from (2.12).

3. The following local relations hold for upwards oriented strands:

i) \[
\begin{array}{c}
i \times_j \nu = \left\{ \begin{array}{ll}
0 & \text{if } a_{ij} = 2, \\
t_{ij} \uparrow \downarrow j \times_i \nu & \text{if } a_{ij} = 0, \\
t_{ij} \uparrow \downarrow j \times_i \nu + t_{ji} \uparrow \downarrow j \times_i \nu & \text{if } a_{ij} = -1.
\end{array} \right.
\] (2.15)

ii) The nilHecke dot sliding relations

\[
\begin{array}{c}
i \times_i \nu = i \times_i \nu - \nu \downarrow \uparrow i \times_i \nu = i \times_i \nu - \nu \downarrow \uparrow i \times_i \nu = \nu \downarrow \uparrow i \nu.
\end{array}
\] (2.16)
hold.

iii) For \(i \neq j\) the dot sliding relations

\[
\begin{align*}
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
\end{tikzpicture}
\end{align*}
\]

hold.

iv) If \(i \neq k\) and \(a_{ij} \geq 0\), the relation

\[
\begin{align*}
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \node (c) at (0,1) {\nu};
  \node (d) at (1,1) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
  \draw[->] (c) -- (d);
  \draw[->] (c) -- (d+1,0);
\end{tikzpicture}
\end{align*}
\]

holds. Otherwise if \(a_{ij} = -1\), we have

\[
\begin{align*}
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \node (c) at (0,1) {\nu};
  \node (d) at (1,1) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
  \draw[->] (c) -- (d);
  \draw[->] (c) -- (d+1,0);
\end{tikzpicture}
\end{align*}
\]

(2.19)

4. When \(i \neq j\) one has the mixed relations

\[
\begin{align*}
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \node (c) at (0,1) {\nu};
  \node (d) at (1,1) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
  \draw[->] (c) -- (d);
  \draw[->] (c) -- (d+1,0);
\end{tikzpicture}
\end{align*}
\]

(2.20)

5. Negative degree bubbles are zero. That is, for all \(m \in \mathbb{Z}_+\) one has

\[
\begin{align*}
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \node (c) at (0,1) {\nu};
  \node (d) at (1,1) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
  \draw[->] (c) -- (d);
  \draw[->] (c) -- (d+1,0);
\end{tikzpicture}
&= 0 \quad \text{if } m < \nu_i - 1, \\
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \node (c) at (0,1) {\nu};
  \node (d) at (1,1) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
  \draw[->] (c) -- (d);
  \draw[->] (c) -- (d+1,0);
\end{tikzpicture}
&= 0 \quad \text{if } m < -\nu_i - 1.
\end{align*}
\]

(2.21)

A dotted bubble of degree zero is just the scaled identity 2-morphism:

\[
\begin{align*}
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \node (c) at (0,1) {\nu};
  \node (d) at (1,1) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
  \draw[->] (c) -- (d);
  \draw[->] (c) -- (d+1,0);
\end{tikzpicture}
&= c_{i,\nu} \text{Id}_{1_{\nu}} \quad \text{for } \nu_i \geq 1, \\
\begin{tikzpicture}[baseline=-.5ex]
  \node (a) at (0,0) {\nu};
  \node (b) at (1,0) {\nu};
  \node (c) at (0,1) {\nu};
  \node (d) at (1,1) {\nu};
  \draw[->] (a) -- (b);
  \draw[->] (a) -- (b+1,0);
  \draw[->] (c) -- (d);
  \draw[->] (c) -- (d+1,0);
\end{tikzpicture}
&= c_{i,-\nu}^{-1} \text{Id}_{1_{\nu}} \quad \text{for } \nu_i \leq -1.
\end{align*}
\]

6. It is convenient to introduce so called fake bubbles. These diagrams are dotted bubbles where the number of dots is negative, but the total degree of the dotted bubble taken with these negative dots is still positive.
• Degree zero fake bubbles are equal to the identity 2-morphisms

\[
\begin{align*}
\begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1} - \nu_{i-1}
\end{array} &= c_{i,\overline{\nu}} \text{Id}_{\overline{\nu}} \quad \text{if } \nu_{i} \leq 0, \\
\begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1} - \nu_{i-1}
\end{array} &= c_{i,\overline{\nu}}^{-1} \text{Id}_{\overline{\nu}} \quad \text{if } \nu_{i} \geq 0.
\end{align*}
\]

• Higher degree fake bubbles for \(\nu_{i} < 0\) are defined inductively as

\[
\begin{align*}
\begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1} + j
\end{array} &= \begin{cases}
- c_{i,\overline{\nu}} \sum_{b \geq 1}^{a+b=j} \begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1+a} - \nu_{i-1+b}
\end{array} & \text{if } 0 \leq j < -\nu_{i} + 1 \\
0 & \text{if } j < 0.
\end{cases}
\end{align*}
\]

(2.22)

• Higher degree fake bubbles for \(\nu_{i} > 0\) are defined inductively as

\[
\begin{align*}
\begin{array}{c}
\circ \quad \overline{\nu} \\
-\nu_{i-1} + j
\end{array} &= \begin{cases}
- c_{i,\overline{\nu}}^{-1} \sum_{a \geq 1}^{b \geq a+j} \begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1+a} - \nu_{i-1+b}
\end{array} & \text{if } 0 \leq j < \nu_{i} + 1 \\
0 & \text{if } j < 0.
\end{cases}
\end{align*}
\]

(2.23)

These equations arise from the homogeneous terms in \(t\) of the Grassmannian equation

\[
\left( \begin{array}{c}
\begin{array}{c}
\circ \quad \overline{\nu} \\
-\nu_{i-1}
\end{array} + \begin{array}{c}
\circ \quad \overline{\nu} \\
-\nu_{i-1+1}
\end{array} + \cdots + \begin{array}{c}
\circ \quad \overline{\nu} \\
-\nu_{i-1+q}
\end{array} t^{q} + \cdots \end{array} \right) \left( \begin{array}{c}
\begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1}
\end{array} + \begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1+1}
\end{array} + \cdots + \begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1+p}
\end{array} t^{p} + \cdots \end{array} \right) = \text{Id}_{\overline{\nu}}.
\]

(2.24)

Using the Grassmannian relation, we can express clockwise bubbles in terms of fake and real counterclockwise bubbles. We will use the following notation in order to emphasize the degree of bubble:

\[
\begin{align*}
\begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1+r}
\end{array} &:= \begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1+r}
\end{array}, \\
\begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1-r}
\end{array} &:= \begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i-1-r}
\end{array}.
\end{align*}
\]

7. The following set of relations are sometimes called extended \(s\ell_{2}\) relations:

\[
\begin{align*}
\begin{array}{c}
\circ \quad \overline{\nu} \\
j_{i+1} j_{i} 
\end{array} &= - \sum_{j_{1} + j_{2} = -1}^{j_{1} + j_{2}} \begin{array}{c}
\circ \quad \overline{\nu} \\
j_{1} j_{2}
\end{array}, \\
\begin{array}{c}
\circ \quad \overline{\nu} \\
\nu_{i}
\end{array} &= \sum_{g_{1} + g_{2} = -1}^{g_{1} + g_{2}} \begin{array}{c}
\circ \quad \overline{\nu} \\
g_{1} g_{2}
\end{array} \nu_{i},
\end{align*}
\]

(2.25)
We prove the following relation which we will need for our main result.

**Proposition 2.3.2.** Let \( k, l \geq 0 \) be integers such that \( k + l > 0 \). We have

\[
\begin{align*}
\nu_i \circ_{k,l} \nu_i &= - \left( \nu_i \circ_{k,l} \nu_i + \sum_{f_1 + f_2 + f_3 = -2} f_1 \nu_i \circ_{k,l} f_2 \nu_i \right), \quad (2.26) \\
\nu_i \circ_{k,l} \nu_i &= - \left( \nu_i \circ_{k,l} \nu_i + \sum_{g_1 + g_2 + g_3 = -2} g_1 \nu_i \circ_{k,l} g_2 \nu_i \right). \quad (2.27)
\end{align*}
\]

Proof. We apply the following two nilHecke relations for the proof of the statement:

\[
\begin{align*}
\nu_i \circ_{k,l} \nu_i - \nu_i \circ_{k,l} \nu_i &= \nu_i \circ_{k,l} \nu_i - \nu_i \circ_{k,l} \nu_i = \left( \nu_i \circ_{k,l} \nu_i \right), \quad (2.28) \\
\nu_i \circ_{k,l} \nu_i &= 0.
\end{align*}
\]

First assume \( l = 0 \). Then by sliding the \( k \) dots upwards through the crossing, we get

\[
\begin{align*}
\nu_i \circ_{k,l} \nu_i &= \nu_i \circ_{k-1,l} \nu_i + \nu_i \circ_{k-1,l} \nu_i = \nu_i \circ_{k-1,l} \nu_i + \nu_i \circ_{k-1,l} \nu_i = \ldots \\
&= \nu_i \circ_{k-1,l} \nu_i + \sum_{s=0}^{k-1} \nu_i \circ_{k-1-s,l} \nu_i = \sum_{s=0}^{k-1} \nu_i \circ_{k-1-s,l} \nu_i. \quad (2.29)
\end{align*}
\]

We now let \( l \geq 0 \) and slide the \( l \) dots upwards:

\[
\begin{align*}
\nu_i \circ_{k,l} \nu_i &= \nu_i \circ_{k,l-1} \nu_i - \nu_i \circ_{k,l-1} \nu_i = \nu_i \circ_{k,l-2} \nu_i - \nu_i \circ_{k,l-2} \nu_i = \ldots
\end{align*}
\]
The proof of the second equality is entirely similar, we slide the dots downwards through the crossing. □

Let $\mathcal{U}_Q(\mathfrak{sI}_n)$ be the Karoubi envelope of $\mathcal{U}_Q(\mathfrak{sI}_n)$, the smallest 2-category which contains $\mathcal{U}_Q(\mathfrak{sI}_n)$ and has splitting idempotents. The diagrammatic description of $\mathcal{U}_Q(\mathfrak{sI}_n)$ is given in [28], but has not been worked out yet in full generality for any $n$. The split Grothendieck group $K_0(\mathcal{U}_Q(\mathfrak{sI}_n))$ is the additive category with objects $\mathcal{P} \in X$, and the abelian group of morphisms $\mathcal{P} \to \mathcal{P}$, $\mathcal{P} \in X$ is the split Grothendieck group $K_0(\mathcal{U}_Q(\mathfrak{sI}_n)(\mathcal{P}, \mathcal{P}))$ of the additive category $\mathcal{U}_Q(\mathfrak{sI}_n)(\mathcal{P}, \mathcal{P})$. We can view $K_0(\mathcal{U}_Q(\mathfrak{sI}_n))$ as a $\mathcal{A} = \mathbb{Z}[g, g^{-1}]$ module, since the degree shift functor on $\mathcal{U}_Q(\mathfrak{sI}_n)$ induces a multiplication by $g$ in $K_0(\mathcal{U}_Q(\mathfrak{sI}_n))$. The following theorem is the categorification of quantum $\mathfrak{sI}_n$ by Khovanov and Lauda.

**Theorem 2.3.3.** [31] There is $\mathcal{A}$-module isomorphism

$$
\gamma : \mathcal{A} \mathcal{U}_q(\mathfrak{sI}_n) \to K_0(\mathcal{U}_Q(\mathfrak{sI}_n)),
$$

(2.30)

such that $\gamma(1_{\mathcal{P}}) = [1_{\mathcal{P}}]$, $\gamma(E_i 1_{\mathcal{P}}) = [E_i 1_{\mathcal{P}}]$, and $\gamma(F_i 1_{\mathcal{P}}) = [F_i 1_{\mathcal{P}}].$

We define $\mathcal{U} = \mathcal{U}_Q^*(\mathfrak{sI}_n)$ to be the 2-category with the same objects and 1-morphisms as $\mathcal{U}_Q(\mathfrak{sI}_n)$ and with 2-morphisms

$$
\mathcal{U}(\mathcal{P}, \mathcal{P})(f, g) = \bigoplus_{t \in \mathbb{Z}} \mathcal{U}_Q(\mathfrak{sI}_n)(\mathcal{P}, \mathcal{P})(f, g(t))
$$

for all $\mathcal{P}, \mathcal{P} \in \text{Ob}(\mathcal{U})$ and $f, g : \mathcal{P} \to \mathcal{P}$. Horizontal composition in $\mathcal{U}$ is induced from the horizontal composition in $\mathcal{U}_Q(\mathfrak{sI}_n)$. We will work mainly with the 2-category $\mathcal{U}$ from now on. $K_0$ decategorification of $\mathcal{U}$ is the same as that of $\mathcal{U}_Q(\mathfrak{sI}_n)$, however, it has more interesting trace decategorification as we will see next.

### 2.4 The current algebra and the trace of $\mathcal{U}$

Here we will compute the trace of the 2-category $\mathcal{U}$ and compare it to the split Grothendieck group. Let $E_i, F_i, H_i$, $i \in I$ be the Chevalley generators of $\mathfrak{sI}_n$. By $\mathfrak{sI}_n[t] = \mathfrak{sI}_n \otimes \mathbb{Z}[t]$, we denote the extension of $\mathfrak{sI}_n$ by polynomials in $t$. Then $\mathfrak{sI}_n[t]$ is a Lie algebra with the Lie bracket is defined as $[a \otimes t^r, b \otimes t^s] = [a, b] \otimes t^{r+s}$, for $a, b \in \mathfrak{sI}_n$ and $r, s \geq 0$. We call $\mathcal{U}(\mathfrak{sI}_n[t])$ the current algebra. Current algebra is graded with $\deg(a \otimes t^k) = 2k$. This
algebra is generated over $k$ by $E_{i,r} = E_i \otimes t^r$, $F_{i,r} = F_i \otimes t^r$, $H_{i,r} = H_i \otimes t^r$ for $r \geq 0$ and $i \in I$ modulo the following relations:

**C1** For $i, j \in I$ and $r, s \geq 0$

$$[H_{i,r}, H_{j,s}] = 0,$$

**C2** For any $i, j \in I$ and $r, s \geq 0$,

$$[H_{i,r}, E_{j,s}] = a_{ij} E_{j,r+s}, \quad [H_{i,r}, F_{j,s}] = -a_{ij} F_{j,r+s},$$

**C3** For any $i, j \in I$ and $r, s \geq 0$,

$$[E_{i,r+1}, E_{j,s}] = [E_{i,r}, E_{j,s+1}], \quad [F_{i,r+1}, F_{j,s}] = [F_{i,r}, F_{j,s+1}],$$

**C4** For any $i, j \in I$ and $r, s \geq 0$

$$[E_{i,r}, F_{j,s}] = \delta_{ij} H_{i,r+s},$$

**C5** Let $i \neq j$ and set $m = 1 - a_{ij}$. For every $r_1, \ldots, r_m, s \geq 0$

$$\sum_{\pi \in S_m} \sum_{l=0}^{m} (-1)^l \binom{m}{l} E_{i,k_{\pi(1)}} \cdots E_{i,k_{\pi(l)}} E_{j,s} E_{i,k_{\pi(l+1)}} \cdots E_{i,k_{\pi(m)}} = 0,$$

$$\sum_{\pi \in S_m} \sum_{l=0}^{m} (-1)^l \binom{m}{l} F_{i,k_{\pi(1)}} \cdots F_{i,k_{\pi(l)}} F_{j,s} F_{i,k_{\pi(l+1)}} \cdots F_{i,k_{\pi(m)}} = 0.$$

We identify $U(\mathfrak{sl}_n)$ as a subalgebra of $U(\mathfrak{sl}_n[t])$ generated by degree zero elements $E_{i,0}, F_{i,0}, H_{i,0}, i \in I$. Let $\check{U}(\mathfrak{sl}_n[t])$ be the idempotented version of the current algebra $U(\mathfrak{sl}_n[t])$, where the unit is replaced by the collection of mutually orthogonal idempotents $1_{\mathfrak{p}}$ for each $\mathfrak{sl}_n$-weight $\mathfrak{p}$, such that

$$1_{\mathfrak{p} \mathfrak{p'}} = \delta_{\mathfrak{p} \mathfrak{p'}} 1_{\mathfrak{p}}, \quad 1_{\mathfrak{p}} H_{i,0} 1_{\mathfrak{p}} = H_{i,0} 1_{\mathfrak{p}} = \mathfrak{p} 1_{\mathfrak{p}}, \quad \frac{1 - \mathfrak{p}}{1 - \mathfrak{p}} E_{i,j} 1_{\mathfrak{p}} = E_{i,j} 1_{\mathfrak{p}}, \quad \frac{1 - \mathfrak{p}}{1 - \mathfrak{p}} F_{i,j} 1_{\mathfrak{p}} = F_{i,j} 1_{\mathfrak{p}}.$$
Now we describe the trace $\text{Tr}\ U$ of the 2-category $U$. The trace class of a 2-morphisms in $U$ can be depicted by closing a 2-morphism diagrams to the right:

![Diagram](diagram.png)

Let $E_{i,r}1_{\varpi}, F_{j,r}1_{\varpi}, H_{i,r}1_{\varpi}$ denote the following trace classes:

\[ E_{i,r}1_{\varpi} = \left[ \begin{array}{c} r \\ i \end{array} \right], \quad F_{j,r}1_{\varpi} = \left[ \begin{array}{c} r \\ j \end{array} \right], \quad H_{i,r}1_{\varpi} = [\pi_{i,r}(\varpi) \text{Id}_{1_{\varpi}}], \]

where

\[ \pi_{i,r}(\varpi) = \sum_{l=0}^{r} (l+1) \left[ \begin{array}{c} i \\ \varpi \end{array} \right]_{l}, \]

for $r > 0$ and $\pi_{i,0}(\varpi) = \varpi_i$.

The following theorem is a fundamental result proved by A. Beliakova, K. Habiro, A. Lauda, B. Webster [2].

**Theorem 2.4.1.** There is an algebra isomorphism

\[ \rho: U(\mathfrak{sl}_n[t]) \longrightarrow \text{Tr}\ U, \quad (2.31) \]

given by

\[ E_{i,r}1_{\varpi} \mapsto E_{i,r}1_{\varpi}, \quad F_{j,r}1_{\varpi} \mapsto F_{j,r}1_{\varpi}, \quad H_{i,r}1_{\varpi} \mapsto H_{i,r}1_{\varpi}. \]

Let $Z(\varpi)$, the center of an object $\varpi \in \text{Ob}(U)$, to be the endomorphism ring $\text{End}(1_{\varpi})$. The ring $Z(\varpi)$ is a commutative ring, diagrammatically given by closed diagrams label by $\varpi$ on the outside of the diagram. By [27], $Z(\varpi)$ is freely generated by counterclockwise oriented fake and real bubbles. We will define the center of objects $Z(U)$ of $U$ as

\[ Z(U) = \bigoplus_{\varpi \in \text{Ob}(U)} Z(\varpi). \]

Cyclicity relations show that $U$ is cyclic as a 2-category. Hence, we can define an action of $\text{Tr}\ U$ on the center of objects $Z(U)$, and thus an action of the current algebra.
Corollary 2.4.2. The vector space $Z(U)$ is a $U(sl_n[t])$-module with

$$E_{i,j}: Z(\mathfrak{p}) \to Z(\mathfrak{p} + \alpha_i), \quad * \quad \xrightarrow{F_{i,0}} \quad \nu + \alpha_i,$$

$$F_{i,j}: Z(\mathfrak{p}) \to Z(\mathfrak{p} - \alpha_i), \quad * \quad \xrightarrow{F_{i,0}} \quad \nu - \alpha_i,$$

$$H_{i,j}: Z(\mathfrak{p}) \to Z(\mathfrak{p}), \quad * \quad \xrightarrow{F_{i,0}} \quad \pi_{i,j}(\mathfrak{p}).$$

Proof. This theorem follows immediately from Theorem 2.4.1. In particular, the fact that the current algebra relations hold in the trace $\text{Tr } U$ imply that these relations hold under the action described above.

Notice that the maps $F_{i,j}$ and $E_{i,j}$ send an element of degree $d$ to an element of degree $d + 2(j + \nu_i - 1)$ and $d + 2(j - \nu_i - 1)$, respectively. In order to see this for $F_{i,0}$, let $*$ the empty diagram and $j = 0$. Then $F_{i,0}$ sends it to a counterclockwise bubble of degree $2(\nu_i - 1)$:

$$F_{i,0}: \quad * \quad \xrightarrow{F_{i,0}} \quad \nu - \alpha_i = \nu_i - \alpha_i = \nu_i - 2.$$

3 Local Weyl modules of current algebra

3.1 Local Weyl modules

Let $X$ be the integral $sl_n$ weight lattice and $\lambda \in X$ be a dominant integral weight. There is a partial order on $X$, defined as $\lambda \geq \nu$ if $\lambda - \nu$ is a positive linear combination of simple roots. A $sl_n$-module is called a weight module if it is a direct sum of its weight spaces, and an integrable module if $E_i$ and $F_i$ act nilpotently for all $i \in I$. 29
We define $V(\lambda)$ to be the $\mathbf{U}(\mathfrak{sl}_n)$-module generated by a vector $v_\lambda$ over $\mathbf{U}(\mathfrak{sl}_n)$, subject to the following relations for all $i \in I$:

$$E_i v_\lambda = F_i^{\lambda_i + 1} v_\lambda = 0, \quad H_i v_\lambda = \lambda_i v_\lambda.$$ 

$V(\lambda)$ is the unique, up to isomorphism, finite-dimensional irreducible $\mathbf{U}(\mathfrak{sl}_n)$-module with the highest weight $\lambda$. We can also view $V(\lambda)$ as a $\mathbf{U}(\mathfrak{sl}_n[t])$-module, where the action of positive degree elements of $\mathbf{U}(\mathfrak{sl}_n[t])$ are trivial. Let $\mathbb{Z}[X]$ be the integral group ring spanned by elements $e(\mathfrak{p})$, $\mathfrak{p} \in X$. We call the element

$$\text{ch} V(\lambda) = \sum_{\lambda \geq \mathfrak{p}} \dim_{\mathbb{C}} V_\mathfrak{p}(\lambda) e(\mathfrak{p})$$

in $\mathbb{Z}[X]$ the character of $V(\lambda)$, where $V_\mathfrak{p}(\lambda) = \{ v \in V(\lambda) \mid H_i v = \mathfrak{p}_i v \}$.

In this section we give a short introduction to $\mathbf{U}(\mathfrak{sl}_n[t])$-modules, called local Weyl modules. The simple $\mathfrak{sl}_n$-modules $V(\lambda)$ are sometimes also called Weyl modules. In this work, however, we apply the term only to the following current algebra modules.

**Definition 3.1.1.** The local Weyl module $W(\lambda)$ is the $\mathbf{U}(\mathfrak{sl}_n[t])$-module generated by the element $v_\lambda$ over $\mathbf{U}(\mathfrak{sl}_n[t])$ together with the following relations for all $i \in I$ and $j \geq 0$:

$$E_{i,j} v_\lambda = F_{i,0}^{\lambda_i} v_\lambda = 0, \quad H_{i,0} v_\lambda = \delta_{j,0} \lambda_i v_\lambda. \quad (3.1)$$

$W(\lambda)$ is a weight module, that is, it decomposes into a direct sum of weight spaces:

$$W(\lambda) = \bigoplus_{\lambda \geq \mathfrak{p}} W_{\mathfrak{p}}(\lambda), \quad (3.2)$$

where $W_{\mathfrak{p}}(\lambda) = \{ v \in W(\lambda) \mid H_{i,0} v = \mathfrak{p}_i v \}$.

In the simplest case $n = 2$ and $\lambda = 2 \omega_1$, the local Weyl module and the current algebra action can be illustrated by the following graph. The upward oriented edge describes the action of $H_1 := H_{1,1}$, the left and right oriented edges shows the actions of $E_j := E_{1,j}$ and $F_j := F_{1,j}$, respectively.
As a module generated by a single element $v_\lambda$ over a graded algebra, $W(\lambda)$ inherits the degree from the current algebra, where we set the degree of $v_\lambda$ to zero. Since the degree of $t$-parameter of the current algebra is 2, we can write $W(\lambda)$ as

$$W(\lambda) = \bigoplus_{r \geq 0} W(\lambda)\{2r\},$$

where each homogeneous $2r$-graded piece $W(\lambda)\{2r\} = \{v \in W(\lambda), \deg(v) = 2r\}$ is a $\mathfrak{sl}_n$-module. Then the character of a local Weyl module $W(\lambda)$ is

$$\text{ch}_t W(\lambda) = \sum_{r \geq 0} \text{ch} W(\lambda)\{2r\} t^r.$$  \hspace{1cm} (3.3)

The local Weyl modules have the following universal property.

**Theorem 3.1.2.** [19] Any finite-dimensional current algebra module generated by an element $v_\lambda$ satisfying the relations (3.1) is a quotient of the local Weyl module $W(\lambda)$.

### 3.2 Duals of local Weyl modules

Let $\mathcal{P}(n, N)$ be the set of $n$-compositions of $N$. We define a partial order, called the dominance order, on $\mathcal{P}(n, N)$ by setting $\mu \geq \nu$ for $\nu, \mu \in \mathcal{P}(n, N)$ if $\mu - \nu$ is a positive linear composition of simple roots.

For any compositions $\nu, \mu \in \mathcal{P}(n, N)$ define the integer

$$d^\nu_\mu = \max\{ (\mu, \mu) - (\nu, \nu), 0 \}. \hspace{1cm} (3.4)$$
Notice that $d_\nu^\mu$ is an even non-negative integer, and it depends on $\bar{\mu}$ and $\bar{\nu}$ rather than $\mu$ and $\nu$. To see this, take the partition $\mu' = \mu + (m, m, \ldots, m) \in P + (n, N + nm)$ and $\nu' = \nu + (m, m, \ldots, m) \in P + (n, N + nm)$ for any $m \in \mathbb{Z}_+$. Then we have $d_{\mu'}^\nu = d_\nu^\mu$.

We now define the duals of $V(\lambda)$ and $W(\lambda)$ as follows. Let $\nu \in X$ be any $m \in \mathbb{C}_+$. Then we have $d_{\mu'}^\nu = d_\nu^\mu$.

We now define the duals of $V(\lambda)$ and $W(\lambda)$ as follows. Let $\nu \in X$ be any $m \in \mathbb{C}_+$. Then we have $d_{\mu'}^\nu = d_\nu^\mu$.

The dual of $V(\lambda)$ is the $U(\mathfrak{sl}_n)$-module

$$V^*(\lambda) = \bigoplus_{\nu \geq \lambda} V^*_\nu(\lambda)$$

in which the action is defined as

$$(x \cdot \delta_w)v = \delta_w(\omega(x)v). \quad (3.5)$$

In the equation (3.7), $v, w \in V(\lambda)$, $\delta_w \in V^*(\lambda)$, $x \in U(\mathfrak{sl}_n)$ and $\omega$ is the anti-involution on $U(\mathfrak{sl}_n)$ which sends $F_i$ to $E_i$ and fixes $H_i$. Under this definition the dual $V^*(\lambda)$ is isomorphic to $V(\lambda)$ as a $U(\mathfrak{sl}_n)$-module.

As we will see next, the dual local Weyl module $W^*(\lambda)$ is defined similarly, by dualizing each weight space and taking the direct sum. However, we have to consider the fact that the weight spaces $W_{\nu}(\lambda)$, $\nu \in X$ are graded. We will need the following statement which is proven in Proposition 4.2 in [38].

**Proposition 3.2.1.** The top degree elements of the weight space $W_{\nu}(\lambda)$ have degree $d_\nu^\lambda$.

**Definition 3.2.2.** Let $W^*_\nu(\lambda)$ be the dual space of the vector space $W_{\nu}(\lambda)$, spanned by elements $\{\delta_w\}_{w \in W_{\nu}(\lambda)}$. We define the grading on $W^*_\nu(\lambda)$ as follows:

$$W^*_\nu(\lambda)\{2r\} := (W_{\nu}(\lambda)\{d_\nu^\lambda - 2r\})^*,$$

and let $W^*_\nu(\lambda) = \bigoplus_{r \geq 0} W^*_\nu(\lambda)\{2r\}$. Then

$$W^*(\lambda) := \bigoplus_{\nu \geq \lambda} W^*_\nu(\lambda), \quad (3.6)$$

is called the dual Weyl module of highest weight $\lambda$, together with a current algebra action

$$(x \cdot \delta_w)v = \delta_w(\omega(x)v), \quad (3.7)$$

where $v, w \in W(\lambda)$, $x \in U(\mathfrak{sl}_n[t])$, and $\omega$ is the anti-involution on $U(\mathfrak{sl}_n[t])$ which sends $F_{i,j}$ to $E_{i,j}$ and fixes $H_{i,j}$.
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There is a non-degenerate bilinear pairing $(\delta_w, v) \mapsto \delta_w(v)$ of degree $d^\lambda_\nu$ between $W^*_\nu(\lambda)$ and $W^*_\lambda(\nu)$. Note that current algebra action on local Weyl modules preserves the degree, but the generators $E_{i,j}$ and $F_{i,j}$ does not preserve the degree on dual Weyl module. The action of $H_{i,j}: W^*_\nu(\lambda) \rightarrow W^*_\nu(\lambda)$ increases the degree by $2j$, while $E_{i,j}: W^*_\nu(\lambda) \rightarrow W^*_{\nu+\alpha_i}(\lambda)$ increases the degree by $d^\lambda_\nu - d^\lambda_{\nu+\alpha_i} + 2j = 2(-\nu_i - 1 + j)$, and $F_{i,j}: W^*_\nu(\lambda) \rightarrow W^*_{\nu-\alpha_i}(\lambda)$ increases the degree by $d^\lambda_\nu - d^\lambda_{\nu-\alpha_i} + 2j = 2(\nu_i - 1 + j)$.

For the case $n = 2$ and $\lambda = 2\omega$, the dual Weyl module $W^*(\lambda)$ and the current algebra action has the following graphical description:

4 2-representations

While classical representation theory studies actions on vector spaces, 2-representation theory concerns with actions on $\mathbb{K}$-linear categories. Instead of linear maps, 2-representation theory studies linear functors and natural transformations between them. There has been significant progress in understanding 2-representations of $U$. In this section we define some important examples of 2-representations of $U$.

4.1 Integrable 2-representations

Definition 4.1.1. A 2-representation of $U$ is a graded, additive 2-functor $\Phi: U \rightarrow K$ for some graded, additive 2-category $K$.

We will denote the image of an object $\nu \in \text{Ob}(U)$ under the 2-functor by $K_\nu$. A 2-representation $\Phi: U \rightarrow K$ is called integrable if the 1-morphisms $\Phi(E_i)$ and $\Phi(F_i)$ are locally
nilpotent for all \( i \in I \). Integrability condition implies that only finite number of objects can be non-zero in \( \mathcal{K} \).

**Definition 4.1.2.** Let \( \Phi_1: \mathcal{U} \to \mathcal{K}_1 \) and \( \Phi_2: \mathcal{U} \to \mathcal{K}_2 \) be two representations. A strongly equivariant functor \( \gamma: \mathcal{K}_1 \to \mathcal{K}_2 \) is a collection of functors \( \gamma(\nu): \Phi_1(\nu) \to \Phi_2(\nu) \) for each \( \nu \in \text{Ob}(\mathcal{U}) \) together with natural isomorphisms of functors \( c_u: \gamma \circ \Phi_1(u) \cong \Phi_2(u) \circ \gamma \) for every 1-morphism \( u \in \mathcal{U} \) such that

\[
c_v(\text{Id}_\gamma \circ \Phi_1(\alpha)) \cong (\Phi_2(\alpha) \circ \text{Id}_\gamma)c_u \tag{4.1}
\]

for every 2-morphism \( \alpha: u \to v \) in \( \mathcal{U} \). In (4.1), we use \( \circ \) for horizontal composition, and multiplication for vertical composition of 2-morphisms. We call \( \gamma \) a strongly equivariant equivalence if \( \gamma(\nu) \) is an equivalence for each \( \nu \in \text{Ob}(\mathcal{U}) \).

Fix a highest weight \( \lambda \). We define Rouquier’s universal categorification \( \mathcal{L}(\lambda) \) of the simple \( \mathfrak{sl}_n \)-module \( V(\lambda) \) following Brundan-Davidson [10]. Let \( \Phi_\lambda: \mathcal{U} \to \mathcal{R}(\lambda) \) be the 2-representation defined by \( \mathcal{R}(\lambda)_\nu = \text{Hom}_\mathcal{U}(\lambda, \nu) \), in words, \( \Phi_\lambda \) sends each \( \nu \in \text{Ob}(\mathcal{U}) \) to a the graded category of 1-morphisms \( \text{Hom}_\mathcal{U}(\lambda, \nu) \) in \( \mathcal{U} \). The 1-morphisms \( \Phi_\lambda(E_i) \) and \( \Phi_\lambda(F_i) \) are composing 1-morphisms on the left by \( E_i \) and \( F_i \), and 2-morphisms horizontally on the left by \( \uparrow^i_\nu \) and \( \downarrow^i_\nu \) respectively. The 2-morphisms are generated by the 2-morphisms in \( \mathcal{U} \).

Now let \( \mathcal{I}(\lambda) \) be the full, additive 2subcategory of \( \mathcal{R}(\lambda) \) in which the objects are generated by objects of the form \( R\mathcal{E}_i \), \( i \in I \) for a 1-morphism \( R \) in \( \mathcal{U} \) from \( \lambda + \alpha_i \) to \( \nu \). We define the 2-category \( \mathcal{V}(\lambda) = \mathcal{R}(\lambda)/\mathcal{I}(\lambda) \) as a quotient of additive 2-categories. \( \mathcal{V}(\lambda) \) has the same objects as in \( \mathcal{R}(\lambda) \) and \( \text{Hom}_{\mathcal{V}(\lambda)}(a, b) = \text{Hom}_{\mathcal{R}(\lambda)}(a, b)/\text{Hom}_{\mathcal{I}(\lambda)}(a, b) \). \( \Phi_\lambda: \mathcal{U} \to \mathcal{R}(\lambda) \) induces a well-defined 2-representation \( \Phi_\lambda: \mathcal{U} \to \mathcal{V}(\lambda) \).

There is another construction of a 2-representation called the minimal categorification \( \Phi_\lambda^{\text{min}}: \mathcal{U} \to \mathcal{V}_\lambda^{\text{min}}(\lambda) \) of the irreducible \( \mathfrak{sl}_n \)-module \( V(\lambda) \). The image \( \Phi_\lambda^{\text{min}}(\lambda) \) of the object \( \lambda \) is isomorphic to the ground field \( k \), and the image of 2-morphisms of \( \mathcal{U} \) in \( \mathcal{V}_\lambda^{\text{min}}(\lambda) \) is finite-dimensional. Actually, Rouquier [39, 40] proves that any 2-representation \( \Phi \) which categorifies \( V(\lambda) \) such that \( \Phi(\lambda) \simeq k \) is strongly equivariantly equivalent to \( \Phi_\lambda^{\text{min}} \).

The 2-representations \( \Phi_\lambda \) and \( \Phi_\lambda^{\text{min}} \) are integrable. They are related to module categories of cyclotomic KLR algebras as we will see next.

### 4.2 Cyclotomic KLR algebras

In this subsection we define the cyclotomic quotients of KLR algebras. Their module category is a 2-representation and has an interesting trace decategorification. We start by defining KLR algebras using the diagrammatics that is given in [26].
Let $\beta = \sum_{i \in I} \beta_i \alpha_i$ be a linear combination of simple roots over $\mathbb{Z}^+$. We define $R(\beta)$ to be the graded $\mathbb{K}$-algebra generated by diagrams

$$x_i^r = \begin{array}{c} \uparrow \end{array} \quad , \quad i \in I, r \geq 0 \quad \tau_{ij} = \begin{array}{c} \uparrow \uparrow \end{array} \quad , \quad i, j \in I \quad (4.2)$$

with $\beta_i$ number of $i$ labeled strands subject to the relations (2.15)-(2.19). The multiplication is given by stacking two diagrams on top of each other from bottom to top if the labels of strands at the conjunction match, and zero otherwise. The diagrams are subject to the following relations:

$$\begin{array}{c} \begin{array}{c} \uparrow \uparrow \uparrow \end{array} \end{array} = \begin{cases} 0 & \text{if } a_{ij} = 2, \\ \begin{array}{c} \uparrow \uparrow \end{array} & \text{if } a_{ij} = 0, \\ \begin{array}{c} \uparrow \uparrow \end{array} + \begin{array}{c} \uparrow \uparrow \end{array} & \text{if } a_{ij} = -1, \end{cases} \quad (4.3)$$

$$\begin{array}{c} \begin{array}{c} \uparrow \uparrow \end{array} - \begin{array}{c} \uparrow \uparrow \end{array} = \begin{array}{c} \uparrow \uparrow \end{array} - \begin{array}{c} \uparrow \uparrow \end{array} = \begin{array}{c} \uparrow \end{array} . \quad (4.4)$$

For $i \neq j$ we also have

$$\begin{array}{c} \begin{array}{c} \uparrow \uparrow \end{array} = \begin{array}{c} \uparrow \uparrow \end{array} \quad , \quad \begin{array}{c} \uparrow \uparrow \end{array} = \begin{array}{c} \uparrow \end{array} . \quad (4.5)$$

If $i \neq k$ and $a_{ij} \geq 0$, the relation

$$\begin{array}{c} \begin{array}{c} \uparrow \uparrow \end{array} = \begin{array}{c} \uparrow \uparrow \end{array} \quad (4.6)$$

holds. Otherwise if $a_{ij} = -1$, we have

$$\begin{array}{c} \begin{array}{c} \uparrow \uparrow \end{array} - \begin{array}{c} \uparrow \uparrow \end{array} = t_{ij} \begin{array}{c} \uparrow \uparrow \end{array} . \quad (4.7)$$

The multiplication is zero if the labels at the conjunction of diagrams do not match. We will call both $R(\beta)$ and $R = \bigoplus_{\beta} R(\beta)$ KLR algebra when there is no confusion. Let $R(\beta)$-$p\text{Mod}$ be the category of graded, finitely-generated, projective $R(\beta)$-modules. In [26]
Proposition 3.18, Khovanov and Lauda showed that
\[ R^-\text{-pMod} = \bigoplus_{\beta} R(\beta)^-\text{-pMod} \]
categorifies the positive half $\hat{\mathcal{A}} \tilde{U}_q^-(\mathfrak{sl}_n)$ of $\hat{\mathcal{A}} \tilde{U}_q(\mathfrak{sl}_n)$.

**Definition 4.2.1.** For a dominant $\mathfrak{sl}_n$ weight $\bar{\lambda} \in X$, the cyclotomic quotient $R^\bar{\lambda}(\beta)$ of the KLR algebra $R(\beta)$ is the quotient, in which leftmost strand with color $i$ and $\bar{\lambda}_i$ dots is set to be zero for all $i \in I$:
\[
\begin{array}{c}
\bar{\lambda}_i \\
\vdots
\end{array}
\]
\[ = 0. \tag{4.8} \]

The algebra
\[ \bar{R}^\bar{\lambda} := \bigoplus_{\beta \in \mathbb{N}[I]} R^\bar{\lambda}(\beta). \tag{4.9} \]
is called cyclotomic KLR algebra and its summand $R^\bar{\lambda}(\beta)$ is called cyclotomic KLR algebra of rank $\beta$.

$\bar{R}^\bar{\lambda}$ is a graded, unital and finite dimensional algebra. The algebra $\bar{R}^\bar{\lambda}$ is interesting for the following reason. There is a 2-representation $\mathcal{U} \rightarrow \bar{R}^\bar{\lambda}$-pMod (see Theorem 3.17 in [46] for the details). $\bar{R}^\bar{\lambda}$-pMod categorifies the irreducible finite dimensional $\hat{\mathcal{A}} \tilde{U}_q(\mathfrak{sl}_n)$-module with the highest weight $\bar{\lambda}$. This result was first conjectured by Khovanov and Lauda in [26], and proved later independently by Brundan and Kleshchev [12], Kang and Kashiwara [25], Webster [46].

We now define a deformation of $\bar{R}^\bar{\lambda}$ according to Webster [46]. Let $\text{End}_\mathcal{U}(\bigoplus_i 1_{i \bar{\lambda} E_i})$ be the endomorphism algebra of direct sums of 1-morphisms in $\mathcal{U}$ of form $1_{i \bar{\lambda} E_i} \cdots E_{a_l}^* E_{i_1}^{a_1} \cdots E_{i_l}^{a_l}$, $l \geq 0$, $a_1, \ldots, a_l \geq 0$, $i_1, \ldots, i_l \in I$.

**Definition 4.2.2.** Let $\bar{R}^\bar{\lambda}$ be the quotient of $\text{End}_\mathcal{U}(\bigoplus_i 1_{i \bar{\lambda} E_i})$ by the relations
\[
\begin{array}{c}
\bar{\lambda} \\
\vdots
\end{array}
\]
\[ + \begin{array}{c}
\bar{\lambda}_1 \\
\vdots
\end{array}
\]
\[ + \ldots + \begin{array}{c}
\bar{\lambda}_1 \\
\vdots
\end{array}
\]
\[ \vdots
\]
\[ = 0, \tag{4.10} \]

\[ \bar{\lambda}_i = 0 \quad \text{for all } r \geq 0. \tag{4.11} \]

for all $i \in I$.

The following result is due to Webster [46], section 3.5:
Theorem 4.2.3. The algebra $\tilde{R}^\lambda$ is a flat deformation of $R^\lambda$.

Unlike $R^\lambda$, $\tilde{R}^\lambda$ is infinite-dimensional. The category $\tilde{R}^\lambda\text{-pMod}$ also admits an action of $\mathcal{U}$, and this action gives another categorification of $V(\lambda)$. The next theorem, proven by Rouquier (see Theorem 4.19 in [9]), relates universal categorification $V(\lambda)$ and $\tilde{R}^\lambda\text{-pMod}.$

Theorem 4.2.4. There is a strongly equivariant equivalence between $\tilde{R}^\lambda\text{-pMod}$ and the Karoubi envelope of $V(\lambda)$.

The next theorem shows the universality property of $\tilde{R}^\lambda\text{-pMod}$ (see Corollary 3.27 in Webster [46]). It emphasizes the importance of $\tilde{R}^\lambda\text{-pMod}$ in higher representation theory and its relation to other integrable 2-representations.

Theorem 4.2.5. Given a 2-representation $\Phi: \mathcal{U} \to \mathcal{K}$ for some additive, idempotent complete 2-category such that $\Phi(E_i)(K_\lambda) = 0$ for all $i \in I$ there is a unique strongly equivariant functor $\tilde{R}^\lambda\text{-pMod} \to \mathcal{K}$.

Let $\Phi: \mathcal{U} \to \mathcal{K}$ be a 2-representation. By functoriality of the trace, $\Phi$ induces a $\mathbb{C}$-algebra homomorphism

$$\text{Tr}\mathcal{U} \xrightarrow{\text{Tr}\Phi} \text{Tr}\mathcal{K}. \tag{4.12}$$

We compose $\text{Tr}\Phi$ with $\hat{\mathbb{U}}(\mathfrak{sl}_n[t]) \xrightarrow{\bigtriangledown} \text{Tr}\mathcal{U}$ to obtain a $\mathbb{C}$-algebra homomorphism

$$\hat{\mathbb{U}}(\mathfrak{sl}_n[t]) \xrightarrow{\text{Tr}\Phi} \text{Tr}\mathcal{K}. \tag{4.13}$$

Since $\mathcal{K}$ is a cyclic 2-category, $\text{Tr}\mathcal{K}$ acts on the center of objects $Z(\mathcal{K})$. Thus, combining this action with the algebra homomorphism (4.13), we deduce that $Z(\mathcal{K})$ is a current algebra module.

Let $Z(\tilde{R}^\lambda\text{-pMod}) = \bigoplus_{\nu \leq \lambda} Z(\tilde{R}^\lambda(\lambda - \nu)\text{-pMod}$ be the center of objects of $\tilde{R}^\lambda\text{-pMod}$, and it is the same as the center $Z(\tilde{R}^\lambda)$ of the cyclotomic KLR algebra $\tilde{R}^\lambda$. Hence, by the homomorphism (4.13), both $\text{Tr}\tilde{R}^\lambda$ and $Z(\tilde{R}^\lambda)$ becomes a current algebra module.

There is a map $t: \tilde{R}^\lambda \to \mathbb{C}$ which is a Frobenius trace (see Theorem 3.18, [46]). This means that the kernel of the map $t: \tilde{R}^\lambda \to \mathbb{C}$ contains no nonzero left ideal of $\tilde{R}^\lambda$. The map can be realized diagrammatically by closing the diagram representing an element in $\tilde{R}^\lambda$ to the right. We obtain an element in $\tilde{R}^\lambda(0) \simeq \mathbb{C}$:

$$\chi \xrightarrow{a} \chi \quad \implies \quad \chi \xrightarrow{a} \chi \tag{4.14}$$
The map \( t: \mathbb{R}^X \to \mathbb{C} \) is symmetric, that is, \( t(aa') = t(a'a) \) for all \( a, a' \in \mathbb{R}^X \). This map induces a non-degenerate \( Z(\mathbb{R}^X(\beta)) \)-bilinear form \( t: Z(\mathbb{R}^X(\beta)) \times \mathbb{R}^X(\beta) \to \mathbb{C} \) of degree \(-d_{X-\beta}^X\) (see [42], Prop. 3.10).

We will need the following crucial result, which is proven by independently Beliakova-Habiro-Lauda-Webster [2], Theorem 7.3 and Shan-Varagnolo-Vasserot [42], Theorem 3.34.

**Theorem 4.2.6.** As a current algebra module, \( \text{Tr} \mathbb{R}^X \) is isomorphic to the local Weyl module \( W(\lambda) \). Dually, \( Z(\mathbb{R}^X) \) is isomorphic to the dual local Weyl module \( W^*(\lambda) \).

## 5 The 2-category \( \text{Pol}_N \)

In this section we will construct an integrable 2-representation of \( \mathcal{U} \) using symmetric polynomials. This is very similar to Khovanov-Lauda’s construction of the 2-representation using cohomology ring of flag varieties. We will compare this 2-representation to Rouquier’s universal categorification.

### 5.1 Symmetric polynomials

We denote the set of \( n \)-compositions and \( n \)-partitions of \( N \) by \( \mathcal{P}(n, N) \) and \( \mathcal{P}^+(n, N) \), respectively. The algebra of polynomials \( P = \mathbb{C}[X_1, X_2, \ldots, X_N] \) in \( N \) commuting variables admits an action of the symmetric group \( S_N \). The action of \( \sigma \in S_N \) on a polynomial \( q(X_1, X_2, \ldots, X_N) \in P \) is defined as

\[
\sigma q(X_1, X_2, \ldots, X_N) = q(X_{\sigma(1)}, X_{\sigma(2)}, \ldots, X_{\sigma(N)}).
\]

We will assume that all variables are of degree 2. By \( \text{Sym}_N = P^{S_N} \), we denote the subalgebra of symmetric polynomials. Consider a \( n \)-composition \( \nu = (\nu_1, \nu_2, \ldots, \nu_n) \in \mathcal{P}(n, N) \) and the parabolic subgroup \( S_{\nu} = S_{\nu_1} \times S_{\nu_2} \times \cdots \times S_{\nu_n} \). To be clear, there are many subgroups of \( S_N \) isomorphic to \( S_{\nu} \), but all of them are conjugate. Let \( P_{\nu} = P^{S_{\nu}} \) be the subalgebra of \( P \) which is symmetric separately in the first \( \nu_1 \) variables, in the second \( \nu_2 \) variables and so on. We have \( P_{(1,1,\ldots,1)} = P \) and \( P_{(N,0,\ldots,0)} = \text{Sym}_N \).

For \( r \geq 0 \) and \( 1 \leq i \leq n \), let \( e_r(\nu; i) \), \( h_r(\nu; i) \) and \( p_r(\nu; i) \) be the \( r \)-th elementary, complete and power sum symmetric polynomials respectively, in variables

\[
\Omega_i = \{X_k | \nu_1 + \cdots + \nu_{i-1} + 1 \leq k \leq \nu_1 + \cdots + \nu_i\}.
\]

For example, if \( N = 6 \), \( n = 3 \), and \( \nu = (2,1,3) \), then \( e_r(\nu; 1) = e_r(X_1, X_2) \), \( e_1(\nu; 2) = e_1(X_3) = X_3 \), and \( e_r(\nu; 3) = e_r(X_4, X_5, X_6) \). The algebra \( P_{\nu} \) is generated by \( \{e_r(\nu; i)\}_{r \geq 0, 1 \leq i \leq n} \), as well as by \( \{h_r(\nu; i)\}_{r \geq 0, 1 \leq i \leq n} \) or by \( \{p_r(\nu; i)\}_{r \geq 0, 1 \leq i \leq n} \).
We extend our notation by defining the following symmetric polynomials:

\[ h_r(\nu; i_1, \ldots, i_m) = \sum_{r_1 + \cdots + r_m = r} h_{r_1}(\nu; i_1)h_{r_2}(\nu; i_2) \cdots h_{r_m}(\nu; i_m), \quad (5.1) \]

\[ e_r(\nu; i_1, \ldots, i_m) = \sum_{r_1 + \cdots + r_m = r} e_{r_1}(\nu; i_1)e_{r_2}(\nu; i_2) \cdots e_{r_m}(\nu; i_m), \quad (5.2) \]

where \( 1 \leq i_1 < \cdots < i_m \leq n, \ m > 0 \). It is not difficult to see that \( e_r(\nu; i_1, i_2, \ldots, i_m) \) and \( h_r(\nu; i_1, i_2, \ldots, i_m) \) are the \( r \)-th elementary and complete symmetric polynomials, respectively, in variables \( \Omega_{i_1} \cup \cdots \cup \Omega_{i_m} \). This follows from the following well-known identities about symmetric polynomials, which can be found in [32]. We have

\[ \sum_{s=0}^{r} (-1)^s e_s(x_1, \ldots, x_n)h_{r-s}(x_1, \ldots, x_n) = 0 \quad \text{for all } r \geq 1, \quad (5.3) \]

and for \( r \geq 0 \) we have

\[ h_r(X_1, \ldots, X_p, Y_1, \ldots, Y_q) = \sum_{s=0}^{r} h_s(X_1, \ldots, X_p)h_{r-s}(Y_1, \ldots, Y_q), \quad (5.4) \]

\[ e_r(X_1, \ldots, X_p, Y_1, \ldots, Y_q) = \sum_{s=0}^{r} e_s(X_1, \ldots, X_p)e_{r-s}(Y_1, \ldots, Y_q), \quad (5.5) \]

\[ h_r(Y_1, \ldots, Y_q) = \sum_{s=0}^{r} (-1)^s e_s(X_1, \ldots, X_p)h_{r-s}(X_1, \ldots, X_p, Y_1, \ldots, Y_q), \quad (5.6) \]

\[ e_r(Y_1, \ldots, Y_q) = \sum_{s=0}^{r} (-1)^s h_s(X_1, \ldots, X_p)e_{r-s}(X_1, \ldots, X_p, Y_1, \ldots, Y_q). \quad (5.7) \]

By convention, \( e_r(X_1, \ldots, X_p) = h_r(X_1, \ldots, X_p) = p_r(X_1, \ldots, X_p) = 0 \) for \( r < 0 \), and \( e_0(X_1, \ldots, X_p) = h_0(X_1, \ldots, X_p) = p_0(X_1, \ldots, X_p) = 1 \). Moreover, \( e_r(X_1, \ldots, X_p) = 0 \) holds for all \( r > p \).

Let \( \nu = (\nu_1, \ldots, \nu_n) \in \mathcal{P}(n, N) \) be an \( n \)-composition of a fixed positive integer \( N \) as before. By \( \nu - \alpha_i \in \mathcal{P}(n, N) \) and \( \nu + \alpha_i \in \mathcal{P}(n, N) \), we mean the linear sum

\[ \nu - \alpha_i = (\nu_1, \ldots, \nu_{i-1}, \nu_i - 1, \nu_{i+1} + 1, \nu_{i+2}, \ldots, \nu_n), \]

\[ \nu + \alpha_i = (\nu_1, \ldots, \nu_{i-1}, \nu_i + 1, \nu_{i+1} - 1, \nu_{i+2}, \ldots, \nu_n), \]
if all components are non-negative, otherwise we set them to $\emptyset$. We will also need the following compositions. Define the compositions $(\nu - \alpha_i, \nu) \in \mathcal{P}(n+1, N)$ and $(\nu + \alpha_i, \nu) \in \mathcal{P}(n+1, N)$

$$(\nu - \alpha_i, \nu) = (\nu_1, \ldots, \nu_{i-1}, \nu_i - 1, 1, \nu_{i+1}, \nu_{i+2}, \ldots, \nu_n),$$

$$(\nu + \alpha_i, \nu) = (\nu_1, \ldots, \nu_{i-1}, \nu_i, 1, \nu_{i+1} - 1, \nu_{i+2}, \ldots, \nu_n),$$

if all components are non-negative, and $\emptyset$ otherwise. Recall the definition of the ring $P_{\nu} = P^{S_{\nu}}$. We can also define the rings $P_{\nu - \alpha_i, \nu}$ and $P_{\nu + \alpha_i, \nu}$ corresponding to the compositions $(\nu - \alpha_i, \nu)$ and $(\nu + \alpha_i, \nu)$ as well. Notice that $P_{\nu - \alpha_i, \nu}$ is a free $P_{\nu}$-module with basis $\{1, X_{k_1}, \ldots, X_{k_1}^{\nu_i - 1}\}$, where $k_i = \sum_{j=1}^i \nu_j$, and a free $P_{\nu - \alpha_i}$-module with basis $\{1, X_{k_1}, \ldots, X_{k_i}^{\nu_i + 1}\}$. This is due to the fact that $P_{S_{\nu - 1}}$ is a free $P^{S_{\nu - 1}}$-module with basis $\{1, X_1, X_2^2, \ldots, X_1^{i-1}\}$.

**Example 5.1.1.** If $\nu = (2, 1, 3)$ and $i = 1$, then $\nu - \alpha_1 = (1, 2, 3)$, $k_1 = 2$ and $(\nu - \alpha_1, \nu) = (1, 1, 1, 3)$ and we have

$$P_{\nu} = \langle e_r(X_1, X_2), X_3, e_r(X_4, X_5, X_6) \rangle,$$

$$P_{\nu - \alpha_1} = \langle X_1, e_r(X_2, X_3), e_r(X_4, X_5, X_6) \rangle,$$

$$P_{\nu - \alpha_1, \nu} = \langle X_1, X_2, X_3, e_r(X_4, X_5, X_6) \rangle.$$

It is easy to see that we have $X_1 = e_1(X_1, X_2) - X_2$, and $P_{\nu - \alpha_1, \nu}$ is a free $P_{\nu}$-module with basis $\{1, X_2\}$.

We agree that $P_{\nu - \alpha_i, \nu}$ is a right $P_{\nu}$-module and a left $P_{\nu - \alpha_i}$-module, although this is artificial, since $P_{\nu, \nu - \alpha_i}$ is a commutative ring. Similarly, $P_{\nu + \alpha_i, \nu}$ is a free right $P_{\nu}$-module with basis $\{1, X_{k_1+1}, \ldots, X_{k_1+1}^{\nu_i - 1}\}$ and a free left $P_{\nu + \alpha_i}$-module with basis $\{1, X_{k_1+1}, \ldots, X_{k_1+1}^{\nu_i - 1}\}$. The following relations hold in $P_{\nu - \alpha_i, \nu}$:

$$e_r(\nu; i + 1) = \sum_{s=0}^r (-1)^s e_{r-s}(\nu - \alpha_i; i + 1) X_{k_i}^s. \quad (5.8)$$

$$e_r(\nu - \alpha_i; i) = \sum_{s=0}^r (-1)^s X_{k_i}^s e_{r-s}(\nu; i), \quad (5.9)$$

$$e_r(\nu - \alpha_i; i + 1) = X_{k_i} e_{r-1}(\nu; i + 1) + e_r(\nu; i + 1), \quad (5.10)$$

$$e_r(\nu; i) = e_{r-1}(\nu - \alpha_i; i) X_{k_i} + e_r(\nu - \alpha_i; i), \quad (5.11)$$
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\[ h_r(\nu; i+1) = h_r(\nu - \alpha_i; i+1) - h_{r-1}(\nu - \alpha_i; i+1)X_{k,i}. \]  
(5.12)

\[ h_r(\nu - \alpha_i; i) = h_r(\nu; i) - X_{k_i}h_{r-1}(\nu; i), \]  
(5.13)

\[ h_r(\nu - \alpha_i; i+1) = \sum_{s=0}^{r} X_{k,s}^i h_{r-s}(\nu; i+1), \]  
(5.14)

\[ h_r(\nu; i) = \sum_{s=0}^{r} h_{r-s}(\nu - \alpha_i; i)X_{k,s}^i, \]  
(5.15)

which are easily seen to follow from the properties (5.4), (5.6) of symmetric polynomials. Similarly, in \( P_{\nu+\alpha_i, \nu}, \) we have the identities

\[ e_r(\nu + \alpha_i; i+1) = \sum_{s=0}^{r} (-1)^s X_{k_{i+1}}^s e_{r-s}(\nu; i+1). \]  
(5.16)

\[ e_r(\nu; i) = \sum_{s=0}^{r} (-1)^s X_{k_1}^s e_{r-s}(\nu + \alpha_i; i), \]  
(5.17)

\[ e_r(\nu; i+1) = X_{k_{i+1}} e_{r-1}(\nu + \alpha_i; i+1) + e_r(\nu + \alpha_i; i+1), \]  
(5.18)

\[ e_r(\nu + \alpha_i; i) = X_{k_1} e_{r-1}(\nu; i) + e_r(\nu; i), \]  
(5.19)

\[ h_r(\nu + \alpha_i; i+1) = h_r(\nu; i+1) - X_{k_{i+1}} h_{r-1}(\nu; i+1), \]  
(5.20)

\[ h_r(\nu; i) = h_r(\nu + \alpha_i; i) - X_{k_{i+1}} h_{r-1}(\nu + \alpha_i; i), \]  
(5.21)

\[ h_r(\nu; i+1) = \sum_{s=0}^{r} X_{k_{i+1}}^s h_{r-s}(\nu + \alpha_i; i+1), \]  
(5.22)

\[ h_r(\nu + \alpha_i; i) = \sum_{s=0}^{r} X_{k_{i+1}}^s h_{r-s}(\nu; i). \]  
(5.23)

The following identities will also be useful:

\[ X_{k_i}^r = \sum_{l=0}^{r} (-1)^l h_{r-l}(\nu - \alpha_i; i+1) e_l(\nu; i+1), \]  
(5.24)

\[ X_{k_i}^r = \sum_{l=0}^{r} (-1)^l e_l(\nu - \alpha_i; i) h_{r-l}(\nu; i), \]  
(5.25)
\[ X_{k+1}^r = \sum_{l=0}^{r} (-1)^l e_l(\nu + \alpha_i; i + 1) h_{r-l}(\nu; i + 1), \]

\[ X_{k+1}^r = \sum_{l=0}^{r} (-1)^{-l} h_l(\nu + \alpha_i; i) e_{r-l}(\nu; i). \]

We can extend the definition of the bimodule \( P_{\nu+\alpha,\nu} \) by letting
\[
P_{\nu+\alpha,\nu} = P_{\nu+\alpha,\nu} \oplus P_{\nu+\alpha,\nu},
\]
and hence, inductively define the bimodule \( P_{\nu+\sum m_i \alpha,\nu} \) for \( m_i \in \mathbb{Z} \). Note that these bimodules are graded, and by \( P_{\nu+\alpha,\nu}(s) \) we will mean the degree shift of \( P_{\nu+\alpha,\nu} \) by \( s \in \mathbb{Z} \).

### 5.2 The 2-functor \( \mathcal{U} \to \text{Pol}_N \)

Let \( \text{Pol}_N \) be the additive 2-category, in which

- objects are \( P_\nu \) for all \( \nu \in \mathcal{P}(n, N) \),
- 1-morphisms between the objects \( P_\nu \) and \( P_{\nu+\sum m_i \alpha} \) are the finite direct sums of bimodules \( P_{\nu+\sum m_i \alpha,\nu} \),
- 2-morphisms are matrices of bimodule homomorphisms.

The next theorem is due to Khovanov and Lauda [27], however, we replace their \( \text{EqFlag}_N^* \) 2-category with the 2-category \( \text{Pol}_N \). While the 2-category \( \text{EqFlag}_N^* \) is presented in terms of \( GL_C(n) \)-equivariant cohomology rings of partial flag varieties in [27], we can pass to \( \text{Pol}_N \) by identifying the Chern classes with elementary symmetric polynomials.

**Theorem 5.2.1.** [27] There is a 2-representation \( \Theta_N : \mathcal{U} \to \text{Pol}_N \), which is defined as follows:

- **On objects**
  \[
  \nu \mapsto \begin{cases} 
  P_\nu & \text{if } \nu \in \mathcal{P}(n, N) \text{ and } \nu_i = \nu_i - \nu_{i+1} \text{ for each } i \in I, \\
  0 & \text{otherwise.}
  \end{cases}
  \]

- **On 1-morphisms**
  \[
  1_\nu(t) \mapsto P_\nu(t),
  \]
  \[
  \mathcal{E}_i 1_\nu(t) \mapsto P_{\nu+\alpha_i}(t),
  \]
  \[
  \mathcal{E}_i 1_\nu(t) \mapsto P_{\nu+\alpha_i}(t),
  \]
  \[
  \mathcal{E}_i 1_\nu(t) \mapsto P_{\nu+\alpha_i}(t),
  \]
\( \mathcal{F}_i 1_\nu \langle t \rangle \rightarrow P_{\nu - \alpha_i, \nu} \langle t \rangle. \)

- **On 2-morphisms**

\[
\Theta_N \left( \begin{array}{c}
\nu \downarrow \downarrow \\
\nu_i \\
\end{array} \right):
\begin{align*}
P_{\nu} & \rightarrow (P_{\nu, \nu + \alpha_i} \otimes P_{\nu + \alpha_i, \nu}) (2\nu_i), \\
1 & \mapsto e_{\nu_i - r}(\nu; i), \\
\end{align*}
\]

\[
\Theta_N \left( \begin{array}{c}
\nu \downarrow \downarrow \\
\nu_i \\
\nu_{i+1} \uparrow \uparrow \\
\end{array} \right):
\begin{align*}
P_{\nu} & \rightarrow P_{\nu, \nu + \alpha_i} \otimes P_{\nu + \alpha_i, \nu} \langle 2\nu_{i+1} \rangle, \\
1 & \mapsto \sum_{r=0}^{\nu_{i+1}} (-1)^{\nu_{i+1} - r} X_r^{\nu_{i+1}} \otimes e_{\nu_{i+1} - r}(\nu; i + 1), \\
\end{align*}
\]

\[
\Theta_N \left( \begin{array}{c}
\nu \downarrow \downarrow \\
\nu_i \\
\nu_{i+1} \uparrow \uparrow \\
\end{array} \right):
\begin{align*}
P_{\nu} & \rightarrow P_{\nu + \alpha_i, \nu} \otimes P_{\nu + \alpha_i, \nu} \langle 2\nu_i \rangle, \\
X_{\nu_{i+1}}^{\nu_{i+1}} \otimes X_{\nu_{i+1}}^{\nu_{i+1}} & \mapsto h_{\nu_{i+1} + \nu_i + 1}(\nu; i + 1), \\
\end{align*}
\]

\[
\Theta_N \left( \begin{array}{c}
\nu \downarrow \downarrow \\
\nu_i \\
\nu_{i+1} \uparrow \uparrow \\
\end{array} \right):
\begin{align*}
P_{\nu} & \rightarrow P_{\nu - \alpha_i, \nu} \otimes P_{\nu - \alpha_i, \nu} \langle 2\nu_i \rangle, \\
X_{\nu_{i+1}}^{\nu_{i+1}} \otimes X_{\nu_{i+1}}^{\nu_{i+1}} & \mapsto c_{i, \nu} h_{\nu_{i+1} + \nu_i + 1}(\nu; i), \\
\end{align*}
\]

\[
\Theta_N \left( \begin{array}{c}
\nu + \alpha_i \downarrow \downarrow \\
\nu_i \\
\end{array} \right):
\begin{align*}
P_{\nu, \nu + \alpha_i} & \rightarrow P_{\nu + \alpha_i, \nu} \langle 2s \rangle, \\
X_r^{\nu_{i+1}} & \mapsto X_r^{\nu_{i+1} + s}, \quad s \geq 0, \\
\end{align*}
\]

\[
\Theta_N \left( \begin{array}{c}
\nu - \alpha_i \downarrow \downarrow \\
\nu_i \\
\end{array} \right):
\begin{align*}
P_{\nu - \alpha_i, \nu} & \rightarrow P_{\nu - \alpha_i, \nu} \langle 2s \rangle, \\
X_r^{\nu_{i+1}} & \mapsto X_r^{\nu_{i+1} + s}, \quad s \geq 0, \\
\end{align*}
\]
Theorem is proved in [27]. We, however, show a way to do it using symmetric polynomials instead of Chern classes. Clearly, the 2-functor $\Theta$ preserves the relations between 2-morphisms. We need to check that $\Phi$ preserves the degrees of 2-morphisms. We need to check that $\Phi$ preserves the relations between 2-morphisms.

**Proof.** Theorem is proved in [27]. We, however, show a way to do it using symmetric polynomials instead of Chern classes. Clearly, the 2-functor $\Theta_N$ preserves the degrees of 2-morphisms. We need to check that $\Phi$ preserves the relations between 2-morphisms.

- Biadjointness property of 1-morphisms can be shown the following way:

\[ \Theta_N \left( \begin{array}{c} \nu \alpha_i \\ \downarrow \end{array} \right) = \sum_{f=0}^{r_i-1} X_{k_i}^{r_i+f} \otimes X_{k_i}^{f} - \sum_{g=0}^{r_i-1} X_{k_i}^{r_i+g} \otimes X_{k_i}^{g} \quad \text{if } a_{ij} = 2, \]

\[ \Theta_N \left( \begin{array}{c} \nu \alpha_i \\ \downarrow \end{array} \right) = t_{ij} \left( X_{k_j}^{r_j} \otimes X_{k_i}^{r_i} \right) \quad \text{if } i = j + 1, \]

\[ \Theta_N \left( \begin{array}{c} \nu \alpha_i \\ \downarrow \end{array} \right) = t_{ij} \left( X_{k_j}^{r_j} \otimes X_{k_i}^{r_i} \otimes X_{k_i}^{r_i+1} \right) \quad \text{if } i = j - 1, \]

\[ \Theta_N \left( \begin{array}{c} \nu \alpha_i \\ \downarrow \end{array} \right) = \left( X_{k_j}^{r_j} \otimes X_{k_i}^{r_i} \right) \quad \text{if } a_{ij} = 0. \]

\[ \Theta_N \left( \begin{array}{c} \nu \alpha_i \\ \downarrow \end{array} \right) \]
\[ X_{k+1}^s \sum_{l=0}^{\nu_i} (-1)^{\nu_i-l} h_{L\nu_i}(\nu + \alpha_i; i)e_{\nu_i-l}(\nu; i) = X_{k_i+1}^s = \Theta_N \left( \nu + \alpha_i \right) \] (1).

- The following relations are easy computations obtained by applying the images of crossings twice:

\[ \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right) (X_{k_i+1}^{r_1} \otimes X_{k_j+1}^{r_2}) = \]
\[ = \begin{cases}
0 & \text{if } a_{ij} = 2, \\
t_{ij}(X_{k_i+1}^{r_1} \otimes X_{k_j+1}^{r_2}) & \text{if } a_{ij} = 0, \\
t_{ij}(X_{k_i+1}^{r_1+1} \otimes X_{k_j+1}^{r_2+1}) + t_{ji}(X_{k_i+1}^{r_1} \otimes X_{k_j+1}^{r_2+1}) & \text{if } a_{ij} = -1,
\end{cases} \]

- We only show the following relation for \( i = j + 1 \):

\[ \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right) - \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right) = t_{ij} \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right). \] (5.28)

We prove this relation by applying the 2-morphisms on the both sides of the equalities on \( X_{k_i+2}^{r_3} \otimes X_{k_j+1}^{r_2} \otimes X_{k_i+1}^{r_1} \). Since

\[ X_{k_i+2}^{r_3} \otimes X_{k_j+1}^{r_2} \otimes X_{k_i+1}^{r_1} = \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right) (1 \otimes 1 \otimes 1) \]

holds, without loss of generality we can take \( r_1 = r_2 = r_3 = 0 \):

\[ \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right) (1 \otimes 1 \otimes 1) = \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right) (t_{ij} 1 \otimes X_{k_i+2} \otimes 1 + t_{ji} X_{k_j+1} \otimes 1 \otimes 1)(1) = \]
\[ = \Theta_N \left( \begin{array}{c}
\begin{array}{c}
\uparrow
\end{array}
\end{array} \right) (t_{ij} 1 \otimes 1 \otimes 1)(1) = t_{ij} 1 \otimes 1 \otimes 1, \]
\[ \Theta_N \left( \begin{array}{c} \nu_i \\ \pi_i^{-1+r} \end{array} \right) (1 \otimes 1 \otimes 1) = 0. \]

We leave the remaining relations for the readers to check. They all follow from the identities (5.8) to (5.23) via direct computations.

Under the 2-functor \( \Theta_N \), the images of the clockwise and counterclockwise bubbles are:

\[ \Theta_N \left( \begin{array}{c} \nu_i \\ \pi_i^{-1+r} \end{array} \right), \Theta_N \left( \begin{array}{c} \nu_i \\ -\pi_i^{-1+r} \end{array} \right) : P_\nu \to P_\nu, \]

\[ \Theta_N \left( \begin{array}{c} \nu_i \\ \pi_i^{-1+r} \end{array} \right) (1) = c_{i,\nu} \sum_{l=0}^{r'} (-1)^l e_l(\nu; i+1) h_{r-l}(\nu; i), \tag{5.29} \]

\[ \Theta_N \left( \begin{array}{c} \nu_i \\ -\pi_i^{-1+r} \end{array} \right) (1) = c_{i,\nu}^{-1} \sum_{l=0}^{r'} (-1)^l e_l(\nu; i) h_{r-l}(\nu; i+1). \tag{5.30} \]

If we replace the ring \( P_\nu \) with ring \( C_\nu := P_\nu/\text{Sym}_N \) for each \( \nu \in \Lambda(n, N) \), we can still define a 2-category \( \text{CPol}_N \) with objects \( C_\nu \) and a 2-functor \( \Psi : \mathcal{U} \to \text{CPol}_N \) in an entirely similar way. Khovanov-Lauda [27] construct a 2-category \( \text{Flag}_N^* \) using the ordinary cohomology of partial flag varieties to show the non-degeneracy of \( \mathcal{U} \). The isomorphism between \( \text{EqFlag}_N^* \) and \( \text{Pol}_N \) descends to a isomorphism between \( \text{Flag}_N^* \) and \( \text{CPol}_N \). Taking the quotients of the objects in \( \text{Pol}_N \) by \( \text{Sym}_N \) corresponds to imposing Grassmannian relation on the objects of \( \text{EqFlag}_N^* \). The 2-morphisms in \( \text{CPol}_N \) are finite-dimensional, and we have \( C_{\overline{x}_0} := P_{\overline{x}_0}/\text{Sym}_N \simeq \mathbb{C} \). The following result is also due to Khovanov-Lauda [27], Theorem 6.14.

**Theorem 5.2.2.** The 2-categories \( \text{Pol}_N \) and \( \text{CPol}_N \) categorify the finite-dimensional, simple \( \mathfrak{sl}_n \) representation \( V(\overline{x}_0) \).

It is easy to check that both \( \text{Pol}_N \) and \( \text{CPol}_N \) are integrable. Recall the two categorifications of \( V(\overline{x}_0) \) – the categories of graded, finitely generated, projective modules \( \overline{\mathcal{R}}^n\text{-pMod} \) and \( \overline{\mathcal{R}}^n\text{-pMod} \) over the deformed cyclotomic KLR algebra \( \overline{\mathcal{R}}^\lambda \) and the cyclotomic KLR algebra \( \overline{\mathcal{R}}^\lambda \) respectively. By Theorem 4.2.5, they carry a universality property which
can be depicted in the following commuting diagrams:

\[
\begin{array}{ccc}
\mathcal{U} & \xrightarrow{\Theta_N} & \text{Pol}_N \\
\downarrow & & \Theta'_N \\
\tilde{R}^{\lambda_0\text{-pMod}} & & \\
\end{array}
\quad
\begin{array}{ccc}
\mathcal{U} & \xrightarrow{\Psi_N} & \text{CPol}_N \\
\downarrow & & \Psi'_N \\
\tilde{R}^{\lambda_0\text{-pMod}} & & \\
\end{array}
\]

where \(\Theta'_N\) and \(\Psi'_N\) are strongly equivariant 2-functors. The 2-category \(\text{CPol}_N\) is a minimal categorification since \(C_{\lambda_0} \simeq \mathbb{C}\), i.e., \(\Psi'_N\) is a strongly equivariant equivalence.

### 5.3 \(Z(\text{Pol}_N)\) as a current algebra module

The 2-functor \(\Theta_N: \mathcal{U} \rightarrow \text{Pol}_N\) induces a \(\mathbb{C}\)-linear functor \(\text{Tr}\Theta_N: \text{Tr}\mathcal{U} \rightarrow \text{Tr}\text{Pol}_N\). The center of the object \(P_{\nu}\) of the 2-category \(\text{Pol}_N\) is isomorphic to \(P_{\nu}\), since \(P_{\nu}\) is a commutative ring and acts on itself by multiplication. Composing the linear isomorphism \(\rho: \mathbb{U}(\mathfrak{sl}_n[t]) \rightarrow \text{Tr}\mathcal{U}\) with the functor \(\text{Tr}\Theta_N: \text{Tr}\mathcal{U} \rightarrow \text{Tr}\text{Pol}_N\) gives the current algebra module structure on \(\bigoplus_{\nu \in \mathcal{P}(n,N)} P_{\nu}\), where each ring \(P_{\nu}\) corresponds to the \(\mathfrak{sl}_n\) weight space \(\nu\). Recall the definition of the generators \(F_{i,j}, E_{i,j}, H_{i,j}\) of \(\text{Tr}\mathcal{U}\) in the equation (2.31). In what follows, we will define the action of \(\text{Tr}\text{Pol}_N\) on the center of objects \(\bigoplus_{\nu \in \mathcal{P}(n,N)} P_{\nu}\) to be the images of the trace maps, defined in (2.32) to (2.34), under the functor \(\Theta_N:\)

\[
F_{i,j} = \text{Tr}\Theta_N(F_{i,j}): P_{\nu} \rightarrow P_{\nu-\alpha_i},
\]

\[
E_{i,j} = \text{Tr}\Theta_N(E_{i,j}): P_{\nu} \rightarrow P_{\nu+\alpha_i},
\]

\[
H_{i,j} = \text{Tr}\Theta_N(H_{i,j}): P_{\nu} \rightarrow P_{\nu},
\]

for all \(i \in I\) and \(j \geq 0\). The next theorem defines the current algebra action and generalizes Brundan’s formula ([9], Theorem 3.4) for the action of \(\mathfrak{sl}_n\).

**Theorem 5.3.1.** 1. The map \(F_{i,j}: P_{\nu} \rightarrow P_{\nu-\alpha_i}\) is the \(P_{\nu-\alpha_i}\)-module homomorphism such that

\[
F_{i,j}(X^m_{k_i}) = c_{1,p}^{-1} \sum_{l=0}^{\nu_i-1} (-1)^l c_i (\nu - \alpha_i; i) h_{m+j+n,-l}(\nu - \alpha_i; i + 1).
\]
2. The map $E_{i,j}: P_\nu \to P_{\nu + \alpha_i}$ is the $P_{\nu + \alpha_i}$-module homomorphism such that

$$E_{i,j}(X_{k_l}^m) = c_{i,p}^{\nu_{i+1}} \sum_{l=0}^{\nu_i-1} (-1)^l e_l(\nu + \alpha_i; i + 1)h_{m+j+E_i-1-l}(\nu + \alpha_i; i).$$

3. The map $H_{i,j}: P_\nu \to P_\nu$ is the multiplication by $(-1)^j(p_j(\nu; i + 1) - p_j(\nu; i))$ if $j > 0$, and by $\nu_i$ if $j = 0$.

Proof:

1. We compute the action of $F_{i,j}$ on $p \in P_\nu$. To do this, we first apply the map $\Theta N \left( \begin{array}{c} \overline{p} \\ \nu - \alpha_i \end{array} \right)$ on $p$:

$$\Theta N \left( \begin{array}{c} \overline{p} \\ \nu - \alpha_i \end{array} \right)(p) = c_{i,p}^{-1} \sum_{\nu=0}^{\nu_i-1} (-1)^l e_l(\nu - \alpha_i; i)p \otimes X_{k_l}^{\nu-1-l} \in P_{\nu-\alpha_i, \nu} \otimes P_\nu P_{\nu-\alpha_i}.$$

Every element $p \in P_{\nu', \nu}$ can be written as $p = \sum_{m=0}^{\nu_i+1} p'_m X_{k_l}^m$ for some elements $p'_m \in P_{\nu - \alpha_i}$.

Now we apply the cap $\Theta N \left( \begin{array}{c} \overline{\nu - \alpha_i} \\ j \end{array} \right)$:

$$\Theta N \left( \begin{array}{c} \overline{\nu - \alpha_i} \\ j \end{array} \right) \left( c_{i,p}^{-1} \sum_{\nu=0}^{\nu_i-1} p'_m \sum_{l=0}^{\nu_i-1} (-1)^l e_l(\nu - \alpha_i; i)X_{k_l}^m \otimes X_{k_l}^{j+\nu_i-1-l} \right) =$$

$$= c_{i,p}^{-1} \sum_{m=0}^{\nu_i+1} p'_m \sum_{l=0}^{\nu_i-1} (-1)^l e_l(\nu - \alpha_i; i)h_{m+j+E_i-1-l}(\nu - \alpha_i; i + 1).$$

Thus,

$$F_{i,j}(X_{k_l}^m) = c_{i,p}^{-1} \sum_{l=0}^{\nu_i-1} (-1)^l e_l(\nu - \alpha_i; i)h_{m+j+E_i-1-l}(\nu - \alpha_i; i + 1).$$

2. Similarly, the action of the $E_{i,j}$ on $p \in P_\nu$ is defined by closing it with a cup and a cup consecutively, and hence obtaining an element of $P_{\nu + \alpha_i}$. As an element of $P_{\nu, \nu + \alpha_i}$, we
can write $p = \sum_{m=0}^{\nu_{i+1}-1} p'_m X_{k_i+1}^m$ for some elements $p'_m \in P_{\nu+\alpha_i}$. Then we have

$$\Theta_N \left( i \bigcirc \overset{\nu+\alpha_i}{\nu} \right) (p) = \sum_{r=0}^{\nu_{i+1}-1} (-1)^r e_l(\nu + \alpha_i; i + 1) p \otimes X_{k_i}^{\nu_{i+1}-1-l} =$$

$$= \sum_{m=0}^{\nu_{i+1}-1} \sum_{l=0}^{\nu_{i+1}-1} (-1)^r e_l(\nu + \alpha_i; i + 1) X_{k_i+1}^m \otimes X_{k_i+1}^{\nu_{i+1}-1-l} \in P_{\nu+\alpha_i, \nu} \otimes_{P_e} P_{\nu, \nu+\alpha_i}.$$  

We close the diagram by applying the cap:

$$\Theta_N \left( i \bigcirc \overset{j, \nu+\alpha_i}{\nu} \right) \left( \sum_{m=0}^{\nu_{i+1}-1} \sum_{l=0}^{\nu_{i+1}-1} (-1)^r e_l(\nu + \alpha_i; i + 1) X_{k_i+1}^m \otimes X_{k_i+1}^{\nu_{i+1}-1-l} \right) =$$

$$= c_{i, \nu+\alpha_i} \sum_{m=0}^{\nu_{i+1}-1} \sum_{l=0}^{\nu_{i+1}-1} (-1)^r e_l(\nu + \alpha_i; i + 1) h_{m+j, \nu, \nu-1-l}(\nu + \alpha_i; i).$$

Thus, we get

$$E_{i,j}(X_{k_i}^m) = c_{i, \nu} \sum_{l=0}^{\nu_{i+1}-1} (-1)^r e_l(\nu + \alpha_i; i + 1) h_{m+j, \nu, \nu-1-l}(\nu + \alpha_i; i).$$

3. The map $H_{i,j}$, $j \geq 1$ is a multiplication by $\text{Tr} \Theta_N(\pi_{i,j}(\nu))$, where

$$\pi_{i,j}(\nu) = \sum_{l=0}^{j} (l+1) \bigcirc \overset{\nu}{\nu} \bigcirc \overset{l}{l}. \quad (5.31)$$

We define the following generating functions:

$$\bigcirc \overset{\nu}{\nu} (t) = \sum_{l=0}^{\infty} \overset{\nu}{\nu} t^l, \quad \bigcirc \overset{\nu}{\nu} (t) = \sum_{l=0}^{\infty} \overset{\nu}{\nu} t^l, \quad E(\nu; i)(t) = \sum_{l=0}^{\nu} e_l(\nu; i) t^l,$$

$$H(\nu; i)(t) = \sum_{l=0}^{\infty} h_l(\nu; i) t^l, \quad p(\nu; i)(t) = \sum_{l=0}^{\infty} p_l(\nu; i) t^{l-1}, \quad \pi_i(\nu)(t) = \sum_{l=0}^{\infty} \pi_{i,l}(\nu) t^{l-1}. \quad 49$$
Then the equation 5.31 can be written as

\[
\pi_i(\mathcal{P})(t) = \left( \frac{\mathcal{P}(t)}{\mathcal{P}_i(t)} \right)' = \left( \frac{\mathcal{P}(t)}{\mathcal{P}_i(t)} \right)' = \left( \log \left( \frac{\mathcal{P}_i(t)}{\mathcal{P}(t)} \right) \right)'.
\] (5.32)

The equation (5.29) implies

\[
\text{Tr} \Theta_N \left( \frac{\mathcal{P}_i(t)}{\mathcal{P}_i(t)} \right) = H(\nu; i)(-t)E(\nu; i + 1)(t) = \frac{E(\nu; i + 1)(t)}{E(\nu; i)(t)},
\]

so we have

\[
\text{Tr} \Theta_N (\pi_i(\mathcal{P})(t)) = \left( \log \frac{E(\nu; i)(t)}{E(\nu; i + 1)(t)} \right)' = (5.33)
\]

\[
= (\log E(\nu; i + 1)(t))' - (\log E(\nu; i)(t))' = p(\nu; i + 1)(-t) - p(\nu; i)(-t).
\]

The last equality in the equation (5.33) is given on page 23 in [32]. Thus, \( \text{Tr} \Theta_N (\pi_i(\mathcal{P})) = (-1)^j(p(\nu; i + 1) - p(\nu; i)). \)

5.4 The coinvariant algebra \( C^\lambda_\nu \)

Fix a partition \( \lambda \in \mathcal{P}^+(n, N) \). Let \( \nu \in \mathcal{P}(n, N) \) and \( I_\nu^\lambda \) be the ideal of \( P_\nu \) generated by

\[
\left\{ h_r(\nu; i_1, \ldots, i_m) \mid 1 \leq m \leq n, 1 \leq i_1 < \cdots < i_m \leq n, r > \lambda_1 + \cdots + \lambda_m - \nu_{i_1} - \cdots - \nu_{i_m} \right\}. \] (5.34)

We will need the following statement for the special case \( \lambda_0 = (N, 0, \ldots, 0) \in \mathcal{P}^+(n, N) \).

Proposition 5.4.1. If \( \lambda_0 = (N, 0, \ldots, 0) \), then \( I_\nu^{\lambda_0} = \text{Sym}_N \).

Proof. We have

\[
I_\nu^{\lambda_0} = \left\{ h_r(\nu; i_1, \ldots, i_m) \mid 1 \leq m \leq n, 1 \leq i_1 < \cdots < i_m \leq n, r > N - (\nu_{i_1} + \cdots + \nu_{i_m}) \right\}.
\]

Since \( \text{Sym}_N = \langle h_r(\nu; 1, 2, \ldots, n) \mid r > 0 \rangle \), we have \( \text{Sym}_N \subseteq I_\nu^{\lambda_0} \). To prove \( I_\nu^{\lambda_0} \subseteq \text{Sym}_N \), let \( h_r(\nu; i_1, \ldots, i_m) \) be a generator of \( I_\nu^N \) with \( r > N - (\nu_{i_1} + \cdots + \nu_{i_m}) \). Define

\[
\{ j_1, j_2, \ldots, j_{n-m} \} = \{ 1, 2, \ldots, n \} \setminus \{ i_1, i_2, \ldots, i_m \}.
\]
to be the ordered set. Then according to (5.6), we have

$$h_r(\nu; i_1, \ldots, i_m) = \sum_{s=0}^{r} (-1)^{r-s} e_{r-s}(\nu; j_1, \ldots, j_{n-m}) h_s(\nu; 1, 2, \ldots, n) =$$

$$= (-1)^r e_r(\nu; j_1, \ldots, j_{n-m}) + \sum_{s=1}^{r} (-1)^{r-s} e_{r-s}(\nu; j_1, \ldots, j_{n-m}) h_s(\nu; 1, 2, \ldots, n).$$

since $e_r(\nu; j_1, \ldots, j_{n-m})$ is an elementary symmetric polynomial in $N - (\nu_1 + \cdots + \nu_m)$ variables, it is zero when $r > N - (\nu_1 + \cdots + \nu_m)$. Thus, $I^\lambda \subseteq \text{Sym}_N$ holds. ☐

Let $C^\lambda = P_\nu / I^\lambda_\nu$. Notice that $\text{Sym}_N \subseteq I^\lambda_\nu$ holds, thus we can regard the ring $C^\lambda$ as a quotient of $C_\nu = C^\lambda_{\nu,\nu}$. Since $P_\nu$ is a finitely generated free module over $\text{Sym}_N$, $C_\nu$ is finite dimensional and hence so is $C^\lambda$. Notice that $C^\lambda_\nu \neq 0$ if and only if $\lambda \geq \nu$ with respect to the dominance order.

**Proposition 5.4.2.** The ideal $\bigoplus_\nu I^\lambda_\nu$ of $\bigoplus_\nu P_\nu$ is invariant under the action of generators $E_{i,j}$ and $F_{i,j}$ for all $i \in I$ and $j \geq 0$.

**Proof.** We will only show $E_{i,j} (I^\lambda_\nu) \subseteq I^\lambda_{\nu+\alpha_i}$, and the proof of $F_{i,j}(I^\lambda_\nu) \subseteq I^\lambda_{\nu-\alpha_i}$ will be similar. We have to show that images of all $h_r(\nu; i_1, \ldots, i_m)$ under $E_{i,j}$ are in $I^\lambda_{\nu+\alpha_i}$ for all $j \geq 0, m \geq 1, 1 \leq i_1 < \cdots < i_m \leq n$ and $r > \lambda_1 + \cdots + \lambda_m - \nu_{i_1} - \cdots - \nu_{i_m}$. We proceed with the case distinction.

1. If $i \in \{i_1, \ldots, i_m\}$ and $i+1 \in \{i_1, \ldots, i_m\}$, then $h_r(\nu; i_1, \ldots, i_m) = h_r(\nu+\alpha_i; i_1, \ldots, i_m)$ holds. In this case, we have

$$E_{i,j}(h_r(\nu; i_1, \ldots, i_m)) = h_r(\nu + \alpha_i; i_1, \ldots, i_m) E_{i,j}(1),$$

which belongs to $I^\lambda_{\nu+\alpha_i}$. The same is true when $i \notin \{i_1, \ldots, i_m\}$ and $i+1 \notin \{i_1, \ldots, i_m\}$ hold simultaneously .

2. We consider the case $i \in \{i_1, \ldots, i_m\}$ and $i+1 \notin \{i_1, \ldots, i_m\}$.

We have the identity (5.21):

$$h_r(\nu; i_1, \ldots, i_m) = h_r(\nu + \alpha_i; i_1, \ldots, i_m) - X_{k_i+1} h_{r-1}(\nu + \alpha_i; i_1, \ldots, i_m).$$

Since $r-1 > \lambda_1 + \cdots + \lambda_m - (\nu+\alpha_i)_{i_1} - \cdots - (\nu+\alpha_i)_{i_m} = \lambda_1 + \cdots + \lambda_m - \nu_{i_1} - \cdots - \nu_{i_m} - 1,$

the element

$$h_r(\nu + \alpha_i; i_1, \ldots, i_m) E_{i,j}(1) - h_{r-1}(\nu + \alpha_i; i_1, \ldots, i_m) E_{i,j}(X_{k_i+1})$$
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belongs to $I_{\nu+\alpha_i}^\lambda$.

3. Finally suppose that $i \notin \{i_1, \ldots, i_m\}$ and $i+1 = i_m$. By (5.22), we have that

$$h_r(\nu; i_1, \ldots, i+1) = \sum_{l=0}^{r} h_l(\nu + \alpha_i; i_1, \ldots, i + 1) X_{k+1}^{r-l}.$$

Applying $E_{i,j}$ on $h_r(\nu; i_1, \ldots, i+1)$, we get the element

$$c_{i,p} \sum_{s=0}^{\nu_i+1} (-1)^s e_s(\nu + \alpha_i; i+1) \sum_{l=0}^{r} h_{r-l+j-n_i-1-s}(\nu + \alpha_i; i) h_l(\nu + \alpha_i; i_1, \ldots, i+1).$$

Notice that since $r > \lambda_1 + \cdots + \lambda_m - \nu_{i_1} - \cdots - \nu_{i_m} = \lambda_1 + \cdots + \lambda_m - (\nu + \alpha_i)_{i_1} - \cdots - (\nu + \alpha_i)_{i_m} = 1$, the second summand in the identity

$$h_{r+j-n_i-1-s}(\nu + \alpha_i; i_1, \ldots, i+1) = \sum_{l=0}^{r} h_{r-l+j-n_i-1-s}(\nu + \alpha_i; i) h_l(\nu + \alpha_i; i_1, \ldots, i+1)$$

$$+ \sum_{l=r+1}^{r+j-n_i-1-s} h_{r-l+j-n_i-1-s}(\nu + \alpha_i; i) h_l(\nu + \alpha_i; i_1, \ldots, i+1)$$

is in $I_{\nu+\alpha_i}^\lambda$. Therefore,

$$h_{r+j-n_i-1-s}(\nu + \alpha_i; i_1, \ldots, i+1, i) \equiv$$

$$\equiv \sum_{l=0}^{r} h_{r-l+j-n_i-1-s}(\nu + \alpha_i; i) h_l(\nu + \alpha_i; i_1, \ldots, i+1) \mod I_{\nu+\alpha_i}^\lambda.$$

We can insert this equivalence in the element (5.4.4). To finish the proof, we need to check that the element

$$c_{i,p} \sum_{s=0}^{\nu_i+1} (-1)^s e_s(\nu + \alpha_i; i+1) h_{r+j-n_i-1-s}(\nu + \alpha_i; i_1, \ldots, i+1, i)$$

also belongs to $I_{\nu+\alpha_i}^\lambda$. Another polynomial identity shows that it is equal to $c_{i,p} h_{r+j-n_i-1}(\nu + \alpha_i; i_1, \ldots, i_{m+1}, i)$, which is an element of $I_{\nu+\alpha_i}^\lambda$, since $r + j - n_i - 1 > \lambda_1 + \cdots + \lambda_m - (\nu + \alpha_i)_{i_1} - \cdots - (\nu + \alpha_i)_{i_{m-1}} - (\nu + \alpha_i)_{i+1}$. \[\square\]
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The proof of Proposition 5.4.2 is a generalization of Lemma 4.1 of Brundan [9] for the \( j \) parameter. This proposition implies the following statement.

**Corollary 5.4.3.** The ring \( \bigoplus_\nu C_\nu^\lambda \) is a finite-dimensional graded current algebra module with the highest weight \( \lambda = (\lambda_1 - \lambda_2, \ldots, \lambda_{n-1} - \lambda_n) \).

The current algebra action on \( \bigoplus_\nu P_\nu \) descends to \( \bigoplus_\nu C_\nu^\lambda \). In other words, the following diagrams commute:

\[
\begin{align*}
\begin{array}{ccc}
P_\nu & \xrightarrow{E_{i,j}} & P_{\nu+\alpha_i} \\
p & \downarrow & p' \\
C_\nu^\lambda & \xrightarrow{E_{i,j}} & C_{\nu+\alpha_i}^\lambda,
\end{array}
\end{align*}
\begin{align*}
\begin{array}{ccc}
P_\nu & \xrightarrow{F_{i,j}} & P_{\nu-\alpha_i} \\
p & \downarrow & p'' \\
C_\nu^\lambda & \xrightarrow{F_{i,j}} & C_{\nu-\alpha_i}^\lambda,
\end{array}
\end{align*}
\]

where \( p, p' \) and \( p'' \) are projections with kernels \( I_\nu^\lambda, I_{\nu+\alpha_i}^\lambda \) and \( I_{\nu-\alpha_i}^\lambda \) respectively.

Recall that we defined an integer

\[
d^\nu_\lambda = \max\{(\lambda, \lambda) - (\nu, \nu), 0\}.
\]

(5.36)

It is easy to show that if \( \lambda > \nu \) with respect to the dominance order, we have \( d^\nu_\lambda > 0 \). Brundan-Ostrik [13] prove that the ring \( C_\nu^\lambda \) is isomorphic to the cohomology ring of Spaltenstein variety – the variety of partial flags of type \( \nu \) which are annihilated by matrices of Jordan type \( \lambda^T \).

For a graded, finite-dimensional current algebra module \( M \), graded composition multiplicity of a simple \( \mathfrak{sl}_n \)-module \( V \) is the polynomial

\[
\sum_{s \geq 0} [M\{2s\} : V] \ t^s,
\]

where \( [M\{2s\} : V] \) is the number of copies of \( V \) in \( M\{2s\} \). Given a partition \( \tau \), the graded composition multiplicity of \( \bar{V}(\bar{\tau}) \) in \( \bigoplus_\nu C_\nu^\lambda \) is given by Brundan [9] via the formula

\[
\sum_{r \geq 0} \left[ \bigoplus_\nu C_\nu^\lambda \{d^\nu_\lambda - 2r\} : V(\bar{\tau}) \right] t^r = K_{\tau^T, \lambda^T}(t),
\]

(5.37)

where \( \tau^T \) and \( \lambda^T \) are the transposes of the partitions \( \tau, \lambda \), and \( K_{\tau^T, \lambda^T}(t) \) is the Kostka-Foulkes polynomial. We refer to [32], section III.6 for the definition of the Kostka-Foulkes polynomial. We will use their following property.
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Proposition 5.4.4. Let \( \lambda, \mu \in \mathcal{P}^+(n, N) \) be partitions, and let \( \lambda' = \lambda + (m, m, \ldots, m), \mu' = \mu + (m, m, \ldots, m) \) for some non-negative integer \( m \). Then the following equations hold:

\[
K_{\lambda, \mu}(t) = K_{\lambda', \mu'}(t), \tag{5.38}
\]
\[
K_{\mu', \lambda'}(t) = K_{(\mu')^T, (\lambda')^T}(t).\tag{5.39}
\]

Proof. \( K_{\lambda, \mu}(t) \) is nonzero if and only if \( \lambda \geq \mu \) with respect to the dominance order. Let \( \alpha_i = (0, \ldots, 0, 1, -1, 0, \ldots, 0) \) be the \( i \)-th simple root as before, and let

\[R^+ = \{ \alpha_i + \alpha_{i+1} + \cdots + \alpha_j | 1 \leq i \leq j \leq n - 1 \}\]

be the set of positive roots. For any \( \xi = (\xi_1, \ldots, \xi_n) \in \mathbb{Z} \) such that \( \sum \xi_i = 0 \), we define the polynomial

\[P(\xi; t) = \sum_{\{m_\alpha\}_{\alpha \in R^+}} t^{\sum m_\alpha},\]

where the sum is over all families \( \{m_\alpha\}_{\alpha \in R^+} \) of non-negative integers such that \( \xi = \sum m_\alpha \alpha \). The polynomial \( P(\xi; t) \) is nonzero if and only if \( \xi = \sum \eta_i \alpha_i \) for some non-negative integers \( \eta_i, 1 \leq i \leq n - 1 \).

By example III.6.4 in [32],

\[K_{\lambda, \mu}(t) = \sum_{\sigma \in S_n} \text{sgn}(\sigma) P(\sigma(\lambda + \delta) - (\mu + \delta); t), \tag{5.39}\]

where \( \delta = (n - 1, n - 2, \ldots, 1, 0) \). The first equality in (5.38) immediately follows from (5.39).

To prove the second equality, notice that \( (\lambda')^T = (n, \ldots, n, \lambda_1^T, \ldots, \lambda_N^T), (\mu')^T = (n, \ldots, n, \mu_1^T, \ldots, \mu_N^T) \). We take \( S_N \) to be the subgroup of \( S_{m+N} \) which fixes the first \( m \) entries, then

\[K_{(\mu')^T, (\lambda')^T}(t) = \sum_{\sigma \in S_{m+N}} \text{sgn}(\sigma) P(\sigma((\mu')^T + \delta) - ((\lambda')^T + \delta); t). \tag{5.40}\]

Notice that summand is zero if \( \sigma \in S_{m+N} \setminus S_N \). Therefore, we can write (5.40) as

\[K_{(\mu')^T, (\lambda')^T}(t) = \sum_{\sigma \in S_N} \text{sgn}(\sigma) P(\sigma((\mu')^T + \delta) - ((\lambda')^T + \delta); t) = \tag{5.41}\]
\[\sum_{\sigma \in S_N} \text{sgn}(\sigma) P(\sigma(\mu^T + \delta) - (\lambda^T + \delta); t) = K_{\mu^T,\lambda^T}(t).\]

The graded dimension of \(C_\nu^\lambda\) is also given by Brundan [9]:

\[
\sum_{r \geq 0} \dim_C C_\nu^\lambda \{2r\} t^r = t^{d_\nu^\lambda}/2 \sum_{\tau \in P^+(n,n)} K_{\tau,\nu} K_{\tau,\lambda^T}(t^{-1}),
\]

where \(K_{\tau,\nu} = K_{\tau,\nu}(1)\) denotes the Kostka number. The Kostka-Foulkes polynomial \(K_{\tau,\nu}(t)\) for a composition \(\nu\) is defined to be \(K_{\tau,\tilde{\nu}}(t)\), where \(\tilde{\nu}\) is the partition obtained by permuting the entries of \(\nu\).

By [2] and [42], the center \(Z(R^\lambda)\) of the cyclotomic KLR algebra \(R^\lambda\) is isomorphic to the dual local Weyl module \(W^*(\overline{\lambda})\). The next theorem is proved independently by Shan-Vasserot-Varagnolo [42] and Webster [45], section 3.

**Theorem 5.4.5.** [45] The current algebra module \(\bigoplus_{\nu} C_\nu^\lambda\) is isomorphic to the dual local Weyl module \(W^*(\overline{\lambda})\).

**Proof.** We give a proof of existence of an injective map \(\varphi: \bigoplus_{\nu} C_\nu^\lambda \rightarrow W^*(\overline{\lambda})\). The module \(\bigoplus_{\nu} C_\nu^\lambda\) is cocyclic, cogenerated by the identity element \(1_\lambda\) of the highest weight space \(C_\lambda^\lambda \simeq \mathbb{C}\). This means that for any \(\nu \in \bigoplus_{\nu} C_\nu^\lambda\), there exist \(u \in U(\mathfrak{sl}_n[t])\) such that \(uv = 1_\lambda\). Moreover, \(\bigoplus_{\nu} C_\nu^\lambda\) is a finite-dimensional highest weight module with the highest weight \(\overline{\lambda}\). The remaining part of the proof follows from the dualization of the Theorem 3.1.2 – the universality property of local Weyl modules. More explicitly, any cocyclic finite-dimensional highest weight module of highest weight \(\overline{\lambda}\) injects into a dual local Weyl module \(W^*(\overline{\lambda})\). The injective, degree zero \(U(\mathfrak{sl}_n[t])\)-invariant map \(\varphi\), which is uniquely defined \(\varphi(1_\lambda) = \delta_\lambda\).

In order to prove surjectivity, it must shown that the co-kernel \(W^*(\overline{\lambda})/\varphi(\bigoplus_{\nu} C_\nu^\lambda)\) is zero.

Socle of a \(U(\mathfrak{sl}_n[t])\)-module \(M\) is the largest semisimple submodule of \(M\). Cosocle of \(M\) is the largest semisimple quotient of \(M\). The dual of the socle of \(M\) is isomorphic to the cosocle of the dual \(M^*\). Kodera-Naoi [29] show that the socle of the local Weyl module \(W(\overline{\lambda})\) is the degree \(d_{\nu^\lambda}\) homogeneous piece, and it is isomorphic to the simple \(\mathfrak{sl}_n\)-module \(V(\overline{\lambda}_{\text{min}})\) where \(\overline{\lambda}_{\text{min}}\) is the unique minimal dominant weight amongst those \(\leq \overline{\lambda}\).

Dually, the cosocle of \(W(\overline{\lambda})\) is \(V(\overline{\lambda}_{\text{min}})\), consisting of degree zero elements. By the multiplicity formula (5.37), the cosocle of \(\bigoplus_{\nu} C_\nu^\lambda\) is also isomorphic to \(V(\overline{\lambda}_{\text{min}})\) in degree zero, generated by the unit of the algebra \(C_{\overline{\lambda}_{\text{min}}}^\lambda\) over \(\mathfrak{sl}_n\). Hence, \(W^*(\overline{\lambda})/\varphi(\bigoplus_{\nu} C_\nu^\lambda)\) has no degree zero elements.
The dual local Weyl module $W^*(\lambda)$ has a finite length, therefore every quotient of $W^*(\lambda)$ contains a simple submodule, which lies in the cosocle, by the definition of the cosocle. Since the cosocle of $W^*(\lambda)$ is simple, it is contained in the co-kernel $W^*(\lambda)/\phi(\bigoplus_\nu C^\lambda_\nu)$. However, $W^*(\lambda)/\phi(\bigoplus_\nu C^\lambda_\nu)$ has no degree zero elements, and hence is zero.

Shan-Vasserot-Varagnolo [42] and Webster [45] also prove that there is a graded algebra isomorphism between the $C^\lambda_\nu$ and the center $Z(R^\lambda(\lambda-\nu))$ of the cyclotomic KLR algebra $R^\lambda(\lambda-\nu)$. Theorem 5.4.5 and graded dimension formula in [9] gives the graded dimension of the center $Z(R^\lambda(\lambda-\nu))$:

$$\sum_{\tau \in P^+} \dim C Z(R^\lambda(\lambda-\nu)) \{2r\} t^r = \sum_{\tau \in P^+} K_{\tau,\nu} K_{\tau,\lambda,\tau}(t^{-1}).$$

By Proposition 5.38, the right hand side of the equation (5.43) depend on $\lambda$ and $\nu$ rather than actual $\lambda$ and $\nu$.

**Theorem 5.4.6.** The graded character of the local Weyl module is given by the formula

$$ch_t W(\lambda) = \sum_{\tau \in P^+} K_{\tau,\lambda,\tau}(t) \, ch V(\bar{\tau}),$$

and the graded dimension of the weight space $\nu$ is given by

$$\dim C W^\nu(\lambda) = \sum_{r \geq 0} \dim C W^\nu(\lambda) \{2r\} t^r = \sum_{\tau \in P^+} K_{\tau,\nu} K_{\tau,\lambda,\tau}(t).$$

**Proof.** Combining the multiplicity formula (5.37) with the Theorem 5.4.5, we have

$$\sum_{r \geq 0} [\bigoplus_\nu W^\nu(\lambda) \{d^\lambda_\nu - 2r\} : V(\bar{\tau})] \, t^r = K_{\tau,\lambda,\tau}(t),$$

Since $W^\nu(\lambda) \{d^\lambda_\nu - 2r\} = (W^\nu(\lambda) \{2r\})^*$ and $V(\bar{\tau}) \simeq V^*(\bar{\tau})$, the multiplicity formula for the local Weyl module is

$$\sum_{r \geq 0} [\bigoplus_\nu W^\nu(\lambda) \{2r\} : V(\bar{\tau})] \, t^r = K_{\tau,\lambda,\tau}(t),$$

which implies (5.44). The graded dimension formula follows similarly from the equation (5.42). □
Remark 5.4.7. Let \( \lambda \in \mathcal{P}^+(n,N) \) and \( W(\overline{\lambda}) \) be the local Weyl module with the highest weight \( \overline{\lambda} \). If we set \( t = 1 \) in the formula (5.44), we get

\[
ch_t W(\overline{\lambda}) |_{t=1} = \sum_{\tau \in \mathcal{P}^+(n,N)} K_{\tau,\lambda} (1) \, ch V(\overline{\tau}) = ch \left( \Lambda^{\lambda_1^T} \mathbb{C}^n \otimes \Lambda^{\lambda_2^T} \mathbb{C}^n \otimes \cdots \otimes \Lambda^{\lambda_n^T} \mathbb{C}^n \right),
\]

(5.48)

where the \( \lambda^T = (\lambda_1^T, \lambda_2^T, \ldots, \lambda_n^T) \) is the transpose of \( \lambda \). The equation (5.48) also follows from Chari-Loktev [18], where they prove that \( W(\overline{\lambda}) \) is isomorphic to a certain graded tensor product of fundamental representations, called the fusion product, where recover the usual tensor product

\[
\Lambda^{\lambda_1^T} \mathbb{C}^n \otimes \Lambda^{\lambda_2^T} \mathbb{C}^n \otimes \cdots \otimes \Lambda^{\lambda_n^T} \mathbb{C}^n = \bigoplus_{\tau \in \mathcal{P}^+(n,N)} (V(\overline{\tau}))^{\oplus K_{\tau,\lambda}}
\]

(5.49)

if we set \( t = 1 \).

A computation shows that if \( \lambda_0 = (N,0,\ldots,0) \), the graded dimension of \( C^N_{\nu} \) is given by the quantum multinomial coefficient

\[
\begin{pmatrix} N \\ \nu_n \end{pmatrix}_t = \begin{pmatrix} N \\ \nu_1,\ldots,\nu_n \end{pmatrix}_t = \frac{[N]!}{[\nu_1]! \cdots [\nu_n]!} t^{\nu_1 + \cdots + \nu_n},
\]

where \([a]!\) denotes the \( t \)-factorial

\[
\frac{(1-t)(1-t^2)\cdots (1-t^n)}{(1-t)^n} = (1+t)(1+t+t^2)\cdots (1+t+t^2+\cdots + t^{n-1}).
\]

Example 5.4.8. Let \( N = 9, n = 4, \lambda = (5,2,1,1) \) and \( \nu = (3,1,2,3) \). We compute the graded dimension of \( Z \left( R^{\overline{\lambda}}(\overline{\lambda} - \overline{\nu}) \right) \). We have \( \lambda^T = (4,2,1,1,1), d_{\nu} = 31 - 23 = 8 \).

\[
\sum_{\tau \geq 0} \dim Z \left( R^{\overline{\lambda}}(\overline{\lambda} - \overline{\nu}) \right) \{2r\} t^r = t^4 \sum_{\tau \in \mathcal{P}^+(4,9)} K_{\tau,(3,1,2,3)} \cdot K_{\tau,(4,2,1,1,1)} (t^{-1}) = \sum_{\tau \in \mathcal{P}^+(4,9)} K_{\tau,(3,1,2,3)} \cdot K_{\tau,(4,2,1,1,1)} (t^{-1}) = \sum_{\tau \in \mathcal{P}^+(4,9)} K_{\tau,(3,1,2,3)} \cdot K_{\tau,(4,2,1,1,1)} (t^{-1})
\]

(5.50)

\[
= t^4 [K_{(3,2,1),(3,1,2,3)} \cdot K_{(4,2,1,0),(4,2,1,1,1)} (t^{-1}) + K_{(5,2,1,1),(3,1,2,3)} \cdot K_{(4,2,1,1,1),(4,2,1,1,1)} (t^{-1}) + K_{(4,3,1,1),(3,1,2,3)} \cdot K_{(4,2,1,1,0),(4,2,1,1,1)} (t^{-1}) + K_{(4,2,2,1),(3,1,2,3)} \cdot K_{(4,3,1,1,0),(4,2,1,1,1)} (t^{-1})] = t^4 (t^{-2} + t^{-3} + t^{-4} + 2 + 2(t^{-2} + t^{-1}) + (t^{-3} + t^{-2} + t^{-1})) = 2t^4 + 3t^3 + 4t^2 + 2t + 1.
\]

It is easy to check that we get the same graded dimension if we choose \( \lambda' = (4,1,0,0) \) and \( \nu' = (2,0,1,2) \). In both cases, \( \overline{\lambda} = \overline{\lambda}' = (3,1,0) \) and \( \overline{\nu} = \overline{\nu}' = (2,-1,-1) \).
Example 5.4.9. Let $N = 5$, $n = 3$, $\lambda = (5, 0, 0)$ and $\nu = (3, 1, 1)$. The graded dimension of the center $Z \left( \mathcal{R}^\lambda(\mathcal{L} - \nu) \right)$ is computed as follows. We have $\lambda^T = (1, 1, 1, 1, 1)$, $d^\lambda_\nu = 14$.

$$\sum_{r \geq 0} \dim \mathbb{C} Z \left( \mathcal{R}^\lambda(\mathcal{L} - \nu) \right) \{2r\} t^r = t^7 \sum_{\tau \in P^{(3,5)}} K_{\tau,(3,1,1)} \cdot K_{\tau,(1,1,1,1,1)}(t^{-1}) =$$

$$= t^7(K_{(5,0,0),(3,1,1)} \cdot K_{(1,1,1,1,1),(1,1,1,1,1)}(t^{-1}) + K_{(4,1,0),(3,1,1)} \cdot K_{(2,1,1,1),(1,1,1,1,1)}(t^{-1}) +$$

$$+ K_{(3,2,0),(3,1,1)} \cdot K_{(2,2,1,0,0),(1,1,1,1,1)}(t^{-1}) + K_{(3,1,1),(3,1,1)} \cdot K_{(3,1,1,0,0),(1,1,1,1,1)}(t^{-1})) =$$

$$= t^7(1 + 2(t^{-1} + t^{-2} + t^{-3} + t^{-4}) + (t^{-2} + t^{-3} + t^{-4} + t^{-5} + t^{-6}) + (t^{-3} + t^{-4} + 2t^{-5} + t^{-6} + t^{-7})) =$$

$$= t^7 + 2t^6 + 3t^5 + 4t^4 + 4t^3 + 3t^2 + 2t^1 + 1 = \binom{5}{3,1,1}_t.$$
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