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Abstract

In this paper, the capacity and energy efficiency of training-based communication schemes employed for transmission over a-priori unknown Rayleigh block fading channels are studied. In these schemes, periodically transmitted training symbols are used at the receiver to obtain the minimum mean-square-error (MMSE) estimate of the channel fading coefficients. Initially, the case in which the product of the estimate error and transmitted signal is assumed to be Gaussian noise is considered. In this case, it is shown that bit energy requirements grow without bound as the signal-to-noise ratio (SNR) goes to zero, and the minimum bit energy is achieved at a nonzero SNR value below which one should not operate. The effect of the block length on both the minimum bit energy and the SNR value at which the minimum is achieved is investigated. Energy efficiency analysis is also carried out when peak power constraints are imposed on pilot signals. Flash training and transmission schemes are analyzed and shown to improve the energy efficiency in the low-SNR regime.

In the second part of the paper, the capacity and energy efficiency of training-based schemes are investigated when the channel input is subject to peak power constraints. The capacity-achieving input structure is characterized and the magnitude distribution of the optimal input is shown to be discrete with a finite number of mass points. The capacity, bit energy requirements, and optimal resource allocation strategies are obtained through numerical analysis. The bit energy is again shown to grow without bound as SNR decreases to zero due to the presence of peakedness constraints. Capacity and energy-per-bit are also analyzed under the assumptions that the transmitter interleaves the data symbols before transmission over the channel, and per-symbol peak power constraints are imposed. The improvements in energy efficiency when on-off keying with fixed peak power and vanishing duty cycle is employed are studied. Comparisons of the performances of training-based and noncoherent transmission schemes are provided.

Index Terms: Channel capacity, energy-per-bit, energy efficiency, training-based transmission, capacity-achieving input distribution, optimal resource allocation, Rayleigh block fading channels, channel estimation.
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I. INTRODUCTION

In wireless communications, channel conditions vary randomly over time due to mobility and changing environment, and the degree of channel side information (CSI) assumed to be available at the receiver and transmitter is a key assumption in the study of wireless fading channels. The case in which the channel is assumed to be perfectly known at the receiver and/or transmitter has been extensively studied. In an early work, Ericsson [1] obtained the capacity of flat fading channels with perfect receiver CSI. More recently, Ozarow et al. [2] studied the average and outage capacity values in the cellular mobile radio setting assuming perfect channel knowledge at the receiver. Goldsmith and Varaiya [3] analyzed the capacity of flat fading channels with perfect CSI at the transmitter and/or receiver.

The assumption of having perfect channel knowledge is unwarranted when communication is trying to be established in a highly mobile environment. This consideration has led to another line of work where both the receiver and transmitter are assumed to be completely uninformed of the channel conditions. Abou-Faycal et al. [4] studied the capacity of the unknown Rayleigh fading channel and showed that the optimal input amplitude has a discrete structure. This is in stark contrast to the optimality of a continuous Gaussian input in known channels. In [16] and [18], the discreteness of the capacity-achieving amplitude distribution is proven for noncoherent Rician fading channels under input peakedness constraints. When the input is subject to peak power constraints, the discrete nature of the optimal input is shown for a general class of single-input single-output channels in [7]. Marzetta and Hochwald [5] gave a characterization of the optimal input structure for unknown multiple-antenna Rayleigh fading channels. This analysis subsequently led to the proposal of unitary space-time modulation techniques [6]. Chan et al [8] considered conditionally Gaussian multiple-input multiple-output (MIMO) channels with bounded inputs and proved the discreteness of the optimal input under certain conditions. Zheng and Tse [10] analyzed the multiple-antenna Rayleigh channels and identified the high signal-to-noise ratio (SNR) behavior of the channel capacity.

Heretofore, the two extreme assumptions of having either perfect CSI or no CSI have been discussed. Practical wireless systems live in between these two extremes. Unless there is very high mobility, wireless systems generally employ estimation techniques to learn the channel conditions, albeit with errors. Hence, it is of utmost interest to analyze fading channels with imperfect CSI. Médard [13] investigated the effect upon channel capacity of imperfect channel knowledge and obtained upper and lower bounds on the input-output mutual information. Lapidoth and Shamai [12] analyzed the effects of channel estimation errors on the performance if Gaussian codebooks are used and nearest neighbor decoding is employed. The capacity of imperfectly-known fading channels is characterized in the low-SNR regime in [14] and in the high-SNR regime in [9].

The aforementioned studies have not considered explicit training and estimation techniques, and resources allocated to them. Recently, Hassibi and Hochwald [23] studied training schemes to learn the multiple-antenna
channels. In this work, power and time dedicated to training is optimized by maximizing a lower bound on the capacity. Similar training techniques are also discussed in [10]. Due to its practical significance, the information-theoretic analysis of training schemes has attracted much interest (see e.g., [24]-[35]). Since exact capacity expressions are difficult to find, these studies have optimized the training signal power, duration, and placement using capacity bounds. Since Gaussian noise is the worst-case uncorrelated additive noise in a Gaussian setting [23], a capacity lower bound is generally obtained by assuming the product of the estimate error and the transmitted signal as another source of Gaussian noise. In the above cited work, training symbols are employed to solely facilitate channel estimation. However, we note that training symbols can also be used for timing- and frequency-offset synchronization, and channel equalization [36]-[38]. Tong et al. in [22] present an overview of pilot-assisted wireless transmissions and discuss design issues from both information-theoretic and signal processing perspectives.

Another important concern in wireless communications is the efficient use of limited energy resources. In systems where energy is at a premium, minimizing the energy cost per unit transmitted information will improve the efficiency. Hence, the energy required to reliably send one bit is a metric that can be adopted to measure the performance. Generally, energy-per-bit requirement is minimized, and hence the energy efficiency is maximized, if the system operates in the low-SNR regime. In [14], Verdú has analyzed the tradeoff between the spectral efficiency and bit energy in the low-SNR regime for a general class of channels and shown that the normalized received minimum bit energy of $-1.59$ dB is achieved as $\text{SNR} \to 0$ in averaged power limits channels regardless of the availability of CSI at the receiver. On the other hand, [14] has proven that if the receiver has imperfect CSI, the wideband slope, which is the slope of the spectral efficiency curve at zero spectral efficiency, is zero. Hence, approaching the minimum bit energy of $-1.59$ dB is extremely slow, and moreover it requires input signals with increasingly higher peak-to-average power ratios. The impact upon the energy efficiency of limiting the peakedness of signals is analyzed in [17]. The wideband channel capacity in the presence of input peakedness constraints is investigated in [15], [19], and [20].

Energy efficiency, which is of paramount importance in many wireless systems, has not been the core focus of the aforementioned work on training schemes. Moreover, previous studies optimized the training parameters by using capacity lower bounds. These achievable rate expressions are relevant for systems in which the channel estimate is assumed to be perfect and transmission and reception is designed for a known channel. Note that these assumptions will lead to poor performance unless the SNR is high or the channel coherence time is long.

The contributions of this paper are the following:

- We provide an energy efficiency perspective by analyzing the performance of training techniques in the low-SNR regime. Note that at low SNR levels, the quality of the channel estimate is far from being perfect. We quantify the performance losses in terms of energy efficiency in the worst-case scenario where the estimate
is assumed to be perfect. We identify an SNR level below which one should avoid operating. We consider flash training and transmission techniques to improve the performance.

- We obtain the exact capacity of training-based schemes by characterizing the structure of the capacity-achieving input distribution under input peak power constraints which are highly relevant in practical applications. Optimal resource allocation is performed using the exact capacity values. Improvements in energy efficiency with respect to the worst-case scenario are shown.

- We compare the performances of untrained noncoherent and training-based communication schemes under peak power constraints and show through numerical results that performance loss experienced by training-based schemes is small even at low SNR levels and small values of coherence time. On the other hand, if data symbols are interleaved and experience independent fading, we show that training-based schemes outperform noncoherent techniques.

- We find the attainable bit energy levels in the low-SNR regime when limitations on the peak-to-average power ratio are relaxed and on-off keying with fixed power and vanishing duty cycle is used to transmit information.

The organization of the paper is as follows. Section II provides the channel model. In Section III training-based transmission and reception is described. In Section IV we study the achievable rates and energy efficiency in the case where the product of the channel estimate and the transmitted signal is assumed to be Gaussian noise. In Section V we analyze the capacity and the energy efficiency of training-based schemes when the input is subject to peak power limitations. Section VI includes our conclusions. Proofs of several results are relegated to the Appendix.

II. CHANNEL MODEL

We consider Rayleigh block-fading channels where the input-output relationship within a block of \(m\) symbols is given by

\[
y = hx + n
\]  

where \(h \sim \mathcal{CN}(0, \gamma^2)\) is a zero-mean circularly symmetric complex Gaussian random variable with variance \(E\{|h|^2\} = \gamma^2\), and \(n\) is a zero-mean, \(m\) complex-dimensional Gaussian random vector with covariance matrix \(E\{nn^\dagger\} = N_0 I\). \(x\) and \(y\) are the \(m\) complex-dimensional channel input and output vectors, respectively. It is assumed that the fading coefficients stay constant for a block of \(m\) symbols and have independent realizations.

\(^2x \sim \mathcal{CN}(d, \Sigma)\) is used to denote that \(x\) is a complex Gaussian random vector with mean \(E\{x\} = d\) and covariance \(E\{(x - d)(x - d)^\dagger\} = \Sigma\)

\(^3\)Note that in the channel model \(x, y, x,\) and \(n\) are column vectors.
for each block. It is further assumed that neither the transmitter nor the receiver has prior knowledge of the realizations of the fading coefficients.

III. TRAINING-BASED TRANSMISSION AND RECEPTION

We assume that pilot symbols are employed in the system to facilitate channel estimation at the receiver. Hence, the system operates in two phases, namely training and data transmission. In the training phase, pilot symbols known at the receiver are sent from the transmitter and the received signal is

\[ y_t = h x_t + n_t \]  \hspace{1cm} (2)

where \( y_t, x_t, \) and \( n_t \) are \( l \)-dimensional vectors signifying the fact that \( l \) out of \( m \) input symbols are devoted to training. It is assumed that the receiver employs minimum mean-square error (MMSE) estimation to obtain the estimate

\[ \hat{h} = E\{h|y_t\} = \frac{\gamma^2}{\gamma^2 ||x_t||^2 + N_0} x_t^\dagger y_t. \] \hspace{1cm} (3)

With this estimate, the fading coefficient can now be expressed as

\[ h = \hat{h} + \tilde{h} \] \hspace{1cm} (4)

where

\[ \tilde{h} \sim \mathcal{CN}\left(0, \frac{\gamma^4 ||x_t||^2}{\gamma^2 ||x_t||^2 + N_0}\right) \quad \text{and} \quad \hat{h} \sim \mathcal{CN}\left(0, \frac{\gamma^2 N_0}{\gamma^2 ||x_t||^2 + N_0}\right). \] \hspace{1cm} (5)

Note that \( \tilde{h} \) denotes the error in the channel estimate. Following the training phase, the transmitter sends the \((m-l)\)-dimensional data vector \( x_d \), and the receiver equipped with the knowledge of the channel estimate operates on the received signal

\[ y_d = \hat{h} x_d + \tilde{h} x_d + n_d \] \hspace{1cm} (6)

to recover the transmitted information. We note that since training-based schemes are studied in this paper, memoryless fading channels in which \( m = 1 \) are not considered, and it is assumed throughout the paper that the block length satisfies \( m \geq 2 \).

IV. ACHIEVABLE RATES AND ENERGY EFFICIENCY IN THE WORST CASE SCENARIO

A. Average Power Limited Case

In this section, we assume that the input is subject to an average power constraint

\[ E\{||x||^2\} \leq mP. \] \hspace{1cm} (7)
Our overall goal is to identify the bit energy values that can be attained with optimized training parameters such as the power and duration of pilot symbols. The least amount of energy required to send one information bit reliably is given by

\[ \frac{E_b}{N_0} = \frac{\text{SNR}}{C(\text{SNR})} \]  

where \( C(\text{SNR}) \) is the channel capacity in bits/symbol. In this section, we follow the general approach in the literature and consider a lower bound on the channel capacity by assuming that

\[ z = \hat{h}x_d + n_d \]  

is a Gaussian noise vector that has a covariance of

\[ E\{zz^\dagger\} = \sigma_h^2 E\{x_d x_d^\dagger\} + N_0 I, \]  

and is uncorrelated with the input signal \( x_d \). With this assumption, the channel model becomes

\[ y_d = \hat{h}x_d + z. \]  

This model is called the worst-case scenario since the channel estimate is assumed to be perfect, and the noise is modeled as Gaussian, which presents the worst case [23]. The capacity of the channel in (11), which acts as a lower bound on the capacity of the channel in (6), is achieved by a Gaussian input with

\[ E\{x_d x_d^\dagger\} = \frac{(1 - \delta^*)mP}{m - 1} I \]  

where \( \delta^* \) is the optimal fraction of power allocated to the pilot symbol, i.e., \(|x_t|^2 = \delta^* mP\). The optimal value is given by

\[ \delta^* = \sqrt{\eta(\eta + 1)} - \eta \]  

where

\[ \eta = \frac{m \text{SNR} + (m - 1)}{m(m - 2)\text{SNR}} \quad \text{and} \quad \text{SNR} = \frac{\gamma^2 P}{N_0}. \]  

Note that \( \text{SNR} \) in (14) is the received signal-to-noise ratio. In the average power limited case, sending a single pilot is optimal because instead of increasing the number of pilot symbols, a single pilot with higher power can be used and a decrease in the duration of the data transmission can be avoided. Hence, the optimal \( x_d \) is an

\[ \text{Note that } \frac{E_b}{N_0} \text{ is the bit energy normalized by the noise power spectral level } N_0. \]
$(m-1)$-dimensional Gaussian vector. Since the above results are indeed special cases of those in [23], the details are omitted. The resulting capacity expression is

$$C_L(SNR) = \frac{m - 1}{m} E_w \left\{ \log \left( 1 + \frac{\phi(SNR)SNR^2}{\psi(SNR)SNR + (m-1)\|w\|^2} \right) \right\}$$

$$= \frac{m - 1}{m} E_w \left\{ \log \left( 1 + f(SNR)\|w\|^2 \right) \right\} \text{ nats/symbol} \quad (15)$$

where

$$\phi(SNR) = \delta^* (1 - \delta^*)m^2, \quad \text{and} \quad \psi(SNR) = (1 + (m-2)\delta^*)m, \quad (16)$$

and $w \sim \mathcal{CN}(0,1)$. Note also that the expectation in (15) is with respect to the random variable $w$. The bit energy values in this setting are given by

$$\frac{E_{b,u}}{N_0} = \frac{SNR}{C_L(SNR)} \log 2 \quad (17)$$

where $C_L$ is in nats/symbol. $\frac{E_{b,u}}{N_0}$ provides the least amount of normalized bit energy values in the worst-case scenario and also serves as an upper bound on the achievable bit energy levels of channel (6). It is shown in [12] that if the channel estimate is assumed to be perfect, and Gaussian codebooks designed for known channels are used, and scaled nearest neighbor decoding is employed at the receiver, then the generalized mutual information has an expression similar to (15) (see [12, Corollary 3.0.1]). Hence $\frac{E_{b,u}}{N_0}$ also gives a good indication of the energy requirements of a system operating in this fashion. The next result provides the asymptotic behavior of the bit energy as SNR decreases to zero.

**Proposition 1:** The normalized bit energy (17) grows without bound as the signal-to-noise ratio decreases to zero, i.e.,

$$\left. \frac{E_{b,u}}{N_0} \right|_{C_L = 0} = \lim_{\text{SNR} \rightarrow 0} \frac{SNR}{C_L(SNR)} \log 2 = \frac{\log 2}{C_L(0)} = \infty. \quad (18)$$

**Proof:** In the low SNR regime, we have

$$C_L(SNR) = \frac{m - 1}{m} \left( f(SNR)E\{|w|^2\} + o(f(SNR)) \right) \quad (19)$$

$$= \frac{m - 1}{m} \left( f(SNR) + o(f(SNR)) \right). \quad (20)$$

As $\text{SNR} \rightarrow 0$, $\delta^* \rightarrow 1/2$, and hence $\phi(SNR) \rightarrow m^2/4$ and $\psi(SNR) \rightarrow m + m(m-2)/2$. Therefore, it can easily be seen that

$$f(SNR) = \frac{m^2}{4(m-1)}SNR^2 + o(SNR^2) \quad (21)$$

from which we have $C_L(0) = 0$. \hfill \Box

---

5Unless specified otherwise, all logarithms are to the base $e$.  
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The fact that $C_L$ decreases as $\text{SNR}^2$ as $\text{SNR}$ goes to zero has already been pointed out in [23]. The reason for this behavior is that as $\text{SNR}$ decreases, the power of $\hat{h}$ (5) decreases linearly with $\text{SNR}$ and hence the quality of the channel estimate deteriorates. Since the channel estimate is assumed to be perfect, the effective signal-to-noise ratio decays as $\text{SNR}^2$ leading to the observed result. Proposition 1 shows the impact of this behavior on the energy-per-bit, and indicates that it is extremely energy-inefficient to operate at very low $\text{SNR}$ values. The result holds regardless of the size of the block length $m$ as long as it is finite. We further conclude that in a training-based scheme where the channel estimate is assumed to be perfect, the minimum energy per bit is achieved at a nonzero $\text{SNR}$ value. This most energy-efficient operating point can be obtained by numerical analysis. We can easily compute $C_L(\text{SNR})$ in (15), and hence the bit energy values.

Figure 1 plots the normalized bit energy curves as a function of $\text{SNR}$ for block lengths of $m = 3, 5, 10, 20, 50, 100, 200, 10^4$. As predicted, for each block length value, the minimum bit energy is achieved at nonzero $\text{SNR}$, and the bit energy requirement increases as $\text{SNR} \to 0$. It is been noted in [23] that training-based schemes, which assume the channel estimate to be perfect, perform poorly at very low $\text{SNR}$ values, and the exact transition point below which one should not operate in this fashion is deemed as not clear. Here, we propose the $\text{SNR}$ level at which the minimum bit energy is achieved as a transition point since operating below this point results in higher bit energy.
requirements. It is further seen in Fig. 1 that the minimum bit energy is attained at an SNR value that satisfies
\[
\frac{d}{d\text{SNR}} \left( \frac{E_{b,U}}{N_0} \right) = \frac{d}{d\text{SNR}} \left( \text{SNR} \log 2 \right) C_L(\text{SNR}) = 0. \tag{22}
\]

Another observation from Fig. 1 is that the minimum bit energy decreases with increasing \(m\) and is achieved at a lower SNR value. The following result sheds a light on the asymptotic behavior of the capacity as \(m \to \infty\).

**Theorem 1:** As the block length \(m\) increases, \(C_L\) approaches to the capacity of the perfectly known channel, i.e.,
\[
\lim_{m \to \infty} C_L(\text{SNR}) = E_w \{ \log (1 + \text{SNR}|w|^2) \}. \tag{23}
\]

Moreover, define \(\chi = 1/m\). Then
\[
\frac{dC_L(\text{SNR})}{d\chi} \bigg|_{\chi=0} = -\infty. \tag{24}
\]

**Proof:** We have
\[
\lim_{m \to \infty} C_L(\text{SNR}) = \lim_{m \to \infty} E_w \{ \log (1 + f(\text{SNR})|w|^2) \} \tag{25}
\]
\[
= E_w \left\{ \lim_{m \to \infty} \log (1 + f(\text{SNR})|w|^2) \right\} \tag{26}
\]
\[
= E_w \left\{ \log \left( 1 + |w|^2 \lim_{m \to \infty} f(\text{SNR}) \right) \right\} \tag{27}
\]
\[
= E_w \left\{ \log \left( 1 + \text{SNR}|w|^2 \right) \right\}. \tag{28}
\]

(25) follows from the fact that \((m - 1)/m \to 1\) as \(m \to \infty\). For (26) to hold, we invoke the Dominated Convergence Theorem [40]. Note that
\[
|\log(1 + f(\text{SNR})|w|^2)| \leq f(\text{SNR})|w|^2 \tag{29}
\]
\[
= \frac{\phi(\text{SNR})\text{SNR}^2}{\psi(\text{SNR})\text{SNR} + (m - 1)|w|^2} \tag{30}
\]
\[
\leq \frac{\phi(\text{SNR})}{\psi(\text{SNR})} \text{SNR}|w|^2 \tag{31}
\]
\[
= \frac{\delta^*(1 - \delta^*)m^2}{m + m(m - 2)\delta^*}\text{SNR}|w|^2 \tag{32}
\]
\[
= \frac{(1 - \delta^*)m^2}{m - 2}\text{SNR}|w|^2 \tag{33}
\]
\[
\leq \frac{(1 - \delta^*)m}{m - 2}\text{SNR}|w|^2 \tag{34}
\]
\[
\leq 3\text{SNR}|w|^2 \text{ for } m \geq 3 \tag{35}
\]

where (34) is obtained by removing \(\frac{m}{\delta^*}\) in the denominator and (35) follows from the facts that \(1 - \delta^* \leq 1\) and \(\frac{m}{m - 2} \leq 3\) for all \(m \geq 3\). If \(m = 2\), we have \(\phi(\text{SNR}) = 1\), \(\psi(\text{SNR}) = 2\), and hence
\[
|\log(1 + f(\text{SNR})|w|^2)| = \log \left( 1 + \frac{\text{SNR}^2}{2\text{SNR} + 1}|w|^2 \right) \leq \frac{1}{2}\text{SNR}|w|^2. \tag{36}
\]
Therefore, $3\text{SNR}|w|^2$ is an upper bound that applies for all integer values $m \geq 2$. Furthermore, the upper bound does not depend on $m$ and is integrable, i.e., $E_w \{3\text{SNR}|w|^2\} = 3\text{SNR} < \infty$. Hence, the Dominated Convergence Theorem applies and (26) is justified. (27) is due to the fact that logarithm is a continuous function. (28) can easily be verified by noting that $m^2\delta^*$ is the fastest growing component, increasing as $m^2$ with increasing $m$.

(24) follows again from the application of the Dominated Convergence Theorem and the fact that the derivative of $f(\text{SNR})$ with respect to $\chi = 1/m$ at $\chi = 0$ is $-\infty$. □

The first part of Theorem 1 is not surprising and is expected because reference [5] has already shown that as the block length grows, the perfect knowledge capacity is achieved even if no channel estimation is performed. This result agrees with our observation in Fig. 1 that $-1.59$ dB is approached at lower SNR values as $m$ increases. However, the rate of approach is very slow in terms of the block size, as proven in the second part of Theorem 1 and evidenced in Fig. 2. Due to the infinite slope observed in the figure, approaching $-1.59$ dB is very demanding in block length.

---

Note that Theorem 1 implies that the slope of $\frac{\text{SNR}}{c_L(\text{SNR})}$ at $\chi = \frac{1}{m} = 0$ is $\infty$. 

---

Fig. 2. Minimum energy per bit $\frac{E_{b,U}}{N_0} \text{ min} (\text{dB})$ vs. $\frac{1}{m}$ in the worst-case scenario.
B. Peak Power Constraint on the Pilot

Heretofore, we have assumed that there are no peak power constraints imposed on either the data or pilot symbols. Recall that the power of the pilot symbol is given by

\[ |x_t|^2 = \delta^* mP = \sqrt{\xi (\xi + mP)} - \xi \]  

(37)

where \( \xi = \frac{m^2 P + (m-1)N_0}{(m-2)\gamma^2} \). We immediately observe from (37) that the pilot power increases at least as \( \sqrt{m} \) as \( m \) increases. For large block sizes, such an increase in the pilot power may be prohibitive in practical systems. Therefore, it is of interest to impose a peak power constraint on the pilot in the following form:

\[ |x_t|^2 \leq \kappa P. \]  

(38)

Since the average power is uniformly distributed over the data symbols, the average power of a data symbol is proportional to \( P \) and is at most \( (1 - \delta^*)2P \) for any block size. Therefore, \( \kappa \) can be seen as a limitation on the peak-to-average power ratio. Note that we will allow Gaussian signaling for data transmission. Hence, there are no hard peak power limitations on data signals. This approach will enable us to work with a closed-form capacity expression. Although Gaussian signals can theoretically assume large values, the probability of such values is decreasing exponentially. The case in which a peak power constraint is imposed on both the training and data symbols is treated in the Section V.

If the optimal power allocated to a single pilot exceeds \( \kappa P \), i.e., \( \delta^* mP > \kappa P \Rightarrow \delta^* m > \kappa \), the peak power constraint on the pilot becomes active. In this case, more than just a single pilot may be needed for optimal performance.

In this section, we address the optimization of the number of pilot symbols when each pilot symbol has fixed power \( |x_{t,i}|^2 = \kappa P \forall i \). If the number of pilot symbols is \( l < m \), then \( \|x_t\|^2 = l\kappa P \) and, as we know from Section III,

\[ \hat{h} \sim CN \left( 0, \frac{\gamma^4 l \kappa P}{\gamma^2 l \kappa P + N_0} \right) \text{ and } \tilde{h} \sim CN \left( 0, \frac{\gamma^2 N_0}{\gamma^2 l \kappa P + N_0} \right). \]

Similarly as before, when the estimate error is assumed to be another source of additive noise and overall additive noise is assumed to be Gaussian, the input-output mutual information achieved by Gaussian signaling is given by

\[ I_{L,p} = \frac{m - l}{m} E_w \{ \log (1 + g(SNR, l) |w|^2) \} \]  

(39)

where \( w \sim CN(0, 1) \) and

\[ g(SNR, l) = \frac{l \kappa (m - l \kappa) SNR^2}{(m - l \kappa + (m - l) l \kappa) SNR + m - l}. \]  

(40)

The optimal value of the training duration \( l \) that maximizes \( I_{L,p} \) can be obtained through numerical optimization.
Fig. 3 plots the normalized bit energy values $\frac{\text{SNR} \log_2 I_{L,p}}{I_{p,p}}$ in dB obtained with optimal training duration for different block lengths. The peak power constraint imposed on a pilot symbol is $|x_t|^2 \leq 10P$. Fig. 4 gives the optimal number of pilot symbols per block. From Fig. 3 we observe that the minimum bit energy, which is again achieved at a nonzero value of the SNR, decreases with increasing block length and approaches to the fundamental limit of $-1.59$ dB. We note from Fig. 4 that the number pilot symbols per block increases as the block length increases or as SNR decreases to zero. When there are no peak constraints, $\delta^* \to 1/2$ as SNR $\to 0$. Hence, we need to allocate approximately half of the available total power $mP$ to the single pilot signal in the low-power regime, increasing the peak-to-average power ratio. In the limited peak power case, this requirement is translated to the requirement of more pilot symbols per block at low SNR values.

Table 1 lists, for different values of $m$, the minimum bit energy values, the required number of pilot symbols at this level, and the SNR at which minimum bit energy is achieved. It is again assumed that $\kappa = 10$. The last column of the table provides the minimum bit energy attained when there are no peak power constraints on the pilot signal. As the block size increases, the minimum bit energy is achieved at a lower SNR value while a longer training duration is required. Furthermore, comparison with the last column indicates that the loss in minimum
bit energy incurred by the presence of peak power constraints is negligible. The following result shows that the capacity of the perfectly known channel, and hence the minimum bit energy of $-1.59\text{dB}$, is approached with simultaneous growth of training duration and block length. Note that this result conforms with the results in Table I.

**Proposition 2:** Assume that the training duration $l(m, \text{SNR})$ increases as $m$ increases and satisfies

$$\lim_{m \to \infty} \frac{l(m, \text{SNR})}{m} = 0. \quad (41)$$

Then, $\lim_{m \to \infty} I_{L,p} = E_w \{ \log(1 + \text{SNR}|w|^2) \}$.

**Proof:** We have

$$\lim_{m \to \infty} I_{L,p} = \lim_{m \to \infty} \left( 1 - \frac{l}{m} \right) E_w \left\{ \log \left( 1 + g(\text{SNR}, l)|w|^2 \right) \right\}$$

$$= \lim_{m \to \infty} E_w \left\{ \log \left( 1 + g(\text{SNR}, l)|w|^2 \right) \right\} \quad (42)$$

$$= E_w \left\{ \lim_{m \to \infty} \log \left( 1 + g(\text{SNR}, l)|w|^2 \right) \right\} \quad (43)$$

$$= E_w \{ \log(1 + \text{SNR}|w|^2) \}. \quad (44)$$
(42) follows from the condition (41). (43) can be justified by invoking the Dominated Convergence Theorem [40] similarly as in the proof of Theorem 1. (44) follows from

\[
\lim_{m \to \infty} g(SNR, l) = SNR,
\]

which holds if the conditions of the theorem are met.

C. Flash Training and Transmission

One approach to improve the energy efficiency in the low SNR regime is to increase the peak power of the transmitted signals. This can be achieved by transmitting \( \nu \) fraction of the time with power \( P/\nu \). Note that training also needs to be performed only \( \nu \) fraction of the time. In this section, no peak power constraints are imposed on pilot symbols. This type of training and communication, called flash training and transmission scheme, is analyzed in [11] where it is shown that the minimum bit energy of \(-1.59 \) dB can be achieved if the block length \( m \) increases at a certain rate as SNR decreases. In the setting we consider, flash transmission scheme achieves the following rate:

\[
C_{FL}(SNR, \nu) = \nu(SNR)C_L \left( \frac{SNR}{\nu(SNR)} \right)
\]

(46)

where \( 0 < \nu(\cdot) \leq 1 \) is the duty cycle which in general is a function of the SNR. First, we show that flash transmission using peaky Gaussian signals does not improve the minimum bit energy.

**Proposition 3:** For any duty cycle function \( \nu(\cdot) \),

\[
\inf_{SNR} \frac{SNR}{C_{FL}(SNR, \nu)} \geq \inf_{SNR} \frac{SNR}{C_L(SNR)}.
\]

(47)
Proof: Note that for any SNR and \( \nu \),

\[
\frac{\text{SNR}}{C_f L(\text{SNR}, \nu)} = \frac{\text{SNR}}{C_f L(\nu(\text{SNR}))} = \frac{\text{SNR}}{C_f L(\nu(\text{SNR}))} \geq \inf_{\text{SNR}} \frac{\text{SNR}}{C_f L(\text{SNR})}
\]  

(48)

where \( \tilde{\text{SNR}} \) is defined as the new SNR level. Since the inequality in (48) holds for any SNR and \( \nu(\cdot) \), it also holds for the infimum of the left-hand side of (48), and hence the result follows. \( \square \)

We classify the duty cycle function into three categories:

1) \( \nu(\cdot) \) that satisfies \( \lim_{\text{SNR} \to 0} \frac{\text{SNR}}{\nu(\text{SNR})} = 0 \)

2) \( \nu(\cdot) \) that satisfies \( \lim_{\text{SNR} \to 0} \frac{\text{SNR}}{\nu(\text{SNR})} = \infty \)

3) \( \nu(\cdot) \) that satisfies \( \lim_{\text{SNR} \to 0} \frac{\text{SNR}}{\nu(\text{SNR})} = a \) for some constant \( a > 0 \).

Next, we analyze the performance of each category of duty cycle functions in the low-SNR regime.

**Theorem 2:** If \( \nu(\cdot) \) is chosen from either Category 1 or 2,

\[
\frac{E_{b,U}}{N_0} \bigg|_{C_f L = 0} = \lim_{\text{SNR} \to 0} \frac{\text{SNR}}{C_f L(\text{SNR}, \nu)} \log 2 = \infty.
\]

If \( \nu(\cdot) \) is chosen from Category 3,

\[
\frac{E_{b,U}}{N_0} \bigg|_{C_f L = 0} = \frac{m-1}{m} E_w \{ \log (1 + f(a)|w|^2) \}. 
\]

**Proof:** We first note that by Jensen’s inequality,

\[
\frac{C_f L(\text{SNR}, \nu)}{\text{SNR}} \leq \frac{m-1}{m} \frac{\nu(\text{SNR})}{\text{SNR}} \log \left( 1 + f \left( \frac{\text{SNR}}{\nu(\text{SNR})} \right) \right)
\]

(51)

\[
\text{def} \quad \zeta(\text{SNR}, \nu).
\]

First, we consider category 1. In this case, as \( \text{SNR} \to 0 \), \( \frac{\text{SNR}}{\nu(\text{SNR})} \to 0 \). As shown before, the logarithm in (51) scales as \( \frac{\text{SNR}^2}{\nu(\text{SNR})^2} \) as \( \text{SNR} \to 0 \), and hence \( \zeta(\text{SNR}, \nu) \) scales as \( \frac{\text{SNR}}{\nu(\text{SNR})} \) leading to

\[
\lim_{\text{SNR} \to 0} \frac{C_f L(\text{SNR}, \nu)}{\text{SNR}} \leq \lim_{\text{SNR} \to 0} \zeta(\text{SNR}, \nu) = 0.
\]

(53)

In category 2, \( \frac{\text{SNR}}{\nu(\text{SNR})} \) grows to infinity as \( \text{SNR} \to 0 \). Since the \( \log(\cdot) \) function on the right hand side of (51) increases only logarithmically as \( \frac{\text{SNR}}{\nu(\text{SNR})} \to \infty \), we can easily verify that

\[
\lim_{\text{SNR} \to 0} \frac{C_f L(\text{SNR}, \nu)}{\text{SNR}} \leq \lim_{\text{SNR} \to 0} \zeta(\text{SNR}, \nu) = 0.
\]

(54)

In category 3, \( \nu(\text{SNR}) \) decreases at the same rate as \( \text{SNR} \). In this case, we have

\[
\lim_{\text{SNR} \to 0} \frac{C_f L(\text{SNR}, \nu)}{\text{SNR}} = \lim_{n \to \infty} \frac{C_f L \left( \frac{1}{n}, \nu \right)}{n} = \frac{m-1}{m} E_w \{ \lim_{n \to \infty} \log (1 + f(\frac{1}{n})|w|^2) \} = \frac{m-1}{m} E_w \{ \log (1 + f(a)|w|^2) \}.
\]

(56)

(57)
Fig. 5. Energy per bit $E_{b,U}/N_0$ vs. SNR for non-flashy and flash transmissions.

(56) is justified by invoking the Dominated Convergence Theorem and noting the integrable upper bound

$$\left| \log \left( 1 + f \left( \frac{1}{n \nu} \right) |w|^2 \right) \right| \leq \frac{3}{n \nu} |w|^2 \leq \frac{3}{\nu} |w|^2$$

for $n \geq 1$.

The above upper bound is given in the proof of Theorem 1. Finally, (57) follows from the continuity of the logarithm.

Theorem 2 shows that if the rate of the decrease of the duty cycle is faster or slower than SNR as $\text{SNR} \to 0$, the bit energy requirement still increases without bound in the low-SNR regime. This observation is tightly linked to the fact that the capacity curve $C_L$ has a zero slope as both $\text{SNR} \to 0$ and $\text{SNR} \to \infty$. For improved performance in the low-SNR regime, it is required that the duty cycle scale as SNR. A particularly good choice is

$$\nu(\text{SNR}) = \frac{1}{a^* \text{SNR}}$$

where $a^*$ is equal to the SNR level at which the minimum bit energy is achieved in a non-flashy transmission scheme. With this choice, we basically perform time-sharing between $\text{SNR} = 0$ and $\text{SNR} = a^*$. Fig. 5 plots the normalized bit energy $E_{b,U}/N_0$ as a function of SNR for block size $m = 10$. The minimum bit energy is achieved at $\text{SNR} = 0.8$. For $\text{SNR} < 0.8$, flash transmission is employed with $\nu(\text{SNR}) = 1/0.8 \text{SNR}$. As observed in the figure, the minimum bit energy level can be maintained for lower values of SNR at the cost of increased peak-to-average.
power ratio. It should be noted that the optimal point of operation is still at $\text{SNR} = 0.8$ since operating at $\text{SNR} < 0.8$ will result in reduced data rates without any improvements in the bit energy. From a different perspective, if $\text{SNR}$ is the signal-to-noise ratio per unit bandwidth, then increasing the bandwidth so that $\text{SNR} < 0.8$ will not produce any energy savings. However, in circumstances in which regulations or device properties dictate operation at $\text{SNR}$ values lower than the minimum bit energy point, flash transmission can be adopted to improve the energy efficiency.

V. CAPACITY AND ENERGY EFFICIENCY IN THE PRESENCE OF PEAK POWER LIMITATIONS

In this section, we consider the channel

$$y_d = \hat{h}x_d + \tilde{h}x_d + n_d$$

and assume that the channel input is subject to the following peak power constraint

$$\|x\|^2 \overset{a.s.}{\leq} mP.$$  \hfill (59)

In this setting, it is again easy to see that the transmission of a single pilot is optimal. Since the peak power constraint is imposed on the input vector $x$, the pilot power can be varied instead of increasing the number of pilot symbols. Similarly as before, we assume that the pilot symbol power is

$$|x_t|^2 = \delta mP.$$  \hfill (60)

Therefore, the $(m - 1)$-dimensional data vector $x_d$ is subject to

$$\|x_d\|^2 \overset{a.s.}{\leq} (1 - \delta)mP.$$  \hfill (61)

Our goal is to solve the maximization problem

$$C = \sup_{\delta \in (0,1)} \sup_{\|x_d\|^2 \leq (1-\delta)mP} \frac{1}{m} I(x_d; y_d | \hat{h})$$

and obtain the channel capacity, and identify the capacity-achieving input distribution and the optimal value of the power allocation coefficient $\delta$. The input-output mutual information is

$$I(x_d; y_d | \hat{h}) = E_{\hat{h}} E_{x_d} \int f_{y|x_d, \hat{h}} (y | x_d, \hat{h}) \log \frac{f_{y|x_d, \hat{h}} (y | x_d, \hat{h})}{f_{y|\hat{h}} (y | \hat{h})} dy$$

where

$$f_{y|x_d, \hat{h}} (y | x_d, \hat{h}) = \exp \left( -\frac{(y - \hat{h}x_d)^\dagger (\tilde{\gamma}^2 x_d x_d^\dagger + N_0 I)^{-1} (y - \hat{h}x_d)}{\pi^{m-1} N_0^{m-2} (\tilde{\gamma}^2 \|x_d\|^2 + N_0)} \right)$$

and

$$\tilde{\gamma}^2 = E\{|\hat{h}|^2\} = \frac{\gamma^2 N_0}{\gamma^2 \delta mP + N_0}.$$  \hfill (65)
First, we have the following preliminary result on the structure of the capacity-achieving input distribution.

**Theorem 3**: For the block fading channel (58) where the input is subject to a peak power limitation (61), the capacity-achieving input vector can be written as \( x_d = \|x_d\|v \) where \( \|x_d\| \) is a nonnegative real random variable and \( v \) is an independent isotropically distributed unit random vector.

**Proof**: The proof follows primarily from the same techniques developed in [5]. First note the invariance of the peak constraint (61) to rotations of the input. Since \( f_{y|x}(\Phi y|\Phi x_d, \hat{h}) = f_{y|x_d,\hat{h}}(y|x_d, \hat{h}) \) for any \((m-1) \times (m-1)\) dimensional deterministic unitary matrix \( \Phi \), it can be easily seen that the mutual information is also invariant to deterministic rotations of the input, and the result follows from the concavity of the mutual information which implies that there is no loss in optimality if one uses circularly symmetric input distributions. \( \Box \)

With this characterization, the problem has been reduced to the optimization of the input magnitude distribution, \( F_{x_d} \). We first obtain an equivalent expression for the mutual information when the the input vector has the structure described in Theorem 3.

**Theorem 4**: When the input is \( x_d = \|x_d\|v \) where \( v \) is an isotropically distributed unit vector that is independent of the magnitude \( \|x_d\| \), the input-output mutual information of the channel (58) can be expressed as

\[
I(x_d; y_d | \hat{h}) = I(F_r | \hat{h}) = -E_K,r \left\{ \int_0^\infty f_{R|r,K}(R|r,K) \log g(R, F_r, K) dR \right\} - E_r\{\log(1 + r^2)\} - (m - 1) \tag{66}
\]

where

\[
f_{R|r,K}(R|r,K) = \begin{cases} \frac{R^{m-2}}{(m-3)!} \int_0^1 (1 - a)^{m-3} e^{-\frac{2\sqrt{R}R}\eta} I_0 \left( \frac{2\sqrt{R}R\eta}{1 + \eta^2} \right) da & m \geq 3 \\ \frac{e^{-\frac{2\sqrt{R}R\eta}{1 + \eta^2}}} {1 + \eta^2} I_0 \left( \frac{2\sqrt{R}R\eta}{1 + \eta^2} \right) & m = 2 \end{cases} \tag{67}
\]

and

\[
g(R, F_r, K) = \frac{(m - 2)!}{(m-2)} \int_0^\infty f_{R|r,K}(R|r,K) dF_r. \tag{68}
\]

In the above formulations, \( R = \frac{\|y\|^2}{N_0} \), \( r = \frac{5\|x_d\|}{\sqrt{N_0}} \), and \( K = \frac{|\hat{h}|^2}{\gamma} \). Furthermore, \( F_r \) denotes the distribution function of \( r \). \( K \) is an exponential random variable with mean \( E\{K\} = \frac{E\{|\hat{h}|^2\}}{\gamma^2} = \frac{\gamma^2 \delta_m P}{N_0} \). \( E_{K,r} \) denotes the expectation with respect to \( K \) and \( r \).

**Proof**: See Appendix A.

Note that the integral in the mutual information expression in (63) is in general an \( 2(m - 1) \)-fold integral. In (66), this has been reduced to a double integral providing a significant simplification especially for numerical analysis. With this result, the channel capacity in nats per symbol can now be reformulated as

\[
C = \sup_{\delta \in (0,1)} C_\delta = \sup_{\delta \in (0,1)} \sup_{F_r} \frac{1}{m} I(F_r | \hat{h}) \tag{69}
\]
where \( L = \frac{\gamma^2(1-\delta)mP}{7^{5m}P+N_0} \). Hence, the capacity is obtained through the optimal choices of the power allocation coefficient \( \delta \) and normalized input magnitude distribution \( F_r \). Since the inner maximization is over a continuous alphabet, the existence of the capacity-achieving distribution \( F_r \) is not guaranteed. Next, we prove the existence of a capacity-achieving input distribution and provide a sufficient and necessary condition for an input to be optimal.

**Theorem 5:** Fix the value of \( \delta \in (0,1) \) and consider the inner maximization in (69). There exists an input distribution \( F_r \) that maximizes the mutual information \( I(F_r|h) \). Moreover, an input distribution \( F_r \) is capacity-achieving if and only if the following Kuhn-Tucker condition is satisfied:

\[
\Phi(r) = E_K \left\{ \int_0^{\infty} f_{R|\delta,K}(R|\delta,K) \log g(R,F_r,K) dR \right\} + \log(1 + r^2) + mC_\delta + (m - 1) \geq 0 \quad \forall r \in [0, \sqrt{L}]
\]

(70)

with equality at the points of increase of \( F_r \). In the above condition, \( C_\delta \) denotes the result of the inner maximization in (69).

**Proof:** See Appendix B.

Having shown the existence of the capacity-achieving input distribution and a sufficient and necessary condition for an input distribution to be optimal, we turn our attention to the characterization of the optimal input.

**Theorem 6:** Fix the value of \( \delta \in (0,1) \). The input distribution that maximizes the mutual information \( I(F_r|h) \) is discrete with a finite number of mass points

**Proof:** The following upper bound is obtained in Appendix B:

\[
g(R, F, K) \leq (m - 2) e^{-\frac{R}{1 + L} + \sqrt{KR}}
\]

(71)

Using this upper bound, we have

\[
E_K \left\{ \int_0^{\infty} f_{R|\delta,K}(R|\delta,K) \log g(R,F_r,K) dR \right\} = E_K E_{R|\delta,K} \left\{ \log g(R,F_r,K) \right\}
\]

(72)

\[
\leq \log(m-2) - E_K E_{R|\delta,K} \left\{ \frac{R}{1 + L} \right\} + E_K E_{R|\delta,K} \left\{ \sqrt{KR} \right\}
\]

(73)

\[
\leq \log(m-2) - E_K E_{R|\delta,K} \left\{ \frac{R}{1 + L} \right\} + E_K \left\{ \sqrt{KR} \right\} - E_K \left\{ \sqrt{KR} \right\}
\]

(74)

\[
\leq \log(m-2) - (1 + E_K \{K\})r^2 + m - 1
\]

\[
+ E_K \left\{ \sqrt{KR} \right\}
\]

(75)

(73) follows from (71), and (74) follows from the fact that \( E\{\sqrt{R}\} \leq \sqrt{E\{R\}} \). Finally, (75) is obtained by noting that \( E_{R|\delta,K}\{R\} = (1 + K)r^2 + m - 1 \). Note that the upper bound in (75), and hence the left-hand-side of (70), decreases to \( -\infty \) as \( r \to \infty \) due to the presence of \( -r^2 \) in the second term.

\(^7\)The set of points of increase of a distribution function \( F \) is \( \{r : F(r-\epsilon) < F(r+\epsilon) \ \forall \epsilon > 0\} \).
We prove the result by contradiction. Hence, we now assume that the optimal input distribution $F_0$ has an infinite number of points of increase on a bounded interval. Next, we extend the $\Phi(\cdot)$ in (70) to the complex domain:

$$
\Phi(z) = E_K \left\{ \int_0^\infty f_{R|r,K}(R|z,K) \log g(R,F_r,K) dR \right\} + \log(1 + z^2) + C + (m - 1)
$$

(76)

where $z \in \mathbb{C}$ and $\log$ is the principle branch of the logarithm. The Identity Theorem for analytic functions [41] states that if two functions are analytic in a region and if they coincide for an infinite number of distinct points having a limiting point, they are equal everywhere in that region. It is shown in Appendix C that $\Phi(z)$ is analytic in a region $D$ that includes the positive real line. By the above assumption on the optimal input distribution, $\Phi(z) = 0$ for an infinite number of points having a limiting point $8$ in region $D$. Therefore, by the Identity Theorem, we should have $\Phi(r) = 0$ for all $r \geq 0$. Clearly, this is not possible from the upper bound in (74) which diverges to $-\infty$ as $r \to \infty$. Hence, the optimal input cannot have an infinite number of points of increase on a bounded interval, from which we conclude that the optimal input distribution is discrete with a finite number of mass points. □

After the characterization of the discrete nature of the optimal input, the optimization problem in (69) can be solved using vector optimization techniques. Numerical results indicate that the optimal magnitude distribution $F_r$ has a single mass at the peak level $r = \sqrt{L}$ for low-to-medium received peak SNR $= \frac{2P}{N_0}$ levels. Hence, all the information is carried by the isotropically distributed directional unit vector. Therefore, information transmission is achieved by sending points on the surface of an $(m-1)$-dimensional complex sphere with radius $\sqrt{\frac{LN_0}{\gamma}}$. Note that the mutual information (in nats per $m$ symbols) achieved by having a single-mass at $r = \sqrt{L}$ is

$$
I_{cm} = -E_K \left\{ \int_0^\infty f_{R|r,K}(R = \sqrt{L},K) \log g(R,F_r,K) dR \right\} - \log(1 + L) - (m - 1).
$$

(77)

Figure 6 plots the capacity values as a function of SNR for block lengths of $m = 10, 20, 30$ and 40. These capacity values are achieved with optimal power allocation. The optimal fractions of power allocated to the pilot symbol are plotted in Fig. 7. Note that for the range of SNR values considered in the figure, the optimal value of $\delta$ is slightly smaller than $1/m$ and approaches $1/m$ as SNR tends to 0. This power allocation strategy is significantly different from that of the worst-case scenario in which $\delta^* \to 1/2$ with decreasing SNR.

In the low-SNR regime, the tradeoff between spectral efficiency and energy per bit obtained from $\frac{E_b}{N_0} = \frac{\text{SNR} \log 2}{C(\text{SNR})}$ is the key performance measure [14]. If we assume, without loss of generality, that one symbol occupies a $1s \times 1Hz$ time-frequency slot, then the maximum spectral efficiency is $C(E_b/N_0) = C(\text{SNR}) \log_2 e$ bits/s/Hz where we have assumed that $C(\text{SNR})$ is in nats/symbol. Fig. 8 plots the bit energy values as a function of the spectral efficiency. It is again observed that the minimum bit energy is achieved at a nonzero spectral efficiency and the required

---

8The Bolzano-Weierstrass Theorem [40] states that every bounded infinite set of real numbers has a limit point.
Fig. 6. Capacity (nats/symbol) vs. SNR for block lengths of $m = 10, 20, 30$ and 40 when the input is subject to peak power limitations.

Fig. 7. Optimal fraction of power $\delta$ allocated to the pilot symbol vs. SNR for block lengths of $m = 10, 20, 30$ and 40.
bit energy values grow without bound as SNR and hence the spectral efficiency is further decreased. Indeed, we can show the following result.

**Theorem 7:** Assume that the normalized input magnitude distribution has a single mass and hence the magnitude is fixed at \( r = \sqrt{\frac{L}{m}} \). For any value of \( \delta \in (0, 1) \), the normalized bit energy required by this input grows without bound as the signal-to-noise ratio decreases to zero, i.e.,

\[
\frac{E_{b,cm}}{N_0} \bigg|_{I_{cm}=0} = \lim_{\text{SNR} \to 0} \frac{m \text{SNR}}{I_{cm}(\text{SNR})} \log 2 = \frac{m \log 2}{I_{cm}(0)} = \infty.
\]  

(78)

**Proof:** Recall that \( L = \frac{(1-\delta)m \text{SNR}}{\delta m \text{SNR} + 1} \) and \( \text{SNR} = \frac{\gamma^2 P}{N_0} \). Also, note that an expression for \( I_{cm} \) is given in (77). By making a change of variables, we have the following equivalent expression:

\[
I_{cm} = -E_K \left\{ \int_0^\infty f_{R|r,K}(R|\sqrt{L},K\delta m \text{SNR}) \log g(R,F_r,K\delta m \text{SNR}) dR \right\} - \log(1 + L) - (m - 1)
\]  

(79)

where \( K \) is now an exponential random variable with \( E\{K\} = 1 \), and hence is independent of SNR. We can easily show that

\[
\frac{\partial}{\partial \text{SNR}} f_{R|r,K}(R|\sqrt{L},K\delta m \text{SNR}) \bigg|_{\text{SNR}=0} = -(1-\delta)m \frac{R^{m-2}}{(m-2)!} e^{-R} + (1-\delta)m \frac{R^{m-1}}{(m-1)!} e^{-R}.
\]  

(80)

Note that

\[
g(R,F_r,K\delta m \text{SNR}) = \frac{(m-2)!}{R^{m-2}} f_{R|r,K}(R|\sqrt{L},K\delta m \text{SNR}).
\]

Using these facts, we can easily prove that

\[
I_{cm}(0) = \frac{\partial I_{cm}}{\partial \text{SNR}} \bigg|_{\text{SNR}=0} = 0.
\]  

(81)

□

In the very low SNR regime, the channel estimate deteriorates and the performance approaches that of non-coherent Rayleigh block fading channels. As shown in [18], bit energy values required in these channels grow without bound as \( \text{SNR} \to 0 \) and the same phenomenon is observed here as well. In the worst-case scenario treated in Section [IV] the performance deterioration at very low SNR levels is due to the fact that poor channel estimates are assumed to be perfect. In this section, similar observations are the result of the limitations on the peakedness of the signal. Nevertheless, designing the transmission and reception for channel in (58) rather than that in (11) leads to energy gains in the low-SNR regime. Fig. 9 provides a comparison of the bit energy values required in the worst case scenario and the scenario where peak power constraints are imposed and optimal signaling and decoding is employed. In the worst-case scenario, the channel estimate is assumed to be perfect and transmission and reception is designed for a known channel. This is obviously a poor assumption in the low-SNR regime and in Fig. 9 we observe bit energy gains of approximately 1.5 dB when optimal techniques are employed in the case of \( m = 10 \). Note that these gains are achieved when the input is subject to more stringent peak power constraints. From Fig. 9 we also conclude that in the low-SNR regime, the achievable rate expression in (15) is
a lower bound to the peak-power limited capacity of the channel in (58). Note that (15) will eventually exceed this capacity value at high SNR levels as it is obtained under less strict average power constraints.

In training-based systems, certain fraction of time and power which otherwise will be used for data transmission is allocated to the pilot symbols to facilitate channel estimation. Hence, there is a potential for performance loss in terms of data rates. However, at the same time, the availability of channel estimates at the receiver tends to improve the performance. On the other hand, in noncoherent communications, there is no attempt for channel estimation and communication is performed over unknown channels. The analysis presented in this paper can be applied to noncoherent communications in a straightforward manner by choosing $\delta = 0$ and replacing $m$ in the equations by $m + 1$ as no time is allocated to pilot symbols. Hence, for instance, the discrete nature of the optimal input under peak power constraints can easily be shown for the noncoherent Rayleigh channel as well. However, the details of this analysis is omitted because the discreteness results are proven for noncoherent Rician fading channels in [18] and for more general noncoherent MIMO channels in [8]. Here, we present numerical results. Figures 10 and 11 compare the performances of training-based and noncoherent communication systems. In Fig. 10 the bit energy values are plotted for both schemes when the block length is $m = 20$. It is observed that for this relatively small value of the block length, both schemes achieve almost the same minimum bit energy value,
Fig. 9. Bit energy $E_b/N_0$ vs. Spectral efficiency $C(E_b/N_0)$ in the worst-case scenario and the scenario of optimal coding-decoding under input peak-power constraints. The block length is $m = 10$.

and therefore, the training-based performance is surprisingly rather close to that of the noncoherent scheme even in the low-SNR regime. Fig. 11 plots the capacity values as a function of the block length at $SNR = 5$ dB. Here, we also observe that the performance of training-based schemes comes very close to that of the noncoherent scheme. Therefore, if having the channel estimate reduces the complexity of the receiver and/or pilot signals are additionally used for timing and frequency-offset synchronization or channel equalization, training-based schemes can be preferred over noncoherent communications with small loss in data rates.

A. Capacity with Ideal Interleaving and Per-symbol Peak Power Constraints

Since most of the well-known codes are designed to correct errors that occur independently from the location of other errors [43], practical communication systems employ interleavers at the transmitters to gain protection against error bursts. Deinterleavers are used at the receiver to reverse the interleaving operation. In this section, we consider such systems and assume that ideal interleaving is used so that each data symbol experiences independent channel conditions. Pilot symbols are inserted periodically after the interleaver. We note that a pilot-assisted transmission with ideal interleaving is also studied in [24] and [25] where achievable rates are considered.
Fig. 10. Bit energy $E_b/N_0$ vs. Spectral efficiency $C \left( \frac{E_b}{N_0} \right)$ for training-based and noncoherent communication systems when $m = 20$.

Fig. 11. Capacity (nats/symbol) vs. block length $m$ for training-based and noncoherent communication systems. SNR = 5 dB.
Since interleaving breaks the channel correlation seen by the data symbols, channel memory can no longer be taken advantage of in the transmission. Hence, interleaving in general decreases the capacity. Therefore, the capacity results in this section can also be regarded as lower bounds on the capacity of a non-interleaved system. On the other hand, one advantage of interleaving is the simplification of signaling schemes.

We continue considering the block fading channel model. Hence, the channel stays constant for a block of \( m \) symbols. However, after deinterleaving, the channel output can be expressed as

\[
y_{d,i} = \hat{h}_i x_{d,i} + \tilde{h}_i x_{d,i} + n_i \quad i = 1, 2, 3 \ldots
\]

(82)

Note that due to interleaving, each data symbol \( x_{d,i} \) is affected by independent and identically distributed fading coefficients \( h_i = \hat{h}_i + \tilde{h}_i \). In this section, we consider per-symbol peak power constraints, \( |x_i|^2 \leq P \forall i \). Therefore, the pilot symbol power is \( |x_t|^2 = P \). Note that the use of more than one pilot may be optimal. The channel capacity in this setting is formulated as follows:

\[
C = \sup_{1 \leq l \leq m} \sup_{x_{d}} \frac{m - l}{m} I(x_d; y_d|\hat{h})
\]

(83)

where \( l \) denotes the number of pilot symbols per \( m \) symbols, and

\[
\hat{h} \sim CN\left(0, \frac{\gamma^4 l P}{\gamma^2 l P + N_0}\right) \quad \text{and} \quad \tilde{h} \sim CN\left(0, \frac{\gamma^2 N_0}{\gamma^2 l P + N_0}\right).
\]

The inner maximization in (83) becomes a special case of the inner maximization in (62) when we reduce the dimensionality of the optimization problem in (62) by choosing \( m = 2 \). Therefore, the results on the structure of the capacity-achieving input immediately apply to the setting we consider in this section. The optimal input has a uniformly distributed phase. With this characterization, the capacity is

\[
C = \sup_{1 \leq l \leq m} \sup_{F_r} \frac{m - l}{m} I(F_r|\hat{h})
\]

(84)

where

\[
I(F_r|\hat{h}) = -E_{K,r} \left\{ \int_0^\infty f_{R|r,K}(R|r,K) \log g(R, F_r, K) dR \right\} - E_r \{ \log(1 + r^2) \} - 1
\]

(85)

where

\[
f_{R|r,K}(R|r,K) = \frac{e^{-\frac{R + \frac{K r^2}{1 + r^2}}{1 + r^2}}}{1 + r^2} J_0 \left( \frac{2 \sqrt{KR} r}{1 + r^2} \right),
\]

(86)

\[
g(R, F_r, K) = \int_0^\infty f_{R|r,K}(R|r,K) dF_r,
\]

(87)

\footnote{Note that the input constraints, error variances, and the constants multiplying the mutual information expressions will be different in the specialized case of (62) and in (83). But, the general structures of the two optimization problems are the same.}
and, $R = \frac{|y|^2}{N_0}$, $r = \frac{\gamma|\hat{y}|}{\sqrt{N_0}}$, $K = \frac{|\hat{h}|^2}{\gamma^2 N_0}$, and $L = \frac{\gamma^2 P/N_0}{\gamma^2 P/N_0 + 1} = \frac{\text{SNR}}{\text{SNR} + 1}$. Note that $K$ is an exponential random variable with mean $E\{K\} = \frac{E(|\hat{h}|^2)}{\gamma} = \frac{b_0^2 P}{N_0} = l\text{SNR}$. Since the inner maximization in (84) is a special case of that in (69), we immediately have the following result.

**Theorem 8**: Fix the value of $1 \leq l \leq m$. The input distribution that maximizes the mutual information $I(F_r|\hat{h})$ in (84) is discrete with a finite number of mass points.

Next, we present numerical results. Fig. 12 plots, for different values of the block lengths, the capacity curves as a function of SNR for training-based schemes. We observe that the capacity values increase with the block length even though the channel in (82) is memoryless. This performance gain should be attributed to the fact that the channel estimate improves with increasing block length. Fig. 12 also plots the capacity of the interleaved noncoherent communications in which no attempt is made to learn the channel. From the comparison of the capacity curves, we observe that training significantly enhances the data rates when data symbols are interleaved at the transmitter. In Fig. 13 bit energy curves as a function of the spectral efficiency are plotted. Again, we see that training-based schemes perform much better in terms of energy efficiency than the noncoherent scheme. In all cases, the minimum bit energy is achieved at a nonzero spectral efficiency level below which one should not operate. The bit energy requirement increases without bound as spectral efficiency decreases to zero. When we compare Figs. 8 and 13 we note that while simplifying the system design, interleaving also incurs a penalty in energy efficiency. Finally, in Fig. 14 we provide the optimal resource allocations by plotting the optimal number of pilot symbols per block as a function of SNR for different block length values. We realize that optimal number of pilots tends to increase as SNR decreases and approaches $m/2$. Hence, as in Section IV-A asymptotically half of the available power in each block should be allocated to the training symbols.

**B. Achievable Rates and Bit Energies of On-Off Keying**

In this section, we relax the input constraints and assume that the input is subject to an average power constraint

$$E\{\|x\|^2\} \leq mP. \quad (88)$$

We consider the channel model (58) where there is no interleaving. Akin to Section IV-C our goal is to obtain the attainable bit energy levels when signals with high peak-to-average power ratios are employed. As before, single pilot symbol with power $|x_t|^2 = \delta mP$ is used and hence the data vector is subject to $E\{\|x_d\|^2\} \leq (1 - \delta)mP$. The data vector is again assumed to have an isotropically distributed directional vector $v$, and hence $x_d = \|x_d\|v$.

We further assume that the on-off keying is used for magnitude modulation and therefore

$$\frac{1}{\sqrt{m}}\|x_d\| = \begin{cases} A & \text{with prob. } p_0 \\ 0 & \text{with prob. } 1 - p_0 \end{cases} \quad (89)$$
where $A$ is a fixed magnitude level that does not vary with the power $P$. In order to satisfy the average power constraint we should have

$$A^2 p_0 = (1 - \delta) P \Rightarrow p_0 = \frac{(1 - \delta) P}{A^2}$$  \hspace{1cm} (90)$$

Therefore, in this signaling scheme, the peak power of the transmitted data signal is kept constant while its probability vanishes as $P \to 0$. Hence, while the peak power is fixed, the peak-to-average power ratio grows without bound as $P \to 0$. Similarly as before, we define $r = \frac{\|x_d\|}{\sqrt{N_0}}$. With this definition, the distribution of $r$ is

$$r = \begin{cases} \frac{\sqrt{m} A}{\sqrt{m} A^2 \delta m P + N_0} & \text{with prob. } p_0 = \frac{(1 - \delta) P}{A^2} \\ 0 & \text{with prob. } 1 - p_0 \end{cases}$$  \hspace{1cm} (91)$$

We further define $\nu = \frac{A^2}{(1 - \delta) N_0}$ which does not depend on $P$, and $\text{SNR} = \frac{\gamma^2 P}{N_0}$. Now, we can write

$$r = \begin{cases} r_0 = \frac{\sqrt{(1 - \delta) \mu \nu}}{\sqrt{m} \text{SNR} + 1} & \text{with prob. } p_0 = \frac{\text{SNR}}{\nu} \\ 0 & \text{with prob. } 1 - p_0 \end{cases} \hspace{1cm} (92)$$

Fig. 12. Capacity (nats/symbol) vs. SNR for interleaved, training-based transmissions when block lengths are $m = 10, 20, 30, 40$ and $50$, and for interleaved noncoherent transmission over the unknown Rayleigh fading channel.
For a given value of $\delta$, the mutual information achieved by the isotropically distributed directional vector $v$ and $r$ whose distribution is given in (92) is

$$I_{\text{ook}} = -E_K \left\{ \int_0^\infty f_{R|K}(R|K) \log \left( \frac{(m-2)!}{R^{m-2}} f_{R|K}(R|K) \right) dR \right\} - p_0 \log(1 + r_0^2) - (m - 1)$$

(93)

where $f_{R|K}(R|K) = (1 - p_0)f_{R|r,r,K}(R|r = 0, K) + p_0 f_{R|r,r,K}(R|r = r_0, K)$ and $f_{R|r,r,K}(R|r, K)$ is given in (67).

Note that $K$ is an exponential random variable with mean $E\{K\} = \frac{\delta \gamma^2 P}{N_0} = \delta m \text{SNR}$. Next, we obtain the bit energy required for reliable communications with OOK as $\text{SNR} \to 0$.

**Theorem 9:** Assume that the normalized input magnitude distribution is given by (92). For a given value of $\delta \in (0, 1)$, the normalized bit energy required by this input as $P \to 0$ is

$$\frac{E_{b,\text{ook}}}{N_0} \bigg|_{I_{\text{ook}}=0} = \lim_{\text{SNR} \to 0} \frac{m \text{SNR}}{I_{\text{ook}}(\text{SNR})} \log 2 = \frac{m \log 2}{I_{\text{ook}}(0)} = \frac{\log 2}{(1 - \delta) - \frac{1}{m\nu} \log(1 + (1 - \delta)m\nu)}.$$

(94)

**Proof:** As in the proof of Theorem 7, we apply a change of variables and express the mutual information as

$$I_{\text{ook}} = -E_K \left\{ \int_{0}^{\infty} f_{R|K}(R|K\delta m \text{SNR}) \log \left( \frac{(m-2)!}{R^{m-2}} f_{R|K}(R|K\delta m \text{SNR}) \right) dR \right\} - p_0 \log(1 + r_0^2) - (m - 1)$$

(95)
Fig. 14. Number of pilot symbols per block vs. SNR for interleaved, training-based transmissions when block lengths are \( m = 10, 20, 30, 40 \) and 50.

where \( K \) is now an exponential random variable with mean \( E\{K\} = 1 \). It can be easily seen that

\[
\frac{\partial}{\partial \text{SNR}} p_0 \log(1 + r_0^2) \bigg|_{\text{SNR}=0} = \frac{1}{\nu} \log(1 + (1 - \delta)m\nu).
\]  

(96)

We can also show that

\[
\frac{\partial}{\partial \text{SNR}} f_{R|K}(R|K\delta m\text{SNR}) \bigg|_{\text{SNR}=0} = -\frac{1}{\nu} f_{R|r,K}(R|r = 0, K = 0) + \frac{1}{\nu} f_{R|r,K}(R|r = \sqrt{(1 - \delta)m\nu}, K = 0).
\]  

(97)

Using (97), we can prove that the derivative of the first term on the right-hand side of (95) with respect to SNR at SNR = 0 is \((1 - \delta)m\). Combining this result with (96), we arrive to

\[
\tilde{I}_{\text{ook}}(0) = (1 - \delta)m - \frac{1}{\nu} \log(1 + (1 - \delta)m\nu)
\]  

(98)

which concludes the proof.

Theorem 9 shows that unlike previously treated cases, reliable communications with OOK modulation with fixed peak power requires finite bit energy as \( P \to 0 \). Hence, OOK provides significant improvements in energy efficiency in the low-SNR regime at the cost of high peak-to-average power ratio. Since \( \nu = \frac{A^2\gamma^2}{(1 - \delta)N_0} \), we can also
express the asymptotic bit energy level as
\[
\frac{E_{b,\text{ook}}}{N_0} \bigg|_{I_{\text{ook}}=0} = \frac{\log 2}{(1 - \delta) \left( 1 - \frac{1}{m A^2 N_0} \log \left( 1 + m A^2 N_0 \right) \right)}.
\] (99)

It has been shown in [18] that, if noncoherent communications with no channel estimation is performed and the input is subject to \( E\{\|x\|^2\} \leq mP \) and \( \|x\|^2 \overset{\text{a.s.}}{\leq} mA \), then optimal signaling requires the following bit energy value as \( P \to 0 \):
\[
\frac{E_{b,\text{noncoh}}}{N_0} \bigg|_{\mathcal{C}=0} = \frac{\log 2}{\left( 1 - \frac{1}{m A^2 N_0} \log \left( 1 + m A^2 N_0 \right) \right)}.
\] (100)

We note that similar results for fading channels with memory are obtained in [21] through the analysis of capacity per unit cost. Comparing (99) and (100), we find that training-based schemes suffer an energy penalty due to the presence of the term \( 1/(1 - \delta) \) and this penalty vanishes if \( \delta \to 0 \). Therefore, if OOK with fixed power is employed, the power of the training symbols should be decreased to zero as \( P \to 0 \) to match the noncoherent performance. This power allocation policy is in stark contrast to the results in the previous sections. Note that as SNR decreases, data transmission occurs extremely infrequently. In such a case, performing channel estimation all the time for each \( m \)-block irrespective of whether or not data transmission takes place is not an good design choice. Hence, a gradual decrease in the power allocated to training should also be intuitively expected. We further remark that as \( m \to \infty \) and \( \delta \to 0 \), \( \frac{E_{b,\text{ook}}}{N_0} \bigg|_{I_{\text{ook}}=0} \to -1.59 \) dB.

Fig. 15 plots the bit energy levels as a function of spectral efficiency for training-based OOK with fixed peak power and for training-based optimal signaling under input peak power constraints in the form \( \|x\|^2 \overset{\text{a.s.}}{\leq} (1 - \delta)mP \). In this figure, the block length is \( m = 10 \), and for OOK, \( \nu = 1 \). As predicted, below the spectral efficiency of approximately 0.4 bits/s/Hz, OOK provides better energy efficiency. The bit energy requirements of OOK decreases as spectral efficiency decreases as opposed to the behavior presented in the peak-power-limited case. Numerical analysis have also shown that the fraction of power allocated to training, \( \delta \), in OOK decreases as SNR decreases, conforming with the discussion in the previous paragraph.

VI. CONCLUSION

In this paper, we have studied the energy efficiency and capacity of training-based communication schemes employed for the transmission of information over a-priori unknown Rayleigh block fading channels. We have initially considered the worst-case scenario in which the product of the estimate error and transmitted signal is assumed to be Gaussian noise. The capacity expression obtained under this assumption is a lower bound to the true capacity of the channel, and provides the achievable rates when the communication system is designed as if the channel estimate were perfect. We have investigated the bit energy levels required for reliable communications and
quantified the penalty in energy efficiency incurred due to regarding the imperfect channel estimate as perfect in the low-SNR regime. We have shown that the bit energy requirements grow without bound as $\text{SNR} \to 0$ regardless of the size of the block length $m$. Hence, the minimum bit energy is achieved at a nonzero SNR value below which one should not operate under the aforementioned assumptions. We have also shown that approaching the minimum bit energy level of $-1.59$ dB is extremely slow in terms of block length as $m \to \infty$. Similar results are obtained if peak power limitations are imposed on training symbols. We have also investigated flash training and transmission schemes to improve the energy efficiency at low SNR levels. We have shown that in order for the bit energy requirement not to grow as $\text{SNR} \to 0$, the duty cycle in flash transmission should vanish linearly with decreasing SNR.

Next, we have analyzed the capacity and energy efficiency of training-based schemes when the input is subject to peak power constraints. We have characterized that the capacity-achieving input has a discrete magnitude and an isotropically distributed unit directional vector. Using this characterization, we have obtained the capacity expressions, optimal training power allocations, and bit energy levels required for reliable communications. We have noted that at low SNRs, the optimal input magnitude is fixed at a constant level. Due to the presence of
the peak power constraints, the bit energy requirements are again shown to increase without bound as $\text{SNR} \to 0$. However, we have seen that gains in energy efficiency are obtained when optimal signaling and decoding are employed. We have compared the performances of training-based and noncoherent transmission schemes. Although training-based schemes dedicate certain amount of time and power to training symbols and as a result are expected to suffer in terms of data rates, we have observed that the performance loss is small even at relatively small block lengths and small SNR levels. We have also considered the case in which interleaving used at the transmitter for protection against error bursts and per-symbol peak power constraints are imposed. We have obtained the channel capacity, optimal training duration, and analyzed the energy efficiency. In this case, training is shown to improve the performance with respect to noncoherent communications. We have also investigated the improvements in energy efficiency in the low-SNR regime if OOK with fixed peak power and vanishing duty cycle is employed at the transmitter. Finally, we note that this work has primarily focused on block fading channels. Recently, we in [33], [34] and [35] have considered more general fading processes with memory. Since the exact capacity is rather difficult to obtain in such cases, achievable rate expressions are analyzed, and subsequently energy efficiency and optimal resource allocations are studied.
A. Derivation of the Mutual Information Expression in Theorem 4

The input-output mutual information expression for channel (58) is

\[
I(x_d;y_d|\hat{h}) = E_{\hat{h}}E_{x_d} \int f_{y|\hat{x}_d,\hat{h}}(y|x_d,\hat{h}) \frac{f_{y|x_d,\hat{h}}(y|x_d,\hat{h})}{f_{y|\hat{h}}(y)} \, dy \\
= -E_{\hat{h}}E_{x_d} \int f_{y|\hat{x}_d,\hat{h}}(y|x_d,\hat{h}) \log f_{y|\hat{h}}(y) \, dy - E_{x_d} \{ \log(\pi^{m-1}N_0^{-m-2}e^{m-1}(\gamma^2||x_d||^2 + N_0)) \} \\
= -E_{\hat{h}}E_{x_d} \int f_{y|\hat{x}_d,\hat{h}}(y|x_d,\hat{h}) \log f_{y|\hat{h}}(y) \, dy - E_{r} \{ \log(1 + r^2) \} - \log(\pi^{m-1}N_0^{-m-1}) - (m - 1) \\
\] (101) (102) (103)

Note that the second part of (102) is the conditional differential entropy of \( y \) given \( x_d \) and \( \hat{h} \). (103) follows from the definition \( r = \frac{\tilde{\gamma}||x_d||}{\sqrt{N_0}} \). The main difficulty is to simplify

\[
\chi(x_d,\hat{h}) = \int f_{y|x_d,\hat{h}}(y|x_d,\hat{h}) \log f_{y|\hat{h}}(y) \, dy \\
\] (104)

which, in general, is an \( 2(m - 1) \)-fold integral. Note that

\[
f_{y|\hat{h}}(y) = \int f_{y|\hat{x}_d,\hat{h}}(y|x_d,\hat{h}) \, dF_{x_d}. \\
\] (105)

Using the facts that \( f_{y|x}(\Phi y|\Phi x_d,\hat{h}) = f_{y|x_d,\hat{h}}(y|x_d,\hat{h}) \) and input has circular symmetry, we can easily see that for any fixed unitary matrix \( \Phi \)

\[
f_{y|\hat{h}}(\Phi y|\hat{h}) = f_{y|\hat{h}}(y|\hat{h}) = f_{y|\hat{h}}(||y|||\hat{h}) \\
\] (106)

and hence

\[
\chi(\Phi x_d,\hat{h}) = \chi(x_d,\hat{h}) = \chi(||x_d||,\hat{h}). \\
\] (107)

Therefore, \( f_{y|\hat{h}}(y|\hat{h}) \) and \( \chi(x_d,\hat{h}) \) are circularly-symmetric functions depending only on \( ||y|| \) and \( ||x_d|| \), respectively. Noting that

\[
(\gamma^2 x_d x_d^\dagger + N_0 I)^{-1} = \frac{1}{N_0} - \frac{\gamma^2 x_d x_d^\dagger}{N_0(\gamma^2||x_d||^2 + N_0)^2}, \\
\] (108)

and defining \( x_d = ||x_d||v \) and \( y = ||y||w \), we can, after some algebraic steps, rewrite the conditional density function in (64) as

\[
f_{y|x_d,\hat{h}}(y|x_d,\hat{h}) = \frac{\exp\left(-\frac{||y||^2}{N_0} - \frac{||\hat{h}||^2||x_d||^2}{2N_0} + \frac{\gamma^2||x_d||^2||y||^2||w||^2}{N_0(\gamma^2||x_d||^2 + N_0)^2} + \frac{2||x_d||||y||||\hat{h}||Re(e^{j\phi} w^\dagger v)}{\gamma^2||x_d||^2 + N_0}\right)}{\pi^{m-1}N_0^{-m-2}(\gamma^2||x_d||^2 + N_0)} \\
\] (109)
where $\Re(z)$ denotes the real part of the complex number $z$, and $\theta_{\hat{h}}$ is the phase of $\hat{h}$. The usefulness of (109) comes from the property that the magnitude $\|x_d\|$ and the directional unit vector $v$ are separated. We know from Theorem 3 that $v$ is isotropically distributed and independent of $\|x_d\|$. Hence, we now have

$$f_{y|h}(y|\hat{h}) = \int \exp \left( -\frac{\|y\|^2}{N_0} - \frac{|\hat{h}|^2\|x_d\|^2}{\gamma^2\|x_d\|^2 + N_0} + \frac{\gamma^2\|x_d\|^2\|y\|^2\|\hat{w}\|^2}{N_0\gamma^2\|x_d\|^2 + N_0} + \frac{2\|x_d\||\|y\||\hat{h}\| \Re(e^{i\theta}y\hat{w}\hat{v})}{\gamma^2\|x_d\|^2 + N_0} \right) \frac{dF}{\|x_d\|} \cdot (110)$$

where $f_v$ is the probability density function of $v$. Since $f_{y|h}$ is a function of only $\|y\|$, we can, without loss of generality, assume that $w^\dagger = [1, 0, 0, \ldots, 0]$. In such a case,

$$f_{y|h}(y|\hat{h}) = \int \exp \left( -\frac{\|y\|^2}{N_0} - \frac{|\hat{h}|^2\|x_d\|^2}{\gamma^2\|x_d\|^2 + N_0} + \frac{\gamma^2\|x_d\|^2\|y\|^2\|v_1\|^2}{N_0\gamma^2\|x_d\|^2 + N_0} + \frac{2\|x_d\||\|y\||\hat{h}\| \Re(e^{i\theta}v_1)}{\gamma^2\|x_d\|^2 + N_0} \right) f_{v_1}(v_1) dF_{\|x_d\|} \cdot (111)$$

where $v_1$ is the first component of $v$ and $f_{v_1}$ is the corresponding density function. From [5], we have for $m \geq 3$

$$f_{v_1}(v_1) = \frac{1}{2\pi} 2(m - 2)(1 - |v_1|^2)^{m-3} \quad |v_1| \leq 1. \quad (112)$$

Hence, $v_1$ has a uniform phase and a magnitude whose density function is

$$f_{|v_1|}(|v_1|) = 2(m - 2)|v_1|(1 - |v_1|^2)^{m-3}. \quad (113)$$

Note that if $m = 2$, then $x_d$ is one-dimensional and hence $x_d = \|x_d\|v = \|x_d\|e^{i\theta_{x_d}}$. Therefore, in this case, $|v| = |v_1| = 1$ with probability one. Using these facts and defining $r = \frac{\|x_d\|}{\sqrt{N_0}}$, $R = \frac{\|y\|^2}{N_0}$, $K = \frac{|\hat{h}|^2}{\gamma}$, and $a = |v_1|^2$, we obtain

$$f_{y|h}(y|\hat{h}) = \begin{cases} \int_0^\infty dF \frac{(m-2)e^{-R - \frac{K}{1+r^2}}}{\pi^{m-1}N_0^{m-1}(1+r^2)} \int_0^1 (1 - a)^{m-3} \left( 2\sqrt{K}r \gamma \right)^{1/2} I_0 \left( \frac{2\sqrt{K}r \gamma}{1+r^2} \right) da & m \geq 3 \\ \int_0^\infty dF \frac{e^{-\frac{K}{1+r^2}}}{\pi^{m-1}N_0^{m-1}(1+r^2)} I_0 \left( \frac{2\sqrt{K}r \gamma}{1+r^2} \right) & m = 2 \end{cases} \quad (114)$$

where $g(R, F_r, K)$ is defined in (68). Therefore, we have

$$\chi(x_d, \hat{h}) = \int f_{y|x_d, \hat{h}}(y|x_d, \hat{h}) \log f_{y|h}(y|\hat{h}) dy \quad (116)$$

$$= E_{y|x_d, \hat{h}} \{ \log f_{y|h}(y|\hat{h}) dy \} \quad (117)$$

$$= E_{R|r, K} \{ \log \left( \frac{g(R, F_r, K)}{\pi^{m-1}N_0^{m-1}} \right) \} \quad (118)$$

$$= - \log(\pi^{m-1}N_0^{m-1}) + E_{R|r, K} \{ \log g(R, F_r, K) \} \quad (119)$$

$$= - \log(\pi^{m-1}N_0^{m-1}) + \int_0^\infty f_{R|r, K}(R|r, K) \log g(R, F_r, K) dR \quad (120)$$

where $f_{R|r, K}(R|r, K)$ is the conditional density function of $R$ given $r$ and $K$. Combining (103) and (120), we get

$$I(x_d; y_d|\hat{h}) = -E_{K,r} \left\{ \int_0^\infty f_{R|r, K}(R|r, K) \log g(R, F_r, K) dR \right\} - E_r \{ \log(1 + r^2) \} - (m - 1) \quad (121)$$
which is the mutual information expression provided in Theorem 4. Proof will be completed by showing that 

\[ f_{R|r,K}(R|r, K) \] 

has the expression given in (67). From the previous development, we can easily verify that 

\[ (127) \]

is obtained through the repeated application of this procedure. From (125) we have the following relationship

\[ \int_{0}^{\infty} f_{R}(R|r, K) \, dR = \int \int \int \int \ldots \int_{R_{2}+\ldots+R_{m-1}}^{\infty} f_{R_{1}, \ldots, R_{m-1}|r, K}(R|r, K) \, dR_{1} \ldots dR_{m-1} \]

(123)

\[ = \int \int \int \int \ldots \int_{R_{2}+\ldots+R_{m-1}}^{\infty} f_{R_{1}, \ldots, R_{m-1}|r, K}(R|r, K) \, dR_{1} \ldots dR_{m-1} \]

(124)

\[ = \int \int \int \int \ldots \int_{R_{3}+\ldots+R_{m-1}}^{\infty} f_{R_{1}, \ldots, R_{m-1}|r, K}(R|r, K) \, dR_{1} \ldots dR_{m-1} \]

(125)

\[ = \int \int \int \int \ldots \int_{R_{3}+\ldots+R_{m-1}}^{\infty} \left( R - (R_{3} + \ldots + R_{m-1}) \right) f_{R_{1}, \ldots, R_{m-1}|r, K}(R|r, K) \, dR \]

(126)

\[ = \int_{0}^{\infty} \frac{R^{m-2}}{(m-2)!} f_{R_{1}, \ldots, R_{m-1}|r, K}(R|r, K) \, dR. \]

(127)

(124) follows by applying the change of variables with \( R = R_{1} + R_{2} + \ldots + R_{m-1} \) in the integral with respect to \( R_{1} \). (125) is obtained by interchanging the integrals with respect to \( R_{2} \) and \( R \). (126) follows by evaluating the rightmost integral in (125). Finally, (127) is obtained through the repeated application of this procedure. From (127), we have

\[ f_{R}(R|r, K) = \frac{R^{m-2}}{(m-2)!} f_{R_{1}, \ldots, R_{m-1}|r, K}(R|r, K) \]

(128)

\[ = \begin{cases} 
\frac{R^{m-2}}{(m-3)!} \int_{0}^{1} \left( 1 - a \right)^{m-3} e^{\frac{a R}{1+R^2}} I_0 \left( \frac{2\sqrt{KR_r\sqrt{a}}}{1+R^2} \right) \, da & m \geq 3 \\
\frac{1}{(1+R^2)} I_0 \left( \frac{2\sqrt{KR_r}}{1+R^2} \right) & m = 2
\end{cases} \]

(129)

which is the same as the expression in (67).

B. Proof of Theorem 5

1) Existence of the Capacity-Achieving Input Distribution: An optimal distribution exists if the space of input distribution functions over which the minimization is performed is compact, and the objective functional is weak* continuous [39]. The compactness of the space of input distributions with second moment constraints is shown in [4]. The compactness for the more stringent case of peak limited inputs follows immediately from this result.
Therefore, we need only to show the weak* continuity of $I(\cdot | \hat{h})$. The weak* continuity of the functional $I(\cdot | \hat{h})$ is equivalent to

$$F_n \xrightarrow{w^*} F \Rightarrow I(F_n | \hat{h}) \rightarrow I(F | \hat{h}).$$

(130)

We first note the upper bound

$$f_R(R| r, K) \leq \frac{R^{m-2}}{(m-3)!} \frac{e^{-\frac{R^2}{1+r^2}}}{(1+r^2)^2} I_0\left(\frac{2\sqrt{R} r}{1+r^2}\right)$$

(131)

which is obtained from the bound $(1 - a)^{m-3} e^{\frac{a^2}{1+r^2}} I_0\left(\frac{2\sqrt{R} r}{1+r^2}\right) \leq e^{\frac{a^2}{1+r^2}} I_0\left(\frac{2\sqrt{K r}}{1+r^2}\right) \forall a \in [0, 1]$. The upper bound in (131) is bounded for all $r \in [0, \sqrt{L}]$ and also for all $R \geq 0$ due to the exponential decrease in $R$ in the second term. Since $f_R(R|r, K)$ and $\log(1 + r^2)$ are continuous and bounded functions for all $r \in [0, \sqrt{L}]$ and $R \geq 0$, by the definition of weak convergence [39],

$$F_n \xrightarrow{w^*} F \Rightarrow \int_0^\infty \log(1 + r^2) \, dF_n(r) \rightarrow \int_0^\infty \log(1 + r^2) \, dF(r)$$

(132)

and

$$F_n \xrightarrow{w^*} F \Rightarrow \int_0^\infty f_R(R|r, K) \, dF_n(r) \rightarrow \int_0^\infty f_R(R|r, K) \, dF(r)$$

(133)

for all $R \geq 0$. Therefore, we have

$$F_n \xrightarrow{w^*} F \Rightarrow g(R, F_n, r) \rightarrow g(R, F, r) \quad \forall R \geq 0.$$  

(134)

Note that the mutual information in (66) can also be written as

$$I(F, \hat{h}) = -\int_0^\infty dK f_K(K) \int_0^\infty dR \frac{R^{m-2}}{(m-2)!} g(R, F_r, K) \log g(R, F_r, K) - E_r\{\log(1 + r^2)\} - (m - 1)$$

(135)

The weak* continuity of the second term on the right-hand-side of (135) follows from (132). In order to show (130) and hence the weak* continuity of the mutual information, we need to prove

$$\lim_{n \to \infty} \int_0^\infty dK f_K(K) \int_0^\infty dR \frac{R^{m-2}}{(m-2)!} g(R, F_n, K) \log g(R, F_n, K)$$

(136)

$$= \int_0^\infty \lim_{n \to \infty} dK f_K(K) \int_0^\infty dR \frac{R^{m-2}}{(m-2)!} g(R, F_n, K) \log g(R, F_n, K)$$

(137)

$$= \int_0^\infty dK f_K(K) \int_0^\infty \lim_{n \to \infty} dR \frac{R^{m-2}}{(m-2)!} g(R, F_n, K) \log g(R, F_n, K)$$

(138)

$$= \int_0^\infty dK f_K(K) \int_0^\infty dR \frac{R^{m-2}}{(m-2)!} g(R, F, K) \log g(R, F, K)$$

(139)

(139) follows from (134) and the continuity of the function $x \log x$. In order to justify the interchanges of the limit and integral in (137) and (138), we invoke the Dominated Convergence Theorem [40] which requires an
integrable upper bound on the integrand. We first find the following upper bound on the function $g$:

$$
g(R, F_n, K) \leq (m - 2) \int_0^{\sqrt{L}} e^{-\frac{K^2 r}{1 + r^2}} I_0 \left( \frac{2\sqrt{K R} r}{1 + r^2} \right) dF_n(r) \tag{140}
$$

$$
\leq (m - 2) e^{-\frac{K^2}{1 + r^2}} \int_0^{\sqrt{L}} e^{-\frac{K^2 r}{1 + r^2}} dF_n(r) \tag{141}
$$

$$
\leq (m - 2) e^{-\frac{K^2}{1 + r^2}} \tag{142}
$$

$$
\triangleq u(R, K) \quad \forall n, \quad \forall R, K \geq 0. \tag{143}
$$

(140) follows from the upper bound in (131). (141) is obtained by noting that $e^{-\frac{K^2}{1 + r^2}} \leq e^{-\frac{K^2 r}{1 + r^2}}$ for all $r \in [0, \sqrt{L}]$ and $R \geq 0$, and $I_0 \left( \frac{2\sqrt{K R} r}{1 + r^2} \right) \leq I_0(\sqrt{K R}) \leq e^{\sqrt{K R}} \forall R, r \geq 0$. Finally, (142) follows from the observation that the integrand in (141) is less than 1 $\forall r, K \geq 0$. Note that the upper bound $u(R, K)$ is not a function of $F_n$ and decreases exponentially in $R$ for sufficiently large values of $R$. Next, we find the following upper bound:

$$
\left| \frac{R^{m-2}}{(m - 2)!} g(R, F_n, K) \log g(R, F_n, K) \right| \leq \frac{R^{m-2}}{(m - 2)!} (4 \, g^{0.9}(R, F_n, K) + g^2(R, F_n, K)) \tag{144}
$$

$$
\leq \frac{R^{m-2}}{(m - 2)!} (4 \, u^{0.9}(R, K) + u^2(R, K)) \quad \forall R, K \geq 0. \tag{145}
$$

(144) follows from the fact that $|x \log(x)| \leq 4x^{0.9} + x^2$ for all $x \geq 0$, and (145) follows from (143). Note that the upper bound in (145) does not depend on $F_n$ and is integrable due to the exponential decay of $u(R, K)$ in $R$ for sufficiently large values of $R$. Applying the Dominated Convergence Theorem with the upper bound in (145) justifies (138). We further consider

$$
\left| f_K(K) \int_0^{\infty} dR \frac{R^{m-2}}{(m - 2)!} g(R, F_n, K) \log g(R, F_n, K) \right| \leq f_K(K) \int_0^{\infty} dR \frac{R^{m-2}}{(m - 2)!} \left| g(R, F_n, K) \log g(R, F_n, K) \right| \tag{146}
$$

$$
\leq f_K(K) \int_0^{\infty} dR \frac{R^{m-2}}{(m - 2)!} (4 \, g^{0.9}(R, F_n, K) + g^2(R, F_n, K)) \tag{147}
$$
Note that \( f_K(K) = \frac{1}{e^K} e^{-\frac{K}{e^K}} \) where \( E\{K\} = \frac{\gamma^2 \delta m P}{N_0} \). The integral of the upper bound \( u(R, K) \) with respect to \( R \) increases exponentially with \( K \). Hence, we need to find a tighter upper bound. We have

\[
g(R, F_n, K) \leq (m - 2) \int_0^{\sqrt{L}} e^{-\frac{R + K + 2}{1 + r^2}} I_0 \left( \frac{2\sqrt{KR}r}{1 + r^2} \right) dF_n(r)
\]

\[
\leq (m - 2) \int_0^{\sqrt{L}} e^{-\frac{R + K + 2}{1 + r^2}} dF_n(r)
\]

\[
\leq (m - 2) \int_0^{\sqrt{L}} e^{-\frac{r}{1 + r^2}} dF_n(r)
\]

\[
\leq \left\{
\begin{array}{ll}
(m - 2) & R \leq KL \\
(m - 2)e^{-\frac{r}{1 + r^2}} & R > KL
\end{array}
\right.
\]

\[
\Delta v(R, K) \quad \forall n, \quad \forall R, K \geq 0
\]

where \(149\) follows from the fact that \( I_0(x) \leq e^x \), and \(150\) follows by choosing the largest value \( r = \sqrt{L} \) in the denominator of the exponential function. \(151\) is obtained by noting that \((\sqrt{R} - \sqrt{K})^2\) is a nonnegative quadratic function of \( r \), minimized at \( r = \sqrt{\frac{K}{R}} \). Hence, if \( L \geq \frac{R}{K} \), the minimum value of the quadratic function is zero. Otherwise, it is \((\sqrt{R} - \sqrt{KL})^2\). From \(147\) and \(152\), we have

\[
\left| f_K(K) \int_0^{\infty} dR \frac{R^{m-2}}{(m-2)!} g(R, F_n, K) \log g(R, F_n, K) \right| \leq f_K(K) \int_0^{\infty} dR \frac{R^{m-2}}{(m-2)!} (4v^{0.9}(R, K) + v^2(R, K)).
\]

Note that the upper bound in \(153\) is independent of \( F_n \). It can also be verified easily that this upper bound is integrable with respect to \( K \) due to the facts that \( f_K \) decreases exponentially with \( K \) while the integral in the upper bound produces a result that is at most polynomial in \( K \). Applying the Dominated Convergence Theorem with the integrable upper bound in \(153\) justifies \(137\). Hence, the proof is complete.

2) Sufficient and Necessary Kuhn-Tucker Condition: The proof of the sufficient and necessary condition in \(70\) follows along the same lines as those in \([4]\) and \([16]\). The weak derivative of \( I(\cdot | \hat{h}) \) at \( F_0 \) is defined as

\[
I_{F_0}(F | \hat{h}) \triangleq \lim_{\theta \to 0} \frac{I((1 - \theta)F_0 + \theta F | \hat{h}) - I(F_0 | \hat{h})}{\theta}.
\]

The weak derivative of the mutual information in \(66\) is obtained as

\[
I_{F_0}(F | \hat{h}) = \mathbb{E}_K \left\{ \int dF_0(r) \int_0^{\infty} f_{R|r, K}(R|r, K) \log g(R, F_0, K) dR \right\}
\]

\[
- \mathbb{E}_K \left\{ \int dF(r) \int_0^{\infty} f_{R|r, K}(R|r, K) \log g(R, F_0, K) dR \right\} + \int dF_0(r) \log(1 + r^2) - \int dF(r) \log(1 + r^2).
\]
Note that if \( F_0 \) is indeed the maximizing distribution and hence capacity achieving, then \( I_{\hat{F}_0}(F|\hat{h}) \leq 0 \) for all \( F \) satisfying the peak power constraint. Then using the same steps in [4, Appendix II, Theorem 4], we can show that \( F_0 \) is a capacity-achieving input distribution if and only if
\[
E_K \left\{ \int_0^\infty f_{R|r,K}(R|r,K) \log g(R, F_0, K) \, dR \right\} + \log(1 + r^2) + mC_\delta + m - 1 \geq 0 \quad \forall r \in [0, \sqrt{L}] \quad (156)
\]
with equality at the points of increase of distribution \( F_0 \).

C. Analyticity of the Kuhn-Tucker Condition in the Complex Domain

We consider the following function which is the left-hand-side of the Kuhn-Tucker condition (70) in the complex domain:
\[
\Phi(z) = E_K \left\{ \int_0^\infty f_{R|r,K}(R|z,K) \log g(R, F_r, K) \, dR \right\} + \log(1 + z) + mC_\delta + (m - 1). \quad (157)
\]
Note that \( \log(1 + z) \) is an analytic function of \( z = z_r + jz_i \) in the entire complex plane excluding the real axis with \( z_r \leq -1 \) because the principal branch of the logarithm is not analytic only on the negative real line. Next, we investigate the region in which the first term of (157) is analytic. We first note the Differentiation Lemma.

Differentiation Lemma 1: [42, Sec. XII] Let \( I \) be an interval of real numbers, possibly infinite. Let \( U \) be an open set of complex numbers. Let \( f = f(t,z) \) be a continuous function on \( I \times U \). Assume:
(i) For each compact subset \( K \) of \( U \) the integral \( \int_I f(t,z) \, dt \) is uniformly convergent for \( s \in K \).
(ii) For each \( t \) the function \( z \mapsto f(t,z) \) is analytic. Let \( F(z) = \int_I f(t,z) \, dt \).
Then \( F \) is analytic on \( U \) and \( F'(z) = \int_I Df(t,z) \, dt \) where \( D \) is the differentiation operator. Furthermore \( Df(t,z) \) satisfies the same hypothesis as \( f \).

The integral \( \int_0^\infty f(t,z) \, dt \) is said to be uniformly convergent [42] for \( z \in K \) if, given \( \epsilon > 0 \), there exists \( B_0 \) such that if \( B_0 < B_1 < B_2 \), then \( \left| \int_{B_1}^{B_2} f(t,z) \, dt \right| < \epsilon \). From this definition it can be easily shown that if \( \int_0^\infty |f(t,z)| \, dt < \infty \), then \( \int_0^\infty f(t,z) \, dt \) is uniformly convergent.

The function
\[
f_{R|r,K}(R|z,K) = \frac{R^{m-2} e^{-R - \frac{z^2}{1+z^2}}}{(m-3)!} \int_0^1 (1-a)^{m-3} \frac{e^{-\frac{z^2}{1+z^2}} I_0 \left( \frac{2\sqrt{KR} z \sqrt{a}}{1 + z^2} \right)}{1 + z^2} \, da \quad (158)
\]
is analytic in the entire complex plane excluding the points at \( z = \pm j \) because rational functions are analytic everywhere except at the points that make the denominator zero; the exponential function and \( I_0 \) are analytic everywhere because they can be expanded as power series; and if \( g \) and \( f \) are analytic then \( g \circ f \) is also analytic in the corresponding region. The analyticity of the integral in (158) can also be easily verified using the
Differentiation Lemma since the integration is over a finite interval. In order to find the region in which the first term on the right-hand-side of (157) is analytic, we need to find the region \( \mathcal{D} \) that satisfies for all \( z \in \mathcal{D} \)
\[
\int_0^\infty f_\mathcal{K}(R) \int_0^\infty |f_{R|\mathcal{K}}(R|z, K)| \log g(R, F_r, K) \, dR < \infty.
\] (159)

We consider
\[
|f_{R|\mathcal{K}}(R|z, K)| = \frac{R^{m-2}}{(m-3)!} e^{-\frac{z^2}{1+z^2}} \int_0^1 (1-a)^{m-1} e^{-R \frac{(1-a)z^2}{1+z^2}} I_0 \left( \frac{2\sqrt{RK}z \sqrt{a}}{1+z^2} \right) \, da
\] (160)
\[
\leq \frac{R^{m-2}}{(m-3)!} e^{-\frac{z^2}{1+z^2}} \int_0^1 (1-a)^{m-1} e^{-R \frac{(1-a)z^2}{1+z^2}} \left| I_0 \left( \frac{2\sqrt{RK}z \sqrt{a}}{1+z^2} \right) \right| \, da
\] (161)
\[
\leq \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-3)!} \int_0^1 (1-a)^{m-1} e^{-R \Re \left\{ \frac{1+(1-a)z^2}{1+z^2} \right\}} \left| I_0 \left( \frac{2\sqrt{RK}z \sqrt{a}}{1+z^2} \right) \right| \, da
\] (162)
\[
\leq \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-3)!} \int_0^1 (1-a)^{m-1} e^{-R \Re \left\{ \frac{1+(1-a)z^2}{1+z^2} \right\}} e^{2\sqrt{RK} \Re \sqrt{a}} \Re \left\{ \frac{1}{1+z^2} \right\} \, da
\] (163)
\[
\leq \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-3)!} \int_0^1 (1-a)^{m-1} e^{-R \Re \left\{ \frac{1+(1-a)z^2}{1+z^2} \right\}} e^{2\sqrt{RK} \Re \sqrt{a}} \Re \left\{ \frac{1}{1+z^2} \right\} \, da
\] (164)
\[
= \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-2)!} \int_0^1 (1-a)^{m-2} e^{-R \frac{2z^2}{1+z^2}} e^{2\sqrt{RK} \Re \sqrt{a}} \Re \left\{ \frac{1}{1+z^2} \right\} \, da
\] (165)
\[
= \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-2)!} \int_0^1 (1-a)^{m-2} e^{-R \frac{2z^2}{1+z^2}} e^{2\sqrt{RK} \Re \sqrt{a}} \Re \left\{ \frac{1}{1+z^2} \right\} \, da
\] (166)
\[
= \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-2)!} \int_0^1 (1-a)^{m-2} e^{-R \frac{2z^2}{1+z^2}} e^{2\sqrt{RK} \Re \sqrt{a}} \Re \left\{ \frac{1}{1+z^2} \right\} \, da
\] (167)
\[
= \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-2)!} \int_0^1 (1-a)^{m-2} e^{-R \frac{2z^2}{1+z^2}} e^{2\sqrt{RK} \Re \sqrt{a}} \Re \left\{ \frac{1}{1+z^2} \right\} \, da
\] (168)
\[
= \frac{e^{-\Re \left\{ \frac{z^2}{1+z^2} \right\}}}{(m-2)!} \int_0^1 (1-a)^{m-2} e^{-R \frac{2z^2}{1+z^2}} e^{2\sqrt{RK} \Re \sqrt{a}} \Re \left\{ \frac{1}{1+z^2} \right\} \, da
\] (169)

In the above formulations, \( \Re(z) \) denotes the real value of the complex-valued number \( z = z_r + jz_i \) whose real and imaginary components are also denoted by \( z_r \) and \( z_i \), respectively. (161) follows by taking the absolute value of the integrand instead of the absolute value of the integral. (162) follows from the facts that \( \Re(e^z) = e^{\Re(z)} \) and \( |I_0(z)| \leq I_0(\Re(z)) \). (163) is due to \( I_0(x) \leq e^{|x|} \) for a real number \( x \). (164) is obtained from the
bounds \( \Re \left\{ \frac{1 + (1-a)x^2}{1 + x^2} \right\} \geq \frac{1 + z_r^2 - z_i^2}{1 + |z_r|^2} \) which holds for all \( a \in [0, 1] \) and \( |z_r| \geq |z_i| \), and \( e^{2\sqrt{R}e^{\frac{z_r^2}{1 + z_i^2}}} \) for sufficiently large values of \( z_r \).

From the above lower bound, we see that \( \Re \left\{ \frac{z_r^2}{1 + z_i^2} \right\} \) is monotonically decreasing in \( z_i \), and \( \Re \left\{ \frac{z_r^2}{1 + z_i^2} \right\} \) is monotonically decreasing in \( z_i \). Therefore, if \( (1 + z_r^2 - z_i^2) > 0 \), then the upper bound in (169) decreases exponentially in \( R \), and as a result, the inner integral in (159) converges. This condition is satisfied in the region where \( |z_r| \geq |z_i| \).

Note that the upper bound in (169) increases exponentially in \( K \). However, the value of the function

\[
\frac{z_r^2}{1 + z_i^2} \leq \frac{\sqrt{1 + z_r^2 - z_i^2}}{|1 + z_i^2|} \leq \frac{1 + z_r^2 - z_i^2}{1 + |z_i|^2}
\]

(171)
can be made arbitrarily small by choosing arbitrarily small values for \( |z_i| \). Note also that \( f_K(K) = \frac{1}{E\{K\}} e^{-\frac{K}{E(K)}} \) where \( E\{K\} = \frac{\gamma^2}{N_0} \). Hence, in the region where \( c(z_r, z_i) < \frac{N_0}{\gamma^2 \delta m P} \), we have the integrand in (159) exponentially decreasing in \( K \) and as a result the integral converges. It can be shown that for a fixed \( |z_i| < 1 \), \( c(z_r, z_i) \) is a monotonically decreasing function of \( z_r \geq 0 \) achieving its maximum of at \( \frac{z_r^2}{1 - z_i^2} \) at \( z_r = 0 \). Hence, we consider the following region in the complex domain:

\[
D = \left\{ (z_r, z_i) : 0 \leq z_r \leq \min \left( \frac{1}{\sqrt{2}}, \sqrt{\frac{N_0}{2\gamma^2 \delta m P}} \right) \text{ and } |z_i| \leq z_r \right\} 
\]

\[
\cup \left\{ (z_r, z_i) : z_r > \min \left( \frac{1}{\sqrt{2}}, \sqrt{\frac{N_0}{2\gamma^2 \delta m P}} \right) \text{ and } |z_i| \leq \min \left( \frac{1}{\sqrt{2}}, \sqrt{\frac{N_0}{2\gamma^2 \delta m P}} \right) \right\}
\]

(172)

In region \( D \), \( c(z_r, z_i) < \frac{N_0}{\gamma^2 \delta m P} \) and \( |z_i| \geq |z_i| \). Hence, the integral in (159) converges in this region. Moreover, this region includes the positive real line.
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