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Abstract

The physics potential for boosted topologies in top-quark pair production is studied at centre-of-mass energies of 1.4 TeV and 3 TeV at the proposed high-luminosity linear electron-positron Compact Linear Collider (CLIC). The analyses presented in this paper focus on “single lepton+jets” $\bar{t}t$ final states and apply jet sub-structure techniques to explore the highly collimated jet environment above 1 TeV. The charged lepton is used to determine the charge of both top quarks. We present results for the $\bar{t}t$ production cross section and the forward-backward asymmetry in the kinematic region $\sqrt{s'} \geq 1.2$ TeV ($\sqrt{s'} \geq 2.6$ TeV) for operation at 1.4 TeV (3 TeV), where $\sqrt{s'}$ is the effective collision energy, taking into account the CLIC luminosity spectrum and initial-state radiation. The results are based on detailed Monte Carlo simulation studies with a GEANT4 based simulation of the CLIC_ILD detector concept and particle-flow based event reconstruction. All data samples considered include beam-induced backgrounds and other relevant background processes. The expected precision on the $\bar{t}t$ production cross section and the forward-backward asymmetry are 1.1\% (2.0\%) and 1.4\% (2.3\%), respectively, for operation at 1.4 TeV (3 TeV) with an integrated luminosity of 2.0 ab\textsuperscript{-1} (4.0 ab\textsuperscript{-1}) and with -80\% electron polarisation. For improved Beyond Standard Model reach, operation is also foreseen at +80\% electron polarisation, with an integrated luminosity of 0.5 ab\textsuperscript{-1} (1.0 ab\textsuperscript{-1}) at 1.4 TeV (3 TeV), where the corresponding numbers are about a factor 2.5 higher.
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1. Introduction

The top quark is the heaviest known fundamental particle and the only observed fermion with a weak-scale mass, thus constituting a unique probe of the Standard Model (SM) of particle physics. Additionally it occupies an important role in many theories of physics beyond the SM (BSM). Top-quark production is precisely predicted in the SM but may receive substantial modifications from new physics effects such as extra dimensions \cite{1} and compositeness \cite{2}. The top-quark has so far only been produced in hadron collisions, at the Tevatron and Large Hadron Collider (LHC). However, top-quark production in electron-positron collisions offers both complementary and improved precision measurements.

In this paper we focus on the prospects for measurements of top-quark pair production observables in the context of the proposed Compact Linear Collider (CLIC), a high-luminosity linear electron-positron collider that reaches multi-TeV energies through a staged implementation. Precision studies of top-quark pair production and rare decays are possible already at the first energy stage of CLIC at $\sqrt{s} = 380$ GeV \cite{3}. The initial stage also includes an energy scan in the top-quark pair production threshold region, which allows the top-quark mass to be extracted with a precision of around 50 MeV \cite{3}. The higher-energy stages, at $\sqrt{s} = 1.5$ TeV and $\sqrt{s} = 3$ TeV, are the focus of this paper and supplement the initial energy datasets with large samples of top quarks, many of which are produced with a substantial boost. The use of dedicated strategies adapted to the more highly collimated jet environment, result in an increased sensitivity to new physics, in particular for BSM effects that grow with the centre-of-mass energy. The main results from this paper and a summary of the analysis strategy were previously summarised in \cite{3} where a comprehensive view of the prospects of for the foreseen top-quark programme at CLIC was presented. This paper focus on presenting the underlying analysis in greater detail.

![Figure 1: The dominant top-quark pair production process in $e^+e^-$ interactions.](image)

The top quark decays before hadronising, producing a W boson and a bottom quark with a branching ratio close to 100%. The dominant $Z^*/\gamma^*$ exchange diagram is shown in Figure 1. The analyses presented in this paper focus on “single lepton+jets” final states, where the reconstructed charged lepton is used to determine the charge of the hadronically decaying top quark. Note that contributions to the inclusive six-fermion final state from non-$t\bar{t}$ processes, such as single-top production and triple gauge boson production, cannot be fully separated due to interference. In fact, at high centre-of-mass energies, the contribution of non-$t\bar{t}$ events is significant \cite{4} and constitute an irreducible background to the analysis.

While data from different centre-of-mass energies effectively constrains new physics effects that grow with energy \cite{5, 6}, enriching the event samples in either left-handed or right-handed top-quarks, through the use of polarised beams, allows efficient disentanglement of the photon and Z-boson contributions \cite{7}. Measurements of the top-quark pair production cross section, $\sigma_{t\bar{t}}$, and the forward-backward asymmetry, $A_{FB}$, are presented for each of the higher energy stages of CLIC and make use of longitudinal electron spin polarisation as foreseen in the baseline accelerator design. The clean environment of lepton colliders is also well suited for the accurate measurement of observables that characterise the differential...
distributions of the top-quark scattering and decay kinematics. Such differential features were studied for the analyses presented here in the context of a multivariate statistical framework based on “statistically optimal observables” [8–10].

The following section describes the experimental conditions at CLIC including a brief overview of the accelerator and detector concepts. The event generation, detector simulation, and particle-flow reconstruction is outlined in Section 3, while Section 4 focuses on the overall analysis strategy. The subsequent sections, from Section 5 to Section 9, outline the underlying analysis in detail, describing the different reconstruction methods applied, including the identification of isolated leptons, boosted hadronic top quarks, and the effective centre-of-mass energy. We also present for the first time the optimisation of the boosted top-tagger algorithm. The final event-selection step, where a system of multivariate classifier algorithm (including variables investigating the substructure of large-R jets) is applied, is described in Section 10. The event selection is summarised in Section 11. The resulting statistical and systematical uncertainties on the considered $t\bar{t}$ observables are presented and discussed in Section 12. We conclude with a summary and outlook in Section 13.

2. Experimental environment at CLIC

To optimise the physics potential, CLIC is proposed as a staged collider providing high-luminosity $e^+e^−$ collisions at centre-of-mass energies of 380 GeV, 1.5 TeV\textsuperscript{1} and 3 TeV [11] with a corresponding integrated luminosity of 1.0$\text{ab}^{-1}$, 2.5$\text{ab}^{-1}$, and 5.0$\text{ab}^{-1}$, respectively [12, 13]. The accelerator is based on an innovative two-beam scheme, in which normal-conducting high-gradient 12 GHz X-band accelerating structures are powered via a high-current drive beam [14]. This enables a compact and cost-effective accelerator complex, with a site length ranging between 11 km and 50 km.

The baseline accelerator design foresees $\pm 80\%$ longitudinal electron spin polarisation and no positron polarisation; the polarisation state is denoted $P(e^-)$ in the following. Owing to the underlying chiral structure of the electroweak interaction, the $e^+e^-\rightarrow t\bar{t}$ cross section is significantly enhanced for an electron polarisation of -80%; the cross section is enhanced (reduced) by 30% at the higher-energy stages when operating with -80% (+80%) beam polarisation. However, some operation at an electron polarisation of +80% is still desired to disentangle the photon and $Z$-boson contributions [7]. A baseline with shared running time for -80% and +80% electron polarisation in the ratio 80:20 is adopted for the two higher-energy stages in the studies presented in this paper [12, 13].

The CLIC accelerator complex is complemented by a multipurpose detector system optimised for $e^+e^-$ physics. The CLIC_ILD detector concept, used for the study described here, is adapted from the ILD [16, 17] detector concept for the International Linear Collider (ILC). Design modifications are motivated by the higher collision energy and the challenging beam conditions at CLIC.

The inner part of the CLIC_ILD detector consists of a large central gaseous time projection chamber (TPC) for tracking, enclosing an ultra-thin silicon-pixel vertex detector. Furthermore, the TPC is surrounded by a silicon strip detector envelope. Together they provide excellent track momentum resolution and high impact parameter resolution, both crucial for an accurate vertex reconstruction and flavour tagging. The detector requirements for the former is at the level of $\sigma_{p_T}/p_T \lesssim 2 \cdot 10^{-5}$ GeV\textsuperscript{-1} and the latter is defined by $a \lesssim 5\,\mu m$ and $b \lesssim 15\,\mu m$ GeV in $\sigma_{d_0}^2 = a^2 + b^2/(p^2 \sin^2 \theta)$. The vertex and tracking systems are surrounded by a highly-granular sampling calorimetry system, composed of an electromagnetic and a hadronic calorimeter (ECAL and HCAL), optimised for particle flow reconstruction. The resulting jet-energy resolution, for isolated central light-quark jets with energy in the range 100 GeV to 1 TeV, is $\sigma_E/E \lesssim 3.5\%$ [18]. A strong solenoidal magnet located outside the HCAL provides a 4 T magnetic field. The magnetic flux return is contained in a large iron yoke instrumented with detectors for muons

\textsuperscript{1}The second-stage energy of 1.5 TeV has recently been adopted and will be used for future studies. In the work presented here, the previous baseline of 1.4 TeV is used.
The beam and bunch structure of CLIC is rather distinct, with a bunch train repetition rate of 50 Hz. Each bunch train consists of 312 bunches with 0.5 ns separation. High luminosity is reached by a very small beam emittance that is maintained through the accelerator chain. The resulting highly-focused and intense electron and positron beams at the interaction point give rise to significant beamstrahlung from interactions between colliding bunches [14]. This constitutes a large experimental background of $e^+e^-$ pairs and $\gamma\gamma \rightarrow$ hadrons processes. Note that the low bunch train repetition rate allows for a trigger-less readout of the full detector between bunch trains. The energy deposits from hard physics events and those from beam-induced backgrounds in other bunch-crossings can be sufficiently distinguished through the sub-ns time resolution achieved for reconstructed particle flow objects. The beamstrahlung background is reduced to a manageable level by applying detector-system dependent and $p_T$-dependent timing cuts. The cuts also depend on the reconstructed particle type. In these studies we consider the so-called default and tight cuts, the latter applying a more stringent selection. The former is applied for operation at 1.4 TeV and the latter at 3 TeV, where the beam backgrounds are more significant. In addition, the use of hadron-collider-like jet-clustering algorithms with beam-jets further reduces the impact of these backgrounds on physics measurements [19].

As a result of beamstrahlung, the luminosity spectrum features a long lower-energy tail. Initial-state radiation (ISR) has a similar effect. The convolution of these effects with the top-quark pair production cross-section, that decreases with centre-of-mass energy, is shown in Figure 3 for operation at $\sqrt{s} = 1.4$ TeV (blue) and 3 TeV (red) [15]. The measurements presented in this paper are studied in the region close to the nominal collision energy $\sqrt{s}$ for each collider stage. For $\sqrt{s} = 1.4$ TeV about 36% of the events collide with an energy above 1.2 TeV ($\sim$85% of $\sqrt{s}$). For the highest energy stage at $\sqrt{s} = 3$ TeV the corresponding number is about 18% for events that collide with energy above 2.6 TeV ($\sim$85% of $\sqrt{s}$). The reconstruction of the effective centre-of-mass energy $\sqrt{s}$ is presented in detail in Section 9. So-called radiative top-quark pair production events, produced below the nominal collision energy, have been studied in detail elsewhere [3].
3. Event generation, detector simulation, and reconstruction

The studies reported here are based on detailed Monte Carlo (MC) simulation studies with the CLIC_ILD detector concept. Events are generated with WHIZARD 1.95 [20], while the detector response is simulated with the detector simulation toolkit GEANT4 [22, 23]. Fragmentation and hadronisation is simulated using PYTHIA 6.4 [24] tuned to OPAL $e^+e^-$ data recorded at LEP [25]. The impact of other PYTHIA tunes in top-quark pair production events is illustrated in [26]. The decays of $\tau$ leptons are simulated using Tauola [27]. ISR is characterised by the leading logarithmic approximation structure function [28], which includes hard collinear photons up to third order. The top-quark mass and width are set to $m_t = 174.0$ GeV and $\Gamma_{\text{top}} = 1.523$ GeV, respectively.

The beam-induced background from $\gamma\gamma \rightarrow$ hadrons processes was simulated separately using PYTHIA, with photon spectra from GUINEAPig [29]. The resulting background particles were overlaid on the physics events\(^3\), corresponding to about 1.3 (3.2) $\gamma\gamma \rightarrow$ hadrons interactions per bunch crossing at $\sqrt{s} = 1.4$ TeV (3 TeV).

Track reconstruction is performed using the MARLIN software package, and PANDORA PF [18, 30, 31] is used for calorimeter clustering and particle flow reconstruction, creating a collection of so-called Particle-Flow Objects (PFOs). The LCFPLUS package [32] is used for vertex reconstruction and for tagging jets for charm and beauty probabilities. These are based on variables such as secondary vertex decay lengths, multiplicities and masses, as well as track impact parameters.

Dedicated sections in this document provide details on the reconstruction of isolated leptons as well as the tagging of hadronically decaying tops. The event simulation and reconstruction is performed using the iLCDIRAC grid production tools [33, 34].

3.1. Simulation samples

As discussed in Section 1, final states with six fermions are generally dominated by the $t\bar{t}$ production process, but have a growing contribution from non-$t\bar{t}$ processes such as single-top production and triple gauge boson production for higher collision energies. This is illustrated in Figure 4 that shows the

---

\(^3\)Considering the bunch train structure of CLIC as well as the expected timing resolution and performance of the detector read-out electronics, backgrounds corresponding to 60 bunch-crossings were overlaid on top of each physics event.


WHIZARD cross section of top-quark pair production (blue) and inclusive six-fermion production (red) for different electron polarisations. The different contributions to the six-fermion final state cannot be separated fully due to interference. Therefore the top-quark pair production signal samples used in the analyses were simulated as part of an inclusive six-fermion sample. The signal sample was extracted using a parton-level categorisation requiring two on-shell top-quark candidates. Each candidate consists of three of the six final state particles and should have a mass within $\sim 7.6$ GeV of the generated top-quark mass; a value that corresponds to five times the generated top-quark width. The non-$t\bar{t}$ contributions, denoted $t\neq t$, are treated as backgrounds in the following. While no algorithm can separate them from the signal completely, attempts are made in the event selection to reduce the fraction of non-$t\bar{t}$ events using some of the characteristic features of the $t\bar{t}$ process.

The analyses presented in this paper consider a large range of additional relevant background processes, including di-quark final states and final states resulting from WW- and ZZ-fusion events. Note that for events with a centre-of-mass energy close to the nominal collision energy, as studied here, we expect a negligible contribution from hard background processes such as $\gamma\gamma$ and $e\gamma$; these are therefore not studied further. Summaries of the signal and background samples considered are presented in Table 1 and Table 2.

4. Analysis strategy

Precision studies of observables such as the $t\bar{t}$ production cross section, $\sigma_{t\bar{t}}$, and the top-quark forward-backward asymmetry, $A_{FB}$, are powerful tools for discovery.

The analyses presented in this paper focus on “single lepton+jets” final states, $t\bar{t} \rightarrow qqqq\nu$. The branching ratio of this process is about 30%. The charged lepton is used to determine the charge of each of the top quarks, thus enabling the measurement of $A_{FB}$. Identification of isolated leptons thus constitutes an important part of the analyses and is covered in more detail in Section 5. In addition, for operation above $\sim 1$ TeV a large fraction of the top quarks will be produced with significant boosts, leading to a significantly different event topology compared to production close to the top-quark pair production threshold. This is illustrated by the event display in Figure 5 showing a boosted semi-leptonic $t\bar{t}$ event at $\sqrt{s} = 3$ TeV featuring a clear separation between the decay products of the top- and anti-top
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| P(e⁻) | σ [fb] | N |
|-------|-------|---|
|       | -80%  | +80% | -80%  | +80%  |
| e⁺e⁻ (→ t¯τ) → qqqqlν (l = e, µ) | 18.4  | 9.83 | 36,800 | 4,915 |
| e⁺e⁻ (→ t¯τ) → qqqqlν (l = τ) | 23.2  | 12.3 | 46,400 | 6,150 |
| e⁺e⁻ (→ t¯τ) → qqqqlν | 72.2  | 16.5 | 144,400 | 17,350 |
| e⁺e⁻ → qqqqlν | 116   | 44.9 | 232,000 | 22,450 |
| e⁺e⁻ → qqqqlν | 44.1  | 15.3 | 88,200  | 7,650  |
| e⁺e⁻ → qqqq | 2,300 | 347  | 4,600,000 | 1,585,000 |
| e⁺e⁻ → qqqq | 18.4  | 9.83 | 36,800 | 4,915 |
| e⁺e⁻ → qqqq | 23.2  | 12.3 | 46,400 | 6,150 |
| e⁺e⁻ → qqqq | 72.2  | 16.5 | 144,400 | 17,350 |
| e⁺e⁻ → qqqq | 116   | 44.9 | 232,000 | 22,450 |
| e⁺e⁻ → qqqq | 44.1  | 15.3 | 88,200  | 7,650  |

*Kinematic region defined as \( \sqrt{s} \geq 1.2 \text{ TeV} \)

*Kinematic region defined as \( \sqrt{s} < 2.6 \text{ TeV} \)

Table 1: Cross sections and number of events of the simulated samples used in the analysis of \( t\bar{t} \) events at \( \sqrt{s} = 1.4 \text{ TeV} \), assuming 2.0 ab⁻¹ and 0.5 ab⁻¹ for \( P(e^-) = -80\% \) and \( P(e^-) = +80\% \), respectively. The cross section quoted for the signal sample in the uppermost row is defined in the kinematic region \( \sqrt{s} \geq 1.2 \text{ TeV} \).

| P(e⁻) | σ [fb] | N |
|-------|-------|---|
|       | -80%  | +80% | -80%  | +80%  |
| e⁺e⁻ (→ t¯τ) → qqqqlν (l = e, µ) | 13.7  | 7.26 | 54,800 | 7,260 |
| e⁺e⁻ (→ t¯τ) → qqqqlν (l = τ) | 8.45  | 4.51 | 33,800 | 4,510 |
| e⁺e⁻ (→ t¯τ) → qqqqlν | 99.6  | 22.6 | 398,400 | 22,600 |
| e⁺e⁻ → qqqqq | 54.0  | 18.0 | 216,000 | 18,000 |
| e⁺e⁻ → qqqqq | 963   | 130  | 3,852,000 | 130,000 |
| e⁺e⁻ → qqqq | 8,810 | 3,210 | 35,240,000 | 2,310,000 |
| e⁺e⁻ → qqqq | 3,230 | 1,060 | 12,920,000 | 3,060,000 |
| e⁺e⁻ → qqqq | 3,510 | 2,390 | 14,040,000 | 2,390,000 |

*Kinematic region defined as \( \sqrt{s} \geq 2.6 \text{ TeV} \)

*Kinematic region defined as \( \sqrt{s} < 2.6 \text{ TeV} \)

Table 2: Cross sections and number of events of the simulated samples used in the analysis of \( t\bar{t} \) events at \( \sqrt{s} = 3 \text{ TeV} \), assuming 4.0 ab⁻¹ and 1.0 ab⁻¹ for \( P(e^-) = -80\% \) and \( P(e^-) = +80\% \), respectively. The cross section quoted for the signal sample in the uppermost row is defined in the kinematic region \( \sqrt{s} \geq 2.6 \text{ TeV} \).

The event selection proceeds through the identification of one isolated charged lepton in association with one large-R top-quark jet, the latter being identified using the dedicated top-quark tagger algorithm whose details and performance are described in Section 6. In addition we require that no isolated high-
energy photons are present, as these might be indicative of large energy losses due to beamstrahlung or ISR. See more details on the reconstruction of isolated photons in Section 8. The remaining events are analysed using multivariate algorithms as described in detail in Section 10.

The signal events are restricted to the kinematic region defined as $\sqrt{s} \geq 1.2$ TeV and $\sqrt{s} \geq 2.6$ TeV, for $\sqrt{s} = 1.4$ TeV and $\sqrt{s} = 3$ TeV, respectively. A corresponding cut is applied to the reconstructed collision energy, $\sqrt{s_R}$, described in Section 9. The event selection is based on PFOs with default timing cuts at 1.4 TeV and tight timing cuts at 3 TeV; see the discussion in Section 2.

The differential $t\bar{t}$ cross section, as a function of the polar angle of the top quark in the $t\bar{t}$ centre-of-mass system (defined with respect to the $e^-$ beam)\(^4\), is described by

$$\frac{d\sigma}{d(\cos(\theta^*))} = \sigma_1(1 + \cos(\theta^*))^2 + \sigma_2(1 - \cos(\theta^*))^2 + \sigma_3(1 - \cos^2(\theta^*)). \quad (1)$$

At tree level, the three terms can be related to the top-quark pair production cross sections for different helicity combinations in the final state, $\sigma_{1,2,3}$. The forward and backward cross sections, $\sigma_F$ and $\sigma_B$, can be obtained by integrating the differential cross section over the top-quark polar angle ranges, $0 < \theta^* < \pi/2$ and $\pi/2 < \theta^* < \pi$, respectively. The total production cross section, $\sigma_{t\bar{t}}$, can be expressed as

$$\sigma_{t\bar{t}} = \sigma_F + \sigma_B = \frac{4}{3}(2\sigma_1 + 2\sigma_2 + \sigma_3), \quad (2)$$

while the top-quark forward-backward asymmetry is defined as

$$A_{FB} \equiv \frac{\sigma_F - \sigma_B}{\sigma_F + \sigma_B} = \frac{1}{\sigma_{t\bar{t}}} (\sigma_1 - \sigma_2). \quad (3)$$

---

\(^4\)In the CLICILD coordinate system, both beams are tilted by half the crossing angle (10 mrad) with respect to the z-axis. Thus the impact of the crossing angle on the reconstructed forward-backward asymmetry cancels out.
The $\sigma_{t\bar{t}}$ and $A_{FB}$ observables are extracted for each analysis by fitting Equation (1) to the reconstructed polar-angle distribution of the hadronically decaying top quarks (or anti-top quarks). Note that the sign of $\cos(\theta^*)$ is inverted for events with hadronically decaying anti-top quarks. The fit is performed after background subtraction and correction for finite selection efficiencies, see Section 12 for details. Note that the measured cross sections represent a convolution of $\sigma_{t\bar{t}}$ with the CLIC luminosity spectrum.

5. Isolated lepton identification

The classification of candidate top-quark events as either fully-hadronic, where both the W bosons decay hadronically, or semi-leptonic, where one of the W bosons decays leptonically (to a lepton and a neutrino) and the other hadronically, relies on efficient identification of high-energy charged leptons. The lepton tagging applied is based on the Isolated Lepton Processor in MARLIN [35], and is optimised to identify the $e^\pm$ and $\mu^\pm$ from the final state of semi-leptonic $t\bar{t}$ events at $\sqrt{s} = 1.4$ TeV. These leptons are typically well-isolated from other activity in the event and of higher energy than leptons from hadronic decays inside jets. Note that the same settings are used for the events at $\sqrt{s} = 3$ TeV, leaving room for further improvements.

The tagging algorithm considers all PFOs in an event and identifies isolated charged leptons by studying the energy depositions in the ECAL and HCAL, impact parameters, and isolation in a cone around each PFO. This section discusses the observables considered, parameter optimisation, special considerations taken for the boosted environment, and presents the resulting tagging efficiencies. Fully-leptonic events, where both W bosons decay leptonically, have not been studied so far. In addition, we do not consider semi-leptonic $t\bar{t}$ events with a tau lepton as part of the signal sample since these are more difficult to reconstruct due to the additional missing energy. Note that the lepton charge is determined by the curvature of the helix from a standard Kalman-filter-based track reconstruction of the associated hits in the tracking system.

5.1. Observables

The identification and optimisation of observables for isolated charged lepton tagging is studied at reconstruction level, where we use simulator-level information to match the reconstructed PFOs to parton-level information. In the following we consider so-called “truth-matched” electrons (muons), namely reconstructed PFOs matched to the final state charged electron (muon). Other reconstructed particles, i.e. non truth-matched PFOs, are denoted “other” in the figures.

The plots in this section are produced for PFOs with a reconstructed charge different from zero ($q \neq 0$). In addition, a fiducial region cut is applied for both of the parton-level top-quarks (for $t\bar{t}$ events) requiring them to fulfil $|\cos(\theta^{MC})| \leq 0.80$, where $\theta^{MC}$ denotes the top-quark polar angle at parton-level in the laboratory frame and after ISR$^5$. Note that the electrons are reconstructed without photon recovery.

Particle energy: Figure 6 shows the PFO energy of both truth-matched (yellow/orange) and “other” (blue) particles. The energy of the truth-matched electrons and muons are generally higher than for typical particles in jets. For boosted $t\bar{t}$ events at $P(e^-) = -80\%$, shown in the figure to the left, the peak is at a significantly lower energy than the corresponding peak for $P(e^-) = +80\%$ shown in the figure to the right. This is due to the fact that the W boson is emitted with a larger angle to the top-quark flight-direction for top quarks with left-handed helicity (enriched in the $P(e^-) = -80\%$ sample), as illustrated in the left panel of Figure 7, showing the angle between the final state lepton and the associated top-quark, in the rest frame of the latter. The right panel of Figure 7 shows the the same angle in the laboratory frame. Considering the energy distribution for the $P(e^-) = -80\%$ case, a soft cut at 10 GeV is chosen.

$^5$The detector coverage goes down to about 88°. Excluding a larger area in the forward direction for the optimisation reduces the effect of losing energy down the beam pipe and adds some margin for the finite size of the jets.
Figure 6: Energy distribution for PFOs in boosted $t\bar{t}$ events for operation at $P(e^-) = -80\%$ (left) and $P(e^-) = +80\%$ (right). The red and yellow lines represent truth-matched final state charge leptons while the blue line represents other charged PFOs.

Figure 7: Angle between the final state lepton and the associated top-quark, in semi-leptonic $t\bar{t}$ events, in the rest frame of the latter (left) and in the laboratory frame (right).

Impact parameter: Further, since the top-quarks have a short lifetime, the final state electrons and muons from the W decay typically originate from the primary event vertex. Conversely, b-quarks and tau leptons both have longer lifetimes and may thus originate from displaced vertices. The longitudinal ($Z_0$) and radial ($d_0$) components of the track impact parameter, characterising the perpendicular distance between the track and the primary vertex at the point of closest approach, are combined into the parameter $R_0$ defined as

$$R_0 = \sqrt{Z_0^2 + d_0^2}.$$  \hspace{1cm} (4)

Figure 8 shows $R_0$ for truth-matched and “other” PFOs. A soft cut is placed selecting PFOs with an impact parameter $R_0 < 0.1$ mm.

Energy fraction in the ECAL: The energy depositions in the calorimeter system are studied to distinguish between electrons and muons, and to further distinguish these from depositions from non truth-matched particles such as hadrons. The ratio between the energy deposited in the ECAL system w.r.t. the depositions in the full calorimeter system, ECAL and HCAL, is defined as

$$R_{\text{CAL}} = \frac{E_{\text{ECAL}}}{E_{\text{ECAL}} + E_{\text{HCAL}}}.$$  \hspace{1cm} (5)
Figure 8: Distributions of the impact parameter $R_0$ for truth-matched electrons (orange) and muons (yellow), as well as for non truth-matched PFOs (blue). Solid (dashed) lines represent the distribution for the $t\bar{t}$ (non-$t\bar{t}$) final states in the six-fermion samples under study.

Figure 9: Distribution of the energy depositions in the calorimeter system: energy deposited in ECAL w.r.t the total deposited energy (left), total deposited energy w.r.t. momentum (right).

In addition, we study the ratio between $E_{\text{ECAL}} + E_{\text{HCAL}}$ and the PFO momentum. Figure 9 shows the distribution of these observables for three categories: truth-matched electron PFOs (yellow), truth-matched muon PFOs (orange), and non truth-matched particles (blue). While electrons are mainly contained within the ECAL, muons only deposit a minimum amount of ionisation energy throughout the calorimeters system. The correlation between the two observables is studied in Figure 10. Electrons and muons are selected within the red box and line indicated in Figure 10(a) and Figure 10(b), respectively. The corresponding regions are also indicated in Figure 10(c) showing the distribution for non truth-matched PFOs (“other”). These regions correspond to

$$0.7 \leq \frac{(E_{\text{ECAL}} + E_{\text{HCAL}})}{p} \leq 1.3, \quad 0.9 \leq R_{\text{CAL}} \leq 1.0,$$

for electrons,

$$\frac{(E_{\text{ECAL}} + E_{\text{HCAL}})}{p} \leq 0.5 - R_{\text{CAL}},$$

for muons.
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Figure 10: Correlation between the two observables studied for the depositions in the calorimeter system, shown individually for truth-matched electron and muon PFOs and non truth-matched particles. The red box and dashed line indicate the corresponding cuts applied.

**Isolation:** The isolation of the candidate PFOs is studied by looking at the energy in a cone around the particle as a function of its energy. While the truth-matched charged leptons are isolated from the rest of the activity in the events, particles that originate from showers within jets are instead reconstructed in regions with high occupancy. This is clearly illustrated in Figure 11 that shows the PFO energy as function of the cone energy, the latter defined as the sum of energies from PFOs located inside a cone of \( \cos(\theta) = 0.999 \) w.r.t. the particle. Muons, as expected, are observed to radiate less than electrons. In addition, a clear difference is seen for the truth-matched particles w.r.t. non truth-matched particles such as hadrons. The red lines indicate the isolation cut applied, defined as

\[
\text{Particle energy} > \begin{cases} 
50 \text{ GeV}, & \text{if cone energy} > 10 \text{ GeV}, \\
5 \times \text{cone energy} \text{ [GeV]}, & \text{if cone energy} \leq 10 \text{ GeV}.
\end{cases}
\]

These cuts are constructed to remove the majority of the non-truth matched PFOs, while at the same time retaining isolated muons and electrons including those at high energy which are more likely to radiate a photon.
Figure 11: Particle energy as a function of cone energy shown individually for truth-matched electron and muon PFOs and non truth-matched particles. The red lines indicate the isolation cut applied.

Figure 12: Charged lepton tagging efficiency as a function of polar angle of the $t\bar{t}$ final state lepton for $P(e^-) = -80\%$ (left) and a comparison of different electron beam polarisations (right).
5 Isolated lepton identification

5.2. Selection efficiency

In addition to the cuts described above we require that the $p_T$ of the isolated lepton candidate is larger than 10 GeV. In cases where several candidates exist, the candidate with the highest $p_T$ is selected. The application of the isolated lepton finder thus results in the identification of either zero or one charged lepton per event.

The charged lepton tagging efficiency of semi-leptonic $t\bar{t}$ events is defined as the ratio of the number of events with a candidate isolated lepton truth-matched to the generated final state lepton and reconstructed within a cone of $1^\circ$ around it w.r.t. the number of generated events. A fiducial region where both final state top-quarks have a polar angle $\cos(\theta) \leq 0.80$ is applied. The resulting efficiency of muons (solid yellow) and electrons (solid red) in the final state of boosted $t\bar{t}$ events is about 90%, respectively 80%, and is shown as a function of the generated lepton polar angle $\theta$ in Figure 12; the left panel shows the distribution for $P(e^-) = -80\%$ while the right panel shows a comparison of the distributions for the different electron beam polarisations considered. The overall shape is well understood in terms of the detector design and acceptance; a small dip is expected in the central region due to the mechanical division of the two detector halves, and the drop around $\cos(\theta) = 0.7$, observed for electrons, coincides with the challenging transition region between the ECAL barrel and endcap. The efficiency is presented as a function of energy in Figure 13, showing a near constant level above $\sim 100$ GeV with a sharp decrease towards lower energies. As expected, the tagging efficiency for electrons is observed to be worse than for muons, an effect caused by an increased level of Bremsstrahlung for the significantly lighter electrons. This could partially be recovered with a refined algorithm in the future.

A somewhat larger tagging efficiency is observed for the configuration $P(e^-) = +80\%$, for which the leptons are generally of higher energy, as observed in Figure 6. Further, in Figure 12 where the distributions for leptons (dotted) and anti-leptons (dashed) are shown separately, a clear asymmetry is visible. This is again due to the helicity-dependence of the $t\bar{t}$ final state.

Out of the identified muons (electrons), 99% (98%) are reconstructed with the correct charge. The charge tagging efficiency is illustrated in Figure 14 for $\sqrt{s} = 1.4$ TeV and in Figure 15 for $\sqrt{s} = 3$ TeV, showing the $p_T$-weighted charged distribution. Here, most events are populating the diagonal representing the correctly identified sign of the final state lepton, going from the bottom-left to the top-right corner. The efficiencies quoted above are calculated as the fraction of entries in the bottom-left and

---

**Figure 13:** Charged lepton tagging efficiency as a function of energy of the $t\bar{t}$ final state lepton for $P(e^-) = -80\%$.
Events without an identified lepton are discarded. The fraction of events with either zero or one identified charged leptons is illustrated in Figure 16 for the semi-leptonic and fully-hadronic processes considered.
Figure 16: Fraction of events with 0 or 1 reconstructed leptons at $\sqrt{s} = 1.4$ TeV (top) and $\sqrt{s} = 3$ TeV (bottom) for $P(e^-) = -80\%$ and for the considered semi-leptonic and fully-hadronic processes. The superscript ‘a’ refers to the kinematic region $\sqrt{s'} \geq 1.2$ TeV.
6. Top-tagging of large-R jets

At the higher energy stages of CLIC, a large proportion of the top quarks in $e^+e^- \rightarrow t\bar{t}$ events is produced with significant boosts, resulting in a more collimated jet environment. While this often leads to a clear separation between the decay products of the top- and anti-top quark respectively, the separation between the individual top-quark decay products is generally very small. This is illustrated in Figure 17 showing the angle between the top-quark decay products for a large range of effective collision energies at $\sqrt{s} = 3$ TeV. The more dense jet environment constitutes a challenge in particular for traditional jet reconstruction methods where the top-quark is reconstructed by combining individually reconstructed objects to find a suitable candidate. In addition, for highly-boosted top-quark events, a significant fraction of the resulting B-hadrons decay outside the vertex detector, motivating the development of reconstructions methods that do not rely heavily on traditional methods of flavour tagging. For example, about 20% of the $B^\pm$ hadrons in central b-quark jets of 500 GeV decay after the vertex detector [36].

The reconstruction of boosted top quarks is studied in full simulation using the CLIC_ILD detector model and including $\gamma\gamma \rightarrow$ hadrons background. In the detailed studies of the reconstruction performance presented in this paper, the approach of using large-R jets was found to outperform methods based on the combination of individual jets to form top-quark candidates.

The isolated charged lepton is identified using the isolated lepton finding procedure described in Section 5. The remaining PFOs are clustered in two subsequent steps, resulting in two exclusive large-R jets that are used as input to a top-quark tagging algorithm. The latter constitutes the basis for identification of the hadronically decaying top quark in the analyses. In addition, the identified inner jet structure, the so-called “subjet” constituents, provide further handles for discrimination against background as illustrated in Section 10.
6.1. Jet clustering algorithm

The clustering algorithms used here are based on sequential recombination, where the pair of input particles that are closest in some distance measure are recombined, a process that is repeated until some stopping criterion is reached, for example when a predefined number of so-called “exclusive jets” have been identified. Below we simultaneously consider two different distance measures: $d_{ij}$, between particle four-vectors, and $d_{iB}$, between particle and beam four-vectors. While the former, if closest, would combine input $i$ and $j$ into a new four-vector considered for further clustering, the latter, if closest, would declare $i$ as part of a so-called “beam” jet or a final “inclusive” jet, depending on the clustering mode.

The background from $\gamma\gamma \rightarrow$ hadrons events, discussed in Section 3, yields a diffuse background superposed on the signal events, and becomes increasingly challenging for jet reconstructions at the high energy operation of CLIC. The longitudinally invariant algorithms developed for hadron colliders are found to be more robust against this background than classic jet reconstruction algorithms developed for $e^+e^-$ colliders [19]. Even better background resilience can be achieved with the VLC algorithm [19], that is based on a classical $e^+e^-$ inter-particle distance criterion, but with a beam distance criterion that has a reduced solid angle in the forward region of the detector. Similar to the algorithms used at hadron colliders, when operated in “exclusive” clustering mode, particles that are found to be closer to the beam axis than to other particles become part of the “beam jet”. These are assumed to have originated in beam-beam interactions and are therefore removed from the event.

The VLC algorithm uses the particle energies $E$, and angular separation $\theta$, to compute a clustering distance parameter

$$d_{ij} = 2 \min(E_i^{2\beta}, E_j^{2\beta})(1 - \cos \theta_{ij})/R^2,$$

(7)

where $R$ is the radius parameter that determines the maximum area of the jet and $\beta$ regulates the clustering order. The default choice is $\beta = 1.0$ unless otherwise specified. The distance to the beam axis is measured by

$$d_{iB} = E_i^{2\beta}(p_T/E_i)^{2\gamma},$$

(8)

where the $\gamma$ parameter controls the rate of shrinking in jet size in the forward region; the default choice is $\gamma = 1.0$ unless otherwise specified.

The PFOs in each event are clustered in two subsequent steps following the approach described in [37]. A pre-clustering is performed in an inclusive mode using the Generalised-$k_t$ algorithm for $e^+e^-$ collisions (“gen-$k_t$ algorithm”) [38] with a minimum $p_T$ threshold. The clustered PFOs are re-clustered into two exclusive jets using the VLC algorithm described above. The effect of this two-stage clustering is similar to that of grooming/trimming in that it reduces the effective area of the jet and removes soft contributions to not obscure the underlying jet substructure. The jet clustering steps are performed by the FASTJET package [38].

6.2. Jet clustering optimisation

The optimisation of the jet clustering parameters was studied using fully-hadronic $t\bar{t}$ events with an effective centre-of-mass energy close to the nominal collision energy. The parameters were optimised to fully enclose the decay products of hadronically decaying boosted top-quarks while reducing the effect from including extra background particles. More specifically, the parameters, for both clustering stages, were selected as the best trade-off between achieving a narrow top-quark mass peak close to the generated parton-level top-quark mass, and minimising the contributions to the mass peak at $m_W$.

Figure 18 shows the large-R jet mass distribution for different radii and $p_T$ cuts used in the pre-clustering step. For the optimisation of the radius ($p_T$), the $p_T$ cut (radius) was fixed to 5 GeV (0.4). For both examples shown, a large-R jet radius of 1.4 and default parameters for $\beta$ and $\gamma$ were assumed.

We apply the beam distance measure as implemented in the ValenciaPlugin of FASTJET `contrib` versions up to 1.039. Note that this differs slightly from the one quoted in [19].
We found that a jet radius of \( R = 0.4 \) and a minimum \( p_T \) threshold of 5 GeV were optimal in the pre-clustering step. In particular we find only a small dependence on the latter in the tested region. Note that the same conclusions hold when varying the assumed large-\( R \) jet clustering parameters.

Figure 18 shows the resulting large-\( R \) jet mass distributions for different micro-jet radii (left) and \( p_T \) threshold in the pre-clustering step (right), shown for events at \( \sqrt{s} = 1.4 \) TeV. A large-\( R \) jet radius of 1.4 and default parameters for \( \beta \) and \( \gamma \) were assumed.

Figure 19 shows the reconstructed large-\( R \) jet mass for fully-hadronic \( t\bar{t} \) events in CLIC at \( \sqrt{s} = 1.4 \) TeV (left) and \( \sqrt{s} = 3 \) TeV (right), illustrating different choices of jet clustering radius \( R \) including the effect of applying a pre-clustering step. Right-hand side figure taken from [3].

6 Top-tagging of large-\( R \) jets
Full hadronic $t\bar{t}$ events at $\sqrt{s} = 3$ TeV. The particles are reconstructed in two exclusive jets using the VLC algorithm and a jet clustering radius $R = 0.4$ (left) and $R = 1.0$ (right). The jet mass represents the distribution including a pre-clustering step with a jet radius of $R = 0.4$ and a minimum $p_T$ threshold of 5 GeV. Right-hand side figure taken from [3].

Figure 21: Normalised distribution of the number of events as a function of reconstructed jet mass and jet energy for fully-hadronic di-jet (left) and four-quark (right) events at $\sqrt{s} = 3$ TeV. The particles are reconstructed in two exclusive jets using the VLC algorithm and a large-$R$ jet clustering radius of $R = 1.0$, and includes a pre-clustering step with a jet radius of $R = 0.4$ and a minimum $p_T$ threshold of 5 GeV.

The latter display distributions for events above $\sqrt{s} = 400$ GeV. Similarly, Figure 64 and Figure 65 (in Appendix A) show the distributions for the highest energy jet in reconstructed semi-leptonic $t\bar{t}$ events.

Figure 22 shows the large-$R$ jet mass distribution for optimal jet clustering parameters, at $\sqrt{s} = 1.4$ TeV, in red. Similarly, the yellow curve indicates the hadron-level distributions for the same para-
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Figure 22: Reconstructed large-R jet mass for fully-hadronic $t\bar{t}$ events in CLIC at $\sqrt{s} = 1.4$ TeV (red). The MC hadron-level distribution for the same jet clustering parameters is shown in yellow. The grey curve shows the parton-level distribution. Note that for easier comparison of the shape, all curves are normalised, with a maximum at 1.

6.3. Top-tagging algorithm

This section follows closely the description of the top-tagger algorithm in [3].

Each of the resulting large-R jets, from the two-step clustering described above, serve as input to a top tagger algorithm, based on the Johns Hopkins top tagger [39] as implemented in FASTJET [38, 40]. The algorithm is designed to identify top quarks by reversing the final steps of the jet clustering, looking for up to three or four hard subjets consistent with a top-quark decay. This de-clustering procedure provides strong discrimination-power for hadronically decaying top quarks against QCD-induced quark jets. In the following sections we outline the tagging algorithm and characterise its performance using fully-hadronic $t\bar{t}$ events. Later it is applied to semi-leptonic $t\bar{t}$ events where it aims to reconstruct the hadronically decaying top quark.

Figure 23 shows the energy depositions of a hadronically decaying top-quark, as function of the detector coordinates $\theta$ and $\phi$: the soft (green) and hard (red) component of the W decay, and the b-quark (blue).

The top-tagging algorithm is governed by two parameters: $\delta_s$, the subjet distance; and $\delta_p$, the fraction of subjet $p_T$ relative to the $p_T$ of the large-R input jet. These parameters control whether to accept the objects, resulting from the split, as subjets for further de-clustering or whether, for example, the de-clustering should continue only on the harder of the two objects. An object is rejected if its $p_T$ fraction is lower than $\delta_p$ or if its distance to another object is smaller than $\delta_s$. The de-clustering loop is terminated when two successive splittings have been accepted resulting in two, three, or four subjets of the input jet. The case with two final subjets is rejected and the other cases are further analysed. The jet is considered a top quark if the total invariant mass of the subjets is within $\pm 55$ GeV of $m_t$ and one subjet pair has an invariant mass within $\pm 30$ GeV of $m_W$. Further, the reconstructed helicity angle $\theta_W$, measured in the rest frame of the reconstructed W boson and defined as the opening angle of the top quark to the softer of the two W boson decay subjets, is studied and gives additional separation power. Too shallow an
angle would be an indication of a false splitting, where one of the pairs of subjets produces a small mass compatible with QCD-like emission. Note however, that in the analysis presented in this paper, we do not included this variable in the definition of the top-tagger. Instead, it is used as one of the inputs to the multivariate analysis introduced in Section 10.

6.4. Top-tagging optimisation

The optimisation of the top tagging algorithm was studied using fully-hadronic t\bar{t} events, four-jet events q\bar{q}q\bar{q} (u, d, s, c, b), and dijet events q\bar{q} (u, d, s, c, b), with an effective centre-of-mass energy close to the nominal collision energy. In this study, the final-state partons (parton-level) and the reconstructed input large-R jets each fulfil |\cos(\theta)| \leq 0.80.

Figure 23 shows the top-tagging efficiency including mass cuts as a function of the subjet distance, $\delta_r$, and the fraction of subjet $p_T$, $\delta_p$. The distributions on the left show the efficiency for operation at $\sqrt{s} = 1.4$ TeV, while on the right the equivalent distributions for operation at $\sqrt{s} = 3$ TeV are shown. Note that the efficiencies for q\bar{q}q\bar{q} (q\bar{q}), shown in the second (third) row, are scaled with a factor 10 (4).

Since the amount of background at a lepton collider is substantially lower than at a hadron collider, a somewhat higher rate of wrongly tagged quark-jets (u, d, s, c, b) is acceptable for a given top-quark jet tagging efficiency; the optimisation of the algorithm is tuned to a high-efficiency operating point for the fully-hadronic t\bar{t} sample. The corresponding top tagger parameters are chosen by minimising the rate of wrongly tagged light-quark jets from the four-jet sample. The white contours shown in Figure 24, each represents a fixed signal efficiency ranging from 30% (top) to 70% (bottom) and indicates the values of $\delta_r$ and $\delta_p$ studied when minimising the background efficiency. Table 3 and Table 4 show the benchmark efficiencies considered along with the minimal background efficiency and associated top-tagger settings. For the studies presented in the following, we use a benchmark efficiency of 70%. The corresponding top tagger parameters are thus $\delta_r = 0.25 (0.11)$ and $\delta_p = 0.03 (0.03)$, for the samples at $\sqrt{s} = 1.4 (3)$ TeV, respectively. Note that similar optimal points were found when studying the significance, defined as $S/\sqrt{S+B}$, over the whole considered range of $\delta_r$ and $\delta_p$. 

![Energy depositions of a hadronically decaying top-quark as function of $\theta$ and $\phi$. The energy depositions are shown individually for the soft (green) and hard (red) components of the W decay, as well as for the b-quark (blue).](image)

Figure 23: Energy depositions of a hadronically decaying top-quark as function of $\theta$ and $\phi$. The energy depositions are shown individually for the soft (green) and hard (red) components of the W decay, as well as for the b-quark (blue).
Figure 24: Top-quark candidate tagging efficiency as a function of two parameters in the Johns-Hopkins top tagger algorithm: the subjet distance, $\delta_r$, and the fraction of subjet $p_T$ relative to the $p_T$ of the large-R input jet, $\delta_p$. Note that the efficiencies in Figure 24(c), Figure 24(d), Figure 24(e), and Figure 24(f) are scaled. The scaling factor is shown in blue at the top of each figure.
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Figure 25: Top-tagger efficiency for the fully-hadronic tū signal sample at √s = 1.4 TeV (left) and √s = 3 TeV (right). The white contours represent a fixed signal efficiency ranging from 30% (top) to 70% (bottom).

| Benchmark efficiency [%] | Bkg. efficiency [%] | δr | δp |
|---------------------------|---------------------|-----|-----|
| 70%                       | 4.8% (7.9%)         | 0.25 (0.26) | 0.03 (0.03) |
| 50%                       | 2.1% (2.7%)         | 0.38 (0.39) | 0.07 (0.07) |
| 30%                       | 0.9% (1.2%)         | 0.39 (0.39) | 0.13 (0.13) |

Table 3: Benchmark efficiencies for the fully-hadronic tū sample and the corresponding top-tagger settings for operation at √s = 1.4 TeV. The efficiencies for the background four-jet sample are shown for each working point. The corresponding background efficiencies for when the tū sample is instead optimised against the di-jet sample are presented in brackets.

6.5. Top-tagging efficiency

Figure 26 and Figure 27 show the top-quark tagging efficiency for operation at √s = 3 TeV, as a function of the large-R jet energy and polar angle θ. The solid lines represent the tagging efficiency as described in Section 6.3, while the dashed lines show the same distributions after the initial de-clustering step (excluding mass cuts). Note that the de-clustering step has a limited effect in the forward region. This is caused by the larger beam induced background, that effectively mimics a prongy topology. In addition, as expected, the overall efficiency, including the mass cuts, drops at energies below 500 GeV where the jets are no longer sufficiently boosted to be contained within one large-R jet. The slightly lower efficiency for large jet energies is also anticipated and is mainly due to a more challenging environment for the

| Benchmark efficiency [%] | Bkg. efficiency [%] | δr | δp |
|---------------------------|---------------------|-----|-----|
| 70%                       | 2.8% (8.6%)         | 0.11 (0.13) | 0.03 (0.02) |
| 50%                       | 1.3% (3.3%)         | 0.19 (0.17) | 0.06 (0.07) |
| 30%                       | 0.7% (1.8%)         | 0.19 (0.19) | 0.12 (0.12) |

Table 4: Benchmark efficiencies for the fully-hadronic tū sample and the corresponding top-tagger settings for operation at √s = 3 TeV. The efficiencies for the background four-jet sample are shown for each working point. The corresponding background efficiencies for when the tū sample is instead optimised against the di-jet sample are presented in brackets.
Figure 26: Top tagger efficiency for fully-hadronic $t\bar{t}$ events (blue), four-jet events (red), and dijet events (orange) as function of jet energy. The dashed lines show the effect of applying the de-clustering procedure outlined in the text, while the solid lines show the efficiency including also the cuts on the reconstructed invariant mass of the top-quark and W candidates. Figure taken from [3].

Figure 27: Top tagger efficiency for fully-hadronic $t\bar{t}$ events (blue), four-jet events (red), and dijet events (orange) as function of jet polar angle $\theta$. See Figure 26 for more details. Figure taken from [3].

PANDORA/PFA algorithm and the subjet de-clustering. Furthermore, the limited detector acceptance in the forward direction reduces the overall efficiency in the corresponding region significantly.

The resulting tagging efficiency for top-quark jets from the $\sqrt{s} = 3$ TeV $t\bar{t}$ dataset is 69% in the central region of the detector (defined as $|\cos(\theta)| \leq 0.8$) and for energies in the range from 500 GeV to 1500 GeV. The corresponding efficiency for wrongly tagged light-quark jets is substantially lower: 4.4% and 8.8% for the four-jet and dijet background samples, respectively. Alternatively, adopting a tighter operating point at $\sqrt{s} = 3$ TeV results in a top-quark jet efficiency of 54% and an efficiency for wrongly tagged light-quark jets of 2.7% (3.7%).
for energies in the range from 400 GeV to 700 GeV. The corresponding efficiency for wrongly tagged light-quark jets is 5.7% (6.9%) for jets from the four-jet (dijet) background sample. Note that these values differ slightly from the ones presented in Table 3 and Table 4. The tabulated values represent a convolution of the efficiencies as function of energy and polar angle with the spectra observed for each dataset.

Figure 28 shows the reconstructed jet mass before and after application of the top tagger de-clustering step, for operation at $\sqrt{s} = 1.4$ TeV. Figure 29 shows the reconstructed jet mass before and after the application of the full top-tagger, including cuts on both the top-quark and W mass. By comparing the solid lines with the corresponding filled distributions, the improvement of the tagger compared to a simple cut on the jet mass is clearly visible. The top tagger algorithm increases the significance, estimated as $S/\sqrt{B}$ where $S$ represents the number of top-quark jets from the fully-hadronic $t\bar{t}$ sample and $B$ the number of wrongly tagged light-quark jets from either the four-jet or dijet sample, by between 18-26% (depending on the background process and collision energy considered), compared to a simple cut on the reconstructed large-$R$ jet mass in the corresponding range (within $\pm 55$ GeV of $m_t$). In addition, the de-clustering procedure provides additional handles on the jet substructure such as the kinematic variables of the W boson candidate including the helicity angle $\theta_W$ that examine whether the identified subjets are consistent with a top-quark decay. These handles are useful to discriminate against the remaining background events and are studied in more detail in Section 10.

The final number of top-tagged jets, for the samples considered in this section, is presented in Figure 30, where solid lines represent jets with an energy above 500 GeV and dashed lines jets with an energy below 500 GeV. In agreement with a benchmark top-tagging efficiency of 70% as defined above, we find that about 50% of the fully-hadronic $t\bar{t}$ events are correctly reconstructed with two top-tagged jets, while in about 40% of the events only one of the jets is successfully tagged. Meanwhile, only 10% of the $t\bar{t}$ events studied are reconstructed without a top-tagged jet.
7. Sub-structure of large-R jets

The substructure of the boosted large-R jets is further analysed using variables that describe the multi-body kinematics of the jets, such as N-subjettiness [41] and energy correlation functions [42]. These variables were implemented in MARLIN and are part of the FASTJET-contrib library [43]. The performance of these variables are studied both before and after the application of the top-tagger procedure outlined in Section 6. The variables presented in this section are later used in the multivariate classifier.

Figure 29: Reconstructed top-quark candidate mass distributions at $\sqrt{s} = 1.4$ TeV for events with $\sqrt{s} \geq 1.2$ TeV. The filled distributions represent the jet mass before application of the top-tagger and are normalised to unity. The solid lines show the effect of applying the top-tagger. Fully-hadronic $t\bar{t}$ events are shown in blue, four-jet events in red, and dijet events in gray.

Figure 30: Fraction of top-tagged large-$R$ jets for various fully-hadronic samples. Solid (dashed) lines represent the distribution considering only jets with an energy above (below) 500 GeV.

7. Sub-structure of large-R jets

The substructure of the boosted large-R jets is further analysed using variables that describe the multi-body kinematics of the jets, such as N-subjettiness [41] and energy correlation functions [42]. These variables were implemented in MARLIN and are part of the FASTJET-contrib library [43]. The performance of these variables are studied both before and after the application of the top-tagger procedure outlined in Section 6. The variables presented in this section are later used in the multivariate classifier.
Sub-structure of large-R jets

N-subjettiness

N-subjettiness, \( \tau_N \), is defined in Equation (9) and generally describes to what degree the substructure of a jet can be regarded as composed of \( N \) or fewer subjets. The quantity is evaluated for all particles in a jet along \( N \) candidate subjet axes, here defined as the final steps of the large-R VLC clustering.

\[
\tau_N = \frac{1}{d_0} \sum_k p_{T,k} \min\{\Delta R_{1,k}, \Delta R_{2,k}, \ldots, \Delta R_{N,k}\}, \tag{9}
\]

where \( k \) runs over the constituent particles of the jet, each with transverse momentum \( p_{T,k} \). The distance in the pseudorapidity-azimuth plane, between each candidate subjet \( J \) and constituent particle \( k \), is denoted

\[
\Delta R_{J,k}^2 = \Delta \eta^2 + \Delta \phi^2 \tag{10}
\]

and

\[
d_0 = R_0 \sum_k p_{T,k}, \tag{11}
\]

where \( R_0 \) is the jet radius used in the large-R jet clustering described in Section 6.1 and Section 6.2.

While a large N-subjettiness value would indicate that the jets have a large fraction of their energy distributed away from the candidate subjet directions, a low value would rather point towards agreement with the subjet hypothesis. In practice, we study ratios of N-subjettiness variables, \( \tau_{N+1}/\tau_N \), that have shown to be particularly powerful in the discrimination of multi-body structures against QCD background jets.

Energy correlation functions

The energy correlation functions are defined as [42]:

\[
ECF(N) = \sum_{i_1 < i_2 < \ldots < i_N \in J} \left( \prod_{a=1}^{N} E_{i_a} \right) \left( \prod_{b=1}^{N-1} \prod_{c=b+1}^{N} \theta_{i_b i_c} \right), \tag{12}
\]

where the sum runs over the constituent particles of the jet \( J \) and each term consists of \( N \) energies multiplied with \( \left( \binom{N}{2} \right) \) pairwise angles.

In this case we study the double ratios \( C_2 \) and \( D_2 \) defined as

\[
C_2 = \frac{ECF(3)}{ECF(2)} \cdot \frac{ECF(1)}{(ECF(2))^2}, \quad C_3 = \frac{ECF(4)}{ECF(3)} \cdot \frac{ECF(2)}{(ECF(3))^2}, \tag{13}
\]

and

\[
D_2 = \frac{ECF(3)}{ECF(2)} \cdot \left( \frac{ECF(1)}{ECF(2)} \right)^3, \quad D_3 = \frac{ECF(4)}{ECF(3)} \cdot \left( \frac{ECF(2)}{ECF(3)} \right)^3. \tag{14}
\]

Figure 33 (\( C_2 \) and \( C_3 \)) and Figure 35 (\( D_2 \) and \( D_3 \)) display the distributions for the highest-energy (denoted "leading") large-R jet before (left) and after (right) the top-tagger, while Figure 34 (\( C_2 \) and \( C_3 \)) and Figure 36 (\( D_2 \) and \( D_3 \)) show the corresponding distributions for the "next-to-leading jet".
Figure 31: N-subjettiness ratios for the highest energy "leading" large-R jet. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV). Note that the qqlv and qql backgrounds have been omitted in the figures in the right column due to low available statistics. The retention of these backgrounds after the full event selection is negligible.
Figure 32: N-subjettiness ratios for the lowest energy "next-to-leading" large-R jet. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV). Note that the qqlv and qqll backgrounds have been omitted in the figures in the right column due to low available statistics. The retention of these backgrounds after the full event selection is negligible.
Figure 33: Energy correlation functions $C_2$ and $C_3$ for the highest energy "leading" large-$R$ jet. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV). Note that the qqlv and qqll backgrounds have been omitted in the figures in the right column due to low available statistics. The retention of these backgrounds after the full event selection is negligible.

In conclusion, these sub-structure variables, in similarity to the N-subjettiness observables, display a powerful separation between signal events and single-top, four-jet and di-jet events for the leading jet, and likewise against fully-hadronic $t\bar{t}$ events for the next-to-leading jet. Again, this ability is somewhat retained after applying the top-tagger.
Figure 34: Energy correlation functions $C_2$ and $C_3$ for the lowest energy "next-to-leading" large-R jet. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV). Note that the qqlv and qql1 backgrounds have been omitted in the figures in the right column due to low available statistics. The retention of these backgrounds after the full event selection is negligible.
Figure 35: Energy correlation functions $D_2$ and $D_3$ for the highest energy "leading" large-R jet. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV). Note that the qqlv and qqll backgrounds have been omitted in the figures in the right column due to low available statistics. The retention of these backgrounds after the full event selection is negligible.
Figure 36: Energy correlation functions $D_2$ and $D_3$ for the lowest energy "next-to-leading" large-R jet. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV). Note that the $qqlv$ and $qqll$ backgrounds have been omitted in the figures in the right column due to low available statistics. The retention of these backgrounds after the full event selection is negligible.
8. High-energy photon veto

ISR effectively lowers the centre-of-mass energy of an event w.r.t. the nominal collision energy $\sqrt{s}$. Some of these radiative events where the ISR photon is not collinear with the beam direction can be found by searching for isolated high-energy photons within the detector acceptance. These are identified as PFOs tagged as photons, with a high $p_T$, and low activity in a surrounding cone. Since the measurements presented in this paper aim to study observables close to the nominal collision energy, events with one or more isolated photons are vetoed.

![Figure 37](image-url)

Figure 37: The left panel shows $p_T$ distributions of photons for events with an effective collision energy above 1200 GeV (yellow) and below 600 GeV (red). Solid lines represent all reconstructed PFO photons while dotted lines represent the subset of PFOs matched to the ISR photons at parton-level. The right panel shows the relative cone energy (see text for details) of photons matched to the ISR photons at parton-level for events with an effective collision energy above 1200 GeV (solid) and below 600 GeV (dashed) and for three different cone sizes.

The left panel in Figure 37 shows the $p_T$ distribution for all reconstructed PFO photons (solid) and those matched to ISR photons at parton-level (dotted). The yellow lines represent events with an $\sqrt{s}$ close to the nominal collision energy (> 1200 GeV) and the red lines represent events with a significantly lower $\sqrt{s}$ (< 600 GeV). While the distribution drops sharply for events close to the nominal collision energy, it instead reaches a plateau around 100 GeV for radiative events, above which the presence of high-energy ISR photons are clearly seen. For practical reasons we only include photons with an energy in excess of 5 GeV.

Isolation of the candidate ISR photons is studied by looking at the total energy in a cone around the particle as a function of energy. In particular, we study the so-called relative cone energy, defined as the sum of energies from all reconstructed PFOs located inside a cone of $\cos(\theta) = 0.995$ ($\approx 5.7^\circ$) around the particle, divided by the energy of the particle itself. The right panel of Figure 37 shows the relative cone energy distribution for three different cone sizes, $\theta$.

Isolated high-energy photons are identified as photon PFOs with a $p_T$ in excess of 75 GeV and with a relative cone energy below 1.2. In addition, we require that the polar angle of the candidate photons are in the range $10^\circ \leq \theta \leq 170^\circ$. Events with one of more identified high-energy isolated photons are vetoed and excluded from further analysis.
9. Reconstruction of the effective collision energy

To reconstruct the effective centre-of-mass energy $\sqrt{s}'$ we first assume that the missing transverse momentum, estimated by adding up the 4-vectors of the two large-$R$ jets and the isolated charged lepton, can be used as an estimator for the neutrino transverse momentum components. Here we neglect the effect from unidentified ISR and beamstrahlung photons. The $z$-component of the neutrino momentum, $p_{\nu,z}$, is retrieved by solving

$$M_W^2 = m_l^2 - 2(E_l E_\nu - \vec{p}_l \cdot \vec{p}_\nu),$$

given a constraint on the mass of the leptonically decaying W boson, $M_W$. Here, the indices $l$ and $\nu$ denote the lepton and neutrino candidate quantities, respectively.

Equation (15) is quadratic in $p_{\nu,z}$ and its two solutions are shown in Equation (16). Note that no real-valued solutions can be obtained if the observed missing transverse energy, $E_T$, fluctuates such that the invariant mass of the combined neutrino-lepton system is above $M_W$, i.e. $X$ must be greater or equal to zero. If not, the missing transverse energy is scaled to provide a real solution ($X = 0$).

$$p_{\nu,z}^2 = \frac{1}{2((p_{lz}^2 - E_l^2)^2 - 4E_l^2)} (p_{l}^2 m_l^2 - p_{l}^2 M_W^2 - 2p_{l}^2 p_{lz}^2 p_{\nu z}^2 - 2p_{l}^2 p_{lz}^2 p_{\nu}^2 \pm X)$$

(16)

where

$$X = \sqrt{E_l^2 \left[ (M_W^2 - m_l^2)^2 + 2(p_{l}^2 p_{l z}^2 + p_{l}^2 p_{\nu}^2) \right] + 4E_l^2 (-E_l^2 + (p_{lz}^2)^2)}$$

and

$$E_T = \sqrt{(p_{l z}^2)^2 + (p_{\nu z}^2)^2}.$$

The resulting neutrino-lepton system solutions are combined with each of the large-$R$ jets and the final candidate is chosen as the one that yields a mass closest to the generated top-quark mass.

The reconstructed effective centre-of-mass energy, denoted $\sqrt{s}'$, is shown as function of the corresponding parton-level value $\sqrt{s}$ in the left panel of Figure 38. The right panel shows the corresponding distribution after applying a bias correction based on the median pull. All following results and figures refer to the bias-corrected distribution. To illustrate the correlation down to lower values of $\sqrt{s}'$, the same distributions are re-drawn in Figure 39, normalised so that each $\sqrt{s}'$ bin contains the same number of entries, leading to a flat distribution in $\sqrt{s}'$.

The left panel of Figure 40 shows the projection of $\sqrt{s}'$ at 3 TeV for three example values of $\sqrt{s}$. The reconstruction yields RMS values between 100 and 160 GeV for operation at 1.4 TeV and between 140 and 360 GeV at $\sqrt{s} = 3$ TeV. The right panel shows the signal efficiency and fake classification fraction as a function of a cut on $\sqrt{s}'$. Here ‘survival’ denote the fraction of events generated above the cut that are also reconstructed above. 'Fake' refers to the number of events generated below the cut that are reconstructed above and ‘fake in total’ refers to the overall fraction of ‘fake’ events in the final sample after applying the cut.

A comparison of the generated and reconstructed distributions for signal $t\bar{t}$ events is shown in Figure 41. Figure 42 shows the reconstructed centre-of-mass energy individually for all the signal and background samples considered in the analysis. A cut is applied at 1.2 TeV (2.6 TeV) for operation at 1.4 TeV (3 TeV) ($\sim 85\%$ of $\sqrt{s}$), corresponding to the kinematic region of the signal. For $\sqrt{s}' = 1.4$ TeV this corresponds to a retention of about 36\% of the signal events while for the highest energy stage the corresponding number is about 18\%.
Figure 38: Reconstructed centre-of-mass energy vs the generated collision energy, including the effects of the luminosity spectrum and ISR (left). The corresponding distribution after applying a bias correction based on the median pull (right).

Figure 39: Reconstructed centre-of-mass energy vs the normalised generated collision energy, including the effects of the luminosity spectrum and ISR. See caption of Figure 38 and text for details.

Figure 40: Reconstructed centre-of-mass energy for three example values of $\sqrt{s}$ (left). Survival and fake classification fractions as a function of a cut on the reconstructed $\sqrt{s'_R}$ (right).
Reconstruction of the effective collision energy

Figure 41: Comparison of reconstructed and generated centre-of-mass energies of signal $t\bar{t}$ events for operation at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right).

Figure 42: Reconstructed centre-of-mass energy for the signal and backgrounds considered in the analysis, for operation at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right). The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s}' \geq 1.2$ TeV ($\sqrt{s}' < 1.2$ TeV).
10. Multivariate analysis

Events with one isolated charged lepton in association with one large-R top-tagged jet, no isolated high-energy photons and with a reconstructed centre-of-mass energy \( \geq 1.2 \text{ TeV} \) \( (\geq 2.6 \text{ TeV}) \) for operation at 1.4 TeV \( (3 \text{ TeV}) \) are analysed using multivariate classification algorithms based on BDTs that simultaneously analyse all input variables in a multi-dimensional space, producing a final score for each event indicating whether it is signal- or background-like. The MVA training is performed using Scikit-learn \[44\] with the AdaBoost-SAMME algorithm \[45\].

Due to the large variety of the background processes considered two initial MVAs are trained each focusing on distinguishing the signal events from a certain class of background events: the first MVA is trained to distinguish the signal from backgrounds with two quarks and either 0, 1, or 2 charged leptons, while the second MVA is trained to distinguish the signal from the fully-hadronic four-quark and six-quark jet backgrounds. The final MVA considers all backgrounds and takes the resulting classification score from the two initial MVAs as input. Separate algorithms are trained and applied for the 1.4 TeV and 3 TeV samples and for the two different polarisations considered. The following sections describe the input variables, training, and results of the MVA algorithms.

10.1. Input variables

The MVAs initially consider a large number (66) of variables as input, whereas the final training for each MVA is performed only on the 20 variables with the largest separation between signal and background. The variables considered describe the kinematics of both the hadronically and leptonically decaying top quarks, total event \( E_T \), event missing \( p_T \), visible energy, event shape, kinematics of the identified isolated lepton, flavour tagging information, jet splitting scales, and the jet substructure. The variables are described in more detail in the list below. The variables with the strongest separation power are displayed in the figures below and in the Appendix. In general, we show the variables for the sample at a nominal collision energy of 1.4 TeV. The corresponding figures for the sample at 3 TeV are only included for cases where a significantly different behaviour is observed compared to the 1.4 TeV sample. In general, we observe a slightly worse separation for the 3 TeV sample. This is expected since the separation of the individual jet constituents decreases for a higher boost.

**List of MVA variables**

- **Large-R jet variables:**
  - Energy of the leading jet, see Figure 43,
  - \( p_T \) of the leading jet,
  - Energy of the next-to-leading jet, see Figure 43,
  - \( p_T \) of the next-to-leading jet,
  - Invariant mass of the total large-R jet system \( (m_{j1,j2} \ (N_j = 2)) \), see Figure 44.

- **Kinematics of the hadronically decaying top-quark jet as identified by the top-quark tagger:**
  - Invariant mass of the top-quark candidate jet \( (m_t) \), see Figure 45,
  - Energy of the top-quark candidate jet \( (E_t) \),
  - \( p_T \) of the top-quark candidate jet \( (p_T^t) \),
  - Invariant mass of the W boson candidate sub-jet \( (m_W) \), see Figure 46,
  - Energy of the W boson candidate sub-jet \( (E_W) \),
  - \( p_T \) of the W boson candidate sub-jet \( (p_T^W) \).
Figure 43: Energy of the leading (left) and next-to-leading (right) large-R jets for operation at \( \sqrt{s} = 1.4 \text{ TeV} \). The distribution is shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region \( \sqrt{s} \geq 1.2 \text{ TeV} \left( \sqrt{s} < 1.2 \text{ TeV} \right) \).

Figure 44: Invariant mass of the total large-R jet system, for operation at \( \sqrt{s} = 1.4 \text{ TeV} \) (left) and \( \sqrt{s} = 3 \text{ TeV} \) (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region \( \sqrt{s} \geq 1.2 \text{ TeV} \left( \sqrt{s} < 1.2 \text{ TeV} \right) \).

- Helicity angle \( \theta_W \), measured in the rest frame of the reconstructed W boson and defined as the opening angle of the top quark to the softer of the two W boson decay subjets. Note that too shallow an angle would be an indication of a false splitting, where one of the pairs of subjets produces a small mass compatible with QCD-like emission. See figure Figure 47.

- Kinematics of the leptonically decaying top-quark (reconstructed by the method described in Section 9):
  - Reconstructed effective centre-of-mass energy, see Figure 42,
  - Invariant mass of the leptonically decaying top-quark, see Figure 48,
  - Energy of the leptonically decaying top-quark,
  - \( p_T \) of the leptonically decaying top-quark,
  - \( p_z \) (z-component of the momentum) of the leptonically decaying top-quark,

- Sub-structure variables for the individual large-R jets (see definitions in Section 7):
Figure 45: Invariant mass of the top-quark candidate jet as identified by the top-quark tagger, for operation at $\sqrt{s} = 1.4 \text{ TeV}$ (left) and $\sqrt{s} = 3 \text{ TeV}$ (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2 \text{ TeV}$ ($\sqrt{s} < 1.2 \text{ TeV}$).

Figure 46: Invariant mass of the W-boson candidate jet (hadronically decaying) as identified by the top-quark tagger, for operation at $\sqrt{s} = 1.4 \text{ TeV}$ (left) and $\sqrt{s} = 3 \text{ TeV}$ (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2 \text{ TeV}$ ($\sqrt{s} < 1.2 \text{ TeV}$).

- N-subjettiness $\tau_{32}$, $\tau_{21}$, and $\tau_{31}$ for the leading large-R jet, see Figure 31 ($\sqrt{s} = 1.4 \text{ TeV}$) and Figure 70 ($\sqrt{s} = 3 \text{ TeV}$),
- N-subjettiness, $\tau_{32}$, $\tau_{21}$, and $\tau_{31}$ for the next-to-leading large-R jet, see Figure 32 ($\sqrt{s} = 1.4 \text{ TeV}$) and Figure 71 ($\sqrt{s} = 3 \text{ TeV}$),
- Energy correlation functions $C_2$ and $C_3$ for the leading large-R jet, see Figure 33 ($\sqrt{s} = 1.4 \text{ TeV}$) and Figure 66 ($\sqrt{s} = 3 \text{ TeV}$),
- Energy correlation functions $C_2$ and $C_3$ for the next-to-leading large-R jet, see Figure 34 ($\sqrt{s} = 1.4 \text{ TeV}$) and Figure 67 ($\sqrt{s} = 3 \text{ TeV}$),
- Energy correlation functions $D_2$ and $D_3$ for the leading large-R jet, see Figure 35 ($\sqrt{s} = 1.4 \text{ TeV}$) and Figure 68 ($\sqrt{s} = 3 \text{ TeV}$),
- Energy correlation functions $D_2$ and $D_3$ for the next-to-leading large-R jet, see Figure 36 ($\sqrt{s} = 1.4 \text{ TeV}$) and Figure 69 ($\sqrt{s} = 3 \text{ TeV}$).
Figure 47: Top-quark decay helicity angle, $\theta_W$, for operation at $\sqrt{s} = 1.4 \text{ TeV}$ (left) and $\sqrt{s} = 3 \text{ TeV}$ (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2 \text{ TeV}$ ($\sqrt{s} < 1.2 \text{ TeV}$).

Figure 48: Invariant mass of the leptonically decaying top-quark reconstructed by the method described in Section 9, for operation at $\sqrt{s} = 1.4 \text{ TeV}$ (left) and $\sqrt{s} = 3 \text{ TeV}$ (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2 \text{ TeV}$ ($\sqrt{s} < 1.2 \text{ TeV}$).

- Flavour tagging of the individual large-R jets:
  - Sum of b-tags, see Figure 72,
  - Sum of c-tags, see Figure 72,
  - Sum of c-tag/(b-tag+c-tag) ratio,
  - Highest b-tag,
  - Lowest b-tag,
  - Leading jet b-tag,
  - Leading jet c-tag,
  - Leading jet c-tag/(b-tag+c-tag) ratio,
  - Next-to-leading jet b-tag,
  - Next-to-leading jet c-tag,
Figure 49: Energy of the identified isolated lepton, for operation at $\sqrt{s} = 1.4$ TeV. The distribution is shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).

- Next-to-leading jet c-tag/(b-tag+c-tag) ratio,
- Invariant mass of jets with a b-tag above 0.9.

- Jet splitting scales, $d_{ij}$, defined as the jet clustering distance parameters for the last merging steps (going from $j$ to $i$ jets) in the exclusive large-$R$ jet clustering (see Figure 73):
  - $d_{23}$,
  - $d_{34}$,
  - $d_{45}$,
  - $d_{56}$,

- Kinematics of the identified isolated lepton:
  - Energy of the isolated lepton, see Figure 49,
  - $p_T$ of the the isolated lepton,

- Event/jet shape variables:
  - Thrust of all PFOs (see Figure 74), leading jet, and next-to-leading jet,
  - Oblateness of all PFOs (see Figure 74), leading jet, and next-to-leading jet,
  - TSphericity of all PFOs (see Figure 74), leading jet, and next-to-leading jet,
  - Aplanarity of all PFOs (see Figure 74), leading jet, and next-to-leading jet,

- Miscellaneous:
  - Event $E_T$,
  - Event visible energy $E_{\text{visible}}$,
  - Event missing $p_T$,
  - Polar angle of the PFO with highest $p_T$ ($\cos(\theta_{\text{max},p_T})$), see Figure 51,
  - Invariant mass of the two jets with highest $p_T$ (The event is clustered into four exclusive jets, using the VLC algorithm with a radius of 0.6).
Figure 50: Event visible energy (left) and missing $p_T$ (right), for $\sqrt{s} = 1.4$ TeV. The distributions are shown after the application of pre-cuts. The superscript ‘a’ ('b') refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).

Figure 51: Polar angle, $\theta$, of the PFO with highest $p_T$, for $\sqrt{s} = 1.4$ TeV. The distribution is shown after the application of pre-cuts. The superscript ‘a’ ('b') refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).

10.2. Training

While the initial training considers a large number of variables, the final classifier is re-trained on the 20 variables with the largest separation between signal and background. This is done to reduce the dimensionality of the phase space as a means to lower the risk for overtraining. The MVAs are trained and tested using dedicated signal and background samples that are excluded from the final analysis. Further, to optimise the parameters of the individual algorithms separate validation samples are derived from the training samples. The final parameters are tuned to reduce overtraining and a 3-fold cross validation splitting strategy is applied in order to reduce bias in the choice of training, test, and validation sets further. The latter is also helpful to retain high statistics while partitioning the available data as outlined above. The variables used for each final MVA in the different event samples are presented in Table 5 and Table 6, where the columns marked 1st, 2nd, and 3rd indicate the variables used in the two initial MVAs and the final (3rd) MVA, respectively.
Table 5: List of variables used to train the multivariate discriminant for each sample. The 20 most powerful variables for each MVA are indicated with checkmarks. The columns marked 1st, 2nd, and 3rd indicate the variables used in the two initial MVAs and the final (3rd) MVA, respectively.
### Flavour tagging variables

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| $\sum$ b-tags | ✓/✓/✓ | ✓/✓/✓ |
| $\sum$ c-tags | ✓/✓/✓ | ✓/✓/✓ |
| $\sum$ c-tag/(b-tag+c-tag) | ✓/✓/✓ | ✓/✓/✓ |

### Lowest b-tag

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

### Leading jet b-tag

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

### Next-to-leading jet b-tag

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

### Invariant mass of jets with a b-tag

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

### Jet splitting scales

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

### Isolated lepton

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

### Event/jet shape variables

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

### Miscellaneous

| Variable | $\sqrt{s} = 1.4$ TeV | $\sqrt{s} = 3$ TeV |
|----------|-----------------------|---------------------|
| ✓/✓/✓ | ✓/✓/✓ |

Table 6: (Cont.) List of variables used to train the multivariate discriminant for each sample. The 20 most powerful variables for each MVA are indicated with checkmarks. The columns marked 1st, 2nd, and 3rd indicate the variables used in the two initial MVAs and the final (3rd) MVA, respectively.
10 Multivariate analysis

Figure 52: Final MVA classification score for $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right), at -80% polarisation. The distributions are stacked and normalised to the corresponding yield assuming an integrated luminosity of $2.0 \text{ab}^{-1}$ and $4.0 \text{ab}^{-1}$, respectively. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).

Figure 53: Optimisation of the MVA classification score cut for $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right), both at -80% polarisation. The relative statistical uncertainty on $A_{FB}$ ($\sigma_{t\bar{t}}$) is shown in blue (red) solid lines. In addition, the red dashed line shows the result for a simple estimator of the statistical uncertainty of the cross section. The optimal cut is chosen as a trade-off between the two main estimators (solid lines).

10.3. Results

The resulting final classification scores for the signal and background samples for $\sqrt{s} = 1.4$ TeV and $\sqrt{s} = 3$ TeV, are presented in Figure 52. In general, strong suppression is achieved for the two quark samples and the fully-hadronic four-quark and six-quark samples.

Signal-like events are selected by applying a cut to the classification score, removing events with a value below the cut. The cut is chosen to minimise the statistical uncertainty on the two extracted observables $A_{FB}$ and $\sigma_{t\bar{t}}$, as defined in Equation (2) and Equation (3). These estimators are shown in Figure 53 as a function of the applied cut: the relative uncertainty on $A_{FB}$ ($\sigma_{t\bar{t}}$) is presented in blue (red) solid lines. In addition, we display the results for a simple estimator defined as $\sqrt{S+B}/S$, where $S$ and $B$ are the number of signal and background events after the cut. The final cuts are selected as a trade-off between the relative uncertainties on the two main estimators: -0.04 at $\sqrt{s} = 1.4$ TeV and -0.05 at $\sqrt{s} = 3$ TeV. The corresponding values for +80% polarisation are -0.02 and -0.05, respectively.
11. Event selection efficiencies

The event selection efficiencies for the signal and background samples along with the total number of events selected at final level are shown in Table 7 and Table 8, for the samples at nominal collision energies of 1.4 and 3 TeV, respectively. The cross sections quoted as defined in the kinematic regions \( \sqrt{s} \geq 1.2 \text{ TeV} \) and \( \sqrt{s} \geq 2.6 \text{ TeV} \), respectively. Contributions from other backgrounds such as \( e^+e^- \rightarrow qq\nu\nu \) and additional six-fermion processes are found to be negligibly small.

The reconstructed invariant mass of the hadronically decaying top-quarks for the signal sample is shown at different levels of the event selection in Figure 54 (solid colours). The distributions show the mass of the tagged top-quark candidate or the corresponding paired large-R jet mass for tagged top-quarks (depending on level) and the large-R jet mass of the leading jet for non-tagged events. Figure 55 and Figure 56 show the reconstructed invariant mass of the hadronically (left) and leptonically (right) decaying top-quarks (stacked distribution) at final level for the signal and different background samples. The mass of the leptonically decaying top-quark is reconstructed by using the neutrino hypothesis outlined in section 9 and used in the reconstructed of the effective centre-of-mass energy; the missing transverse momentum is used as an estimator for the neutrino transverse momentum components and \( p_{\nu,z} \) is retrieved by solving Equation 15.

The remaining background events are predominantly from processes with the same final state top-quark pair topology as the signal, while other background have been effectively eradicated. The purity of the event sample at final level, defined as the number of remaining signal events divided by the total number of events, is between around 70% at \( \sqrt{s} = 1.4 \text{ TeV} \) and between 60-66% at \( \sqrt{s} = 3.0 \text{ TeV} \).

The polar-angle distributions of the hadronically decaying top-quark candidates are shown in Figure 57 and Figure 58. The dashed grey curve represents the reconstructed distribution at final level and the grey area indicates the level of the background events only. These both include the effects of detector modelling, event reconstruction, and candidate selection. The blue data points shows the outcome of one pseudo-experiment performed for the given luminosity, after subtraction of background and correction for finite selection efficiencies. The blue dotted line shows the fit performed to the pseudo-experiment data and is used to extract the two variables \( \sigma_\text{te} \) and \( A_{\text{FB}} \) as defined in Equation (2) and Equation (3). Finally, the red solid line shows the simulated distribution at parton-level (WHIZARD). The distributions are shown for the fiducial region \(-0.9 \leq \cos\theta^* \leq 0.9\). The selection efficiency in the region \(-0.7 \leq \cos\theta^* \leq 0.7\) is generally flat with a central value of about 50% for at both \( \sqrt{s} = 1.4 \text{ TeV} \) and \( \sqrt{s} = 3.0 \text{ TeV} \). In the forward regions the efficiency drops to 30%.
### Event selection efficiencies

| Process | \( \sigma [\text{fb}] \) | \( \varepsilon_{\text{Pre}} [%] \) | \( \varepsilon_{\text{MVA}} [%] \) | \( N \) |
|---------|-----------------|-----------------|-----------------|-------|
| \( e^+ e^- \rightarrow t \bar{t} \rightarrow qqqq l (l = e, \mu) \) | -80% | +80% | -80% | +80% | -80% | +80% | -80% | +80% | 18.4 | 9.83 | 43 | 44 | 85 | 87 | 13,469 | 1,902 |
| \( e^+ e^- \rightarrow qqqq l v (l = e, \mu) \) | 28.5 | 14.9 | 2.5 | 2.7 | 68 | 56 | 952 | 111 |
| \( e^+ e^- \rightarrow qqqq l v (l = \tau) \) | 23.2 | 12.3 | 4.7 | 4.8 | 63 | 57 | 1,379 | 167 |
| \( e^+ e^- \rightarrow qqqq l v \) | 72.2 | 16.5 | 6.0 | 7.2 | 35 | 59 | 3,032 | 348 |
| \( e^+ e^- \rightarrow qq qq \) | 116 | 44.9 | 2.3 | 2.4 | 9.2 | 9.5 | 499 | 51 |
| \( e^+ e^- \rightarrow qqqq l v \) | 44.1 | 15.3 | 1.2 | 1.5 | 27 | 40 | 285 | 45 |
| \( e^+ e^- \rightarrow qq \) | 2,300 | 347 | 0.31 | 0.47 | 0.22 | 0.56 | 32 | 5 |
| \( e^+ e^- \rightarrow qqqq l v \) | 6,980 | 1,640 | 0.02 | 0.01 | 0.00 | 0.00 | - | - |
| \( e^+ e^- \rightarrow qqqq l l \) | 2,680 | 2,530 | 0.01 | 0.08 | 0.00 | 0.00 | - | - |
| \( e^+ e^- \rightarrow qqqq \) | 4,840 | 3,170 | 0.21 | 0.16 | 1.3 | 0.00 | 259 | - |

**Table 7:** Event selection summary for the analysis at \( \sqrt{s} = 1.4 \) TeV, assuming 2.0 ab\(^{-1}\) and 0.5 ab\(^{-1}\) for \( P(e^-) = -80\% \) and \( P(e^-) = +80\% \), respectively. The cross section quoted for the signal sample in the uppermost row is defined in the kinematic region \( \sqrt{s} \geq 1.2 \) TeV. The fractional pre-selection and MVA selection efficiencies are shown in the subsequent columns along with the number of events in the final sample. Table taken from [3].

### Kinematic region

- Kinematic region defined as \( \sqrt{s} \geq 1.2 \) TeV
- \( \sqrt{s} < 1.2 \) TeV

| Process | \( \sigma [\text{fb}] \) | \( \varepsilon_{\text{Pre}} [%] \) | \( \varepsilon_{\text{MVA}} [%] \) | \( N \) |
|---------|-----------------|-----------------|-----------------|-------|
| \( e^+ e^- \rightarrow t \bar{t} \rightarrow qqqq l v (l = e, \mu) \) | -80% | +80% | -80% | +80% | -80% | +80% | -80% | +80% | 3.48 | 1.89 | 41 | 43 | 80 | 85 | 4,563 | 692 |
| \( e^+ e^- \rightarrow qqqq l v (l = e, \mu) \) | 13.7 | 7.26 | 0.98 | 0.86 | 65 | 76 | 352 | 48 |
| \( e^+ e^- \rightarrow qqqq l v (l = \tau) \) | 8.45 | 4.51 | 3.6 | 3.8 | 58 | 47 | 699 | 81 |
| \( e^+ e^- \rightarrow qqqq l v \) | 99.6 | 22.6 | 1.4 | 1.4 | 23 | 51 | 1,344 | 155 |
| \( e^+ e^- \rightarrow qq qq \) | 54.0 | 18.0 | 3.4 | 3.8 | 4.7 | 6.1 | 344 | 41 |
| \( e^+ e^- \rightarrow qqqq l v \) | 59.7 | 14.9 | 0.28 | 0.37 | 0.21 | 0.39 | 29 | 2 |
| \( e^+ e^- \rightarrow qq qq \) | 963 | 130 | 0.36 | 0.38 | 0.21 | 0.39 | 29 | 2 |
| \( e^+ e^- \rightarrow qqqq l l \) | 8,810 | 2,310 | 0.01 | 0.01 | 0.00 | 0.00 | - | - |
| \( e^+ e^- \rightarrow qqqq l \) | 3,230 | 3,060 | 0.02 | 0.02 | 0.44 | 0.00 | 13 | - |
| \( e^+ e^- \rightarrow qq qq \) | 3,510 | 2,390 | 0.15 | 0.11 | 0.29 | 0.00 | 61 | - |

**Table 8:** Event selection summary for the analysis of \( t \bar{t} \) events at \( \sqrt{s} = 3 \) TeV, assuming 4.0 ab\(^{-1}\) and 1.0 ab\(^{-1}\) for \( P(e^-) = -80\% \) and \( P(e^-) = +80\% \), respectively. The cross section quoted for the signal sample in the uppermost row is defined in the kinematic region \( \sqrt{s} \geq 2.6 \) TeV. The fractional pre-selection and MVA selection efficiencies are shown in the subsequent columns along with the number of events in the final sample. Table taken from [3].

---

\( a \) Kinematic region defined as \( \sqrt{s} \geq 2.6 \) TeV

\( b \) \( \sqrt{s} < 2.6 \) TeV
Figure 54: Reconstructed invariant mass of the hadronically decaying top-quark candidates at different levels of the event selection, for operation at $P(e^-) = 80\%$ and a nominal collision energy of 1.4 TeV (left) and 3 TeV (right), assuming an integrated luminosity of 2.0 $\text{ab}^{-1}$ and 4.0 $\text{ab}^{-1}$, respectively.

Figure 55: Reconstructed invariant mass of the hadronically (left) and leptonically (right) decaying top-quark candidates at final level of the event selection. The distributions are stacked and correspond to operation at $\sqrt{s} = 1.4$ TeV and $P(e^-) = 80\%$ with an integrated luminosity of 2.0 $\text{ab}^{-1}$. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
Figure 56: Reconstructed invariant mass of the hadronically (left) and leptonically (right) decaying top-quark candidates at final level of the event selection. The distributions are stacked and correspond to operation at \( \sqrt{s} = 3 \text{ TeV} \) and \( P(e^-) = -80\% \) with an integrated luminosity of 4.0 ab\(^{-1}\). The superscript ‘a’ (‘b’) refers to the kinematic region \( \sqrt{s} \geq 1.2 \text{ TeV} \) (\( \sqrt{s} < 1.2 \text{ TeV} \)).

Figure 57: Polar angle distributions of the hadronically decaying top-quark candidates at final level of the event selection at a nominal collision energy of 1.4 TeV for \( P(e^-) = -80\% \) (left) and \( P(e^-) = +80\% \) (right), and an integrated luminosity of 2.0 ab\(^{-1}\) and 0.5 ab\(^{-1}\), respectively. Figure taken from [3].
Figure 58: Polar angle distributions of the hadronically decaying top-quark candidates at final level of the event selection at a nominal collision energy of 3 TeV for \( P(e^-) = -80\% \) (left) and \( P(e^-) = +80\% \) (right), and an integrated luminosity of \( 4.0 \text{ ab}^{-1} \) and \( 1.0 \text{ ab}^{-1} \), respectively. Figure taken from [3].
12. Cross section and asymmetry measurements

In this section we present the prospects for measurements of the top-quark pair total production cross section \( \sigma_{tt} \) and forward-backward asymmetry \( A_{FB} \) at the higher energy stages of CLIC. Results are presented for both beam polarisations considered for a baseline with shared running time for -80% and +80% electron polarisation in the ratio 80:20. The observables are extracted from the polar-angle distributions presented in Figure 57 and Figure 58, after background subtraction and correction for finite selection efficiencies.

Equation (1) is assumed to correctly describe the shape of the distributions in the full range, \(-1.0 \leq \cos(\theta^*) \leq 1.0\), and is fitted in the fiducial region \(-0.9 \leq \cos(\theta^*) \leq 0.9\), motivated by the limited reconstruction and event selection acceptance in the very forward region. An efficiency correction is applied, estimated bin-by-bin using half of the available sample and applied to the other half, and vice versa. Note that this procedure assumes that the MC correctly describes the selection efficiency in the polar-angle distribution. By construction, the procedure thus reproduces the corresponding parton-level results up to statistical fluctuations introduced by the procedure itself. The resulting parameters \( \sigma_{1,2,3} \) are used to extract the observables, \( \sigma_{tt} \) and \( A_{FB} \), in the full range, through Equation (2) and Equation (3).

The results are presented in Table 11 of [3] and repeated here in Table 9. The expected precision on the top-quark pair production cross section and the forward-backward asymmetry are 1.1% (2.0%) and 1.4% (2.3%), respectively, for operation at 1.4 TeV (3 TeV) with -80% electron polarisation [3]. Operation at +80% electron polarisation, leads to values that are about a factor 2.5 higher [3].

12.1. Effective field theory interpretation

The event selection presented here has also been studied in the context of Effective Field Theory (EFT) top-philic operators in [3]. These operators are used to parametrise new physics effects induced in the top-quark electroweak interactions and benefit from operation at different electron beam polarisation, since it allows to efficiently disentangle the photon and Z-boson contributions to the \( tt \) final state, as well as from operation at high centre-of-mass energies, since it allows to probe energy scales well beyond the nominal collision energy of CLIC. By including the results for the high-energy stages of CLIC presented in this paper, a clear improvement is seen with respect to operation at \( \sqrt{s} = 380 \) GeV. In particular, the sensitivity to so-called four-fermion operators improves by more than one order of magnitude, allowing CLIC to probe new physics scales of the order of tens of TeV [3].

12.2. Systematic uncertainties

The expected uncertainties given in Table 9 are purely statistical and do not include the effect of potential sources of systematic uncertainty. However, the results illustrate the level of precision that would be desirable for the control of systematic effects. A full investigation of systematic uncertainties is beyond the scope of this paper, but the impact of some ad-hoc variations are discussed in a larger context of \( tt \) studies at CLIC in [3]. In conclusion, the effects on \( \sigma_{tt} \) and \( A_{FB} \) indicate that this analysis would not be limited by systematics effects.

13. Summary and conclusions

The analysis and results presented in this paper focus on “single lepton+jets” \( tt \) final states and represent the first studies of \( tt \) production in full detector simulation for a multi-TeV e\(^+\)e\(^-\) collider. The main results from this paper and a summary of the analysis strategy were previously summarised in [3]. Here we outline the underlying analysis in greater detail and include for the first time the optimisation procedure for the boosted top-tagger.
Table 9: Results from the analysis of semi-leptonically decaying top quarks at the three stages of CLIC. The values are obtained from full simulation studies using the CLIC_ILD detector concept. Note that the cross section, $\sigma_{t\bar{t}}$, and $A_{FB}$ are defined in the kinematic region of $\sqrt{s} \geq 1.2 (2.6)$ TeV for operation at $\sqrt{s} = 1.4$ TeV (3 TeV). In addition, the cross sections represent a convolution of the total $t\bar{t}$ production cross section with the CLIC luminosity spectrum in the kinematic region studied. Table taken from [3].

| $\sqrt{s}$ | 1.4 TeV | 3 TeV |
|------------|---------|-------|
| P(e$^-$)   | -80% +80% -80% +80% |
| $\sigma_{t\bar{t}}$ [fb] | 18.44 9.84 3.52 1.91 |
| stat. unc. [fb] | 0.21 0.29 0.07 0.09 |
| $A_{FB}$ | 0.567 0.620 0.596 0.645 |
| stat. unc. | 0.008 0.020 0.014 0.034 |

We present results for the top-quark pair production cross section and the forward-backward asymmetry, constituting powerful tools for discovery and a deeper understanding of the nature of the electroweak symmetry breaking. The main results from this paper were also summarised in [3] where a comprehensive view of the prospects of for the foreseen top-quark programme at CLIC was presented.

The highly collimated jet environments present for operation above 1 TeV leads to highly boosted topologies where dedicated techniques based on the analysis of the sub-structure of large-R jets show a clear advantage. Top-tagging efficiencies of 70% are achieved thanks to the low background levels expected at CLIC and the overall high granularity and excellent jet energy resolution of the CLIC detector concept. The use of boosted techniques enables the sensitivity to BSM physics to be extended to the highest collision energies and beyond; detailed studies of effective field theory top-philic operators illustrate that new physics scales of order of tens of TeV [3] is within reach.

Further improvements can be made by including for example fully-hadronic final states, or semi-leptonic tau events where the tau decays leptonically. However, for the former, the jet charge reconstruction, needed for the reconstruction of observables such as the $A_{FB}$, is challenging and needs to be studied in more detail. Further improvements of the jet reconstruction algorithms and boosted top-tagging strategies would also be beneficial since the performance of more complex final states in general is often limited by reconstruction issues like the confusion in the jet clustering.
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A. Additional jet clustering results

Figure 59: Number of jets as a function of the reconstructed jet mass for fully-hadronic $t\bar{t}$ events at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right) and for $\sqrt{s'}$ above 1.2 TeV and 2.6 TeV, respectively. The dashed lines represent the corresponding gaussian fit to the distributions. The distributions in red (blue) show the jet mass including (excluding) pre-clustering.

Figure 60: Mean (left) and width (right) of the gaussian fit to the fully-hadronic $t\bar{t}$ large-R jet mass distribution at $\sqrt{s} = 1.4$ TeV as function of jet clustering radius, shown for the case of including pre-clustering (solid) and not (dashed).
Figure 61: Mean (left) and width (right) of the gaussian fit to the fully-hadronic $t\bar{t}$ large-R jet mass distribution at $\sqrt{s} = 3$ TeV as function of jet clustering radius, shown for the case with (solid) and without (dashed) pre-clustering.

Figure 62: Number of jets as a function of the reconstructed jet mass for fully-hadronic $t\bar{t}$ events at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right) and for $\sqrt{s'}$ above 1.2 TeV and 2.6 TeV, respectively.

Figure 63: Number of jets as a function of the reconstructed jet mass for fully-hadronic $t\bar{t}$ events at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right) and for $\sqrt{s'}$ above 0.4 TeV.
A Additional jet clustering results

Figure 64: Number of jets as a function of the reconstructed jet mass for semi-leptonic $t\bar{t}$ events at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right) and for $\sqrt{s'}$ above 1.2 TeV and 2.6 TeV, respectively.

Figure 65: Number of jets as a function of the reconstructed jet mass for semi-leptonic $t\bar{t}$ events at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right) and for $\sqrt{s'}$ above 0.4 TeV.
Figure 66: Substructure variables for the leading (highest energy) large-R jet. Note that the qqlv and qqll backgrounds have been omitted for the figures in the right column. The retention of these backgrounds is already very low after the pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
Figure 67: Substructure variables for the next-to-leading (lowest energy) large-R jet. Note that the qqlv and qqll backgrounds have been omitted for the figures in the right column. The retention of these backgrounds is already very low after the pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
Figure 68: Substructure variables for the leading (highest energy) large-R jet. Note that the qqlv and qqll backgrounds have been omitted for the figures in the right column. The retention of these backgrounds is already very low after the pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
Figure 69: Substructure variables for the next-to-leading (lowest energy) large-R jet. Note that the qqlv and qqll backgrounds have been omitted for the figures in the right column. The retention of these backgrounds is already very low after the pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s'} \geq 1.2$ TeV ($\sqrt{s'} < 1.2$ TeV).
B  Additional jet sub-structure variables

Figure 70: Substructure variables for the leading (highest energy) large-R jet. Note that the qqlv and qqll backgrounds have been omitted for the figures in the right column. The retention of these backgrounds is already very low after the pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
Figure 71: Substructure variables for the next-to-leading (lowest energy) large-R jet. Note that the qqlv and qqll backgrounds have been omitted for the figures in the right column. The retention of these backgrounds is already very low after the pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
C. Additional MVA variables

Figure 72: Flavour tagging variables for operation at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
Figure 73: Jet splitting scales for operation at $\sqrt{s} = 1.4$ TeV (left) and $\sqrt{s} = 3$ TeV (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region $\sqrt{s} \geq 1.2$ TeV ($\sqrt{s} < 1.2$ TeV).
Figure 74: Event shape variables for operation at √s = 1.4 TeV (left) and √s = 3 TeV (right). The distributions are shown after the application of pre-cuts. The superscript ‘a’ (‘b’) refers to the kinematic region √s ≥ 1.2 TeV (√s < 1.2 TeV).