ABSTRACT
Interpretability of learning-to-rank models is a crucial yet relatively under-examined research area. Recent progress on interpretable ranking models largely focuses on generating post-hoc explanations for existing black-box ranking models, whereas the alternative option of building an intrinsically interpretable ranking model with transparent and self-explainable structure remains unexplored. Developing fully-understandable ranking models is necessary in some scenarios (e.g., due to legal or policy constraints) where post-hoc methods cannot provide sufficiently accurate explanations [48].

In this paper, we lay the groundwork for intrinsically interpretable learning-to-rank by introducing generalized additive models (GAMs) into ranking tasks. Generalized additive models (GAMs) are intrinsically interpretable machine learning models and have been extensively studied on regression and classification tasks. We study how to extend GAMs into ranking models which can handle both item-level and list-level features and propose a novel formulation of ranking GAMs. To instantiate ranking GAMs, we employ neural networks instead of traditional splines or regression trees. We also show that our neural ranking GAMs can be distilled into a set of simple and compact piece-wise linear functions that are much more efficient to evaluate with little accuracy loss. We conduct experiments on three data sets and show that our proposed neural ranking GAMs can achieve significantly better performance than other traditional GAM baselines while maintaining similar interpretability.
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1 INTRODUCTION
Learning-to-rank (LTR) [28] has been extensively studied [4, 6, 7, 17, 25, 40] with broad applications in various fields [24, 33]. While many studies focus on building more accurate ranking models, few pay attention to the model interpretability. The lack of interpretability can lead to many issues in practice, such as difficult troubleshooting, opacity to potential social bias [26], vulnerability to feature corruption, and high maintenance costs [49]. The latest SWIRL workshop report [13] lists model transparency as one of the key issues that the IR community should focus on in the following years. Hence, there is an emerging need to develop more transparent and interpretable learning-to-rank models.

There are roughly two categories of techniques to achieve model interpretability [15]: one aims to build intrinsically interpretable models where the model structure per se is understandable; the other aims to generate post-hoc explanations of an existing black-box model. In the specific application of learning-to-rank, there are a few recent studies [46, 51, 52, 54] focusing on generating post-hoc explanations for existing models, whereas intrinsically interpretable learning-to-rank models remain relatively unexplored.

Although the post-hoc explanations are valuable and insightful for some applications, they can also suffer from being inaccurate about actual model behaviors, insufficient to understand model details or unable to incorporate information outside of the database, as pointed out in a recent study [48]. Hence, it is necessary to develop an intrinsically interpretable LTR model as an alternative for scenarios where ranking models need to be fully understandable by a human observer.

For example, consider the cases where a ranking system is involved in determining bail or parole, deployment of police in city neighborhoods, loan eligibility assessment, advertisement targeting, or guiding medical treatment decisions – all of which are highly

Figure 1: An example of a ranking GAM for local search. For each input feature $x_j$ (e.g. price, distance), a sub-model produces a sub-score $f_j(x_j)$. Context features (e.g. user device type) can be utilized to derive importance weights of sub-models. The ranking score of each item is a weighted sum of sub-scores. The output is a ranked list of items sorted by their ranking scores.
plausible scenarios today [12, 34, 39]. In such high-stakes decision-making scenarios, researchers are morally (and often legally) obligated to develop and deploy interpretable models. The contribution of each individual feature in these models should be examinable and understandable, to ensure transparency, accountability and fairness of the outcomes.

Generalized additive models (GAMs) [19] provide a promising option to build such intrinsically interpretable models and have been used in many domains like finance [1] and health [8, 56]. The output of a GAM is the sum of the outputs of multiple sub-models, where each sub-model only takes an individual feature as input. A GAM has a higher model capacity than a linear model as sub-models can be more flexible than linear functions, while staying intelligible comparing with a black-box model. Each sub-model of a GAM precisely reflects the contribution of each input feature to the final output results. Previous studies [30, 56] primarily applied GAMs to regression or classification. However, to the best of our knowledge, how to build GAMs for learning-to-rank tasks has not been well-studied.

A learning-to-rank task has different input and objective from classification or regression. The goal is to rank a list of items given some context. Hence, there would be both item-level features and list-level context features available. In Figure 1, we show an example of local search. Based on a user query “hotel”, a set of item-level features \( x_j \)’s are computed (e.g. relevance score and distance) for each item (hotel). In addition, there could be list-level context features (e.g. user device type). A ranking GAM should not only inherit the intelligibility of GAMs, but can also take the context features into account. As presented in Figure 1, the ranking GAM consists of several isolated sub-models, where each sub-model only takes a single item-level feature \( x_j \) as input and outputs a corresponding sub-score \( f_j(x_j) \). In addition, the context features are used to derive importance weights for item-level sub-scores before they are summed up as the final ranking score. This ensures that not only the contribution of each item-level feature is interpretable, but also the contributions of the context features, which is crucial in the high-stakes decision-making scenarios.

There are multiple challenges to adapt existing GAMs for ranking tasks. As we will show later, directly projecting the context features from list-level to item-level is not effective for ranking tasks. How to leverage context features (e.g. user device type) in a ranking GAM is not clear. Moreover, traditional GAMs are only trained with loss functions for regression or classification tasks. It is unclear how effective such models can be trained with ranking losses.

To overcome these challenges, we propose a novel neural GAM model for learning-to-rank tasks. In such a model, we employ standalone neural networks to instantiate sub-models for each individual feature. The flexibility of neural network framework enables us to implement the ranking GAM structure which incorporates list-level context features and optimize the model with ranking losses. The model can also seamlessly handle both numerical and non-numerical features.

In summary, we make the following contributions in this paper:

- We formally define the structure of ranking GAMs in both the context-absent and context-present scenarios.
- We propose to instantiate ranking GAMs by neural networks using a novel neural architecture that can leverage context features effectively and can be trained with ranking losses.
- We develop a novel technique to distill each sub-model of a ranking GAM into a simple piece-wise linear function.
- We evaluate our proposed neural ranking GAMs on three learning-to-rank data sets and show the effectiveness.

2 RELATED WORK

Interpretable learning-to-rank. Model interpretability [57] becomes a popular research topic in recent years [10, 32, 47, 50, 53, 55]. Current studies on interpretable learning-to-rank mainly focus on generating interpretation for an existing black-box model. Singh et al. [52] describe a system to quantify and visualize the effect of each term on a certain decision of a given ranking model, such as why a document is ranked higher than another. They also attempt to distill a given ranking model with a subset of interpretable features in [51]. Verma et al. [54] also study a similar problem to quantify the contribution of terms in a specific document ranking generated by a given ranking model. Rennings et al. [46] propose a diagnostic data set based on a set of axioms to identify potential shortcomings in an existing IR system. However, there are few studies specifically designed to build “intrinsically” interpretable ranking models where each component of the model is understandable.

Generalized additive model. Proposed by Hastie et al. [19], generalized additive models (GAMs) provide a class of models which are more flexible than linear models, yet remain more interpretable than complicated models such as deep neural networks. Binder et al. [2] provide a thorough study on fitting GAMs with regression splines. Lou et al. [30] also compare GAMs with different function instantiations. They extend the comparing methods to include regression trees and conduct experiments on both classification and regression tasks. Their studies shows that shallow bagged trees perform better comparing to other functions such as splines. Zhang et al. [56] further studies to train GAMs specifically for multi-class classification tasks.

To obtain more accurate models, higher-order feature interactions were introduced to the additive models. Lou et al. [31] propose an efficient algorithm to identify feature pairs with interactions. A series of studies by Hooker [21, 22] also aim to discover additive structure with higher-order feature interactions. Meanwhile, some other studies tackle the problem in high-dimensional data where the number of features is huge. Others aim to reduce the number of features utilized in the model [27, 35, 41, 45] by imposing sparsity penalty. Lou et al. [29] introduce to partially replace the non-linear function of some features by linear function to reduce the model complexity. They provide an algorithm to automatically select which features should use linear functions and which should use non-linear functions. Chauleuchova et al. [11] also explore similar ideas. However, to the best of our knowledge, none of these studies focus on applying GAMs to learning-to-rank problems.

3 PROBLEM FORMULATION

In this section, we start by defining notations for a learning-to-rank problem. Then we formalize generalized additive model (GAM) and propose a novel formulation of ranking GAM.
3.1 Learning to Rank

In a ranking problem, we denote a data set with \( N \) lists as \( D = \{ (q, X, y) \}_{i=1}^N \). For a specific list \( (q, X, y) \in D \), \( q = (q_1, \cdots, q_m) \) is a context feature vector consisting of \( m \) list-level contextual signals (e.g. query features in search tasks, user information in recommendation tasks); \( X = \{ x_i \}_{i=1}^l \) is a set of \( l \) data items, each represented by a feature vector \( x_i \); \( y = \{ y_i \}_{i=1}^l \) is a set of relevance labels of corresponding data items where a higher \( y_i \in \mathbb{R} \) indicates that the item \( x_i \) is more relevant. Let \( \Pi_l \) denote the set of all permutations of \( l \) data items. The optimal ranking \( \pi^* \in \Pi_l \) can always be obtained by ranking items \( x_i \)'s according to their relevance labels \( y_i \)'s from highest to lowest.

The typical learning-to-rank setting aims to learn a ranker \( \varphi \) from a training data set \( D_l \) with given relevance labels, such that for any list \( (q, X) \), the inferred ranking \( \hat{\pi} = \varphi(q, X) \) can be as close to the optimal ground-truth ranking \( \pi^* \) as possible.

Specifically, in this work, we infer the ranking by scoring each item individually and sorting them based on their scores. For each list \( (q, X) \) with given context features and item features, we aim to learn a scoring function \( F \) which takes both the context features \( q \) and an individual item’s features \( x_i \) as input, and output a ranking score \( \hat{y}_i \in \mathbb{R} \):

\[
\hat{y}_i = F(q, x_i)
\]

The final predicted ranking \( \hat{\pi} \) will simply be generated by ranking all the items in \( X \) based on their inferred ranking scores \( \hat{y}_i \)'s.

It is worth noting that there is not yet a common understanding on a formal definitions of interpretability in learning-to-rank. In this paper, we confine our discussion within the interpretability offered by generalized additive models (GAMs). We will briefly review the formal definition of GAMs, and then propose a novel ranking GAM definition with similar interpretability.

3.2 GAM

A generalized additive model (GAM) [19, 30] learns a function for each individual input feature respectively. Previous studies typically focus on applying generalized additive models on classification or regression tasks with numeric features. Formally, we denote a data set as \( D = \{ (x_i, y_i) \}_{i=1}^N \) where each \( x_i = (x_{i1}, \cdots, x_{in}) \) is a feature vector containing \( n \) features and \( y_i \) is the target. For a regression task, \( y_i \in \mathbb{R} \) is a real value, while for a binary classification task \( y_i \in \{0, 1\} \) is a binary value. A generalized additive model takes a feature vector \( x_i \) and outputs \( \hat{y}_i \) with the following structure:

\[
g(\hat{y}_i) = f_1(x_{i1}) + f_2(x_{i2}) + \cdots + f_n(x_{in})
\]

Each \( f_j(\cdot) \) is a function to be learned for the \( j \)-th feature. The function can be instantiated by different classes of functions, such as linear functions, splines or trees/ensemble of trees [30]. \( g(\cdot) \) is a link function that links the sum of all \( f_j(x_{ij}) \)'s to the model output. For example, \( g(\cdot) \) could be an identity function for regression tasks, while for a binary classification task its inverse function \( g^{-1}(\cdot) \) could be a logistic function \( g^{-1}(u) = \frac{1}{1 + \exp(-u)} \).

The model does not involve any interactions between features, which could lead to compromise on performance. However, the simple structure also introduces many appealing benefits in practices. Since each \( f_j(\cdot) \) is essentially a univariate function, the relationship between a feature’s value and the final response can be accurately quantified and visualized by plotting \( f_j(\cdot) \). This transparency can greatly reduce the cost for model troubleshooting and maintenance.

3.3 Ranking GAM

Traditional GAMs are designed for classification and regression problems. There are no systematic studies to develop GAMs for ranking problems. In this subsection, we define ranking GAMs, which are designed to tackle the special structure of ranking problems while maintaining intelligibility of traditional GAMs.

**Context-absent ranking.** We start our discussion by the context-absent ranking scenario, where the list-level context features \( q \) are not available. In this scenario, a ranking GAM essentially applies a traditional GAM for regression on each item \( x_i \) in the list \( X \) as a scoring function. Given each item’s representation \( x_i = (x_{i1}, \cdots, x_{in}) \), the ranking score \( \hat{y}_i \) can be derived by:

\[
\hat{y}_i = F(x_i) = f_1(x_{i1}) + f_2(x_{i2}) + \cdots + f_n(x_{in})
\]

Note that the item-level features can be context-dependent. For example, the BM25 scores are item-level features but depend on both queries (contexts) and documents (items).

However, not all context features can be effectively projected to item-level features, e.g., the time in a day when a query is sent in search tasks (like 9 a.m. or 9 p.m.). In this case, the context-absent ranking formalization is not compatible with such a context feature.

**Context-present ranking.** Now we discuss the definition of our ranking GAM in the context-present scenario where list-level context features \( q = (q_1, \cdots, q_m) \) are available. A straightforward solution would be to project context features \( q \) as item-level features and apply a traditional GAM as an item scoring function like in the context-absent setting:

\[
\hat{y}_i = F(q, x_i) = f_1(x_{i1}) + f_2(x_{i2}) + \cdots + f_n(x_{in})
\]

Unfortunately, this model structure cannot fully leverage the signals from context features in learning-to-rank scenarios. On one hand, most ranking losses used for training only involve the differences of predicted ranking scores \( \hat{y}_i - \hat{y}_j \) between items. Obviously, the sub-model terms of context features \( f_{n+i}(q_k) \) will be canceled out as all items within the same list share the same context features values. On the other hand, most ranking metrics only care about the order of items \( \pi \), which is not related to context feature sub-model terms \( f_{n+k}(q_k) \) either.

In order to leverage context features for a GAM model, we propose the following ranking GAM model that utilizes context features to derive importance weights when combining item-level features. Specifically, the predicted ranking score of each item is:

\[
\hat{y}_i = F(q, x_i) = \sum_{j=1}^{n} \sum_{k=1}^{m} w_{j,k}(q_k) f_j(x_{ij})
\]

where both \( f_j(\cdot) \) and \( w_{j,k}(\cdot) \) are arbitrary univariate functions to be learned. It is worth noting that when the context features \( q \) are fixed, the predicted ranking score can still be decomposed as sum
of functions of each item-level feature:
\[
\hat{y}_i = F(q, x_i) = \sum_{j=1}^{n} \left( w_j(q) f_j(x_{ij}) \right)
\tag{5}
\]
where \(w_j(q) = \sum_{k=1}^{m} w_{jk}(q_k)\) can be interpreted as the importance weight of the \(j\)-th item feature derived from all the context features. For example, in a search task, item features like distance might be more important if users are searching for hotels, while the content relevance might be more important if users are searching for a convention center. And notice that the weight function \(w_j(q)\) is also an additive model with regard to each context feature.

4 NEURAL RANKING GAM

In this section, we propose our method that instantiates ranking GAM based on neural networks.

4.1 Context-Absent Neural Ranking GAM

We start with the context-absent scenario, where a ranking data set can be represented as \(\mathcal{D} = \{(X, y)\}_1^{N}\) as the context features \(q\) are not available. We will build a scoring function that predicts the ranking score \(\hat{y}_i\) for each data item \(x_i\) in each list \(X\).

For simplicity, we focus on a single data item in a list and omit the subscripts. A data item can be represented as \(x = \{x_1, x_2, \ldots, x_n\}\) where \(x_j\) represents the \(j\)-th feature of the data item\(x\).

We build a standalone neural network for each feature \(x_j\) which outputs a single "sub-score" \(s_j \in \mathbb{R}\). This leads to \(n\) separate neural networks in total. In principle, users have the flexibility to construct any neural network structure with legitimate input and output. One can even build a different network structure for each feature according to its characteristics.

In our practice, we simply adopt a feed-forward network structure with \(L\) hidden layers for each feature as shown in Figure 2. Specifically, for each item feature \(x_j\), we have
\[
\begin{align*}
z_{j1} &= \sigma(W_{j1}x_j + b_{j1}) \\
z_{j2} &= \sigma(W_{j2}z_{j1} + b_{j2}) \\
&\vdots \\
z_{jH} &= \sigma(W_{jH}z_{j(H-1)} + b_{jH})
\end{align*}
\]
where \(z_{jh}\) is the output of the \(h\)-th hidden layer; \(W_{jh}\) and \(b_{jh}\) are weight matrix and bias vector of the \(h\)-th hidden layer to be trained; \(\sigma(\cdot)\) is the non-linear activation function. We choose the Rectifier (ReLU) [38] as the activation function.

The sub-score of feature \(x_j\) can be obtained by feeding the output of the final hidden layer into a dense layer:
\[
f_j(x_j) = s_j = W_{jH}z_{jH} + b_j
\tag{6}
\]

Based on the \(n\) neural networks we build for all the \(n\) features, we can obtain the final predicted score for item \(x\) by simply taking the sum of all the sub-scores:
\[
\hat{y} = F(x) = \sum_j f_j(x_j) = \sum_j s_j
\tag{7}
\]
And the final predicted ranking of list \(\hat{x}\) can be obtained by simply ranking all the items \(x\)'s in the list according to their predicted ranking scores.

4.2 Context-Present Neural Ranking GAM

In this subsection, we describe the neural network instantiation of the context-present ranking GAMs where context features \(q\) of each list are available. In this design, the module for item features remains similar as the context-absent setting. In addition, we build another neural additive module for context features \(q\) which outputs an importance weights vector for item feature sub-models instead of a score.

We again focus on the scoring of a single data item and temporarily omit the subscripts. Specifically, an item in list \(X\) is denoted as \(x = (x_1, \ldots, x_n)\), and the context features are denoted as \(q = (q_1, \ldots, q_m)\). The sub-score \(f_j(x_j)\) for each item feature \(x_j\) is instantiated in the same way (Equation (6)) as the context-absent model. From each individual context feature \(q_k\), we derive an \(n\)-dimensional weighting vector \(\alpha_k\). As shown in Figure 3, the weighting vector can be obtained by a \(T\)-layer feed-forward neural network structure, where
\[
\begin{align*}
z_{k1} &= \sigma(W_{k1}q_k + b_{k1}) \\
z_{k2} &= \sigma(W_{k2}z_{k1} + b_{k2}) \\
&\vdots \\
z_{kT} &= \sigma(W_{kT}z_{k(T-1)} + b_{kT})
\end{align*}
\]

Similarly, \(z_{k,T-1}'s\) are hidden layer outputs and \(W_{k,T}, b_{k,T}\) are model parameters to be learned. Then we use a softmax layer on top of the final dense layer to derive \(\alpha_k\):
\[
\alpha_k = \text{softmax}(W_k z_{k,T})
\tag{8}
\]
where the \(j\)-th dimension of the weighting vector \(\alpha_k^{(j)}\) indicates the importance of the \(j\)-th item feature in \(x\) considering the \(k\)-th context feature. Notice that \(\alpha_k^{(j)}\) exactly corresponds to the value of function \(w_{jk}(q_k)\) in Equation (4). The intuition of using a softmax layer is to prevent the derived importance weights to be negative or to be extremely large on some item features, which would substantially compromise the model interpretability.

We denote the overall weighting vector as \(\alpha \in \mathbb{R}^n\). We obtain \(\alpha\) by taking the summation of weighting vectors \(\alpha_k\) from all the \(m\)
The final ranking score is generated by taking the weighted sum of distilled sub-models. The benefit of sub-model distillation is multi-fold: the introduced embedding will not affect the final visualization of traditional GAMs optimizing regression loss with the proposed ranking GAM.

4.3 Remarks

Ranking losses. Both neural ranking GAMs can be trained with any ranking loss functions. In this work, we train our model with approximate NDCG loss from [3, 44]. It is worth noting that regression losses such as Mean Squared Error (MSE) can be also used as loss functions for ranking. We will compare traditional GAMs optimizing regression losses such as Mean Squared Error (MSE) as our loss function and have the following optimization problem:

\[ S^* = \arg \min_{S = \{(x_k, y_k)\}_{k=1}^K} \frac{1}{|D|} \sum_{(x, y) \in D} \| f(x) - PWL_S(x) \|^2 \]  

Note that knots \( S = \{(x_k, y_k)\}_{k=1}^K \) are not necessarily a subset of the training data \( D = \{(x_i, f(x_i))\}_{i=1}^N \).

Such a formulation can be solved a generic piece-wise regression package such as [37]. However, such a package is usually slow and not scalable to large data sets. In the next section, we propose a greedy algorithm for this problem.

5.2 Fitting Algorithm

The major challenge of our fitting algorithm is to determine the \( x_k \)'s for the \( K \) knots: \( \{x_k\}_{k=1}^K \). With \( x_k \)'s determined, the optimal \( y_k \)'s can be computed by a method similar to least squares, which we will not elaborate in this paper due to limited space.

Our method first generates a set of \( x \)'s as knot candidates \( P \). Given all \( x \)'s in the training data \( D = \{(x_i, f(x_i))\}_{i=1}^N \), we simply construct \( P \) by a heuristic using percentile boundary of 0%, 1%, \( \cdots \), 99%, 100% of \( D \), resulting in at most 101 elements in \( P \).

With a given set of candidate knots \( P \), our problem becomes a combinatorial optimization one, where one needs to find a subset \( S \subset P \) with size \( K \) that minimizes the loss in Equation (10). We denote the loss as \( \mathcal{L}(S) \). A brute-force algorithm is to enumerate all the possible subset of \( P \) with size \( K \), but the computational cost is intractable. Thus, we propose a greedy algorithm in Algorithm 1. The algorithm first constructs an initial set of knots in a greedy fashion and then refine it until convergence. More specifically:

- **Knots Initialization.** The algorithm greedily construct an initial set \( S \) of size \( K \) by adding \( x \)'s iteratively from \( P \) (See 5 SUB-MODEL DISTILLATION

Model distillation [20] is a widely-adopted technique to simplify deep neural networks. The general idea is to train a smaller, simpler model by minimizing the loss between its output and that of a more larger, complex model. Given the special architecture of our proposed neural GAM model, we propose to distill each sub-model individually. The benefit of sub-model distillation is multi-fold: the distilled sub-models can be faster to perform inference; they are also smaller in size which is beneficial for on-device deployment; they could potentially be more interpretable due to their simpler structure. We focus on distilling sub-models of numerical features where we utilize piece-wise regression (also known as segmented regression) [36].

5.1 Piece-wise Regression

We are given a numerical feature \( x \) and its sub-model \( f(x) \) learned in a GAM. The goal of piece-wise regression is to find a piece-wise linear function (PWL) that is as close to \( f(x) \) as possible. A PWL function can be described by a set of \( K \) knots, denoted as \( S = \{(x_k, y_k)\}_{k=1}^K \) where \( x_k \)'s in the knots are ordered, i.e. \( x_k < x_{k+1} \). The definition of PWL function based on the knots \( S \) is:

\[ PWL_S(x) = \begin{cases} y_1 & \text{if } x < x_1, \\ \frac{y_k - y_{k-1}}{x_k - x_{k-1}}(x - x_k) + y_k & \text{if } x_k \leq x \leq x_{k+1}, \\ y_K & \text{if } x > x_k. \end{cases} \]

\( PWL_S(x) \) is a linear function between any two adjacent knots and becomes flat at two ends. Thus, the \( K \) knots uniquely determine the PWL function. For the practice of sub-model distillation, a small \( K \) (e.g. around 3 to 5) is usually sufficient.

Formally, the goal of piece-wise regression is to find the set of optimal knots \( S = \{(x_k, y_k)\}_{k=1}^K \) that minimize the empirical loss on a training data set \( D = \{(x_i, f(x_i))\}_{i=1}^N \). In particular, we use the Mean Squared Error (MSE) as our loss function and have the following optimization problem:

\[ S^* = \arg \min_{S = \{(x_k, y_k)\}_{k=1}^K} \frac{1}{|D|} \sum_{(x, y) \in D} \| f(x) - PWL_S(x) \|^2 \]  

5.1 Piece-wise Regression

We are given a numerical feature \( x \) and its sub-model \( f(x) \) learned in a GAM. The goal of piece-wise regression is to find a piece-wise linear function (PWL) that is as close to \( f(x) \) as possible. A PWL function can be described by a set of \( K \) knots, denoted as \( S = \{(x_k, y_k)\}_{k=1}^K \) where \( x_k \)'s in the knots are ordered, i.e. \( x_k < x_{k+1} \). The definition of PWL function based on the knots \( S \) is:

\[ PWL_S(x) = \begin{cases} y_1 & \text{if } x < x_1, \\ \frac{y_k - y_{k-1}}{x_k - x_{k-1}}(x - x_k) + y_k & \text{if } x_k \leq x \leq x_{k+1}, \\ y_K & \text{if } x > x_k. \end{cases} \]

\( PWL_S(x) \) is a linear function between any two adjacent knots and becomes flat at two ends. Thus, the \( K \) knots uniquely determine the PWL function. For the practice of sub-model distillation, a small \( K \) (e.g. around 3 to 5) is usually sufficient.

Formally, the goal of piece-wise regression is to find the set of optimal knots \( S = \{(x_k, y_k)\}_{k=1}^K \) that minimize the empirical loss on a training data set \( D = \{(x_i, f(x_i))\}_{i=1}^N \). In particular, we use the Mean Squared Error (MSE) as our loss function and have the following optimization problem:

\[ S^* = \arg \min_{S = \{(x_k, y_k)\}_{k=1}^K} \frac{1}{|D|} \sum_{(x, y) \in D} \| f(x) - PWL_S(x) \|^2 \]  

Note that knots \( S = \{(x_k, y_k)\}_{k=1}^K \) are not necessarily a subset of the training data \( D = \{(x_i, f(x_i))\}_{i=1}^N \).

Such a formulation can be solved a generic piece-wise regression package such as [37]. However, such a package is usually slow and not scalable to large data sets. In the next section, we propose a greedy algorithm for this problem.

5.2 Fitting Algorithm

The major challenge of our fitting algorithm is to determine the \( x_k \)'s for the \( K \) knots: \( \{x_k\}_{k=1}^K \). With \( x_k \)'s determined, the optimal \( y_k \)'s can be computed by a method similar to least squares, which we will not elaborate in this paper due to limited space.

Our method first generates a set of \( x \)'s as knot candidates \( P \). Given all \( x \)'s in the training data \( D = \{(x_i, f(x_i))\}_{i=1}^N \), we simply construct \( P \) by a heuristic using percentile boundary of 0%, 1%, \( \cdots \), 99%, 100% of \( D \), resulting in at most 101 elements in \( P \).

With a given set of candidate knots \( P \), our problem becomes a combinatorial optimization one, where one needs to find a subset \( S \subset P \) with size \( K \) that minimizes the loss in Equation (10). We denote the loss as \( \mathcal{L}(S) \). A brute-force algorithm is to enumerate all the possible subset of \( P \) with size \( K \), but the computational cost is intractable. Thus, we propose a greedy algorithm in Algorithm 1. The algorithm first constructs an initial set of knots in a greedy fashion and then refines it until convergence. More specifically:

- **Knots Initialization.** The algorithm greedily constructs an initial set \( S \) of size \( K \) by adding \( x \)'s iteratively from \( P \) (See
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| Algorithm 1: Finding Knots for Piece-wise Regression |
|-----------------------------------------------------|
| **Input:** Training data $D$, candidates $P$, output size $K$. |
| **Output:** Knots $\{(x_k, y_k)\}_{k=1}^K$. |
| 1. Let $S \leftarrow \{\min_{x \in P} x\}$. |
| 2. for $k \leftarrow 2$ to $K$ do |
| 3. $x^* \leftarrow \arg \min_{x \in P \cap S} \mathcal{L}(S \cup \{x\})$. |
| 4. $S \leftarrow S \cup \{x^*\}$. |
| 5. end for |
| 6. repeat |
| 7. for all $x \in S$ do |
| 8. $x^* \leftarrow \arg \min_{x \in P \cap S} \mathcal{L}(S \cup \{x\} \setminus \{x\})$. |
| 9. if $\mathcal{L}(S \cup \{x^*\} \setminus \{x\}) < \mathcal{L}(S)$ then |
| 10. $S \leftarrow S \cup \{x^*\} \setminus \{x\}$. |
| 11. end if |
| 12. end for |
| 13. until Convergence. |
| 14. return $\{(x_k, y_k) | x_k \in S\}$ after solving $y_k$'s for $S$. |

Line 1-5). In each step, the $x^*$ that best minimizes the loss is added into the $S$.

- **Knots Refinement.** The algorithm iterates over each knot in $S$ and tries to assess whether it can be replaced by another candidate knot to further minimize the loss (See Line 6-13). The procedure stops when there is no improvement after we loop over all $x_k \in S$ once.

Though the greedy algorithm may be stuck into local minimums in theory, we found that it outputs reasonably good PWL functions in practice as shown in our experiments. Since $K$ is usually very small, finding $y_k$ when $x_k$ are given can be done efficiently.

6 EXPERIMENTS

In this section, we conduct experiments to answer the following two main research questions:

- **RQ1:** How do our proposed neural ranking GAMs perform as compared to traditional GAMs on LTR problems?
- **RQ2:** How does the interpretability of neural ranking GAMs change comparing to traditional GAMs?

We first describe our experimental setup including data sets and comparing methods. Then we present the experimental results to answer the above research questions.

6.1 Data Sets

We use three data sets in our experiments. Two of them are public benchmark ones and they do not contain context features. The third one is a private data set that contains non-numerical context features. A summary of the data sets is shown in Table 1.

YAHOO. Yahoo! Learning to Rank Challenge data [9] is a publicly available data set. The original data set contains two sets for different purposes: Set1 and Set2. Set1 is the one commonly used for LTR evaluation. It consists of three partitions for training, validation and testing respectively. In this data set, each document is represented as up to 700 numerical features. Each feature has been normalized into the range of [0, 1] by the inverse cumulative distribution. The meaning of each feature is not disclosed. There is no list-level context feature in this data set. Documents are labeled with 5-level relevance labels from 0 to 4.

WEB30K. WEB30K [43] is a public learning-to-rank data set released by Microsoft. We use Fold1 out of the total five folds in the original data. Similarly to the YAHOO data set, Fold1 has the training, validation and testing partitions. In this data set, each document is represented by 136 numerical features. The meaning of each feature is disclosed and the range of each feature varies. Some query-dependent features are already captured by item-level features such as “covered query term number”. There is no additional list-level context feature available in this data set. Documents are also labeled with 5-level relevance labels from 0 to 4.

Chrome Web Store (CWS). CWS is a private data set that we collected by sub-sampling from the Chrome Web Store logs. Each list in this data set corresponds to a visit to Chrome Web Store. The items in the list were the ones shown to a user and we collect the user actions like clicks or installations as our labels. For each item, we computed 15 numerical features. Moreover, each list contains 3 context features indicating users’ region and language settings and the path of user visits and they are non-numerical. Similarly, we also partition the data set into three parts for training, validation and testing.

6.2 Experiment Setup

Comparing methods. The methods compared in our experiments are as follows:

- **Tree-based GAM (Tree GAM).** We train tree-based GAM with regression loss (mean squared error, i.e., MSE). We use open-sourced software MLTK \(^2\) which implements GAM proposed by Lou et al. [30].
- **Tree-based Ranking GAM (Tree RankGAM).** We also try to train tree-based GAM with ranking loss. Since GAM has not been studied for ranking problems before, there is no existing implementations of GAM specifically designed for optimizing ranking loss. We use LambdaMART implemented by another open-sourced package\(^3\) LightGBM [25], and confine the depths of trees in the model to be 1 so that the final model can be decomposed as Equation (2). The number of trees in LightGBM is set to 1,000.
- **Neural GAM (Neural GAM).** We use neural networks instead of trees to construct GAMs. The model has similar structure with the context-absent neural ranking GAM, but is trained with regression loss (MSE) instead of ranking loss.
- **Context-Absent Neural Ranking GAM (Neural RankGAM).** The context-absent neural ranking GAM is presented in Section 4.1 which only takes item features. We train the model with a ranking loss (approximate NDCG).
- **Context-Present Neural Ranking GAM (Neural RankGAM+).** The context-present neural GAMs for ranking are presented in Section 4.2. It can leverage context features to derive importance weights for item features. We also train the model with a ranking loss (approximate NDCG).

\(^2\)https://github.com/yinlou/mltk
\(^3\)https://github.com/Microsoft/LightGBM
Table 1: Basic statistics and properties of data sets.

| Data set | Train          | Validation | Test        | Context features? | Non-numerical features? |
|----------|----------------|------------|-------------|-------------------|-------------------------|
|          | Query Document | Query Document | Query Document |                   |                         |
| YAHOO    | 19,944         | 473,134    | 2,994       | No                | No                     |
| WEB30K   | 18,919         | 2,770,296 | 6,306       | No                | No                     |
| CWS      | 40,500         | 2,213,730 | 4,578       | Yes               | Yes                    |

Our neural ranking GAMs are implemented based on the opensourced TensorFlow Ranking library [40].

Hyperparameters. For neural ranking GAMs, we tune the hyperparameters and choose the following in our experiments. For YAHOO and WEB30K, we construct a neural network with \( L = 2 \) layers for each item feature \( x_i \) and the dimensions are 16 and 8 respectively. For CWS data set, we also build a neural network with \( L = 2 \) layers for each item feature \( x_i \) with dimensions as 64 and 32. Moreover, we build a neural network with \( H = 2 \) layers for each context feature \( q_i \) with dimensions as 128 and 64 for CWS. Since all context features in CWS data set are categorical, we use a \( d \)-dimensional \((d = 300)\) embedding layer before the hidden layers for categorical features. We use AdaGrad [16] as the optimizer.

Evaluation Metrics. Normalized Discounted Cumulative Gain (NDCG) is a standard metric for evaluating ranking quality with respect to items with graded relevance [23]. In our experiments, we utilize NDCG\(_k\) as the evaluation metrics with different settings of \( k \) (i.e., 1, 5, 10) to evaluate the performance of each ranking method.

### 6.3 Performance Comparison (RQ1)

We first compare the performances of our proposed neural ranking GAMs to baselines. Table 2 presents the overall performance comparison on all the tree data sets. We have the following observations.

The first message is the necessity of developing ranking GAMs specifically for LTR problems. Compared with traditional GAMs which optimize regression loss, both Tree RankGAM and Neural RankGAM achieve substantial improvements. For example, on YAHOO, Neural RankGAM achieves NDCG\(_5\) of 71.32%, while the Neural GAM achieves only 69.62%. On WEB30K, Neural RankGAM achieves NDCG\(_5\) of 43.29%, about +10% higher than Neural GAM with regression loss. This confirms the importance to enable traditional GAMs to optimize ranking losses for LTR problems, as the performance can be extensively improved with exactly the same interpretability.

Moreover, on the CWS data set where context features are available, our proposed context-present neural ranking GAM (Neural RankGAM+) achieve significantly better performance than the context-absent version and Tree RankGAM. As one can observed, Neural RankGAM+ achieves +4.9% improvement in terms of NDCG\(_5\) comparing to the context-absent Neural RankGAM. The improvement shows that context-present Neural RankGAM+ can effectively leverage context features, which is a disadvantage of the traditional tree-based GAMs.

### 6.4 Interpretability Analysis (RQ2)

It is still an ongoing debate [14, 18, 42] on how to quantitatively measure model interpretability. Considering the challenges and the lack of consensus on a rigorous method to evaluate model interpretability, we instead only focus on the family of GAMs. We argue that our proposed models have similar, if not better, interpretability as traditional GAMs on LTR problems.

The major differences between our proposed neural ranking GAMs and traditional GAMs are the adoption of ranking losses, the integration of context features, and the instantiation by neural network structures. We show how these differences affect the model interpretability respectively.

#### RankGAM vs. GAM

First, we show that optimizing ranking losses benefits the visualization of sub-model \( f_j(\cdot)\) in LTR tasks. Specifically, we study the the correlation between the effective visual range of \( f_j(\cdot) \) curve and the actual importance of the \( j \)-th feature. We define the “feature importance” of the \( j \)-th feature \( x_j \) in a specific model by the NDCG\(_5\) drop on validation data sets if perturbing \( x_j \) values within every list by random shuffling. We denote this as \( \Delta \text{NDCG}_5(j) \). We also define the “effective range” \( (\Delta f_j) \) of a sub-model \( f_j(\cdot) \) by the difference between its maximum and minimum values evaluated from a sample of \( x_j \) values, excluding the bottom and top 5%. Ideally, if the learned sub-models can intuitively reflect the impact of their corresponding features on the final predicted results, we should observe a strong correlation between \( \Delta \text{NDCG}_5(j) \) and \( \Delta f_j \). To verify this, we plot the \( \Delta f_j \) and \( \Delta \text{NDCG}_5(j) \) values for all features on WEB30K data set. We conduct the experiments comparing Neural GAM trained with a regression loss (MSE) and Neural RankGAM trained with a ranking loss (ApproxNDCG). Figure 4 shows the results, where each point corresponds to the \( \Delta f \) value.
and the $\Delta\text{NDCG}_5$ value of a feature. As one can observe from Figure 4(b), the sub-models learned with a ranking loss show a positive correlation between the sub-model’s effective range and the importance of the corresponding feature in the final ranking performance. In comparison, as Figure 4(a) presents, the sub-models learned with a regression loss does not necessarily reflect their feature importance on ranking performance. This is primarily due to the nature of ranking problem where correctly identifying high-ranked items are valued more than distinguishing between massive low-ranked items. The results again verify the necessity to develop ranking specific GAMs as the interpretability can also be improved.

**Neural vs. Tree RankGAM.** Second, we compare the interpretability of neural sub-models and tree-based sub-models by visualizing sub-models of the most important features\(^4\) for both Tree RankGAM and Neural RankGAM+ on CWS data set. For each feature, we estimate the distribution and plot the $f(x)$ function for $x$ values above the bottom 5% and below the top 5% of all data points in the training data. Figure 5 show the curves learned by Tree RankGAM and Neural RankGAM+.

As one can observe, the curves of each feature learned by both methods seem to have similar trends, which confirms the neural sub-models are as effective as tree-based sub-models. We also notice that the curves in Tree RankGAM are non-continuous, with potentially steep “steps” (e.g. around $x = 2.5$ in Figure 5(b) and around $x = 5$ in Figure 5(c)), whereas the curves learned by Neural RankGAM+ with ReLU activation functions are continuous with less steep slopes. The more continuous curves usually can generalize better, but largely depend on the real applications. By changing the activation function in Neural RankGAMs, it is also possible to change the corresponding behaviors.

**Context feature interpretability.** Finally, we show how to visualize the contribution of context features so as to achieve interpretability. Figure 6 illustrates how item features are weighed based on different values of a specific context feature “region”. This visualization is sufficient for users to discover and analyze patterns of context feature contribution to the final results. As a running example, it can be observed in Figure 6 that the learned feature importance vectors seem to be similar across regions with high geographical and/or cultural proximity. For instance, the US and the GB have similar feature importance vectors as they share similar languages and cultures.

### 6.5 Sub-Model Distillation

We also show how sub-model distillation can further improve the scalability of our models. We select Neural RankGAM on YAHOO and WEB30K and Neural RankGAM+ on the CWS data set. We use a 5-segment piece-wise linear functions to distill each sub-model $f_j(\cdot)$ in above selected models. Table 3 compares the performance before and after the distillation, where the distilled ones are named with a “(D)” suffix. The results show that the distilled models have only small NDCG losses. On all the data sets, the drop of performance in terms of NDCG$_{10}$ are less than $1\%$. Moreover, as Table 4 shows, distilling sub-models substantially reduces model inference time.

\(^4\)The importance of a feature is measured by $\Delta\text{NDCG}_5$ as defined above.
Table 3: Comparing performances before and after sub-model distillation. Models with distilled sub-models is marked with suffix "(D)".

| Data set | Method     | NDCG | NDCG5 | NDCG10 |
|----------|------------|------|-------|--------|
| YAHOO    | Neural RankGAM | 69.36 | 71.32 | 75.33  |
|          | Neural RankGAM (D) | 69.41 | 71.33 | 75.33  |
| WEB30K   | Neural RankGAM | 44.31 | 43.29 | 45.09  |
|          | Neural RankGAM (D) | 41.63 | 41.90 | 44.15  |
| CWS      | Neural RankGAM+ (D) | 24.43 | 39.88 | 42.84  |

Table 4: Comparison of model inference time $\tau$ before and after sub-model distillation measured by CPU time.

| Data set | Method     | YAHOO | WEB30K |
|----------|------------|-------|--------|
|          |            | Total $\tau$ | $\tau$ / query | Total $\tau$ | $\tau$ / query |
| Neural RankGAM | 327s | 47ms | 303s | 48ms |
| Neural RankGAM (D) | 19s | 3ms | 13s | 2ms |

Figure 7: Curves of distilled sub-model $\hat{f}(x)$ and the originally learned sub-model $f(x)$ values in Neural RankGAM on randomly sampled training data points for selected features on WEB30K data set.

Figure 8: Comparing performances of Neural RankGAM with different number of dimensions in the hidden layers (95% confidence interval).

Admittedly, it could be observed that the error of the distilled sub-model in sparse areas with fewer data points from training data could be larger (e.g. around $x = 200$ in Figure 7(a) or around $x = -120$ in Figure 7(b)). Data points around these areas may actually have high ranking scores. Hence, errors for these data points might lead to larger performance drops in terms of ranking metrics, as shown in the relatively larger performance drop on WEB30K data set. Developing a sub-model distillation technique specifically for ranking is another non-trivial task. Therefore, we leave it for future study.

Table 5: Performance comparison of Neural RankGAM, a black-box DNN and a hybrid model combining both on WEB30K. Best results are bolded. Results significantly better ($\alpha = 0.05$) than DNN are marked with asterisks (*).

| Method     | NDCG1 | NDCG5 | NDCG10 |
|------------|-------|-------|--------|
| Neural RankGAM | 44.31 | 43.29 | 45.09  |
| DNN [3]    | 46.64 | 45.38 | 47.31  |
| Hybrid     | 47.54 | 46.26* | 48.21* |

Each sub-model does not need to be a high capacity model. In Figure 8, we fix the number of hidden layers $L = 2$ but vary the number of dimensions for hidden layers from $(4, 2), (8, 4)$ to $(64, 32)$ on both the YAHOO and WEB30K data sets. The performance basically saturates for hidden layer dimensions greater than $(16, 8)$. It verifies that a relative simple network is sufficient for sub-models.

6.6 Improving Black-Box Models

We show that on some data sets, striving for interpretability can also provide insights for improving black-box DNN models. Specifically, we take the trained Neural RankGAM and use sub-model outputs as features to feed into a fully-connected feed-forward network. The fully-connected neural networks have similar configuration as [3]. Table 5 shows our preliminary results on WEB30K. It can be shown that this hybrid model can further improve the performance of the vanilla DNN model, whereas simply increasing the number of layers or neurons does not [3]. This might provide some insights on how training GAM-style models can effectively learn some knowledge from the data that can eventually benefit all other models.

7 CONCLUSIONS

In this paper, we explore building intrinsically interpretable learning-to-rank models by adapting generalized additive models (GAMs). Different from previous GAMs that mainly focus on regression or classification, our proposed ranking GAMs can capture both list-level context features and item-level features of ranking tasks. While traditional GAMs are instantiated with splines or trees, we choose neural networks for more flexible model structures, training objectives and feature types. Our experiments verify that the proposed ranking GAMs outperform traditional GAMs on LTR tasks and effectively leverage list-level context features to further improve the performance, while maintaining interpretability of GAMs. We also present how to distill sub-models into simple piece-wise linear functions for further simplicity.

As an early exploration on building intrinsically interpretable LTR models, we stick to the most basic form of GAM. However, we are aware that there are numerous directions to further develop and understand ranking GAMs: (1) Incorporating limited pairwise feature interactions to improve model accuracy with reasonable interpretability (similar to [31]); (2) Enabling users to dictate constraints such as monotonicity on sub-models; (3) Combining ranking GAMs with fully-fledged neural networks or decision tree models to achieve both high accuracy and high interpretability; (4) Studying the formal definition and the evaluation methodology of ranking model interpretability.
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