AN $L^p$-WEAK GALERKIN METHOD FOR SECOND ORDER ELLIPTIC EQUATIONS IN NON-DIVERGENCE FORM

WAIXIANG CAO*, JUNPING WANG†, AND YUESHENG XU‡

Abstract. This article presents a new primal-dual weak Galerkin method for second order elliptic equations in non-divergence form. The new method is devised as a constrained $L^p$-optimization problem with constraints that mimic the second order elliptic equation by using the discrete weak Hessian locally on each element. An equivalent min-max characterization is derived to show the existence and uniqueness of the numerical solution. Optimal order error estimates are established for the numerical solution under the discrete $W^{2,p}$ norm, as well as the standard $W^{1,p}$ and $L^p$ norms. An equivalent characterization of the optimization problem in term of a system of fixed-point equations via the proximity operator is presented. An iterative algorithm is designed based on the fixed-point equations to solve the optimization problems. Implementation of the iterative algorithm is studied and convergence of the iterative algorithm is established. Numerical experiments for both smooth and non-smooth coefficients problems are presented to verify the theoretical findings.

Key words. Primal-dual weak Galerkin method, finite element method, $L^p$-optimization, convergence analysis, weak Hessian operator, $L^p$ stabilizer, non-divergence form, fixed-point proximity algorithm.

AMS subject classifications. 65N30, 65N12, 65N15, 35J15, 35B45.

1. Introduction. This paper is concerned with the development of new numerical methods for second-order elliptic problems in non-divergence form. For simplicity, we consider the model problem that seeks an unknown function $u = u(x)$ such that

\begin{equation}
Lu := \sum_{i,j=1}^{d} a_{ij} \partial^2_{ij} u = f, \quad \text{in } \Omega,
\end{equation}

\begin{equation}
u = 0, \quad \text{on } \partial \Omega,
\end{equation}

where $\Omega$ is a polygonal or polyhedral domain, $a_{ij} \in L^\infty(\Omega)$, and $f \in L^p(\Omega)$ is a given function with $p \in [1, \infty)$. Assume that the coefficient matrix $a(x) = (a_{ij}(x))_{d\times d}$, $x \in \Omega$, is symmetric, uniformly bounded and positive definite; i.e., there exist positive constants $\alpha$ and $\beta$ such that

$$\alpha \xi^T \xi \leq \xi^T a(x) \xi \leq \beta \xi^T \xi, \quad \forall \xi \in \mathbb{R}^d, \quad \forall x \in \Omega.$$ 

Equations in non-divergence form, such as (1.1), have attracted much attention recently due to its wide application in many science and engineering problems such as...
as the probability and stochastic process [10], the linearized fully nonlinear problems [5, 19], and the fully nonlinear Hamilton-Jacobi-Bellman equations (see, e.g., [11]).

The features of low regularity on the coefficient matrix and the non-divergence structure make the problem (1.1) hard to admit any traditional variational formulation amenable to the use of standard Galerkin finite element techniques in numerical approximation. Recently, several numerical methods based on Galerkin type methods have been developed (see, e.g., [9, 14, 21, 23]). In [14], Lakkis and Pryer proposed a new mixed finite element method for solving the problem (1.1) by constructing an appropriate finite element Hessian. Later, Neilan [20] modified the definition of the finite element Hessian rendering the auxiliary variable completely local, thus resulting in a more efficient scheme. In addition, error estimates in a discrete $H^2$-norm were derived. In [25], a primal-dual weak Galerkin method was introduced to approximate the solution of the problem (1.1). The basic idea of the primal-dual weak Galerkin is to use the weak Galerkin strategy (see, e.g., [18, 26, 27, 28]) to construct a discrete weak Hessian operator, and then seek a discontinuous function which satisfies the given PDE (1.1) weakly on each element (i.e., replace the operator $\mathcal{L}$ by the specially designed discrete weak Hessian operator), plus minimizing the $L^2$ stabilizer on the boundary of each element. The constrained optimization problem gives rise to a symmetric linear system involving not only the primal variable $u$ but also a dual variable (say $\lambda$) known as the Lagrangian multiplier. Optimal order error estimates were derived for the finite element approximation in the discrete $H^2$, as well as the standard $H^1$ and $L^p$-norms.

The goal of this paper is to present a new primal-dual weak Galerkin method by using an $L^p$ stabilizer for the problem (1.1), and then establish a general $L^p$ theory for the corresponding numerical method. To our best knowledge, there are no existing results of $L^p$ theory for weak Galerkin finite element methods in the literature, and this paper is the first along the direction of $L^p$. Different from the method in [25], here our numerical scheme is formulated as a constrained $L^p$ optimization problem with constraints that satisfy the PDE (1.1) weakly on each element. To study the convergence behavior of the numerical solutions arising from the constrained $L^p$ optimization, we shall present an equivalent Euler-Lagrange form and a min-max characterization for the numerical scheme. Based on the assumption that the problem (1.1) has the $W^{2,p}$ regularity (that is, the solution to $\mathcal{L}\varphi = f$, $\varphi|_{\partial\Omega} = 0$ is $W^{2,p}$ regular and satisfies $\|\varphi\|_{2,p} \leq C\|f\|_{0,p}$), we establish optimal order error estimates for the finite element approximation in the discrete $W^{2,p}$, as well as the standard $W^{1,p}$ and $L^p$-norms. In addition, an iterative algorithm and its detailed implementation are developed for solving the constrained nonlinear $L^p$ optimization problem numerically. In particular, when $p = 1$ we need to solve a minimization problem with non-differentiable objective functions, for which standard optimization methods are not applicable. Inspired by recent development in image science [13, 15, 16, 17], we design a fixed-point iterative algorithm via the proximity operator of the non-differentiable functions that appear in its objective function. We establish a convergence result for the iterative algorithm and study crucial issues in implementation of the algorithm.

We would like to emphasize that the current work is our first attempt to relate the new primal-dual weak Galerkin method to a constrained $L^p$ optimization problem with $p \neq 2$, where error estimates, iterative algorithm and its convergence and implementation are of major interests and study. Analysis of other important advantages and features of the $L^p$ optimization problem (e.g., using $p = 1$ and wavelet
basis approximation may yield sparse numerical solutions) is equally interesting and challenging, and thus deserves a separate investigation.

The rest of the paper is organized as follows. In Section 2, we review some preliminary results and introduce basic notations. In Section 3, we present the numerical scheme based on constrained \(L^p\) optimizations. In Section 4, we shall rewrite the numerical scheme into an equivalent min-max characterization. Section 5 is devoted to a discussion of the solution existence and uniqueness for the constrained \(L^p\) optimization problem. Section 6 is the most technical and main body of this paper, where optimal order error estimates are established for the primal variable in the discrete \(W^{2,p}, W^{1,p}\), and \(L^p\) norms. Section 6 additionally derives an \(L^q\)-estimate for the \(L^p\) Lagrangian multiplier. In Section 7, we present a characterization of the optimization problem in term of a system of fixed-point equations via proximity operator and design an iterative algorithm to solve the nonlinear optimization problems numerically. The convergence of the iterative algorithm is studied in Section 8. In Section 9, we demonstrate how to implement the iterative algorithm and calculate the proximity operator. Finally, some numerical examples are presented in Section 10 to support our theoretical findings.

2. Notations and Preliminaries. We adopt the standard notation for Sobolev spaces such as \(W^{m,p}(D)\) on subdomain \(D \subset \Omega\) equipped with the norm \(\| \cdot \|_{m,p,D}\) and the semi-norm \(\cdot_{m,p,D}\). When \(D = \Omega\), we shall omit the index \(D\) in the norm notation. For \(p = 2\), we set \(H^m(D) = W^{m,2}(D)\), \(\| \cdot \|_{m,D} = \| \cdot \|_{m,p,D}\), and \(\cdot_{m,D} = \cdot_{m,p,D}\).

Definition 1. By a classical solution of (1.1), we mean a function \(u \in W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega)\) satisfying \(L u = f\) a.e. in \(\Omega\).

Throughout this paper, we assume the elliptic operator \(L = \sum_{i,j=1}^d a_{ij} \partial_{ij}\), together with the usual Dirichlet boundary condition, have the \(W^2,p\)-regularity in the sense that the solution to

\[
L \psi = f, \quad \psi|_{\partial\Omega} = 0
\]

is \(W^2,p\)-regular and satisfies the following a priori estimate

\[
\|\psi\|_{2,p} \leq C \|f\|_{0,p}.
\]

Consequently, the following \(inf-sup\) condition holds true

\[
\sup_{\psi \in W^2,p \cap W^1_0} \frac{|(L \psi, w)|}{\|\psi\|_{2,p}} \geq \beta \|w\|_{0,q},
\]

where \(q = p/(p-1)\) is the conjugate of \(p\).

Let \(T_h\) be a partition of the domain \(\Omega\), and denote by \(E_h\) the set of all edges in \(T_h\), and \(E_0^h\) the set of all interior edges. For each element \(T \in T_h\), we denote by \(h_T\) the diameter and the mesh size \(h = \max_{T \in T_h} h_T\) for \(T_h\).

Let \(K\) be a polygonal or polyhedral domain with boundary \(\partial K\). By a weak function on \(K\), we mean a triplet \(v = (v_0, v_b, v_g)\) such that \(v_0 \in L^2(K), v_b \in L^2(\partial K)\) and \(v_g = (v_g^1, \ldots, v_g^d) \in [L^2(\partial K)]^d\). Here \(v_0\) and \(v_b\) can be understood as the value of \(v\) in the interior and on the boundary, while \(v_g\) represents the gradient \(\nabla v\) on the boundary. Note that \(v_0\) and \(v_g\) are not necessarily the trace of \(v_0\) and \(\nabla v_0\) on \(\partial K\),
respectively. Denote by

$$W(K) := \{ v = \{ v_0, v_b, v_g \} : v_0 \in L^2(K), v_b \in L^2(\partial K), v_g \in [L^2(\partial K)]^d \}$$

the space of all weak functions on $K$. Recall that weak Hessian is a $d \times d$ matrix consisting of weak second order partial derivatives $\partial^2_{ij,w} v$ defined as a linear functional on the Sobolev space $H^2(K)$ so that its action on $\psi \in H^2(K)$ is given by

$$(\partial^2_{ij,w} v, \psi)_K := \langle v_0, \partial^2_{ij} \psi \rangle_K - \langle v_b n_i, \partial_j \psi \rangle_{\partial K} + \langle v_g i, \psi n_j \rangle_{\partial K}.$$

Here $n = (n_1, \ldots, n_d)$ denotes the unit outward normal direction on $\partial K$, and for any function $v, \psi$,

$$(v, \psi)_K := \int_K v \psi, \quad (v, \psi)_{\partial K} := \int_{\partial K} v \psi ds.$$

It follows that the weak Hessian of $v \in W(K)$ is defined as follows:

$$\nabla_w v := (\partial^2_{ij,w} v)_{i,j=1}^d.$$

Analogously, we can define the weak second order partial derivatives and weak Hessian on any finite dimensional linear spaces. Specifically, for a given finite dimensional space $S_r(K)$ on $K$, the weak second order partial derivative on $S_r(K)$ is defined as a function $\partial^2_{ij,w} v \in S_r(K)$ satisfying

$$(\partial^2_{ij,w} v, \psi)_K = \langle v_0, \partial^2_{ij} \psi \rangle_K - \langle v_b n_i, \partial_j \psi \rangle_{\partial K} + \langle v_g i, \psi n_j \rangle_{\partial K}, \forall \psi \in S_r(K).$$

3. Numerical Scheme. For any given integer $k \geq 2$, we denote by $V_h$ the subspace of $W(K)$ consisting of piecewise polynomials in the following form

$$(3.1) \quad V_h := \{ v = \{ v_0, v_b, v_g \} : v|_T \in P_k(T) \times P_k(e) \times [P_{k-1}(e)]^d, \ e \in \partial T, T \in T_h \}.$$

Denote by $V_h^0$ the subspace of $V_h$ with vanishing boundary value for $v_b$ on the boundary $\partial \Omega$. That is,

$$(3.2) \quad V_h^0 := \{ v = \{ v_0, v_b, v_g \} \in V_h : v_b|_e = 0, \ e \in \partial \Omega \}.$$

Let $W_h$ be a linear space of polynomials satisfying

$$(3.3) \quad W_h := \{ \sigma : \sigma|_T \in P_l, l = k - 2, \text{ or } k - 1, \ T \in T_h \}.$$

Let the weak differential operator $\mathcal{L}_w$ be given by

$$\mathcal{L}_w := \sum_{i,j=1}^d a_{ij} \partial^2_{ij,w},$$

where $\partial^2_{ij,w}$ is the weak second order partial derivative operator defined in (3.2) with $S_r = W_h$. Introduce the following $L^p$ stabilizer for any $p \geq 1$:

$$s(v) := \begin{cases} \frac{1}{p} \sum_{T \in T_h} \int_{\partial T} \left( h_T^{1-2p} |v_0 - v_b|^p + h_T^{1-p} |\nabla v_0 - v_g|^p \right) ds, \quad p \in [1, \infty), \\
\sup_{T \in T_h} \left( h_T^{-2} ||v_0 - v_b||_{0,\infty,\partial T} + h_T^{-1} ||\nabla v_0 - v_g||_{0,\infty,\partial T} \right), \quad p = \infty. \end{cases}$$
Here \( v = \{v_0, v_b, v_g\} \) stands for weak finite element functions defined on the finite element partition \( T_h \), and \( h_e \) denotes the length of the edge \( e \in \mathcal{E}_h \). We are now in a position to present a numerical scheme for (1.1) by following the usual primal-dual weak Galerkin finite element method with the new \( L^p \) stabilizer.

**Algorithm 1 (\( L^p \)-Weak Galerkin).** The second-order elliptic equation (1.1) can be discretized as a constrained optimization problem by seeking \( u_h \in S_h \) such that

\[
(3.4) \quad u_h = \arg \min_{v \in S_h} s(v),
\]

where \( S_h \) is the set of admissible functions

\[
(3.5) \quad S_h := \{v \in V_0^h : (\mathcal{L}_w v, w) = (f, w) \quad \forall w \in W_h\}.
\]

Note that (3.4) basically states that \( u_h \) is the finite element function which satisfies the given PDE (1.1) weakly on each element \( T \), plus minimizing the mismatch on the boundary of each element in the \( L^p \) norm.

For any \( \chi_h \in V_h \), denote by \( Ds(\chi_h) \) the Fréchet derivative at \( \chi_h \). It is not hard to show that the action of the derivative at each \( v \in V_0^h \) is given by

\[
(3.6) \quad \langle Ds(\chi_h), v \rangle = \sum_{T \in T_h} h_T^{1-2p} \langle |\chi_0 - \chi_b|^{p-1} sgn(\chi_0 - \chi_b), v_0 - v_b \rangle_{\partial T} + h_T^{1-p} \langle |\nabla \chi_0 - \chi_g|^{p-1} sgn(\nabla \chi_0 - \chi_g), \nabla v_0 - v_g \rangle_{\partial T}.
\]

for \( 1 \leq p < \infty \).

By introducing a Lagrange multiplier \( \lambda_h \in W_h \), the constrained minimization problem (3.4) can be formulated as follows: Find \( u_h \in V_0^h \) and \( \lambda_h \in W_h \) such that

\[
(3.7) \quad \langle Ds(u_h), v \rangle + (\mathcal{L}_w v, \lambda_h) = 0, \quad \forall v \in V_0^h
\]

\[
(3.8) \quad (\mathcal{L}_w u_h, \sigma) = (f, \sigma), \quad \forall \sigma \in W_h.
\]

As for \( p = \infty \), the functional \( s(\cdot) \) is not Fréchet differentiable so that no traditional Euler-Lagrange formulation is possible for the corresponding weak Galerkin finite element scheme.

**4. Min-Max Characterization.** For simplicity, we introduce the Lagrangian for the constrained optimization problem (3.4)

\[
J(v, \sigma) := s(v) + b_h(v, \sigma) - (f, \sigma),
\]

where \( b_h(v, \sigma) := (\mathcal{L}_w v, \sigma) \) is a bilinear form. The equations (3.7) - (3.8) indicate that the numerical solution \( (u_h; \lambda_h) \) is a critical point of the Lagrangian. In this section, we show that this critical point is indeed a saddle point of the same Lagrangian.

Observe that at the critical point \( (u_h; \lambda_h) \), the equation (3.8) holds true so that \( u_h \) is a weak function in the admissible set \( S_h \). Moreover, we have

\[
J(u_h, \lambda_h) = s(u_h).
\]

In fact, for any admissible function \( v \in S_h \), one has \( J(v, \sigma) = s(v) \) so that

\[
\max_{\sigma \in W_h} J(v, \sigma) = s(v).
\]
It follows that
\begin{equation}
J(u_h, \sigma) = s(u_h) = J(u_h, \lambda_h), \quad \forall \sigma \in W_h.
\end{equation}

As the functional $J(v, \lambda_h)$ is convex in $v$, the condition of $D_v J(u_h, \lambda_h) = 0$ implies that $u_h$ is a global minimizer of the functional $v \to J(v, \lambda_h)$; i.e.,
\begin{equation}
J(u_h, \lambda_h) \leq J(v, \lambda_h), \quad \forall v \in V_h^0.
\end{equation}

Combining (4.1) with (4.2) yields
\begin{equation}
J(u_h, \sigma) \leq J(u_h, \lambda_h) \leq J(v, \lambda_h) \quad \forall v \in V_h^0, \sigma \in W_h,
\end{equation}
which shows that the critical point $(u_h; \lambda_h)$ is a saddle point of the functional $J(\cdot, \cdot)$.

In summary, the constrained minimization problem (3.4) can be formulated as a min-max problem that seeks $u_h$ and $\lambda_h$ such that
\begin{equation}
(u_h; \lambda_h) = \arg \min_{v \in V_h^0} \arg \max_{\sigma \in W_h} J(v, \sigma).
\end{equation}

5. Solution Existence and Uniqueness. As a convex minimization problem, the numerical scheme (3.4) must have a solution $u_h$ in the corresponding finite element space. The following is a result on the solution uniqueness.

**Theorem 5.1.** For any $p \in (1, \infty)$, the constrained minimization problem (3.4) has one and only one solution, provided that the mesh size is sufficiently small.

**Proof.** Let $u_h^{(1)}$ and $u_h^{(2)}$ be two minimum points. It follows that
\begin{equation}
s(v^{(j)}) \leq s(v), \quad \forall v \in S_h.
\end{equation}

Note that $s(v)$ is the integral of $|v_0 - v_b|^p$. For any two real numbers $a$ and $b$, one has
\[|a + b|^p \leq 2^{p-1}(|a|^p + |b|^p),\]
and the equality holds true if and only if $a = b$. The above inequality is equivalent to
\[|(a + b)/2|^p \leq (|a|^p + |b|^p)/2.\]

It follows that
\begin{equation}
s((u_h^{(1)} + u_h^{(2)})/2) \leq \left(s(u_h^{(1)}) + s(u_h^{(2)})\right)/2 = \min_{v \in S_h} s(v).
\end{equation}

Furthermore, the above equality holds true if and only if
\[u_0^{(1)} - u_0^{(1)} = u_0^{(2)} - u_0^{(2)}, \quad \nabla u_0^{(1)} - u_g^{(1)} = \nabla u_0^{(2)} - u_g^{(2)}.\]

Or equivalently
\begin{equation}
(u_0^{(1)} - u_0^{(2)}) = u_0^{(1)} - u_0^{(2)}, \quad \nabla (u_0^{(1)} - u_0^{(2)}) = u_g^{(1)} - u_g^{(2)}.
\end{equation}

Next, observe that
\begin{equation}
(L_w(u_h^{(1)} - u_h^{(2)}), \sigma) = 0, \quad \forall \sigma \in W_h.
\end{equation}
and with the smoothness condition (5.1), the weak action $\partial^2_{ij,w}(u_h^{(1)} - u_h^{(2)})$ is the same as the strong action $\partial^2_{ij}(u_h^{(1)} - u_h^{(2)})$. It follows that

$$\langle \mathcal{L}(u_h^{(1)} - u_h^{(2)}), \sigma \rangle = 0.$$  

Our goal is to show that $e_h = u_h^{(1)} - u_h^{(2)} = 0$. To this end, we first denote by $Q_h$ the $L^2$ projection operator from $V_h^0$ onto $W_h$, and then chose $\sigma = Q_h(\mathcal{L}e_h)$ in (5.2) to obtain

$$Q_h(\mathcal{L}e_h) = 0.$$  

It follows that

$$\mathcal{L}e_h = (I - Q_h)\mathcal{L}e_h = \sum_{i,j=1}^d (I - Q_h)(a_{ij} - \bar{a}_{ij})\partial^2_{ij}e_h.$$  

Here and in the following, $I$ denotes the identity operator, and $\bar{a}_{ij}$ denotes the cell-average of $a_{ij}$, i.e.,

$$(5.3) \quad \bar{a}_{ij}|_T := \frac{1}{|T|} \int_T a_{ij}. $$  

As $a_{ij}$ is continuous on each element $T$, we then have

$$\|\mathcal{L}e_h\|_{0,p} \leq C\varepsilon \|\nabla^2e_h\|_{0,p}.$$  

Here and in the following, $C$ is a constant independent of the mesh size $h$, which is not necessarily the same at each appearance. Then the $W^{2,p}$-regularity assumption implies that

$$\|e_h\|_{2,p} \leq C\|\mathcal{L}e_h\|_{0,p}.$$  

Combining the last two estimates gives

$$\|e_h\|_{2,p} \leq C\|e_h\|_{2,p}.$$  

Thus, we have $e_h \equiv 0$ when the mesh size is sufficiently small. 

6. Error Estimates. We establish in this section some error estimates for the numerical solution.

6.1. $L^q$-estimate for the Lagrangian multiplier. This subsection is dedicated to the $L^q$ estimate for the Lagrangian multiplier $\lambda_h$ with $q = p/(p - 1)$. To this end, we first introduce some projections operators.

For each element $T$, we denote by $Q_0$ the $L^2$ projection operator onto $P_k(T), k \geq 2$. For each edge or face $e \subset \partial T$, denote by $Q_b$ and $Q_g$ the $L^2$ projection operators onto $P_k(e)$ and $[P_{k-1}(e)]^d$, respectively. For any $v \in H^2(\Omega)$, denote by $Q_hv$ the $L^2$ projection onto the weak finite element space $V_h$ such that on each element $T$,
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Here and in the following, $I$ denotes the identity operator, and $\bar{a}_{ij}$ denotes the cell-average of $a_{ij}$, i.e.,
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6. Error Estimates. We establish in this section some error estimates for the numerical solution.

6.1. $L^q$-estimate for the Lagrangian multiplier. This subsection is dedicated to the $L^q$ estimate for the Lagrangian multiplier $\lambda_h$ with $q = p/(p - 1)$. To this end, we first introduce some projections operators.
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It has been proved in [24] that the projection operator $Q_h$ satisfies the following commutative property:

\[(6.1) \quad \partial^2_{ij,w}(Q_h v) = Q_h(\partial^2_{ij} v), \quad i,j = 1, \ldots, d.\]

Here $Q_h$ is the $L^2$ projection operator onto $W_h$.

**Theorem 6.1.** Assume that the coefficient matrix $\{a_{ij}\}_{d \times d}$ in (1.1) is piecewise continuous on each element, and $u_h$ is the numerical solution arising from (3.4) with $p \geq 1$, and $\lambda_h$ is the Lagrangian multiplier for the variational problem. Then the following estimate holds true

\[(6.2) \quad \|\lambda_h\|_{0,q} \leq \left\{ \begin{array}{ll}
C_s(u_h)^{\frac{q}{2}}, & q \in (1, \infty), \\
C, & q = 1, \infty,
\end{array} \right.
\]

provided that the mesh size $h$ is sufficiently small.

**Proof.** Let $P_0 \in \Omega$ be the point such that

\[|\lambda_h(P_0)| = \sup_{x \in \Omega} |\lambda_h(x)|,
\]

and denote by $\delta_{P_0}$ the regularized delta function associated with $P_0$. Let

\[\eta = \left\{ \begin{array}{ll}
|\lambda_h|^{q-1} sgn(\lambda_h), & q \in [1, \infty), \\
\delta_{P_0} sgn(\lambda_h(P_0)), & q = \infty,
\end{array} \right.
\]

and consider the dual problem of seeking $\Phi \in W^{1,p}_0 \cap W^{2,p}$ such that

\[L \Phi = \eta.
\]

By using the definition of $Q_h$ and $Q_h$ and the commutative property (6.1), we have

\[a_{ij} \partial^2_{ij,w} Q_h \phi = a_{ij} Q_h \partial^2_{ij} \phi = \bar{a}_{ij} Q_h \partial^2_{ij} \phi + (a_{ij} - \bar{a}_{ij}) Q_h \partial^2_{ij} \phi
= Q_h(a_{ij} \partial^2_{ij} \phi) + Q_h(\bar{a}_{ij} - a_{ij}) \partial^2_{ij} \phi + (a_{ij} - \bar{a}_{ij}) Q_h \partial^2_{ij} \phi.
\]

Here $\bar{a}_{ij}$ denotes the cell average of $a_{ij}$. Thus, for any function $\phi \in W^{2,p}(\Omega)$ and $\sigma \in W_h$, we get

\[\langle L \phi, \sigma \rangle = \sum_{i,j=1}^{d} (a_{ij} \partial^2_{ij,w} Q_h \phi, \sigma)
= (L \phi, \sigma) + \sum_{i,j=1}^{d} ((\bar{a}_{ij} - a_{ij})(I - Q_h) \partial^2_{ij} \phi, \sigma).
\]

Hence,

\[|\langle L \phi, \sigma \rangle - (L \phi, \sigma)| = \left| \sum_{i,j=1}^{d} ((\bar{a}_{ij} - a_{ij})(I - Q_h) \partial^2_{ij} \phi, \sigma) \right|
\leq C \varepsilon \sum_{i,j=1}^{d} \|Q_h \partial^2_{ij} \phi\|_{0,p} \|\sigma\|_{0,q}.
\]
Here $\varepsilon$ could be sufficiently small as the mesh size decreases.

We now consider the case of $q \in (1, \infty)$. By replacing $\phi$ with $\Phi$, we obtain
\[
\|\lambda_h\|_{0,q}^q = (\eta, \lambda_h) = (L\Phi, \lambda_h) \\
\leq |(L_w Q_h \Phi, \lambda_h) + (L\Phi, \lambda_h) - (L_w Q_h \Phi, \lambda_h)| \\
\leq |(L_w Q_h \Phi, \lambda_h) + C \varepsilon \sum_{i,j=1}^d |(I - Q_h) \partial_{ij}^2 \Phi| _{0,p} \|\lambda_h\|_{0,q} \\
\leq |(L_w Q_h \Phi, \lambda_h) + C \varepsilon \|\eta\|_{0,p} \|\lambda_h\|_{0,q} \\
\leq |(L_w Q_h \Phi, \lambda_h) + C \varepsilon \|\lambda_h\|_{0,q}^q,
\]
which leads to
\[
(1 - C\varepsilon)\|\lambda_h\|_{0,q}^q \leq |(L_w Q_h \Phi, \lambda_h)| = |\langle Ds(u_h), Q_h \Phi \rangle|.
\]

Here in the second step, we have used the equation (6.4). Recall that
\[
\langle Ds(u_h), Q_h \Phi \rangle = \sum_{T \in T_h} h_T^{1-2p} |(u_0 - u_b)|^{p-1} sgn(u_0 - u_b), Q_0 \Phi - Q_b \Phi |_{0,p} \Phi_T \\
+ h_T^{1-2p} |(\nabla u_0 - u_0)|^{p-1} sgn(\nabla u_0 - u_0), \nabla Q_0 \Phi - \nabla Q_b \Phi |_{0,p} \Phi_T.
\]
For simplicity, we shall deal with the estimate for the first term on the right-hand side. This can be done by using the usual Hölder’s inequality as follows.
\[
|(u_0 - u_b)|^{p-1} sgn(u_0 - u_b), Q_0 \Phi - Q_b \Phi |_{0,p} \Phi_T \leq \|u_0 - u_b\|_{0,p,0,T}^{p/q} \|Q_0 \Phi - Q_b \Phi\|_{0,p,0,T}.
\]

Summing over all element $T \in T_h$ yields
\[
\sum_T |(u_0 - u_b)|^{p-1} sgn(u_0 - u_b), Q_0 \Phi - Q_b \Phi |_{0,p} \Phi_T | \\
\leq \left( \sum_T |u_0 - u_b|_{0,p,0,T}^p \right)^{1/q} \left( \sum_T \|Q_0 \Phi - Q_b \Phi\|_{0,p,0,T}^p \right)^{1/p} \\
\leq C \left( \sum_T |u_0 - u_b|_{0,p,0,T}^p \right)^{1/q} h^{2 - 1/p} \|\Phi\|_{2,p} \\
\leq Ch^{2 - 1/p} \left( \sum_T |u_0 - u_b|_{0,p,0,T}^p \right)^{1/q} \|\lambda_h\|_{0,q}^{q/p}.
\]

Consequently,
\[
|\langle Ds(u_h), Q_h \Phi \rangle| \leq Ch^{1-2p} h^{2 - 1/p} \left( \sum_T |u_0 - u_b|_{0,p,0,T}^p \right)^{1/q} \|\lambda_h\|_{0,q}^{q/p}.
\]

Substituting the above error bound into (6.5), we have
\[
\|\lambda_h\|_{0,q} \leq Ch^{1-2p} h^{2 - 1/p} \left( \sum_T |u_0 - u_b|_{0,p,0,T}^p \right)^{1/q} \\
\leq C \left( \sum_T h^{1-2p} |u_0 - u_b|_{0,p,0,T}^p \right)^{1/q} = Cs(u_h)^{1/q}.
\]
We next consider the case for $q = 1, \infty$. By following the same argument as adopted for (6.4), we obtain

$$\| \lambda_h \|_{a,q} \leq |(L_w Q_h \Phi, \lambda_h)| + C\varepsilon \| \lambda_h \|_{a,q} = |b_h(Q_h \Phi, \lambda_h)| + C\varepsilon \| \lambda_h \|_{a,q}, \quad q = 1, \infty. \tag{6.6}$$

From the second half of the inequality (4.3), we have for all $c_0 \in \mathbb{R}, v \in V_h^0$,

$$s(u_h) + b_h(u_h, \lambda_h) \leq s(u_h + c_0 v) + b_h(u_h + c_0 v, \lambda_h),$$

which yields

$$s(u_h) \leq s(u_h + c_0 v) + b_h(c_0 v, \lambda_h), \quad \forall c_0 \in \mathbb{R}. \tag{6.7}$$

Note that the above inequality is valid for all real number $c_0$. By choosing $c_0 = -sgn(b_h(v, \lambda_h))$, we obtain

$$|b_h(v, \lambda_h)| \leq s(u_h - sgn(b_h(v, \lambda_h))v) - s(u_h) \leq \max(|s(u_h - v) - s(u_h)|, |s(u_h + v) - s(u_h)|) \leq s(v).$$

Here in the last step, we have used the following triangle inequality

$$|s(u) - s(v)| \leq |s(u - v)|,$$

which holds true for the case of $p = 1, \infty$. By the definition of $s(\cdot)$ and the trace inequality, we have

$$s(Q_h \Phi) \leq C \| \Phi \|_{2,q} \leq C \| \eta \|_{0,q} \leq C, \quad q = 1, \infty,$$

which yields, together with (6.7),

$$|b_h(Q_h \Phi, \lambda_h)| \leq s(Q_h \Phi) \leq C.$$

Plugging the above inequality into (6.10), we obtain (6.2) for $q = 1, \infty$. This completes the proof of the theorem. \[\square\]

6.2. Error estimates in a discrete $W^{2,p}$-norm. For any weak function $v = \{v_0, v_h, v_g\}$, define

$$\tilde{s}(v) = \left\{ \begin{array}{ll}
  s(v)^{\frac{1}{p}}, & p \in [1, \infty),
  
  s(v), & p = \infty.
\end{array} \right. \tag{6.8}$$

The following is a discrete $W^{2,p}$-norm for $v$:

$$\| v \|_{2,p,h} = \tilde{s}(v) + \| Q_h \mathcal{L} v_0 \|_{0,p}, \quad p \geq 1. \tag{6.9}$$

The following result provides a qualitative measure for the “discontinuity” of the finite element approximation $u_h$ through an estimation of $s(u_h)$ or $\tilde{s}(u_h)$.

**Theorem 6.2.** Assume that the exact solution $u$ satisfies $u \in W^{k+1,p}(\Omega)$. For the numerical solution $u_h$ arising from (3.4) with $p \geq 1$, the following estimate holds true

$$\tilde{s}(u_h) \leq C h^{k-1} \| u \|_{k+1,p}. \tag{6.10}$$
Furthermore, combining the above estimate with (6.2) yields
\[
\|\lambda_h\|_{0,q}^q \leq C h^{(k-1)p} \|u\|_{k+1,p}^p, \quad q \in (1, \infty), \\
\|\lambda_h\|_{0,q} \leq C, \quad q = 1, \infty.
\]

**Proof.** From the saddle-point property of the Lagrangian \(J(v, \sigma)\) we have
\[
s(u_h) = J(u_h, \lambda_h) \leq J(v, \lambda_h) = s(v) + (\mathcal{L}_w v, \lambda_h) - (f, \lambda_h)
\]
for all \(v \in V_h^0\). In particular, by choosing \(v = Q_h u\) we obtain
\[
s(u_h) \leq s(Q_h u) + (\mathcal{L}_w Q_h u, \lambda_h) - (f, \lambda_h) = s(Q_h u) + (\mathcal{L}_w Q_h u, \lambda_h) - (\mathcal{L} u, \lambda_h).
\]
From the estimate (6.3) we have
\[
s(u_h) \leq s(Q_h u) + C \varepsilon \| (I - Q_h) \nabla^2 u \|_{0,p} \| \lambda_h \|_{0,q}.
\]
Substituting the estimate (6.2) to the right-hand side of the above inequality yields
\[
s(u_h) \leq s(Q_h u) + C \varepsilon \| (I - Q_h) \nabla^2 u \|_{0,p} s(u_h)^{1/q}, \quad q \in (1, \infty),
\]
and
\[
s(u_h) \leq s(Q_h u) + C \varepsilon \| (I - Q_h) \nabla^2 u \|_{0,p}, \quad q = 1, \infty.
\]
Now from the inequality \(ab \leq \rho a^p + \rho^{-q/p} b^q\) and the estimate
\[
\| (I - Q_h) \nabla^2 u \|_{0,p} \leq C h^{k-1} \| u \|_{k+1,p}
\]
we have
\[
s(u_h) \leq \begin{cases} 
  s(Q_h u) + C h^{(k-1)p} \| u \|_{k+1,p}^p, & p \in (1, \infty), \\
  s(Q_h u) + C h^{k-1} \| u \|_{k+1,p}, & p = 1, \infty,
\end{cases}
\]
or equivalently,
\[
s(u_h) \leq \tilde{s}(Q_h u) + C h^{k-1} \| u \|_{k+1,p}, \quad p \geq 1.
\]

(6.11)

The term \(\tilde{s}(Q_h u)\) can be handled as follows. For any \(p \in [1, \infty)\), using the trace inequality, we arrive at
\[
\int_{\partial T} |Q_0 u - Q_b u|^p \, ds \leq C \int_{\partial T} |Q_0 u - u|^p \, ds \\
\leq C h^{\frac{1}{p}} \left( \| u - Q_0 u \|_{0,p,T}^p + h \| \nabla (u - Q_0 u) \|_{0,p,T}^p \right) \\
\leq C h^{-1} h^{p(k+1)} \| u \|_{k+1,p,T}^p.
\]
Following the same argument, we obtain
\[
\int_{\partial T} |\nabla (Q_0 u) - Q_b (\nabla u)|^p \, ds \leq C h^{-1} h^{pk} \| u \|_{k+1,p,T}^p,
\]
Thus,

\[ \bar{s}(Q_h u) \leq C h^{(k-1)} \|u\|_{k+1,p}, \quad p \in [1, \infty). \]

The same analysis can be applied to the estimate for the case of \( p = \infty \). Substituting the above inequality into (6.11) yields the desired result (6.10). This completes the proof of the theorem. \( \square \)

Next, we would like to estimate \( \|u_h - Q_h u\|_{2,p,h} \), where \( Q_h \) is the \( L^2 \) projection operator into the finite element space \( V_h \).

**Theorem 6.3.** Assume that \( u \in W^{k+1,p}(\Omega) \) and let \( u_h \) be its numerical approximation arising from (3.4) with \( p \geq 1 \). Then, the following estimate holds true

\[ \|u_h - Q_h u\|_{2,p,h} \leq C h^{k-1} \|u\|_{k+1,p}. \]  

**Proof.** First, we note that

\[ \bar{s}(u_h - Q_h u) \leq \bar{s}(u_h) + \bar{s}(Q_h u) \leq C h^{k-1} \|u\|_{k+1,p}, \quad \forall p \geq 1. \]

Second, for any function \( \phi \in L^q(\Omega) \) and weak function \( v = \{v_0, v_b, v_g\} \in V_h^0 \), we have from (6.12) and the integration by parts that

\[
(L_w v, \phi)_T = \sum_{i,j=1}^{d} (a_{ij} \partial_{ij,w} v^i, \phi)_T = \sum_{i,j=1}^{d} (\partial_{ij} Q_h(a_{ij} \phi))_T \\
= \sum_{i,j=1}^{d} (\{v_{gi} - \partial_i v_0, Q_h(a_{ij} \phi)n_j\}_{\partial T}) \\
- \sum_{i,j=1}^{d} \{v_b - v_0, \partial_j (Q_h(a_{ij} \phi))n_i\}_{\partial T} \\
= (L_v, \phi)_T + \sum_{i,j=1}^{d} \{v_{gi} - \partial_i v_0, Q_h(a_{ij} \phi)n_j\}_{\partial T} - \{v_b - v_0, \partial_j (Q_h(a_{ij} \phi))n_i\}_{\partial T},
\]

which gives, together with the trace and inverse inequality,

\[ |(L_w v, \phi) - (L_v, \phi)| \leq C \bar{s}(v) \sum_{i,j=1}^{d} \|Q_h(a_{ij} \phi)\|_{0,q}, \quad \forall \phi \in L^q(\Omega). \]

In particular, we have

\[
|(Q_h L_w v, \phi) - (Q_h L_v, \phi)| = |(L_w v, Q_h \phi) - (L_v, Q_h \phi)| \\
\leq C \bar{s}(v) \|\phi\|_{0,q}.
\]

By choosing \( v = u_h - Q_h u \) in the above inequality we obtain

\[ |(Q_h L(u_0 - Q_0 u, \phi)| \leq C |(Q_h L(u_h, Q_h u), \phi)| + C \bar{s}(u_h - Q_h u) \|\phi\|_{0,q}. \]
On the other hand, by (6.8) and (6.10), we get
\[ |(Q_h L_w(u_h - Q_h u), \phi)| = |(L_w(u_h - Q_h u), Q_h \phi)| \]
\[ = \left| \sum_{i,j=1}^d (a_{ij} Q_h \partial_{ij}^2 u, Q_h \phi) \right| \]
\[ \leq C h^{k-1} ||u||_{k+1,p} ||\phi||_{0,q}. \]

Plugging the above estimate and (6.13) into (6.15), we have
\[ |(Q_h L(u_0 - Q_0 u), \phi)| \leq C h^{k-1} ||u||_{k+1,p} ||\phi||_{0,q}, \]
which leads to
\[ ||Q_h L(u_0 - Q_0 u)||_{0,p} \leq C h^{k-1} ||u||_{k+1,p}. \]
Then the desired result follows. This completes the proof of the theorem. □

6.3. Error estimates in \( L^p \) and \( W^{1,p} \). In this section, we shall derive error estimates for \( u_h \) in the usual \( L^p \) and \( W^{1,p} \) norms. To this end, consider the auxiliary problem that seeks an unknown function \( \varphi \) such that
\[ L^* \varphi := \sum_{i,j=1}^d \partial_{ij}^2 (a_{ij} \varphi) = 0, \quad \text{in } \Omega, \]
\[ \varphi = 0, \quad \text{on } \partial \Omega, \]
where \( \theta \) is a given function in \( L^q(\Omega) \). Assume the dual problem (6.17) has the usual \( W^{2,q} \)-regularity in the sense that the solution is in \( W^{2,q}(\Omega) \) and satisfies
\[ \|\varphi\|_{2,q} \leq C \|\theta\|_{0,q}. \]

**Lemma 6.4.** Assume that the coefficient \( a_{ij} \in C^1(\Omega) \), then for any weak function \( v = \{v_0, v_b, v_g\} \), and \( \varphi \in W^{2,q}(\Omega) \) with \( \varphi = 0 \) on \( \partial \Omega \), there holds
\[ (v_0, L^* \varphi) = \sum_{i,j=1}^d (\partial_{ij}^2 v, a_{ij} \varphi) - \sum_{T \in \mathcal{T}_h} \sum_{i,j=1}^d (a_{ij} \varphi - Q_h(a_{ij} \varphi), (\partial_i v_0 - v_{gi})n_j)_{\partial T} \]
\[ + \sum_{T \in \mathcal{T}_h} \sum_{i,j=1}^d ((v_0 - v_b)n_i, \partial_j (a_{ij} \varphi) - \partial_j Q_h(a_{ij} \varphi))_{\partial T}. \]

Here we omit the proof since it has been proved in [25].

**Theorem 6.5.** Assume \( u \in W^{k+1,p}(\Omega) \) and let \( u_h \) be its numerical solution arising from (6.7) with \( p \geq 1 \). Assume that the coefficient \( a_{ij} \in C^1(\Omega) \) satisfies \( a_{ij}|_T \in W^{2,\infty}(T) \) for all \( T \in \mathcal{T}_h, i, j \leq d \), and the dual problem (6.17) has the \( W^{2,q}(\Omega) \) regularity with the a priori estimate (6.13). Then, the following estimate holds true
\[ \|u_h - u\|_{0,p} \leq C h^{k+1} ||u||_{k+1,p}, \quad k \geq 2, \]
provided that $P_1(T) \subset W_h(T)$ for all $T \in \mathcal{T}_h$ and the mesh size $h$ is sufficiently small. In the case that $W_h(T)$ does not contain all the linear functions, the above estimate should be replaced by

\begin{equation}
\|u_h - u\|_{0,p} \leq C h^k \|u\|_{k+1,p}, \quad k \geq 2.
\end{equation}

**Proof.**

Set

$$e_h = u_h - Q_h u = \{u_0 - Q_0 u, u_b - Q_b u, u_g - Q_g u\} = \{e_0, e_b, e_g\}.$$  

For any given function $\theta \in L^q(\Omega)$, let $\varphi$ be the solution of (6.17). From Lemma 6.3, we have

\begin{equation}
(\theta, e_0) = \sum_{i,j=1}^d (\partial_{ij}^2 e_h, a_{ij} \varphi) - \sum_{T \in \mathcal{T}_h} \sum_{i,j=1}^d (a_{ij} \varphi - Q_h(a_{ij} \varphi), (\partial_i e_0 - e_{gi})n_j)_{\partial T}
\end{equation}

$$+ \sum_{T \in \mathcal{T}_h} \sum_{i,j=1}^d (e_{0i} - e_{b})n_i, \partial_j(a_{ij} \varphi) - \partial_j Q_h(a_{ij} \varphi))_{\partial T}
= (L_w e_h, \varphi - Q_h \varphi) + (L_w Q_h u, Q_h \varphi) + I_3 + I_4 = I_1 + I_2 + I_3 + I_4.
$$

We next estimate $I_i$, $i \leq 4$ respectively. By (6.14) and (6.12), and the property of the $L^2$ projection operator $Q_h$, we have

$$|I_1| = |(L_w e_h, \varphi - Q_h \varphi)| \lesssim |(L e_0, \varphi - Q_h \varphi)| + \bar{s}(e_h) \sup_{\Omega} \|\varphi - Q_h \varphi\|_{0,q}
\leq C h^{m+1} \big(\|e_0\|_{0,p} + \bar{s}(e_h)\|\varphi\|_{m+1,q}
\leq C h^{k+m} \sup_{\Omega} \|u\|_{k+1,p} \|\varphi\|_{m+1,q}.
$$

Here $m$ is an integer with $0 \leq m \leq 1$. As to $I_2$, we have from (6.1)

\begin{align*}
I_2 &= (L_w e_h, Q_h \varphi) = (f, Q_h \varphi) - (L_w Q_h u, Q_h \varphi)
= (L u, Q_h \varphi) - \sum_{i,j=1}^d (a_{ij} Q_h \partial_{ij}^2 u, Q_h \varphi)
= \sum_{i,j=1}^d (a_{ij} (I - Q_h) \partial_{ij}^2 u, Q_h \varphi)
= (\langle (I - Q_h) \partial_{ij}^2 u, (I - Q_h)(a_{ij} Q_h \varphi)\rangle).
\end{align*}

Thus,

\begin{equation}
|I_2| \leq C h^{m+1} \|\langle (I - Q_h) \partial_{ij}^2 u\|_{0,p} \|\varphi\|_{m+1,q} \leq C h^{k+m} \|u\|_{k+1,p} \|\varphi\|_{m+1,q}.
\end{equation}

By the Cauchy-Schwartz inequality and the trace inequality, we have the following estimate for $I_3$ when $p \in [1, \infty)$,

\begin{align*}
|I_3| &\lesssim \left( \sum_{T \in \mathcal{T}_h} h_T^{(1-p)} \right) \left( \sum_{T \in \mathcal{T}_h} \bar{s}(e_h) p \|\varphi - Q_h \varphi\|_{0,q} \|\nabla (\varphi - Q_h \varphi)\|_{0,q} \right)^{\frac{1}{p}}
\lesssim \left( \sum_{T \in \mathcal{T}_h} h_T^{(p-1)q/p} \right) \left( \sum_{T \in \mathcal{T}_h} \|\varphi - Q_h \varphi\|_{0,q} \right) \lesssim h^{k+m} \|u\|_{k+1,p} \|\varphi\|_{m+1,q}.
\end{align*}
and for \( p = \infty \),

\[
|I_3| \lesssim \sup_{T \in \mathcal{T}_h} h_T^{-1} \| \nabla e_0 - e_g \|_{0, \infty, \partial T} \sum_{T \in \mathcal{T}_h} \frac{1}{h_T} \int_{\partial T} h_T |\varphi - Q_h \varphi| ds \\
\lesssim \| e_h \|_{2, \infty, h} (|\varphi - Q_h \varphi|_{0, 1} + h \| \nabla (\varphi - Q_h \varphi) \|_{0, 1}) \\
\lesssim h^{k+m} \| u \|_{k+1, \infty} \| \varphi \|_{m+1, 1}.
\]

The same argument can be applied to yield the following estimate for \( I_4 \):

\[
|I_4| \lesssim h^{k+m} \| u \|_{k+1, p} \| \varphi \|_{m+1, q}, \quad \forall p \geq 1.
\]

Combining the above estimates yields

\[
(6.22) \quad |(\nabla e_0, \eta)| \lesssim h^{k+m} \| u \|_{k+1, p} \| \varphi \|_{m+1, q}, \quad 0 \leq m \leq 1.
\]

Note that when \( P_1(T) \subset W_h(T) \) and \( a_{ij}|_T \in W^{2, \infty}(T) \), the above inequality holds true with \( m = 1 \). The desired error estimate (6.19) then follows from the above inequality and the regularity (6.18). If \( W_h(T) \) does not include all the linear functions, then one would only have

\[
\| Q_h \varphi - \varphi \|_{0, q} \leq Ch \| \varphi \|_{1, q},
\]

which implies that (6.22) is valid only with \( m = 0 \) and so is the error estimate (6.20). This completes the proof. \( \square \)

**Theorem 6.6.** Assume the exact solution satisfies \( u \in W^{k+1, p}(\Omega) \) and let \( u_h \) be its numerical solution arising from (3.4) with \( p \geq 1 \). Assume that the coefficient \( a_{ij} \in C^1(\Omega) \), and the dual problem (6.17) has the \( W^{2, q}(\Omega) \) regularity with the a priori estimate (6.18). Then the following error estimate holds true

\[
(6.23) \quad \| \nabla (u_0 - u) \|_{0, p} \leq C h^k \| u \|_{k+1, p}.
\]

**Proof.** For any given vector field \( \eta \in [C^1(\Omega)]^d \) with \( \eta = 0 \) on \( \mathcal{E}_h \), let \( \varphi \) be the solution of the dual problem (6.17) with \( \theta = -\nabla \cdot \eta \). It follows that

\[
(\nabla e_0, \eta) = -(e_0, \nabla \cdot \eta) = (e_0, \theta) = I_1 + I_2 + I_3 + I_4,
\]

Here \( I_i, i \leq 4 \) are exactly the same as in the proof of Theorem 6.5. By choosing \( m = 0 \) in (6.22), we get

\[
| (\nabla e_0, \eta) | \leq C h^k \| u \|_{k+1, p} \| \varphi \|_{1, q} \leq C h^k \| u \|_{k+1, p} \| \eta \|_{0, q}.
\]

As the set of all such vector fields \( \eta \) is dense in \([L^q(\Omega)]^d\), we thus have

\[
\| \nabla e_0 \|_{0, p} \leq C h^k \| u \|_{k+1, p}.
\]

The error estimate (6.23) then follows from the triangle inequality and the approximation property of the \( L^2 \) projection operator. This completes the proof. \( \square \)

**7. Algorithm and Implementation.** In this section, we develop a fixed-point iterative algorithm for solving the minimization problem (3.4) based on the \( L^p \) stabilizer for \( p \neq 2 \). For simplicity, we present only the case \( p = 1 \). Other cases can be handled in similar manners.
7.1. An equivalent matrix form of the minimization problem. We first reformulate the constrained minimization problem (3.3) as an equivalent discrete minimization problem in $\mathbb{R}^N$.

Recalling the definition of $V_h^0$ in (3.1)-(3.2), a function $v_h \in V_h^0$ can be represented as a triple

$$v_h = \{v_0, v_b, v_g\}, \text{ with } v_g = (v_{g1}, \ldots, v_{gd}).$$

Suppose that we have chosen bases $\{\phi_{0,n}\}_{n=1}^{N_1}, \{\phi_{b,n}\}_{n=1}^{N_2}, \{\phi_{g,n}\}_{n=1}^{N_3}$ for $v_0, v_b, v_g$, $1 \leq j \leq d$, respectively. With the bases, we have that

$$v_0 = \sum_{i=1}^{N_1} v_{0,i} \phi_{0,i}, \quad v_b = \sum_{i=1}^{N_2} v_{b,i} \phi_{b,i}, \quad v_g = \sum_{i=1}^{N_3} v_{g,i} \phi_{g,i},$$

where $v_{0,i}, v_{b,i}, v_{g,i}$ are real numbers. Define $N := N_1 + N_2 + dN_3$ and

$$v := (v_1, \ldots, v_N)^T = (v_0, v_b, v_{g1}, \ldots, v_{gd})^T,$$

where

$$v_0 = (v_{0,1}, \ldots, v_{0,N_1}), \quad v_b = (v_{b,1}, \ldots, v_{b,N_2}), \quad v_g = (v_{g,1}, \ldots, v_{g,N_3}), \quad 1 \leq j \leq d.$$

We call $v$ the coefficient vector of $v_h$. Clearly, the vector $v$ is uniquely determined by the function $v_h$ and vice versa. Let

$$\phi := (\phi_1, \ldots, \phi_n)^T = (\{\phi_{0,n}\}_{n=1}^{N_1}, \{\phi_{b,n}\}_{n=1}^{N_2}, \{\phi_{g,n}\}_{n=1}^{N_3})^T,$$

and $\{\psi_m\}_{m=1}^M$ be a basis of $W_h$. With the definition of $S_h$ in (3.5), a function $v_h \in S_h \subset V_h^0$ has the following variational equation

$$(\mathcal{L}_w v_h, \psi_m) = (f, \psi_m), \quad \text{for all } m = 1, 2, \ldots, M.$$

We introduce the matrix

$$(7.4) \quad A := (b_{m,n})_{M \times N}, \quad \text{with } b_{m,n} := \sum_{i,j=1}^d (a_{ij} \mathcal{L}_w \phi_n, \psi_m), \quad 1 \leq m \leq M, 1 \leq n \leq N.$$

The variational equation above becomes

$$(7.5) \quad A v = f, \quad \text{where } f := (f_1, \ldots, f_M)^T, \quad \text{with } f_m := (f, \psi_m), \quad 1 \leq m \leq M,$$

In other words, the function space $S_h$ defined in (3.5) can be represented as

$$S_h = \{v_h \in V_h^0 : Av = f\}.$$

Note that the discrete bilinear form $(\mathcal{L}_w v_h, \sigma)$ satisfies the $\inf$-$\sup$ condition (see 25) and thus, the matrix $A$ is of row full rank.

We denote by $N_e$ the cardinality of $E_h$ (i.e., the number of all edges). For any function $v_h := \{v_0, v_b, v_g\}$, we note that on each edge $e_i \in \partial T, T \in T_h, (v_0 - v_h)(x)$ and
where \(v_{gj}(x), 1 \leq j \leq d\), are polynomials of degree \(k\), that is, \((v_0 - v_b)(x), (\partial_j v_0 - v_{gj})(x) \in \mathbb{P}_k(e_i)\). By a scaling from \(e_i\) to the reference element \((0, 1)\), it follows that

\[
h_T^{1-2p} v_0 \big( v_0 - v_b(x) \big)_{e_i} = (h_{e_i})^{-1} \sum_{m=0}^{k} c_{i,m+1} t^m, \quad \text{for all } T \in \mathcal{T}_0, \ e_i \in \partial T, t \in (0, 1),
\]

where \(h_{e_i}\) denotes the length of \(e_i\) and the coefficients \(c_{i,m}\) are constants dependent on \(v := (v_1, \ldots, v_N)^T\). Denoting by \(\tilde{v}_i\), the vector representation of the function \(v_0 - v_b\) on \(e_i\) and defining \(c_i := (c_{i,1}, \ldots, c_{i,k+1})\), we introduce a linear local operator \(\tilde{B}_i : \mathbb{R}^{N_1+N_2} \rightarrow \mathbb{R}^{k+1}\) by

\[
\tilde{B}_i \tilde{v}_i = c_i, \ 1 \leq i \leq N_e.
\]

Let \(\tilde{B}_i \in \mathbb{R}^{(k+1) \times (N_1+N_2)}\) be the matrix representation of the operator \(\tilde{B}_i\). Then, we have that

\[
\tilde{B}_i \tilde{v}_i = c_i,
\]

where \(\tilde{B}_i = h_{e_i}^{-1} h_T^{2p-1} I\) with \(I\) the identity matrix for \(e_i \in \partial \Omega\), and

\[
(7.6) \quad \tilde{B}_i = h_{e_i}^{-1} h_T^{2p-1} \begin{pmatrix}
1 & 0 & \cdots & 0 & -1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & 0 & -1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & 0 & 0 & \cdots & -1
\end{pmatrix}
\]

for \(e_i \in \mathcal{E}_0^0\). Defining \(c := (c_{1}, \ldots, c_{N_e})^T\) and going through all element \(T \in \mathcal{T}_0\) and all edges of \(T\), we obtain a global matrix \(B_0 \in \mathbb{R}^{(k+1) N_e \times N_e}\) such that

\[
B_0 v = c
\]

with \(B_0\) dependent on the local matrix \(\tilde{B}_i\). Likewise, for each \(j\) with \(1 \leq j \leq d\), it follows that

\[
h_T^{1-p} (\partial_j v_0 - v_{gj})(x)_{e_i} = (h_{e_i})^{-1} \sum_{m=0}^{k} d_{i,m+1} t^m, \quad \text{for all } T \in \mathcal{T}_0, \ e_i \in \partial T, t \in (0, 1).
\]

Then we can construct the matrix \(B_j\) that satisfies

\[
B_j v = d^j,
\]

where \(d^j := (d_{j,1}, \ldots, d_{j,k+1})^T\) and \(d_i^j := (d_{i,1}, \ldots, d_{i,k+1})\).

We are now ready to rewrite the constrained minimization problem (3.4) in its equivalent discrete form. To this end, we define a convex function \(\varphi : \mathbb{R}^{(d+1)(k+1)N_e} \rightarrow \mathbb{R}\) by

\[
\varphi(q) := \sum_{i=1}^{(d+1)N_e} \int_0^1 \left| \sum_{m=0}^{k} q_{i,m+1} t^m \right| dt,
\]

for \(q := (q_1, \ldots, q_{(d+1)N_e})^T\), with \(q_i := (q_{i,1}, \ldots, q_{i,k+1})\). By defining

\[
B := (B_0^T, B_1^T, \ldots, B_d^T)^T,
\]

then the constrained minimization problem (3.4) can be rewritten as

\[
\min_{B \in \mathbb{R}^{(d+1)(k+1)N_e}} \varphi(q) \quad \text{subject to} \quad B \geq 0,
\]

where \(\varphi(q)\) is the objective function and \(B \geq 0\) is the set of constraints.
from the definition of \( s(\cdot) \) for \( p = 1 \), we identify \( s(v_h) \) as a composition of \( \varphi \) with \( B \), that is,

\[
s(v_h) = \varphi(Bv).
\]

Thus, it can be verified that the constrained minimization problem (3.4) is equivalent to

\[
u = \arg\min_{v \in \mathbb{R}^N, Av = f} (\varphi \circ B)(v).
\]

Let \( L \) denote the indicator function, defined at \( x \in \mathbb{R}^M \) by

\[
L(x) = \begin{cases} 
0, & \text{if } x = f, \\
+\infty, & \text{otherwise}.
\end{cases}
\]

The minimization problem (7.9) may be rewritten as

\[
u = \arg\min_{v \in \mathbb{R}^N} \{ \varphi(Bv) + L(Av) \}.
\]

Note that the domain of the indicator function \( L \) is convex, which indicates that \( L \) is convex. Consequently, (7.11) can be described as the minimum point of the sum of two convex functions. Actually, optimization problems which minimizes the sum of two convex functions has important applications in image and signal processing, and has been widely discussed and studied during the past decades (see, e.g., [4, 13, 15, 16, 17, 22]).

7.2. Characterization via a system of fixed-point equations. In this subsection, we characterize the solution of (7.11) in term of a system of fixed-point equations via the proximity operator of \( \varphi \) and \( L \). The system of fixed-point equations will serves as a basis for developing our iterative algorithm.

Noticing that the definition of function \( \varphi \) involves the absolute value function, it is not differentiable and neither is the indicator function \( L \). Thus, the standard gradient type methods are not applicable to the minimization problem (7.11). Inspired by the work [13, 15, 16, 17], we shall develop a fixed-point iterative algorithm for solving (7.11), without using gradient information of the functions \( \varphi \) and \( L \).

We begin with recalling the notion of the subdifferential and the proximity operator of a convex function.

**Definition 2.** Let \( \psi \) be a real-valued convex function on \( \mathbb{R}^m \). The subdifferential of \( \psi \) at \( x \in \mathbb{R}^m \) is defined by

\[
\partial \psi(x) := \{ y : y \in \mathbb{R}^m, \text{ and } \psi(z) \geq \psi(x) + \langle y, z - x \rangle, \text{ for all } z \in \mathbb{R}^m \},
\]

and the proximity operator of \( \psi \) is defined for \( x \in \mathbb{R}^m \) by

\[
\text{prox}_\psi(x) := \arg\min \left\{ \frac{1}{2} \langle v - x, v - x \rangle + \psi(v) : v \in \mathbb{R}^m \right\}.
\]

Here \( \langle \cdot, \cdot \rangle \) denotes the standard inner product on \( \mathbb{R}^m \).

The subdifferential of a convex function is intimately related to its proximity operator. According to [3, 17], we have the following relationship between the subdifferential and the proximity operator of a convex function:

\[
y \in \partial \psi(x) \text{ if and only if } x = \text{prox}_\psi(x + y). 
\]
Appealing to relation (7.12), we characterize the solution of (7.11) in terms of a system of fixed-point equations via the proximity operator of $\varphi$ and $L$.

**Proposition 7.1.** If $u \in \mathbb{R}^N$ is the solution of problem (7.11) with $A \in \mathbb{R}^{M \times N}$ and $B \in \mathbb{R}^{(d+1)(k+1)N_e \times N}$, then there exists vectors $x \in \mathbb{R}^M$ and $y \in \mathbb{R}^{(d+1)(k+1)N_e}$ such that for any positive constants $\alpha, \beta$,

\[
\begin{aligned}
\beta A^T x + \alpha B^T y &= 0, \\
y &= (I - \text{prox}_{\frac{1}{\alpha} \varphi})(Bu + y), \\
x &= (I - \text{prox}_{\frac{1}{\beta} L})(Au + x),
\end{aligned}
\]

(7.13)

where $I$ denotes the identity operator. Conversely, if there exist positive constants $\alpha, \beta$ and vectors $u \in \mathbb{R}^N$, $x \in \mathbb{R}^M$, $y \in \mathbb{R}^{(d+1)(k+1)N_e}$ satisfying (7.13), then $u$ is the solution of (7.11).

**Proof.** Let $u \in \mathbb{R}^N$ be the solution of problem (7.11). According to the Fermat rule and the definition of the subdifferential, we have that

\[0 \in \partial(\varphi \circ B)(u) + \partial(L \circ A)(u).\]

It follows that there exist $y_0 \in \partial(\varphi \circ B)(u)$ and $y_1 \in \partial(L \circ A)(u)$ such that $y_0 + y_1 = 0$. The chain rule

\[\partial(\varphi \circ B)(u) = B^T \partial \varphi(Bu)\]

ensures that there exists an

\[x_0 \in \partial \frac{1}{\alpha} \varphi(Bu)\]

satisfying $y_0 = \alpha B^T x_0$. Likewise, by the chain rule

\[\partial(L \circ A)(u) = A^T \partial L(Au),\]

there exists an

\[x_1 \in \partial \frac{1}{\beta} L(Au)\]

such that $y_1 = \beta A^T x_1$. Consequently, we obtain that

\[\alpha B^T x_0 + \beta A^T x_1 = 0.\]

(7.16)

By employing the equivalence relation (7.12), we observe that inclusions (7.14) and (7.15) are equivalent to

\[Bu = \text{prox}_{\frac{1}{\alpha} \varphi}(Bu + x_0)\]

and

\[Au = \text{prox}_{\frac{1}{\beta} L}(Au + x_1),\]

respectively. Or equivalently, we have that

\[x_0 = (I - \text{prox}_{\frac{1}{\alpha} \varphi})(Bu + x_0).\]

(7.17)
Thus, system (7.13) of the fixed-point equations follows from (7.16), (7.17) and (7.18).

Conversely, suppose that there exist positive constants \( \alpha, \beta \) and vectors \( u \in \mathbb{R}^N, x \in \mathbb{R}^M, y \in \mathbb{R}^{(d+1)(k+1)N_c} \) satisfying the system (7.13). According to the equivalence relation (7.12), we conclude that \( \alpha y \in \partial \varphi(Bu) \) and \( \beta x \in \partial L(Au) \). Consequently,

\[
0 = \alpha B^T y + \beta A^T x \in B^T \partial \varphi(Bu) + A^T \partial L(Au).
\]

Again, using the chain rule, we obtain that

\[
0 \in \partial (\varphi \circ B)(u) + \partial (L \circ A)(u).
\]

That is, the zero vector is in the subdifferential of the objective function at \( u \). By the Fermat rule, \( u \) is the solution of (7.11).

### 7.3. Iterative algorithm.

In light of the conclusion in Proposition 7.1, we design an iterative algorithm for finding the solution of (7.11) based on the system (7.13) of fixed-point equations.

Suppose that initial guesses \( u^0 \in \mathbb{R}^N, x^0 \in \mathbb{R}^M \) and \( y^0 \in \mathbb{R}^{(d+1)(k+1)N_c} \) are chosen. We construct an implicit iterative scheme from (7.13) as follows:

\[
\begin{align*}
\beta A^T x^{n+1} + \alpha B^T y^{n+1} &= 0, \\
y^{n+1} &= Bu^{n+1} - Bu^n + \left( I - \text{prox}_{\frac{1}{\alpha} \varphi} \right) (Bu^n + y^n), \\
x^{n+1} &= \left( I - \text{prox}_{\frac{1}{\beta} L} \right) (Au^{n+1} + x^{n+1}).
\end{align*}
\]

We next re-express (7.19) in a compact form for simplicity. For a non-negative integer \( n \) we define

\[
v^n := (y^n, u^n, x^n)^T.
\]

As shown by (7.19), we can obtain \( v^{n+1} \) as long as \( v^n \) is available by solving a linear system. To present the linear system, we first rewrite the third equation of (7.19) into its equivalent form. Note that the third equation of (7.19) involves the proximity of the indicator function \( L \), which is defined in (7.14). A direct calculation from (7.10) and the definition of the proximity operator confirms that

\[
\text{prox}_{\frac{1}{\beta} L}(x) = f, \quad \text{for all } x,
\]

where \( f \) is given by (7.5).

We next define

\[
S := \begin{pmatrix}
I & -B & 0 \\
0 & \alpha B^T B & \beta A^T \\
0 & \beta A & 0
\end{pmatrix},
\]

where \( I \) is the identity matrix of order \( (d+1)(k+1)N_c \).

### Lemma 7.2.

Let \( A \) be a row full rank matrix defined in (7.4), and \( B \) be the matrix satisfying (7.8). Then for any positive integers \( \alpha \) and \( \beta \), the matrix \( S \) defined in (7.22) is non-singular.
Proof. Let

\[
D := \begin{pmatrix}
\alpha B^T B & \beta A^T \\
\beta A & 0
\end{pmatrix}.
\]

It suffices to show that \(D\) is invertible. To this end, we prove that the equation

\[
Dc = 0
\]

where

\[
c := (u, x)^T, \quad u := (u_1, \ldots, u_N)^T, \quad x := (x_1, \ldots, x_M)^T,
\]

has only trivial solution. It follows from (7.24) that

\[
\alpha B^T B u + \beta A^T x = 0, \quad \beta Au = 0.
\]

Multiplying the both sides of the first equation of (7.25) by \(u^T\) yields

\[
\alpha u^T B^T B u + \beta u^T A^T x = \alpha u^T B^T B u + \beta (Au)^T x = 0.
\]

Using \(Au = 0\) in the resulting equation, we get that

\[
u^T B^T B u = 0.
\]

That is equivalent to \(Bu = 0\), which will be used together with \(Au = 0\) to conclude that \(u = 0\).

Given a vector \(u = (u_1, \ldots, u_N)^T\), from (7.1)-(7.3) there exists a function \(\tilde{u}_h \in V^0_h\) with the coefficient vector \(u\). Since \(Bu=0\), we have that \(\varphi(Bu) = 0\), where \(\varphi\) is defined by (7.4). Then it follows from (7.8) that \(s(\tilde{u}_h) = 0\). Moreover, using the definition (7.4) of matrix \(A\) and the equation \(Au = 0\) leads to

\[
(L_w \tilde{u}_h, \sigma) = 0, \quad \text{for all } \sigma \in W_h.
\]

This implies that

\[
s(\tilde{u}_h) = 0 \leq s(v_h), \quad \text{for all } v_h \in S_h.
\]

In other words, the function \(\tilde{u}_h\) is the minimizer of (3.4). As the solution of the optimization problem (3.4) is unique and \(s(\tilde{u}_h) = 0\), we have that \(\tilde{u}_h = 0\), and thus \(u := (u_1, \ldots, u_N)^T = 0\).

It remains to show that \(x = 0\). To this end, we substitute the equation \(Bu = 0\) into the first equation of (7.25), and obtain that

\[
A^T x = 0.
\]

Since the matrix \(A\) is of row full rank, the above equation has only the trivial solution. Thus, we have that \(x = 0\).

We have shown that equation (7.24) has only zero solution. Consequently, \(D\) is invertible. □
We rewrite the equations of (7.19) in the next proposition.

**Proposition 7.3.** Let $S$ be the block matrix defined in (7.22). For given vectors $u^n \in \mathbb{R}^N$, $x^n \in \mathbb{R}^M$, $y_n \in \mathbb{R}^{(d+1)(k+1)N}$, $v^n$ is defined as in (7.20) and let

\[
(7.26) \quad b^n := \begin{pmatrix} -Bu^n + (I - \text{prox}_{\frac{1}{\alpha}\phi})(Bu^n + y^n) \\ \alpha B^T\text{prox}_{\frac{1}{\alpha}\phi}(Bu^n + y^n) + \beta A^T x^n \end{pmatrix}.
\]

Then (7.19) has the following equivalent form

\[
(7.27) \quad Sv^{n+1} = b^n.
\]

**Proof.** Substituting the second equation of (7.19) into the first equation, we get

\[
\beta A^T x^{n+1} + \alpha B^T Bu^{n+1} = \alpha B^T \text{prox}_{\frac{1}{\alpha}\phi}(Bu^n + y^n) + \beta A^T x^n.
\]

By (7.21), the third equation of (7.19) can be rewritten as

\[
A u^{n+1} = f.
\]

Consequently, (7.19) is equivalent to

\[
\left\{\begin{array}{l}
\beta A^T x^{n+1} + \alpha B^T Bu^{n+1} = \alpha B^T \text{prox}_{\frac{1}{\alpha}\phi}(Bu^n + y^n) + \beta A^T x^n, \\
y^{n+1} - Bu^{n+1} = -Bu^n + (I - \text{prox}_{\frac{1}{\alpha}\phi})(Bu^n + y^n), \\
A u^{n+1} = f.
\end{array}\right.
\]

Thus, (7.27) follows. \(\square\)

Proposition 7.3 gives rise to our algorithm.

**Algorithm 2.** Choose $v^0 := (y^0, u^0, x^0)$. For $n = 0, 1, \ldots$, do:

1. Evaluate the proximity operator $\text{prox}_{\frac{1}{\alpha}\phi}$ at $Bu^n + y^n$ and compute $b^n$ by (7.26);
2. Solve the linear system

\[
S v^{n+1} = b^n
\]

for $v^{n+1}$, with $S$ being defined by (7.22).

The implementation of Algorithm 2 requires computing the proximity operator of $\phi$, which will be presented in section 8.

**8. Convergence Analysis of the Iterative Algorithm.** This section is devoted to the convergence analysis of the iterative Algorithm (7.19).

We will need a property of the proximity operator, which review below. An operator $P : \mathbb{R}^d \to \mathbb{R}^d$ is called nonexpansive if

\[
\|P(x) - P(y)\| \leq \|x - y\|, \quad \text{for all } x, y \in \mathbb{R}^d.
\]
It is well-known (cf. [8]) that the proximity operator of a convex function \( \psi \) satisfies the following inequality for all \( x, y \in \mathbb{R}^d \)

\[
\| \text{prox}_\psi(x) - \text{prox}_\psi(y) \|^2 \leq (x - y, \text{prox}_\psi(x) - \text{prox}_\psi(y)).
\]  

In other words, the proximity operator is firmly nonexpansive and thus, it is nonexpansive. As a result of (8.1), we conclude that \( \mathcal{I} - \alpha \text{prox}_\psi \) is also firmly nonexpansive for all \( 0 \leq \alpha \leq 1 \). Here \( \mathcal{I} \) denotes the identity operator.

We will frequently use two technical identities in our convergence analysis of Algorithm (7.19). For any vector \( a \in \mathbb{R}^d \), we define its \( \ell_2 \)-norm by \( \|a\| := (a, a) \). A direct calculation confirms that

\[
2(a + b, a) = \|a\|^2 + \|a + b\|^2 - \|b\|^2, \quad 2(a - b, a) = \|a\|^2 + \|a - b\|^2 - \|b\|^2.
\]

**Lemma 8.1.** The iterative scheme (7.19) is stable in the sense that

\[
\|y_{n+1}\|^2 + \|Bu_{n+1}\|^2 + \sum_{i=0}^{n} (\|Bu_i - Bu_{i+1}\|^2 + \|y_{i+1} - y_i\|^2) \leq \|y_0\|^2 + \|Bu_0\|^2,
\]

for all nonnegative integers \( n \), where \( u^n \) and \( y^n \) are sequences generated from (7.19). Moreover, there holds

\[
\lim_{n \to +\infty} (\|Bu_n - Bu_{n+1}\|^2 + \|y_{n+1} - y_n\|^2) = 0.
\]

**Proof.** Since \( \mathcal{I} - \alpha \text{prox}_\psi \) is nonexpansive, we have from (8.1) and the second equation of (7.19) that for \( i = 0, 1, \ldots \),

\[
(y^{i+1} + Bu_i - Bu^{i+1}, y^{i+1} + Bu_i - Bu^{i+1}) \leq (y^{i+1} + Bu_i - Bu^{i+1}, y^i + Bu_i).
\]

This is equivalent to

\[
(y^{i+1} + Bu_i - Bu^{i+1}, y^{i+1} - Bu^{i+1} - y^i) \leq 0, \quad \text{for} \quad i = 0, 1, \ldots, n.
\]

For \( i = 0, 1, \ldots, n \), letting

\[
I_i := (Bu_i - Bu^{i+1}, y^{i+1} - y^i) - (y^{i+1}, Bu^{i+1}),
\]

from the inequality above we have that

\[
(y^{i+1}, y^{i+1} - y^i) + (Bu^{i+1} - Bu^i, Bu^{i+1}) + I_i \leq 0, \quad \text{for} \quad i = 0, 1, \ldots, n.
\]

We next show that \( I_i \geq 0 \) for \( i = 0, 1, \ldots, n \). From (7.21) and the third equation of (7.19) we obtain that

\[
Au^{i+1} = f, \quad \text{for} \quad i = 0, 1, \ldots, n.
\]

This ensures that

\[
Au^{i+1} - Au^i = 0, \quad \text{for} \quad i = 0, 1, \ldots, n.
\]
Consequently,

\((Au^{i+1} - Au^i, \beta(x^{i+1} - x^i)) = 0,\)

which implies that

\((u^{i+1} - u^i, \beta(A^T x^{i+1} - A^T x^i)) = 0.\)

By using the first equation of (7.19), we obtain that

\(- (u^{i+1} - u^i, \alpha(B^T y^{i+1} - B^T y^i)) = 0.\)

This yields that

\((Bu^{i+1} - Bu^i, y^{i+1} - y^i) = 0.\)

Substituting the above equation into the expression of \(I_i\) and using the first equation of (7.19) in the resulting expression, we find that

\(I_i = -(y^{i+1}, Bu^{i+1}) = -(B^T y^{i+1}, u^{i+1}) = \frac{\beta}{\alpha}(x^{i+1}, Au^{i+1}).\)

On the other hand, noticing that the proximity operator \(I - \text{prox}_{\frac{1}{L}}\) is nonexpansive, we have from (8.1) and the third equation of (7.19) that

\((x^{i+1}, x^{i+1}) \leq (x^{i+1}, Au^{i+1} + x^{i+1}), \text{ for } i = 0, 1, \ldots, n.\)

This yields

\((8.7) \quad (x^{i+1}, Au^{i+1}) \geq 0, \text{ for } i = 0, 1, \ldots, n.\)

This yields for \(i = 0, 1, \ldots, n\) that \(I_i \geq 0.\)

In light of (8.5) and the non-negativity of \(I_i\), we observe that

\((8.8) \quad (y^{i+1}, y^{i+1} - y^i) + (Bu^{i+1} - Bu^i, Bu^{i+1}) \leq 0, \text{ for } i = 0, 1, \ldots, n.\)

Combining inequality (8.8) and (8.2), we have that for \(i = 0, 1, \ldots, n,

\[\|y^{i+1}\|^2 + \|y^{i+1} - y^i\|^2 - \|y^i\|^2 + \|Bu^{i+1}\|^2 + \|Bu^i - Bu^{i+1}\|^2 - \|Bu^i\|^2 \leq 0.\]

Summing up the above inequalities for \(i = 0, 1, \ldots, n\) yields the desired estimate (8.3).

To prove (8.4), we define

\[a^{i+1} := \sum_{i=0}^{n} (\|Bu^i - Bu^{i+1}\|^2 + \|y^{i+1} - y^i\|^2).\]

Clearly, the estimate (8.3) indicates that the sequence \(\{a^n\}\) is monotonically increasing and has an upper bound. Therefore, \(\{a^n\}\) converges and thus

\[\lim_{n \to +\infty} (a^{n+1} - a^n) = \lim_{n \to +\infty} (\|Bu^n - Bu^{n+1}\|^2 + \|y^{n+1} - y^n\|^2) = 0.\]

Then the desired result (8.4) follows.
We are ready to present the convergence result of the iterative algorithm (7.19).

**Theorem 8.2.** The sequence \( \{u^n\} \) generated by iterative scheme (7.19) converges to the minimizer of (7.11).

**Proof.** We show that the sequence \((y^n, u^n, x^n)\) generated by (7.19) converges, and then prove that the limit of the sequence \(\{u^n\}_{n=1}^{\infty}\) is actually the minimizer of (7.11).

Let \(S, v^n\) be defined in (7.22) and (7.20), respectively. By using the equation \(A^T x^i = -\frac{\beta}{\alpha} B^T y^n\) and the boundedness of the sequence \(\{Bu^n\}, \{y^n\}\) in (8.3), we conclude that \(\{Sv^n\}\) is bounded and thus there exists a subsequence \(\{Sv^{n_k}\}\) of \(\{Sv^n\}\) that converges to a point \(a^*\). Since \(S\) is non-singular, there exists a subsequence \(\{v^{n_k}\}\) of \(\{v^n\}\) that converges to \(v^* = S^{-1} a^* := (y^*, u^*, x^*)^T\). Then it follows from (7.19) and (8.4) that the triple \((y^*, u^*, x^*)^T\) satisfies the equation (7.13), which yields, together with the equation (7.21), that

\[
\begin{align*}
\beta A^T x^i + \alpha B^T y^* &= 0, \\
y^* &= (I - \text{prox}_{\frac{1}{\alpha} A^T})(Bu^* + y^*), \\
Au^* &= f.
\end{align*}
\]

We next prove that \((y^n, u^n, x^n)\) converges to \((y^*, u^*, x^*)\) as \(n \to \infty\). To this end, we define \(\tilde{y}^n := y^n - y^*, \tilde{u}^n := u^n - u^*\) and \(\tilde{x}^n := x^n - x^*\), and show that the sequence \(\|\tilde{y}^n\|^2 + \|Bu^n\|^2\) is nonincreasing. It follows from the second equation of (7.19) and that of (8.9) that

\[
y^{n+1} + Bu^n - Bu^{n+1} - y^* = \mathcal{P}(Bu^n + y^n) - \mathcal{P}(Bu^* + y^*).
\]

where \(\mathcal{P} := I - \text{prox}_{\frac{1}{\alpha} A^T}\). Noticing that \(\mathcal{P}\) is firmly nonexpansive, we obtain from the last equation and the definition of firm nonexpansiveness that

\[
\|\tilde{y}^{n+1} + Bu^n - Bu^{n+1}\|^2 \leq \|\tilde{y}^{n+1} + Bu^n - Bu^{n+1}, \tilde{y}^n + Bu^n\|^2.
\]

In light of the first equation of (7.19) and that of (8.9), we have for all \(i, j > 0\) that

\[
(B\tilde{u}^i, \tilde{y}^j) = (u^i - u^*, B^T \tilde{y}^j) = -\frac{\beta}{\alpha} (u^i - u^*, A^T \tilde{x}^j) = -\frac{\beta}{\alpha} (Au^i - Au^*, \tilde{x}^j).
\]

By using equation (8.6) and the third equation of (8.9), we have that

\[
Au^i - Au^* = f - f = 0.
\]

Combining the equations above yields

\[
(B\tilde{u}^i, \tilde{y}^j) = 0.
\]

Following the same argument, we obtain that

\[
(Bu^{i+1} - Bu^i, \tilde{y}^j) = 0.
\]

Expanding the left side of inequality (8.10) and using equations (8.11) and (8.12), we get that

\[
\|\tilde{y}^{n+1}\|^2 + \|Bu^n - Bu^{n+1}\|^2 \leq (\tilde{y}^{n+1}, \tilde{y}^n) + (Bu^n - Bu^{n+1}, B\tilde{u}^n).
\]

(8.13)
Likewise, by the second equation of (7.19) and that of (8.9), we have that
\[ Bu^{n+1} + y^n - y^{n+1} - Bu^* = P_0(Bu^n + y^n) - P_0(Bu^* + y^*). \]
where \( P_0 := \text{prox}_{\frac{1}{2} \cdot \cdot} \). Using the fact that \( P_0 \) is firmly nonexpansive yields that
\[ \| Bu^{n+1} + y^n - y^{n+1} \|^2 \leq (B\bar{u}^{n+1} + y^n - y^{n+1}, \bar{y}^n + B\bar{u}^n). \]
We expand the left and right sides of the above inequality and use equations (8.11) and (8.12) to obtain
\[ \| B\bar{u}^{n+1} \|^2 + \| y^{n+1} - y^n \|^2 \leq (y^n - y^{n+1}, \bar{y}^n) + (B\bar{u}^{n+1}, B\bar{u}^n). \]
Combining inequalities (8.13) and (8.14) leads to
\[ \| \bar{y}^{n+1} \|^2 + \| B\bar{u} - B\bar{u}^{n+1} \|^2 + \| B\bar{u}^{n+1} \|^2 + \| y^{n+1} - y^n \|^2 \leq \| \bar{y}^n \|^2 + \| B\bar{u}^n \|^2, \]
which ensures that
\[ \| \bar{y}^{n+1} \|^2 + \| B\bar{u}^{n+1} \|^2 \leq \| \bar{y}^n \|^2 + \| B\bar{u}^n \|^2. \]
That is, the sequence \( \| \bar{y}^n \|^2 + \| B\bar{u}^n \|^2 \) is nonincreasing. Moreover, it has a lower bound 0. Consequently, there exists a nonnegative number \( c \) such that
\[ \lim_{n \to +\infty} \| \bar{y}^n \|^2 + \| B\bar{u}^n \|^2 = c. \]
Since we already have
\[ \lim_{k \to +\infty} \| \bar{y}^{n_k} \|^2 + \| B\bar{u}^{n_k} \|^2 = 0, \]
we must have \( c = 0 \). Therefore, the sequences \( \{ Bu^n \}_{n=1}^{\infty} \) and \( \{ y^n \}_{n=1}^{\infty} \) converge to \( Bu^* \) and \( y^* \), respectively.

Furthermore, as a direct consequence of the first equation of (7.19) and that of (8.9), we have
\[ \lim_{n \to +\infty} A^T x^{n+1} = -\frac{\alpha}{\beta} \lim_{n \to +\infty} B^T y^n = -\frac{\alpha}{\beta} B^T y^* = A^T x^*. \]
Then the sequence \( \{ A^T x^n \}_{n=1}^{\infty} \) converges to \( Ax^* \). Consequently,
\[ \lim_{n \to +\infty} Sv^n = Sv^*. \]
Since \( S \) is non-singular, the above equation indicates \( v^n - v^* \to 0 \) as \( n \to \infty \). Thus,
\[ \lim_{n \to +\infty} (y^n, u^n, x^n) = (y^*, u^*, x^*). \]

Finally, as the limits \( (y^*, u^*, x^*) \) of \( (y^n, u^n, x^n) \) are solutions of (7.13), Proposition (7.1) ensures that the sequence \( \{ u^n \}_{n=1}^{\infty} \) generated by the iterative scheme (7.19) converges to the exact solution of (7.11). This completes the proof.

**Remark 1.** As we may observe, the iterative scheme (7.19) is implicit and the algorithm is convergent for any positive constant \( \alpha, \beta \). This implicit algorithm is different from the explicit schemes introduced in (7.2), where the parameters \( \alpha, \beta \) should be carefully chosen to ensure convergence of the algorithm.
9. Computing the Proximity Operator of $\varphi$. In this section, we discuss the calculation of the proximity operator of $\varphi$ defined in (7.7).

We first consider the case $k = 0$ in (7.7), i.e., the piecewise constant approximation. Note that in this case, $\varphi(q)$ is actually the $l_1$ norm of the vector $q$, and thus the proximity of $\varphi$ can be calculated component-wise as (see, e.g., [17])

$$\text{prox}_{\alpha^{-1}} \varphi(q) = (\text{prox}_{\alpha^{-1}} \varphi(q_1), \ldots, \text{prox}_{\alpha^{-1}} \varphi(q_M)),$$

for all $q := (q_1, \ldots, q_M)^T$ with

$$\text{prox}_{\alpha^{-1}} \varphi(q_i) = \max\{|q_i| - \alpha^{-1}, 0\} \text{sign}(q_i).$$

We next consider the case $k = 1$ in (7.7), i.e., the piecewise linear approximation. To this end, we first discuss the relationship between the proximity operator of $\varphi$ and the subdifferential of $\varphi$ at the zero vector. Recalling the definition of $\varphi$ in (7.7), we conclude that the convex function $\varphi$ is positive homogeneous, i.e., for any positive constant $\alpha$, there holds

$$\varphi(\alpha q) = \alpha \varphi(q),$$

for all $q$. By $\partial \varphi(0)$ we denote the subdifferential of $\varphi$ at the zero vector, and by $L_{\partial \varphi(0)}$ we denote the indicator function of $\partial \varphi(0)$, Thus, we have that

$$L_{\partial \varphi(0)}(v) = \begin{cases} 0, & \text{if } v \in \partial \varphi(0), \\ +\infty, & \text{otherwise.} \end{cases}$$

For a homogeneous function $\varphi$, we have that

$$(I - \text{prox}_\varphi)(v) = \text{prox}_{L_{\partial \varphi(0)}}(v),$$

see, e.g., [3], Theorem 14.3. Therefore, to compute the proximity operator of $\varphi$, we may instead calculate the subdifferential $\partial \varphi(0)$, since the proximity operator of $L$ can be computed explicitly.

For any $y := (y_1, \ldots, y_{(d+1)N_e})^T \in \partial \varphi(0)$ with $y_i := (y_{i1}, y_{i2})$, we have that, from the definition of the subdifferential and the fact that $\varphi(0) = 0$,

$$(y, v) \leq \varphi(v),$$

for all $v := (v_1, \ldots, v_{(d+1)N_e})^T$, $v_i := (v_{i1}, v_{i2})$. In other words, to calculate the subdifferential $\partial \varphi(0)$, we need to find $y$ satisfying the above inequality for all $v$. By choosing $v = (0, \ldots, v_i, 0, \ldots, 0)^T$, $1 \leq i \leq (d+1)N_e$ in the above inequality and using the definition of $\varphi$ in (7.7), we obtain that

$$y_{i1} v_{i1} + y_{i2} v_{i2} \leq \int_0^1 |v_{i1} + v_{i2}s| ds, \text{ for all } (v_{i1}, v_{i2}) \in \mathbb{R}^2.$$

We need to solve inequality (9.5) for $y_{i1}$ and $y_{i2}$. We first compute the integral on the right-hand side of (9.5).

**Lemma 9.1.** Let $a, b$ be two real numbers, and

$$I(a, b) := \int_0^1 |a + bs| ds.$$
(1) If \( ab \geq 0 \), then
\[ I(a, b) = |a| + \frac{|b|}{2}. \]

(2) If \( ab < 0 \) and \( b > 0 \), then
\[ I(a, b) = \begin{cases} 
  -a - \frac{b}{2}, & \text{if } a + b \leq 0, \\
  a + \frac{b}{2} + \frac{a^2}{b}, & \text{if } a + b > 0.
\end{cases} \] 

(3) If \( ab < 0 \) and \( b < 0 \), then
\[ I(a, b) = \begin{cases} 
  a + \frac{b}{2}, & \text{if } a + b \geq 0, \\
  -a - \frac{b}{2} - \frac{a^2}{b}, & \text{if } a + b < 0.
\end{cases} \]

**Proof.** Case (1) may be proved by a direct calculation.

We next consider case (2). In case (2), when \( a + b \leq 0 \), we have that \( a + bs \leq a + b \leq 0 \), for \( 0 \leq s \leq 1 \), since \( b > 0 \). Thus, we obtain that
\[ I(a, b) = \int_{0}^{1} (a + bs)ds = -a - \frac{1}{2}b. \]

When \( a + b > 0 \), we have that \( 0 < -\frac{b}{a} < 1 \) and thus, for \( 0 \leq s \leq -\frac{b}{a} \), \( a + bs \leq 0 \) and for \( -\frac{b}{a} < s \leq 1 \), \( 0 < a + bs \). It follows that
\[ I(a, b) = \int_{0}^{-\frac{b}{a}} -(a + bs)ds + \int_{-\frac{b}{a}}^{1} (a + bs)ds = a + \frac{1}{2}b + \frac{a^2}{b}. \]

In case (3), we note that
\[ \int_{0}^{1} |a + bs|ds = \int_{0}^{1} |a' + b's|ds \]
with \( a' := -a < 0 \) and \( b' := -b > 0 \). Then the conclusion in case (2) is valid with \( a, b \) replaced by \( a', b' \), which yields the result for case (3).

We next establish the main result of this section regarding the proxim ity operator of the convex function \( \varphi \) defined by (7.7) with \( k = 1 \). To this end, we define
\[ \Omega_0 := \left\{ (x, y) \in \mathbb{R}^2 : \frac{1 + x^2}{4} - \frac{1}{2} \leq y \leq \frac{1}{2} - \frac{(1 - x)^2}{4}, \ |x| \leq 1 \right\}. \]

Note that set \( \Omega_0 \) is nonempty because when \( |x| \leq 1 \),
\[ \frac{1}{2} - \frac{(1 - x)^2}{4} - \left( \frac{1 + x^2}{4} - \frac{1}{2} \right) = 1 - \frac{(1 - x)^2 + (1 + x)^2}{4} \geq 0. \]

**Proposition 9.2.** If \( \varphi \) is the convex function defined by (7.7) with \( k = 1 \), then for any vector \( \mathbf{v} := (v_1, \ldots, v_{(d+1)N_x})^T \) with \( v_i := (v_{i,1}, v_{i,2}), \)
\[ \text{prox}_{\varphi}(\mathbf{v}) = \mathbf{x} := (x_1, \ldots, x_{(d+1)N_x})^T, \]
where for each $i = 1, 2, \ldots, (d + 1) N_{e}$, $x_i := (x_{i,1}, x_{i,2})$ is given by

\begin{equation}
(9.10) x_i = \begin{cases} (0, 0), & \text{if } (v_{i,1}, v_{i,2}) \in \Omega_0 \\ (v_{i,1}, v_{i,2}) - \arg \min_{(x,y) \in \Omega_i} (v_{i,1} - x)^2 + (v_{i,2} - y)^2, & \text{otherwise,} \end{cases}
\end{equation}

with $\Omega_0$ being defined by (9.8).

**Proof.** In light of (9.4), we proceed our proof in three steps: First, we calculate $\partial \varphi(0)$, the subdifferential of $\varphi$ at the zero vector and then we compute the proximity operator of the indicator function $L_{\partial \varphi(0)}$ according to (9.3), and finally we obtain the proximity operator of $\varphi$ by using (9.4) and the proximity operator of $L_{\partial \varphi(0)}$.

For any $y := (y_1, \ldots, y_{(d+1)N_e})^T \in \partial \varphi(0)$, with $y_i := (y_{i,1}, y_{i,2})$, each component-wise element $y_i$ satisfies the inequality (9.5). In other words, the calculation of the subdifferential of $\varphi$ at the zero vector is to find all $y_i$, satisfying (9.5) for all $(v_{i,1}, v_{i,2}) \in \mathbb{R}^2$. The right-hand-side of inequality (9.5) is identified as $I(v_{i,1}, v_{i,2})$, which may be computed according to Lemma 9.1. Following Lemma 9.1 we consider three cases.

**Case 1:** $v_{i,1}v_{i,2} \geq 0$. In this case, from Lemma 9.1 we have that $I(v_{i,1}, v_{i,2}) = |v_{i,1}| + 1/2 |v_{i,2}|$. It follows from (9.5) that

\begin{equation}
(9.11) v_{i,1}y_{i,1} + v_{i,2}y_{i,2} \leq |v_{i,1}| + 1/2 |v_{i,2}|, \text{ for all } (v_{i,1}, v_{i,2}) \in \mathbb{R}^2 \text{ with } v_{i,1}v_{i,2} \geq 0.
\end{equation}

Solving the above inequality we obtain that

\begin{equation}
(9.11) \quad |y_{i,1}| \leq 1, \quad |y_{i,2}| \leq 1/2.
\end{equation}

**Case 2:** $v_{i,1} < 0, v_{i,2} > 0$. In this case, by using (9.6) and taking $a = v_{i,1}, b = v_{i,2}$ in (9.6) of Lemma 9.1 we have that

\begin{equation}
(9.12) \quad v_{i,1}y_{i,1} + v_{i,2}y_{i,2} \leq \begin{cases} -v_{i,1} - \frac{v_{i,2}}{2}, & \text{if } v_{i,1} + v_{i,2} \leq 0, \\ v_{i,1} + \frac{v_{i,2}}{2} + \frac{(v_{i,2})^2}{v_{i,2}}, & \text{if } v_{i,1} + v_{i,2} > 0. \end{cases}
\end{equation}

We solve $y_{i,1}$ and $y_{i,2}$ from the above inequality for all $v_{i,1} < 0, v_{i,2} > 0$ in two cases: $v_{i,1} + v_{i,2} \leq 0$ and $v_{i,1} + v_{i,2} > 0$.

When $v_{i,1} + v_{i,2} \leq 0$, the right-hand-side of (9.12) is $-v_{i,1} - \frac{v_{i,2}}{2}$, which gives the following inequality

\begin{equation}
(9.12) \quad v_{i,1}(y_{i,1} + 1) + v_{i,2}(y_{i,2} + \frac{1}{2}) \leq 0, \text{ for all } 0 < v_{i,2} \leq -v_{i,1}.
\end{equation}

This is equivalent to

\begin{equation}
(9.12) \quad \sup_{0 < v_{i,2} \leq -v_{i,1}} \left( v_{i,1}(y_{i,1} + 1) + v_{i,2}(y_{i,2} + \frac{1}{2}) \right) \leq 0.
\end{equation}

We first solve the above inequality for a fixed $v_{i,1}$. To this end, we define a linear function

\begin{equation}
(9.12) \quad g_1(x) := (y_{i,2} + \frac{1}{2})x + v_{i,1}(y_{i,1} + 1), \quad x \in [0, -v_{i,1}].
\end{equation}
Then the last inequality implies that
\[ \sup_{0 < x < -v_{i,1}} g_1(x) \leq 0. \]

Now we consider the maximal value of the function \( g_1 \) over the interval \([0, -v_{i,1}]\).
When \( y_{i,2} + \frac{1}{2} \geq 0 \), \( g_1 \) is monotone increasing and thus, it has a maximal value at the point \( x = -v_{i,1} \). Consequently, we have that \( g_1(-v_{i,1}) \leq 0 \), that is,
\[ v_{i,1}(y_{i,1} + 1) - v_{i,1}(y_{i,2} + \frac{1}{2}) \leq 0, \quad \text{for all } v_{i,1} < 0. \]

Solving this inequality, we get that
\[ y_{i,1} + \frac{1}{2} - y_{i,2}, \quad y_{i,2} + \frac{1}{2} \geq 0. \]

When \( y_{i,2} + \frac{1}{2} < 0 \), \( g_1 \) is monotone decreasing and thus, it has a maximal value at \( x = 0 \). Therefore,
\[ \sup_{0 < x \leq -v_{i,1}} g_1(x) = g_1(0) \leq 0. \]

This gives rise to
\[ v_{i,1}(y_{i,1} + 1) \leq 0, \quad \text{for all } v_{i,1} < 0. \]

Solving the above inequality we get that
\[ y_{i,1} + 1 \geq 0, \quad y_{i,2} + \frac{1}{2} < 0. \]

Combining (9.13) and (9.14), we conclude that when \( v_{i,1} + v_{i,2} \leq 0 \), the vectors \((y_{i,1}, y_{i,2})\) satisfying inequality (9.12) have the form
\[ y_{i,1} \geq \begin{cases} -1, & \text{if } y_{i,2} < -\frac{1}{2} \smallskip \vspace{1em} \text{y}_{i,2} - \frac{1}{2}, & \text{if } y_{i,2} \geq -\frac{1}{2}. \end{cases} \]

When \( v_{i,1} + v_{i,2} > 0 \), we have from (9.12) that
\[ v_{i,1}y_{i,1} + v_{i,2}y_{i,2} \leq v_{i,1} + \frac{v_{i,2}}{2} + \frac{v_{i,1}^2}{v_{i,2}}. \]

This yields the inequality
\[ v_{i,2}^2\left(\frac{1}{2} - y_{i,2}\right) + v_{i,1}v_{i,2}(1 - y_{i,1}) + v_{i,1}^2 \geq 0, \quad \text{for all } -v_{i,2} < v_{i,1} < 0. \]

Define
\[ g_2(x) := x^2 + v_{i,2}(1 - y_{i,1})x + v_{i,2}^2\left(\frac{1}{2} - y_{i,2}\right), \quad x \in [-v_{i,2}, 0]. \]

Hence, solving (9.16) is equivalent to solving
\[ \inf_{-v_{i,2} < x < 0} g_2(x) \geq 0. \]
Clearly, the quadratic curve determined by the function \( g_2 \) has its minimizer at \( x^* := v_{i,2}(y_{i,1} - 1)/2 \). If \( x^* \in [-v_{i,2}, 0] \), then (9.17) is equivalent to

\[
(9.18) \quad \inf_{-v_{i,2} < x < 0} g_2(x) = g_2(v_{i,2}(y_{i,1} - 1)/2) \geq 0.
\]

Solving (9.18), we obtain that

\[
(9.19) \quad \frac{1}{2} - y_{i,2} - \frac{1}{4}(1 - y_{i,1})^2 \geq 0, \quad -1 \leq y_{i,1} \leq 1.
\]

If \( x^* \notin [-v_{i,2}, 0] \), then either \( x^* < -v_{i,2} \), which is equivalent to \( y_{i,1} < -1 \), or \( x^* > 0 \), which is equivalent to \( y_{i,1} > 1 \). In the first case, \( g_2 \) is monotone increasing over \([-v_{i,2}, 0]\) and thus

\[
\inf_{-v_{i,2} < x < 0} g_2(x) = g_2(-v_{i,2}) \geq 0.
\]

Solving the above inequality we obtain that

\[
(9.20) \quad y_{i,1} + \frac{1}{2} - y_{i,2} \geq 0, \quad y_{i,1} < -1.
\]

In the second case, \( g_2 \) is monotone decreasing over \([-v_{i,2}, 0]\) and thus

\[
\inf_{-v_{i,2} < x < 0} g_2(x) = g_2(0) \geq 0,
\]

which yields

\[
(9.21) \quad \frac{1}{2} - y_{i,2} \geq 0, \quad y_{i,1} \geq 1.
\]

Combining (9.19), (9.20) and (9.21), we get that when \( v_{i,1} + v_{i,2} > 0 \),

\[
(9.22) \quad y_{i,2} \leq \begin{cases} 
\frac{1}{2} - \frac{1}{4}(1 - y_{i,1})^2, & \text{if } -1 \leq y_{i,1} \leq 1, \\
y_{i,1} + \frac{1}{2}, & \text{if } y_{i,1} < -1, \\
\frac{1}{2}, & \text{if } y_{i,1} > 1
\end{cases}
\]

**Case 3:** \( v_{i,2} < 0, v_{i,1} > 0 \). In this case, note that \(-v_{i,1} < 0, -v_{i,2} > 0\), and (9.13) can be rewritten as

\[
-v_{i,1}(-y_{i,1}) - v_{i,2}(-y_{i,2}) \leq I(v_{i,1}, v_{i,2}) = I(-v_{i,1}, -v_{i,2}).
\]

By employing the conclusion in Case 2, we obtain that

\[
(9.23) \quad -y_{i,1} \geq \begin{cases} 
-1, & \text{if } y_{i,2} > \frac{1}{2}, \\
y_{i,2} - \frac{1}{2}, & \text{if } y_{i,2} \leq \frac{1}{2},
\end{cases}
\]

and

\[
(9.24) \quad -y_{i,2} \leq \begin{cases} 
\frac{1}{2} - \frac{1}{4}(1 + y_{i,1})^2, & \text{if } -1 \leq y_{i,1} \leq 1, \\
y_{i,1} + \frac{1}{2}, & \text{if } y_{i,1} > 1, \\
\frac{1}{2}, & \text{if } y_{i,1} < -1.
\end{cases}
\]
Note that (9.3) is valid for all \( v_{i,1}, v_{i,2} \). This requires that \( y_{i,1}, y_{i,2} \) must satisfy all of (9.11), (9.15), (9.22), (9.23) and (9.24). Thus, we conclude that

\[
\frac{1}{2} + \frac{1}{4}(1 + y_{i,1})^2 \leq y_{i,2} \leq \frac{1}{2} - \frac{1}{4}(1 - y_{i,1})^2, \quad \|y_{i,1}\| \leq 1.
\]

Consequently, the subdifferential of \( \varphi \) at the zero vector can be represented as

\[
\partial \varphi(0) = \{ y := (y_1, \ldots, y_M)^T : y_i := (y_{i,1}, y_{i,2}) \in \Omega_0 \}.
\]

We next calculate the proximity operator of the indicator function \( L_{\partial \varphi(0)} \). Given a \( v := (v_1, \ldots, v_{(d+1)N_e})^T \) with \( v_i := (v_{i,1}, v_{i,2}) \), we let \( z := \text{prox}_{L_{\partial \varphi(0)}(v)} \), where \( z := (z_1, \ldots, z_{(d+1)N_e})^T \), with \( z_i := (z_{i,1}, z_{i,2}) \). Recalling the definition of \( L_{\partial \varphi(0)} \) in (9.3) and its proximity operator, we conclude that the proximity operator of the indicator function \( L_{\partial \varphi(0)} \) at \( v \) is the \( L^2 \) projection of \( v \) onto the set \( \Omega_0 \). This implies that

\[
z_i = \begin{cases} 
(v_{i,1}, v_{i,2}), & \text{if } (v_{i,1}, v_{i,2}) \in \Omega_0 \\
\arg \min_{(x,y) \in \Omega_0} \{(v_{i,1} - x)^2 + (v_{i,2} - y)^2\}, & \text{otherwise}.
\end{cases}
\]

Finally, by using formula (9.4), we have that

\[
\text{prox}_\varphi(v) = v - \text{prox}_{L_{\partial \varphi(0)}}(v) = v - z.
\]

Therefore, (9.9) and (9.10) follow immediately.

Computing the proximity operator of function \( \varphi \) with a general order \( k \geq 2 \) requires further investigation. Below, we describe an approximation of \( \text{prox}_\varphi \) for general \( k \). It was shown in [12] that for any \( q := (q_1, \ldots, q_{(d+1)N_e})^T \) with \( q_i := (q_{i,1}, \ldots, q_{i,k+1}) \), there exist positive \( \gamma, \eta \) such that

\[
\gamma \|q\|_* \leq \varphi(q) \leq \eta \|q\|_*, \quad \text{with } \|q\|_* := \sum_{i=1}^{(d+1)N_e} \sum_{m=0}^{k} \frac{1}{m+1} |q_{i,m+1}|.
\]

A re-scaling with \( \tilde{q} := (\tilde{q}_1, \ldots, \tilde{q}_{(d+1)N_e})^T \), \( \tilde{q}_i := (\tilde{q}_{i,1}, \tilde{q}_{i,2}, \ldots, \tilde{q}_{i,k+1}) \), \( \tilde{q}_{i,j} = \frac{1}{q_{i,j}} \), for \( j = 1, 2, \ldots, k + 1 \) yields that

\[
\gamma \|\tilde{q}\|_{l_1} \leq \varphi(q) \leq \eta \|\tilde{q}\|_{l_1}.
\]

In other words, the function \( \varphi \) at the vector \( q \) is equivalent to the \( \ell_1 \) norm of \( \tilde{q} \). Noting that the proximity operator of the \( \ell_1 \) norm can be computed by using (9.1) - (9.2), we may use the proximity operator of the \( \ell_1 \) norm to approximate the proximity operator of \( \varphi \).

10. Numerical Results. In this section, we present three numerical examples to verify the theoretical findings in the previous sections. We use the primal-dual weak Galerkin method (3.4) based on the \( L^p \) stabilizer to solve the elliptic equation (1.1) in two-dimensional setting for \( p = 1, 2, \infty \). Without loss of generality, we test \( k = 2 \) in our numerical experiments. That is, the FE space \( V_h \) in (3.1) is given by

\[
V_h := \{ v := \{v_0, v_b, v_g\} : \{v_0, v_b, v_g\}|_T \in P_2(T) \times P_2(e) \times |P_1(e)|^2, \quad e \in \partial T, T \in T_h \}.
\]
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The dual space $W_h$ for the Lagrange multiplier is chosen as

$$W_h := \{ \sigma : \sigma|_T \in P_1, \ \forall T \in \mathcal{T}_h \}.$$ 

We take the domain $\Omega := [0,1] \times [0,1]$, and obtain our the triangular partitions by successively applying a uniform refinement procedure that divides each coarse level triangle into four congruent sub-triangles by connecting the tree mid-points on the edges of each triangle. In our numerical experiment, we test various errors including the discrete $W^{2,p}$-norm (defined in (6.9)), $W^{1,p}$- and $L^p$-norms.

10.1. Numerical results for continuous constant coefficients. We first consider the problem (1.1) with continuous constant coefficients. That is, the coefficients $a_{ij}$ is taken as following:

$$a_{11} = 1, \ a_{12} = a_{21} = 1, \ a_{22} = 6.$$ 

The right-hand side function is chosen such that the exact solution is

$$u(x, y) = \sin(\pi x) \sin(\pi y).$$ 

List in Table 10.1 are the approximation errors and convergence rates for the WG solution based on $L^p$ stabilizer with $p = 1, 2, \infty$. As we may observe, the convergence rate of $\|u - u_h\|_{p,h}$ and $\|u - u_h\|_{1,p}$ is separately $k + 1$ and $k$ for all $p = 1, 2, \infty$, which are consistent with the results (6.19) and (6.23) in Theorem 6.5 and Theorem 6.6. As for the discrete $W^{2,p}$ norm, the convergence rate is $k - 1$ for both $p = 1$ and $p = 2$. While for $p = \infty$, it seems that the convergence rate can arrive at $k$, 1 order higher than the error estimate given by (6.10).

**Table 10.1**

| N   | $\|u - u_h\|_{2,p,h}$ order | $\|u - u_h\|_{1,p}$ order | $\|u - u_h\|_{0,p}$ order |
|-----|----------------------------|---------------------------|---------------------------|
| 4   | 5.64e-00                   | 2.56e-01                  | 1.17e-02                  |
| 8   | 2.79e-00                   | 4.70e-02                  | 1.08e-03                  | 3.44 |
| 16  | 1.42e-00                   | 9.87e-03                  | 1.07e-04                  | 3.33 |
| 32  | 7.19e-01                   | 2.34e-03                  | 1.24e-05                  | 3.11 |
| 64  | 3.62e-01                   | 5.77e-04                  | 1.51e-06                  | 3.04 |
| 4   | 5.69e-01                   | 1.80e-01                  | 4.20e-03                  | 3.45 |
| 8   | 1.65e-01                   | 4.19e-02                  | 4.03e-04                  | 3.38 |
| 16  | 4.31e-02                   | 1.06e-02                  | 4.99e-05                  | 3.01 |
| 32  | 1.09e-02                   | 2.64e-03                  | 6.22e-06                  | 3.00 |
| 4   | 8.41e-01                   | 1.72e-01                  | 1.12e-02                  |                |
| 8   | 4.99e-01                   | 3.42e-02                  | 1.09e-03                  | 3.36 |
| 16  | 2.62e-01                   | 8.18e-03                  | 1.28e-04                  | 3.09 |
| 32  | 1.34e-01                   | 2.04e-03                  | 1.59e-05                  | 3.00 |
| 64  | 6.74e-02                   | 5.09e-04                  | 2.00e-06                  | 3.00 |

10.2. Numerical results for continuous variable coefficients. We now suppose coefficients $a_{ij}$ in (1.1) are variable functions with

$$a_{11} = 1 + x, \ a_{12} = a_{21} = 0.5xy, \ a_{22} = 1 + y.$$ 
We still choose a right-hand side function \( f \) such that the exact solution is
\[
u(x, y) = \sin(\pi x)\sin(\pi y).
\]

We present in Table 10.2 the numerical results for the problem (1.1) with continuous variable coefficients. From Table 10.2, we can observe similar convergence rates as those for continuous constant coefficients. That is, we see an optimal convergence order of \( k + 1 \) and \( k \) for the \( L^p \) and \( W^{1,p} \) norm, respectively for all \( p = 1, 2, \infty \), and an optimal convergence rate \( k - 1 \) for the discrete \( W^{2,p} \) norm for \( p = 1, 2 \). All the numerical results confirm the theoretical findings given in (6.10), (6.19) and (6.23).

Again, we observe a convergence order of \( k \) for the error \( \|u - u_h\|_{2,p,h} \) based on the \( L^\infty \) stabilizer, which is 1 order higher than the optimal convergence rate \( k - 1 \).

**Table 10.2**

| \( N \) | \( \|u - u_h\|_{2,p,h} \) | order | \( \|u - u_h\|_{1,p} \) | order | \( \|u - u_h\|_{0,p} \) | order |
|-------|-----------------|------|-----------------|------|-----------------|------|
| \( p = 1 \) | | | | | | |
| 4 | 2.32e-00 | – | 2.25e-01 | – | 1.02e-02 | – |
| 8 | 1.02e-00 | 1.19 | 4.87e-02 | 2.21 | 1.14e-03 | 3.16 |
| 16 | 4.79e-01 | 1.08 | 1.14e-02 | 2.10 | 1.35e-04 | 3.07 |
| 32 | 2.38e-01 | 1.01 | 2.78e-03 | 2.04 | 1.73e-05 | 2.97 |
| 64 | 1.19e-01 | 0.99 | 6.88e-04 | 2.01 | 2.46e-06 | 2.97 |
| \( p = \infty \) | | | | | | |
| 4 | 1.90e-00 | – | 7.23e-01 | – | 3.76e-02 | – |
| 8 | 5.41e-01 | 1.81 | 1.54e-01 | 2.22 | 3.98e-03 | 3.24 |
| 16 | 1.40e-01 | 1.96 | 4.02e-02 | 1.95 | 4.69e-04 | 3.08 |
| 32 | 3.44e-02 | 2.01 | 1.02e-02 | 1.98 | 5.76e-05 | 3.02 |
| 64 | 8.27e-03 | 2.06 | 2.55e-03 | 1.99 | 8.16e-06 | 2.82 |
| \( p = 2 \) | | | | | | |
| 4 | 8.47e-01 | – | 1.68e-01 | – | 1.19e-02 | – |
| 8 | 4.95e-01 | 0.75 | 3.98e-02 | 2.08 | 1.40e-03 | 3.08 |
| 16 | 2.60e-01 | 0.93 | 9.85e-03 | 2.02 | 1.73e-04 | 3.02 |
| 32 | 1.33e-01 | 0.97 | 2.46e-03 | 2.00 | 2.23e-05 | 2.96 |
| 64 | 6.70e-02 | 0.99 | 6.14e-04 | 2.00 | 3.13e-06 | 2.83 |

**10.3. Numerical results for discontinuous coefficients.** In this subsection, we consider (1.1) with discontinuous coefficients, which is given by

\[ a_{11} = 2, \quad a_{12} = a_{21} = \frac{x - 0.5}{|x - 0.5|} \cdot \frac{y - 0.5}{|y - 0.5|}, \quad a_{22} = 2. \]

The right-hand side function \( f \) is chosen such that the exact solution is
\[
u(x, y) = xy(1 - e^{1-x})(1 - e^{1-y}).
\]

The computational results are given in Table 10.3.

From Table 10.3, we observe that the error \( \|u - u_h\|_{2,p,h} \) and \( W^{1,p} \) converges separately with order \( k - 1 \) and \( k \), for all \( p = 1, 2, \infty \), which are consistent with the results in Theorems 6.2 and 6.6. Note that \( a_{12} \) and \( a_{21} \) in this case is discontinuous across the line \( x = 0.5 \) and \( y = 0.5 \). As expected, we do not see the optimal convergence rate for the error \( \|u - u_h\|_{0,p} \).
Table 10.3
Various errors and convergence rates based on the $L^p$ stabilizer for discontinuous coefficients.

| N  | $\|u - u_h\|_{2,p,h}$ | order | $\|u - u_h\|_{1,p}$ | order | $\|u - u_h\|_{0,p}$ | order |
|----|----------------------|-------|----------------------|-------|----------------------|-------|
|    |                      |       |                      |       |                      |       |
| 4  | 5.79e-01             | –     | 2.63e-02             | –     | 1.60e-03             | –     |
| 8  | 3.29e-01             | 0.81  | 5.45e-03             | 2.27  | 3.08e-04             | 2.37  |
| 16 | 1.66e-01             | 0.97  | 1.18e-03             | 2.20  | 5.36e-05             | 2.52  |
| 32 | 8.54e-02             | 0.99  | 2.67e-04             | 2.14  | 8.42e-06             | 2.67  |
| 64 | 4.30e-02             | 0.99  | 6.30e-05             | 2.09  | 1.23e-06             | 2.77  |
|    |                      |       |                      |       |                      |       |
| 4  | 1.61e-01             | –     | 1.03e-01             | –     | 4.62e-03             | –     |
| 8  | 4.55e-02             | 1.83  | 3.10e-02             | 1.73  | 1.05e-03             | 2.13  |
| 16 | 1.71e-02             | 1.41  | 8.52e-03             | 1.87  | 1.93e-04             | 2.45  |
| 32 | 7.49e-03             | 1.19  | 2.23e-03             | 1.94  | 3.16e-05             | 2.60  |
| 64 | 3.51e-03             | 1.09  | 5.68e-04             | 1.97  | 4.84e-06             | 2.70  |
|    |                      |       |                      |       |                      |       |
| 4  | 1.10e-01             | –     | 1.88e-02             | –     | 1.30e-03             | –     |
| 8  | 6.65e-02             | 0.73  | 4.31e-03             | 2.12  | 2.32e-04             | 2.49  |
| 16 | 3.59e-02             | 0.89  | 1.01e-03             | 2.09  | 4.03e-05             | 2.52  |
| 32 | 1.85e-02             | 0.95  | 2.43e-04             | 2.06  | 6.56e-06             | 2.62  |
| 64 | 9.41e-03             | 0.98  | 5.90e-05             | 2.04  | 1.05e-06             | 2.64  |
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