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Abstract

Inelastic scattering of visible light (Raman effect) offers a window into properties of correlated metals such as spin, electron and lattice dynamics as well as their mutual interactions. In this review we focus on electronic and spin excitations in Fe-based pnictides and chalcogenides, in particular but not exclusively superconductors. After a general introduction to the basic theory including the selection rules for the various scattering processes we provide an overview over the major experimental results. In the superconducting state below the transition temperature $T_c$, the pair-breaking effect can be observed, and the gap energies may be derived and associated with the gaps on the electron and hole bands. In spite of the similarities of the overall band structures the results are strongly dependent on the family and may even change qualitatively within one family. In some of the compounds strong collective modes appear below $T_c$. In $\text{Ba}_{1-x}\text{K}_x\text{Fe}_2\text{As}_2$, which has the most isotropic gap of all Fe-based superconductors, there are indications that these modes are exciton-like states appearing in the presence of a hierarchy of pairing tendencies. The strong in-gap modes observed in Co-doped NaFeAs are interpreted in terms of quadrupolar orbital excitations which become undamped in the superconducting state. The doping dependence of the scattering intensity in $\text{Ba(Fe}_{1-x}\text{Co}_x\text{)}_2\text{As}_2$ is associated with a nematic resonance above a quantum critical point and interpreted in terms of a critical enhancement at the maximal $T_c$. In the normal state the response from particle–hole excitations reflects the resistivity. In addition, there are strongly temperature-dependent contributions from presumably critical fluctuations in the energy range of $k_BT$ which can be compared to the elastic properties. Currently it is not settled whether the fluctuations observed by light scattering are related to spin or charge. Another controversy relates to putative two-magnon excitations, typically in the energy range below 0.5 eV. Whereas this response presumably originates from charge excitations in most of the Fe-based compounds theory and experiment suggest that the excitations in the 60 meV range in FeSe stem from localized spins in a nearly frustrated system.
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1. Introduction

Superconductivity in iron-based compounds (FeBCs) came as a big surprise when first reported by Kamihara and coworkers [1, 2]. The FeBCs consist of quadratically coordinated Fe planes sandwiched between layers of pnictogen (As, P) or chalcogen (S, Se, Te) atoms as shown in figure 1(a). The rest of the structure is rather variable as can be seen from the sum formulae in table 1. For this variability and the relative change in the band structures the FeBCs are a laboratory for studying the interrelation of magnetism, fluctuations and superconductivity or strong versus weak-coupling effects as summarized in the interrelation of magnetism, fluctuations and superconductivity (SC) may appear (figure 1(b)). In contrast to the cuprates, all phases are metallic. The order at zero doping is a stripe-like antiferromagnetic spin-density wave (SDW) and widely believed to originate from the nesting properties of the hole- and electron-like Fermi surfaces encircling the (0, 0) (Γ) and the (±π, 0)/0, ±π) (X/Y) points in the idealized 1 Fe Brillouin zone. Similarly, the structure of the Fermi surface is considered important for superconductivity [9]. Although the Fermi surfaces are always centered at Γ and X/Y there are substantial variations in shape and character across the families and as a function of doping [10]. However, this variation is not necessarily and exclusively at the origin of the differences in the superconducting ground states. Already on the level of local-density approximation (LDA) [11] a variety of nearly degenerate superconducting ground states is expected [6, 12].

In addition to the SDW and SC phase transitions, nematic order, with the rotational symmetry broken but the translational symmetry preserved, and wide temperature ranges with fluctuations are observed [14]. For studying this plethora of instabilities, a wide variety of experimental methods has been applied. Inelastic light scattering is a useful technique, since relevant information on practically all phases and their fluctuations can be obtained.

It will be the purpose of this review to present typical results, provide a snapshot of the current status of the field and outline possible future developments. First, we briefly describe the experiment and the theoretical background and then summarize the most relevant results obtained from light scattering with the focus placed on electronic and spin excitations.

2. Raman experiment

Shown in figure 2 is a schematic view of the experimental setup of a typical macro Raman experiment in vacuo and in a diamond anvil cell (inset) on opaque samples. In the macro setup the incident light with polarization e\textbf{t} impinges on the surface at an angle of incidence \( \vartheta_1 \sim 70^\circ \) in order to prevent the directly reflected light from entering the optics and the spectrometer. For this ‘pseudo-Brewster’ angle the reflection is minimal for \( e\textbf{t} \) parallel to the plane of incidence. The scattered light is collected along the surface normal. Photons having a selected polarization state \( e\textbf{s} \) enter the spectrometer. A charge-coupled device (CCD) detector registers the number of transmitted photons per unit time \( N_{\Omega S}(\Omega) \) (‘Raman spectrum’) for a given energy shift \( \Omega = \omega_1 - \omega_S \) and polarization combination \( (e\textbf{t}, e\textbf{s}) \), where \( \omega_S \) are the energies of the photons. The differential light scattering cross-section is proportional to the Raman spectrum,

\[
\frac{d^3 \sigma_{\Omega S}}{d\Omega d\omega_S} = \frac{h \omega_S}{\omega_1} \frac{1}{\pi} \left\{ 1 + n(\Omega, T) \right\} R_{\Omega S} \chi'_{\Omega S}(\Omega, T).
\]

Here \( \Omega_S \) is the solid angle into which the photons are scattered, and \( R_{\Omega S} \) absorbs matrix element effects and experimental factors. \( \chi'_{\Omega S}(\Omega, T) = \chi'_{\Omega S} + i \chi''_{\Omega S} \) is the typically non-resonant response function, \( n(\Omega, T) = \frac{\exp(h\Omega/k_BT) - 1}{\exp(h\Omega/k_BT)} \) is the Bose–Einstein occupation number and \( \omega_0 = \omega^2/(4\pi e_0 \varepsilon \mu c^2) \) the Thomson electron radius, thus equation (1) describes the cross section per electron. From linear combinations of the spectra, pure symmetries \( \mu \) can be derived (for details see section 4.9).

3. Materials

Most of the existing FeBCs were studied by Raman scattering. In the beginning the phonons were in the main focus [16–22]. With the advent of high-quality single crystals of

![Figure 1. Crystal structure and phase diagram. (a) Crystal structure of BaFe_2As_2. Thin gray lines indicate the edges of the unit cell (2 Fe per layer), I4/mmm. Gray connecting lines between Fe and As illustrate covalent Fe-As bonds. (b) Phase diagram. The spin density wave (SDW) and the superconducting (SC) ranges are indicated in gray and blue, respectively. The dashed magenta-grey line indicates a simultaneous structural transition at T_S and SDW transition at T_{SDW}. The nematic phase is shaded magenta. The green shaded area indicates the existence of fluctuations next to the SDW transition. Note that the scales in x (hole doping) and y (electron doping) differ. Reproduced with permission from [13].](image-url)
the 122 family [23], being a result of FeAs self-flux growth [24], the study of electronic properties by light scattering became promising, and the superconducting gap was studied successfully in Ba(Fe1−xCo2)2As2 for two doping levels [25]. Soon thereafter the redistribution of spectral weight in the SDW state of BaFe2As2 was reported [26, 27]. Finally, the fluctuations above the magneto-structural transformation, inferred from transport [28], were observed [29, 30]. Although there are reports on spectra in the range 1000 cm−1 to 4000 cm−1 (the energy range of two-magnon excitations) [31], their interpretation remains controversial.

The materials for which data on the spin, charge and orbital response exist are compiled in table 1.

### 4. Theoretical background

The analysis of the results in the FeBCs requires insight into the theoretical background, including both standard knowledge and modern developments. We give a brief historical summary and sketch the underlying theory with the emphasis placed on metallic systems.

#### 4.1. Historical remarks

Raman scattering studies of excitations of localized spins started in the 1960s on insulating antiferromagnets [60] and
experienced a renaissance with the advent of the cuprates [61]. The theoretical framework was set by the seminal work of Elliot, Fleury and Loudon [62] which still represents the basis of contemporary analyses [63] even in the case of metallic systems such as the FeBCs [31, 64, 65].

Light scattering from conduction electrons was first discussed in the context of superconductors [66]. It took almost 20 years to observe the effect experimentally in the layered compound 2H-NbSe$_2$ [67]. In NbSe$_2$ superconductivity competes with a charge density wave (CDW) for area on the Fermi surface (FS), and the spectral features observed below $T_c$ cannot directly be traced back to the superconducting energy gap in contrast to those for selected symmetries in the A15 compounds V$_3$Si and Nb$_3$Sn [68, 69] or in the cuprates [63, 70, 71]. Hence, only in special cases the Raman spectra of superconductors can be described satisfactorily in terms of lowest order weak coupling theory as developed between 1961 and 1984 [66, 72, 73]. In all other cases, including the FeBCs, lowest order is insufficient, although it still captures the plain vanilla such as the strong momentum dependence of the gap if the symmetries of the response are properly taken into account [74].

In normal metals, contributions from particle–hole excitations were observed and discussed for doped semiconductors [75, 76], but in-depth studies started only in the cuprates [77–81]. Similarly as in the superconducting state, the major contribution from Raman scattering, in addition to what was known from optical spectroscopy, was the observation of a polarization dependent relaxation of the carriers which could be mapped on the electronic momentum [74, 82].

Important new developments include the observation and analysis of critical fluctuations in both cuprates [83, 84] and FeBCs [29, 30, 49, 85–87]. In the superconducting state an anisotropic pairing potential [73, 88–92], amplitude (‘Higgs’) fluctuations of the superconducting order parameter [93, 94], number-phase fluctuations in multiband systems (Leggett modes [95]) [96–100] or a nematic resonance [39] need to be included. Whereas the interpretation of the results in NbSe$_2$ in terms of coupled gap excitations and amplitude fluctuations in a coupled SC-CDW system seems to converge [101, 102] the discussion of the $E'$ symmetry contributions in the A15 materials [68, 69, 89, 102, 103], the $B_{1g}$ response in the cuprates [104–109] or the in-gap modes in the FeBCs [39, 41, 46, 47, 49] remains controversial. In addition to the weak-coupling description of the superconducting state at $T = 0$ a lot more work is needed to arrive at a coherent picture for the normal and superconducting states in the presence of collisions, fluctuations and strong coupling. Only a few special cases have been studied theoretically so far [77, 83, 85–87, 110–116]. More details can be found in references [63, 82] and, for recent developments, in [41, 64, 65, 85–87, 91, 92, 99, 100, 115–118].

4.2. Light scattering

Photons in the visible or x-ray range do not directly scatter off low-energy excitations. Rather, high-energy electron–hole pairs having energies of the incoming photons ($1.6 \lesssim \hbar \omega \lesssim 3.5$ eV for the visible) are created and couple to excitations in the range $\hbar \Omega = 1, \ldots, 200$ meV such as phonons, fluctuations, particle–hole, gap or spin excitations [119]. After scattering, the electron–hole pairs recombine and emit photons with energies $\hbar \omega = \hbar \omega_\gamma \mp \hbar \Omega$. The mechanism works whether or not the intermediate electronic states are eigenstates. If they are eigenstates the cross-section is resonantly enhanced, but most of the results were successfully analysed in terms of non-resonant scattering. In systems with a high correlation energy $U = \mathcal{O}(\hbar \omega_\gamma)$ there are no well-defined eigenstates, and the resonances are in fact bound to be mild in most of the cases.

Given these considerations, equation (1) is most naturally derived from scattering matrix elements in third order perturbation theory such as in the case of phonons or spin excitations [62, 119]. For electrons the Raman susceptibility or response function $\chi(\Omega, T)$ is almost always derived in the non-resonant limit using either diagrammatic techniques [63, 66, 73, 77] or the kinetic equation [82, 120]. Since $\chi(\Omega, T)$ is not a pure density or current correlation function there is no general sum rule such as the f-sum rule in optical conductivity [121]. Usually$^3$ for this reason, the Raman cross section may be a superposition of independent contributions, for example particle–hole excitations (electronic continuum) and magnons or phonons. Occasionally, some of the excitations may be interrelated, for instance phonons and particle–hole excitations leading to the Fano effect (not discussed in this review) or gap formation and excitations in density-wave or superconducting states and the continuum playing an important role below.

The Raman response of all types of excitations is causal implying that $\chi^{\prime}_S(-\Omega) = \chi^{\prime}_S(\Omega)$ where $^*$ denotes the complex conjugate. Thus $\chi^{\prime\prime}_S(\Omega)$ is anti-symmetric with respect to the origin, and its expansion contains only odd powers of $\Omega$.

In figure 3, Feynman diagrams for Raman scattering are displayed. $\gamma$ and $\Gamma$ are the bare and the renormalized

Figure 3. Feynman diagrams for (non-resonant) light scattering. (a) Raman response of particle–hole excitations in the presence of interactions and (b) scattering processes involving one and two bosonic excitations. Wavy lines represent incident and scattered photons whereas solid lines are electronic propagators. The bosonic excitation or fluctuation propagators are represented by dashed lines. The bare and renormalized Raman vertices $\gamma$ and, respectively, $\Gamma$ descriptor the interaction of light and electrons and $f$ describes the interaction of electrons and other excitations, e.g. bosons.

$^3$ Special cases [107, 122] are beyond the scope of this review.
vertices, respectively, for the interaction between light and electrons [63]. They depend on the light polarization and on momenta and determine the selection rules. In panel (a) particle–hole excitations are described. The bare vertex $\gamma$ is an approximation where properties of the intermediate states are neglected assuming that all photon energies are smaller than any band gap, $\hbar \omega_{\text{LS}} < |\epsilon_c - \epsilon_{\nu}|$, where the subscripts $c$ and $\nu$ refer to electrons in the conduction bands and those in other bands, respectively. $\Gamma$ is a renormalized vertex in the spirit of the Bethe–Salpeter equation [123]. In panel (b) scattering from bosons via electrons is described. $f$ is the vertex for the interaction between electrons and other excitations.

### 4.3. Charged systems

In general, visible light cannot transfer substantial momentum to a crystal since the lattice constant $a$ is much smaller than the wavelengths $\lambda_{\text{LS}}$ of the incoming and outgoing photons, and all unit cells are excited in phase. This is usually called the $q = 0$ selection rule of Raman scattering in crystals. In the case of (resonant) inelastic x-ray scattering ([RIXS]) with $\lambda = \mathcal{O}(a)$ most of the Brillouin zone can be accessed [124]. Metals have a small penetration depth for light $a < \delta_0 < \lambda_{\text{LS}}$. As a consequence, the momentum transfer in a metal is bigger than in an insulator, $|q| = q \sim \delta_0^{-1}$, where $100 \text{ Å} < \delta_0 < 1000 \text{ Å}$ for typical metals, as pointed out first by Abrikosov and Fal’kovskii [66]. Yet, the available momentum is still much smaller than $\pi/a$, and for exciting a non-interacting conduction electron from an occupied ($i$) to an unoccupied ($f$) state the maximal energy is limited by $\hbar \Omega_{\text{max}} = \epsilon_{k}^{(f)} - \epsilon_{k}^{(i)} \approx \hbar v_F \delta_0^{-1}$ where $\epsilon_k$ is the electronic dispersion. In the FeBCs the relevant in-plane Fermi velocity is of order $10^6$ cm s$^{-1}$, and the penetration depth is close to $1000$ Å yielding $\hbar \Omega_{\text{max}} \lesssim 1 \text{ meV} \equiv 3 \text{ cm}^{-1}$.

Due to charge conservation and screening all isotropic charge excitations are pushed up to the plasma frequency $\Omega_{\text{pl}}$ [125], and there is no scattering in the range of $k_BT$ in non-interacting systems with a strictly quadratic electron dispersion. What looks like a disadvantage at first glance is the origin of the form factors, and the light does not scatter from the charge density but from a weighted charge.

In order to access the lowest energies at $q \sim \delta_0^{-1}$ one must use the effective mass $m^*$, which will be presented below.

The bare vertex is $\gamma_{n\nu}^{a\beta}(\mathbf{k}, \mathbf{q})$.

In the fully symmetric channel having $\mathcal{O}(\text{space group})$, applicable for most of the FeBCs, the response is
due to impurities or interactions can maintain the broad continua observed [123] only (dynamic) inter-

The projected structure of the first two terms is a result of charge conservation. The polarization-dependent vertex is written down explicitly as a subscript in equation (6), and $\gamma$ in the third term is the dielectric function which originates from screening alone. Since a constant vertex can be pulled in front of the sum of equation (2) the first two terms of equation (6) cancel for constant $\gamma$ (corresponding to lowest order $A_{1g}$ symmetry and/or strictly parabolic dispersion), and only the last term survives but is suppressed as $q^2/\Omega_{\text{pl}}^2$ in a charged system.

In the fully symmetric channel having $A_{1g}$ symmetry in the $D_{nsh}$ space group, applicable for most of the FeBCs, the response is at least partially screened.

### 4.4. Weakly interacting systems

The scattering from free electrons cuts off at $\hbar \Omega_{\text{max}}$ [127]. In a realistic normal metal with a single conduction band either impurities or interactions can maintain the $q = 0$ selection rule and facilitate the occurrence of broad continua extending to energies well above $\hbar \Omega_{\text{max}}$ [77, 128]. Obviously this is the case in all materials of interest with interactions including the FeBCs, the cuprates, the A15 compounds, MgB$_2$ and many others. However, only in the cuprates the argumentation is straightforward since there is one conduction band in the single-layer compounds with one CuO$_2$ plane per unit cell, for instance La$_{2-y}$Sr$_y$CuO$_4$. Somewhat surprisingly, the response is nearly identical in the double-layer compounds (two neighboring CuO$_2$ planes) such as YBa$_2$Cu$_3$O$_{y+\delta}$ to that in materials with just one CuO$_2$ plane. It was in fact shown that the contributions from individual bands in multi-band systems just add up to a good approximation not only in the cuprates [129] but also in the FeBC [117] allowing one, as a starting point, to treat the response in a band basis and neglect inter-band transition.

If we disregard spurious contributions to the cross section such as luminescence (being a good approximation at low energies; see, however, reference [57]) only (dynamic) inter-

actions can produce the broad continua observed [81, 130]. Impurities are present but irrelevant in high-quality single crystals as can be seen directly below $T_c$ since impurities reduce the effect of pair breaking in the Raman spectra. As shown by
Klein and Dierker [73] the response of a clean isotropic superconductor has a square root singularity at the gap edge $2\Delta$ in the limit $q = 0$. In the presence of impurities (and similarly for finite $q$ [73]) the singularity disappears and the response at $2\Delta$ becomes finite and scales as $\Delta \tau_0$, where $\tau_0$ is the impurity scattering time [110–112]. In all realistic cases the difference between the normal and superconducting spectra cannot be observed any further for $h\tau_0^{-1} \to \Delta$. Therefore, the continuum in superconductors essentially comes from dynamical interactions between the conduction electrons and other excitations which are gapped out below $T_c$ for $h\Omega \lesssim 2\Delta$. In nearly all superconductors which have been studied by light scattering this conclusion holds. The only exception is the $A_{1g}$ response in A15 compounds where the normal state intensity vanishes [103, 131].

Although the normal state continuum generally signals the presence of strong interactions, it is impossible to describe the superconducting response in terms of strong-coupling theory so long as the microscopic origin of the relevant interactions is unknown. Only in the case of spin fluctuations both the normal and the superconducting spectra have been modelled microscopically on equal footing [113]. In a few cases phenomenological descriptions on the basis of Eliashberg theory were applied [112, 132–134].

In the majority of cases, the weak-coupling result [73] is used since it is sufficient to capture the generic properties of the superconducting state. The response kernel is given by the T"{u}nneto–Maki (TM) function [135],

$$
\Theta_{k,TM}(\Omega, T) = \frac{\pi}{2} \frac{|2\Delta_k|^2}{\Omega \sqrt{\Omega^2 - |2\Delta_k|^2}}, \quad \Omega > |2\Delta_k|. \tag{7}
$$

It is the result of a superposition of particle excitations across the gap from an occupied into an unoccupied state and pair breaking. Both contributions have a square-root singularity at $|2\Delta_k|$ and, because of the coherence factors, add constructively in the case of light scattering and destructively in the case of the (real part of the) optical (IR) conductivity $\sigma'(\Omega)$ [136].

In the case of a charge or spin density wave the functional form of the response close to the density-wave gap $|2\Delta_{DW}|$ is also described by equation (7) [137] if the material is insulating below the transition. In a metal the best way of describing the response is the superposition of a normal metallic response (see next section) and a condensate in the spirit of a two-fluid model [82]. In all metallic cases there is an incomplete redistribution of spectral weight from low to high energies starting abruptly at the transition temperature. The line shape is comparable to that of a superconductor having an anisotropic gap with BaFe$_2$As$_2$ being a prototypical example for SDW formation in the pnictides [38].

4.5. Collision limited regime

The simplest type of response in the normal state in systems with vanishingly small $h\nu q$ results from the presence of (heavy) impurities. Here the electrons change only their momentum but not their energy (Drude model). The gauge-invariant kernel was derived by Zawadowski and Cardona [77],

$$
\Theta''_{k,LD}(\Omega) = \frac{\pi}{2} \frac{h|\Omega_k'^{\ast}|}{(\hbar\Omega^2 + (|\Gamma_k'|^2)}, \tag{8}
$$

where $\Gamma_k'^{\ast} = h(\tau_k')^{-1}$. $\Gamma_k'$ is not identical to the electronic relaxation time but is renormalized by a (presumably small) channel-dependent vertex correction, similarly as in ordinary transport where the vertex corrections ensure (among other things) that forward scattering does not contribute to the resistivity. $\Gamma_k'$ is temperature and energy independent.

If the electrons scatter from excitations in the energy range of $\hbar\omega$ such as phonons, spin fluctuations or among themselves they transfer both momentum and energy. As a consequence they become dressed quasi-particles, and the relaxation rate depends now on energy, momentum and temperature. Due to these interaction effects, the electron velocity gets reduced and the mass increases by the same factor $1 + \lambda_k(\Omega, T)$, and the extended Drude response reads [81]

$$
\Theta''_{k,LD}(\Omega, T) = \frac{\pi}{2} \frac{h\Omega|\Gamma_k'^{\ast}(\Omega, T)|^2}{(\hbar\Omega(1 + \lambda_k(\Omega, T))^2 + (|\Gamma_k'(\Omega, T)|^2)}. \tag{9}
$$

The energy and temperature dependent projected parameters $\Gamma_k'(\Omega, T)$ and $1 + \lambda_k(\Omega, T)$ can be derived if $\Theta''_{k,LD}(\Omega, T)$ is known for a sufficiently wide energy interval [81]. The zero-energy extrapolation value of $\Gamma_0(T) = \Gamma_k'^{\ast}(\Omega \rightarrow 0, T)$ can be compared with ordinary or optical transport, for instance. Shstry and Shraiman [138] noticed that the relation between the Raman response and the real part of the optical conductivity, $\Theta''_{k,LD}(\Omega, T) \propto \omega'\sigma'(\Omega, T)$, is a good approximation in many cases, in particular if the momentum dependence is weak. In this sense $\Theta''_{k,LD}(\Omega, T)/\Omega$ is a momentum dependent ‘Raman conductivity’.

An expression equivalent to equation (9) can be derived for the superconducting or a density-wave state in terms of Eliashberg theory. It is considerably more complicated, and the normal state continuum and the gap excitations are closely interrelated [113]. Since this analysis was not used in the case of the FeBCs so far we do not reproduce it here. The interested reader can consult references [132, 134]. Qualitatively, the continuum is gapped out below $|2\Delta|$ for zero temperature and increases continuously for $0 < T \lesssim T_{c(DW)}$ due to the presence of thermal excitations. In the zero-energy limit $\chi'' \propto \Omega$, and the initial slope reflects the anomalous (Nambu) Raman relaxation rate $\Gamma_0(\omega_{SOC(DW)})$ inside the gap being similarly difficult to analyze as the relaxation rates in NMR, microwave or ultrasound absorption experiments, in particular in unconventional systems.

All results summarized here are essentially lowest-order response theory. However, the experiments in Ba$_{1-x}$K$_x$Fe$_2$As$_2$ and Na(Fe$_{1-x}$Co$_x$)$_2$As$_2$ show [41, 46, 47, 49] that higher order corrections may be necessary for the proper interpretation

---

4 The reason is that $\sigma'$ is always an average over the entire Fermi surface whereas $\Theta''_{k,LD}$ is not (see below).
4.6. Beyond lowest order

Equation (7) is the lowest-order approximation of the response and is not gauge invariant as already pointed out by Klein and Dierker [73]. The controversy as to whether or not the resulting vertex corrections are relevant for the interpretation in the A15 materials is still not settled [73, 89, 94, 103, 139]. A similar narrow in-gap mode as in the $E_g$ response of the A15s was observed recently in BKFA where it is well separated from the pair-breaking peak [46]. A mode in the $d_{x^2−y^2}$ channel (1 Fe unit cell) with this property was predicted by Scalapino and Devereaux [91] for a two-band model applicable to the FeBCs. Chubukov and coworkers [90] predicted an $A_1g$ mode originating from the same type of mechanism for a different hierarchy of pairing instabilities.

The existence of in-gap modes in a superconductor was first noticed by Bardasis and Schrieffer (BS) [140]. They studied the effect of final state interaction in the presence of an anisotropic pairing potential $V_{k,k'}$ and found undamped modes below the gap edge, $\hbar \omega_{LM} < 2\Delta$, which are characterized by quantum numbers $L$ and $M$ corresponding to the expansion of $V_{k,k'}$ into spherical harmonics. These collective excitations, usually called BS modes, are similar to excitons in semiconductors where $\alpha > 1$ with respect to the ground state $\alpha = 1$, $\lambda_i/\lambda_1$. As pointed out in references [90, 91] the analysis of these excitons would help in clarifying the so far elusive pairing mechanism in the FeBCs.

The functional form of the response additional to lowest order (equation (7)) reads [91],

$$\Delta \chi''(\Omega) = \frac{8}{\Omega^2} \Im \left\{ \frac{(\gamma(k)g(k)\Delta(k)P(\Omega, k))^2}{(\lambda_i^2 - \lambda_i^{-1}) - (g^2P(\Omega, k))^2} \right\}, \quad (10)$$

where $\gamma(k)$ is the usual Raman vertex, $g(k)$ is the $d$-wave-like form factor on the electron bands for making the interaction between them separable, and $P(\Omega, k)$ is the complex superconducting response kernel the imaginary part of which is given in equation (7). Equation (10) was used in reference [47] for estimating the value of the sub-leading $d_{x^2−y^2}$ coupling parameter $\lambda_d$ from the electronic Raman spectra of BKFA for a given $s$-wave coupling strength $\lambda_s$. Identical expressions with redefined coupling parameters were derived for explaining the nematic resonance [39]. Similarly as in the case of excitons, there may be more than one BS mode in the presence of several sub-leading coupling channels. This possibility was considered recently in a theoretical study [92].

In a system with more than one band there is an additional contribution to the response from number-phase oscillations between the bands in momentum space comparable to the Josephson effect in real space [95]. It must be included to make the response gauge invariant, as pointed out recently by Cea and Benfatto [99]. Usually, for instance in the cases studied theoretically by Suhl and coworkers [142], which is possibly realized in MgB$_2$, the main contribution to superconductivity comes from coupling in the individual bands having strength $\lambda_{ij}$. The inter-band coupling $\lambda_{ij}$ is weaker but leads to an increase of $T_c$ to values above the maximum of the individual bands. It is widely believed that the main contribution to pairing in the FeBC has its origin in inter-band [9] or inter-orbital [143] coupling and that the intra-band pairing is weak. The effect of weak inter-band coupling was investigated already earlier in the context of MgB$_2$ [96, 97] whereas strong inter-band coupling was addressed only recently in the context of the FeBCs [98–100]. The symmetry properties of the Leggett modes depend sensitively on the orbital content [98, 100].

For weak inter-band coupling, the mode related to the number-phase fluctuations is below the gap energy and increases essentially linearly with $\lambda_{ij}$. For $\lambda_{ij} \ll \lambda_{ij}$ the Leggett mode is in the continuum above $2\Delta$ and is therefore overdamped. Figure 4 shows the transition between the two coupling regimes and demonstrates the damping effect. In addition, it could be shown that the energy saturates at the maximal gap energy.

4.7. Spin excitations

For spin excitations the Elliot–Fleury–Loudon Hamiltonian [62] is the simplest nonresonant interaction operator which describes scattering in a Heisenberg model with nearest-neighbour exchange coupling $J$.

$$\hat{H}_{\text{EFL}} = J \sum_{i<j} (\delta \cdot \hat{\mathbf{e}}_i)(\delta \cdot \hat{\mathbf{e}}_j)(S_{\mathbf{r}(i)} \cdot S_{\mathbf{r}(j)} - \delta) \cdot (\hat{\mathbf{e}}_i \times \hat{\mathbf{e}}_j). \quad (11)$$

$S_{\mathbf{r}(i)}$ is a spin at site $\mathbf{r}(i)$, $a$ is the distance between the sites and $\delta$ is a unit vector pointing towards one of the nearest
neighbors. \((i, \delta)\) is a restricted sum to avoid double counting. The spectral shape can either be determined in terms of spin-wave theory [62], by numerical [64] or field theoretical methods [144]. In the thermodynamic limit (infinitely large systems) of a spin-only model the low-energy limit is characterized by an \(\Omega^3\) variation of the response [144–147]. If there exist itinerant electrons in addition to localized spins, such as proposed for FeSe for instance [148–150], the spin response may be superimposed on an electronic continuum. Possible interrelation effects have not been explored yet.

In anisotropic systems two-magnon excitations may be observed well above \(T_N\). Then the evolution of the two-magnon line is continuous over large temperature ranges below and above \(T_N\) [151]. Thus the line shape and the temperature dependence of the response allows one to clearly distinguish the scattering from localized and itinerant spins as described at the end of section 4.4.

Screening may become relevant in metallic systems such as the FeBCs in which the spins forming the SDW are itinerant as opposed to the cuprates which are Mott insulators at low doping. However, there is no analytic treatment yet dealing with the problem of light scattering from spin polarized conduction electrons beyond SDW formation or the nearly antiferromagnetic Fermi liquid [152]. Doped cuprates were studied using quantum Monte Carlo methods [153, 154]. Considerations along these lines may surface when analyzing the differences between the pnictides and chalcogenides where the magnetism is believed to be predominantly itinerant and localized, respectively, at least for some orbitals [149, 155–158]. However, this rather general problem cannot be solved here and the controversial discussion on spin excitations in the FeBCs requires additional work.

4.8. Fluctuations

In the case of fluctuations, there are three possibilities to deal with the \(q = 0\) selection rule. (i) A fluctuation can have zero momentum. This case applies if all unit cells have the same excitation pattern as for the case of ferro-orbital fluctuations [49]. (ii) A fluctuation with finite critical wave vector such as \(\mathbf{q}_c = (\pi, \pi)\) or \(\mathbf{q}_c = (\pi, 0)\) for incipient Néel type or stripe-like antiferromagnetic order, respectively, can exchange momentum with another excitation or a defect. The case of moderately high defect concentrations was studied by Gallais and Paul [116]. The momentum transferred by the photons is certainly insufficient for large critical momenta (see section 4.3). (iii) Two fluctuations with opposite momenta are exchanged. It is exactly what happens in the case of two-magnon excitations in a system with long-ranged order [62, 159]. The same type of scattering may also occur in partially ordered systems [160] or in the presence of critical fluctuations [83]. This type of diagrams were first studied by Ashamazov and Larkin in the context of paraconductivity above the superconduction transition [161].

For the FeBCs there are various theoretical studies on the Raman response of fluctuations [85–87, 115, 118]. Although spin, orbital, and charge degrees of freedom are not independent, the question as to the leading instability remains relevant and crucial for the understanding of the FeBCs [40, 49, 115, 116, 118, 162–166].

4.9. Selection rules

In an inelastic light scattering experiment, all selection rules must be compatible with the direct product of two dipole transitions in the relevant crystal structure [119]. Figure 5 shows the main scattering geometries and the related sums of projected symmetries \(\mu\) of the \(D_{4h}\) point group relevant for FeBCs (and cuprates). The pure symmetries can only be obtained by linear combinations of the spectra measured in appropriate geometries. The symmetry selection rules are generally valid and well known for, e.g., phonons. We now consider those for spin and charge excitations.

4.9.1. Particle–hole and gap excitations. In the simplest approximation the vertices relevant for the projections in the Brillouin zone can be expanded into crystal harmonics of the respective point group [167]. Figure 6 shows the related symmetry form factors \(\mu\).

In first order approximation selection rules can be derived on the basis of symmetry alone since \(\gamma_{\mu}(\mathbf{k}, \mathbf{q} \rightarrow 0)\) can be expanded into the set of basis functions \(\Phi_n(\mathbf{k})\) [82]. Figure 6 shows schematic representations of the first and second order basis functions (crystal harmonics) of each symmetry to which the Raman vertices \(\gamma_{\mu}\) are proportional. For particle–hole excitations, symmetry-resolved Raman vertices can be derived from the band structure within the effective mass approximation.

\[
\gamma_{n, A_1}(\mathbf{k}, \mathbf{q} \rightarrow 0) \propto \frac{1}{2} \left( \frac{\partial^2 \varepsilon_n(\mathbf{k})}{\partial k_x \partial k_y} - \frac{\partial^2 \varepsilon_n(\mathbf{k})}{\partial k_y \partial k_x} \right)
\]

(12)

\[
\gamma_{n, B_1}(\mathbf{k}, \mathbf{q} \rightarrow 0) \propto \frac{1}{2} \left( \frac{\partial^2 \varepsilon_n(\mathbf{k})}{\partial k_y \partial k_z} - \frac{\partial^2 \varepsilon_n(\mathbf{k})}{\partial k_z \partial k_y} \right)
\]

(13)
mode appears in the fully symmetric interactions with wave-vector ($\mathbf{k}$) the band structure and the coupling. If two concentric bands or symmetry. The zeroth order (form factors) for the symmetries $\gamma_1$, $\gamma_2$ and $\gamma_{3g}$ are included the Leggett mode $s_0$ in the $B_{1g}$ symmetry ($\gamma_1$) rather than $\gamma_{1g}$ to be relevant for presumably most of the FeBCs. As can be seen from figure 6, in the $B_{1g}$ symmetry ($\gamma_{1g}$) one may expect to probe electron pockets, whereas both electron and hole pockets may be probed in $A_{1g}$ symmetry ($\gamma_{A1g}$). The dependence of the Raman response on $\gamma_{A1g}$ directly explains the selectivity in $k$-space.

5. Instabilities beyond superconductivity

The phase diagram (figure 1) shows that the FeBCs have a multitude of instabilities beyond superconductivity. Their interrelation amongst each other and with superconductivity is a main focus of research. For certain ranges of doping and/or applied pressure all FeBCs exhibit long range magnetism while remaining metallic in contrast to undoped cuprates. Some of the FeBCs like FeSe display only short-ranged magnetic order at finite temperature [157, 168]. Not surprisingly, the nature of the magnetism is still under discussion. It was shown recently that the degree of localization of electrons and thus spins may depend on the orbital and varies between the materials [149].

Above the magnetic ordering temperature there are various structural transitions which typically go along with electronic anisotropies such as substantial differences in the resistivities measured along inequivalent directions [28] or orbital order, specifically of the $d_{xz}$ and $d_{yz}$ orbitals [169]. Yet, how can the origin of these differences be pinned down?

5.1. Excitations from localized spins

While itinerant and localized magnetism cannot easily be distinguished by neutron scattering, Raman scattering offers clear criteria [55] which are outlined in sections 4.4 and 4.7. The main arguments are the temperature, doping and symmetry dependences and line shapes.

Early experiments on Fe chalcogenides and pnictides reported excitations in the range 2000–4000 cm$^{-1}$ in all symmetries. The results were interpreted in terms of local spins [27, 31], and the energies are in fact compatible with the exchange coupling $J \approx$ 120 meV found by neutron scattering or density functional theory (DFT) [170]. With the improvement of the sample quality, the peaks in this range faded away and may be traced back to luminescence with high probability [43].

Recent experiments in FeSe support scattering from localized spins. The $B_{1g}$ spectra at high (300 K) and low (20 K)
temperature are dominated by a broad peak centered at approximately 500 cm$^{-1}$, whereas near $T_S$ an additional sharp peak appears in the range 100–200 cm$^{-1}$ [53, 55, 57] which we disregard here but discuss in detail below in the context of fluctuations. The main peak in $B_{1g}$ symmetry at 500 cm$^{-1}$ depends continuously on temperature [55] and survives low doping with sulfur [57]. For FeS the excitation is completely gone. In contrast to Massat et al [53] and Zhang et al [57], Baum and coworkers [55] assign this peak to a two-magnon excitation of nearly frustrated spins.

There are experimental and theoretical arguments for this assessment. Very generally, antiferromagnetically ordered local spins give rise to two-magnon excitations close to $3J$ [62] whereas SDW order in a metallic system leads to instantaneously appearing coherence effects close to the gap energy in the electronic excitation spectrum similar to those in a superconductor (see section 4.4). In FeSe, the pronounced excitation in $B_{1g}$ symmetry on top of the particle–hole continuum builds up gradually [53, 55]. Thus the temperature dependence of the scattering intensity is compatible with that of a quasi two-dimensional Néel antiferromagnet, e.g., YBa$_2$Cu$_3$O$_6$ [151]. However, the energy of the $B_{1g}$ peak is too small by approximately a factor of five, suggesting frustrated magnetism, as studied theoretically already in pnictides and chalcogenides [64], expected from LDA results [170], and explored recently for FeSe using exact diagonalization [171].

On a square lattice, frustration can occur in the presence of interactions between nearest-neighbour coupling. In this case, a variety of ordering patterns or wave vectors may be realized. A possible model is the $J_1-J_2-J_3-K$ Heisenberg model [170] where nearest, next-nearest and next–next-nearest neighbor exchange couplings are taken into account. $K$ is the coefficient of the bilinear interaction proportional to $(S_i \cdot S_j)^2$ which, depending on the signs (de)stabilizes long-range order. For $J_2 \approx 0.5J_1$ Néel ($\pi, \pi$) and stripe ($\pi, 0$) order occur with similar probability for $J_1 \rightarrow 0$ and are separated by a ($\pi, \pi/2$) phase for $J_1 > 0$ [170]. In all cases, little energy is required for flipping a spin, and the maximum of the two-magnon excitation moves to zero energy in the classical limit ($S \rightarrow \infty$) and to approximately 0.5$J_1$ for $S = 1/2$ as opposed to 2.8$J_1$ when $J_1$ dominates [144]. The near degeneracy of the Néel and the stripe state going along with short range order in FeSe was not only predicted by LDA studies [170] but also observed recently by neutron scattering [157].

The $B_{1g}$ response in FeSe was studied theoretically for zero and finite temperature by diagonalizing a $4 \times 4$ cluster carrying spin 1 using $J_2 = 0.528J_1$ and $J_1 = 0$ [55, 171]. The observed agreement between theory and experiment is semi-quantitative for all symmetries. The conclusions are in agreement with those of the neutron scattering experiments [157] and support the existence of local spins. How are local spins compatible with metallic transport in FeSe and why is FeSe different from the pnictides? Before discussing this question in section 5.4 the SDW systems and fluctuations will be reviewed.

5.2. Spin density wave order

Signatures of the SDW in the Raman spectra of BFA were first discussed by Chauvière et al [26]. Figure 7 compares the low and high temperature $B_{1g}$ Raman response. Spectral weight is redistributed from energies below to above the SDW gap upon entering the SDW state. The Raman spectra exhibit two distinct features: A peak at about 900 cm$^{-1}$ appearing only in $B_{1g}$ symmetry and a step-like increase at about 400 cm$^{-1}$ in all channels [26].

The $B_{1g}$ selection rules for inter-orbital transitions would be compatible with a transition $d_{x^2−y^2} \leftrightarrow d_{xy}$ to correspond to the peak at 900 cm$^{-1}$. Yet, this straightforward explanation is in conflict with band-structure calculations which find the dominant contribution to the states at the Fermi surface to originate from $d_{xy}$ and $d_{x^2−y^2}$, and $d_{yz}$ orbitals. Thus intensity can only be redistributed among these orbitals. Consequently, a band-folding picture was suggested with two types of electronic transitions in the SDW state: (a) a high-energy transition between electron and hole bands anti-crossing after back-folding and (b) a low-energy transition involving either interacting or noninteracting bands. Upon Co substitution, the peak observed in $B_{1g}$ symmetry disappears due to the increase of the Fermi energy and the related filling of the unoccupied states at the anti-crossing points [26].

A much more pronounced redistribution of spectral weight was reported for Sr122 [43] with a suppression at low
energies and three distinct peaks at 820 cm$^{-1}$, 1140 cm$^{-1}$ and 1420 cm$^{-1}$ appearing in $B_{1g}$ symmetry. The peak at 820 cm$^{-1}$ is also present in $B_{2g}$ symmetry. In $A_{1g}$ symmetry no peaks can be resolved. On the basis of the symmetry selection rules the authors argue that the peaks at 1140 cm$^{-1}$ and 1420 cm$^{-1}$ originate from anti-crossing bands in the presence of imperfect nesting rendering the $X$ and $Y$ points inequivalent. The peak at 1420 cm$^{-1}$ appears only well below $T_{SDW}$ and was explained in terms of a temperature dependent Fermi surface topology and the disappearance of a hole-like Fermi surface pocket very close to the chemical potential in the reconstructed SDW electronic structure. The peak at 820 cm$^{-1}$ is assigned to an optical transition between folded bands away from the $\Gamma$–$X$ and $\Gamma$–$Y$ directions which are probed in $xy$ configuration.

Recently Zhang et al. reported spectral weight redistribution in twinned Eu122 and detwinned mono-domain Ca122 single-crystals in the SDW phase, as shown in figure 8. In the $x'x'[\equiv XY]$ configuration, spectral weight is transferred from low energy to above 800 cm$^{-1}$ with the development of a peak at 1220 cm$^{-1}$ and 1060 cm$^{-1}$ for Ca122 and Eu122, respectively (see panels (a2) and (b2) in figure 8). For de-twinned Ca122 a large intensity anisotropy of the 1220 cm$^{-1}$ peak is observed in $xx$ and $yy$ scattering configurations (see panel (a3) in figure 8). In addition, a weak spectral feature is observed at 830 cm$^{-1}$ in $x'x'[\equiv XX]$ and $xy$ scattering configurations as indicated by arrows. The authors derive the selection rules for inter- and intra-orbital transitions on the basis of the $D_{2h}$ group for the high symmetry points in the Brillouin zone. The symmetry analysis, augmented by an orbital-resolved DFT + DMFT study [34], suggests that the peak at 1200 cm$^{-1}$ in the $A_{1g}$ symmetry channel originates from an intra-orbital transition at the $Z$ point induced by the SDW band folding, whereas the peak at 830 cm$^{-1}$ in the $B_{1g}$ channel arises from the $d_{z^2} \leftrightarrow d_{x^2-y^2}$ transition at the $\Gamma$ point.

The analysis of the Raman spectra in the SDW state shows that the typical gaps induced by ordering of the magnetic moments of itinerant electrons are in the range of 100–150 meV or $8k_B T_{SDW}$. This ratio is in the same range as that of the superconducting gap, and one cannot conclude that $T_{SDW}$ is suppressed by fluctuations as, for instance, in the tritellurides [137]. Rather, the large volume may indicate strong coupling. Whether or not the $a-b$ anisotropy of the gap energy found in Ca122 [34] is a generic feature of all pnictides cannot be decided on the basis of the material at hand. However, a strong electronic anisotropy was also found in the energy range of 2–3 eV in Ba122 below $T_{SDW}$ when studying resonance effects of the $A_{1g}$ arsenic phonon [172]. Thus, anisotropies in the electronic structure were identified by Raman scattering at low and high energies in the magnetically ordered phase.

5.3. Fluctuations above the ordering transitions

There are various types of instabilities in the FeSCs which can drive the phase transitions. While some groups consider magnetic ordering the dominant interaction [9, 173], Kontani et al see orbital ordering in the driver’s seat [174]. These basic considerations were studied in some detail and refined recently. A tendency towards charge-driven or Pomeranchuk-type order was found for FeSe using either Hubbard models with strong coupling between spin and orbitals [163] or renormalization group (RG) schemes on model band structures [164, 165] or orbital-dependent nesting properties [166]. For the pnictides these studies favor spin-driven nematicity and explain, on a qualitative basis, the proximity of the nematic and the magnetic transitions and the absence of magnetism in the chalcogenides. This rather incomplete selection of theoretical work already highlights the importance of experimental studies for clarifying the issue.

Since strong fluctuations precede the structural transitions in many compounds, experimental access to the fluctuations is highly desirable. Raman spectroscopy is among the handful of techniques available but does not probe the fluctuations alone. Rather, since the FeBCs are metals the contribution is always superimposed on the particle–hole continuum which needs to be taken into account for quantitative analyses.

A contribution from fluctuations to the Raman spectra of FeBCs were first reported by Choi et al. [29]. They observed a pronounced build up of the low energy Raman response in Sr122 upon cooling towards $T_S$ and suggested a magnetic nature of the fluctuations. The similar build up of the low-energy signal in the $B_{1g}$ channel was also observed for Ba122 by Sugai et al [27, 32] as presented in figure 9. The authors attributed the low-energy $x'x'\equiv aa$ and $xy$ spectra to excitations near Dirac nodes where the bands intersect without interacting (circles in figure 9(b)) and the $xx$ and $x'y'\equiv ab$ spectra to the ‘anti-nodal’ excitations where the back-folded
bands interact (squares in figure 9(b)). The increase of the low-
energy scattering intensity was interpreted in terms of critical
fluctuations related to the opening of the anti-nodal gap.

Several detailed studies of fluctuations in both pnictides
and chalcogenides were presented more recently in references
[30, 33, 35, 40, 44, 49, 53, 116, 175, 176]. As discussed in
section 4.8, one and/or two fluctuations may contribute to the
Raman spectra via distinct scattering processes. Gallais and
Paul [116] and Thorsmølle et al [49] point out that the first
order term has a non-zero contribution in the presence of
momentum scattering processes (or, equivalently, finite \( v_F g \)).
On the other hand, the second order AL diagrams may include
contributions having \( q \gg 0 \).

Gallais and coworkers suggested to use the static limit of
the real part of the response, \( \chi'_B1g(\Omega = 0, T) \), for analyzing
the Raman data and comparing them to the results of other quasi-
static methods such as NMR or elasticity. \( \chi'_B1g(\Omega = 0, T) \)
was directly extracted from \( \chi''_B1g(\Omega, T) \) via Kramers–Kronig
transformation, \( \chi''_B1g(\Omega = 0, T) = \pi^{-1} \int d\Omega' \chi''_B1g(\Omega', T)/\Omega' \),
where \( \chi''_B1g(\Omega, T)/\Omega \) has the meaning of a channel dependent Raman
conductivity. This procedure requires an extrapolation of
\( \chi''_B1g(\Omega, T) \) to zero energy and the selection of a high-energy
cutoff since \( \chi''_B1g(\Omega \rightarrow \infty, T) \approx c \) where \( c \) is a constant.
The method was applied to the analysis of the data of BFCA
[30, 116] (see next paragraph) and subsequently of EuSr122
[33, 44], BKFA [176], and Na111 [49]. Thorsmølle et al demonstrated the scaling of the static susceptibility obtained
from Raman scattering and NMR data for Na111. Consequently,
low energy quasi-elastic scattering was related to \( d^\pm \)
quadrupolar nematic fluctuations which became critical on
approaching a Pomeranchuk instability with a deformation of the Fermi surface [177, 178].

The low-energy Raman response in differently doped
BFCA was extensively studied by Gallais et al [30, 116]. The authors argue that the nematic susceptibility is observ-
able in the \( B_{1g} \) channel and originates from charge fluctuations
for symmetry reasons since inelastic light scattering couples
preferably to the charge. They observe a strong enhancement
of the \( B_{1g} \) response \( \chi''_B1g(\Omega \approx k_BT, T) \) upon cooling towards
\( T_S \) and a collapse thereof in the orthorhombic/SDW state,
whereas the \( B_{2g} \) response is essentially temperature inde-
dependent. First, \( \chi''_B1g(\Omega = 0, T) \) was determined. Second, it is
shown that this quantity is equal to the quasi-static nematic susceptibility and, in fact, compares well to the Young modu-
ulus \( c_{0\theta}(T) \) derived from thermal expansion [116, 179]. Inter-
estingly, neither \( c_{0\theta}(T) \) nor \( \chi''_B1g(\Omega = 0, T) \) diverge at \( T_S \)
due to the coupling of the electronic/spin degrees of freedom to the
lattice [30, 116, 180]. As a consequence, the divergence of
\( \chi''_B1g(\Omega = 0, T) \) derived from a Curie–Weiss fit occurs always
below the structural transition, \( T_S < T_S \).

Kretzschmar et al [40] focused their attention on BFCA
at finite doping where the magnetic ordering temperature and
the structural transition are separated (\( T_{SDW} < T_S \)) as shown in
figure 10. The memory function method [81] was used for
extracting the static Raman relaxation rates \( \Gamma_0(T) \) in \( A_{1g} \)
and \( B_{1g} \) symmetry and for facilitating the identification of the
cross-over temperature \( T_\ell \) below which the contributions from
fluctuations become detectable in the \( B_{1g} \) channel.

The fluctuations and the particle–hole continuum can only
be considered additive if they get excited through independent
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scattering channels such as, e.g., phonons and charge excitations. If two fluctuations are excited simultaneously (AL mechanism) the response from fluctuations exists independent of other excitations, otherwise the excitations are entangled. In order to separate the fluctuations contribution, the high temperature particle–hole continuum \((T > T_s)\) was extrapolated down to low temperatures by varying \(\Gamma_0(T)\) in a way that the initial slope of the spectra matches the transport results and was subtracted from the respective total Raman response.

Figure 10. Polarization-resolved Raman results for Ba\((Fe_{0.975}Co_{0.025})_2As_2\). (a)–(c) Response \(R''(\Omega, T)\) at temperatures as indicated. The pictograms for the polarizations were added. (a) \(B_{1g}\) spectra above and (b) below \(T_g\). (c) \(A_{1g}\) response. The initial slopes defined in (a) and (c) by gray arrows are proportional to the static two-particle lifetime \(\tau_0\u200b\mu\u200b\) in symmetry \(\mu = A_{1g}, B_{1g}\). (d) Raman relaxation rates \(\Gamma_0(T) = \hbar/\tau_0(T)\), in \(A_{1g}\) (blue circles) and \(B_{1g}\) (red diamonds) symmetry as a function of temperature. The \(A_{1g}\) and \(B_{1g}\) data above \(T_f\) closely follow the resistivity. The fluctuation range \(T_S < T < T_f\) and the nematic phase \(T_{SDW} < T < T_S\) are shaded green and magenta, respectively. Reprinted by permission from Macmillan Publishers Ltd: [Nature Physics] [40], Copyright (2016).

The spectral shape of the fluctuations can be described quantitatively in terms AL-type of diagrams if electron–phonon interaction is included [83]. Otherwise the decay on the high-energy side is too slow [115, 118]. The corresponding selection rules (see section 4.9) yield \(q_c = (\pi, 0)\) as the wave vector of the critical fluctuations. Furthermore, it was demonstrated that the initial slope of the fluctuation response \(\chi''\) exhibits qualitative agreement with the temperature dependence of the nematic susceptibility in the tetragonal and the nematic phase, as expected from a Ginzburg–Landau type of consideration. A comparison of BFCA and BKFA and details of the analysis are further discussed in reference [181].

In FeSe, having a structural transition at \(T_S \approx 90\text{ K}\) and short-ranged but no long-ranged magnetic order above \(4\text{ K}\) [157, 168], the fluctuations survive down to temperatures right above \(T_c \approx 9\text{ K}\) [53, 55, 57]. The experimental results, of the three groups of authors agree with each other in the energy and temperature range where they can be compared. We show the results of Massat et al in figure 11 and describe those in \(B_{1g}\) symmetry in detail. At 295 K (upper part of panel (a)) a broad peak at 50 meV is observed which is unique for FeSe (and FeSe\(_{1−x}\)S\(_x\) for \(x \leq 0.2\)). In the pnictides or in pure FeS it is absent, the spectra are nearly flat and the overall intensity in all symmetry projections is similar. Upon cooling, this peak first gains intensity. Below 200 K an additional structure starts to appear at some 20 meV which becomes clearly discernible in the yellow spectrum at 142 K (see also and panel (b)). At \(T_S = 90\text{ K}\) (black) it peaks at 4–5 meV and has maximal intensity. The peak at 50 meV stays nearly pinned and has
now almost twice the intensity as at 295 K. Below 90 K (panel (c)) the low energy peak survives down to at least 45 K (Baum et al. [55] can resolve it even at 20 K) and moves to lower energies reaching some 2 meV directly above $T_F$ while losing most of its intensity. The redistribution of spectral weight in the superconducting state shows directly that the remaining intensity below 15 meV originates from particle–hole excitations as in the pnictides. Concomitantly, the peak at 50 meV hardens slightly and increases further. Baum et al. [55] argue that the persistence of the fluctuations well below $T_S$ is supportive of spin fluctuations similar to those in BFCA, whereas Massat et al. [53] assign the fluctuations to charge and/or orbital physics and the peak at 50 meV to interband transitions. Zhang et al. [57] interpret the quasi-elastic peak at low-energy in terms of ferro-quadrupole fluctuations of a d-wave Pomeranchuk instability at $q = 0$ and assign the reduction of the intensity below 50 meV and $T_F$ to the opening of a gap in the electronic excitation spectrum following the lattice distortion.

In a recent preprint [87] Udina et al present a detailed gauge-invariant study of the charge part of the low-energy Raman response in FeSe and assign the temperature dependence of the spectra to the relative shift of the Fe 3$d_{xz}$ and 3$d_{yz}$ orbitals in the nematic phase. The authors predict the variation of the spectral shape below $T_S$ and find that the energy of the quasi-elastic peak increases with decreasing temperature if an order-parameter-like variation of the orbital splitting is assumed (see figure 3 of reference [87]). This variation leads to a gap-like suppression of the intensity at low energies and resembles the temperature dependent intensity of the fluctuation peak, whereas the energy of the quasi-elastic peak increases below $T_S$ at variance with the experimental findings (see last preceding paragraph).

Massat and coworkers apply an analysis similar to that in BFCA for studying FeSe at ambient [53] and applied pressure [15], as shown in figure 11. The spectra for $P = 0$ exhibit a pronounced temperature dependence in the $B_{1g}$ channel (figure 11(a)–(c)). The real part of the static Raman susceptibility $\chi_{B1g}(\Omega = 0,T)$, as derived from the ‘Raman conductivity’ $\chi_{B1g}(\Omega,T)/\Omega$, follows a Curie–Weiss law with $T_0$ significantly lower than $T_S$ for reasons discussed above in agreement with the stiffness data. With increasing pressure (figure 11(e)) $T_S$ decreases, and above 2 GPa the SDW is the dominating phase with $T_{SDW}$ reaching 45 K at approximately 5 GPa (figure 11(d)) [182]. With the appearance of the SDW phase above 2 GPa the Curie–Weiss-type variation of $\chi_{B1g}(\Omega = 0,T)$, as determined from the spectra in figure 11(f), disappears as opposed to the observations in BFCA. Apparently, the magnetism in FeSe has aspects different from those in the pnictides.

### 5.4. Origin of the excitations: spin or charge?

There is no consensus yet on the leading instability in the FeBCs, and there are arguments in favor of both orbital and spin ordering. This controversy characterizes also the interpretation of the Raman data, in particular those of the fluctuation response. It is true that photons couple to the charge, and if the vertex has the same symmetry as the fluctuations, there is coupling. However, this does not exclude other types of fluctuations to couple to the light; in other words, the selection rules and the coupling argument are not sufficient for deciding between spin and charge.\(^5\)

Selection rules similar to those of charge excitations can also be derived for spin fluctuations owing to the specific band structure of the FeBCs [40, 83]. Given the issue with the selection rules, the temperature dependence may be used as another criterion, since critical fluctuations are expected to disappear immediately at the corresponding ordering temperature. This disappearance is observed directly at $T_S \approx T_{SDW}$ in BFA [39, 40], at $T_{SDW} < T_S$ in BFCA [40], and not at all in FeSe without long-ranged order [53, 55]. $\chi_{B1g}(\Omega = 0,T)$ as an energy-integrated quantity possibly obscures this important detail to some extent. Therefore, we argue that spin fluctuations dominate the low-energy Raman spectra in most of the FeBCs but would not go so far as to say that there is evidence beyond reasonable doubt. However, we believe that the issue can be settled, presumably by light scattering, using a wide range of excitation energies in the visible range for tracking the resonance behavior or by resonant inelastic x-ray scattering (RIXS) [183].

The second open question pertains to the nature of the short- or long-ranged spin ordering (which exists beyond any doubt): in the pnictides the spins of itinerant electrons order because of a Fermi surface instability [9, 184, 185], whereas the spins or at least some of the spins in the chalcogenides are more localized than in the pnictides [149, 186]. The signatures of these different types of order in the Raman spectra are relatively clear as can be directly seen by comparing the Raman response in cuprates to that in Ba122, for instance. However, it was argued that the band at 500 cm\(^{-1}\) in FeSe originates from incoherent intra-band scattering [53] rather than spin excitations [55]. Yet, there are two considerations which are hard to reconcile with charge (particle–hole) excitations: (i) since the energy of the band does not vary significantly upon cooling from 300 to 4 K, only momentum scattering having a scattering rate of approximately 500 cm\(^{-1}\) and a temperature independent intensity [77] can be at its origin. (ii) With the scattering rate being an order of magnitude larger than the superconducting gap the gap excitations would be entirely suppressed [110, 111] as opposed to the experimental results [53, 55, 57].

On the other hand, the semi-quantitative agreement of the spectra in all symmetries with simulations [55, 171] provides an attractive explanation for the observed spectra. While the dependence (or independence) of the $B_{1g}$ peak on $S$ substitution [57] still needs to be clarified it does not seem to be a killer argument [187]. The orbital dependent localization [149, 156] provides the necessary explanation for the differences between...
Figure 11. Light scattering in FeSe. (a)–(c) Symmetry-dependent Raman spectra of FeSe above $T_S = 87$ K using photons at 2.33 eV. The sharp peaks superimposed on the electronic continuum are due to Raman active optical phonons. The insets display the Raman form factors in different symmetries (blue and red colors indicate positive and negative amplitudes, respectively), and the polarization configurations used to select them. (b) Temperature dependence of the low energy $B_{1g}$ spectra above $T_S$. (c) Evolution of the $B_{1g}$ spectra across $T_S$. The inset shows the spectra across the superconducting transition at $T_c = 8.5$ K. The arrows indicate the peaks associated with $2\Delta$. Panels (a)–(c) reproduced with permission from [53]. (d) Pressure–temperature phase diagram of FeSe. (e) $B_{1g}$ response at $P = 0.3$ GPa and temperatures as indicated. (f) $\chi''(\omega)/\omega$ in $B_{1g}$ symmetry for pressure values and temperatures as indicated. Panels (d)–(f) reprinted with permission from [15], Copyright (2018) by the American Physical Society.

the pnictides and chalcogenides, including the experimentally observed near localization of the electrons in the $d_{xy}$ orbitals in FeSe as opposed to the by and large orbital-independent itineracy of the electrons in all bands in the pnictides [188]. RIXS as a rapidly developing technique may help to pin down the orbital character of the differently localized electrons [189].

In spite of all these arguments the problem is not settled, and the type of fluctuations and the leading instability may be different in the pnictides and chalcogenides as outlined in the beginning of section 5.3. Thus further criteria for the analysis of the $B_{1g}$ Raman data were proposed recently including scaling arguments for the slope of the spectra in the zero-energy limit and for the real part of the static susceptibility [86]. Klein et al analyzed data of FeSe, Ba$_{122}$ and NaFe$_{1-x}$Co$_x$As and found support for a Pomeranchuk-type charge instability in FeSe and for spin fluctuations in the pnictides. Close to a quantum critical point being ubiquitous in the pnictides and chalcogenides energy power laws for the response were derived but were not tested yet against experiments [85].

6. Superconductivity

The identification of the pairing mechanism remains one of the major challenges in all unconventional superconductors. The momentum dependence of the gap magnitude (and phase, if possible) is among the important observables for addressing this question since $\Delta_{\mathbf{k}}$ and the pairing potential $V_{\mathbf{k},\mathbf{k}'}$ are interrelated via the BCS gap equation [190]. Therefore, a large variety of methods has been applied to derive properties of the energy gap in the iron-based materials with the goal to
understand $V_{k\mathbf{k}'}$ and the coupling [7]. Raman spectroscopy allows access to the magnitude of the gap [66, 73, 74], its number-phase fluctuations [95–97] and bound in-gap states encoding the anisotropy of $V_{k\mathbf{k}'}$ [89–91, 140].

6.1. Gap spectroscopy

6.1.1. Results from canonical methods. From the beginning, a substantial band and momentum dependence of the energy gap was observed. Yet, sign changes of the gap on individual bands or between the bands could not be pinned down unambiguously although tunneling experiments with an applied magnetic field [191] and neutron scattering experiments [192] supported unconventional order parameters in Fe(Se,Te) and BKFA, respectively. More pieces need to be added to solve the puzzle and clarify the type of pairing in the ground state.

Further complication arises since the gaps vary strongly between the families and with elemental substitution [12, 210, 211]. In BKFA at optimal doping band dependent gaps with little variation on the individual Fermi surfaces are observed by angle-resolved photoemission spectroscopy (ARPES) [201, 212], while the gaps vary rather strongly around the electron and hole pockets and along the $k_z$ reciprocal axis in BFCFA and overdoped BKFA [196, 199, 213, 214]. As a general feature, the maximal gaps observed across the families are in the range 6–8 in units of $k_B T_c$, similar to those in cuprates.

In table 2 we compile characteristic results found by ARPES, specific heat ($C_{el}$), neutron scattering (INS) and tunneling spectroscopy (STS) and compare them to Raman results. It is instructive to have this overview in addition to the light scattering results which are usually more subject to controversy than the canonical methods, since data analysis is more difficult due to the appearance of additional electronic excitations close to or below the gap energy (cf section 4.6).

6.1.2. Raman results. Momentum- and band-resolved Raman results for the energy gap were first presented and discussed by Muschler et al [25] and are shown in figure 12. They reported data of a complete symmetry analysis in the normal and superconducting states of optimally doped Ba(Fe$_{1−x}$Co$_x$)$_2$As$_2$ ($x = 0.061$). For the symmetry analysis the 2 Fe unit cell was used, and the related projections in the Brillouin zone were discussed subsequently on the basis of an LDA band structure [36]. For comparison with figure 5 the $B_{1g}$ and $B_{2g}$ symmetries must be interchanged. The effect of superconductivity is best seen by comparing spectra taken well below and slightly above $T_c$ similarly as in the case of an SDW (see figure 7).

In Ba(Fe$_{1−x}$Co$_x$)$_2$As$_2$, differences between the spectra above and below $T_c$ which are associated with the opening of the superconducting gap are observed only in $A_{1g}$ and $B_{1g}$ symmetry. In $A_{2g}$ the intensity is generally low for the absence of excitations having the right symmetry. In $B_{2g}$ symmetry little spectral weight is expected since the vertices are small close to the Fermi surface crossings of the bands. Surprisingly, the intensity becomes comparable to that in $A_{1g}$ and $B_{1g}$ symmetry at approximately 300 cm$^{-1}$ but there are no indications of an energy gap. There are essentially three explanations for the absence of gap structures: (a) The intensity originates from excitations other than electron–hole pairs such as spins. The slow increase of the $B_{2g}$ intensity indicates either that (b) states far away from the Fermi surface are projected consistent with the vertices or that (c) the relaxation rate is much higher than expected from transport. Such an anisotropy may occur if the quasi-particle relaxation is strongly momentum dependent for the presence of Co scatterers in the Fe plane. Then the gap excitations are suppressed for specific symmetry projections [112].

We consider (c) the most likely explanation since spin excitations are already very weak at optimal doping and $B_{2g}$ gap features indeed appear in Ba$_{1−x}$K$_x$Fe$_2$As$_2$ where the substitution generates only out-of-plane defects [46].

In superconducting BFCFA [25], the broad maximum close to 100 cm$^{-1}$ and the well-defined peak at around 70 cm$^{-1}$ in $A_{1g}$ and $B_{1g}$ symmetry, respectively, correspond to gap excitations in the hole and the electron band. Finite spectral weight observed down to very small energies indicates vanishingly small gaps. The $\sqrt{Q}$ dependence in $B_{1g}$ symmetry suggests accidental nodes [215].

Similar spectra were reported for doping levels in the range 0.045 $\leq x \leq 0.10$ [37, 38, 181, 216] where broad pair-breaking peaks appear in $A_{1g}$ symmetry between 50 cm$^{-1}$ and 160 cm$^{-1}$. The $B_{1g}$ spectra generally peak at lower energy than those in $A_{1g}$ symmetry. In both symmetries the spectral changes upon entering the superconducting state become less
pronounced below and above optimal doping [38, 181, 216]. In $A_{1g}$ symmetry the peak maxima scale approximately as $6k_BT_c$ in agreement with $2\Delta_{\text{max}}$ from other methods. The $B_{1g}$ spectra peak at $4k_BT_c$ at optimal doping and at $3k_BT_c$ for $x < 0.055$.

The discussion about the details of the interpretation of the spectral shape in superconducting BFCA is not finally settled although the data agree and the basic features are clear. Chauvière et al [38] interpret their $B_{1g}$ results for optimally doped and underdoped samples in terms of a two-gap scenario with a maximal gap $2\Delta_{\text{max}} \approx 75$ cm$^{-1}$ and a small but finite gap $2\Delta_{\text{min}} \approx 15$ cm$^{-1}$ (see table 2). The maximal superconducting gap appears in the same location in momentum space as the SDW gap and is thus suppressed rapidly below optimal doping by the opening of the larger SDW gap, $2\Delta_{\text{SDW}} > 2\Delta_{\text{max}}$, and only the feature related to $2\Delta_{\text{min}}$ survives. The spectral shape in $B_{1g}$ symmetry may also be reproduced with a strong $k_2$ dependence of $\Delta_k$ but the disappearance of the structure at $2\Delta_{\text{max}}$ in underdoped samples can only be explained with an in-plane anisotropy.

Muschler et al [25] argue that the $\sqrt{T}$ variation of the low-energy $B_{1g}$ spectra can be explained with accidental nodes or near-nodes on the outer electron band. This would be in agreement with the results from heat transport [217] and theoretical considerations [36]. Sugai et al find support from band structure calculations for the $B_{1g}$ intensity (1 Fe cell) to originate from the hole bands [37]. The latter conclusion is at variance with symmetry arguments (cf figure 5) and the LDA results of Mazin et al [36]. As a matter of fact, the gap in BFCA is very anisotropic at all doping levels and may even vanish for certain momenta. The maximum is in the range $2\Delta_{\text{max}} \approx 6k_BT_c$. Below optimal doping there is an interaction with the SDW gap.

The observation of gap features in other pnictides and in chalcogenides was delayed by sample and surface issues. In chalcogenides the observation of pair breaking succeeded first in $Rb_0.5Fe_1.5Se_2$ after cleaving the sample in situ at low temperature [46]. Differences between normal and superconducting spectra were only found in $B_{1g}$ symmetry. Since $Rb_0.5Fe_1.5Se_2$ has presumably no hole pockets, the $B_{1g}$ selection rule supports the symmetry assignment of references [25, 36] as reproduced in section 4.9. The observed gap appears to be almost constant on the electron pockets, being compatible with either a simple $s$- or a $d$-wave state without nodes on the Fermi surface and a sign change between the pockets. From what we shall see below $d$-wave symmetry is more likely but cannot be distinguished from an $s$-wave gap on the basis of the light scattering experiment. As in the case of BFCA, it is difficult to explain the intensities in other symmetries which do not show features induced by superconductivity. As a hypothesis which needs to be worked out in more detail we assign the continua in $A_{1g}$ and $B_{2g}$ symmetry to excitations in lower lying bands and/or the tails of the numerous phonon lines.

In $Ba_{0.6}K_{0.4}Fe_2As_2$ continua and gap structures are observed in all symmetries and are by and large in agreement with the results from other methods [46] as shown in table 2. Since the hole-like Fermi surfaces are more extended in the Brillouin zone, the relevant electronic states are well sampled by all vertices. Second, the simulations using the effective mass approximation arrive at a semi-quantitative explanation of the spectra [47]. Third, the effect of defects induced by K doping in the Ba layer is expected to be weak. Finally, resonance effects may contribute [41, 49, 65] although they were found to be mild in BFCA [36].

The spectra of $Ba_{0.6}K_{0.4}Fe_2As_2$ clearly show a small but true gap of approximately 30 cm$^{-1}$ indicating, among other things, that the contributions from luminescence are negligible here. The largest gaps reside on the middle hole band and on the electron bands and are rather sharp as opposed to BFCA. The gap maximum $2\Delta_{\text{max}}$ reaches almost 10 in units of $k_BT_c$ [46, 47]. This large ratio exceeds the ARPES results and, in particular, the gap ratio derived from the electronic specific heat as a typical bulk method [199]. However, thermally activated behavior is generally sensitive to the small gaps on the individual bands. These minimal gap energies are typically 180 cm$^{-1}$ or 6.8 in units of $k_BT_c$ in the phenomenological analysis [41, 47] thus reconciling Raman scattering and thermodynamic measurements.

In addition to the pair-breaking features, the $B_{1g}$ spectra show unexpected structures below $2\Delta_{\text{max}}$, which, as opposed to the pair-breaking features, have a nearly resolution limited width and will be discussed in detail in the following section. Here we first wrap up observations of the energy gaps by Raman scattering in other compounds.

A pair-breaking peak was also observed in the $A_{1g}$ spectrum of $BaFe_2(As_0.5P_0.5)_2$ [48] with the spectral weight decreasing linearly towards low frequencies indicating the presence of nodes in agreement with recent ARPES results for optimally doped $BaFe_2(As_0.65P_0.35)_2$ [207] but, at first glance, not with thermodynamic results on a material with comparable doping [208] (see table 2). However, the small value of the thermodynamically derived gap indicates a substantial anisotropy also for $BaFe_2(As_0.5P_0.5)_2$ which may be concealed by the notion of a single (average) gap.

Very recently, pair-breaking features were observed in $CaFe_2As_2$ [50, 51]. Depending on the incoming photon energy, gap features are observed either in all symmetries [50] or only in $B_{1g}$ symmetry (1 Fe unit cell corresponding to $B_{2g}$ in the 2 Fe cell used by Zhang et al [51]). The gap energies derived from the $A_{1g}$ and $B_{2g}$ (1 Fe) Raman data are compatible with those determined by ARPES [205] if the entire energy range given by Mou et al is considered (see also table 2). The $B_{1g}$ maximum (1 Fe) appears at a substantially smaller energy, has a sharp onset and is clearly peaked [50]. Zhang et al [51] identify all features observed in $B_{1g}$ symmetry with pair breaking while Jost et al [50], based on the results in three symmetries, propose that the $B_{1g}$ peak at 134 cm$^{-1}$ originates from a collective mode similar to that in slightly underdoped BKFA [41]. This—controversial—point of view would indicate a sub-leading interaction having $d_{x^2-y^2}$ symmetry which is to be discussed in more detail now.

6.2. Collective modes

The lowest order gap excitations in the electronic Raman spectra essentially reflect the magnitude of the energy gap.
Table 2. Compilation of gap energies in Fe-based superconductors as observed by angle-resolved photoemission (ARPES), tunneling (STS), optical (IR) and Raman spectroscopy. For selected cases we show also the results of thermodynamic measurements ($c_{\text{el}}$) and neutron scattering (INS) revealing local gap minima and, respectively, the spin resonance energy which are typically below the maximal gap. In the third last column the maximal gap of each method is given in units of $k_B T_c$. A similar compilation of the results and a discussion may be found in references [8, 193]. In particular in the case of ARPS but also for some of the thermodynamic and Raman measurements the entries are not exhaustive and display only typical values. In some Raman studies the data of $B_{1g}$ symmetry were fitted using one, two or three gap scenarios as indicated. For four samples of BKFA the data of all symmetries were fitted simultaneously using a phenomenology including collective modes [41, 47]. In some cases the peak frequencies alone are reproduced. For the analysis of the IR spectra the theory by Mattis and Bardeen [136] was applied. The BFCA sample used for STS [194] had a nominal doping of $x = 0.10$ but the $T_c$ is more compatible with optimal doping.

| Material | $T_c$ (K) | Method | $2\Delta_{\text{el}}$ (meV) | $2\Delta_{\text{el}}$ (cm$^{-1}$) | $2\Delta_{\text{max}} (k_B T_c)$ | Ref. | Comment |
|----------|-----------|--------|-----------------------------|-----------------------------|-----------------------------|------|---------|
| BaFe$_{1-x}$Co$_x$As$_2$ | | | | | | | |
| $x = 0.051$ | 19 | ARPES | 8.0/11.6 | 7.1 | | [195] | el/h band |
| $x = 0.051$ | 18 | Raman | 3.7…7.4/9.9 | 40…60/80 | 6.4 | [181] | $B_{1g}$/A$_{1g}$ peaks |
| $x = 0.052$ | 20 | $c_{\text{el}}$ | 3.1/7.1 | 4.1 | | [196] | Min/max gap |
| $x = 0.055$ | 20.5 | Raman | 5.0 | 41 | | [38] | $B_{1g}$; 1-gap |
| $x = 0.055$ | 23 | Raman | 8.7/12.4 | 65/105 | 5.9 | | [181] | $B_{1g}$/A$_{1g}$ peaks |
| $x = 0.060$ | 24 | Raman | 4.1/9.3 | 33/75 | 4.5 | | [38] | $B_{1g}$; 2-gaps |
| $x = 0.061$ | 24 | Raman | 8.7/12.4 | 70/100 | 5.9 | | [25] | $B_{1g}$/A$_{1g}$; aniso. |
| $x = 0.060$ | 25 | $c_{\text{el}}$ | 4.3/10.8 | 5.0 | | [196] | Min/max gap |
| $x = 0.065$ | 24.5 | Raman | 1.9/8.9 | 15/72 | 4.2 | | [38] | $B_{1g}$; 2-gaps |
| $x = 0.067$ | 25 | INS | 8.0 ± 1 | | | [195] | Spin resonance |
| $x = 0.075$ | 25.5 | ARPES | 9.2/13.0 | 6.0 | | [195] | el/h band |
| $x = 0.075$ | 23.5 | Raman | 9.7 | 78 | 4.8 | | [38] | $B_{1g}$; 1-gap |
| $x = 0.085$ | 23 | $c_{\text{el}}$ | 4.0/8.7 | 4.4 | | [196] | Min/max gap |
| $x = 0.085$ | 22 | Raman | 9.3/11.8 | 75/95 | 6.2 | | [25] | $B_{1g}$/A$_{1g}$ peaks |
| $x = 0.095$ | 19 | ARPES | 9.2/12.2 | 6.8 | | [195] | el/h band |
| $x = 0.100$ | 25.3 | STS | 12.5 ± 3.0 | 5.7 | | [194] | Average; OPT? |
| $x = 0.100$ | 20 | Raman | 9.8 | 79 | 5.7 | | [38] | $B_{1g}$; 1-gap |
| Ba$_{1-x}$K$_x$Fe$_2$As$_2$ | | | | | | | |
| $x = 0.22$ | 24.6 | Raman | 3.1…13.7 | 25…110 | 6.5 | | [41] | Only $B_{1g}$ peaks |
| $x = 0.25$ | 26 | ARPES | 7.8/15.7 | 7.0 | | [198] | el/h bands |
| $x = 0.25$ | 31 | $c_{\text{el}}$ | 1.9/16.0 | 6.0 | | [199] | Min/max gap |
| $x = 0.25$ | 31 | Raman | 6.0, 20.0 | 48, 161 | 7.5 | | [48] | $B_{1g}$ peaks |
| $x = 0.25$ | 30.9 | Raman | 7.4, 18.6 | 60, 150 ± 20 | 7.0 | | [41] | $B_{1g}$ peaks |
| $x = 0.27$ | 31 | IR | 13.7/27.1 | 110/218 | 10.1 | | [200] | Mattis–Bardeen |
| $x = 0.35$ | 38.9 | Raman | 9.9…31.8 | 80…256 | 9.5 | | [41] | Phenomenology |
| $x = 0.40$ | 38 | INS | 14 | | | | |
| $x = 0.40$ | 38 | ARPES | 12/24 | 7.5 | | | [201] | Spin resonance |
| $x = 0.40$ | 38 | ARPES | 8/24 | 7.5 | | | [202] | Min/max gap; $k_i$ |
| $x = 0.40$ | 38 | ARPES | 7.2/20.4 | 6.2 | | | [203] | Min/max gap; $k_i$ |
| $x = 0.40$ | 37 | STS | 30 | ≈9.4 | | | | |
| $x = 0.40$ | 39.0 | IR | 18.6/31.0 | 157/263 | 9.7 | | [200] | Mattis–Bardeen |
| $x = 0.40$ | 38.5 | Raman | 8.4…32.0 | 68…258 | 9.6 | | [46, 47] | Phenomenology |
| $x = 0.42$ | 38.5 | $c_{\text{el}}$ | 2.3/24.2 | 7.3 | | | [199] | Min/max gap |
| $x = 0.43$ | 36.7 | Raman | 6.2…31.0 | 50…250 | 9.8 | | [41] | Phenomenology |
| $x = 0.48$ | 34.3 | Raman | 4.0…20.0 | 32…161 | 6.8 | | [41] | Phenomenology |
| $x = 0.51$ | 34.2 | $c_{\text{el}}$ | 2.1/17.7 | 6.0 | | | [199] | Min/max gap |
| $x = 0.62$ | 26.6 | Raman | 7.4…13.7 | 60…110 ± 10 | 6.0 | | | | |
| $x = 0.70$ | 22 | $c_{\text{el}}$ | 2.1/9.1 | 4.8 | | | [199] | Min/max gap |
| $x = 0.70$ | 21.6 | Raman | 6.2…11.2 | 50…90 ± 10 | 6.0 | | | | |
| CaKFe$_2$As$_2$ | 35 | ARPES | 16/24 | 8.0 | | | [205] | el/h band |
| CaKFe$_2$As$_2$ | 35 | Raman | 15.5/26.7 | 125/215 | 8.8 | | [50] | All symmetries |
| CaKFe$_2$As$_2$ | 35 | Raman | 13.6/16.8/20.2 | 110/135/162 | 6.7 | | | | |
| BaFe$_2$S$_{1-x}$P$_{0.35}$ | 30 | ARPES | 4 | 3 | | | [206] | Isotropic |
| BaFe$_2$S$_{1-x}$P$_{0.3}$ | 30 | ARPES | 12/15.2 | 5.9 | | | [207] | Nodal gap |
| BaFe$_2$S$_{1-x}$P$_{0.5}$ | 18.2 | $c_{\text{el}}$ | 4.8 | 3.1 | | | [208] | Average gap |
| BaFe$_2$S$_{1-x}$P$_{0.5}$ | 16 | Raman | 6.7 | 54 | 4.9 | | [176] | $B_{1g}$ |
| FeSe | 9 | STS | 5.0/7.0 | 9.0 | | | [209] | |
| FeSe | 8.5 | Raman | 3.6/4.7 | 29…38 | 6.4 | | [53] | $B_{1g}$ |
| FeSe | 8.9 | Raman | 3.0…4.6 | 24…37 | 6.0 | | [57, 55] | $B_{1g}$ |
Yet, some caution is appropriate when numbers are to be derived (see table 2). Similar as in the ARPES or tunneling spectra neither the onset of the enhanced intensity nor the peak maxima are directly related to the gap 2Δ. Only in the clean limit, for q = 0, and an isotropic superconductor a square-root singularity is expected at 2Δ [73]. In all other cases the maximum is at higher energies [73, 74, 110, 112], and numbers can only be extracted via theoretical models. Specifically in multiband systems, such as the FeBCs or in the presence of higher order corrections (final state interactions), only a model analysis leads to useful conclusions as outlined in section 4.6. Yet, since a host of additional information can in principle be derived from the spectra in general and from higher order contributions specifically it is worth the effort.

There is general consensus that collective modes exist in at least some of the pnictides having sufficiently clean gaps [41, 46, 47, 49, 50]. Indications of collective modes were also reported for the chalcogenide K0.75Fe1.75Se2 and discussed along with a theoretical model [58] but we are not aware of a comprehensive symmetry analysis or an in-depth study. Including this report, collective modes were observed mainly in B1g (1 Fe) or B2g (2 Fe) symmetry (which are equivalent). An A1g collective mode, as predicted by Chubukov et al [90], was observed as part of a broad spectrum but not as an isolated line [49].

There is a lively discussion on how the collective modes are to be explained in terms of one of the essentially four possibilities (see also section 6.4): (i) amplitude (Higgs) fluctuations of the order parameter (ii) Leggett modes, (iii) fluctuation modes which become undamped in the presence of a gap and (vi) BS modes. Here, the distinction between particle–particle and particle–hole modes [49] was introduced only recently, and both of them were actually coined excitons in the original paper of Bardasis and Schrieffer [140]. We adopt this nomenclature in the following. The essential difference is that particle–particle and particle–hole bound states are expected for attractive and, respectively, repulsive contributions to an attractive pairing potential and vice versa. From an experimental point of view a distinction is difficult or impossible.

6.2.1. Amplitude fluctuations of the order parameter. Were discussed mainly for systems where superconductivity competes with other ordering phenomena such as a CDW [67, 94, 101] which break the particle–hole symmetry. Otherwise the coupling to the amplitude mode is weak [218]. Currently it is not clear whether or not amplitude fluctuations can be observed in the FeSCs. The only chance would be in Ba1−xKxFe2As2 below x < 0.25 where the gap is sufficiently clean and TSDW > TC. So far we are not aware of related reports.

6.2.2. Leggett modes. [95] were first discussed for MgB2 [96, 97] where the intra-band interaction dominates and the Leggett modes are below the gap edge. In FeBCs there is a wide agreement that the intra-band interaction is weaker than the inter-band interaction [9, 219], and the Leggett modes are expected to be pushed towards the continuum and overdamped. They may contribute to the Raman intensity at the gap edge and are thus indistinguishable from the pair-breaking effect [98, 99]. Consequently, they are unlikely to augment the information derived from gap spectroscopies, although interesting conclusions about the pairing symmetry could be derived in special cases of chalcogenides without a central Fermi surface [100]. Here the Leggett modes are predicted to appear in B1g symmetry, whereas, in the presence of a Fermi surface encircling the Γ point, as in all pnictides and in bulk FeSe, the Leggett modes are expected to be observed in A1g symmetry [99]. This argument needs to be qualified if the orbital content of the bands is taken into account [98]. An experimental study thereof does not exist and seems difficult. Only resonance effects may be a viable approach.

6.2.3. Quadrupole modes. In NaFe1−xCoxAs, when excited with blue light (476 nm), a very strong and narrow B2g mode (B1g in the 1 Fe unit cell) appears below Tc at approximately 56 cm−1 close to the gap edge derived from ARPES [49]. As shown in figure 13, 56 cm−1 is close to the maximum of the fluctuation peak observed above Tc. The continuous temperature dependence across Tc, the narrowing below Tc and the independence of the mode energy of Tc support the interpretation in terms of a quadrupolar fluctuation of charges between the electron and hole bands which becomes undamped inside the superconducting gap.

In A1g symmetry a broad peak is observed which cuts off softly below the maximum located at approximately 70 cm−1 thus indicating a finite density of states inside the gap. The maximum—as an integral part of the peak—is interpreted in terms of the particle–hole collective Bardasis–Schrieffer mode predicted by Chubukov, Eremin, and Korshunov [90] for the case of an s± ground state, where the gap has opposite sign on the electron and hole bands and an s±+ subleading instability without a sign change induced by orbital fluctuations [143]. Since the relatively broad peak includes several excitations, the gap energy can be extracted only with difficulties from the smoothed A1g spectra. For x = 0.0175 and 0.05 the humps on the high-energy side are close to the ARPES gaps.

The authors also used red photons (646 nm) for excitation but show only B2g spectra, making a comparison with the spectra obtained for blue light less stringent. For 646 nm, the B2g excitation at 56 cm−1 becomes much weaker in the underdoped range, x ⩽ 0.0175, and two new modes appear. These modes are compared to the BS mode in the A1g spectrum measured with excitation at 476nm and are tentatively assigned to p–h and p–p collective modes without experimental substantiation or a phenomenological theory. Therefore, more work is needed to disentangle the complex but very interesting Raman spectra of NaFe1−xCoxAs.

Whereas the normal-state data of NaFe1−xCoxAs are rather similar to those of BFCA several differences are observed below Tc. For instance, the gap anisotropy on the individual bands is larger in BFCA than in NaFe1−xCoxAs as can be inferred from the Raman spectra [25, 38, 49] or, similarly, from other experiments [213, 220, 221]. Given the rather anisotropic gap in BFCA, it is not surprising that no sharp in-gap modes comparable to those in NaFe1−xCoxAs are observed. On the other
hand, the peak maximum in $B_{1g}$ symmetry is quite sharp in optimally doped BFCA and may be interpreted alternatively in terms of a nematic resonance near a quantum critical point [39, 116]. In BFCA, both the enhancement of the spectral weight of the $B_{1g}$ pair-breaking peak upon approaching optimal doping, $x \approx 0.065$, and its scaling with the nematic response above $T_c$ (figure 14) argue in favor of the nematic resonance. Yet, a similar doping dependence is also observed in $A_{1g}$ symmetry and qualifies this conclusion [181].

Na111 and BFCA seem to be the two material classes with the strongest interaction between superconductivity and nematic fluctuations. In contrast, the fluctuations can hardly be observed in BKFA [48, 181] or CKFA [51], and a detailed comparison of these material classes seems highly desirable.

6.2.4. BS modes. Finally, we discuss the possibility of sub-leading pairing interactions having $d_{x^2-y^2}$ symmetry and the related BS modes inside the gap in the $B_{1g}$ Raman spectra. The BS modes display various properties which distinguish them from other collective modes (see Equation (10)).

(a) In a clean gap the BS modes are resolution limited. The energy, $\Omega_{BS}(T)$, is directly linked to the gap parameter [89], as opposed to the maximum of the pair-breaking peak $\Omega_{pb}(T)$ which depends on both the gap $\Delta_{max}(T)$ and the quasi-particle relaxation rate $\Gamma_{qp}(T)$ as $\Omega_{pb}(T) \approx 2 \sqrt{\Delta_{max}(T)^2 + \Gamma_{qp}^2(T)}$. Thus the temperature dependence of the BS modes rather than that of $\Omega_{pb}(T)$ is expected to be determined by that of the single particle gap, $\Omega_{BS} \propto \Delta_{max}(T)$.

(b) The BS mode drains spectral weight from the pair-breaking peak, but there is no sum rule. Rather, the intensity in the pair-breaking maximum is reduced rapidly, whereas the spectral weight in the BS mode increases first with increasing interaction strength $\lambda_\alpha$, with $\alpha$ indexing the eigenvalues (see section 6.3), and then decreases towards zero [41]. In isotropic systems the intensity in the pair-breaking maximum is reduced in the entire energy range. In systems with anisotropic
interactions $V_{k,k'}$ only parts of the pair-breaking peak are depleted depending on the channel-specific components of $V_{k,k'}$. This behavior can be modeled phenomenologically [47] or on the basis of the eigenvectors $g_{\alpha}(k)$ which determine the momentum dependence of the gap $\Delta_\alpha(k)$ and, to some extent, reflect the variation of $V_{k,k'}$ by virtue of the BCS gap equation [41, 92].

(c) The binding energies of the BS modes, $E_{BS,\alpha} = 2\Delta_{\text{max}} - \Omega_{BS,\alpha}$, are related to the coupling strengths of the sub-leading channels $\lambda_\alpha$ ($\alpha > 1$) with respect to that of the ground state $\lambda_1$. For $\lambda_1 \approx 1$ the relationship is given by $\sqrt{E_{BS}/2\Delta_{\text{max}}} \approx \lambda_\alpha/\lambda_1$ and is thus much simpler than that of the intensities [41].

All $B_{1g}$ peaks observed in $\text{Ba}_{0.8}\text{K}_{0.2}\text{Fe}_2\text{As}_2$ were suggested to be BS modes [46] following the phenomenology for anisotropic gaps proposed by Scalapino and Devereaux [91]. The detailed study of the temperature dependence performed later [47] is shown in figure 15 and requires this assignment to be revisited. The inset demonstrates the scaling of $\Omega_{BS}(T)$ at $140 \text{ cm}^{-1}$ and $\Delta_{\text{max}}(T)$ as directly observed by ARPES [212], while the maximum at $170 \text{ cm}^{-1}$ stays pinned. Apparently, the two strongest modes depend distinctly differently on temperature suggesting the mode at $170 \text{ cm}^{-1}$ to be related to pair breaking and that at $140 \text{ cm}^{-1}$ to a sub-leading channel. The comparison of all symmetries shows that intensity is in fact drained from the $B_{1g}$ pair-breaking maximum although part of the peak survives indicating highly anisotropic interactions.

Maiti et al [92] pointed out that there may be more than one BS mode in the presence of a hierarchy of sub-leading coupling channels in addition to the $s_\pm$-wave ground state. Although there is a candidate peak at $70 \text{ cm}^{-1}$ (see figure 15), this proposal can only be addressed by studying differently doped samples.

### 6.3. Doping

Doping $x$ or pressure $P$ can be used as non-thermal control parameters in the context of quantum phase transitions. Here, doping $x$ proves useful for the assignment of the ingap modes and for scrutinizing the anisotropy of the pairing potential $V_{k,k'}$ through the evolution with $x$ of the related ingap modes in BKFA. This will be the main focus of this subsection, but prior to this discussion the results on BFCA and BFAP will be summarized. For Na111 the reader is referred to section 6.2.

The parent compound Ba122 can be driven superconducting in various ways. Both chemical substitution, using iso-valent phosphorus substitution for arsenic, and applied pressure lead to $T_c$ values in the 30 K range [222, 223]. Currently there are no Raman studies of pressure-induced superconductivity in BFA. However, BFAP can be used to fill this gap at least as a proxy [176]. For $x = 0.5$ BFAP has a $T_c$ of 16 K and displays a broad pair-breaking peak in $A_{1g}$ symmetry having a maximum at $\Omega_{B}(T) \approx 2\Delta_{\text{max}} = 6.7 \text{ meV}$ or 4.9 $k_BT_c$ (see table 2 and section 6.1). The nearly linear energy dependence of the spectra below the peak maximum indicates a much broader gap distribution than in BKFA and suggests line nodes of the gap. If the peak is identified with the gap maximum of 4.9 $k_BT_c$, it falls below the ratio in the range of 6–8 $k_BT_c$ for other compounds [8]. There are no gap structures in the other symmetries and no collective modes in any symmetry. Thus from all aspects BFAP is closer to BFCA than BKFA.

Due to the doping dependent changes of the band structure, ($\pi, \pi$) scattering is expected to gain strength in BFCA in comparison to BKFA, and one would expect enhanced subdominant coupling channels. Rather, the anisotropy of the gaps grows, and the resulting density of states below the gap maximum leads to overdamping of potential in-gap modes similar to what has theoretically been shown to happen for $d$-wave gaps [120]. Therefore no collective modes can be resolved in BFCA, and the doping dependence is limited to intensity variations of the pair-breaking features described above. Consequently, only BKFA and the related CKFA [50] facilitate the study of changes of $V_{k,k'}$ as a function of doping or, more appropriately, of the Fermi surface topology.
In what follows we assume that the modes observed below the maximal gap in BKFA are excitonic in origin [140]. This interpretation is not entirely accepted, although many criteria were tested experimentally (see above) and found to be in agreement with the theoretical prediction whereas counterarguments have not been presented yet. The doping dependence adds another piece of evidence to this assignment.

Although BKFA is superconducting for $0 < x \leq 1$ the range without magnetic order or changes of the Fermi surface topology is rather small, $0.25 < x < 0.6$. For $x < 0.25$ BKFA develops an SDW which gaps out part of the Fermi surface. For $x > 0.6$ the Fermi energy dives below the bottom of the inner electron band and for $x > 0.7$ hole-like bands appear around the X points [224]. It is still under debate which doping level should be associated with the Lifshitz transition but, as a matter of fact, one electron band is lost at $x \approx 0.6$.

The doping dependence of the Raman spectra in superconducting BKFA was studied by two groups, Wu and coworkers [48] looked at three doping levels, $x = 0.25$, 0.4, and 0.6 and, for $x = 0.4$, reproduced earlier results [46]. Three peaks were observed in $B_{1g}$ symmetry at 50, 120, and 168 cm$^{-1}$ and at 70, 140, and 172 cm$^{-1}$ for the first and the second cleave, respectively, of the same crystal. Sample-dependent differences at optimal doping were also observed by Kretzschmar and collaborators [46] but the variations were much smaller, in particular the peak energies were nearly the same and the overall intensities entirely identical. We find it difficult to explain that the results obtained from two successive cleaves of the same crystal differ substantially, while the local $T_c$ values or doping concentrations $x$ are not reported to be different. For $x = 0.25$ Wu et al observe spectra which are qualitatively different from those at optimal doping and similar to what was found later by Böhm et al [41] in comparable samples. The spectra of Wu’s overdoped BKFA, having nominally $x = 0.6$ and $T_c = 25$ K, are closer to the results found for $x = 0.43, \ldots, 0.48$ in reference [41] although the $T_c$ values differ by at least 10 K. An explanation of these discrepancies without directly comparing the magnetization measurements of the samples studied cannot be a subject of this review.

Regarding the experiments in the doping range $0.35 \leq x \leq 0.48$ studied in reference [41] only samples without indications of secondary transitions and with $\Delta T_c < 1.3$ K were selected. In this relatively small doping range which is sufficiently far away from the SDW and from changes in the Fermi surface topology the Raman spectra of all symmetries depend continuously on $x$. The highest peak energies in all symmetries follow $T_c$ to within $\pm 12\%$. In general, the $A_{1g}$ and $B_{2g}$ energies are close to $(8 \pm 1)k_BT_c$ (see table 2) and thus higher than those in $B_{1g}$ symmetry which scale roughly as $6.2k_BT_c$ as shown in figure 16 which displays raw and difference spectra in $B_{1g}$ symmetry. There are two other maxima in $B_{1g}$ symmetry at lower energy which are clearly resolved in all data sets and scale as $1 - x$ rather than $T_c$ (figure 16(e)). The comparison of all symmetries and doping levels demonstrates that there are only very weak or no maxima in $A_{1g}$ and $B_{2g}$ symmetry in the range of the low-energy $B_{1g}$ peaks. In addition, the low-energy peaks are nearly resolution limited and depend on temperature as $\Delta(T)$ [47].

![Figure 16. $B_{1g}$ Raman spectra of BKFA for doping levels as indicated. (a)–(d) Raw data (after division by the Bose–Einstein factor) slightly above (red) and well below $T_c$ (blue). (e) Difference spectra $\Delta R^\omega(\Omega,T) = R^\omega(\Omega,T) - R^\omega(\Omega,T_c)$. Here all temperature independent features drop out. Apparently, there are no temperature-dependent phonons. As an artifact, the intensity becomes negative inside the gap. Zero-intensity is indicated by horizontal lines (dashes). Reproduced from [41]. CC BY 4.0.](image)

For $0.35 \leq x \leq 0.48$ the spectra of all symmetries can be described consistently [41] in terms of the phenomenology outlined in reference [91] and further elaborated on by Böhm et al [47] for $x = 0.4$. This approach starts from a realistic electronic structure [11], and the doping is accounted for by a shift of the Fermi energy. The Raman vertices are derived from the band structure (see equation (12)–(14)). The $A_{1g}$ and $B_{2g}$ spectra are used for determining the band and momentum dependent gap values compatible with ARPES studies. After some iterations the bare $B_{1g}$ spectra (without final state interaction) become consistent with the experimental $B_{1g}$ spectra. Here, consistent does not mean that the entire $B_{1g}$ spectra can be reproduced. Rather, there are three features which by no combination of gaps can be explained: the two sharp lines below the gap edge and the missing intensity above the $B_{1g}$ pair-breaking maximum which is expected according to the $A_{1g}$ and $B_{2g}$ spectra. With the final state interaction ‘switched on’ this part of the calculated $B_{1g}$ spectrum is suppressed and reappears in the narrow modes. An explicit calculation was performed only for the stronger mode which was then found to acquire too much spectral weight for the coupling strength $\lambda_d$ derived from the energy position (see equation (10)).

This discrepancy was solved later when theoretical considerations suggested the existence of two sub-leading channels rather than one [41, 92]. The two sub-leading channels ($\alpha = 2, 3$ ordered by strength) were derived from two independent microscopic approaches and were found to have second and first order $d_{z^2} - (B_{1g})$ symmetry (see figure 6 center). Having the higher binding energy $E_{B_{1g}} > E_{B_{2g}}$, the intensity of the BS mode at lower absolute energy (higher binding energy) is much smaller but still high enough for being the strongest spectral feature in the respective energy range. Unfortunately, the gap energies of the outer hole bands are in
the same range [199], motivating Wu et al to assign the mode to that gap at \( x = 0.4 \) [176]. Yet, both the phenomenology and the experimental results in \( A_{1g} \) and \( B_{2g} \) symmetry show that the \( B_{1g} \) mode is at least an order of magnitude too strong for justifying an explanation in terms of direct gap excitations [41] thus furnishing further evidence for the excitonic character of the two narrow in-gap modes.

Very recently, CKFA was studied. CKFA is a stoichiometric version of BKFA since the Ca and K layers alternate in a regular fashion for the substantial size difference of the Ca and K ions. From the viewpoint of valence count CKFA should be slightly overdoped, and the \( T_c \) values are indeed close to the maximum found for BKFA. The ARPES [205] and Raman experiments [50, 51] find gaps similar to those of BKFA. The features appearing below \( T_c \) are relatively strong in \( B_{1g} \) symmetry. In \( A_{1g} \) and \( B_{2g} \) symmetry they are weak and can only be observed for \( h\omega_f = 2.16 \) eV [50] but not for \( h\omega_f = 1.92 \) eV [51]. The weak structures in \( A_{1g} \) and \( B_{2g} \) symmetry are compatible with the gaps derived from ARPES. The \( B_{1g} \) spectra have substructures similar to those found for \( x = 0.35 \) in BKFA. There is agreement that the mode at 134 cm\(^{-1}\) may be a collective excitation and that the hump at 160 cm\(^{-1}\) is a remainder from pair breaking. The very weak structure at 50 cm\(^{-1}\), tentatively assigned to a second BS mode in reference [50], remains controversial.

Even though there is no full agreement among the experimental groups about the details of the interpretation and, in particular, the doping dependence in BKFA, the question arises as to whether or not the idea of competing pairing channels may be a relevant contribution from Raman scattering to directly support the microscopic considerations. For addressing this question the hierarchy of pairing interactions was studied.

### 6.4. Possible conclusions for Cooper pairing

In conventional superconductors, the ground state has a much lower energy than potential competing pairing tendencies. Unconventional superconductors have typically various instabilities in close proximity, all of which may be intertwined with Cooper pairing. The ways to study the related phase diagrams include Hubbard-like models [143], the spin-fluctuation scenario which is studied in the random phase approximation (RPA) [9, 225], and the functional renormalization group (fRG) scheme [12, 210, 226, 227] which, as opposed to RPA, treats all possible interactions on equal footing.

In contrast to the Hubbard–Holstein model, which predicts an \( s_{++} \) ground state [143], both RPA and fRG find an \( s_{\pm} \) ground state for the specific band structure of the FeBCs where the energy gap has the same magnitude on the electron and hole bands but opposite sign [9, 12, 210, 226, 227]. Upon using a realistic band structure [11] and a rigid band model for simulating the doping, the hierarchy of pairing interactions was studied with RPA and fRG schemes. The results are similar in both cases and show that the ground state has \( s_{\pm} \) symmetry followed by two \( d_{x^2-y^2} \) pairing tendencies. The solution of the eigenvalue equations yields the eigenvalues \( \lambda_\alpha \) in channel \( \alpha \). \( g_{\alpha}(k) \) and \( \lambda_\alpha \) describe the variation with \( k \) of the energy gap and, respectively, the coupling strength in channel \( \alpha \). On this basis the positions of the BS modes can be predicted and compared with the experiments as shown in figure 17.

The agreement of experiment and theory is remarkable in the case of fRG and still qualitative for RPA. The RPA results are offset to lower coupling strengths by 10%–20%. Since RPA neglects contributions other than spin-fluctuations, the observed discrepancy may indicate the existence of weak contributions from other coupling mechanisms such as charge fluctuations [41]. Yet, the similarity of the fRG and RPA results for the hierarchy of pairing channels supports spin-fluctuation-induced superconductivity in BKFA in the doping range studied. CKFA appears to fit into this picture although the weakness of the putative low-energy BS mode, the proximity of the second BS mode to the pair-breaking maximum [50], and the resulting controversy in the interpretation [51] qualify this conclusion and call for further experiments.

**Figure 17.** Doping dependence of the pairing strength in BKFA. (a) The positions of the pair-breaking maxima scale approximately as \( T_c \) whereas the energies of the BS modes decrease monotonously with increasing doping in the range \( 0.35 \leq x < 0.48 \) indicating increasing coupling in the sub-leading channels. The insets show the eigenvectors \( g_{\alpha}(k) \) of the three channels. (b) and (c) The coupling strength of the two sub-leading \( d_{x^2-y^2} \)–wave channels relative to the \( s_{\pm} \)-wave ground state, \( \lambda_{\delta s}/\lambda_s \) (\( s, d(1) \), and \( d(2) \) correspond to \( \alpha = 1, 2, \) and 3, respectively), is predicted to increase with doping (full symbols) in qualitative agreement with experiment (open symbols). \( \lambda_{\delta s}/\lambda_s \) is derived from the binding energies in (a) as described in section 6.2. The results on the basis of fRG and RPA are similar. Reproduced from [41]. CC BY 4.0.
Whereas the recent RPA and fRG studies favor spin fluctuations, an $s_\pm$-wave gap and two sub-leading pairing channels having $d_{\pm\pm}$ symmetry, the Hubbard–Holstein model leads to different conclusions and finds an $s_{++}$ ground state driven by electron–phonon coupling and orbital fluctuations [143]. For the construction of the model sub-leading channels were not identified. However, if the sub-leading interactions in this model would be identified to have $d_{\pm\pm}$ symmetry the resulting Raman spectra would be indistinguishable from those observed in BKFA and CKFA. Thus the case for spin fluctuation induced pairing depends crucially on the reliability of the hierarchy of pairing tendencies derived from fRG and RPA. Other experimental probes such as the study of quasi-particle interference effects in magnetic fields [191] or in the presence of impurities [228, 229] by scanning tunneling spectroscopy may help to clarify the symmetry of the ground state.

7. Conclusions

Raman scattering in iron pnictides and chalcogenides has provided a host of information on the electronic, magnetic and lattice properties of these systems. We focused on the spin and charge degrees of freedom in this review.

In all cases the spectra consist of a superposition of several types of excitations. To which extent luminescence (as an a priori undesired contribution) plays a role is not entirely clear, but the comparison of a large amount of results shows that luminescence decreases substantially with improved sample quality and may be neglected at least at low energies.

Particle–hole excitations are important in all compounds and for all doping levels. They are partially gapped out in the SDW state (section 5.2) where the materials remain metallic and are fully gapped out, for instance, in superconducting BKFA when the surfaces are sufficiently clean (see section 6.1 and reference [46]). In the normal state, the particle–hole excitations $A_{1g}$ symmetry depend on temperature as expected from the static resistivity (cf figure 10d).

In $B_{1g}$ symmetry, a strong contribution from fluctuations (see section 5.3) is observed below room temperature at energies of order $k_BT$ which softens with decreasing temperature, has the strongest spectral weight directly at the structural transition $T_S$, and loses intensity below $T_S$ without, however vanishing so long as the material does not order magnetically. Raman scattering is particularly useful here since other spectroscopies have generic difficulties in observing the fluctuations: in the case of neutron scattering, the fluctuations appear only in the notoriously weak four-particle correlation, and NMR spectroscopy covers only a small energy range well below $k_BT$. The same holds true for thermodynamic methods [230] or transport measurements [231] both of which probe fluctuations only indirectly. We argue that the temperature dependence identifies the Raman response as critical fluctuations which are expected to vanish at the related transition temperature. The persistence of the excitations below $T_S$ is therefore considered an indication of spin rather than charge fluctuations. Yet, there is no consensus in the published literature on this point. However, if the controversy was settled the driving force behind the phase transitions could be identified.

In all pnictides, the response of the spin density wave (SDW) is clearly observed (section 5.2). Although the gap energies are in the range $6–8 k_BT_DW$, the spectra are by and large described by weak-coupling physics including band reconstruction in the ordered state. This indicates that the magnetism here results from a Fermi surface instability of itinerant electrons. The relevant gap energies are in the range 100–150 meV in the parent compounds and decrease with doping or substitution along with the gradual suppression of the magnetically ordered phase.

In the chalcogenide Fe(Se$_{1-x}$S$_x$) the $B_{1g}$ response is distinctly different from that in the pnictides at all temperatures [55, 57]. In the range 60 meV, a broad excitation is observed for $x \lesssim 0.2$ which gains spectral weight by a factor of approximately two upon cooling without moving by more than a few percent. This temperature (and doping) dependence is not expected for quasi-particle scattering from impurities. Rather, the peak was associated with two-magnon excitations of nearly localized moments in a frustrated magnet (see sections 5.1 and 5.4) in agreement with neutron scattering experiments [157], LDA predictions for the exchange parameters $J_1$ and $J_2$ [170], and simulations using exact diagonalization [55, 171]. The response from fluctuations entirely fills the gap below 60 meV in the temperature range around $T_S$ and persists down to $T \approx 20$ K. Indications of an SDW were not found. It is argued that orbital dependent localization of electrons as expected in Hund’s metals with $J \sim U$ may be at the origin of this dichotomy between the pnictides and chalcogenides [149, 156].

In the superconducting state gap excitations are observed in all sufficiently clean systems independent of the concentration of substitutional atoms (see section 6.1). Only Co substitution gradually suppresses the pair-breaking features. In all FeBCs there is a strong band dependence of the gaps. In FeSe the gap can be resolved in the Raman spectra but its small magnitude prevents a reliable analysis. In BFA, the gaps on the electron bands exhibit a strong modulation with momentum and may even have accidental nodes at optimal doping. Here, Raman scattering and transport measurements arrive at similar conclusions [25, 36, 217]. In BKFA and presumably CKFA, the gaps on the individual bands are nearly constant. This fact, first derived from ARPES [205, 212], manifests itself in sharp gap edges in the Raman spectra.

Below the gap edges narrow, nearly resolution-limited lines are observed in the $B_{1g}$ spectra of BKFA [47] (see sections 6.2 and 6.3). These lines display a BCS-like temperature dependence, vary as $1 - x$ with doping and steal spectral weight from the pair-breaking features. The pair-breaking features scale with $T_c$ and barely depend on temperature. These criteria are predicted only for BS modes that result from sub-leading pairing interactions competing with the ground state.

Microscopic model calculations using fRG and RPA (see section 6.4) show that the pnictides have indeed a hierarchy of pairing channels with very similar eigenvalues, an $s_\pm$ ground state, and two sub-leading $d_{\pm\pm}$ instabilities of different order [41]. The Raman experiments agree semi-quantitatively with
these predictions concerning doping dependence but cannot pin down the sign change of the ground state. Tunneling experiments in samples with different impurity concentration [232] and with applied field [191] orRIXS experiments [233] may settle this point. Yet, the doping dependence of the sub-leading channels in BKFA and presumably the results in CKFA as well make a strong case for spin fluctuations to contribute partially or predominantly to the Cooper pairing in the pnictides.

In summary, the most significant contributions from light scattering experiments to the physics of the FeBCs pertain to the analysis of fluctuations and of the superconducting pairing states. The fluctuations can be compared to the evolution of the elasticity [116, 181] and of the spin-lattice relaxation as obtained from NMR studies [49]. While the interrelation of the various methods is obvious several aspects of the interpretation remain controversial, in particular the origin of the fluctuations. Concerning superconductivity the derivation of the gap energies is of specific relevance. Table 2 shows that the results from light scattering fit very well into the concert of the other methods if the data are read properly. Reading properly means, in particular, understanding the respective observables and including collective excitations which reveal details of the pairing potential \( V_{k,k'}. \) In many cases the Raman response contributes information which cannot easily or not at all be obtained by other methods. Thus, part of the understanding of the pnictides and chalcogenides may rest on light scattering results, in particular if the remaining challenges in the interpretation can be settled. Additional insight is expected from novel x-ray techniques [124] which may help to settle, e.g., the sign problem of the order parameter [233] and from experiments under extreme conditions, specifically pressure. Here, the problem of the luminescence in the diamond anvils is a particular challenge if continuous spectra rather than narrow phonon lines have to be analyzed quantitatively.

Acknowledgments

We gratefully acknowledge discussions with A Baum, L Benfatto, G Blumberg, A Chubukov, T P Devereaux, Y Gallais, M Grilli, W Hanke, F Hardy, P Hirschfeld, D Jost, M Khdas, S Lederer, S Mati, C Meingast, B Moritz, Z V Popović, R Thomale, and I Tüttö. Financial support came from the German Research Foundation (DFG) via the Priority Program SPP1458 (Grant-no Ha2071/7), the Transregional Collaborative Research Center TRR80 (Project ID 107745057), from the Serbian Ministry of Education, Science and Technological Development under Project III45018 and by the Science Fund of the Republic of Serbia (Project ‘StrainedFe’). We acknowledge support by the DAAD through the bilateral project between Serbia and Germany (Grant Numbers 57335339 and 57449106).

ORCID iDs

R Hackl © https://orcid.org/0000-0002-6751-0879

References

[1] Kamihara Y, Hiramatsu H, Hirano M, Kawamura R, Yanagi H, Kamiya T and Hosono H 2006 J. Am. Chem. Soc. 128 10012
[2] Kamihara Y, Watanabe T, Hirano M and Hosono H 2008 J. Am. Chem. Soc. 130 3296
[3] Paglione J and Greene R L 2010 Nat. Phys. 6 645
[4] Johnston D C 2010 Adv. Phys. 59 803
[5] Stewart G R 2011 Rev. Mod. Phys. 83 1589
[6] Hirschfeld P J, Korshunov M M and Mazin I I 2011 Rep. Prog. Phys. 74 125508
[7] Hirschfeld P J 2016 Compt. Rendus Phys. 17 197
[8] Korshunov M M 2018 Phys. Rev. B 98 104510
[9] Mazin I I, Singh D J, Johannes M D and Du M H 2008 Phys. Rev. Lett. 101 057003
[10] Kordyuk A A, Zabolotnyy V B,Evtushinsky D V, Yaresko A N, Büchner B and Borisenko S V 2013 J. Supercond. Nov. Magn. 26 2837
[11] Graser S, Maier T, Hirschfeld P and Scalapino D 2009 New J. Phys. 11 025016
[12] Thomale R, Platt C, Hanke W and Bernevig B A 2011 Phys. Rev. Lett. 106 187003
[13] Böhm T 2017 The case for spin-fluctuation induced pairing in Ba\(_{1-x}\)K\(_x\)Fe\(_2\)As\(_2\): PhD Thesis (Technische Universität München)
[14] Fernandes R M, Chubukov A V and Schmaljan J 2014 Nat. Phys. 10 97
[15] Massat P, Quan Y, Grasset R, Méasson M A, Cazayous M, Sacuto A, Karlsson S, Strobel P, Toulemonde P, Yin Z and Gallais Y 2018 Phys. Rev. Lett. 121 077001
[16] Hadjiev V G, Iliev M N, Sasnal K, Sun Y Y and Chu C W 2008 Phys. Rev. B 77 220505
[17] Litvinchuk A P, Hadjiev V G, Iliev M N, Ly B, Guloy A M and Chu C W 2008 Phys. Rev. B 78 060503
[18] Rahlenbeck M, Sun G L, Sun D L, Lin C T, Keimer B and Ulrich C 2009 Phys. Rev. B 80 064509
[19] Um Y J, Park J T, Min B H, Song Y J, Kwon Y S, Kwon Y S, Keimer B and Le Tacon M 2012 Phys. Rev. B 85 012501
[20] Lazarević N, Popović Z V, Hu R and Petrovic C 2011 Phys. Rev. B 83 024302
[21] Lazarević N, Abeykoon M, Stephens P W, Lei H, Bozin E S, Petrovic C and Popović Z V 2012 Phys. Rev. B 86 054503
[22] Zhang A M, Liu K, Xiao J H, He J B, Wang D M, Chen G F, Normand B and Zhang Q M 2012 Phys. Rev. B 85 024518
[23] Rotter M, Tegel M and Johrendt D 2008 Phys. Rev. Lett. 101 107006
[24] Sefat A S, Jin R, McGuire M A, Sales B C, Singh D J and Mandrus D 2008 Phys. Rev. Lett. 101 177004
[25] Muschler B, Prestel W, Hackl R, Devereaux T P, Analytis J G, Chu J H and Fisher I R 2009 Phys. Rev. B 80 180510
[26] Chauvière L, Gallais Y, Cazayous M, Méasson M, Sacuto A, Colson D andForget A 2011 Phys. Rev. B 84 104508
[27] Sugai S, Mizuno Y, Watanabe R, Kawaguchi T, Takenaka K, Ikuta H, Takayanagi Y, Hayamizu N and Sone Y 2012 J. Phys. Soc. Japan 81 024718
[28] Chu J H, Analytis J G, Greve K D, McMahon P L, Islam Z, Yamamoto Y and Fisher I R 2010 Science 329 824
[29] Choi K Y, Lemmens P, Eremin I, Zwicknagl G, Berger H, Sun G L, Sun D L and Lin C T 2010 J. Phys.: Condens. Matter 22 115802
[30] Gallais Y, Fernandez R M, Paul I, Chauvière L, Yang Y X, Méasson M A, Cazayous M, Sacuto A, Colson D and Forget A 2013 Phys. Rev. Lett. 111 267001
[31] Okazaki K, Sugai S, Niijaka S and Takagi H 2011 Phys. Rev. B 83 035103
[32] Sugai S, Mizuno Y, Watanabe R, Kawaguchi T, Takenaka K, Ikuta H, Kiho K, Nakajima M, Lee C H, Iyo A, Eisaki H and Uchida S 2013 J. Supercond. Nov. Magn. 26 1179
Kumar P, Kumar A, Saha S, Muthu D, Prakash J, Patnaik S, 
Baum A, Ruiz H N, Lazarević A, Lemmens P, Ok J M, Kim J S and Choi K Y 2019
Jost D, Scholz J R, Zweck U, Meier W R, Böhmer A E, Can-
Thorsmølle V K, Khodas M, Yin Z P, Zhang C, Carr S V, Dai P
Wu S F, Richard P, Ding H, Wen H H, Tan G, Wang M, Zhang 
Böhm T, Kemper A F, Monitz B, Devereaux T P, Scalapino D J, Maiti S, 
Hirschfeld P J, Adelmann T, Wolf T, Wen H H and Hackl R 2018 npj Quant. Mater. 3 48
Kumar P, Muthu D V S, Harnagea L, Wurmehl S, Buch-
Böhm T, Kemper A F, Moritz B, Kretzschmar F, Muschler B, 
Eiter H M, Hackl R, Devereaux T P, Scalapino D J and Wen H H 2014 Phys. Rev. X 4 041046
Wu S F, Richard P, Ding H, Wen H H, Tan G, Wang M, Zhang C, Dai P and Blumberg G 2017 Phys. Rev. B 95 085125
Thorsmolle V K, Khodas M, Yin Z P, Zhang C, Carr S V, Dai P and Blumberg G 2016 Phys. Rev. B 93 054515
Jost D, Scholz J R, Zweck U, Meier W R, Böhmer A E, Can-
field P C, Lazarević N and Hackl R 2018 Phys. Rev. B 98 020504
Zhang W L, Meier W R, Kong T, Canfield P C and Blumberg G 2018 Phys. Rev. B 98 140501
Okazaki K, Sugiura S, Nuotio S and Takagi H 2011 Phys. Rev. B 83 035103
Massat P, Farina D, Paul J, Karlsson S, Strobel P, Touloumonde P, Méasson M A, Cazayous M, Sacuto A, Kasahara S, 
Shibauchi T, Matsuda Y and Gallais Y 2016 Proc. Natl Acad. Sci. 113 9177
Glamaradza A, Lemmens P, Ok J M, Kim J S and Choi K Y 2019 Phys. Rev. B 99 075142
Baum A, Ruiz H N, Lazarević N, Wang Y, Böhmer T, Hos-
seinian Ahangharnejad R, Adelmann T, Wolf T, Popović Z V, Moritz B, Devereaux T P and Hackl R 2019 Commun. Phys. 2 14
Kumar P, Kumar A, Saha S, Muthu D, Prakash J, Patnaik S, 
Waghmare U, Ganguli A and Sood A 2010 Solid State Commun. 150 557
Zhang W L, Wu S F, Kasahara S, Shibatachi T, Matsuda Y and 
Blumberg G 2017 Stripe quadrupole order in the electronic nematic phase of FeSe1-x-y, (arXiv:1710.09892)
Khodas M, Chubukov A V and Blumberg G 2014 Phys. Rev. B 89 245134
Zhang A M, Xiao J H, Li Y S, He J B, Wang D M, Chen G F, 
Normand B, Zhang Q M and Xiang T 2012 Phys. Rev. B 85 214508
Fleury P A, Porto S P S, Cheesman L E and Guggenheim H J 1966 Phys. Rev. Lett. 17 84
Lyons K B, Sulewski P E, Fleury P A, Carter H L, Cooper A S, Esponisa G P, Fisk Z and Cheong S W 1989 Phys. Rev. B 39 9693
Fleury P A and Loudon R 1968 Phys. Rev. 166 514
Devereaux T P and Hackl R 2007 Rev. Mod. Phys. 79 175
Chen C C, Jia C J, Kemper A F, Singh R R P and Devereaux T P 2011 Phys. Rev. Lett. 106 067002
Baum A, Milosavljević A, Lazarević N, Radonjić M M, Nikolić B, Mitschek M, Maranloo Z I, Šćepanović M, Grujić-Brojčin M, Stojilović N, Opeš M, Wang A, Petrović C, Popović Z V and Hackl R 2018 Phys. Rev. B 97 054306
Abríkosov A A and Fal’kovskii L A 1961 Zh. Eksp. Teor. Fiz. 40 262
Abríkosov A A and Fal’kovskii L A 1961 Sov. Phys. - JETP 13 179
Sooryakumar R and Klein M V 1980 Phys. Rev. Lett. 45 660
Dierker S B, Klein M V, Webb G W and Fisk Z 1983 Phys. Rev. Lett. 50 853
Hackl R, Kaiser R and Schicktanz S 1983 J. Phys. C: Solid State Phys. 16 1729
Cooper S L, Klein M V, Pazol B G, Rice J P and Ginsberg D M 1988 Phys. Rev. B 37 5920
Hackl R, Gläser W, Müller P, Einzel D and Andres K 1988 Phys. Rev. B 38 7133
Abríkosov A and Genkin V 1973 Zh. Eksp. Teor. Fiz. 65 842
Abríkosov A and Genkin V 1974 Sov. Phys. - JETP 38 417
Klein M V and Dierker S B 1984 Phys. Rev. B 29 4976
Devereaux T P, Einzel D, Stadlböer B, Hackl R, Leach D H and Neumeier J J 1994 Phys. Rev. Lett. 72 396
Chandrasekar M, Cardona M and Kane E O 1977 Phys. Rev. B 15 3579–95
Ipatova I, Subashiev A and Voitenko V 1981 Solid State Commun. 37 893
Zawadowski A and Cardona M 1990 Phys. Rev. B 42 10732
Stauffer T, Hackl R and Müller P 1990 Solid State Commun. 75 975
Slaney F, Klein M V, Rice J P and Ginsberg D M 1991 Phys. Rev. B 43 3764
Hackl R, Opel M, Müller P F, Krug G, Stadlböer B, Nemetschek R, Berger H and Forró L 1996 J. Low Temp. Phys. 105 733
Opel M, Nemetschek R, Hoffmann C, Philipp R, Müller P F, Hackl R, Tüttö I, Erb A, Revaz V, Walker B, Berger H and Forró L 2000 Phys. Rev. B 61 9752
Einzel D and Hackl R 1996 J. Raman Spectrosc. 27 307
Caprara S, Di Castro C, Grilli M and Suppa D 2005 Phys. Rev. Lett. 95 117004
Tassin L, Venturini F, Zhang Q M, Hackl R, Kikugawa N and 
Fujita T 2005 Phys. Rev. Lett. 95 117002
Klein A, Lederer S, Chowdhury D, Berg E and Chubukov A 2018 Phys. Rev. B 97 155115
Klein A, Lederer S, Chowdhury D, Berg E and Chubukov A 2018 Phys. Rev. B 98 041101
Udina M, Grilli M, Benfatto L and Chubukov A V 2020 Phys. Rev. Lett. 124 197002
Zawadowski A, Ruvalds J and Solana J 1972 Phys. Rev. A 5 399
Monien H and Zawadowski A 1990 Phys. Rev. B 41 8798–810
Chubukov A V, Eremian I and Korshunov M M 2009 Phys. Rev. B 79 220501
Scalapino D J and Devereaux T P 2009 Phys. Rev. B 80 140512
[218] Cea T, Castellani C and Benfatto L 2016 Phys. Rev. B 93 180507
[219] Boeri L, Dolgov O V and Golubov A A 2008 Phys. Rev. Lett. 101 026403
[220] Liu C, Palczewski A D, Dhaka R S, Kondo T, Fernandes R M, Mun E D, Hodovanets H, Thaler A N, Schmalian J, Bud’ko S L, Canfield P C and Kaminski A 2011 Phys. Rev. B 84 020509
[221] Ge Q Q, Ye Z R, Xu M, Zhang Y, Jiang J, Xie B P, Song Y, Zhang C L, Dai P and Feng D L 2013 Phys. Rev. X 3 011020
[222] Colombier E, Bud’ko S L, Ni N and Canfield P C 2009 Phys. Rev. B 79 224518
[223] Analytis J G, Kuo H H, McDonald R D, Wartenbe M, Rourke P M C, Hussey N E and Fisher I R 2014 Nat. Phys. 10 194
[224] Xu N, Richard P, Shi X, van Roekeghem A, Qian T, Razzoli E, Rienks E, Chen G P, Ieki E, Nakayama K, Saito T, Takahashi T, Shi M and Ding H 2013 Phys. Rev. B 88 220508
[225] Maier T A, Graser S, Scalapino D J and Hirschfeld P J 2009 Phys. Rev. B 79 224510
[226] Chubukov A V, Efremov D V and Eremin I 2008 Phys. Rev. B 78 134512
[227] Platt C, Hanke W and Thomale R 2014 Adv. Phys. 62 453–562
[228] Hirschfeld P J, Altenfeld D, Eremin I and Mazin I I 2015 Phys. Rev. B 92 184513
[229] Böker J, Volkov P A, Hirschfeld P J and Eremin I 2019 New J. Phys. 21 083021
[230] Böhm A E and Meingast C 2016 Compt. Rendus Phys. 17 90
[231] Chu J H, Kuo H H, Analytis J G and Fisher I R 2012 Science 337 710–2
[232] Martiny J H J, Kreisel A, Hirschfeld P J and Andersen B M 2017 Phys. Rev. B 95 184507
[233] Marra P, van den Brink J and Sykora S 2016 Sci. Rep. 6 25386