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Abstract. Federated learning (FL) is a technique that trains machine learning models from decentralized data sources. We study FL under local notions of privacy constraints, which provides strong protection against sensitive data disclosures via obfuscating the data before leaving the client. We identify two major concerns in designing practical privacy-preserving FL algorithms: communication efficiency and high-dimensional compatibility. We then develop a gradient-based learning algorithm called $sqSGD$ (selective quantized stochastic gradient descent) that addresses both concerns. The proposed algorithm is based on a novel privacy-preserving quantization scheme that uses a constant number of bits per dimension per client. Then we improve the base algorithm in three ways: first, we apply a gradient subsampling strategy that simultaneously offers better training performance and smaller communication costs under a fixed privacy budget. Secondly, we utilize randomized rotation as a preprocessing step to reduce quantization error. Thirdly, an adaptive gradient norm upper bound shrinkage strategy is adopted to improve accuracy and stabilize training. Finally, the practicality of the proposed framework is demonstrated on benchmark datasets. Experiment results show that $sqSGD$ successfully learns large models like LeNet and ResNet with local privacy constraints. In addition, with fixed privacy and communication level, the performance of $sqSGD$ significantly dominates that of various baseline algorithms.
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1 Introduction

Federated learning (FL) \cite{21,23} is a rapidly evolving application of distributed optimization to large-scale learning or estimation scenarios where multiple entities, called clients, collaborate in solving a machine learning problem, under the coordination of a central server. Each client’s raw data is stored locally and not exchanged or transferred. To achieve the learning objective, the server
collects minimal information from the clients for immediate aggregation. FL is particularly suitable for mobile and edge device applications since the (sensitive) individual data never directly leave the device and has seen deployments in industries [5,17,25]. While FL offers significant practical privacy improvements over centralizing all the training data, it lacks a formal privacy guarantee. As discussed in [32], even if only model updates (i.e. gradient updates) are transmitted, it is easy to compromise the privacy of individual clients.

Differential privacy (DP) [14] is the state-of-the-art approach to address information disclosure. Differentially private algorithms fuse participation of any individual via injecting algorithm-specific random noise. In FL settings, DP is suitable for protecting against \textit{external adversaries}, i.e. a malicious analyst that tries to infer individual data via observing final or intermediate model results. However, DP paradigms typically assume a \textit{trusted curator} [14], which corresponds to the server in the FL setting [31,28]. This assumption is often not satisfied in practical cases, under which users that act as clients may not trust the service provider that acts as the server. Therefore, local notions of privacy that provides privacy protection on the \textit{individual level} are often preferred in FL scenarios [21,6]. Local differential privacy (LDP) [22,14] is the most natural choice of local privacy model. Algorithms that satisfy LDP constraints typically operate via applying randomized mechanisms that obfuscate the data before leaving the client [14]. In terms of FL, the most representative operation is to optimize the learning objective via stochastic gradient (SGD) methods [30]. Therefore, most of the existent private FL frameworks have focused on the design of private SGD algorithms, which could be treated as a special case of distributed mean estimation under privacy constraints [21,5,8].

Despite its decent protection guarantee under reasonably low privacy budgets, adhering to the LDP protocol makes the learning problem much harder compared to the non-private case. Previous works [12,13] have established fundamental results that heuristically state "local differential privacy makes easy problems not that easy". The most relevant consequence with respect to FL is best understood using the minimax lower bounds for private mean estimation [12]; the result suggests that in order to satisfy the LDP constraint, one must sacrifice a multiplicative accuracy penalty that is linear in \(d\) – the dimension of the estimation problem. For modern deep learning scenarios that typically involve a model with a very high dimensional parameter (i.e., to the order of millions), this would imply too high an estimation cost to model learning.

Yet another important challenge of FL is communication efficiency. For each round, each client transmits \(O(d\delta)\) bits to the server, where \(\delta\) is the minimum number of bits to represent a real number with desired precision. The resulting communication cost is usually not affordable for mobile scenarios. In fact, the
primary bottleneck for FL is usually communication, especially for deep neural architectures [21]. It is thus of significant importance to reduce the communication cost to a reasonable level. Overall, we identify two main challenges in building practical privacy-preserving FL algorithms: (1) Communication Efficiency: The algorithm shall be communication efficient, measured in terms of bits transferred per client in a single round; (2) High-dimensional compatibility: The algorithm shall be able to handle models with high-dimensional inputs with tolerable performance degradation.

**Summary of contributions.** In this paper, we propose a practical solution to locally private FL setting in order to address the above concerns, which we term selective quantized stochastic gradient descent (sqSGD). Our contributions are summarized as follows:

1. We propose a novel algorithm for locally private multivariate mean estimation. The proposed algorithm, PrivQuant\(_{K,\infty}\), stochastically quantizes each dimension of each sample to \(K\) equally spaced levels, and is shown to satisfy both LDP and reconstruction protection guarantee [6]. As a base algorithm, PrivQuant\(_{K,\infty}\) offers controllable communication cost and provides decent privacy protection against reconstruction even when a high privacy budget is used.

2. We make several improvements to the basic algorithm under the gradient-based learning scenario. Specifically, we attribute the estimation error of the base algorithm to perturbation error caused by privacy constraints, and quantization error. Then we utilize a gradient subsampling strategy to simultaneously reduce communication cost and improve private estimation utility, and a randomized rotation operation to reduce quantization error. Moreover, we further improve the training performance via adopting an adaptive gradient norm upper bound shrinkage strategy.

3. We verify the performance of sqSGD on benchmark datasets using standard neural architectures like LeNet [24] and ResNet [18], and make systematic studies on the impact of both communication and privacy constraints. Specifically, under the same privacy and communication constraints, our model outperforms several baseline algorithms by a significant margin.

### 2 Preliminary

#### 2.1 Federated learning

We will be focusing on distributed learning procedures that aim to solve an empirical risk minimization problem in a decentralized fashion:

\[
\min_{\theta \in \Theta} L(\theta), \quad L(\theta) = \frac{1}{N} \sum_{m=1}^{M} L_m(\theta)
\]

(1)

costs in FL settings. Hence in the scope of this work, we will refer to communication cost as uplink communication cost.
where $M$ denotes the number of clients. Let $Y_i$ denotes training data (inputs as well as the labels) that belongs to the $m$-th client consisting $N_m$ data points, and $N = \sum_{m=1}^{M} N_m$. The term $L_m(\theta) = \sum_{y \in Y_m} \ell(\theta, y)$ stands for locally aggregated loss evaluated at parameter $\theta$, where $\ell : \Theta \times \mathcal{Y} \to \mathbb{R}_+$ is the loss function depending on the problem context and we use $\Theta$ and $\mathcal{Y}$ to describe parameter and data domain respectively. We will seek to optimize $f$ via gradient-based methods. In what follows we will use $[n], n \in \mathbb{N}_+$ to denote the set $\{1, 2, \ldots, n\}$. At round $t$, the procedure iterates as:

1. Server distributes the current value $\theta_t$ among a subset $S$ of clients.
2. For each client $s \in S$, a local update is computed $\Delta_s = g(\theta_t, Y_s)$ and transmitted to the server.
3. The server aggregates all $\{\Delta_s\}_{s \in S}$ to obtain a global update $\Delta$ and updates the parameter as $\theta_{t+1} = \theta_t + \Delta$.

We distinguish two practical scenarios as cross-silo FL and cross-device FL [21].

In cross-silo FL, $M$ is relatively small (i.e. $M \leq 100$) and usually each client has a moderate or large amount of data (i.e. $\min_m N_m \gg 1$). As a consequence, all the clients participate in the learning process (i.e. $S = [M]$). In each iteration a client locally computes a negative stochastic gradient $g(\theta_t, Y_s) = -\frac{1}{N_s} \sum_{y \in Y_s} \nabla \ell(\theta_t, y)$ of $L_s(\theta_t)/N_s$, based on a uniform random subsample $R_s \subset Y_s$ of size $R$. In cross-device FL, $S$ is a uniformly random subset of $[M]$, and $g(\theta_t, Y_s) = -\frac{1}{N_s} \sum_{y \in Y_s} \nabla \ell(\theta_t, y)$ is the average negative gradient over $Y_s$ evaluated at $\theta_t$. In this paper we will be focusing on the FedSgd aggregation protocol [30] corresponding to a stochastic gradient step with learning rate $\eta$, i.e., $\Delta = \eta \sum_{s \in S} \frac{R_s}{N_s} g(\theta_t, Y_s)$.

### 2.2 Local differential privacy

Generally speaking, in FL, there are two sources of data that need privacy protection: the parameter $\theta_t$ and the updates $\{\Delta_s\}_{s \in S}$. In this paper we will be focusing on the protection of $\{\Delta_s\}_{s \in S}$. Note that the protection of $\theta_t$s could be done via applying standard central DP techniques as in [3]. To begin our discussion on suitably defined privacy models, we first review the local differential privacy model:

**Local differential privacy** [22] we say a randomized algorithm $\mathcal{A}$ that maps the private data $X \in \mathcal{X}$ to some value $Z = \mathcal{A}(X) \in \mathcal{Z}$ is $\epsilon$-locally differentially private, if the induced conditional probability measure $\mathbb{P} (\cdot | X = x)$ satisfies that for any $x, x' \in \mathcal{X}$ and any $Z \in \mathcal{Z}$:

$$e^{-\epsilon} \leq \frac{\mathbb{P}(Z | X = x)}{\mathbb{P}(Z | X = x')} \leq e^{\epsilon}$$

(2)

Under the LDP paradigm, an adversary is allowed to observe the final learned model, as well as the information about potential participants except for the

---

8 Throughout the paper we assume the adversaries to be semi-honest [29], i.e. they are curious about individual data but follow the FL protocol correctly.
precise membership list. An $\epsilon-$ LDP algorithm would guarantee that even the adversary knows the underlying data is one of $x$ and $x'$, he/she could not distinguish them in a probabilistic sense, i.e., the sum of type I and type II error is at least $1/(1 + e^\epsilon)$.

2.3 Mean estimation under LDP: hardness results

LDP is a very strong privacy protection model that protects individual data against inference attacks that aims at inferring the membership of arbitrary data from the data universe. For this level of protection to work properly, a small privacy budget is required, i.e., $\epsilon = O(1)$. However, using a low $\epsilon$ has fundamental impacts to the estimation performance of locally private estimators \[11\]. Information theoretically, privatizing an input $X$ with privacy level $\epsilon$ is equivalent to limiting the bits of information that is possible to communicate about $X$ to $\epsilon$ bits, regardless of the informativeness of $X$. As a consequence, there are dimension dependent penalties for many locally private estimation. The one that is of particular interest in this paper is the private mean estimation problem. In \[12\], the authors showed that upon estimating a mean vector inside a $d-$dimensional unit ball $\theta \in \mathbb{B}(0, 1)$ based on $\epsilon-$ locally differentially private views (generated via mechanism $\mathcal{A}$) of i.i.d. random vectors with mean $\theta$, the minimax risk under $\ell_2$ loss, with sample size $N$ satisfies the lower bound:

$$r_{me}(\epsilon, \ell_2) := \min_{\hat{\theta}} \max_{\theta} \mathbb{E}_{\hat{\theta}, \mathcal{A}} \left[ (\hat{\theta} - \theta)^2 \right] \geq \frac{d}{\epsilon^2 N} \vee 1 \quad (3)$$

Note that the federated gradient estimation subproblems in most FL procedures are special cases of private mean estimation. The fundamental risk reflects the hardness of adopting small $\epsilon$ private learning procedures in FL: for modern machine learning problems where the parameter dimension $d$ is large and the sample size is typically of order $N = O(d)$ or even $N = o(d)$, the gradient estimation error could be of constant order, prohibiting most large models from learning successfully.

2.4 Protection against reconstruction

The fundamental limits of locally private estimation suggest that low $\epsilon$ learning is at the risk of low accuracy for high dimensional learning scenarios. To mitigate this issue, \[6\] proposed a reasonably weakened privacy model that is achievable using high $\epsilon$ LDP algorithms. The intuition is that allowing adversaries with the capability of carrying membership inference attack may be overly pessimistic: to conduct an effective inference attack the adversary shall come up with "the true data" and only use the privatized output to verify his/her belief about the membership. If the prior information is reasonably constrained for the adversary, we may adopt a weaker, but still elegant type of privacy protection paradigm that protects against reconstruction attacks. Heuristically, reconstruction attack aims at recovering individual data with respect to a well-defined criterion, given
a prior over the data domain that is not too concentrated. Formally, we adopt
the definition in [6]:

**Reconstruction attack** [6] Let \( \pi \) be a prior distribution over the data
domain \( \mathcal{Y} \) that encodes the adversary’s prior belief. We describe the generation
process of privatized user data as

\[
Y \to X \to Z = \mathcal{A}(X)
\]

for some (privacy-protecting) mechanism \( \mathcal{A} \). Additionally let \( f : \mathcal{Y} \mapsto \mathbb{R}^k \) be the
target of reconstruction (i.e., the adversary wants to evaluate the value \( f(Y) \))
and \( L_{\text{rec}} : \mathbb{R}^k \times \mathbb{R}^k \mapsto \mathbb{R}_+ \) be the reconstruction loss serving as the criterion.
Then an estimator \( \zeta : \mathcal{X} \mapsto \mathbb{R}^k \) provides an \((\alpha, p, f)\)-reconstruction breach for
the loss \( L_{\text{rec}} \) if there exists some \( z \in Z \) such that:

\[
P(L_{\text{rec}}(f(X), \zeta(z)) \leq \alpha | \mathcal{A}(X) = z) > p
\]

The existence of a reconstruction breach provides an attack that effectively
breaks the privatized algorithm for some output \( z \). Hence to provide protection
against reconstruction attacks, we need the following to hold:

\[
\sup_{\zeta} \sup_{z \in Z} P(L_{\text{rec}}(f(X), \zeta(z)) \leq \alpha | \mathcal{A}(X) = z) \leq p
\]

When (5) holds, the mechanism \( \mathcal{A} \) is said to be \((\alpha, p, f)\)-protected against recon-
struction for the loss \( L_{\text{rec}} \). In [6, Lemma 2.2], the authors pointed out that local
privacy as traditionally employed may prove too stringent for practical use, es-
pecially in modern high-dimensional statistical and machine learning problems.
Their obtained results suggested that using LDP mechanisms with \( \text{large } \epsilon \) may
still provide decent protection against reconstruction. Hence for the rest of the
paper, we focus on developing LDP mechanisms with \( \text{large } \epsilon \), i.e., the scale of
\( \epsilon \) will be chosen so that the protection against reconstruction is enough for the
underlying problem.

## 3 Our model

### 3.1 Threat model

For threat model of reconstruction attack, we follow [6]: instead of considering
an adversary with access to all data, we consider "curious" onlookers, who wish
to decode individuals’ data but have little prior information on them. While this
brings us away from the standard guarantees of differential privacy, we can still
provide privacy guarantees for the type of onlookers we consider [6].

### 3.2 Base mechanism

As a starting point, we base our communication efficient mean estimation algo-
algorithm on the **stochastic k-level quantization** scheme: We assume a uniform
upper bound $U$ on the $\ell_\infty$ norm of any individual gradients over the whole course of the FL process. The quantization procedure is described as follows: Let $K \geq 2$ be the desired quantization level. We quantize the gradient to a sequence of points $-U = B_1 < B_2 < \ldots, < B_{K-1} < B_K = U$, where

$$B_k = -U + \frac{2(k-1)U}{K-1}$$

The case for $K = 2$ corresponds to using only the endpoints $\{-U, U\}$ for quantization. We will denote the quantization range as $B = \{B_k\}_{k=1}^K$. For each dimension $j \in [d]$ of the individual gradient $X^j$, we first locate $X^j$ to one of the $K$ bins via finding a $k^*$ such that $X^j \in [B_{k^*}, B_{k^*+1})$ and round $X^j$ to the boundary of the bin as:

$$\tilde{X}^j = \begin{cases} B_{k^*+1} & \text{with probability } \frac{k^*(X^j-B_{k^*})}{2U} \\ B_{k^*} & \text{otherwise} \end{cases}$$

Note that $\tilde{X}^j$ is an unbiased estimator of $X^j$. The quantization scheme reduces the communication cost to $d \log_2 K$ bits per round per client.

Next we privatize $\tilde{X}^j$ by constructing a locally private unbiased estimator of $\tilde{X}^j$ (where we fix the randomness of the quantization step), thereby obtaining a locally private estimator of $X$ with its value resides in $B^d$. To describe the privatization scheme we introduce some new notations: for $\forall v_1, v_2 \in B^d$, define $M(v_1, v_2) = \# \{j : v_1^j = v_2^j\} - \# \{j : v_1^j \neq v_2^j\}$ where $\#C$ stands for the number of elements in the set $C$. For a given positive integer $\kappa \in \{0, \ldots, d-1\}$, let $S(v; B^d) := \{u : M(u, v) > \kappa\}$ and $\bar{S}(v; B^d) := \{u : M(u, v) \leq \kappa\}$. The privatization procedure, which we termed $\text{PrivQuant}_{K,\infty}$, is summarized in Algorithm 1. To state the privacy guarantee of $\text{PrivQuant}_{K,\infty}$, we identify the setup for reconstruction attack, which requires additional specifications for the priors and evaluation function held by the adversary, which we state as follows: we assume the evaluation function $f$ to be a map from $\mathcal{Y}$ to a compact set $C \subset \mathbb{R}^r$. For any absolutely continuous prior $\pi$ on $\mathcal{Y}$, we use $\pi_f$ to denote the induced prior on $f$. Let $\pi_0$ be the uniform prior over $C$, we will be focusing on priors that belong to the following set:

$$\mathcal{P}_f(\rho_0) = \left\{ \pi : \sup_{y \in C} \log \frac{d\pi_f(y)}{d\pi_0(y)} \leq \rho_0 \right\}$$

where $\rho_0$ is a non-negative number. The set $\mathcal{P}_f(\rho_0)$ characterizes prior beliefs that are "not much more certain than uniformly random guessing" over all possible outcomes that belong to the image of the evaluation function. We state the theorem under the orthogonal reconstruction attack that uses the evaluation function $f_A(x) = Ax / \|x\|_2$ with $A \in \mathbb{R}^{r \times d}$ an orthonormal matrix, i.e., $AA^T = I_r$, and the reconstruction criterion is chosen as the $\ell_2$ error $L_{\text{rec}}(x, x') = \|x / \|x\|_2 - x' / \|x'\|_2\|_2^2$. 


Theorem 1 For any \( K \geq 2 \), consider \( \text{PrivQuant}_{K,\infty} \) as a mechanism parameterized by \((\kappa, p)\). Let \( \tau := \lceil \frac{d + \kappa + 1}{2} \rceil \), and let \((\kappa, p)\) be chosen such that the following relation holds:

\[
p - 1 + \frac{\tau - 1}{\tau} \frac{(d - 1)(K - 1)^{d - \tau}}{\sum_{\ell = 0}^{\tau - 1} \binom{d}{\ell} (K - 1)^{d - \ell}} \leq e^\epsilon \tag{9}\]

then \( Z \) is an unbiased estimator of \( X \), i.e. \( \mathbb{E}(Z) = X \), with randomness jointly over the quantization step and sampling step. Moreover, we have the following privacy guarantees:

**Inference attack protection** \( \text{PrivQuant}_{K,\infty}(\cdot, \kappa, p) \) is \( \epsilon \)-locally differentially private.

**Reconstruction attack protection** with \( k \geq 4 \) and \( a \in [0, 1] \), \( \text{PrivQuant}_{K,\infty}(\cdot, \kappa, p) \) is \( (\sqrt{2 - 2a}, \omega(a), f_A) \)-protected against reconstruction for

\[
\omega(a) = \sqrt{8} \exp \left( - \frac{(r - 1)a^2}{2} \right) \exp(\epsilon + \rho_0) \tag{10}
\]

\begin{algorithm}
\textbf{Algorithm 1} Private \( K \)-quantized \( \ell_\infty \) Ball \( \text{PrivQuant}_{K,\infty} \)
\begin{algorithmic}[1]
\Require \( X \in [-U, U]^d \), \( \kappa \in \{0, \ldots, d - 1\} \), \( p \geq \frac{1}{2} \), \( \tau = \lceil \frac{d + \kappa + 1}{2} \rceil \).
\State Sample each coordinate of \( X \) to \( B \) using (7) to obtain \( \hat{X} \in B^d \).
\State Sample a random vector \( V \) as follows: with probability \( p \), \( V \) is sampled uniformly at random from \( \mathcal{S}(\hat{X}; B^d) \); otherwise with probability \( 1 - p \), \( V \) is sampled uniformly at random from \( \mathcal{S}(\hat{X}; B^d) \).
\State Calculate normalizing factor
\[
m = p \frac{(d - 1)(K - 1)^{d - \tau}}{\sum_{\ell = 0}^{\tau - 1} \binom{d}{\ell} (K - 1)^{d - \ell}} - (1 - p) \frac{(d - 1)(K - 1)^{d - \tau}}{\sum_{\ell = 0}^{\tau - 1} \binom{d}{\ell} (K - 1)^{d - \ell}}.
\]
\State \text{return} \( \hat{Z} = \frac{1}{m} \cdot V \).
\end{algorithmic}
\end{algorithm}

The proof will be deferred to appendix \[A\]. Theorem 1 implies that, if the adversary aims at reconstructing a non-vanishing fraction of the private data with \( r = O(d) \), for small \( a \) that allows coarse reconstruction, we only need \( \epsilon \) and \( \rho_0 \) to be of smaller order than \( d \) to ensure that any reconstruction attack will not succeed with reasonable probability. Note for \( K = 2 \) levels and \( U = 1 \), Algorithm \[H\] reduces to algorithm \( \text{PrivUnit}_{\infty} \) in \[G\]. The improvement of taking \( K > 2 \) could be intuitively justified as follows: the \( \ell_2 \) estimation error of \( \text{PrivQuant}_{K,\infty} \) depends on the \( \ell_\infty \) norm of the output vector \( Z \), which is further governed by the normalizing factor \( m \) in \[H\]. A larger \( m \) reduces the scale of the output vector \( Z \), thereby reducing the variance and improving efficiency. To this end, note that \( m \) is monotonically increasing in \( K \), hence using a larger quantization range improves estimation performance.

We may view the estimation error of \( Z \) (measured in terms of \( \ell_2 \) risk) as coming from two parties: one from the quantization step, and the other from the
privatization step. In the following sections we will take closer looks at the two sources of error, and develop corresponding improvements. Indeed as verified by our empirical study (see Section 4), certain improvements are necessary to achieve high-dimensional compatibility.

3.3 Improving privatization utility via selective gradient update

PrivQuant\(_{K,\infty}\) provides an unbiased estimator of individual gradients, but the considerable amount of noise injected would hurt the training process. This defect is amplified in deep learning scenarios: empirically, [26] observed that for many representative deep architectures, most of the gradient dimensions are nearly sparse. Hence privatizing the whole gradient vector would result in a high privatization error that is even orders of magnitude higher than the norm of the gradient itself.

The (almost) sparse structure of the gradients suggests a modification to the estimation scheme via privatizing and transmitting only a fraction of the gradient dimensions, which could be regarded as significantly reducing variance at the cost of a small amount of bias. Such techniques are closely related to gradient compression that sends a few most significant gradient dimensions [26]. Typically, gradient compression techniques require selecting top-\(k\) gradients measured in absolute magnitude [26].

Performing top-\(k\) selection with local privacy constraints could be done via two approaches. The first take is iteratively running the exponential mechanism [14] for \(k\) times, each time selecting a single index with gumble noise. The bottleneck of this take is that it requires sampling from a high dimensional distribution for \(k\) times, which is computationally heavy. Note that the privatization step is carried out on the client side device, which is usually assumed to be of limited computational power in FL settings [21], thus using iterative exponential mechanism is not practical for FL scenarios. The second take is the noisy top-\(k\) algorithm [10], which generalizes the report noisy max mechanism in [14]. The algorithm requires adding Laplacian noise of scale \(2Uk/\epsilon\) to each dimension of the gradient vector. In practice, \(k\) is typically chosen at the order of hundreds. Since most of the gradients are very small in magnitude, to ensure reasonable noise requires a high \(\epsilon\) budget to allocate for the selection step. This would significantly affect the overall privacy level.

Motivated by algorithm designs in distributed learning like random masking [23] and Hogwild! [33], we utilize a simple strategy, gradient subsampling, by randomly sample \(d = \lfloor rd \rfloor\) dimensions, where \(r\) is the sampling proportion of gradient dimensions. To further improve training efficiency, we applied local accumulation techniques like momentum correction and factor masking similar to [26]. It is worth noting that low sampling ratio does not necessarily improve model performance as the overall bias of the sparse approximation would become significant when only a few dimensions are selected. A more detailed study of this aspect is provided in Section C.3 of Appendix.

3.4 Improving quantization performance via randomized rotation

As shown in [35], for a \(d\)-dimensional vector \(X\), the quantization error scales with \((\max_{j \in [d]} X_j - \min_{j \in [d]} X_j)^2\). To reduce quantization error, an effective
Algorithm 2 sqSGD: Selective Quantized SGD with local privacy guarantee

Require: Training data \( \{Y_i\}_{i=1}^M \), initial gradient norm bound \( U \), privacy budget \( \epsilon = \epsilon_1 + \epsilon_2 \), sampling ratio \( r \in (0, 1) \), local correction factor \( \alpha, \beta \), learning rate \( \eta \), batch size \( B \).

1: Find a \((\kappa_{\epsilon_1}, p_{\epsilon_1})\) pair that satisfies relation (9)
2: Calculate the corresponding normalizing constant \( m_{\epsilon} \) as in Algorithm 1
3: Set \( \tilde{d} = 2^{\lceil \log_2 (rd) \rceil} \), and using public randomness to generate a random matrix \( R \in \mathbb{R}^{\tilde{d} \times \tilde{d}} \), according to the construction in (11)
4: Initialize model parameter \( \theta_0 \) and local residuals \( \text{res}_{i,0} = 0 \), \( \forall i = 1, \ldots, N \)
5: \( \text{for } t = 0, \ldots, T - 1 \text{ do} \)
6: Sample a batch of indices \( S_t \in [N] \) with size \( B \)
7: Server send \( (U_t, \theta_t) \) to all the selected clients
8: \( \text{for } s \in S \text{ do} \)
9: \( // * \) Client Side Update \( * // \)
10: Select a uniformly random subset of \( [d] \) with cardinality \( \tilde{d} \), denoted as \( D_s \), also let \( \tilde{D}_s \) denote \( [d] \setminus D_s \).
11: Calculate local (stochastic) gradient \( X_{s,t} = g(Y_{s,t}, \theta_t) \)
12: Clip the local gradient to the \( \ell_2 \) ball with radius \( U \)
13: Accumulate and Apply rotation
14: \( \tilde{X}_{s,t} = R(\text{res}_{i,}[D_s] + \beta X_{s,t}[D_s]) \)
15: Rotate and update local residual
16: \( \text{res}_{s,t+1}[\tilde{D}_s] = \text{res}_{s,t}[\tilde{D}_s] + \alpha X_{s,t}[\tilde{D}_s] \)
17: and \( \text{res}_{s,t+1}[D_s] = 0 \)
18: Calculate \( Z_{s,t} = \text{PrivQuant}_{K_{\infty}}(\tilde{X}_{s,t}, \kappa_{\epsilon_1}, p_{\epsilon_1}) \)
19: Calculate \( U_{s,t} = \text{ScalarDP}(\|Z_{s,t}\|_{\infty}, \epsilon_2, k = \lceil e^{\epsilon_2/3} \rceil, U_t) \)
20: Upload \( (Z_{s,t}/m_{\epsilon}, D_s, U_{s,t}) \) to the server
21: \( // * \) Server Side Update \( * // \)
22: Gradient update step \( \theta_{t+1} = \theta_t - R^{-1} \frac{\eta}{U_t} \sum_{s \in S} Z_{s,t}^{\text{dense}}, \) where \( Z_{s,t}^{\text{dense}} \) is the \( d \)-dimensional zero vector with indices in \( D_s \) replaced by \( Z_{s,t} \).
23: Update gradient norm bound
24: \( U_{t+1} = \max(U_t, \max(\{U_{s,t}\}, s \in S_t)) \)

return \( \theta_T \)
way is to preprocess the data via randomized rotation, so as to make \( \max_{j \in [d]} X^j - \min_{j \in [d]} X^j \) small in expectation. Note that we only need to rotate the fraction of gradient that are selected to get transmitted.

To perform randomized rotation we need to assume public randomness between the server and the clients, under which we generate an orthogonal random matrix \( R \in \mathbb{R}^{\tilde{d} \times \tilde{d}} \), apply the linear transform to the individual gradients \( \tilde{X} = RX \) on the client side, and apply inverse transform on the server side \( \tilde{Z} = R^{-1} Z \). We adopt the method in \([2,35]\) to generate \( R \) that supports fast matrix multiplication with \( O(d \log d) \) time and \( O(1) \) space. Specifically, we generate \( R = \frac{1}{\tilde{d}} HA \) where \( A \) is a random diagonal matrix with i.i.d. Rademacher entries (i.e. \( \mathbb{P}(A_{ii} = 1) = \mathbb{P}(A_{ii} = -1) = 0.5, \forall i \in [\tilde{d}] \)), and \( H \) is a Walsh-Hadamard matrix \([19]\), defined recursively by the formula:

\[
H(2^1) = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, H(2^m) = \begin{bmatrix} H(2^{m-1}) & H(2^{m-1}) \\ H(2^{m-1}) & -H(2^{m-1}) \end{bmatrix},
\]

The randomized rotation operation is performed before quantization and privatization, therefore we project the vector \( X \) to an \( \ell_2 \) ball of radius \( U \) before rotation. This would ensure the vector obtained after rotation has \( \ell_\infty \) norm bounded by \( U \) as well.

### 3.5 Improving convergence via adaptive gradient norm shrinkage

\( \text{PrivQuant}_{K,\infty} \) quantizes its input \( X \) to \( \mathcal{B}^d \), regardless of the scale of \( X \) itself. This does not affect the unbiasedness of \( \text{PrivQuant}_{K,\infty} \) but may result in higher variance. Moreover in distributed optimization scenarios, a successful learning procedure implies that the magnitude of the gradients decreases during the learning process. Motivated by this phenomenon, we use an adaptive gradient norm shrinkage strategy to iteratively refine the gradient norm upper bound \( U \) during the learning process, at the cost of an extra transmission of one real number for each round (both the server and selected clients). Specifically, we allocate a small fraction of the overall privacy budget to perform a ScalarDP \([6]\) mechanism over the \( \ell_\infty \) norm of the client’s gradient vector and send it to the server together with privatized gradients and selected gradient dimensions. The server takes the maximum over the received gradient norm estimations as the estimation of gradient norm bound, and distributes it to the clients in the next round if the gradient norm bound decreases.

The final selective SGD updating process is summarized in Algorithm 2. The randomized rotation and sparsification strategy have no effect on privacy level, hence the local update within a single round is \( \epsilon \)-LDP. At the same time, communication cost was further reduced from \( O(d \log_2 K) \) bits to \( O(\tilde{d} \log_2 K) \) bits per client.

### 4 Experiments

In this section, we apply sqSGD to the simulated FL environments, constructed via standard datasets MNIST \([24]\), EMNSIT \([9]\), and Fashion MNIST \([41]\) which
we abbreviate as FMNIST hereafter. All three datasets are of equal (training) sample size, therefore we randomly partition each dataset into 10 equally sized blocks to simulate a cross-silo FL environment consisting of a central server and 10 clients. We train on MNIST and EMNIST datasets using the LeNet-5 architecture \cite{lecun1998gradient} (119,850 parameters). We also train a larger network under the ResNet-110 architecture (1,722,224 parameters) on the FMNIST dataset. Due to the limited space, we provide the experimental details and ablation studies of sqSGD in Sec. B and C of Appendix.

4.1 Baseline comparisons

To validate the efficacy of our sqSGD, we compare with the following four baselines.

**Piecewise mechanism (PM) \cite{chen2017piecewise}** PM is designed for mean estimation under local privacy model that improves per-coordinate accuracy upon the PrivUnit\(_\infty\) algorithm in \cite{abadi2016deep} with \(\kappa = 0\). Although PM communicates real values, the multi-dimensional version of PM \cite[Algorithm 4]{chen2017piecewise} samples a fraction of coordinates for perturbation hence we may view PM practically as a limited-communication mean estimation algorithm. For large \(d\) settings, we choose reasonably large \(\epsilon\) values such that PM communicates raw perturbed gradients in \([\epsilon/2.5]\) dimensions.

**LDP-Fed \cite{ren2019privacy}** LDP-Fed is a FL framework that adopts the condensed LDP (CLDP) protocol \cite{geiping2018differentially}, which is a generalization of the LDP that allows the privacy loss random variable to depend on some distance \(d(\cdot, \cdot)\) between its input data. In our experiments we pick \(d\) to be the \(\ell_1\) metric, and the
privatization scheme is chosen as the exponential-type mechanism used in [36]. We choose the clipping parameter so that communication cost is the same across all baselines. We use the converted privacy budget in LDP model according to the formula in [16].

**LDP-FL** [34] LDP-FL adopts a privatization scheme similar to [38], and presumes the existence of a trusted third-party that guarantees client anonymity. In our experiments we do not rely on this third-party device, and only test the efficiency of LDP-FL’s privatization algorithm. Hyperparameters are chosen so that communication costs are equal across all baselines.

**vqSGD** [15] vqSGD uses an communication-optimal distributed mean estimation algorithm that adopts vector quantization strategies. The per client communication cost of vqSGD is $O(\log d)$ for mean estimation task. The algorithm has trivial extensions to locally private settings using randomized response strategies [15]. As discussed by the authors, for distributed optimization settings with high dimensional models, variance reduction techniques are necessary, specifically one data point is communicated $b$ times and server uses the average of $b$ quantized gradients for aggregation. This makes the communication cost $O(b \log d)$.

Note that we compare all the approaches under the same privacy budget and communication cost. For sqSGD we use $K = 16$ for LeNet and $K = 128$ for ResNet, and we adjust the sampling ratio in sqSGD such that communication costs remain equal among all methods. We present both sqSGD with fixed gradient norm bound at $U = 10$ and with the adaptive norm shrinking strategy as described in Sec 3.5. The comparisons are presented in Figure 1 which shows that sqSGD with fixed $U$ consistently outperforms PM, LDP-Fed and LDP-FL by a significant margin across all tasks under various privacy levels. vqSGD obtains comparable performance with sqSGD in relatively smaller models and high-privacy regime (Note that vqSGD offers much worse privacy protections in this setting), but breaks down when models get larger. Moreover, utilizing the adaptive norm shrinking strategy increases final model accuracy by over 2% on average, meanwhile, training stability is also significantly improved. Overall, in high-dimensional settings, sqSGD provides a much better optimization performance.

## 5 Related Work

**Differentially private federated learning.** FL with differential privacy constraints is an active area of research. The majority of previous works adopt the distributed optimization setup with ERM objective using SGD based learning algorithms, while differing in their privacy models. Most private FL frameworks use central DP model [131,39]. [20] combines zero-concentrated differential privacy mechanisms with secure multi-party composition methods. [37] adopts Rényi differential privacy model. The local differential privacy model offers stronger privacy protection, and has reasonable performance under low dimensional learning scenarios [12,38]. Scaling locally private FL to high-dimensional models require
additional assumptions on the problem. \cite{6} restricts the prior knowledge of the adversary to allow high $\epsilon$ training with reasonable protection guarantee against reconstruction. \cite{24} proposes to use a secure data processing procedure called splitting and shuffling to bypass the curse of dimensionality.

**Communication-efficient federated learning.** Since its introduction in \cite{23}, communication efficiency has been one of the central topics of FL \cite{23,21}. \cite{23} described two kinds of general approaches for improving communication efficiency: structured updates like randomized masking or gradient dropping, and sketched updates like quantization methods. Below we review these two approaches separately.

**Gradient sparsification.** Gradient dropping methods threshold gradients based on either fixed single threshold \cite{3} or adaptively chosen thresholds \cite{7} which can greatly reduce communication overhead. DGC \cite{26} adopted more elegant refinements like accumulation correction and factor masking to achieve even higher compression ratios. FedSel \cite{27} performed privatized gradient sparsification via adopting randomized response techniques to select the most significant gradient dimension.

**Gradient quantization.** Quantization is another important type of mechanisms that significantly reduces communication cost of distributed learning processes. As far as we have noticed, there are two types of quantization schemes that are applicable to distributed learning scenarios with privacy constraints. The first type is coordinate-wise quantization, where each coordinate of a $d$-dimensional vector is separately quantized to a given range represented by $b$ bits. The communication cost of this type of algorithms is $O(db)$. Methods like QSGD \cite{4} or TernGrad \cite{40} are able to achieve little performance degradation on large neural architectures using less than 4 quantization bits. Privatized versions of quantized SGD are recently proposed, cpSGD \cite{2} adopts the distributed DP model to perform private distributed learning. The second type is vector quantization that directly quantizes the input vector to a pre-selected set of $d$-dimensional vectors. vqSGD \cite{15} with its cross polytope scheme requires only $O(\log d)$ bits of communication. SQKR \cite{8} is another powerful quantization scheme that achieves minimax optimality under both communication and privacy constraints.

### 6 Conclusion

We studied privacy-preserving federated learning under the local differential privacy model. To achieve both communication efficiency and high-dimensional compatibility, we proposed a gradient-based learning framework sqSGD that is based on a novel private multivariate mean estimation scheme with controllable quantization levels. We applied gradient subsampling and randomized rotation to reduce estimation error of the base mechanism that exploits the specific structure of federated learning with large modern neural architectures. Finally, on benchmark datasets, our sqSGD is capable of training large models with random initializations, surpassing baseline algorithms by a significant margin.
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A Proofs

Proof (Proof of theorem 1). Let \( u \in \mathcal{B}^d \) and \( U \sim \text{Unif}(\mathcal{B}^d) \). The vector \( V \in \mathcal{B}^d \) sampled as in Algorithm 1 has p.m.f.

\[
p(v \mid u) \propto \begin{cases} 
1/P(M(U, u) > \kappa) & \text{if } M(v, u) > \kappa \\
1/P(M(U, u) < \kappa) & \text{if } M(v, u) \leq \kappa.
\end{cases}
\]

The event that \( M(U, u) = \kappa \) when \( d + \kappa + \frac{1}{2} \in \mathbb{Z} \) implies that \( U \) and \( u \) match in exactly \( d + \kappa + \frac{1}{2} \) coordinates; the number of such matches is \((d + \kappa + 1)/2\). Computing the binomial sum, we have

\[
P(M(U, u) > \kappa) = \frac{1}{K^d} \sum_{\ell = \lceil \frac{d + \kappa + 1}{2} \rceil}^{d} \binom{d}{\ell} (K - 1)^{(d - \ell)}
\]

(12)

\[
P(M(U, u) \leq \kappa) = \frac{1}{K^d} \sum_{\ell = 0}^{\lceil \frac{d + \kappa + 1}{2} \rceil - 1} \binom{d}{\ell} (K - 1)^{(d - \ell)}
\]

Now we show unbiasedness via showing \( E[V \mid u = u] = m \cdot u \). We have

\[
E[V \mid u = u] = pE[U \mid M(U, u) > \kappa] + (1 - p)E[U \mid M(U, u) \leq \kappa]
\]

By rotational symmetry, it suffices to show:

\[
E[V^1 \mid u = u] = p \underbrace{E[U^1 \mid M(U, u) > \kappa]}_{\mathcal{Y}_1} + (1 - p) \underbrace{E[U^1 \mid M(U, u) \leq \kappa]}_{\mathcal{Y}_2}
\]

For \( \mathcal{Y}_1 \), we have:

\[
\mathcal{Y}_1 = \frac{1}{K^d P(M(U, u) > \kappa)} \times \sum_{\ell = \tau}^{d} \binom{d}{\ell} (K - 1)^{(d - \ell)}
\]

\[
- \sum_{w \in \mathcal{B} \setminus \mathcal{W}^1} w \binom{d}{\ell} (K - 1)^{(d - \ell - 1)}
\]

\[
= \frac{u^1}{K^d P(M(U, u) > \kappa)} \times \binom{d - 1}{\tau - 1} (K - 1)^{(d - \tau)}
\]

Where in the second equality we used the fact that \( \sum_{w \in \mathcal{B}} w = 0 \). Similar calculations yield:

\[
\mathcal{Y}_2 = -\frac{u^1}{K^d P(M(U, u) \leq \kappa)} \times \binom{d - 1}{\tau - 1} (K - 1)^{(d - \tau)}
\]
Combining the preceding display with (12), we have:
\[
E[V^1 | u = u] = \left( p \frac{\binom{d-1}{\tau-1}(K-1)^{d-\tau}}{\sum_{\ell=\tau}^d \binom{d}{\ell}(K-1)^{d-\ell}} - (1 - p) \frac{\binom{d-1}{\tau-1}(K-1)^{d-\tau}}{\sum_{\ell=0}^{\tau-1} \binom{d}{\ell}(K-1)^{d-\ell}} \right) \times u^1
= mu^1
\]

Next we show privacy guarantee.

**LDP guarantee** As \( \mathbb{P}(\mathcal{M}(U, u) > \kappa) \) is decreasing in \( \kappa \) for any \( u, u' \in \mathcal{B}^d \) and \( v \in \mathcal{B}^d \) we have
\[
\frac{p(v | u)}{p(v | u')} \leq \frac{p}{1 - p} \cdot \frac{\mathbb{P}(\mathcal{M}(U, u') \leq \kappa)}{\mathbb{P}(\mathcal{M}(U, u) > \kappa)}
= \frac{p}{1 - p} \times \frac{\sum_{\ell=0}^{\tau-1} \binom{d}{\ell}(K-1)^{(d-\ell)}}{\sum_{\ell=\tau}^d \binom{d}{\ell}(K-1)^{(d-\ell)}}
\]

The result follows by relation (9).

**Reconstruction protection guarantee** the result follows by [6, Proposition 1] and the LDP guarantee.

## B Experimental Settings

Since the main goal of the empirical study is not to achieve state-of-the-art performance, we adopt the following common strategies without further tuning across all experiments: in each round, we randomly sample a single batch with batch size 32 for each client and compute a single gradient update step. Without gradient subsampling, this would be equivalent to a stochastic gradient descent update over the entire data with a batch size of 320. The training duration is measured via number of epochs (1 epoch = 188 rounds). We use the same configuration of learning rate \( \eta = 0.001 \) and local correction factors \( \alpha = 1.0, \beta = 1.0 \) across all experiments. We set the initial \( \ell_2 \) norm bound of the gradients to be \( \tilde{U} = 10 \). Finally, for a given privacy budget \( \epsilon \), we set \( \epsilon_2 = 10 \) if the adaptive gradient norm bound shrinkage strategy is adopted. For the remaining budget \( \epsilon_1 = \epsilon - \epsilon_2 \) we use the following method to determine the value of \( (\kappa_{e_1}, p_{e_1}) \): We set \( \kappa_{e_1} \) to be the largest integer such that the value of the left hand side of (9) is smaller than or equal to \( e^{0.9\epsilon_1} \), and \( p_{e_1} = \frac{1}{1+e^{0.9\epsilon_1}} \).

**Choice of privacy budget** \( \epsilon \). Across all the experiments we choose \( \epsilon = O(\sqrt{d}) \). As the models used in our experiments are all of high dimension, the choice of high \( \epsilon \) will basically provide little protection against inference attacks. However, with respect to reconstruction attack specified in Section 2 and the protection level (5), such choice still provides reasonable protection against reconstruction attacks if the adversary’s goal is to evaluate more than \( O(\sqrt{d}) \) of the entries in the private data.
C Ablation Studies

C.1 Impact of communication constraints

We evaluate the performance of trained models using the test set accuracy. The privacy budget is chosen as $\epsilon = 400$ for LeNet models and $\epsilon = 2000$ for ResNet models. Sampling ratio is fixed at $r = 0.5\%$. We vary the quantization level in the range $\{2, 8, 32\}$ which corresponds to using $\{1, 3, 5\}$ bits per client per dimension. We did not use the adaptive gradient norm shrinking strategy and kept the norm bound as $U = 10$ throughout the training procedure across all the setups. The results are plotted in Figure 2.

![Fig. 2. Study on the impact of communication constraints](image)

C.2 Impact of privacy constraints

Next we investigate the performance loss due to privacy constraints. We fix the sampling rate at $r = 0.5\%$ and quantization level at $K = 16$. For LeNet-5, we

![Fig. 3. Study on the impact of privacy constraints](image)

The results indicate that while 1-bit sqSGD is efficient in terms of communication cost, the quantization error results in significant degradation in model performance, both in the final accuracy after model convergence, and in the speed of convergence. A reasonable quantization level (i.e. larger than 3 bits) yields competitive performance.
select $\epsilon$ from \{200, 300, 400\}, for ResNet-110, we select $\epsilon$ from \{1000, 2000, 3000\}. Gradient norm bounds are kept fixed at $U = 10$. The results are plotted in Figure 3 which imply that with limited communication, we need high privacy budgets to ensure successful training on large models.

\begin{figure*}[h]
\centering
\includegraphics[width=0.5\textwidth]{figs/sqsgd.png}
\caption{Study on the effect of gradient subsampling}
\end{figure*}

\section*{C.3 Impact of gradient subsampling}

In this experiment, we investigate the effect of subsampling under the setup of training a ResNet110 model on the FMNIST dataset. We fix the privacy level at $\epsilon = 2000$ and quantization level at $K = 16$. We vary the subsampling ratio from the set \{1, 5, 10, 50\} $\times 10^{-3}$. Gradient norm bounds are kept fixed at $U = 10$. The results are plotted in Figure 4. It could be seen from the plot that using a high sampling ratio not only severely hurts the training performance, but also incurs more communication. It is thus necessary to perform subsampling. However, using a very low subsampling ratio also causes training failure. This phenomenon will be further explored in the next experiment.

\begin{figure*}[h]
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\includegraphics[width=0.5\textwidth]{figs/quant_sampling.png}
\caption{Study on the trade-off between quantization and sampling with fixed communication level}
\end{figure*}
C.4 Trade-off between quantization and sampling

In this experiment, we study the trade-off between quantization and sampling under the setup of training a LeNet-5 model on the MNIST dataset. We fix the privacy level at $\epsilon = 400$, and fix the total communication cost per client, measured using the product $r \log_2 K$. We vary the quantization level in the range $\{2, 8, 32, 128\}$ which corresponds to using $\{1, 3, 5, 7\}$ bits per client per dimension, and the sampling rate is adjusted accordingly. Gradient norm bounds are kept fixed at $U = 10$. The results are shown in Figure 5. The results suggest that increasing the quantization level may not monotonically increase training performance. This is mainly due to the random subsample scheme of sqSGD, under which the structure of gradients is not fully explored.