Antibiotic tolerance is associated with a broad and complex transcriptional response in E. coli
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Antibiotic treatment kills a large portion of a population, while a small, tolerant subpopulation survives. Tolerant bacteria disrupt antibiotic efficacy and increase the likelihood that a population gains antibiotic resistance, a growing health concern. We examined how E. coli transcriptional networks changed in response to lethal ampicillin concentrations. We are the first to apply transcriptional regulatory network (TRN) analysis to antibiotic tolerance by leveraging existing knowledge and our transcriptional data. TRN analysis shows that gene expression changes specific to ampicillin treatment are likely caused by specific sigma and transcription factors typically regulated by proteolysis. These results demonstrate that to survive lethal concentration of ampicillin specific regulatory proteins change activity and cause a coordinated transcriptional response that leverages multiple gene systems.

When disaster strikes, a coordinated response is required to mitigate the effects and survive in the face of adversity. Cells have developed an array of regulatory networks to coordinate cellular activity and respond to their environment. These regulatory events occur simultaneously and at multiple levels, including transcriptional, translational, and post-translational regulation. The identification of individual regulatory interactions in combination with bioinformatics approaches has resulted in multiple databases detailing regulation throughout the cell, the most detailed databases are currently for E. coli (e.g. RegulonDB¹, EcoCyc²). The depth and availability of information regarding regulatory dynamics provide a new framework for analyzing sequencing data in the context of the whole cell. As such, these types of databases have been applied to analyze network topology³ as well as experimental datasets⁴–⁸. This data has been used to examine transcriptional regulatory networks (TRNs) at the transcriptomic level, which consider gene expression as a function of regulatory interactions by DNA-binding proteins (transcription factors and sigma factors)⁹. We focused on RNA-sequencing data in the context of cell growth and antibiotic stress. Antibiotics disrupt microbial systems and cause targeted cell death; bacterial survival of antibiotics is therefore dependent on cellular networks adjusting to circumvent the physiological impact of the antibiotic.

Antibiotic tolerance, and more specifically antibiotic persisters, are a perfect example of how alterations in metabolic activity (i.e. gene expression and protein activity) lead to changes in cell phenotypes, increasing the chance of survival. Persisters are a subpopulation of cells that tolerate antibiotics for long periods of time despite being genetically identical to susceptible cells. After antibiotic treatment, the surviving population may mutate or acquire resistance genes from their environment¹⁰–¹². Persistence and antibiotic tolerance have been studied extensively, but the heterogeneity of the tolerant population combined with the variance between antibiotic survival of diverse species and growth conditions has led to a number of different, often conflicting, models regarding the causative factors underlying antibiotic tolerance. Some conflicting reports suggest the presence of subpopulations that are metabolically repressed, particularly with respect to translation, while others have found that active metabolism plays a vital role in antibiotic tolerance¹³–¹⁷. A few studies have leveraged RNA-seq¹⁷,²¹,²² and proteomic data²³–²⁵, and they have identified several individual genes and systems related to antibiotic tolerance.

Other work has used gene knockouts and/or overexpression to study specific elements of antibiotic survival²⁶–²⁸. However, knockouts and gene overexpression can lead to disrupted cellular networks, alter growth rates, and impact mechanisms that alter awakening from dormancy (growth rates and dormancy have been well-studied²⁹). Nonetheless, these works and others have attributed several different mechanisms to antibiotic tolerance. Many genes identified by these studies are sigma factors or transcription factors, regulatory proteins
that affect gene expression. The significance of these genes to antibiotic survival suggests that a broader regulatory network underlies the antibiotic stress response. Although understanding the role of individual genes in antibiotic survival is important, what is currently lacking is a more holistic understanding at the network level. While it has been a long-standing goal to identify one or more genes unique to antibiotic tolerance, our TRN analysis shows that the transcriptional response to antibiotic treatment is controlled via a whole-cell, network response consisting of smaller, overlapping networks, some of which are redundant.

We have taken a systems biology, top-down approach to explore antibiotic survival of tolerant populations, and obtained deep, RNA-seq data on both antibiotic-treated and -untreated populations emerging from stationary phase. Our results show that cells have an active and coordinated response to lethal antibiotic stress that alters the activity of specific sigma factors and transcription factors (TFs). Existing literature allows us to connect the activity of these regulatory proteins and changes in gene expression to the pathways involved in antibiotic tolerance. Our findings suggest that many of the regulatory proteins activated during antibiotic stress are regulated by protein degradation. Protein aggregation was recently demonstrated in persister cells, and our previous work shows that interfering with degradation at the protease ClpXP increases antibiotic tolerance in E. coli. To test if the transcriptional changes are due to altered proteolysis, we then compared the transcriptome of populations with and without slowed protein degradation using our previously established system. The analysis of the TRNs in these populations provides evidence that slowed proteolytic processing of native proteins activates a stress response that promotes recovery once the stress is removed.

Results and discussion

We hypothesize that bacteria survive antibiotics by a network response where intracellular networks communicate to adjust cellular responses, rather than a single gene or system as the sole agent of antibiotic tolerance. While individual genes or systems can alter a population’s ability to survive antibiotics, we assert that the individual genes/systems regulate the response but that multiple pathways play a role in antibiotic survival. Here, we support this hypothesis using transcriptional data from antibiotic-treated and untreated populations, and then compare our results to the current knowledge in the field. We assert that the conflicting data surrounding genes related to antibiotic survival (persistence and tolerance) in the literature is due, in part, to researchers slightly or significantly altering network dynamics through gene knockouts and overexpression, and that a more holistic system biology approach could provide new insights.

RNA-sequencing of ampicillin treated and untreated cultures. We will initially discuss gene expression in three different populations: a stationary phase population, which was then diluted into fresh media and incubated for three hours without ampicillin (untreated, Amp-) or with lethal concentrations of ampicillin (amp-treated, Amp+). We used rapid filtration to harvest cell samples followed by flash freezing in liquid nitrogen. This allows us to recover any whole cells present after antibiotic treatment regardless of viability (this includes persisters and cells that are considered “viable but not culturable” (VBNC)). An advantage to this method is that it enables the concentration of cells while minimizing the possible time for RNA degradation. We found that rapid filtration has greater than 2.5 times fewer dead cells during harvesting than pelleting through centrifugation (a commonly used alternative to filtration). The VBNC levels were similar in the untreated and treated populations; we observed that VBNCs levels were 2.7-fold and 2.2-fold higher than culturable cells (counted on agar plates) in stationary phase and ampicillin treated cultures respectively. Recent research has suggested that VBNC cells are physiologically related to persisters; both populations are often found together, increase due to stress, appear stochastically in non-stressed environments, and can withstand greater stress than the susceptible population. However, the presence of VBNCs demonstrates the heterogeneity of the population that survive antibiotic treatment, but VBNCs are difficult to separate from persister cells. Regardless, we are interested in the tolerant population as a whole and the systems we have identified relating to antibiotic tolerance may be relevant to the whole surviving population.

This work builds off our previously reported results with antibiotic tolerance, and uses a similar setup with the same strains of E. coli. The sequencing data was analyzed using DESeq. Here we consider significant changes in gene expression to be greater than two-fold with an adjusted p-value < 0.1. We began by examining changes in gene expression between the stationary phase and the untreated populations. Comparing these two populations allows us to identify how the cells adjust to their new environment, as diluting the cells into fresh media is a critical aspect of selection for ampicillin tolerance from stationary phase (ampicillin is most effective on growing cells). The majority of the genes with significantly different expression in the untreated population decreased from stationary phase (rather than increased), suggesting that cells are expending fewer resources in the new media. This phenomenon is likely due to the introduction of fresh nutrients and dilution of spent media resulting in a less stressful environment. Data for the untreated population provides information on the changes specific to the new environment; thus, we can focus on changes specific to antibiotic stress by identifying differences in gene expression unique to the treated population. These differences provide key insights into the molecular mechanisms of antibiotic tolerance and the role of transcriptional regulatory networks (TRNs) in antibiotic survival and recovery.

Clusters of Orthologous Groups (COGs) during ampicillin treatment. Using a top-down approach, we analyzed changes in gene expression based on the general functional classification, as defined by Clusters of Orthologous Groups (COGs). Although the COG classification system is limited to known functions, more qualitative than quantitative, and often used to study evolutionary relationships; it provides a practical method of grouping genes to identify notable trends in the data. When we analyze the COGs for gene expression unique to the amp-treated population, we find that a few categories stand out (Fig. 1). We will focus on groups...
with known functions; however, there are seven genes categorized as “function unknown” or “general function prediction only” upregulated during ampicillin treatment, which suggests their function is related to survival or recovery (Fig. 1).

The most upregulated category is translation, ribosomal structure and biogenesis (68 genes). While the accumulation of proteins involved in translational machinery has previously been shown in ampicillin treated E. coli\textsuperscript{25}, it is important to note that we removed rRNA during the RNA-seq library preparation process and most of the genes in this category encode ribosomal proteins. Thus, we will not go into depth for this particular group to avoid potential biases in our datasets. The remaining groups with more than 20 upregulated genes are amino acid transport and metabolism (28 genes); energy production and conversion (26 genes); and posttranslational modification, protein turnover, chaperones (23 genes). We explore these groups further in the context of the TRN.

Analysis of the sigma factor (σ) regulatory network shows that the activity of σ\textsubscript{70}, σ\textsubscript{38}, and σ\textsubscript{32} increase during ampicillin treatment. Sigma factors are the master regulators of gene expression and essential components of transcriptional regulation. These proteins interact with RNA polymerase to initiate transcription, and their activity changes depending on cellular conditions\textsuperscript{47}. Sigma factors are often regulated at the post-translational level by anti-sigma factors or alterations in protein degradation, and different sigma factors are active under specific circumstances. The activity of some sigma factors can be altered by environmental conditions with little change in their mRNA level\textsuperscript{48}. However, we can contextualize changes in gene expression controlled by sigma factors by using TRN analysis. To do so, we used all the available information on the direct regulation of all annotated genes from EcoCyc\textsuperscript{2} as defined at the time of analysis (File S1). We compared overall transcriptional activity by mapping changes in expression to specific sigma factors in the context of COGs to get a global picture of gene expression (Fig. 2). We are the first (to our knowledge) to use COGs to support a TRN analysis based on experimental data. Extensive studies on sigma factor activity, both in vivo and in silico, have identified or predicted the sigma factor(s) responsible for transcription at specific promoters throughout the genome\textsuperscript{49–54}. We compared both the untreated and amp-treated populations to stationary phase. The total number (count) of genes that changed expression is higher in the treated population than in the untreated population as compared to the stationary phase population (Fig. 2B). As expected, the amp-treated population had more expression associated with stress related sigma factors, RpoH (σ\textsubscript{32}), RpoS (σ\textsubscript{38}), and RpoE (σ\textsubscript{24}), than the untreated population (p < 0.001) (Fig. 2A). Many of the genes that increase in expression in response to ampicillin are regulated by both RpoD (σ\textsubscript{70}) as

![Figure 1. Cluster of Orthologous Genes (COGs). Changes in gene expression specific to ampicillin treatment are enriched in a few COG categories but are rare or nonexistent in others. Left: The number of genes (counts) that are differently expressed (adjusted p < 0.1) in the ampicillin treated population organized according to COGs (Top left: upregulated; Bottom left: downregulated). Only genes that were unique to the treated population (compared to stationary phase) were included; genes that show differential regulation in both the treated and untreated population (compared to stationary phase) were removed. Genes in multiple functional categories were accounted for more than once. Right: Functional categories and codes from REF\textsuperscript{44}. Up: increased > twofold gene expression. Down: decreased < twofold gene expression. Genome: number of genes with that functional category based on the annotated genome.](https://doi.org/10.1038/s41598-021-85509-7)
Figure 2. Stress related sigma factors (σ) are more active in the ampicillin treated population. Sigma factors act as global regulators that control several redundant and overlapping pathways related to antibiotic stress. Genes with increased expression over two-fold (adjusted p < 0.1) were mapped to sigma factors responsible for their transcription. (A) A graphical representation of the sigma regulatory network during antibiotic tolerance inferred from changes in gene expression unique to the ampicillin treated population compared to stationary phase (File S2). Blue lines: increased expression. Large yellow circles: sigma factors. Small grey circles: genes regulated by the sigma factors. (B) Counts of upregulated genes for the untreated and treated populations compared to stationary phase. Untreated (Amp−): cells incubated for 3 h in fresh media without ampicillin. Treated (Amp+): cells incubated for 3 h in fresh media with ampicillin. Genes with multiple possible sigma factors are accounted for each possible sigma factor. (C) Changes in gene expression for each sigma factor based on COG functional group; genes uncharacterized by Refine were not included.
well as another sigma factor. The overlapping regulons mean that some genes are accounted for twice, but the increase in expression for many of these genes is probably due to a stress-related sigma factor rather than RpoD.

As expected, there was an increase in the expression of many genes regulated by sigma factors related to stress, which have previously been associated with antibiotic tolerance\(^{(58-60)}\). Namely, RpoH (\(\sigma^H\); associated with heat shock\(^{(55)}\)), RpoS (\(\sigma^{38}\); associated with stationary phase and stress\(^{(56)}\)), and RpoE (\(\sigma^{24}\); also associated with heat shock\(^{(57)}\)) had more active regulons in the treated compared to the untreated population. Our analysis shows that RpoH transcribes several genes related to one of the COG groups noted earlier, ‘posttranslational modification, protein turnover and chaperones’. Genes specifically regulated by RpoH encode the proteins ClpB, GroL, Lon, DnaK, DnaJ, and FtsH, many of which are related to protein degradation, which we will discuss. Meanwhile, the sigma factor RpoS regulates several genes related to energy production and conversion, and RpoE regulates a few genes related to cell wall biogenesis (Fig. 2C). While these trends are exciting to find in our data, it is clear that other components of transcriptional regulation, namely TFs, are playing a critical role in controlling gene expression and the antibiotic stress response.

Analysis of the transcription factor (TF) regulatory network shows that the activity of global regulators increase during ampicillin treatment. TFs act on a variety of scales, from simultaneously regulating hundreds of genes (e.g. CRP\(^{(58)}\)) to simply a few genes\(^{(59)}\). As with sigma factors, the activity of many TFs, especially global TFs, is regulated post-translationally (i.e. at the protein level)\(^{(58,60-62)}\), and therefore directly measuring expression of TFs is not typically informative in regards to their activity. We used TRN analysis to identify the role of TFs that alter gene expression in response to ampicillin. We mapped changes in expression to all possible direct regulatory interactions that could account for that change in RNA levels during ampicillin treatment. Analyzing this network makes it very clear that the regulatory pathways at play in the population’s response to ampicillin are highly interconnected and likely redundant (Fig. 3).

Several TFs are more active during ampicillin treatment, including all seven global regulators CRP, FNR, IHF, FIS, ArcA, NarL, and Lrp. The impact of global TFs on the system is not entirely surprising as they are critical factors for a healthy cell physiology. Global regulators are responsible for the up and down regulation of genes across a heterogeneous array of functional groups, and they are an integral facet of the hierarchical structure of the TRN in \(E. coli\)\(^{5}\). The altered activity of these TFs in the treated population suggests that the cells are actively regulating their metabolism and responding at the whole-cell level. REF\(^{(28)}\) found that global regulation is critical to antibiotic survival and the authors suggest that global regulators control several redundant pathways related to antibiotic stress\(^{(58)}\), which is also supported by our results. Furthermore, both \(fnr\) and \(crp\) have previously been identified in gene knockout studies as being related to antibiotic tolerance\(^{(63,64)}\).

Another global TF identified in our analysis and previously related to antibiotic tolerance is Fur. A \(\Delta fur\) strain has been shown to have decreased levels of tolerance to ciprofloxacin but also have an increased chance of acquiring resistance\(^{(65)}\). Previous work examining expression data of the \(\Delta fur\) strain with and without ciprofloxacin identified \(entA\), \(entC\) and \(sufA\) expression as being affected by ciprofloxacin and Fur. As in, Fur regulation was critical for expression of these genes and tolerance to ciprofloxacin\(^{(66)}\). These three genes also show increased expression in our ampicillin treated population and have been identified in other types of tolerance as well, such as \(\alpha\)-butanol tolerance\(^{(67)}\), which suggests that they are involved as a general stress response mechanism. The operon \(entCDEBAH\) is regulated by both CRP and Fur, encodes enterobactins, and is associated with iron homeostasis and the oxidative stress response. Moreover, enterobactins protect intracellularly against oxidative stress independently of iron availability\(^{(67)}\), supporting that the oxidative and antibiotic stress responses are integrated.

Transcription factor (TF) regulatory network shows increased activity of specific, local regulators during ampicillin treatment. When we further examined pathways related to iron-sulfur (Fe-S) clusters and oxidative stress, we identified a group of genes with changes in expression regulated by local regulators OxyR and IscR. Notably, the ampicillin treated population had increased expression of genes required for Fe-S cluster formation: \(sufS\), \(sufE\), \(sufC\), \(iscA\), \(iscR\), \(iscS\), \(iscU\) and \(iscX\). Fe-S clusters act as protein co-factors and serve a variety of functions in the cell; they are suited to a variety of processes including redox sensing, catalysis, or electron transfer. Notably, the clusters are also part of the oxidative stress response\(^{(68)}\). Fe-S clusters have been associated with increased development of antibiotic resistance to ciprofloxacin\(^{(69)}\) and uptake of aminoglycosides\(^{(69)}\).

Our findings further support that Fe-S clusters are involved in antibiotic tolerance. This system also highlights a restraint of our study, namely that we are only mapping regulatory events as opposed to deregulatory events. Derepression (removal of repression) is another type of transcriptional regulation that affects antibiotic survival. In this instance, when accounting for genes regulated by IscR, the \(isc\) genes were not included because IscR represses these genes and the genes increased in expression in our network. However, increased expression of \(isc\) genes is likely due to derepression of IscR, which is supported by the simultaneous increase of the \(suf\) genes, which IscR also regulates\(^{(68)}\). The same can be said for the regulation by Fur, which is also associated with iron homeostasis. While Fur was identified as significantly more active in the treated population and primarily acts as a repressor, increased expression resulting from Fur’s derepression was not accounted for in the TRN analysis. This particular group of TFs demonstrates how changes in regulatory interactions must be identified contextually with respect to when these changes might occur. The context of regulation is particularly significant for dual-regulators TFs that can activate and repress different genes depending on the state of the cell (e.g. global regulators).

Another group of local TFs that play a role in the antibiotic-treated population is the Mar/Rob/SoxS regulon. These three TFs are closely related, with degenerative consensus sequences that result in considerable overlap of regulated genes, and the regulon is positively associated with antibiotic tolerance and multidrug resistance\(^{(31,32)}\).
Figure 3. TFs associated with antibiotic tolerance are more active in the ampicillin treated population. TFs act as transcriptional regulators that control a several redundant and overlapping pathways related to antibiotic stress. Genes with changes in expression over two-fold (adjusted p < 0.1) were mapped to TFs responsible for their transcription. (A) A graphical representation of the selected TF regulatory network during antibiotic tolerance inferred from changes in gene expression unique to the ampicillin treated population compared to stationary phase (File S3). Red lines: decreased expression. Blue lines: increased expression. Large yellow circles: select TFs. Small grey circles: genes regulated by select TFs. (B) Counts of differentially regulated genes for the untreated and treated populations compared to stationary phase. Selected TFs displayed a significant difference (p < 0.05) in the number of genes that changed expression when comparing untreated (Amp-) and treated (Amp+) groups based on the Fisher’s exact test. Amp- (untreated): cells incubated for 3 h in fresh media without ampicillin. Amp+ (treated): cells incubated for 3 h in fresh media with ampicillin. Genes with multiple possible TFs are accounted for each possible TF. (C) Changes in gene expression for the select TFs based on COG functional group; genes uncharacterized by REF44 were not included. A high number of genes differently expressed are specific to a few COGs.
Constitutive expression of SoxS has been shown to cause multiple antibiotic resistance in clinical isolates of *E. coli* [30]. Extensive work has shown that the TF MarA plays a role in antibiotic tolerance, as the operon was named for its role in multiple antibiotic resistance [46]. MarA is expressed stochastically and is primarily regulated by degradation at the Lon protease [71, 72]. SoxS is also degraded by Lon as well as the protease FtsH. The rapid degradation of MarA and SoxS enables the cell to rapidly recover once a stress is removed [73]. We will discuss more about the importance of protein degradation to antibiotic survival later.

Meanwhile, the TF Rob is in an inactive state until it is induced by binding to specific substrates [24], a perfect example of how analyzing the mRNA level of a TF is not sufficient to understand protein activity. It is important to note that the level of *rob*, *marA* or *soxS* mRNA may not significantly change, while the proteins’ concentration and/or regulatory action do change. This fact underscores the importance of analyzing transcriptional networks rather than focusing on TF expression levels.

**Figure 4.** Proteolytic queueing increases survival of ampicillin. (A) We obtained RNA-sequencing (RNA-seq) data on populations with (Q+) or without (Q-) induction of a queue at the protease ClpXP via overexpression of CFP-LAA, and populations with (Amp+) or without (Amp-) ampicillin treatment (100 μg/ml). (B) Percent survival of cells after ampicillin treatment for three hours without a queue (Amp-treated) or with a queue (Queueing-amp).

**Altered proteolytic activity affects transcriptional regulation similarly to ampicillin treatment.** In addition to the regulation of MarA and SoxS through degradation, proteolytic processes play a vital role in antibiotic tolerance, as many previous works have suggested [30, 73, 76]. These effects on the TRN during ampicillin treatment suggest that the activity of many transcription factors is controlled at the proteolytic level and that disruption of degradation during environmental stress leads to an increase in the activity of these TFs. We have previously demonstrated that interfering with proteolytic activity causes an increase in antibiotic tolerance. To do so, we overexpressed a fluorescent protein tagged with a short amino acid degradation tag that causes it to compete for degradation at the protease complex ClpXP without affecting growth rate [33]. This competition results in a proteolytic queue, wherein proteins compete to be processed (i.e. degraded); thus the degradation of native proteins effectively slows due to an influx of new proteins with a high affinity for degradation (i.e. CFP-LAA; Fig. 4) [77-81]. The advantage of using this artificial mechanisms to slow down protease activity is it results in alteration of network dynamics without noticeable effects on growth, unlike tradition protease knockouts [33].

We hypothesized that the increase in antibiotic tolerance via proteolytic queueing is due to an amplification of the transcriptional response. We compared the transcriptome of populations diluted from stationary phase into fresh media containing IPTG to induce expression of CFP-LAA. Then we incubated the cells for three hours without ampicillin (queueing population) or with lethal concentrations of ampicillin (queueing-amp population). We will discuss changes in gene expression as compared to stationary phase. If slowed proteolytic activity leads to an increase in antibiotic tolerance, TRN behavior should be similar in the amp-treated and queueing populations. Indeed, that is the case. The queueing-amp population, which simultaneously responds to the induction of a proteolytic queue and ampicillin treatment, shares most of these similarities as well. The transcriptional response seen in the queueing-amp population seems to be a magnification of the response in either the queueing or amp-treated population alone, with many of the same trends (Fig. 5).

This led us to hypothesize that the queueing is effectively ‘quickening’ (i.e. causing certain events to happen at a faster timescale) the response to the antibiotic. We then compared the ampicillin treated culture’s RNA profile after six hours to the untreated and treated populations. The gene expression profile is similar at three and six hours; however, hundreds of additional genes changed their expression by six hours (Fig. 5A). In general, the trends between gene expression in the amp-treated, queueing, and queueing-amp populations are quite similar. Upregulated genes common to the three populations include genes and systems related to tolerance discussed earlier, including those related to Fe-S clusters, oxidative stress and heat shock. When analyzing the COGs most highly regulated in queueing-tolerance, it appears that the population is heavily regulating processes related to metabolism and energy (Fig. 5B). It has previously been reported that energy levels largely affect antibiotic tolerance and persistence [25, 82, 83]. Particularly relevant to our work, are the findings of REF [25], which demonstrates that lower ATP levels led to protein aggregation, which also occurs in ampicillin treated *E. coli*.
Mechanistically, protein aggregation likely results from slow protease activity, since many proteases require ATP to function. In comparison, proteolytic queueing via overexpression of CFP-LAA interferes with degradation at ClpXP and causes a build-up of proteins normally degraded by the complex. The queue also affects degradation rates by other proteases and leads to protein aggregation. When looking at sigma factors and TFs that affect the transcriptional response, in this case, the alternative sigma factors are more active in the queueing-amp population compared to queueing or amp-treated cells.

We propose that the magnified response in the queueing-amp population expedites the transcriptional response to the antibiotic; thus, some trends present in the amp-treated population at three hours become more apparent after six hours and/or in the queueing-amp population, which was only treated for three hours. In the case of sigma factors, we find that RpoS, RpoH and RpoE are more active in every condition compared to the untreated population.

It is important to note that some TFs that were somewhat active in the amp-treated population at three hours are now significantly engaged in the queueing-amp population and after six hours of ampicillin treatment. For example, DksA was slightly more active in the amp-treated population at three hours than in the untreated population.

Mechanistically, protein aggregation likely results from slow protease activity, since many proteases require ATP to function. In comparison, proteolytic queueing via overexpression of CFP-LAA interferes with degradation at ClpXP and causes a build-up of proteins normally degraded by the complex. The queue also affects degradation rates by other proteases and leads to protein aggregation. When looking at sigma factors and TFs that affect the transcriptional response, in this case, the alternative sigma factors are more active in the queueing-amp population compared to queueing or amp-treated cells.

We propose that the magnified response in the queueing-amp population expedites the transcriptional response to the antibiotic; thus, some trends present in the amp-treated population at three hours become more apparent after six hours and/or in the queueing-amp population, which was only treated for three hours. In the case of sigma factors, we find that RpoS, RpoH and RpoE are more active in every condition compared to the untreated population.

It is important to note that some TFs that were somewhat active in the amp-treated population at three hours are now significantly engaged in the queueing-amp population and after six hours of ampicillin treatment.

Figure 5. Proteolytic queueing and ampicillin treatment similarly affect gene expression in *E. coli*. Changes in gene expression compared to stationary phase (adjusted p < 0.1; with > twofold change) for each population with/without queueing (Q) and/or ampicillin (Amp). Not shown are changes in gene expression present in the untreated population. Cultures treated with ampicillin were treated for three hours (3 h) or six hours (6 h).

(A) Venn diagram comparing each population. Left: Upregulated. Right: Downregulated (B) Changes in gene expression sorted in Clusters of Orthologous (COG) groups for each population. Genes in multiple categories were counted for each category.
untreated population, but it is even more active at six hours of ampicillin treatment and in the queueing-amp population. DksA is particularly interesting because it has previously been shown to play a role in antibiotic tolerance and the stringent stress response, and is typically degraded by ClpXP. The change in gene expression as the duration of antibiotic increases suggests that the cell population is altering its expression of gene networks in response to prolonged stress. It would be interesting in the future to see the expression profile with even longer exposure to antibiotics or a different class of antibiotics.

Proteolytic degradation commonly regulates the sigma and transcription factors involved in the antibiotic stress response. As we previously touched on, many of the sigma factors and TFs involved in the antibiotic stress response are regulated by proteolysis. In the tested stressed populations (queueing and/or ampicillin), the sigma factors RpoH and RpoS are significantly more active than the untreated population based on our TRN analysis (Fig. 6A). Increased activity of these proteins is likely due to slowed proteolysis; ClpXP and FtsH rapidly degrade RpoS and RpoH, respectively. The change in gene expression as the duration of antibiotic increases suggests that the cell population is altering its expression of gene networks in response to prolonged stress. It would be interesting in the future to see the expression profile with even longer exposure to antibiotics or a different class of antibiotics.

Figure 6. Proteolytic queueing and ampicillin treatment affect specific regulatory proteins in E. coli. Changes in gene expression compared to stationary phase (adjusted p < 0.1; with > twofold change) for each population with/without queueing and/or ampicillin. Not shown are changes in gene expression present in the untreated population. The amp treated population was sequenced after three (3 h) and six (6 h) hours of ampicillin treatment. (A) Changes in gene expression mapped to sigma factors (σ) for each population. Genes transcribed by multiple sigma factors were counted for each sigma factor. (B) Changes in gene expression mapped to transcription factors (TFs) for each population. Genes transcribed by multiple TFs were counted for each TF.
but high expression levels of RpoS alone did not measurably affect antibiotic tolerance. Yet, the TRN analysis of the queueing-amp population suggests that RpoS is playing a role in cell survival. This highlights the importance of looking at networks over individual genes when studying survival mechanisms to antibiotic stress.

RpoS likely works in concert with RpoH and transcription factors to mediate a response, and altered proteolytic activity could act as the coordinating factor underlying this stress response. As mentioned earlier, several genes coordinated under RpoH are related to proteolysis. Particularly noteworthy are clpB and dnaK which both have increased expression during ampicillin treatment, and have previously been demonstrated using gene knockouts in E. coli as critical proteins for resuscitation after removal of the antibiotic. Other genes that would be key to recovering from antibiotic stress are also upregulated in the amp-treated, queueing and queueing-amp populations, such as genes for proteases lon and ftsH (both upregulated by RpoH). Increased expression of proteases likely prepares the cell to remove aggregated proteins and recover from the stress. However, both proteases are ATP-dependent; thus, their activity is regulated by the availability of ATP (especially important during recovery).  

**TRN analysis suggests a multifaceted response to ampicillin treatment.** These results show that a coordinated transcriptional response to ampicillin results from the expression of many systems with redundant functions, as exemplified by the overlap between the Rob, MarA, and SoxS regulons. The changes we observed in the TRN under proteolytic and/or antibiotic stress indicate that cells are actively preparing for survival and recovery. The cells are likely transcribing mRNA during antibiotic treatment, especially when we consider that queueing only affects tolerance if the system is actively transcribed. Furthermore, RNA levels of specific transcripts increased expression between three hours to six hours of ampicillin treatment, which supports active transcription.

We hypothesize that this transcriptional response to proteolytic queueing and antibiotic stress improve short-term survival and recovery. Especially when we consider that our previous results demonstrate that proteolytic queueing does not improve long-term survival. Other factors are therefore required to survive for extended periods of time. One such possibility is translational regulation. Many previous works have demonstrated that ribosomes are largely inactive in persister cells, resulting in slowed translation. Therefore, the transcripts we have measured may be slowly building up in the cells and are translated at low levels, if at all. The transcripts would then be readily available to the cell, and once the antibiotic is removed, ribosomes could resume protein biosynthesis. It is also possible that cells are actively translating select proteins, which seems reasonable with the number of genes upregulated during antibiotic treatment.

We also must consider that our samples are heterogeneous populations, and the data is an average of that population, which is informative but not comprehensive. Our results show that the transcriptional profile changes the more prolonged the population is exposed to antibiotics (six compared to three hours); however, it may be more complicated than that. We detected high levels of VBNCs in our populations with and without antibiotics, and our transcriptional profiles consist of a mixture of both persisters and VBNCs. Individual cells may have transcriptional profiles different from the average, and as antibiotic treatment continues, different subgroups are killed. Perhaps the surviving population after six hours of ampicillin treatment are a subpopulation present after three hours, but the expression profile is overshadowed by other subpopulations that are killed later. Understanding transcriptomic heterogeneity in the tolerant population would necessitate further experiments, such as single-cell transcriptomics, which has only recently been demonstrated in bacteria. Regardless, future experiments (ribosome profiling, mass spectrometry, single-cell transcriptomics etc.) are required to understand the cellular response. Future experiments must use lethal (bactericidal) concentrations of antibiotics to draw conclusions directly related to antibiotic survival.

**Future directions to expand our understanding of antibiotic tolerance.** We have demonstrated the feasibility of doing transcriptome analysis on cultures treated with lethal (bactericidal) concentrations of antibiotics and using TRN analysis to probe the network response. We used E. coli as our model organism because its regulatory networks are currently the most characterized of known bacteria; however, our analysis is limited to the current state of knowledge. We tested one antibiotic (ampicillin) under a single growth condition (emergence from stationary phase), and some responses we identified could be specific to these experimental conditions. Future work may be able to incorporate new information regarding the regulatory networks and contexts in which TFs and sigma factors regulate gene expression and may allow this type of analysis to be expanded to other strains of E. coli or different microorganisms. Exploring tolerance with a more minimal bacterial genome with less redundancy between networks (e.g. Rob and SoxS, etc.) may clarify how the TRN affects survival and recovery.

Our knowledge of the network response to antibiotics could also be expanded by using different antibiotics, with varying treatment times and growth conditions. Perhaps, the use of multiple antibiotics will lead to a greater understanding of the networks (or TFs) that are most important for survival and recovery. The recovery mechanisms after antibiotic treatment are of therapeutic interest because new drugs may be developed in combination with current antibiotics to prevent recovery, improving the effectiveness of antibiotic treatments. A recent paper highlights the potential to use combinations of antibiotics and staggered treatment of antibiotics where pairing strongly and weakly dependent metabolism antibiotics together effectively kill persisters.

We have two competing hypotheses: (1) The longer the cells are exposed to lethal levels of antibiotics, the more they alter their transcriptome. (2) The longer the cells are exposed to lethal levels of antibiotics, the more they change cell types (e.g. switched from persisters to VBNCs). The ratio of VBNC to persisters may be responsible for the change in gene expression we observed. This hypothesis could be tested in the future by modifying our procedure for isolating RNA from cells treated with lethal concentrations of antibiotics, with TRN analysis of the
data, and quantification of VBNC levels over time. Expanding our knowledge of antibiotic tolerance beyond *E. coli* and ampicillin treatment would significantly improve our understanding of the regulatory networks across strains and species. However, as proteolysis is a highly conserved process, it is likely that the coordination of transcriptional regulation is highly conserved during stress.

**Conclusions**

Our TRN analysis and top-down approach show that studying regulatory networks in antibiotic surviving subpopulations is a powerful method to understand the molecular mechanisms that enable cells to survive lethal levels of antibiotics. Gene knockouts have been useful for identifying aspects of these networks. However, our results support that antibiotic tolerance is a whole-cell response that can occur through multiple pathways. This type of systems biology approach is advantageous compared to methods focusing on individual genes and specific mechanisms, which are susceptible to redundant systems and can often lead to contrary results. For example, toxin-antitoxins systems were once thought by many to be the primary effectors of persistence; however, several studies have suggested that they are not directly related to persistence. We instead propose that antibiotic tolerance is a multifaceted response rooted in the general stress response systems. Indeed, in our very recent work, we demonstrated that a bacteria population containing primarily essential genes have both antibiotic tolerant and persist subpopulations to different types of antibiotics. Based on ours and others’ work, we propose that a systems biology approach would be fruitful for further study of antibiotic tolerance and persistence. Many of the networks we identify and discuss in this work are universal (e.g. proteolysis, oxidative stress response), which indicates that there are likely systems common to antibiotic tolerance across several species. As such, TRN analysis of transcriptomic data is a good step towards developing a comprehensive, systems-level perspective of antibiotic tolerance and recovery from antibiotic stress.

**Materials and methods**

**Strains and plasmids.** Strains and plasmids are from REF and contain the plasmid, p24KmNB82 (contains CFP-LAA under the *Plac/ara1* promoter) as described in REF. To compare results from this work to our previous work, we used this same strain, and produced a queue at ClpXP by induction of CFP-LAA. Cultures were grown in modified MMB media, which consists of the following: K2HPO4 (10.5 mg/ml), KH2PO4 (4.5 mg/ml), (NH4)2SO4 (2.0 mg/ml), C6H5Na3O7 (0.5 mg/ml) and NaCl (1.0 mg/ml). Additionally, MMB + consists of MMB and the following: 2 mM MgSO4·7H2O, 100 µM CaCl2, thiamine (10 µg/ml), 0.5% glycerol and amino acids (40 µg/ml). Strains containing the plasmid p24KmNB82 were grown in MMB + kanamycin (Km, 25 µg/ml) or on Miller’s Lysogeny broth (LB) agar plates + Km (25 µg/ml). Cultures diluted after stationary phase also contained 0.1% Arabinose for consistency and CFP-LAA was induced by adding 100 µM IPTG (the promoter is *Plac/ara1*). All cultures were incubated at 37°C and broth cultures were shaken at 250 rpm.

**Quantification of antibiotic survival.** Antibiotic survival was quantified as in REF with the following modifications. Cultures were grown to stationary phase in MMB + kanamycin, then diluted 1/100 into 200 ml of pre-warmed (37 °C; consistency between experiments requires the media to be prewarmed) MMB + kanamycin + arabinose (0.2%) and incubated in 250 ml flasks (consistency between experiments requires the use of the same flask size and media volume) for three hours. Cultures with ampicillin were treated at a concentration of 100 µg/ml. Samples were plated before and after ampicillin treatment onto LB + Km agar plates to quantify colony forming units (CFUs) and percent survival.

**Determination of cell viability.** Cell viability was determined using a BacLight Live/Dead bacterial viability assay (Molecular Probes, Inc., Eugene, OR) and microscopy with a slight modification to the manufacturer's instructions. This assay distinguishes between viable cells with intact cell membranes stained with CFDA dye (exhibit green fluorescence) and dead/dying cells with damaged cell membranes stained with propidium iodide (PI) cells (exhibit red fluorescence). In brief, 1 ml cultures (10^10–10^11 cells/ml) were washed with 1X PBS, 0.5 mM EDTA (pH 8.5); 3 ul CFDA (10 mg/ml) and 5 ul PI (1 mg/ml) was added simultaneously, kept in dark at room temperature for 30 min, and then subsequently washed to remove the dye. Fluorescence was measured via a Nikon Ti2E Inverted Microscope using custom scripts for image analysis. Cells were counted using "Petroff-Hauser counting chamber". The VBNC cells were determined by subtracting the average CFU/ml from average number of live cells/ml.

**RNA isolation.** Samples were treated with Tween (0.2%) and chloramphenicol (5 µg/ml) then immediately filtered out of solution (using rapid filtration similar to REF and resuspended in lysis buffer containing 25 mM Tris pH 8.0, 25 mM NH4Cl, 10 mM MgOAc, 0.8% Triton X-100, 0.1 U/µL RNase-free DNase I, 1 U/µL Superase-In, ~60 U/µL ReadyLyse Lysozyme, 1.55 mM Chloramphenicol, and 17 µM 5′-guanylyl imidodiphosphate (GMPNNP); lysis buffer was modified from REF. Rapid filtration allows for the harvesting of any whole-cell; this minimizes RNA degradation because samples are immediately frozen in liquid nitrogen have suspension in lysis buffer. The solution was then frozen in liquid nitrogen and stored at − 80 °C. Frozen pellets were thawed on ice and centrifuged for 20 min at 16,000×g at 4 °C with 0.3% Sodium Deoxycholate to pellet particulate matter. The supernatant was then removed, and then RNA was column purified (Qiagen miRNasy cat. No. 217004) before removing RNA (Invitrogen RiboMinus cat no. K155004) and preparing the cDNA libraries (NEBNext Ultra II cat no. E7103S). Libraries were multiplexed then pooled and sequenced by Illumina HiSeq paired-end sequencing by GENEWIZ. This isolation method is advantageous because RNA can be harvested
from what are considered “viable but not culturable” (VBNC) cells and dying cells (note that all cells during antibiotic treatment are indeed dying cells, and cells only survive because we remove the antibiotic).

**DNA-sequencing.** DH5αZ1 genomic DNA was harvested and purified using Genomic DNA Purification Kit (ThermoFisher) in accordance with the manufacturer’s instructions. The genome was then sequenced using paired-end Illumina sequencing Novogene Ltd. Sequencing libraries were generated from the qualified DNA sample(s) using the NEB Next Ultra DNA Library Prep Kit for Illumina (NEB, USA) following the manufacturer’s protocol. Reads were then assembled using Geneious v. 11.0.3 with E. coli K12 str. MG1655 (NC_000913.3) as a reference sequence. E. coli DH5αZ1 genome is 99.9% identity to MG1655 genome, and due to the more thorough annotation of the MG1655 reference sequence, we used NC_000913.3 as the reference for RNA-seq analysis.

**RNA-sequencing data analysis.** Fastq files were aligned to NC_000913.3 and the plasmid p24KmNB82 using Geneious v. 11.0.3. Raw read counts were then analyzed using DEseq to compare expression (counts were normalized using the default median of ratios method); we used a twofold cutoff and adjusted p-values < 0.1 to identify significant changes in expression. All conditions tested had three biological replicates. Data has been deposited to NCBI GEO at GSE156896.

**Network analysis.** Information on transcriptional regulation was downloaded using the EcoCyc SmartTables feature. We then used custom Python scripts to generate a network graph made up of directed edges toward any gene with a significant change in expression (> twofold change in expression, adjusted p < 0.01) originating from each sigma factor/TF that may be an effector of the observed change. Visualization of this graph was done using Cytoscape (Fig. 2A, 3A). The total number of genes mapped to a particular sigma factor/TF was compared between populations (i.e. untreated and treated each compared to stationary phase) using a two-sided Fisher’s exact test.

**COGs.** Data was downloaded from http://www.ncbi.nlm.nih.gov/COG/.

**Graph, figures, and chart production.** All images were produced in-house using Python scripts and open-source libraries, Cytoscape, and/or Adobe Illustrator.

**Data availability**

All data that supports the findings of this study are available from the corresponding author upon request (email: nicholas.butzin@gmail.com).

Received: 5 October 2020; Accepted: 2 March 2021

**Published online: 17 March 2021**

**References**

1. Santos-Zavaleta, A. et al. RegulonDB v 10.5: tackling challenges to unify classic and high throughput knowledge of gene regulation in E. coli K-12. Nucleic Acids Res. 47(D1), D212–D220 (2019).
2. Karp, P. D. et al. The EcoCyc database. EcoSal Plus 6(1), 1–13 (2014).
3. Martinez-Antonio, A., Janga, S. C. & Thieffry, D. Functional organisation of Escherichia coli transcriptional regulatory network. J. Mol. Biol. 381(1), 238–247 (2008).
4. Jensen, P. A., Zhu, Z. & van Opijnen, T. Antibiotics disrupt coordination between transcriptional and phenotypic stress responses in pathogenic bacteria. Cell Rep. 20(7), 1705–1716 (2017).
5. Kim, J. S. & Wood, T. K. Persistent persister misperceptions. Front Microbiol 7, 2134 (2016).
6. Prax, M. & Bertram, R. Metabolic aspects of bacterial persisters. Front. Cell Infect. Microbiol. 4, 148 (2014).
7. Pu, Y. et al. Enhanced efflux activity facilitates drug tolerance in dormant bacterial cells. Mol. Cell 62(2), 284–294 (2016).
8. Keren, L., Shah, D., Spoering, A., Kaldalu, N. & Lewis, K. Specialized persister cells and the mechanism of multidrug tolerance in Escherichia coli. J. Bacteriol. 186(24), 8172–8180 (2004).
9. Matsumoto, S. et al. Unique transcriptional profile of native persisters in Escherichia coli. J. Biosci. Bioeng. 125, 15–22 (2017).
10. Keren, L., Minami, S., Rubin, E. & Lewis, K. Characterization and transcriptome analysis of Mycobacterium tuberculosis persisters. MBio 2(3), e00100-e111 (2011).
21. Wu, S., Yu, P. L., Wheeler, D. & Flint, S. Transcriptomic study on persistence and survival of Listeria monocytogenes following lethal treatment with nisin. J. Glob. Antimicrob. Resist. 15, 25–31 (2018).
22. Long, Y. et al. Identification of novel genes that promote persister formation by repressing transcription and cell division in Pseudomonas aeruginosa. J. Antimicrob. Chemother. 74, 2575–2587 (2019).
23. Babin, B. M. et al. Selective proteomic analysis of antibiotic-tolerant cellular subpopulations in Pseudomonas aeruginosa biofilms. MBio 8(3), e01593 (2017).
24. Mali, S. et al. A proteomic signature of dormancy in the actinobacterium Micrococcus luteus. J. Bacteriol. https://doi.org/10.1128/JB.00206-17 (2017).
25. Pu, Y. et al. ATP-dependent dynamic protein aggregation regulates bacterial dormancy depth critical for antibiotic tolerance. Mol. Cell 73(1), 143–156 (2019).
26. Wu, N. et al. Ranking of persister genes in the same Escherichia coli genetic background demonstrates varying importance of individual persister genes in tolerance to different antibiotics. Front. Microbiol. 6, 1003 (2015).
27. Wang, W. et al. Transposon mutagenesis identifies novel genes associated with Staphylococcus aureus persister formation. Front. Microbiol. 6, 1437 (2015).
28. Hansen, S., Lewis, K. & Vulic, M. Role of global regulators and nucleotide metabolism in antibiotic tolerance in Escherichia coli. Antimicrob Agents Chemother 52(8), 2718–2726 (2008).
29. Joers, A., Kaldalu, N. & Tenson, T. The frequency of persisters in Escherichia coli reflects the kinetics of awakening from dormancy. J. Bacteriol. 192(3), 3379–3384 (2010).
30. Radzikowski, J. L. et al. Bacterial persistence is an active sigmaA stress response to metabolic flux limitation. Mol. Syst. Biol. 12(9), 882 (2016).
31. Duval, V. & Lister, I. M. MarA, SoxS and Rob of Escherichia coli: Global regulators of multidrug resistance, virulence and stress response. Int. J. Biotechnol. Wellness Ind. 2(3), 101–124 (2013).
32. Sharma, P. et al. The multiple antibiotic resistance operon of enteric bacteria controls DNA repair and outer membrane integrity. Nat. Commun. 8(1), 1444 (2017).
33. Deter, H. S. et al. Proteolytic queues at ClpXP increase antibiotic tolerance. ACS Synth. Biol. 9(1), 95–103 (2020).
34. Ayrapetyan, M., Williams, T. & Oliver, J. D. Relationship between the viable but nonculturable state and antibiotic persister cells. J. Bacteriol. 200(20), e00429 (2018).
35. Oliver, J. D. Recent findings on the viable but nonculturable state in pathogenic bacteria. FEMS Microbiol. Rev. 34(4), 415–425 (2010).
36. Colwell, R. R. Viable but nonculturable bacteria: a survival strategy. J. Infect. Chemother. 6(2), 121–125 (2000).
37. Ayrapetyan, M., Williams, T., Oliver, J. & Lewis, K. Viable but nonculturable and persister cells coexist stochastically and are induced by human serum. Infect. Immun. 83(11), 4194–4203 (2015).
38. Besnard, V., Federighi, M. & Cappelier, J. M. Development of a direct viable count procedure for the investigation of VBNC state in Listeria monocytogenes. Lett. Appl. Microbiol. 31(1), 77–81 (2000).
39. Passaruoli, S. et al. Antibiotic pressure can induce the viable but non-culturable state in Staphylococcus aureus growing in biofilms. J. Antimicrob. Chemother. 68(8), 1812–1817 (2013).
40. Xiao, X. L., Tian, C., Yu, Y. G. & Wu, H. Detection of viable but nonculturable Escherichia coli O157:H7 using propidium monoazide treatments and qPCR. Can. J. Microbiol. 59(3), 157–163 (2013).
41. Pinto, D., Almeida, V., Almeida Santos, M. & Chambel, L. Resuscitation of Escherichia coli VBNC cells depends on a variety of environmental or chemical stimuli. J. Appl. Microbiol. 110(6), 1601–1611 (2011).
42. Gelen, O., Gabay, C., Mucmucoglu, M., Engil, G. & Balaban, N. Q. Single-cell protein induction dynamics reveals a period of vulnerability to antibiotics in persistor bacteria. Proc. Natl. Acad. Sci. USA 105(16), 6145–6149 (2008).
43. Rowe, S. E., Conlon, B. P., Keren, I. & Lewis, K. Persisters: Methods for isolation and identifying contributing factors—a review. Methods Mol. Biol. 1333, 17–28 (2016).
44. Tatusov, R. L., Galperin, M. Y., Natale, D. A. & Koonin, E. V. The COG database: A tool for genome-scale analysis of protein functions and evolution. Nucleic Acids Res. 28(1), 33–36 (2000).
45. Galperin, M. Y., Makarova, K. S., Wolf, Y. I. & Koonin, E. V. Expanded microbial genome coverage and improved protein family annotation in the COG database. Nucleic Acids Res. 43, D261–D269 (2015).
46. Cohen, S. P., Hachler, H. & Levy, S. B. Genetic and functional analysis of the multiple antibiotic resistance (mar) locus in Escherichia coli. J. Bacteriol. 175(5), 1484–1492 (1993).
47. Davis, M. C., Kesthely, C. A., Franklin, E. A. & MacLellan, S. R. The essential activities of the bacterial sigma factor. Annu. Rev. Microbiol. 63(2), 89–99 (2017).
48. Paget, M. S. Bacterial sigma factors and anti-sigma factors: Structure, function and distribution. Biomolecules 5(3), 1245–1265 (2015).
49. Zhao, K., Liu, M. & Burgess, R. R. The global transcriptional response of Escherichia coli to induced sigma 32 protein involves sigma 32 regulon activation followed by inactivation and degradation of sigma 32 in vivo. J. Biol. Chem. 280(18), 17758–17768 (2005).
50. Wong, T. G. et al. Genome-Wide Transcriptional Response to varying RpoS levels in Escherichia coli K-12. J. Bacteriol. 199(7), e00755 (2017).
51. Maciag, A. et al. In vitro transcription profiling of the sigmaS subunit of bacterial RNA polymerase: re-definition of the sigmaS regulon and identification of sigmaS-specific promoter sequence elements. Nucleic Acids Res. 39(13), 5338–5355 (2011).
52. Koo, B. M., Rhodius, V. A., Campbell, E. A. & Gross, C. A. Mutational analysis of Escherichia coli sigma28 and its target promoters reveals recognition of a composite -10 motif, comprised of an extended -10 motif and a core -10 element. Mol. Microbiol. 72(4), 830–843 (2009).
53. Dartigalongue, C., Missiakas, D. & Raina, S. Characterization of the Escherichia coli sigma E regulon. J. Biol. Chem. 276(24), 20866–20873 (2001).
54. Kanhere, A. & Bansal, M. A novel method for prokaryotic promoter prediction based on DNA stability. BMC Bioinform. 6, 1 (2005).
55. Arsène, F., Tomoya, S. & Bukau, B. The heat shock response of Escherichia coli. Int. J. Food Microbiol. 55(1–3), 3–9 (2000).
56. Battesti, A., Majdalani, N. & Gottesman, S. The RpoS-mediated general stress response in Escherichia coli. Annu. Rev. Microbiol. 65, 189–213 (2011).
57. Rouvière, P. E. et al. rpoE, the gene encoding the second heat-shock sigma factor, sigma E, in Escherichia coli. EMBO J. 14(5), 1032–1042 (1995).
58. Shimada, T., Fujita, N., Yamamoto, K. & Ishihama, A. Novel roles of cAMP receptor protein (CRP) in regulation of transport and metabolism of carbon sources. PLoS ONE 6(6), e20081 (2011).
59. Browning, D. F. & Busby, S. J. Local and global regulation of transcription initiation in bacteria. Nat. Rev. Microbiol. 14(10), 638–650 (2016).
60. Dilweg, I. W. & Dure, R. T. Post-translational modification of nucleoid-associated proteins: an extra layer of functional modulation in bacteria. Biochem. Soc. Trans. 46(5), 1381–1392 (2018).
61. Balela, E. et al. Regulation by transcription factors in bacteria: beyond description. FEBS Microbiol. Rev. 33(1), 133–151 (2009).
62. Jeon, Y., Lee, Y. S., Han, J. S., Kim, J. B. & Hwang, D. S. Multimerization of phosphorylated and non-phosphorylated ArcA is necessary for the response regulator function of the Arc two-component signal transduction system. *J. Biol. Chem.* 276(44), 40873–40879 (2001).

63. Shan, Y., Lazinski, D., Rowe, S., Camilli, A. & Lewis, K. Genetic basis of persister tolerance to aminoglycosides in *Escherichia coli*. *Mini 62(2), e00078* (2015).

64. Mok, W. W., Orman, M. A. & Brynildsen, M. P. Impacts of global transcriptional regulators on persister metabolism. *Antimicrob Agents Chemother* 59(5), 2713–2719 (2015).

65. Mehi, O. et al. Perturbation of iron homeostasis promotes the evolution of antibiotic resistance. *Mol. Biol. Evol.* 31(10), 2793–2804 (2014).

66. Reyes, L. H., Almario, M. P., Winkler, J., Orozco, M. M. & Kao, K. C. Visualizing evolution in real time to determine the molecular mechanisms of n-butanol tolerance in *Escherichia coli*. *Metab. Eng.* 14(5), 579–590 (2012).

67. Peralta, D. R., Mettert, E. L. & Kiley, P. J. How is Fe-S cluster formation regulated?. *Annu. Rev. Microbiol.* 69, 505–526 (2015).

68. Ezraty, B. et al. Fe-S cluster biosynthesis controls uptake of aminoglycosides in a ROS-less death pathway. *Science* 340(6140), 1583–1587 (2013).

69. Koutsolioutsou, A., Pena-Llopis, S. & Demple, B. Constitutive soxR mutations contribute to multiple-antibiotic resistance in clinical *Escherichia coli* isolates. *Antimicrob. Agents Chemother.* 49(9), 2746–2752 (2005).

70. Rossi, N. A., Mora, T., Walczak, A. M. & Dunlop, M. J. Active degradation of MarA controls coordination of its downstream targets. *PLoS Comput. Biol.* 14(12), e1006634 (2018).

71. Koutsolioutsou, A., Pena-Llopis, S. & Demple, B. Constitutive soxR mutations contribute to multiple-antibiotic resistance in clinical *Escherichia coli* isolates. *Antimicrob. Agents Chemother.* 49(9), 2746–2752 (2005).

72. El Meouche, I., Siu, Y. M. & Dunlop, M. J. Stochastic expression of a multiple antibiotic resistance activator confers transient resistance in single cells. *Sci. Rep.* 6, 19538 (2016).

73. Griffith, K. L., Shah, J. M. & Wolf, R. E. Proteolytic degradation of Escherichia coli transcription activators SoxS and MarA as the mechanism for reversing the induction of the superoxide (SoxRS) and multiple antibiotic resistance (Mar) regulons. *Mol. Microbiol.* 51(6), 1801–1816 (2004).

74. Griffith, K. L., Fitzpatrick, M. M., Keen, E. F. & Wolf, R. E. Jr. Two functions of the C-terminal domain of Escherichia coli Rob: mediating “sequestration-dispersion” as a novel on-off switch for regulating Rob activity as a transcription activator and preventing degradation of Rob by Lon protease. *J. Mol. Biol.* 388(5), 415–430 (2009).

75. Fries, D., Gerth, U. & Ingmer, H. Clp chaperones and proteases are central in stress survival, virulence and antibiotic resistance of *Staphylococcus aureus*. *Int. J. Med. Microbiol.* 304(2), 142–149 (2014).

76. Conlon, B. P. et al. Activated CplP kills persisters and eradicates a chronic biofilm infection. *Nature* 503(7476), 365–370 (2013).

77. Stricker, J. et al. A fast, robust and tunable synthetic gene oscillator. *Nature* 456(7221), 516–519 (2008).

78. Cookson, N. A. et al. Queuing up for enzymatic processing: Correlated signaling through coupled degradation. *Mol. Syst. Biol.* 7, 561 (2011).

79. Butzin, N. C., Hochendoner, P., Ogle, C. T. & Mather, W. H. Entrainment of a bacterial synthetic gene oscillator through proteolytic queuing. *ACS Synth. Biol.* 6(3), 455–462 (2017).

80. Butzin, N. C., Hochendoner, P., Ogle, C. T., Hill, P. F. & Mather, W. H. Marching along an offbeat drum: entrainment of synthetic gene oscillators by a noisy stimulus. *ACS synthetic biology* 5(2), 146–153 (2016).

81. Butzin, N. C. & Mather, W. H. Crosstalk between diverse synthetic protein degradation tags in *Escherichia coli*. *ACS Synth. Biol.* 7(1), 54–62 (2018).

82. Shan, Y. et al. ATP-dependent persister formation in *Escherichia coli*. *MBio* 8(1), e00627 (2017).

83. Conlon, B. P. et al. Persister formation in *Staphylococcus aureus* is associated with ATP depletion. *Nat. Microbiol.* 1(5), 16051 (2016).

84. Gottesman, S. Proteases and their targets in *Escherichia coli*. *Annu. Rev. Genet.* 30, 465–506 (1996).

85. Gray, M. J. Interactions between DksA and stress-responsive alternative sigma factors control inorganic polyphosphate accumulation in *Escherichia coli*. *J. Bacteriol.* 202(14), e0133 (2020).

86. Amato, S. M. & Brynildsen, M. P. Persister heterogeneity arising from a single metabolic stress. *Curr. Biol.* 25(16), 2090–2098 (2015).

87. Flynn, J. M., Neher, S. B., Kim, Y. I., Sauer, R. T. & Baker, T. A. Proteomic discovery of cellular substrates of the ClpXP protease reveals five classes of ClpX-recognition signals. *Mol. Cell* 11(3), 671–683 (2003).

88. Narberhaus, F. & Balisger, S. Structure-function studies of Escherichia coli RpoH (sigma32) by in vitro linker insertion mutagenesis. *J. Bacteriol.* 185(9), 2731–2738 (2003).

89. Ranquet, C. & Gottesman, S. Translational regulation of the *Escherichia coli* stress factor RpoS: A role for SsrA and Lon. *J. Bacteriol.* 189(13), 4872–4879 (2007).

90. Peterson, C. N., Levchenko, I., Rabinowitz, J. D., Baker, T. A. & Silhavy, T. J. RpoS proteolysis is controlled directly by ATP levels in *Escherichia coli*. *Genes Dev.* 26(6), 548–553 (2012).

91. Wood, T. K. & Song, S. Forming and waking dormant cells: The pppgpp ribosome dimerization persister model. *Biofilm 2*, 100018 (2020).

92. Wood, T. K., Song, S. & Yamashiki, R. Ribosome dependence of persister cell formation and resuscitation. *J. Microbiol.* 57(3), 213–219 (2019).

93. Yamashiki, S., Song, S., Benedik, M. J. & Wood, T. K. Persister cells resuscitate using membrane sensors that activate chemotaxis, lower cAMP Levels, and revive ribosomes. *Science* 231(1), 100792 (2020).

94. Cho, J. et al. *Escherichia coli* persister cells suppress translation by selectively disassembling and degrading their ribosomes. *Mol. Microbiol.* 95(2), 352–364 (2015).

95. Imdahl, F., Vafadarnejad, E., Homberger, C., Saliba, A. E. & Vogel, I. Single-cell RNA-sequencing reports growth-condition-specific global transcriptionomes of individual bacteria. *Nat. Microbiol.* 5, 1202–1206 (2020).

96. Zheng, E. J., Stokes, J. M. & Collins, J. J. Eradicating bacterial persisters with combinations of strongly and weakly metabolism-dependent antibiotics. *Cell Chem. Biol.* 27, 1544–1552 (2020).

97. Gooaramthigh, F. et al. Reassessing the role of Type II toxin-antitoxin systems in formation of *Escherichia coli* Type II persister cells. *MBio* 9(3), e00640 (2018).

98. Hossain, T., Deter, H. S. & Butzin, N. C. Antibiotic tolerance, persistence, and resistance of the evolved minimal cell, Mycoplasma mycoides JCVI-Syn3B. *bioRxiv (Submitted to Science -Cell Press)* 2020.06.02.130641. (2020).

99. Pontes, M. H. & Groisman, E. A. Slow growth determines nonheritable antibiotic resistance in *Salmonella enterica*. *Sci. Signal 12*(592), eaax398 (2019).

100. Bordag, N. et al. Fast filtration of bacterial or mammalian suspension cell cultures for optimal metabolomics results. *PLoS ONE* 11(7), e0159389 (2016).

101. Mohammad, F., Green, R. & Buskirk, A. R. A systematically-revised ribosome profiling method for bacteria reveals pauses at single-codon resolution. *Elife* 8, e42591 (2019).

102. Latif, H. et al. A streamlined ribosome profiling protocol for the characterization of microorganisms. *Biotechniques* 58(6), 329–332 (2015).

103. Kearse, M. et al. Geneious Basic: An integrated and extendable desktop software platform for the organization and analysis of sequence data. *Bioinformatics* 28(12), 1647–1649 (2012).
104. Love, M. I., Huber, W. & Anders, S. Moderated estimation of fold change and dispersion for RNA-seq data with DESeq2. *Genome Biol.* 15(12), 550 (2014).
105. Shannon, P. *et al.* Cytoscape: A software environment for integrated models of biomolecular interaction networks. *Genome Res.* 13(11), 2498–2504 (2003).
106. Kim, H. Y. Statistical notes for clinical researchers: Chi-squared test and Fisher’s exact test. *Restor. Dent. Endod.* 42(2), 152–155 (2017).

Acknowledgements

This work is supported by the National Science Foundation award Numbers 1922542 and 1849206, and by a USDA National Institute of Food and Agriculture Hatch project grant number SD00H653-18/project accession no. 1015687. We would also like to thank Drs. Will Mather and Javier Buceta for their advice and expertise.

Author contributions

H.S.D. wrote the manuscript, performed the majority of the experiments, and ran data analysis. T.H. performed the six hour ampicillin treatment and microscopy experiments. N.C.B. planned and directed the project. All authors contributed to discussing and editing the manuscript.

Competing interests

The authors declare no competing interests.

Additional information

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-85509-7.

Correspondence and requests for materials should be addressed to N.C.B.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021