Microwave generation on an optical carrier in micro-resonator chains
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We consider self-pulsing regimes in chains of Kerr non-linear optical micro-resonators. By means of a super-modal diagonalization procedure of the conventional coupled-mode theory in time, we theoretically and numerically study the bifurcation diagrams of a singly-pumped 3-cavity and a doubly-pumped 4-cavity systems: the latter allows us to predict thresholdless frequency tripling of a GHz modulation. These self-pulsing regimes are proven robust and will find applications in generation and conversion of microwaves on an optical carrier.

I. INTRODUCTION

Optical microresonators confine light in a small volume for many optical cycles and thus provide a fundamental building block for high speed all-optical signal processing [1]. Applications include frequency conversion [2–5], switching [6, 7], signal regeneration in communications [8] and optical generation of microwaves [9–11].

One of the topics that recently attracted the researchers’ attention most is the generation of oscillations at microwave frequency by optical means. The underlying mechanism is simply the beating of optical oscillations separated by about 10 GHz to 200 GHz. This enabling technology is necessary not only in high-speed communications (e.g. in aerospace industry), but also in metrology, optical clocks and sensing. Provided that the resonator has a large enough size [so that its free spectral range (FSR) is in the target range], a set of adjacent resonances of an optical microresonator can be used as an optical ruler [9]. Starting from a synchronous quasi-continuous input at high enough power, the ubiquitous four-wave mixing (FWM) leads to the formation of an optical frequency comb (OFC) [12–16]. This can also form train of pulses and solitary waves inside the cavity [17]. The threshold power to observe such phenomena depends on the nonlinearity of the medium and on the cavity lifetime, such a solution would be limited to two cavities [25–28]. The disadvantage is that stable self-pulsation is limited to a period of the same order of the cavity lifetime.

Nevertheless, an integrated nano-cavity hardly achieves $Q > 10^6$, due to the unavoidable disorder and fabrication tolerances and the FSR is in the THz range (because of its size).

Let us consider optical micro-cavities supporting a single resonant mode around the telecommunication wavelength ($\lambda = 1.55 \mu m$). In order to trigger the system to oscillate in the GHz range, we can couple the optical field to a microscopic degree-of-freedom of the material, such as a time-delayed nonlinear response [21–23]. Beyond theoretical speculations, this proved effective for the dynamic control of photon lifetime at room temperature [24]. The coupled degrees of freedom can be also purely optical: several cavities mutually exchanging energy. It was thought that, owing to excessive structural complexity, such a solution would be limited to two cavities [25–28]. The disadvantage is that stable self-pulsation is limited to a period of the same order of the cavity lifetime. A short lifetime, e.g. 0.1 ns, to obtain a GHz oscillation imposes an upper limit on $Q \approx 10^5$, thus requiring very large optical power. Moreover large injection leads to a period-doubling bifurcation cascade to chaos. In [29], we showed that a system of three evanescently-coupled optical micro-race-track resonators with instantaneous Kerr response can be tuned to oscillate at a frequency that depends only on the coupling between the cavities (supposed large). This solutions is compatible with a $Q \approx 10^5$, so it cuts down the injection energy requirements; our approach is more robust and flexible.

A simple qualitative description of the mechanism goes as follows: thanks to large coupling, the three resonant frequencies (that are assumed coincident for isolated resonators) split far apart, much more than the detuning between the central uncoupled resonance and the laser injection. The resulting collective modes of the whole structure, denoted hereafter as super-modes are coupled by means of degenerate FWM. The energy is transferred
from the (externally excited) central mode to lateral ones, similarly to frequency combs or a multi-modal nanocavity \cite{3}, may result in stable oscillations.

Inspired by similar studies in the theory of frequency combs \cite{26-27,35,36}, in the present work we develop a more detailed analysis of the three-cavity oscillator and present its bifurcation diagram. After having assessed the validity of this method, we extend it to a doubly pumped four-cavity chain, analogous to bichromatically pumped frequency combs \cite{22,33}, which are based on non-degenerate FWM. This is a non-autonomous set of ordinary differential equations (ODEs), which is greatly simplified by our method.

We prove that in the large coupling coefficient regime, a microwave frequency \( \Omega \) can be converted with high efficiency to \( 3 \Omega \)—up to 50% of the total energy inside stored in the cavity system, i.e. half of the energy coupled from an external waveguide is used to excite super-modes at \( \pm \Omega \) and half at \( \pm 3 \Omega \). The bifurcation diagram is similar to that of the three-cavity system, but, owing to the decay into the waveguide, \( \tilde{\tau}_{\text{wg}} \), as opposed to the critically coupled (the escape and decay rates are equal) or overcoupled (the escape in the waveguide is dominant) case \cite{37}.

\( A_j \) are normalized such that \( \langle A_j \rangle = 1 \) is the energy stored in the cavity (in J), \( \langle s_{in}^2 \rangle \) is the power in W in the external waveguide coupled into the first cavity, \( \gamma_{jk} = \tilde{\gamma}_{jk} \) are the coupling rate of cavity \( j \) and \( k \) and are assumed to be real. The independent variable \( T \) represents the time expressed in seconds. We let the effective nonlinear coefficient \( \tilde{\chi}_j = \frac{\tilde{\omega}_{jen}}{n_2 \tilde{\nu}} \), where \( n_2 \) is the Kerr coefficient, \( n_{\text{eff}} \) is the modal effective index and \( \nu \) is the modal effective volume.

As in \cite{29}, we assume that the lifetimes and modal properties are the same for each cavity \( \tilde{\tau} = \tilde{\tau}, \tilde{\omega} = \tilde{\omega}, \tilde{\delta} = \tilde{\delta}, \tilde{\chi} = \tilde{\chi} > 0 \) for \( j = 1, \ldots, M \). As for the coupling coefficients, we consider a linear chain of resonators (as in Fig. 1). We thus limit ourselves to \( \gamma_{jk} \neq 0 \) for \( |j - k| = 1, j, k > 0 \), and \( \gamma_{jk} = 0 \) otherwise. We will define below what is the most symmetric choice for the different situations.

By introducing the normalization \( a = A/\sqrt{s_{in}}, t = T/\tilde{\tau} \), with \( I_0 = (\tilde{\tau}\tilde{\chi})^{-1} \), we derive from (1) the following adimensional model

\[
\dot{a}_j = \left[ i(\delta + \chi|a_j|^2) - 1 \right] a_j + i(\gamma_{j,j-1}a_{j-1} + \gamma_{j,j+1}a_{j+1}) + \sqrt{P} f(t) \delta_{j1}^{\text{K}}
\]

where the dot denotes the derivative in \( t \); moreover \( \gamma_{jk} = \tilde{\gamma}_{jk} \tilde{\tau} \), \( \delta = \tilde{\delta} \tilde{\tau} \) and \( P = 2\tilde{\tau}^2|s_{in}|^2/(I_0\tilde{\tau}_{\text{wg}}) = 2\tilde{\tau}^3|\chi||s_{in}|^2/\tilde{\tau}_{\text{wg}} \) is the actual power coupled in the first cavity. \( f(t) \) is a normalized function which denotes the envelope of the input signal coupled from the waveguide.

If \( f(t) = 1 \), the conventional approach consists in finding the equilibria (fixed points) of (2) by imposing \( da_j/dt = 0 \), for \( j = 1, \ldots, M \), and characterize their properties. We proved in \cite{29} that, if the coupling coefficients are large compared to the cavity lifetime, \( \gamma_{jk} \gg 1 \), the dynamics greatly simplifies and regular self-pulsing regimes are found. They can be thought as beating between super-modes.

However, this is not possible if the system is not autonomous, i.e. if \( f(t) \) has an explicit time-dependence. This is the case, for example, of an harmonically forced system, see below. We employ an harmonic balance technique; alternative approaches for computing bifurcation curves are possible \cite{35}, the most common is to include several coupled oscillating degrees of freedom to transform it to an autonomous form.

In details, let \( \mathbf{a} \equiv [a_1, \ldots, a_M]^T \) the vector of complex modal amplitudes, we write Eq. (2) in compact form

\[
\dot{\mathbf{a}} = (i\delta - 1)\mathbf{a} + i\Gamma\mathbf{a} + \chi\mathbf{N}(\mathbf{a}) + \sqrt{P} f(t) \delta_{11}^{\text{K}}
\]
where the definitions of $\Gamma$, $N(a)$, and $\delta^k_i$ are obvious, by comparing Eq. (2) to Eq. (3).

We suppose that the non-linear part is small and the solution is a perturbation of the linear solution.

We start from the homogeneous linear system obtained for $\chi = 0$, $P = 0$, and $\mathbf{a} = 0$, which provides the collective modes (super-modes) of the system. The complex resonant frequencies (eigenvalues) $\Omega_j^c \equiv \Omega_j + i$, with $j = 1, \ldots, M$ (i.e. the lifetime is the same as for isolated cavities, provided that every cavity has the same resonant frequency). Notice that we diagonalize only the coupling part, i.e. $\Gamma = V \Delta V^{-1}$, with $\Delta = \text{diag} [\Omega_1, \Omega_2, \ldots, \Omega_M]$ the diagonal matrix of eigenvalues and $V$ the matrix of eigenvectors.

By defining the super-mode complex amplitude as $\mathbf{a} = V \exp(i \Delta t) \mathbf{u}$, we obtain a system of coupled non-linear equations in the form

$$\dot{\mathbf{u}} = (i \delta - 1) \mathbf{u} + \exp(-i \Delta t) V^{-1} N(\mathbf{V} \exp(i \Delta t) \mathbf{u}) + \exp(-i \Delta t) V^{-1} \sqrt{P} f(t) \delta^k_i,$$

with no approximations with respect to Eq. (3). Further simplifications can be made by neglecting all oscillating terms in Eq. (4); thus only phase-matched non-linear terms and constant forcing are retained. This is possible if $f(t)$ is a sum of sinusoids with frequencies equal to linear combinations of $\Omega_j$ with integer coefficients and allows to transform a non-autonomous system into an autonomous one.

![FIG. 1. (Color Online) The two different chains of nonlinear resonators under study. (a) Three-cavity configuration; (b) four-cavity configuration, notice that the central coupling coefficient allows us to tune the super-mode frequency spacing.](image)

In this work we consider a three-cavity and a four-cavity system, respectively in Secs. III and IV as prototypes of degenerate- and non-degenerate four-wave mixing (FWM) among super-modes. Our approach allows us to derive an autonomous system, the fixed points of which are easily characterized.

We will highlight their analogies and differences by analyzing their full nonlinear evolution.

### III. THREE-CAVITIES REVISITED

#### A. Derivation of coupled-super-modes theory

We start by revisiting the results of Ref. [29]. Consider the $M = 3$ system depicted in Fig. 1(a). The coupling coefficients are supposed identical, $\gamma_{12} = \gamma_{23} = \gamma$, and $f(t) = t$. This highly symmetric configuration supports three super-modes at $\Omega_0 = 0$ and $\Omega_{\pm 1} = \pm \sqrt{2} \gamma$, with unit normalized lifetime. The eigenvector matrix reads as

$$V = \begin{bmatrix} \frac{\sqrt{\gamma}}{2} & \frac{\sqrt{\gamma}}{2} & \frac{\sqrt{\gamma}}{2} \\ 0 & -\frac{\sqrt{\gamma}}{2} & \frac{\sqrt{\gamma}}{2} \\ -\frac{\sqrt{\gamma}}{2} & \frac{\sqrt{\gamma}}{2} & \frac{\sqrt{\gamma}}{2} \end{bmatrix}.$$  

The amplitudes $\mathbf{u} = [u_0, u_{-1}, u_1]^T$ of the super-modes evolve according to Eq. (4). If we neglect all oscillating terms, we write

$$\dot{u}_0 = (i \delta - 1) u_0 + \sqrt{\frac{P}{2}} u_0,$$

$$\dot{u}_{-1} = (i \delta - 1) u_{-1} + \frac{i \chi}{2} \left[ \begin{array}{c} |u_0|^2 + |u_{-1}|^2 + |u_1|^2 \\ \text{SPM} \\
|u_0| u_{-1} + u_0^* u_{-1} \\ \text{Coher.} \end{array} \right],$$

$$\dot{u}_1 = (i \delta - 1) u_1 + \frac{i \chi}{8} \left[ \begin{array}{c} 3 |u_0|^2 + 4 |u_{-1}|^2 + 6 |u_1|^2 \\ \text{SPM} \\
|u_{-1}| u_1 + 2 u_{-1}^* u_0 + 2 u_0^* u_{-1} \\ \text{Coher.} \end{array} \right].$$

Each super-mode undergoes equal dephasing and loss, owing to the equality of lifetimes and resonant frequencies; $u_0$ is coherently pumped by the external waveguide. The nonlinear response is composed of a self-phase modulation (SPM), a cross-phase modulation (XPM), and a coherent transfer of energy from one mode to the others. While this form is easily predictable by virtue of the cubic nonlinearity, the coefficients differ from similar systems [13]. Notice that $\gamma$ does not appear anymore. In Eq. (5) we neglect: (i) phase-mismatched non-linear terms oscillating at linear combination of the super-mode frequencies different from 0 (ii) forcing terms oscillating at $\Omega_{\pm 1}$. The full forcing vector reads as $[\sqrt{\frac{P}{2}}, \sqrt{\frac{P}{2}} \exp(i \Omega_1 t), \sqrt{\frac{P}{2}} \exp(i \Omega_{-1} t)]^T$ and is the main responsible to the small oscillations we observe in Figs. 2 and 3 below.

The stationary response of the system is calculated by letting $u_{\pm 1} = 0$. We can write $P = 2 \eta_0 \left[ 1 + (\delta + \frac{\chi}{2} \eta_0)^2 \right]$, where $\eta_0 \equiv |u_0|^2$. The system is thus bistable if $\delta < -\sqrt{3},$
and the two saddle-node bifurcations occur for \( \frac{\sqrt{6} \delta}{2} = \frac{\sqrt{3} \delta}{2} \).

The self-pulsing threshold is derived by assuming \( |u_{e+1}| < |u_0| \) so that no appreciable reverse conversion of energy from sidebands to carrier is possible. The linearized system reads as

\[
\begin{align*}
\dot{u}_{-1} &= (i\delta - 1)u_{-1} + i\frac{\chi}{4} \left[ 2|u_0|^2u_{-1} + u_0^*u_1^2 \right] \\
\dot{u}_1 &= (i\delta - 1)u_1 + i\frac{\chi}{4} \left[ 2|u_0|^2u_1 + u_{-1}^*u_0^2 \right]
\end{align*}
\]

and predicts growing sidebands (thus the initiation of self-pulsing) if the gain \( G \equiv \sqrt{-\delta^2 - \chi \delta \eta_0 - \frac{3\chi^2 \eta_0^2}{16}} \) overcomes losses \( (G > 1) \), i.e. if \( \eta_0^{H-} < \eta_0 < \eta_0^{H+} \), with \( \frac{\sqrt{6}\eta_0^{H\pm}}{2} = \frac{\sqrt{3}\delta}{2} \). These results correspond to Eqs. (4-5) of [29], by observing that \( I_3 = I_1 = \eta_0/2 \), letting \( \gamma \to \infty \).

A more detailed analysis of the limit cycles is also possible: Eq. (5) has the same form of the coupled-mode theory derived in [31], apart from the different weights of SPM and XPM. On the lines of that work, in order to precisely describe the equilibria of Eq. (5), we transform them to the new variable: in the main panel the comparison of Eqs. (2-6) of [39]. This is equivalent to Fig. 4 of our previous work, while dashed lines the solution of Eq. (5): \( \eta_0 \) is in blue (dark grey upper line), \( \eta_1 \) in red (grey at the bottom), \( E \) in yellow (light grey at the top), the imbalance \( \alpha \) is finally in black (at the bottom) [only for Eq. (2)]. Notice that the last one exhibits small oscillations around zero. The other quantities reach steady-state more slowly in the Eq. (5) than in the original model, but represent quite an accurate approximation of the system behavior.

![Fig. 2. (Color Online) Comparison of the evolution toward steady-state of the three cavity system and its three mode truncation. \( P = 40, \delta = -3, \gamma = 40 \). Solid lines represent the solution of Eq. (2), while dashed lines the solution of Eq. (5): \( \eta_0 \) is in blue (dark grey upper line), \( \eta_1 \) in red (grey at the bottom), \( E \) in yellow (light grey at the top), the imbalance \( \alpha \) is finally in black (at the bottom) [only for Eq. (2)]. Notice that the last one exhibits small oscillations around zero. The other quantities reach steady-state more slowly in the Eq. (5) than in the original model, but represent quite an accurate approximation of the system behavior.](image)

B. Bifurcation diagram and numerical results

In Fig. 2 we compare the results of the present approach to that of the previous work presented in [29] [Fig. 5(b)]. We let \( \gamma = 40, P = 40, \delta = -3 \) and study the evolution in time from noisy initial conditions of the cavity towards its self-pulsing state [the slight increase in \( P \) from 30 in our previous study to 40] allows us to show more clearly the different bifurcations. We plot the intensities of the super-modes and observe that the time at which the steady-state is achieved is different from Eqs. (3) to (5), but the values at which \( \eta_0 \) and \( \eta_0 \) stabilize are close and the behavior is qualitatively similar: importantly the energy transferred to sidebands, i.e. the microwave output, is particularly well-predicted. The imbalance \( \alpha \) is oscillating about zero, thus reassuring us on the soundness of the present approximation.

Fig. 3 shows the bifurcation diagram for the trivial (bistable curve of fixed points, in black) and non-trivial solutions [limit cycles, in red (gray)] of Eq. (6) obtained by means of a standard numerical continuation package [39]. This is equivalent to Fig. 4 of our previous work, we simply change the observables that we consider: \( E \) instead of the energy stored into the third cavity. The inset shows the fraction \( \eta \) in the lateral modes and the relative phases \( \psi \) and \( \phi_1 \), which were not straightforward to obtain from our previous calculation. The results of the main panel are indistinguishable from the results of the bifurcation analysis presented in [29], once adapting them to the new variable: in the main panel the comparison is irrelevant. As we know well two types of instability coexist: the absolute instability which leads to the con-traction and the Andronov-Hopf bifurcation which destabilizes the upper stable state and corresponds to the initiation of self-pulsing. The bifurcation diagram of limit cycles [in red (gray)] exhibits in turn a
In (a), it is apparent how the cold cavity is first ex-
version efficiency \( \eta > 0 \), cycle to a torus, as discussed below. Notice that the con-
dergo themselves a bifurcation, namely a Neimark-Sacker bifurcations. The inset shows the bifurcation of the other three variables, \( \eta \) [red (gray), left axis], \( \phi_1 \) [green (light gray), right axis], and \( \psi \) [blue (dark gray), right axis].

saddle-node bifurcation. While the branch of limit cycles for \(-4.75 < \delta < -2.08\) corresponds to a larger energy stored in the cavity than in the unstable equilibria, for lower \( \delta \), \( E \) decreases and \( \eta \) stabilizes after a sudden surge (red line in the inset). For \( \delta < -3.88 \) the system is at-
ttracted to the lower fixed point. Another branch of stable limit cycles [separated by a short branch of unstable solutions, dashed lines in the inset and red (gray) dashed line in the main panel] exists for \(-6.65 < \delta < -4.47\), but it can be reached only from a hot cavity state, i.e. non-zero initial mode amplitudes. limit cycles in this branch un-
dergo themselves a bifurcation, namely a Neimark-Sacker (NS, i.e. secondary Andronov-Hopf) bifurcation, from a cycle to a torus, as discussed below. Notice that the con-
version efficiency \( \eta > 0.5 \) for \(-5.12 < \delta < -4.47\), the central mode contains less energy than the sidebands.

Finally, the limit cycles reconnect to the family of fixed points via a branch of unstable solutions. No other states separated from the curve of fixed points where found, in contrast to [29]. If the interval between the two NS points is small enough the most-detuned segment of the second branch can be reached adiabatically from the first one. We can thus state that our system is a soft-excitable self-
pulsating system.

The advantage of the present approach is to obtain the relative phases \( \psi \) and \( \phi_1 \): in Fig. 4 we show the phase space evolution, in terms of polar representation in the two planes \( (E \cos \phi_1, E \sin \phi_1) \) and \( (\eta \cos \psi, \eta \sin \psi) \). (a-b) correspond to Fig. 2 (c-d) is the homologue of Fig. 5(c) in [29] (with \( \delta = -4.5 \) and \( P = 40 \), instead). In (a), it is apparent how the cold cavity is first ex-
cited into a state corresponding to an unstable non-
ocillating solution, making a turn around it. Once \( u_0 \) gains enough energy [in (b), \( \eta \) is attracted initially to 0, its initial value being random], it loses stability and converts abruptly —about \( \eta = 0.22 \) of its energy—to the \( u_\pm 1 \). The phases suddenly lock, to the values shown in the inset of Fig. 4. In panel (b), the random initial condition passes through \( \eta = 0 \), then abruptly switches to a finite value with a locked \( \phi_1 \).

Panels (c-d) show the two possible scenarios, the initial condition being a cold (small random intensity) or a hot cavity (the central mode is already strongly ex-
cited, as shown by a red cross, \( E(0) = 2 \). The former, solid lines, just stabilizes to the fixed point lying on the lower branch (c), the rate of conversion drops to zero (d) (the apparent large initial \( \eta \) is again an artifact of small random amplitudes). The latter is first attracted to the upper equilibrium branch, which is in turn unstable but allows the mode to enter in the oscillating regime. As it was shown in [29], the two conditions are connected in the bifurcation diagram and we can switch adiabatically from one to another, by changing \( \delta \).

The region below \( \delta = -4.5 \) is quite richer, because a stable and unstable branches of limit cycles coexist with a stable and an unstable equilibria. The observation of these limit cycles is harder and harder, because, as we
approach the limit point where the two cycles merge at δ = -6.65, their basin of attraction shrinks. Moreover a bifurcation to tori exists, see the dotted interval in Fig. 3.

For the sake of completeness, we picture this bifurcation by a means of a numerical example: we let δ = -5.5 and an excited central super-mode u₀ = 2.5 (u⁺ races = 10⁻⁷). The system settles on a limit cycle (oscillating at $\sqrt{2} \gamma$) modulated at a persistent low frequency $\omega' \approx 2$, see Fig. 5. We did not discuss this bifurcation before, albeit it was observable in the adiabatic transition in Fig. 5(d) of [24], because it represents a source of noise and instability in view of the generation of microwaves on the optical carrier and should thus be avoided; however, this concerns a small region of the parameter space (see the dotted lines in Fig. 3). The modal and super-modal approaches agree quite well even in the present case, except for a slightly shorter period in the secondary oscillation predicted by the latter. α does not significantly deviate from 0 over all the considered temporal range.

![graph](image_url)

FIG. 5. (Color Online) Same as Fig. 2 but with δ = -5.5 and hot cavity initial conditions $u₀ = 2.5$ and $u⁺ = 0$. The limit cycles are here unstable and the system oscillates on a torus, the secondary frequency is much smaller the main one. The average conversion to sidebands is about 25%.

IV. FOUR CAVITIES

A. Derivation of coupled-super-modes theory

We now consider the $M = 4$ system, depicted in Fig. 1(b). The most general symmetric system is $\gamma₁₂ = \gamma₃₄ = \gamma$ and $\gamma₂₃ = \kappa \gamma$.

The super-modes are located at frequencies $\Omega ± 1 = ± \Omega$ and $\Omega ± 3 = ± \Omega'$, with $\Omega = \frac{1}{2} \gamma (\sqrt{\kappa^2 + 4} - \kappa)$ and $\Omega' = \frac{1}{2} \gamma (\sqrt{\kappa^2 + 4} + \kappa)$. We focus here on the specific case $\Omega' = 3 \Omega$, which is the most symmetric and efficient, as far as conversion is concerned, [40, 32]. This condition is satisfied for $\kappa = \sqrt{4/3}$, and allows us to obtain a simple eigenvector matrix

$$
V = \begin{bmatrix}
q & q & p & p \\
- p & p & -q & q \\
- p & -p & q & q \\
q & -q & -p & p
\end{bmatrix}
$$

with $p = \sqrt{\frac{3}{4}}$, $q = \frac{\sqrt{3}}{4}$. We suppose the central modes are excited at the same time by a modulated input $f(t) = \cos \Omega t$ and study the energy conversion to $3 \Omega$.

We now derive, along the same lines of the previous section, the complex ODEs that govern the amplitudes $u = [u₋₁, u₀, u₋₃, u₀]²$ (the subscripts referring to oscillations at multiples of frequency $\Omega$) of the super-modes—all oscillating terms are neglected,

$$
\dot{u}_₋₁ = (i \delta - 1)u_- + \vec{\pi} + \begin{bmatrix}
\frac{i \chi}{16} [\sqrt{3}u₀₂ u₀ + 6u₋₃ u₋₁² + 2\sqrt{3}u₋₃ u₋₁ u₁ + \\
\text{Coh.} \\
\left[5|u₋₁|² + 10|u₁|² + 6|u₋₃|² + 6|u₀|²\right] u₋₁
\end{bmatrix}
$$

$$
\dot{u}_₁ = (i \delta - 1)u₁ + \vec{\pi} + \begin{bmatrix}
\frac{i \chi}{16} [\sqrt{3}u₀₂ u₋₁ + 6u₋₃ u₋₁² + 2\sqrt{3}u₋₃ u₋₁ u₀ + \\
\text{Coh.} \\
\left[5|u₋₁|² + 10|u₁|² + 6|u₋₃|² + 6|u₀|²\right] u₀
\end{bmatrix}
$$

$$
\dot{u}_₋₃ = (i \delta - 1)u₋₃ + \frac{i \chi}{16} 6u₋₃ u₋₁ u₀ + \text{Coh.} + \begin{bmatrix}
\frac{i \chi}{16} \left[5|u₋₃|² + 10|u₀|² + 6|u₋₁|² + 6|u₁|²\right] u₋₃
\end{bmatrix}
$$

$$
\dot{u}_₃ = (i \delta - 1)u₃ + \frac{i \chi}{16} 6u₋₃ u₋₁ u₀ + \text{Coh.} + \begin{bmatrix}
\frac{i \chi}{16} \left[5|u₋₃|² + 10|u₀|² + 6|u₋₁|² + 6|u₁|²\right] u₃
\end{bmatrix}
$$

(7)

with $\vec{\pi} \equiv \sqrt{\frac{3}{4}}$.

The SPM, XPM and coherent interactions among super-modes are similar to those found in Eq. (5). Moreover, the terms $\sqrt{3}u₋₃ u₋₁²$ originate from the particular choice of the FWM process, $\Omega + \Omega - (-\Omega) \rightarrow 3 \Omega$ and act as a forcing at $3 \Omega$. Thus the vanishing $u₋₃$ solution $\eta₁ \left[1 + (\delta + \frac{15}{16} \chi \eta₁)²\right] = \frac{\eta₂}{\eta₁} ≈ \vec{\pi}²$ (with $\eta₁ \equiv |u₁|²$) is only approximate, because as soon as some energy is
stored in $u_{\pm 1}$, it is partially converted to the lateral ones. The saddle-node bifurcation points are anyway well predicted by $15 \chi E^{\pm} = -2 \delta \pm \sqrt{3 \delta - 3}$, at least at small $P$. As in Sec. II, multiple equilibria occur for $\delta < -\sqrt{3}$. Self-pulsing is basically thresholdless, as described in [33].

As explained above, for large $\gamma$ spurious bifurcations and chaotic regimes are largely suppressed and, if $\Omega > |\delta|$, the pump couples evenly to both pump super-modes. Thus the imbalance of each harmonic pair, $\beta \equiv |u_1|^2 - |u_{-1}|^2$ and $\alpha \equiv |u_3|^2 - |u_{-3}|^2$, can be thus safely assumed to be zero. We will discuss deviations below.

As in Sec. II, in Eq. (7) we neglect non-phase-matched non-linear terms as well as non-resonant oscillating forcing. The full forcing vector reads as $\bar{\pi}(1 + \exp(i2\Omega), 1 + \exp(-i2\Omega), \sqrt{\eta}(\exp(i2\Omega) + \exp(i4\Omega)), \sqrt{\eta}(\exp(-i2\Omega) + \exp(-i4\Omega)))^T$; we verify numerically that oscillating terms act independently on each component (not shown) and are accounted for the oscillations observed in Figs. 8 and 11.

We derive the simplest real form for the system (7), by assuming $u_1 = u_{-1} = \sqrt{\eta_1} \exp(i\phi_1)$ and $u_3 = u_{-3} = \sqrt{\eta_3} \exp(i\phi_3)$ and defining the positively detuned half energy $E \equiv \eta_1 + \eta_3$, the sideband fraction $\eta \equiv \eta_3/E$ and the relative phase $\psi \equiv \phi_3 - \phi_1$. Together with the relative injection to $\Omega$-mode phase $\phi_1$, these variables evolve according to the following system,

$$
\dot{\eta} = \eta(1 - \eta) \left[ \frac{6\chi E}{8} \sin 2\psi + \sqrt{3\chi E} \sqrt{1 - \eta} \sin \psi \right. \\
- \frac{2\pi}{\sqrt{E(1 - \eta)}} \cos \phi_1 \\
\dot{E} = -2E + 2P \sqrt{E(1 - \eta)} \sin \phi_1 \\
\dot{\psi} = \frac{\pi}{E(1 - \eta)} \sin \phi_1 + \frac{3\chi E}{16} \left[ 2\eta - 1 \right. \\
+ 2(1 - 2\eta) \cos 2\psi + \sqrt{3\eta(1 - \eta)} \left( \frac{1 - \eta}{3} - 3 \right) \cos 2\psi \\
\left. + \frac{3\chi E}{16} \left[ -\eta + 5 + 2\eta \cos 2\psi + \sqrt{3\eta(1 - \eta)} \cos \psi \right] \right] \\
\dot{\phi}_1 = \delta - \frac{\pi}{\sqrt{E(1 - \eta)}} \sin \phi_1 \\
\begin{align*}
\end{align*}

(8)

For the sake of keeping the notation at a minimum, we use the variable names of the previous section. Whenever we need to distinguish between them, we will add a superscript $M = 3, 4$. It is straightforward to verify that $\eta = 0.1$ do not correspond to admissible fixed points of Eq. (8), thus we study numerically the other equilibria, which correspond necessarily to a small generated signal at $\pm 3\Omega$.

**B. Bifurcation diagram and numerical results**

In Fig. 6, we show the bifurcation diagram of $E$ obtained from Eq. (8) as a function of $\delta$, for different values of $P$ (the actual value of $\gamma \gg 1$ is not important, as it does not appear in Eq. (7)). Do not forget that $\delta$ is the detuning of the laser frequency (the center of the two pumps) with respect to the uncoupled linear cavity resonance, i.e. the midpoint between $\pm \Omega$. Far from resonance, at $\Omega > |\delta| > 0$, the line connects smoothly with the undepleted pump solutions $(|u_{3,3}| \ll |u_{3,1}|)$. This is the precise meaning of thresholdless excitation of the lateral resonances: contrary to the previous section, we do not need a specific combination of detuning and power levels in order to observe self-pulsing. As in the previous section, multistability of limit cycles (two stable and one unstable branches coexist) occurs for $P > 17.5$, as can be approximately predicted from $\eta \approx 0$. By increasing $P$, we observe that a second hump appears (at $P = 60$, blue lower line, is already noticeable), then the hump folds towards negative $\delta$ and the branch of larger $E$ splits in two stable and one unstable limit cycles. We now have three stable and two unstable branches: we will denote the stable limit cycles as upper, intermediate (the one extending towards extreme $\delta < 0$), and lower. The saddle-node bifurcation, where the lower stable and unstable branches merge is well approximated by the solution in
Next, we study the more complex case, where the lower branches start from random noise-like initial perturbations (cold cavity). Notice that the pump and signal imbalances, $\beta$ and $\alpha$, oscillate around 0 during the whole time interval. A steady-state is quickly attained, apart from small oscillations at the non-resonantly forced $\Omega'' = 2\Omega$, see above. The comparison of the numerical integration of Eq. (7) and of the conventional CMT, Eq. (2), shows a much better agreement than in the previous section, for $M = 3$. This is due to the threshold-less nature of non-degenerate FWM, which provides an active forcing for $\pm 3\Omega$. The phase-space representation [defined, as above, by the two planes $E \cos \phi_1, E \sin \phi_1$ and $E \sin \psi, E \cos \psi$] is provided in Fig. 10(a-b). They show how the energy starts soon converting to the side-modes, and does not need to heat the cavity before starting oscillations. This manifests itself in the absence of sharp phase jump away from a fixed point in (a) and the smooth growth of $\eta$ in (b); compare the present behavior to that of Fig. 4.

We present below some numerical examples of evolution in time in order to validate the super-modal approach and to understand the different permitted behaviors. We let $\gamma = 40$, $\kappa = \sqrt{4/3}$, $P = 180$ (as in Fig. 7(d)).

Fig. 8 shows the evolution towards a stable limit cycle, for $\delta = -4.5$, i.e. where only the upper branch exists, starting from random noise-like initial perturbations (cold cavity). Notice that the pump and signal imbalances, $\beta$ and $\alpha$, oscillate around 0 during the whole time interval. A steady-state is quickly attained, apart from...
branch (where \( \eta \approx 0 \)) coexists with the most energetic intermediate one. Let \( \delta = -10 \). Obviously, starting from a cold cavity leads the system to decay to the lower branch.

We thus impose the hot cavity conditions \( u_1 = u_{-1} = 3 \) and \( u_3 = u_{-3} = 0.001 \), i.e. the pump pair is already intense enough inside the cavity, so that it lies in the basin of attraction of the intermediate branch. The agreement between the two models is still satisfactory, although \(-\Omega\) is excited more strongly than its mirror \( \Omega \)—the imbalance \( \beta \) turns indeed negative, while \( \alpha \) oscillate steadily around 0. \( \eta_{1,3} \) are only slightly overestimated, while \( E \) is a bit underestimated. In Fig. 10(c-d) we map this solution in the pair of phase-planes. Notice that the initial conditions are very close to the final \( E \) state, the basin of attraction of which is quite narrow (verified numerically, not shown). The system spirals around its steady-state. Panel (c) is quite similar to the dashed line in Fig. 4(c), while (d) differs owing to the thresholdless conversion mechanism: \( \eta \) starts to grow at the very beginning.

Finally we verify that two branches can be connected by an adiabatic variation of detuning (soft-excitability). We start from a cold cavity system and \( \delta = -3 \), let it stabilize up to \( t = 10 \), then adiabatically decrease it up to \( \delta = -15 \) at \( t = 40 \). In Fig. 11 we show the results of our simulation. First we notice that the predicted existence and stability of the intermediate branch ends at \( \delta = -12 \) for Eq. (2), while at \( \delta = -13 \) for Eq. (7), as predicted by the bifurcation diagram of Fig. 6. This represents the main limitation of the present approximation. Then we observe that after the upper branch disappears at \( \delta = -5.6 \), strong oscillations set in, similar to Fig. 3. This confirms the presence of the NS bifurcation shown in Figs. 6 and 7.

For larger \( P \) (not shown), it becomes harder to observe the most detuned part of the intermediate branch. The saddle-node bifurcation where the upper branch disappears occurs at nearly the same \( \delta \) of the NS bifurcation. Moreover, larger region of existence for tori between the two NS points imply larger secondary oscillations. The system is preferably attracted to the small conversion branch.

V. CONCRETE IMPLEMENTATION AND LIMITS

A. Estimate of design parameters

We finally comment on the physical accessibility of this approach. We assume to operate at \( \lambda = 1.55 \mu \text{m} \) and take \( \tilde{r}_j = \tilde{r} = 1 \text{ ns} \), so that the cavity has a \( Q = \frac{2 \pi}{\tilde{r}} \approx 6.1 \times 10^5 \). Consider a racetrack cavity with minimum curvature radius \( R = 10 \mu \text{m} \) and mode area \( A_{\text{eff}} = 1 \mu \text{m}^2 \) (upper bound): the modal volume is \( V \approx 63 \mu \text{m}^3 \), and the effective index of the mode is \( n_{\text{eff}} = 2 \). A semiconductor of refractive index 3.48 and Kerr index \( n_2 = 2 \times 10^{-17} \text{m}^2/\text{W} \) is considered [32], thus \( \tilde{\chi} = 2.9 \times 10^{22} \text{[Js]}^{-1} \); we finally get \( I_0 = 34.4 \text{ fJ} \). We also assume weak waveguide coupling \( \tilde{\tau}_{\text{wg}} = 10 \tilde{\tau} \), so that the first cavity is undercoupled to the waveguide and the quality factor does not vary considerably from a cavity to the other.

With these values, for \( M = 3, P = 40 \) corresponds to a power in the waveguide \( |s_{1n}|^2 = 6.90 \text{ mW} \). These power levels are feasible despite the undercoupling regime. As far as the coupling is concerned, a basic modal calculation, [33] [44], permits to estimate that two waveguides of cross section \( 400 \times 300 \text{ nm} \) with a gap of \( 200 \text{ nm} \) require only about a coupling length \( L_{\text{cpl}} = 4 \mu \text{m} \) to achieve the normalized value of \( \gamma = 40 \). This value was chosen in order to obtain an oscillation frequency of about 9 GHz. The secondary frequency, where cycles bifurcate to tori.
is around 318 MHz.

The use of the same parameters for \( M = 4 \) leads to a forcing (generated) frequency \( \omega / 2\pi = 3.67 \text{GHz} \) \((3\omega / 2\pi = 11.0 \text{ GHz})\). \( P = 180 \) corresponds, for the considered sinusoidal forcing, to an average input power \( \langle |s_{\text{in}}|^2 \rangle = 15.5 \text{ mW} \). Still these values are attainable in current technological platforms.

B. Robustness to fabrication tolerances

An important question is whether the fabrication tolerances with respect to nominal values inhibits the observation of the relevant phenomena.

We perform some Monte-Carlo simulations, by letting \( \tilde{\tau}_j, \tilde{\tau}_{\text{wg}} \), and \( \tilde{\eta}_{jk} \) randomly vary according to a Gaussian distribution around their nominal values; \( P \) is kept constant. As in the previous paragraph the coupling time fluctuates around \( \tau_{\text{wg}} = 10\tau \). We simulate \( N_\text{R} = 2500 \) different realizations of Eq. (2) and look for the maximum standard deviation at which the system behaves as expected.

In the previous sections, we slightly abused of notation by using the same symbols for the autonomous \( M = 3 \) and sinusoidally forced \( M = 4 \) oscillators. Here we use superscripts to distinguish between them.

For \( M = 3 \) the system is very robust: an independent choice of every parameter with a standard deviation \( \sigma = 2.5\% \) is still tolerable. In Fig. 12, for \( \delta = -3 \) and \( P = 40 \), the energy stored in the cavity (a) is in most cases around the expected value (compare to Fig. 5), but with a difference limited to 10\% at most, on top of the systematic error mentioned above. The generated microwave energy (b) is peaked around the expected steady-state and exhibits a long tail of smaller values, too. Their distribution is much broader than the inefficient mechanism which occurs if \( \Omega'/\Omega \neq 3 \). This latter is shown in panel (c) to be distributed according to a Gaussian curve with a standard deviation of about 1\%.

The main limitation on conversion efficiency is thus the spacing of the super-mode resonances compared to their lifetime, but FWM is effective in more than half of the cases. Reducing the uncertainty on parameters improves the results. The fine tuning techniques available today, see e.g. [45], allow one to well adapt the system to the source frequency instead and compensate for fabrication imperfections; furthermore our approach is more compact than more conventional ones based on non-linear effects in non-resonant configurations [46, 47].

FIG. 13. (Color Online) Same as Fig. 12 for \( M = 4 \) and a 1\% variance for parameters around their nominal values \( \delta = -4 \), \( P = 180 \), \( \gamma = 40 \), \( \kappa = \sqrt{4/3} \). (a) \( E^{(4)} \), (b) \( \eta^{(4)}E^{(4)} \). (c) The distribution of the ratio of eigenfrequencies \( \Omega'/\Omega \).

VI. CONCLUSIONS

Based on a diagonalization procedure of the coupled-mode theory in time, which allows us to write the
nonlinear equations which rule the coupling between super-modes in a chain of Kerr-nonlinear optical microresonators, we present a thorough bifurcation analysis of (i) degenerate four-wave mixing in a three cavity chain (ii) non-degenerate four-wave mixing in a four cavity chain. Their bifurcation diagrams and behavior in phase space are similar in many aspects (multistability of limit cycles, NS bifurcations, phase locking between injection and pump and between pump and sidebands). The main difference relies on the thresholdless microwave generation in the four-cavity system.

A sensible set of parameters is presented to show the accessibility of these oscillatory regimes. Moreover the exploration of the parameter space by means of Monte-Carlo simulations allows us to estimate the robustness of the present solutions to technological inaccuracies. The result indicates that the four cavity solution is less robust (tolerating quite a smaller uncertainty level), but still achievable in current technological platform.

Our results can be applied also to different architectures [5, 15] and pave the way to the fabrication of microwave oscillators and converters on an optical carrier and the optimization of frequency combs in optical micro- and nano-cavities.
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