Adaptive large neighborhood search for the vehicle routing problem with synchronization constraints at the delivery location
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Abstract
A vehicle routing problem with synchronization constraints arises in urban freight transportation, in which context customers require deliveries from one or more logistics service providers. These deliveries should be efficient to reduce idle times at the delivery locations. Idle time is defined as nonservice time between the first and the last delivery received by the customer. We propose a strategy which relies on self-imposed time windows, and we compare our approach with an exact determination of a feasible schedule and fixed time windows. The results show that idle times can be reduced by 54.12%-79.77%, with an average cost rise of 9.87%. In addition, self-imposed time windows provide solutions with 15.74%-21.43% lower costs than feasibility checks for short runtimes and 13.71%-21.15% lower than fixed time windows.
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1 INTRODUCTION

The daily transportation and delivery of goods is extremely challenging in urban areas. Courier services deliver thousands of packages every day in a highly competitive environment, and their business has dramatically increased with the rise of e-commerce, such that they require more cost-effective solutions with acceptable levels of customer service [17]. Such packages ship to both individuals and companies, and a single recipient frequently might expect to receive several packages from more than one courier on the same day. Simultaneously, shops and stores with multiple branches need to be restocked with consumer goods daily. Such deliveries also often involve several service providers and multiple deliveries. For example, private customers might order several products that are shipped by different courier services, whereas supermarkets are delivered by bakeries, dairy products companies, and fresh produce distributors. In this sense, customers, both private and business, dedicate a significant part of the day to awaiting and attending to deliveries.

To reduce the associated effort, customers and logistics service providers typically need to agree on a service time window [15], aligned with customers’ expectations in the service of customer-oriented business models [17]. Such agreements tend to reflect a one-to-one orientation, despite the involvement of multiple service providers. Thus, customers might want to set predefined time windows (e.g., 07:00-10:00) for all suppliers or find a way to cope with deliveries throughout the day. In this context, new business models arise to meet expectations on customer service, when several service providers need to coordinate their service at the customer. Such a model might involve for example a third-party logistics (3PL) company running an online platform for both suppliers and end customers [60]. Customers might order several products on the platform, which might in turn be sold by different suppliers. As a result, deliveries might be carried out by several logistics companies required to cooperate...
to satisfy customers’ desire to receive products in tight delivery time windows. Similar models to increase service satisfaction could be explored in other sectors, for example, the housing and decoration logistics [52], construction industry, and event organization management.

City logistics has emerged as a specific research field for optimizing transport activities in urban areas, aiming at the reduction of the troubles related to freight transportation while also supporting the economic development of the cities [7]. Most of the classical literature deals with the consolidation of loads of several carriers into smaller vehicles [6]. However, such initiatives seldom continue operating once the project ends; for example, 150 such projects were initiated in Europe within the period 1988-2011, but only five of them survived [55, 57]. This failure is motivated by confidentiality issues in a very competitive field, carrier aspirations for keeping their brand image and relationship with customers, as well as the limited amount of freight share that can be caught by this approach [57]. As a result, we have seen an increase in the variety of initiatives to improve urban freight transportation over the last years, such as access restrictions [37, 59], no parking policies [2], reducing emissions and fuel consumption [18], highly variable travel times [16, 42], and synchronized deliveries at the customer location [52, 60].

We propose an integrated logistics system to tackle these difficulties, for which the goal is to determine a service time window and to provide a compact schedule for delivering goods from multiple service providers. Compact schedules keep idle times below a maximum time span, and idle time is defined as nonservice time between the first and last delivery received by the customer. To achieve this objective, it is necessary to address the concerns of all participating stakeholders, so that carriers minimize their costs and customers minimize their effort by getting all their deliveries during the service time window. Our goal is to provide optimized routes for the deliveries of all carriers in the system, so that all deliveries at a customer location occur within a non-predefined time interval.

The underlying optimization problem can be modeled as a variation of the vehicle routing problem (VRP) with synchronization constraints with the following special features: there are several depots (each belongs to one carrier), each depot has its own set of vehicles and deliveries, each customer can receive deliveries from multiple depots, and all deliveries to a customer must take place within an non-predefined time interval, so that compact schedules are generated for each delivery location. The problem cannot be classified as a multidepot VRP though, because commodities are exclusive of each depot. Due to new inter-route constraints, synchronizing the arrival of several vehicles to customer locations is a challenge for optimization algorithms. The application of VRP with synchronization constraints has expanded to domains such as home health care [19, 34], service technician routing problems [9], airline scheduling [28], ready-mixed concrete delivery [50], forestry [24], snow plowing [49], and military mission planning [45].

Carriers often provide customers with a time window for delivery, as a mechanism to establish customer service [29]. When only one carrier is involved, it is possible to first route customers and then assign them time intervals during which they will receive the service. Customer preferences might also be taken into account [17]. With these considerations, we investigate three techniques to ensure compact service at the delivery location: self-imposed time windows determined by the optimization algorithm during the search, an exact determination of a feasible schedule [35], and fixed time windows imposed before the optimization.

We propose a synchronization of the arrival of an arbitrary number of vehicles belonging to different carriers to the delivery location, which guarantees that the service takes place within a limited, non-predefined time interval. To the best of our knowledge, this idea has only been explored by Shao et al. [52]. In particular, we assume the customer expects one to six orders at the delivery location, and we describe this problem by introducing a mathematical model based on the VRP. Although Shao et al. introduced a similar model, our formulation takes into account that deliveries cannot be attended simultaneously. The VRP with synchronization constraints is a generalization of the VRP and is therefore NP-hard. Because the model cannot be solved to optimality for realistic settings with a commercial solver, we provide a metaheuristic based on the adaptive large neighborhood search (ALNS) framework and investigate three methods to ensure feasible schedules at the delivery location. The choice of ALNS is motivated by its excellent results on rich routing problems, for example, the generalized consistent VRP [33], and routing problems with different synchronization constraints [21, 22, 25, 40]. We also provide two new destroy operators for this problem. To evaluate the algorithms, we use a realistic benchmark set based on real-world data.

The remainder of this paper is organized as follows. Related work is discussed in Section 2. Section 3 describes the problem and introduces the mathematical model. Three methods to ensure compact schedules at the delivery location are presented in Section 4. Our solution method is explained in Section 5. Computational results are discussed in Section 6. Finally, Section 7 contains the conclusion.

2 RELATED LITERATURE

This section summarizes related work in the relevant areas for the problem considered in this paper. We first discuss some particularly relevant studies on synchronization topics in city logistics. We then provide an overview of the literature on synchronization. Last, we examine related work on time window management.
Some recent city logistics applications require compact delivery schedules, thus involving some degree of synchronization. Xu et al. [60] study an auction mechanism for punctuality and simultaneity in a city region, motivated by a large furniture operator in China that acts as a 3PL company with multiple suppliers and customers. Suppliers compete for logistics services in an auction, and the model is based on the lane covering problem. The nature of this approach is very different from ours due to the competition and auction process. The most related work to our topic is the City logistics synchronization problem with sliding time windows by Shao et al. [52]. They also consider moving time windows to better accommodate deliveries from several vehicles in a compact way. However, there are some important differences with our approach. In their problem, vehicles start at a central depot and first pickup goods at the supplier and then deliver them to the customers. Thus, and although each vehicle that leaves the depot only transports the goods of one supplier, vehicles are stationed at a central depot and can be assigned to every route. In addition, simultaneous arrivals at the customer location can be handled in parallel. Instead, we assume independent carriers that have their own depot and fleet of vehicles. We also consider that conflicts may arise if two (or more) vehicles arrive at the customer at roughly the same time, so that a vehicle might wait while another is being unloaded (see more on resource synchronization in the remainder of this section).

The VRP with synchronization constraints has been surveyed by Drexl [11], who also recently updated the state of the art [12]. Drexl identifies five types of synchronization constraints (task, operation, movement, load, and resource synchronization), and we can classify our problem as requiring both resource and operation synchronization. Resource synchronization means that vehicles compete for common, limited resources [26], whereas for operation synchronization, the time elapsed between the operations performed by several vehicles must fall within a specified, finite interval. In our problem, deliveries are awaited by one person at a time, so the person attending the unloading operation represents a resource shared by every vehicle serving that customer; if a vehicle arrives while another vehicle is being unloaded, it must wait. To avoid idle time at the customer location, this problem also requires that all vehicles serving a customer start and finish their operations within a non-predefined time interval. This time aspect does not match any of the three types of operation synchronization given by Drexl, as it is not purely spatial (we consider time), exact (operations cannot start at the same time due to the restricted resource), or with precedences (there is no required order for the operations).

Operations synchronization with temporal aspects exists in some applications of the VRP and the dial-a-ride problem (DARP). Problems arising in home health care and service technician routing and scheduling, for which two or more employees might be required to complete one task, at the same time or in some predefined sequence, require synchronization. Mankowska et al. [34] study a routing and scheduling problem with synchronization in a home health care setting, with consideration of both simultaneous operation synchronization and precedence constraints, in an effort to minimize total distance, total tardiness, and maximal tardiness. Parragh and Doerner [40] compare three mechanisms to synchronize pairs of requests, embedded in an ALNS, to solve the service technician routing and scheduling problem. Hojabri et al. [27] study the synchronization of two vehicles in a VRP using large neighborhood search (LNS) with constraint programming, and determine that two synchronization-based destroy operators, the synchro vertex removal and the synchro route removal, do not provide good results. The first could be considered a random version of our destroy operators (see Section 5.2 for more detail); locations requiring synchronization are randomly selected and all tasks associated with them are removed from the routes. We have evaluated this operator in our application, but it did not perform well. The second is not relevant for our work, because it uses problem-specific information, which does not apply in our case. Regarding the DARP, synchronization demands arise in multimodal problems that feature the possibility of passenger transfers, such that they demand temporal synchronization with precedence of two vehicles. Reinhardt et al. [46] develop a greedy heuristic for a rich DARP with synchronization constraints that seeks to minimize the number of undelivered passengers with reduced mobility at airports and unnecessary travel time. Schönberger [51] employs a memetic algorithm for a DARP when passengers can change vehicles once or several times.

The aforementioned papers do not consider synchronization of more than two vehicles or tasks, and resource synchronization, when present, only requires the second service to start when the first one has finished, and is therefore easy to manage.

The diverse and application-specific research on resource synchronization includes Ebben et al.’s [14] attempt to tackle the scheduling of automated guided vehicles with limited resources (e.g., number of docks, parking slots, cargo storage capacity). El Hachemi et al. [24] study a forest management application with restricted wood loading machine resources. Grimault et al. [22], investigating a pickup and delivery problem with resource synchronization, introduce a specific synchronization-based destroy operator for their ALNS. The resource destroy operator removes all requests from a randomly selected resource, and could be thus considered similar to Hojabri’s synchro vertex removal. By designing a matheuristic based on LNS for the VRP with cross-docking, where synchronization happens at the consolidation stage in a single cross-dock, Grangier et al. [21] introduce one problem-specific destroy operator, the transfer removal, which removes requests transferred between pairs of routes. This operator did not provide good results in our application, probably due to the different nature of the problems (in this case, requests are transferred at a single point, the cross-dock).
Unlike previous work on resource synchronization, in which vehicles can wait as long as necessary despite waiting times, we aim at achieving compact schedules and thus consider resource and operation synchronization simultaneously. Their solution methods highlight the importance of using specific operators that take into account the synchronization requirements.

Several other studies assign time windows to customers, to overcome uncertainty (however, no synchronization is involved). Jabali et al. [29] refer to “self-imposed time windows,” determined by the carrier company, that might provide an estimated arrival time to customers even in the presence of uncertain travel times. The basic mechanism allocates time buffers throughout the routes, and the objective function penalizes overtime and tardiness. Finally, Gschwind and Irnich [23] investigate dynamic time windows as induced in the DARP. In a dynamic time window, two operations must be executed within a given time, such that they are similar to self-imposed time windows. However, dynamic time windows constitute intraroute synchronization constraints, bounding the time span between a pickup and a delivery. In addition, and due to the nature of the problem, a pickup must happen before the corresponding delivery.

3 | PROBLEM DEFINITION

We now present the mathematical model to precisely describe the problem. In the VRP with synchronization constraints at the delivery location (VRPSCDL), a set of $n$ deliveries to $m$ customers must be served from $p$ depots. In this work, a delivery is an order served by a vehicle and a customer refers to a delivery location that may receive orders from different depots. The set of deliveries is denoted by $D$, the set of customers is $U$, and the depots are represented by the set of departure depot nodes $P_1$ and the set of arrival depot nodes $P_2$. The total set of nodes is thus $N = P_1 \cup D \cup P_2$. Each delivery is associated with a customer and a depot, such that $D'_i$ is the subset of deliveries received by customer $i$, and $D''_i$ is the subset of deliveries to be fulfilled by depot $e \in P_1$. Every depot $e \in P_1$ has an associated fleet of vehicles $V_e$ leaving from $e$ and arriving to $n+p+e \in P_2$, where each vehicle has a maximum capacity $Q$ and must return to its depot by time $T$ at the latest. The subset of nodes associated with depot $e \in P_1$ is denoted $N_e$, where $N_e = \{e, n+p+e\} \cup D''_e$. The travel time from node $i$ to $j$, where $i,j \in N$, is $c_{ij}$. Each delivery $i \in D$ has an associated service time $d_i$ and a demand quantity $q_i$. For practical reasons, $d_i = 0$ for $i \in P_1 \cup P_2$. The allowed amount of nonservice time between the first and last delivery to customer $u$ is the maximum idle time at $u$, and it cannot be greater than $w_u$.

We introduce two groups of binary variables to model the routing and scheduling decisions, such that the variables $x_{ijk}$ equal 1 if vehicle $k$ travels from node $i$ to $j$, and 0 otherwise, and the variables $z_{ij}$ equal 1 if delivery $i$ is scheduled before delivery $j$ at customer $u$, $i,j \in D'_e$. To control the timing requirements, we consider three sets of continuous nonnegative variables. Variables $s_{ik}$ model the start of service at node $i$ by vehicle $k$, and the variables $\text{start}_u$ ($\text{last}_u$) are the time at which the first (last) delivery at customer $u \in U$ starts (ends), respectively. Note that the routing and timing variables $x_{ijk}$ and $s_{ik}$ refer to deliveries, but synchronization takes place at the customer location, that is, it accounts for all deliveries received by a customer. For this reason, we need variables $\text{start}_u$ and $\text{last}_u$, and the customer sets. Variables $z_{ij}$ are used to ensure that deliveries are served one at a time at the customer.

The objective function (1) consists of determining a set of vehicle routes with minimal total cost. Constraints (2) ensure that every delivery $j$ that pertains to depot $e$ is served by a vehicle $k \in V_e$. Routes must start and end at the right depot as imposed by constraints (3) and (4). Flow conservation is guaranteed by constraints (5). Constraints (6) and (7) ensure the delivery timing according to the routing variables. The total delivery in a route cannot exceed the vehicle capacity (constraints (8)), nor can vehicles return to their depots after the latest arrival time $T$ (constraints (9)). Constraints (10)-(12) determine the time when service starts and ends at a customer. Each customer $u$ has a predefined maximum idle time $w_u$ which cannot be exceeded. This is expressed by constraints (13). Constraints (14) and (15) ensure that deliveries are served sequentially and constraints (16)-(20) impose domain conditions on the variables.

\[
\text{minimize} \quad \sum_{i \in N} \sum_{j \in N} \sum_{k \in V} x_{ijk} \cdot c_{ij}.
\]  
\[
\sum_{k \in V_e} \sum_{i \in D'_e} x_{ijk} = 1 \quad \forall e \in P_1, \; \forall j \in D''_e.
\]  
\[
\sum_{j \in N_e} x_{eijk} = 1 \quad \forall e \in P_1, \; \forall k \in V_e.
\]  
\[
\sum_{i \in N_e} x_{iii+p+e} = 1 \quad \forall e \in P_1, \; \forall k \in V_e.
\]  
\[
\sum_{j \in N_e} x_{ijk} = \sum_{j \in N_e} x_{jik} \quad \forall e \in P_1, \; \forall k \in V_e, \; \forall i \in D''_e.
\]  
\[
s_{ik} + d_i + x_{ijk} \cdot c_{ij} \leq s_{jk} + M(1-x_{ijk}) \quad \forall e \in P_1, \; \forall k \in V_e, \; \forall i \in N_e, \; \forall j \in N_e.
\]
4 | FEASIBLE PLANS AT THE DELIVERY LOCATION

A solution to the VRPSCDL is feasible if it fulfills the “classical” VRP constraints, such as the vehicle capacity and the latest arrival time at the depot, and the synchronization constraints. This section focuses on the last ones, as they are specific features of the VRPSCDL. Synchronization constraints are difficult to handle due to the so-called interdependence problem [11], which implies that the feasibility of each route cannot be checked independently, as changing one route can make other routes infeasible. However, modern heuristic methods for VRPs require efficient move-evaluation techniques to explore neighborhoods [58]. For this reason, we evaluate three methods to guarantee the feasibility of the customer schedules.

We describe the self-imposed time windows approach in Section 4.1, in which the optimization algorithm manages the creation of and any changes to a feasible time interval during which all deliveries to a customer must be served, so that the solution remains feasible. An alternative approach would perform a complete rescheduling of the solution to check if a feasible schedule exists, as applied by Masson et al. [35] for the DARP with transfers. We explain how to adapt it to our optimization problem in Section 4.2. Finally, we consider two schemas with fixed time windows at customer locations; in the first one, the delivery interval is fixed independently by each customer, whereas the second one uses a clustering method that precedes the optimization and assign similar time windows to customers situated near each other, as we outline in Section 4.3.

4.1 | Self-imposed time windows

Self-imposed time windows define a time interval during which all deliveries to one customer must start. In the standard VRP, service can start as soon as the vehicle arrives at the customer’s location. However, the VRPSCDL requires a compact delivery schedule for all vehicles serving the customer, and allowing any start time would lead to unfeasible solutions. If every customer had a time window of the exact required length (i.e., long enough to accommodate all deliveries and short enough to ensure that idle time does not exceed \( w_u \)), it would be possible to solve the problem as a VRP with time windows. Assigning regular time windows to solve the VRPSCDL would lead indeed to feasible solutions, though at the cost of exploring only a small fraction of the search space. For this reason, we create an artificial time window for every customer and let the optimization algorithm manage it during the search. We apply the term “self-imposed” to indicate that the windows are not enforced by the problem, but rather that the solution method iteratively modifies their value during the optimization process. Specifically, we update self-imposed time windows every time a delivery is inserted in or removed from the solution, which makes it suitable for our metaheuristic procedure.

\[
s_{ik} \leq M \sum_{j \in N_e} x_{ijk} \quad \forall e \in P_1, \forall k \in V_e, \forall i \in D'_u \cup \{e\}. \quad (7)
\]

\[
\sum_{e \in P_1} \sum_{j \in N_e} x_{ijk} \cdot q_i \leq Q \quad \forall e \in P_1, \forall k \in V_e. \quad (8)
\]

\[
s_{ik} + d_i + x_{i(n+p+e)k} \cdot c_{i(n+p+e)} \leq T + M(1 - x_{i(n+p+e)k}) \quad \forall e \in P_1, \forall k \in V_e, \forall i \in N_e. \quad (9)
\]

\[
\text{start}_u \leq \sum_{k \in V} s_{ik} \quad \forall u \in U, \forall i \in D'_u. \quad (10)
\]

\[
\text{last}_u \geq \sum_{k \in V} s_{ik} + d_i \quad \forall u \in U, \forall i \in D'_u. \quad (11)
\]

\[
\text{last}_u - \text{start}_u \geq \sum_{i \in D'_u} d_i \quad \forall u \in U. \quad (12)
\]

\[
\text{last}_u - \text{start}_u - \sum_{i \in D'_u} d_i \leq w_u \quad \forall u \in U. \quad (13)
\]

\[
\sum_{k \in K} s_{ik} - \sum_{k \in K} s_{jk} + Mz_{ij} \geq d_j \quad \forall u \in U, i, j \in D'_u, i \neq j. \quad (14)
\]

\[
\sum_{k \in K} s_{jk} - \sum_{k \in K} s_{ik} + M(1 - z_{ij}) \geq d_i \quad \forall u \in U, i, j \in D'_u, i \neq j. \quad (15)
\]

\[
x_{ijk} \in \{0, 1\} \quad \forall i, j \in N, \forall k \in V. \quad (16)
\]

\[
z_{ij} \in \{0, 1\} \quad \forall u \in U, \forall i \in D'_u. \quad (17)
\]

\[
s_{ik} \geq 0 \quad \forall i \in N, \forall k \in V. \quad (18)
\]

\[
\text{start}_u \geq 0 \quad \forall u \in U. \quad (19)
\]

\[
\text{last}_u \geq 0 \quad \forall u \in U. \quad (20)
\]
As introduced in Section 3, every customer \( u \) has a predefined maximum idle time \( w_u \). Although this value could be arbitrary, we choose to make it dependent on the deliveries expected. Specifically, \( w_u = \alpha \cdot \sum_{i \in D_u} d_i \), where \( \alpha \geq 0 \) can be used to control how much idle time is allowed. If \( \alpha = 0 \), delivery schedules are extremely compact, and the operation runs uninterruptedly from the first to the last delivery, whereas if \( \alpha > 0 \), some extra time is allowed, depending on the duration of the total service time at the customer. All deliveries to \( u \) thus must take place within a time interval of length \( r_u = w_u + \sum_{i \in D_u} d_i = (1 + \alpha) \cdot \sum_{i \in D_u} d_i \), which includes both the total service time and the allowed idle time at the customer. In the following, we assume that all deliveries to a customer have the same service time and denote it \( d_u \). If deliveries can have different service time durations, separate time windows for each delivery must be introduced.

The procedure that imposes time windows on customers works as follows: initially, we assume that the solution is empty, such that deliveries have not been included in any route. Each customer \( u \) has an initial time window \([e^0_u, l^0_u]\) that specifies when service at \( u \) can start. Time \( e^0_u \) is the earliest departure time from the depot, whereas \( l^0_u \) is the latest arrival time at the depot \( T \) minus the travel time between \( u \) and the depot minus the service time \( d_u \). The initial time window determines that service can start at any time after the vehicle leaves the depot but not later than a time point that causes a late arrival to the depot. Then, the first delivery \( i \) to customer \( u \) is tested for insertion in the route of vehicle \( k \). This first insertion is feasible as long as \( u \) is within driving distance of the corresponding depot (we assume they are); the delivery is scheduled at time \( s_{ik} \) and its time window is subsequently updated as \([e^1_i, l^1_i] = [\max(e^0_u, s_{ik} + d_i - r_u), \min(l^0_u, s_{ik} + r_u - d_u)]\). The motivation is to ensure that the start time of the next delivery \( j \in D_k' \) that will be inserted in the solution is feasible with respect to \( w_u \). The earliest start time of \( j \) is then calculated, assuming that \( i \) was the last delivery served at customer \( u \), so it takes the value of the end time of \( i \) \((s_{ik} + d_i)\) minus \( r_u \) time units (and in any case, it cannot be earlier than \( e^0_u \)). In a similar way, the latest start time of \( j \) assumes that \( i \) was the first delivery served at \( u \).

In general, every time a delivery \( i \in D_k' \) is evaluated for insertion at position \( p \) in the route of vehicle \( k \), we check that the calculated start time \( s_{ik} \) is in the interval defined by the current time window of customer \( u \). In addition, every other subsequent delivery \( j \) to customer \( v \) from position \( p \) onward in the route of vehicle \( k \) must start at a feasible new \( \hat{s}_{jk} \) with respect to the time window of customer \( v \). For simplicity, we consider that a delivery \( j \in D_k' \) following \( i \) in the route of vehicle \( k \) can only be rescheduled if the new \( \hat{s}_{jk} \) is feasible without rescheduling other deliveries \( j \in D_k' \). If the delivery is finally inserted at that position, the time window of customer \( u \) must be updated according to \([e^{u+1}_u, l^{u+1}_u] = [\max(e^u_u, s_{ik} + d_i - r_u), \min(l^u_u, s_{ik} + r_u - d_u)]\). The self-imposed time windows of every customer visited in route \( k \) from position \( p + 1 \) onward is also updated.

This updating procedure is illustrated in Figure 1 using an example with \( \alpha = 1 \). We assume a maximum idle time of \( w_u = 30 \). All deliveries to \( u \) must take place within a time interval of length \( r_u = 60 \). The schedule of customer \( u \) is initially empty, and the self-imposed time window is determined by the latest return time to the depot \( T = 100 \), the service time \( d_u = 10 \), and the travel time from \( u \) to the depot, which takes five time units. Then at step 1, delivery 1 is inserted and scheduled in the solution at time \( s_{1k} = 30 \), where 30 is the arrival time of vehicle \( k_1 \) serving delivery 1 to customer \( u \). The arrival time is determined by the departure time from the previous node (depot or delivery) in the route and the travel time from that node to customer \( u \). We assume that vehicles always leave the previous node as early as possible. The time window of \( u \) is updated using the procedure described previously. The earliest start time does not change, because it is still possible to start the service of subsequently inserted deliveries at time 0 without exceeding \( w_u \) (the actual start time cannot be 0 unless the travel time from the depot is 0, but this is not relevant for the time window update procedure). The latest start time needs to be updated; otherwise, we could schedule...
a second delivery at time 85, which results in an idle time interval of length 45 between the end of delivery 1 and the beginning of the new delivery. Those 45 idle time units could be reduced to 35 after the insertion of the third delivery, but it would still exceed the maximum idle time \( w_u = 30 \). For this reason, \( l_u^i \) takes the value \( \min(85, s_{ik} + \tau_u - d_i) = \min(85, 30 + 60 - 10) = 80 \).

In a similar way, the earliest start time is updated after the insertion of delivery 2 at step 2. Once 2 has been scheduled at time 60, it is not possible to insert the next delivery, for example at time 5, because it would result in 35 idle time units. Finally, the third and last delivery is inserted at step 3. Because it is the last delivery to this customer, it is not necessary to update the time window any more.

Define the arrival time \( d_{ik} \) of vehicle \( k \) to serve delivery \( i \) as the departure time from the previous node in the route plus the required driving time to travel the distance from the previous node to the current one. The calculation of the start time \( s_{ik} \) accounts for potential waiting times that might arise in three situations: (1) early arrivals to the customer location (i.e., before the earliest possible start of service), (2) another delivery is being served at the time of arrival, or (3) another delivery \( j \) is scheduled to begin before the completion time of delivery \( i \), such that \( a_{ik} + d_i > s_{jk} \). The first case is straightforward, in that the earliest start time is determined by the self-imposed time window, whereas in the second one, because two deliveries cannot be attended simultaneously, it is necessary to wait at least until the delivery currently being served has been completed. The latter case is an explicit decision to avoid extensive rescheduling in the solution: when inserting a new delivery \( i \), we choose not to reschedule other deliveries to the same customer \( u \), even if it disrupts the first-come first-serve order. Every change to the customer’s schedule has a potentially enormous impact on the solution’ feasibility, affecting not only the routes of the rescheduled deliveries but also every other route that “crosses” (i.e., has at least one common customer) the affected ones. Thus it is not guaranteed that rescheduling a big part of the solution will keep the solution feasible, but checking the feasibility of each minor change can be very expensive. Finding a compromise is necessary, and for this reason, we choose not to modify the current scheduled deliveries. The worst case scenario is checking the feasibility of inserting a delivery at the first position of a route that already contains \( r \) deliveries. If there are, in the worst case, \( p \) deliveries per customer, the complexity of the feasibility algorithm is \( \Theta(p \cdot (1 + r)) \), because we have to compute a new start time for each delivery in the route, which might need to account for waiting times arising at each customer location.

In a similar way, self-imposed time windows must be updated whenever a delivery \( i \) is removed from the solution. In contrast with the procedure for inserting a customer, we do not need to consider the start and service time of \( i \), because \( i \) is being removed, and it no longer determines the time window of \( u \). In this case, the time window is modified only if \( i \) was the first or last delivery scheduled at \( u \). Then, the (new) time window at \( u \) is \( [e_{ik}^{n+1}, l_{ik}^{n+1}] = [s_{ik} + d_\eta - \tau_u, s_{ik} + \tau_u - d_i] \), where \( \eta \) and \( i \) are the (new) last and first delivery scheduled at \( u \), served by vehicles \( \kappa \) and \( \lambda \), respectively. Furthermore, time windows of subsequent deliveries to \( i \) in the route are updated. Unlike insertion, removing a delivery from a route is always feasible. However, waiting times arise if a vehicle arrives at a customer’s location before the earliest start time.

### 4.2 Solution rescheduling

Another method to determine if a route plan has a feasible schedule consists of modeling the problem as a simple temporal problem (STP), which is a special case of the temporal constraint satisfaction problem that can be solved in polynomial time [8]. This approach has been applied by Masson et al. [35] to solve the DARP with transfers. The main difference is that our model does not impose any precedence on the synchronization points, whereas in the DARP with transfers, an arrival always happens before a departure. As a consequence, it is not possible to solve the STP as is, because the sequence in which deliveries arrive at customer locations is part of the feasible schedule we seek. It is thus necessary to make some assumptions regarding the order in which deliveries should arrive at customer locations. We evaluate two methods: single and multiple delivery sequences (MDS).

The first initially determines a fixed sequence of deliveries for every customer location, and the second generates a pool of sequences for every customer location and chooses one that is compatible with the current solution. In addition, our approach differs in the shortest-path (SP) algorithm of choice. In preliminary experiments, we evaluated a number of SP algorithms and chose the best one with respect to runtime.

The rescheduling algorithm proceeds as follows: we perform a feasibility check every time we try to insert a delivery in the solution, which consists of solving the feasibility problem (FP), given the current set of routes and a chosen set of delivery sequences at customer locations. Because this problem is an STP, it can be represented as a distance graph and solved by proving its consistency (i.e., no negative cycles exist) with an SP algorithm. Section 4.2.1 explains how to model the FP as an STP and how to use the distance graph to check for feasible schedules. Section 4.2.2 details the determination of the delivery sequences.

#### 4.2.1 FP and consistency of the distance graph

The FP consists of determining a feasible schedule for a solution. We use a formulation similar to the model presented in Section 3. In this case, all \( x_{ijk} \) variables are known, as is which vehicle will service which customers. We want to determine feasible
values for the start times \( s_i \) for every delivery \( i \in N \), as well as the begin and end times, \( \text{start}_u \) and \( \text{last}_u \), for every customer \( u \in U \). If delivery \( j \) follows \( i \) in a route, \( j \) is the successor of \( i \), and we denote it \( \sigma(i) \). Similarly, delivery \( j \) is denoted \( \tau(i) \) if \( j \) is scheduled after \( i \) at customer \( u \).

Because all constraints specify a single interval, the FP is an STP. The STP considers a set of time point variables \( \{X_1, \ldots, X_n\} \), and a set of constraints that restrict the permissible value for each temporal distance \( X_j - X_i \) to \([a_{ij}, b_{ij}]\). Every constraint can be represented as \( a_{ij} \leq X_j - X_i \leq b_{ij} \) or, alternatively, as a pair of inequalities \( X_j - X_i \leq b_{ij} \) and \( X_i - X_j \leq -a_{ij} \). Define the beginning of the planning horizon as \( \emptyset \), so that \( s_0 \) is the earliest departure time for all vehicles. The FP can be defined by the following equations, all of which are formed as an inequality between two variables. In such a distance graph, a constraint such as

\[
X_i \rightarrow X_j
\]

so late that the vehicle cannot return to the depot before \( T \). Constraints (21)-(26) control the begin and times, and the maximum duration, of the self-imposed time window at customer \( u \). Constraints (27) establish that the service at \( \tau(i) \), scheduled after \( i \) at customer \( u \), does not start earlier than the start of service \( s_i \), plus the service time \( d_i \).

The STP can be associated with a weighted directed graph, where each node is a time variable and each edge is a constraint between two variables. In such a distance graph, a constraint such as \( X_j - X_i \leq b_{ij} \) would be represented by a labeled edge from \( i \) to \( j \) with weight \( b_{ij} \). The STP is consistent if and only if the associated distance graph has no negative cycles.

Furthermore, SP algorithms can be used to identify negative cycles in a graph. Cherkassky et al. [3] show that though some SP algorithms seem more robust than others, no single algorithm dominates, so they recommend running several algorithms on a few problem instances and picking the best. We tested several SP algorithms: classical Bellman-Ford-Moore (BFM) [1, 20, 36], D’Escopo-Pape [39], Pallottino [38], BFM with subtree disassembly (BFCT) [56], linear-stack (LS), greedy LS, depth-first-stack, and a hybrid variant of BFCT [3].

With our optimization method, we build a distance graph, following the initial solution. This distance graph gets updated throughout the whole optimization process: Every time a delivery is inserted in or removed from the solution, the edges corresponding to the STP constraints are updated accordingly, such that changes in the solution are always reflected on the graph.

We perform a feasibility check every time a delivery is considered for insertion. If the SP algorithm finds no negative cycle in the distance graph, it can generate an as-early-as-possible schedule that consists of every start time \( s_i \) for each delivery \( i \in D \). Each value \( s_i \) can be calculated by finding the shortest path \( \Pi_{s_i, 0} \) from node \( s_i \) to node \( 0 \) in the distance graph. Define \( \Pi_{s_i, 0} \) as a sequence of edges in the distance graph. Then, the as-early-as-possible start time \( s_i \) can be calculated as \( s_i = -\sum_{e \in \Pi_{s_i, 0}} w_e \), where \( w_e \) is the weight of edge \( e \).

### 4.2.2 Determination of the serving order

We consider two strategies to decide the order for deliveries to customers. Assume \( D'_u = \{\delta_1, \delta_2, \ldots, \delta_k\} \) is the set of \( \Upsilon \) deliveries to \( u \), and \( \pi \) is a permutation such as \( \pi: \{\delta_1, \delta_2, \ldots, \delta_k\} \rightarrow \{\delta_1, \delta_2, \ldots, \delta_k\} \). The serving order is determined by a sequence of deliveries such as \( (\pi(\delta_1), \pi(\delta_2), \ldots, \pi(\delta_k)) \), where \( \pi(\delta_1) \) preceding \( \pi(\delta_2) \) means that delivery \( \pi(\delta_1) \) is served before delivery \( \pi(\delta_2) \) at customer \( u \), such that \( s_\pi(\delta_1) < s_\pi(\delta_2) \). Evaluating all possible sequences during the feasibility checks is not practical due to the large number of possibilities.

With single delivery sequences (SDS), the order is fixed for the whole optimization process for each customer. The sequences derive from a solution to the VRPSCDL, achieved with our initialization heuristic (Section 5.1). The initial solution is feasible and provides a sequence for each customer, which we then use during the optimization to test the solution’s feasibility.

Alternatively, MDS can be used to add search diversification and further exploration of the search space. The algorithm keeps a pool of sequences for each customer. Every time a feasibility check is performed, the algorithm chooses one sequence for the corresponding customer \( u \), while the schedules of the other customers in the solution remain intact. The chosen sequence
must be compatible with the current schedule of \( u \), because it is possible that some deliveries in \( D'_u \) already exist in the solution. For example, if a customer expects three deliveries \{\( \delta_1, \delta_2, \delta_3 \)\} and two of them are already scheduled in the solution so that \( s_{\delta_2} < s_{\delta_3} \), we can insert \( \delta_1 \) and perform a feasibility check by choosing a delivery sequence such as \( (\delta_1, \delta_2, \delta_3) \), \( (\delta_2, \delta_1, \delta_3) \), or \( (\delta_2, \delta_3, \delta_1) \), but not \( (\delta_1, \delta_3, \delta_2) \), \( (\delta_3, \delta_1, \delta_2) \), or \( (\delta_3, \delta_2, \delta_1) \). To generate the initial pool of sequences, we build a large set of solutions using the initialization heuristic.

### 4.3 Fixed time windows

In addition to self-imposed time windows and solution rescheduling, we evaluate fixed time windows at customer locations. Section 4.3.1 outlines a simple approach in which each customer independently determines its own time interval, during which all deliveries must be served. Section 4.3.2 introduces a method to cluster customers and assign similar time windows to all customers in one cluster.

#### 4.3.1 Customer-imposed time windows

In this approach, customers independently choose the most suitable time interval to be served. A fixed time window is generated for every customer \( u \) that requires two or more deliveries, whereas customers that get only one delivery can be served at any time during the work day. To ensure that a feasible solution exists, the choice of the earliest service time \( e_u \) of customer \( u \) must account for the total service duration and driving times from and back to the depot. Specifically, \( e_u \) is randomly chosen in the interval \( [c_u, T - c_u - \sum_{i \in D'_u} d_i] \), where \( c_u \) is the largest travel time from any depot serving customer \( u \) to customer \( u \), and \( c_u \) is the largest travel time from customer \( u \) to any depot serving \( u \).

#### 4.3.2 Proximity-based clustered time windows

Customers are classified in \( k \) clusters according to agglomerative hierarchical clustering [5]; this step is performed only once before the optimization begins. The clustering algorithm proceeds as follows: initially, each customer represents a cluster. Then, as long as the number of clusters is larger than \( k \), the two closest clusters are merged into a single one. The distance between two clusters is determined by the linkage criterion. We previously evaluated several well-known linkage criteria, such as single (minimum), complete (maximum), average (unweighted pair-group method with arithmetic mean, UPGMA), and centroid-linkage approaches, as well as a varying number of clusters between 1 and 4. We prefer UPGMA with three clusters, because it provides more compact and homogeneous clusters, each of which contains a similar number of locations and therefore leads to better results during the optimization. Figure 2 shows the results for a test instance with 150 locations and \( k \) equal to 3. Here, UPGMA produces three clusters of similar size, one for the city center of an urban area and two at the outskirts (west and east) of the city.

After \( k \) clusters have formed, we assign time windows to customers. The work day length \( T \) comprises \( k \) nonoverlapping intervals of equal length \( T/k \). Each customer location \( u \) is assigned a random time window of length \( \alpha \times \sum_{i \in D'_u} d_i \) within the interval. To make it more realistic, time windows start every hour and every half hour. Locations in the same cluster will thus have similar time windows.

![Figure 2](https://wileyonlinelibrary.com)
5  ALNS FOR THE VRPSCDL

To solve the VRPSCDL, we develop an ALNS. The ALNS is a metaheuristic algorithm originally proposed by Ropke and Pisinger [47] for the pickup and delivery problem with time windows. It derives from the LNS introduced by Shaw [53], which itself is based on the ruin-and-recreate principle, such that the current solution is partially destroyed and then repaired in each iteration. If the new solution is better than the former one, the current solution is replaced by the new one. In addition, ALNS introduces several destroy and repair operators and an adaptive mechanism to decide which operators contribute most to solution improvement. In the following, we describe the components of our method.

5.1  Solution initialization

A solution to the VRPSCDL consists of a set of VRP solutions (one for each depot). We build the initial solution by assigning a self-imposed time window to each customer (except when we use fixed time windows, because then the same window remains in place throughout the optimization). The initial self-imposed time window allows deliveries to be inserted during the complete work day. Then, a VRP solution using the Solomon C1 heuristic [54] is constructed for each depot, with the depots selected in random order. Every time a delivery is inserted in a route, the time window of the corresponding customer changes using the previously established method (Section 4.1). The initial solution then becomes the incumbent solution in the ALNS.

5.2  Destroy operators

We now describe the destroy operators used in the algorithm. We first introduce two specific operators for the VRPSCDL, the proximity-based customer removal and the schedule-based customer removal. The four next ones (random, worst, related, and cluster operators) have been detailed by Ropke and Pisinger [47], and we adapt them to the VRPSCDL, by selecting one random depot and only remove deliveries related to that depot. According to our preliminary tests, this adaption yields better results than considering all deliveries in the solution for removal. The number of deliveries to remove, \( \xi \), is randomly chosen in the range \([\rho, \phi]\). The random, worst, and related operators remove exactly \( \xi \) deliveries; the cluster and customer operators iterate until at least \( \xi \) deliveries have been removed.

The proximity-based customer removal randomly chooses one customer \( v \) from the set of customers with two or more deliveries \( P = \{u: u \in U, |D_u| \geq 2\} \) and removes all its deliveries from their corresponding routes. Then, if more deliveries have to be removed, a new customer \( v' \) is randomly selected among the nearest \( a_{\text{prox}} \cdot |P| \) customers to \( v \). The parameter \( a_{\text{prox}} \in (0, 1] \) controls whether the algorithm removes only nearby customers (values of \( a_{\text{prox}} \) close to 0) or considers farther customers too (values of \( a_{\text{prox}} \) close to 1). All the deliveries of \( v' \) are removed from the solution, and the process repeats until \( \xi \) deliveries have been removed. Restricting the procedure to locations that expect more than one delivery worked better in our preliminary experiments. The motivation is to provide an operator that removes all deliveries taking place at a customer location, to allow them to be rescheduled later in the algorithm; it also seeks to remove deliveries that take place in close proximity, to make it more likely that they can be inserted in other routes if doing so reduces the solution cost.

The schedule-based customer removal works in a similar way: It selects a customer \( v \in P \) and removes all deliveries in \( D_v \) from the solution. If more deliveries have to be removed, a new customer \( v' \) is randomly selected among the \( a_{\text{sched}} \cdot |P| \) customers with the most similar schedule to \( v \). Schedule similarity is defined according to the customer’s self-imposed time windows. If \( v \) has a current time window \([e_v, l_v]\) and \( v' \) has a current time window \([e_{v'}, l_{v'}]\), we compute the similarity between their schedules as \(|e_v - e_{v'}| + |l_v - l_{v'}|\). The parameter \( a_{\text{sched}} \in (0, 1] \) controls how many different schedules are considered. All the deliveries of \( v' \) are removed from the solution, and the process repeats until \( \xi \) deliveries have been removed. Restricting the procedure to locations expecting more than one delivery worked better in our preliminary experiments. The motivation of this operator is to remove all deliveries taking place at a customer location, to facilitate their rescheduling later in the algorithm, but it also removes deliveries that happen in a similar time interval, so that they can be more easily rescheduled in a more time-saving fashion.

The random removal operator randomly selects \( \xi \) deliveries from a randomly selected depot.

The worst removal operator first randomly selects one depot \( e \), then calculates a cost measure for every delivery \( d \in D_e \) associated with that depot, so that the \( \xi \) deliveries with higher costs are removed from the solution. The cost is defined as the difference between the cost of the current solution and the cost of the solution after removing the delivery. The operator is randomized to avoid always selecting the same deliveries, by iteratively drawing a random number \( r \) in the interval \([0, 1]\) and removing the delivery with the \( p_{\text{worst}} \cdot |D_e|\)-th highest cost, where \( p_{\text{worst}} \geq 1 \) controls the degree of randomization.

In the related removal, the objective is to remove similar deliveries that could be easily interchanged. We initially select a random depot and define the relatedness of two deliveries \( i \) and \( j \) as follows:

\[
R(i, j) = \frac{1}{2} \left( \frac{c_{ij}}{c_{\max}} + \frac{|q_i - q_j|}{q_{\max}} \right),
\]

(28)
where $c_{\text{max}}$ is the maximum distance between any two pairs of customers and $q_{\text{max}}$ is the maximum demand value of a delivery. The related removal is randomized using the procedure described for the worst removal operator.

Finally, the cluster removal heuristic is similar to the related removal, except that it attempts to remove related deliveries from a small number of routes. For that purpose, it uses Kruskal’s algorithm for the minimum-spanning tree problem to partition selected routes into two clusters of deliveries, achieved by stopping the algorithm when two connected components remain. As noted for the previous operators, a depot is first selected randomly. Next, a random route with two or more deliveries is chosen and partitioned into two clusters. One of these clusters is randomly selected, and all its deliveries are removed from the route. If the number of removed deliveries is smaller than $\xi$, the procedure repeats and selects one of the removed deliveries, finds the closest delivery in a still unselected route that contains at least two deliveries, and applies the partition algorithm to this new route.

5.3 Repair operators

The repair operators insert previously removed deliveries. They correspond closely to the greedy and regret heuristics of Ropke and Pisinger [47], such that a delivery can only be inserted in a route departing from the depot to which it belongs, and self-imposed time windows have to be updated after inserting every delivery.

The greedy insertion operator calculates the cost of inserting each delivery at the best insertion position (i.e., the position that increases the objective value least). It iteratively chooses the delivery with the lowest insertion cost and inserts it at the best possible position, until all deliveries have been inserted.

The regret insertion calculates a regret value for each delivery that has to be inserted, then inserts those deliveries with the highest regret values first. The regret value is the difference between the cost of insertion in the best route at its best position and the cost of insertion in the second best route at its best position. It can be generalized as a $k$-regret heuristic, where the $k$ best possible insertions are considered.

5.4 Acceptance criteria and adaptive mechanism

In the standard ALNS, new solutions are accepted only if they improve the solution cost. However, we observe that our algorithm can better escape local optima by sometimes accepting deteriorating solutions. Therefore, we always accept improving solutions; adopting the approach suggested by Polacek et al. [44] based on threshold accepting [13], we allow solutions with a higher cost if the number of iterations counted from the last accepted solution is equal to or greater than a certain threshold, and the cost is not higher than a certain percentage of the best solution cost.

In addition, ALNS assigns scores to operators to determine which contribute most to the solution improvement. Operators that provide better results are chosen more often in the subsequent iterations. Our preliminary experiments suggested that the adaptive layer provides better results than a pure LNS in our problem. Following Kovacs et al. [31, 32], we give scores $\psi(d,r)$ to each pair $(d,r)$ of destroy and repair operators, instead of assigning scores to each single operator. We consider all combinations of $n_d$ destroy operators and $n_r$ repair operators, so that the set of all operator pairs is $\Omega = \{(d,r): 1 \leq d \leq n_d \wedge 1 \leq r \leq n_r\}$. We use three reward values, $\sigma_1$, $\sigma_2$, and $\sigma_3$, which are added to $\psi(d,r)$ if $(d,r)$ finds a new best solution, the new solution is better than the current one, or the new solution is accepted even if it is not better than the current one, respectively. As in previous work, we periodically recalculate the probability of choosing a destroy/repair pair using both historical information and new scores gathered in the previous iterations. At the beginning, all pairs are chosen with the same probability $\phi(d,r) = 1/(n_d \cdot n_r)$, where $n_d$ and $n_r$ are the number of destroy and repair operators, respectively. The scores $\psi(d,r)$ are initially zero. Then, information about the performance of the destroy/repair pairs is gathered during a certain time period, and the new weight $\chi(d,r)$ of each pair is calculated as $\chi(d,r) = (1 - p_{\text{react}}) \cdot \chi(d,r) + p_{\text{react}} \cdot \frac{\psi(d,r)}{\max(1,C_{(d,r)})}$, where $p_{\text{react}}$ controls the influence of historical and new data, and $C_{(d,r)}$ is the number of times that $(d,r)$ was used in the previous period. These weights are then used to calculate the new probabilities as $\phi_{\text{new}}(d,r) = \frac{\chi(d,r)}{\sum_{d',r'} \chi(d',r')}$.

6 EXPERIMENTS

The ALNS was implemented in Java 1.7. Exact solutions were calculated, when required, using CPLEX 12.6.2. All experiments were carried out on a Xeon core at 2.50 GHz with 64 GB of RAM (shared with 20 other cores) and deactivated hyperthreading. Because the ALNS is not a deterministic algorithm, we always perform 10 runs, and report the average and best result. In the remainder of this section, we describe the algorithm parameterization, the test data, and the experimental results. We first examine the technical quality of ALNS by evaluating it on standard instances of the capacitated VRP and comparing it with an exact
solver on small VRPSCDL instances. Then, we answer managerial questions concerning the cost of enforcing synchronization, the benefits of using self-imposed time windows instead of other methods inspired from the literature, and the influence of the maximum allowed idle time.

### 6.1 Parameter settings

The ALNS parameters were set during a preliminary testing phase and remain the same for all reported experiments. The threshold for the number of iterations without improvement after which a worse solution can be accepted is 1000. Worse solutions are then accepted only if the new cost is not higher than 20% of the best cost so far. The number of deliveries to remove is a random integer between \( \rho \) and \( \phi \). Following Pisinger and Ropke [43], we set \( \rho \) to \( \min\{30, 0.1 \cdot |D_e'|\} \) and \( \phi \) to \( \min\{60, 0.4 \cdot |D_e'|\} \) for a selected depot \( e \). Scores assigned to operator pairs depending on their success correspond to those used in previous work [47].

The reward granted to a destroy/repair operator pair \((d, r)\) when a new overall best solution is found is \( \sigma_1 = 33 \). Likewise, the reward \( \sigma_2 \) if the new current solution is better than the previous one is \( \sigma_2 = 9 \), and unseen solutions that are accepted despite their cost being worse than the cost of the current solution are rewarded with \( \sigma_3 = 13 \). Operator probabilities are updated every 10,000 iterations. The parameter \( p_{\text{react}} \) that controls the influence of past and present information about the performance of destroy/repair pairs has been set to 0.5. Regarding the regret insertion, we use three regret operators with \( k \in \{2, 3, 4\} \). The maximum runtime is 600 seconds, though the algorithm stops before if it finds the optimal solution (for instances whose optimum is known).

### 6.2 Test instances

We evaluate the ALNS with the test instances defined by Christofides et al. [4] for the VRP, which feature between 50 and 199 customers. All of them have a maximum capacity constraint, and some also have a maximum tour length constraint (instances 6, 7, 8, 9, 10, 13, and 14).

Regarding the VRP with synchronization constraints, we generate an appropriate set of instances based on real-world data that describe the city of Linz, Austria [30]. We gathered these data through interviews of representatives of several business branches of companies, and they reveal the average number of deliveries per week and the average delivery size (i.e., customer demand), depending on the store size. Depots belonging to carriers were assigned locations in the industrial outskirts of the city, and we account for the freight vehicle load on roads coming into the urban area [10]. The complete data set contains 575 deliveries to 296 customer locations performed by eight carriers. The vehicle capacity is 18 units. Serving a delivery takes 15 minutes. The travel times between the locations are calculated using real floating car data, supplied by our industry partner. Times were provided in minutes with three decimal places, and we multiplied them by 1000 to achieve positive integers. Using these data, we generate multiple instances of different sizes.\(^1\) Unless otherwise stated, \( \alpha = 1 \) for determining the allowed amount of idle time.

### 6.3 Capacitated VRP

As noted, we start by comparing our ALNS with the best known solutions (BKS) of the benchmark set [4]. All instances are capacity-constrained. In addition, instances vrpc6, vrpc7, vrpc8, vrpc9, vrpc10, vrpc11, vrpc13, and vrpc14 are also route-length-constrained. All but one of the BKS values are known to be optimal; in particular, Pecin et al. [41] solve instances with only capacity constraints to optimality, and Sadykov et al. [48] prove the optimality of instances with a maximum route length, except vrpc13. Because ALNS does not need to update the customer time windows, the self-imposed time windows module is deactivated.

Table 1 shows the size and optimal cost for each instance, along with our average and best result, average and best gap, and the average time required to solve the instance. Regarding the average results, ALNS finds the optimal solution in all runs in 9 of 14 instances, with an average gap of only 0.14%. If we consider the best result obtained by the ALNS, we find the optimum in 11 of 14 instances (best gap is 0.08%). More than 500 seconds are needed for large instances (4, 5, 9, 10, and 13, with 120-199 customers), but smaller and medium-sized instances can be solved in 132 seconds (instance 3) or less (0.4-71 seconds).

These results can be compared with the aggregated results of an ALNS for the capacitated VRP, among other optimization problems, as reported by Pisinger and Ropke [43]. They evaluate their ALNS with two different stop conditions, 25 000 and 50 000 evaluations (ALNS-25K and ALNS-50K), and report the average and the best of 10 runs on a Pentium 4 with 3 GHz. Their average optimal gaps are 0.39% and 0.31% for ALNS-25K and ALNS-50K, respectively, which we improve on, in that we achieve an average gap of 0.14%, at the cost of longer running times (228.81 seconds for ALNS vs 55.8 and 105 seconds, \(^1\)All instances can be downloaded from https://plis.univie.ac.at/research/test-instances/
TABLE 1  Numerical results for the ALNS compared with the best known solutions (BKS) in previous literature

| #     | m   | BKS Avg. | Best Avg. | Avg. gap | Best gap | Time (s) |
|-------|-----|----------|-----------|----------|----------|----------|
| vrpc1 | 50  | 524.61*  | 524.61    | 0        | 0        | 3.61     |
| vrpc2 | 75  | 835.26*  | 835.26    | 0        | 0        | 70.89    |
| vrpc3 | 100 | 826.14*  | 826.14    | 0        | 0        | 132.80   |
| vrpc4 | 150 | 1028.42* | 1028.42   | 0.21     | 0        | 577.03   |
| vrpc5 | 199 | 1291.29* | 1297.58   | 0.90     | 0.49     | 600.00   |
| vrpc6 | 50  | 555.43*  | 555.43    | 0        | 0        | 2.50     |
| vrpc7 | 75  | 909.68*  | 909.68    | 0        | 0        | 17.06    |
| vrpc8 | 100 | 865.94*  | 865.94    | 0        | 0        | 50.18    |
| vrpc9 | 150 | 1162.55* | 1163.14   | 0.05     | 0        | 524.63   |
| vrpc10| 199 | 1395.85* | 1406.56   | 0.75     | 0.62     | 600.00   |
| vrpc11| 120 | 1042.11* | 1042.11   | 0        | 0        | 22.64    |
| vrpc12| 100 | 819.56*  | 819.56    | 0        | 0        | 0.53     |
| vrpc13| 120 | 1541.14  | 1542.59   | 0.09     | 0.00     | 600.00   |
| vrpc14| 100 | 866.37*  | 866.37    | 0        | 0        | 1.41     |
| Total |    | 1366.36  | 13679.42  | 0.14     | 0.08     | 228.81   |

Bolded entries indicate the BKS has been found; asterisks denote proven optima.

...respectively). Their best gaps are 0.15% and 0.11%, which we also improve by attaining 0.08%, again with longer runtimes (2288.1 seconds compared with 559.8 and 1050 seconds, respectively). Our ALNS is thus comparable to other ALNS algorithms in prior literature.

6.4 | Comparison of ALNS and CPLEX solver

In Table 2 we compare the results obtained by ALNS with those of the CPLEX solver. We use a set of 20 small instances (0-19) with 10-40 deliveries and 1-3 depots. In addition, we include the results for three larger instances (20-22) for which the exact solver could find at least one feasible solution. CPLEX stops after a maximum runtime of 24 hours and can use up to 20 GB RAM. For each instance, we show the number of depots $p$, number of deliveries $n$, number of customers $m$, and the results obtained by CPLEX and ALNS. In the case of CPLEX, we report the cost (preceded by an asterisk if the optimal solution has been proven) and two time values (in seconds). The first value is the total runtime, and the second one is the time required to find the optimal solution. For the ALNS, we report the average and best cost, the average runtime (in seconds), and the gap with the average and best cost found by CPLEX.

CPLEX solves 9 of 23 instances to optimality (0-5 and 10-12) and also finds the BKS in 5 additional instances (6, 8, 13, 14, and 15). We find that ALNS is always able at least to match the results obtained by CPLEX, and it does so considerably faster than the exact solver. In particular, CPLEX requires a total runtime of 35 789.91 seconds, while the ALNS needs 8404.38 seconds (it is thus 4.26 times faster). If we consider only those instances whose optimum is known, CPLEX needs 1128.20 seconds to find the optimum, while the ALNS needs 4.38 seconds (257.89 times faster). Regarding instances for which CPLEX finds the BKS, ALNS also finds it in every case and faster; specifically, ALNS runs for a maximum runtime of 600 seconds in each run, but CPLEX needs 1000-3000 seconds, depending on the instance. Finally, for the remaining nine instances, ALNS can improve the solution cost, by 6%-84% in the average and the best case (21% on average). The total is improved by more than 43% by using ALNS rather than CPLEX, across both the average and the best results.

6.5 | Cost of synchronization

Synchronization enforcement can lead to higher costs, because longer routes might be necessary to meet the additional constraints. For this reason, it is critical to determine how much costs increase in such a centralized system compared with a decentralized environment in which each carrier can independently optimize its own deliveries. We compare the centralized and decentralized strategies using the ALNS and solving larger instances of the problem (50-300 deliveries and 1-6 depots).

Table 3 presents the results of the centralized and decentralized strategies. For each instance, we list the number of depots, number of deliveries, and number of customer locations, as well as the average number of routes, average cost and average total idle time obtained by each strategy. In addition, it reveals the increase (positive value) or decrease (negative value) in the number of routes per depot and percentages of cost and idle time in the centralized strategy compared with the decentralized one. Finally, we also report two intervals for the minimum and maximum increase in the number of routes and percentage of...
cost for each depot. Total idle time is measured as the sum of the idle time at every customer location. All instances require synchronization except the two smallest ones, which have one depot each.

For all instances with two or more depots, the decentralized strategy obtains lower costs at the expense of higher idle times. Specifically, the cost of synchronization can be estimated as 2%-7% for instances with 150 or fewer deliveries, and 7%-16% for those greater than 200 (9.18% on average). However, idle times are always reduced by more than 50% in the synchronized approach (64.76% on average). As a result, assuming slightly longer routes can drastically reduce idle time, thus allowing compact delivery arrivals to the customer and providing carriers with a time interval during which delivery will take place. The impact grows as the instance size increases, which could be due not only to the greater number of deliveries, but also the greater number of deliveries per customer.

Although the number of routes or vehicles is not part of the objective function, it provides additional insight into how solutions change when synchronization is enforced. The total number of routes, as the cost, increases in the centralized approach (344.90) compared with the decentralized one (328.00). However, the average number of additional routes per depot is very small for most instances, and it is close to 0 even for many large ones. Regarding the impact on particular service providers, our results confirm that the number of routes does not increase by more than 1 in the worst case. Cost intervals, however, are more diverse. For small instances (less than four depots), interval lengths are small, which means that costs increase in a similar way for each provider. For larger instances (four or more depots), cost increases are often unevenly distributed, so that the cost of synchronization is much higher on some providers than on others. Balance could be achieved by adding a fairness objective or constraint, which is not in the scope of this paper.

In order to highlight the effect of synchronization on the solutions, Figure 3 shows the detailed results for two specific instances. For each instance and each depot, we show the average increase in the number of routes $\Delta_{\text{NR}}$ and the average cost increase percentage $\Delta_{\text{cost}}\%$ in the centralized approach with respect to the decentralized one. These values are averages over 10 runs. If the bar does not appear in the plot, the corresponding value is 0. In instance 28 (Figure 3A), the number of routes does not change for 3 of 4 depots, and it only increases slightly for depot 2. The cost increases in a similar percentage for most depots, that is, the cost of synchronization is similar for all logistics service providers. In instance 36 (Figure 3B), however, the required number of routes increases for all depots except one, whereas the cost increases drastically for all depots. Moreover, although
### TABLE 3  
Cost of synchronization using a centralized optimization strategy compared with a decentralized strategy

| #  | P  | n   | m   | Decentralized | Centralized | ΔNRp | ΔCost % | ΔIT % | ΔCost | IΔNRp | IΔCost% |
|----|----|-----|-----|--------------|-------------|------|--------|-------|-------|--------|--------|
| 20 | 1  | 50  | 50  | 5.00 | 198.92 | 0.00 | 5.00 | 198.90 | 0.00 | -0.01 | 0.00 | [0.00, 0.00] |
| 21 | 1  | 50  | 50  | 5.00 | 145.84 | 0.00 | 5.00 | 145.84 | 0.00 | -0.01 | 0.00 | [0.00, 0.00] |
| 22 | 2  | 100 | 69  | 10.00 | 400.68 | 1551.82 | 10.00 | 412.23 | 439.60 | 0.00 | 2.88 | -71.67 | [0.00, 0.00] |
| 23 | 2  | 100 | 75  | 9.00 | 345.43 | 2173.06 | 9.60 | 358.10 | 288.85 | 0.30 | 3.67 | -67.36 | [0.00, 0.06] |
| 24 | 2  | 100 | 65  | 10.00 | 398.38 | 2173.06 | 10.00 | 411.48 | 536.05 | 0.00 | 2.88 | -70.00 | [0.00, 0.00] |
| 25 | 3  | 150 | 75  | 14.00 | 538.29 | 3042.93 | 14.00 | 571.09 | 875.40 | 0.03 | 3.67 | -67.36 | [0.00, 0.00] |
| 26 | 3  | 150 | 75  | 15.00 | 553.29 | 3042.93 | 15.00 | 576.95 | 735.59 | 0.00 | 4.28 | -69.44 | [0.00, 0.00] |
| 27 | 3  | 150 | 75  | 14.00 | 481.01 | 4084.51 | 14.00 | 508.73 | 826.21 | 0.00 | 5.76 | -79.77 | [0.00, 0.00] |
| 28 | 4  | 200 | 66  | 18.00 | 644.70 | 4596.71 | 18.20 | 692.99 | 2173.06 | 0.05 | 7.49 | -64.43 | [0.00, 0.20] |
| 29 | 4  | 200 | 66  | 16.00 | 636.09 | 4084.51 | 17.80 | 726.79 | 1620.65 | 0.45 | 14.26 | -69.28 | [0.00, 0.80] |
| 30 | 4  | 200 | 66  | 18.00 | 601.48 | 4711.42 | 18.60 | 655.55 | 1550.08 | 0.15 | 8.99 | -67.10 | [0.00, 0.60] |
| 31 | 4  | 200 | 66  | 18.00 | 621.77 | 4335.56 | 18.60 | 668.87 | 1588.58 | 0.00 | 7.58 | -63.36 | [0.00, 0.00] |
| 32 | 5  | 250 | 83  | 20.00 | 703.31 | 5519.62 | 21.10 | 782.84 | 2157.15 | 0.22 | 11.31 | -69.92 | [0.00, 0.50] |
| 33 | 5  | 250 | 83  | 20.00 | 794.62 | 5589.22 | 23.10 | 871.81 | 2106.16 | 0.22 | 9.71 | -62.32 | [0.00, 0.90] |
| 34 | 5  | 250 | 83  | 20.00 | 734.58 | 4829.23 | 21.00 | 797.23 | 2139.73 | 0.02 | 8.53 | -55.69 | [0.00, 0.10] |
| 35 | 5  | 250 | 83  | 20.00 | 868.79 | 5973.13 | 21.90 | 964.69 | 2182.94 | 0.38 | 11.04 | -63.45 | [0.00, 0.10] |
| 36 | 6  | 300 | 100 | 23.00 | 972.84 | 6965.07 | 26.00 | 1119.85 | 2580.82 | 0.50 | 15.11 | -62.95 | [0.00, 1.00] |
| 37 | 6  | 300 | 100 | 23.00 | 981.08 | 7722.31 | 24.90 | 1132.60 | 2525.41 | 0.32 | 15.44 | -67.30 | [0.00, 1.00] |
| 38 | 6  | 300 | 100 | 24.00 | 859.21 | 5817.96 | 24.80 | 986.18 | 2669.39 | 0.13 | 14.78 | -54.12 | [0.00, 0.50] |
| 39 | 6  | 300 | 100 | 23.00 | 945.31 | 6775.22 | 26.70 | 1068.98 | 2511.11 | 0.62 | 13.08 | -62.64 | [0.00, 1.00] |

Total: 328.00 12425.62 82255.74 344.90 13651.70 28988.87 0.22 9.87 -64.76 -

NR and IT stand for number of routes and idle time, respectively. Intervals $I_{ΔNR}$ and $I_{ΔCost%}$ report the smallest and largest changes in $ΔNR$ and $ΔCost\%$, considering all depots in the instance. Instances were solved assuming $\alpha = 1$. 
FIGURE 3  Impact of synchronization on particular service providers using instances 28 (left) and 36 (right). (A) Instance 28. (B) Instance 36

TABLE 4  Numerical results for the self-imposed time windows strategy compared with the rescheduling strategies

| Runtime | ALNS-SITW | ALNS-SPFA-SDS | ALNS-SPFA-MDS |
|---------|------------|---------------|---------------|
|         | Avg.       | Best          | Avg. gap      | Best gap      | Avg. gap      | Best gap      |
| 600 s   | 13 651.69  | 13 402.29     | 15.74         | 13.07         | 21.43         | 17.19         |
| 8h      | 13 223.72  | 13 067.97     | -0.11         | -0.69         | -0.69         | -2.14         |
| 24h     | 13 189.53  | 13 055.10     | 0.45          | -0.79         | -2.14         |               |

A positive (negative) gap means that the results are worse (better) than those of ALNS-SITW. Instances were solved assuming $\alpha = 1$.

$\Delta_{NR}$ takes values smaller than or equal to 1 for all depots, $\Delta_{Cost\%}$ is not balanced. Differences between the two instances are probably due to the larger instance size and higher number of synchronization requirements in instance 36, in which up to six vehicles must perform their deliveries around the same time. Similar results can be observed when comparing other small and medium-sized instances with large ones.

6.6  Self-imposed time windows versus solution rescheduling

In this section, we compare the results obtained by ALNS using self-imposed time windows (ALNS-SITW) with those of ALNS using the feasibility checks to find a feasible schedule, both with simple delivery sequences (ALNS-SPFA-SDS) and multiple delivery sequences (ALNS-SPFA-MDS).

In a preliminary phase, we evaluated several SP algorithms that are used to prove the consistency of the STP, as explained in Section 4.2.1. The results showed that the stack-based algorithm LS detected negative cycles faster than the rest of the options in our particular instances, and the optimization algorithm therefore obtained better results (it could perform more iterations in the same runtime). For this reason, we use LS in the remainder of this section. Although LS is similar to BFM, it uses stacks instead of queues.

The solver that relies on rescheduling methods is slower than the self-imposed time windows approach, because the computational effort associated with the feasibility checks is relatively large. For this reason, we evaluate the algorithms with increasing runtimes (600 seconds, 8 hours, and 24 hours). Table 4 presents the aggregated average and best results for ALNS-SITW, ALNS-SPFA-SDS, and ALNS-SPFA-MDS. In the case of the solution rescheduling algorithms, we show the relative gap to the results obtained by ALNS-SITW. Detailed results can be found in the appendix (Tables A1-A3).

When the available runtime is short, ALNS-SITW provides the best results (both the average and the best gap are well above 10%). Also, ALNS-SPFA-SDS obtains better results than the ALNS-SPFA-MDS in this case, because managing multiple schedules is more time consuming than using a fixed one during the search. The gap closes when more computation time is available. For runtimes of 8 hours, ALNS-SITW still obtains better average results (gaps around 1%), but the ALNS-SPFA methods find better average best results (small gaps of $-0.11\%$ and $-0.69\%$), such that they appear able to find very good solutions in single runs, but they do not perform better in the average case. In addition, ALNS-SPFA-MDS outperforms ALNS-SPFA-SDS in both average and best results. For even longer runtimes (24 hours), ALNS-SITW is slightly better than the ALNS-SPFA-SDS in the average case (gap of $0.45\%$), but ALNS-SPFA-MDS now issues the best average results (gap of $-0.79\%$).
6.7 | Self-imposed versus fixed time windows

This section compares self-imposed time windows with fixed time windows, using ALNS as the optimization algorithm. Fixed time windows are known in advance and do not change during the execution of the program. As explained in Section 4.3, we evaluated both random time windows and proximity-based clustered time windows.

Table 5 reports, for each fixed time window, the average cost, the best cost, and the total idle time, all relative to the results of the self-imposed time windows approach. These latter values are available in Table 3. The methods using fixed time windows always obtain worse cost results than the self-imposed time windows algorithm, for both the average (gaps are 21.15% and 13.71%) and the best (gaps are 19.51% and 12.55%) results. The algorithm using hierarchical clustering obtains better results than the random time windows approach, as we expected, because customers located in close proximity have similar time windows.

Because the allowed idle time is modeled as a constraint, the actual value is not crucial as long as the solution remains feasible. However, idle time is much lower in both fixed time windows approaches, compared with the self-imposed time windows method. Adapting the time window during the search makes better use of the available time, stretching the time window as much as possible, and therefore larger idle times arise. Thus, our results show that total idle time is 25.56%-78.50% smaller in the customer-imposed time windows approach than in the self-imposed time windows, excluding instances 20 and 21 that do not require synchronization. The method using proximity-based clustered time windows obtains slightly smaller idle time reductions in general than the former one (17.11%-73.40%, depending on the instance).

6.8 | Influence of the maximum idle time

Next we evaluate the effect of varying the maximum idle time on solution quality. As explained in Section 4.1, we set the maximum idle time allowed at a customer location depending on the total service time duration at the customer and a parameter $\alpha$.

Table 6 summarizes the results for $\alpha \in \{0, 0.25, 0.50, 0.75, 1, 2, 3, 4, \infty\}$, where 0 means that all deliveries must uninterruptedly take place one after the other, and $\infty$ means that any amount of idle time is allowed. The values in between define the width of the time interval during which all deliveries must take place. For each value of $\alpha$, the table reports the aggregated results over the 20 large instances used in the previous sections. As expected, idle times are smaller when little or no idle time is allowed (smaller values of $\alpha$), but it also results in an increased number of routes and higher costs, because more vehicles...
TABLE 6  Influence of the maximum allowed idle time

| $\alpha$ | Num. routes | Avg. | Best | Total IT | Max. IT |
|----------|-------------|------|------|----------|--------|
| 0.00     | 520.00      | 19614.00 | 18294.00 | 0.00     | 0.00   |
| 0.25     | 426.60      | 17364.60 | 16372.20 | 8931.00  | 281.40 |
| 0.50     | 364.90      | 14675.40 | 14157.00 | 16369.20 | 562.80 |
| 0.75     | 353.20      | 14013.00 | 13611.00 | 22350.00 | 837.60 |
| 1.00     | 344.90      | 13651.80 | 13402.20 | 28987.80 | 1116.60|
| 2.00     | 328.70      | 12623.40 | 12256.60 | 55201.20 | 2206.80|
| 3.00     | 328.50      | 12548.40 | 12481.20 | 85415.40 | 3813.00|
| $\infty$ | 328.10      | 12493.80 | 12437.40 | 97892.40 | 4579.80|

A value of $\alpha \in [0, 4]$ allows a maximum idle time that equals $\alpha$ times the total service time expected at the customer location; $\alpha = \infty$ means that idle time is not restricted.

Figure 4 shows the aggregated results of the average cost and the total idle time as a percentage of the results obtained with $\alpha = \infty$. The largest differences regarding the solution cost emerge for small values of $\alpha$; if $\alpha < 1$, the average cost is 10%-60% higher than the case when no synchronization is enforced. However, values of $\alpha \in [1, 4]$ lead to solutions whose cost is closer to the model with no synchronization; for example, if $\alpha = 2$, the average cost is 3.45% higher than the nonsynchronized algorithm. Considering the idle times, the largest differences also happen when $\alpha = 0$, because idle times are nonexistent in that case. However, the differences in the total idle time do not decay as fast as the cost diminishes. For example, allowing a cost increase of 3.45% for $\alpha = 2$ leads to an idle time reduction of 43.61%, such that it is possible to obtain solutions with relatively small idle times without large sacrifices in the solution cost.

7 CONCLUSION

We have introduced and modeled a VRPSCDL. We argue that this approach is relevant to solve some shortcomings in urban freight transportation. In particular, we address applications in which customers await several deliveries shipped by different carriers, and these deliveries must take place in a compact way. This situation arises whenever shipments are needed at roughly the same time, for example, the construction industry, housing and decoration logistics, and event management.

Synchronization constraints are hard to handle by optimization algorithms due to the interdependence problem, which means that a change in a route can make other routes infeasible. Although VRPs with synchronization constraints have been studied in the past, there is a research gap in the synchronization of arbitrary number vehicles at the customer location. Moreover, we are among the first to address a new type of operation synchronization constraint, which imposes that all deliveries must happen within a non-predefined time interval. In addition, we also take into account resource synchronization, so that two deliveries cannot be served at the customer at the same time.

To tackle this problem, we investigate three methods to ensure that the solution remains feasible during optimization. The first consists of creating and managing a self-imposed time window for each delivery location. The second method uses a
state-of-the-art approach to determine if a plan has a feasible schedule, and uses it to reschedule deliveries at the customer location. The third simply assigns fixed time windows to customers. We present an ALNS metaheuristic for the VRPSCDL that uses one of these three methods to provide a solution with compact schedules at the delivery location, and provide two destroy operators for this problem.

When we evaluate our algorithm using standard benchmark instances for the VRP, the average gap from the optimum is 0.14%. We also show that the ALNS is equally effective and much faster than an exact commercial solver for small instances of the VRPSCDL. We evaluate the cost of synchronization, estimated as 9.13% on average for the set of test instances. Moreover, self-imposed time windows always provide better results than solution rescheduling (unless long runtimes of up to 24 hours are granted) and fixed time windows. Finally, we show that it is possible to achieve a good trade-off between cost and idle time by changing the length of the self-imposed time window. In addition, we provide new instances for the VRPSCDL based on realistic data, which we make available online.
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APPENDIX A: A SELF-IMPOSED TIME WINDOWS VERSUS SOLUTION RESCHEDULING

Tables A1–A3 give further detail about the results reported in Section 6.6 for varied running times (600 seconds, 8 hours, and 24 hours, respectively). Each table reports, for each instance, the number of depots, deliveries, and customer locations; the average and the best cost of ALNS-SITW; and the average and best gap obtained by each rescheduling strategy w.r.t. ALNS-SITW.

### TABLE A1
Results for the self-imposed time windows strategy compared with the rescheduling strategies running for 600 s

| #  | P  | n  | m  | ALNS-SITW | ALNS-SPFA-SDS | ALNS-SPFA-MDS |
|----|----|----|----|-----------|---------------|---------------|
|    |    |    |    | Avg       | Best          | Avg. Gap      | Best Gap      |
| 20 | 1  | 50 | 50 | 198.90    | 198.77        | 0.49          | 0.07          | 0.27          | 0.09          |
| 21 | 1  | 50 | 50 | 145.84    | 145.84        | 2.03          | 0.00          | 1.69          | 0.00          |
| 22 | 2  | 100| 69 | 412.23    | 408.13        | 0.50          | 0.18          | 1.88          | 0.30          |
| 23 | 2  | 100| 75 | 358.10    | 350.09        | 1.21          | 1.36          | 1.80          | 1.68          |
| 24 | 2  | 100| 65 | 411.48    | 408.59        | 1.23          | –0.02         | 1.56          | –0.34         |
| 25 | 3  | 150| 75 | 571.09    | 564.02        | 5.25          | 0.92          | 6.36          | 4.65          |
| 26 | 3  | 150| 75 | 576.96    | 570.73        | 2.16          | 0.54          | 2.65          | 1.71          |
| 27 | 3  | 150| 75 | 508.73    | 501.06        | 4.24          | 3.74          | 5.51          | 2.15          |
| 28 | 4  | 200| 66 | 692.99    | 673.43        | 12.96         | 8.86          | 23.99         | 18.69         |
| 29 | 4  | 200| 66 | 726.79    | 698.16        | 13.43         | 10.98         | 20.07         | 15.22         |
| 30 | 4  | 200| 66 | 655.55    | 647.19        | 11.70         | 10.30         | 13.04         | 10.53         |
| 31 | 4  | 200| 66 | 668.87    | 650.64        | 8.45          | 7.87          | 13.19         | 8.91          |
| 32 | 5  | 250| 83 | 782.84    | 767.19        | 23.60         | 19.52         | 34.67         | 28.50         |
| 33 | 5  | 250| 83 | 871.81    | 861.68        | 18.95         | 15.79         | 25.99         | 19.40         |
| 34 | 5  | 250| 83 | 797.23    | 778.00        | 20.97         | 18.72         | 30.34         | 23.15         |
| 35 | 5  | 250| 83 | 964.69    | 945.94        | 13.77         | 11.18         | 19.47         | 16.13         |
| 36 | 6  | 300| 100| 1119.85   | 1103.97       | 24.96         | 21.55         | 35.14         | 30.82         |
| 37 | 6  | 300| 100| 1132.60   | 1115.43       | 22.21         | 17.89         | 29.84         | 22.13         |
| 38 | 6  | 300| 100| 986.18    | 965.37        | 28.34         | 22.00         | 35.51         | 31.95         |
| 39 | 6  | 300| 100| 1068.98   | 1048.08       | 26.94         | 26.57         | 30.61         | 26.65         |
| Total | - | - | - | 13651.69 | 13402.29 | 15.74 | 13.07 | 21.43 | 17.19 |

Bolded entries indicate that the best known solution has been found.
### TABLE A2  Results for the self-imposed time windows strategy compared with the rescheduling strategies running for 8 h

| #  | p  | n  | m  | ALNS-SITW | ALNS-SPFA-SDS | ALNS-SPFA-MDS |
|----|----|----|----|-----------|---------------|---------------|
|    |    |    |    | Avg | Best | Avg. Gap | Best Gap | Avg. Gap | Best Gap |
| 20 | 1  | 50 | 50 | 198.79 | 198.77 | 0.05 | 0.00 | 0.06 | 0.00 |
| 21 | 1  | 50 | 50 | **145.84** | **145.84** | **0.00** | **0.00** | **0.00** | **0.00** |
| 22 | 2  | 100 | 69 | 407.86 | 406.36 | −0.57 | −1.10 | −0.51 | −0.86 |
| 23 | 2  | 100 | 75 | 353.85 | 349.03 | −1.10 | −1.21 | −1.26 | −0.59 |
| 24 | 2  | 100 | 65 | 409.15 | 407.79 | −0.71 | −0.99 | −1.26 | −1.80 |
| 25 | 3  | 150 | 75 | 562.08 | 557.04 | −1.04 | −0.97 | −0.92 | −1.92 |
| 26 | 3  | 150 | 75 | 566.13 | 562.64 | −0.14 | −0.78 | −0.49 | −0.72 |
| 27 | 3  | 150 | 75 | 499.90 | 496.57 | 0.48 | 0.03 | −0.63 | −1.03 |
| 28 | 4  | 200 | 66 | 673.42 | 669.22 | 2.22 | −0.55 | 1.26 | 0.41 |
| 29 | 4  | 200 | 66 | 688.34 | 671.22 | −0.46 | 0.38 | −1.44 | −2.20 |
| 30 | 4  | 200 | 66 | 633.14 | 623.90 | −0.39 | −0.52 | 0.30 | −1.30 |
| 31 | 4  | 200 | 66 | 642.05 | 639.04 | 0.48 | **−1.16** | 1.03 | −0.58 |
| 32 | 5  | 250 | 83 | 746.07 | 733.20 | 5.21 | 2.25 | 1.48 | 0.70 |
| 33 | 5  | 250 | 83 | 850.36 | 841.59 | 0.58 | −0.20 | −0.16 | −2.07 |
| 34 | 5  | 250 | 83 | 768.38 | 761.97 | 3.86 | 0.95 | 2.60 | 1.23 |
| 35 | 5  | 250 | 83 | 938.59 | 916.41 | −0.16 | −0.07 | −2.22 | −0.57 |
| 36 | 6  | 300 | 100 | 1077.06 | 1065.93 | 2.76 | 0.32 | 1.51 | −0.80 |
| 37 | 6  | 300 | 100 | 1088.83 | 1073.92 | 1.98 | 0.04 | 0.47 | −0.14 |
| 38 | 6  | 300 | 100 | 946.80 | 928.77 | 0.61 | −1.75 | 1.23 | −1.09 |
| 39 | 6  | 300 | 100 | 1027.09 | 1018.78 | 3.10 | 1.08 | 2.92 | −0.58 |
| Total | -  | -  | -  | 13223.72 | 13067.97 | 1.21 | −0.11 | 0.43 | −0.69 |

Bolded entries indicate that the best known solution has been found.

### TABLE A3  Results for the self-imposed time windows strategy compared with the rescheduling strategies running for 24 h

| #  | p  | n  | m  | ALNS-SITW | ALNS-SPFA-SDS | ALNS-SPFA-MDS |
|----|----|----|----|-----------|---------------|---------------|
|    |    |    |    | Avg | Best | Avg. Gap | Best Gap | Avg. Gap | Best Gap |
| 20 | 1  | 50 | 50 | 198.77 | 198.77 | 0.06 | 0.00 | 0.08 | 0.00 |
| 21 | 1  | 50 | 50 | **145.84** | **145.84** | **0.00** | **0.00** | **0.00** | **0.00** |
| 22 | 2  | 100 | 69 | 408.29 | 405.56 | −0.98 | −0.74 | −1.01 | −0.74 |
| 23 | 2  | 100 | 75 | 353.96 | 348.72 | −1.99 | −0.82 | −1.96 | −0.91 |
| 24 | 2  | 100 | 65 | 408.21 | 406.95 | −0.75 | −1.18 | −1.33 | −1.72 |
| 25 | 3  | 150 | 75 | 562.90 | 557.86 | −2.01 | −2.47 | −2.03 | −2.67 |
| 26 | 3  | 150 | 75 | 564.19 | 561.26 | −0.42 | −1.08 | −0.60 | −1.39 |
| 27 | 3  | 150 | 75 | 497.65 | 494.25 | −0.11 | −0.87 | −0.82 | −0.73 |
| 28 | 4  | 200 | 66 | 674.56 | 670.82 | 1.91 | −0.85 | 0.93 | −2.01 |
| 29 | 4  | 200 | 66 | 691.81 | 670.62 | −2.12 | −0.24 | −2.84 | −2.80 |
| 30 | 4  | 200 | 66 | 629.98 | 621.89 | −1.48 | −1.27 | −1.68 | −2.39 |
| 31 | 4  | 200 | 66 | 639.50 | 635.25 | 0.23 | −0.57 | 0.16 | −0.32 |
| 32 | 5  | 250 | 83 | 746.19 | 732.34 | 1.62 | 1.14 | 0.56 | −0.27 |
| 33 | 5  | 250 | 83 | 847.79 | 840.59 | 0.04 | −1.23 | −0.73 | −2.95 |
| 34 | 5  | 250 | 83 | 769.31 | 761.96 | 1.45 | **−1.00** | 1.15 | −0.30 |
| 35 | 5  | 250 | 83 | 925.15 | 915.49 | −0.28 | −0.93 | −0.69 | −2.78 |
| 36 | 6  | 300 | 100 | 1077.42 | 1067.24 | 2.82 | −3.14 | −1.19 | −3.04 |
| 37 | 6  | 300 | 100 | 1084.38 | 1071.79 | 0.14 | −1.54 | −1.24 | −4.25 |
| 38 | 6  | 300 | 100 | 943.44 | 932.86 | 1.65 | 0.21 | −2.86 | −4.81 |
| 39 | 6  | 300 | 100 | 1020.20 | 1015.04 | 2.79 | 1.28 | 0.67 | −1.36 |
| Total | -  | -  | -  | 13189.53 | 13055.10 | 0.45 | −0.82 | −0.79 | −2.14 |

Bolded entries indicate that the best known solution has been found.