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Visual Abstract

Significance Statement

Oscillatory neurons respond to synaptic input in complex ways that depend on the polarity, amplitude, and rate of the input, and intrinsic properties of the cell. As a result, neuromodulator inputs that activate voltage-gated ionic currents can have indirect and state-dependent effects. We show that when a target of neuromodulation is a transient ionic current, an additional layer of complexity of the response emerges in which the oscillation frequency and the indirect influence of other ionic currents shape the amplitude and temporal properties of the neuronal response to the modulator.
In oscillatory circuits, some actions of neuromodulators depend on the oscillation frequency. However, the mechanisms are poorly understood. We explored this problem by characterizing neuromodulation of the lateral pyloric (LP) neuron of the crab stomatogastric ganglion (STG). Many peptide modulators, including proctolin, activate the same ionic current (I_{MI}) in STG neurons. Because I_{MI} is fast and non-inactivating, its peak level does not depend on the temporal properties of neuronal activity. We found, however, that the amplitude and peak time of the proctolin-activated current in LP is frequency dependent. Because frequency affects the rate of voltage change, we measured these currents with voltage ramps of different slopes and found that proctolin activated two kinetically distinct ionic currents: the known I_{MI}, whose amplitude is independent of ramp slope or direction, and an inactivating current (I_{MI-T}), which was only activated by positive ramps and whose amplitude increased with increasing ramp slope. Using a conductance-based model we found that I_{MI} and I_{MI-T} make distinct contributions to the bursting activity, with I_{MI} increasing the excitability, and I_{MI-T} regulating the burst onset by modifying the postinhibitory rebound in a frequency-dependent manner. The voltage dependence and partial calcium permeability of I_{MI-T} is similar to other characterized neuromodulator-activated currents in this system, suggesting that these are isoforms of the same channel. Our computational model suggests that calcium permeability may allow this current to also activate the large calcium-dependent potassium current in LP, providing an additional mechanism to regulate burst termination. These results demonstrate a mechanism for frequency-dependent actions of neuromodulators.
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**Introduction**

Neuron and network activity is tuned by neuromodulators that influence neuronal excitability and synaptic function, often through G-protein-coupled receptor signaling (Marder, 2012; Nadim and Bucher, 2014; Burke and Bender, 2019). An important aspect of this is the modulation of the gating properties of voltage-gated ion channels. The effect of activation or modulation of a voltage-gated current on the activity and response properties of a neuron depends on the complement, magnitude, and temporal trajectory of other currents, as neuron output is shaped by complex nonlinear interactions of multiple ionic mechanisms and their dependence and effect on the membrane potential (Taylor et al., 2009). As such, the contribution of each voltage-gated ionic current critically depends on the voltage trajectory, i.e., both the range of the membrane potential and its time-dependent changes, which are in turn influenced by synaptic inputs.

This dependence is particularly apparent in rhythmically active neurons. For example, thalamocortical neurons produce bursting oscillations arising from the T-type calcium current (I_{CaT}), but only when the baseline membrane potential is hyperpolarized (Steriade and Contreras, 1995; Amarillo et al., 2014). Additionally, responses of bursting neurons critically depend on strength, frequency, short-term plasticity, and temporal trajectory of their synaptic input (Martinez et al., 2019). In many circuits, neurons burst on rebound from synaptic inhibition (Huguenard and McCormick, 2007; Bucher et al., 2015). The shape and strength of inhibitory input to such a neuron would produce very different effects if the rebound were because of a persistent current such as the persistent sodium current (I_{NaP}), a transient current such as I_{CaT}, or a hyperpolarization-activated current such as I_{h}. While persistent currents show little dependence on the history of activity, the voltage and time dependence of channel inactivation makes the contribution of transient currents dependent on oscillation frequency and prior activation (Baukrowitz and Yellen, 1995; Roep et al., 1997; Armstrong and Roberts, 2001; Carter and Bean, 2011).

Interactions between ionic currents and the amplifying or inhibitory effects of neuromodulators on individual currents can generate great flexibility in circuit operation. However, because of the complexity of such interactions, neuromodulation of any individual ionic current may produce effects that are not easily predictable. Here, we explored how the actions of neuromodulators may depend on the membrane potential trajectory of the target neuron and on the frequency of inputs it receives in an oscillatory network.

Neuromodulation has been extensively studied in oscillatory circuits such as the central pattern generators (CPGs) of the brain stem respiratory system (Doi and Ramirez, 2008; Ramirez and Baertsch, 2018), and the crustacean stomatogastric nervous system (STNS; Marder and Bucher, 2007; Stein, 2009; Daur et al., 2016), where a multitude of neuromodulators influence circuit activity patterns. The crustacean pyloric circuit...
is a well-studied CPG that produces oscillations in a broad range of frequencies. Pyloric oscillations are driven by pacemaker neurons that drive all follower neurons with strong inhibitory synapses. The follower neurons rebound from this inhibition because of strong periodic inhibitory input and fires bursts of action potentials on rebound from inhibition. Among the best studied neuropeptide modulators of the pyloric circuit is proctolin, which activates the modulator-activated inward current, $I_{MI}$, in all but one pyloric neuron type (Swensen and Marder, 2001), including the lateral pyloric (LP) neuron. To address whether the actions of proctolin on the follower LP neuron vary dependent on circuit frequency, we used a variety of voltage-clamp paradigms. We measured the current–voltage ($I-V$) relationship of proctolin-activated currents with voltage ramps of different slopes that correspond to LP depolarization rates at different cycle periods, which roughly correspond to different cycle periods (Extended Data Fig. 1-1). The same color-code for slopes is used for all figures with purple colors for positive (+) ramps and green colors for negative (−) ramps.

Meanwhile, the modulatory current in turn influences the voltage trajectory.

Among the best studied neuropeptide modulators of the pyloric circuit is proctolin, which activates $I_{MI}$ in all but one pyloric neuron type (Swensen and Marder, 2001), including the lateral pyloric (LP) neuron. To address whether the actions of proctolin on the follower LP neuron vary dependent on circuit frequency, we used a variety of voltage-clamp paradigms. We measured the current–voltage ($I-V$) relationship of proctolin-activated currents with voltage ramps of different slopes that correspond to LP depolarization rates at different cycle periods, and used realistic LP neuron waveforms applied at different cycle frequencies. We found that the proctolin-activated current is more complex than previously determined and contains an inactivating component. Using a computational model, we explored the possible role of this inactivating component and show that its frequency dependence can produce state-dependent effects at the circuit level.
Materials and Methods

Solutions

*Cancer borealis* saline contained the following: 440 mM NaCl, 26 mM MgCl₂, 13 mM CaCl₂, 11 mM KCl, 10 mM Tris base, and 5 mM maleic acid, buffered to pH 7.4–7.5. Custom synthesized Proctolin (RS Synthesis, sequence RYLPT) was dissolved in distilled water and stored as 10⁻³ M aliquots at −20°C. Immediately before usage, proctolin stock was diluted in saline to a final concentration of 10⁻⁶ M. To prevent neurons from spiking during voltage-clamp experiments, we added 10⁻⁷ M tetrodotoxin (TTX; Alomone Labs), stored as 10⁻⁴ M stock solution in distilled water at 4°C, to the saline to block voltage-dependent Na⁺ currents. In some experiments, we added 2 × 10⁻⁴ M Ca²⁺ to the saline to block Ca²⁺ channels (Golowasch and Marder, 1992).

Electrophysiology

Male Jonah crabs (*C. borealis*) were anesthetized by placing them in ice for at least 30 min. Their STNSs were dissected as described previously (Gutierrez and Grashow, 2009) and pinned dorsal side up in a Sylgard (Ellsworth Adhesives) lined Petri dish. The sheath around the stomatogastric ganglion (STG) was removed with fine tungsten capillaries with filament and filled with 0.6M K₂SO₄ to measure proctolin-activated currents in the soma of the neuron. The STG was constantly perfused with 10⁻³ M saline.

We recorded the pyloric rhythm for cell identification with stainless steel pin electrodes inside Vaseline wells built around the lateral ventricular nerve (*lvn*). Extracellular electrodes were connected to a differential AC amplifier (Model 1700, AM Systems). LP was identified by matching its intracellularly recorded activity to the extracellularly recorded pyloric rhythm (Fig. 1A).

To measure the proctolin-activated currents, we recorded the LP neuron at −80 mV and ramped its voltage symmetrically from −80 to +20 mV [positive (+) ramp] and back to −80 mV [negative (−) ramp] with different slopes (Swensen and Marder, 2000; Garcia et al., 2015; Fig. 1D, left). We repeated each triangular ramp five times with 5 s intervals in between, during which time the cell was held at −80 mV. In these measurements, we assumed fast activation of the proctolin currents (Golowasch and Marder, 1992), and assumed that the current measured in the negative ramp excluded currents that inactivated during the positive ramp. Since the proctolin current is a difference current, unmodulated currents are removed by the subtraction and do not contribute to either of the thus measured currents on the positive or negative ramps. To measure the proctolin-activated current in the absence of Ca²⁺ as done previously (Golowasch and Marder, 1992), we blocked Ca²⁺ with 200 μM Cd²⁺ (Sigma-Aldrich), added to the saline both in control and in the presence of proctolin.

To ensure complete exclusion of the inactivating proctolin currents during the negative ramp *I-V* relationship, in some experiments we used the same voltage range and slopes as before but held the voltage at +20 mV between the positive and negative ramps. Additionally, these ramp-and-hold waveforms were repeated until the *I-V* relationships reached a steady state. Thus, in these experiments the positive and negative ramps each contributed to 25% of one stimulus cycle; after the positive ramp, the voltage was held at +20 mV for 25% of the cycle, and after the negative ramp at −80 mV for 25% of the cycle, and this waveform scaled with ramp slope (Fig. 1D, right). Each ramp-and-hold stimulus was repeated 30 times.

We also measured *I Proc* with realistic LP neuron voltage waveforms. A realistic unitary waveform was obtained by recording a typical LP neuron cycle of activity, averaging 10 cycles, and scaling the voltage so that the slow-wave amplitude ranged from −60 to −20 mV (Fig. 1B). The unitary waveform was applied periodically (for 20 cycles with cycle periods between 250 ms and 2 s, depolarization rates are listed in Extended Data Fig. 1-1) to the voltage-clamped LP neuron in control and proctolin-containing saline. The same realistic unitary waveform was used in all experiments.

Data were discarded if the LP neuron input resistance dropped below 5 MΩ during the experiment, if electrode offset was greater than ±5 mV at the end of the experiment, or if no inward difference current was present at the peak of the realistic waveforms.
All data were analyzed with custom written MATLAB scripts. Raw traces were first smoothed with a Savitzky–Golay filter (polynomial order: 5; frame length: 51 for V, 101 for I). Then, we subtracted the currents measured in control condition from the currents measured in the presence of proctolin to get the proctolin currents $I_{\text{Proc}}$. We averaged the last three stimulation cycles for the ramp stimulations, and the last five cycles for the ramp-and-hold stimulations. We fitted the averaged $I_{\text{Proc}}$ separately for the positive ramps and negative ramps with a logistic equation:

$$I_{\text{Proc}} = \frac{g \cdot (V - E_{\text{rev}})}{1 + \exp\left(-\frac{V - V_{1/2}}{k}\right)},$$

where $V$ is the membrane potential, $g$ the maximal conductance, $E_{\text{rev}}$ the reversal potential, $V_{1/2}$ the half-maximal...
activation voltage, and \( k \) the activation slope factor. We then used these fits to identify the maximum inward current (\( I_{\text{max}} \)) and the corresponding voltage (\( V_{\text{Imax}} \)) at \( I_{\text{max}} \) at different slopes (Fig. 2B, C).

To calculate the time constant for the slow inactivation, we fitted the normalized, integrated \( I_{\text{Proc}} \) across the 30 ramp-and-hold sweeps with an exponential decay function:

\[
I_{\text{Proc}}(t) = (I_{\text{Proc}}(t_0) - I_{\text{Proc}}(\infty)) \cdot \exp(-\lambda \cdot t) + I_{\text{Proc}}(\infty),
\]

where \( t \) is time and \( I_{\text{Proc}}(t_0) \) and \( I_{\text{Proc}}(\infty) \) are, respectively, the initial and steady state value of \( I_{\text{Proc}} \).

To measure \( I_{\text{Proc}} \) acquired with the realistic waveform stimulations, the current was baseline subtracted and filtered (Savitzky–Golay filter, polynomial order: 3, frame length: 901). Baseline current was measured as the average current in the 2 s before the start of stimulation. \( I_{\text{Proc}} \) was averaged for the last five cycles of stimulation, and we obtained \( I_{\text{max}} \) as well as the phase of \( I_{\text{max}} \) with LP trough potential as reference.

All statistical analyses were performed in SigmaPlot 12.0 (Systat Software). For parameters obtained from ramp and ramp-and-hold stimulations, we used two-way repeated measures ANOVA (RM ANOVA) to test for effects of ramp slope (in mV/s: 50, 100, 200, 400), ramp direction (positive, negative), and interaction between the two factors. For the maximum inward current and phase of the maximum inward current obtained from realistic waveform stimulations, as well as the ratio of slow inactivation across ramps, we used one-way RM ANOVA. To compare changes in \( I_{\text{max}} \) between normal and Cd\(^{2+}\)-saline we used Tukey’s post hoc test for all pairwise comparisons. Data passed all tests for normality (Shapiro–Wilk) and equal variance (Levene’s test) unless noted otherwise. Significance level is \( \alpha = 0.05 \). Results of statistical tests and raw data are provided in Extended Data Figures 2-1, 3-1, 3-2, 4-1, 5-1, 7-1, 8-1, 8-2, 8-3, and 2-2, 3-3, 4-2, 5-2, 7-2, 8-4, 8-5, 8-6, 9-1, respectively. An overview of the statistical tests is provided in Table 1.

### Modeling the voltage-clamp currents

The previously identified persistent current activated by proctolin has been found to be the same current as the persistent inward current activated by other modulators (Golowasch and Marder, 1992; Swensen and Marder, 2000) and thus later named the modulator-activated...
inward current, \( I_{\text{MI}} \). Here, the steady-state \( I_{\text{proc}} \) was modeled as a sum of two currents, the persistent current \( I_{\text{p}} \) and a transient current \( I_{\text{MI-T}} \):

\[
I_{\text{proc}} = I_{\text{p}} + I_{\text{MI-T}}
\]

\[
I_{\text{p}} = g_{\text{p}}m_{\text{p}}g_{\text{m}}m_{\text{p}}(V - E_{\text{m}})
\]

\[
I_{\text{MI-T}} = g_{\text{MI-T}}m_{\text{MI-T}}(V - E_{\text{m}})
\]

where the kinetic variables (\( m_{\text{p}}, m_{\text{MI-T}}, \) and \( h_{\text{MI}} \))—denoted as \( x \)—obeyed standard Hodgkin–Huxley style kinetics:

\[
\frac{dx}{dt} = \frac{x_{\infty}(V) - x}{\tau_x(V)}.
\]

The parameters for the model are provided in Table 2. The slowly decaying current was modeled by modeling \( I_{\text{p}} \) as a (putative) calcium current using the Goldman–Hodgkin–Katz formalism:

\[
I_{\text{Ca}} = P_{\text{Ca}}m_{\text{Ca}}h_{\text{Ca}}F\left( \frac{[\text{Ca}^\text{out}e^{-i} - [\text{Ca}^\text{in}]}{e^{-i} - 1} \right)
\]

\[
\xi = \frac{z_{\text{Ca}}M_{\text{v}}F}{R}V
\]

where \( P_{\text{Ca}} \) is the total permeability of the current, \( m_{\text{Ca}} \) and \( h_{\text{Ca}} \) are activation and inactivation variables obeying Equation 1, \( V \) is the volume of the microdomain influencing the current, \( F \) is Faraday’s constant, \( R \) is the universal gas constant and \( T \) is temperature. [\text{Ca}] is the calcium concentration outside (out) and inside (in) the cell. The internal calcium concentration obeyed the equation

\[
\frac{d[\text{Ca}^\text{in}]}{dt} = \frac{[\text{Ca}^\text{in}]}{\tau_{\text{Ca}}} - \frac{P_{\text{Ca}}F\cdot M_{\text{v}}\cdot P_{\text{Ca}}}{z_{\text{Ca}}M_{\text{v}}F}I_{\text{Ca}}.
\]

where \( I_{\text{Ca}} \) denotes the total calcium current flowing into the cell (in this case, \( I_{\text{Ca}} = I_{\text{p}} + I_{\text{MI-T}} \) and \( [\text{Ca}^\text{in}] \) denotes the steady state calcium concentration inside the cell, and \( P_{\text{Ca}} \) is the maximal per cluster permeability of \( I_{\text{Ca}} \) and \( P \) is the total permeability over all clusters of interest (Taylor et al.,

2009). The parameters of \( I_{\text{MI-T}} \) were \( P_{\text{Ca}} = 0.014 \text{ cm/s}, \)

\( T = 283.15 \text{ K}, \) \([\text{Ca}^\text{out}] = 13 \text{ mm}, \) \( P_1 = 1.1675 \text{ } \mu \text{m}^3/\text{s}, \)

\( P = 0.0369 \text{ cm/s}, \) \( V = 6.49 \text{ } \mu \text{m}^3, \) \([\text{Ca}^\text{in}] = 0.02 \text{ mm,} \)

\( h_{\infty}(\text{Ca}) = 1/(1 + ([\text{Ca}]/0.015)^4) \) and \( r_{\text{Ca}} = 12 \text{ s}. \)

The LP model neuron

**LP model implementation**

An LP inspired model was adapted from Taylor et al. (2009), reduced to two compartments: a soma/neurite and an axon. We built this model explicitly as a two-compartment model rather than using neuron’s in-built compartmentalization process. The two compartments were each built to have a diameter and length of 200 \( \mu \text{m} \) and were coupled with a conductance of 0.15 \( \mu \text{S} \). The soma/neurite currents included were \( I_{\text{leak}}, I_{\text{Na}}, I_{\text{Ca}}, I_{\text{K(Ca)}}, I_{\text{MI}} \), and \( I_{\text{MI-T}} \). Intracellular calcium accumulation was tracked in the soma/neurite compartment according to Equation 3. The ionic currents included in the axon were \( I_{\text{leak}}, I_{\text{Na}}, \) and \( I_{\text{K}} \). Except for \( I_{\text{Ca}} \), all currents were modeled in the standard Hodgkin–Huxley formalism as:

\[
I_x = g_xm_x^2h_x(V - E_x),
\]

where \( X \) denotes the current name, \( E_x \) is the reversal potential and \( m_x \) and \( h_x \) respectively denote the current activation and inactivation (obeying Eq. 1) with appropriate powers, \( a \) and \( b \). \( I_{\text{Ca}} \) was modeled as in Equation 2. The reversal potentials (in \( \text{mV} \)) for the ionic currents were set to \( E_{\text{Na}} = 50, E_{\text{K}} = E_{\text{A}} = -80, E_{\text{leak}} = -55, E_{\text{MI}} = -10, E_{\text{MI-T}} = -16. \) The maximal conductances (in \( \mu \text{S/mm}^2 \)) were set to \( g_{\text{Na}} = 59.68, g_{\text{K}} = 17.90, g_{\text{leak,axon}} = 0.199, g_{\text{A}} = 0.059, g_{\text{R}} = 0.318, g_{\text{K(Ca)}} = 0.159, g_{\text{MI}} = 0.283, g_{\text{MI-T}} = 2.83, \) and \( g_{\text{leak,S/N}} = 0.795. \) The conductances of \( g_{\text{MI}} \) and \( g_{\text{MI-T}} \) were adjusted as described in the figure legends. The membrane capacitance (in \( \mu \text{F/cm}^2 \)) was set to 0.795 (axon) and 3.183 (soma/neurite). The parameters of \( I_{\text{Ca}} \) were \( P_{\text{Ca}} = 0.00187 \text{ cm/s}, \)

\( T = 283.15 \text{ K}, \) \([\text{Ca}^\text{out}] = 13 \text{ mm}, \) \( P_1 = 1.168 \text{ } \mu \text{m}^3/\text{s}, \) \( P = 0.0467 \text{ cm/s}, \)

\( V = 6.49 \text{ } \mu \text{m}^3. \) The equations for the ionic currents are given in Table 3.

Inhibitory synaptic input was modeled as a symmetric triangular conductance waveform with a duty cycle of 0.5, a maximum value of 1 \( \mu \text{S/mm}^2 \) and a reversal potential of \(-80 \text{ mV}\). The model was then manually tuned to produce an LP-like voltage waveform.

**Frequency effects on the model LP neuron**

Modulatory receptors are thought to be localized far away from the soma (Golowasch and Marder, 1992). It is reasonable to assume that, in a voltage-clamp experiment, voltages in distal compartments are different from the somatic clamped voltage. To account for this, we shifted the voltage dependencies of equations describing the parameters of \( I_{\text{MI-T}} \) in our model LP neuron. This shift was estimated by adjusting the model for the steady state ramp-and-hold to respond as if \( I_{\text{MI}} \) and \( I_{\text{MI-T}} \) were expressed in a compartment \(-0.3 \text{ ms} \) length constants away from the soma, rather than in the soma (fitting not shown). All simulations of the

---

*Table 2: Parameters of the steady-state model of the proctolin-activated current*

| Variable/parameter | Value |
|--------------------|-------|
| \( g_{\text{MI}}, g_{\text{MI-T}} \) (nS) | 0.125, 1.00 |
| \( E_{\text{MI}}, E_{\text{MI-T}} \) (mV) | 35, 24 |
| \( m_{\text{MI-in}}(V) \) | \( S\left(\frac{v + 19}{18}\right) \) |
| \( \tau_{\text{M}}(V) \) | 2 |
| \( m_{\text{MI-T-in}}(V) \) | \( S\left(\frac{v + 11.8}{12}\right) \) |
| \( \tau_{\text{M-T}}(V) \) | \( \frac{2 + 150}{\cosh\left(\frac{v + 20}{4}\right)} \) |
| \( h_{\text{MI,T-in}}(V) \) | \( S\left(-\frac{v + 40}{7}\right) \) |
| \( \tau_{\text{M-T}}(V) \) | \( \frac{100 + 600}{\cosh(0.1(v + 30)) + 200(0.2(v + 30))} \) |

In this table, \( S(x) \) denotes the logistic sigmoid function \( 1/(1 + e^{-x}) \). Time constants are in milliseconds.
activated a fast voltage-dependent persistent inward current in pyloric neurons demonstrated that multiple peptides may activate additional currents in pyloric neurons that would allow their modulatory effect to be sensitive to the frequency of oscillations and thus increase the dynamic range of neuromodulatory responses of these cells.

In Table 3, \( S(x) \) denotes the logistic sigmoid function \( 1/(1 + \exp(-x)) \), \( f^+(x) \) denotes the positive part of \( f(x) \) (with the negative portions set to 0), voltage \( v \) is in mV, intracellular calcium concentration \( [\text{Ca}^{2+}]_\text{i} \) is in millimolar, and time constants \( \tau_m, \tau_h \) are in milliseconds.

model LP neuron were done with these shifted values (Table 3).

| Equation | \( m \) | \( r_m \) | \( h \) | \( r_h \) | Compartment |
|----------|--------|--------|--------|--------|-------------|
| \( I_A \) | \( m^2h \) | \( \frac{v + 54}{10} \) | 15 | \( \frac{v + 60}{5} \) | 100 | Soma/neurite |
| \( I_{Ca} \) | \( m^2h \) | \( \frac{v + 45}{15} \) | 2 + 2S(\( \frac{v + 40}{20} \)) | \( - \text{Ca}^{2+} \) | 12.57 | 100 | Soma/neurite |
| \( I_h \) | \( m^2h \) | \( \text{tanh}^+ \left( \frac{v + 58}{10} \right) \) | 200 | - | - | - | Soma/neurite |
| \( I_{K(Ca)} \) | \( m \) | \( \frac{v + 45.5}{2} \) | 1 + \( \frac{0.00715}{[\text{Ca}^{2+}]_\text{i}} \) | \( \frac{1}{1 + (0.03)} \) | 100 | Soma/neurite |
| \( I_{Mi} \) | \( m \) | \( \frac{v + 19}{18} \) | 2 | - | - | - |
| \( I_{Mi-T} \) | \( m^2h \) | \( \frac{v + 25.5}{4.8} \) | 2 + \( \frac{150}{\cosh \left( v/56 \right)} \) | \( \frac{v - 28}{7.7} \) | 5 | Soma/neurite |
| \( I_{Na} \) | \( m^2h \) | \( v + 18 \) | 12.25 | 2 | \( \frac{v - 23}{5} \) | 14S(\( \frac{v - 23}{5} \)) | Axon |
| \( I_K \) | \( m^4 \) | \( \frac{v + 23}{12} \) | 2 + 14S(\( \frac{v + 23}{5} \)) | - | - | - | Axon |

In this table, \( S(x) \) denotes the logistic sigmoid function \( 1/(1 + \exp(-x)) \), \( f^+(x) \) denotes the positive part of \( f(x) \) (with the negative portions set to 0), voltage \( v \) is in mV, intracellular calcium concentration \( [\text{Ca}^{2+}]_\text{i} \) is in millimolar, and time constants \( \tau_m, \tau_h \) are in milliseconds.

The amplitude of \( I_{\text{Proc}} \) is sensitive to the slope and direction of voltage ramps

During an ongoing pyloric rhythm, the LP neuron membrane potential expresses slow-wave oscillations in time with the pyloric rhythm (Fig. 1A). We approximated the LP neuron waveform (Fig. 1B) slow-wave depolarization slope at different cycle periods (Fig. 1C) and measured the proctolin-activated current \( I_{\text{Proc}} \) with ramp voltage protocols with corresponding slopes (Fig. 1D; Extended Data Fig. 1-1; see Materials and Methods).

With both positive and negative voltage ramps, proctolin elicited a voltage-gated inward current \( I_{\text{Proc}} \), which had a similar appearance for all ramp slopes (Fig. 2A). However, the maximum magnitude \( I_{\text{max}} \) of \( I_{\text{Proc}} \) was larger on the positive ramp than on the negative ramp. Furthermore, the magnitude of the current was sensitive to the slope of the positive ramp, with larger slopes eliciting larger currents (Fig. 2; raw difference currents of one example experiment in A, corresponding \( I-V \) curves with fits in B, quantification in C). For the negative ramp, \( I_{\text{max}} \) was mostly independent of slope value, except for the largest slope of 400 mV/s. Additionally, the voltage \( V_{\text{max}} \) at which \( I_{\text{max}} \) was attained was more depolarized for larger slopes on the positive ramp, and less so on the negative ramp (Fig. 2C; two-way RM ANOVA results in Extended Data Fig. 2-1). Together, these data suggested that \( I_{\text{Proc}} \) includes both a persistent and a transient (inactivating) component. Both components activated with the positive ramp, but the negative ramp elicited mostly the persistent component because, by this time, the other component had inactivated. The presence of these two components would explain (1) the difference between the current amplitudes on the positive and negative ramps; (2) the slope dependence of the current amplitude on the

Results

Previous measurements of peptide neuromodulation of pyloric neurons demonstrated that multiple peptides activate a fast voltage-dependent persistent inward current, \( I_{\text{mi}} \) (Swensen and Marder, 2000), which was first characterized as a proctolin-activated current in the LP neuron (Golowasch and Marder, 1992). Here, we explored the possibility that modulatory neuropeptides may activate additional currents in pyloric neurons that would allow their modulatory effect to be sensitive to the frequency of oscillations and thus increase the dynamic range of neuromodulatory responses of these cells.
positive ramps; (3) the fact that the largest negative ramp slope also revealed a larger current compared with other negative ramps, likely because of incomplete inactivation of the transient component; and (4) the shift of $V_{\text{max}}$ to more depolarized values for larger slopes because with these more depolarized voltages are reached in a shorter amount of time, before complete inactivation of the transient component.

The component of $I_{\text{Proc}}$ measured with negative ramps was (mostly) independent of ramp slope and qualitatively matched the previously described $I_{\text{Mi}}$ (Golowasch and Marder, 1992; Swensen and Marder, 2000; Goaillard et al., 2009; Gray and Golowasch, 2016). Therefore, we will refer to this persistent component as $I_{\text{Mi}}$, and to the inactivating (transient) component as $I_{\text{Mi-T}}$. Thus, the negative ramp current consists primarily of $I_{\text{Mi}}$, whereas the positive ramp current consists of $I_{\text{Mi}} + I_{\text{Mi-T}}$.

$I_{\text{Proc}}$ has an additional, slow inactivating component

In the ramp measurements (Fig. 2), we allowed a 5 s time interval between ramps, so that the currents...
measured could recover from any inactivation. Hence, there was little difference between currents in subsequent identical ramp measurements. However, in normal biological conditions, the pyloric rhythm is active continuously and, therefore, $I_{\text{Proc}}$ would be at some steady-state level of inactivation. To measure the steady-state levels of $I_{\text{MI}}$ and $I_{\text{MI-T}}$, we applied symmetric ramp-and-hold stimuli repetitively for 30 cycles in a separate set of experiments (Fig. 3A). We switched to a ramp-and-hold protocol, expecting that the addition of a depolarized hold interval between the positive and negative ramp would allow for full inactivation of any inactivating component and, therefore, a better separation of $I_{\text{MI}}$ and $I_{\text{MI-T}}$.

The repeated depolarization in this longer protocol revealed a clear slow reduction in the amplitude of the total current (Fig. 3; raw difference currents across all sweeps of one experiment in A, initial and steady state sweeps of the same experiment in B, quantification of the levels of slow inactivation in C and of the time course in D). We refer to the response to the first depolarizing ramp-and-hold stimulus in each run as the initial state, and to the average of the last five responses as steady state (Fig. 3A, B, C, D).

**Figure 4.** Steady-state levels of the proctolin-activated currents elicited by a periodic ramp-and-hold stimulus depend on ramp slope and direction. A, Proctolin-activated currents ($I_{\text{Proc}}$) in response to the last three of 30 sweeps of ramp-and-hold stimuli with different slopes (color-coded). Data are from the same experiments as Figure 3A. B, Steady-state $I$-$V$ curves for different ramp slopes (color-coded) from one experiment (same experiment as in A). Gray lines show raw current recordings, colored lines show logistic fits that were used to smoothe the raw data. C, Quantitative analysis of $I_{\text{max}}$ (left) and $V_{\text{Imax}}$ (right) for different ramp slopes and ramp directions ($N=10$). Dots represent data from individual experiments. $I_{\text{max}}$ is sensitive to ramp slope on the $+$ ramp but not to the $-$ ramp (two-way RM ANOVA; Table 1; results in Extended Data Fig. 4-1). Asterisks indicate significant differences between slopes within the same direction, daggers indicate significant differences between directions within the same slope at $\alpha=0.05$. n.s. indicates no significant changes.
The distinction between the positive and negative ramp currents was present both in the initial state and at steady state (Fig. 3A, B). The first stimulus produced a current that was comparable to the currents we measured with triangular ramps and analyzed in Figure 2, and therefore we do not repeat that analysis here. To quantify the slow change, we measured the average inward current amplitude during each stimulus (Fig. 3A, gray dots connected by lines). A comparison of the initial response amplitude with that at steady state showed a slope-dependent reduction in amplitude for all ramp slopes (Fig. 3C; statistical comparisons in Extended Data Fig. 3-1). Note that this reduction in amplitude was very slow, in the range of several seconds (Fig. 3D) and therefore distinct from the fast inactivation effect that distinguished the positive and negative ramp currents. The time constant of the reduction of the current amplitude at this slow timescale did not depend on the steepness of the ramp slope (ANOVA on ranks; results in Extended Data Fig. 3-2).

We explored the effect of ramp slopes at steady state (Fig. 4, raw difference currents of three steady state cycles of one experiment in A, corresponding I-V curves with fits in B, quantification in C) as in the triangular ramp experiments without a depolarized hold interval. Generally, the steady-state I-V curves showed the same slope and directional dependencies as in the simple ramp currents described in Figure 2 (Fig. 4B, C; two-way RM ANOVA results in Extended Data Fig. 4-1), with one exception: \( I_{\text{max}} \) and \( V_{\text{Imax}} \) values at steady state on the negative ramp no longer showed slope dependence, probably because this difference was due to incomplete inactivation of the transient component with the triangular ramps.

Together, these findings led to two conclusions. First, \( I_{\text{Proc}} \) has a slowly inactivating component, with a time constant of several seconds, that diminishes the total current activated and measured across frequently repeated stimuli until it reaches stable levels at steady state. Second, even at steady state, \( I_{\text{Proc}} \) has a persistent component (\( I_{\text{MI}} \)) and a component that inactivates rapidly during depolarizing ramps (\( I_{\text{MI-T}} \)).

The amplitude of \( I_{\text{Proc}} \) is sensitive to the cycle period of the pyloric rhythm

The I-V curves revealed that \( I_{\text{Proc}} \) was most sensitive to the depolarizing slope. Because the pyloric rhythm operates over a large range of cycle periods (Bucher et al., 2005), and the shape of the voltage waveform (e.g., rising
and falling slopes) is influenced by this period, the size of the inward current activated by proctolin would also be expected to be influenced by the period. We, therefore, measured how the cycle period of the LP waveform influenced the total current activated by proctolin. To do so, we repeatedly played back a prerecorded LP voltage waveform scaled to, and applied at, different cycle periods in the voltage-clamped LP neuron, in control and in the presence of proctolin, and measured $I_{\text{Proc}}$ as the difference current (Fig. 5A).

Based on our ramp and ramp-and-hold measurements we expected that $I_{\text{Proc}}$ would increase with increasing waveform cycle frequency (or shorter cycle period), which corresponds to an increase in its depolarization slope. There was a small increase in the average $I_{\text{Proc}}$ amplitude as cycle frequency was increased up to 2 Hz (Fig. 5B), but this increase was not observed in every experiment (Fig. 5Aii). Surprisingly, and contrary to our expectation from the ramp measurements, the peak $I_{\text{Proc}}$ value ($I_{\text{max}}$) was significantly smaller for the highest frequency tested (4 Hz; Fig. 5Bii; RM ANOVA results in Extended Data Fig. 5-1). Finally, the phase (peak time relative to the trough potential divided by period) at which $I_{\text{max}}$ was measured at each period got slightly but significantly delayed at the higher cycle frequencies (Fig. 5Bii).

$I_{\text{MI-T}}$ explains the observed frequency dependence of proctolin effects

Our findings so far led to three observations on $I_{\text{Proc}}$ in the LP neuron. (1) Ramps activate a current whose amplitude depends on the steepness and sign of the slope. (2) Realistic waveforms produce a current whose amplitude somewhat increases with increasing cycle frequencies (and thus larger positive slopes) up to 2 Hz but decreases...
at the highest frequency tested (4 Hz) in contrast to what is predicted from the ramp experiments. (3) The size of the current decreases gradually to a steady state over a timescale of several seconds when stimuli are repeated at frequencies consistent with pyloric cycle frequencies. To see how these observations could be explained by proctolin activating voltage-dependent currents, we resorted to computational modeling. We first examined the steady-state effects of the ramp-and-hold protocols. We found that the steady-state slope-dependent effects of the data could be explained assuming that proctolin activated two voltage-gated currents (Fig. 6A). This match required that at least one of the two currents (which we have referred to as $I_{MI-T}$) be an inactivating current but could not be explained with a single persistent inward current that has been previously described (Golowasch and Marder, 1992; Swensen et al., 2000).

However, a simple division of $I_{Proc}$ into a persistent and an inactivating component did not explain the second observation. As described above, the measurement of $I_{Proc}$ using realistic LP neuron voltage waveform protocols (slow-wave oscillation range $-80$ to $-20$ mV) showed that the amplitude of the current did not consistently follow the same slope dependence as the current using the ramp protocols. Rather, the value of $I_{Proc}$ decreased at the largest applied cycle frequency of 4 Hz (largest depolarization slope), which was the opposite of what we expected from the ramp experiments. As expected, when we simulated the simplest model that fit the ramp data with the LP voltage waveforms it produced the expected result that the current became consistently larger, not smaller, with increased cycle frequencies, and thus did not replicate the realistic waveform data (not shown). However, we noted that in our experiments the ramps spanned a voltage range ($-80$ to $+20$ mV) that was much larger than that of the realistic waveforms ($-60$ to $-20$ mV). It was therefore possible that the currents involved have different kinetics in the more restricted voltage range. Because the persistent current $I_{MI}$ has very fast activation kinetics (Golowasch and Marder, 1992), we focused on the kinetics of the inactivating current $I_{MI-T}$.

We found that an adjustment of the kinetics of $I_{MI-T}$ to have slower activation over the voltage range of the realistic waveform but remain fast outside of this range (Fig. 6Bi, pink trace), was sufficient to reproduce the effect of the realistic waveform in that increasing cycle frequency would lead to a smaller $I_{Proc}$ (Fig. 6Bii). A prediction of this modified model would be that applying the realistic waveform in the larger range of $-80$ to $+20$ mV should produce an increase of $I_{Proc}$ when cycle frequency is increased. Indeed, this was precisely what we observed in the model (Fig. 6Biii).

So far, we focused on describing how the model currents matched the slope-dependent effects of $I_{Proc}$ at steady state, both for ramps and for realistic waveforms. However, these currents could not reproduce the third observation, that the total current decayed slowly when the ramp-and-hold protocol was applied repeatedly (Fig. 3). This was because both $I_{MI}$ and $I_{MI-T}$ had fast activation, and the inactivation time constant of the model $I_{MI-T}$ was $<800$ ms throughout the voltage range, which did not allow the current to keep a memory over repeated voltage
waveforms. It is possible that the slow decay of $I_{\text{Proc}}$ over several seconds involves yet another slower inactivation component or another slow-inactivating proctolin-activated ionic current altogether. However, there is an alternative and perhaps simpler possibility. Previous studies have suggested that the peptide-activated ion channels (such as those underlying $I_{\text{Proc}}$) in the STG may have calcium permeability or even be calcium currents (Zhao et
Examining the model predictions

To examine the prediction of the model that low-amplitude stimuli produce a different slope-dependent or frequency-dependent effect than high-amplitude stimuli (Fig. 6B), we repeated the ramp-and-hold experiments but reduced the amplitude to match the original realistic waveform voltage range of −60 to −20 mV and scaled the cycle frequencies to match the pyloric frequencies commonly observed in experiments at 12°C (−0.5−1 Hz; Tang et al., 2012; Haddad and Marder, 2018; Rosenbaum and Marder, 2018; Kushinsky et al., 2019; Fig. 7A). In this voltage range, I_{Proc} largely lost its slope dependence, both for I_{max} and V_{max} (Fig. 7B; two-way RM ANOVA results in Extended Data Fig. 7-1), as predicted by the model.

We also tested the possibility that I_{MI-T} is a calcium current by repeating our ramp protocols with LP in saline containing 200 μM Cd^{2+}, which blocks Ca^{2+} channels in the LP neuron (Golowasch and Marder, 1992). In Cd^{2+} saline, the slope dependence was greatly reduced (Fig. 8A–C, raw difference currents of one example in A, example I-V curve with fits of the same experiment in B, quantification in C). Only the largest positive slope of 400 mV/s resulted in a significantly larger I_{max} compared to the smallest slope of 50 mV/s (Fig. 8C). Additionally, except
for the largest slope, $I_{\text{max}}$ and $V_{\text{max}}$ of $I_{\text{MI}}$ and $I_{\text{MI-T}}$ were not different in Cd$^{2+}$ saline (Fig. 8C; two-way RM ANOVA results in Extended Data Fig. 8-1). In normal saline, the increase in $I_{\text{Proc}}$ across positive ramp slopes was approximately linear. Therefore, we compared the slopes of linear fits across all positive and negative ramps between normal saline and Cd$^{2+}$ saline. For the positive ramps, this slope was significantly smaller in Cd$^{2+}$, and unchanged for the negative ramps (Fig. 8D; two-way ANOVA results in Extended Data Fig. 8-2), indicating that $I_{\text{Proc}}$ did not depend on depolarization slope in this voltage range in Cd$^{2+}$. We were unable to calculate time constants for the slow inactivation because $I_{\text{Proc}}$ at steady-state was not different from $I_{\text{Proc}}$ at the initial state in Cd$^{2+}$ saline (Fig. 8E: two-way RM ANOVA; results in Extended Data Fig. 8-3). From these experiments we conclude that Ca$^{2+}$ is at least partially involved in $I_{\text{MI-T}}$, possibly as the charge carrier, and it also appears to be necessary for the slow decay of the current.

The roles of $I_{\text{MI}}$ and $I_{\text{MI-T}}$ in the activity patterns of the LP neuron at different cycle periods

The bursting activity of follower pyloric neurons and, in particular, the LP neuron is exquisitely sensitive to the action of neuromodulation (Marder and Bucher, 2007; Stein, 2009; Harris-Warrick and Johnson, 2010), including proctolin (Nusbaum and Beenakker, 2002; Daur et al., 2016). It is therefore natural to ask how the two currents $I_{\text{MI}}$ and $I_{\text{MI-T}}$ may differentially influence the LP bursting activity. Because we currently do not have an experimental method of separating the two components of $I_{\text{Proc}}$ during the ongoing activity (no pharmacological blockers of these currents exist), we addressed this question in a computational model of the LP neuron (see Materials and Methods) based on the model developed by Taylor et al. (2009). Because the LP neuron bursts in response to periodic inhibition it receives from the pyloric pacemaker neurons, we drove the model with a periodic inhibitory synaptic input. We then examined the effect of the proctolin modulation on the bursting activity of the model neuron. $I_{\text{MI}}$ and $I_{\text{MI-T}}$ were adjusted to account for the spatial distance to the putative receptor location distal from the soma (see Materials and Methods). Note that the lack of slope dependence with small amplitude stimulations (Fig. 7) could be because of incomplete space clamp. All data shown from these modeling results are at steady state once the transient response of the model neuron has finished.

To see how Ca$^{2+}$ permeability would influence the activity of the model neuron, we drove the LP neuron with synaptic input at a cycle frequency of 1 Hz, a typical average pyloric cycle frequency, and compared the effect of $I_{\text{Proc}} = I_{\text{MI}} + I_{\text{MI-T}}$ at steady state, when the current was assumed to be permeable to Ca$^{2+}$ ($I_{\text{Proc}}$) and when it was not (Fig. 9Ai, black traces: not Ca$^{2+}$ permeable, purple traces: Ca$^{2+}$ permeable). We found that permeability to Ca$^{2+}$ did not change the burst onset of the model neuron but shortened the burst duration so that the burst terminated before the arrival of the periodic inhibition. Consistent with the shorter burst, the number of spikes and the intra-burst spike frequency were both reduced, but there was no change in the burst structure in that the instantaneous spike frequency ($f_{\text{inst}}$ = 1/interspike interval) decayed during each burst in both cases (Fig. 9Ai). To understand these effects, we compared the ionic currents of the models and found that the changes in the burst duration and spike number were because of the additional activation of the outward Ca$^{2+}$-depend- ent K+ current, $I_{\text{K(Ca)}}$, when the model $I_{\text{Proc}}$ was assumed to be permeable to Ca$^{2+}$ (Fig. 9Ai; $I_{\text{Proc}}$; purple and pink traces), whereas the other ionic currents (which were not influenced by Ca$^{2+}$ entry) were not affected (data not shown).

To examine the frequency-dependent effects of the two proctolin-activated currents, $I_{\text{MI}}$ and $I_{\text{MI-T}}$, we started with the model in Figure 9A (with Ca$^{2+}$ permeability) at the cycle frequency of 1 Hz and tuned the levels of the modulatory currents to have seven spikes per burst. We refer to this as the reference model. We then changed the frequency of the periodic inhibitory synaptic input without changing the duty cycle, shape, or amplitude of this synapse. For simplicity, we only show the activity of the model neuron at two other frequencies, one lower (0.5 Hz) and one higher (1.66 Hz). Decreasing the cycle frequency slightly advanced the onset and end phases of the burst, and increased the number of spikes per burst, but did not affect the burst structure, in that $f_{\text{inst}}$ followed the same decreasing trend within each burst (Fig. 9Bi; purple traces). Consistent with this, increasing the cycle frequency did the opposite. We then examined how proctolin modulation would influence LP activity if proctolin were to activate only $I_{\text{MI}}$ or only $I_{\text{MI-T}}$. However, simply removing $I_{\text{MI-T}}$ from our reference model resulted in a complete absence of spiking at all three frequencies. Therefore, to do this comparison in the $I_{\text{MI}}$ only case, we first increased the maximal conductance of $I_{\text{MI}}$ so that, for the 1 Hz case, the number of spikes per burst matched the number of spikes of the reference model. Similarly, in the $I_{\text{MI-T}}$ only case, we increased the maximal conductance of $I_{\text{MI-T}}$ to achieve the same. These cases are denoted as “matched.” We then changed the frequency of the periodic input in each case and compared the effects with the reference case.

In the $I_{\text{MI}}$ only case, changing the cycle frequency simply increased or decreased the number of spikes in the burst but the spike structure ($f_{\text{inst}}$) of the model neuron remained relatively constant for the duration of the burst. In contrast, in the $I_{\text{MI-T}}$ only case, both increasing and decreasing the cycle frequency shortened the duty cycle, but at 1.66 Hz, the burst was delayed in its onset, whereas at 0.5 Hz, it was advanced. In this case, the burst structure was also influenced by the change in cycle frequency. When cycle frequency was decreased, $f_{\text{inst}}$ dropped dramatically within each burst (pink trace at 0.5 Hz), whereas it became somewhat more constant as cycle frequency was increased (pink trace at 1.66 Hz). The changes in the burst onset and end were reflected in the phase diagram of the model neuron (Fig. 9Bi). In the reference model (purple), there was a shift in the burst onset and a smaller shift in the burst end with increased cycle frequency. These shifts were reduced in the $I_{\text{MI}}$ only case (green) and the phases were more similar across cycle frequencies.
contrast, the shifts became more pronounced in the $I_{MI-T}$ only case (pink) and both the beginning and the end of the burst greatly shifted with increasing cycle frequency. Together, these modeling results indicate the ability of the two modulatory-activated currents to provide different influences on the burst structure, with $I_{MI}$ producing a consistent burst duration and strength across all cycle frequencies and $I_{MI-T}$ producing a dynamic change in burst structure across different cycle frequencies.

**Discussion**

Oscillatory neuronal network activity can be stereotyped when conditions are stable (Bucher et al., 2005; Vajda et al., 2008) and can be highly dynamic when conditions are more variable, such as during development (Ben-Ari et al., 1989; Meister et al., 1991; Sharples and Whelan, 2017) or in injury states (Luther et al., 2003; Hamood and Marder, 2015). The activity transitions often depend on changes in neuromodulatory input that the networks receive. Such neuromodulatory inputs can generate activity patterns that depend on the original activity or excitation state of the network (Nusbaum and Marder, 1989; Doi and Ramirez, 2010; Sharples and Whelan, 2017), which in turn may depend on a neuron’s ionic conductances and synaptic inputs, as well as the specific ionic conductance(s) the neuromodulator regulates (Marder et al., 2014). At the individual neuron level, in neurons expressing oscillatory activity, neuromodulators may have variable effects because they may act differently depending on the neuron’s oscillation frequency.

Frequency-dependent interactions in the nervous system are typically thought of as changes in neural activity that depend on the input frequency, as is the case with short-term synaptic plasticity. Neuromodulators can modify the frequency dependence of the effects of such inputs (Ito and Schuman, 2008). However, the oscillatory membrane potential trajectory of a neuron can also affect how neuromodulators influence its activity in a frequency-dependent manner. When a neuron’s voltage is oscillatory, independent of whether the oscillation is imposed or intrinsic, the oscillation pattern affects how ionic currents activate, how they interact with each other, and consequently how they shape the voltage output of that cell and ultimately the activity of a network. For example, slow inactivation of an ionic current interacts with the rates of voltage change. Consequently, the mean level of an inactivating current could depend on the oscillation frequency because of incomplete recovery from inactivation. Neuromodulator-mediated changes of the gating properties of such transient currents will therefore have frequency-dependent effects. Currents activated by neuromodulators influence the voltage trajectory of the neuron, which alters the activation of other ionic currents as well as synaptic release. Thus, frequency dependence of neuromodulator effects on circuit activity may depend on activation of currents that are not directly targeted by the modulator.

Crustacean pyloric neurons are modulated by a host of endogenous peptides (Marder and Bucher, 2007). Most of these peptides increase the excitability of their target neurons, an effect that has been attributed to the fact that the peptides (as well as muscarinic agonists) converge to activate the fast persistent voltage-gated inward current $I_{MI}$ (Golowasch and Marder, 1992; Swensen and Marder, 2000). Here, we show that one of these peptides, proctolin, additionally activates a transient current, $I_{MI-T}$, in the follower LP neuron. $I_{MI}$ and $I_{MI-T}$ have similar voltage dependencies of activation but have different kinetics. Together, these two currents reproduce the LP neuron’s steady-state proctolin-mediated response to stimulation with different voltage waveforms, including voltage ramps and realistic waveforms at different cycle frequencies, in a computational model (Fig. 6). However, $I_{MI}$ and $I_{MI-T}$ make different contributions to the activity of the LP neuron. These distinct contributions arise from the effects of the voltage dynamics of the neuron on the activation and inactivation of the transient current, and interactions of both currents with other currents expressed by the LP neuron. One important interaction that we propose is with a $Ca^{2+}$-activated $K^+$ current ($I_{K(Ca)}$). Large levels of $I_{K(Ca)}$, among other potassium currents, have been shown to prevent neurons from oscillating, even when pacemaker currents were enhanced (Golowasch et al., 2017), and play a key role in regulating neuronal excitability (Haedo and Golowasch, 2006). Although our results do not provide proof of $Ca^{2+}$ permeability of $I_{MI-T}$, they provide strong evidence that this current is at least partly carried by $Ca^{2+}$ ions (see below). Such $Ca^{2+}$ permeability of $I_{MI-T}$ would lead to the activation of $I_{K(Ca)}$ (see Fig. 9Ai), with the important consequence that $I_{MI-T}$, through its activation of $I_{K(Ca)}$, will terminate the burst of spikes earlier than when only the persistent $I_{MI}$ is active (Fig. 9Ai/Bi, green trace). Thus, it seems that the $I_{MI-T}$ effect on the follower LP neuron’s bursting activity is 2-fold: it boosts early excitability by inducing postinhibitory rebound (see below), and it provides a brake on prolonged excitability because of its transient nature and the recruitment of an outward current.

**Persistent versus transient modulator activated currents**

Persistent currents are thought to amplify excitatory synaptic inputs and cause membrane bistability (Jahnsen and Lináš, 1984; Lee and Heckman, 1998; Manuel et al., 2014). Like other persistent inward currents (Cantrell and Catterall, 2001; Tryba et al., 2006; Dunmyre et al., 2011), $I_{MI}$ is known to act as a pacemaker current in the pacemaker neurons of the pyloric network (Bose et al., 2014). This pacemaker activity depends on a balance between $I_{MI}$ and $I_{K(Ca)}$ (Golowasch et al., 2017). However, follower neurons of this network, such as the LP neuron, express outward currents at such large amplitudes that they preclude $I_{MI}$ from driving oscillatory activity (Golowasch et al., 2017). Although in the LP neuron the transient inward current $I_{MI-T}$ has an even higher maximal conductance value than $I_{MI}$, it does not elicit oscillatory activity in this neuron. This is probably because, in the absence of inhibitory input, the resting membrane potential of the LP neuron is fairly depolarized (Martinez et al., 2019), leading to the inactivation of $I_{MI-T}$. 
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Consistent with the transient nature of $I_{\text{MI-T}}$, the total proctolin-elicited current ($I_{\text{MI}} + I_{\text{MI-T}}$) is more strongly activated by faster and positive-slope voltage ramps (Figs. 2-4). To get a better idea of how these currents are activated during natural ongoing oscillations, we measured them by voltage-clamping the LP neuron with a prerecorded realistic voltage waveform. To our surprise, the current measured with realistic waveforms had a negligible change in amplitude with faster voltage waveforms and became only slightly larger at 2 Hz compared with 0.5 Hz (Fig. 5Bi). Furthermore, the same voltage waveform applied at a higher frequency of 4 Hz elicited a much smaller current. This discrepancy could be because of the different activation and inactivation rates of $I_{\text{MI-T}}$ in the voltage range used for ramps ($-80$ to $+20$ mV) compared with those of the realistic waveforms ($-60$ to $-20$ mV; Fig. 6). At the peak voltage of the realistic waveforms, the activation time constant for $I_{\text{MI-T}}$ is relatively long. Thus, at fast cycle frequencies, $I_{\text{MI-T}}$ cannot reach the same levels as at slower cycle frequencies and therefore the total proctolin current was smallest at the fastest cycle frequency we tested. Generally, slower time constants within a certain voltage range have been observed since the first description of the voltage-dependent transition rate constants by Hodgkin and Huxley (Hodgkin and Huxley, 1952; Ermentrout and Terman, 2010).

Is it possible that such a transient current, weakly activated in the normal voltage range of these cells, can significantly impact neuronal activity? To address the potential role of the modulator-activated currents on the activity of the LP neuron we resorted to computational modeling. During its normal biological activity, the LP neuron receives strong inhibitory input from the pyloric pacemaker neurons and rebounds from this inhibition to produce a burst of action potentials. Because it is fast and non-inactivating, $I_{\text{MI}}$ influences the spiking frequency of the LP neuron independent of the frequency of the synaptic inhibition. In contrast, the effect of $I_{\text{MI-T}}$ is different depending on the frequency of the synaptic input. At low frequencies (e.g., 0.5 Hz) the current is strongly activated and generates a postinhibitory rebound but inactivates within the duration of a burst. Consequently, the burst terminates before the onset of the next cycle of inhibition (Fig. 9 Bi, pink and purple traces). At high frequencies (>1 Hz), however, the rapid cycling of the voltage prevents full recovery from inactivation and the total available $I_{\text{MI-T}}$ is lower. This leads to a delayed onset of action potential firing at high frequencies. Together, these two neuromodulator-activated currents lead to shorter bursts with smaller duty cycles and higher transient spiking frequencies at all synaptic input frequencies compared with the case if only the persistent current were activated. As for how the two currents influence the activity phases of the LP neuron, the persistent $I_{\text{MI}}$ supports consistent spiking when LP is not inhibited, whereas the transient $I_{\text{MI-T}}$ allows for a modulation of the phases of burst onset and termination at different input frequencies (Fig. 9B). The activity phase of the LP neuron is known to regulate the pyloric cycle period through its synaptic inhibition of the pyloric pacemaker group (Johnson et al., 2011). Additionally, the same study showed that monoamines differentially modulate the LP activity phase, which influences the impact of the synaptic feedback from the follower LP neuron on the cycle period. However, the mechanism by which amines regulate the activity phase most likely does not involve $I_{\text{MI-T}}$ since those amines do not activate $I_{\text{MI}}$. On the other hand, we predict that other neuromodulators, which activate $I_{\text{MI}}$ in LP and other neurons, activate $I_{\text{MI-T}}$ as well.

Most of the previous studies on peptide-activated currents in the STG measured the response as a difference current at steady state using voltage-step protocols or slow ramps (Li et al., 2018). Because the peptide-activated currents are relatively small compared with the large outward currents in STG neurons (often in hundreds of nA), it is extremely difficult to measure transient difference currents even if outward currents are pharmacologically blocked (which is never perfect), as even small variations in the measurement done at different times (control vs modulator saline) can lead to significant errors. We found that ramp protocols partially remedy this problem (by partially inactivating the large outward currents) and provide consistent modulator-elicited difference currents measurements over many repetitions. Since we used relatively fast ramps, we were able to measure transient currents before complete inactivation. Because of the time-dependent inactivation of $I_{\text{MI-T}}$ during the positive ramp, the total current activated by proctolin was larger at faster depolarization rates and the peak of this current shifted to more depolarized membrane potentials: depolarized voltages were reached in a shorter time. It is noteworthy, however, that transient currents are often not easily identifiable with ramp protocols (but see Park et al., 2013). Nevertheless, one advantage of using ramp (over step) protocols is that a range of voltages can be sampled continuously. Additionally, changing the slope of a voltage ramp mimics the voltage changes that an oscillating neuron experiences during each cycle of realistic oscillatory activity, which can help gain insight into the physiological relevance of the current. On the other hand, an important drawback of using ramps is that an incomplete inactivation during a positive voltage ramp can influence the current measured on the negative voltage ramp (Fig. 2). A clear indication of this drawback was that parameter differences during negative ramps were no longer present in the steady state measurements during ramp-and-hold protocols (Fig. 4).

Rodriguez et al. (2013) identified two voltage-dependent transient currents activated by a neuropeptide in an STG gastric mill circuit neuron. These currents were not evident with ramp protocols because of inactivation and could only be observed with voltage step protocols. Rodriguez et al. (2013) indicated the presence of the faster of the two currents but did not further characterize it. The slower current, $I_{\text{Trans-LTS}}$, shares some similarities with $I_{\text{MI-T}}$ in that both are transient, modulator-activated, voltage-gated currents that are probably carried by a combination of Na$^+$ and Ca$^{2+}$ ions. Furthermore, both inactivate completely during slow voltage ramps. However, $I_{\text{Trans-LTS}}$ is evident in voltage-step-elicited raw current recordings because it activates slowly (500 ms), whereas $I_{\text{MI-T}}$ is much faster to activate and also inactivates rapidly. It
is therefore unlikely that \( I_{\text{Trans-LTS}} \) is the same current as \( I_{\text{Trans-LTS}} \), but it is possible that \( I_{\text{Trans-LTS}} \) is the same as the fast transient current observed, but not further characterized, by Rodríguez et al. (2013).

\( I_{\text{Trans-LTS}} \) enables postinhibitory rebound bursting. Such rebound bursting has been shown to be important in the activity of a number of neurons (Llinás, 1988; Getting, 1989), including the rebound properties sometimes required to generate network oscillatory activity (e.g., half-center oscillators; Rodríguez et al., 2013), bistability (Hounsgaard et al., 1988), and even as a form of intrinsic short-term memory mechanism (Goaillard et al., 2010). As mentioned above, our modeling results show that \( I_{\text{MI}} \) contributes to continuous spiking in the LP neuron when it is not inhibited, whereas \( I_{\text{MI-T}} \) can produce a postinhibitory rebound significantly larger than the baseline activity, which would contribute to this neuron’s role in the pyloric CPG, as well as to activating its target muscles. These two modes of bursting (periodic inhibitory pauses of baseline activity vs significant rebound from inhibition) can have vastly different effects on postsynaptic neurons. For example, a recent report shows that dopaminergic neurons in the substantia nigra generate robust postinhibitory rebound bursts following inhibition by striatal neurons, whose transmissions target both GABA-A and GABA-B receptors. In contrast, inhibition of the same neurons by globus pallidus neurons, which activate only GABA-A receptors, does not generate rebound activity, but just pauses ongoing spiking (Evans et al., 2020). Importantly, only the former postinhibitory rebound bursts produce phasic release of dopamine in the striatum by the nigral neurons, which is a key factor in striatal synaptic plasticity and reinforcement learning (Yagishita et al., 2014; Shindou et al., 2019).

Voltage dependence and the role of calcium

Previous studies that examined peptide modulation of STG neurons were mostly done in the presence of Ca\(^{2+}\) blockers (Golowasch and Marder, 1992; see Rodríguez et al., 2013), which may explain why they did not find evidence of \( I_{\text{MI-T}} \). Although the slow inactivation of \( I_{\text{MI-T}} \) over multiple cycles (Fig. 3) could in principle be accounted for by an additional slow inactivation gate, such a slow gating property would predict distinct time constants of \( I_{\text{MI-T}} \) reduction at different depolarization frequencies. However, Figure 3A,C shows that no such difference can be detected. A simple Goldman–Hodgkin–Katz model of \( I_{\text{MI-T}} \) as a Ca\(^{2+}\) current indicated that intracellular accumulation of Ca\(^{2+}\) is sufficient to explain the slow inactivation of the current over many seconds (Fig. 6C). This is consistent with the previously reported Ca\(^{2+}\) dependence of \( I_{\text{MI}} \). \( I_{\text{MI}} \) appears to be sensitive to both extracellular and intracellular Ca\(^{2+}\), and the intracellular Ca\(^{2+}\) is likely modified by Ca\(^{2+}\) flux through the \( I_{\text{MI}} \) channels themselves (Gray and Golowasch, 2016; Gray et al., 2017). Our findings suggest that \( I_{\text{MI-T}} \) may be similarly permeable to Ca\(^{2+}\) and perhaps even depend on it for its activation and inactivation. Altogether, several neuromodulator-activated and voltage dependent currents appear to be present in several STG neurons. They all bear resemblance to the better characterized non-inactivating \( I_{\text{MI}} \) (Golowasch and Marder, 1992; Swensen and Marder, 2000, 2001; Gray and Golowasch, 2016; Gray et al., 2017), but some express inactivation (\( I_{\text{MI-T}} \), \( I_{\text{Trans-LTS}} \)), and all seem to vary in activation and inactivation kinetics. It is not known, but remains possible, that all convergently respond to multiple neuromodulators like \( I_{\text{MI}} \) does (Swensen and Marder, 2000, 2001). This would suggest that the ion channels that produce \( I_{\text{MI-T}} \) and \( I_{\text{MI}} \), and perhaps also \( I_{\text{Trans-LTS}} \), could all be isoforms of the same channel. It is well known that ion channel isoforms can be generated by various mechanisms, including alternative splicing (Soldatov, 1994) and gene duplication (Piontkivska and Hughes, 2003), and that isoforms may be unevenly distributed within tissues (Tellez et al., 2006). The isoform composition of an ion channel gives it distinct isoform-dependent characteristics, e.g., electrophysiological properties and blocker sensitivity (for review, see Hameed, 2019), or pH sensitivity (Khan et al., 2006). Similarly, channel isoforms have already been identified in the transcriptomes of \( C. \) borealis \( \) and the lobster \( H. \) americanus \( \) for multiple ion channel types (Northcutt et al., 2016). This is all consistent with the possibility that the various voltage-gated ionic current modulated by neuropeptides in this system are isoforms within an ion channel family, whose identity and precise distribution has yet to be determined.

Overall, the transient nature and resulting frequency dependence, and Ca\(^{2+}\) permeability of \( I_{\text{MI-T}} \) give this current the potential to widely influence the activity of a neuron. Since LP is the only follower neuron that synapses onto the pacemaker group, frequency dependent changes in LP activity could in turn feedback to the pacemakers and stabilize the pyloric rhythm at a preferred frequency. It remains to be shown if \( I_{\text{MI-T}} \) can be activated by other neuropeptides, similar to \( I_{\text{MI}} \), and if and to what extent \( I_{\text{MI-T}} \) is present in other neurons.
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