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PART II. STOCHASTIC NEWTON MCMC WITH APPLICATION TO ICE SHEET FLOW INVERSE PROBLEMS∗
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Abstract. We address the numerical solution of infinite-dimensional inverse problems in the framework of Bayesian inference. In the Part I companion to this paper, we considered the linearized infinite-dimensional inverse problem in which the mean and covariance of the posterior parameter measure were approximated, respectively, by the maximum a posteriori (MAP) solution and the inverse of the Hessian of the negative log posterior at the MAP. Here in Part II, we relax the linearization assumption and consider the fully nonlinear infinite-dimensional inverse problem. We first introduce the infinite-dimensional setting, and next present a finite-dimensional approximation that is consistent with this infinite-dimensional setting. The resulting high-dimensional finite-dimensional posterior is then explored using a Markov chain Monte Carlo (MCMC) sampling method. Sampling the posterior is challenging due to high dimensionality of the discretized parameter space, and whenever the forward model is governed by expensive-to-solve partial differential equations (PDEs).

To address the challenges of sampling high-dimensional pdfs arising from Bayesian inverse problems governed by PDEs, we build on the stochastic Newton MCMC method. This method exploits problem structure by taking as a proposal density a local Gaussian approximation of the posterior pdf that is based on local gradient and Hessian information. Construction and manipulation of the Hessian is made tractable by invoking a low-rank approximation of its data misfit component, motivated by the fact that the data are typically informative about only a low-dimensional manifold in parameter space. However, even with the use of this low-rank approximation, the need to recompute the Hessian at each proposed sample point can be prohibitive for large-scale problems. To address this problem, here we introduce an approximation of the stochastic Newton proposal in which we compute the low-rank-based Hessian at just the MAP point, and then reuse this Hessian at each MCMC step.

We compare the performance of the proposed method to the original stochastic Newton MCMC method (with dynamically-computed Hessian) and to an independence sampler that employs as an MCMC proposal a Hessian-based Gaussian centered at the MAP point. These three Hessian-based methods are identical in the case of a linear inverse problem with Gaussian prior and noise models, but differ for a non-Gaussian posterior. The comparison of the three methods is conducted on a synthetic ice sheet inverse problem. The inverse problem is to infer the coefficient field of the boundary condition at the base of the ice, given free surface velocity observations and a nonlinear Stokes model describing the non-Newtonian, viscous, creeping, incompressible flow of the ice. For this problem, the stochastic Newton MCMC method with a MAP-based Hessian converges at least as rapidly as the original stochastic Newton MCMC method (with dynamically-computed Hessian), but is far cheaper since it avoids recomputing the Hessian at each step. On the other hand, it is more expensive per sample than the independence sampler due to its need to compute the gradient at each step; however, its convergence is significantly more rapid, and thus overall it is much cheaper (in terms of forward PDE solves). Therefore, the method proposed in this paper performs the best of the three Hessian-based MCMC methods. Finally, we present extensive analysis and interpretation of the posterior distribution, and classify directions in parameter space based on the extent to which they are informed by the prior or the observations.
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1. Introduction and background. We consider the problem of estimating the uncertainty in the solution of infinite-dimensional inverse problems within the framework of Bayesian inference [32, 50, 52]: given observational data and their uncertainties, a (possibly stochastic) forward model that maps model parameters to observations, and a prior probability distribution on model parameters that encodes any prior knowledge or assumptions about the parameters, find the posterior probability distribution of the parameters conditioned on the observational data—which is defined as the Bayesian solution of the inverse problem. The posterior distribution assigns to any candidate set of parameter fields our belief (expressed as a probability) that a member of this candidate set is the “true” parameter field that gave rise to the observed data.

The standard approach to explore the posterior distribution is based on sampling using a Markov chain Monte Carlo (MCMC) method. However, the use of conventional MCMC methods becomes intractable for large-scale inverse problems, which arise upon discretization of infinite-dimensional inverse problems. This is due to the twin difficulties of high dimensionality of the uncertain parameters and computationally expensive forward models.

A number of methods have emerged to address Bayesian inverse problems governed by PDEs (we give a representative recent reference in each case, which can be consulted for additional references to historical work; further references can be found in the recent survey [18]): replacing the forward problem with a reduced order model in both parameter and state space [34]; approximating the parameter-to-observable map [29] or the posterior [9] with a Gaussian process response surface; employing a polynomial chaos approximation of the forward problem [37]; using a two-stage “delayed acceptance” MCMC method in which the first stage employs an approximate forward model [13]; employing gradient information (of the negative log posterior) to accelerate sampling, as in Metropolis-adjusted Langevin methods [15] and their preconditioned variants [1]; exploiting Riemannian geometry of parameter space to accelerate sampling [21]; and creating an MCMC proposal that uses local gradient and low-rank Hessian information of the negative log posterior to construct a local Gaussian approximation [36].

Here we focus on the last of these methods, the so-called stochastic Newton MCMC method. This method employs local Hessian-based Gaussian proposals that exploit the structure of the underlying posterior to guide the sampler to regions with higher acceptance probability. In particular, such proposals capture the highly stretched contours of the posterior that are typical for ill-posed inverse problems, in which the data inform the model parameters very well in some directions in parameter space, and poorly in others. One of the challenges in employing the Hessian is that its explicit construction entails solution of as many forward problems as there are parameters, which is out of the question for large-scale forward problems. These difficulties are addressed by introducing low-rank approximations of the Hessian, motivated by the compact nature of the Hessian operator for many inverse problems [5–8, 10, 17, 36]. This delivers accurate approximation of the Hessian at a cost that is independent of the parameter dimension (when the parameter represents a discretized field), leading to solution of Bayesian inverse problems with non-trivial dimensions [36]. Other work that employs Hessian-based proposals can be found in [19, 20, 28, 33, 41, 47].

Despite the low-rank approximation, stochastic Newton MCMC (and any method that uses local Hessian information) is computationally expensive for large-scale problems, since at every proposed sample point the gradient and a low-rank approximation
of the Hessian are computed, which requires multiple forward and adjoint PDE solves having the same linear operator (or its adjoint). When these PDE solves are done iteratively, there is little opportunity to exploit the fact that the linear operators are the same, beyond amortizing the cost of preconditioner construction over the solves.

To alleviate this computational cost, here we propose a modified stochastic Newton MCMC that uses proposals based on local gradient information as well as on Hessian information computed initially at the maximum a posteriori (MAP) point and then reused at every sample point. We call this the stochastic Newton MCMC method with MAP-based Hessian. We compare this proposed method with the original stochastic Newton MCMC method (with dynamically-computed Hessian) as well as with an independence sampler that uses a Gaussian proposal centered at the MAP point, using the Hessian computed at the MAP as the covariance [41]. This independence sampler is computationally attractive since (like the proposed stochastic Newton MCMC method with MAP-based Hessian), the Hessian is computed just once, but (unlike the new method), the gradient is used only to determine the MAP. Because the proposed stochastic Newton MCMC method with MAP-based Hessian uses local (gradient) information, we expect it will outperform the independence sampler; because it freezes the Hessian at the MAP point, it will be significantly cheaper per sample than the original stochastic Newton MCMC method.

The stochastic Newton MCMC method with MAP-based Hessian can be derived as a particular variant of a preconditioned Metropolis-adjusted Langevin algorithm using preconditioning based on the Hessian at the MAP point. Note that all of the above methods attempt to exploit problem structure—in particular the local curvature of the posterior—by making use of Hessian information to one degree or another. Note also that all three of these Hessian-based methods reduce to the same method when the target inverse problem is linear and the prior and noise pdfs are Gaussian (in which case the posterior is also Gaussian). For non-Gaussian posteriors, however, the three methods take distinct steps.

Beyond this new, more efficient, variant of stochastic Newton MCMC, this article extends our previous work on methods for large-scale Bayesian inverse problems [10, 36] in several directions. In [10], we presented a computational framework for linearized infinite-dimensional Bayesian inverse problems, building on the infinite-dimensional formulation of Stuart [50]. Here, we extend our computational framework to nonlinear inverse problems, for which the posteriors are non-Gaussian, requiring MCMC sampling. To this end, we extend the finite-dimensional stochastic Newton MCMC method presented in [36] to be consistent with the infinite-dimensional setting. This requires care in discretizing the prior and likelihood and establishing finite-dimensional inner products, which arise in multiple steps of stochastic Newton.

We study the efficiency of the proposed method in the context of an ice sheet flow Bayesian inverse problem, in which a basal boundary condition parameter field is inferred from surface velocity observations. Here, the parameter-to-observable map involves the solution of a nonlinear Stokes equation describing viscous, creeping, incompressible, non-Newtonian ice flow. This extends recent research on ice sheet inverse problems, which focused on deterministic inversion or the computation of the MAP solution [23,39,44–46,48]. We apply the full Bayesian inference framework and study the performance of the three Hessian-based methods described above in exploring the posterior pdf. Convergence of the three methods is studied using various diagnostics to assess MCMC chain convergence. We also compare with a reference Delayed Rejection Adaptive Metropolis (DRAM) sampler [26] that, similar to stochastic
Newton, attempts to capture the curvature of the posterior, but without relying on gradient or Hessian information. The results reveal that, among the Hessian-based methods, the stochastic Newton MCMC method with MAP-based Hessian yields the fastest convergence in terms of both the number of samples and the computational work. In comparison, DRAM is incapable of making progress on this problem.

Finally, we study and interpret visually the solution of the Bayesian inverse problem with respect to the information contained in the data and in the prior and the effect they have on the posterior in high dimensions. This can be challenging in high dimensions, but we demonstrate that it can be made tractable by exploiting knowledge contained within the spectral structure of the Hessian of the log likelihood evaluated at the MAP point as well as the prior covariance. Because this structure is common to many Bayesian inverse problems, we expect that these strategies for visualization will be of general value beyond the specific application.

The remaining sections of this paper are organized as follows. We begin by providing in Section 2.1 an overview of the framework for infinite-dimensional Bayesian inverse problems following [10, 50]. Next, in Section 2.2 we present a consistent discretization of the infinite-dimensional inverse problem. Section 3 presents the proposed stochastic Newton MCMC method with MAP-based Hessian, while Section 3.5 describes our low rank-based Hessian approximation. Section 4 introduces a Bayesian formulation of an ice sheet flow inverse problem, and gives expressions for adjoint-based gradient and Hessian-vector products (of the negative log posterior). In Section 5, we discuss the performance of the three sampling methods. Finally, in Section 6 we interpret the posterior distribution by visualizing marginals with respect to the eigenfunctions of the covariance operator. This provides insight into the ability of the observations to infer model parameters. Section 7 provides concluding remarks.

2. Background on the infinite-dimensional Bayesian inverse problem, its consistent discretization, and characterization of the posterior. Formulating and solving the Bayesian inverse problem for an infinite-dimensional parameter field presents difficulties. First, the usual notion of a probability density function (pdf) is not defined since there is no Lebesgue measure in infinite dimensions. Second, the prior measure must be chosen appropriately to lead to a well-posed inverse problem and facilitate computation of the posterior. Third, the choice of discretization must be consistent with the infinite-dimensional structure of the problem. Finally, exploring the posterior that arises upon discretization via an MCMC method is typically prohibitive due to the resulting high dimensionality of the parameter space.

In this section we formulate the Bayesian inverse problem in infinite dimensions (Section 2.1) in the framework of [50], which uses the Radon-Nikodym derivative and an appropriately chosen Gaussian prior that employs as covariance operator the inverse of an elliptic differential operator. In Section 2.2, we describe the discretization of this infinite-dimensional inverse problem in a way that is consistent with the underlying infinite-dimensional function spaces. This leads to non-standard definitions of operator adjoints. When the posterior is nearly Gaussian, its mean and covariance can be approximated by the MAP point and the inverse of the Hessian evaluated at the MAP. Inversion of the Hessian is intractable in high dimensions; Section 3.5 presents a low-rank approximation of the Hessian of the data misfit in order to make these Hessian computations tractable. When the posterior is not approximately Gaussian, the method of choice is often to sample it with an MCMC method and then compute sample statistics; Section 2.3 gives an overview of MCMC methods for sampling posteriors.
2.1. Bayesian formulation of infinite-dimensional inverse problems. In an inverse problem, we seek to infer the unknown (or uncertain) input parameters to a mathematical model from observations of the outputs of the model. For ill-posed inverse problems, the uncertain parameter \( m \in \mathcal{H} \) is often a heterogeneous field over a domain \( \Omega \), and \( \mathcal{H} \) is typically a subset of \( L^2(\Omega) \). The mathematical model is characterized by the parameter-to-observable map \( f : \mathcal{H} \to \mathbb{R}^q \), which predicts observables \( y \in \mathbb{R}^q \) corresponding to a given parameter \( m \). Note that this map involves solution of the forward problem, typically a system of PDEs, followed by an application of an observation operator. We assume here that the observables \( y \) are finite-dimensional. Given observation data \( y^{\text{obs}} \in \mathbb{R}^q \), the solution to the inverse problem seeks parameters \( m \) such that

\[
f(m) \approx y^{\text{obs}}
\]
in a sense made precise by the Bayesian formulation described next.

The Bayesian formulation poses the inverse problem as a problem of statistical inference over parameter space. The solution of the resulting Bayesian inverse problem is a probability distribution that represents our belief about the correct value of the parameter. Solving the inverse problem using Bayes’ approach requires specification of a prior model, which describes our beliefs about the parameter before any data are considered, and a likelihood model, which quantifies the relative probability that a candidate parameter \( m \) could have produced the observed data \( y^{\text{obs}} \).

Here we present a summary of the discussion in [10]. The prior is taken to be the Gaussian measure \( \mu_0 = \mathcal{N}(m_0, C_0) \) on \( L^2(\Omega) \), where \( m_0 \in \mathcal{H} \), and \( C_0 \) is an appropriate covariance operator \( C_0 \); in particular, \( C_0 \) must be symmetric, positive, and of trace-class [50]. We choose the covariance operator to be the inverse of an elliptic differential operator \( A \) that is of sufficiently high order to guarantee a well-posed Bayesian inverse problem [50]. The necessary order of \( A \) depends on the spatial dimension of the domain \( \Omega \). In the present case, the inversion parameter is a one-dimensional field, and as a result \( A \) is taken to be a second order partial differential operator [50], which in weak form reads: for \( s \in L^2(\Omega) \), the solution \( m = A^{-1}s \) satisfies

\[
\int_{\Omega} a \nabla m \cdot \nabla p + b m p \, dx = \int_{\Omega} s p \, dx \quad \text{for all } p \in H^1(\Omega),
\]

(2.1)

with \( a, b > 0 \). These coefficients control the correlation length and the variance in the covariance operator \( A^{-1} \). Choosing for spatially dependent coefficients \( a \) and \( b \) or a tensor coefficient \( a \) allows the incorporation of further problem specific knowledge, such as spatially varying or anisotropic correlations, in the covariance operator \( A^{-1} \) [10].

For the likelihood model, we assume that observational uncertainty (i.e., uncertainty in \( y^{\text{obs}} \) related to measurement error) and model uncertainty (i.e., uncertainty in \( f(m) \) due to inadequacy of the forward model) are each centered, additive, and Gaussian. We combine these into a single noise model,

\[
f(m) = y + \eta, \quad \text{with} \quad \eta \sim \mathcal{N}(0, \Gamma_{\text{noise}}),
\]

where \( \eta \in \mathbb{R}^q \) is a random variable representing noise, and \( \Gamma_{\text{noise}} \in \mathbb{R}^{q \times q} \) is the noise covariance matrix. We can then express the pdf for the likelihood model explicitly as

\[
\pi_{\text{like}}(y^{\text{obs}} | m) \propto \exp \left[ -\frac{1}{2} (f(m) - y^{\text{obs}})^T \Gamma_{\text{noise}}^{-1} (f(m) - y^{\text{obs}}) \right].
\]

(2.2)
Bayes’ theorem in infinite dimensions is expressed using the Radon-Nikodym derivative \( \frac{d\mu^y}{d\mu_0} \) of the posterior measure \( \mu^y \) with respect to the prior measure \( \mu_0 \),

\[
\frac{d\mu^y}{d\mu_0} = \frac{1}{Z} \pi_{\text{lik}}(y^{\text{obs}}|m), 
\]

where \( Z = \int_X \pi_{\text{lik}}(y^{\text{obs}}|m) \, d\mu_0 \) is a normalization constant. For technical conditions under which the posterior measure is well defined, and a discussion of the Bayes rule for probability measures on function spaces, we refer the reader to [11, 12, 50].

### 2.2. Discretization of the Bayesian inverse problem.

In this section, we present a brief discussion of the finite-dimensional approximations of the prior and the posterior distributions; a lengthier discussion can be found in [10]. We start with a finite-dimensional subspace \( V_h \) of \( L^2(\Omega) \) originating from a finite element discretization with continuous Lagrange basis functions \( \{\phi_j\}_{j=1}^n \). The approximation of the inversion parameter function \( m \in L^2(\Omega) \) is then \( m_h = \sum_{j=1}^n m_j \phi_j \in V_h \), where the vector of the \( n \) inversion parameters is \( m = (m_1, \ldots, m_n)^T \in \mathbb{R}^n \).

Since we postulate the prior Gaussian measure on \( L^2(\Omega) \), the finite-dimensional space \( V_h \) inherits the \( L^2 \)-inner product. Thus, inner products between nodal coefficient vectors must be weighted by a mass matrix \( M \). The approximation of the inversion parameter function \( m \) in \( V_h \) is then \( m_h = \sum_{j=1}^n m_j \phi_j \in V_h \), where the vector of the \( n \) inversion parameters is \( m = (m_1, \ldots, m_n)^T \in \mathbb{R}^n \).

Let \( \mu^0 \) be the prior Gaussian measure on \( L^2(\Omega) \) and let \( \mu^y \) be the posterior measure. Then, the \( n \)-dimensional Gaussian is given by

\[
\pi_{\text{prior}}(m) \propto \exp \left[ -\frac{1}{2} (m - m_0, A(m - m_0))_M \right],
\]

where \( A = M^{-1}K \in \mathbb{R}^{n \times n} \) [10], where \( K \in \mathbb{R}^{n \times n} \) is the stiffness matrix.

Then, the finite-dimensional approximation \( \mu^h_0 \) of the prior Gaussian measure \( \mu_0 \) is the more familiar multivariate Gaussian with density

\[
\pi_{\text{prior}}(m) \propto \exp \left[ -\frac{1}{2} (m - m_0, A(m - m_0))_M \right],
\]

where \( Z = \int_X \pi_{\text{lik}}(y^{\text{obs}}|m) \, d\mu_0 \) is a normalization constant. For technical conditions under which the posterior measure is well defined, and a discussion of the Bayes rule for probability measures on function spaces, we refer the reader to [11, 12, 50].

### 2.2. Discretization of the Bayesian inverse problem.

In this section, we present a brief discussion of the finite-dimensional approximations of the prior and the posterior distributions; a lengthier discussion can be found in [10]. We start with a finite-dimensional subspace \( V_h \) of \( L^2(\Omega) \) originating from a finite element discretization with continuous Lagrange basis functions \( \{\phi_j\}_{j=1}^n \). The approximation of the inversion parameter function \( m \in L^2(\Omega) \) is then \( m_h = \sum_{j=1}^n m_j \phi_j \in V_h \), where the vector of the \( n \) inversion parameters is \( m = (m_1, \ldots, m_n)^T \in \mathbb{R}^n \).

Since we postulate the prior Gaussian measure on \( L^2(\Omega) \), the finite-dimensional space \( V_h \) inherits the \( L^2 \)-inner product. Thus, inner products between nodal coefficient vectors must be weighted by a mass matrix \( M \). The approximation of the inversion parameter function \( m \) in \( V_h \) is then \( m_h = \sum_{j=1}^n m_j \phi_j \in V_h \), where the vector of the \( n \) inversion parameters is \( m = (m_1, \ldots, m_n)^T \in \mathbb{R}^n \).

Let \( \mu^0 \) be the prior Gaussian measure on \( L^2(\Omega) \) and let \( \mu^y \) be the posterior measure. Then, the \( n \)-dimensional Gaussian is given by

\[
\pi_{\text{prior}}(m) \propto \exp \left[ -\frac{1}{2} (m - m_0, A(m - m_0))_M \right],
\]

where \( A = M^{-1}K \in \mathbb{R}^{n \times n} \) [10], where \( K \in \mathbb{R}^{n \times n} \) is the stiffness matrix.

Then, the finite-dimensional approximation \( \mu^h_0 \) of the prior Gaussian measure \( \mu_0 \) is the more familiar multivariate Gaussian with density

\[
\pi_{\text{prior}}(m) \propto \exp \left[ -\frac{1}{2} (m - m_0, A(m - m_0))_M \right],
\]
where \( m_0 \in \mathbb{R}^n \) is the discretization of the prior mean \( m_0 \). The finite-dimensional Bayes’ formula, i.e.,

\[
\pi_{\text{post}}(m) := \pi_{\text{post}}(m|y^{\text{obs}}) \propto \pi_{\text{prior}}(m)\pi_{\text{like}}(y^{\text{obs}}|m),
\]

(2.7)

where \( \pi_{\text{post}}(m|y^{\text{obs}}) \) is the density of the finite-dimensional approximation \( \mu^{y,h} \) of the posterior measure \( \mu^y \), and \( \pi_{\text{like}} \) is the likelihood (2.2), gives the finite-dimensional posterior density explicitly as

\[
\pi_{\text{post}}(m) \propto \exp \left[ -\frac{1}{2} \| f(m) - y^{\text{obs}} \|^2_{\Gamma^{-1}_{\text{noise}}} - \frac{1}{2} \langle m - m_0, \Gamma^{-1}_{\text{prior}}(m - m_0) \rangle_M \right],
\]

(2.8)

where \( \Gamma_{\text{prior}} = A^{-1} \). Note that in (2.8) and the remainder of this paper we denote by \( f(m) \) the parameter-to-observable map evaluated at the finite element function corresponding to the parameter vector \( m \). The Bayesian solution of the inverse problem is then given by (2.8). Unfortunately, for inverse problems governed by expensive forward models and for high-dimensional parameter spaces, exploring the posterior density \( \pi_{\text{post}}(m) \) is extremely challenging, since evaluation of this density at any point in parameter space requires the solution of the forward model \( f(m) \) for the given \( m \), and a very large number of such evaluations will be required in high dimensions. Methods for exploring \( \pi_{\text{post}}(m) \) that do not exploit its structure are thus doomed to fail.

We observe that the negative log posterior density is analogous to the least squares functional that is minimized in the solution of a deterministic inverse problem. That is,

\[
-\log \pi_{\text{post}}(m) = J(m) + \text{const.}
\]

(2.9)

where

\[
J(m) := \frac{1}{2} \| f(m) - y^{\text{obs}} \|^2_{\Gamma^{-1}_{\text{noise}}} + \frac{1}{2} \langle m - m_0, \Gamma^{-1}_{\text{prior}}(m - m_0) \rangle_M.
\]

(2.10)

In the context of deterministic inversion, the first term in (2.10) is the data misfit term, weighted by \( \Gamma^{-1}_{\text{noise}} \), and the second term plays the role of Tikhonov regularization, which is chosen to make the inverse problem well-posed. This connection between the negative log posterior and the deterministic inverse problem cost function in (2.10) is often exploited to find an approximation of the mean of the posterior pdf by finding the point that maximizes the posterior \( \pi_{\text{post}}(m) \), or equivalently minimizes the cost function \( J(m) \). This so-called maximum a posterior (MAP) point is equal to the mean when the parameter-to-observable map \( f(m) \) is linear in the parameters \( m \) and the noise and prior models are Gaussian. When the Gaussian-linear conditions are not satisfied, obviously the MAP point only approximates the mean, the quality of this approximation depending on the degree of nonlinearity. Moreover, under these Gaussian-linear conditions, the posterior \( \pi_{\text{post}}(m) \) is Gaussian with mean given by the MAP point, and covariance given by the inverse of the Hessian matrix of the cost function \( J(m) \) [10, 52].

2.3. Exploring the posterior. As implied above, when the parameter-to-observable map is nonlinear, the posterior \( \pi_{\text{post}}(m) \) generally is non-Gaussian, and cannot be represented by its mean and covariance. Thus it must be characterized by other means. This can be extremely challenging for PDE-based inverse problems, since evaluating the posterior (2.8) at any point in parameter space involves solving the forward
Algorithm 1 Metropolis-Hastings MCMC algorithm to sample the pdf $\pi$

Choose initial parameters $m_0$
Compute $\pi(m_0)$

for $k = 0, \ldots, N - 1$
    Draw sample $y$ from the proposal density $q(m_k, \cdot)$
    Compute $\pi(y)$
    Compute $\alpha_k(y) = \min\left\{ 1, \frac{\pi(y)q(y,m_k)}{\pi(m_k)q(m_k,y)} \right\}$
    Draw $u \sim U([0,1])$
    if $u < \alpha_k(y)$ then
        Accept: Set $m_{k+1} = y$
    else
        Reject: Set $m_{k+1} = m_k$
end if
end for

PDEs, and many such evaluations are anticipated for the high-dimensional parameter spaces that stem from discretization of infinite-dimensional inverse problems.

The method of choice for exploring the posterior pdf is the Metropolis-Hastings (M-H) MCMC method [27, 38, 49, 53], which employs a given proposal probability density $q(m_k, y)$ at each sample point $m_k$ in parameter space to generate a proposed sample point $y \in \mathbb{R}^n$. Once generated, the M-H criterion chooses to either accept or reject the proposed sample point, and repeats from the new point, thereby generating a chain of samples $\{m_k\}_{k=1}^\infty$ from the posterior density $\pi_{\text{post}}(m)$. Algorithm 1 presents pseudo-code for the M-H MCMC method.

Critical to the success of M-H MCMC is the choice of the proposal density $q(m_k, y)$. Observe that if $q(m_k, y) = \pi_{\text{post}}(y)$, the M-H algorithm would accept every sample with probability 1; however, this defeats the purpose, because we would not know how to sample from this choice of proposal: the whole point of appealing to MCMC is that we cannot draw a sample directly from $\pi_{\text{post}}(y)$.

Instead, a common choice for the proposal is the isotropic Gaussian,

$$q_{\text{RWMH}}(m_k, y) = \frac{1}{(2\pi)^{n/2}} \exp\left[-\frac{1}{2}(\|m_k - y\|^2)\right].$$

The resulting method is known as Random Walk Metropolis-Hastings (RWMH). This proposal density is easy to sample, but it can lead to poor MCMC performance due to the mismatch between the proposal and posterior densities. The challenge is to come up with a proposal that at least locally reflects the behavior of the target posterior density and at the same time is easy to sample. Satisfying these two requirements becomes increasingly difficult with increasing parameter dimension. This will be the subject of the next section.

3. A modified stochastic Newton MCMC method. As mentioned above, the challenge is to construct proposals that simultaneously capture the structure of the underlying posterior pdf while being easy to sample. In [36], we introduced a so-called stochastic Newton MCMC method that featured a Gaussian proposal constructed from the local gradient vector and local Hessian matrix (of the negative log posterior). To make the construction of the proposal tractable, we employed adjoint-based methods to compute the gradient and Hessian, which amount to a pair of forward/adjoint PDE solves for the gradient and for each column of the Hessian. More-
over, to make the Hessian computation scalable with respect to parameter dimension, we constructed matrix-free low-rank approximations of the data misfit component of the Hessian, which often has a rapidly-decaying spectrum reflecting the ill-posedness of the inverse problem [17, 36]. With these features, the stochastic Newton method is able to handle inverse problems with hundreds to thousands of parameters; its efficiency increases with decreasing nonlinearity of the parameter-to-observable map and with decreasing information content of the data. We denote this original form of the stochastic Newton MCMC method (i.e., with dynamically changing Hessian) as SN.

Unfortunately, SN becomes prohibitive for very large-scale problems, because it requires recomputation of the Hessian at each sample point. Despite the use of efficient adjoint-based matrix-free Hessian-vector products to find the low-rank Hessian approximation, we still need $O(2r)$ linearized forward/adjoint PDE solves to compute it, where $r$ is the effective rank. When $r$ is large (as it will be for high-dimensional problems with significant data content), we must find alternatives to computing the Hessian at each sample point.

Here we propose a modified stochastic Newton MCMC method that employs a (low-rank approximation-based) Hessian that is computed once and for all at the MAP point, and reused for each proposal. This modification, to which we refer as stochastic Newton MCMC with MAP-based Hessian (SNMAP), employs a locally-computed gradient in the Gaussian proposal, but evaluates the Hessian in that Gaussian at the MAP point. Before describing SNMAP, we begin with a brief summary of the proposal construction for the original stochastic Newton MCMC method.

3.1. Stochastic Newton MCMC with dynamically changing Hessian (SN). The stochastic Newton MCMC method employs a local Gaussian approximation of the target posterior pdf. This is done by constructing, about a given point $m_k$, a local quadratic approximation $\tilde{J}_k(m)$ of the negative log posterior $J(m)$ (given in (2.10)), i.e.,

$$\tilde{J}_k(m) := J(m_k) + \langle g_k, m - m_k \rangle_M + \frac{1}{2} \langle m - m_k, H_k(m - m_k) \rangle_M. \quad (3.1)$$

Here, $g$ and $H$ are the gradient vector and Hessian matrix of $J(m)$, respectively, and $g_k := g(m_k) \in \mathbb{R}^n$ and $H_k := H(m_k) \in \mathbb{R}^{n \times n}$. Rearranging terms,

$$\tilde{J}_k(m) = \frac{1}{2} \langle m - m_k + H_k^{-1}g_k, H_k(m - m_k + H_k^{-1}g_k) \rangle_M + \text{const.}$$

To obtain the proposal density $q^{\text{SN}}$ for stochastic Newton MCMC (with dynamically changing Hessian), we take the exponential of the negative of $\tilde{J}_k(m)$, and compute the scaling factor to make it a proper pdf. This leads to

$$q^{\text{SN}}(m_k, y) = \det \frac{H_k^{1/2}}{(2\pi)^{n/2}} \exp \left( -\frac{1}{2} \langle y - m_k + H_k^{-1}g_k, H_k(y - m_k + H_k^{-1}g_k) \rangle_M \right), \quad (3.2)$$

which is a Gaussian with mean $m_k - H_k^{-1}g_k$ and covariance matrix $H_k^{-1}$. Note that the backward proposal $q^{\text{SN}}(y, m_k)$, needed for the M-H acceptance probability $\alpha_k$, is computed using the Hessian and gradient evaluated at $y$. In summary, the SN step at each MCMC iteration draws a proposed sample $y$ from the proposal $q^{\text{SN}}(m_k, y)$, which is then subject to the accept/reject framework of the M-H MCMC Algorithm 1. The SN proposal is illustrated in Figure 3.1 (top left).
3.2. Stochastic Newton MCMC with MAP-based Hessian (SNMAP).

As stated above, the original form of the stochastic Newton MCMC method becomes prohibitive for very large-scale problems, because it requires recomputation of the Hessian of $J(m)$ (whose inverse is needed to construct the Gaussian proposal) at each sample point. Therefore, we avoid recomputing this Hessian by the following modification: we first find the MAP point and compute the Hessian there, and then use this MAP-based Hessian for all proposals. The gradient is still computed at each sample point. Hence, the proposal $q^{\text{SNMAP}}(m_k, y)$ for SNMAP is given by replacing the Hessian in (3.2) with the Hessian evaluated at the MAP point, $H_{\text{MAP}}$. This leads to

$$q^{\text{SNMAP}}(m_k, y) \propto \exp \left( -\frac{1}{2} \langle y - m_k + H_{\text{MAP}}^{-1}g_k, H_{\text{MAP}}(y - m_k + H_{\text{MAP}}^{-1}g_k) \rangle_M \right),$$

(3.3)

which is a Gaussian with mean $m_k - H_{\text{MAP}}^{-1}g_k$ and covariance matrix $H_{\text{MAP}}^{-1}$. Note that the scaling factor is not necessary in (3.3), since for proposals with MAP-based Hessians, the scaling factors are constant and thus they cancel when computing the acceptance probability $\alpha_k$ in Algorithm 1. The SNMAP proposal is illustrated in Figure 3.1 (top right). Note that the SNMAP proposal (3.3) can also be understood as a preconditioned Langevin MCMC proposal [51] with a MAP-based Hessian preconditioner.

Avoiding SN’s Hessian recomputation at each sample point results in substantial computational savings, since, as will be made explicit in Section 3.5, computing the Hessian typically requires a number of forward/adjoint PDE solves on the order of the effective rank of the prior-preconditioned Hessian of the data misfit term in the negative log posterior. Once SNMAP has computed the Hessian at the MAP point, the only cost per sample is a pair of forward/adjoint PDE solves to compute the gradient. However, this may result in a deterioration in the acceptance rate, since the Gaussian proposal employs local gradient information but a global Hessian, and thus may not fully capture local curvature information of the posterior if the curvature is changing rapidly (as may happen in a highly nonlinear parameter-to-observable map). However, the fact that the proposal $q^{\text{SNMAP}}$ changes less from sample to sample...
compared to $q^{SN}$ can also have a positive effect on the acceptance probability and
the chain convergence. In Section 5 we conduct numerical experiments on a specific
Bayesian inverse problem to assess whether this tradeoff is profitable.

3.3. Independence sampling with a MAP point-based Gaussian proposal (ISMAP).
As seen in the above SNMAP modification of the stochastic Newton MCMC method, freezing the Hessian at the MAP point avoids Hessian recomputation and results in substantial savings. However, the gradient is still recomputed at each sample point, motivated by the desire to construct a Gaussian proposal that captures some local information, as well as the fact that the gradient is far cheaper to compute than (a low rank approximation of the) Hessian.

One can go one step further and shed the need to compute local gradient information by defining an independence sampler that takes the proposal to be a Gaussian centered at the MAP point, using the Hessian computed at the MAP as the inverse covariance, and neglecting the gradient (since it vanishes at the MAP). This method has been suggested previously in the subsurface flow inversion literature [40, 41]; here, we refer to it as ISMAP. Since ISMAP, like SN and SNMAP, makes use of Hessian information, a fair assessment of SNMAP vis-à-vis SN should include comparisons to ISMAP as well. Therefore, we next provide a description of the ISMAP proposal as well.

The proposal density $q^{ISMAP}$ is obtained by taking $m_k$ in (3.2) as the MAP point $m_{MAP}$ (which means that $g_k$ is zero) and, as with SNMAP, replacing the Hessian at $m_k$ with the Hessian evaluated at the MAP point, $H_{MAP}$. This leads to

$$q^{ISMAP}(m_{MAP}, y) \propto \exp \left( -\frac{1}{2} \langle y - m_{MAP}, H_{MAP}(y - m_{MAP}) \rangle_M \right) ,$$

(3.4)

which is a Gaussian with mean $m_{MAP}$ and covariance matrix $H_{MAP}^{-1}$. We note that the proposal $q^{ISMAP}$ is independent of the current sample point, and thus does not change during the sampling process. The ISMAP proposal is illustrated in Figure 3.1 (bottom).

We note that ISMAP not only avoids Hessian recomputation at each sample point (as with SNMAP) but also avoids computing the gradient; thus, its cost—once the MAP-based Hessian is determined—is “simply” a forward PDE solve at each sample point. However, this additional approximation over SNMAP has the potential to lead to additional deterioration of the acceptance rate. Note that one advantage of ISMAP is that, since the proposal is constant, the samples can all be precomputed offline or in parallel, after which they can be subjected (sequentially) to the M-H accept/reject criterion in Algorithm 1.

Finally, we remark that if the posterior itself is a Gaussian, the three Hessian-based methods described above collapse to the same method. As such, they all sample from the true posterior with probability 1 at every step, resulting in an acceptance rate of 100% and posterior samples that are independent [36].

3.4. Relation to Newton’s method for optimization. Recall that the stochastic Newton MCMC method (in particular SN) uses, as a proposal, the local quadratic approximation $\tilde{J}_k(m)$ of the negative log posterior $J(m)$ about the current sample point $m_k$. The minimizer of $\tilde{J}_k(m)$ is given by $m_k - H_k^{-1}g_k$, where $H_k$ and $g_k$ are the Hessian and the gradient of $J(m)$ evaluated at $m_k$, respectively. Note that $-H_k^{-1}g_k$ is the classical Newton optimization step. A proposal point drawn from the local Gaussian approximation of the posterior with mean $m_k - H_k^{-1}g_k$ and covariance
\( H_k^{-1} \) is thus
\[
y = m_k - H_k^{-1} g_k + H_k^{-1/2} \tilde{n},
\] (3.5)
where \( \tilde{n} = M^{-1/2} n \) is a random sample from a Gaussian with zero mean and identity covariance matrix in \( \mathbb{R}^m_f \), and \( n \in \mathbb{R}^n \) is a random sample from the standard normal density in \( \mathbb{R}^n \). Iterating the stochastic Newton MCMC method without the random term amounts to the classical Newton method from nonlinear optimization, which converges to the MAP point (or another stationary point of \( J(\cdot) \)).

Since SNMAP reuses the Hessian at the MAP point (i.e., it is held constant throughout the sampling process), proposal points are computed as in (3.5), but with \( H_k \) replaced by the Hessian at the MAP point \( H_{\text{MAP}} \), i.e.,
\[
y = m_k - H_{\text{MAP}}^{-1} g_k + H_{\text{MAP}}^{-1/2} \tilde{n},
\] (3.6)
with \( \tilde{n} \) as above. We note that if the random term is neglected, SNMAP reduces to an \( H_{\text{MAP}} \)-preconditioned steepest descent method.

For completeness, let us show how proposals from the independence sampler with MAP-based Gaussian, ISMAP, are computed. With \( \tilde{n} \) defined as above, the proposed point is found as
\[
y = m_{\text{MAP}} + H_{\text{MAP}}^{-1/2} \tilde{n}.
\] (3.7)
Note that the right hand side in (3.7) is independent of \( m_k \), and hence the designation “independence sampler.”

### 3.5. Efficient operations with the Hessian via low-rank approximation.

Up to this point, we have described the three Hessian-based MCMC methods (SN, SNMAP, and ISMAP) in terms of the Hessian matrix of the negative log posterior. Indeed, examination of the form of the three proposal densities (3.2), (3.3), and (3.4), as well as the expressions for the samples from the proposals (3.5), (3.6), and (3.7), reveals that the following operations with the Hessian are required: action of the Hessian on a vector; action of the inverse Hessian on a vector; action of the inverse of the square root of the Hessian on a vector; and determinant of the square root of the Hessian (the determinant is required only for SN). Unfortunately, explicitly computing the Hessian requires as many (linearized) forward PDE solves as there are parameters; for large-scale problems, these computations are completely prohibitive. Thus, we need efficient algorithms for the operations with the Hessian summarized above. In this section, we briefly describe previous work that employs low-rank approximations of the data misfit portion of the Hessian, preconditioned by the prior covariance, to execute all of the above operations with the Hessian at a cost (measured in forward PDE solves) that is independent of the parameter dimension \([10, 17, 36]\). The discussion below is in terms of a generic Hessian, \( H \); of course this can refer to the Hessian at any point in parameter space, including the MAP point.

The Hessian of the negative log posterior \( J(m) \) in (2.10) can be written as the sum of the Hessian of the data misfit term, \( H_{\text{misfit}} \), and the inverse of the prior covariance \( \Gamma_{\text{prior}}^{-1} \). If we consider a decomposition of the prior such that \( \Gamma_{\text{prior}} = LL^* \), then
\[
H = H_{\text{misfit}} + \Gamma_{\text{prior}}^{-1} = H_{\text{misfit}} + L^{-*}L^{-1} = L^{-*}(L^{*}H_{\text{misfit}}L + I)L^{-1}.
\] (3.8)
Here, the data misfit Hessian \( H_{\text{misfit}} \) is given by
\[
H_{\text{misfit}} := F^\ast \Gamma_{\text{noise}}^{-1} F + \text{second order terms}
\]
where $F$ is the Jacobian matrix of the parameter-to-observable map $f(m)$, $F^\ast := M^{-1}F^T$ is its (properly weighted) adjoint, and the second order terms involve second derivatives of $f(m)$ with respect to $m$. Notwithstanding the form of the second order terms, the expression above suggests that the Hessian of the data misfit involves the solution of linearized forward and adjoint PDE problems. This will be seen explicitly for the target ice sheet inverse problem described in Section 4.

We begin by describing the computation of the inverse Hessian to a vector in order to compute the Newton step $H^{-1}g$. From (3.8), we obtain

$$H^{-1}g = L(L^\ast H_{\text{misfit}}L + I)^{-1}L^\ast g,$$

and thus we require the inverse of $(L^\ast H_{\text{misfit}}L + I)$. Since for ill-posed inverse problems, observations typically inform only a limited number of modes of the parameter field, the spectrum of the data misfit Hessian often decays rapidly (see for example, [6–8] for the inverse scattering case). In addition, the prior is often smoothing, in which case left and right preconditioning of the data misfit Hessian by the square root of the prior, $L$, enhances the decay of the eigenvalues. Thus, the operator $L^\ast H_{\text{misfit}}L$ can typically be well approximated by a low rank matrix, and this can be exploited to enable efficient computations with the Hessian. To construct the low-rank approximation of the prior-preconditioned data misfit Hessian, we seek a matrix-free method (since $H$ cannot be formed explicitly) that requires just Hessian-vector products; crucially, the number of Hessian-vector products must be of the order of the effective rank, $r$, of the prior-preconditioned data misfit Hessian, as opposed to the parameter dimension, $n$. Note that each Hessian-vector product can be formed efficiently at the cost of a single pair of linearized forward/adjoint PDE solves (this will be seen explicitly for the ice sheet flow problem in Section 4.5).

The Lanczos eigenvalue algorithm meets the requirements outlined above, and we use it to construct an $r$-dimensional low-rank approximation for the prior-preconditioned data misfit Hessian, i.e., $L^\ast H_{\text{misfit}}L \approx V_r \Lambda_r V_r^\ast$, where $V_r \in \mathbb{R}^{n \times r}$ contains $r$ eigenvectors of the prior-preconditioned data misfit Hessian corresponding to the $r$ largest eigenvalues $\lambda_i, i = 1, \ldots, r$, and $\Lambda_r = \text{diag}(\lambda_1, \ldots, \lambda_r) \in \mathbb{R}^{r \times r}$. The rank $r$ approximation can typically be formed in a number of Hessian-vector products that is slightly larger than $r$, which amounts to approximately $r$ forward/adjoint pairs of linearized PDE solves all containing the same PDE operator or its adjoint (this presents an opportunity to employ an effective PDE preconditioner, since it will be amortized over $r$ PDE forward/adjoint solves.) Once the low-rank approximation has been constructed, the product of this approximate Hessian with a vector can then be formed by successively applying $V_r$ and $V_r^\ast$ to vectors, each application amounting to $r$ inner products. The cost of this linear algebra is negligible relative to the PDE solves needed to form the low-rank approximation.

Moreover, using the Sherman-Morrison-Woodbury formula [24], we can write the inverse Hessian as

$$(L^\ast H_{\text{misfit}}L + I)^{-1} = I - V_r D_r V_r^\ast + O \left( \sum_{i=r+1}^{n} \frac{\lambda_i}{\lambda_i + 1} \right),$$

where $D_r := \text{diag}(\lambda_1/(\lambda_1 + 1), \ldots, \lambda_r/(\lambda_r + 1)) \in \mathbb{R}^{r \times r}$. As can be seen from the form of the remainder term above, to obtain an accurate low rank approximation of $H^{-1}$, we can neglect eigenvectors corresponding to eigenvalues that are small compared to 1. Therefore,

$$H^{-1}g \approx L(I - V_r D_r V_r^\ast)L^\ast g = L\{V_r[(\Lambda_r + I_r)^{-1} - I_r]V_r^\ast + I\}L^\ast g.$$

(3.11)
The expression on the right side of (3.11) can be used to efficiently apply the square-root inverse Hessian to a vector $x$, as needed for drawing samples from a Gaussian distribution with covariance $H^{-1}$. Namely,

$$H^{-1/2}x \approx L \{ V_r [(\Lambda_r + I_r)^{-1/2} - I_r] V_r^T + I \} x.$$ (3.12)

By a direct computation using the adjoint definitions (2.4) and (2.5), it can be verified that $H^{-1}x = H^{-1/2}(H^{-1/2})^* x$. Finally, the determinant of the square-root Hessian can be computed efficiently from

$$\text{det}(H^{1/2}) = (\text{det} L)^{-1} \prod_{i=1}^r (\lambda_i + 1)^{1/2}.$$ (3.13)

In summary, once the low-rank approximation of the data misfit Hessian has been constructed, all of the operations with the Hessian described above (and required by the three Hessian-based methods) can be carried out using only inner products and vector sums, without recourse to PDE solves. These linear algebra operations are negligible relative to the PDE solves needed for the low-rank approximation, and thus the dominant cost of these methods is $O(r)$ forward/adjoint PDE solves needed for the low-rank approximation. As mentioned above, for ill-posed inverse problems (including the ice sheet flow inverse problem studied below), the prior-preconditioned data misfit Hessian is a compact operator with rapidly-decaying eigenvalues, so that $r \ll n$. Moreover, when the dominant modes are smooth, $r$ is independent of the parameter dimension $n$ and the observation dimension $q$.

3.6. Comparison of computational cost of ISMAP, SNMAP, and SN.

The stochastic Newton MCMC methods and the independence sampler with MAP-based Gaussian all use the low-rank approximation and fast operations with the Hessian described in the previous section. However, they differ markedly in how frequently they recompute the low-rank approximation of the prior-preconditioned data misfit Hessian, which as mentioned above is by far the dominant cost relative to the linear algebra.

Let us now characterize the cost per MCMC sample for each of the three Hessian-based methods described in Section 3, measured in number of (forward or adjoint) PDE solves. The independence sampling method (ISMAP) requires just a single evaluation of the parameter-to-observable map per sample, which amounts to a single (nonlinear) forward PDE solve per sample. The stochastic Newton MCMC method with dynamically changing Hessian (SN) requires for each sample a nonlinear forward PDE solve, a (linear) adjoint PDE solve for the gradient computation, and approximately $2r$ linearized PDE solves to construct the rank $r$ approximation of the prior-preconditioned data misfit Hessian. Finally, the cost per sample for stochastic Newton MCMC with MAP-based Hessian (SNMAP) is one nonlinear forward PDE solve and one adjoint PDE solve, since SNMAP recomputes the gradient at each sample point. Depending on whether the forward problem is linear or nonlinear and stationary or time dependent, and depending on whether the linearized PDEs are solved by direct factorization (which permits reuse of the factors within the low-rank approximation) or iteratively (which permits reuse of only the preconditioner), the number of PDE solves per sample translates differently into computational time per sample. Thus, the metric we use to compare the performance of these three Hessian-based methods to each other in Section 5 is the number of linearized PDE solves required by each method.
4. Application to the inversion of basal boundary conditions in ice flow problems. In the remainder of this paper, we apply the methods discussed in Section 3 to an inverse problem in ice dynamics, in which we seek to find a statistical description of the uncertain basal sliding coefficient field from pointwise velocity observations at the surface of the moving mass of ice. In this section, we summarize the physics describing the dynamics of ice flows, present the two-dimensional problem used to exercise our methods, and the prior distribution and the likelihood for the Bayesian inverse problem. We also give expressions of the gradient and the Hessian-vector product of the negative log posterior function using adjoint ice flow equations and describe the discretization of these equations.

4.1. The dynamics of ice flow. We model the flow of ice as a non-Newtonian, viscous, incompressible, isothermal fluid [25,31,35,42]. The balance of mass and linear momentum in a domain \( \Omega \subset \mathbb{R}^d \) of dimension \( d = 2 \) or \( d = 3 \) state that

\[
\nabla \cdot \mathbf{u} = 0 \quad \text{in} \quad \Omega, \\
-\nabla \cdot \mathbf{\sigma}_u = \rho \mathbf{g} \quad \text{in} \quad \Omega,
\]

where \( \mathbf{u} \) denotes the velocity vector, \( \mathbf{\sigma}_u \) the stress tensor, \( \rho \) the density of the ice, and \( \mathbf{g} \) gravity. The stress, \( \mathbf{\sigma}_u \), can be decomposed as \( \mathbf{\sigma}_u = \mathbf{\tau}_u - p \mathbf{I} \), where \( \mathbf{\tau}_u \) is the deviatoric stress tensor, \( p \) the pressure, and \( \mathbf{I} \) the unit tensor. We employ a constitutive law for ice that relates stress and strain rate tensors by Glen’s flow law [22],

\[
\mathbf{\tau}_u = 2\eta(\mathbf{u})\dot{\mathbf{\varepsilon}}_u, \quad \text{with} \quad \eta(\mathbf{u}) = \frac{1}{2}A \left( \frac{1}{2} \mathbf{\dot{\varepsilon}}_u \right)^{\frac{1}{2n}},
\]

where \( \eta \) is the effective viscosity, \( \dot{\mathbf{\varepsilon}}_u = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T) \) the strain rate tensor, \( \dot{\mathbf{\varepsilon}}_u = \frac{1}{2}\text{tr}(\dot{\mathbf{\varepsilon}}_u^2) \) its second invariant, \( n \geq 1 \) Glen’s flow law exponent, and \( A \) the temperature-dependent flow rate factor (here taken as constant in isothermal ice).

At the base \( \Gamma_b \) of the ice sheet, one commonly assumes non-penetrating normal boundary conditions and a linear sliding law for the tangential components i.e. [42]

\[
\mathbf{u} \cdot \mathbf{n} = 0, \quad \mathbf{T} \mathbf{\sigma}_u \mathbf{n} + \exp(\beta)\mathbf{T} \mathbf{u} = 0,
\]

where \( \beta = \beta(\mathbf{x}) \) is the log basal sliding coefficient field, and \( \mathbf{T} := I - \mathbf{n} \otimes \mathbf{n} \) the projection onto the tangential plane. Here, “\( \otimes \)” represents the tensor (or outer) product defined by \((a \otimes b)c = ab \cdot c, \mathbf{n} \) is the outward normal vector, and \( I \) is the second order unit tensor. Together with appropriate boundary conditions on \( \partial \Omega \setminus \Gamma_b \), (4.1) represents an accepted model for the flow of ice sheets and glaciers. Note that the Robin coefficient field \( \exp(\beta) \), which relates tangential velocity to tangential traction, subsumes several complex physical phenomena such as the frictional behavior of the ice sheet, the roughness of the bedrock and hydrological phenomena. It does not itself represent a physical parameter and is highly uncertain. Our target is to infer the log sliding coefficient field \( \beta \), which in the following we simply refer to as sliding coefficient field, within a Bayesian inversion approach. In the next section, we specify the ice flow model problem used to study the efficiency of our algorithms and to interpret results of Bayesian inversions.

4.2. The Arolla test problem. We use a two-dimensional test problem taken from the Ice Sheet Model Intercomparison Project for Higher-Order Ice Sheet Models (ISMIP-HOM) benchmark study [43]. The domain \( \Omega \), which is based on data from
the Haut Glacier d’Arolla is shown in Figure 4.1. Together with the basal boundary condition (4.1d), on the top boundary \( \Gamma_t \) we assume the traction-free condition

\[ \sigma_u n = 0 \text{ on } \Gamma_t. \]  

The driving force in the Stokes equations (4.1) is the gravity \( \rho g = (0, -\rho g \cos \theta) \), where \( \rho = 910 \text{ kg/m}^3 \) is the ice density, and \( g = 9.81 \text{ m/s}^2 \) is the gravitational constant. The Glen’s flow-law exponent parameter is \( n = 3 \), and the rate factor is assumed constant as \( A = 10^{-16} \text{ Pa}^{-n} \text{a}^{-1} \), where “Pa” and “a” are units of Pascals and years, respectively [43].

As reference basal sliding coefficient field, which is also used to generate synthetic observations as described in the next section, we choose

\[ \beta_{\text{true}}(x) = \ln \begin{cases} 
1000 + 1000 \sin \left( \frac{2\pi x}{5000} \right) & \text{if } 0 \leq x < 3750, \\
1000 \left( 16 - \frac{x}{250} \right) & \text{if } 3750 \leq x < 4000, \\
1000 & \text{if } 4000 \leq x < 5000.
\end{cases} \]  

(4.2)

The flow field corresponding to the basal sliding coefficient field (4.2) are shown in Figure 4.1.

4.3. The likelihood. The likelihood function expresses the probability that a candidate set of parameters reproduces the observations \( y_{\text{obs}} \). To specify the likelihood function, we denote by \( u(\beta) \) the solution of the Stokes equation with basal sliding coefficient field \( \beta(x) \), and by \( B \) the observation operator, which restricts the flow solution to ten measurement points on the right left of the top surface \( \Gamma_t \) with \( x \)-coordinates uniformly distributed in \([2500, 5000]\). Thus, the parameter-to-observable map is \( f(\beta) = Bu(\beta) \).

The observations \( y_{\text{obs}} \) are synthetically generated by solving the ice flow Stokes equations (4.1) with basal sliding coefficient field \( \beta_{\text{true}} \) as specified in (4.2), restricting the resulting flow solution \( u(\beta_{\text{true}}) \) using the observation operator and adding additive Gaussian noise \( \epsilon \), i.e., \( y_{\text{obs}} = Bu(\beta_{\text{true}}) + \epsilon \). Each component of the noise vector \( \epsilon \) is i.i.d. with standard deviation \( \sigma_{\text{noise}} \) for the horizontal flow components and with \( \bar{\sigma}_{\text{noise}} \) for the vertical flow components. Adding noise mitigates the “inverse crime,” which occurs when synthetic observations are used in an inversion and the same numerical method is employed in both, the synthetization of the observations and in the inverse problem solution [32]. The likelihood function is then given by

\[ \pi_{\text{like}}(y_{\text{obs}} | \beta) \propto \frac{1}{2} \| Bu(\beta) - y_{\text{obs}} \|_{\Gamma_{\text{noise}}}^2, \]  

(4.3)
where the noise covariance matrix $\Gamma_{\text{noise}}$ is diagonal with the entries $\bar{\sigma}_{\text{noise}}$ and $\bar{\bar{\sigma}}_{\text{noise}}$ for the horizontal and vertical components, respectively. To understand the effect of the noise level on the performance of the three Hessian-based sampling methods and on the uncertainty in the reconstruction, we consider two problems based on the noise level in the observations:

- **Problem 1:** $\bar{\sigma}_{\text{noise}} = 62$ for the horizontal flow components and with $\bar{\bar{\sigma}}_{\text{noise}} = 10$ for the vertical flow components;
- **Problem 2:** $\bar{\sigma}_{\text{noise}} = 18$ for the horizontal flow components and with $\bar{\bar{\sigma}}_{\text{noise}} = 3$ for the vertical flow components.

### 4.4. The choice of prior.

We specify the Gaussian prior by giving its mean $\beta_0$ and its covariance via the elliptic operator $A$ discussed in Section 2. Since the bottom surface of the Arolla geometry is a “curved” surface, the prior is defined in terms of the surface Laplacian (also called the Laplace-Beltrami operator). Using the projection $T$ onto the tangential plane as defined above, $\nabla_{\Gamma_b} = T \nabla$ is the tangential gradient, $\nabla_{\Gamma_b} \cdot$ is the tangential divergence, and $\nabla_{\Gamma_b} \cdot \nabla_{\Gamma_b}$ is the Laplace-Beltrami operator [2,14,16]. Thus, we define $A$ as the differential operator

$$-\nabla_{\Gamma_b} \cdot (a \nabla_{\Gamma_b} \beta) + b \beta = s \quad \text{in } \Gamma_b,$$

(4.4a)

$$a \nabla_{\Gamma_b} \beta \cdot \nu = 0 \quad \text{on } \partial \Gamma_b,$$

(4.4b)

where $\nu$ denotes the outward unit normal on $\partial \Gamma_b$. The finite-dimensional representation of the prior inverse is $\Gamma^{-1}_{\text{prior}} = M^{-1}K$, where $M$ and $K$ are the corresponding surface mass and surface stiffness matrices, respectively. In our model problems, we use the parameters $a = 10^{-2}$ and $b = 10^2$. With these parameters, the standard deviation of the Green’s function corresponding to the prior (i.e., the correlation length) is roughly 5% of the total length of the glacier.

### 4.5. Gradient and Hessian of the negative log posterior.

The Hessian-based sampling methods presented in Section 3 rely on the availability of gradients and Hessian-vector products of the negative log posterior. The derivation of these derivatives is complicated by the fact that the parameter-to-observable map involves the solution of the ice flow equations. In this section, we give expressions for the efficient computation of gradients and Hessian-vector products using adjoint equations. For a more detailed presentation of derivative computation using adjoints we refer to the PDE-constrained optimization monographs [3,30,54] and to [44] for the ice flow dynamics setting.

The gradient of the negative log posterior can be found by requiring that variations of a Lagrangian function with respect to the forward velocity and pressure $(u, p)$ and an adjoint velocity and pressure $(v, q)$ vanish. Variations with respect to $\beta$ then result in the following strong form of the gradient $G$:

$$G(\beta) := \exp(\beta) Tu \cdot Tv + A(\beta - \beta_0).$$

(4.5)

Here, the velocity $u$ is obtained by solving the **forward Stokes problem** (4.1) for given $\beta$, and the adjoint velocity $v$ is obtained by solving the following **adjoint Stokes problem** for given $\beta$ and for $u$ satisfying (4.1):

$$\nabla \cdot v = 0 \quad \text{in } \Omega,$$

(4.6a)

$$-\nabla \cdot \sigma_v = 0 \quad \text{in } \Omega,$$

(4.6b)

$$\sigma_v n = -B^* \Gamma_{\text{noise}}^{-1} (Bu - y^{\text{obs}}) \quad \text{on } \Gamma_i,$$

(4.6c)

$$v \cdot n = 0, \ T \sigma_v n + \exp(\beta)Tv = 0 \quad \text{on } \Gamma_b,$$

(4.6d)
where the adjoint stress $\sigma_v$ is given by
\[
\sigma_v := 2\eta(u) \left( 1 + \frac{1-n}{n} \hat{\varepsilon}_u \otimes \hat{\varepsilon}_u \right) \hat{\varepsilon}_v - I q,
\]
and $I$ is the fourth order identity tensor.

The action of the Hessian operator evaluated at a sliding coefficient field $\beta$ onto a direction $\hat{\beta}$ is given by
\[
\mathcal{H}(\beta)(\hat{\beta}) := \mathcal{A}\hat{\beta} + \exp(\beta)(\hat{T}\hat{u} \cdot T\hat{v} + T\hat{u} \cdot T\hat{v} + T\hat{u} \cdot T\hat{v}),
\]
where the incremental forward velocity/pressure $(\hat{u}, \hat{p})$ satisfy the incremental forward Stokes problem,
\[
\begin{align*}
\nabla \cdot \hat{u} & = 0 \quad \text{in } \Omega, \quad \text{(4.8a)} \\
-\nabla \cdot \sigma_\delta & = 0 \quad \text{in } \Omega, \quad \text{(4.8b)} \\
\sigma_\delta n & = 0 \quad \text{on } \Gamma_t, \quad \text{(4.8c)} \\
\hat{u} \cdot n & = 0, \ T\sigma_\delta n + \exp(\beta)T\hat{u} = -\hat{\beta} \exp(\beta)T\hat{u} \quad \text{on } \Gamma_b, \quad \text{(4.8d)}
\end{align*}
\]
with $\sigma_\delta := 2\eta(u) \left( 1 + \frac{1-n}{n} \hat{\varepsilon}_u \otimes \hat{\varepsilon}_u \right) \hat{\varepsilon}_\delta - I \hat{p}$, and the incremental adjoint velocity/pressure $(\hat{v}, \hat{q})$ satisfy the incremental adjoint Stokes problem,
\[
\begin{align*}
\nabla \cdot \hat{v} & = 0 \quad \text{in } \Omega, \quad \text{(4.9a)} \\
-\nabla \cdot \sigma_\delta & = -\nabla \cdot T\tau_\delta \quad \text{in } \Omega, \quad \text{(4.9b)} \\
\sigma_\delta n & = -B^* T^{-1} \text{noise} B\hat{u} - \tau_\delta \quad \text{on } \Gamma_t, \quad \text{(4.9c)} \\
\hat{v} \cdot n & = 0, \ T\sigma_\delta n + \exp(\beta)T\hat{v} = -T\tau_\delta \quad \text{on } \Gamma_b, \quad \text{(4.9d)}
\end{align*}
\]
with $\sigma_\delta := 2\eta(u) \left( 1 + \frac{1-n}{n} \hat{\varepsilon}_u \otimes \hat{\varepsilon}_u \right) \hat{\varepsilon}_\delta - I \hat{q}$, and $\tau_\delta = 2\eta(u)\Psi \hat{\varepsilon}_\delta$, where
\[
\Psi = \left( 1 + \frac{1-n}{n} \hat{\varepsilon}_u \circ \hat{\varepsilon}_u \right) l + \frac{1-n}{n} \left[ \hat{\varepsilon}_u \otimes \hat{\varepsilon}_u + 2\hat{\varepsilon}_u \otimes \hat{\varepsilon}_u \right] + \frac{1-3n}{n} \left( \hat{\varepsilon}_u \otimes \hat{\varepsilon}_u \right)^2.
\]

In these expressions, $\hat{\varepsilon}_\delta$ and $\hat{\varepsilon}_\delta$ are defined analogously to $\hat{\varepsilon}_u$ and $\hat{\varepsilon}_v$.

To summarize, the computational cost (measured in the number of linearized Stokes solves, which represent the dominant cost) of the gradient evaluation is $n_{ls}$ forward linearized Stokes solves for the nonlinear forward problem (4.1) (where $n_{ls}$ is the number of Newton iterations required by the nonlinear solver to converge), and one linear adjoint solve for (4.6). Each computation of the Hessian-vector product (4.7) requires two linearized Stokes solves, namely the solution of (4.8) and (4.9).

### 4.6. Discretization and solvers.

We discretize the domain $\Omega$ with 260 triangular mesh elements, and use Taylor-Hood finite elements (i.e., linear elements for pressure and quadratic elements for the velocity components) which leads to 4714 degrees of freedom for the velocity field and 659 for the pressure) for the forward and adjoint Stokes problems as well as their incremental counterparts. The uncertain sliding coefficient field $\beta$ is discretized using linear elements with 139 unknowns, i.e., parameters for the inverse problem. All Stokes systems are solved using a direct factorization method. The cost of the Stokes matrix factorization is amortized across the adjoint solve and the incremental forward and adjoint solves in all CG iterations needed in each Newton iteration; when the factorization is available, only triangular solutions are required at each CG iteration, gradient computation or the application of the Hessian to a vector.
5. Performance of algorithms. The primary goal of this section is to compare the performance of the sampling methods presented in Section 3 for the Bayesian inverse problem described in Section 4. We start with a discussion on the computation of the MAP point in Section 5.1, and study the approximation of prior-preconditioned data misfit Hessians—and thus covariance matrices—using low rank ideas (Section 5.2). In Section 5.3, we present a systematic comparison of the three Hessian-based sampling methods (ISMAP, SN, and SNMAP) presented in Section 3.

5.1. Computation of the MAP point. For the computation of the MAP point, we apply an adjoint-based inexact Newton method to solve the nonlinear least-squares optimization problem (2.9). Starting with an initial guess for the basal sliding coefficient field $\beta$ (we use the prior mean $\beta_0 \equiv \ln(1000)$), Newton’s method iteratively updates this parameter based on successive quadratic approximations of the negative log posterior functional $J(\cdot)$, using the expressions for the first and second derivatives presented in Section 4.5. Since the conjugate gradient method is used to solve the Newton linearization, the method does not require assembled Hessian matrices but only Hessian-vector products. For a more complete presentation of this optimization method to compute MAP points for ice sheet model problems, we refer to [44].

We discuss the performance of the optimization algorithm for the computation of the MAP point for Problem 2 as defined in Section 4.3. On the right in Figure 5.1, we show the “truth” sliding coefficient field, which is used to generate the synthetic surface velocity observations. Also shown is the MAP point, i.e., the solution of (2.9). In the upper part of the glacier the MAP point follows the prior mean since observations are only available in the lower half of the glacier (i.e., the right part of the domain).

To compute the MAP point, 8 (outer) Newton iterations were necessary to decrease the nonlinear residual by a factor of $10^5$. In each of these outer Newton iterations, the nonlinear Stokes equation has to be solved, for which we use an (inner) Newton method. These inner Newton solves are also terminated after the residual is decreased by a factor of $10^5$, which takes an average of 12 iterations, each amounting to a linearized Stokes solve. In addition to the nonlinear Stokes solve, each (outer) Newton iteration requires computation of the gradient and of several Hessian-vector products. Summing over all 8 (outer) Newton iterations, 32 conjugate gradient iterations—and thus 32 Hessian-vector products—are required. In total, the computation of the MAP point amounts to 208 linear(ized) Stokes solves.

5.2. Low-rank approximation of the prior-preconditioned data misfit Hessian. The computational feasibility of Hessian-based sampling for large-scale Bayesian inverse problems critically relies on low-rank approximations for the data misfit Hessian. Thus, we study the numerical rank of the prior-preconditioned data misfit Hessian for various points in the parameter space. Figure 5.2 shows a logarithmic plot of the spectra of the prior-preconditioned data misfit Hessians at the 21 MCMC chain starting points discussed in Section 5.3. Note that all spectra decay rapidly. As seen in (3.10), an accurate low-rank approximation of the inverse Hessian can be obtained by neglecting eigenvalues that are small compared to 1. Thus, retaining 15–20 eigenvectors appears to be sufficient for any point from the posterior distribution.

In our sampling runs, we thus use $r = 20$ eigenvectors for the low-rank approximation of the prior-preconditioned data misfit Hessian. We note that the cost of obtaining this low-rank approximation, measured in the number of Stokes solves, is
Fig. 5.1. Left: The horizontal surface velocity obtained by solving the forward problem using the “truth” sliding coefficient field (black) and the synthetic pointwise observations (red circles), generated by adding 1.5% Gaussian random noise to this surface velocity. The horizontal velocity corresponding to the MAP point is shown in blue. Right: “Truth” sliding coefficient field (black) and MAP point (blue).

Fig. 5.2. Logarithmic plot of the spectra of prior-preconditioned data misfit Hessians computed at the MAP point (black line with dots) and at 21 points distributed over the support of the posterior (gray lines). The horizontal line for $\lambda = 1$ shows the reference value for the truncation of the spectrum of the prior-preconditioned data misfit Hessian.

$2(r+p)$, where $r+p$ is the number of Lanczos iterations. Here, $p \geq 0$ iterations are used to ensure the accurate computation of the most significant eigenvalues/eigenvectors (we use $p = 5$). We discard any negative eigenvalues to guarantee that the low-rank approximation is positive semi-definite.

5.3. Performance of proposed stochastic Newton MCMC method with MAP-based Hessian. In this section, we compare the performance of the proposed SNMAP method (stochastic Newton MCMC with MAP-based Hessian) with SN (the original stochastic Newton MCMC method with dynamically-computed Hessian) and with ISMAP (independence sampler with MAP-based Gaussian) for both ice flow inverse problems introduced in Section 4.3. For each method, 21 MCMC chains are computed using a common set of 21 initial points. These points are selected from an MCMC chain with 25,000 samples initialized at the MAP point. From this chain,
these 21 initial points are chosen to approximately maximize the minimum pairwise distances between points, so that the resulting set is distributed quasi-uniformly over the support of the posterior distribution. This ensures that the initial points are over-dispersed with respect to the posterior, which is important for the convergence diagnostics used to compare the different MCMC methods.

In Table 5.1, we summarize convergence diagnostics and MCMC chain statistics averaged over 21 chains (excluding the MPSRF which is a multi-chain diagnostic). To compare the different MCMC methods, in the second column we provide the multivariate potential scale reduction factor (MPSRF) diagnostic [4]. This diagnostic compares averaged properties of individual sample chains with properties of the pooled sample chain. When these properties are similar, we infer that each of the individual sample chains has converged. The closer the MPSRF is to 1, the better converged the individual sample chains are.

It is well known in Monte Carlo methods that the variance in the estimate decays as $1/N$ when averaging over $N$ i.i.d. samples. However, MCMC samples are not independent, and in general we observe that averaging over $N$ samples from an MCMC chain reduces the variance in the estimate by a factor of only $\tau/N$, where $\tau > 1$ is the integrated autocorrelation time (IAT) [49], given by

$$\tau = 1 + 2 \sum_{s=1}^{\infty} \rho(s). \quad (5.1)$$

Here, $\rho(s)$ is the usual autocorrelation function for a lag $s > 0$. In practice, $\rho(s)$ is noisy when computed from a finite length sample chain, and thus we estimate $\tau$ by the maximum value obtained by truncating the summation in (5.1). The autocorrelation is defined for a scalar quantity, and we report in column three the IAT corresponding to the sliding coefficient field at the point $x = 3450$. In the fourth column, we report the effective sample size (ESS) defined as $N/\tau$, the number of independent samples that would be required for the same variance reduction as obtained from the MCMC chain.

The fifth column shows the mean squared jump distance (MSJ), which provides an indication of how well the MCMC chain is mixing. This metric is defined for a single MCMC chain with samples $m_0, \ldots, m_N$ as

$$\text{MSJ} := \frac{1}{N} \sum_{k=0}^{N-1} \|m_{k+1} - m_k\|_M^2. \quad (5.2)$$

In general, a larger mean square jump distance indicates faster mixing of the MCMC chain, and tends to result in better chain convergence.

Finally, we address the question of greatest interest with regard to computational efficiency: “Given an MCMC algorithm, how much computational work is required to obtain an independent sample?”. Column seven reports the total number of linearized Stokes solves required to obtain a single independent sample, and column eight reports the total wall-clock time for these solves.

We summarize the following observations from Table 5.1:

- The number of independent samples is about one order of magnitude larger for Problem 1 than for Problem 2, suggesting that the posterior distribution for Problem 2 is more difficult to sample.
- SNMAP leads to the best MPSRF values for both problems, suggesting the fastest convergence with respect to the number of samples. As a consequence,
Table 5.1
Multivariate potential scale reduction factor (MPSRF), integrated autocorrelation time (IAT), effective sample sample size (ESS), mean squared jump distance (MSJ), acceptance rate (AR), number of (linearized) Stokes solves per independent sample (SPIS), and the average wallclock time per independent sample (TPIS). We compare the performance obtained with the independence sampler with MAP-based Gaussian (ISMAP), the stochastic Newton MCMC method with MAP-based Hessian (SNMAP), and the stochastic Newton MCMC method with dynamic Hessian (SN). We use 21 MCMC chains, each with 25,000 samples, hence the total number of samples is 525,000. The dimension of the discretized basal sliding coefficient field, i.e., the number of parameters, is 139.

|       | MPSRF | IAT  | ESS  | MSJ  | AR (%) | SPIS | TPIS (s) |
|-------|-------|------|------|------|--------|------|----------|
| Problem 1 |       |      |      |      |        |      |          |
| ISMAP  | 1.210 | 253  | 2075 | 1456 | 41     | 2783 | 139      |
| SNMAP  | 1.001 | 6    | 84004| 1390 | 40     | 72   | 4        |
| SN     | 1.073 | 125  | 4032 | 565  | 17     | 1375 | 69       |
| Problem 2 |       |      |      |      |        |      |          |
| ISMAP  | 1.507 | 435  | 1207 | 280  | 9      | 4350 | 218      |
| SNMAP  | 1.045 | 80   | 6563 | 190  | 6      | 960  | 48       |
| SN     | 1.348 | 600  | 875  | 64   | 2      | 8400 | 420      |

the largest effective sample size is achieved using SNMAP. Note that this holds even though ISMAP yields larger acceptance rates and mean squared jump distances.

- SNMAP also requires the smallest number of forward solves per independent sample. For Problem 1, SNMAP is more efficient than SN by a factor of about 20, and than ISMAP by a factor of almost 40. For Problem 2, SNMAP is more efficient by factors of about 10 and 5 than SN and ISMAP, respectively.

- Surprisingly, SN performs worse than SNMAP, even with respect to the number of samples. This is despite the fact that it uses a better local approximation of the posterior. We attribute this to the mismatch in the local Hessians at different points, which increases the asymmetry between the forward and backward proposals \( q(m_k, y) \) and \( q(y, m_k) \), thus increasing the variability of the acceptance probability \( \alpha_k(y) \) (see Algorithm 1).

We have also applied Delayed Rejection Adaptive Metropolis (DRAM) sampling [26] to explore the posterior distribution. We found it to be far from convergence after 1,000,000 samples. In the next section, we focus on visualization and interpretation of the posterior distribution.

6. Analysis and interpretation of the solution of the Bayesian inverse problem. Visualization and interpretation for high-dimensional posterior distributions is a difficult task. In this section, we highlight techniques motivated by the structure of the Bayesian inverse problem to guide our analysis. First, in Section 6.1, we present visualizations of the posterior in the physical coordinate basis, which provides intuition about the solution at particular points or regions of the domain. Then, in Section 6.2, we shift our perspective to eigenvectors of the posterior covariance (approximated using the Hessian at the MAP point), which can be classified into groups according to their contributions from the observation data and the prior. The qualitative features of each group provide insight into the posterior distribution. Finally, in Section 6.3, we visualize one- and two-dimensional marginal distributions of the full posterior distribution with respect to these eigenvectors.
The results discussed in this section are for Problem 2 as defined in Section 4.3, i.e., the problem with smaller data noise. The approximation of the posterior pdf is based on samples generated by the SNMAP method, and kernel density estimation is used to visualize the one- and two-dimensional marginal probability density functions.

6.1. Point marginals and samples from the posterior. In Figure 6.1, we present (one-dimensional) marginals of the prior and posterior distributions with respect to physical points in the domain. We refer to these marginals as point marginals. The probability density for each point marginal is visualized in gray scale along a vertical column at each point, with higher probability density indicated by darker shading. Because each point marginal is computed independently, the point marginal density values at neighboring points are not necessarily related, and thus any spatial correlation structure present in the distribution is neglected by this visualization. For this reason, we overlay a few samples from each distribution to provide some indication of the spatial correlation structure.

This visualization provides some useful observations for our problem. In the unobserved part of the domain (the upper part of the glacier), the point marginals of the posterior are similar to those of the prior; our beliefs about the basal sliding coefficient field in this region are unchanged from the prior. On the contrary, in the region where observation data are available, we find the variance to be decreased significantly (i.e., we are more certain about the sliding coefficient field in this region), and in some regions most of the probability mass is shifted in the posterior compared to the prior; the evidence from the observation data has overwhelmed our prior beliefs in this region. Finally, while spatial correlation structure is difficult to infer from the limited number of overlayed samples, note that the average width of the variations appears unchanged from the prior to the posterior in both, the parts of the glacier with and without observations. We interpret this as insufficient observational evidence to update our beliefs about the width of spatial variations.
6.2. Classification of posterior covariance eigenvectors. In this section, we classify the eigenvectors of the posterior covariance into groups according to their contributions from the observation data and prior, and subsequently use this classification to gain insight into the posterior distribution. While it is common to order eigenvectors by ascending or descending eigenvalues, this choice is poorly adapted to our purposes since it unpredictably interleaves data-influenced eigenvectors with prior-influenced eigenvectors. We therefore propose a general technique for sorting eigenvectors that groups them naturally.

To characterize the influence of the observations and prior on the eigenvectors, consider the Rayleigh quotients of the data misfit Hessian and of the inverse of the prior, i.e.,

$$r_i^m = \frac{\langle v_i, H_{\text{misfit}} v_i \rangle_M}{\langle v_i, v_i \rangle_M}, \quad r_i^p = \frac{\langle v_i, \Gamma^{-1}_{\text{prior}} v_i \rangle_M}{\langle v_i, v_i \rangle_M},$$

for $i = 1, \ldots, n$, where $v_i$ is the $i$-th eigenvector of the inverse posterior covariance (approximated by the Hessian at the MAP point). Because the eigenvalue $\lambda_i$ associated with $v_i$ is simply the sum of $r_i^m$ and $r_i^p$, these Rayleigh quotients quantify the contributions from the observation data and prior. We then order the eigenvectors according to the difference of the squared Rayleigh coefficients $d_i := (r_i^m)^2 - (r_i^p)^2$.

Large positive values of $d_i$ correspond to eigenvectors that are most informed by the data, whereas large negative values correspond to directions most informed by the prior. We note that there are several reasonable choices for $d_i$; we find that our choice best groups eigenvectors with similar qualitative features. The sorted Rayleigh quotients for the data misfit Hessian and for the inverse of the prior are presented in the left plot in Figure 6.2. A selection of these eigenvectors is shown in Figure 6.3.

Next, we study the qualitative features of these eigenvectors. Since the lower half of the glacier contains observation points and the upper half does not, we can also characterize these eigenvectors by determining whether the eigenvector is concentrated primarily in one half of the glacier. The right plot in Figure 6.2 studies these concentrations in each half of the domain using the corresponding $L^2$-norms. We can distinguish four groups of eigenvectors, highlighted by different colors in Figure 6.2.
Data-informed eigenvectors. The first group (shown in red in Figure 6.2) contains eigenvectors for which $d_i$ is positive, i.e., the information from the data dominates the information from prior. In the direction of these eigenvectors, the variance in the posterior is significantly reduced due to the observations (recall that the variance is $1/\lambda_i = 1/(r_{im} + r_{ip})$), and hence we say they have been informed by the data.

The eigenvectors in this group are primarily concentrated in the lower half of the glacier where we have observations (see the right plot in Figure 6.2). They are relatively smooth (since $r_{ip}$ is not large), and qualitatively resemble the first nine Fourier modes in this region (see plots (a) and (b) in Figure 6.3 for eigenvectors 1 and 3). This last observation is powerful since it provides confidence that features of the MAP point that lie in the span of these first nine Fourier modes are indeed features of the true basal sliding coefficient field.

Shadowed eigenvectors. The next group contains eigenvectors for which the original prior variance was large, and yet the observations provide little information (they are not illuminated by the data, and thus “shadowed”). These eigenvectors are characterized by large ratios $r_{ip}/r_{im}$, and the posterior is easy to characterize in these directions; it is similar to the prior. This group as well as the prior-tail group discussed below are shown in blue in Figure 6.2. Both groups are well characterized by the prior distribution, although for different reasons.

Shadowed eigenvectors generally concentrate in regions where the parameter-to-observable map is insensitive to the parameter. In our problem, the upper part of the glacier is far away from observation points, and the basal sliding coefficient field at a point only has significant influence on the ice velocity in a neighborhood of that
point. Thus, the parameter-to-observable map is insensitive to the sliding coefficient in the upper part of the glacier. In Figure 6.2 we can see that indeed most of these eigenvectors are concentrated in the upper part of the glacier, and again resemble Fourier modes in the upper half of the glacier (see Figure 6.3c).

Parameter-to-observable map insensitivity also occurs at the very bottom edge of the glacier. Even though observations are available here, the flow in this region is determined primarily by the glacial boundary, preventing the basal sliding coefficient field from significantly influencing the surface velocity in this region. Exactly one shadowed eigenvector corresponds to this region, shown in Figure 6.3d.

**Mixed eigenvectors.** The third group contains eigenvectors for which the observations and the prior both have a significant influence. In general it is not clear how this interaction will affect the posterior distribution, and as such it is perhaps too optimistic to make predictions based on this analysis and we defer this discussion to Section 6.3. Note that these eigenvectors seem to be generally characterized by a mixture of medium frequency Fourier-like modes on the upper and lower half of the glacier, which is why we refer to them as “mixed” modes. One eigenvector from this group is shown in Figure 6.3e.

**Prior-tail eigenvectors.** The remaining posterior eigenvectors represent directions in which the prior is very certain (i.e., the prior variance $1/r_p^4$ is small), and for which the observations do not provide sufficient evidence to either contradict or reinforce this assertion (i.e., as in the shadowed eigenvectors, the ratio $r_p^4/r_m^4$ is large). In the continuous inverse problem, this final group contains an infinite number of eigenvectors, each behaving very similar to their prior counterparts, and we therefore refer to this as the “prior-tail”. One eigenvector from this prior-tail group, which qualitatively resembles a high frequency Fourier mode, is shown in Figure 6.3f.

**6.3. Marginals in the eigenvector directions.** While the analysis of the previous section provides some insight into the posterior distribution, it has two important limitations. First, this analysis is predicated on the assumption that the posterior is completely characterized by its mean and covariance, and as such, any non-Gaussian behavior of the posterior is obscured. Second, the analysis makes use of the posterior covariance approximated at the MAP point, which may not reflect the behavior of the posterior away from this point. In this section, we make use of the insights gleaned from the above analysis, but return our focus to the full posterior distribution.

In Figure 6.4, we show the one-dimensional marginals and sample variances of the posterior distribution, with respect to eigenvectors of the posterior covariance using colors corresponding to the eigenvector groups discussed in Section 6.2. Many features of these marginals are already anticipated: the data-informed eigenvectors (in red) have small variance and are most shifted with respect to the prior distribution. The shadowed eigenvectors (first blue group) have the largest variances and the prior-tail eigenvectors (second blue group) have small variance and are essentially unchanged from the prior. To emphasize the departure of the posterior from the prior, all marginals are plotted with respect to the prior mean. Any shift of the marginal away from zero is due to observations.

Despite the nonlinearity of the parameter-to-observable map, we find that the posterior marginals all appear to be near-Gaussian. Since the noise and prior models are both Gaussian, it is reasonable to expect gaussianity of the data-informed directions in the small-noise limit (the parameter-to-observable map is smooth and thus
Fig. 6.4. Marginals of the posterior distribution with respect to eigenvectors of the covariance (approximated using the Hessian at the MAP point). Shown are the marginals (left) and the corresponding sample variances (right). The eigenvectors are sorted with respect to qualitative features indicated by different background colors as described in the text.

nearly linear over a narrow range), and also in the directions where the prior is most influential, as the data does not update the prior distribution in these directions. We therefore anticipate that the most non-Gaussian behavior occurs in the mixed eigenvector directions (in green), as these are the directions with the largest variance (so that the parameter-to-observable map can deviate from a linear approximation) that are significantly influenced by the data.

Figure 6.5, depicts one- and two-dimensional marginals of the posterior distribution in selected eigenvector directions together with the Gaussian approximation of the posterior distribution at the MAP point. As in Figure 6.4, these marginals are plotted with respect to the prior mean. In all directions except for the first (the most data-informed eigenvector), we observe that the posterior marginal is close to the Gaussian approximation at the MAP point even in the mixed eigenvector direction ($v_{26}$). In the direction of the first eigenvector, there is a clear shift in the marginal mean of the posterior distribution and its Gaussian approximation at the MAP point. Nevertheless, the corresponding posterior marginal looks Gaussian. To give a possible explanation for this behavior, consider a two-dimensional pdf with banana-shaped contours for which the MAP point is located along the banana ridge, but the mean is located at the banana’s center of mass, in a region that itself may have low probability density. One-dimensional marginals of such a pdf are likely to have a similar discrepancy between the MAP point and the mean. Although with respect to the other eigenvectors, the marginals of the posterior and the Gaussian approximation at the MAP point are close, this does not necessarily imply that the posterior is Gaussian.
Fig. 6.5. One and two-dimensional marginals from the posterior (red) compared with marginals of the Gaussian approximation at the MAP point (blue). The two-dimensional plots show contour lines of the two-dimensional marginals, where the three contours are selected to contain 5%, 50%, and 95% of the density, respectively. The marginals are computed with respect to the eigenvectors $v_1$, $v_3$, $v_{18}$, and $v_{26}$, which are plotted in Figure 6.3a, b, d, and e, respectively. Kernel density estimation is used to visualize the posterior pdf using the MCMC sample chain.

7. Concluding remarks. We have addressed the problem of constructing efficient MCMC methods for exploring posterior distributions for uncertain parameter fields in infinite-dimensional Bayesian inverse problems governed by expensive forward models. The stochastic Newton MCMC method presented in [36] has been extended in several ways. First, the method is recast in a form that is consistent with the infinite-dimensional setting. In doing so, we have extended the work in [10] to nonlinear inverse problems. Second, the complexity of recomputing the Hessian at each sample point was addressed by investigating a modified stochastic Newton MCMC that reuses the Hessian evaluated at the MAP point.

The modified stochastic Newton MCMC method (with MAP-based Hessian) proposed in this paper is compared with the original stochastic Newton MCMC method (with dynamically changing Hessian) and with an independence sampling method based on a Gaussian proposal at the MAP point, for an ice sheet flow inverse problem governed by a nonlinear Stokes equation. A performance comparison reveals that the proposed stochastic Newton MCMC method with a MAP-based Hessian proposal
leads to the best convergence, both in terms of the number of samples as well as in terms of the number of PDE solves.

We also presented visualizations and interpretations of the posterior distribution in high dimensions. We showed point marginals of the posterior to provide intuition about the statistical solution at particular points or regions of the domain. The point marginals confirm the dependence of the variance on the availability of observations. We classified the eigenvectors of the covariance of the Gaussian approximation of the posterior at the MAP into groups depending on the extent to which they are influenced by the observational data versus the prior. This classification can be used to identify and exploit directions in parameter space in which the distribution is Gaussian (for directions that are not informed by the data and hence are dominated by a Gaussian prior) or non-Gaussian (for directions that are informed by the data and hence the nonlinearity of the parameter-to-observable map dominates).
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