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ABSTRACT
The length-biased Birnbaum-Saunders distribution is both useful and practical for environmental sciences. In this paper, we initially derive some new properties for the length-biased Birnbaum-Saunders distribution, showing that one of its parameters is the mode and that it is bimodal. We then introduce a new regression model based on this distribution. We implement the maximum likelihood method for parameter estimation, approach interval estimation and consider three types of residuals. An elaborate Monte Carlo study is carried out for evaluating the performance of the likelihood-based estimates, the confidence intervals and the empirical distribution of the residuals. Finally, we illustrate the proposed regression model with the use of a real meteorological data set.

1. Introduction

Birnbaum-Saunders (BS) regression models have been widely used in the literature; see the literature review by Balakrishnan and Kundu (2019). Recently, Dasilva et al. (2020) performed a comparison of three existing regression approaches, studied by Rieck and Nedelman (1991), Leiva et al. (2014) and Balakrishnan and Zhu (2015), to deal with the modeling of asymmetric data following the BS distribution. Other recent studies involving BS regression models can be seen in Sánchez et al. (2021, 2020) and Leiva et al. (2020).

Length-biased distributions are special cases of weighted distributions; see Sansgiry and Akman (2001). In the area of environmental sciences, as noted by Patil (2006), the use of weighted distributions is more adequate, since observations from this area fall in the nonexperimental, nonreplicated, and nonrandom categories. Weighted distributions take into account these characteristics by providing probability-adjusted models that consider the method of ascertainment; see Patil (2006).

In the context of BS models, Leiva, Sanhueza, and Angulo (2009) proposed a length-biased version of the BS (LBS) distribution. The authors provided moments and some properties of this distribution, which was illustrated with real data related to water quality. Nevertheless, no regression model based on the LBS distribution has been proposed in the literature. Therefore, the primary objective of this paper is to propose a regression model based on the LBS distribution. The secondary objectives are: (i) to
investigate some properties of the LBS distribution, such as bimodality and mode; (ii) to obtain point and interval estimates of the model parameters; (iii) to carry out Monte Carlo simulations to evaluate the performance of the estimates; and (iv) to discuss a real data application of the proposed methodology.

The rest of this paper proceeds as follows. In Section 2, we describe briefly the LBS distribution proposed by Leiva, Sanhueza, and Angulo (2009) and present some novel properties of this model. In Section 3, we formulate the regression model based on the LBS distribution, and then detail the associated point and interval estimation and residual analysis. In Section 4, we carry out Monte Carlo simulations, and an illustration with a meteorological data is done in Section 5. Finally, in Section 6, we discuss conclusions and some possible future research in this topic.

2. The LBS distribution and some novel properties

In this section, we briefly describes the LBS distribution. Then, some novel results on bimodality and monotonicity of the hazard rate (HR) of the LBS distribution are obtained.

2.1. The LBS distribution

Let $Y$ be a positive random variable with probability density function (PDF) $f_Y$. Then, the length-biased version of $Y$, denoted by $T$, has PDF

$$f_T(t) = \frac{tf_Y(t)}{E(Y)}, \quad t > 0, \quad (2.1)$$

provided the expectation $E(Y)$ exists. In the case of the LBS distribution, the random variable $Y$ follows a BS distribution (Birnbaum and Saunders 1969) with shape parameter $\alpha$ and scale parameter $\theta$, denoted by $Y \sim \text{BS}(\alpha, \theta)$, with $E(Y) = \theta(\alpha^2 + 2)/2$. Thus, $T$ is a random variable following a LBS distribution with PDF given by

$$f_T(t; \alpha, \theta) = \frac{1}{\sqrt{2\pi}\theta(\alpha^2 + 2)} \left[ \left( \frac{t}{\theta} \right)^{\frac{1}{\alpha}} + \left( \frac{\theta}{t} \right)^{\frac{1}{\alpha}} \right] \exp \left[ -\frac{1}{2\alpha^2} \left( \frac{t}{\theta} + \frac{\theta}{t} - 2 \right) \right], \quad (2.2)$$
with \( t > 0, \alpha > 0 \) and \( \theta > 0 \). In this case, we write \( T \sim \text{LBS}(\alpha, \theta) \). According to Leiva, Sanhueza, and Angulo (2009), the parameter \( \theta \) in (2.2) relates only to the scale, while the parameter \( \alpha \) controls asymmetry and kurtosis of the distribution. In Subsection 2.2, we prove that the parameter \( \alpha \) is the mode when \( \alpha \leq 2 \) and the distribution is bimodal when \( \alpha > 2 \); Figure 1 displays different shapes of the LBS PDF for different combinations of parameters.

Let \( T \sim \text{LBS}(\alpha, \theta) \); we then readily have the following properties (Leiva, Sanhueza, and Angulo 2009): (P1) \( cT \sim \text{LBS}(\alpha, c\theta) \), with \( c > 0 \); (P2) \( \text{E}(T) = \theta \left( \frac{2 + 4x^2 + 3x^4}{2 + x^2} \right) \); (P3) \( \text{Var}(T) = \theta^2 n \left( \frac{4 + 17x^2 + 24x^4 + 6x^6}{(2 + x^2)^2} \right) \); (P4) \( \text{E}[T^{-(r+1)}] = \frac{\text{E}(Y)^r}{\theta^r \text{E}(Y)} \), where \( Y \sim \text{BS}(\alpha, \theta) \); and (P5) \( U = \frac{1}{2x^2} \left( \frac{\theta}{t} + \frac{t}{\theta} - 2 \right) \) has PDF \( f_U(u) = \pi f_{U_1}(u) + (1 - \pi) f_{U_2}(u) \), where \( \pi = 2/(x^2 + 2) \), \( U_1 \sim \text{Gamma}(1/2, 2) \) and \( U_2 \sim \text{Gamma}(3/2, 2) \).

### 2.2. Novel properties

#### 2.2.1. Bimodality properties

In order to state and prove the main result of this subsection (Theorem 2.2), we define the following function

\[
a(t) = \frac{1}{\alpha} \left[ \sqrt{\frac{t}{\theta}} - \sqrt{\frac{\theta}{t}} \right], \quad t > 0.
\]

(2.3)

Notice that the \( n \)-th derivative of \( a(t) \), denoted by \( a^{(n)}(t) \), satisfies \( a^{(n)}(t) > 0 \) (or \( < 0 \)) for \( n \) odd (or \( n \) even), where \( n \geq 1 \). Some special cases of these derivatives, when \( n = 1, 2, 3 \), are of the following form:

\[
a'(t) = \frac{1}{2xt} \left[ \sqrt{\frac{t}{\theta}} + \sqrt{\frac{\theta}{t}} \right]; \quad a''(t) = -\frac{1}{4xt^2} \left[ \sqrt{\frac{t}{\theta}} + 3 \sqrt{\frac{\theta}{t}} \right]; \quad a'''(t) = \frac{3}{8xt^3} \left[ \sqrt{\frac{t}{\theta}} + 5 \sqrt{\frac{\theta}{t}} \right].
\]

(2.4)

**Proposition 2.1** (Modes). A mode \( t \) of the LBS distribution is obtained by resolving the following cubic equation

\[
t^3 - \theta(\alpha^2 - 1)t^2 + \theta^2(\alpha^2 - 1)t - \theta^3 = 0.
\]

**Proof.** Let \( T \sim \text{LBS}(\alpha, \theta) \). A simple computation shows that the \( n \)-th derivative of \( f_T \) is given by

\[
f_T^{(n)}(t) = \frac{1}{\text{E}(Y)} \left[ nf_Y^{(n-1)}(t) + tf_Y^{(n)}(t) \right], \quad n \geq 1,
\]

(2.5)

where \( Y \sim \text{BS}(\alpha, \theta) \) and we are denoting \( f_Y^{(0)}(t) = f_Y(t) \). Since

\[
f_Y(t) = \phi[a(t)] \left\{ a''(t) - a(t) [a'(t)]^2 \right\},
\]

(2.6)

by combining (2.5) and (2.6) we have
By using (2.3), (2.4) and simple algebraic manipulations we get that \( f''_T(t) = 0 \) if and only if

\[ t^3 - \theta(x^2 - 1)t^2 - \theta^2(x^2 - 1)t - \theta^3 = 0. \]

Therefore, a mode \( t \) of the LBS distribution must satisfy the above equation. \( \square \)

The next theorem reveals that the parameter \( a \) of the LBS distribution, in addition to controlling asymmetry, controls the uni- or bimodal shape of the distribution regardless of the parameter \( \theta \).

**Theorem 2.2 (Unimodality and Bimodality).** The PDF of the LBS distribution (2.2) has the following shapes:

1. It is unimodal as \( a \leq 2 \), with mode \( t_0 = \theta \);
2. It is bimodal as \( a > 2 \), with modes

\[ t_\pm = \frac{\theta}{2} \left[ (x^2 - 2) \pm \sqrt{(x - 2)(x + 2)} \right] \]

and with minimum point \( t_0 = \theta \).

**Proof.** By Proposition 2.1, a mode \( t \) of the LBS distribution satisfies the following cubic equation

\[ p_3(t) = t^3 - \theta(x^2 - 1)t^2 + \theta^2(x^2 - 1)t - \theta^3 = 0. \]

By using Descartes’ rule of signs (see, e.g., Xue (2000)) in (2.8), we have the following statements:

a. \( p_3(t) \) has exactly one positive root when \( x \leq 1 \);

b. \( p_3(t) \) has three or one positive roots when \( x > 1 \).

On the other hand, it is well-known that the discriminant of a cubic polynomial \( ax^3 + bx^2 + cx + d \) is given by \( \Delta = 18abcd - 4b^3d + b^2c^2 - 4ac^3 - 4a^2d^2 \). In our case, we have

\[
\Delta = \theta^6 \left[ (x^2 - 1)^3 - 8(x^2 - 1)^2 + 18(x^2 - 1)^2 - 27 \right] \\
= \theta^6 x^2(x - 2)^3(x + 2)^3.
\]

Hence, the following statements with respect to \( \Delta \) follow:

c. \( \Delta < 0 \) when \( x < 2 \). By using a) and b), this implies that \( p_3(t) \) has exactly one positive root and two complex conjugate non-real roots;

d. \( \Delta = 0 \) when \( x = 2 \). By using a) and b), this implies that, \( p_3(t) \) has exactly one positive triple root;

e. \( \Delta > 0 \) when \( x > 2 \). By using a) and b), this implies that, \( p_3(t) \) has three distinct positive roots.
We are now ready to prove Items 1) and 2). Indeed, note that \( t_0 = \theta \) is a critical point of the LBS density \( f_T(t), \ t > 0 \), because \( p_3(\theta) = 0 \). Then, since \( \lim_{t \to 0^+} f_T(t) = 0 \) and \( \lim_{t \to +\infty} f_T(t) = 0 \), Items c) and d) imply the statement in Item 1); and Item e) implies that the LBS density is bimodal as \( \alpha > 2 \) whenever \( t_0 = \theta \) is a minimum point. To complete the proof of Item 2), it remains to show that, when \( \alpha > 2 \),

I. \( t_0 = \theta \) is a minimum point for the LBS density, and that

II. the modes of the LBS density are given by \( t_{\pm} \) defined in (2.7).

To verify Item (I), it is sufficient to check that \( f''_Y(\theta) > 0 \) when \( \alpha > 2 \). Indeed, note that

\[
f''_Y(t) = \phi[a(t)] \left\{ a''(t) + [a^2(t) - 1][a'(t)]^3 - 3a(t)a'(t)a''(t) \right\}
\]  

(2.9)

and that

\[
f''_T(t) = \frac{1}{E(Y)} \left[ 2f'_Y(t) + tf''_Y(t) \right].
\]

Substituting (2.9) in the above equation we have

\[
f''_T(t) = \frac{2}{E(Y)} f'_Y(t) + \frac{t\phi[a(t)]}{E(Y)} \left\{ a''(t) + [a^2(t) - 1][a'(t)]^3 - 3a(t)a'(t)a''(t) \right\}.
\]

By using the relations \( a(0) = 0, f'_T(\theta) = 0 \), and the expressions for the derivatives of \( a(t) \) given in (2.4), we get

\[
f''_T(\theta) = \frac{(\alpha - 2)(\alpha + 2)}{4\sqrt{2\pi(\alpha^2 - 2)}E(Y)} > 0,
\]

whenever \( \alpha > 2 \). Then the statement in Item (I) follows.

In what remains of the proof we check Item (II). Indeed, as \( t_0 = \theta \) is a critical point for the LBS density, (2.8) can be expressed as

\[
p_3(t) = (t - \theta)\left[ t^2 - \theta(x^2 - 2) + \theta^2 \right] = 0.
\]  

(2.10)

Bhaskara’s Formula gives the following roots for \( p_3(t) \):

\[
t_0 = \theta; \quad t_{\pm} = \frac{\theta}{2} \left[ (x^2 - 2) \pm \sqrt{(x^2 - 2)(x + 2)} \right].
\]

Since \( t_{-} < t_0 < t_{+} \) and, \( \lim_{t \to 0^+} f_T(t) = 0 \) and \( \lim_{t \to +\infty} f_T(t) = 0 \), the proof of Item (II) follows. We thus complete the proof of Item 2).

\[\square\]

### 2.2.2. Some properties of the HR of the LBS distribution

The survival function (SF) and HR of the LBS distribution are given respectively by

\[
S_T(t) = 1 - \int_0^t f_T(\xi) \, d\xi, \quad t > 0,
\]

\[
= 1 - \Phi[a(t)] - \frac{x^2\theta}{2E(Y)} \left\{ e^{2/\sqrt{x^2}} \Phi[A(t)] - 1 \right\} - \phi[a(t)][a(t) + A(t)],
\]  

(2.11)

where \( \Phi \) and \( \phi \) refer to the cumulative and probability density functions of the standard normal distribution, respectively.
where \( \Gamma_a(t) = \sqrt{4 + a^2 A(t)/a} \), and

\[
H_T(t) = \frac{f_T(t)}{S_T(t)}, \quad t > 0,
\]

\[
= \frac{t \phi[a(t)]a'(t)}{\Phi[a(t)]} = \frac{t \phi[a(t)]a'(t)}{\Phi[a(t)]},
\]

\[
E(Y)\{1 - \Phi[a(t)]\} - \frac{a^2}{2} \{e^{a^2/2} (\Phi[A(t)] - 1) - \phi[a(t)] [a(t) + A(t)]\}
\]

(2.12)

with \( \phi(\cdot) \) and \( \Phi(\cdot) \) being the standard normal PDF and cumulative distribution function (CDF), respectively.

To enunciate and prove the following two results, we follow the same notations as Theorem 2.2.

**Proposition 2.3** (Monotonicity of HR, case \( \alpha \leq 2 \)). The HR of the LBS distribution with \( \alpha \leq 2 \) has the following monotonic properties:

1. It is increasing for all \( t < \theta \);
2. It is increasing for all \( \theta < t < t_1 \), for some \( t_1 > \theta \).

**Proof.** When \( \alpha \leq 2 \) the LBS density is unimodal with mode \( t_0 = \theta \) (Theorem 2.2). Then there is \( t_1 > \theta \) so that the LBS density is a concave downward function on the interval \( I = (\theta, t_1) \). In other words, \( f_T''(t) < 0 \) for all \( t \in I \). Equivalently, the negative function \( f_T'(t) \) decreases in \( I \). By unimodality, the LBS density \( f_T \) decreases in this interval, then the function \( G_T(t) \), defined as

\[
G_T(t) = -\frac{f_T'(t)}{f_T(t)},
\]

increases for all \( t \in I \), because \( G_T(t) \), \( t \in I \), is a product of nonnegative increasing functions. Hence, by Glaser (1980) the function \( H_T(t) \) is increasing for all \( \theta < t < t_1 \). This proves the second item.

In what follows we prove Item 1). Indeed, by unimodality of the LBS density (Theorem 2.2), the LBS density \( f_T \) increases on \( (0, \theta) \). Hence, since the SF \( S_T(t) \), \( t > 0 \), is decreasing, by definition of HR it follows that \( H_T(t) \) is a product of nonnegative increasing functions. Therefore, it is a increasing function for all \( t < \theta \). \( \Box \)

**Proposition 2.4** (Monotonicity of HR, case \( \alpha > 2 \)). The HR of the LBS distribution with \( \alpha > 2 \) has the following monotonic properties:

1. It is increasing for all \( t < t_- \) or for all \( \theta < t < t_+ \);
2. It is increasing for all \( t_- < t < t_+ \) or for all \( t_+ < t < t_2 \), for some \( t_- < t_1 < \theta \) and \( t_2 > t_+ \).

Here, \( t_- \) and \( t_+ \) are as in (2.7).

**Proof.** The proof follows by using Theorem 2.2 and an analogous reasoning to the proof of Proposition 2.3. Therefore, this one is omitted. \( \Box \)
3. The LBS regression model

In this section, we formulate the LBS regression model, and then detail the associated estimation, inference and residual analysis based on the maximum likelihood method.

3.1. The model and maximum likelihood estimation

Let \( T_1, T_2, \ldots, T_n \) denote independent random variables, where \( T_i \sim \text{LBS}(x_i, \theta_i), i = 1, \ldots, n \), with observed values denoted by \( t_1, t_2, \ldots, t_n \), respectively. Then, the LBS regression model is formulated as

\[
\eta_{1i} = g_1(\theta_i) = \sum_{j=1}^{p} x_{ij} \beta_j = x_i^\top \beta, \quad i = 1, \ldots, n;
\]

\[
\eta_{2i} = g_2(x_i) = \sum_{j=1}^{q} w_{ij} \rho_j = w_i^\top \rho, \quad i = 1, \ldots, n;
\]

where \( \beta = (\beta_1, \ldots, \beta_p)^\top \) and \( \rho = (\rho_1, \ldots, \rho_q)^\top \) are vectors of unknown parameters, with \( \beta \in \mathbb{R}^p \), \( \rho \in \mathbb{R}^q \) and \( p + q < n \). The vectors \( x_i^\top = (x_{i1}, \ldots, x_{ip}) \) and \( w_i^\top = (w_{i1}, \ldots, w_{iq}) \) are known covariates from the \( i \)-th row of the matrices \( X \in \mathbb{R}^{n \times p} \) and \( W \in \mathbb{R}^{n \times q} \) which are full rank, i.e., \( \text{rank}(X) = p \) and \( \text{rank}(W) = q \). Commonly \( x_{i1} = 1_n^\top \) and \( w_{i1} = 1_n^\top \), where \( 1_n^\top \) is a 1’s vector size \( n \). The link function \( g : (0, +\infty) \to \mathbb{R} \) is invertible and at least twice differentiable. Usually \( g(\theta) = \log(\theta) \) (log function) and \( g(\theta) = \sqrt{\theta} \) (square root function).

The corresponding likelihood function for \( \delta = (\rho^\top, \beta^\top)^\top \) is

\[
L(\delta) = \prod_{i=1}^{n} f_T(t_i; x_i, \theta_i),
\]

where \( f(\cdot) \) is the LBS PDF given in (2.2). By taking the natural logarithm in (3.2), we obtain the log-likelihood function for \( \delta = (\rho^\top, \beta^\top)^\top \) as

\[
\ell(\delta) \propto -\sum_{i=1}^{n} \frac{1}{2x_i^2} \left( \frac{t_i}{\theta_i} + \frac{\theta_i}{t_i} - 2 \right) - \sum_{i=1}^{n} \log(2x_i + x_i^2) - \frac{3}{2} \sum_{i=1}^{n} \log(\theta_i) + \sum_{i=1}^{n} \log(t_i + \theta_i),
\]

where \( \theta_i = g_1^{-1}(\eta_{1i}) \) and \( x_i = g_2^{-1}(\eta_{2i}) \), as defined in (3.1).

The maximum likelihood estimators of the LBS regression model parameters are the solution of the equation \( \hat{\ell} = 0 \), where \( \hat{\ell} = (\hat{\ell}_\beta, \hat{\ell}_\rho) \) is the gradient vector, with the first derivatives given by...
\[
\ell = \left( \frac{\partial \ell(\delta)}{\partial \beta}, \frac{\partial \ell(\delta)}{\partial \rho} \right) = \left( \hat{\ell}_\beta, \hat{\ell}_\rho \right) = \left( X^T A z, W^T B c \right), \tag{3.4}
\]

with
\[
\hat{\ell}_\beta = \sum_{i=1}^n \left\{ \frac{1}{t_i + \theta_i} - \frac{1}{2x_i^2} \left( \frac{1}{t_i} - \frac{t_i}{\theta_i^2} \right) - \frac{3}{2x_i^2} \frac{1}{g'_i(\theta_i)} \right\} x_i = \sum_{i=1}^n z_i a_i x_i;
\]
\[
\hat{\ell}_\rho = \sum_{i=1}^n \left\{ \frac{1}{x_i^2} \left( \frac{t_i}{\theta_i} + \frac{\theta_i}{t_i} - 2 \right) - \frac{2 + 3x_i^2}{2x_i^2 + x_i^2} \frac{1}{g'_i(x_i)} \right\} \frac{1}{b_i} w_i = \sum_{i=1}^n c_i b_i w_i; \tag{3.5}
\]

where \( \hat{\ell}_\beta = (\hat{\ell}_{\beta_1}, \ldots, \hat{\ell}_{\beta_p})^T \), \( \hat{\ell}_\rho = (\hat{\ell}_{\rho_1}, \ldots, \hat{\ell}_{\rho_q})^T \), \( z = (z_1, \ldots, z_n)^T \), \( c = (c_1, \ldots, c_n)^T \), \( A = \text{diag} (a_1, \ldots, a_n) \) and \( B = \text{diag} (b_1, \ldots, b_n) \).

However, these equations do not have a closed form, requiring the use of iterative numerical methods to solve them. They are solved using the BFGS quasi-Newton method; see Mittelhammer, Judge, and Miller (2000, 199). Under regularity conditions (Cox and Hinkley 1974), the asymptotic distribution of \( \hat{\delta} \) is a multivariate normal, that is,
\[
\sqrt{n}(\hat{\delta} - \delta) \sim N_{p+q}(0, \Sigma_\delta), \tag{3.6}
\]

where \( \sim \) denotes convergence in distribution and \( \Sigma_\delta \) is the asymptotic covariance matrix of \( \hat{\delta} \), which is the inverse of the expected Fisher information matrix. One can approximate the expected Fisher information matrix by its observed version obtained from the Hessian matrix \( \ddot{\ell}(\delta) \), such that \( \Sigma_\delta \approx [-\ddot{\ell}(\delta)]^{-1} \). The standard errors (SEs) can then be approximated by the square roots of the diagonal elements in the covariance matrix evaluated at \( \hat{\delta} \). Note that
\[
\ddot{\ell}(\delta) = \begin{pmatrix}
\frac{\partial^2 \ell(\delta)}{\partial \beta \partial \beta'} & \frac{\partial^2 \ell(\delta)}{\partial \beta \partial \rho'} \\
\frac{\partial^2 \ell(\delta)}{\partial \beta \partial \rho'} & \frac{\partial^2 \ell(\delta)}{\partial \rho \partial \rho'}
\end{pmatrix} = \begin{pmatrix}
\ddot{\ell}_{\beta\beta} & \ddot{\ell}_{\beta\rho} \\
\ddot{\ell}_{\rho\beta} & \ddot{\ell}_{\rho\rho}
\end{pmatrix} = \begin{pmatrix}
X^T V X & X^T H W \\
W^T H X & W^T U W
\end{pmatrix}, \tag{3.7}
\]

with
where $\mathbf{Z}' = \text{diag}(z_1',...,z_n')$, $\mathbf{Z} = \text{diag}(\mathbf{z})$, $\mathbf{C}' = \text{diag}(c_1',...,c_n')$, $\mathbf{C} = \text{diag}(\mathbf{c})$, $\mathbf{D} = \text{diag}(d_1,...,d_n)$, $\mathbf{E} = \text{diag}(e_1,...,e_n)$, $\mathbf{K} = \text{diag}(k_1,...,k_n)$, $\mathbf{V} = \mathbf{Z}'\mathbf{A}^2 + \mathbf{ZD}A$, $\mathbf{H} = \mathbf{KBA}$ and $\mathbf{U} = \mathbf{C}'\mathbf{B}^2 + \mathbf{CEB}$.

### 3.2. Initial values

The initial value for $\mathbf{\beta} = (\beta_1,...,\beta_p)^\top$ can be obtained by the use of least squares method from

$$\hat{\mathbf{\beta}}_0 = (\mathbf{X}^\top\mathbf{X})^{-1}\mathbf{X}^\top g_1(\mathbf{t}),$$

where $\mathbf{t} = (t_1,...,t_n)^\top$ and $g_1$ is the link function.

Let $y_i = (\frac{\theta_i}{t_i} + \frac{\theta_i}{t_i} - 2)^{1/2}$ for $i = 1,...,n$. Then, the initial value for $\mathbf{\rho} = (\rho_1,...,\rho_q)^\top$ can be estimated by ordinary least squares, as
where \( \hat{\theta}_i = g_i^{-1}(x_i^T \hat{\beta}_0) \), \( y = (y_1, \ldots, y_n)^T \) and \( g_2 \) is the link function.

### 3.3. Confidence intervals

In this subsection, we derive some confidence intervals (CIs) using the asymptotic properties of maximum likelihood estimators and the bootstrap approach.

#### 3.3.1. Asymptotic confidence interval

Based on the asymptotic normal approximation in (3.6), we have the asymptotic CI (ACI) for the parameter \( \delta_j \) as

\[
(\hat{\delta}_j - z_{1-\frac{\alpha}{2}}\Sigma_{\delta jj}, \hat{\delta}_j + z_{1-\frac{\alpha}{2}}\Sigma_{\delta jj}),
\]

where \( z_{1-\frac{\alpha}{2}} \) is the \( 1 - \frac{\alpha}{2} \) quantile of the standard normal distribution, and \( j = 1, \ldots, p + q \).

#### 3.3.2. Bootstrap confidence intervals

The bootstrap approach, developed by Efron and Tibshirani (1986), provides another way to obtain CIs for the model parameters based on a resampling method, which has some theoretical advantages over the standard normal interval and somewhat better coverage performance. We compute the percentile bootstrap CI (PCI) and the bias-corrected and accelerated bootstrap CI (BCI) for the model parameters based on the following steps (Bai et al. 2020, 2021):

i. Compute the maximum likelihood estimates of \( \beta = (\beta_1, \ldots, \beta_p)^T \) and \( \rho = (\rho_1, \ldots, \rho_q)^T \), say \( \hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_p)^T \) and \( \hat{\rho} = (\hat{\rho}_1, \ldots, \hat{\rho}_q)^T \), based on the observed data \((t_1, x_1, w_1), \ldots, (t_n, x_n, w_n)\).

ii. Generate a bootstrap sample \((t_1^*, x_1^*, w_1^*), \ldots, (t_n^*, x_n^*, w_n^*)\) based on the maximum likelihood estimates \( \hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_p)^T \) and \( \hat{\rho} = (\hat{\rho}_1, \ldots, \hat{\rho}_q)^T \). Then, obtain the corresponding bootstrap estimates of \( \beta = (\beta_1, \ldots, \beta_p)^T \) and \( \rho = (\rho_1, \ldots, \rho_q)^T \), say \( \hat{\beta}^* = (\hat{\beta}_1^*, \ldots, \hat{\beta}_p^*)^T \) and \( \hat{\rho}^* = (\hat{\rho}_1^*, \ldots, \hat{\rho}_q^*)^T \), using the maximum likelihood method.

iii. Repeat step (ii) \( B \) times to get \( \{\hat{\beta}_1^{*[b]}, \ldots, \hat{\beta}_p^{*[b]}, \hat{\rho}_1^{*[b]}, \ldots, \hat{\rho}_q^{*[b]}\}, \) for \( b = 1, \ldots, B \).

iv. Sort the bootstrap replicates \( \{\hat{\beta}_1^{*[b]}, \ldots, \hat{\beta}_p^{*[b]}, \hat{\rho}_1^{*[b]}, \ldots, \hat{\rho}_q^{*[b]}\}, \) for \( b = 1, \ldots, B \) in ascending order to obtain

\[
\{\hat{\beta}_1^{(1)}, \hat{\beta}_1^{(2)}, \ldots, \hat{\beta}_1^{(B)}\}; \{\hat{\rho}_1^{(1)}, \hat{\rho}_1^{(2)}, \ldots, \hat{\rho}_1^{(B)}\};
\]

\[
\{\hat{\beta}_2^{(1)}, \hat{\beta}_2^{(2)}, \ldots, \hat{\beta}_2^{(B)}\}; \{\hat{\rho}_2^{(1)}, \hat{\rho}_2^{(2)}, \ldots, \hat{\rho}_2^{(B)}\};
\]

\[
\vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots
\]

\[
\{\hat{\beta}_p^{(1)}, \hat{\beta}_p^{(2)}, \ldots, \hat{\beta}_p^{(B)}\}; \{\hat{\rho}_q^{(1)}, \hat{\rho}_q^{(2)}, \ldots, \hat{\rho}_q^{(B)}\};
\]

where

\[
\hat{\theta}_i = g_i^{-1}(x_i^T \hat{\beta}_0), \quad y = (y_1, \ldots, y_n)^T \quad \text{and} \quad g_2 \quad \text{is the link function.}
\]

\[
\hat{\theta}_i = g_i^{-1}(x_i^T \hat{\beta}_0), \quad y = (y_1, \ldots, y_n)^T \quad \text{and} \quad g_2 \quad \text{is the link function.}
\]
1. The $100(1 - \alpha)\%$ PCIs of the model parameters are
\[
\left( \hat{\beta}_1^*([\alpha/2]^B), \hat{\beta}_1^*([1 - \alpha/2]^B) \right); \quad \left( \hat{\rho}_1^*([\alpha/2]^B), \hat{\rho}_1^*([1 - \alpha/2]^B) \right);
\]
\[
\left( \hat{\beta}_2^*([\alpha/2]^B), \hat{\beta}_2^*([1 - \alpha/2]^B) \right); \quad \left( \hat{\rho}_2^*([\alpha/2]^B), \hat{\rho}_2^*([1 - \alpha/2]^B) \right);
\]
\[
\vdots \quad \vdots \quad \vdots \quad \vdots 
\]
\[
\left( \hat{\beta}_p^*([\alpha/2]^B), \hat{\beta}_p^*([1 - \alpha/2]^B) \right); \quad \left( \hat{\rho}_q^*([\alpha/2]^B), \hat{\rho}_q^*([1 - \alpha/2]^B) \right);
\]
where $[\cdot]$ and $\lceil \cdot \rceil$ denote the floor and ceiling functions, respectively.

2. The $100(1 - \alpha)\%$ BCIs of the model parameters are
\[
\left( \hat{\beta}_1^*([\alpha/2]^B), \hat{\beta}_1^*([1 - \alpha/2]^B) \right); \quad \left( \hat{\rho}_1^*([\alpha/2]^B), \hat{\rho}_1^*([1 - \alpha/2]^B) \right);
\]
\[
\left( \hat{\beta}_2^*([\alpha/2]^B), \hat{\beta}_2^*([1 - \alpha/2]^B) \right); \quad \left( \hat{\rho}_2^*([\alpha/2]^B), \hat{\rho}_2^*([1 - \alpha/2]^B) \right);
\]
\[
\vdots \quad \vdots \quad \vdots \quad \vdots 
\]
\[
\left( \hat{\beta}_p^*([\alpha/2]^B), \hat{\beta}_p^*([1 - \alpha/2]^B) \right); \quad \left( \hat{\rho}_q^*([\alpha/2]^B), \hat{\rho}_q^*([1 - \alpha/2]^B) \right);
\]
where $[\cdot]$ and $\lceil \cdot \rceil$ are as denoted above, $\alpha_1 = \Phi(\hat{z}_0 + \frac{\hat{z}_0 + z_{\alpha/2}}{1 - \hat{a}(\hat{z}_0 + z_{\alpha/2})})$, $\alpha_2 = \Phi(\hat{z}_0 + \frac{\hat{z}_0 + z_{1 - \alpha/2}}{1 - \hat{a}(\hat{z}_0 + z_{1 - \alpha/2})})$, $z_2 = \Phi^{-1}(\alpha_2)$, $\hat{z}_0 = \Phi^{-1}(1 - \frac{1}{B} \sum_{b=1}^{B} I(\hat{\Omega}^*(b) < \hat{\Omega}))$, $\hat{a} = \frac{\sum_{b=1}^{B} (\Omega^*(b) - \hat{\Omega})^2}{\sum_{b=1}^{B} (\Omega^*(b) - \hat{\Omega})^2}$, $\hat{\Omega} = \frac{1}{n} \sum_{i=1}^{n} \hat{\Omega}_i$, $\Omega = \{\beta_1, \ldots, \beta_p, \rho_1, \ldots, \rho_q\}$, $\hat{\Omega}_i$ is the $i$-th jackknife replicate, $I$ is an indicator function, and $\Phi(\cdot)$ and $\Phi^{-1}(\cdot)$ are the CDF and inverse CDF of the standard normal distribution, respectively.

The BCI is a modified version of PCI and is known to have better theoretical properties and better performance in practice. Moreover, while the PCI is transformation respecting and has second order accuracy, the BCI is transformation respecting but only first order accurate. Finally, the standard normal confidence interval is neither transformation respecting nor second order accurate (Rizzo 2019, 232).

### 3.4. Residual analysis

We perform residuals analysis in order to evaluate the validity of the assumptions of the model and also as tools for model selection. We consider three types of residuals. The first residual is the generalized Cox-Snell (GCS), given by
\[
\hat{r}_{i}^{GCS} = - \log(\hat{S}_T(t_i)), \quad i = 1, \ldots, n, \tag{3.12}
\]
where $\hat{S}_T(t_i) = 1 - \hat{F}_T(t_i)$ is the survival function fitted to the data. The GCS residual is asymptotically standard exponential, EXP(1) in short, when the model is correctly specified whatever the specification of the model is; see Saulo et al. (2021a).

The second residual is the randomized quantile (RQ), given by
\[
\hat{r}_{i}^{RQ} = \Phi^{-1}(\hat{S}_T(t_i)), \quad i = 1, \ldots, n, \tag{3.13}
\]
where $\Phi^{-1}(\cdot)$ is the inverse function of the standard normal CDF and $\hat{S}_T(t_i)$ is the survival function fitted to the data. The RQ residual follows a standard normal distribution when the model is specified correctly; see Saulo et al. (2021a).
The third residual (U) is based on the relationship given by (P5) of Subsection 2.1. Note that
\[ rU_i = \frac{1}{a_i} \left( t_i \frac{\theta_i}{t_i} - 2 \right), \quad i = 1, \ldots, n, \] (3.14)
should result in \( rU_i \) being independent and identically distributed observations from a mixture of two gamma distributions; see (P5). Thus, from the given data, we may estimate \( \theta_i \) and \( a_i \) by
\[ \hat{\theta}_i = g_1^{-1}(x_i^\top \hat{\beta}) \quad \text{and} \quad \hat{a}_i = g_2^{-1}(w_i^\top \hat{\rho}), \]
respectively, and use them to determine the \( rU_i \) values.

4. Monte Carlo simulation studies

Three Monte Carlo simulation studies are carried out to evaluate the performances of the maximum likelihood estimates, the coverage probabilities of the 95% CIs and the empirical distribution of the residuals. We use the R software to do all numerical calculations; see R Core Team (2020).

The simulation scenario considers sample size \( n = 50, 100, 500 \). For the \( \theta \) component, the values of the true parameters are taken as \( \beta_0 = 1 \) and \( \beta_1 = -1 \). For the \( \sigma \) component, we consider the scenario with and without covariates. For the scenario without covariates, \( \sigma = 0.25, 0.50, 1.00, 2.00, 2.50 \) and for the scenario with covariates, \( \rho_0 = -1 \) and \( \rho_1 = 0.25, 0.75, 1.25 \). The covariates \( x_{i\ell} \) and \( w_{i\ell} \) in the predictors of the (3.1) models were obtained from a uniform distribution in the interval \((-1, 1)\). We use 5,000 Monte Carlo replications for each combination of above given parameters and sample size; we use \( R = 500 \) bootstrap replicates.

4.1. Maximum likelihood estimates

The maximum likelihood estimation results for the considered LBS regression model are presented in Tables 1 and 2. The empirical mean, bias and mean squared error (MSE) are reported. The results of Tables 1 and 2 allow us to conclude that, when the
sample size increases, the empirical means tend to the reference true parameter values. Moreover, the empirical bias and MSE both decrease, as expected, when the sample size increases.

From Table 2, we observe that when \( x \) assumes values greater than 2, which is the bimodal case (Theorem 2.2), the MSE values are greater for \( \beta_0 \) and for \( \rho_0 = \log (2) \) or \( \log (2.5) \), but not for \( \beta_1 \). This result shows that when bimodality is present, the bias and MSE tend to be greater than the unimodal case. However, as the sample size increases, the bias and MSE decrease dramatically.

### 4.2. Coverage probabilities

Tables 3 and 4 present the coverage probabilities of 95% CIs presented in Subsection 3.3 for the LBS regression model. The results show that the ACI, PCI and BCI coverage

#### Table 2. Empirical mean, bias and MSE from simulated data for the indicated maximum likelihood estimates of the LBS regression model parameters without covariates in \( x \).

| True value | Mean | Bias | MSE |
|------------|------|------|-----|
|            | 50   | 100  | 500 |
|            |      |      |     |
| \( \beta_0 = 1 \) | 1.0028 | 1.0017 | 1.0003 |
| \( \beta_1 = -1 \) | -0.9992 | -0.9991 | -1.0002 |
| \( \rho_0 = \log (0.25) \) | -1.4180 | -1.4035 | -1.3904 |
| \( \beta_0 = 1 \) | 1.0106 | 1.0064 | 1.0015 |
| \( \beta_1 = -1 \) | -0.9990 | -0.9983 | -1.0003 |
| \( \rho_0 = \log (0.50) \) | -0.7263 | -0.7112 | -0.6975 |
| \( \beta_0 = 1 \) | 1.0316 | 1.0233 | 1.0058 |
| \( \beta_1 = -1 \) | -1.0010 | -0.9976 | -1.0007 |
| \( \rho_0 = \log (1.00) \) | -0.0389 | -0.0235 | -0.0058 |
| \( \beta_0 = 1 \) | 1.1071 | 0.9653 | 0.9975 |
| \( \beta_1 = -1 \) | -1.0034 | -0.9977 | -1.0008 |
| \( \rho_0 = \log (2.00) \) | 0.6240 | 0.7026 | 0.6925 |
| \( \beta_0 = 1 \) | 1.3516 | 1.0837 | 0.9920 |
| \( \beta_1 = -1 \) | -1.0034 | -0.9976 | -1.0008 |
| \( \rho_0 = \log (2.50) \) | 0.7309 | 0.8710 | 0.9193 |

#### Table 3. Empirical coverage probabilities of 95% CIs for the LBS regression model with covariates in \( x \).

| ACI | PCI | BCI |
|-----|-----|-----|
|     | 50  | 100 | 500 |
|     |     |     |     |
| \( \beta_0 = 1 \) | 92.44 | 93.96 | 94.70 |
| \( \beta_1 = -1 \) | 92.44 | 94.10 | 95.04 |
| \( \rho_0 = \log (0.25) \) | 91.26 | 93.94 | 95.16 |
| \( \rho_1 = 0.25 \) | 93.12 | 94.50 | 94.58 |
| \( \beta_0 = 1 \) | 92.24 | 93.78 | 94.78 |
| \( \beta_1 = -1 \) | 91.60 | 94.12 | 95.16 |
| \( \rho_0 = \log (2.00) \) | 91.36 | 93.46 | 94.88 |
| \( \rho_1 = 0.75 \) | 92.72 | 94.34 | 94.48 |
| \( \beta_0 = 1 \) | 93.00 | 94.46 | 94.76 |
| \( \beta_1 = -1 \) | 91.32 | 93.80 | 95.08 |
| \( \rho_0 = \log (2.50) \) | 91.60 | 93.30 | 94.76 |

sample size increases, the empirical means tend to the reference true parameter values. Moreover, the empirical bias and MSE both decrease, as expected, when the sample size increases.

From Table 2, we observe that when \( x \) assumes values greater than 2, which is the bimodal case (Theorem 2.2), the MSE values are greater for \( \beta_0 \) and for \( \rho_0 = \log (2) \) or \( \log (2.5) \), but not for \( \beta_1 \). This result shows that when bimodality is present, the bias and MSE tend to be greater than the unimodal case. However, as the sample size increases, the bias and MSE decrease dramatically.

### 4.2. Coverage probabilities

Tables 3 and 4 present the coverage probabilities of 95% CIs presented in Subsection 3.3 for the LBS regression model. The results show that the ACI, PCI and BCI coverage
probabilities approach the nominal level of 95% when the sample increases, as expected. Nevertheless, from Table 4, we observe that the performances of the ACI, PCI and BCI deteriorate when bimodality is close ($\log(0.25)$) or when bimodality is present ($\log(2.00)$). In general, the BCI has the best performance, which might be due to its characteristics as this method corrects for bias and skewness; see Subsection 3.3.2.

### 4.3. Empirical distribution of residuals

We now present the Monte Carlo simulation results for evaluating the performance of the $r_{GCS}$, $r_{RQ}$ and $r_{U}$ residuals. Tables 6 and 7 presents the empirical mean, standard deviation (SD), coefficient of skewness (CS) and coefficient of kurtosis (CK), whose values are expected to be as in Table 5, for the $r_{GCS}$, $r_{RQ}$ and $r_{U}$ residuals. From Tables 6 and 7, we note that as the sample size increases, the values of the empirical mean, SD, CS and CK approach these values of the reference distributions shown in Table 5. Therefore, the considered residuals conform well with the reference distributions.

### 5. Application to real data

In this section, the LBS regression model is illustrated using data from the Meteorological Database for Teaching and Research (BDMEP) for the years 2011-
| Statistic | 50 | 100 | 500 | 50 | 100 | 500 | 50 | 100 | 500 |
|-----------|----|-----|-----|----|-----|-----|----|-----|-----|
| Mean      |    |     |     | -0.0011 | -0.0002 | -0.0001 | 1.1256 | 1.1270 | 1.1307 |
| SD        | 0.9775 | 0.9904 | 0.9969 | 1.0092 | 1.0048 | 1.0009 | 1.4916 | 1.5369 | 1.5728 |
| CS        | 1.5475 | 1.7426 | 1.9310 | 0.0378 | 0.0123 | 0.0058 | 2.0560 | 2.3326 | 2.6393 |
| CK        | 5.6464 | 6.8645 | 8.3488 | 2.7956 | 2.8948 | 2.9781 | 7.7884 | 9.8548 | 12.8408 |
| Mean      |    |     |     | 0.0001 | 0.0001 | 0.0001 | 1.1256 | 1.1270 | 1.1307 |
| SD        | 0.9975 | 0.9904 | 0.9969 | 1.0092 | 1.0048 | 1.0009 | 1.4916 | 1.5369 | 1.5728 |
| CS        | 1.5475 | 1.7426 | 1.9310 | 0.0378 | 0.0123 | 0.0058 | 2.0560 | 2.3326 | 2.6393 |
| CK        | 5.6464 | 6.8645 | 8.3488 | 2.7956 | 2.8948 | 2.9781 | 7.7884 | 9.8548 | 12.8408 |

Table 7. Summary statistics for the $r^{GCS}$, $r^{RQ}$ and $\mu$ residuals without covariates in $\alpha (\beta_0 = 1, \beta_1 = -1)$.  

| Statistic | 50 | 100 | 500 | 50 | 100 | 500 | 50 | 100 | 500 |
|-----------|----|-----|-----|----|-----|-----|----|-----|-----|
| Mean      |    |     |     | -0.0013 | -0.0012 | -0.0006 | 1.0581 | 1.0591 | 1.0602 |
| SD        | 0.9975 | 0.9904 | 0.9969 | 1.0092 | 1.0048 | 1.0009 | 1.4916 | 1.5369 | 1.5728 |
| CS        | 1.5475 | 1.7426 | 1.9310 | 0.0378 | 0.0123 | 0.0058 | 2.0560 | 2.3326 | 2.6393 |
| CK        | 5.6464 | 6.8645 | 8.3488 | 2.7956 | 2.8948 | 2.9781 | 7.7884 | 9.8548 | 12.8408 |
| Mean      |    |     |     | 0.0001 | 0.0001 | 0.0000 | 1.0581 | 1.0591 | 1.0602 |
| SD        | 0.9975 | 0.9904 | 0.9969 | 1.0092 | 1.0048 | 1.0009 | 1.4916 | 1.5369 | 1.5728 |
| CS        | 1.5475 | 1.7426 | 1.9310 | 0.0378 | 0.0123 | 0.0058 | 2.0560 | 2.3326 | 2.6393 |
| CK        | 5.6464 | 6.8645 | 8.3488 | 2.7956 | 2.8948 | 2.9781 | 7.7884 | 9.8548 | 12.8408 |

Table 8. Summary statistics for the water evaporation data.  

| Variable      | n | Min. | Median | Max. | SD | CV (%) | CS | CK |
|---------------|---|------|--------|------|----|--------|----|----|
| Water evaporation | 70 | 65.3 | 138.55 | 156.88 | 303.80 | 66.68 | 42.50 | 0.73 | -0.67 |
The dependent variable \( t_i \) is water evaporation \( (mm) \). The covariates considered in the study were: \( x_{1i} \) is the actual evapotranspiration \( (mm) \); \( x_{2i} \) is the total insolation (h); \( x_{3i} \) is the cloudiness (tenths); and \( x_{4i} \) is the relative humidity (%). The evaporation is measured by the piche evaporimeter, all monthly averages, observed at a monitoring station located in Brasília, Brazil. Other environmental variables were considered in an initial analysis, however only the afore-mentioned variables were considered statistically significant, at the 5% level of significance, thus remaining in the final model adopted in this application.

Regarding the dependent variable, water evaporation, the actual evapotranspiration, cloudiness and relative humidity variables have a negative correlation of \(-0.55\) and \(-0.74, -0.97\), respectively, while the total insolation variable has a positive correlation \(0.77\). Therefore, in general, the lower the levels of actual evapotranspiration, cloudiness and relative humidity in the environment, the greater the water evaporation. On the other hand, the greater the total insolation, the greater the amount of water evaporation. These results are in line with what was expected in the environment.
Table 8 reports descriptive statistics of the observed water evaporation, including the minimum, median, mean, maximum, SD, coefficient of variation (CV), CS and CK values. From this table, we observe a skewed and high kurtosis features in the data.

Figure 3. QQ plot and its envelope for the $r^{GCS}$, $r^{RQ}$ and $r^{U}$ residuals for the LBS regression model for the water evaporation data.

Figure 4. Predicted values against the $r^{GCS}$, $r^{RQ}$ and $r^{U}$ residuals.

Table 8 reports descriptive statistics of the observed water evaporation, including the minimum, median, mean, maximum, SD, coefficient of variation (CV), CS and CK values. From this table, we observe a skewed and high kurtosis features in the data.
Figure 2 presents an estimated density superimposed on the histogram and boxplots for the water evaporation data. The adjusted boxplot for the water evaporation data indicates that some outliers are not identified by the usual boxplot; see Figure 2 (right). The adjusted boxplot is used when the data is skew distributed; see Hubert and Vandervieren (2008). Note that the skewness observed in Table 8 is confirmed by the histogram presented in Figure 2 (left); this figure also indicates bimodality. Thus, the LBS regression model seems to be appropriate to describe these data.

We analyze the water evaporation data using the LBS regression model, expressed as

\[
\log (\theta_i) = \beta_0 + \beta_1 x_{1i} + \beta_2 x_{2i} + \beta_3 x_{3i} + \beta_4 x_{4i},
\]

\[
\log (\xi_i) = \rho_0 + \rho_1 x_{2i} + \rho_2 x_{3i}.
\]

Table 9 reports the maximum likelihood estimates, computed by the BFGS quasi-Newton method, SEs and 95% CI estimates. Note that the 95% CIs do not include the null value (except the intercept for the \(\xi\) component), then the coefficients are statistically significant.

Figure 3 displays the quantile versus quantile (QQ) plots with simulated envelope of the \(r^{\text{GCS}}, r^{\text{RQ}}\) and \(r^{\text{U}}\) residuals for the LBS regression model. This figure indicates that these residuals in the LBS regression model show good agreements with the expected distributions. Figure 4 plots the residuals against the predicted values. Note that this figure shows random patterns, indicating a good fit for the LBS regression model. In addition, the Ljung-Box test results for up to 4th and 16th order serial correlations provide no evidence of serial correlation in the raw residuals \((t_i - \hat{t}_i, \ i = 1, \ldots, n)\), with \(p\)-values equal to 0.6843 and 0.4048, respectively.

6. Concluding remarks

We have proposed and analyzed a new regression model based on the length-biased version of the BS distribution proposed by Leiva, Sanhueza, and Angulo (2009). We have derived novel properties of the length-biased BS distribution, which is both useful and practical for environmental sciences. We have considered the maximum likelihood method for parameter estimation. We have addressed interval estimation and studied three types of residuals. Monte Carlo simulations were carried out to evaluate the behavior of the maximum likelihood estimates, the coverage probabilities of the confidence intervals and the empirical distribution of the residuals. The simulation results have shown: (a) good performance of the maximum likelihood estimates; (b) good performance of the bias-corrected and accelerated confidence intervals; and (c) that the considered residuals conform well with their reference distributions. We have applied the proposed length-biased BS regression model to a real meteorological data. The application has favored the use of the proposed regression model. As part of future research, it will be of interest to implement time series models; see Fernando, Jeremias, and Saulo (2021), Saulo et al. (2021c) and Leão et al. (2021). Furthermore, multivariate versions of the proposed length-biased BS regression model can be studied; see Saulo et al. (2021b). Finally, generalization the proposed model for the case with censored data can be investigated; see Zhu, Balakrishnan, and Saulo (2019) and Cunha, Divino,
and Saulo (2021). Work on these problems is currently in progress and we hope to report these findings in future papers.
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