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Abstract: Test beam results of a calorimetric module based on $3 \times 3 \times 22 \text{ cm}^3$ PbWO$_4$ crystals, identical to those used in the CMS ECAL Endcaps, read out by a pair of photodetectors coupled to the two opposite sides (front and rear) of each crystal are presented. Nine crystals with different levels of induced absorption, from 0 to 20 m$^{-1}$, have been tested using electrons in the 50–200 GeV energy range. Photomultiplier tubes have been chosen as photodetectors to allow for a precise measurement of highly damaged crystals. The information provided by this double side read-out configuration allows to correct for event-by-event fluctuations of the longitudinal development of electromagnetic showers. By strongly mitigating the effect of non-uniform light collection efficiency induced by radiation damage, the double side read-out technique significantly improves the energy resolution with respect to a single side read-out configuration. The non-linearity of the response arising in damaged crystals is also corrected by a double side read-out configuration and the response linearity of irradiated crystals is restored. In high radiation environments at future colliders, as it will be the case for detectors operating during the High Luminosity phase of the Large Hadron Collider, defects can be created inside the scintillator volume leading to a non-uniform response of the calorimetric cell. The double side read-out technique presented in this study provides a valuable way to improve the performance of calorimeters based on scintillators whose active volumes are characterized by high aspect ratio cells similar to those used in this study.
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1 Introduction

The performance of most of calorimeters based on scintillators as active material, can be strongly influenced by the spatial non-uniformity of light collection efficiency. If the probability of scintillation light to be collected at the photodetector varies at different points inside the volume of the calorimetric cell, a variation of the whole detector response occurs and the energy resolution is degraded. Calorimeters are usually designed to reduce as much as possible the contribution of light collection non-uniformity to the energy resolution. However, high radiation environments, such as those in which detectors will have to operate during the High Luminosity phase of the Large Hadron Collider (HL-LHC) [1,2], can create defects inside the scintillator reducing its transparency to scintillation light and therefore reducing the light collection efficiency. As a consequence, the total light collection efficiency and its uniformity inside the crystal is strongly modified.

This mechanism was studied in detail for the case of the CMS Electromagnetic Calorimeter (ECAL) [3]. In this particular case, extremely high fluences of hadrons create stable defects inside the volume of PbWO$_4$ crystals [4–6] leading to a strong degradation of its energy resolution to electromagnetic showers due to the change in light collection efficiency [7]. A similar influence of the light collection uniformity to the calorimeter performance can occur in sampling calorimeters based on scintillating fibers due to their high aspect ratio and finite attenuation length [8].

In this work, we investigate a possible way to mitigate these effects by means of a double side read-out (DRO) technique. In such configuration an additional photodetector is positioned on the front face of the crystals to allow the simultaneous detection of scintillation light at the two opposite
ends of the crystal. A beam test was performed at the CERN SPS North Area, using electrons in
the 50–200 GeV energy range. The calorimetric module used for this test was made of nine PbWO$_4$
crystals with different level of hadron damage corresponding to induced light absorption coefficients
$\mu_{\text{ind}}$ ranging from 0 to 20 m$^{-1}$. The results obtained in this test provide useful information for a
better understanding of radiation damage effects in PbWO$_4$ crystals and represent an important
validation of the Geant4 simulation tool used to model the evolution of crystal performance due to
radiation damage. The experimental methods and the results achieved are discussed in the following
sections.

2 Double side read-out technique

With respect to the standard CMS ECAL read-out of PbWO$_4$ crystals, in which a photodetector is
coupled to the rear face of the crystal [3], the DRO technique exploits the additional information
provided by a photodetector positioned on the front face of the crystal as shown in figure 1. For
each incident electron, the shower produces the largest amount of scintillation photons close to
the average shower maximum, $t_{\text{max}} \propto \ln(E)$, which for electrons of 50 and 200 GeV energy in
PbWO$_4$ is respectively around 6.5 and 7.5 cm distant from the crystal front face. However, due
to the stochastic nature of shower development the position of $t_{\text{max}}$ fluctuates on an event-by-event
basis. This fluctuation affects the average light path which scintillation photons have to travel
to reach the photodetector, and therefore light gets more or less attenuated depending on the location
of $t_{\text{max}}$. In a read-out configuration using single photodetector, these fluctuations are responsible
for the degradation of energy resolution observed in damaged crystals due to the non-uniform light
collection efficiency [7]. In a DRO configuration, the simultaneous read-out at the front and rear
face signals provides a tool to estimate the position of $t_{\text{max}}$ and to correct for its fluctuations on an
event by event basis.

A Geant4 simulation [9] was used to investigate the effect of shower maximum fluctuations on
the amount of light detected at the two opposite faces of damaged crystals. The tapered geometry
of the crystals and their scintillation properties have been properly taken into account [3]. Different
levels of light absorption, ranging from $\mu_{\text{ind}} = 0$ to $\mu_{\text{ind}} = 20$ m$^{-1}$ have been simulated. An example
of the light collection efficiency curves $\varepsilon_{\text{LC}}$, namely the probability for scintillation light produced
at a given position in the crystal to be collected at the photodetector, is shown in figure 1 for a crystal
with $\mu_{\text{ind}} = 10$ m$^{-1}$.

The signals detected at the front ($F_{sh}$) and rear ($R_{sh}$) photodetectors, corresponding to an
electron of energy $E$ developing a shower in a crystal with absorption coefficient $\mu$ can be written as:

$$F_{sh} = K_f \int E_{\text{dep}}(E, z) \varepsilon_f(\mu, z) dz$$

$$R_{sh} = K_r \int E_{\text{dep}}(E, z) \varepsilon_r(\mu, z) dz$$

where $\varepsilon_f$ and $\varepsilon_r$ are respectively the light collection efficiency curves for the front and rear photodetectors, and $K_f$, $K_r$ are calibration coefficients which take into account the photodetectors quantum
efficiency and gain.

As shown in figure 1, showers from 50–200 GeV electrons develop their maximum closer to
the front photodetector. Hence, light reaching the rear crystal face is more attenuated with respect
Figure 1. Left: schematic representation of the standard single read-out (top) and double side read-out configuration (bottom). Right: Geant4 simulation curves of light collection efficiency for front (color), rear (color) and double (color) read-out, for a crystal with $\mu_{\text{ind}} = 10 \text{ m}^{-1}$. Average shower profile of electrons with energy of 50–200 GeV is also shown.

The signals of front and rear detectors can be combined to obtain after intercalibration according to:

$$S_{\text{sum}} = \frac{K_f \cdot F_{\text{sh}} + K_f \cdot R_{\text{sh}}}{K_f K_r} = \int E_{\text{dep}}(E, z) e_{\text{dro}}(\mu, z) \, dz. \quad (2.3)$$

In this case, the slope of the resulting light collection efficiency curve $e_{\text{dro}} = e_f + e_r$ is less steep than the individual curves $e_f, e_r$. As a consequence the overall response to electrons, obtained with the DRO configuration, is less affected by the light collection degradation and therefore the energy resolution is less degraded with respect to a single read-out configuration.

The signal reconstructed using eq. (2.3) improves the energy resolution due to the more uniform slope of $e_{\text{dro}}$ but is still affected by longitudinal shower fluctuations. To fully exploit the potential of the DRO technique the ratio of front and rear photodetector signals can be used to estimate the average position of the shower on the $z$ axis and to apply an event-by-event correction.

This can be achieved by using an exponential approximation of the light collection efficiency curves such that $e_f = \exp(-\mu z)$ and $e_r = \exp(-\mu(L - z))$, where $L = 22 \text{ cm}$ is the length of the crystal. For a shower with maximum development, $t_{\text{max}}$, at the position $z$, a correction to the front and rear signals equals to $1/e_f$ and $1/e_r$ respectively should be applied to eliminate the effect of light collection non-uniformity. The combined signal can then be written as:

$$S_{\text{dro}} = F \cdot e^{\mu z} + R \cdot e^{-\mu(z+L)}. \quad (2.4)$$
Since both $\mu$ and $z$ are unknown variables, we can use the relation
\[ \sqrt{\frac{R}{F}} = e^{\mu(z-L/2)} \] (2.5)
in eq. (2.4) to obtain:
\[ S_{\text{dro}} = k_\mu \left[ F \cdot \sqrt{\frac{R}{F}} + R \cdot \sqrt{\frac{F}{R}} \right] = 2k_\mu \sqrt{FR} \] (2.6)
where $k_\mu = \exp(\mu L/2)$ is an overall calibration constant and the ratio of the front and rear signals provides the event-by-event correction. The signal reconstructed with eq. (2.6) additionally reduces the fluctuations due to longitudinal shower development with respect to eq. (2.3).

The beam test study presented in the following provides a measurement of the experimental curves $\epsilon_f$, $\epsilon_r$ for a large range of absorption coefficients and provides the proof-of-principle for a double side read-out (DRO) technique. The crystal performance results obtained with the signal reconstructed using eq. (2.3) and eq. (2.6) are compared and discussed in section 4.

3 Experimental setup and procedure

3.1 Calorimetric module

The calorimetric module consisted of nine PbWO$_4$ tapered crystals of $3 \times 3 \times 22$ cm$^3$ identical to those used in the CMS ECAL Endcaps (EE) [3]. The crystals were inserted in a standard EE alveolar structure to form a $3 \times 3$ array as shown in figure 2. The two crystals in position 0 and 5, were irradiated by placing them in the forward region of the CMS detector for few months [7]. The remaining crystals were irradiated with 24 GeV protons at the CERN PS facility [10], to various fluences between $2.1 \times 10^{13}$ and $1.3 \times 10^{14}$ cm$^{-2}$. These levels of radiation correspond to the predicted charged hadron fluences in the ECAL Endcaps at pseudorapidity $\eta = 2.6$ respectively at the end of the LHC and High Luminosity LHC operations [1, 2]. A non-irradiated crystal was placed in the centre of the matrix as a reference. The values of $\mu_{\text{ind}}$ reported in figure 2 represent the average $\mu_{\text{ind}}$ measured just before the beam test.

The alveolar structure was surrounded by 1 cm thick copper plates with pipes for the water circulation which allowed for the thermal stabilization of the crystals within 0.2 °C. With respect to previous beam tests [7], some mechanics have been added to allow individual mounting of PMTs on the front side of the crystals and to provide a small pressure of the PMT against the crystal. An optical grease with refractive index 1.45 was used between crystal and PMT to improve the light extraction. A set of 18 Hamamatsu Photonics R5380 PMTs with bialkali photocathodes and borosilicate glass windows of 20 mm diameter were used to read out the light from both sides of each crystal [16]. Photomultiplier tubes have been chosen as photodetectors, instead of vacuum phototriodes as used in the CMS Electromagnetic Calorimeter, because of their high gain and low noise which allow a precise measurement given the low amount of light collected from highly damaged crystals.

The module, including the cooling and light monitoring system, was mounted inside a light tight aluminium box providing thermal isolation (figure 2). The box was installed on a remotely-controlled $x-y$ table with a displacement range of $\pm 30$ cm and positioning accuracy of $\sim 1$ mm.
Figure 2. Left: picture of the experimental box, containing the 9 crystals read-out by front and rear face simultaneously. Right: arrangement of irradiated crystals inside the alveolar structure of the calorimetric module. Black number in the centre of each crystal represent the corresponding \( \mu \text{ind} \) whereas the grey number in the corner is the channel number. The three crystals on the right side, marked as “PS”, were used as pre-shower for tranverse configuration measurements discussed in section 4.6.

3.2 The beam line

The experiment was performed at the CERN SPS North Area H4 beam line which provides an electron beam in the 50 GeV to 200 GeV range with hadron and muon contamination below 0.2%. The incoming beam particles were detected by a set of four scintillation counters used to trigger the data acquisition. The impact of the beam particles on the crystal matrix was obtained by extrapolating their trajectory measured using two sets of beam hodoscopes. Each set was composed of two planes of 64 scintillating fibres of square cross-section 0.5 \( \times \) 0.5 mm\(^2\), read out by a multi-anode PMT. Each plane provides, respectively, a measurement of the electron position in the x and y directions with a resolution better than 200 \( \mu \text{m} \) [12].

The signals from the PMTs, beam counters and hodoscopes were delivered to the counting room, located about 60 m from the beam zone, by coaxial cables and digitized by a 12-bits VME LeCroy Charge Analog-to-Digital Converter (ADC) [13]. The integration time was set to 300 ns to accommodate the PMT pulse length and channel-to-channel transition time variation in the long coaxial cable connecting PMT output and ADC input.

3.3 The experimental procedure

As a first step, the box was centered to have the beam incident on the central non-irradiated crystal. In this configuration a large statistic run was taken using 100 GeV electrons. The variation of the crystal response as a function of impact point due to shower transverse leakage is shown in figure 3 as measured by the rear PMT, for the x- and y-axis. A fit of these containment distributions was used to calculate the centre of the calorimetric module with respect to the coordinate frame of the hodoscopes as described in [7].

After the position of each crystal was determined, the high voltage of each PMT was adjusted such that the peak from a 100 GeV electron shower corresponded to \( \sim 1200 \) ADC counts in each
Figure 3. Containment distributions, obtained with 100 GeV electrons impinging on the central non-irradiated crystals, representing the variations of crystal response due to transverse shower leakage as a function of electron impact point on x (left) and y (right) axis. Red line represents the fit function $A \cdot (x - x_0)^4 + B$ and the blue dashed line the crystal centre estimation.

crystal. This setting allowed the use of the same PMT gain for the whole energy scan in the 50–200 GeV range.

Once the high voltages of all PMTs were set, energy scans were performed with the beam incident on the centre of each crystal for 50, 100, 150 and 200 GeV electrons. As a last step, the whole box containing the calorimetric module was rotated by 90 degrees anti-clockwise in order to have the beam striking on the lateral side of the crystals. This configuration enabled to perform a scan of the crystal response along the $z$-axis providing a direct measurement of the light collection efficiency curves as discussed in section 4.6.

4 Results

4.1 Shower fluctuations

The longitudinal profile of energy deposition for electromagnetic showers, and so the position of shower maximum $t_{\text{max}}$ fluctuates due to the stochastic processes involved in the shower development. If the response of the crystal is uniform along the longitudinal axis, as it is the case for non-irradiated PbWO$_4$ crystals, this fluctuation does not affect the signal measured by the photodetector. However, this is not the case for highly damaged crystals in which the strongly non uniform light collection efficiency along the crystal axis causes a smearing of the detected signal related to shower fluctuations.

As described in section 2, the double side read-out technique is based on the assumption that the light signal sharing between front and rear photodetectors is correlated to the longitudinal fluctuations of the shower development. In a non-irradiated crystal, having a rather uniform efficiency of light collection along its $z$-axis, regardless of the position where the shower maximum
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develops, the light detected at both photodetectors is identical. Conversely, as soon as the light absorption, $\mu_{\text{ind}}$, of the crystal increases due to radiation damage, the ratio of the front and rear signals starts to be affected by the fluctuations in the shower maximum position. This effect has been clearly observed in figure 4, where for $\mu_{\text{ind}} = 0$ the front/rear ratio remains unchanged over the whole electron energy range and event by event fluctuations of the signal are minimal while for a damaged crystal with $\mu_{\text{ind}} = 10 \, \text{m}^{-1}$, the ratio of the two photodetector signals shows strong variation for a fixed electron energy.

It has to be noticed that longitudinal shower fluctuations are always present (also in non-irradiated crystals) but their effects can be observed and thus corrected only in damaged crystals, as discussed later in section 4.4. The right plot in figure 4 shows the basic mechanism of the double read-out correction.

### 4.2 Calibration procedure

Before combining the front and rear signal according to eq. (2.6) the two photodetectors of each crystal have to be intercalibrated, i.e. the coefficients $K_f$ and $K_r$ must be obtained. Given the multiplicity of factors affecting each photodetector response, this task is not straightforward. The intercalibration coefficients include variations in the response mostly related to the different high voltages and thus different amplification gain of the two PMTs. These coefficients also take into account for channel-by-channel response variations due to photocathode quantum efficiency and crystal-to-PMT optical coupling.

The standard calibration procedure used in previous beam tests [7], uses the inverse of the position of amplitude distribution peak corresponding to 50 GeV electrons, as intercalibration coefficient. Using the same technique to intercalibrate the front and rear photodetectors would lead...
to an equal response of the two PMTs to 50 GeV electrons. Such calibration would be correct for non-irradiated crystals but imprecise for crystals with \( \mu_{\text{ind}} > 0 \). Indeed, according to figure 1, the response of the front PMT for a crystal with \( \mu_{\text{ind}} = 10 \text{ m}^{-1} \) should be \( \sim 1.5 \) times higher with respect to the rear one due to the difference between \( \varepsilon_f \) and \( \varepsilon_t \) around the corresponding shower maximum position (\( \sim 7 \text{ cm} \)).

In the following we describe an intercalibration procedure which is valid for any value of \( \mu_{\text{ind}} \) and is independent of the beam energy. This approach is based on the shift of the average position of the shower max \( t_{\text{max}} \) as a function of beam energy:

\[
t_{\text{max}} = X_0(4.2 + 1.8 \times \ln(E))
\]

where \( X_0 = 0.89 \text{ cm} \) for PbWO\(_4\). The drift of \( t_{\text{max}} \) towards the rear face of the crystal, when beam energy increases from 50 to 200 GeV, can be related to the change in the ratio of front/rear signal. Using an exponential approximation for the light collection efficiency curves, and assuming they are symmetric with respect to the centre of the crystal, the ratio of eq. (2.1) and (2.2) yields:

\[
\frac{F_{sh}}{R_{sh}} = \frac{K_f}{K_t} \cdot \frac{e^{-\mu z}}{e^{-\mu(L-z)}}
\]

where \( L = 22 \text{ cm} \) is the crystal length. The following linear relation can be obtained:

\[
\ln \left( \frac{F_{sh}}{R_{sh}} \right) = -2\mu z + \mu L - \ln \left( \frac{K_f}{K_t} \right).
\]

Equation 4.3 is used to fit the experimental data as shown in the left plot of figure 5.

The average ratio of front and rear signal decreases due to the shift of shower maximum towards the rear face at high energies. To obtain the intercalibration coefficients \( K_f \) and \( K_t \) it is sufficient
to convert beam energy into $t_{\text{max}}$ using eq. (4.1) and requiring the front and rear signals to be identical when shower maximum is located at $z = L/2 = 110$ mm. This leads to the condition $\ln(F_{\text{sh}}/R_{\text{sh}}) = 0$. Under such condition, eq. (4.3) yields the intercalibration coefficients for each pair of photodetectors. By construction, after this calibration the shower maximum curves for each crystal intersectes at $z = 110$ mm as visible in the right plot of figure 5. Their slope is proportional to the value of $\mu_{\text{ind}}$ of each crystal according to eq. (4.3). This indirect measurement of the induced absorption for each crystal shows a good correlation with the values of $\mu_{\text{ind}}$ measured in laboratory, as reported in section 3.

However, the estimate of induced absorption coefficients measured with direct light beam $\mu_{\text{ind}}^{\text{LAB}}$ represents the attenuation of light traveling a straight path inside the crystal. The absorption coefficient measured in this beam test $\mu^{\text{TB}}$ correspond to the effective attenuation of scintillation light emitted isotropically and thus traveling a longer average path before reaching the photodetector. To evaluate the light absorption induced by radiation damage using test beam data we define:

$$\mu_{\text{ind}}^{\text{TB}} = \mu^{\text{TB}} - \mu_0^{\text{TB}}$$

where $\mu_0^{\text{TB}} = (0.44 \pm 0.04)$ m$^{-1}$ represents the intrinsic absorption of the central non-irradiated crystal and $\mu^{\text{TB}}$ the absorption coefficients of irradiated crystals. A comparison of light induced absorption from laboratory measurements, $\mu_{\text{ind}}^{\text{LAB}}$, and test beam data, $\mu_{\text{ind}}^{\text{TB}}$, is reported in figure 6 and the observed correlation is a confirmation of the calibration procedure based on eq. (4.3).

4.3 Energy reconstruction and linearity

In the following analysis a beam spot selection of $4 \times 4$ mm$^2$ around the centre of each crystal was used in order to minimize the effect of transverse shower leakage. After intercalibration, a comparison between the amplitude distributions of front and rear photodetectors and their sum

![Figure 6. Correlation between the values of the effective induced absorption measured with test beam data $\mu_{\text{ind}}^{\text{TB}}$ and the values of $\mu_{\text{ind}}^{\text{LAB}}$ obtained from direct light transmission measurement in laboratory fitted with a linear function (red line).](image-url)
Figure 7. Energy distributions of a non-irradiated crystal corresponding to 100 GeV electrons for a single read-out configuration (left) and for the combined double read-out signal (right) using eq. (2.3) (raw sum) and eq. (2.6) (sum corrected).

(eq. (2.6)) has been made. The distributions obtained for 100 GeV electrons beam are shown in figure 7 for a non-irradiated crystal and in figure 8 for a damaged crystal with $\mu_{\text{ind}} = 10 \text{ m}^{-1}$. As expected, no change in the shape of the distribution is observed for a non-irradiated crystal. Conversely, for damaged crystals the energy distribution obtained from the combination of front and rear signal is narrower than those from single read-out. The non-gaussian tails are also removed resulting in a more gaussian-like distribution. It can also be noticed that the distribution for front photodetector signal is wider than the rear one, due to the slope of $\varepsilon_f$ being steeper than $\varepsilon_r$ around shower maximum position.

The response of different crystals has been studied for the electron energies of 50, 100, 150 and 200 GeV. The amplitude distributions were fitted using a Crystal Ball [15] function to take into account for the asymmetric tails and the most probable value was used as estimator for the crystal response $S(E_b)$ at a given beam energy $E_b$. The linearity, $L(E_b)$, of the crystal response can be written as:

$$L(E_b) = \frac{S(E_b)}{E_b} \cdot \frac{50}{S(50)}.$$  \hspace{0.5cm} (4.5)

The linearity curves for a non-irradiated crystal and for the crystal with $\mu_{\text{ind}} = 10 \text{ m}^{-1}$ are reported in figure 9. These curves enable the non-linearities of the response related to the increase of $\mu_{\text{ind}}$ in each crystal for different read-out configuration (i.e. front PMT, rear PMT and combined DRO sum) to be studied. The linearity of a non-irradiated crystal for each read-out configuration is flat within $\sim 1\%$. The small decrease in the measured signal at high energies is attributed to longitudinal shower leakage. In damaged crystals the non-linear behavior of the rear signal, up to $\sim 12\%$ for a $\mu_{\text{ind}} = 10 \text{ m}^{-1}$, confirms the observations of previous beam tests [7]. The non-linearity of the front signal, being in the opposite direction with respect to the rear one, was never observed before but is consistent with the interpretation given in previous publication [7] and discussed in section 2.
Figure 8. Energy distributions of a damaged crystal ($\mu_{\text{ind}} = 10 \text{ m}^{-1}$) corresponding to 100 GeV electrons for a single read-out configuration (left) and for the combined double read-out signal (right) using eq. (2.3) (raw sum) and eq. (2.6) (sum corrected).

Figure 9. Linearity curves normalized to 50 GeV for the non-irradiated crystal (left) and for a damaged crystal with $\mu_{\text{ind}} = 10 \text{ m}^{-1}$. Different read-out configuration are shown: front photodetector (blue squares), rear photodetector (green dots), raw sum given by eq. (2.3) (black) and corrected sum given by eq. (2.6) (red).

A first important feature of the double read-out configuration can be noticed in the linearity curve of the combined DRO response. The non-linear behavior of damaged crystals is strongly mitigated and the response becomes more uniform over the 50–200 GeV energy range, similar to non-irradiated crystal.

4.4 Improvement of energy resolution in damaged crystals

As previously anticipated, the main advantage of a double read-out configuration for damaged crystals, is the mitigation of the energy resolution degradation due to increased non-uniformity of
Neglecting longitudinal shower leakage at high energies, the energy resolution of a calorimeter, as in the case of the CMS ECAL, can be parameterized using the formula:

$$\frac{\sigma_E}{E} = \sqrt{\left(\frac{A}{\sqrt{E}}\right)^2 + \left(\frac{B}{E}\right)^2 + C^2}$$

where $A$ represents the stochastic term, $C$ the constant term and $B$ the contribution from the electronic noise. The value of $B$ has been fixed for each channel using the corresponding noise estimated from the pedestals and varied between 170 MeV and 340 MeV. To disentangle the contribution of the noise to the resolution of a given crystal, the value of $B$ estimated from the pedestal of each channel, has been subtracted in quadrature from the corresponding $\sigma(E)/E$:

$$\frac{\sigma_E}{E} = \sqrt{\left(\frac{A}{\sqrt{E}}\right)^2 + C^2}.$$ 

To take into account the tails of the energy distributions, the $\sigma_{\text{eff}}$, defined as half of the minimum interval containing 68% of the amplitude distribution, is used in the following as an estimator of the energy resolution. The results are shown in figure 10 for a non-irradiated crystal and a damaged crystal with $\mu_{\text{ind}} = 10$ m$^{-1}$. The energy resolution at energies above 50 GeV is mainly dominated by the constant term. For the non-irradiated crystal the constant term is found to be $C = 1.06 \pm 0.03\%$, dominated by the partial transverse shower containment in a single PbWO$_4$ crystal (~84%). For the damaged crystal ($\mu_{\text{ind}} = 10$ m$^{-1}$) poorer energy resolution is observed, as expected, for the front read-out configuration. With respect to the standard rear read-out only ($C = 4.7 \pm 0.1\%$), we observed a mitigation of the constant term down to $C = 2.8 \pm 0.10\%$ with the un-corrected combined signal of eq. (2.3) and further improvements when the DRO-correction of eq. (2.6) is applied leading to a constant term of $C = 1.4 \pm 0.1\%$. Similar results are obtained for all the crystals, even at high levels of $\mu_{\text{ind}} = 16$–20 m$^{-1}$, and are compared with the predictions from the Geant4 simulation discussed in section 4.5.

4.5 Comparison with simulation

An intrinsic absorption coefficient of $\mu_{\text{ind}} = (0.2 \pm 0.1)$ m$^{-1}$, estimated from laboratory measurements, was used for the simulation of the non-irradiated crystal. Such value is slightly smaller than the $\mu_{\text{TB}}$ obtained using test beam data in eq. (4.4). Such values are consistent with each other since the former represents the intrinsic absorption coefficient of a non-irradiated crystal whereas the latter also takes into account for the larger average path of isotropic light and surface effects. For such good light transmittance, the light collection efficiency of a non irradiated crystal is influenced by a “focusing” effect due to the tapered geometry [17]. This effect enhances the collection efficiency at the rear photodetector for photons produced close to the front crystal face. As a consequence the $\varepsilon_F$ curve is not flat but shows a smooth slope. For the front read-out the focusing effect is opposite and leads to a steeper slope of $\varepsilon_F$. As a consequence the DRO correction cannot improve the constant term arising from non-uniform light collection efficiency curves in non-irradiated crystals. It is thus possible and consistent with both experimental measurements and simulation that the DRO configuration can lead to smaller constant term for slightly damaged crystals ($\mu_{\text{ind}} = 1$–6 m$^{-1}$) than for a non-irradiated one.
Figure 10. Energy resolution curves for the non-irradiated crystal (left) and for a damaged crystal with \( \mu_{\text{ind}} = 10 \text{ m}^{-1} \). Different read-out configuration are shown: front photodetector (blue squares), rear photodetector (green dots), raw sum given by eq. (2.3) (black) and corrected sum given by eq. (2.6) (red).

The degradation of constant term due to radiation damage can be estimated by comparison with non-irradiated crystal according to:

\[
\Delta C = \sqrt{C_i^2 - C_{ni}^2}
\]  

(4.8)

where \( C_{ni} \) and \( C_i \) are the constant term of non-irradiated and a damaged crystal respectively. In this way the effect on shower leakage to the constant term, common to all crystals, is removed. The constant term increases up to \( \sim 10\% \) for \( \mu_{\text{ind}} = 20 \text{ m}^{-1} \) in a single read-out configuration whereas it is mitigated to a level of 5.7\% and 1.9\% respectively for the combined DRO raw sum (eq. (2.3)) and the DRO corrected signal (eq. (2.6)). Comparison between the test beam data and the prediction from Geant4 simulation shows a good agreement as shown in the left plot of figure 11.

The non-linear response of damaged crystals can also be quantified with respect to the non-irradiated crystal as:

\[
\Delta NL = \frac{S_i(200)}{S_i(50)} \frac{S_{ni}(50)}{S_{ni}(200)}
\]  

(4.9)

where \( S_i(200) \) and \( S_{ni}(200) \) are respectively the responses of a damaged and a non-irradiated crystal to electrons of 200 GeV energy. The increase of non-linearity, \( \Delta NL \), in damaged crystals is reported in the right plot of figure 11 for different levels \( \mu_{\text{ind}} \). For the most damaged crystal (\( \mu_{\text{ind}} = 20 \text{ m}^{-1} \)) the \( \Delta NL \) is about 15\% and decreases to \( \sim 10\% \) and below 1\% for the combined DRO raw sum (eq. (2.3)) and the corrected DRO signal (eq. (2.6)) respectively.

A good agreement between the Geant4 simulation predictions and experimental data is observed for the increase of the non-linear response, as visible in the right plot of figure 11. This is an additional proof that the effects of damage inside PbWO\(_4\) crystals and the degradation of their calorimetric performance are well understood.
Figure 11. Left: the increase of constant term due to longitudinal non-uniformities of light collection efficiency is shown for different values of $\mu_{\text{ind}}$ corresponding to the crystals used for this study (square dots). The degradation of constant term is shown for different read-out configurations and compared with predictions from the Geant4 simulation (dotted lines). Right: the increase of non-linearity due to longitudinal non-uniformities of light collection efficiency is shown, as a function of $\mu_{\text{ind}}$, for the crystals tested in this study (square dots). The increase of non-linearity is shown for different read-out configurations and compared with predictions from the Geant4 simulation (dotted lines).

4.6 Measurement of light collection efficiency

As discussed in section 2, the double read-out technique aims to mitigate the degradation of energy resolution due to the increased non-uniformity of light collection efficiency in damaged crystals. In particular, the double read-out correction used to reconstruct the signal in eq. (2.6) is based on the assumption that light collection efficiency curves of irradiated crystals can be approximated by an exponential function. Therefore, it is of fundamental importance to provide an experimental measurement of such curves.

To measure the non-uniformity of light collection efficiency along the $z$ axis of each crystal, the whole calorimetric module was rotated by 90 degrees. By gradually moving the table, a scan of the crystal response as a function of electron impact point along crystal length was made. In order to deposit a reasonable amount of energy in each crystal, in this configuration, an additional layer of 3 PbWO$_4$ crystals was positioned in the alveolar structure as shown in figure 2. Given the crystal tapered geometry [3], the shower will deposit a different amount of energy in each layer of crystal depending on the amount of “passive” material in front of it and on the crystal thickness at a given $z$ position. This variation in energy deposition was simulated with Geant4 and correction coefficients, to be applied to the measured response, have been obtained. The energy deposited in each layer predicted by simulation is about 15, 25 and 20 GeV respectively for the first, second and third layer. The slope of the energy deposited along $z$ shows variations up to $\sim$ 15% and is different for each layer.

The measured response of the front and rear PMTs for each channel, after the correction for the energy deposits, provides a measurement of the light collection efficiency curves $\varepsilon_f$, $\varepsilon_r$ of
the corresponding crystal. In figure 12 the experimental profiles of light collection efficiency are normalized to the simulation prediction and a good agreement between the slopes is observed. Close to the ends of the crystals, i.e. in the ranges 0–20 mm and 200–220 mm, light propagation is more sensitive to surface effects such as reflections at the alveolar structure-crystal boundary and quality of surface polishing. These effects are difficult to be modeled with accuracy and can explain the small discrepancy between data and simulation in these regions. However, the slope of light collection efficiency in proximity of the crystal ends is marginally affecting the degradation of energy resolution and linearity as the shower maximum occurs close to the crystal centre.

The efficiency curves for all the crystals used in this study are shown in figure 13 for both rear and front read-out. In the central part of the crystal, the light collection efficiency curves show an exponential behavior which is consistent with the assumption that light attenuation along crystal axis can be mostly attributed to bulk absorption.

The present result, provides useful information to better understand the radiation damage effects in PbWO$_4$ crystals and represents the proof-of-concept of a double read-out configuration approach.

A calorimetric module made of nine PbWO$_4$ crystals with different levels of hadron damage has been tested at CERN with electrons from 50 to 200 GeV. Each crystals was instrumented with a pair of PMTs to read out the light from both ends. This double side read-out (DRO) configuration has been proved to strongly mitigate the degradation of the energy resolution due to the increase of non-uniformity of light collection along the crystal length, due to radiation damage.

The results of this test prove that the degradation of the constant term of energy resolution can be reduced from 10% to 2.5% for strongly damaged crystals by means of a double side read-out of the scintillation light. In addition, the response of damaged crystals is restored back to a linear behavior by means of a proper combination of front and rear photodetector signals. A first measurement of the light collection efficiency curve degradation up to high levels of induced
Figure 13. Light collection efficiency curves measured in test beam for all the nine crystals with different levels of induced absorption $\mu_{\text{ind}}$. Results are shown for the front (left) and rear (right) photodetector.

absorption, $\mu_{\text{ind}} \sim 20 \text{ m}^{-1}$, is also presented. The experimental results have been compared with expectations from a Geant4 simulation of the whole setup and a good agreement is observed.
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