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Abstract

In general, the conventional routing approaches in mobile ad hoc networks (MANETs) provide a route between the source and the target with a minimum hop count. Dynamic source routing (DSR) as a typical prototype of routing protocols relies on the minimum hop count parameter to provide the path without considering any other factors such as energy consumption and node energy level, which significantly affect the routing algorithm performance. To enhance the performance of the DSR, a novel and efficient routing mechanism based on a hybrid approach using the minimum execution time (MET) scheduling and moth flame optimization (MFO) scheme is proposed. This hybridization version of DSR is called the (MET-MFODSR) algorithm, and it aims to improve the routing mechanism through establishing an optimal route with minimum energy consumption, which increases the network lifetime and reduces route failure issues. The proposed MET-MFODSR protocol is implemented using the MATLAB platform, analyzed and evaluated in different simulation environments. The simulation results demonstrate that the suggested routing algorithm is applicable and practicable, and its performance exceeds the performance of the existing Bee DSR (BEEEDSR) and Bee-inspired protocol (BeeIP) algorithms.
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1 Introduction

MANETs as an infrastructure-free wireless network can be defined as a non-concentrated multi-hop remote network which consists of a collection of distributed and autonomous mobile nodes that create a temporary network. In this network, each node can move freely and randomly without predicting their movement which indicates that MANETs have a dynamic topology [1–3]. The direct communications among nodes or indirect communications via intermediate nodes are achieved without relying on any pre-existing infrastructure (like access points or a base station) [3]. Therefore, in the case of
MANETs, there is no centralized administrative role. It is a decentralized architecture, which implies that all nodes cooperate to forward data from the source to the destination [4, 5]. Such features make MANETs to be utilized significantly in a range of different applications such as battlefield communications, health care, and disaster areas [6–8]. On the other hand, due to the unstable topology, the absence of centralized administrative, and limited resources [4, 5], MANETs experience critical issues regarding the routing process. Therefore, the routing mechanism in MANETs is one of the challenging research fields that need to be investigated and solved.

The routing mechanism in MANETs is the responsibility of the network layer, which can simply be defined as the process of identifying the route to send data packets between the source and the destination [9–11]. Currently, there are many prototype routing protocols used in MANETs that are standardized by the Internet Engineering Task Force (IETF) organization. These protocols can be divided into three classes, which are proactive or table-based, reactive or on-demand, and hybrid routing protocols [8–10, 12–18]. The proactive routing scheme is where each mobile node stores the collected information about the active routes in the form of regularly updated routing tables [3]. Examples of proactive routing schemes were provided in [15, 17, 18]. In terms of the reactive routing mechanism, when any sender node needs to transmit the data packet to the specific sink, at that time only, it starts looking for and determining the path [8, 19, 20]. Types of reactive routing class were presented in [21–23]. The hybrid routing method is based on the concept of integrating both proactive and reactive approaches [3, 10, 24]. Examples of this routing approach were introduced in [25–28].

In such non-concentrated multi-hop remote networks, the mobile nodes are powered with a limited capacity battery, which influences the survivability of the network since the links will be disengaged when these nodes dissipate their battery. Therefore, considering the energy consumption of mobile nodes is important to maintain connectivity and extend the lifetime of the network [29, 30]. Unfortunately, the common problem in the existing prototype classical routing protocols is that they rely on the hop count as the basic factor without paying attention to other factors to establish the route from source to destination, which can subsequently lead to inefficient packet delivery [31]. Other routing factors such as the node energy level and energy consumption should be considered in addition to the hop count. The purpose of adding these routing parameters is to design an efficient routing algorithm that can reduce the energy consumption of mobile nodes and extend network lifetime.

The performance of the routing approach is a significant factor, and it affects the performance of the MANET itself. Therefore, this research article presents a novel and efficient routing algorithm using a DSR protocol based on MET data packet scheduling and MFO (hybridization). This leads to an increase in the packet delivery rate and throughput; further, it decreases the average delay, routing overhead, and energy consumption, which prolongs the network lifetime and reduces route failures. Table 1 presents the important abbreviations used in this manuscript.
1.1 Problem statement
The typical prototype of the DSR protocol standardized by IETF has some disadvantages such as its reliance on the minimum hop count parameter to select the path without considering any other factors that affect the routing algorithm performance like energy consumption, residual energy, and link stabilities. Furthermore, due to the inefficient route discovery mechanism which is based on flooding, DSR provides a low packet delivery ratio in high mobility environments, long delays, high routing overhead information, and very high energy consumption. Therefore, this research work aims to improve the performance of the classical DSR protocol by applying a novel hybrid optimization approach based on combining the MET scheduling method and the MFO algorithm. This hybridization (MET-MFODSR) aims to reduce the average end-to-end delay and at the same time increase the throughput and packet delivery ratio through using MET, whereas the MFO will minimize the average energy expenditure.

1.2 Dynamic source routing (DSR) protocol
It is a straightforward and reactive routing strategy that can be applied in wireless ad hoc networks [32–34]. It differs from other protocols as DSR is based on the source routing principle, indicating that the node that owns the data to send must identify and know a multi-hop route to the receiver node [34–36]. When any node has data packets...
to transmit, it immediately starts to search in the cache through the routing table to determine whether a route to the required sink exists or not. If the source finds multiple routes, the route with the minimum hop count will be selected and added as a header of the transmitted data packet [34, 35]. Otherwise, two essential phases based on route discovery and maintenance will be established [32, 34, 37, 38].

In the route discovery stage, a route request (RREQ) packet mainly consists of a unique ID, source address, and the destination address will be employed in this stage [35]. The RREQ will be flooded by the source to all the nodes in the network. Each one of the intermediate participating nodes will receive the RREQ and then check to see whether it knows the destination or not. If not, the node will add its address and re-broadcast until the RREQ arrives at the target node. Then, this target node will send a route reply (RREP) packet back to the source. This packet carries route details obtained from the RREQ, which stored in the source’s cache for the communication requirement [34, 35]. Figure 1 describes the route discovery phase, where $N_1$ represents the source and $N_7$ is the destination. To identify the route, two RREQs with unique different ids (id = 3 and id = 1) will be sent, and two routes will be discovered, which are route 1 [$N_1, N_2, N_3, N_7$] and route 2 [$N_1, N_4, N_5, N_6, N_7$]. In this case, route 1 will be selected as it has the minimum hop.

The other mechanism used in DSR is route maintenance, which is applied to find alternative routes to continue the transmission of data packets when the current path experiences failure. In this stage, the source receives a route error (RERR) packet and then deletes the expired route from its cache to start a new search for a new route [32]. Figure 2 depicts the route maintenance mechanism. It shows that when the link between node $N_3$ and destination node $N_7$ is disconnected, the intermediate node $N_3$ sends a RERR message to the source node $N_1$.

1.3 Related work

In MANETs, due to the dynamic topology environment and limited resources such as the battery power of mobile nodes, the routing process can be challenging. Numerous studies have been conducted in this direction to enhance the performance of the routing protocol to provide better performance of MANETs. The most common idea in previous research works is based on the utilization of bio-inspired optimization
algorithms to find the optimal path. Chatterjee and Das [29] suggested the implementation of a routing algorithm called enhanced ant colony DSR (E-Ant–DSR), which is based on the combination of the ant colony optimization (ACO) approach and DSR to obtain an efficient path by avoiding link congestion and link break issues. The simulation results indicated that the proposed E-Ant–DSR algorithm had a better performance in terms of performance indexes such as routing overhead, packet delivery ratio, route dis-connectivity, and energy consumption compared with the classical DSR scheme, other ACO methods, and other algorithms based on artificial intelligence. Giagkos et al. [39] proposed a new Bee-inspired protocol (BeeIP) routing algorithm based on swarm intelligence inspired by adaptive bee foraging. This presented algorithm provides an efficient multipath route in MANETs between mobile nodes. The simulation results showed that the recommended BeeIP provided a powerful adaptability level as well as efficiency in terms of the selection of suitable route decisions. Tareq et al. [32] introduced an energy cost Bee DSR (BEE-DSR) algorithm based on integrating the artificial bee colony (ABC) optimization method with the DSR. BEE-DSR is applied to determine the optimal route by considering the level of energy of intermediate nodes and hop count. The simulation results indicated that BEE-DSR provides better performance metrics than DSR and BeeIP protocols. Zhang et al. [34] suggested the combination of a genetic algorithm with a bacteria foraging algorithm (GA-BFO) and applied their extracted advantages to the DSR routing protocol. GA-BFO/DSR has been applied to search the optimal path by considering the energy information of the node. When this algorithm was applied, it improved the routing search efficiency without increasing the routing information of the DSR. Therefore, the average end-to-end delay for data exchange between nodes was decreased. The obtained simulation results showed a significant improvement in overall network efficiency. Pandey et al. [40] suggested applying the MFO approach for clustering and routing purposes to improve the lifetime of the wireless sensor network (WSN). The simulation results indicated that the MFO method provides better performance than the genetic algorithm (GA), particle swarm optimization (PSO), and least distance clustering (LDC) algorithm. In [41], the author used the MFO-based clustering routing algorithm based on threshold-sensitive energy for WSN. The introduced algorithm consists of a set-up stage and steady-state stage, and the MFO is used in the set-up stage to select the optimal cluster head and applied in the steady-state stage for establishing the optimal path. The simulation results indicate that the introduced protocol
achieves better performance than existing algorithms regarding network lifetime and energy consumption of the network.

It can be observed from this literature survey that most of the work focused on enhancing the performance of the routing approach based on the application of meta-heuristic optimization algorithms or combining two meta-heuristic optimization algorithms which are very common these days in this research field. However, this research work introduces a novel routing mechanism based on DSR protocol and apply a unique hybridization technique by combining both MET scheduling and MFO method.

2 Methods

This research article introduces a novel and efficient routing algorithm based on the DSR protocol and integrating the MET scheduling and MFO algorithm (hybridization). The aim is to increase the packet delivery ratio, throughput, and reduce end-to-end delay and, furthermore, reduce energy consumption, which prolongs the network lifetime.

2.1 Minimum execution time (MET) scheduling algorithm

In MANETs, data packets flow from source node to destination node through intermediate router nodes. The packet forwarding process needs to be considered carefully to provide a route with the best possible data packet transfer. For this purpose, the data packet scheduling method can play a significant role to accomplish this objective [42]. When any node receives forwarded packets, it starts serving only one of them while the remaining flow packets will be stored in the queue. The scheduling method (scheduler) is deciding which packet (task) will be served between all the remaining packets [43–47]. Therefore, packet scheduling mechanism is vital to ensure quality of service (QoS) provision by increasing the packet delivery rate, throughput, and minimizing end-to-end delay [44, 45].

In the literature of optimizing routing algorithms, the meta-heuristic optimization methods were only considered to provide the optimal path. Unfortunately, these meta-heuristic optimized routing protocols did not consider the packet scheduling method which can participate effectively to ensure QoS provision. In this manuscript, a unique hybrid optimization technique based on data packets scheduling and meta-heuristic optimization method was considered. The applied hybrid optimization mechanism based on the minimum execution time (MET) packet scheduling method and moth flame optimization (MFO) scheme to provide the optimal route. In the MET method, the packets (tasks) are assigned to the mobile nodes in reliance on the finest predictable completion intervals of the process execution without paying attention to the resource accessibility [48, 49]. The execution time represents the required time interval to process the packet on the node without interruption [50]. The estimated minimum execution time is evaluated based on the minimum total sum of the ready time of the packet to execute on the particular route node and estimated time to complete the execution of the packet on the node. Algorithm 1 shows the pseudo-code of the MET process.
The main purpose of the MET algorithm is to process data packets on specific mobile nodes based on the minimal execution period, which increases the packet delivery ratio, throughput, and reduce end to end of the packet transfer.

2.2 Moth flame optimization (MFO) approach

MFO is one of the recently developed meta-heuristic population-based algorithms proposed in 2015 by Seyedali Mirjalili [51]. It is derived from the navigation mechanism of moths, which is known as transverse orientation. This navigation mechanism is based on the fact that moths hover in a straight path by conserving a fixed angle concerning the distant moon as an effective method of traveling long distances in a straight line [51–55]. Although transverse orientation is an effective mechanism for guaranteeing that the moth can fly in a straight line, it is observed that the pattern of a moth flying changes when exposed to artificial sources of light. In the presence of man-made light, moths start to fly in a spiral route around the light source, because it is not far as the moonlight [51, 52]. The mathematical model that describes this behavior is called the moth flame optimizer.

In [51], Mirjalili showed that the MFO algorithm presents more promising and competing results in comparison to other known nature-inspired swarm algorithms such as PSO and evolutionary-based algorithms such as GA. This is because MFO owns two main advantages. Firstly, the MFO method has an extremely high exploration of solution space. Therefore, the local optima problem is eliminated, while various other bio-inspired optimization approaches suffering from this problem. Secondly, the equilibrium between exploration and exploitation which makes MFO more effective. Therefore, the MFO outshines the other well-known algorithms in discovering the optimal solution in real-time challenging problems. Based on these

---

Algorithm I MET Pseudo-code

1. \textbf{For} \( k = 1: M \) ; \( M \) represents the number of requests or packets to be scheduled
2. \textbf{For} \( i = 1: N \) ; \( N \) represents the number of mobile nodes
3. \( E_{id} = (T_{ik} \times P_{ik}) / R_{T_k} \) ; \( E_{id} \) is the estimated time to execute the packet or request.
   \( T_{ik} \) is Time needed per request for the completion of the execution at the receiving node.
   \( n_k \) is the Current packet which is executing.
   \( R_{T_k} \) is the Arrival Time of the packet or request to execute on the node.
4. \( R_{id} = (A_{T_{id}} \times P_{id}) / R_{T_{id}} \) ; \( R_{id} \) is ready time of the packet or request to execute on the node
   \( A_{T_{id}} \) is the Available Time of the packet or request to execute on the node.
5. \( C_{id} = E_{id} + R_{id} \) ; \( C_{id} \) is the completion time
6. \textbf{End For}
7. \textbf{End For}
8. \textbf{Do} until all unscheduled requests or packets are completed
9. \textbf{For} each unscheduled request or packet
10. find the best completion time \( E_{id} \) of request or packet and the mobile node that gets it
11. \textbf{End For}
12. find the request or packet \( t_p \) with the earliest completion time
13. Assign the request or packet \( t_p \) to the mobile node that provides the best completion time
14. Remove assigned request or packet \( t_p \) from unscheduled requests or packets pull
15. Update the ready time of the mobile node that provides the best completion time
16. \textbf{End Do}
features, MFO can be utilized efficiently in many applications. MFO is processed as follows:

Initialize the random positions of moths, which represent a potential solution in the search solution space. The initialized moths are expressed as in the following matrix:

\[
M = \begin{bmatrix}
    m_{1,1} & m_{1,2} & \ldots & m_{1,d} \\
    m_{2,1} & m_{2,2} & \ldots & m_{2,d} \\
    \vdots & \vdots & \ddots & \vdots \\
    m_{n,1} & m_{n,2} & \ldots & m_{n,d}
\end{bmatrix}
\]

where \( n \) represents the number of moths and \( d \) is the dimension of search space (number of variables). The value of fitness for every moth is arranged in an array as follows:

\[
OM = \begin{bmatrix}
    OM_1 \\
    OM_2 \\
    \vdots \\
    OM_n
\end{bmatrix}
\]

(2)

Flames are another significant component of MFO, which can be represented in an analogous matrix to the moths’ matrix as follows:

\[
F = \begin{bmatrix}
    F_{1,1} & F_{1,2} & \ldots & F_{1,d} \\
    F_{2,1} & F_{2,2} & \ldots & F_{2,d} \\
    \vdots & \vdots & \ddots & \vdots \\
    F_{n,1} & F_{n,2} & \ldots & F_{n,d}
\end{bmatrix}
\]

(3)

where \( n \) indicates the number of moths, and \( d \) is the dimension of the search space. Similarly, the value of fitness for each flame can be stored in an array as follows:

\[
OF = \begin{bmatrix}
    OF_1 \\
    OF_2 \\
    \vdots \\
    OF_n
\end{bmatrix}
\]

(4)

The MFO method utilizes three functions to approximate the global optimum in a certain optimization problem. The functions that are used in MFO are as follows:

\[
MFO = (I, P, T)
\]

(5)

where \( I \) function initiates a random population of moths with their representative fitness values. The \( I \) function is modeled as follows:

\[
(I : \emptyset \rightarrow \{M, OM\})
\]

(6)

\( P \) is the main function that represents the moths’ movement in the search area. The \( P \) function deals with matrix \( M \) as the input and returns an updated copy as the output.
The $T$ function is the termination criterion, which refers to the completion of the search operation. It returns a value of true when the termination criterion is reached and false when it is not reached.

$$ T : \overrightarrow{M} \rightarrow \{\text{true, false}\} $$

Moths use a transverse orientation mechanism as a navigation tool. Therefore, to represent this behavior mathematically, a random distribution was introduced to generate preliminary solutions and compute the objective function value, as in Eq. (9):

$$ M(i, j) = (ub(i) - lb(j)) \ast r \text{ and } ( ) + lb(i) $$

The variable $lb(i)$ is the lower bound and $ub(i)$ is the upper bound.

The updated location for every moth concerning the flame can be defined using Eq. (10):

$$ M_i = S(M_i, F_j) $$

where $M_i$ defines the $i$th moth, $F_j$ refers to the $j$th flame, and $S$ represents the spiral function. The logarithmical spiral function is utilized to update the position of the moths for the flame. This logarithmical spiral function must meet the following requirements:

1. The position of the moth must represent the initial point of the spiral.
2. The endpoint of the spiral should be defined by the flame’s position.
3. The variation of the spiral’s range should not go beyond the search space.

Accordingly, the logarithmic spiral function for updating the moth’s position in MFO can be mathematically modeled as follows:

$$ S(M_i, F_j) = D_i \cdot e^{bt} \cdot \cos(2\pi t) + F_j $$

where $D_i$ represents the distance from the $i$th moth $M_i$ to the $j$th flame $F_j$, $b$ is a fixed number that defines the logarithmic spiral shape, and $t$ provides the step size of the moth for the next position in the flame direction, it is defined as a random number between $-1$ and $1$. $D_i$ is computed as the following:

$$ D_i = |F_j - M_i| $$

Another issue related to updating the moths’ position to $n$ various positions in the solution space is degradation in the exploitation process to obtain the best solution. Therefore, an adaptive mechanism is used to deal with the number of flames. This mechanism indicates how the number of flames is reduced adaptively during the procedure of iterations. Equation (13) is used in this respect:

$$ \text{Flame no.} = \text{round} \left( N - l \ast \frac{N - 1}{T} \right) $$

where $N$ refers to the number of flames, $l$ represents the present iteration, and $T$ defines the greatest number of iterations.

In this research study, the MFO method is employed to optimize the route for data packet transfer from source to destination with minimal energy expenditure. In the
introduced routing algorithm, the metaheuristic MFO method is applied in the decentralized MANET for optimal routing as in the following steps:

1. Initialization: The randomly initialized nodes of MANET on a certain geographical area with a unique ID are treated as the moths in the MFO method. These nodes (moths) are considered potential solutions and stored in a matrix as presented in the Equation (1), and their positions considered as search solution space. This search space is created using Eq. (9) based on some defined parameters which include the dimension of search (d), the lower bound lb(i), and the upper bound ub(i).

2. Fitness function evaluation: The fitness function value is evaluated for each node (moth) based on their position in search space. In the proposed algorithm, the fitness function is formulated as a part of the MFO algorithm to provide optimal data packet routing through intermediate nodes. The optimization variables include the energy consumption of the node ($E_x$), the distance ($D_x$) covered by the node (moth) and the total number of nodes (N). The formulated fitness function is given as in Eq. (14):

$$
\text{Minimize fitness function} = \frac{E_x \times D_x}{N}
$$

In this iterative processing, the fitness value will be compared with the previous fitness value and stored in ascending order.

3. Location update: After the fitness value evaluation, the location of each month (node) will be updated using the logarithmic spiral formula as given in Eq. (11).

The process of fitness evaluation, arranging, and location update will be repeated until reaching the maximum iteration. Afterward, the coordinates of best forwarding intermediate nodes with the lowest fitness value will be obtained, so that the data packets transferred through them.

### 2.3 Description of the proposed MET-MFODSR protocol

Based on the aforementioned theories and equations, the design steps of the proposed MET-MFODSR protocol are presented in the following pseudo-code procedures:

**Input:** Number of nodes (N), transmission range (TRx), lower bound (lb), upper bound (up), dimension (d), and logarithmic spiral shape constant (b).

**Output:** Optimal data packet route.

1. Deploy mobile nodes mn with random positions ($mn_1, mn_2, ..., mn_N$) where $N = 50$ nodes.
2. Each node assumed to have a configured Global Positioning System (GPS) to store $X, Y$ locations, and speed.
3. Initialize random mobility speed for each mobile node.
4. Calculate the average energy of the nodes in the network.
5. 

For i=1: N 

IF (n_energy(i) > avg_energy) 

store id of the node

End IF

End FOR

6. Select and identify the source and the destination IDs from those nodes that have a higher energy level than the average energy of the nodes.

7. Form the packets or requests to be sent in the DSR protocol.

8. Start the route initialization phase by broadcasting RREQ packets.

9. Evaluate the distance from the source to the destination using Eq. (15):

\[ D = \sqrt{(x_d - x_s)^2 + (y_d - y_s)^2} \] (15)

where \( D \) is the distance in meters, \( x_d \) is the \( x \)-coordinate of the destination, \( x_s \) is the \( x \)-coordinate of the source, \( y_d \) is the \( y \)-coordinate of the destination, and \( y_s \) is the \( y \)-coordinate of the source.

10. Check:

IF \( D \leq TR_s \) then

Source and destination can communicate directly.

ELSE

Find the distance between the intermediate nodes.

IF \( D > 0 \&\& D < TR_s \) then

Store id, \( D \), \( X_L \), \( Y_L \), and the speed of neighbor nodes for each node using the configured GPS.

END IF

END IF

11. Find the route with the minimum hop count and alternative route to the destination node.
12. Start the MET scheduling mechanism

\[
\text{For } k = 1: M \quad ; M \text{ represents the number of requests or packets to be scheduled}
\]

\[
\text{For } i = 1: N \quad ; N \text{ represents the number of mobile nodes}
\]

\[
R_{k} = T_{k} \times P_{k} / RT_{k} \quad ; T_{k} \text{ is the estimated time to execute the packet or request.}
\]

\[
R_{k} = T_{k} \times P_{k} / RT_{k} \quad ; T_{k} \text{ is Time needed per request for the completion of the}
\]

\[
; \text{ execution at the receiving node.}
\]

\[
R_{k} \quad ; R_{k} \text{ is the Current packet which is executing.}
\]

\[
RT_{k} \quad ; RT_{k} \text{ is the Arrival Time of the packet or request.}
\]

\[
R_{k} \quad ; R_{k} \text{ is ready time of the packet or request to execute on the}
\]

\[
; \text{ node}
\]

\[
R_{a} = (AT_{a} \times P_{a}) / RT_{a} \quad ; AT_{a} \text{ is the Available Time of the packet or request to execute}
\]

\[
; \text{ on the node.}
\]

\[
C_{a} = R_{a} \quad ; C_{a} \text{ is the completion time}
\]

13.  

\[
\text{min	extunderscore comp	extunderscore time} = \text{sort(min	extunderscore comp	extunderscore time,'ascend')} ; \text{sort minimum completion time in ascending}
\]

; order

14. Stop the MET process when all the data packets are broadcasted from the route nodes to the destination

15. Start applying the MFO algorithm by creating the search space

\[
\text{For } i = 1: n \quad ; n \text{ is search agents}
\]

\[
\text{For } j = 1: d \quad ; d \text{ is the dimension}
\]

\[
M(i,j) = (ub(j) - lb(j)) \times \text{rand}() + lb(j) \quad ; \text{ub is upper bound and } lb \text{ is lower bound}
\]

End FOR

End FOR

16. \textbf{WHILE} (iteration ≤ max. iteration)

17. Evaluate the fitness value for each node (moth) using the fitness function given in Eq. (14).

18.  

\[
\text{min	extunderscore fitness	extunderscore value} = \text{sort(min	extunderscore fitness	extunderscore value,'ascend')} ; \text{sort minimum fitness value in ascending}
\]

; order

19. Update the locations of each node (moth) using Eq. (11).

20. \text{Iteration} = \text{iteration} + 1

21. \textbf{WHILE END}
22. Obtain the coordinates of best forwarding intermediate nodes with the lowest fitness value to transfer the data packets through it.

3 Simulation results and discussion
3.1 Simulation settings
In this research paper, the simulation and analysis of the MET-MFODSR algorithm are conducted using the MATLAB program (2019a) version on Windows 10 as the operating system. The performance of the proposed MET-MFODSR protocol was analyzed and compared with the existing BEEDSR algorithm introduced in [32] and the BeeIP

| Simulation parameter       | Value        | Unit |
|----------------------------|--------------|------|
| Network area               | 1670 x 970 m| m²   |
| Number of nodes            | 50           | Node |
| The initial energy of nodes| 100          | Joules |
| Transmission power         | 1.35         | mw   |
| Transmission range         | 250          | m    |
| Packet size                | 256          | Bytes |
| MAC type                   | IEEE 802.11  | –    |
| Nodal speed                | 5–20         | m/s  |
| Total simulation time      | 50           | s    |
| Lower bound lb             | – 100        | –    |
| Upper bound ub             | 100          | –    |
| Dimension                  | 100          | –    |
| Logarithmic spiral shape constant (b) | 1 | – |

Fig. 3 Network topology. The nodes in the magenta color are distributed in random locations and the network topology changes as a result of the mobility feature of the nodes.
algorithm proposed in [39]. In this experimental research, 50 mobile nodes were randomly distributed in a 1670 m × 970 m simulation area. For each node, the transmission range was fixed to 250 m, the level of initial energy for every individual node was adjusted to 100 joules, and the total simulation time was specified as the 50 s. Table 2 summarizes the basis for simulation parameter settings.

The simulation deployment of network topology as obtained in the MATLAB platform is displayed in Fig. 3. The nodes are distributed in random locations and the network topology changes as a result of the mobility feature of the nodes.

### 3.2 Performance metrics

In this research study, five performance indexes are selected to evaluate the performance of the proposed MET-MFODSR algorithm under two different simulation scenarios (i.e. node velocity and packet size). These five performance metrics that will be defined below include average throughput, average end-to-end delay, packet delivery ratio, routing overhead ratio, and average energy consumption.

1. **Average throughput**: This index represents the average of the data packets that are successfully received by the destination during the total simulation time. The measurement unit of this index is kilobits per second (kbps) [30, 32, 56]. This index represents the efficiency and effectiveness of the routing method in receiving packets of the data by the sink node. The higher average throughput indicating a more effective and efficient routing protocol. The mathematical formula below is applied to determine this index [34, 57]:

   \[
   \text{Average throughput} = \frac{\sum \text{The number of received bytes}}{\text{Simulation time}} \times \frac{8}{1000} \text{ kbps}
   \]

2. **Average delay**: This indicates the average time taken to successfully broadcast the data in the network from its source to the target node [32, 56, 58]. The delay index is composed of several delay components including buffering delay resulting from the route searching mechanism, queuing delay during the router interface line, delays resulting from the medium access control (MAC) retransmission time, propagation delay, and transmission delay. When this performance index indicates a lower delay in an experimental simulation of the routing approach, it means that better performance is achieved. This parameter of data packets can be evaluated based on the following mathematical representation [30, 32, 58]:

   \[
   \text{Average end-to-end delay} = \frac{\sum_{i=1}^{n} (R_i - S_i)}{n}
   \]

where \( R_i \) defines the time of the received packet, \( S_i \) represents the time of the transmitted packet, and \( n \) is the number of packets.

3. **Packet delivery ratio**: It shows the rate of data packets that successfully received at the destination with respect to the total number of data packets created at the source [29, 30, 32, 59]. A higher packet delivery ratio provides better reliability and
performance of the routing protocol. The following formula is used to compute this parameter [17, 32, 59]:

\[
\text{Packet delivery\%} = \left( \frac{\sum \text{received data packet}}{\sum \text{transmitted data packets}} \right) \times 100
\]  

(18)

4. **Routing overhead ratio:** This factor is defined as the rate between the total number of transmitted routing packets and the overall number of transmitted routing and data packets [30, 32]. The routing overhead ratio informs about the additional bandwidth expenditure through the overhead to deliver the data packets. It is calculated using the following equation [30, 32]:

\[
\text{Routing overhead\%} = \frac{\text{Number of routing packets}}{\text{Number of routing packets + number of data packets}} \times 100
\]  

(19)

5. **Average energy consumption:** This performance index represents the rate of total energy depleted by each mobile node concerning the initial amount of energy. The amount of initial energy and the final remaining energy can be calculated when the simulation time has ended. When less energy consumed, the routing method will show better performance. The used formula to calculate this performance index is given as follows [30, 32]:

\[
\text{Average energy consumption} = \frac{\sum \text{energy consumed}}{\sum \text{initial amount of energy}} \times 100
\]  

(20)

![Graph showing the average throughput simulation results for BEEDSR, BeeIP, and MET-MFODSR. The simulation results of the average throughput under the packet size variation.](image-url)
3.3 Results discussion and analysis

In this section, the performance of the proposed MET-MFODSR algorithm will be evaluated and analyzed in comparison with the BEEDSR and BEEIP algorithms. The evaluation is performed in two different scenarios; the first scenario depicts the impact of the packet size variations and the second scenario presents the impact of the node speed variations. Furthermore, the convergence time of the proposed MET-MFODSR method was evaluated and analyzed with a dataset from a Community Resource for Archiving Wireless Data At Dartmouth (CRAWDAD) obtained from the outdoor runs of MANET [60].

3.3.1 Scenario 1: Packet size variations analysis

This scenario presents the effect of packet size variations on the performance indexes for MET-MFODSR, BEEDSR, and BEEIP. The behavior of MET-MFODSR, BEEDSR, and BEEIP have been analyzed by changing the packet size from 128 bytes to 1024 bytes, (i.e., 128, 256, 512, 1024 bytes), considering that there are 50 nodes in total.

Figure 4 shows variations in the average throughput for MET-MFODSR, BEEDSR, and BEEIP. For all three tested algorithms, the average throughput increases as the packet size increases. In MET-MFODSR, it increases from 200.3 to 255.2 kbps, the BEEDSR increases from 72.64 to 133.3 kbps, and the BEEIP increases from 26.09 to 121.9 kbps. The MET-MFODSR provides higher throughput than BEEDSR and BEEIP. This is because the application of the MET scheduling algorithm offers an advantage to the MET-MFODSR approach as it increases the delivery and the execution process of
the packets through the neighboring nodes to the destination, which allows more packets to be delivered so that the throughput of the network will increase.

Figure 5 illustrates the changes in the average end-to-end delay with different packet sizes for MET-MFODSR, BEEDSR, and BEEIP. When the packet size increases, the average end-to-end delay will also increase for the three tested algorithms. The MET-MFODSR increases from 3.72 to 6.92 ms, the BEEDSR increases from 27.7 to 60.15 ms, and the BEEIP increases from 31.94 to 70.85 ms. The MET-MFODSR shows a better performance than BEEDSR and BEEIP for the average end-to-end delay factor. The reason behind that is that MET-MFODSR is based on the minimum hop count route and uses the MET scheduling algorithm to reduce the time taken to complete the packet processing on the node which leads to shorter average delays.

Figure 6 shows the impact of modifying the packet size on the packet delivery ratio for the three algorithms. Due to the packet size increment, the packet delivery ratio increases. This is because when the packet size increases, the amount of data delivered will also increase in the network. The results clearly show that the performance of MET-MFODSR exceeds both BEEDSR and BEEIP routing approaches, as MET-MFODSR decreases packet loss by utilizing the MET scheduling method to increase the delivery and execution of the packets through the neighboring nodes to the destination. Furthermore, the network connectivity is high due to the high number of nodes which minimize the probability of packet loss.

Figure 7 illustrates the impact of varying the size of packets on the routing overhead ratio for the MET-MFODSR, BEEDSR, and BEEIP algorithms. If the packet size increases, the routing overhead will also increase for the three compared algorithms. The
Fig. 7 Routing overhead simulation results for BEEDSR, BeeIP, and MET-MFODSR. The simulation results of the routing overhead under the packet size variation.

Fig. 8 Average energy consumption for BEEDSR, BeeIP, and MET-MFODSR. The simulation results of the average energy consumption under the packet size variation.
MET-MFODSR has a lower routing overhead ratio compared to BEEDSR and BEEIP, and this is because in the MET-MFODSR method the data packet delivery rate through the route is much greater due to the MET packet scheduling approach.

Figure 8 depicts the impact of packet size variations on the average energy expenditure for the three approaches. It is observed that due to the packet size increment, the average energy expenditure will also increase for all algorithms. When the load of the packet increases on the network, more energy will be required to transmit and broadcast the packets. The MET-MFODSR has less energy consumption than BEEDSR and BEEIP; the reason behind that is that MET-MFODSR uses the minimum hop count route along with the MFO algorithm to optimize the route for data packet transfer with minimal energy expenditure.

3.3.2 Scenario 2: Node speed variation analysis
In this section, the aforementioned performance metrics of the proposed MET-MFODSR are evaluated and compared to BEEDSR and BEEIP. The speed of the mobile nodes was varied (5 m/s, 10 m/s, 15 m/s, 20 m/s), whereas a fixed number of 50 nodes was used.

Figure 9 demonstrates the impact of node speed variations on the average throughput for MET-MFODSR, BEEDSR, and BEEIP. The results clearly show that the average throughput decreases as the node speed increases. The MET-MFODSR provides higher throughput than BEEDSR and BEEIP. This is because the application of the MET scheduling algorithm offers an advantage to the MET-MFODSR approach as it
Fig. 10  Average end-to-end delay simulation results for BEEDSR, BeeIP, and MET-MFODSR. The simulation results of the average delay under the node speed variation

Fig. 11 Packet delivery ratio simulation results for BEEDSR, BeeIP, and MET-MFODSR. The simulation results of the packet delivery ratio under the node speed variation
Fig. 12 Routing overhead simulation results for BEEDSR, BeeIP, and MET-MFODSR. The simulation results of the routing overhead under the node speed variation.

Fig. 13 Average energy consumption for BEEDSR, BeeIP, and MET-MFODSR. The simulation results of the average energy consumption under the node speed variation.
increases the delivery and the execution process of the packets through the neighboring nodes to the destination, which allows more packets to be delivered, thus increasing the throughput of the network.

Figure 10 illustrates the change in the average delay for the three methods. As the speed of node increases by 0, 5, 10, 15, and 20 m/s, the average delay increases. The random motion of nodes creates an unstable topology of the network, which requires new nodes to be continuously discovered. This will increase the average end-to-end delay. The MET-MFODSR increase from 0.1709 to 14.17 ms, BEEDSR increases from 13.92 to 27.81 ms, and BEEIP increases from 37.11 to 37.98 ms. The MET-MFODSR shows less average delay in comparison with the other two methods. This is because it considers the minimum hop route and uses MET data packet scheduling to minimize the time taken to complete the data packet transmission.

Figure 11 indicates the changes in the packet delivery ratio for MET-MFODSR, BEEDSR, and BEEIP. As the node speed increases, the packet delivery ratio decreases due to unstable dynamic topology. The results clearly show that the MET-MFODSR provides a better performance compared to the BEEDSR and BEEIP approaches. The MET-MFODSR uses MET scheduling to increase the delivery and execution of the packet. This subsequently increases the packet delivery ratio. Besides, the high connectivity of the network due to the high number of mobile nodes reduces the probability of packet loss.

![Fig. 14](image.png) Convergence time of proposed MET-MFODSR scheme versus the node speed. The simulation results of the convergence time of the MET-MFODSR algorithm using the CRAWDAD dataset concerning node speed variations.
Figure 12 presents the impact of varying the speed of the node on the routing overhead ratio for MET-MFODSR, BEEDSR, and BEEIP. When the speed increases, the routing overhead ratio also increases for all three compared algorithms. The MET-MFODSR increases from 2.875 to 10.6%, the BEEDSR increases from 7.3 to 13.8%, and the BEEIP increases from 12 to 15.6%. The MET-MFODSR has a lower routing overhead ratio compared to the BEEDSR and BEEIP methods. This is because the MET-MFODSR algorithm uses the MET packet scheduling approach which increases the data packet delivery rate through the path compare to routing control packets. Therefore, the minimal routing overhead for MET-MFODSR has resulted.

Figure 13 depicts the effect of node speed variations on the average energy consumption for the proposed MET-MFODSR, BEEDSR, and BEEIP approaches. It can be observed that when the node speed increases, more energy is consumed. When the speed of node motion increases, route disconnectivity commonly occurs, which increases the message transmission for the route setup process, resulting in more consumption of energy. The proposed MET-MFODSR shows less average energy consumption in comparison to BEEDSR and BEEIP, which increases the network lifespan to achieve higher stability in MANETs. This is because the MET-MFODSR algorithm utilizes the MFO method to minimize the energy consumption for data routing in the network.

### 3.3.3 Convergence time evaluation

Convergence state appears in a dynamic routing environment as a result of frequent changes in the network topology. The frequent changes in the dynamic network topology causing a link failure or disconnectivity, which leads to the intermediate mobile
nodes individually run the routing algorithm and recalculating the route and create updated routing tables according to the updated information. Therefore, convergence in the network is the state when all intermediate nodes consensus about the updated topology and optimal path to forward the packets, whereas the convergence time is the time interval required before all intermediate nodes reach the convergence state [61–64]. The convergence time of the proposed MET-MFODSR algorithm was evaluated with a dataset obtained from the Community Resource for Archiving Wireless Data At Dartmouth CRAWDAD [60]. The sample used dataset was gathered from the outdoor runs of MANET based on generated traffic logs as given in the CRAWDAD dataset [60]. Using this sample dataset, the convergence time of the proposed MET-MFODSR algorithm was evaluated to the node speed variations and the number of nodes as shown in Figs. 14 and 15, respectively.

Figure 14 indicates that as the speed of node increases, the convergence time will also increase and that is because in this case, there is a high chance of topology changing which leads to frequent routes re-establishing.

Figure 15 shows that the convergence time will increase as the number of nodes increases because when the number nodes increase, then the number of hops will increase leading to high congestion and the convergence will also increase. The proposed MET-MFODSR approach is achieving less convergence time which provides high link stability, low path failures, and high network lifetime.

4 Conclusions

This research proposed a novel and efficient version of the DSR approach named MET-MFODSR. The MET-MFODSR routing algorithm is based on the application of a hybrid approach using MET scheduling and MFO scheme. This improved version of DSR called the (MET-MFODSR) algorithm provides an improved routing mechanism by decreasing the energy consumption, which increases the network lifetime and reduces route failures issue. The simulation results for two different simulation environments displayed that the proposed MET-MFODSR approach provides better performance compared to BEEDSR and BEEIP in terms of average throughput, average end-to-end delay, packet delivery ratio, routing overhead ratio, and average energy consumption. Generally, the MET-MFODSR algorithm shows the highest average throughput and packet delivery ratio compared with the other two existing algorithms. Also, the MET-MFODSR shows less average end-to-end delay, routing overhead ratio, and average energy consumption in comparison to BEEDSR and BEEIP algorithms. The proposed MET-MFODSR approach is achieving less convergence time with the CRAWDAD dataset collected from outdoor runs of MANET.

In terms of the scope of future work, this proposed routing algorithm can be tested and evaluated under a vehicular ad hoc network (VANET) environment and WSNs. Another suggestion is to apply this hybrid structure of MET scheduling and MFO algorithm with another routing approach to compare it with the proposed MET-MFODSR.
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