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Abstract. In this paper we study $1/k$ geodesics, those closed geodesics that minimize on all subintervals of length $L/k$, where $L$ is the length of the geodesic. We develop new techniques to study the minimizing properties of these curves on doubled polygons, and demonstrate a sequence of doubled polygons whose closed geodesics exhibit unbounded minimizing properties. We also compute the length of the shortest closed geodesic on doubled odd-gons and show that this length approaches $4 \cdot \text{diameter}$.

1. Introduction

A geodesic in a metric space $\mathcal{M}$ is a locally length-minimizing curve. Some metric spaces admit closed geodesics, $\gamma: S^1 \to \mathcal{M}$, which can be viewed as maps from the circle $S^1 = [0, 2\pi]$ into the metric space. In [13], Sormani defined a $1/k$ geodesic to be a constant speed closed geodesic such that $d(\gamma(t), \gamma(t + 2\pi/k)) = L/k$ for every $t \in S^1$, where $L$ is the length the geodesic. Intuitively, a $1/k$ geodesic realizes the distance between points which are $1/k$ of the geodesic apart. As a first example note that the great circles on the round sphere are $1/2$ geodesics.

By compactness of $S^1$ and the local length minimization property, every closed geodesic is a $1/k$ geodesic for some integer $k \geq 2$. It is clear that if $\gamma$ is a $1/k_0$ geodesic, then it is also a $1/k$ geodesic for all $k \geq k_0$. In order to specify the optimal value of $k$ for a given closed geodesic, we use the notion of minimizing index, defined by Sormani, where $\text{minind}(\gamma)$ is the smallest integer $k \geq 2$ such that $\gamma$ is a $1/k$ geodesic. The concept of minimizing index extends to a metric space $\mathcal{M}$, by defining $\text{minind}(\mathcal{M})$ to be the smallest integer $k \geq 2$ such that the space admits a $1/k$ geodesic.

In this paper we study $\text{minind}(X_n)$, where $X_n$ is the doubled regular $n$-gon: the metric space obtained by gluing two $n$-gons along their common boundary. We also study the minimizing index of closed geodesics on the doubled disk, the Gromov-Hausdorff limit of the doubled regular $n$-gons, which we denote by $X_\infty$. On these spaces, closed geodesics can be viewed as the concatenation of line segments between edge points, alternating between the front and back faces of the space. We exploit the symmetry of the disk to prove our first result:

Theorem 1.1. For all closed geodesics $\gamma \in X_\infty$, $\text{minind}(\gamma)$ is the number of segments of $\gamma$.

The lowest possible minimizing index for any closed geodesic (and thus for any metric space) is two, as it is impossible for a segment longer than half the length of a closed geodesic to be minimizing: traversing the geodesic in the opposite direction always provides a shorter path. One can therefore ask whether a given metric space admits a half geodesic ($1/2$ geodesic). It was shown...
in [1] Proposition 2.1] that $X_{2n}$ admits precisely $n$ half geodesics, and that $X_{2n+1}$ fails to admit half geodesics. The $n$ half geodesics on $X_{2n}$ are precisely the perpendicular bisectors of parallel edges, passing through the center of each face of the polygon.

Given that $X_{2n+1}$ fails to admit a half geodesic it is natural to consider the smallest integer $k > 2$ such that $X_{2n+1}$ admits a $1/k$ geodesic, i.e. $\minind(X_{2n+1})$. This is studied in [4] by first defining the over-under curve, a closed geodesic on $X_n$ that passes through the midpoints of adjacent edges. These geodesics look like inscribed $n$-gons within $X_n$, which alternate between the front and back of the polygon (see Figure 1). Due to this alternating property, if $n$ is odd, the inner $n$-gon is traversed twice before closing up smoothly. The main result [4, Theorem 2.4] shows that the minimizing index of the over-under curve on $X_n$ (for $n$ odd) is equal to $2n$.

For $p$ an odd prime, the over-under curve gives an upper bound of $2p$ on the minimizing index of $X_p$. However, when $n$ is odd but not prime, we can write $n = kp$, for $p$ prime and $k$ odd. By connecting every $k$-th midpoint, we can inscribe a $p$-gon in $X_n$, again traversed twice before closing smoothly (see Figure 2). We apply our Theorem 1.1 to show that this geodesic has minimizing index $2p$, thus extending [4, Theorem 2.4] to the setting $n = kp$:

**Corollary 1.2.** For all $n$, $\minind(X_n) \leq 2d$, where $d$ is the smallest prime divisor of $n$.

This corollary gives an upper bound on the minimizing index of the doubled regular $n$-gon, which is conjectured to be tight for odd $n$. Whether this bound is tight remains an open problem, but we are able to provide the following limiting lower bound:

**Theorem 1.3.** For $p$ prime, as $p \to \infty$, the minimizing index of $X_p$ tends towards infinity.

Recall from [1] Proposition 2.1] that the odd-gons fail to admit half geodesics. The sequence of odd-gons converges in the Gromov-Hausdorff sense to the double disk, which does admit half geodesics (any pair of diameters meeting at the boundary circle). This sequence shows that minimizing index need not converge in the Gromov-Hausdorff limit, but it was unknown previously how bad these differences could be. Theorem 1.3 shows that minimizing index can diverge in the worst possible way. We state this result formally in the following corollary:

**Corollary 1.4.** Let $M_i$ converge to $M$ in the Gromov-Hausdorff sense. The minimizing indices of the $M_i$ need not converge to the minimizing index of $M$. In particular, from Theorem 1.3 we have
that \( \minind(X_p) \to \infty \), whereas

\[
\minind \left( \lim_{p \to \infty} X_p \right) = \minind(X_\infty) = 2.
\]

Sormani initially defined \( 1/k \) geodesics to study convergence of the length spectra of sequences of metric spaces. She notes that the length spectrum of a metric space \( \mathcal{M} \), defined to be the set of lengths of closed geodesics in \( \mathcal{M} \), is not continuous under Gromov-Hausdorff convergence; even if \( \mathcal{M}_i \) converge to \( \mathcal{M} \) in the Gromov-Hausdorff sense, there could be sequences of geodesics in the \( \mathcal{M}_i \) that do not converge to a geodesic on \( \mathcal{M} \), c.f. [13, Example 7.2].

This convergence issue is resolved if we instead consider the \( 1/k \) length spectrum, the set of lengths of \( 1/k \) geodesics. Sormani’s main result [13, Theorem 7.1] states that if the \( \mathcal{M}_i \) converge to \( \mathcal{M} \) in the Gromov-Hausdorff sense, then the \( 1/k \) length spectra of the \( \mathcal{M}_i \) converge to a subset of the \( 1/k \) length spectrum of \( \mathcal{M} \) union \( \{0\} \). An immediate corollary [13, Corollary 7.2] is that if a sequence of geodesics \( \gamma_i \in \mathcal{M}_i \) have lengths converging to a non-zero value that is not in the length spectrum of \( \mathcal{M} \), then the minimizing indices of the \( \gamma_i \) grow without bound.

We show by example that the converse to this corollary does not hold. Details for this example are included in Section 5, and an illustration can be found in Figure 3.

**Example 1.5.** There exists a sequence of V-shaped geodesics on the doubled regular odd-gons whose minimizing indices grow without bound, yet which converge to an iterated diameter geodesic on the double disk with minimizing index 4.

These V-shaped geodesics on the doubled odd-gons are of interest in terms of bounds on \( L(S^2, g) \), the length of the shortest closed geodesic on the Riemannian 2-sphere. The best known bound in terms of the diameter is \( L \leq 4\text{diam} \) due to Nabutovsky and Rotman [10], and independently Sabourau [12]. The naive bound of \( L \leq 2\text{diam} \) does not hold as is demonstrated by a Zoll sphere with \( L > 2\text{diam} \) [5]. The V-shaped geodesics have the following property:

**Theorem 1.6.** The V-shaped geodesics are the unique shortest closed geodesics on \( X_{2n+1} \), and have length approaching \( 4\text{diam}(X_{2n+1}) \).

It would appear as though the doubled odd-gons realize the best known diameter upper bound for the length of shortest closed geodesic on the 2-sphere. However, the upper bound of \( 4\text{diam} \) given in [10] and [12] is only for smooth Riemannian metrics, whereas the doubled polygons are metric spaces with cone points (corners). One could try to extend the \( 4\text{diam} \) bound to an appropriate setting, but it is already known that there exist doubled triangles with angles close to 30-60-90 which have shortest closed geodesic of arbitrary length [14]. One could hope to smooth the metric on the odd-gons to achieve an \( L(S^2, g) \) close to \( 4\text{diam} \), but the naive smoothing collapses the curve into an iterate of a closed geodesic with length bounded above by \( 2\text{diam} \).
We now provide an overview of the paper. Section 3 of this paper will be dedicated to proving Theorem 1.1. We will provide a classification of the minimizing index for closed geodesics on the doubled disk using purely geometric arguments. Corollary 1.2 then shows that \( \text{minind}(X_n) \leq 2d \), where \( d \) is the smallest prime divisor of \( n \).

In Section 4 we prove Theorem 1.3, providing a limiting lower bound on the minimizing index of \( X_p \). In the proof we develop new ways to describe geodesic paths on the doubled \( n \)-gons: the skip number, which tracks the number of vertices between consecutive edge points on a geodesic, and the vertex ratio, which measures how close to a vertex the geodesic hits an edge. The sequences of skip numbers and vertex ratios across the path of a geodesic reveals surprising arithmetic properties, which are used to prove the theorem. Section 5 explores the V-shaped geodesics on the doubled odd-gons and their various properties.

In addition to [1, 4, 13] see also [2, 3, 8] for more on \( 1/k \) geodesics.

2. General Properties of Geodesics on Doubled Polygons and Disks

An important property of geodesics on \( X_n \) is that the angle of incidence equals the angle of reflection whenever the geodesic intersects an edge of the doubled polygon. This implies that the geodesics we study are essentially signed billiards paths on regular \( n \)-gons, c.f. [15]. In particular, our geodesics are composed of line segments from edge to edge. Based on this decomposition, we define the following useful property of these geodesics:

**Definition 2.1.** The period of a closed geodesic \( \gamma \), denoted \( \text{per}(\gamma) \), is the number of line segments it contains.

Note that we can never have two consecutive segments on the same face of the doubled polygon. Such a curve would fail to be locally length minimizing at the edge point. Indeed, in any neighborhood around such an edge point, there would be a point on each segment, and a straight-line path would be shorter than the path through the edge due to the triangle inequality. Thus the segments must alternate faces and we conclude that the period of a closed geodesic must be even.

As an example, recall from the introduction that the over-under curves on \( X_p \) have period \( 2p \), since they traverse the inscribed \( p \)-gon twice. It is shown in [4, Theorem 2.4] that the minimizing index of these over-under curves is \( 2p \). The following proposition partially codifies this example:

**Proposition 2.2.** For all closed geodesics \( \gamma \) on \( X_n \), \( \text{minind}(\gamma) \geq \text{per}(\gamma) \).

**Proof.** This follows quickly from the fact that a geodesic on \( X_n \) can not minimize on an open interval containing multiple edge points. \( \square \)

While this lower bound is not always tight, it does provide a program (for small \( p \)) for demonstrating that \( \text{minind}(X_p) = 2p \). We already know that the over-under curves have minimizing index \( 2p \). By the proposition, we need only show that those closed geodesics with period less than \( 2p \) have minimizing index at least \( 2p \). Since for small \( p \) there are relatively few geodesics with low period, one could hope to complete this classification program. Indeed, this program has been completed for the doubled triangle to show that \( \text{minind}(X_3) = 6 \) (see [4, Proposition 3.3] for details). However, as \( p \) grows, the class of closed geodesics with period less than \( 2p \) grows, and this program becomes untenable. Recall that Theorem 1.3 only gives a limiting lower bound on the minimizing index of \( X_p \), and that \( \text{minind}(X_p) = 2p \) is only conjecturally true.

Additionally, this proposition shows that if we have a sequence of geodesics with period tending to infinity, then their minimizing index tends to infinity as well. This argument will be used in the proof of Theorem 1.3.
3. Minimizing Properties of Closed Geodesics on the Doubled Disk

Recall that the double disk $X_\infty$ consists of a “front” and a “back” unit disk, identified along their shared boundary circles. In this section, we will first classify all closed geodesics on the double disk (Proposition 3.2) and then show that minimizing index equals period (Theorem 1.1).

These results have two useful implications. First, there is a class of closed geodesics on double regular polygons which are identical in shape to those on the double disk (see Figures 4 and 5). Using our results on the double disk, we will be able to classify the minimizing indices of these geodesics on double polygons. This will give us a general upper bound on the minimizing index of $X_n$ (Corollary 1.2). Second, we will use these results to study the relationship between minimizing index and Gromov-Hausdorff convergence, allowing us to prove Corollary 1.4 in Section 4.

3.1. Classification of double disk geodesics. We know that the only locally length-minimizing curve in Euclidean space is a straight line. Thus, every locally length-minimizing curve on $X_\infty$ is the concatenation of a series of line segments, which alternately lie on the front and back of $X_\infty$. Just like on the doubled polygons, the geodesics on $X_\infty$ have angle of incidence equal to angle of reflection (with the tangent line) whenever the geodesic intersects the boundary. We formalize this fact in the following lemma. See Figure 6 for each of Lemma 3.1, Proposition 3.2, and Theorem 1.1.

Lemma 3.1. Let $\gamma = \overline{AQ} \cup \overline{QB}$ be a curve on $X_\infty$, where $A$ is on the front, $B$ is on the back, and $Q$ is on the boundary circle. Let $O$ be the center of the disk. Then $\gamma$ is locally length-minimizing if and only if $m\angle AQO = m\angle BQO$. 

Proof. Again, this is just the statement that angle of incidence equals angle of reflection (with the tangent line) for locally length minimizing curves on the doubled disk. This fact follows as an application of Heron’s solution to shortest path problem. □

Proposition 3.2. Let \( \gamma \) be a closed curve on \( X_\infty \). Then \( \gamma \) is a geodesic if and only if \( \gamma \) has the shape of a regular polygon or regular star inscribed in the unit circle, whose edges alternate between the front and back of \( X_\infty \).

By “regular star,” we mean a self-intersecting polygon with equal angles and equal sides (see Figure 5). Here follows the proof of Proposition 3.2.

Proof. Suppose \( \gamma \) has the shape of a regular polygon or star inscribed in the unit circle, whose edges alternate between the front and back of \( X_\infty \). We wish to prove that \( \gamma \) is locally length-minimizing. We know the line segments are length-minimizing, so it will suffice to prove that \( \gamma \) is locally length-minimizing at its vertices.

Let \( PQ \) and \( QR \) be two consecutive segments of \( \gamma \), where \( P, Q \), and \( R \) lie on the unit circle. Let \( O \) be the center of the unit disk. Since \( \gamma \) has the shape of a regular polygon or star inscribed in the unit circle, we know \( \angle PQO \) bisects \( \angle PQR \). In other words, \( m\angle PQO = m\angle RQO \). Thus, by Lemma 3.1, \( \gamma \) is locally minimizing at point \( Q \).

We have shown that \( \gamma \) is locally length-minimizing at all its vertices. Thus, \( \gamma \) is locally length-minimizing. This means by definition that \( \gamma \) is a geodesic.

Conversely, suppose \( \gamma \) is a geodesic. Then \( \gamma \) is the concatenation of a series of chords, which alternately lie on the front and back of \( X_\infty \). Let \( PQ \) and \( QR \) be two consecutive segments of \( \gamma \), where \( P, Q \), and \( R \) lie on the unit circle. Let \( O \) be the center of the unit disk. Then by Lemma 3.1, \( m\angle PQO = m\angle RQO \).

Let \( \theta = m\angle PQO = m\angle RQO \). Then

\[
PQ = QR = 2\cos \theta
\]

Thus, all the line segments of \( \gamma \) are equal in length. Since \( \gamma \) is a closed curve consisting of equal chords of the unit circle reflected at equal angles, \( \gamma \) must have the shape of a regular polygon or star inscribed in the unit circle. □

Note that the geodesic \( \gamma \) can traverse a regular polygon or star more than once. If the polygon or star has an odd number of edges, then \( \gamma \) must traverse it an even number of times, since the period of \( \gamma \) must be an even number. We have now classified all closed geodesics on \( X_\infty \). Next, we will determine the minimizing indices of these geodesics.

3.2. Minimizing indices of double disk geodesics. We are now ready to prove Theorem 1.1. We first sketch the idea, then provide the details. Given a closed geodesic \( \gamma \) on the double disk, we wish to find its minimizing index. We will pick an arbitrary subcurve of \( \gamma \) with some fixed length, and prove that this subcurve is length-minimizing. To do so, we will attempt to construct the shortest possible path from one endpoint of this subcurve to the other in \( X_\infty \). We will prove that this path must intersect the unit circle at one of four possible points. For each of these points, we will calculate the length of its corresponding path, and finally prove that the shortest distance is achieved by the geodesic \( \gamma \) itself. Here follows the proof of Theorem 1.1.

Proof of Theorem 1.1. Let \( \gamma \) be a closed geodesic on \( X_\infty \). Let \( m = \text{per}(\gamma) \). We must prove that \( \text{minind}(\gamma) = m \). We know by Proposition 2.2, that \( \text{minind}(\gamma) \geq m \); thus, it will suffice to prove that \( \text{minind}(\gamma) \leq m \).
Let \( \overline{PQ} \) and \( \overline{QR} \) be two consecutive segments of \( \gamma \), where \( P \), \( Q \), and \( R \) lie on the unit circle. Let \( O \) be the center of the unit disk.

Lemma 3.1 implies that \( m\angle PQO = m\angle RQO \). Let \( \theta = m\angle PQO = m\angle RQO \). Then \( PQ = 2 \cos \theta \). We know that \( \gamma \) is a regular polygon or star (Proposition 3.2), so every segment of \( \gamma \) must have length \( 2 \cos \theta \). It follows that the total length of \( \gamma \) is \( 2m \cos \theta \).

In order to prove that \( \text{minind}(\gamma) \leq m \), we must prove that every subcurve of \( \gamma \) with length \( 2 \cos \theta \) is length-minimizing. That is, we must prove that if some subcurve of \( \gamma \) has length \( 2 \cos \theta \) and endpoints \( X \) and \( Y \), then there is no path from \( X \) to \( Y \) on \( X_{\infty} \) with length less than \( 2 \cos \theta \).

Suppose \( X \) and \( Y \) are the endpoints of some subcurve of \( \gamma \) with length \( 2 \cos \theta \) (Figure 6). Without loss of generality, suppose \( X \) is on \( \overline{PQ} \) and \( Y \) is on \( \overline{QR} \), so \( XQ + QY = 2 \cos \theta \). Let \( Z \) be the point on the unit circle which minimizes the length \( XZ + ZY \). If we can show that \( XZ + ZY \geq 2 \cos \theta \), this will prove that \( XQ \cup QY \) is length-minimizing.

There are two degenerate cases: the case that \( X = Y = O \), and the case that \( X = Q \) or \( Y = Q \). If \( X = Y = O \), then \( XZ + ZY = 2 \) for all \( Z \) on the unit circle, so the subcurve is length-minimizing. If \( X = Q \) or \( Y = Q \), then the subcurve is a line segment, and therefore length-minimizing. Thus, we can assume that \( X, Y \neq O \) and \( X, Y \neq Q \).

Let \( A \) be the midpoint of \( \overline{PQ} \), and let \( B \) be the midpoint of \( \overline{QR} \). Then \( AQ + QB = XQ + QY = 2 \cos \theta \), so

\[
AX = BY
\]

Furthermore,

\[
m\angle XAO = m\angle YBO = \frac{\pi}{2}
\]

\[
AO = BO = \sin \theta
\]

Thus, by the Pythagorean Theorem, \( XO = YO \). Let \( k = XO = YO \).

Let \( \alpha = m\angle QXO \) and \( \beta = m\angle QYO \) (Figure 7). Using the law of sines on \( \triangle QXO \), we get

\[
\sin \alpha = \frac{\sin \theta \sin \beta}{k}
\]
Using the law of sines on $\triangle QYO$, we get
\[ \sin \beta = \frac{\sin \theta}{k} \]

Thus,
\[ \sin \alpha = \sin \beta \]

It follows that either $\alpha = \beta$, or $\alpha + \beta = \pi$.
If $\alpha = \beta$, then by the angle-angle-side property, $\triangle XQO \cong \triangle YQO$. This implies that $XQ = YQ = \cos \theta$, and therefore that $\alpha = \beta = \frac{\pi}{2}$. Thus, no matter what, $\alpha + \beta = \pi$.

The angles of $\square XQYO$ must sum to $2\pi$. Thus,
\[ m \neq XOY = 2\pi - \alpha - \beta - 2\theta \]
\[ \Rightarrow m \neq XOY = \pi - 2\theta \]

Recall that $Z$ is the point on the unit circle which minimizes the length $XZ + ZY$. If $XZ \cup ZY$ is length-minimizing, then $XZ \cup ZY$ must be locally length-minimizing. By Lemma 3.1 it follows that $m \neq XZO = m \neq YZO$. Let $\varphi = m \neq XZO = m \neq YZO$.

Let $\zeta = m \neq ZXO$ and $\eta = m \neq ZYO$. Using the law of sines on $\triangle ZXO$, we get
\[ \sin \zeta = \frac{\sin \varphi}{k} \]

Using the law of sines on $\triangle ZYO$, we get
\[ \sin \eta = \frac{\sin \varphi}{k} \]

Thus,
\[ \sin \zeta = \sin \eta \]

It follows that either $\zeta = \eta$ or $\zeta + \eta = \pi$.

**Case 1:** $\zeta + \eta = \pi$
The angles of $\Box XZYO$ must sum to $2\pi$. Thus,
\[
m\angle XZY = 2\pi - \zeta - \eta - (\pi - 2\theta)
\Rightarrow m\angle XZY = 2\theta
\Rightarrow \varphi = \theta
\]

It follows that
\[
\sin \zeta = \sin \eta = \frac{\sin \theta}{k}
\]

Thus, either
\[
\zeta = \alpha, \eta = \beta \Rightarrow \Box XZYO \cong \Box XQYO
\]
(Figure 8a) or
\[
\zeta = \beta, \eta = \alpha \Rightarrow \Box XZYO \cong \Box YQXO
\]
(Figure 8b). In either case,
\[
XZ + ZY = XQ + QY
\Rightarrow XZ + ZY = 2 \cos \theta
\]
Case 2: $\zeta = \eta$

By the angle-angle-side property, $\triangle XOZ \cong \triangle YZO$. Thus, $m\angle XOZ = m\angle YOZ$. Recall that $m\angle XOY = \pi - 2\theta$. It follows that either

$$m\angle XOZ = m\angle YOZ = \frac{\pi}{2} - \theta$$

(Figure 8c) or

$$m\angle XOZ = m\angle YOZ = \frac{\pi}{2} + \theta$$

(Figure 8d). If $m\angle XOZ = m\angle YOZ = \frac{\pi}{2} + \theta$, then using the law of cosines on $\triangle XZO$, we find

$$(XZ)^2 = 1 + k^2 - 2k \cos\left(\frac{\pi}{2} + \theta\right)$$

$$= 1 + k^2 + 2k \sin \theta$$

$$\geq 1$$

$$\Rightarrow XZ \geq 1$$

$$\Rightarrow XZ + ZY \geq 2$$

$$\Rightarrow XZ + ZY \geq 2 \cos \theta$$

Alternatively, if $m\angle XOZ = m\angle YOZ = \frac{\pi}{2} - \theta$, then using the law of cosines on $\triangle XZO$, we find

$$(XZ)^2 = 1 + k^2 - 2k \cos\left(\frac{\pi}{2} - \theta\right)$$

$$= 1 + k^2 - 2k \sin \theta$$

$$\Rightarrow XZ = \sqrt{1 + k^2 - 2k \sin \theta}$$

$$\Rightarrow XZ + ZY = 2 \sqrt{1 + k^2 - 2k \sin \theta}$$

We wish to prove that $XZ + ZY \geq 2 \cos \theta$. It will suffice to prove that $(XZ + ZY)^2 - (2 \cos \theta)^2 \geq 0$. We have

$$(XZ + ZY)^2 - (2 \cos \theta)^2 = 4(1 + k^2 - 2k \sin \theta) - 4 \cos^2 \theta$$

$$= 4(1 + k^2 - 2k \sin \theta) - 4(1 - \sin^2 \theta)$$

$$= 4(k^2 - 2k \sin \theta + \sin^2 \theta)$$

$$= 4(k - \sin \theta)^2$$

$$\geq 0$$

Thus,

$$XZ + ZY \geq 2 \cos \theta$$

We have proven that in all possible cases, $XZ + ZY \geq 2 \cos \theta$. Since $Z$ is the point on the unit circle which minimizes the length $XZ + ZY$, it follows that $\overline{XQ} \cup \overline{QY}$ is length-minimizing.

We can conclude that every subcurve of $\gamma$ with length $2 \cos \theta$ is length-minimizing. Since the total length of $\gamma$ is $2m \cos \theta$, it follows that $\text{minind}(\gamma) \leq m$, and therefore $\text{minind}(\gamma) = m$. □

We now have a complete classification of closed geodesics on the double disk (Proposition 3.2), as well as their minimizing indices (Theorem 1.1). Next, we will use our results on the double disk to study the minimizing properties of double regular polygons.
3.3. Upper bound on the minimizing index of $X_n$. Recall from [1, Proposition 2.1] that for $n$ even, $\minind(X_n) = 2$. In this section we consider the case $n$ odd, and prove a general upper bound on the minimizing index of $X_n$ (Corollary 1.2). We will then pose a conjecture about the exact minimizing index of $X_n$.

To prove Corollary 1.2 we will consider the class of closed geodesics on $X_n$ which only intersect the border of the regular $n$-gon at the midpoints of its sides. These geodesics are the shape of regular polygons and stars (Figure 4) and are identical in shape to geodesics on the double disk $X_\infty$ (Figure 5). We will use this relationship to determine the minimizing indices of all such geodesics, thus providing the stated upper bound on the minimizing index of $X_n$.

Lemma 3.3. Let $\gamma$ be a closed geodesic on $X_n$ which only intersects the border of the regular $n$-gon at midpoints. Then $\minind(\gamma) = \per(\gamma)$.

Proof. Let $m = \per(\gamma)$. We will prove that $\minind(\gamma) = m$. We know by Proposition 2.2 that $\minind(\gamma) \geq m$; thus, it will suffice to prove that $\minind(\gamma) \leq m$.

Let $L$ be the total length of $\gamma$. In order to prove that $\minind(\gamma) \leq m$, we must prove that any subcurve of $\gamma$ with length $\frac{L}{m}$ is length-minimizing.

We know that $\gamma$ has the shape of a regular polygon or star. Each segment of $\gamma$ has length $\frac{L}{m}$. Let $PQ$ and $QR$ be two consecutive segments of $\gamma$, and let $X$ and $Y$ be points on $PQ$ and $QR$, respectively, such that $XQ + QY = \frac{L}{m}$. We will prove that the subcurve $XQ \cup QY$ is length-minimizing.

Inscribe a circle $o$ in $X_n$ (Figure 9). We know that $\gamma$ is a geodesic on $X_\infty$ (Proposition 3.2). Moreover, we know that $\gamma$ is a $\frac{L}{m}$-geodesic on $X_\infty$ (Theorem 1.1). Thus, for all points $W$ on $o$, $XW + WY \geq XQ + QY$.

Let $Z$ be a point on the border of the regular $n$-gon. Then $Z$ is either on or outside of circle $o$. If $Z$ is on $o$, then

$$XZ + ZY \geq XQ + QY$$

If $Z$ is outside of circle $o$, then let $W$ be the intersection point of $XZ$ and $o$. We know $XW + WY \geq XQ + QY$. Furthermore, by the triangle inequality,

$$WZ + ZY \geq WY$$

$$\Rightarrow XZ + ZY \geq XW + WY$$

$$\Rightarrow XZ + ZY \geq XQ + QY$$

Thus, for all points $Z$ on the border of the regular $n$-gon, $XZ + ZY \geq XQ + QY$. It follows that $XQ \cup QY$ is length-minimizing.

We have shown that any subcurve of $\gamma$ with length $\frac{L}{m}$ is length-minimizing. Thus, $\minind(\gamma) \leq m$. It follows that $\minind(\gamma) = m$. $\square$

We now give a proof of Corollary 1.2.

Proof. Suppose $n$ is odd and $n \geq 3$. Let $d$ be the least prime divisor of $n$. Then there exists a closed geodesic $\gamma$ on $X_n$ such that $\gamma$ only intersects the border of the regular $n$-gon at midpoints, and $\per(\gamma) = 2d$. The shape of $\gamma$ is a regular $d$-gon, which is traversed twice (Figure 10). By Lemma 3.3 we know $\minind(\gamma) = 2d$. Thus, $\minind(X_n) \leq 2d$. $\square$
4. LIMIT PROPERTIES OF MINIMIZING INDEX FOR DOUBLED POLYGONS

This section is devoted to providing a rather long and detailed proof of Theorem 1.3. To aid the reader, we first offer a brief summary of the proof. We introduce the notion of skip number (Definition 4.1), the number of vertices each segment of the geodesic passes in the counterclockwise direction. Using skip numbers, we define a notion of convergence for a sequence of geodesics of equal period on increasing $X_n$ (Definition 4.3). As $n$ grows without bound, $X_n$ tends to a double disk; in effect, a sequence of geodesics converges if their shape stabilizes with respect to the disk.

We then introduce the notion of vertex ratio (Definition 4.5), the ratio into which a geodesic splits a side of the polygon. We prove that in a convergent sequence of geodesics, the sequences of corresponding vertex ratios converge (Proposition 4.8), and their limits obey certain arithmetic properties (Corollaries 4.10 and 4.11). Using these properties, we show that at least one vertex ratio limit is 0 or 1 (Proposition 4.14), which is sufficient to prove that the minimizing index grows without bound (Lemma 4.9). The intuition is as follows: when a geodesic hits very close to a vertex, we can find a short segment of the geodesic through this intersection point which is not length-minimizing. The closer our geodesic gets to a vertex, the smaller this segment becomes, so the larger the geodesic's minimizing index must be.
Figure 11. A Skip Number of 5 of a Segment of a Closed Geodesic on $X_{11}$

Figure 12. Two adjacent segments of a geodesic on $X_n$

4.1. **Skip Numbers.** The notion of a sequence of *skip numbers* is a key feature of closed geodesics on $X_n$ in defining convergence and the subsequent analysis.

**Definition 4.1.** The *skip number* of a segment of a closed, oriented geodesic $\gamma$ on $X_n$ is the number of vertices of $X_n$ it passes in the counterclockwise direction (see Figure 11).

If we choose a starting point where a geodesic $\gamma$ intersects an edge of $X_n$ and traverse $\gamma$ in a given direction, there will be a sequence of skip numbers of length $\text{per}(\gamma)$ corresponding to the traversal. The following restriction on consecutive skip numbers in the sequence is instrumental in determining the shape of a closed geodesic on $X_n$.

**Proposition 4.2.** Consecutive skip numbers can differ by no more than 1.

*Proof.* Let $\gamma$ be a geodesic on $X_n$, and let $s_1$ and $s_2$ be two consecutive skip numbers of $\gamma$. Without loss of generality, suppose $s_1 \geq s_2$. We will prove that $s_1 - s_2 \leq 1$. 
Let $PQ$ and $QR$ be the segments of $\gamma$ corresponding to skip numbers $s_1$ and $s_2$, respectively, as shown in Figure 12. Let $o$ be the circumscribed circle of $X_n$. Extend $\overrightarrow{QP}$ so that it intersects $o$ at point $A$, and extend $\overrightarrow{QR}$ so that it intersects $o$ at point $D$.

Let $BC$ be the side of $X_n$ which contains point $Q$. Let $\theta = \angle AQB = \angle DQC$.

We have

$$s_1 = \left\lceil \frac{AB}{\frac{2\pi}{n}} \right\rceil$$
$$s_2 = \left\lceil \frac{CD}{\frac{2\pi}{n}} \right\rceil$$

and

$$\hat{AB} = 2\angle ACB < 2\theta$$

Extend $\overrightarrow{BC}$, and let $G$ be a point on $BC$ such that $C$ is strictly between $B$ and $G$. Let $l$ be the line tangent to $o$ at point $C$, and let $H \neq C$ be a point on $l$ such that $H$ is inside $\angle DQG$. Then $\angle GCH = \frac{\pi}{n}$.

Thus,

$$\hat{CD} = 2\angle DCH$$
$$= 2\angle DCG - \frac{2\pi}{n}$$
$$> 2\theta - \frac{2\pi}{n}$$

It follows that

$$\hat{AB} - \hat{CD} < \frac{2\pi}{n}$$
$$\frac{\hat{AB}}{\frac{2\pi}{n}} - \frac{\hat{CD}}{\frac{2\pi}{n}} < 1$$
$$\left\lfloor \frac{\hat{AB}}{\frac{2\pi}{n}} \right\rfloor - \left\lfloor \frac{\hat{CD}}{\frac{2\pi}{n}} \right\rfloor \leq 1$$
$$s_1 - s_2 \leq 1$$

4.2. Convergent Sequences of Geodesics. We now proceed to introduce the notion of a convergent sequence of geodesics:

**Definition 4.3.** A sequence $\gamma_i$ of closed geodesics on $X_{n_i}$ with fixed period $n$ and skip number sequence $\{s_{ij}\}_{j=1}^{n_i}$ is said to converge if and only if there exists a constant $c > 0$ such that $\frac{s_{ij}}{n_i} \to c$ for all $1 \leq j \leq n_i$.

The geometric intuition for this definition follows from the fact that the $X_{n_i}$ converge in the Gromov-Hausdorff sense to $X_\infty$. Because the ratio of every skip number to the number of edges of
Figure 13. Examples of Convergent Sequences of Closed Geodesics

$X_{n_i}$ tends to a uniform nonzero constant, we have convergence towards uniform arc length between segments on $X_\infty$. By Section 3.1, this resulting limit curve is a closed geodesic on $X_\infty$.

Figure 13 shows examples of convergent sequences of geodesics. The following lemma now uses Proposition 4.2 along with the notion of geodesic convergence to show that we can restrict the proof of Theorem 1.3 to convergent sequences of geodesics.

**Lemma 4.4.** A sequence $n_i \in \mathbb{N}$ satisfies $\text{minind}(X_{n_i}) \rightarrow \infty$ if and only if for all subsequences $n_{ij}$ and all sequences of convergent geodesics $\gamma_i$ on $X_{n_{ij}}$, we have $\text{minind}(\gamma_i) \rightarrow \infty$.

**Proof.** The forwards direction is immediate from the definition of minimizing index. We thus focus on the backwards direction.

Assume for the sake of contradiction that $\text{minind}(X_{n_i}) \not\rightarrow \infty$. Then, we may extract a subsequence $n_{ij}$ of $n_i$ such that $\text{minind}(X_{n_{ij}}) \leq k$ for some fixed $k \in \mathbb{N}$. For ease of notation, let $n_i$ already be such a subsequence and let $\gamma_i$ be a closed geodesic on $X_{n_i}$ with $\text{minind}(\gamma_i) \leq k$. Since $\text{per}(\gamma_i) \leq \text{minind}(\gamma_i)$ (Proposition 2.2), there are a finite number of possibilities for $\text{per}(\gamma_i)$. Thus, we may refine $n_i$ by extracting a subsequence where $\text{per}(\gamma_i) = l \cdot n_i$ for some fixed $l \in \mathbb{N}$ with $l < n$. Also, $l_i \in \mathbb{N}$ since $\gamma_i$ is closed and must thus wind around $X_{n_i}$ an integral number of times.

Therefore for each geodesic $\gamma_i$, there are only a finite number of possibilities for $l_i$, so we may again refine the sequence $n_i$ and assume without loss of generality that for all $\gamma_i$, $\Sigma_{j=1}^{n_i} s_{ij} = l \cdot n_i$ for some fixed $l \in \mathbb{N}$ with $l < n$. Thus, $\Sigma_{j=1}^{n_i} s_{ij} = l \cdot n_i$. By Proposition 4.2, each skip number $s_{ij}$ satisfies $|s_{ij} - l \cdot n_i| < n$, so $|s_{ij} - l | |n_i| < n$. Because $n$ is fixed, $n/n_i \rightarrow 0$. Thus because $l$ is fixed, $\lim_{i \rightarrow \infty} s_{ij} = l/n_i$ for all $j$. 

\[ \lim_{i \rightarrow \infty} \frac{s_{ij}}{n_i} = \frac{l}{n_i} \text{ for all } j. \]
Pulling back to a subsequence $n_{ij}$ of $n_i$, we have constructed a convergent sequence of $1/k$-geodesics on $X_{n_{ij}}$, reaching a contradiction.

For an example of this convergence, see Section 5 and Figure 3.

4.3. **Vertex Ratios and the Minimizing Index.** We now begin the proof of $\minind(X) \to \infty$ by considering an arbitrary sequence of geodesics with even period $n$ on some sequence of prime-gons. Without loss of generality, we let $\gamma_p$ be a sequence of geodesics on $X_p$ for primes $p$, noting that we are really considering closed geodesics on $X_{p_i}$ for some subsequence $p_i$ of the primes.

For each $\gamma_p$, we have a sequence $\{s_{pj}\}_{j=1}^n$ of $n$ skip numbers. As in the proof of Lemma 4.4, $|s_{pj} - \frac{1}{n}\sum_{j=1}^n s_{pj}| < n$ by Proposition 4.2. Because $s_{pj} \in \mathbb{N}$, there are a finite number of possible deviations each skip number of $\gamma_p$ can have from the average skip number of $\gamma_p$. Also as in the proof of Lemma 4.4, $\sum_{j=1}^n s_{pj} = lp$ for $l \in \mathbb{N}$ and $l_p < n$. Thus, there are also a finite number of possible values of $l_p$. Hence for sufficiently large $p$, we may partition the sequence $\gamma_p$ into subsequences where the $n$ skip numbers are of the form $s_{ij} = lp \cdot d_j$, where the sum $\sum_{j=1}^n s_{pj} = lp$ for fixed $l < n$ and the deviation $d_j$ of a skip number from the average skip number is constant across all $\gamma_p$ in a subsequence.

It now suffices to show that $\minind(\gamma_p) \to \infty$ for such a subsequence. We let $d = \frac{p}{l}$ and $k_j = d \cdot d_j$ so that we may fix the skip number sequence of $\gamma_p$ as follows:

$$p + k_1, p + k_2, p + k_3, \ldots, p + k_n$$

Note that $\sum_{i=1}^n k_i = 0$ because $\sum_{j=1}^n s_{pj} = lp = \frac{np}{d}$. As an example, the V-shaped geodesics described in Section 5 have $l = 2$, $n = 4$, $k_1 = k_4 = -1$, and $k_2 = k_3 = 1$.

We now proceed to consider the proximity of these geodesics to vertices of $X_p$. We encapsulate this phenomenon with the notion of a vertex ratio.

**Definition 4.5.** A segment of a closed geodesic on $X_p$ cuts an edge into a clockwise facing part $a$ and a counterclockwise facing part $b$. The vertex ratio is defined as $\frac{a}{a+b}$ (see Figure 14).
For a geodesic $\gamma_p$ as above, we have a sequence of $n$ vertex ratios. We denote the $i^{th}$ vertex ratio of $\gamma_p$ as $v_i(p)$ and $\lim_{p \to \infty} v_i(p)$ as $v_i^*$, if it exists.

The next lemma provides the motivation for the remainder of the argument. After proving this lemma, all we need show is that for some $i$, the $i^{th}$ vertex ratio tends towards 0 or 1 so that for some sequence $v_p$ of vertices of $X_p$ (with fixed edge length), the distance of $\gamma_p$ from $v_p$ tends towards 0.

**Lemma 4.6.** If $v_i^* = 0$ or $v_i^* = 1$ for some $i$, then the minimizing index of the sequence of geodesics tends towards $\infty$.

**Proof.** Fix the inradius of our regular $p$-gons to be 1. Let the length of a side of the $p$-gon be $L$.

Let $M$ be the midpoint of $E_i$ and $O$ be the center of the inscribed circle. Note that $OM$ is an inradius of the $p$-gon, so the length of this segment is 1. Furthermore, $OM$ is perpendicular to $E_i$ and thus parallel to $YY'$. Thus $\Delta Y'YV \sim \Delta OMV$.

By similar triangles, we have $\frac{Y'Y}{OM} = \frac{YM}{MV}$, which simplifies $x = \frac{YM}{L/2}$ using the definition of $x$, $OM = 1$, and that $M$ is the midpoint of $E_i$. But note that by definition, $\frac{YM}{TV} = v_i(p)$. This yields $x = 2v_i(p)$. Thus if $v_i^* = 0$, $x = 0$. A symmetric argument shows that if $v_i^* = 1$, $x = 0$ as well.

Thus we have reduced our problem to showing that if $x = 0$, the minimizing index of the sequence of geodesics tends towards $\infty$.

Let $(p_i)_{i=0}^\infty$ be an increasing sequence of prime numbers with $p_0 \geq 3$. Let $(\gamma_i)_{i=0}^\infty$ be a sequence of closed geodesics where $\gamma_i$ is a geodesic on $X_{p_i}$ and such that $x = 0$. We will prove that

$$\lim_{i \to \infty} \minind(\gamma_i) = \infty$$

Suppose that for all $p_i$, $\gamma_i$ has period $n$ and skip numbers $\frac{p_i + k_1}{d}, \frac{p_i + k_2}{d}, ..., \frac{p_i + k_n}{d}$, where $n$, $d$ and $k_1, k_2, ..., k_n$ are integers independent of $i$. We once again take $X_{p_i}$ to have inradius 1 for all $p_i$.

For all $p_i$, let $P_iQ_i$ and $Q_iR_i$ be two consecutive segments of $\gamma_i$. Let $B_iC_i$ be the side of $\chi_{p_i}$ which contains $Q_i$. Let $D_i$ be the other vertex of $\chi_{p_i}$ adjacent to $C_i$. Let $l_i$ be the bisector of $\angle B_iC_iD_i$. Let $m_i$ be the line though $Q_i$ perpendicular to $B_iC_i$. Let $T_i$ be the intersection of $l_i$ and $m_i$. See Figure 13 for a diagram.

Let $x_i = |Q_iT_i|$. Then $\lim_{i \to \infty} x_i = x = 0$.

For all $p_i$, let $\theta_i = \angle P_iQ_iB_i = \angle R_iQ_iC_i$. Then

$$\lim_{i \to \infty} \theta_i = \frac{2\pi}{d}$$

Since all $\chi_{p_i}$ have inradius 1, $\chi_{p_i}$ converges to the unit circle, and the length of each segment of $\gamma_i$ converges to a nonzero constant. Meanwhile, $x_i$ converges to 0. Thus, there exists an integer $j$ sufficiently large that for all $i \geq j$,

$$|P_iQ_i|, |Q_iR_i| > x_i \csc(\theta_i)$$
Let $L_i$ be the length of $\gamma_i$. We will prove that for all $i \geq j$,

$$\minind(\gamma_i) \geq \frac{L_i}{2x_i \csc(\theta_i)}$$

Fix $i \geq j$. By way of contradiction, suppose $\minind(\gamma_i) < \frac{L_i}{2x_i \csc(\theta_i)}$. Then there exists $m > 2x_i \csc(\theta_i)$ such that all subcurves of $\gamma_i$ with length less than or equal to $m$ are length-minimizing.

Let $U$ be a point on $P_i Q_i$ and $V$ be a point on $Q_i R_i$ such that $x_i \csc(\theta_i) < |Q_i U| = |Q_i V| \leq \frac{m}{2}$. Then $\overline{UV} \subseteq \gamma_i$ must be length-minimizing.

Let $W$ be the midpoint of $U$ and $V$. Since $|Q_i U| = |Q_i V|$ and line $m_i$ is the bisector of $\angle U Q_i V$, we know $W$ lies on $m_i$. Since $|Q_i U| > x_i \csc(\theta_i)$, we know $|Q_i W| > x_i$, so $T_i$ is strictly between $Q_i$ and $W$. This means that $W$ and $D_i$ lie on the same side of line $l_i$. Thus, $W$ is closer to $C_i D_i$ than it is to $B_i C_i$. In other words, there exists a point $X$ on $C_i D_i$ such that $|WX| < |WQ_i|$. 

Let $e$ be the ellipse with foci at $U$ and $V$ that passes through $Q_i$, and let $f$ be the circle centered at $W$ that passes through $Q_i$. Then ellipse $e$ contains circle $f$. We know $X$ is in the interior of $f$, so $X$ must be in the interior of $e$. It follows that $|UX| + |XV| < |UQ_i| + |Q_i V|$. Thus, $\overline{UV} \subseteq \gamma_i$ is not length-minimizing, a contradiction.

We have proven by contradiction that for all $i \geq j$,

$$\minind(\gamma_i) \geq \frac{L_i}{2x_i \csc(\theta_i)}$$
We know

\[ L_i > 1 \]
\[ \lim_{i \to \infty} x_i = 0 \]
\[ \lim_{i \to \infty} \theta_i = \frac{2\pi}{d} \]

Thus,

\[ \lim_{i \to \infty} \minind(\gamma_i) = \infty \]

4.4. Convergence of Vertex Ratios. We now proceed to focus on the convergence of vertex ratios, with the previous lemma in mind. The following formula relates consecutive vertex ratios, \( v_i(p) \) and \( v_{i+1}(p) \), in the vertex ratio sequence to the skip number \( s \) of the segment joining them and the angle \( \theta \) of inclination of that segment from the edge corresponding to \( v_i(p) \):

**Formula 4.7.**

\[
v_{i+1}(p) = \csc \left( \frac{2s\pi}{p} - \theta \right) \left( 1 - v_i(p) \right) \sin(\theta) - \frac{\cos \left( \theta - \frac{\pi}{n} \right) - \cos \left( \frac{(2s-1)\pi}{n} - \theta \right)}{2 \sin \left( \frac{\pi}{n} \right)}
\]

**Proof.** Fix the edge length of \( X_n \) to be 1, so that we may form a quadrilateral out of the geodesic segment, segments of length \( 1 - v_i(p) \) and \( v_{i+1}(p) \), and a chord of length \( 2r \sin(\frac{(s-1)\pi}{p}) \), where \( r = \frac{1}{2 \sin(\pi/p)} \) is the circumradius of \( X_p \) (see Figure 16).

Using geometric arguments, we may deduce that the angles of the quadrilateral incident to the chord both have measure \( \pi - \frac{s\pi}{p} \), while the remaining angle has measure \( \frac{2s\pi}{p} - \theta \). In [9] it is given a formula and a proof for deriving the lengths of the sides of a quadrilateral given the angles and lengths of two sides. From this, we deduce

\[
v_{i+1}(p) = \csc \left( \frac{2s\pi}{p} - \theta \right) \left( 1 - v_i(p) \right) \sin(\theta) - \frac{2 \sin \left( \frac{(s-1)\pi}{p} \right) \sin \left( \frac{\pi - s\pi}{p} \right) \sin \left( \frac{\pi - \theta}{2} \right)}{2 \sin \left( \frac{\pi}{p} \right) \sin \left( \frac{\pi}{n} \right)}
\]

The desired formula then arises from the trigonometric identities \( \sin(\pi - \alpha) = \sin(\alpha) \) and \( 2 \sin(\alpha) \sin(\beta) = \cos(\alpha - \beta) - \cos(\alpha + \beta) \). \( \square \)

In order to establish a root for the recursive formula above, we let \( v_0(p) = 0.5 \). This step will be justified later on in Lemma 4.9. We now proceed to show that \( v_i(p) \) converges for each \( i \).

First, we compute \( \theta \) explicitly as a function of \( p \) and the skip number sequence of \( \gamma_i \).

The development of a geodesic is the reflective shape formed by successively unfolding \( X_p \) when we traverse the geodesic as a straight line. By examining the sum of the vectors joining the midpoints of the polygons in the development in a method similar to that of Fuchs [7], it can be shown that for skip numbers \( s_1, s_2, \ldots, s_n \), the angle of inclination from the initial edge is

\[
\arg \left( \sum_{i=1}^{n/2} \zeta_{S_{2i-1}} + \sum_{i=1}^{n/2} \zeta_{p/2+S_{2i}} \right) = \frac{\pi}{2}
\]
where $S_j = \sum_{k=1}^{j} (-1)^{k+1}s_k$ (see Figure 17). That is, $S_i = \chi_{2z+1}(i)\frac{p}{d} + \sum_{j=1}^{i} (-1)^{j+1}k\frac{d}{p}$, where $\chi_{2z+1}$ is the characteristic function of the odds. The angle is equivalent to
Let us denote this expression for the skip number sequence \(\frac{p^{k_1} + k_2}{d}, \frac{p^{k_2} + k_3}{d}, \ldots, \frac{p^{k_n}}{d}\) by \(\theta(p)\).

It follows that

\[
\lim_{p \to \infty} \theta(p) = \arctan\left(\frac{\frac{n}{2} \sin(\frac{\pi}{2})}{\frac{n}{2} \cos(\frac{2\pi}{d}) - \frac{n}{2}}\right) + \frac{\pi}{2} = \arctan\left(\frac{\sin(\frac{\pi}{2})}{\cos(\frac{2\pi}{d}) - 1}\right) + \frac{\pi}{2} = \frac{\pi}{d}
\]

This follows not only algebraically but also geometrically from the fact that the ratio of any skip number of \(\gamma_i\) to \(p\) tends towards \(\frac{1}{d}\), and so on the doubled disk, angle of inclinations of \(\lim(\gamma_i)\) intercept arcs of length \(2\pi/d\).

We now proceed to compute \(\lim_{p \to \infty} v_i(p)\).

**Proposition 4.8.** \(v_i^* = \lim_{p \to \infty} v_i(p)\) exists for all \(i\) and

\[
v_{i+1}^* = 1 - v_i^* - \frac{k_{i+1}}{d} + 2 \sum_{j=1}^{n} \frac{(-1)^{j+1}(n - j + 1)(k_j)}{dn}
\]

where we let the \(k_i\) sequence be periodic so that \(k_i = k_n\).

**Proof.** The proof follows from taking the limit as \(p\) tends to \(\infty\) of Formula 4.7 applied to the \(v_i(p)\) sequence at hand. We will show the result for the base case \(v_1^*\) given that \(v_0^*\) exists (\(v_0^* = 0.5\)). Induction may then be used for \(v_i^*\) using the same computations that will follow, only with the use of \(v_{i-1}(p)\) instead of \(v_0(p)\) and \(k_{j,(i-1)}\) instead of \(k_j\) for all \(k_j\), \(\theta(p)\) is also modified, but this will not change the computations.

Applying Formula 4.7 we have

\[
v_1(p) = \csc\left(\frac{2(p + k_1)\pi}{pd} - \theta(p)\right) \left((1 - v_0(p)) \sin(\theta(p)) - \frac{\cos\left(\theta(p) - \frac{\pi}{p}\right) - \cos\left(\frac{(2(p + k_1) - d)\pi}{dp} - \theta(p)\right)}{2 \sin\left(\frac{\pi}{p}\right)}\right)
\]

Then,

\[
v_1^* = \lim_{p \to \infty} \csc\left(\frac{2(p + k_1)\pi}{pd} - \theta(p)\right) \left((1 - v_0(p)) \sin(\theta(p)) - \frac{\cos\left(\theta(p) - \frac{\pi}{p}\right) - \cos\left(\frac{(2(p + k_1) - d)\pi}{dp} - \theta(p)\right)}{2 \sin\left(\frac{\pi}{p}\right)}\right)
\]

\[
= 1 - v_0^* - \lim_{p \to \infty} \frac{\theta'(p) \cdot p^2}{\pi} \frac{k_1}{d}
\]

Now we show \(\lim_{p \to \infty} \theta'(p) \cdot p^2\) exists by computing it:

\[
\theta(p) = \arctan\left(\frac{\sum_{i=1}^{n} (-1)^{i+1} \sin\left(\frac{2\pi S_i}{p}\right)}{\sum_{i=1}^{n} (-1)^{i+1} \cos\left(\frac{2\pi S_i}{p}\right)}\right) + \frac{\pi}{2},
\]
\[ S_i = x_{2i+1}(i) \frac{p}{d} + \sum_{j=1}^{i} (-1)^{j+1} \frac{k_j}{d} \Rightarrow \lim_{p \to \infty} \theta'(p) \cdot p^2 = \frac{-2\pi \sum_{j=1}^{n} (-1)^{j+1}(n-j+1)(k_j)}{dn} \]

Thus we may conclude that \( v_i^* \) exists and

\[ v_i^* = 1 - v_0^* - \frac{k_i}{d} + 2 \frac{\sum_{j=1}^{n} (-1)^{j+1}(n-j+1)(k_j)}{dn} \]

and by induction conclude that \( v_i^* \) exists for all \( i \) and

\[ v_{i+1}^* = 1 - v_i^* - \frac{k_{i+1}}{d} + 2 \frac{\sum_{j=1}^{n} (-1)^{j+1}(n-j+1)(k_{j+i})}{dn} \]

\[ \square \]

We now build the machinery to justify the step of allowing \( v_0(p) = 0.5 \).

**Lemma 4.9.** It is sufficient to prove \( v_i^* = 0 \) or \( 1 \) for some \( i \) with \( v_0(p) = 0.5 \).

**Proof.** Diana Davis et al. prove that all periodic billiard trajectories on the pentagon have reflectional symmetry, and their argument extends to the general odd-gon and thus the general prime-gon. Thus, for any closed geodesic on \( X_p \), we can allow the development to have symmetry about a rotation of 180 degrees, with a palindromic skip number sequence (that is, \( s_i = s_{n-i} \) for a period-\( n \) geodesic).

Choose a starting point on a closed geodesic \( \gamma \) that yields a palindromic skip number sequence, and let the angle of reflection from the starting edge \( e \) of \( X_p \) be \( \theta \). Then a line \( l \) passing through the midpoint of \( e \) with angle of inclination \( \theta \) would lie entirely inside the development of \( \gamma \). This is because \( l \) lies between \( \gamma \) and \( \gamma' \), the image of \( \gamma \) when we rotate the development 180 degrees about its center. See Figure 18 for an illustration of this proof.

Thus, a closed geodesic with starting point at a particular edge of \( X_p \) can be translated to pass through the midpoint of that edge if and only if the skip number sequence is palindromic, where the development preserves the skip number sequence. Because every closed geodesic on \( X_p \) can be translated to pass through a midpoint, we can assume that the skip number sequence \( (\frac{b+i}{a})_{i=1}^{n} \) of \( \gamma_p \) is rotated to be palindromic \( (k_i = k_{n-i+1}) \) and that \( \gamma_p \) is translated to pass through a midpoint with \( v_0(p) = 0.5 \).

In this case, \( v_i(p) = 1 - v_{n-i}(p) \) for all \( i \) by the symmetry of the closed geodesic. Thus, if we prove \( v_i^* = 0 \) for some \( i \) in the particular case where \( v_0(p) = 0.5 \), \( v_{n-i}^* = 1 - v_i^* = 1 \). Now let \( \gamma'_i \) be a translated version of \( \gamma_i \). Let \( w_i(p) \) be the sequence of vertex ratios for \( \gamma'_i \), with \( w_0(p) > v_0(p) = 0.5 \) or \( w_0(p) < v_0(p) = 0.5 \). For each \( p \), either \( w_i(p) > v_i(p) \) and \( w_{n-i}(p) > v_{n-i}(p) \) or \( w_i(p) < v_i(p) \) and \( w_{n-i}(p) < v_{n-i}(p) \), depending on the direction of translation of \( \gamma_p \) to \( \gamma'_p \) (this is determined by whether \( w_0(p) > 0.5 \) or \( w_0(p) < 0.5 \)). This can be seen by traversing \( \gamma'_i \) in the reverse direction and noting that the \( i \)th vertex ratio encountered in this clockwise traversal is one minus the \( (n-i) \)th vertex ratio encountered in the counterclockwise one, where a vertex ratio in the clockwise direction is defined to be \( \frac{b}{a+i} \) rather than \( \frac{a}{a+i} \) (preserving the geometry of the notion in this dual correspondence). Then, \( w_i(p) > v_i(p) \Rightarrow w_{n-i}(p) > v_{n-i}(p) \) and \( w_i(p) < v_i(p) \Rightarrow
Figure 18. A Visualization of Translating a Geodesic in its Development

\( w_{n-i}(p) < v_{n-i}(p) \) follow from reflection symmetry, since the \( i^{th} \) vertex ratio in the clockwise orientation decreases when the \( i^{th} \) vertex ratio in the counterclockwise orientation increases, and vice versa, depending on the direction of translation.

Thus still either \( w_i^* = 0 \) or \( w_{n-i}^* = 1 \), up to a subsequence of the convergent geodesics where the direction of translation is the same. Note that the same reasoning applies if \( v^*_i = 1 \) by interchanging \( i \) and \( n - i \).

Breaking the sequence \( \gamma_p \) into two subsequences, one where \( w_0(p) < 0.5 \) and one where \( w_0(p) > 0.5 \), there is still a sequence of vertices \( v_p \) of \( X_p \) where the distance of \( \gamma'_i \) from \( v_p \) tends towards 0 upon fixing the edge length, and so the proof of Lemma 4.6 still applies. □

4.5. Properties of Vertex Ratio Limits. We thus focus on proving \( v^*_i = 0 \) or 1 for some \( i \), with \( v_0(p) = 0.5 \) for all \( p \) and a palindromic skip number sequence \( \{ \frac{p+k}{d} \}_{i=1}^n \). The following corollaries follow from Proposition 4.8 and will be used in the proof.

**Corollary 4.10.** For all \( i \),

\[
v^*_{i-1} + v^*_{i+1} = 2(1 - v^*_i) + \frac{k_i - k_{i+1}}{d}
\]

Corollary 4.10 establishes a relationship between consecutive vertex ratio limits. In the arguments to come, it will be invaluable in deducing the patterns a skip number sequence exhibits. Namely, it will allow us to prove a result concerning the appearances of \( v^*_i = 0.5 \) as a vertex ratio limit. The following corollary of Proposition 4.8 also aids in this effort, establishing an arithmetic relationship between alternating skip numbers.

**Corollary 4.11.** \( v^*_0, v^*_2, v^*_4, \ldots, v^*_n \) and \( v^*_1, v^*_3, v^*_5, \ldots, v^*_{n+1} \) form arithmetic sequences when identified in the group \( \mathbb{R}/\mathbb{Z} \) (in the group \( \mathbb{Q}/\mathbb{Z} \), in fact, for it is clear from Proposition 4.8 that if \( v^*_0 = 0.5 \) then all \( v^*_i \) are rational). That is, \( v^*_{i+2} - v^*_{i} = v^*_{i} - v^*_{i-2} \) in \( \mathbb{R}/\mathbb{Z} \) (or equivalently, \( v^*_{i+2} - v^*_{i} \equiv v^*_{i} - v^*_{i-2} \) (mod 1)) for all \( i \).
We now work our way towards a proof of \( v_1^* = 0 \) or 1 for some \( i \) by contradiction. We make extensive use of the above two corollaries. The final piece of machinery we present before the proof is a restriction concerning the presence of 0.5’s in the \( v_1^* \) sequence, assuming for the sake of contradiction that \( v_1^* \) \( \neq 0 \) nor 1 for all \( i \).

**Proposition 4.12.** If \( 0 < v_i^* < 1 \) for all \( i \in \mathbb{Z} \), then all occurrences of 0.5 in the sequence \( \ldots, v_n^*, v_{n-1}^*, v_0^*, v_1^*, v_2^*, \ldots \) are periodic with odd period. That is, \( \{i \in \mathbb{Z} : v_i^* = 0.5\} = t\mathbb{Z} \) for some \( t \in 2\mathbb{Z} + 1 \).

**Proof.** By Corollary 4.10, we have

\[
 v_{i-1}^* + v_{i+1}^* = 1 \iff v_i^* = 0.5
\]

This is because \( \frac{k_i - k_{i+1}}{d_i} \in \{-1,0,1\} \) by Proposition 4.2 and because \( 0 < v_{i-1}^*, v_i^*, v_{i+1}^* < 1 \). It follows that for all \( k \)

\[
(1) \quad v_{i-k}^* + v_{i+k}^* = 1 \iff v_i^* = 0.5
\]

This is because if \( k \) is odd, \( v_{i-k}^* - v_{i-k}^* = v_{i+k}^* - v_{i+1}^* \) in \( \mathbb{R}/\mathbb{Z} \) by Corollary 4.11 so \( v_{i-k}^* + v_{i+k}^* = 1 \iff v_{i-k}^* + v_{i+1}^* = 1 \). And if \( k \) is even, \( v_{i-k}^*, v_i^*, v_{i+k}^* \) form an arithmetic progression in \( \mathbb{R}/\mathbb{Z} \) by Corollary 4.11 so \( v_{i-k}^* + v_{i+k}^* = 1 \iff v_i^* = 1 \iff v_i^* = 0.5 \) since 0 < \( v_{i-k}^*, v_i^*, v_{i+k}^* \) < 1.

Now let \( \ldots, v_{i-2}^*, v_{i-1}^*, v_i^*, v_{i+1}^*, \ldots \) be the subsequence of 0.5 occurrences in the \( v_i^* \) sequence. The subsequence is infinite in both directions because \( v_0^* = 0.5 \) so \( v_i^* = 0.5 \) for all \( i \in n\mathbb{Z} \). Let \( v_{i_{k-1}}^*, v_{i_k}^*, v_{i_{k+1}}^* \) be three arbitrary, consecutive elements in the subsequence.

Assume first that \( i_k - i_{k-1} \neq i_{k+1} - i_k \) so that without loss of generality \( i_k - i_{k-1} < i_{k+1} - i_k \). Then by (1), \( v_{i_{k-1}}^*, v_{i_k}^* = 0.5 \Rightarrow v_{2i_k - i_{k-1}}^* = 0.5 \) since \( 2i_k - i_{k-1} = i_k + (i_{k+1} - i_k) \). Thus, we have that \( i_k - i_{k-1} < i_{k+1} - i_k \Rightarrow i_k < 2i_k - i_{k-1} < i_{k+1} \). Now let \( m = \frac{i_k + i_{k+1}}{2} \) be the highest power of 2 dividing \( n \).

Remark 4.13. Since \( v_m^* = v_0^* \) for all \( c \in \mathbb{Z} \), we know \( t \mid n \). Since \( t \) is odd, we can deduce \( t \mid \frac{n}{2} \), where \( 2^n \) is the highest power of 2 dividing \( n \).

4.6. Proof that the Minimizing Index Tends to Infinity. We have now developed the machinery needed to complete the last step in the proof that \( \minind(X_p) \to \infty \):

**Proposition 4.14.** \( v_i^* = 0 \) or \( v_i^* = 1 \) for some \( i \in \mathbb{Z} \).

**Proof.** Assume for the sake of contradiction that \( 0 < v_i^* < 1 \) for all \( i \in \mathbb{Z} \). Then, by Proposition 4.12 occurrences of 0.5 in the sequence \( \ldots, v_{n-2}^*, v_{n-1}^*, v_0^*, v_1^*, v_2^*, \ldots \) are periodic with odd period \( t \).

The idea of this proof is to show through casework that the sequence \( v_0^*, 1 - v_1^*, v_2^*, 1 - v_3^*, \ldots, 1 - v_{t-1}^*, v_t^* \) \( \equiv t \)-periodic with \( t \mid 2n \). We may then use this to deduce that the sum of the skip numbers \( lp \) is \( n \) multiplied by some fixed integer with \( l < n \), and this cannot be true for a sequence of primes \( p \).
\(v_0^*, v_2^*, v_3^*, \ldots, v_{2t}^*\) form an arithmetic sequence in \(\mathbb{R}/\mathbb{Z}\) by Corollary 4.11, with \(v_0^* = v_{2t}^* = 0.5\). Thus, the common difference will be \(\frac{k}{t}\) where \(k \in \mathbb{Z}\). Without loss of generality we can assume 0 \(\leq k < t\). Then, \(v_{2t}^* = 0.5 + \frac{ik}{t} = \frac{t + 2ik}{2t}\) in \(\mathbb{R}/\mathbb{Z}\), and since \(t\) is odd \(t + 2ik\) is odd so \(v_{2t}^* = \frac{2k}{2t}\) for \(2t \in \{1, 3, 5, \ldots, t, \ldots, 2t - 1\}\). The same reasoning applies to \(v_1^*, v_3^*, v_5^*, \ldots, v_{t-1}^*, \ldots, v_{2t-1}^*\) with \(v_t^* = 0.5\) implying that for all \(i\), \(v_i^* = \frac{ki}{2t}\) for \(e_i \in \{1, 3, 5, \ldots, t, \ldots, 2t - 1\}\).

Now, assume without loss of generality that the common difference \(\frac{k}{t} = v_2^* - v_0^*\) is with \(k < \frac{t}{2}\) (if \(k > \frac{t}{2}\), we may traverse the geodesics in the reverse direction, reversing the sequence with \(v_2^* - v_0^* = \frac{t - k}{t}\) with \(t - k < \frac{t}{2}\)). Then, \(v_{i-1}^* = 0.5 + \frac{t - 1}{2} + \frac{k}{t} = \frac{t + k - k + i - 1}{2t}\) in \(\mathbb{R}/\mathbb{Z}\).

In the case that \(k\) is even, \(v_{i-1}^* = \frac{t + k + i - 1}{2t}\) in \(\mathbb{R}/\mathbb{Z}\). Since \(v_t^* = 0.5\), \(\{1\}\) implies \(v_{i+1}^* = \frac{t + k}{2t}\) by Corollary 4.10 for \(\frac{k_i - k_{i+1}}{d} \in \{-1, 0, 1\}\) and \(\frac{k_i - k_{i+1}}{d} = -1\) is the only choice that ensures \(v_i^* = \frac{ki}{2t}\) with \(e_i \in \{1, 3, 5, \ldots, t, \ldots, 2t - 1\}\) as required.

Thus 1 \(\neq v_i^* = v_{i+1}^*\), and together with Corollary 4.11 and \(t\)-periodicity of 0.5 occurrences, this implies \(t\)-periodicity of the sequence \(1, \ldots, v_{i-2}^* - 1, v_{i-1}^*, 1 - v_{i}^*, v_{i+1}^*, 1 - v_{i+2}^*, \ldots\). (Note that 1 \(\neq v_i^* = v_{i+1}^*\) for all \(j \in \mathbb{Z}\) in this sequence since \(v_t^* = 0.5\)).

This also implies \(v_i^* = v_{i+2t}^*\) for all \(i \in \mathbb{Z}\) so that \(\ldots, v_{i-2}^*, v_{i-1}^*, v_t^*, v_{i+1}^*, v_{i+2}^*, \ldots\) is \(2t\)-periodic (Note that Corollary 4.11 applied to the sequence \(v_0^*, v_2^*, v_4^*, \ldots, v_{2t}^*\) also implies this because of \(t\)-periodicity of 0.5 occurrences).

In either case, the sequence \(v_0^*, 1 - v_1^*, v_2^*, 1 - v_3^*, \ldots, 1 - v_{t}^*, \ldots, 1 - v_{2t}^*\) is \(t\)-periodic with \(2t \mid n\) since \(t\) is odd, \(n\) is even, and \(t \mid n\). Then \(t\)-periodicity of the sequence above implies 1 \(\neq v_i^* = v_{i+2t}^* \Rightarrow v_i^* = v_{i+1}^*\) and \(v_{i+1}^* = v_{2t+1}^*\) for all \(i \in \mathbb{Z}\). Thus, given the sequence of skip numbers \(s_1 = \frac{t + k_1}{d}, s_2 = \frac{t + k_2}{d}, s_3 = \frac{t + k_3}{d}, \ldots, s_n = \frac{t + k_n}{d}\), Corollary 4.10 implies \(s_{i+1} - s_i = s_{t+1-i} - s_{t-i}\) and \(s_{i+1} - s_i = s_{2t-i+1} - s_{2t-i}\) for all \(i \in \mathbb{Z}\) with \(1 \leq i \leq t\).

Thus, we have

\[
\sum_{j=1}^{2t} \frac{s_j}{j} = \sum_{j=1}^{2t} \left( s_1 + \sum_{k=1}^{j-1} (s_{k+1} - s_k) \right) = 2ts_1 \sum_{j=1}^{2t} \left( (2t - j) (s_{j+1} - s_j) \right) = 2ts_1 \sum_{j=1}^{2t} \left( (2t - j) (s_{j+1} - s_j) \right) + \sum_{j=t+1}^{2t} \left( (2t - j) (s_{j+1} - s_j) \right) = 2ts_1 \sum_{j=1}^{2t} \left( (2t - j) (s_{j+1} - s_j) \right) + \sum_{j=t+1}^{2t} \left( (2t - j) (s_{j+1} - s_j) \right)
\]
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where the last step follows from \( s_{i+1} - s_i = 0 \) by Corollary 4.10, since \( v_i^* = 0.5 \) and \( v_i^* + v_i^* = 1 \). Now, because the sequence \( \ldots, 1 - v_1^*, v_0^*, 1 - v_1^*, v_0^*, 1 - v_2^*, v_2^*, \ldots \) is \( t \)-periodic, we have \( v_i^* = 1 - v_{i+t}^* \) for all \( i \in \mathbb{Z} \). Applying Corollary 4.10, we have

\[
v_{i-1}^* + v_{i+1}^* - 2(1 - v_i^*) = \frac{k_i - k_{i+1}}{d} \Rightarrow
\]

\[
1 - v_{i+t-1}^* + 1 - v_{i+t+1}^* - 2v_{i+t}^* = \frac{k_i - k_{i+1}}{d} \Rightarrow
\]

\[
-(v_{i+t-1}^* + v_{i+t+1}^* - 2(1 - v_{i+t}^*)) = \frac{k_i - k_{i+1}}{d} \Rightarrow
\]

\[
-k_{i+t} - k_{i+t+1} = \frac{k_i - k_{i+1}}{d} \Rightarrow
\]

\[
s_{i+1} - s_i = -(s_{t+i+1} - s_{t+i})
\]

Thus, \( s_{2t+1} = s_1 + \sum_{j=1}^{2t} (s_{j+1} - s_j) = s_1 + \sum_{j=1}^{t} (s_{j+1} - s_j) + \sum_{j=t+1}^{2t} (s_{j+1} - s_j) = s_1 + \sum_{j=1}^{t} (s_{j+1} - s_j) - \sum_{j=1}^{t} (s_{j+1} - s_j) = s_1 \). Since the sequence \( v_0^*, v_1^*, v_2^*, \ldots \) is \( 2t \)-periodic and \( s_1 = s_{2t+1} \), the sequence of skip numbers is \( 2t \)-periodic since the \( v_0^*, v_1^*, v_2^*, \ldots \) sequence uniquely determines differences between consecutive skip numbers by Corollary 4.10. Thus,

\[
\sum_{j=1}^{n} s_j = \frac{n}{2t} \sum_{j=1}^{2t} s_j
\]

(it was determined previously that \( 2t \mid n \)). Also \( s_{i+1} - s_i = -(s_{t+i+1} - s_{t+i}) \) now implies

\[
\sum_{j=1}^{2t} s_j = 2ts_1 + \sum_{j=1}^{t} \left(3t (s_{j+1} - s_j)\right) + \sum_{j=t+1}^{2t} \left(t (s_{j+1} - s_j)\right) =
\]

\[
= 2ts_1 + \sum_{j=1}^{t} \left(3t (s_{j+1} - s_j)\right) - \sum_{j=1}^{t} \left(t (s_{j+1} - s_j)\right) =
\]

\[
= 2ts_1 + \sum_{j=1}^{t} \left(2t (s_{j+1} - s_j)\right) =
\]

\[
= 2ts_{(t+1)/2}
\]

Recalling that the sum of the skip numbers of \( \gamma_p \) is \( lp \) for \( l < n \), by (2), \( lp = \sum_{j=1}^{n} s_j = ns_{(t+1)/2} \Rightarrow \frac{lp}{n} = s_{(t+1)/2} \) for all primes \( p \) in the sequence \( \gamma_p \). Since \( s_{(t+1)/2} \in \mathbb{Z}^+ \), we must have \( n \mid lp \). However, \( l < n \) and all the \( p \) are prime, which implies that \( n \mid p \) for all \( p \) in the sequence \( \gamma_p \). Since our sequence \( \gamma_p \) is infinite and \( n \) is a fixed finite integer, this is a contradiction. Thus \( v_i^* = 0 \) or \( v_i^* = 1 \) for some \( i \in \mathbb{Z} \). \( \square \)
Remark 4.15. Note that the only time primality was used in this whole chain of reasoning was at the very end. If instead we have a sequence $n_i \in \mathbb{N}$, the reasoning can be modified to obtain a contradiction if no subsequence of $n_i$ has a common prime factor. Thus, for a sequence $n_i \in \mathbb{N}$ the statement holds if no subsequence $n_{i_j}$ has $\gcd(n_{i_j}) > 1$.

Theorem 1.3 now follows immediately from Proposition 4.14, Lemma 4.6 and Lemma 4.4. The generalization of Theorem 1.3 below also follows from the above remark.

Theorem 4.16. For all $n_i \in \mathbb{N}$, $\minind(X_{n_i}) \to \infty$ if and only if $\gcd(n_{i_j}) = 1$ for all subsequences $n_{i_j}$.

Proof. For the forward direction, if there is a subsequence $n_{i_j}$ where $\gcd(n_{i_j}) \neq 1$, we would have a contradiction of either Proposition 2.1 or Corollary 1.3 which implies $\minind(X_{n_{i_j}}) \leq 2\gcd(n_{i_j})$. For the reverse direction, we may apply the same proof as for the primes. \qed

5. Convergent V-shaped Geodesics

In this section we discuss the V-shaped geodesics on the doubled odd-gons from Example 1.5 (see Figure 3) and prove Theorem 1.6.

We first compute the minimizing index of the V-shaped geodesics, providing a counterexample to the converse of Sormani’s Corollary 7.2 in the process. We then focus on proving Theorem 1.6. In subsection 5.2, we provide and justify preliminary assumptions used in the proof of this theorem and establish the setup we will use in the proof. Using these assumptions and this setup, we will then provide short intuitive proofs of Theorem 1.6 for $X_3$ and $X_5$ and then generalize these proofs to $X_{2n+1}$.

5.1. Minimizing Index. Recall that the V-shaped geodesic on $X_{2n+1}$ starts at the midpoint $M$ of some edge and consists of perpendiculars to opposing edges. These geodesics exist for all $n$, have period 4, and have skip number sequence \{n, n+1, n+1, n\}. Note that this sequence meets the conditions of Proposition 4.2. For the remainder of this paper, we denote by $g_1, g_2, g_3, g_4$ the consecutive segments of the V-shaped geodesic as traversed in a counterclockwise orientation (see Figure 19).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure19.png}
\caption{Labeling Segments of V-Shaped Geodesic in a Counterclockwise traversal}
\end{figure}
We now provide a bound for the minimizing index of this geodesic that is far better than its period. In Figure 20, A is the midpoint of a side of $X_{2n+1}$ and AC is the path the V-shaped geodesic takes, hitting side BD at a right angle. Let E be the point of intersection of the angle bisector of D with AC. We claim that the path along the geodesic from E to C and then to E on the other face of the polygon is the maximal length-minimizing path for all intervals of $\gamma$ centered at C. This is because E is the intersection of the angle bisector at D and a perpendicular from side BD, so it is equidistant to BD and DF. If E were moved any closer to A, it would be closer to DF and a geodesic hitting side DF would be a shorter way to connect E with its corresponding point on the opposite face of $X_{2n+1}$.

Let $x$ be the length of CE. The length of $\gamma$ is $4l(g_1)$ (our geodesic is period 4 and all the segments have the same length by symmetry) and the maximal interval centered at C that is length-minimal has length $2x$. This gives the bound $\text{minind}(\gamma) \geq \frac{4l(g_1)}{2x} = \frac{2l(g_1)}{x}$. Note that $\angle CBA = \angle CDE = \frac{(2n-1)\pi}{2(2n+1)}$ since AB and DE are angle bisectors and the polygon is regular. Thus $\triangle ABC \sim \triangle EDC$. Note that $\angle CAB = \angle DEC = \frac{\pi}{2n+1}$.

For convenience, we let $X_{2n+1}$ have side length 1. Let $CD = y$. Then $BC = 1 - y$. Further let $AB = h$. Now note that $\sin\left(\frac{\pi}{2n+1}\right) = \frac{1-y}{h}$, so $y = 1 - h \sin\left(\frac{\pi}{2n+1}\right)$. By similar triangles, $\frac{l(g_1)}{x} = \frac{1-y}{y}$, so $\text{minind}(\gamma) \geq \frac{2(1-y)}{y} = \frac{2h}{1-h \sin\left(\frac{\pi}{2n+1}\right)}$. Note that h is just the height of a regular $2n+1$-gon, which is equal to the sum of the circumradius and the apothem. This comes out to $h = \frac{1+\cos\left(\frac{\pi}{2n+1}\right)}{2\sin\left(\frac{\pi}{2n+1}\right)}$.

Plugging this into our bound for the minimizing index gives

$$\text{minind}(\gamma) \geq \frac{1 + \cos\left(\frac{\pi}{2n+1}\right)}{1 - \frac{1}{2}(1 - \cos\left(\frac{\pi}{2n+1}\right))} = \frac{1 + \cos\left(\frac{\pi}{2n+1}\right)}{1 - \cos\left(\frac{\pi}{2n+1}\right)}.$$ 

Note that as $n \to \infty$, this lower bound on the minimizing index tends to $\infty$ as well. However, in the limit, the angle the V-shape makes, $\frac{2\pi}{2n+1}$, tends to zero. Thus the limit of this convergent sequence of geodesics is a geodesic on the double disk that traverses a diameter geodesic twice. This is a period 4 geodesic on the double disk, so by Theorem 1.1 it has minimizing index 4. This provides a counterexample to the converse of Sormani’s Corollary 7.2, as we have demonstrated a sequence of geodesics with divergent minimizing index but non-trivial Gromov-Hausdorff limit.
Furthermore, it is known that the only period 4 geodesic on the double triangle $X_3$ is this $V$-shaped one. Plugging in $n = 1$ to the above formula gives $\text{minind}(\gamma) \geq 6$, which proves that $\text{minind}(X_4) \geq 6$ as well (using Proposition 2.2).

5.2. Preliminaries. Now we transition to proving Theorem 1.6. By the same reasoning used in the proof of Lemma 4.9, a closed geodesic on a $X_{2n+1}$ can be translated to pass through the midpoint of some edge of the polygon. Since such a translation preserves the skip number sequence, it preserves geodesic length because it preserves the shape of the development.

Thus, for the purposes of proving Theorem 1.6, we may assume without loss of generality that all geodesics start at the midpoint of some edge.

As in the proof of Lemma 4.9, this assumption is equivalent to a palindromic skip number sequence and to reflectional symmetry of a geodesic.

Let $\gamma$ be an arbitrary closed geodesic on $X_{2n+1}$, starting at $M$ and consisting of consecutive segments $\gamma_1, \gamma_2, \gamma_3, \ldots, \gamma_k$ in a counterclockwise orientation of $\gamma$. Due to reflectional symmetry, the midpoint of the geodesic, traversed between $\gamma_k$ and $\gamma_{k+1}$, lies on the line $l$ that contains $M$ and is perpendicular to the edge containing $M$. Thus, because $2n + 1$ is odd, $l$ intersects the boundary of the polygon $X_{2n}$ at $M$ and at the vertex opposing $M$. Because a geodesic cannot pass through a vertex, the midpoint of the geodesic must coincide with the starting edge midpoint $M$.

Thus, $g_1 \rightarrow g_2$ and $\gamma_1 \rightarrow \gamma_2 \ldots \rightarrow \gamma_k$ are paths traversed by the $V$-shaped geodesic and $\gamma$, respectively, from $M$ back to $M$. We want to show that the length of $\gamma$ is at least the length of the $V$-shaped geodesic on $X_{2n+1}$. Because $\sum_{i=1}^{k} l(\gamma_i) = \frac{l(\gamma)}{2}$ and $l(g_1) + l(g_2)$ is half the length of the $V$-shaped geodesic, it suffices to show

$$ \sum_{i=1}^{k} l(\gamma_i) \geq l(g_1) + l(g_2), $$

with equality only when $\gamma$ is the $V$-shaped geodesic, in order to prove Theorem 1.6. The following proof of Theorem 1.6 will be devoted to proving (3). Due to reflectional symmetry of $\gamma$, we may assume without loss of generality that the skip number $s_1$ of $\gamma_1$ is less than or equal to $n$ (i.e. less than halfway across the circumference of $X_{2n+1}$).

5.3. $V$-shaped geodesics on $X_3$ and $X_5$. We now provide an intuitive proof of (3) for $X_3$ and $X_5$.

On $X_3$, $s_1 \leq 1 \Rightarrow s_1 = 1$. Since the skip number of $g_1$ is also 1, $\gamma_1$ hits the same edge (opposing $M$) of $X_3$ as $g_1$. (3) then follows from the fact that a perpendicular is the shortest path from a point to a line: $\gamma_1$ is a path to the edge from $M$ and $\gamma_2 \rightarrow \ldots \rightarrow \gamma_k$ is a path from that edge to $M$. So $l(g_1) \leq l(\gamma_1)$ and $l(g_2) \leq \sum_{i=2}^{k} l(\gamma_i)$ because $g_1$ and $g_2$ are perpendiculars. Note that equality holds only when $l(g_1) = l(\gamma_1)$ and $l(g_2) = \sum_{i=2}^{k} l(\gamma_i)$, which can only occur when $\gamma$ is the $V$-shaped geodesic, as the $V$-shaped geodesic contains the unique shortest paths from $M$ to the given edge of $X_3$.

On $X_5$, the above proof can be modified if we can show that $\gamma_1 \rightarrow \ldots \rightarrow \gamma_k$ hits the same edge $e_2$ as $g_1$ does, $n = 2$ skip numbers away from $M$. Assuming this edge is hit between $\gamma_j$ and $\gamma_{j+1}$, (3) will then follow in the same way with $l(g_1) \leq \sum_{i=1}^{j} l(\gamma_i)$ and $l(g_2) \leq \sum_{i=j+1}^{k} l(\gamma_i)$ since $\gamma_1 \rightarrow \ldots \rightarrow \gamma_j$ is a path from $M$ to the edge and $\gamma_{j+1} \rightarrow \ldots \rightarrow \gamma_n$ is a path from the edge to $M$.
and $g_1, g_2$ are perpendiculars. Note that it also suffices to show that the edge $e_3$, 3 skip numbers away from $M$, is hit along $\gamma_1 \to \ldots \to \gamma_k$, since a path from $M$ to $e_3$ and back to $M$ is also no shorter than $l(g_1) + l(g_4) = l(g_1) + l(g_2)$ by the symmetry of $X_5$.

To show that $e_2$ or $e_3$ is hit along $\gamma_1 \to \ldots \to \gamma_k$, we note that $s_1 \leq n = 2 \Rightarrow s_1 = 1$ or 2. If $s_1 = 2$, $e_2$ is hit, and if $s_1 = 1$, the skip number $s_2$ of $\gamma_2$ is 1 or 2 by Proposition 4.2 implying that $\gamma_2$ hits $e_2$ or $e_3$. Thus the desired result is attained.

Note that for $X_2$ we have $L = \sqrt{3} \text{diam}$ and for $X_5$ we have $L \approx 3.1 \text{diam}$. As $n$ grows the doubled odd-gons converge to the doubled disk, and we have $L \to 4 \text{diam}$.

5.4. V-shaped geodesics on $X_{2n+1}$. Here we prove Theorem 1.6 in general, considering the cases where $n \geq 3$. Again we focus on proving (3).

The intuition for the proof is as follows: approximating $X_{2n+1}$ with $X_\infty$, the path $g_1 \to g_2$ traverses the doubled disk along diameters. The path $\gamma_1 \to \gamma_2 \to \ldots \to \gamma_k$ starts and ends at the same point, so it winds around the doubled disk at least once. Thus, the intercepted arc angles sum to no less than $2 \pi$. Given a counterclockwise orientation, we have two cases: all arcs are minor arcs or some arc is major. If all arcs are minor arcs, we may use the fact that the sine function, which determines chord lengths, is concave and increasing over $[0, \frac{\pi}{2}]$ to show that a traversal along the diameters is shortest. If some arc corresponding to $\gamma_i$ is major, we may assume without loss of generality (changing orientation if need be) that the arc corresponding to $\gamma_1$ is minor, and Proposition 4.2 implies that there is some $1 < j < i$ such that $\gamma_j$ has a skip number close to that of a diameter, making traversal along $\gamma_j$ and back to the starting point of $\gamma_j$ $(\gamma_{j+1} \to \ldots \to \gamma_{j-1})$ no shorter than traversal along two diameters $g_1, g_2$ by the triangle inequality.

We now make this intuition more rigorous. The following paragraph describes a construction depicted in Figure 21.

Let $P_0, P_1, P_2, \ldots P_{k-1}$ be the intersection points of the path $\gamma_1 \to \gamma_2 \to \ldots \to \gamma_k$ with the edges of $X_{2n+1}$ in succession, where $P_0 = M$ and $\gamma_i$ extends from $P_{i-1}$ to $P_i$, and let $C$ be the inscribed circle of $X_{2n+1}$. Let $P'_1, P'_2, P'_3, \ldots, P'_{k-1}$ lie on the circumference of $C$, so that $P'_i$ is the intersection point of this circumference with the line between $P_i$ and the center of $C$. Let $\gamma'_i$ be the segment connecting $P'_{i-1}$ to $P'_i$, so that $\gamma'_1 \to \ldots \to \gamma'_k$ is a path from $P_0 = M$ to $M$ winding around the circumference of $C$, given a counterclockwise orientation. Let $\theta_1, \theta_2, \ldots, \theta_k$ be the measures of corresponding intercepted arcs. Figure 21 shows this construction for $\gamma_1$ and $\gamma_2$.

Then, fixing the radius of $C$ at 1, we have the following:

$$\sum_{i=1}^{k} l(\gamma_i) \geq \sum_{i=1}^{k} l(\gamma'_i) = 2 \sum_{i=1}^{k} \sin \left( \frac{\theta_i}{2} \right).$$

Because $\gamma'_1 \to \ldots \to \gamma'_k$ loops around the circumference of $C$ from $M$ to $M$, $\sum_{i=1}^{k} \theta_i = 2m\pi$ for some $m \in \mathbb{Z}^+$. If all intercepted arcs are minor, each $\theta_i < \pi$ and we may use the fact that $\sin$ is concave and increasing over $[0, \frac{\pi}{2}]$, along with $\sum_{i=1}^{k} \theta_i = 2m\pi \Rightarrow \sum_{i=1}^{k} \frac{\theta_i}{2} = m\pi = 2m \cdot \frac{\pi}{2}$, to yield

$$2 \sum_{i=1}^{k} \sin \left( \frac{\theta_i}{2} \right) \geq 2(2m) \sin \left( \frac{\pi}{2} \right) \geq 4 \sin \left( \frac{\pi}{2} \right) = 4.$$
Note that this lower bound of 4 is twice the diameter of $C$. We will now show that $l(g_1) + l(g_2)$ is no greater than twice this diameter, proving the result for the case where all intercepted arcs are minor.

If the radius of the inscribed circle $C$ is 1, we may calculate that (see Figure 22)

$$l(g_1) = \sin(\theta) \left(1 + \csc(\theta)\right),$$

where $\theta = \frac{\pi(2n-1)}{2(2n+1)}$.

Then, since $l(g_1) = l(g_2)$, we have

$$l(g_1) + l(g_2) = 2\sin(\theta) \left(1 + \csc(\theta)\right) =$$

$$= 2\sin(\theta) + 2 < 2 + 2 = 4$$

as desired.

Now we consider the case where some intercepted arc is major, so that some $\theta_i \geq \pi$. In this case, there is some skip number $s_i \geq \lfloor \frac{2n+1}{2} \rfloor = n$. Because $s_1 \leq n$, Proposition 4.2 implies that there is $1 \leq j \leq i$ with $s_j = n$. Let $j$ be the smallest such $j$ so that $s_j$ is the first occurrence of skip number $n$. If the corresponding $l(\gamma_j) \geq l(g_1)$, by the triangle inequality,

$$\sum_{i=1,i\neq j}^{k} l(\gamma_i) \geq l(\gamma_j) \geq$$
\( l(g_1) = l(g_2) \), since \( \gamma_{j+1} \rightarrow \ldots \gamma_k \rightarrow \gamma_1 \rightarrow \ldots \gamma_{j-1} \) is a path connecting the endpoints of \( \gamma_j \). Then
\[
\sum_{i=1}^{k} l(\gamma_i) = l(\gamma_j) + \sum_{i=1, i \neq j}^{k} l(\gamma_i) \geq l(g_1) + l(g_2).
\]

Note that we only have equality when \( l(\gamma_j) = l(g_1) \) and \( \sum_{i=1, i \neq j}^{k} l(\gamma_i) = l(g_2) \). Since \( \gamma_j \) and the other first \( k-1 \) segments of \( \gamma \) connect the same two points and \( l(g_1) = l(g_2) \), we must have \( k = 2 \) by the triangle inequality. Furthermore, \( \gamma_1 \) and \( \gamma_2 \) must be the same segment. Since \( k = 2 \), one of these segments must hit \( M \), and for the geodesic to follow the same segment twice, it must hit the other edge perpendicularly. (Note that \( \gamma_1 \) cannot hit \( M \) perpendicularly, or else it would pass through a vertex.) But the only geodesic satisfying all of these restrictions is the V-shaped geodesic. Thus, inequality is strict unless \( \gamma \) is the V-shaped geodesic.

Now, in the case where \( l(\gamma_j) < l(g_1) \), we will show that there is a shorter path from \( M \) to \( M \) along the circumference of \( C \) with only minor arcs intercepted, reducing the problem to the proven case above. First, if \( l(\gamma_j) < l(g_1) \), \( \theta_j < \pi \), and we have a minor arc intercepted. This is because the arc resulting from \( g_1 \) is a minor, and if we denote this arc measure as \( \alpha \), \( l(\gamma_j) < l(g_1) \Rightarrow \theta_j < \alpha < \pi \), using the fact that the skip number of \( \gamma_j \) is the same as that of \( g_1 \) (see Figure 23).

Since \( s_j = n \) and since \( g_1 \) is the shortest path from the midpoint \( M \) of an edge to the edge \( n \) skip numbers away, \( l(\gamma_j) < l(g_1) \Rightarrow j \neq 1 \). Then \( j > 1 \), and using \( s_j = n \) and \( s_1 \leq n \), Proposition 4.2 implies \( s_{j-1} = n-1 \), since \( s_j \) is the first occurrence of skip number \( n \). Thus, \( \gamma_j' \) also intercepts a minor arc. We add one more chord intercepting a minor arc to the collection \( \{\gamma_j', \gamma_j'-1\} \) as follows: \( s_j + s_{j-1} = 2n-1 \), so there are \( 2n+1 - (2n-1) = 2 \) skip numbers between \( P_j \), the end point of \( \gamma_j \), and \( P_{j-2} \), the start point of \( \gamma_{j-1} \). Thus, a line segment \( s \) from \( P_j' \) to \( P_j'-1 \) intersects a minor arc of \( C \), since for the \( n \geq 3 \) case, \( 2 < n = \left\lfloor \frac{2n+1}{2} \right\rfloor \).
Since $\gamma'_{j+1} \to \ldots \to \gamma'_k \to \gamma'_1 \to \ldots \to \gamma'_{j-2}$ is a path from $P'_j$ to $P'_{j-2}$, by the triangle inequality \[ \sum_{i=1, i \notin \{j, j-1\}}^{k} l(\gamma'_i) \geq l(s). \] Now, with the path of chords $\gamma'_j \to \gamma'_{j-1} \to s$ along the circumference of $C$, we have reduced to the case with only minor arcs intercepted. Thus we have
\[ \sum_{i=1}^{k} l(\gamma'_i) = l(\gamma'_j) + l(\gamma'_{j-1}) + \sum_{i=1, i \notin \{j, j-1\}}^{k} l(\gamma'_i) \geq l(\gamma'_j) + l(\gamma'_{j-1}) + l(s) > l(g_1) + l(g_2) \]
as desired.

Note that all the arguments in this section can be easily adopted to show that the $V$-shaped geodesic is uniquely the shortest on $X_{2n+1}$.

5.5. Bounds in terms of area. One can also bound the length of the shortest closed geodesic on a Riemannian 2-sphere in terms of the area. The best known bound is $L \leq 4\sqrt{2}\sqrt{\text{area}}$ and is due to Rotman [1]. It is conjectured by Calabi and Croke that $L \leq \sqrt{12}\sqrt{\text{area}}$. We note that for the singular space $X_3$ we have $L \approx 1.9\sqrt{\text{area}}$ and for $X_5$ we have $L \approx 2.7\sqrt{\text{area}}$. As $n$ grows the doubled odd-gons converge to the doubled disk, and $L \to \frac{4\sqrt{2}}{\sqrt{\pi}}\sqrt{\text{area}} \approx 3.2\sqrt{\text{area}}$.
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