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ABSTRACT Cross-language sentence similarity computation is among the focuses of research in natural language processing (NLP). At present, some researchers have introduced fine-grained word and character features to help models understand sentence meanings, but they do not consider coarse-grained prior knowledge at the sentence level. Even if two cross-linguistic sentence pairs have the same meaning, the sentence representations extracted by the baseline approach may have language-specific biases. Considering the above problems, in this paper, we construct a Chinese–Uyghur cross-lingual sentence similarity dataset and propose a method to compute cross-lingual sentence similarity by fusing multiple features. The method is based on the cross-lingual pretraining model XLM-RoBERTa and assists the model in similarity calculation by introducing two coarse-grained prior knowledge features, i.e., sentence sentiment and length features. At the same time, to eliminate possible language-specific biases in the vectors, we whitened the sentence vectors of different languages to ensure that they were all represented under the standard orthogonal basis. Considering that the combination of different vectors has different effects on the final performance of the model, we introduce different vector features for comparison experiments based on the basic feature splicing method. The results show that the absolute value feature of the difference between two vectors can reflect the similarity of two sentences well. The final F1 value of our method reaches 98.97%, which is 19.81% higher than that of the baseline.

INDEX TERMS Cross-language, pre-trained model, sentence similarity, feature fusion.

I. INTRODUCTION Sentence similarity computation is an important fundamental research topic in NLP. In recent years, sentence similarity computation methods for the same language have become increasingly mature. However, more research is needed on the study of cross-language sentence similarity. Cross-language sentence similarity refers to estimating the degree of similarity in meanings between sentences in two different languages [1]. The research results of cross-lingual sentence similarity can be applied to many applications. In cross-border e-commerce, cross-lingual sentence similarity is used to determine the most similar sentences to the target sentences from the original database [2], from which a cross-lingual intelligent question and answer customer service can be built; in machine translation, sentence similarity is used to determine the most similar target sentences to be translated from the dataset [3]; in cross-lingual text detection and text checking, sentence similarity calculation is used as the core criterion to determine the accuracy of cross-lingual text. In cross-lingual text detection and text checking, sentence similarity calculation is the core criterion that determines the accuracy of cross-lingual text detection and checking [4]; in topic tracking and detection, cross-language sentence similarity can help determine where a topic first appeared on the Internet [5]–[8]. Therefore, cross-lingual sentence similarity is an important study, and its calculation efficiency and accuracy can affect the operation efficiency of many related systems.

There are two currently accepted ideas for calculating sentence similarity: the first is to map sentence similarity to word similarity [9]. For example, “how big is Russia?” and “what’s the size of Russia?” are two sentences with the same meaning, and if the NLP technique is used to split the
words, the first sentence becomes “how/big/is/Russia/?” and the second sentence becomes “what’s/the/size/of/Russia/?”. The second is to map sentence similarity to semantic similarity [10]–[12]. For example, “how much does this bike cost?” and “how much is this bicycle?” are two sentences that do not have any textual similarity, as one refers to “bike” and the other refers to “bicycle”. However, the meanings of these two sentences are very similar. Ettinger et al. [13] obtained results by extracting sentence vectors of sentences that contain structural and semantic information about the sentences and then calculating the cosine similarity of the two sentence vectors. In this paper, the study of sentence similarity is based on the semantics of the text, which refers to the level of textual meaning. In deep learning, we feed sentences into the model, and the output dense vector contains the semantic information of that sentence.

Currently, most sentence similarity studies mainly focus on monolingual languages and have achieved good results, and cross-lingual sentence similarity has also achieved good results on some high-resource languages [14]. In Xinjiang, on the other hand, cross-linguistic sentence similarity research on small languages, mainly Uyghur, still needs more attention. At present, for cross-linguistic sentence similarity, traditional statistical or classification methods are not effective, and to track topic hotspots in depth, the latest studies mainly consider combining topic-keyword linkage or topic-sentiment linkage. Earlier monolingual sentence similarity studies mainly used various word matching algorithms [15] and later improved model performance by introducing various word alignment methods [16]. In terms of model structure, Ranasinghe et al. [17] used an RNN model to compute sentence similarity, while Pontes et al. [18] used a combination of RNNs and CNNs to compute sentence similarity. With the development of pretrained language models such as BERT [19], through which contextual information-based word representations are extracted more accurately, the latest research uses pretrained language models to extract sentence embedding representations to compute sentence similarity [20]. However, these methods are only applicable to monolingual sentence similarity computation and are not applicable to cross-lingual sentence similarity. The approach proposed by Seki [21] is not inherently cross-linguistic; he first translated a sentence pair and then computed it using a monolingual sentence similarity model. The machine translation process generates a certain amount of error, which accumulates in the final sentence similarity calculation result, so this method has some problems. Liu et al. [22] mapped Chinese and other minority languages into a common semantic space for bilingual word vector pretraining, which avoids the use of machine translation models, so there is no additional error transfer. However, they did not consider introducing other prior knowledge of the sentence, so the model has no other auxiliary information to help in understanding the semantics of the text. For example, the structural features of the sentence can help in understanding the semantics, but reference [23] shows that the structural features extracted by the model are biased; thus, artificially introducing prior features would be better than the model extracting them by itself, and ultimately it would be very helpful for the model to understand the semantics of the sentence. The current mainstream approach is to use a multilingual pretraining model [24] to encode cross-lingual sentence pairs separately and then calculate their vector similarity. In this paper, we use the cross-lingual pretraining model XLM-RoBERTa [25]. XLM-RoBERTa is a cross-lingual pretraining model released by the Facebook AI team in November 2019 as an updated version of its original XLM model [26]; they are both language models based on the BERT structure, and both rely on masked language models for training. Compared to the original version, XLM-RoBERTa has two main improvements: first, changing the backbone to RoBERTa, and second, significantly increasing the amount of training data, using over 2 TB of the preprocessed CommonCrawl dataset to train cross-linguistic representations in an unsupervised manner.

We use a cross-linguistic pretraining model XLM-RoBERTa combined with a Siamese network [27] to extract the deep semantic information of the sentences and thus comprehensively represent the semantic feature information of the sentences. Siamese networks are two networks that have the same structure and share parameters [28]. In the training and validation process, we transform the problem into a binary classification problem and use the F1 value as the metric of model performance. In the inference stage, the problem can be regarded as a binary classification problem, the similarity value of sentences can be calculated using cosine similarity, and then, whether two sentences are similar can be determined. The advantage of using Siamese networks is that the input can be processed conveniently, and for the sentence pair problem, two different sentences are input to two networks with shared weights. Since the number of training samples in this paper is relatively small, overfitting is bound to occur during model training, so we mitigate model overfitting by introducing a variant of the flooding method [29]. The experimental results show that the sentence similarity calculation of this paper is more accurate than the results of Liu et al. [22] and Zhang et al. [30].

II. RELATED WORK

In recent years, many researchers in China and abroad have been investigating sentence similarity tasks, and in this section, we focus on analyzing research on existing multifeature fusion methods. Ferreira et al. [31] proposed a method for computing sentence similarity by fusing semantic, syntactic, and lexical features based on Word2Vec and syntactic analysis, which can solve the problem of word order and the semantics of the whole sentence. Shahjalal and Aono [32] proposed the use of bilingual word-level semantics to calculate the semantic similarity between sentences, first calculating the word-level semantics of the sentences using Word2Vec and WordNet, respectively, and then combining the two semantics to calculate the final similarity, which outperformed the results calculated using these two
methods alone. Liang et al. [33] proposed an improved sentence similarity algorithm based on the vector space model. They argued that the traditional vector space takes a single word as the linguistic unit of a sentence and only considers the statistical information of the word without considering the semantic information of the word, so their proposed improved algorithm takes the concept as the minimum unit of the sentence, improves the accuracy of the sentence similarity algorithm through concept abstraction and specialized classification, and achieves good results in question and answer systems. Luo et al. [34] proposed a method for text similarity computation using syntactic and semantic information that considers weight vector dependency trees as both the semantic information and structural information of sentences. Ruan et al. [35] considered sentence morphological information but did not consider other semantic-related information of sentences. Liu and Liu. [36] combined multiple features, such as word overlap similarity, word order similarity, and dependency similarity, to calculate sentence similarity. Zhang et al. [30] captured global semantic features by introducing information at character and word granularity.

### III. A CROSS-LINGUAL SENTENCE SIMILARITY CALCULATION METHOD WITH MULTIFEATURE FUSION

In this paper, the vector representation of training sentences is based on a supervised cross-language pretraining model [25] with a dataset of Chinese-Uyghur sentence pairs. Since it is very difficult to construct a dataset with labels as similarity values, this experiment transforms the problem into a binary classification problem with similar and dissimilar sentence labels of 1 and 0, respectively. In the test phases, the cosine similarity of the two sentences is obtained by calculating their cosine values. Jawahar et al. [23] showed that the lower level of BERT learned some surface features of the sentence, such as the sentence length, the middle level learned syntactic features, such as the syntactic tree depth, and the higher level learned semantic features, such as the sentence tense and number of subjects. Therefore, the higher the feature level is, the more likely the model is to forget some basic language structure information. In this paper, we introduce semantic sentiment and sentence length features to calculate sentence similarity, which represent the semantic and structural information of a sentence, respectively, with the aim of helping the model have more reference indicators when calculating sentence similarity. The approach proposed by Zhang et al. [30] combines two fine-grained features, words and characters, but the character features are too fine-grained for sentence-level semantic understanding and might be useful if used for word-sense similarity computation. Our approach is based on two coarse-grained features, sentiment and length, at the sentence level, which will help the model understand the global information of the sentence more than the character features.

The traditional BERT-based model will use the output vector of CLS locations as sentence features, but Sentence-BERT [37] found that averaging the vectors of all token outputs as sentence vectors works better, so this paper also defaults to the mean approach. The Siamese network outputs two sentence vectors as \( U, V \), which are generally spliced into \([U; V]\) before being sent to the downstream task for training in most experiments. Based on the Sentence-BERT study, the various experiments in this paper show that if the absolute value of the difference between two sentence vectors is introduced, both \([U − V]\) and \([U; V; |U − V|]\) work better than \([U; V]\). The experiments show that the \(|U − V|\) obtained for the dissimilar sentence pairs is much larger than that obtained for the similar pairs, which also indicates that the vector representation of the two sentences obtained by model learning is very accurate, as detailed in Table 1.

| label | 0 | 1 | 0 | 1 | 0 | 1 | 1 |
|-------|---|---|---|---|---|---|---|
| \(|U − V|\) | 897.558 | 995.825 | 379.109 | 761.850 | 296.763 | 718.165 | 407.642 | 237.346 |

In fact, if the value of \(|U − V|\) is very small, the difference between the values of the two vectors \( U, V \) at the corresponding positions is very small, which means that the two sentences are more similar; in contrast, if the value of \(|U − V|\) is very large, the difference between the values of the two vectors \( U, V \) at the corresponding positions is very large, which means that the two sentences are less similar.

### IV. METHOD

For the cross-lingual sentence similarity task, we build on the cross-lingual pretraining model XLM-RoBERTa [25] by introducing multifeature information of the sentences to help the model better understand the semantics. To mitigate the overfitting problem in the model training process, we introduce the flooding [38] method. Finally, to alleviate the vector anisotropy problem, we improve the performance of the model by introducing the whitening [39] operation for the extracted sentence vectors.

### A. MULTIFEATURE ANALYSIS & MODEL ARCHITECTURE

In Section II, we mentioned that previous authors obtained better results by introducing a priori knowledge of various sentences. Here, we consider the introduction of sentiment as coarse-grained sentence information. In this paper, we use the open source sentiment analysis tool SnowNLP\(^1\) to perform quantitative sentiment analysis on sentences. Specifically, the sentence sentiment results are divided into three main

\(^1\)https://github.com/isnowfy/snownlp
where $b$ is a predefined threshold value. When $\mathcal{L}(\theta) > b$ \( \hat{\mathcal{L}}(\theta) = \mathcal{L}(\theta) \), the gradient descent is performed at this time, and when $\mathcal{L}(\theta) < b$, \( \hat{\mathcal{L}}(\theta) = 2b - \mathcal{L}(\theta) \), at which point gradient ascent is performed. That is, when the training loss value is near the hyperparameter $b$, gradient ascent and gradient descent alternate. Assuming one step down followed by one step up and a learning rate of $\epsilon$, then

$$
\begin{align*}
\theta_n &= \theta_{n-1} - \epsilon h(\theta_{n-1}) \\
\theta_{n+1} &= \theta_n + \epsilon h(\theta_n),
\end{align*}
$$

where $h(\theta) = \nabla_\theta \mathcal{L}(\theta)$. Brining $\theta_n$ into $\theta_{n+1}$ gives

$$
\begin{align*}
\theta_{n+1} &= \theta_{n-1} - \epsilon h(\theta_{n-1}) + \epsilon h(\theta_{n-1} - \epsilon h(\theta_{n-1})) \\
&\approx \theta_{n-1} - \epsilon h(\theta_{n-1}) + \epsilon (h(\theta_{n-1}) - \epsilon \nabla_\theta h(\theta_{n-1}) h(\theta_{n-1})) \\
&= \theta_{n-1} - \frac{\epsilon^2}{2} \nabla_\theta ||h(\theta_{n-1})||^2 
\end{align*}
$$

The final result is equivalent to gradient descent with $\frac{\epsilon^2}{2}$ as the learning rate and a loss function of $||\nabla_\theta \mathcal{L}(\theta)||^2$. Therefore, modifying the loss function by flooding is equivalent to optimizing the gradient penalty term $||\nabla_\theta \mathcal{L}(\theta)||^2$ after the loss function of the training set is stabilized.

**Figure 3.** (a) shows that as the training set loss decreases, the test set loss starts to rise at a point. (b) shows that keeping the training set loss nearly constant induces the test set loss to decrease again.

The variant of flooding proposed by Wang et al. [29], instead of alternating gradient ascending and descending...
training with hyperparameter $b$ as the timing, alternates training with different learning rates from the beginning of training.

\[
\begin{align*}
\theta_n &= \theta_{n-1} - \epsilon_1 h(\theta_{n-1}) \\
\theta_{n+1} &= \theta_n + \epsilon_2 h(\theta_n),
\end{align*}
\]

where $\epsilon_1 > \epsilon_2$. Bringing $\theta_n$ into $\theta_{n+1}$ gives

\[
\begin{align*}
\theta_{n+1} &= \theta_{n-1} - \epsilon_1 h(\theta_{n-1}) + \epsilon_2 h(\theta_{n-1} - \epsilon_1 h(\theta_{n-1})) \\
&\approx \theta_{n-1} - \epsilon_1 h(\theta_{n-1}) + \epsilon_2 (h(\theta_{n-1}) - \epsilon_1 \nabla_{\theta} h(\theta_{n-1}) h(\theta_{n-1})) \\
&= \theta_{n-1} - (\epsilon_1 - \epsilon_2) h(\theta_{n-1}) - \frac{\epsilon_1 \epsilon_2}{2} \nabla_{\theta} \|h(\theta_{n-1})\|^2 \\
&= \theta_{n-1} - (\epsilon_1 - \epsilon_2) \nabla_{\theta} (L(\theta_{n-1})) \\
&+ \frac{\epsilon_1 \epsilon_2}{2(\epsilon_1 - \epsilon_2)} \|\nabla_{\theta} L(\theta_{n-1})\|^2.
\end{align*}
\]

The results are similar, with $\epsilon_1 - \epsilon_2$ as the learning rate and the loss function as $L(\theta_{n-1}) + \frac{\epsilon_1 \epsilon_2}{2(\epsilon_1 - \epsilon_2)} \|\nabla_{\theta} L(\theta_{n-1})\|^2$ for training. Hyperparameter $b$ is mainly selected by observing the training set and validation set loss curves, while the variant of flooding removes the selection problem of $b$, although two new parameters $\epsilon_1$ and $\epsilon_2$ are introduced, as long as $(\epsilon_1 - \epsilon_2) \in [1e-6, 1e-2]$. Figure 4 and Figure 5 show the variation of training loss and validation loss without and with flooding during our training process, respectively. The flooding parameters are set to $\epsilon_1 = 2e - 5$ and $\epsilon_2 = 1e - 6$

![FIGURE 4. Without flooding.](image)

### C. WHITENING TRANSFORMATION

In addition to providing more features to the pretrained model to help learn semantic information, we need to perform some processing on the sentence vector to satisfy the conditions for cosine similarity calculation, which is done after the model extracts the sentence features and is therefore called postprocessing [40]. Some previous work has shown that sentence vectors extracted using models such as BERT are anisotropic, which is an important issue to be addressed when calculating sentence similarity or extracting sentence representations. Therefore, Li et al. [41] proposed a flow-based model to improve the quality of the obtained sentence vectors, and Su et al. [39] found that the whitening operation in machine learning can also alleviate the anisotropy problem of sentence vectors and help improve the quality of sentence representation. Whitening is a linear transformation that transforms a vector of random variables with a known covariance matrix into a new vector whose covariance is an identity matrix and has been verified to be effective in improving the text representations in bilingual word embedding mapping. Reference [42] For cross-language sentences, even if two sentences express the same meaning, the output vector of the model may contain language-specific bias, which may be caused by the different number of training samples in different languages during pretraining or some specific grammar of each language. To solve this problem, we need to jointly map the vectors of both languages to the “third party language” by whitening.

Sentence vector whitening is essentially a transformation of the coordinate system of a sentence vector into a standard orthogonal basis, so we can directly change the mean of the sentence vector to 0 and the covariance matrix to a unit array. We suppose the set of row vectors is $\{x_i\}_{i=1}^N$ and perform the following transformation:

\[
\tilde{x} = (x_i - \mu)W
\]

such that the mean of $\{\tilde{x}_i\}$ is 0 and the covariance matrix is the unit matrix. When $\mu = \frac{1}{N} \sum_{i=1}^N x_i$, the covariance matrix of the original data $\{x_i\}$ is

\[
\Sigma = \frac{1}{N} \sum_{i=1}^N (x_i - \mu)^T (x_i - \mu)
\]

and

\[
\Sigma = \frac{1}{N} \sum_{i=1}^N x_i^T x_i - \mu^T \mu
\]

![FIGURE 5. With flooding.](image)

### TABLE 2. Hyperparameter settings.

| Parameters       | Value     |
|------------------|-----------|
| Batch size       | 4         |
| Epoch            | 10        |
| Optimizer        | AdamW     |
| Learning rate    | 1e-5      |
| Weight decay     | 0.01      |
| Max length       | 100       |
| Hidden dropout   | 0.1       |
| Activation Function | GELU |
Therefore, the covariance matrix of the transformed data $\{\tilde{x}_i\}$ is:

$$\Sigma = W^T \Sigma W$$ (9)

Our ultimate goal is to solve the following equation:

$$W^T \Sigma W = I \Rightarrow \Sigma = (W^{-1})^T W^{-1}$$ (10)

Since the covariance matrix $\Sigma$ is a semipositive definite symmetric matrix, the semipositive definite symmetric matrices all have SVD decompositions of the following form:

$$\Sigma = U \Lambda U^T,$$ (11)

where $U$ is an orthogonal matrix, $\Lambda$ is a diagonal array, and the diagonal elements are all positive, so it is straightforward to let $W^{-1} = \sqrt{\Lambda} U^T$ complete the solution:

$$W = U \sqrt{\Lambda}^{-1}$$ (12)

Finally, we can use Formula (6) to whiten the sentence representation across languages. In particular, when calculating $\mu$ and $W$, we use all vectors in both languages for calculation.

### V. EXPERIMENTS AND RESULT ANALYSIS

#### A. EXPERIMENTAL ENVIRONMENT AND DATA

To evaluate the effectiveness of the proposed approach, we designed cross-linguistic sentence similarity experiments under multiple conditions. In this paper, all experiments use the PyTorch framework to load pretrained models and perform training. The software environment for the experiments is the Linux operating system, the Google Colab development platform, and a Tesla K80 graphics card. More detailed parameter details are shown in Table 2.

In cross-language sentence similarity computation, there is no open source dataset for Chinese-Uyghur sentence pairs. Therefore, we analyzed how the STS-B [43] dataset was constructed. In this paper, 15,198 Tencent news headlines were collected as Chinese data in the news context and translated into Uyghur accordingly by three Uyghur researchers, two of whom performed the translation simultaneously, and the third Uyghur researcher retranslated if the translation results were different. The 15198 Uyghur sentences obtained from the translations were combined with Chinese sentences as 15198 pairs of positive samples. Then, three Uyghur researchers modified the Uyghur sentences one by one to invert the semantics of their texts. The new Uyghur sentences were combined with Chinese sentences as 15198 pairs of negative samples, and the final dataset consisted of 30396 pairs of Chinese-Uyghur samples. Example sentences are shown in Table 3.

#### B. EXPERIMENTAL DESIGN AND EVALUATION METRICS

The training set and validation set ratio is 8:2, and the validation set evaluation metric is the F1 score. The F1 value is the summed average of the precision rate (P) and recall rate (R) and integrates both precision and recall metrics, as follows:

$$P = \frac{TP}{TP + FP}$$
$$R = \frac{TP}{TP + FN}$$
$$F1 = \frac{2 \times P \times R}{P + R}$$ (13)

The inference stage is judged by the cosine similarity. Let two sentence vectors $U = [u_1, u_2, u_3, \ldots, u_n]$ and $V = [v_1, v_2, v_3, \ldots, v_n]$: the cosine similarity of these two sentence vectors is calculated as follows:

$$sim = \sum_{i=1}^{n} \frac{u_i \times v_i}{\sqrt{\sum_{i=1}^{n} (u_i)^2} \times \sqrt{\sum_{i=1}^{n} (v_i)^2}}$$ (14)

#### C. EXPERIMENTAL RESULTS AND ANALYSIS

The following experiments all train 10 epochs and record the highest F1 score on the validation set. The baseline methods compared with our method are the BiLSTM-CNN-based model proposed by Liu et al. [22] and the LSTM-attention-based model proposed by Zhang et al. [30].

The method proposed by Liu et al. is divided into three main parts. The first part is based on cross-lingual bilingual pretraining, the second part is a cross-lingual sentence feature extractor consisting of Bi-LSTM and a CNN, and the third part is a fully connected layer for cross-lingual parallel and nonparallel sentence classification. Specifically, Liu et al. first pretrained bilingual word embeddings by mapping them

### Table 3. Training data samples.

| Chinese sentences | Uyghur Sentences | Label |
|-------------------|------------------|-------|
| 最近蔬菜价格有些上涨 | تېز وېرئېل ئۇيغۇرلىيەك چوڭ انسى ېېر دالىز وۇئسمىي | 1 |
| 最近蔬菜价格有些上涨 | تېز وېرئېل ئۇيغۇرلىيەك چوڭ انسى ېېر دالىز وۇئسمىي | 0 |
| (Vegetable prices have risen somewhat recently) | (Recent slight increase in vegetable prices) | 1 |
| (Vegetable prices have not increased recently) | (Vegetable prices have not increased recently) | 0 |
| (Sunshine has many benefits) | نئىمارا ئاھلىەئەلىئىنى ئۇزۇن ىاپىدىسى بار | 1 |
| (The benefits of sunshine are not great) | نئىمارا ئاھلىەئەلىئىنى ئۇزۇن ىاپىدىسى بار | 0 |

2. https://github.com/XuZhangp/MGF
TABLE 4. Experimental results on our datasets.

|                  | R (Recall) | P (Precision) | F1    |
|------------------|------------|---------------|-------|
| BiLSTM-CNN (Liu et al., 2020) [22] | 75.12%     | 68.64%        | 71.73%|
| LSTM-attention (Zhang et al., 2020) [30] | 82.42%     | 76.15%        | 79.16%|

TABLE 5. XLM-Roberta final layer output vector validation set F1 score.

|                              | [U; V]   | [U; V; |U − V]| | [U − V] |
|------------------------------|----------|--------|--------|--------|
| No features are added        | 33.13%   | 66.16% | 83.22% |
| Emotional features are added  | 39.82%   | 84.73% | 64.97% |
| Sentence length features are added | 31.78% | 96.85% | 97%    |
| Sentence length and emotional features are added | 33.58% | 80.15% | 97.51% |

TABLE 6. XLM-Roberta penultimate layer output vector verification set F1 score.

|                              | [U; V]   | [U; V; |U − V]| | [U − V] |
|------------------------------|----------|--------|--------|--------|
| No features are added        | 33.01%   | 42.02% | 84.53% |
| Emotional features are added  | 48.25%   | 97.69% | 97.71% |
| Sentence length features are added | 33.47% | 97.71% | 98%    |
| Sentence length and emotional features are added | 33.58% | 98.07% | 97.78% |

TABLE 7. Result after U, V vectors are whitened.

|                              | [U; V]   | [U; V; |U − V]| | [U − V] |
|------------------------------|----------|--------|--------|--------|
| No features are added        | 60.27%   | 70.31% | 85.04% |
| Emotional features are added  | 63.29%   | 96.53% | 96.88% |
| Sentence length features are added | 61%    | 97.77% | 97.29% |
| Sentence length and emotional features are added | 60.41% | 98.33% | 98.16% |

TABLE 8. Comparison of experimental results of the flooding variant.

|                              | [U; V]   | [U; V; |U − V]| | [U − V] |
|-----------------------------|----------|--------|--------|--------|
| without whitening           | 34.83%   | 98.83% | 97.41% |
| with whitening              | 61.97%   | 98.97% | 98.32% |

TABLE 9. Baseline results after introduction of a priori information and whitening.

|                              | without whitening | with whitening |
|-----------------------------|-------------------|----------------|
| No features are added        | 71.73%            | 75.29%         |
| Emotional features are added  | 72.41%            | 76.4%          |
| Sentence length features are added | 71.74% | 77.12%        |
| Sentence length and emotional features are added | 75.91% | 80.19%        |

The results of training 10 epochs are shown in Table 4. The batch size is 16, the learning rate is 1e-3, and the optimizer is Adam.

Our method uses the same model pretraining technique as the method of Liu et al. The difference is that Liu et al. performed manual pretraining, while we use the pretrained model directly and also consider combinations of different vectors, such as the absolute difference of elements. Liu et al. did not consider introducing certain features of the sentence, while Zhang et al. considered introducing different features of the sentence. We differ from them in that we consider the anisotropy of the vectors, and to alleviate this problem, we whiten the vectors.

A comparison of Table 5 and Table 6 clearly shows that the output of the penultimate layer using XLM-Roberta is better than the output of the last layer. One reason for this is that the features used in the pretraining process are layer-1, so the features learned in layer-1 are specific to the pretraining task; however, the sentence similarity is not a pretrained task, at which point the features in layer-1 are no longer the optimal choices. In the following, we analyze the results of Table 6.

First, in terms of vector splicing, [U; V] is the worst, and it is difficult for the model to distinguish anything from the two sentence vectors alone. The [U; V; |U − V|] and [U − V] effects are greatly improved compared to the [U; V] effect, both of which have in common that they contain [U − V], indicating that the absolute value of the difference between the two sentence vectors can clearly reflect the degree of similarity or dissimilarity of two sentences. In particular, [U − V] is only half of [U; V] in terms of the number of parameters in this splicing method.

Then, using the penultimate layer of features, we whiten the vector, and the results are shown in Table 7. From the results in Table 7, for some methods with poor feature splicing, the introduction of whitening greatly improves the results. The reason for this is that the vectors after whitening are in the standard orthogonal basis when the anisotropy problem of the vectors is alleviated so that each vector is more accurately represented for the sentence. This is also true for examples where fewer additional features are introduced.
Second, from the results of feature introduction, adding both sentence length features and sentiment features has the best effect, and the final result also decreases after removing sentiment features, which indicates that sentiment features play a role. Next, using the output of the −2 layer and adding sentence length and sentiment features as the baseline, we introduce the flooding variant method to retrain the three different splicing methods (where the parameters of the flooding variant are $\varepsilon_1 = 2e^{-5}$ and $\varepsilon_2 = 1e^{-6}$), and the final results are shown in Table 8.

From the results in Table 8, the F1 score of the structure $[U; V; |U - V|]$ is still the highest, and except for the improved results of the feature splicing method $[U; V; |U - V|]$, the results of the other two feature splicing methods also have different degrees of improvement, which proves that the floating variant can alleviate overfitting well and improve the performance of the model. There is a significant improvement in the results after using the whitening method.

In particular, to verify the generalizability of the two methods of introducing prior knowledge of sentences and whitening, we introduced these two methods into the model of Liu et al. [22] and trained them, and the results are shown in Table 9. The results increased to different degrees, indicating that the benefits of these two methods are not specific to a particular model.

After training, the best-performing model on the validation set was loaded for testing. Five sets of sentences were randomly input for testing, and Table 10 shows the results of the similarity computation of our method and the comparison method for the test sentences, where Word2vec is derived from the pretrained word vector provided by fastText proposed by Joulin et al. [44]. The value of the result is in the range of $[-1, 1]$, and the larger the value is, the more similar the two sentences are.

### Table 10. XLM-Roberta penultimate layer output vector verification set F1 score.

| Test sentences | Word2vec (Comparison between Chinese) | LSTM-attention (Zhang et al., 2020) | Method in this article (without whitening) | Method in this article (with whitening) |
|----------------|--------------------------------------|------------------------------------|-------------------------------------------|----------------------------------------|
| 我喜欢这个东西 (I like this stuff) | 0.71399 | 0.805381 | 0.902714 | 0.947112 |
| 你为什么不喜欢我 (Why don't you like me?) | 0.62112 | 0.583357 | 0.366666 | 0.374768 |
| 他无法战胜我 (He can't beat me) | 0.681012 | -0.599861 | 0.851147 | 0.393781 |
| 我可以握紧手 (I can hold your hand) | -0.140931 | -0.333329 | -0.271384 | -0.604729 |
| 这个数据集不可用 (This dataset is not open source) | -0.131727 | 0.13094 | -0.331294 | -0.344791 |

### Table 11. Classification accuracy of grammatically incorrect sentences with the model trained by adding various features.

| Accuracy | No features are added | Emotional features are added | Sentence length features are added | Sentence length and emotional features are added |
|----------|-----------------------|-------------------------------|----------------------------------|-----------------------------------------------|
| Accuracy | 60.00%                | 70.00%                        | $\$0.00\$                        | $\$0.00\$                                    |

To explore the effects of introducing sentence length and sentiment features in downstream task training on the model’s understanding of sentence syntax, we designed a set of discrete prompt [45] experiments, as shown in Figure 6. Each sample includes one Chinese sentence and one Uyghur sentence, where Uyghur is provided by Uyghur researchers. We have a total of 20 training samples, 10 of which have grammatical errors, and the other 10 have no grammatical errors, with a training set to validation set ratio of 6:4. The preceding Chinese sentences are fixed to ask whether the following Uyghur sentences have grammatical errors, and a place to fill in the answers is left for the model to make predictions. We extracted the last column of the trained model in Table 6 for the experiment. There were 10 samples in the test set, with 5 samples with and 5 samples without grammatical errors. The results are shown in Table 11. Introduction of sentence length and sentiment features is helpful for the model to understand grammatical features.

In summary, the method provided in this paper helps the model train and understand the semantics by providing prior knowledge of the language, such as sentence length and sentiment features, during the training process and alleviates the vector anisotropy problem by the whitening method during postprocessing. In contrast, the baseline method only...
We consider introducing adversarial training [50]–[52] and other robustness-enhancing methods to further improve the accuracy of similarity computation.

VI. CONCLUSION

In this paper, we propose a cross-lingual sentence similarity calculation method based on semantic and structural features. By introducing the a priori features of sentiment and length in the calculation process, more accurate sentence similarity results can be obtained. The experimental results show that the pretrained model used in this paper works well on the validation set and that the final test results are better than those of the baseline method. Our next step is to expand the dataset as much as possible (the dataset will be freely available to the research community) and explore fusing additional feature information of sentences to continue improving the performance of cross-linguistic sentence similarity computation. Considering the large number of languages, nearly a hundred, even for common languages, we also studied the performance of small-sample learning [46], [47] for the many-to-many cross-language sentence similarity problem and the latest prompt-based methods [45], [46], [48], [49] to transform the problem into a pretraining task to avoid the effect of errors generated during the extraction of sentence vectors. We consider introducing adversarial training [50]–[52] and other robustness-enhancing methods to further improve the accuracy of similarity computation.
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