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Abstract Using fully kinetic particle-in-cell modeling, we investigate how magnetic reconnection responds to a varying guide field in one of the inflow regions. We find that the reconnection rate varies significantly when the orientation of the magnetic field changes between being strictly antiparallel and having a guide field. These variations are fairly consistent with the scaling relation for asymmetric reconnection developed by Cassak and Shay (2007). However, the rate is also found to be nonlinearly modulated by changes in the ion inflow velocity. The spatio-temporal change in the inflow velocity arises as the magnetic forces reconfigure to regions of different magnetic field strengths. The variations in the inflow magnetic field configuration allow for different gradients in the magnetic field, leading to asymmetries in the magnetic tension force. By momentum conservation, this facilitates asymmetries in the inflow velocity, which in turn affects the flux transport into the reconnection site. The outflow is found to be less laminar when the inflow varies, and various signatures of the inflow variations are identified in the outflow.

Plain Language Summary Magnetic reconnection can be described as magnetic explosions, where energy stored in magnetic fields is converted into heat and movement of particles. It can happen in all environments where magnetic fields and charged particles interact, such as in the Sun, planetary magnetospheres, and in fusion reactors on Earth. In this article, using numerical simulations, we present new insight into how magnetic reconnection behaves when the magnetic fields vary during the reconnection process.

1. Introduction

Magnetic reconnection is a process where stored magnetic energy is converted into kinetic and thermal plasma energy. This energy conversion is caused by a macroscopic change in the magnetic topology. How this process evolves is highly dependent on the conditions of the magnetic fields and plasma in which it occurs. Significant multiscale differences in configuration, evolution, and efficiency of the reconnection process have been shown to depend on both the initial symmetry, shear and magnitudes of the magnetic field, and the temperature, composition, distribution, and dynamics of the plasma (Dargent et al., 2019, 2017; Pritchett & Coroniti, 2004; Swisdak et al., 2003; Tenfjord et al., 2018, 2020; Toledo-Redondo et al., 2021).

Magnetic reconnection can occur in many different locations in our magnetosphere, but the two main types of reconnection are dayside and nightside reconnection. In general, nightside reconnection is more symmetric, while dayside reconnection happens between very different plasma regimes, including strong gradients in particle density, temperature, magnetic field strength, and different magnetic shear. Both dayside and nightside reconnection have been modeled and observed extensively in the last couple of decades, with great strides being made in our observational capabilities since the launch of the magnetospheric multiscale (MMS) mission in 2015 (Burch & Phan, 2016).

In dayside reconnection, the magnetic field of the Earth connects directly with the interplanetary magnetic field (IMF) carried by the solar wind. From theory, large scale modeling, and observations we know that the direction of the IMF relative to the magnetic field of the Earth is crucial in determining how their interaction will occur (Fuselier et al., 2011; Trattner et al., 2017, 2007). In most cases of dayside reconnection, Earth’s planetary and the IMF are not strictly antiparallel, meaning that the reconnecting fields are only the components of the total fields that happen to be antiparallel. During such guide field or component magnetic reconnection, the dynamics and global behavior of the reconnection process is modified on all scales compared to the strictly antiparallel
scheme. The addition of a guide field alters the kinetic behavior of the particles in the diffusion region (Goldman et al., 2011; Pritchett & Mozer, 2009) and the global configuration and efficiency of reconnection as a whole (Pritchett, 2005; Pritchett & Coroniti, 2004; Swisdak et al., 2005; Trattner et al., 2017).

Great progress has been made toward understanding symmetric, asymmetric, and guide field magnetic reconnection, both through modeling and observations (e.g., Burch et al., 2016; Cassak & Fuselier, 2016; Chen et al., 2017; Fuselier et al., 2017; Hesse et al., 2016, 2021; Torbert et al., 2018; Wilder et al., 2018). Several simulation studies compare how similar reconnection schemes are modified by changing one or more of the initial conditions (Dargent et al., 2020; Kolstø et al., 2020a, 2020b; Spinnangr et al., 2021; Tenfjord et al., 2019, 2020). As the Sun, the solar wind and the magnetosheath are highly dynamic, it is of great importance to understand how a reconnecting system responds to variations in the inflow conditions, in particular for dayside reconnection. Scenarios such as variations in the IMF, flux rope coalescence (Akhanian-Tafsi et al., 2020, 2019; Zhou et al., 2017), and reconnection (Poh et al., 2019) all give rise to reconnection events where the inflow magnetic shear angle varies. With this in mind, we employ in this study 2.5D fully kinetic particle-in-cell (PIC) simulations to investigate how the transition between different inflow conditions occur, by imposing asymmetric variations in the inflow magnetic field during one simulation of a reconnection event. By effectively turning on and off a guide field in one of the inflow regions by rotating the magnetic field into the out-of-plane direction, we find variations in both large and small scale dynamics of the system.

The reconnection rate shows significant temporal variations associated with the transient field variations. Consequently, the system is prevented from settling to a quasi-steady state through almost the full simulation time. We find that the variations in the reconnection rate cannot be fully explained by common scaling schemes such as the symmetric Sweet-Parker (Cassak et al., 2017; Comisso & Bhattacharjee, 2016; Y. H. Liu et al., 2017) or general Cassak and Shay (2007) scaling. In particular, we find that nonlinear effects become important, as changes in the reconnection rate precede changes in the inflow, leading to overshoots in the rate. As the rate varies, so does the flux transport into and out of the reconnection site. We also identify large scale structures in the exhaust that can act as signatures of varying inflow conditions, which are very different from the otherwise laminar exhaust of normal, antisymmetric reconnection.

The structure of the article is as follows: In Section 2, we describe the simulation setup we have employed in this study. In Section 3, we investigate how the reconnection rate varies with the variations in the inflow. Section 4 is a closer investigation of the flux transport into the reconnection site, while, in Section 5, we investigate how the exhaust responds to the inflow variations. Section 6 is a summary of our results with some discussion.

2. Simulation Setup

We utilize two fully kinetic, 2.5D PIC simulations, both based on the code described by Hesse et al. (1999), initializing a Harris current sheet of half-width $l = 1 d_t$. Lengths are normalized to the ion inertial length, $d_t = \frac{c}{\omega_{pi}}$, where $\omega_{pi} = \sqrt{n_e m_i}$ is the ion plasma frequency with $n_0$ being the initial Harris current sheet density and $m_i$ is the ion mass. Time is normalized to the inverse ion cyclotron frequency, $\Omega_i^{-1} = \frac{m_e}{\mu m_i}$, where $B_0$ is the initial asymptotic magnetic field, and we employ a time step of $\omega_{pi} \delta t = 0.5$. Densities are normalized to $n_0$, and velocities are normalized to $v_A = B_0/\sqrt{\mu n_0 m_i}$. A highly localized perturbation is employed, initializing the magnetic reconnection process. In our coordinate system, $x$ is the reconnection outflow direction, $y$ is the initial current direction, and $z$ is the inflow direction. The boundary conditions are periodic in the $x$-direction and specular reflection in the $z$-direction. We use a total of $1 \times 10^9$ macro-particles, and the size of the simulation domain is $204 d_t \times 102 d_t$, divided into a grid of $3,200 \times 3,200$ cells. The ions and electrons have a mass ratio of $m_e/m_i = 25$ and their temperature ratio is $T_e/T_i = 0.2$. The ratio of the ion plasma frequency to the electron cyclotron frequency is $\omega_{pi}/\Omega_e = 2$.

We refer to the two simulations as the baseline run and the varying run, where the varying run includes an asymmetric, varying magnetic field contribution in the $y$-direction with associated current modifications, but is otherwise identical to the baseline. Our initial magnetic field configuration is:

$$B_z = B_0 \tanh(z/l) \ f(z)$$

(1)
The function \( f \) modifies the magnetic field direction, effectively turning on and off the guide field. The factor \( z_j \) in \( f(z) \) specifies the locations in the inflow regions where the field direction changes, which we have set as \([5 7.5 10 12.5]d_i\), creating two horizontal bands of positive \( B_y \) in the inflow region above the current sheet. The factors \( \alpha = 0.15 \) and \( \lambda = 0.25 \) serve to modify the magnitude and steepness of the variation, respectively. When \( |z - z_j| \) is large, \( f = 1 \), which is the case everywhere for the baseline run where Equations 1 and 3 reduce to the normal Harris configuration. Our magnetic field configuration ensures that the magnitude of the total magnetic field stays constant when the field changes direction. Hence, only the magnetic field components change, while the total magnetic energy density remains the same. Figure 1 shows the initial values of the magnetic field profile and the ion density for both runs. In Figure 2, we give an overview of the time evolution of the \( y \)-directed magnetic field for both runs and the total \( y \)-directed current for the varying run. In the first panel of the middle column, we label different regions of the inflow that will propagate through the simulation. We will continue to use these labels for referencing throughout the text.

### 3. The Reconnection Rate

The reconnection rate tells us how fast the reconnecting system is able to convert magnetic energy into plasma kinetic and thermal energy, and therefore says something about how effective the reconnection process is. In Figure 3, we show the amount of reconnected flux, \( \Phi \), and the reconnection rate, \( d\Phi/dt \), as functions of time. By looking at the reconnected flux, we see that the baseline reconnects more efficiently, and has converted about 12% more magnetic energy in the same amount of time compared to the varying run at the end of the runs. Based on earlier studies, this is about the same reduction we could expect from introducing a uniform guide field in the whole box (Huba, 2005; Ricci et al., 2004; Swisdak et al., 2005).

When we compare the reconnection rates, we see that the two runs behave very similarly until they start to deviate significantly around \( t = 40 \). The baseline run exhibits the expected behavior, with a fast increase in the rate followed by a slow and steady decline as the amount of magnetic energy available in the system is being depleted. The varying run on the other hand, shows significant variations in the rate, which coincide with the varying inflow conditions. As a first step in analyzing these variations, we develop a scaling relation based on the reconnection rate scaling for asymmetric reconnection developed by Cassak and Shay (2007). They find a general expression for the reconnection electric field in an asymmetric configuration:

\[
E \sim \left( \frac{B_y B_z}{B_z^2 + B_y^2} \right) v_{out} \frac{2\delta}{L}
\]  

Figure 1. Cut along \( Z \) through the center of the box showing the initial values of the magnetic fields and the ion density for the varying run (left) and the baseline run (right). The total magnitude of the magnetic field (\( B = \sqrt{B_x^2 + B_y^2} \)) is the same in both runs.
Figure 2. Overview of the evolution of the $y$-directed magnetic field in the two runs, as well as the $y$-directed current in the varying run. The contours show the in-plane magnetic field. We have labeled the regions of different magnetic field configurations in the top inflow region to refer to them more easily in the analysis later. When the decimal is 0, the $B_y$ is also 0.

Figure 3. Panel (a) shows the total amount of reconnected flux as a function of time for the two runs. Panel (b) shows the reconnection rate as a function of time for the two runs, as well as the baseline run rescaled to the variations in the inflow magnetic field, as described in the text.
where $B_1$ and $B_2$ are the asymmetric magnetic field magnitudes in the inflow regions, $v_\text{out}$ is the outflow speed, and $\gamma$ is the aspect ratio of the diffusion region. They also find a general expression for the outflow speed, which in our runs reduces to:

$$v_\text{out}^2 \sim \frac{B_1 B_2}{\rho}$$

(5)

Here, we use their expressions for a symmetric density distribution. In the baseline run, the density is symmetric, while in the varying run some small asymmetries develop during the course of the run. The $\rho$ we use in Equation 5 for the varying run is the average $\rho$ above and below the current sheet. The ratio of the density difference between the two inflow regions to this average density is small compared to the corresponding ratio for the magnetic field, $(\rho_1 - \rho_2)/(\rho) \lesssim 0.25$ while $(B_1 - B_2)/(B) \sim 0.8-1.2$, and we ignore them in this analysis. Equations 4 and 5 can be interpreted as the reconnection electric field and the outflow velocity based on the effective magnetic field in the inflow, respectively.

Dividing Equation 4 for the varying run, $E_v$, by that for the baseline run, $E_b$, we find a scaling factor for the reconnection electric field:

$$\frac{E_v}{E_b} \sim \frac{\sqrt{B_1 B_2}}{B} \frac{\sqrt{B_1}(\sqrt{\gamma} + \frac{\sqrt{\gamma}}{L})}{B} = \frac{2(B_1 B_2)^{\frac{1}{2}}}{B_1 + B_2}$$

(6)

The magnetic field below the current sheet in the varying run, $B_2$, behaves in the same way as the baseline magnetic field, $B$, $(|B - B_2| \lesssim 0.2)$, so we can set $B_2 = B$ in Equation 6, which then reduces to:

$$\frac{E_v}{E_b} \sim \frac{2(B_1)^{\frac{1}{2}}}{B_1}$$

(7)

The right hand side of Equation 7 is now a scaling factor, only dependent on the magnetic field strengths, which we can use to compare the reconnection rate in our varying run with what has been reported for constant (or global) asymmetric configurations. In Figure 3b, we have plotted the baseline run rescaled with this factor together with the original rates from the two runs. The slight shift in time between the variations in the guide field rate and the rescaled baseline rate happens because we pick values for $B_1$ and $B_2$ 1 $d_t$ away from the X-point, meaning the scaling factor uses a reduced field strength before it actually arrives at the reconnection site. We see that by rescaling the baseline with the magnetic field variations in the varying run, we capture some of the overall behavior observed in the varying run, but there are still major differences between the rescaled baseline run and the varying run. Most notably, we see that the rescaling does not capture the overshoots in the rate occurring around $t = 50$ and $t = 100$ in the varying run. Also, for the second rate reduction between $t = 110$ and 135, the rescaling predicts a much larger rate reduction than the actual rate observed in the varying run. These differences indicate that there are important dynamics other than just the imposed field variations that dictate the behavior of the reconnecting system.

We can also use Equations 4 and 5 directly to estimate the reconnection rates based on the inflow conditions. In Figure 4, we have plotted the reconnection rates of the two runs, calculated using two different methods. The magenta and blue lines show the rates calculated based on the reconnection electric field for the baseline and the varying run respectively. These are the same rates as in Figure 3b. The turquoise lines in Figure 4 show the rates calculated using Equations 4 and 5 directly, with values for the magnetic field and density taken at $Z = \pm 3$ above and below the X-point, and assuming $\gamma L = 0.1$. Again, we see the large reductions in the rate are captured and to some degree overestimated, while the overshoots are not captured at all. The large difference between the rates before about $t = 40$ is artificial, as Equation 4 cannot give the correct rate before reconnection is ongoing. The larger delay between the two calculation methods compared to the delay when we do the scaling occurs because we must extract the relevant values further away from the current sheet when we apply Equation 4 directly, in order for expressions to be applicable. Closer to the X-point, the magnetic field strength is reduced, and using these values in Equation 4 therefore significantly underestimates the rates, while in the scaling it only modifies the actual rate, so the magnitude is not significantly affected by where we extract the values. The choice of aspect
ratio = 0.1 has been shown to be a reasonable value in many different reconnection configurations (Cassak et al., 2017; Comisso & Bhattacharjee, 2016).

The scaling of the reconnection rate presumes a quasi-steady state, and as we will see in the next section, our system is not quasi-steady until the variations in the inflow have convected downstream of the X-point. Since the reconnection rate is a measure of how efficiently the reconnection process converts magnetic flux, it says something about how efficiently the flux is transported into and out of the reconnection region. This means that the system must somehow adjust the flux transport into the reconnection site in response to the variations in the magnetic field. We will analyze this further in the next section.

4. Flux Transport Analysis

In the previous section, we saw that the reconnection rate is significantly affected by the varying inflow conditions, but not in a manner that is consistent with the magnetic field configurations alone. In this section, we investigate more closely how the reconnecting system readjusts itself to the variations in the inflowing magnetic field. In Figure 5, we show the evolution of $B_y$, $|B_x|$, the ion $v_z$, and density $n$, and $E_y$ as a function of time, together with the reconnection rate. To construct these plots, we have taken slices along $z$ through the X-point for every time step of the simulation, and then plotted these slices consecutively with time on the x-axis. All the variables in each slice are averaged over a distance 0.1 $d_i$ to both sides of the X-point to reduce noise. The dark gray lines in panels a through e are lines of constant values of the magnetic vector potential, $A$, defined by $\mathbf{B} = \nabla \times \mathbf{A}$. We construct these lines by extracting values of $A$ for each time step along the same slices as described above. They indicate the motion of given magnetic fields lines in the inflow region. The black line around $z = 0$, where the gray lines converge, is the position of the dominant X-point.

In Figures 5a and 5b, the regions where the direction of the magnetic field is turned toward the $y$-direction are seen as bands of enhanced and decreased magnitudes of $B_y$ and $B_x$, respectively, that move in toward the reconnection site as time progresses. These bands correspond to the initial bands of magnetic field labeled regions 1.1 and region 2.1 ($B_y = B_x = 0.7$) in Figure 2, while the regions inside and between the two bands correspond to region 1.0 and 2.0 ($B_y = 0$). In Figure 5c, we see that as regions 1.1 and 2.1 move toward the reconnection site (from around $t = 48$ and $t = 93$), a significant asymmetric increase in the inflow velocity occurs. This is the case for both regions, but it is especially apparent for region 2.1. The change in inflow velocity somewhat precedes the change in the magnetic field, evident from the fact that the velocity asymmetry both builds up and recedes before the equivalent change in the magnetic field arrives at the X-point.

We can explain this behavior and the offset in timing between the changes in the inflow velocity and the magnetic field by force balance arguments. The inflow velocity is to a large degree determined by how quickly the reconnection process convects the plasma out in the exhausts. To maintain pressure balance, the inflowing plasma is
heated to balance the pressure loss from convection to the outflow. If the convection of pressure out of the central region is not balanced by transport of plasma in the inflow, Alfvén waves are launched to adjust the inflow appropriately and vice versa, that is, the inflow and outflow are not independent of each other. In Figure 5d, we see that the initial current sheet density has already been convected into the exhaust around \( t = 40 \), before the changes in magnetic field start to interact with the reconnection process. The transport of the reconnection magnetic field component, \( B_x \), toward the X-point is governed by the strength of the field and the speed at which it is transported. Since \( B_x \) is lower in regions 1.1 and 2.1, the system must readjust itself to ensure that the flux is convected equally from the top and the bottom inflow.

Figure 5. Temporal evolution of inflow regions. Panels (a) through (e) shows cuts through the dominating X-point along the \( z \)-direction, each cut plotted as a function of time (see text for detailed description of plot construction). The dark gray lines in panels (a) through (e) are lines of constant values of \( A \), and the black line along the center shows the position of the X-point. Panel (a) shows \( B_y \), panel (b) shows the magnitude of \( B_x \). In both, we see regions 1.1 and 2.1 presented as bands of different field strength moving toward the X-point as time progresses. Panel (c) shows the magnitude of the ion inflow velocity, panel (d) shows the ion density in log scale, panel (e) shows the reconnection electric field, and the last panel shows the reconnection rate.
The changes in the inflow velocity when region 1.1 approaches the reconnection site can be understood by looking at the balance between the magnetic forces and the thermal pressure force. These forces can be expressed through the total momentum equation as:

\[ \rho \left( \frac{\partial v_z}{\partial t} + v_z \frac{\partial \vec{v}}{\partial z} \right) \sim 0 = \left( \vec{J} \times \vec{B} - \nabla P \right)_z \]

\[ = -\frac{\partial}{\partial z} \left( \frac{1}{2} B^2 + P \right) + B_x \frac{\partial B_z}{\partial x} \]  

where \( \rho \) is the ion mass density, \( v \) is the ion velocity, \( B \) is the magnetic field and \( P \) is the plasma pressure. As we will show later, the inertia terms are small and can be neglected in the following analysis. The first and second terms of the second line represents the magnetic and thermal pressures, respectively. The last term represents the magnetic tension, which becomes important as the field lines expands toward the diffusion region. Since the tension force is proportional to \( B_x \), the reduction of \( B_x \) inside regions 1.1 and 2.1 leads to a top-bottom asymmetry in the magnetic tension force. To intuitively understand the overshoot (and undershoot) of the reconnection rate described in the previous section, as well as the motion of the X-point which we discuss later in this section, we consider the variation in this tension term, both in its total magnitude and in the distribution between the two factors.

The initial conditions are a Harris sheet configuration with varying guide field, where the thermal and magnetic pressure are in balance. Once reconnection starts, and magnetic flux is convected toward the X-point, the field starts to deform, generating a gradient in \( B_z \) along the \( x \)-direction as it expands, giving rise to a tension force. Before region 1.1 gets involved in the reconnection process, that is, until approximately \( t = 45 \), the tension on the two sides is approximately symmetric.

When region 1.1 approaches the diffusion region, the symmetry of the tension force above and below the current sheet breaks down. To understand how the system reconfigures to accommodate the spatially asymmetric tension we look at the momentum equation along a cut through \( X = 102 \) along the \( z \)-direction. Figure 6a shows a map of the magnitude of the \( z \)-directed tension force around the reconnection site, with contours of the in-plane magnetic field. Notice region 1.1 between about \( Z = 3 \) and \( Z = 7 \), where the magnitude of the in-plane magnetic field is smaller, as indicated by the larger spacing between the contour lines. Panel (b) shows a cut along the \( z \)-direction through \( X = 102 \) of all the terms in Equation 8. The red line is the tension force, and the cyan dotted line is the inflow velocity. The purple and green lines are the inertia contributions, which we see are negligible. Both panels are for \( t = 50 \), corresponding to the time of the first peak reconnection rate.

![Figure 6](image_url)

Figure 6. Panel (a) shows a map of the magnitude of the \( z \)-directed tension force around the reconnection site, with contours of the in-plane magnetic field. Notice region 1.1 between about \( Z = 3 \) and \( Z = 7 \), where the magnitude of the in-plane magnetic field is smaller, as indicated by the larger spacing between the contour lines. Panel (b) shows a cut along the \( z \)-direction through \( X = 102 \) of all the terms in Equation 8. The red line is the tension force, and the cyan dotted line is the inflow velocity. The purple and green lines are the inertia contributions, which we see are negligible. Both panels are for \( t = 50 \), corresponding to the time of the first peak reconnection rate.
The thermal and magnetic pressure forces also respond to the dynamics induced by the tension force, seen in Figure 6b between $z = 2$ and $z = 3 d$. The expansion of the regions of lower tension force is also what facilitates the nonlinearity of the reconnection rate variations we observed in the previous section. Since the field deformation is not confined to the regions 1.1 and 2.1 of sheared magnetic field (finite $B_z$), the increased inflow velocity and its effect on the flux transport can reach the X-point before regions 1.1 and 2.1. This leads to the overshoots in the rate around $t = 50$ and $t = 105$ and explains why the rate does not drop as low as the scaling with the magnetic field magnitudes predicted for $t = 60–80$ and $t = 110–130$, so-called undershoots.

The detailed analysis of the flux transport in this section was motivated by the dynamics of the reconnection rate we presented in the previous section. It was clear that the rate variations could not be explained by the magnitude of the reconnecting field component alone (Equation 7). In Figure 5e, we see variations in the strength of $E_y$ that are associated with the variations in the inflow velocity and the $B_y$ component. At the times of the overshoots in the reconnection rate ($t = 50$ and $t = 105$), we see clear, continuous enhancements in the strength of $E_y$ a few $d_i$ away from the X-point in the top inflow. As regions 1.1 and 2.1 reach the X-point, the reduction of the $B_y$ component is large enough that the $E_y$ and the reconnection rate are reduced, but by the same argument, the increased $v_i$ makes this reduction less than it would have been if the inflow velocity remained the same.

We have seen in this analysis of the inflow that asymmetries in the magnetic tension force facilitate an increased inflow velocity from the top inflow region. By the same arguments, we can describe how the X-point moves back up to its original equilibrium position when reconnecting region 2.0 and after reconnecting region 2.1. We see this happening in Figure 5 between $t = 60$ and $t = 80$, and $t = 115$ and $t = 130$. The system finally settles in a quasi-steady state as region 2.1 is convected into the outflow and the inflow becomes symmetric again, from about $t = 140$ onwards. This simulation also emphasizes that a quasi-steady-state is not achieved immediately, and signatures of the reconfiguration are present during a significant portion of the simulation time. The different regions of magnetic shear in the inflow region are convected into the reconnection site with a velocity defined by the flux transport, which we have seen varies. Nevertheless, the transition between the two shear configurations happen over about 3–4 ion cyclotron times, and each configuration phase at the $x$-point lasts for about 10–30 ion cyclotron times, as can be seen in Figure 5. If we assume a magnetic field strength of 20 nT, which is typical for the dayside magnetosheath (Toledo-Redondo et al., 2021), one ion cyclotron time corresponds to 3 s. The turning of the magnetic field in this simulation therefore occurs in about 10 s, and the duration of each configuration phase at the reconnection site is in the order of one minute. In the next section, we will see that the modulations to the reconnection rate caused by non-steady inflow conditions are also manifested in the outflow magnetic and electric fields.

5. Exhaust Structure

As discussed in the previous section, the behavior of the inflow and the outflow are interconnected, and it is therefore natural to assume that the variations in the inflow will affect the outflow. In Figure 7, we have plotted variables in the outflow using the same approach as in Figure 5. Here, the slices are taken along the $x$-direction through $z = 0$ instead of following the X-point along the $z$-direction. As we saw in the previous section, the X-point does move up and down during the reconnection process. We still chose to cut through $z = 0$ as the effect of this vertical movement is more local in and around the diffusion region, while in this analysis we will investigate general features further out in the outflow that are unaffected by this dynamic. From the top to bottom in Figure 7, we show $B_z$ and $B_y$, the electron outflow velocities $v_e$ and $v_i$, the ion density and the reconnection electric

$(z \lesssim -3)$. However, closer to the reconnection site, $0.5 < |z| < 3$, the tension is stronger in the top inflow. This is also seen in Figure 6b (red line) where the tension is stronger for the top side close to the reconnection site, but is clearly reduced in region 1.1 ($z > 2.5 d_i$).

The reduced tension in region 1.1 allows the region to expand, which exerts a larger pressure force on the inner region (1.0). Region 1.0 is thus compressed, leading to a higher magnetic pressure and tension force in this region. The effect of this is an increase in $v_i$ in the top inflow, as seen in Figure 6b (dotted line). As a consequence of the enhanced $v_i$, the flux tubes ahead of the region of reduced tension are deformed further, as they experience a higher local transport toward the reconnection site. During this equilibration process, the current sheet is moved slightly downwards, as can be seen in the black line in Figure 5.

The field deformation is not confined to the regions 1.1 and 2.1 of sheared magnetic field (finite $B_z$), the increased inflow velocity and its effect on the flux transport can reach the X-point before regions 1.1 and 2.1. This leads to the overshoots in the rate around $t = 50$ and $t = 105$ and explains why the rate does not drop as low as the scaling with the magnetic field magnitudes predicted for $t = 60–80$ and $t = 110–130$, so-called undershoots.

The thermal and magnetic pressure forces also respond to the dynamics induced by the tension force, seen in Figure 6b between $z = 2$ and $z = 3 d$. The expansion of the regions of lower tension force is also what facilitates the nonlinearity of the reconnection rate variations we observed in the previous section. Since the field deformation is not confined to the regions 1.1 and 2.1 of sheared magnetic field (finite $B_z$), the increased inflow velocity and its effect on the flux transport can reach the X-point before regions 1.1 and 2.1. This leads to the overshoots in the rate around $t = 50$ and $t = 105$ and explains why the rate does not drop as low as the scaling with the magnetic field magnitudes predicted for $t = 60–80$ and $t = 110–130$, so-called undershoots.

The detailed analysis of the flux transport in this section was motivated by the dynamics of the reconnection rate we presented in the previous section. It was clear that the rate variations could not be explained by the magnitude of the reconnecting field component alone (Equation 7). In Figure 5e, we see variations in the strength of $E_y$ that are associated with the variations in the inflow velocity and the $B_y$ component. At the times of the overshoots in the reconnection rate ($t = 50$ and $t = 105$), we see clear, continuous enhancements in the strength of $E_y$ a few $d_i$ away from the X-point in the top inflow. As regions 1.1 and 2.1 reach the X-point, the reduction of the $B_y$ component is large enough that the $E_y$ and the reconnection rate are reduced, but by the same argument, the increased $v_i$ makes this reduction less than it would have been if the inflow velocity remained the same.

We have seen in this analysis of the inflow that asymmetries in the magnetic tension force facilitate an increased inflow velocity from the top inflow region. By the same arguments, we can describe how the X-point moves back up to its original equilibrium position when reconnecting region 2.0 and after reconnecting region 2.1. We see this happening in Figure 5 between $t = 60$ and $t = 80$, and $t = 115$ and $t = 130$. The system finally settles in a quasi-steady state as region 2.1 is convected into the outflow and the inflow becomes symmetric once again, from about $t = 140$ onwards. This simulation also emphasizes that a quasi-steady-state is not achieved immediately, and signatures of the reconfiguration are present during a significant portion of the simulation time. The different regions of magnetic shear in the inflow region are convected into the reconnection site with a velocity defined by the flux transport, which we have seen varies. Nevertheless, the transition between the two shear configurations happen over about 3–4 ion cyclotron times, and each configuration phase at the $x$-point lasts for about 10–30 ion cyclotron times, as can be seen in Figure 5. If we assume a magnetic field strength of 20 nT, which is typical for the dayside magnetosheath (Toledo-Redondo et al., 2021), one ion cyclotron time corresponds to 3 s. The turning of the magnetic field in this simulation therefore occurs in about 10 s, and the duration of each configuration phase at the reconnection site is in the order of one minute. In the next section, we will see that the modulations to the reconnection rate caused by non-steady inflow conditions are also manifested in the outflow magnetic and electric fields.

5. Exhaust Structure

As discussed in the previous section, the behavior of the inflow and the outflow are interconnected, and it is therefore natural to assume that the variations in the inflow will affect the outflow. In Figure 7, we have plotted variables in the outflow using the same approach as in Figure 5. Here, the slices are taken along the $x$-direction through $z = 0$ instead of following the X-point along the $z$-direction. As we saw in the previous section, the X-point does move up and down during the reconnection process. We still chose to cut through $z = 0$ as the effect of this vertical movement is more local in and around the diffusion region, while in this analysis we will investigate general features further out in the outflow that are unaffected by this dynamic. From the top to bottom in Figure 7, we show $B_z$ and $B_y$, the electron outflow velocities $v_e$ and $v_i$, the ion density and the reconnection electric...
field, $E_y$, ending with the reconnection rate. The panels in the left column show the variables for the baseline run, while the ones in the right column are the varying run.

Looking at the panels in the baseline column, we see that the baseline run evolves smoothly, with a laminar outflow. The magnetic and electric fields are generated and convected symmetrically in both directions along $x$, and the initial current sheet is convected away smoothly. The electron velocities show well defined enhancements in both the $x$- and $y$-direction close to the middle of the $x$-axis. The enhancement in the $v_x$ corresponds to the embedded electron jet caused by the meandering motions of the electrons (Drake et al., 2008; Shuster et al., 2015;
Tenfjord et al., 2020). Just by a quick glance at the column showing the varying run it is easy to see that the varying inflow conditions have an impact on the structure of the outflow, making it significantly less laminar. We see clear signatures associated with the varying guide field that appear at the X-point and propagate downstream. With the exception of the initial pile-up of magnetic field $B_z$, and corresponding flux, that forms at round $t = 50$, these structures are not present at all in the baseline run. In both the magnetic and electric fields, as well as in the ion density, we see well defined regions where the $B_e$ component is being convected. We saw in the previous section that regions 1.1 and 2.1 become broader in time as they approach the X-point in the inflow when the flux transport is slower. We see the same broadening of these regions in the outflow in Figure 7h. Where there is no $B_e$, we see enhancements in both the $B_i$ component, the reconnection electric field and the ion density. Although the density was initially uniform and symmetric between the two inflow regions, the variations introduced by the varying inflow magnetic field leads to density variations in the outflow. For both runs, the first region of enhanced $B_v$ is associated with a density decrease. This density decrease is related to the decrease in the inflow density seen in Figure 5d. In contrast, the following flux pile-up region in the run with varying guide fields, forming at around $t = 85–105$, is associated with a density increase.

By considering the timing of their appearance in the outflow and their behavior as collective structures, in addition to their absence in the baseline run, we suggest that these transient structures in the outflow are formed as a consequence of the varying inflow conditions. An important implication of this is that structures originating in the inflow survive the reconnection process and are convected out in the outflow. This means that structured, nonlaminar outflows can be a consequence of the inflow conditions rather than the result of kinetic dynamics in the diffusion region. Such structures in the outflow may therefore be useful to infer the inflow conditions necessary to create them. Observations of large scale variations in the outflow can be a direct consequence of varying inflow conditions. However, the variations in the outflow can also be formed as an indirect consequence of the inflow variations, by the means of reconnection rate changes. The variation in $B_v$ is one example of this. A higher reconnection rate means more flux transport in the outflow, while a lower rate leads to slower transport of $B_v$ flux. These variations in formation rate and propagation speed of $B_v$ lead to the formation of flux pile-up regions where the magnitude of $B_v$ is enhanced, when fast moving field lines catch up with slower moving field lines (Norgren et al., 2021). In Figure 7, we can see that the flux pile-up regions form during times of increased reconnection rate. Since we have shown that the reconnection rate variations are caused by the variations of the inflow guide field, we also conclude that secondary flux pile-up region in the run with varying guide field is a result of the varying guide field. In extension, we would also expect that similar $B_v$ variations in the outflow form in systems with a reconnection rate that varies due to other factors in the inflow or the diffusion region.

We also see differences in the electron dynamics between the two runs. Figures 7c and 7d show the electron outflow velocities, $v_{ex}$ and $v_{ey}$, respectively, for the baseline run, while Figures 7j and 7k show the same for the varying run. In the varying run, we have a significantly reduced outflow speed compared to the baseline run. Both $v_{ex}$ and $v_{ey}$ in the varying run are also significantly more structured compared to the laminar outflow in the baseline, exhibiting regions of electrons flowing in the opposite direction and with a lot of small scale structures of different velocity magnitudes. Comparing Figures 7c and 7j, we clearly see the embedded electron jets close to the X-point in the baseline run, while they are not distinct in the varying run. The electron jets associated with antiparallel symmetric reconnection with uniform inflow have been observed (Phan et al., 2007) and modeled (Hesse et al., 2008) to be faster than the $\vec{E} \times \vec{B}$ drift, suggesting that the jetting electrons are demagnetized. When reconnecting regions 1.0 and 2.0, we see an increase of the $v_{ex}$ close to the X-point, but this feature is destroyed when reconnecting regions 1.1 and 2.1. This is consistent with earlier studies of electron dynamics during guide field reconnection, where it has been shown that a guide field will deflect the $x$-directed electrons along the separatrices (Goldman et al., 2011). The regions of increased and decreased $v_{ex}$ magnitude close to the X-point in Figure 7j are therefore signatures of the system transitioning between the normal electron jet and the deflected electron flow respectively, in response to the variations in the magnetic field direction.

In addition to the various transient structures either directly associated with the convection of the $B_v$ magnetic field through the outflow and/or the variations in the reconnection rate, we also see a much higher rate of island production in the varying run. One large island forming around time $t = 95$ is clearly visible as it travels toward smaller $x$ (downwards in Figure 7), but at least four smaller islands form during the simulation. It is possible that the formation of multiple islands is a consequence of the many reconfiguration iterations the system undergoes in response to the imposed variations in the inflow magnetic field. Variations in the reconnection rate, motion of
the reconnection site, and various asymmetries could all conspire to facilitate a higher rate of island production, which also makes the outflow in general more structured. The mere presence of a guide field will also cause the system to generate secondary islands at a higher rate than in a purely antiparallel scheme (Drake et al., 2006). We observe island generation while both regions with and without a guide field are reconnecting, but since these regions are fairly narrow, it is not possible to determine if it is the presence of a guide field alone or a synergy of it and its variations that generate the islands. The presence of secondary islands is also known to affect the reconnection rate (e.g., Cassak et al., 2017), and they are a likely cause of the smaller rate variations we see on top of the large scale behavior caused by the varying inflow conditions.

Typical values for the proton density in the magnetosheath are 15–20 cm$^{-3}$ (Toledo-Redondo et al., 2021), making one ion inertial length in our simulations about 50–60 km. The larger scale structures we see in the magnetic and electric fields and the ion density vary in width between 10 and 30 $d_i$, meaning they are in the range of 500–1800 km wide. The smaller scale structures we see in the electron velocities and the ion density are just a few $d_i$ wide, corresponding to a few hundreds of km.

6. Summary and Discussion

We have investigated how a system undergoing collisionless magnetic reconnection reacts to varying inflow conditions by asymmetrically varying the configuration of the magnetic field in the inflow region. We found that such variations have significant influence on both the larger and smaller scale dynamics of the reconnecting system, as we see correlated variations in the reconnection rate, the flux transport and the structure of the exhaust. To a large extent, the overall behavior of the reconnection rate was found to be dictated by the magnitude of the reconnecting component of the magnetic field, consistent with the general scaling developed by Cassak and Shay (2007). However, significant deviations from the behavior predicted by the scaling were also identified while reconnecting regions 1.1 and 2.1. We found that as the reconnecting components became asymmetric, the ion inflow velocity increased on the side where the reconnecting component was reduced. The increased inflow velocity reduces the effect of the lower magnitude of $B_y$ on the reconnection rate by increasing the flux transport. This was possible because the magnetic tension force became asymmetric, being reduced in regions 1.1 and 2.1 as they approached the reconnection site, and increased right in front of the transition between regions with and without guide field. These dynamics caused $z$-directed convections of the reconnection site. In this study, we designed the simulation with varying guide fields on one side, similar to dayside reconnection with varying IMF. If the magnetic field variations were symmetric above and below the current sheet, the changes in velocity and flux transport would be the similar, but symmetric, and the X-point would not move.

We find the exhaust to be significantly less laminar when the inflow is varying, compared to a simulation with non-varying inflow conditions. Large scale structures of enhanced $B_z$, $E_y$, and ion density propagate through the exhaust. These structures form on flux tubes that had no $B_z$ in the inflow. In the magnetotail, regions of magnetic flux pile up, often referred to as dipolarizing flux bundles (where the dipolarization front is the leading edge), are often associated with a decrease in the density (e.g., J. Liu et al., 2013). This anticorrelation between $B_z$ and $n$ was observed for the first flux pile-up regions in both the baseline and varying runs. In contrast, the second flux pile-up region observed in the run with varying guide field was associated with a density increase. This conjugate increase of $B_z$ and $n$ is a result of the compression of flux tubes and the associated plasma. We would expect similar plasma compression to be present also at the first pile-up regions. However, in these regions, the decrease in density due to inflow density variations is much larger, and compressional effects are negligible in comparison.

It is clear that the reconnection process does not act as a filter for the variations in the inflow region. The imposed guide field variations are carried through the diffusion region and convected through the exhaust, as seen in Figure 7h. The variations in the magnitude of the $B_z$ component clearly coincide in time with the variations in the magnitudes of the inflow magnetic field. However, as we saw in Section 3, the reconnection rate shows significant variations in response to the varying inflow magnetic field. These variations in reconnection rate can lead to the formation of such structures of enhanced $B_z$, as discussed in Section 5. Although the $B_z$ structures coincide with the regions of low $B_z$ in the outflow, we cannot with certainty rule out that this may be a feature of the initial spacing of the $B_z$ bands in the inflow. Other sources of a varying reconnection rate could lead to similar structures in the outflow $B_z$. 
The x-directed electron flows close to the X-point seen in the baseline run are significantly reduced in the varying run while reconnecting the regions containing $B_x$. As discussed in Section 5, the absence of these flows is a result of the variation in the magnetic field direction. The guide field modifies the trajectory of the electron flow to be directed along the separatrices, that is, outside of the z-range we show in our plots. Additionally, smaller scale structures and variations in the magnitude of the outflow velocity in both directions are seen. The reconnection rate in the varying run is in general slightly lower than in the baseline run, consistent with a reduced outflow of flux, and less of the original current sheet is therefore seen to be convected away from the X-point in the varying run. Additionally, a much higher rate of island production contributes to make the varying run less laminar. Based on this, it is possible to argue that some variations and turbulence measured in the outflow are simply remnants of a fluctuating inflow, rather than a product of some kinetic dynamics in the diffusion region.

In summary, the varying guide field impacts the reconnection process in multiple ways, both directly and indirectly. Direct impacts include variations of the reconnection rate, transmission of the guide field to the exhaust and related modifications of the electron flows. Indirect impacts includes formation of multiple regions of magnetic flux pile-up in the exhaust that are associated with density increases, and nonlinear modifications to the reconnection rate. The close relation between variations in the inflow and the dynamics of the reconnection process we have identified in this simulation study could be further established through observations if we had simultaneous measurements in the reconnection outflow and inflow. This could be accomplished for example, by modifying the configuration of MMS to include an upstream monitor, or through conjunctions of multiple spacecraft observatories.

Data Availability Statement

Replication data for this study is available at (Spinnangr, 2021).
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