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Abstract

Using lattice approximations of $\mathbb{R}^d$, we develop a way to approximate stable processes that are represented by stochastic integrals over $\mathbb{R}^d$. Via a stable version of the Lindeberg-Feller Theorem we show that the approximations weakly converge as the mesh-size goes to zero. As an application, we improve upon previous approximation schemes for integrals with respect to linear fractional stable motions.
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1 Introduction

Stable integration is an important tool in the theory of \( \alpha \)-stable processes. Similar to the theory for Gaussian processes, it is known [ST94, Sec. 13.2] that all stable processes, satisfying mild conditions, can be constructed from integrals of the form

\[ X_t = \int_E f_t(x)M_\alpha(dx), \quad t \in T, \tag{1} \]

where \( M_\alpha \) is an independently scattered \( \alpha \)-stable random measure on the measurable space \((E, \mathcal{E})\) with control measure \( m \) and \( (f_t)_{t \in T} \) is a kernel such that \( f_t \in L^\alpha(E, \mathcal{E}, m) \) for all \( t \in T \). If \( T = \mathbb{R} \) and \( f_t = 1_{[0,t]} \) then \( X_t \) is an \( \alpha \)-stable Levy motion having independent and stationary increments (the symmetric case is the stable analog of Brownian motion).

In this work, we approximate the finite-dimensional distributions of (1) using a Riemann sum-type scheme. These approximations are useful for the dual purposes of intuition and simulation of stable processes. The weak convergence of our scheme is facilitated by a Lindeberg-Feller type stable limit theorem, which we have not previously seen in the literature.

A couple of different discrete approximations of stable processes have appeared previously in the literature. One approach is Lepage’s series which was improved upon in a series of papers by J. Rosinski (see [Ros01] and the references therein). In the present paper, we use a lattice approximation of stable integrals which extends, to \( f \in L^\alpha(\mathbb{R}^d) \), the “moving-average” discrete approximations of L-FSMs in [Dav70, Mae83, Ast83, DR85] corresponding to the case \( f_t = 1_{[0,t]} \). The work of [KM88] improved upon these earlier papers to obtain discrete approximations of slightly more general stable processes, while [AT92] showed that tightness of discretized L-FSMs cannot be achieved in the \( J_1 \)-Skorokhod topology. In [KT95], it was shown that discretized L-FSMs satisfy the fractional ARIMA equations and a closer look at issues concerning absolute convergence was taken.

A secondary purpose of this work is to generalize certain Gaussian integrals to the \( \alpha \)-stable case and, as in [KM88], we then approximate such integrals with the scheme just described. In the past fifteen years or so, there has been an effort to develop stochastic integrals with respect to a broader class of Gaussian processes than just Brownian motion. In particular, consider Gaussian processes with stationary
increments, but replace the independent increments condition with the weaker condition of self-similarity. Normalizing the variance at $t = 1$ to unity, one gets the single parameter family of fractional Brownian motions (FBM) with Hurst self-similarity parameter $0 < H < 1$.

The theory of integration with respect to FBM is difficult because FBM is not a semi-martingale. Nevertheless, rapid progress has been made using several different approaches (with significant overlap between them). Roughly speaking, they can be categorized into four approaches which use, respectively, fractional derivatives and integrals, Malliavin calculus, fractional white noise theory, and path-wise integration (see [BHÖZ08]).

In Section 3, we consider a generalization of the FBM integral based on fractional integro-differentiation to $\alpha$-stable analogs of FBM called the linear fractional stable motions (L-FSMs). By “$\alpha$-stable analog”, we mean that a L-FSM is a self-similar, symmetric stable process with stationary increments. Any process with these properties is called a FSM. In contrast to the Gaussian picture, for each admissible $(\alpha, H)$ pair, there is not a unique (normalized) FSM, up to finite-dimensional distributions. Moreover, for each $(\alpha, H)$ pair with $0 < H < 1$ and $H \neq 1/\alpha$, there are infinitely many L-FSMs. These L-FSMs are represented by (1) where $E = \mathbb{R}$ is equipped with Lebesgue measure, $M_\alpha$ is symmetric, and

$$f_t^{a,b}(x) := a \left( (t - x)^{H-1/\alpha} - (-x)^{H-1/\alpha} \right) + b \left( (t - x)^{H-1/\alpha} - (-x)^{H-1/\alpha} \right)$$

for properly normalized order pairs $(a, b)$ where $a, b \geq 0$ (see [ST94, Sec. 7.4] for more details). Here $x_- = |x|$ if $x < 0$ and 0 otherwise (similarly for $x_+$). The family of L-FSMs were the first FSMs to be constructed and studied, and much is known about them. Our motivation comes partly from [PT00] which handles the $\alpha = 2$ case. As in their work, we restrict ourselves to deterministic integrands, but [PT00] shows that even in the $\alpha = 2$ case, the theory for deterministic integrands is not completely trivial.

An integral with respect to L-FSM will be defined as an integral with respect to a linear fractional stable random measure which we define for $\alpha > 1$ and all permissible Hurst parameters $0 < H < 1$. We have recently learned that when $H > 1/\alpha$, [MS08] has developed similar integrals and also discrete approximations for them. However, the convergence results for their approximations concern a strictly smaller class of integrands. In particular, they require bounded integrands which are piece-wise continuous (we require no continuity or boundedness) and which must satisfy a faster tail decay than ours.

---

1The term *linear fractional stable motion* was introduced in [CM89] due to its close relation to linear time series (moving average processes).
The rest of the paper is organized as follows. In Section 2, we review the notion of stable random measures and present our result concerning the convergence of discretizations of stable random measures. In Section 3, integrals with respect to L-FSMs are defined, and their approximation by moving averages of i.i.d. random variables are discussed. Section 4 is devoted to the proofs.

2 Discrete approximations of SαS random measures

A useful viewpoint is that a random measure is a stochastic process:

Definition 1 (Random measure). Let \((E, \mathcal{E})\) be a measurable space and \(V\) be a vector space of measurable functions \(f: E \to \mathbb{R}\). A random measure on \((E, \mathcal{E})\) is a stochastic process \((M[f])_{f \in V}\) satisfying the linearity property: for all \(a_1, a_2 \in \mathbb{R}\) and \(f_1, f_2 \in V\),

\[
M[a_1 f_1 + a_2 f_2] = a_1 M[f_1] + a_2 M[f_2] \quad \text{almost surely.} \tag{3}
\]

Let \(S_\alpha(\sigma)\) be the symmetric \(\alpha\)-stable (S\(\alpha\)S) law of index \(\alpha \in (0, 2]\) with \(\sigma \geq 0\) being the scale parameter2. We denote the characteristic function of \(S_\alpha(\sigma)\) by

\[
\lambda_\alpha(\theta) = \exp \left(-|\sigma \theta|^{\alpha}\right), \quad \theta \in \mathbb{R}. \tag{4}
\]

To reduce notation, when \(\sigma = 1\) we simply write \(S_\alpha = S_\alpha(1)\).

We now consider the class of independently scattered S\(\alpha\)S random measures, i.e. those where \(M[f]\) is S\(\alpha\)S for all \(f \in V\). Suppose that \((E, \mathcal{E}, m)\) is a measure space where \(m\) is a \(\sigma\)-finite measure and \(\mathcal{E}_0\) is the class of measurable sets with finite \(m\)-measure. Following [ST94] Sec. 3.3, we say that the independently scattered S\(\alpha\)S random measure \(M_\alpha\) has control measure \(m\) if \(M_\alpha(A)\) has distribution \(S_\alpha(m(A)^{1/\alpha})\) for all

2Our approximation in Thm 2.1, as well as the Lindeberg-Feller result, can be extended to stable distributions with skewness \(\nu \neq 0\), however, to simplify calculations and notation we have assumed symmetry.
A ∈ E_0. For such random measures, it can be shown that \( V = L^\alpha(E) \) (see [ST94, Ch. 3]) and that the distributions \( M_\alpha(A), A ∈ E_0 \) uniquely determine the characteristic functions

\[
\mathbb{E}\exp\{iθM_\alpha[f]\} = \exp\left\{-\int_E |θf(x)|^\alpha m(dx)\right\}.
\]

In the Gaussian case \( \alpha = 2 \), this is just the usual Wiener integral.

In the rest of this section we develop a discrete approximation of \( M_\alpha \) when \( E = \mathbb{R}^d \) with Lebesgue control measure. We begin by recalling that the domain of attraction of \( S_\alpha \) consists of random variables \( ξ \) such that

\[
a_n^{-1} \left( \sum_{k=1}^n ξ_k - b_n \right) \Rightarrow S_\alpha \quad \text{as} \quad n → ∞,
\]

where \( a_n > 0 \) and \( b_n ∈ \mathbb{R} \) are normalization constants and the \( ξ_k \)'s are i.i.d. copies of \( ξ \). In the sequel, we will assume \( η \) is Sα , and \( ξ \) is not only in the domain of attraction of \( η \), but also that the normalization constants are precisely

\[
a_n = n^{1/\alpha} \quad \text{and} \quad b_n = 0, \quad n ≥ 1.
\]

When \( \alpha < 2 \), such distributions are said to be in the domain of normal attraction of \( S_\alpha \) which is not to be confused with the normal domain of attraction.

We propose a discrete approximation of \( M_\alpha \) based on the lattice \( h\mathbb{Z}^d \subset \mathbb{R}^d \) with edge length \( h \). Let \( (ξ_k)_{k ∈ \mathbb{Z}^d} \) be a random field of i.i.d. copies of \( ξ \) satisfying (5) and (6) and formally define

\[
M_h^\alpha[f] := \sum_{k ∈ \mathbb{Z}^d} f^h(k)ξ_k,
\]

where for \( I^d = [0,1]^d \), \( f^h : \mathbb{Z}^d → \mathbb{R} \) is

\[
f^h(k) := \int_{h(k+I^d)} f(x) \, dx, \quad f ∈ L^1_{loc}(\mathbb{R}^d).
\]

Note that we have implicitly fixed an enumeration \( \{k_n, n ≥ 1\} \) of \( \mathbb{Z}^d \) and convergence of \( ∑_{k ∈ \mathbb{Z}^d} a_k \) really means convergence of \( ∑_{n=1}^\infty a_{k_n} \).

The discrete random measures \( M_h^\alpha \) approximate \( M_\alpha \) in the following sense:

**Theorem 2.1** (Approximation of SoS random measures). Fix \( \alpha ∈ (0, 2] \). If \( \alpha ∈ [1, 2] \), let \( f_t ∈ L^\alpha(\mathbb{R}^d) \) for all \( t \) in an index set \( T \). If \( \alpha ∈ (0, 1) \), for a fixed \( ε > 0 \) let \( f_t ∈ L^{α−ε} \cap L^1(\mathbb{R}^d) \) for all \( t ∈ T \). Then as \( h → 0 \)

\[
M_h^\alpha[f_t] \overset{f.d.}{→} M_\alpha[f_t].
\]
The notation \( f_{\text{dim}} \rightarrow \) denotes weak convergence of the finite dimensional distributions, i.e., convergence in distribution of \( M_{\alpha}^h[f] \) for all linear combinations \( f = \theta_1 f_{t_1} + \cdots + \theta_n f_{t_n} \). When the functions are indexed by one-dimensional time, it was shown in [AT92], that even for the simple family \( f_t = 1_{[0,t]} \in L^\alpha(\mathbb{R}) \), the above convergence does not hold in the \( J_1 \)-Skorokhod topology\(^3\). Theorem 2.1 will follow from a Lindeberg-Feller type result for stable distributions which we state in Theorem 2.2 below.

Let us make one more remark before stating Theorem 2.2. One motivation for (9) was to provide a means to simulate a process \( X_t = \int_{\mathbb{R}} dM_{\alpha}(dx) \). For such simulations, it is natural to let the \( \xi_k \)’s be i.i.d. copies of \( S_{\alpha} \) (rather than only in the domain of normal attraction). If one is concerned only with one-dimensional distributions (a single function \( f_t \)), then a better approximation is given by replacing \( f_{\text{dim}} \) in (7) by

\[
\hat{f}_k := \left( \int_{h(k+I_d)} f(x)^{<\alpha>} \, dx \right)^{1/\alpha} \quad (10)
\]

where we have used the notation \( x^{<\alpha>} := \text{sign}(x)|x|^{\alpha} \). In fact, using \( \hat{f}_k \), one can check that the approximation is exact, and the right and left sides of (9) are equal in distribution for every \( h > 0 \). The reason we have not used (10) for the general approximation scheme is due to the fact that (9) is no longer a \( S_{\alpha} \)S random measure under (10) because the linearity property \((8)\) does not hold. The analysis of the finite-dimensional distributions then becomes much more difficult.

**Theorem 2.2** (Lindeberg-Feller type stable limit theorem). Suppose \((\xi_{k,j})_{k,j \in \mathbb{N}}\) is an i.i.d. array of random variables in the domain of normal attraction of \( S_{\alpha} \), \( \alpha \in (0,2] \), and \((u^{(j)})_{j \in \mathbb{N}}\) is a sequence of vectors in \( \ell^\alpha \), i.e. \( u^{(j)} := (u_k^{(j)})_{k \in \mathbb{N}} \in \ell^\alpha \) for all \( j \in \mathbb{N} \). If

1. \( \lim_{j \to \infty} \|u^{(j)}\|_{\ell^\alpha} = \sigma \) and
2. \( \lim_{j \to \infty} \|u^{(j)}\|_{\ell^\infty} = 0 \)

then \( \sum_k u_k^{(j)} \xi_{k,j} < \infty \) a.s. for each \( j \in \mathbb{N} \) and

\[
\sum_{k \in \mathbb{N}} u_k^{(j)} \xi_{k,j} \Rightarrow S_{\alpha}^{(\sigma)} \quad \text{as } j \to \infty.
\]

**Remarks:**

\(^3\) In [AT92], it was also shown that under the right conditions, convergence does occur in Skorokhod’s \( M_1 \) topology.
1. The condition that the $\xi_{k,j}$ be identically distributed can be relaxed slightly to the condition that $E[\exp(i\theta\xi_{k,j})] = 1 - |\theta|^\alpha + o(|\theta|^\alpha)$ holds uniformly in $k, j$ as $\theta \to 0$. For example, they may be chosen from a finite family of distributions in the domain of normal attraction of $\mathcal{S}_\alpha$.

2. The a.s. convergence $\sum_{k \in \mathbb{N}} u_j^{(j)} \xi_{k,j} < \infty$ in fact occurs if and only if $u = (u_k)_{k \in \mathbb{N}} \in \ell^\alpha$ as will be seen in Lemma 4.1.

3. Although the series $\sum_{k \in \mathbb{N}} u_k^{(j)} \xi_{k,j}$ may not converge absolutely, switching the order of summation does not change the convergence in distribution to $\mathcal{S}_\alpha(\sigma)$. This will be apparent in the proof.

4. In the Gaussian case, the result can be seen as a variant of the usual Lindeberg-Feller Theorem by noticing that condition 2, concerning $\ell_\infty$, is equivalent to

$$\lim_{j \to \infty} \sum_k 1\{|u_k^{(j)}| > \epsilon\} = 0$$

for all $\epsilon > 0$. More generally when $0 < \alpha \leq 2$, the result is related to Theorem 3.3 of [Pet95] which gives necessary and sufficient conditions for convergence of sums of independent triangular arrays to a given infinitely divisible distribution. In particular, the conditions of Theorem 2.2 above imply the infinite smallness condition (cf. Eq. (3.2) in [Pet95]). However, it is unclear how to obtain Theorem 2.2 from [Pet95, Thm 3.3] in a manner simpler than the proof of Theorem 2.2 provided below.

## 3 Linear fractional stable random measures

To simplify matters, in this section we will restrict our attention to the one-dimensional case $E = \mathbb{R}^1$ equipped with Lebesgue measure. For higher dimensions, see the first remark following Corollary 3.1. Also, in this section we assume that $1 < \alpha \leq 2$.

### 3.1 Fractional integro-differentiation and L-FSM integrals

In this subsection we define the stochastic integration of suitable functions with respect to different L-FSMs in terms of stable random measures which are not independently scattered. This is achieved using fractional integrals and derivatives. The intuition behind our definition is based on two facts. The first is that fractional integrals and derivatives can be realized using convolutions, and the second is that convolutions are moving averages.
The practice of using fractional integro-differentiation for analogous integrals with respect to FBM was initiated in [DU99], and was subsequently used in [PT00]. We note that the \( M \) operator, which is fundamental in the development of the so-called WIS integral ([EVDH03]), is simply fractional integro-differentiation in disguise.

Before we define our integral, let us review some preliminaries concerning fractional integro-differentiation. The Riemann-Liouville integrals are defined, for \( f \in L^p(\mathbb{R}), 1 \leq p < 1/\delta \) and \( 0 < \delta < 1 \), by

\[
(I_\delta^+ f)(x) := \frac{1}{\Gamma(\delta)} \int_{-\infty}^{x} \frac{f(t)}{(x-t)^{1-\delta}} \, dt
\]

(11)

\[
(I_\delta^- f)(x) := \frac{1}{\Gamma(\delta)} \int_{\mathbb{R}} \frac{f(t)}{(x-t)^{1-\delta}} \, dt
\]

(12)

Our notation is consistent with the standard reference on this topic, [SKM87, Sec. 5.1], where some basic properties of the above can be found. For example, if \( f \) is in the Schwartz space and we allow for \( \delta \in \mathbb{N} \), then (11) gives the usual integral, as can be seen by Cauchy’s formula for repeated integration:

\[
\int_{-\infty}^{x} \int_{-\infty}^{t_1} \cdots \int_{-\infty}^{t_n} f(t_1) \, dt_1 \cdots dt_{n-1} \, dt_n = \frac{1}{(n-1)!} \int_{-\infty}^{x} (x-t)^{n-1} f(t) \, dt.
\]

Also, the above fractional integrals have the semigroup property for \( \delta, \gamma > 0 \) and \( \delta + \gamma < 1 \):

\[
I_\delta^+ I_\gamma^- f = I_{\delta+\gamma}^+ f.
\]

For sufficiently nice \( f \), this semigroup property extends to all \( \delta, \gamma > 0 \).

Suppose \( f \in C^1 \) and \( f' \in L^1 \). These are sufficient conditions for the following Riemann-Liouville derivatives to exist:

\[
(D_\delta^+ f)(x) := \frac{1}{\Gamma(1-\beta)} \frac{d}{dx} \int_{\mathbb{R}} \frac{f(t)}{(x-t)^{\beta}} \, dt
\]

(13)

\[
(D_\delta^- f)(x) := \frac{1}{\Gamma(1-\beta)} \frac{d}{dx} \int_{\mathbb{R}} \frac{f(t)}{(x-t)^{\beta}} \, dt.
\]

If \( f \in L^1 \), it is known that the inversion \( D_\delta^+ I_\beta^- f = f \) holds.

Bringing the derivative inside the integral in (13), the Riemann-Liouville integrals and derivatives of \( f \) can be seen as convolutions of \( f \) and \( f' \) with the family

\[
w_{a,\beta}(x) = w_{a,\beta}^\delta(x) := ax^{-\beta} + bx_+^{-\beta}, \quad \beta \in (0,1)
\]

(14)

where we have set \( \beta = 1-\delta \).
**Definition 2** (Linear fractional stable random measures). Fix $1 < \alpha \leq 2$ and $a, b \geq 0$.

1. If $\beta \in (1/\alpha, 1)$, let $f \in L^1 \cap L^\alpha$.

   The linear fractional random measure with long range dependence is defined by
   \[ M_{\alpha,H}[f] := M_\alpha[aI^\beta f + bI_+^\beta f] = M_\alpha[f * w_{a,b}^{(\beta)}] \quad (15) \]
   where the Hurst parameter is given by $H = 1 + 1/\alpha - \beta$.

2. If $\beta \in (0, 1/\alpha)$, let $f \in C^1$ and $f' \in L^1 \cap L^\alpha$.

   The linear fractional random measure with anti-persistence is defined by
   \[ M_{\alpha,H}[f] := M_\alpha[aD^-\beta f + bD_+^\beta f] = M_\alpha[\frac{d}{dx}(f * w_{a,b}^{(\beta)})] \quad (16) \]
   where $H = 1/\alpha - \beta$.

It is not hard to check that $I^\beta_{\pm} f$ and $D^\beta_{\pm} f$ are in $L^\alpha$ so that (15) and (16) are well-defined: to see this, split $w_{a,b}^{(\beta)}$ into a $L^1$ and $L^\alpha$ function using $1_{[-\epsilon, \epsilon]} + 1_{[-\epsilon, \epsilon]^c}$ and apply Young’s convolution inequality,
\[ \|f * g\|_r \leq \|f\|_p \|g\|_q \quad \text{for} \quad \frac{1}{p} + \frac{1}{q} = \frac{1}{r} + 1. \quad (17) \]

In fact, one can slightly improve the condition for (16) to $f \in L^{\alpha (1 + \alpha (1 - \beta) + \epsilon)} \cap L^{\alpha (1 + \alpha (1 - \beta) - \epsilon)}$ for some $\epsilon > 0$, and a similar condition can be found for (19) and $f'$. However, in the interest of simple notation, we will not utilize these meager improvements in the sequel. Let us remark that the fact that (15) is well-defined coincides with Proposition 3.2 in [PT00] for the Gaussian case.

By the linearity of convolutions, it follows that $M_{\alpha,H}$ is a S\_\alpha S random measure. Also note that $M_{\alpha,H}[f]$ can be interpreted as the integral of $f$ with respect to a L-FSM in which case we write
\[ M_{\alpha,H}[f] \equiv \int_R f \, dL_{\alpha,H}. \quad (18) \]

To check consistency with (2), we see that
\[ M_\alpha[1_{[0,t]} * w_{a,b}] \]
\[ = \int_R \left( \int_R 1_{[0,t]}(y) \left( a(x - y)^{-\beta} + b(y - x)^{-\beta} \right) \, dy \right) M_\alpha(dx) \]
\[ = \int_R \left( \int_R 1_{[0,t]}(y) \left( a(y - x)^{-\beta} + b(y - x)^{-\beta} \right) \, dy \right) M_\alpha(dx) \]
\[ = \int_R f_{a,b}^{(\alpha)}(x) \, M_\alpha(dx) \]
and

\[ M\alpha \left[ \frac{d}{dx} (1_{[0,t]} * w_{a,b})(x) \right] \]

\[ = \int_{\mathbb{R}} \frac{d}{dx} \int_{\mathbb{R}} 1_{[0,t]}(y) \left( a(x-y)^{-\beta} + b(x-y)^{1-\beta} \right) dy \, M\alpha(dx) \]

\[ = \int_{\mathbb{R}} f^{a,b}_t(x) \, M\alpha(dx). \]

When \( f \in C^1 \) and that \( f' \in L^1 \), one can rewrite (13) as

\[ \frac{1}{\Gamma(1 - \beta)} \int_{\mathbb{R}} f'(x-t) \, t^\beta_+ dt \]

\[ = \frac{\beta}{\Gamma(1 - \beta)} \int_{0}^{\infty} f'(x-t) \int_{t}^{\infty} \frac{1}{s^{1+\beta}} ds \]

\[ = \frac{\beta}{\Gamma(1 - \beta)} \int_{0}^{\infty} f(x) - f(x-s) \, s^{1+\beta} ds. \]

The right-hand side above is slightly more general than (13) and is called the Marchaud derivative. This is the fractional derivative used in [PT00], however, to keep a unified notation in our approximations of the next subsection, we will continue with the Riemann-Liouville derivative.

3.2 Discrete approximations of linear fractional stable measures

Let \( 1 < \alpha \leq 2 \), and consider the stationary moving average process \( (\hat{\xi}_k)_{k \in \mathbb{Z}} \) obtained by “linearly filtering” an i.i.d. sequence \( (\xi_l)_{l \in \mathbb{Z}} \) in the domain of normal attraction of \( S\alpha \):

\[ \hat{\xi}_k := \sum_{l \in \mathbb{Z}} v_{k-l} \xi_l. \]

Lemma 4.1 shows that if \( v \in \ell^\alpha \), the series (22) converges almost surely.

Recall the definition of \( f^h \) from (8) and denote the inversion of a sequence by \( \hat{v}_k := v_{-k} \) A first stab at approximating a L-FSM integral of \( f \), as defined in the previous subsection, might be to mimic (7) and look at \( \sum_{k \in \mathbb{Z}} f^h_k \hat{\xi}_k \) for appropriate filters \( v \) (which would also depend on \( h \)). This is, for example, the approach of [KM88] and [MS08]. Then formally,

\[ \sum_{k \in \mathbb{Z}} f^h_k \hat{\xi}_k = \sum_{k,l \in \mathbb{Z}} f^h_k v_{k-l} \xi_l \]

\[ = \sum_{l \in \mathbb{Z}} (f^h * \hat{v})_l \xi_l < \infty. \]
However, in view of the right-hand side above, it is easier and perhaps more natural to first convolve $f$ with $w_{a,b} = u_{a,b}^{(\beta)}$ and then approximate the convolution on a lattice with side-length $h$. In particular, for $w_{a,b}$ corresponding to $H \in (1/\alpha, 1)$, define
\[
M_{a,H}^h[f] := \sum_{k \in \mathbb{Z}} (f \ast w_{a,b})_k^h \xi_k, \quad f \in L^1 \cap L^\alpha(\mathbb{R}) \quad (24)
\]
where the sequence $(f \ast w_{a,b})_k^h$ is defined according to (8). Alternatively, for $w_{a,b}$ corresponding to $H \in (0, 1/\alpha)$, define
\[
M_{a,H}^h[f] := \sum_{k \in \mathbb{Z}} (f' \ast w_{a,b})_k^h \xi_k, \quad f \in C^1(\mathbb{R}), f' \in L^1 \cap L^\alpha(\mathbb{R}). \quad (25)
\]
By (17) and the remark above it, $f \ast w_{a,b} \in L^\alpha(\mathbb{R})$. Thus one obtains, from a direct application of Theorem 2.1, the following corollary:

**Corollary 3.1.** Fix $1 < \alpha \leq 2$. Suppose that for all $t$ in an index set $T$, $f_t \in L^1 \cap L^\alpha$ when $H \in (1/\alpha, 1)$ or $f_t \in C^1, f'_t \in L^1 \cap L^\alpha$ when $H \in (0, 1/\alpha)$. Then as $h \to 0$:
\[
M_{a,H}^h[f_t] \xrightarrow{fdd} M_{a,H}[f_t]. \quad (26)
\]

**Remarks:**

1. It is not hard to extend the $H > 1/\alpha$ case to stable random measures on $\mathbb{R}^d$ by generalizing the two fixed values $a,b \geq 0$ (representing the negative and positive directions) to a function on the unit sphere $S^{d-1} \subset \mathbb{R}^d$. However, one then has to specify what is meant by “stationary increments” as there are different possibilities for $d > 1$.

2. Extending the $H < 1/\alpha$ case to higher dimensions is more difficult. One possibility is to consider the Marchaud derivative in place of the Riemann-Liouville derivative (see also the next remark).

3. When $H > 1/\alpha$, Eq. (20) has been shown by various authors in the case where $f_t = 1_{[0,t]}$ (see [KM88] and its references). However, when $H < 1/\alpha$, to our knowledge, even the case $f_t = 1_{[0,t]}$ has not appeared in the literature. It is, however, related to the normalization suggested in Theorem 5.2 of [KM88] which can be thought of as a discrete Marchaud derivative in the case where $f_t = 1_{[0,t]}$.

4 **Proofs**

Before delving into the proofs, let us recall some facts about the domain of attraction of a stable distribution. We write $f(x) \sim g(x)$ as $x \to c$
if \( \lim_{x \to c} f(x)/g(x) = 1 \). For \( \alpha \in (0, 2) \), the following statements are equivalent (see \[GH97\] Theorem 1 with \( p = 1/2 \)):

i) \( \xi \) is in the domain of attraction of \( S_\alpha \) (i.e. Eq. (5) holds);

ii) the tail function \( t \mapsto P(|\xi| \geq t) \) is regularly varying at infinity with index \(-\alpha\) and \( P(\xi \leq -t) \sim P(\xi \geq t) \) as \( t \to \infty \);

iii) the characteristic function \( \lambda(\theta) = \mathbb{E}[e^{i\theta \xi}] \) satisfies

\[
\lim_{\theta \to 0} \frac{x \text{Im}(\lambda(\theta x)) - \text{Im}(\lambda(\theta))}{1 - \text{Re}(\lambda(\theta))} = 0.
\]

Moreover, if conditions (i)-(iii) hold, then

\[
1 - \text{Re}(\lambda(\theta)) \sim c_\alpha P(|\xi| \geq 1/\theta) \quad \text{with} \quad c_\alpha = \int_0^\infty x^{-\alpha} \sin x \, dx
\]
as \( \theta \to 0 \) and also

\[
\text{Im}(\lambda(\theta)) = \theta \int_0^{1/\theta} (P(\xi \geq s) - P(\xi \leq -s)) ds + o(P(|\xi| \geq 1/\theta)).
\]

Also, Remark 3 of \[GH97\] shows that one may choose the normalization constants so that

\[
\lim_{n \to \infty} n \left( 1 - \text{Re}(\lambda(1/a_n)) \right) = 1 \quad \text{and} \quad b_n = n \text{Im}(\lambda(1/a_n)).
\]

Recall from (6) that in the present framework, we have assumed \( a_n = n^{1/\alpha} \) and \( b_n = 0 \). Thus,

\[
P(\xi \geq t) \sim P(\xi \leq -t) \sim \frac{1}{2c_\alpha} t^{-\alpha} \quad \text{as} \ \theta \to 0.
\] \hspace{1cm} (27)

and

\[
\lambda(\theta) = 1 - |\theta|^\alpha + o(|\theta|^\alpha) = \lambda_\alpha(\theta) + o(|\theta|^\alpha) \quad \text{as} \ \theta \to 0.
\] \hspace{1cm} (28)

where \( \lambda_\alpha \) is defined in Eq. (11). Furthermore, (27) implies that there exists \( C > 0 \) such that for any \( s > 0 \)

\[
\text{Var}[\xi 1_{|\xi| \leq s}] \leq Cs^{2-\alpha} \quad \text{and} \quad \mathbb{E}[|\xi 1_{|\xi| \leq s}|] \leq Cs^{1-\alpha}.
\] \hspace{1cm} (29)

4.1 Proof of Theorem 2.2

We begin with a lemma which shows the \( \ell^\alpha \) is the right space for the sequence \( u \).
Lemma 4.1. If \((\xi_k)_{k \in \mathbb{N}}\) is an i.i.d. sequence in the domain of normal attraction of \(S_\alpha\), then \(\sum_k u_k \xi_k < \infty\) if and only if \(u \in \ell^\alpha\).

Proof of Lemma 4.1. The case \(\alpha = 2\) is standard and omitted. Consider \(\alpha \in (0, 2)\). Recall Kolmogorov’s Three-series Theorem: \(\sum_k u_k \xi_k\) converges a.s. if and only if for any \(s > 0\), the following three series converge

\[
\sum_{k \in \mathbb{N}} \mathbb{P}[|u_k \xi_k| > s], \quad \sum_{k \in \mathbb{N}} \text{Var}[u_k \xi_k 1_{|u_k \xi_k| \leq s}], \quad \sum_{k \in \mathbb{N}} \mathbb{E}[u_k \xi_k 1_{|u_k \xi_k| \leq s}].
\]

Eq. (27) implies

\[
\mathbb{P}[|u_k \xi_k| > s] \sim C|u_k|^\alpha s^{-\alpha}
\]

and hence the first series converges if and only if \(u \in \ell^\alpha\). If \(u \in \ell^\alpha\), then (29) implies the convergence of the third series since

\[
|u_k| \mathbb{E}[|\xi_k 1_{|\xi_k| < s/|u_k|}] \leq |u_k| C (s/|u_k|)^{\alpha - 1} = C s^{\alpha - 1} |u_k|^\alpha.
\]

The convergence of the second series is obvious.

Proof of Theorem 2.2. If \(\eta_{k,j}\) are i.i.d. \(S_\alpha\) random variables, then for any fixed \(j\) the above lemma allows us to write

\[
\mathbb{E}\exp\{i \theta \sum_{k \in \mathbb{N}} u_k^{(j)} \eta_{k,j}\} = \prod_{k \in \mathbb{N}} \lambda_\alpha \left( u_k^{(j)} \theta \right) = \exp \left\{ - \left| \|u^{(j)}\|_{\ell_\alpha} \right|^\alpha \right\} \tag{30}
\]

and

\[
\mathbb{E}\exp\{i \theta \sum_{k \in \mathbb{N}} u_k^{(j)} \xi_{k,j}\} = \prod_{k \in \mathbb{N}} \lambda \left( u_k^{(j)} \theta \right). \tag{31}
\]

Note that since \(\|u^{(j)}\|_{\ell_\alpha} := \sum_{k \in \mathbb{N}} |u(k)|^\alpha\) absolutely converges, the order in which the summation and products above are taken is irrelevant. It suffices to show that as \(j \to \infty\),

\[
\prod_{k \in \mathbb{N}} \lambda \left( u_k^{(j)} \theta \right) = \prod_{k \in \mathbb{N}} \lambda_\alpha \left( u_k^{(j)} \theta \right) + o(1). \tag{32}
\]

We fix \(j\) and estimate the difference of the above products using the following fact: if \((z_i)_{i \in I}\) and \((z'_i)_{i \in I}\) are two families of complex numbers with moduli no greater than 1 and such that the products \(\prod_{i \in I} z_i\) and \(\prod_{i \in I} z'_i\) converge, then

\[
\left| \prod_{i \in I} z'_i - \prod_{i \in I} z_i \right| \leq \sum_{i \in I} \left| z'_i - z_i \right|. \tag{33}
\]

We therefore have

\[
\left| \prod_{k \in \mathbb{N}} \lambda \left( u_k^{(j)} \theta \right) - \prod_{k \in \mathbb{N}} \lambda_\alpha \left( u_k^{(j)} \theta \right) \right| \leq \sum_{k \in \mathbb{N}} \left| \lambda \left( u_k^{(j)} \theta \right) - \lambda_\alpha \left( u_k^{(j)} \theta \right) \right|. \tag{34}
\]
Equation (28) implies that the function \( g \) defined by \( g(0) = 0 \) and 
\[
g(u) = |u|^{-\alpha} |\lambda(u) - \lambda_\alpha(u)|, \quad u \neq 0,
\]
is continuous and bounded and for any \( k \in \mathbb{N} \), we have
\[
\left| \lambda \left( u^{(j)}_k \theta \right) - \lambda_\alpha \left( u^{(j)}_k \theta \right) \right| = g(u^{(j)}_k \theta) |u^{(j)}_k \theta|^\alpha.
\]
In order to obtain a uniform estimate on the above, define the function \( \tilde{g} : \mathbb{R}^+ \to \mathbb{R}^+ \) by
\[
\tilde{g}(v) := \sup_{|u| \leq v} |g(u)|.
\]
Note that \( \tilde{g} \) is continuous, bounded and vanishes at 0, and that for any \( k \in \mathbb{N} \) such that \( |u^{(j)}_k \theta| \leq \varepsilon \),
\[
\left| \lambda \left( u^{(j)}_k \theta \right) - \lambda_\alpha \left( u^{(j)}_k \theta \right) \right| \leq \tilde{g}(\varepsilon) |u^{(j)}_k \theta|^{\alpha}.
\]
Let \( \varepsilon > 0 \). Equations (34) and (35) together yield
\[
\left| \prod_{k \in \mathbb{N}} \lambda \left( u^{(j)}_k \theta \right) - \prod_{k \in \mathbb{N}} \lambda_\alpha \left( u^{(j)}_k \theta \right) \right|
\leq \tilde{g}(\varepsilon) \sum_{k \in \mathbb{N}} |u^{(j)}_k \theta|^{\alpha} \mathbf{1}_{\{ |u^{(j)}_k \theta| \leq \varepsilon \}} + 2 \sum_{k \in \mathbb{N}} \mathbf{1}_{\{ |u^{(j)}_k \theta| > \varepsilon \}}.
\]
Now, by the continuity of \( \tilde{g} \) at 0, \( \tilde{g}(\varepsilon) \) is small when \( \varepsilon \) is small. Eq. (32) follows since \( \lim_{j \to \infty} \|u^{(j)}_k\|_{L^\infty} = 0 \) implies \( \sum_{k \in \mathbb{N}} \mathbf{1}_{\{ |u^{(j)}_k \theta| > \varepsilon \}} \to 0 \) as \( j \to \infty \).

4.2 Proof of Theorem 2.1

Let \( \lfloor \cdot \rfloor \) denote the floor function applied to each coordinate of \( \mathbb{R}^d \). Define \( f_h : \mathbb{R}^d \to \mathbb{R} \) to be a piece-wise constant function approximating \( f \in L^1_{\text{loc}}(\mathbb{R}^d) \):
\[
f_h(x) := \int_{h_{\lfloor (x - I^d) \rfloor}} h^{-d} f(y) \, dy \tag{36}
= \int_{h_{\lfloor (x - I^d) \rfloor}} h^{-d} f(y) \, dy, \quad \text{for } x \in h_{k + I^d}
= h^{-d} f \left( \frac{x}{h} \right), \quad \text{for } x \in h_{k + I^d}.
\]

Note that
\[
\|f_h\|_{L^\infty} = \|f\|_{L^\infty}. \tag{37}
\]

\[\text{We have assume } \alpha \in (0, 2) \text{ for Eq. (28), but for } \alpha = 2 \text{ it is well-known.}\]
Lemma 4.2. For $\alpha \in [1, 2]$, suppose $f \in L^\alpha(\mathbb{R}^d)$. Then as $h \to 0$,
\[
\lim_{h \to 0} \|f_h - f\|_{L^\alpha} = 0.
\]

Proof of Lemma 4.2. To reduce notation we assume $d = 1$, but the proof holds for general $d$. Fix $k \in \mathbb{Z}$ and consider the sequence of $h$'s such that $h = 2^{-j}$ for $j \in \mathbb{N}$. We will exploit the fact that $f_h1_{[k,k+1)}$ is a martingale (in time $j$) with respect to Lebesgue measure on $[k, k+1)$ and with respect to the $\sigma$-fields generated by the sets $2^{-j}[i, i+1)$, $i \in \mathbb{Z}$.

For $\alpha \geq 1$, $|f_h|^\alpha 1_{[k,k+1)}$ is a submartingale which, by the martingale convergence theorem, converges a.s. to $|f|^\alpha 1_{[k,k+1)}$. Thus, Fatou’s lemma gives
\[
\|f_h1_{[k,k+1]}\|_{L^\alpha}^\alpha \to \|f1_{[k,k+1]}\|_{L^\alpha}^\alpha. \tag{38}
\]
Since $f_h1_{[k,k+1]}$ converges a.s. and the $L^\alpha$-norms converge, we have convergence in $L^\alpha(\mathbb{R})$ of $f_h1_{[k,k+1]}$ and also for $f_h1_{[-N,N)}$ for any $N \in \mathbb{N}$.

For $f \in L^\alpha(\mathbb{R})$ without compact support, simply choose $N$ so that
\[
\|f1_{[-N,N)}\|_{L^\alpha}^\alpha < \epsilon.
\]
Since $|f_h|^\alpha 1_{[k,k+1)}$ is a submartingale, we also have $\|f_h1_{[-N,N)}\|_{L^\alpha}^\alpha < \epsilon$ uniformly in $h$.

Finally, to extend the above to general $h \to 0$. Note that all we really require is a sequence of lattices such that finer lattices are sub-lattices of prior ones and that the mesh size goes to zero. But any such sequence has the same limit in $L^\alpha(\mathbb{R})$, thus we conclude that the only real requirement is that the mesh size goes to zero. \(\Box\)

Proof of Theorem 2.1. By the Crâmer-Wold device, we must show that for all $\theta_1, \ldots, \theta_n \in \mathbb{R}$ and $f_1, \ldots, f_n \in L^\alpha(\mathbb{R}^d)$,
\[
\sum_{i=1}^n \theta_i M^h_\alpha[f_i] \Rightarrow \sum_{i=1}^n \theta_i M_\alpha[f_i] \quad \text{as } h \to 0.
\]

Our proof uses Theorem 2.2. First note that the comment following (31) shows that switching the order of summation in the series $M^h_\alpha[f_i]$ does not affect its distribution. This, together with the linearity of $M_\alpha$ and $M^h_\alpha$, allows us to reduce the above to verifying
\[
M^h_\alpha[f] \Rightarrow M_\alpha[f] \quad \text{as } h \to 0
\]
for a single $f \in L^\alpha(\mathbb{R}^d)$. This will follow from Theorem 2.2 provided we check the two conditions
\[
\lim_{h \to 0} \|f^h\|_{L^\alpha} = \|f\|_{L^\alpha} \tag{39}
\]
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and
\[ \lim_{h \to 0} \| f^h \|_{\ell^\infty} = 0. \tag{40} \]

We consider \( \alpha \in [1, 2] \) first. Condition (39) easily follows from (37) and Lemma 4.2. For (40), note that convergence of the \( L^1 \) norms of \( |f_h|^\alpha \), coupled with a.e. convergence, shows that the family \( \{|f_h|^\alpha\}_{h \in \mathbb{N}} \) is uniformly integrable.

For \( \alpha \in (0, 1) \), we first consider the sequence of \( h \)'s such that \( h = 2^{-j} \) for \( j \in \mathbb{N} \). By uniform integrability and the martingale convergence theorem (see the proof of Lemma 4.2), we see that \( f_{h1_{[k,k+1]}} \) converges in \( L^1 \) to \( f_{1_{[k,k+1]}} \). The final comment in the proof of Lemma 4.2 shows the convergence also holds for arbitrary \( h \to 0 \).

Next, note that \( L^1((k,k+1)) \) contains \( L^\alpha((k,k+1)) \) and that the endomorphism on \( L^1((k,k+1)) \) which maps \( f_{1_{[k,k+1]}} \mapsto |f|^\alpha_{1_{[k,k+1]}} \) is continuous. Thus Eq. (38) holds for \( \alpha \in (0, 1) \).

Since \( f \in L^\alpha \) we can choose \( N_1 \) so that \( \|f_{1_{[-N_1,N_1]}}\|_{L^\alpha} \) is small. However, to uniformly bound the tails of the \( f_h \), we will use the stronger condition of \( f \in L^{\alpha-\epsilon} \). In particular, there exist \( N_2 > 0, C > 0 \) and \( \delta > \alpha^{-1} \) such that \( |x| \geq N_2 \) implies \( |f(x)| \leq C|x|^{-\delta} \). We have for \( |x| \geq N_2 + h \) that
\[ h((h^{-1}x) + I) \subset (-N_2, N_2)^c \]
and
\[ |f_h(x)|^\alpha = h^{-1} \int_{h((h^{-1}x) + I)} f(y) dy \leq C^\alpha h^{1-\alpha} (|x| - h)^{-\alpha \delta}. \tag{41} \]

Since \( \alpha \delta > 1 \), (39) follows from (38). Finally, as before, we see that (39) along with a.e. convergence gives (40) for \( \alpha \in (0, 1) \).
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