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Abstract

Prediction of bi-molecular protein associations or interactions has been the object of a gamut of computational studies, however extrapolation of these methodologies to compute the structure and function of multi-meric proteins faces several complications. One of them stems from the combinatorial aspect of the problem, since in many cases it requires the prediction of the dynamic order in which the subunits interact (the interaction path). A second, not less important, is the size of these molecules which account to the thousands of atoms, and thus require sophisticated computational platforms.

Catering to the need of predicting protein multi-meric configurations and thereby their dynamic order of formation we present here a genuine approach that requires the sole information of the isolated monomers’ structures. The method is based on a protocol we have developed to recognize interaction sites on protein’s surfaces. Hitherto attempts to solve this relevant problem in protein function elucidation have been limited to three body dockings using conventional docking algorithms. Here the aim is to infer complex configurations and dynamic orders of formation from the monomers known to constitute a multimeric complex unveiling active regions on the surfaces of the proteins and intermediate complexes. We present three case studies and show that important insights into the formation mechanisms of this type of multimeric complexes can be gained from the analysis of the surface characteristics of the interacting monomers which can facilitate, in a further stage, the docking and energy calculations involved in the prediction of the configurations of these complexes.
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Introduction

Proteins and bio-macromolecules in general accomplish their biological function by aggregation, association, and interaction with other macromolecules within cells in living organisms [1-5]. The importance of protein multi-meric formation is epitomized by the diversity of physiological processes in which they play a critical role, some of them being transcription, folding, signal pathways, or cell attachment processes to name a few. In almost all of these processes molecular systems accommodate with each other so as to find the best interaction mode through a subtle molecular recognition mechanism of their interaction partners, which can either be small molecules, macromolecules, or macromolecular complexes. Associations of the latter type may respond to a cascade of events dictated by a particular undergoing cellular biochemical process [6]. In other words, the mechanism of formation of a complex of interest may respond to a sequential interaction process leading to formation of a large multi-meric complex. In these cases, formation of the intermediate may be a requirement for the third molecule to interact with the intermediate species. Thus, there is a dynamic order in the formation of the multimeric complex in which the interaction of the first two molecules lead to formation of the intermediate complex expressing the region where a third molecule is associated. On the other hand, the molecules may interact in a single step or interact simultaneously, in these cases formation of the intermediates does not influence the interaction of...
any other pair and all the monomer independently interact among them leading to the formation of the final complex in a dynamic-order-of-formation free manner. In the latter case, interaction regions can be mapped on each molecule independently of any other monomer.

Studies dealing with docking two monomers have been summarized in several reviews on the matter [7-14]. Studying protein assemblies has been in vogue lately, and several reports in the literature [1-3,15,16] detail the intricacies of the problem. Many of these studies treat the multi-meric complex configuration prediction problem as an extension of the dimer complex prediction problem. The underlying idea leading the process being essentially a sequential process of interaction as mentioned before.

A seminal work in multimeric complex configuration prediction was reported several years ago where the objective was the three-body interaction of the human growth hormone (hGH) with its receptor (hGHr). This work reported by Hendrix et al. [17] led to interesting conclusions about interaction deriving in multimeric complexes. Namely, that, at least in the hormone-receptor trimer they studied, all the interactions are not equivalent, and that the formation of the complex follows a specific kinetic order. While intuitively it could be postulated that orders of interactions may indeed play a critical role in the formation of the specific conformation of a multimeric protein complex, as described earlier, this work poses the foundations for an assertive methodology leading to prediction of this type of formation mechanisms and thereby the configurations of this type of complexes.

Our group has been involved in the development of a computer system for interaction assessment of proteins and other macromolecules MIAX (bio-Macromolecular Interaction Assessment Computer System) [18-21]; the main features of the system being the protein-complex configurations space search-engine, and the recognition of the interaction regions on proteins based on physicochemical characteristics of the atoms and amino acids constituting the molecular surface. We have shown that the algorithm performs outstandingly in recognizing hydrophobic clusters bearing high activity and being directly involved in the formation of the protein interface when interacting with another molecule [22].

With the aim of extending the reach of our original program towards the treatment of multimeric protein complexes, in this article we propose a genuine computational methodology to approach this important problem in molecular biology. The proposed methodology is fundamentally based on the recognition of active regions on the interacting monomer surfaces and their interplay in the complex formation process.

Interaction of macromolecules is intimately related to their three-dimensional structures which express interaction sites on their surfaces leading them to recognize their interaction partners or being recognized by them. These active sites naturally reside on the monomers surface or emerge as a result of particular biochemical transformations that affect the structure of the monomers and/or alter their physicochemical characteristics leading them to interact with other protein molecules [6]. The constituents of these interaction regions are atoms of amino acids distributed in particular arrangements in space according to the folding of the molecule. These amino acids seldom hold the sequential relationship dictated by the primary structures, and consequently, a sequence-to-function approach -a well-developed method for protein function prediction [23]- is limited in scope to treat the type of interactions aimed at in this paper; a rather elaborated structure-based analysis being required in order to gain insights into the underlying principles governing protein interaction and multi-meric complex formation in general.

This structure-based analysis in the present work consists in identifying the active sites of the monomers and intermediate dimers, using amino acid physicochemical parameters namely associated with the hydrophobicity and the electrostatic characteristics of the protein surface and performing an analysis of the complex formation assuming several hypothetical paths conducing to it.

We present three case studies to illustrate the analysis proposed here. We show that the active region recognition program is able to locate close-to native interaction regions and that the multimeric complex formation follows an order reflected in the emergence of interaction regions on the intermediate complexes that interact with a third molecule. When several non-intersecting interaction regions are expressed on the surfaces of the molecules the molecule interacts with different partners at the same time and the order of interactions is random.

The simplicity of the methodology is appealing, although it requires the intermediate pair wise docking of the structures in order to map the new interaction sites on the structures. However, a priori detection of the binding sites reduces the configuration space to be searched by a docking algorithm. This holds through the entire process of the multimeric configuration prediction. Moreover, with the emergence of structural genomics this process can constitute by itself an important methodology to assign structures levels of function that are not possible to assign with sequence-function based methodologies, or simple homology search in related data bases alone.

**Methodology**

Del Carpio et al. [18] [22] have proposed a methodology to recognize and map interaction regions on protein surfaces given the three dimensional structure of the polypeptide. These protein interaction sites -recognized by the interaction site prediction module in MIAX- are regions on the molecular surface characterized by the primary structures, and consequently, a sequence-to-function approach -a well-developed method for protein function prediction [23]- is limited in scope to treat the type of interactions aimed at in this paper; a rather elaborated structure-based analysis being required in order to gain insights into the underlying principles governing protein interaction and multi-meric complex formation in general.
by a set of geometrical features of the structure combined with physicochemical characteristics of a group of atoms on the surface that clearly discriminate them from the rest of the surface.

Since the algorithm has been reported elsewhere [18], here we briefly summarize its main aspects with a simple dimer example.

The algorithm to map the interaction sites of a protein 3D structure is a combination of an unsupervised learning algorithm based on a self organizing map (SOM) [24,25] with a filtering methodology based on a two dimensional fast Fourier Transform. For a particular protein structure, the first step is the computation of the solvent accessible surface points (SASP). A solvent accessible surface point is a point on the SAS that is not occluded by any other atom constituting the protein. Each atom being initially represented by a number of points uniformly distributed on a sphere of radius equivalent to the van der Waals radius of the particular atom plus the radius of a water molecule. At each of these points a physicochemical parameter is computed that depends on the atom to which the SASP belongs as well as its closest neighboring atoms. An additive property that can be easily computed to represent these effects is for example the hydrophobic potential, as introduced by Brasseur [26]. The molecular hydrophobic potential (MHP) at a SASP can be computed following the equation:

\[ \text{MHP} = \sum E_{wi} e^{(r_i - d_i)} \]  

where \( E_{wi} \) is the transfer energy parameter for atom \( i \), a value that depends on each atom type, \( r_i \) is the radius of the atom \( i \) and \( d_i \) is the distance between atom \( i \) and the actual SASP on which the MHP is being computed. The value computed for the MHP on each SASP and the coordinates of the SASP itself can be regarded as a point in a four-dimensional space. Hence to project the 4-dimensional distribution of atomic hydrophobic potentials onto a two-dimensional space where the distribution of the MHP can be plotted and easily observed, we apply the SOM algorithm to the set of all the 4-dimensional points of the SAS of a protein. This enables the map of the distribution into a space of lower dimensionality. On the other hand, a quantitative measure of the asymmetry of the distribution of hydrophobic side chains in alpha helices and beta strands is given by a periodic property and expressed as the hydrophobic moment [27]. To extract regions of high MHP we have therefore figured out a filtering process that when applied to the SOM of the points representing the high dimensional distribution of the SASP results in a clustering of the points of the 2-dimensional map. The filtering process consists in applying a 2D Fourier transform to the set of neurons produced by the SOM and then eliminating all the points with higher frequency than a given threshold. The final hydrophobic clusters or hydrophobic patches are obtained by taking the inverse Fourier transform of the points in frequency space after the elimination of peaks of high frequency.

The methodology is illustrated in (Figure 1) for the monomers (a. receptor, b. ligand) composing the complex PDB:1CHO. The four steps sequentially in this figure show (step 1) the computation of the SASP’s, (step 2) the SOM computation, (step 3) the Fourier transform of the raw SOM and the 4th step being the inverse transform showing the clusters of hydrophobic SASP’s. These constitute the hydrophobic patches that lead the monomers and intermediate complex systems to interact or recognize the interaction partners.

\[ \text{MHP} = \sum E_{wi} e^{(r_i - d_i)} \]  

where \( E_{wi} \) is the transfer energy parameter for atom \( i \), a value that depends on each atom type, \( r_i \) is the radius of the atom \( i \) and \( d_i \) is the distance between atom \( i \) and the actual SASP on which the MHP is being computed. The value computed for the MHP on each SASP and the coordinates of the SASP itself can be regarded as a point in a four-dimensional space. Hence to project the 4-dimensional distribution of atomic hydrophobic potentials onto a two-dimensional space where the distribution of the MHP can be plotted and easily observed, we apply the SOM algorithm to the set of all the 4-dimensional points of the SAS of a protein. This enables the map of the distribution into a space of lower dimensionality. On the other hand, a quantitative measure of the asymmetry of the distribution of hydrophobic side chains in alpha helices and beta strands is given by a periodic property and expressed as the hydrophobic moment [27]. To extract regions of high MHP we have therefore figured out a filtering process that when applied to the SOM of the points representing the high dimensional distribution of the SASP results in a clustering of the points of the 2-dimensional map. The filtering process consists in applying a 2D Fourier transform to the set of neurons produced by the SOM and then eliminating all the points with higher frequency than a given threshold. The final hydrophobic clusters or hydrophobic patches are obtained by taking the inverse Fourier transform of the points in frequency space after the elimination of peaks of high frequency.

The methodology is illustrated in (Figure 1) for the monomers (a. receptor, b. ligand) composing the complex PDB:1CHO. The four steps sequentially in this figure show (step 1) the computation of the SASP’s, (step 2) the SOM computation, (step 3) the Fourier transform of the raw SOM and the 4th step being the inverse transform showing the clusters of hydrophobic SASP’s. These constitute the hydrophobic patches that lead the monomers and intermediate complex systems to interact or recognize the interaction partners.
that both the native interface and the computed patch coincide to a large extent, showing the validity of our methodology. The methodology has been in fact validated with several other complexes in PDB as reported elsewhere [18,22].

The computation of the hydrophobic clusters or patches by the SOM-FT technique is therefore applied in a stepwise strategy to the inference of the dynamic order of interactions of monomers forming a multimeric complex and thus its configuration.

Firstly, the hydrophobic clusters on all the monomers that form the target complex are mapped using the SOM-FT. In the case of a three-body docking, for example, if the monomers A, B, C form the complex ABC, then the order of interaction of these monomers can be studied mapping the hydrophobic clusters in monomers A, B, and C as well as the intermediate complexes AB, AC, and BC. The hydrophobic compatibility of the interfaces assists then in the inference of the order of interaction. For higher multimeric complexes the methodology is applied to all the intermediate complex structures.

Results

We have selected three case studies for validating our strategy in order to study multimeric complexes. In the first we show how the SOM-FT methodology enables the distinction of separate binding sites on the same monomer leading to its interaction with two different ligands. This leads to formation of a trimeric complex ABC the dimeric interfaces of which (AB and BC) are independent from each other. The second and third case studies show that predicting the configuration of the complex corresponds to the order in which the interaction leads to the final configuration, the methodology is thus employed to infer the order of interactions of three monomers leading to the configuration of a trimer structure. In order to perform a consistent SOM (i.e. the learning process leading to the same results) the number of steps in the learning process is proportional to 30 thousand times the number of amino acids of the subunit. This value has been obtained as result of the experiment with several protein complexes in our original paper [18].

Case Study 1

The first consists in the analysis of the trimeric complex constituted by the variable (Fv) fragment, Fv4155 from a murine immunoglobulin G1 [28] and a small organic ligand. The aim of the analysis is to automatically show that out of the six-heavy chain complementarity determining regions (CDR’s), CDR H3 accounts for most of the ligand binding and the formation of the interface between the heavy and light chains VL-VH and that the interaction sites of the VL and the steroid are relatively independent from each other. The SOM-FT is applied to analyze the heavy chain of Fv4155, the complexed structure which is reported in PDB with code 2BFV and is shown in (Figure 2a). Using a filter at level 5 (where frequencies higher than 5 are eliminated from the Fourier transform of the raw SOM) the map shown in (Figure 2b) is obtained. The proposed SOM-FT technique identifies two close but unambiguous and highly hydrophobic clusters on the V<sub>H</sub> domain of Fv4155. Mapping back the 2-dimensional clusters onto the surface of the 3D structure of the heavy chain is shown in (Figure 2c). The composition of the clusters is shown in Table 1 together with the corresponding values for the molecular hydrophobic potential (MPH) and their contribution to the surface area. Comparing the results of Table 1 with those obtained by the crystallographic analysis of Trinh et al. [28] that are shown in Table 2, it can be observed that compositions of cluster 1 SOM-FT contains mainly amino acids that bind to the light chain while those of cluster 2 mostly coincide with the hormone binding region on the heavy chain of Fv4155.

Figure 2(a-c): (a) Fv4155 fragment constituted of light chain (VL) (blue), heavy chain (VH) (green), and the steroid hormone (red). (b) Hydrophobic clusters predicted by the SOM-FT technique. (c) Map of the hydrophobic patches on the surface of VH.
While there are some amino acids that experimentally are shown to be involved in binding of both the V_L domain and the hormone the SOM-FT technique clearly shows that the two hydrophobic clusters can accommodate two different ligands. Moreover, the V_H domain is the main contributor to the interfaces with both molecules, V_L interacts with the steroids via two hydrogen bonds, but the interactions can be attributed mostly to hydrophobic factors. The analysis using the SOM-FT technique enables to predict this behavior unambiguously and thus can be applied to reduce the search space of a docking algorithm. In addition, the technique can be used to predict the dynamic order in which molecules interact to form a multimeric protein complex as in the next case study.

**Case Study 2**

In the second case study we attempt to infer a dynamic order of interaction of the monomers by examining the formation of the hydrophobic clusters through the different interaction pathways that can be hypothesized from the isolated monomers. This case study is constituted by the complex 1JSU (a factor in the control of the cell life cycle [29], the formation of which occurs as result of interaction of three monomers: p27, Cdk2 and Cyclin A, the order of interaction being critical to the process [29]). In this case the order of interaction is not obvious as in the former example since independent hydrophobic patterns are difficult to discern for this complex system as shown in Figure 3, safe p27, for which only one cluster is found by the SOM-FT technique coinciding with high accuracy with the experimental or native interface.

**Table 1:** Cluster Composition for antibody fragment Fv4155 (V_H).

| Cluster No | Amino Acid Composition (contributed area) | Surface (Å²) | Hydrophobic Potential (MPH) |
|------------|------------------------------------------|--------------|-----------------------------|
| 1          | I58 (25), Y59(14), L99(15), Y101(50), Y104(110) | 214          | -997.767                    |
| 2          | Y31(11), Y33(18), L47(49), Y100(26), G105(11), M106(17), W109(19) | 151          | -705.053                    |

**Table 2:** Composition of experimental V_H binding regions in Fv4155 (V_H) by Trinh et al. (1977).

| Amino Acid Composition | Surface (Å²) | Hydrophobic Potential (MPH) |
|------------------------|--------------|-----------------------------|
| V_H-Steroid            | T31(15), Y33(49), L47(18), I58(25) | 263          | -1540.444                  |
| Interface V_L-V_H      | Y59(17), L99(18), Y101(57), Y104(52) | 363          | -1082.321                  |

**Figure 3:** Computed binding sites and native interfaces for monomers: p27, Cdk2 and Cyclin A.

The clusters identified are ambiguous for Cdk2 and CyclinA, consequently different pathways leading to the formation of the complex can be hypothesized. These pathways can be generated by analyzing the intermediate complexes that would form when a particular binding order is assumed. The following three paths can be generated:

a) The first hypothetical path is shown in Figure 4 where the first interaction assumed is p27 with Cdk2. Assuming that the two monomers interact with an interface of composition similar to that found in the native trimer, identification of the cluster for interaction with the third monomer (Cyclin A) does not lead to a unique cluster similar to that of the interface found in the complex (as can be observed by visual inspection). While the native interface (shown in red on the right low part of Figure 4) is a well-defined region on the surface of the dimer, the computed interface is ambiguous and of difficult delimitation (shown in blue in the low-left part of Figure 4). Consequently, this path can be discarded from consideration.
b) A similar result is obtained when the first interaction in the path leading to the trimer is assumed to be that of the interaction between p27 and Cyclin A as illustrated in Figure 5. Here as supposed in (a) if one assumes an interaction between these two monomers with the observed interface in the trimer, there is no unambiguous recognition of the interaction region with Cdk2 by the SOM-FT technique.

c) A third path is illustrated in Figure 6 where the first two monomers allowed to interact are Cdk2 with Cyclin A at the interface observed in the crystal. This dimer taken as the receptor in the following step of the binding process and performing the calculation of the active site or hydrophobic cluster on its surface conduces to two independent hydrophobic clusters one of which is identical to that of the interface observed in the crystal. Furthermore, docking of the two molecules (the intermediate dimer with p27) generates a close to native structure with a high rank using any rigid body docking algorithm. All these instances would be indicating that among the three hypothetical paths proposed for the formation of the trimer 1JSU the third one would be the most feasible, and indeed, it agrees with an experimental report [29] that describes the binding of the human p27Kipl kinase inhibitory domain to the phosphorylated cyclin A-cyclin-dependent Kinase 2 (Cdk2) complex. Experimentally p27Kipl binds the complex as an extended structure interacting with both cyclin A and Cdk2, which is the path proposed by the analysis of the hydrophobic clusters in this case.

This case study illustrates the importance of the shape of the hydrophobic clusters mapped by the SOM-FT technique which additionally to what was mentioned before can be used in determining the dynamic order of interaction in the case of multimeric complexes. This case study illustrates a straightforward example of a qualitative analysis of the hydrophobic clusters.

**Case Study 3**

A rather subtle problem is constituted by the third case study in which a qualitative analysis as described in the second case is not sufficient to make a consistent affirmation on the dynamic order of interaction of the monomers composing a multimeric complex.

This third case study entails a detailed analysis for the complex of Adenylyl Cyclase C1A/C2A/Gs with PDB entry code 1AZS [30], and is illustrated in Figure 7.
Here, in order to cross-validate the SOM-FT derived results with the experimental structure the analysis based on the structure analysis of the complex has been simultaneously performed. Figure 8 shows the actual binding sites of each of the monomers composing the complex with every other monomer.

**Figure 8:** Binding sites of each monomer with the other two monomers composing 1ZAS.

Table 3 shows the composition of each interface (the number of SASP for each monomer and intermediate complex, the SASP per patch, the total and average MHP value, and the number of SASP corresponding to hydrophobic and hydrophilic amino acids). Moreover, the composition of the SAS in terms of the number of SASP belonging to the 20 amino acids is illustrated in Table 3, and these results are graphically presented in Figure 9, where the histograms on the right of each interface illustrate the character of each binding region in relation to the interaction partner.

**Figure 9 (a-b):** Quantitative analysis of the hydrophobicity of each binding site (C1A -> Gs read: binding region C1A for Gs).

Figure 10 shows the same information but in this case for the following step in the interaction cascade, i.e. the binding regions and their characteristics assuming the formation of each of the hypothetical dimmers. It can be observed that binding regions with higher hydrophobic potential are present for only two species in the path of interaction to form complex 1AZS, and these are the clusters of monomer Gs for interaction with monomer C1A on one hand, while on the other is the cluster of the species C1A/C2A that interacts with monomer Gs.
Table 3: Characteristics of the actual interaction interfaces for the complex 1AZS (C1A-C2A-Gs).

| Interface | Total SASP | LS SASP | HDP | Ac. HB1 | HydR-SASP | Hydral SAS |
|-----------|------------|---------|-----|---------|-----------|-----------|
| C1A-C2A-Gs | 3111 | 1179 | -2965.43 | -1.15 | 796 | 117 |
| C1A-Gs | 12770 | 524 | -1660.44 | -4.57 | 605 | 19 |
| C2A-Gs | 12230 | 705 | -1610.53 | -2.67 | 581 | 45 |

Table 4(a-d): Analysis of SOM-FT predicted clusters (Aclus) with actual interfaces (Aact) for the components of complex 1AZS (n = number of predicted clusters at level FFT).

One of the characteristics of the SOM-FT protocol is the exhaustive search for hydrophobic clusters it performs on protein surfaces, resulting many times in several clusters of variable size. Significant clusters are, however, only a fraction of them, the maximum number allowed for analysis here are nine clusters, taken at a filtering level of 5 [18]. To compare the predicted clusters with those in the experimental structure, three metrics: M1, M2 and M3 are computed as shown in tables 4a, 4b, and 4c respectively. Large values of M1 stand for predicted clusters larger than the experimental interface, and large values of M2 mean larger experimental regions than the predicted ones. Table 4d, shows the absolute number of SASP constituting each predicted cluster. Inspection of tables 4a and 4b reveals that many binding regions involved in the interaction path are predicted correctly. Thus, M1 and M2 values for clusters C1A→C2A (cluster 1), C1A→Gs (cluster 1), C2A→Gs (cluster 1) are both of high magnitude meaning that the predicted clusters overlap well with those of the actual crystal. Particularly significant are the values of M1 (64.81) and M2(33.85) for cluster 4 of the C1A/C2A→Gs intermediate which shows the preeminence of this cluster over any other in the intermediate step of the interaction path. Formation of the complex C1A/C2A on which a highly hydrophobic cluster is expressed is therefore correctly predicted by the system, as shown by a further calculation in table 4c, where the value of M3 for the cluster in the intermediate C1A/C2A underscores any other, including those for C1A→Gs and C12→Gs which, if higher would stand for a different pathway of interactions. The hydrophobic path identified on the C1A/C2A by the SOM-FT is shown in blue in Figure 11, where the real inter-
face is also shown in red for visual comparison. Consequently, the order of interaction of the monomers to form the 1AZS complex is shown in Figure 12.

Figure 11: Comparison of the cluster on the intermediate complex C1A/C2A; red: native interface, blue: SOM-FT predicted hydrophobic cluster.

We have carried analysis of the dynamic order for the formation of several other complexes (data not shown), with the methodology proposed and using the SOM-FT analysis of active sites on protein surfaces. We have arrived at similar results as the discussed in the three precedent cases. Since the SOM-FT methodology intrinsically involves a geometrical factor of the interacting monomers, the active sites recognized by the program are complementary in shape and hydrophobic characteristics. This is a further factor that can be used in reducing the search space for docking algorithms, ranking decoys with interfaces close to the identified interaction regions on the monomers and dimmers over other orientations. One must note, however, that the automatically inferred hydrophobic clusters will not infallibly provide the complete, close-to-native information about an interaction site. This is because the patches it recognizes are hydrophobic and may not overlap entirely with the real interface. Nevertheless, these clusters undoubtedly provide enough clues for assessing the likelihood of a hypothetical path of dynamic interactions in the formation of dimmers and thereby the configuration of multimeric protein complexes.

Conclusions

The present article aims at the evaluation of pathways of interaction leading to multimeric complexes by analyzing the geometry and physicochemical characteristics of automatically recognized interaction regions on surfaces of the interacting protein species in hypothetical pathways also automatically generated. The technique underlying the recognition of these interaction regions is a genuine algorithm that combines unsupervised machine learning (SOM) and a spectrum analysis methodology based on Fourier transforms (FR) that has been proposed by the authors [18,22], the SOM-FT technique. This methodology for assessing the paths of formation as well as configuration of multimeric proteins identifies active sites (hydrophobic clusters) on the surfaces of the interacting proteins (monomers, and complex intermediates).

We have applied the technique to three interesting case studies. The common denominator to these cases, (and thereby the reason to use them as prototypes in this study) is the fact that experimental details on their formation have been reported, facilitating the conclusions of the computational results we present. The first is concerned with the analysis of an antibody structure that is reported bound to some steroids. Coinciding with the experimental findings [28] we have found that CDR H3 has prominent roles both in ligand binding and in formation of the VL-VH complex. For Fv4155, the CDR H3 alone accounts for 45.5% (~323Å²) of the buried surface area of the heavy chain upon Fv formation, the hydrophobic clusters found by the SOM-FT analysis predicts a somewhat larger area for both hydrophobic clusters covering the experimentally reported one, with the fundamental difference that the clusters infer a priori that the VH is able to host two ligands, independently. The second case study shows how the SOM-FT protocol can be used to predict the dynamic order of interaction of the monomers to form the multimeric complex. As a suitable model complex to illustrate this procedure we selected the formation of complex PDB: 1JSU from the monomers p27, Cdk2 and Cyclin A. The inference of the pathway of complex formation requires the
analysis of all the hypothetical pathways using the hydrophobic clusters generated by the SOM-FT technique at all the levels of those pathways. We show that in this case a qualitative analysis of the clusters suffices to infer the right dynamic order of interaction or pathway leading to the configuration of the complex.

A more detailed analysis is necessary in the third case study since the SOM-FT produces many more clusters for each species. Here, nevertheless, comparison of the automatically predicted interaction regions coincide with the experimental complexes interfaces. The second case study shows a qualitative way in which the information on the hydrophobic patches or clusters can be used to infer interaction pathways. However, treating other systems with clusters where the information is not unambiguous on the extend of hydrophobicity driving certain interactions requires a step by step computation of these values.

We have shown that the likelihood of a path of interaction over other hypothetical paths can be assessed using the information provided by the automatically recognized hydrophobic patches. The process has to be evidently complemented by a docking algorithm -within the system for macromolecular interaction assessment MIAX [18] for instance- however, the procedure we propose besides constituting by itself a putative methodology to search for starting positions in docking processes, optimizing thus configurational searching operations, it can be a powerful method when analyzing multi-meric protein complexes for which the interactions dynamic order is the main information required for analyzing biochemical or biophysical processes that are driven mainly by these type of interactions.

Finally, with the launching of structural genomic projects, the methodology presented here can be the basis for achieving the long goal of predicting protein function within the context of sequence-to-structure-to function, there where sequence-to-function methods are quite limited to achieve these goals.
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