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Abstract In mediation analysis, the effect of an exposure (or treatment) on an outcome variable is decomposed into two components: a direct effect, which pertains to an immediate influence of the exposure on the outcome, and an indirect effect, which the exposure exerts on the outcome through a third variable called mediator. Our motivating example concerns the relationship between maternal smoking (the exposure, $X$), birthweight (the mediator, $M$), and infant mortality (the outcome, $Y$), which has attracted the interest of epidemiologists and statisticians for many years. We introduce new causal estimands, named $u$-specific direct and indirect effects, which describe the direct and indirect effects of the exposure on the outcome at a specific quantile $u$ of the mediator, $0 < u < 1$. Under sequential ignorability we derive an interesting and novel decomposition of $u$-specific indirect effects. The components of this decomposition have a straightforward interpretation and can provide new insights into the complexity of the mechanisms underlying the indirect effect. We illustrate the proposed methods using data on infant mortality in the US population. We provide analytical evidence that supports the hypothesis that the risk of sudden infant death syndrome is not predicted by changes in the birthweight distribution.

1. Introduction. In epidemiological research, assessing the effect of an exposure ($X$) on the outcome of interest ($Y$) is often done in relation to a third variable ($M$), called intermediate variable or mediator, which is suspected to lie on the causal pathway between the exposure and the outcome under investigation. Mediation analysis is a popular statistical approach to this kind of problems and occupies an important place in observational studies. The goal of mediation analysis is to tease out direct and indirect effects

‡Corresponding author: Marco Geraci, Department of Epidemiology and Biostatistics, Arnold School of Public Health, University of South Carolina, 915 Greene Street, Columbia SC 29209, USA. E-mail: geraci@mailbox.sc.edu

†Supported in part by funding received from the National Institutes of Health – National Institute of Child Health and Human Development (Grant Number: 1R03HD084807-01A1).

Keywords and phrases: Birthweight paradox, resampling large datasets, vital statistics
of an exposure on the outcome.

We consider the potential outcome approach to causal inference as proposed by Rubin (1974, 1990) and define channeled and un-channeled effects by means of natural direct and indirect effects (Robins and Greenland, 1992; Pearl, 2001). Natural direct and indirect effects describe what would happen to the relationship between exposure and outcome when the mediator is intervened upon.

In mediation analysis, a sequential ignorability assumption is usually invoked, which implies that conditional on pretreatment covariates, say $W$, there is no unmeasured confounding of the treatment-mediator, treatment-outcome and mediator-outcome relationships. Under this assumption, the analysis of the data revolves around the conditional distributions of $M|X,W$ and of $Y|X,M,W$. Most of the literature on mediation analysis concerns location-shift effects, which is tantamount to the application of (generalized) linear regression to model the relationship between $X$ and the conditional mean of $M$, or between $(X,M)$ and the conditional mean of $Y$, given $W$. A few exceptions include Imai, Keele and Tingley (2010) and Shen et al. (2014), who proposed assessing the effects of the exposure on the conditional quantiles of the outcome, and Dominici et al. (2006), who considered conditional quantiles of the mediator when estimating direct and indirect effects.

In this paper, our primary interest does not involve how the distribution of the outcome is summarized nor this issue is relevant to the forthcoming discussion. Although we choose the expected value as parameter of interest, our results extend to any outcome model, including Imai, Keele and Tingley’s (2010) model for ‘quantile causal mediation effects’ and Shen et al.’s (2014) ‘quantile outcome model’. In contrast, our goal is to provide a breakdown of the natural indirect effects by using an alternative formulation based on the quantiles of the mediator model. In this regard, our proposal is novel and, to the best of our knowledge, there are no published studies comparable to ours. Specifically, we first order the potential values of the mediator under alternative treatment conditions according to their cumulative probabilities, say $u$, where $u \in (0,1)$. Then we show that the (overall) average indirect effect can be written as the average of what we labelled $u$-specific indirect effects, that is, the expected indirect effects of the treatment on the outcome given the quantiles of the mediator. Similarly, we show that the (overall) average total effect and the (overall) average natural direct effect can be written as averages of conditional expected total and direct effects given the quantiles of the mediator, which we refer to as $u$-specific total and direct effects, respectively. In this regard, our study offers another element
of novelty as compared to Dominici et al.’s (2006) paper, namely a direct link between average causal effects and quantile-specific effects.

We make the assumption of sequential ignorability (e.g., Pearl, 2001; Dominici et al., 2006; VanderWeele and Vansteelandt, 2009; Imai, Keele and Tingley, 2010), which allows us to identify and estimate average natural direct and indirect effects from the observed data. Nevertheless our focus is on the \( u \)-specific effects. Under sequential ignorability, we investigate the information provided by the data on \( u \)-specific indirect effects, and, by using the formulation of the average natural indirect effect as average of \( u \)-specific indirect effects, we obtain a novel decomposition of the indirect effect, which provides additional valuable and easy-to-interpret information about the mediating process. The crucial quantities involved in the decomposition are the conditional quantile function of the mediator given the exposure, the density of the mediator’s distribution, and the sensitivity of the outcome to changes in the mediator’s distribution, all of which we propose to estimate using a distribution-free approach.

We illustrate our approach, including modelling and inferential strategies, using a dataset with several millions of observations on birthweights and infant mortality in the US population.

2. Smoking, birthweight and infant mortality. Our motivating example is represented by maternal smoking during pregnancy (the exposure), birthweight (the mediator) and infant mortality (the primary outcome). We consider data on livebirths and infant deaths (i.e., deaths of children younger than one year of age) in white singletons born in the United States (US) between 2001 and 2005 obtained from the National Center for Health Statistics (NCHS). These data contain birth-cohort linked information on cause of death, age at death, birthweight, maternal smoking (including approximate number of cigarettes smoked daily), and other medical and sociodemographic characteristics systematically recorded on US birth certificates.

Tobacco smoking during pregnancy increases the risk of a number of adverse outcomes, including miscarriage, placental abruption, preterm delivery, and sudden infant death syndrome (SIDS). It is also known that the effect of smoking on birthweight is to shift the entire distribution to the left, thus increasing the risk of low birthweight (LBW) (< 2500 gr). However, the shift is not uniform across birthweight quantiles but stronger on lower quantiles and weaker on upper quantiles (Abrevaya, 2001; Koenker and Hallock, 2001; Geraci, 2016). Finally, numerous studies have linked infant mortality to birthweight (Wilcox and Russell, 1983). Mortality is highest in infants born very small and it decreases monotonically with increas-
ing birthweight (except in macrosomic infants for whom mortality tends to rise). The International Classification of Diseases (ICD), Tenth Edition (World Health Organization, 1992), lists ‘Extremely low birthweight newborn’ (P07.0) (< 1000 gr) and ‘Other low birth weight newborn’ (P07.1) (1000–2500 gr) as causes of morbidity or additional care in infants. LBW may also be related to diseases in later life. Using a life course perspective (De Stavola et al., 2006), epidemiology studies are now investigating the association of LBW with adverse health outcomes in childhood (e.g., in relation to cancer risks, Koifman, Pombo-de Oliveira and The Brazilian Collaborative Study Group of Infant Acute Leukemia, 2008; Birch et al., 2010) as well as in adulthood (the ‘fetal origins’ hypothesis) (Godfrey and Barker, 2000; Huxley, Neil and Collins, 2002; Huxley et al., 2004).

What needs to be clarified, yet, is the mediating role of birthweight in the association between smoking and infant mortality risk. Wilcox (2001) speculated that the effect of smoking is to shift the birthweight distribution and the mortality curve to the left, uniformly at all birthweight quantiles. This would imply that the impact of smoking on mortality is independent of its effect on birthweight, i.e., that the indirect effect is null. In a related commentary (Hertz-Picciotto, 2001), it was noted that the very results reported by Wilcox (2001) were actually pointing in the opposite direction, i.e. towards a non-uniform effect of smoking on mortality. However, no analytical evidence was provided to support either claims.

It has also been suggested that there might be common causes of LBW and mortality (e.g., birth defects), which usually remain unobserved to the analyst (Hernández-Díaz, Schisterman and Hernán, 2006). In other words, birthweight per se is not a causative factor, but rather an endpoint of prenatal biological mechanisms. Gestational age and birthweight for gestational age are often preferred for predicting health outcomes. However, birthweight still has a role in predicting health outcomes as a proxy of unmeasured processes (Hertz-Picciotto, 2001). Moreover, birthweight is cheap to measure, which is especially advantageous in low and middle income countries, and is measured more accurately than gestational age, since timing of ovulation and conception are often uncertain. As a consequence, missing and misclassified data are usually higher in proportion for gestational age than for birthweight, and, even worse, they are more common in women that are more likely to give birth to infants at higher risk of mortality (Wilcox, 2001).

These facts make smoking, birthweight, and infant mortality a perfect candidate for a mediation analysis. However, due to the reasons discussed above, statistical methods that deal only with the location-shift effect of the exposure (smoking) on the mediator (birthweight) might be missing out on
important clues, which would help understand the mediating process.

3. Methods.

3.1. Potential outcomes and causal estimands. We consider the simple case in which the exposure variable, $X$, is dichotomous, namely $X = 0$ in the unexposed population and $X = 1$ in the exposed population. The outcome $Y$ can be either discrete or continuous. We focus on an absolutely continuous intermediate variable $M$. We denote by $W$ a vector of observed pretreatment variables.

Under the stable unit treatment value assumption (SUTVA) (Rubin, 1990), which rules out the presence of different versions of each treatment level and interference between units, we can define two potential outcomes for each post-treatment variable. Let $M(x)$ and $Y(x)$ denote respectively the potential outcomes of $M$ and $Y$ if treatment $X$ were set, possibly contrary to fact, to the value $x$, $x = 0, 1$. Under an appropriate version of SUTVA (see, for example, Mattei and Mealli, 2011), we can define the following potential outcomes:

- $Y(x, m)$, which would be the value of the outcome $Y$ if the treatment were set to the level $x$ and the mediator $M$ were set to a specific prefixed value, $m$; and
- $Y(x, M(x^*))$, which would be the value of the outcome $Y$ if the treatment were set to the level $x$ and the mediator $M$ were set to the value it would have taken if the treatment had been set to an alternative level, $x^*$. Under the composition assumption (VanderWeele, 2015), $Y(x, M(x)) = Y(x)$.

We concentrate on causal effects defined by the differences of potential outcomes. Therefore the average total causal effect (ACE) of the treatment $X$ on the outcome $Y$ is defined as the mean difference between potential outcomes:

$$ACE = E(Y(1) - Y(0)) = E_W \{E(Y(1) - Y(0) \mid W = w)\} = E_W (ACE_w),$$

where the outermost expectation is over the distribution of the pretreatment covariates and $ACE_w = E(Y(1) - Y(0) \mid W = w)$ is the average total causal effect conditional on covariates at level $W = w$.

In the presence of an intermediate variable $M$ it could be of interest decomposing the total effect of the exposure $X$ on the outcome $Y$ into a channeled (indirect) effect mediated through $M$, and an un-channeled
(direct) effect, that is, an effect not mediated through $M$. Here we consider natural indirect (NIE) and direct (NDE) effects. The conditional average NIE and NDE given $W = w$ are defined by

\begin{align*}
NIE_{x|w} &= \mathbb{E}(Y(x, M(1)) - Y(x, M(0)) \mid W = w), \\
nDE_{x^*|w} &= \mathbb{E}(Y(1, M(x^*)) - Y(0, M(x^*)) \mid W = w),
\end{align*}

for $x, x^* = 0, 1$ (see, e.g., Robins and Greenland, 1992; Pearl, 2001). Then, the average total effect conditional on $W = w$ can be decomposed into the sum of a natural indirect effect and a natural direct effect as follows:

$$ACE_w = NIE_{0|w} + NDE_{1|w} = NID_{1|w} + NDE_{0|w}.$$ 

For convenience, all the effects are defined conditional on covariates, but it is worth noting that $NIE_x = \mathbb{E}_W \{NIE_{x|w}\}$ and $NDE_{x^*} = \mathbb{E}_W \{NDE_{x^*|w}\}$ and that the following decomposition of the total effect holds: $ACE = NIE_0 + NDE_1 = NIE_1 + NDE_0$.

Let’s define the function

$$R_{x,x^*}(m \mid w) = \mathbb{E}(Y(x, m) \mid M(x^*) = m, W = w),$$

for $m \in \mathbb{R}, x, x^* = 0, 1$. The interpretation of $R_{x,x^*}(m \mid w)$ is straightforward. For example, if we refer to the NCHS birthweight study introduced previously, then $R_{1,x^*}(m \mid w)$ describes the expected infant mortality that would result if infants in the subpopulation $W = w$ were exposed to smoking, as a function of the potential birthweights that could be observed if mothers either smoked ($x^* = 1$) or did not smoke ($x^* = 0$) during pregnancy.

By applying the law of iterated expectations we obtain

$$\mathbb{E}(Y(x, M(x^*)) \mid W = w) = \int \mathbb{E}(Y(x, m) \mid M(x^*) = m, W = w) \, dF_{M(x^*)|W=w}(m).$$

Then, we can rewrite the natural indirect and direct effects as follows

\begin{align*}
NIE_{x|w} &= \int \mathcal{R}_{x,1}(m \mid w) \, dF_{M(1)|W=w}(m) \\
&\quad - \int \mathcal{R}_{x,0}(m \mid w) \, dF_{M(0)|W=w}(m), \\
nDE_{x^*|w} &= \int \mathcal{R}_{1,x^*}(m \mid w) \, dF_{M(x^*)|W=w}(m) \\
&\quad - \int \mathcal{R}_{0,x^*}(m \mid w) \, dF_{M(x^*)|W=w}(m).
\end{align*}
3.2. Rank ordering. Let \( u = F_{M(x^*)|W=w}(m) \), for \( m \in \mathbb{R} \), and let \( \xi_u^x = F_{M(x^*)|W=w}^{-1}(u) \) be the \( u \)th quantile of \( M(x^*) \mid W = w \), for \( u \in (0,1) \). Also, let \( U_{M(x^*)|W=w} = F_{M(x^*)|W=w}(M(x^*) \mid W = w) \) be the rank transform of \( M(x^*) \) given \( W = w \), which follows a standard uniform distribution. Similarly to (4), we define the function

\[
R_{x,m,x^*}(u \mid w) = E(Y(x, m) \mid U_{M(x^*)|W=w} = u), \quad 0 < u < 1.
\]

The functions in (4) and (7) have both the same purpose. However, they are interpreted differently. Expression (4) concerns the conditional expectation of \( Y(x, m) \) given a fixed value \( m \) of \( M(x^*) \), which may correspond to different quantile levels (probabilities) of the mediator under treatment \( (x^* = 1) \) or under control \( (x^* = 0) \). In contrast, expression (7) concerns the conditional expectation of \( Y(x, m) \) given a fixed quantile level \( u \), which may correspond to different values of the mediator under treatment \( (x^* = 1) \) or under control \( (x^* = 0) \).

**Remark 3.1.** We can establish a relationship between (4) and (7) as a consequence of the one-to-one relationship between \( u \) and \( \xi_u^x \). In particular, we can assume that the function \( R_{x,x^*}(\cdot \mid w) \) is the result of the composition \( R_{x,x^*} \circ F_{M(x^*)|W=w}^{-1} \) such that \( R_{x,x^*} \xi_u^x \xrightarrow{\xi_u^x} (u \mid w) = R_{x,x^*} \xi_u^x \xi_u^x \mid w \) for every \( u = F_{M(x^*)|W=w}(\xi_u^x) \).

The natural indirect effect in (5) can be written as follows:

\[
NIE_{x|w} = \int_{\mathbb{R}} R_{x,1}(m \mid w) \, dF_{M(1)|W=w}(m) - \int_{\mathbb{R}} R_{x,0}(m \mid w) \, dF_{M(0)|W=w}(m) = \int_{0}^{1} R_{x,1} \left( F_{M(1)|W=w}^{-1}(u) \mid w \right) \, du - \int_{0}^{1} R_{x,0} \left( F_{M(0)|W=w}^{-1}(u) \mid w \right) \, du = \int_{0}^{1} R_{x,\xi_u^x,1} \left\{ F_{M(1)|W=w} \left( F_{M(1)|W=w}^{-1}(u) \right) \mid w \right\} \, du - R_{x,\xi_u^x,0} \left\{ F_{M(0)|W=w} \left( F_{M(0)|W=w}^{-1}(u) \right) \mid w \right\} \, du,
\]

where the second equality follows from the substitution \( u = F_{M(x^*)|W=w}(m) \), \( x^* = 0, 1 \); the third equality follows from the property of linearity of integrals; and the fourth equality follows from the relationship between \( R_{x,\xi_u^x,1} \) \( (u \mid w) \)
We refer to the last integrand in (10) as the indirect effect, that is, the natural indirect effect of $X$ on $Y$ at the quantile $u$ of $M(X^*) \mid W = w$, to which we refer as the $u$-specific indirect effect of $X$ on $Y$, conditional on $W$. By using similar arguments as above, we also obtain

\begin{equation}
ACE_w = E(Y(1) \mid W = w) - E(Y(0) \mid W = w)
\end{equation}

\begin{align*}
&= E(Y(1, M(1)) \mid W = w) - E(Y(0, M(0)) \mid W = w) \\
&= \int \mathcal{R}_{1,1}(m \mid w) \, dF_{M(1) \mid W = w}(m \mid w) - \int \mathcal{R}_{0,0}(m \mid w) \, dF_{M(0) \mid W = w}(m) \\
&= \int_0^1 \mathcal{R}_{1,\xi_u^{1,1}} \left\{ F_{M(1) \mid W = w}(F_{M(1) \mid W = w}^{-1}(u)) \mid w \right\} du \\
&\quad - \int_0^1 \mathcal{R}_{0,\xi_u^{0,0}} \left\{ F_{M(0) \mid W = w}(F_{M(0) \mid W = w}^{-1}(u)) \mid w \right\} du.
\end{align*}

We refer to the last integrand in (10)

\begin{equation}
ACE_{u,w} = \mathcal{R}_{1,\xi_u^{1,1}} \left\{ F_{M(1) \mid W = w}(F_{M(1) \mid W = w}^{-1}(u)) \mid w \right\} - \int_0^1 \mathcal{R}_{0,\xi_u^{0,0}} \left\{ F_{M(0) \mid W = w}(F_{M(0) \mid W = w}^{-1}(u)) \mid w \right\} du.
\end{equation}

as the $u$-specific total effect of $X$ on $Y$, and we define the $u$-specific direct effect as the difference between the $u$-specific total effect and $u$-specific indirect effect, that is,

\begin{equation}
NDE_{x^* \mid u,w} = \mathcal{R}_{1,\xi_u^{1,1}} \left\{ F_{M(x^*) \mid W = w}(F_{M(x^*) \mid W = w}^{-1}(u)) \mid w \right\} - \int_0^1 \mathcal{R}_{0,\xi_u^{0,0}} \left\{ F_{M(x^*) \mid W = w}(F_{M(x^*) \mid W = w}^{-1}(u)) \mid w \right\} du.
\end{equation}
3.3. Identifiability. To identify and estimate natural direct and indirect effects, sequentially ignorability assumptions are usually invoked (e.g., Pearl, 2001; VanderWeele and Vansteelandt, 2009; Imai, Keele and Tingley, 2010). Throughout the paper, we make the following assumption.

**Assumption 1 (Sequential Ignorability (Imai, Keele and Tingley, 2010)).**

(i) **Ignorability of the treatment:** \((Y(x, m), M(x^*)) \perp \perp X | W, \) for \(x, x^* = 0, 1\) and for all \(m \in \mathbb{R}\).

(ii) **Ignorability of the mediator:** \(Y(x, m) \perp \perp M(x^*) | X = x^*, W, \) for \(x, x^* = 0, 1\) and for all \(m \in \mathbb{R}\).

Let \(X, M = M(X) = X \cdot M(1) + (1 - X) \cdot M(0), \) and \(Y = Y(X) = X \cdot Y(1) + (1 - X) \cdot Y(0)\) be, respectively, the actual treatment, observed value of the mediator, and observed value of the outcome. Also, let’s define the function

\[
R(x, m, w) = E(Y | X = x, M = m, W = w),
\]

which describes the average outcome in the subpopulation with covariates level \(w\) exposed to treatment \(x\) as a function of the mediator. For instance, in the NCHS birthweight study, \(R(1, m, w)\) describes the mortality risk for infants in the subpopulation \(W = w\) exposed to maternal smoking, as a function of birthweight. Analogously, \(R(0, m, w)\) describes the mortality risk for unexposed infants.

Under Assumption 1,

\[
R_{x,x^*}(m | w) = R(x, m, w)
\]

for \(x^* = 0, 1\), and for each \(x = 0, 1, m \in \mathbb{R}\) and \(w\) (see Appendix), and the mediation formula (Pearl, 2001) holds:

\[
E(Y(x, M(x^*)) | W = w)
= \int \mathbb{R} E(Y | X = x, M = m, W = w) \, dF_{M|X=x^*,W=w}(m)
= \int \mathbb{R} R(x, m, w) \, dF_{M|X=x^*,W=w}(m)
\]

where \(F_{M|X=x^*,W=w}(m)\), for \(m \in \mathbb{R}\), is the cumulative distribution function of \(M | X = x^*, W = w\). Therefore, the natural indirect effect \(NIE_{x|w}\) is
identifiable from the observed data and is calculated as

\[ NIE_{x|w} = \int_{\mathbb{R}} E(Y \mid X = x, M = m, W = w) \ dF_{M|X=1,W=w}(m) \]

\[ - \int_{\mathbb{R}} E(Y \mid X = x, M = m, W = w) \ dF_{M|X=0,W=w}(m) \]

\[ = \int_{\mathbb{R}} R(x, m, w) \ dF_{M|X=1,W=w}(m) - \int_{\mathbb{R}} R(x, m, w) \ dF_{M|X=0,W=w}(m). \]

Similar to (11), we now define the function:

\[ R(x, x^*, u, w) = E(Y \mid X = x, U_{M|X=x^*,W=w} = u, W = w) \]

where \( U_{M|X=x^*,W=w} \) is the rank transform of \( M \mid X = x^*, W = w \), which follows a standard uniform distribution. We have that

\[ R(x, x^*, u, w) = R(x, \xi_u|_{x^*}, w) \]

for every \( u = F_{M|X=x^*,W=w}(\xi_u|_{x^*}) \), where \( \xi_u|_{x^*} = F_{M|X=x^*,W=w}^{-1}(u) \) is the \( u \)th quantile of the random variable \( M \mid X = x^*, W = w \) for all \( u \in (0, 1) \).

The natural indirect effect in (12) can be then written as follows:

\[ NIE_{x|w} = \int_{\mathbb{R}} R(x, m, w) \ dF_{M|X=1,W=w}(m) - \int_{\mathbb{R}} R(x, m, w) \ dF_{M|X=0,W=w}(m) \]

\[ = \int_{0}^{1} R \left( x, F_{M|X=1,W=w}^{-1}(u), w \right) \ du - \int_{0}^{1} R \left( x, F_{M|X=0,W=w}^{-1}(u), w \right) \ du \]

\[ = \int_{0}^{1} R \left( x, 1, F_{M|X=1,W=w}^{-1}(u), w \right) \]

\[ - R \left( x, 0, F_{M|X=0,W=w}^{-1}(u), w \right) \]

where the second equality follows from the substitution \( u = F_{M|X=x^*,W=w}(m), \)

\( x^* = 0, 1 \); the third equality follows from the property of linearity of integrals; and the fourth equality follows from the relationship between \( R(x, x^*, u, w) \) and \( R(x, \xi_u|_{x^*}, w) \) and the identity

\[ R(x, x^*, u, w) = R \left( x, x^*, F_{M|X=x^*,W=w}^{-1}(u), w \right) \]

Under Assumption 1, \( R_{x,\xi_{u|_{x^*}},x^*}(u \mid w) = R(x, x^*, u, w) \). Therefore, the following proposition holds:
Proposition 1. Under Assumption 1, we have

$$NIE_{x|u,w} = R\left\{x, 1, F_{M|X=1,W=w} \left(F_{M|X=1,W=w}^{-1}(u)\right), w\right\} - R\left\{x, 0, F_{M|X=0,W=w} \left(F_{M|X=0,W=w}^{-1}(u)\right), w\right\}. $$

The proof of Proposition 1 is given in Appendix.

3.4. Decomposition of the indirect effects. Given Assumption 1 and expression (16), the $u$-specific natural indirect effect is equal to the derivative of (15) with respect to $x^*$. To illustrate this fact, it may be instructive to temporarily consider $R(x, x^*, u, w)$ as a differentiable function of a continuous variable $x^*$. By the chain rule, the first derivative of $R(x^*, u, w)$ with respect to $x^*$ gives

$$dR\left\{x, x^*, F_{M|X=x^*,W=w} \left(F_{M|X=x^*,W=w}^{-1}(u)\right), w\right\} \frac{dx^*}{du} = \frac{dR(x, x^*, u, w)}{du} \cdot \frac{dF_M^{-1}|X=x^*,W=w}(u)}{dF_{M|X=x^*,W=w}(u)} \cdot \frac{dF_{M|X=x^*,W=w}^{-1}(u)}{dx^*} \cdot r(x, x^*, u, w) \cdot [s(u, x^*, w)]^{-1} \cdot q(u, x^*, w),$$

where

- $r(x, x^*, u, w)$ denotes the derivative of $R(x, x^*, u, w)$ with respect to $u$,
- $s(u, x^*, w) = dF_{M|X=x^*,W=w}^{-1}(u)/du$ is the derivative of the conditional quantile function of $M$ given $X = x^*$ and $W = w$ with respect to $u$, and
- $q(u, x^*, w) = dF_{M|X=x^*,W=w}^{-1}(u)/dx^*$ denotes the derivative of the conditional quantile function of $M$ given $X = x^*$ and $W = w$ with respect to $x^*$.

The function $s(u, x^*, w)$ is known as sparsity function (Tukey, 1965) or quantile-density function (Parzen, 1979), and from the identity

$$F_{M|X=x^*,W=w} \left(F_{M|X=x^*,W=w}^{-1}(u)\right) = u,$$

it follows that $s(u, x^*, w) = f_{M|X=x^*,W=w}^{-1}(\xi_{u|x^*})$. That is, the sparsity function is the reciprocal of the density function evaluated at the quantile of interest and it is used as a measure of local variability. Variability is higher
where the data are more sparse (less dense) and, vice versa, lower where the data are less sparse (more dense).

In our exposition, \( X \) is binary, therefore differentiation with respect to \( x^* \) should be loosely interpreted as differencing between adjacent levels of \( x^* \), with \( dx^* = 1 \) and

\[
\frac{dR\{x, x^*, F_{M|X=x^*, W=w} \left( F_{M|X=x^*, W=w}^{-1}(u) \right), w\}}{dx^*} = R\{x, 1, F_{M|X=1, W=w} \left( F_{M|X=1, W=w}^{-1}(u) \right), w\}
- R\{x, 0, F_{M|X=0, W=w} \left( F_{M|X=0, W=w}^{-1}(u) \right), w\}
= NIE_{x|u,w}.
\]

Note that, in the binary case, we have that \( q(u, x^*, w) = F_{M|X=1, W=w}^{-1}(u) - F_{M|X=0, W=w}^{-1}(u) \). Moreover, under Assumption 1 (ignorability of the treatment), we have that

\[
F_{M(1)|W=w}^{-1}(u) - F_{M(0)|W=w}^{-1}(u) = F_{M|X=1, W=w}^{-1}(u) - F_{M|X=0, W=w}^{-1}(u).
\]

Therefore \( q(u, x^*, w) \) is the \( u \)th quantile effect of \( X \) on \( M \).

The connection between (17) and (18) is given by the following proposition:

**Proposition 2.** Let \( R(\cdot, x^*, \cdot, \cdot) \in C^1 \) be a continuously differentiable function of \( x^* \), where \( x^* = (\zeta^* - a)/(b - a) \) and \( \zeta^* \in [a, b] \subseteq \mathbb{R} \). Then, there exists some \( \tilde{x}^* \in (0, 1) \) such that

\[
\frac{dR\{x, x^*, F_{M|X=x^*, W=w} \left( F_{M|X=x^*, W=w}^{-1}(u) \right), w\}}{dx^*} \bigg|_{x^* = \tilde{x}^*} = r(x, x^*, u, w) \bigg|_{x^* = \tilde{x}^*} \cdot \left[ s(u, x^*, w) \right]^{-1} \bigg|_{x^* = \tilde{x}^*} \cdot q(u, x^*, w) \bigg|_{x^* = \tilde{x}^*}
= R(x, 1, u, w) - R(x, 0, u, w).
\]

The proof of Proposition 2 is given in Appendix.

**Remark 3.2.** In general, the value \( \tilde{x}^* \) is not unique. However, if in addition \( dR(\cdot, x^*, \cdot, \cdot)/dx^* \) is strictly monotonic, then \( \tilde{x}^* \) is unique.

The above proposition is based on a simplification of how a binary exposure is defined. We can interpret \( \zeta^* \) as a latent exposure that gives rise to
\( x^* \in \{0, 1 \} \) according to a threshold mechanism. This may or may not be appropriate for some exposures. For example, in the NCHS birthweight study, \( \zeta^* \) could be interpreted as the amount of nicotine or other toxic substances to which the fetus is exposed during pregnancy. The dichotomized \( x^* \) may be considered as arising from a threshold mechanism of the type \( I(\zeta^* > c) \), \( c \in (0, \zeta_{\text{max}}^*) \). Note that the value \( \tilde{x}^* \) may depend on \( x, u, \) and \( w \). For simplicity, in our application (Section 5) we do not concern ourselves with the calculation of such values but, instead, introduce ‘average’ approximations as explained in Section 4.

Under Assumption 1, Proposition 2 implies that we can decompose \( NIE_{x|u} \), i.e. the \( u \)-specific natural indirect effect of \( X \) on \( Y \) at the quantile \( u \) of \( M \), into three components:

1. \( q(u, x^*, w) \bigg|_{x^* = \tilde{x}^*} \equiv q(u, \tilde{x}^*, w) \), the \( u \)-quantile effect of the exposure on the mediator;
2. \( \left[ s(u, x^*, w) \right]^{-1} \bigg|_{x^* = \tilde{x}^*} \equiv \left[ s(u, \tilde{x}^*, w) \right]^{-1} \), the conditional density of the mediator given \( X = \tilde{x}^* \) and \( W = w \) at the quantile \( u \);
3. \( r(x, x^*, u, w) \bigg|_{x^* = \tilde{x}^*} \equiv r(x, \tilde{x}^*, u, w) \), the sensitivity of the conditional expected value of the outcome given \( X = \tilde{x}, W = w \) to changes in the conditional distribution of the mediator given \( X = \tilde{x}^*, W = w \) at \( u \).

Naturally, the stronger the \( u \)-quantile effect, the larger will be the indirect effect if \( R(x, x^*, u, w) \) is sensitive near \( u \). The density \( \left[ s(u, \tilde{x}^*, w) \right]^{-1} \) amplifies (attenuates) the quantile effect in regions where the variability of the mediator is lower (higher).

4. Models and inference. We now introduce the models and related inferential aspects. For our data analysis, we favour semi- and non-parametric approaches as we want some modelling flexibility. However, parametric alternatives, of which we mention a few, can be considered as well.

4.1. Modelling the mediator. The first step in our modelling approach involves the conditional quantile function of the mediator. Suppose that the exposure \( X \) and the \( u \)th quantile of \( M \), adjusted for confounders \( W \), are related according to a linear model of the type

\[
F_{M|X=x,W=w}^{-1}(u) = \beta_0(u) + x\beta_1(u) + w'\gamma(u),
\]

where \( \gamma(u) \) is a \( p \times 1 \) vector of coefficients and \( w \) may contain interaction terms with \( x \). It also follows that the marginal effect associated with \( x \) is
\( q(u, x, w) = \beta_1(u) + \frac{dw'\gamma(u)}{dx} \). Note that the linear specification of the model implies that \( q(u, x, w) = q(u, w) \) does not depend on \( x \). If we assume that \( x \) is the result of a dichotomization of a latent continuous exposure, this may represent a simplification of the true dose-response relationship between the latent exposure and the mediator. In practical situations, information on such a relationship may be unavailable or unreliable or costly to obtain. We further elaborate on this point with regard to the relationship between smoking and birthweight (Section 5).

Consider for a moment the case \( \gamma(u) = 0 \). Under ignorability of the treatment, since \( X \) is binary, \( \beta_0(u) \) is the \( u \)th quantile of \( M \) in the unexposed population and \( \beta_1(u) \) is the ‘quantile treatment effect’ (Doksum, 1974; Lehmann, 1975; Koenker and Xiao, 2002) on the mediator. In this case, it is straightforward to estimate these parameters using the sample quantiles \( \hat{\beta}_0(u) = \hat{F}_{M|X=0}^{-1}(u) \) and \( \hat{\beta}_1(u) = \hat{F}_{M|X=1}^{-1}(u) - \hat{F}_{M|X=0}^{-1}(u), \ 0 < u < 1 \).

For more general problems where \( \gamma(u) \neq 0 \), estimation can be based on simplex or interior point methods (Koenker, 2005). If the assumption of linearity of the quantile function does not hold, one can consider nonlinear quantile regression models (Koenker and Park, 1996) or exploits the equivariance property of quantiles by applying a suitable transformation towards linearity (Geraci and Jones, 2015). In any of the above cases, parametric assumptions on the functional form of \( F \) are avoided in favour of weaker conditional quantile restrictions (Powell, 1994).

Parametric specifications of \( F \) can also be of interest. An approach based on a mixture of normals is proposed by Dominici et al. (2006). For instance, suppose that \( M|(X = x, W = w) \sim N(\beta_0 + x\beta_1 + w'\gamma, \sigma^2) \), then \( \hat{F}_{M|X=x,W=w}^{-1}(u) = \beta_0(u) + x\beta_1 + w'\gamma \), where \( \beta_0(u) = \beta_0 + \sigma \Phi^{-1}(u) \) and \( \Phi \) denotes the standard normal distribution function. It follows that \( q(u, x, w) = \beta_1 + \frac{dw'\gamma}{dx} \) is constant with respect to \( u \). That is, the quantile regression curves are simply vertical translations of one another. Moreover, under normal assumptions, the decomposition of the \( u \)-specific indirect effect given in (20) would simplify to

\[
\frac{dR(x, \tilde{x}^*, u, w)}{dx} = r(x, \tilde{x}^*, u, w) \cdot \frac{\beta_1 + \frac{dw'\gamma}{dx}|_{x^*} = \tilde{x}^*}{\sqrt{2\pi\sigma}} \cdot \exp \left[ -\frac{\left\{ \Phi^{-1}(u) \right\}^2}{2} \right],
\]

which could be regarded as a null hypothesis model. However, location-shift or even location–scale-shift effects only may fail to capture the complexity of the distributional relationships between variables.

4.2. Modelling the outcome. Let us now consider the modelling of the function \( R(x, x^*, u, w), \ 0 < u < 1 \). For ease of exposition, we refer to
the NCHS data analysis, where the focus is on mortality. We can estimate \( R(x, x^*, u, w) \) by a sequence of mortality rates at different quantiles of a sample \( \{m_1, \ldots, m_n\} \) of observations of \( M \), where \( n \) denotes the sample size. Let \( (u_{k-1}, u_k) \), \( k = 1, \ldots, K \), be a sequence of bins that partition the unit interval, with \( u_0 = 0 \) and \( u_K = 1 \) (the leftmost bin is treated as closed). Next, we classify the observations according to the distribution of \( M | X = x^*, W = w \). If \( \hat{F}_{M|X=x^*,W=w}(m_i) \) falls in \((u_{k-1}, u_k]\), then we assign the \( i \)th observation to the \( k \)th bin. The latter task can be easily achieved by noting that \( F_{M|X=x^*,W=w} \) is simply the inverse of the conditional quantile function. Using the midpoints \( \bar{u}_k \), \( k = 1, \ldots, K \), as representative of each class \((u_{k-1}, u_k]\), we can

1. estimate \( \hat{F}_{M|X=x^*,W=w}^{-1}(\bar{u}_k) \) in (21);
2. calculate the predicted values \( \hat{F}_{i|X=x^*,W=w}^{-1}(\bar{u}_k) \) and the absolute residuals \( e_{ik} = \left| m_i - \hat{F}_{i|X=x^*,W=w}^{-1}(\bar{u}_k) \right|, i = 1, \ldots, n, k = 1, \ldots, K; \)
3. for a given observation \( i \), find the value \( k, k = 1, \ldots, K \), such that \( e_{ik} \) is smallest;
4. assign the observation \( i \) to the \( k \)th bin for the value \( k \) determined in the previous step.

Finally, let \( n_x^{(k)} \) and \( z_x^{(k)} \) be, respectively, the population at risk and the number of deaths in the \( k \)th bin by exposure status, with \( \sum_{k=1}^{K} n_x^{(k)} = n_x \). In practice, the choice of \( K \) might depend on obtaining a reasonable number of events in the bins. The rate \( \hat{R}^{(k)}(x, x^*, u, w) = z_x^{(k)}/n_x^{(k)} \) is an estimate of the mortality risk for infants falling in the birthweight quantile class \((u_{k-1}, u_k]\) who were either unexposed \((x = 0)\) or exposed \((x = 1)\) to smoking.

As we have seen in (20), the derivative \( r(x, \tilde{x}^*, u, w) \) is a component of the \( u \)-specific indirect effect in (9) and, as we will see in the next section, plays an important role. If the risk is constant over \( u \), then \( r(x, \tilde{x}^*, u, w) = 0 \) and \( dR(x, \tilde{x}^*, u, w)/dx^* = 0 \) for any value of the other two components of the indirect effect. In our data analysis, we estimate \( r(x, x^*, u, w) \) numerically with

\[
(22) \quad \hat{r}(x, x^*, \bar{u}, w) = \frac{\hat{R}(x, x^*, \bar{u} + \delta_n, w) - \hat{R}(x, x^*, \bar{u} - \delta_n, w)}{2\delta_n},
\]

for some \( \bar{u}, \bar{u}_1 < \bar{u} < \bar{u}_K \), where \( \hat{R}(x, x^*, u, w) \) is an interpolation function (e.g., linear or spline) of the points \( \left( \bar{u}_k, \hat{R}^{(k)}(x, x^*, u, w) \right) \) and \( \delta_n \xrightarrow{n \to \infty} 0 \) is a suitably small bandwidth parameter (for example, see (24) below). In a nonparametric approach, the calculation for \( x^* = \tilde{x}^* \) can be obtained
by taking a weighted average of \( \hat{r}(x, 0, \tilde{u}, w) \) and \( \hat{r}(x, 1, \tilde{u}, w) \), with weights proportional to the sample sizes of the two groups \( n_x, x = 0, 1 \).

Again, one can follow a parametric approach to the modelling of \( R(x, x^*, u, w) \), with the added benefit of possibly obtaining \( r(x, x^*, u, w) \) analytically, in which case \( r(x, \tilde{x}^*, u, w) \) can be obtained by replacing for \( x^* = \tilde{x}^* \). Some alternatives are given by generalised linear models (McCullagh and Nelder, 1989), additive models (Hastie and Tibshirani, 1990) and additive models for location, scale, and shape (Rigby and Stasinopoulos, 2005).

4.3. Sparsity. We now consider the nonparametric estimation of the sparsity function \( s(u, \tilde{x}^*, w) \), which concludes the discussion on estimation. A simple approach consists in using the difference quotient (Koenker, 2005)

\[
\hat{s}(u, x^*, w) = \frac{\hat{F}^{-1}_{M|X=x^*,W=w}(u + \epsilon_n) - \hat{F}^{-1}_{M|X=x^*,W=w}(u - \epsilon_n)}{2\epsilon_n},
\]

where \( \epsilon_n \xrightarrow{n \to \infty} 0 \) is the bandwidth parameter. To this end, we consider Bofinger’s (1975) bandwidth

\[
\epsilon_n = n^{-1/5} \left[ 4.5 \{ \phi(v) \}^4 / (2v^2 + 1)^2 \right]^{1/5},
\]

where \( v = \Phi^{-1}(u) \) and \( \phi \equiv \Phi' \). Numerical adjustments need to be introduced as appropriate in those instances where \( \hat{s}(u, x^*, w) \leq 0 \). As before, the calculation for \( x^* = \tilde{x}^* \) can be obtained from the weighted average of \( \hat{s}(u, 0, w) \) and \( \hat{s}(u, 1, w) \), with weights proportional to \( n_x, x = 0, 1 \).

4.4. Standard errors. In general, inference on the indirect effects and related components may be challenging. Bootstrap (Efron and Tibshirani, 1998) represents a flexible method to derive standard errors and perform inference. Given the large size of the NCHS dataset (more than 11 million observations), we implemented the method by Kleiner et al. (2014). The general idea is to sample without replacement \( S \) subsets of size \( b \) from the original dataset of size \( n \), with \( b < n \). Bootstrapping of the statistic of interest is then performed on each subset and the results are averaged across \( S \) subsets. This strategy, called ‘bag of little bootstraps’, greatly reduces the computing cost when \( n \) is large (see Kleiner et al., 2012, 2014, for more details). The confidence intervals reported in the NCHS data analysis were obtained using \( b = 50 \) replications.
Figure 1. All-cause infant mortality (per 100,000 livebirth-years) by birthweight in white singletons, National Center for Health Statistics data, United States 2001-2005. Left plot: estimates of $R_{0,0,m}$ (dashed line) and $R_{1,1,m}$ (solid line). Right plot: estimate of the difference $R_{1,1,m} - R_{0,0,m}$.

5. United States infant mortality.

5.1. Motivation for using $u$-specific effects. In this section we briefly discuss the functions $R_{x,x^\ast}(m | w)$ (4) and $R_{x,\xi^\ast_x \ast, x^\ast}(u | w)$ (7) in more detail to clarify the advantages of using a quantile-based approach to mediation analysis and to motivate the application of such an approach to the NCHS birthweight data.

As shown in (8), the natural indirect effect can be obtained using either $R_{x,x^\ast}$ or $R_{x,\xi^\ast_x \ast, x^\ast}$. In the former case, the integral in (8) is a Riemann-Stieltjes integral; in the latter, it is a Lebesgue integral. Thus the only difference is whether or not observations are ranked before summation. It is argued that ‘[q]uantile thinking defines statistics as summation done by sorting (ranking) data before adding’ (Parzen, 2004, p.654). As a result, the contrast between, say, $R_{1,\xi^\ast_{1} \ast, u}(u | w)$ and $R_{0,\xi^\ast_{0} \ast, u}(u | w)$ is done on the same footing since $F_{M(1)}(\xi^\ast_{1} u) = \bar{F}_{M(0)}(\xi^\ast_{0} u)$.

To exemplify, let’s consider the relationship between maternal smoking, birthweight, and infant mortality as discussed in Section 2, and momentarily ignore pretreatment covariates. Under Assumption 1 we have $F_{M(x^\ast)} = F_{M|X=x^\ast}$, $R_{x,x^\ast}(m) = R(x, m)$, for $x^\ast = 0, 1$, and $R_{x,\xi^\ast_x \ast, x^\ast}(u) = R(x, x^\ast, u)$. The functions $R(1, m)$ and $R(0, m)$ describe the expected mortality risk of infants in the unexposed and exposed subgroups, respectively, as a function of birthweight. Figure 1 shows their estimates per 100,000 livebirth-years (phby) on the logarithmic scale, along with their difference,
for birthweights in the range 1000 to 5250 grams. As we can see in Figure 1, the curves $R(0,m)$ and $R(1,m)$ cross. In the past the cross-over of the curves, also referred to as ‘birthweight paradox’, has been used to question the harmful effects of maternal smoking (Yerushalmy, 1971). We argue that the birthweight paradox is related to the fact that, in general, $F_{M(0)}(m) \neq F_{M(1)}(m)$. For instance, for the NCHS data we obtain $\hat{F}_{M|X=0}(2500) = 0.05$ and $\hat{F}_{M|X=1}(2500) = 0.10$. That is, the proportion of LBW infants born to mothers who smoked during pregnancy is twice the proportion of LBW infants born to mothers who did not smoke.

Figure 2 shows the estimated mortality rates per 100,000 livebirth-years as function of the quantile of $M | X = X^*$, $R(x,x^*,u)$, $x = x^* = 0,1$, along with their difference. The birthweight paradox disappears using the quantile-based approach.

We can appreciate this fact when using Bayes’ rule. Recall that for two events $A$ and $B$, $P(A|B) = P(A \cap B)/P(B)$. If we consider the probabilities of the event $A \cap B$ under treatment and under control, we obtain

$$\frac{P_1(A \cap B)}{P_0(A \cap B)} = \frac{P_1(A)}{P_0(A)} \cdot \frac{P_0(B)}{P_1(B)},$$

where $P_x(\cdot)$ expresses the probability of an event under treatment $x = 0,1$. For instance, let $A$ be the event ‘death before one year of age’ and $B$ the event ‘birthweight less than $m$ grams’. In all documented situations where the birthweight paradox arises, the birthweight distribution in the exposed population ($x = 1$) (e.g., infants born to smokers) is stochastically dominated by that in the unexposed population ($x = 0$) (e.g., infants born to nonsmokers) so that the ratio $P_0(B)/P_1(B) < 1$ throughout the distribution in the exposed population. For some values of $m$ (e.g., $m = 2500$ grams), the downplaying impact of this ratio prevails over $P_1(A \cap B)/P_0(A \cap B)$ so that the ratio of the conditional probabilities is smaller than 1. Now, the rank-ordered curves compare

$$\frac{P_1(A \cap B)}{P_0(A \cap B')} = \frac{P_1(A \cap B)}{P_0(A \cap B')} = \frac{P_1(A \cap B)}{P_0(A \cap B')} \cdot \frac{P_0(B)}{P_1(B)},$$

with $B'$ defined as ‘birthweight less than $m'$ grams’, $m' \geq m$, so that $P_0(B') = P_1(B)$.

5.2. All-cause mortality. In this section, we investigate infant mortality in the US population using the NCHS data introduced previously. We used birthweight as mediator ($M$) and maternal smoking ($X$) as exposure in the model $F^{-1}_{M|X=x}(u) = \beta_0(u) + x\beta_1(u)$. In the first of two analyses, we did not
adjust the models for pretreatment variables \( W \) for two reasons. First of all, we wanted to analyse the ‘birthweight paradox’ as described in the literature (Wilcox, 2001; Hernández-Díaz, Schisterman and Hernán, 2006) to show that interesting findings may already emerge from our proposed decomposition in a preliminary analysis. Secondly, we argue that the analysis of all-cause mortality prevents any meaningful search of potential confounders given the heterogeneity of the outcome. Since it would be challenging to include in one model all the relevant factors, provided that they are known and available, in Section 4.2 we restrict the analysis to a specific cause of death, sudden infant death syndrome (SIDS), which allows us to limit the dimensionality of the model using as many known risk factors as possible that are available in the NCHS data.

After excluding cases with missing information on birthweight and maternal smoking, there were 11,590,581 livebirths and 57,245 deaths. Preliminarily, we examined the distributions of birthweight and gestational age in exposed and unexposed infants. While the former was shifted to the left as a consequence of the negative association between smoking and birthweight, the distribution of gestational age was similar in the two populations (results not shown). We do not discuss gestational age further in our analyses.

We defined \( K = 50 \) intervals \([u_{k-1}, u_k]\) of width 0.02, with \( u_0 = 0 \) and \( u_{50} = 1 \). Death counts \( z^{(k)}_x \) ranged from 52 to 23,999 (median 333), totalling to 44,789, in the unexposed group \((x = 0)\) and from 28 to 5,072 (median 134), totalling to 12,456, in the exposed group \((x = 1)\). The first quan-
Figure 3. Birthweight quantiles and number of cigarettes smoked daily by mothers of white singletons, National Center for Health Statistics data, United States 2001-2005. Dots represent birthweight sample quantiles estimated at different levels of the exposure: 0, (0, 10], (10, 20], (20, 30], and (30, 40]. The black dashed line is an estimate of the linear dose-response relationship for a continuous exposure. The grey dashed line is an estimate of the linear relationship for a binary exposure.

tile interval (0, 0.02] alone accounted for, respectively, 54% and 41% of the overall number of deaths in the former and the latter group. The number of livebirths was 10,190,155 in the unexposed group and 1,400,426 in the exposed group. The estimated infant mortality rates are plotted in Figure 2. Mortality in infants born to mothers who smoked during pregnancy is higher than mortality in the unexposed population across all birthweight quantiles, the former exceeding the latter by several thousands livebirth-years at lower quantiles. The risk difference becomes very small at higher birthweight quantiles.

We also investigated a dose-response relationship between birthweight and number of cigarettes smoked per day. The latter may be considered as a proxy of a latent exposure $\zeta^*$ (Proposition 2) measuring harmful substances that affect fetus growth as well as mortality risk. There was a negative gradient at all considered quantiles of birthweight (Figure 3). As compared to unexposed infants, the rate of decrease in birthweight was fastest for those exposed to up to 10 cigarettes smoked daily, and then approximately linear at higher levels of the exposure. The slope for the dichotomised exposure
$X = I(\text{number of cigarettes} > 0)$ underestimates the change in birthweight at lower levels of the exposure, but it reasonably approximates the slope of an overall linear model for the dose-response relationship between smoking and birthweight.

The estimated $u$-specific indirect, direct, and total effects are shown in Figure 4. The indirect effect is highest at the lowest birthweight quantiles and decreases sharply with increasing $u$. More specifically, the $u$-specific indirect effect completely explains the total effect at lower $u$ but it plunges to null values near the right end of the birthweight distribution. In contrast, the $u$-specific direct effect plays a lesser role at lower quantiles than it does at higher quantiles, where it becomes the principal effect. The indirect, direct, and total effects, averaged over $u$, were equal to 243.4, 209.9 and 453.3, respectively. In this case the mean effects alone do not make justice to the complexity of the picture shown in Figure 4.

The estimates of the components of the $u$-specific indirect effect as defined in (20) are plotted in Figure 5. Note that the 95% confidence intervals are generally narrow. The very high mortality risk differentials at lower quantiles follow from the combined effect of highly negative values of $\hat{r}(u)$ and the negative values of $\hat{\beta}_1(u)$, the birthweight quantile effect associated with smoking. The latter was close to the mean effect at minus 232 grams for birthweights above the 8th centile but, for lower quantiles, it showed larger magnitudes. However, the impact of these larger magnitudes on the estimate of the indirect effect was ultimately diminished by the higher sparsity at lower quantiles of birthweight.

It has been suggested that the impact of smoking on mortality is independent of its effect on birthweight (Wilcox, 2001). Our results show that this is not the case, thus confirming the intuition by Hertz-Picciotto (2001). This is explained by the fact that the effect of smoking on birthweight is not uniform across birthweight quantiles, nor is the effect of other well-known birthweight determinants (Geraci, 2016).

As for the role of birthweight in relation to risk factors of infant mortality, our results point clearly towards the conclusion that indirect and direct effects need to be assessed at different quantiles of the birthweight distribution. The shift in birthweights plays a less important role at higher quantiles, which suggests that the effect of smoking may be acting through pathways not associated with birthweight.

It should be stressed that the interpretation of these results relies on the assumption that sequential ignorability (Assumption 1) holds without conditioning on the covariates. However, it is likely that infants in the exposed and unexposed groups differ systematically in terms of maternal characteris-
Figure 4. All-cause infant mortality (per 100,000 livebirth-years) by birthweight quantile in white singletons, National Center for Health Statistics data, United States 2001-2005. Estimates of the \( u \)-specific indirect effect \( NIE_{x=1|u} \) (dashed line), direct effect \( NDE_{x^*=0|u} \) (dotted line), and total effect \( ACE_u \) (solid line) of maternal smoking on infant mortality. Shaded grey areas depict 95% pointwise confidence bands.

Figure 5. All-cause infant mortality (per 100,000 livebirth-years) by birthweight quantile in white singletons, National Center for Health Statistics data, United States 2001-2005. Components of the estimated \( u \)-specific indirect effect. Shaded grey areas depict 95% pointwise confidence bands.
tics such as income, education, prenatal care received, alcohol consumption, as well as other factors associated with the incidence of smoking during pregnancy; all factors which are also associated with birthweight and infant mortality. As explained at the beginning of this section, we therefore restricted the analysis to SIDS mortality.

5.3. Sudden infant death syndrome mortality. SIDS is defined as sudden death of an infant aged less than one year that remains unexplained after a thorough case investigation that includes an autopsy, a death scene investigation, and a review of the clinical history of the parents and the infant (Willinger, James and Catz, 1991; Shah, Sullivan and Carter, 2006). We calculated overall mortality rates by cause of death using the NCHS data. Between 2001 and 2005, SIDS was the first cause of mortality in US white singleton infants with a rate equal to 48.2 phby, followed by extremely low birthweight or extreme immaturity (45.1 phby), and congenital heart malformations (33.0 phby). SIDS rate for infants born to smokers was 5 times (95% confidence interval: 4.7 to 5.3) the rate for those born to nonsmokers.

As in the previous section, we modelled the quantiles of birthweight as a function of smoking. In addition, we controlled for additional SIDS risk factors ($W$) as reported in the literature (Schlaud et al., 1996; Leach et al., 1999). Under Assumption 1, we considered the following linear regression model

$$ F^{-1}_{M|X=x,W=w}(u) = \beta_0(u) + x\beta_1(u) + w_1\gamma_1(u) + w_2\gamma_2(u) + w_3\gamma_3(u) + xw_3\gamma_4(u), $$

where $w_1$ is a dummy variable for whether prenatal care was received at any stage of the pregnancy (baseline: women who received prenatal care), $w_2$ is a dummy variable for maternal age at delivery less than 20 years, regardless of the total birth order (baseline: women aged 20 years or older), and $w_3$ is a dummy variable for alcohol consumption during pregnancy (baseline: women who did not consume alcohol). The parameter $\gamma_4(u)$ is associated with the interaction between smoking and alcohol. The quantile effect associated with smoking is then $\beta_1(u) + w_3\gamma_4(u)$.

The risk of SIDS was calculated for decile intervals of birthweight, conditional on smoking, prenatal care, maternal age, alcohol consumption, and the interaction between the latter and smoking. Mortality was higher in exposed infants at all birthweight quantiles (results not shown).

The estimated $u$-specific indirect, direct, and total effects, integrated over the distribution of $W$, are shown in Figure 6 for the first nine deciles of birthweight. The $u$-specific indirect effect is approximately constant across
the entire birthweight distribution. The 95% pointwise confidence intervals include zero at all values of $u$. As a consequence, the $u$-specific total effect is determined solely by the direct effect. These effects, too, are approximately constant across deciles. In other words, the downward shift in birthweights due to smoking, adjusted for other SIDS risk factors, has little or no bearing on the higher risk in the exposed population. The indirect, direct, and total effects, averaged over $u$, were equal to $-0.6$, $123.6$ and $123.0$, respectively. In this case the mean provides an exhaustive summary of these effects.

The estimated components of the $u$-specific indirect effects are plotted in Figure 7. The estimate $\hat{r}(u)$ was approximately null at all deciles (i.e., the risk of SIDS was approximately constant across birthweight quantiles). In contrast, smoking was strongly and significantly associated with birthweight and its effect differed by birthweight quantile. Moreover, quantile effects were heterogeneous in relation to mothers' characteristics. Smoking and alcohol consumption combined, together with absence of prenatal care, determined a shift of the birthweight distribution equal to minus 1049 grams at $u = 0.1$ and to minus 536 grams at $u = 0.9$. In comparison, the shift caused by smoking alone was 75% ($u = 0.1$) to 58% ($u = 0.9$) smaller. For infants born to young women who did not receive prenatal care, smoking determined a
shift of the birthweight distribution in between that provoked in the other two subpopulations.

6. Final remarks. Expressing the outcome summary as a function of the quantiles of the mediator conditional on the exposure has two consequences: (i) firstly, the contrast between units in the unexposed and exposed populations is made on an equal footing; and (ii) secondly, under the assumption of sequential ignorability, it leads to a neat decomposition of the indirect effect which is shown to be proportional to the shift of the mediator’s distribution associated with the exposure, the local density of the distribution, and the sensitivity of the risk to changes in the mediator’s distribution. Complex effects are broken down into separate elements easier to understand and the relative importance of these components can be assessed. We restricted our attention to the case of an absolutely continuous mediator. Our proposed methods can be extended to the discrete case, although semi-parametric modelling of quantile functions for discrete responses is still an area that requires further research.

In our modelling approach, we discussed semi- and non-parametric methods, as these are able to reveal effects more complex than location-shift. We propose to assess the uncertainty of the estimates by means of the bootstrap, which has been also adopted in other studies focusing on quantiles of the outcome (Imai, Keele and Tingley, 2010; Shen et al., 2014). We strongly
recommend the method by Kleiner et al. (2014) when dealing with large datasets. The resampling step in the analyses of all-cause and SIDS mortality took about 100 and 50 minutes, respectively, on a 64-bit operating system machine with 16 Gb of RAM and quad-core processor at 2.93 GHz.

Our methods have relevance for public health, in general, and child health, in particular. For example, our analysis showed that the indirect effect of smoking on infant mortality decreases steadily across the birthweight distribution, representing the entire total effect at lower quantiles of birthweight but becoming null at higher quantiles, where the direct effect prevails. Moreover, the large magnitude of the indirect effect in small infants is the result of the strong effect of smoking on lower quantiles of birthweight and the dramatic sensitivity of the mortality risk to small shifts of the birthweight distribution. However, confounding in the analysis of all-cause mortality is most certainly inevitable given the complexity and multitude of pre- and post-natal factors which are not available in the NCHS data. On the other hand, we found that increased SIDS risk due to prenatal exposure to smoking, adjusted for other birthweight-related risk factors, is not mediated by changes in the birthweight distribution. This result supports the hypothesis that smoking, which is an important birthweight determinant, does increase the risk of SIDS but not through pathways that involve birthweight. It cannot be excluded that infants exposed to smoking in utero are exposed to smoking after birth as well (Shah, Sullivan and Carter, 2006; US Department of Health and Human Services, 2001). In contrast, LBW, which is considered a risk factor for SIDS (Hoffman et al., 1988; Blair et al., 2006), appears to be associated with an increased risk of SIDS possibly because of common prenatal factors, including smoking, that induce a spurious correlation.

APPENDIX

In this section, we prove Propositions 1 and 2.

Proof of Proposition 1. Let’s start by showing that under Assumption 1, \( R_{x,x^*}(m \mid w) = R(x,m,w) \) and \( R_{x,\xi^*,x^*}(u \mid w) = R(x,x^*,u,w) \).
For $m \in \mathbb{R}$, $x, x^* = 0, 1$, we have

$$R_{x,x^*}(m \mid w) = E(Y(x, m) \mid M(x^*) = m, W = w)$$
$$= E\left(\frac{Y(x, m) | X = x^*, M(x^*) = m, W = w}{W = w}\right)$$
$$= E\left(\frac{Y(x, m) | X = x^*, W = w}{W = w}\right)$$
$$= E\left(\frac{Y(x, m) | X = x, M = m, W = w}{W = w}\right) = R(x, m),$$

where the second and forth equalities follow from ignorability of the treatment, the third and fifth equalities follow from ignorability of the mediator, and the last equality holds by consistency.

Ignorability of the treatment implies that $F_{M(x^*) | W = w}(M(x^*) | W = w)$ and $\xi_{u}^{x^*} \equiv F_{M(x^*) | W = w}(u)$ for all $u \in (0, 1)$. Therefore $R_{x,x^*}(\xi_{u}^{x^*} \mid w) = R_{x,x^*}(\xi_{u}^{x^*} \mid W = w)$. Since $R_{x,x^*}(m \mid w) = R(x, m, w)$, for all $m \in \mathbb{R}$, $x, x^* = 0, 1$, we also have that $R_{x,x^*}(\xi_{u}^{x^*} \mid w) = R(x, \xi_{u}^{x^*}, w)$. Then,

$$R_{x,\xi_{u}^{x^*},x^*}(u \mid w) = R_{x,x^*}(\xi_{u}^{x^*} \mid w) = R_{x,x^*}(\xi_{u}^{x^*} \mid w) = R(x, \xi_{u}^{x^*}, w)$$
$$= R(x, x^*, u, w),$$

where the first and the last equalities follow from the identities (9) and (15), respectively.

It follows that

$$NIE_{x,u,w} \equiv R_{x,\xi_{u}^{1},1}(u \mid w) - R_{x,\xi_{u}^{0},0}(u \mid w)$$
$$= R\left\{\frac{\xi_{u}^{x^*}}{\xi_{u}^{x^*}}, F_{M(X=1,W=w}(\xi_{u}^{x^*} \mid W = w)} \right\} -$$
$$R\left\{\frac{\xi_{u}^{x^*}}{\xi_{u}^{x^*}}, F_{M(X=0,W=w}(\xi_{u}^{x^*} \mid W = w)} \right\}.$$

Proof of Proposition 2. Let $h(x^*; x, u, w) = dR(x, x^*, u, w)/dx^*$. Since $h$ is continuous, then according to the mean value theorem for definite integrals there exists some $\tilde{x}^* \in (0, 1)$ such that

$$\int_{0}^{1} h(x^*; x, u, w) dx^* = h(\tilde{x}^*; x, u, w).$$
Thus we obtain
\[
\int_{0}^{1} \left\{ \frac{dR(x, x^*, u, w)}{dx^*} \right\} dx^* = \left. \frac{dR(x, x^*, u, w)}{dx^*} \right|_{x^*=\tilde{x}^*} = R(x, 1, u, w) - R(x, 0, u, w),
\]
where the first equality follows from then mean value theorem and the second equality from the first fundamental theorem of calculus.

By way of example, suppose \( M|X, W \sim \mathcal{N}(\beta_0 + \beta_1 x + \beta_2 w, \sigma(x)) \), where \( \beta_0 = \beta_2 = 0 \), and \( \sigma(x) = (1 + x)^2 \). Then \( F_{M|X=x,W=w}^{-1}(u) = \beta_0(u) + \beta_1(u) \cdot x \), where \( \beta_0(u) = \Phi^{-1}(u) \) and \( \beta_1(u) = \beta_1 + \Phi^{-1}(u) \). Note that the slope of the quantile function of \( M|X, W \) depends on \( u \) since the model is heteroscedastic. Suppose also \( R(x, m, w) = \exp(\alpha_0 + \alpha_1 x + \alpha_2 m + \alpha_3 w) \), where \( \alpha_0 = \alpha_3 = 0 \). For the sake of simplicity, we assume that there is no interaction between \( W \) and \( X \) or between \( W \) and \( M \).

Consider first \( x^* \in \mathbb{R} \) and let
\[
R(x, x^*, u, w) = \exp\{\alpha_1 x + \alpha_2 (\beta_0(u) + \beta_1(u) \cdot x^*)\},
\]
Then we have
\[
R(x, x^*, u, w) = R\left(x, x^*, F_{M|X=x^*,W=w}^{-1}(F_{M|X=x^*,W=w}^{-1}(u)) \right), w)
= \exp \left\{ \alpha_1 x + \alpha_2 (\Phi^{-1}(\Phi\{\Phi^{-1}(u)\}) + [\beta_1 + \Phi^{-1}(\Phi\{\Phi^{-1}(u)\})]x^*) \right\}
\]
as per (15), and
\[
\frac{dR\left(x, x^*, F_{M|X=x^*,W=w}^{-1}(F_{M|X=x^*,W=w}^{-1}(u)) \right), w}{dx^*} = \frac{dR(x, x^*, u, w)}{du} \cdot \frac{dF_{M|X=x^*,W=w}^{-1}(F_{M|X=x^*,W=w}^{-1}(u))}{dx^*} \cdot \frac{dF_{M|X=x^*,W=w}^{-1}(u)}{dx^*}
= \frac{\alpha_2(1 + x^*)}{\Phi^{-1}(u)} \exp\{\alpha_1 x + \alpha_2 (\beta_0(u) + \beta_1(u) \cdot x^*)\} \cdot \frac{1}{(1 + x^*) \Phi^{-1}(u)} \cdot \frac{\beta_1(u)}{q(u,x^*,}\]
as per (17). Note that \( \alpha_1 \) and \( \alpha_2 \beta_1(u) \) are, respectively, the direct and indirect effects of the exposure on the outcome.
Consider now a binary $x^*$ and take $x^* = 0$, $dx^* = 1$. The $u$-specific natural indirect effect is calculated as

$$NIE_{x|u,w} = \exp\{\alpha_1 x + \alpha_2 (\beta_0(u) + \beta_1(u))\} - \exp\{\alpha_1 x + \alpha_2 \beta_0(u)\}.$$ 

According to Proposition 2, there exists $\tilde{x}^*$ such that

$$\alpha_2 \beta_1(u) \exp\{\alpha_1 x + \alpha_2 (\beta_0(u) + \beta_1(u) \cdot x^*)\} = \exp\{\alpha_1 x + \alpha_2 (\beta_0(u) + \beta_1(u) + \beta_1(u))\} - \exp\{\alpha_1 x + \alpha_2 \beta_0(u)\}.$$ 

It is easy to verify that the above equality is satisfied for

$$\tilde{x}^* = \frac{1}{\alpha_2 \beta_1(u)} \log \left[ \frac{1}{\alpha_2 \beta_1(u)} (\exp\{\alpha_2 \beta_1(u)\} - 1) \right],$$

for $\alpha_2 \neq 0$, $u \in (0, 1)$ and $u \neq \Phi(-\beta_1)$.

**REFERENCES**

Abrevaya, J. (2001). The effects of demographics and maternal behavior on the distribution of birth outcomes. *Empirical Economics* 26 247-257.

Birch, J. M., Geraci, M., Alston, R. D., Wallingford, S. and Kelsey, A. M. (2010). Low birthweight and aetiology of childhood liver tumours in North West England. *Pediatric Blood & Cancer* 55 932-932.

Blair, P. S., Ward Platt, M., Smith, I. J. and Fleming, P. J. (2006). Sudden infant death syndrome and sleeping position in pre-term and low birth weight infants: An opportunity for targeted intervention. *Archives of Disease in Childhood* 91 101-106.

Bofinger, E. (1975). Estimation of a density function using order statistics. *Australian Journal of Statistics* 17 1-7.

De Stavola, B. L., Nitsch, D., dos Santos Silva, I., McCormack, V., Hardy, R., Mann, V., Cole, T. J., Morton, S. and Leon, D. A. (2006). Statistical Issues in Life Course Epidemiology. *American Journal of Epidemiology* 163 84-96.

Doksum, K. (1974). Empirical probability plots and statistical inference for nonlinear models in the two-sample case. *The Annals of Statistics* 2 267-277.

Dominici, F., Zeger, S. L., Parmigiani, G., Katz, J. and Christian, P. (2006). Estimating percentile-specific treatment effects in counterfactual models: A case-study of micronutrient supplementation, birth weight and infant mortality. *Journal of the Royal Statistical Society C* 55 261-280.

Efron, B. and Tibshirani, R. J. (1998). *An introduction to the bootstrap*. Chapman & Hall/CRC, Boca Raton, FL.

Geraci, M. (2016). Estimation of regression quantiles in complex surveys with data missing at random: An application to birthweight determinants. *Statistical Methods in Medical Research* 25 1393-1421.

Geraci, M. and Jones, M. C. (2015). Improved transformation-based quantile regression. *Canadian Journal of Statistics* 43 118-132.

Godfrey, K. M. and Barker, D. J. P. (2000). Fetal nutrition and adult disease. *American Journal of Clinical Nutrition* 71 1344S-1352S.

Hastie, T. J. and Tibshirani, R. J. (1990). *Generalized additive models*. Chapman & Hall/CRC, New York, NY.
Hernández-Díaz, S., Schisterman, E. F. and Hernán, M. A. (2006). The birth weight “paradox” uncovered? American Journal of Epidemiology 164 1115-1120.

Hertz-Picciotto, I. (2001). Commentary: When brilliant insights lead astray. International Journal of Epidemiology 30 1243-1244.

Hoffman, H. J., Damus, K., Hillman, L. and Krongrad, E. (1988). Risk factors for SIDS. Annals of the New York Academy of Sciences 533 13-30.

Huxley, R., Neill, A. and Collins, R. (2002). Unravelling the fetal origins hypothesis: Is there really an inverse association between birthweight and subsequent blood pressure? Lancet 360 659-665.

Huxley, R., Owen, C. G., Whincup, P. H., Cook, D. G., Colman, S. and Collins, R. (2004). Birth weight and subsequent cholesterol levels: Exploration of the “fetal origins” hypothesis. Journal of the American Medical Association 292 2755-2764.

Imai, K., Keele, L. and Tingley, D. (2010). A general approach to causal mediation analysis. Psychological Methods 15 309-334.

Kleiner, A., Talwalkar, A., Sarkar, P. and Jordan, M. I. (2012). The big data bootstrap. arXiv preprint arXiv:1206.6415.

Kleiner, A., Talwalkar, A., Sarkar, P. and Jordan, M. I. (2014). A scalable bootstrap for massive data. Journal of the Royal Statistical Society B 76 795-816.

Koenker, R. (2001). Quantile regression. Cambridge University Press, New York, NY.

Koenker, R. and Halllock, K. F. (2001). Quantile regression. Journal of Economic Perspectives 15 143-156.

Koenker, R. and Park, B. J. (1996). An interior point algorithm for nonlinear quantile regression. Journal of Econometrics 71 265-283.

Koenker, R. and Xiao, Z. J. (2002). Inference on the quantile regression process. Econometrics 70 1583-1612.

Koifman, S., Pombo-de Oliveira, M. S. and The Brazilian Collaborative Study Group of Infant Acute Leukemia (2008). High birth weight as an important risk factor for infant leukemia. British Journal of Cancer 98 664-667.

Leach, C. E., Blair, P. S., Fleming, P. J., Smith, I. J., Platt, M. W., Berry, P. J. and Golding, J. (1999). Epidemiology of SIDS and explained sudden infant deaths. CESDI SUDI Research Group. Pediatrics 104 e43.

Lehmann, E. L. (1975). Nonparametrics: Statistical methods based on ranks. Holden-Day, San Francisco, CA.

Mattei, A. and Mealli, F. (2011). Augmented designs to assess principal strata direct effects. Journal of the Royal Statistical Society B 73 729-752.

McCullagh, P. and Nelder, J. A. (1989). Generalized linear models, Second ed. Chapman & Hall/CRC, Boca Raton, FL.

US Department of Health and Human Services (2001). Women and smoking: A report of the surgeon general.

World Health Organization (1992). International statistical classification of diseases and related health problems, Tenth revision. World Health Organization, Geneva, Switzerland.

Parzen, E. (1979). Nonparametric statistical data modeling. Journal of the American Statistical Association 74 105-121.

Parzen, E. (2004). Quantile probability and statistical data modeling. Statistical Science 19 652-662.

Pearl, J. (2001). Direct and indirect effects In 17th Conference on Uncertainty in Artificial Intelligence 411-420. Morgan Kaufmann, San Francisco, CA.

Powell, J. L. (1994). Estimation of semiparametric models In Handbook of Econometrics 2443-2521. Elsevier Science B. V., Amsterdam, Netherlands.
Rigby, R. A. and Stasinopoulos, D. M. (2005). Generalized additive models for location, scale and shape. *Journal of the Royal Statistical Society C* **54** 507-544.

Robins, J. M. and Greenland, S. (1992). Identifiability and exchangeability for direct and indirect effects. *Epidemiology* **3** 143-155.

Rubin, D. B. (1974). Estimating causal effects of treatments in randomized and nonrandomized studies. *Journal of Educational Psychology* **66** 688-701.

Rubin, D. B. (1990). Formal modes of statistical inference for causal effects. *Journal of Statistical Planning and Inference* **25** 279-292.

Schlaud, M., Kleemann, W. J., Poets, C. F. and Sens, B. (1996). Smoking during pregnancy and poor antenatal care: Two major preventable risk factors for sudden infant death syndrome. *International Journal of Epidemiology* **25** 959-965.

Shah, T., Sullivan, K. and Carter, J. (2006). Sudden infant death syndrome and reported maternal smoking during pregnancy. *American Journal of Public Health* **96** 1757-1759.

Shen, E., Chou, C.-P., Pentz, M. A. and Berhane, K. (2014). Quantile mediation models: A comparison of methods for assessing mediation across the outcome distribution. *Multivariate Behavioral Research* **49** 471-485.

Tukey, J. W. (1965). Which part of the sample contains the information? *Proceedings of the National Academy of Sciences of the United States of America* **53** 127-134.

VanderWeele, T. L. (2015). *Explanation in causal inference. Methods for mediation and Interaction*. Oxford University Press, New York, NY.

VanderWeele, T. L. and Vansteelandt, S. (2009). Conceptual issues concerning mediation, interventions and composition. *Statistics and its Inference* **2** 457-468.

Wilcox, A. J. (2001). On the importance—and the unimportance—of birthweight. *International Journal of Epidemiology* **30** 1233-1241.

Wilcox, A. J. and Russell, I. T. (1983). Birthweight and perinatal mortality: II. On weight-specific mortality. *International Journal of Epidemiology* **12** 319-325.

Willinger, M., James, L. S. and Catz, C. (1991). Defining the sudden infant death syndrome (SIDS): Deliberations of an expert panel convened by the National Institute of Child Health and Human Development. *Pediatric Pathology* **11** 677-684.

Yerushalmy, J. (1971). The relationship of parents’ cigarette smoking to outcome of pregnancy—implications as to the problem of inferring causation from observed associations. *American Journal of Epidemiology* **93** 443-56.