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Abstract
The Jeffreys–Lindley paradox exposes a rift between Bayesian and frequentist hypothesis testing that strikes at the heart of statistical inference. Contrary to what most current literature suggests, the paradox was central to the Bayesian hypothesis-testing methodology developed by Sir Harold Jeffreys in the late 1930s. Jeffreys showed that the evidence for a point-null hypothesis $H_0$ scales with $\sqrt{n}$ and repeatedly argued that it would, therefore, be mistaken to set a threshold for rejecting $H_0$ at a constant multiple of the standard error. Here, we summarize Jeffreys’s early work on the paradox and clarify his reasons for including the $\sqrt{n}$ term. The prior distribution is seen to play a crucial role; by implicitly correcting for selection, small parameter values are identified as relatively surprising under $H_1$. We highlight the general nature of the paradox by presenting both a fully frequentist and a fully Bayesian version. We also demonstrate that the paradox does not depend on assigning prior mass to a point hypothesis, as is commonly believed.
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Introduction

The Jeffreys–Lindley paradox (e.g., Bartlett 1957; Jeffreys 1935; Lindley 1957) refers to the fact that, as sample size increases indefinitely and the \( p \) value remains constant at any non-zero value (e.g., \( p = 0.005 \)), we inevitably arrive at a conflict between \( p \) values and Bayes factors, in the sense that the \( p \) value suggests that the point-null hypothesis \( H_0 \) should be rejected, whereas the Bayes factor indicates that \( H_0 \) decisively outpredicts the alternative hypothesis \( H_1 \). This conflict will arise regardless of the \( p \) value under consideration and regardless of the prior distribution on the test-relevant parameter in \( H_1 \) (under regularity conditions). Thus, a frequentist statistician may specify any non-zero \( \alpha \)-level whatever, a Bayesian statistician may specify any continuous prior distribution on the test-relevant parameter under \( H_1 \), and a third party could then infallibly construct data sets for which the point-null hypothesis \( H_0 \) would be simultaneously rejected by the frequentist and accepted by the Bayesian.\(^1\)

Although the paradox is often associated with Lindley (1957), and sometimes with Bartlett (1957), it was already derived, demonstrated, explained, and emphasized by Sir Harold Jeffreys in his articles and books on Bayesian hypothesis testing from the second half of the 1930s (i.e., Jeffreys 1935, p. 205; 1936a, p. 345 and p. 353; 1936b, p. 417; 1937a, p. 494; 1937b, pp. 250–251 and p. 259; 1937c, p. 1004; 1938a, pp. 377–381; 1938b, p. 161; 1938c, p. 148; 1938e, p. 114; 1938d, p. 310; 1939, pp. 194–195 and pp. 359–360—see p. 248 and pp. 435–436 in 1961). The paradox has remained a source of inspiration for statisticians and philosophers alike (e.g., Bernardo 1980, 2011; Berrar and Dubitzky 2017; Colquhoun 2019; Cornfield 1966; Cousins 2017; Edwards et al. 1963; Good 1980a; Jeffreys 1990; Leamer 1978; Nasir et al. 2020; Ormerod et al. 2017; Robert 2014; Royall 1986; Senn 2001; Shafer 1982; Spanos 2013; Sprenger 2013; Villa and Walker 2017; Yin and Shi 2020; Wagenmakers 2007; Zellner 1971/1996, Chapter 10), but we believe that the neglect of Jeffreys’s original work on the paradox has led to considerable confusion. Indeed, the paradox has caused statisticians to question the usefulness of Bayesian statistics as a whole (e.g., Shafer 1982; Spanos 2013), to reject Bayes factor hypothesis testing in favor of Bayesian parameter estimation (e.g., Bernardo 1980), and to develop alternative forms of Bayesian hypothesis testing (e.g., Aitkin 1991; Andrews 1994; de Bragança Pereira et al. 2008; Kamary et al. 2014; Vehtari et al. 2017). We do not wish to disparage this work but we do believe the original arguments by Jeffreys have been underappreciated if not entirely forgotten (for a notable exception see Cousins 2017).

The goal of this paper is, therefore, threefold. First, we aim to demonstrate the extent to which the paradox had already been treated by Jeffreys prior to the 1957 articles by Lindley and by Bartlett. The appendix lists Jeffreys’s discussions of the paradox after 1957. Contrary to popular belief, our analysis reveals that the paradox played a central role in Jeffreys’s system of Bayes factor hypothesis tests, and did so from the outset. Although Jeffreys often downplayed the practical ramification of the paradox for moderate sample sizes, he also repeatedly stressed that his Bayesian hypothesis

\(^1\) Note that the Jeffreys–Lindley paradox is a veridical paradox: it is an apparent contradiction (e.g., Jeffreys 1938d, p. 310). A sufficiently knowledgeable and confident statistician may, therefore, rightly proclaim that the Jeffreys–Lindley paradox is not at all paradoxical (to them). Veridical paradoxes are in the eye of the beholder. See also Cousins (2017) and Pericchi (2011).
test depended not just on how many standard errors the maximum likelihood estimate is away from zero (as in the classical method) but also involved a $\sqrt{n}$ term. Crucially, this means that the criterion for “significance” in Jeffreys’s tests is not given by a constant multiple of the standard error. Jeffreys presented almost every Bayes factor he proposed in the same form, with a $\sqrt{n}$ factor outside of an exponential term and a multiple-of-the-standard-error factor inside the exponential term; these expressions leave no doubt about the large-$n$ conflict between Jeffreys’s Bayes factors and $p$ values. Moreover, throughout his published work Jeffreys highlighted the effect of sample size on his tests by means of tables; he discussed the reasons for the appearance of the $\sqrt{n}$ term, and he explicitly stated that including this term was both desirable and dictated by the application of Bayesian probability theory to the problem of hypothesis testing. The common notion that Jeffreys mentioned the paradox only in passing is, therefore, seriously incorrect.

The second goal of this paper is to revive Jeffreys’s original line of argumentation, which was that the paradox, instead of being “certainly embarrassing to the Bayesian” (Szabó and van der Vaart 2019, p. 17), or “difficult to accept” (Bernardo 2009, p. 174) was rather the inevitable consequence of any reasonable definition of evidence. In other words, Jeffreys felt that no sensible measure of evidence can be based on a constant multiple of the standard error, independent of sample size.

The third goal of this manuscript is to highlight the general nature of the paradox. Specifically, we demonstrate that the paradox can be given both a fully frequentist interpretation and a fully Bayesian interpretation. Moreover, and in contrast to popular belief, we show that the essence of the paradox does not depend on the fact that the model comparison involves a sharp null hypothesis $H_0$ with a point-mass at zero. Instead, the paradox will manifest itself for any Bayes factor where the prior distribution for effect size under the sceptic’s $H_0$ is more heavily concentrated around zero than the prior distribution for effect size under the proponent’s $H_1$, a condition so mild as to be almost tautological.

### Statistical background

In the early twentieth century, Sir Ronald Fisher promoted the idea of null hypothesis significance testing (NHST) using $p$ values. Informally, the $p$ value is the chance under the null hypothesis of finding a test statistic at least as extreme as the one obtained (e.g., Wasserstein and Lazar 2016). The idea of NHST is loosely similar to that of a proof by contradiction: to show that there exists an effect, one assumes the opposite (i.e., the null model $H_0$) and demonstrates that the data make this assumption unlikely (Wagenmakers et al. 2017). In NHST, the data are believed to cast doubt on $H_0$ when the obtained $p$ value is sufficiently small. Fisher deemed a $p$ value of 0.05 or lower sufficient grounds to reject the null hypothesis. In Chapter 3 of *Statistical Methods for Research Workers*, Fisher discusses the normal distribution and notes that

“The value for which $P = .05$, or 1 in 20, is 1.96 or nearly 2; it is convenient to take this point as a limit in judging whether a deviation is to be considered significant or not. Deviations exceeding twice the standard deviation are thus
formally regarded as significant. Using this criterion, we should be led to follow up a false indication only once in 22 trials, even if the statistics were the only guide available. Small effects will still escape notice if the data are insufficiently numerous to bring them out, but no lowering of the standard of significance would meet this difficulty.” (p. 45, Fisher 1934)

Despite constant criticism from within the statistical community, Fisher’s rule has since been institutionalised in academic practice. Researchers routinely conclude that results constitute a significant deviation from the null model whenever \( p < 0.05 \), that is, whenever the observed value of the test statistic falls more than two standard errors away from the value postulated by the null model.\(^\text{2}\)

As an alternative to \( p \)-value significance testing, Sir Harold Jeffreys developed and advocated a series of Bayesian hypothesis tests whose key outcome is now known as the Bayes factor (e.g., Kass and Raftery 1995). The philosophical foundation of the Bayes factor goes back to Jeffreys’s work with Dorothy Wrinch in the early 1920s (Wrinch and Jeffreys 1919, 1921, 1923), but the concrete statistical development was initiated and largely completed by Jeffreys in the second half of the 1930s (e.g., Jeffreys 1935, 1939; for a modern appreciation, see Etz and Wagenmakers 2017; Howie 2002; Ly et al. 2016a, b, 2020; Robert et al. 2009). To learn from data Jeffreys proposed to assign prior model probabilities \( P(M_0) \) and \( P(M_1) \) to the null hypothesis and the alternative hypothesis, respectively. In light of data \( y \), these probabilities can then be updated to posterior model probabilities using Bayes’ rule. The ratio of the posterior models probabilities then leads to

\[
\frac{P(M_1 | y)}{P(M_0 | y)} = \frac{p(y | M_1)}{p(y | M_0)} \times \frac{P(M_1)}{P(M_0)},
\]

where \( p(y | M_k) \) is known as the marginal likelihood, that is, the likelihood function of the free parameters \( \theta_k \) under \( M_k \) integrated out with respect to a prior distribution \( \pi(\theta | M_k) \):

\[
p(y | M_k) := \int_{\Theta_k} f(y | \theta_k, M_k) \pi(\theta_k | M_k) \, d\theta_k.
\]

The purpose of the Bayes factor \( BF_{10}(y) \) is to “grade the decisiveness of the evidence” (Jeffreys 1961, p. 432). In contrast to the \( p \)-value, this pertains to both \( M_0 \) and \( M_1 \). Specifically, a \( BF_{10}(y) \) much larger than 1 indicates evidence for \( M_1 \) over \( M_0 \); a \( BF_{10}(y) \) near 0 indicates evidence for \( M_0 \) over \( M_1 \) (i.e., “evidence of absence”); and a \( BF_{10}(y) \) near 1 indicates that the data are insufficiently diagnostic (“absence of evidence”; Keysers et al. 2020). Note that for the construction of a Bayes factor a pair of priors needs to be selected, one for each model. Jeffreys did so with great care for

\(^2\) As noted by Cornfield (1966, pp. 18–19), the \( \alpha \)-level (i.e., the critical value below which the \( p \)-value is deemed to indicate a statistically significant deviation from the null model) is often viewed as a “universal yardstick” and the underlying intuition is that “All hypotheses rejected at the same critical level have equal amounts of evidence against them.” (i.e., Cornfield’s “\( \alpha \)-postulate”, which he sought to undercut).
various statistical models and documented the results in his magnum opus *Theory of Probability* (Jeffreys 1939, 1948, 1961). As will become apparent below, one of the defining features of the Bayes factor is that it does not depend on a constant multiple of the standard error. The additional involvement of sample size is what generates the paradox.

To set the stage, we start by discussing the 1957 article from Dennis Lindley. We then list Jeffreys’s work on the paradox as expressed in a series of 16 articles and two books from 1935 to 1957. In order to drive home the point that the paradox was central to Jeffreys’s tests, our treatment aims to be comprehensive. The included quotations are unusual both in their number and in their length, but we believe this is necessary in order to (1) irrevocably refute the common misconception that Jeffreys had ignored or neglected the paradox; (2) support the claim that the paradox in fact presents a defining feature of the Bayes factor hypothesis test; (3) demonstrate the different ways in which Jeffreys explained why a measure of evidence cannot depend on a constant multiple of the standard error.

**The 1957 contribution by Lindley**

Dennis Lindley (1957) started his famous article *A statistical paradox* as follows:

“An example is produced to show that, if \( H \) is a simple hypothesis and \( x \) the result of an experiment, the following two phenomena can occur simultaneously: (i) a significance test for \( H \) reveals that \( x \) is significant at, say, the 5% level; (ii) the posterior probability of \( H \), given \( x \), is, for quite small prior probabilities of \( H \), as high as 95%. Clearly the common-sense interpretations of (i) and (ii) are in direct conflict. The phenomenon is fairly general with significance tests and casts doubts on the meaning of a significance level in some circumstances.” (p. 187)

Later in the article, Lindley elaborates:

“Now in our example we have taken situations in which the significance level is fixed because, as explained above, we wish to see whether its interpretation as a measure of lack of conviction about the null hypothesis does mean the same in different circumstances. The Bayesian probability is all right, by the arguments above; and since we now see that it varies strikingly with \( n \) for fixed significance level, in an extreme case producing a result in direct conflict with the significance level, the degree of conviction is not even approximately the same in two situations with equal significance levels. 5% in to-day’s small sample does not mean the same as 5% in to-morrow’s large one.” (Lindley 1957, p. 189, italics added for emphasis)

Lindley explicitly acknowledges the fact that Jeffreys noted the paradox earlier:

---

3 For his Bayes factor tests, Jeffreys proposed prior distributions that did not reflect strong advance knowledge and that obeyed several logical desiderata (e.g., Bayarri et al. 2012; Consonni et al. 2018; Ly et al. 2016a). Note that the paradox manifests itself regardless of how the prior distribution is defined, under regularity conditions.
“The paradox is not, in essentials, new, although few statisticians are aware of it. The difference between the two approaches has been noted before by Jeffreys (see, in particular, 1948, Appendix), who is the originator of significance tests based on Bayes’s theorem and a concentration of prior probability on the null value. But Jeffreys is concerned to emphasize the similarity between his tests and those due to Fisher and the discrepancies are not emphasized.” (p. 190)

We believe that Lindley’s assessment requires revision. Below we demonstrate that Jeffreys repeatedly emphasized the theoretical difference between the two approaches throughout 16 articles and two books published from 1935 to 1957.

The contributions by Jeffreys from 1935 to 1957

In order to follow the quotations from the works cited below, note that Jeffreys uses $K$ to refer to the Bayes factor for $H_0$ over $H_1$, that is, $K \equiv BF_{01}$. In addition, Jeffreys denotes $H_0$ by $q$ and $H_1$ by $\sim q$ or $q'$. For a modern-day reader, it may be confusing that Jeffreys used Greek letters for observed data—in particular, he often used $\theta$ to denote observed data rather than an unobserved parameter. Finally, Jeffreys often conditioned all probability statements on background knowledge, which he denoted by $h$ or $H$ (‘history’)—not to be mistaken for the modern-day use of $H$ for ‘hypothesis’. A complete translation of Jeffreys’s notation can be found in Table D.4 of Ly et al. (2016a).

1. The 1934 letter to Fisher

The first hint that Jeffreys is interested in developing a Bayesian significance test is found in a 1934 letter to Fisher:

“The sort of thing that bothers me is this. In seismology we get times of transmission to various distances, and fit a polynomial of degree 3, say, to them. The significance of the last term really involves the prior probability that such a term will be present. The usual thing is to keep it if it is some arbitrary multiple of its standard error, but I think it ought to be possible to frame a rule with some sort of argument behind it...”

Sir Harold Jeffreys, in a letter to Sir Ronald Fisher, 1934 (Bennett 1990, p. 156)

The Bayes factor rule that Jeffreys later derived turned out to be different from “the usual thing”: the strength of the Bayes factor is not proportional to a constant multiple of the standard error, but also involves sample size. This is the paradox. Thus, the 1934 letter to Fisher shows that the seeds of the paradox were sown even before Jeffreys had started to develop his tests.

---

4 Curiously, the letter as given in Bennett is incomplete. The original, complete letter can be found at https://digital.library.adelaide.edu.au/dspace/bitstream/2440/67780/109/1934-03-21.pdf.
2. The 1935 article Some tests of significance, treated by the theory of probability

This was the first article in which Jeffreys developed a series of concrete Bayes factor hypothesis tests. The introductory paragraph immediately sets up the key issue, in similar fashion to the 1934 letter to Fisher:

“It often happens that when two sets of data obtained by observation give slightly different estimates of the true value we wish to know whether the difference is significant. The usual procedure is to say that it is significant if it exceeds a certain rather arbitrary multiple of the standard error; but this is not very satisfactory, and it seems worth while to see whether any precise criterion can be obtained by a thorough application of the theory of probability.” (Jeffreys 1935, p. 203)

First Jeffreys turns to a comparison of two proportions:

“Suppose that two different large, but not infinite, populations have been sampled in respect of a certain property. One gives \( x \) specimens with the property, \( y \) without; the other gives \( x' \) and \( y' \) respectively. The question is, whether the difference between \( x/y \) and \( x'/y' \) gives any ground for inferring a difference between the corresponding ratios in the complete population.” (Jeffreys 1935, p. 203)

Jeffreys (p. 204, Eq. 11) then shows that the posterior odds for \( q \) over \( \sim q \) is given by

\[
\frac{P(q | \theta, h)}{P(\sim q | \theta, h)} = \frac{(x + x')!(y + y')!(x + y + 1)!(x' + y' + 1)!}{x!y!x'!y'!(x + x' + y + y' + 1)!},
\]

where \( \theta \) denotes the observed data and \( h \) (‘history’) denotes background knowledge. For large samples, Jeffreys obtains the following approximation (p. 205, Eq. 15):

\[
\frac{P(q | \theta, h)}{P(\sim q | \theta, h)} \sim \left\{ \frac{(x + x' + y + y')(x + y)(x' + y')}{2\pi(x + x')(y + y')} \right\}^{\frac{1}{2}} \exp \left\{ -\frac{1}{2} \frac{(x + x' + y + y')(xy' - x'y)^2}{(x + x')(y + y')(x + y)(x' + y')} \right\}.
\]

Jeffreys then continues and identifies the phenomenon that lies at the heart of the paradox:

“The theory therefore shows that a small difference between the sampling ratios may establish a high probability that the ratios in the main populations are equal, while a large one may show that they are different. This is in accordance with ordinary practice, but has not, so far as I know, been related to the general theory before. In one respect, however, there is a departure from ordinary practice. It would be natural to define a standard error of \( xy' - x'y \) in terms of the coefficient of its square in the exponential; but the range of values of the exponent that make the ratio of the posterior probabilities greater than 1 is not a constant, since it depends on the outside factor, which increases with the sizes of the samples.
This variability is of course connected directly with the fact that agreement between the two populations becomes more probable if the samples are large and the difference of the sampling ratios are small; when the ratio is large at $xy' - x'y = 0$, a larger value of the exponent is obviously needed to reduce the product to unity.

Some numerical values are given by way of illustration. In each case $x = y$, $x' + y' = x + y$, but in general $x' \neq y'$. The table gives $x + y$, the maximum value of the ratio of the posterior probabilities, and that of $x' - y'$ needed to make the ratio equal to unity.

The ratio of the critical value of $x' - y'$ to $(x + y)^{1/2}$ is given in a further column to show how little it varies when the sizes of the samples change by a factor of 2500.” (Jeffreys 1935, pp. 205–206; italics added for emphasis)

Later on Jeffreys draws the same conclusion for a test between two means with the standard error known:

“It is therefore not correct to say that a systematic difference becomes significant when it reaches any constant multiple of its standard error” (Jeffreys 1935, p. 207)

Jeffreys returns to this theme several times throughout the article, for different tests (e.g., correlation, periodicity). The overall impression is that in the 1935 article Jeffreys emphasized the theoretical aspect of the paradox but at the same time downplayed its practical ramifications.

### 3. The 1936 article On some criticisms of the theory of probability

One year later, Jeffreys again raises the key issue:

“The results show that the probability that such a term is needed is increased or decreased according as the coefficient is more or less than a certain multiple of its standard error; the multiple needed, however, increases with the number of observations.” (Jeffreys 1936a, p. 345; italics added for emphasis)

Jeffreys elaborates and discusses the problem of a least-squares fit to a regression equation:
“When one unknown is determined at a time by least squares the criterion⁵ that the last determined shall be supported by the observations is that

\[
\frac{b^2}{\sigma_b^2} > \log_e \frac{2n}{\pi},
\]

where \(n\) is the number of observations.” (Jeffreys 1936a, p. 352)

As \(b\) is the least-squares parameter point estimate, and \(\sigma_b\) is the standard error, the equation shows that for support to remain constant as \(n\) increases, the multiple of the standard error will need to increase as well. To underscore this point, Jeffreys provides a table, reproduced here as Table 2, which “gives the critical ratios that an unknown found by least squares from \(n\) observations shall be supported by the observations.” (Jeffreys 1936a, p. 352). For instance, when \(n = 10\), we have \(b/\sigma_b = \sqrt{\log_e 20/\pi} \approx 1.36\), and for \(n = 100\), we have \(b/\sigma_b = \sqrt{\log_e 200/\pi} \approx 2.04\).

Jeffreys then explains the consequences of this sample-size induced increase of the critical ratio, and explicitly discusses the paradox:

“The usual practice has been to regard a departure from a simple law as genuine if it amounts to some constant multiple of the standard error, usually 2 or 3 times. The ratio given above is not constant, but depends on the number of observations.

If a ratio of 2 or 3 is really needed when the number is small, it expresses a prior belief in the simple law to the extent of saying that the odds in its favour are 6 to 1 or 90 to 1, or else a criterion of convenience that we must not complicate future computations except for specially strong reasons. In either case corresponding, but smaller, increases would be needed throughout the table. When the number of observations is large the critical ratio exceeds the arbitrary standard, which will thus for 100,000 observations lead to coefficients between 2 and 3.33 times their standard errors being accepted as genuine, when in fact the observations render them less probable than before. Thus there will be mistakes in all cases where there is no real departure and yet the computed departure is between 2 and 3.33 times its standard error. Fortunately the latter event does not occur very

---

⁵ For this result, Jeffreys includes a footnote to Jeffreys (1936b) (relevant pages: 432–440) which was in press at the time.
often; nevertheless it has arisen.” (Jeffreys 1936a, pp. 353–354; italics added for emphasis)

Jeffreys concludes the article by demonstrating and explaining the paradox in the field of astronomy with a concrete example. In a regression model for the motion of the node of Venus, there were 12,319 observations. The Bayes factor is about 6 in favor of $H_0$. However,

“On the usual theory the probability of an accidental variation exceeding $3.5$ times its standard error is $4 \times 10^{-4}$, and the anomaly would have to be taken as real. Such a value will in any case be exceptional, but with the actual number and accuracy of the observations it is more exceptional on the hypothesis that it is real than on the hypothesis that it is due to accidental error.” (Jeffreys 1936a, p. 445)

### 4. The 1936 article Further significance tests

In the same year, Jeffreys again stresses the same issue:

“The results are usually of the form $\alpha n^{1/2} \exp\left(-\frac{1}{2} x^2/\sigma^2\right)$, where $n$ is the number of observations and $x$ is the difference found statistically, which may be a difference of two sampling ratios or measurements, a correlation or a harmonic coefficient. $\sigma$ is the standard error of $x$ as found from the usual statistical theories. $\alpha$ is usually a moderate coefficient. The form of the results can be explained simply in general terms. Suppose that the difference which we are trying to find might have had any value within a range $m$. It is actually found to be within a certain small range of length $\tau$ about $x$. Then, on the hypothesis that there is a real difference, the probability that the results would be in this range is $\tau/m$. But on the hypothesis that there is no real difference the corresponding probability is $\tau (2\pi \sigma^2)^{-1/2} \exp\left(-\frac{1}{2} x^2/\sigma^2\right)$. Hence by the theorem of inverse probability the probabilities of no real difference and of a real difference are in the ratio $(m/\sigma)(2\pi)^{-1/2} \exp\left(-\frac{1}{2} x^2/\sigma^2\right)$. But if the accuracy of the observations remains constant the standard error of the mean decreases like $n^{-1/2}$; hence the outside factor is of order $n^{1/2}$. (...) To put the matter in other words, if an observed difference is found to be of order $\sigma$, then on the hypothesis that there is no real difference this is what would be expected; but if there was a real difference that might have been anywhere within a range $m$ it is a remarkable coincidence that it should have happened to be in just this particular stretch near zero. On the other hand if the observed difference is several times its standard error it is very unlikely to have occurred if there was no real difference, but it is as likely as ever to have occurred if there was a real difference. In this case beyond a certain value of $x$ the more remarkable coincidence is for the hypothesis of no real difference, and as we have to decide from the facts as presented we shall accept the difference. The theory merely

---

6 This example also features in later papers, discussed below.
develops these elementary considerations quantitatively and evaluates the factor \( \alpha \). If \( P(q | \theta h) > \frac{1}{2} \), we shall expect the difference found to persist with more and more accurate observations; if it is less than \( \frac{1}{2} \) we shall expect the estimated difference to diminish.

*The usual statistical method is to evaluate the observed difference and its standard error, and to say that it is not significant if it is less than a certain constant multiple of this error. No explanation of this rule is given, the probability of the observations being found only on the hypothesis that there is no difference, and not compared with that on the alternative hypothesis. The present method provides an explanation; but the multiple found is not constant, depending on the number of observations and on the ratio of the standard error of one observation to the whole difference possible, but since it involves these numbers only through the square roots of their logarithms the variation in actual cases is not very large."* (Jeffreys 1936b, p. 417; italics added for emphasis)

These quotations show that in 1935 and 1936, Jeffreys had already discovered, understood, published, emphasized, explained, and illustrated the paradox.

5. The 1937 article *The tests for sampling differences and contingency*

In this article, Jeffreys’s final paragraph again describes the phenomenon:

“Attention is called to the fact that in my tests the ratio of the critical value of a difference to the standard error of the latter varies a little with the number of observations. A difference of twice the standard error may be just significant [in the sense of Jeffreys’s Bayes factor test – EW AL] when it rests on five observations, but not when it rests on 100. For application of the tests it is therefore necessary to know the number of observations, and in many cases this is not given explicitly in published work and can be disentangled with great difficulty, if at all. In other words a difference of 1.0 \( \pm \) 0.5 units may be worth considering further if it rests on five observations each with a standard error of 1.2 units; if it rests on 100 observations each with a standard error of 5 units it is not. This comes from pure probability theory and does not allow for the possibility of systematic error of observation, which might be considered at a later stage and would accentuate the effect.” (Jeffreys 1937a, p. 494)

6. The 1937 addenda to the first edition of *Scientific inference*

Jeffreys’s book *Scientific Inference* first appeared in 1931, before Jeffreys had started to work on Bayes factors in earnest. A 1937 reissue *Scientific Inference*, however, contains addenda that describe the Bayes factor hypothesis test and a description of the reasoning that underpins the paradox (cf. Jeffreys 1936b above):

“Suppose we consider as a serious possibility that a quantity \( x \) may be zero; denote this proposition by \( q \), with prior probability \( \frac{1}{2} \). The proposition that \( x \) is not zero is denoted by \( \sim q \), also with prior probability \( \frac{1}{2} \); but if \( x \) is not zero
it may be anywhere in a range of length \( m \). An actual determination from data \( \theta \) suggests a value of \( x_0 \pm \sigma \). Now, if \( x \) is really 0, the probability of finding a mean in a range \( dx_0 \) about \( dx_0 \) is

\[
\frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{x_0^2}{2\sigma^2} \right) dx_0.
\]

But if \( x \) is not 0, the probability that it would be in such a range is \( dx_0/m \). Given then that \( x_0 \) has actually been found in such a range, the posterior probabilities of \( q \) and \( \sim q \) are in the ratio of these two expressions, namely

\[
\frac{P(q \mid \theta h)}{P(\sim q \mid \theta h)} = \frac{m}{\sqrt{2\pi} \sigma} \exp \left( -\frac{x_0^2}{2\sigma^2} \right).
\]

When \( x_0 \) is large compared with \( \sigma \), this is small, \( q \) has a small posterior probability, and we can assert with confidence that \( x \) is different from zero. But \( \sigma \), the standard error of the mean, is proportional to \( n^{-\frac{1}{2}} \), where \( n \) is the number of observations; hence if \( n \) is large the first factor is large of order \( \sqrt{n} \), and the ratio will be large if \( x_0 \) is less than \( \sigma \). Thus a discrepancy less than a certain amount increases the probability that the parameter sought is zero; one more than this amount decreases it and indicates that the parameter is needed. In the cases examined the critical value, with ordinary numbers of observations, ranges from about 1.5 to 3 times the standard error, increasing with the number of observations. The larger the number of observations the stronger the support for the simple law \( x = 0 \) if the empirical value turns out to be within its standard error. To put the argument in words, if \( x_0 \) is of order \( \sigma \), this is what we should expect if \( x \) is zero, but if \( x \) might be anywhere in a range \( m \) it is a remarkable coincidence that it should be in just this one. On the other hand, if \( x_0 \) is substantially more than \( \sigma \), we should not expect it if \( x \) is zero, but we should expect it if \( x \) is not zero; in both cases we adopt the less remarkable coincidence.” (Jeffreys 1937b, pp. 250–251)

A few pages later, Jeffreys provides a concrete example of the paradox (cf. Jeffreys 1936a, p. 445 above):

“In current statistical practice the word “significance” appears to be used in several different senses, corresponding to different questions, but it is apparently often supposed that they will have the same answers. I have used it in the case where we want to know whether the observations support a new parameter; this is one that regularly occurs, for instance, in astronomy. The multiple of the standard error used to indicate a statistical difference is about the same as my theory gives for ordinary numbers of observations, but it is taken constant. My fuller theory shows that it should increase somewhat with the number of observations. I have only once come upon a case where the difference between the criteria would affect the decision, namely the excess motion of the node of Venus, which, if genuine, is inconsistent with Einstein’s law of gravitation. It is 3.5 times the standard error, and by the usual rules would have to be taken as real. But the number of observations used is so large that by my rule it is even more likely to be a random error. In fact Sir Arthur Eddington, who does not
accept the theory of probability, adopted the decision it gives and not that given by his own theory.” (Jeffreys 1937b, p. 256, italics added for emphasis)

Jeffreys then draws the explicit comparison to $p$ values:

“A constant significance limit, in relation to the standard error, would however be equivalent to saying that the prior probability of a zero value varies with the number of observations, which is absurd; or, alternatively, that the chance of a real difference exceeding the standard error is the same no matter how small the standard error is made by increasing the number of observations. Actually, however, my significance limit varies very slowly with the number of observations and with ordinary numbers does not differ much from Fisher’s limits based on the arbitrary 5 per cent. and 1 per cent.; in the great majority of actual cases the decisions will be the same. Accordingly it appears that Fisher’s practice does not follow from his postulates, but it, or something very like it, follows from mine.” (Jeffreys 1937b, p. 259)

It is noteworthy that the two “absurdities” that Jeffreys identifies in this fragment (i.e., as $n$ increases, either lower the probability of $H_0$ or narrow the prior parameter distribution under $H_1$) would later be proposed by Robert (1993) (see also Burnham and Anderson 2004) and Bartlett (1957), respectively.

7. The 1937 correspondence with Fisher

The sample-size induced discrepancy between Bayes factor and $p$ values was also noted explicitly in a 1937 letter that Jeffreys wrote to Fisher (note that this example was also presented in Jeffreys 1936a, p. 445 and in Jeffreys 1937b, p. 256, as discussed above):

“A question has just arisen about the excess motion of the node of Venus. It is 3.5 times the standard error, the probability of a random deviation exceeding which is 0.00041. Eddington says that as it is one of 15 it can be accepted as normal. The p. that one of 15 would exceed $3.5\sigma$ is 0.006. What I should like to know from you is whether there is another case on record where a statistician has accepted at sight a deviation beyond your 1% limit as random? (The other 14 give a $\chi^2$ of 15).

By my test the thing is probably random on account of the large number of observations combined, but there’s not much to spare, and the situation would be altered if some specific systematic error was before the House.”

Sir Harold Jeffreys, in a letter to Sir Ronald Fisher, 1937 (Bennett 1990, p. 161; italics in original)

Later that year, Fisher replied as follows:

“I should be inclined, naturally, to accept Eddington’s judgement on an astronomical point, especially as your own test seems to confirm it. On the other hand, prima facie, i.e. on an assumption ordinarily made, the probability 0.006 is amply small enough to claim significance, and would be used for this pur-
pose with complete confidence, I have no doubt, if anyone had a theory which required such a deviation.”
Sir Ronald Fisher, in a letter to Sir Harold Jeffreys, 1937 (Bennett 1990, p. 162; italics in original)

Fisher’s answer is somewhat ambiguous, but it does appear as if he believed a $p$ value of 0.006 to be sufficiently compelling for declaring a deviation significant, regardless of sample size. Instead of pushing Fisher on the issue, Jeffreys’s response strikes a conciliatory tone:

“Your letter confirms my previous impression that it would only be once in a blue moon that we would disagree about the inference to be drawn in any particular case, and that in the exceptional cases we would both be a bit doubtful. (...) I am writing this because there is a tendency about to attribute what I believe to be an entirely exaggerated idea of our disagreement to us, for which we are both possibly partly responsible, and I think an occasional mention of cases where we agree would be for the good of the subject.”
Sir Harold Jeffreys, in a letter to Sir Ronald Fisher, 1937 (Bennett 1990, pp. 162–163; italics in original)

8. The 1937 article Modern Aristotelianism: Contribution to Discussion

In this one-page discussion on the role of induction in science, Jeffreys mentions the common elements in the statistical frameworks advocated by Karl Pearson and Ronald Fisher, and then states:

“I should expect the decisions by my methods to lead to the correct decisions most rapidly, because the method contains more explicit provision for allowing for the whole of the data; but many rules given by Fisher, and others accepted by him, are of exactly the same form as mine [EWAL: point estimates] and would in practice be used in the same way, while in other cases where there are differences [EWAL: Bayes factors vs. $p$ values] the actual limits recommended are such that it would be extremely rarely that the decisions would differ in any specific application, and then we should both be doubtful.” (Jeffreys 1937c, p. 1004)

As in the 1935 article, Jeffreys downplays the practical ramifications of the paradox—a theme that will recur in the appendix of Jeffreys’s book Theory of Probability. In later sections, we speculate about Jeffreys’s reasons for doing so.

7 In a 1983 interview with Dennis Lindley, Jeffreys referred to this exchange as follows: “[the correspondence with Fisher] was after I’d said that on most things we should agree and when we disagreed we would both be doubtful. After that, Fisher and I were great friends.” (“Transcription of a Conversation between Sir Harold Jeffreys and Professor D.V. Lindley,” Exhibit A25, St John’s College Library, Papers of Sir Harold Jeffreys).
9. The 1938 article

The comparison of series of measures on different hypotheses concerning the standard errors

In this article, Jeffreys (1938a, p. 378) gives the Bayes factor in the case of a $t$ test:

$$K = \left( \frac{2n}{\pi} \right)^{\frac{1}{2}} \left( 1 + \frac{\bar{x}^2}{\sigma^2} \right)^{-\frac{1}{2}(n-3)}$$

$$= \left( \frac{2n}{\pi} \right)^{\frac{1}{2}} \left( 1 + \frac{t^2}{n-1} \right)^{-\frac{1}{2}(n-3)},$$

as $t^2 = (n-1)\bar{x}^2/\sigma^2$. This is followed by a table that shows the values of $K$ associated with Fisher’s 5% values of $t$ for various sample sizes $n$, reproduced here as Table 3. Jeffreys then mentions the paradox:

“For the first few entries my formula may be appreciably inaccurate, but for $n = 8$ and more it should be fairly good. It appears therefore that the 5% point of the $t$ distribution never corresponds to a value of $K$ less than about 0.5, or to 2 to 1 odds on the need for the new parameter. If we are entitled to interpret this as indicating at what value of $K$ we may consider a new parameter as worth introducing, the value should be about 0.5; but there will then be just about as much confidence in the need for it as in a statement that an estimate of a parameter, whose relevance is not in doubt, is right within its standard error. The inequality is reversed at large numbers of observations; thus for $K = 1$ and large $n$ we have the approximation

$$t^2 = \log e \frac{2n}{\pi},$$

whereas the 5% point of the $t$ distribution tends to $t = 1.96$. The properties of the logarithm make the rise very slow; when $n = 100,000$, $t$ is still only 3.32. But if the 5% rule was used habitually there would be cases, with large numbers of observations, when a new parameter is asserted on evidence that is actually against it. Users of the rule usually advocate it with considerable caution, which would agree with the indications of the present theory up to about 30 observations, but at large numbers it is definitely too lax.” (Jeffreys 1938a, pp. 379; italics added for emphasis)

Jeffreys then explains
“It may be worth while to call attention again to the reason for the increase of \( t \) and its analogues in other tests when the number of observations is very large. If we start with the minimum of information about the new parameter, which is quite likely to be zero but might account for most of the outstanding variation until we have actually analysed the data, then as we increase the number of observations the standard error of the estimate steadily falls. If the parameter is not zero, however, it is independent of the number of observations, and will ultimately become several times the standard error of its estimate and asserted to be genuine. If the estimate persists within the order of magnitude of its standard error, our confidence that this is because the parameter is really zero will naturally increase, on the ground that with a large number of observations it is increasingly unlikely that we should have failed to find it if it was there. This of course is a well-known phenomenon in physics, where an estimated difference, always in doubt, strengthens that doubt by diminishing every time the number of observations is increased or the experimental technique improved; and it is represented in the present theory by the increase of the outside factor in \( K \). When the number of observations is small, this factor is not much more than 1, and it is impossible to obtain strong support for \( q \) however well the observations may agree with it; and in sampling problems in similar conditions it is also impossible to obtain strong support for \( \sim q \). It may be recalled that in the problem of sampling to test an even chance it took an 80:80 sample to give 10 to 1 support for \( q \) and a 7:0 one to give 10 to 1 support for \( \sim q \). It is in such cases that we say that there is not enough evidence to make a decision, and any definite rule will make a considerable number of mistakes of one kind or the other. Mathematically, the ratio of the estimate to its standard error must increase with the number of observations because it has to counteract this factor to reduce \( K \) to any fixed value. In general terms, it must increase because the number of cases where \( q \) is still acceptable remains the same, but those where it is untrue and its falsehood still undetected become fewer. (I am not here considering cases where selection of an extreme value, or previous knowledge indicating a restriction on the possible values of a new parameter, needs to be taken into account; they only complicate the matter without altering the general principle.)” (Jeffreys 1938a, pp. 379–380)

10. The 1938 article Significance tests when several degrees of freedom arise simultaneously

Here, Jeffreys first describes the Bayes factor and immediately points out its dependence on sample size:

“If a set of observations are analysed for a new parameter \( a \), which is initially as likely as not to be zero, and the possible range of whose values is \( s \) if it is not zero, we can denote the proposition that it is 0 by \( q \), and the proposition that it is not 0 by \( \sim q \). [EWAL: Here Jeffreys inserts the following footnote: “My \( q \) is always what Fisher (1935) calls a “null hypothesis”.”] Then the prior probabilities of \( q \) and \( \sim q \) are given by
\[ P(q \mid h) = P(\sim q \mid h) = \frac{1}{2}, \quad (1) \]

and the posterior probabilities on data \( \theta \) are shown, by an approximate argument (Jeffreys 1937b, p. 250 [EWAL: This refers to the fragment from *Scientific Inference* provided earlier]), to be given by

\[ K = \frac{P(q \mid \theta h)}{P(\sim q \mid \theta h)} = \frac{s}{\sqrt{2\pi} \sigma_\alpha} \exp \left( -\frac{\alpha^2}{2\sigma_\alpha^2} \right), \quad (2) \]

where \( \alpha \) is the maximum likelihood solution for \( a \) and \( \sigma_\alpha \) its standard error. Since \( s \) is initially fixed and \( \sigma_\alpha \) decreases like \( n^{-\frac{1}{2}} \) when \( n \), the number of observations, increases, the outside factor is proportional to \( \sqrt{n} \). If \( K \) is less than 1, the observations support the introduction of the new parameter; if \( K \) is more than 1 they do not. In the cases so far examined the critical value of \( \alpha/\sigma_\alpha \) ranges from about 1.8 to 3 as the number of observations rises from 5 to 5000.” (Jeffreys 1938b, p. 161)

Later in the same article, the dependence of the Bayes factor on sample size (as \( \sqrt{n} \)) plays a crucial role. For instance, on p. 164 Jeffreys remarks that “the outside factor in the support for \( q \) is of order \( n^{\frac{1}{2}} \); this factor would be the support provided if the estimates happened to agree exactly with the predictions made by \( q \).” (see also p. 172). However, in this article, Jeffreys does not engage in an explicit comparison between Bayes factors and \( p \) values.

11. The 1938 article *Maximum likelihood, inverse probability and the method of moments*

In this article, Jeffreys hints at the paradox but underplays its practical importance:

“(…) a moderate fraction of the prior probability of \( a \) [i.e., a parameter] is concentrated in a particular value \( a_0 \). This is the case where a possible value of \( a \) is already assigned and the observations are to be used to test whether this value is correct. (…) The result, which I had hardly expected to find, was that if \( \alpha - a_0 \) is less than a certain multiple of \( \sigma_\alpha \) (varying somewhat with \( n \) and the type of problem), the observations increase the probability that \( a \) is equal to \( a_0 \). This connects up significance tests with the principle of inverse probability, but the results do not differ greatly from those that statisticians have found to work well in practice. The relation to the method of maximum likelihood is that the apparently arbitrary rejection of small differences found by that method is now explained in terms of the general theory.” (Jeffreys 1938c, p. 148)
12. The 1938 article *Significance tests for continuous departures from suggested distributions of chance*

This article features a more explicit comparison to \( p \) values. Here Jeffreys sets out to test the null hypothesis that a set of frequencies are uniformly distributed. He arrives at the familiar \( \sqrt{n} \) form of his test and then engages explicitly with the paradox:

"Hence (...)\[
K = \frac{P(q \mid \theta h)}{P(\sim q \mid \theta h)} = \sqrt{\left(\frac{n}{2\pi}\right)c \exp\left(-\frac{1}{2}na_0^2\right)}.
\] (15)"

The term in \( f(t) \) will therefore be supported if \( a_0 \) [the MLE—EWAL] is such as to make this less than 1. The standard error of \( a_0 \), in this notation, is \( n^{-\frac{1}{2}} \), so that the exponential factor has the usual form \( \exp(-\frac{1}{2}\chi^2) \).

The following table, for various values of \( n \), gives \( K \) for \( a_0 = 0 \) for the two values of \( c \), and the values of \( \chi^2 \) and \( a_0n^{\frac{1}{2}} \) that make \( K = 1 \). For comparison we may notice that Fisher’s (1936, Table III) 5% and 1% limits, for one degree of freedom, are at \( \chi^2 = 3.84 \) and 6.64; the former would agree in the first case at about 200 observations, the latter at about 4000. In the second case the agreements would come at about 100 and 1700 observations. His test, of course, does not mean quite the same thing; it says when an observed result would be surprising on hypothesis \( q \), whereas mine, for the larger numbers of observations, may admit this and yet say that it would be still more surprising on \( \sim q \). In any event cases where the observed \( a_0 \) would come in the disputable region would be expected to be rare if *either* of the hypotheses compared was correct, and some third alternative may suggest itself." (Jeffreys 1938d, p. 310; italics in original; table reproduced as Table 4)

13. The 1938 article *Aftershocks and periodicity in earthquakes*

In this article, Jeffreys studies the hypothesis that earthquakes are independent events that do not excite one another. Jeffreys first elaborates on standard practice:

"The usual statistical procedure, recommended in particular by R. A. Fisher, is to reject the trial hypothesis if the contribution to \( \chi^2 \) examined is such that the probability of a larger \( \chi^2 \), if the hypothesis was correct, is less than 0.05; if high confidence is required the trial hypothesis will be rejected (and correspondingly the modified one accepted) if this probability is less than 0.01. The former criterion is somewhat mild, since it would imply the acceptance as genuine of all discrepancies more than twice their standard errors.” (Jeffreys 1938e, p. 114)

Jeffreys then describes his own significance test and mentions the paradox:

"The type of significance test that I have introduced depends on the general theory of probability; the observed values appear in the results only through the
History and nature of the Jeffreys–Lindley paradox

Table 4

Table reproduced from Jeffreys (1938d, p. 310)

| n  | K   | $a_0 n^{1/2}$ | $\chi^2$ |
|----|-----|---------------|----------|
| 5  | 1.03| 1.55          | 0.25     |
| 10 | 1.46| 2.19          | 0.87     |
| 20 | 2.06| 3.09          | 1.20     |
| 50 | 3.26| 4.89          | 1.54     |
| 100| 4.61| 6.92          | 1.75     |
| 200| 6.51| 9.76          | 1.94     |
| 500| 10.31| 15.46      | 2.16     |
| 1000|14.6  | 21.9         | 2.32     |
| 2000|20.6  | 30.9         | 2.46     |
| 5000|32.6  | 48.9         | 2.46     |
| 10,000|46.1 | 69.2        | 2.77     |

Increases in sample size $n$ need to be accompanied by increases in the $\chi^2$ value so that the Bayes factor $K$ remains constant at $K = 1$.

contributions to $\chi^2$ from the degrees of freedom actually considered, so that the tests provide an explanation of the importance of $\chi^2$, which was introduced somewhat arbitrarily by Pearson, though it has properties of symmetry under transformation that would make it commendable by themselves. For a given number of degrees of freedom, the value of $\chi^2$ that makes it more probable than not, on the data, that a new parameter or set of parameters is required, is found to vary somewhat with the number of observations\(^2\). In the case of a periodicity inferred from observed frequencies, I find that for 200 observations the periodicity is just supported if $\chi^2 = 7.1$; for 500, 8.3; for 1000, 8.9. To establish a 10 to 1 probability that the periodicity is genuine these values must be increased by 5.1. Fisher’s 5 per cent. limit for two degrees of freedom is at $\chi^2 = 5.99$, his 1 per cent. one at 9.21. With these numbers of observations his 5 per cent. criterion would therefore sometimes accept a periodicity that mine would reject, though the agreement is good at somewhat smaller values.” (Jeffreys 1938e, p. 114)

Jeffreys’s footnote 2 lists several of his earlier works in which the paradox is evident:

\(^2\) Scientific Inference, 1937, 249–252 and 266–9 (General Discussion and Summary of Results). – Proc. Camb. Philos. Soc. 31 (1935) 213–217 (Correlation). – Proc. Camb. Philos. Soc. 32 (1936) 432–445 (Representation of a Series of Measures by Assigned Functions and Tests of Randomness). – Proc. Camb. Philos. Soc. 33 (1937) 35–40 (Comparison of Series of Measures). – Proc. Roy. Soc. London (A) 162 (1937) 479–495 (Contingency and tests for agreement of Sampling Ratios. Improved discussions of some problems treated in earlier papers are given.)” (Jeffreys 1938e, p. 114)
14. The 1939 first edition of Theory of Probability

The first edition of Jeffreys’s magnum opus *Theory of Probability* describes a scenario similar to that covered in the addenda of the 1937 reissue of *Scientific Inference*. Specifically, Jeffreys introduces the Bayesian hypothesis test by defining the null hypothesis \( q \) and the alternative hypothesis \( \sim q \). Under \( \sim q \), there is a new parameter \( \alpha \). Let \( m \) denote the possible range of values for \( \alpha \) about 0 within which the prior probability may be taken as uniformly distributed, and let \( a \) denote the maximum likelihood estimate and \( s \) its standard error. Then, if \( s \) is much smaller than \( m \), Jeffreys approximates the Bayes factor \( K \) (i.e., BF\(_{01}\)) as

\[
K = \frac{P(q \mid aH)}{P(\sim q \mid aH)} = \frac{m}{\sqrt{(2\pi)s}} \exp\left(-\frac{a^2}{2s^2}\right),
\]

where \( H \) indicates background knowledge. Jeffreys then continues:

“If \( a \) is \( s \) or less, and \( s \) is much less than \( m \), \( K \) will be large and the observations support \( q \), that is, they say that the parameter \( \alpha \) is probably not needed. But if \( a \) is much larger than \( s \), the exponential will be very small and the observations will support the need for the new parameter. There will be a critical value of \( a/s \) such that \( K = 1 \) and no decision is reached.

In most cases \( s \), being the standard error of \( a \), diminishes with increasing \( n \) like \( n^{-1/2} \); hence the first factor in \( K \) increases like \( n^{1/2} \). Thus the larger the number of observations the stronger the support for \( q \) will be if \( a < s \). This is a satisfactory feature; the more thorough the investigation has been, the more ready we shall be to suppose that if we have failed to find evidence for \( \alpha \) it is because \( \alpha \) is really 0. But it carries with it the consequence that the critical value of \( a/s \) increases with \( n \) (though that of \( a \) of course diminishes); the increase is very slow, since it depends on \( \sqrt{(\log n)} \), but it is appreciable. The test does not draw the line at a fixed value of \( a/s \).” (Jeffreys 1939, p. 194; echoed in Jeffreys 1948, pp. 221–222 and Jeffreys 1961, p. 248)

In Appendix I, Jeffreys again explicitly compares the Bayes factor against the \( p \) value. Jeffreys concludes:

“In spite of the difference between the nature of my tests and those based on the \( P \) integrals, and the omission of the latter to give the increases of the critical values for large \( n \) (dictated essentially by the fact that in testing a small departure found from a large number of observations we are selecting a value out of a long range and should allow for selection), it appears that there is not much difference in the practical recommendations. Users of these tests speak of the 5 per cent. point in much the same way as I should speak of the \( K = 10^{-1/2} \) point, and of the 1 per cent. point as I should speak of the \( K = 10^{-1} \) point; and for moderate numbers of observations the points are not very different. At large numbers of observations there is a difference, since the tests based on the integral would sometimes assert significance at departures that would actually give \( K > 1 \). Thus there may be opposite decisions in such cases. But they will be very rare.”
(Jeffreys 1939, pp. 359-360; echoed in Jeffreys 1948, p. 399 and Jeffreys 1961, p. 435)

Appendix I then concludes with four tables associated with different statistical scenarios. Each table shows that a constant level of Bayes factor support requires that larger sample sizes yield a higher multiple of the standard error.

15. The 1940 article Note on the Behrens–Fisher formula

In this article, Jeffreys briefly outlines his hypothesis test and adds that the threshold for accepting the alternative hypothesis is not a constant ‘as usually defined’:

“A definite limit is then found for $z$, such that larger values support the need for the new parameter while smaller ones support the null hypothesis, but this limit is not given by any single value of $P(t)$ as usually defined.” (Jeffreys 1940, p. 49)

16. The 1942 article On the significance tests for the introduction of new functions to represent measures

In this article, Jeffreys once more emphasizes the dependence of the Bayes factor $K$ on sample size. After providing the equation for $K$ in its familiar form, Jeffreys provides a table that shows how $K$ increases with $n$ when $t$ is fixed at 0, and how $t^2$ increases with $n$ when $K$ is fixed at 1. Jeffreys remarks

“It is interesting that the values of $t^2$ for $K = 1$ increase steadily with $n$, just as the corresponding values of $\chi^2$ do. This of course is the level where the test is quite indecisive.” (Jeffreys 1942, p. 260)

17. The 1948 second edition of Theory of Probability

Although this second edition is 31 pages longer than the 380-page first edition, the paradox-related content (i.e., pp. 221–222, p. 399) has remained mostly unchanged, except for a small change in notation and for a partly adjusted and expanded set of tables in the appendix.

18. The 1950 article Bertrand Russell on Probability

In this article, Jeffreys describes his generic Bayes factor, including the $\sqrt{n}$ term that exposes the paradox:

“But if we are at liberty to modify a law arbitrarily to any extent we can fit any set of observations exactly, and some of these possibilities would fit any further observation whatever; consequently if there is no limitation on the choice of laws no prediction from observations is possible. (...) [a solution] is given in my Theory of Probability, Chapters 5 and 6. This is that where a suggested modification of
a law involves an increase in the number of adjustable parameters, half the prior probability is concentrated in the old law; in other words, when a modification is suggested it is as likely to be needed as not. This has been shown to lead to satisfactory significance tests in the standard problems of statistics, though there is much more to be done. The results are of the approximate form
\[
\frac{P(q/\theta H)}{P(q'/\theta H)} = \sqrt{(An)e^{-\frac{1}{2}a^2/s_a^2}}
\]

Here if the new parameter considered is \( \alpha \), it is defined so as to be zero on the old law \( q \), but on the modified law \( q' \) it has to be estimated from the observations; \( H \) is the previous information and \( \theta \) the observational evidence. \( A \) is a constant usually of order 1, \( n \) the number of observations, \( a \) the estimate of \( \alpha \) by the usual statistical methods, and \( s_a \) its standard error. The expression is of order \( \sqrt{n} \) if \( a/s_a \) is less than 1, but very small if \( a/s_a \) is large. Consequently observations support the old law for \( a/s_a < 1 \) and the new one if it is large. This choice of the prior probability is what I call the simplicity postulate.” (Jeffreys 1950, p. 316; italics in original)

19. The 1953 comment on Lindley’s article Statistical inference

Historically, the 1953 Lindley article Statistical inference is particularly relevant, as it can be considered the conceptual forerunner to the 1957 paradox article. Inspired by the work of Abraham Wald, Lindley studied statistical procedures that minimize a weighted sum of Type I and Type II errors. Lindley showed that for consistency to hold regardless of the weight assigned to the errors, the critical value has to increase with sample size: “...the critical value (...) increases with \( n \), although very slowly. In this it agrees with the test proposed by Jeffreys (1948).” (Lindley 1953, p. 60).

In a comment published alongside Lindley’s original article, Jeffreys elaborates on the agreement:

“The appearance of \( \log n \) [in Lindley’s tests – EW AL] is interesting in relation to my significance tests. At first sight the origins of this term look quite different, since in mine it expresses an allowance for selection; we reasonably discount an exceptional result if we have looked specially hard for one. In Mr. Lindley’s it is an allowance for the cost of installing a new plant when the benefit would be small.

It is easy to see, however, that a similarity might have been expected. If the prior probability distribution for a parameter \( \mu \) is \( P(d\mu \mid H) = f(\mu) d\mu \), the likelihood of a set of data \( \theta \) is \( L(\mu, \theta) \), and the benefits of two courses of action, depending on \( \mu \), are \( K_1(\mu), K_2(\mu) \), the posterior probability distribution of \( \mu \) is \( P(d\mu \mid \theta H) \propto f(\mu)L(\mu, \theta) d\mu \), and the expectations of benefit are

---

8 At this time, Lindley was still a frequentist, as witness statements such as “...the use of inverse probability solutions as a general rule can hardly be considered satisfactory, though in special circumstances they may be adequate.” (Lindley 1953, p. 45; see also Fienberg 2003).
\[ \int K_1(\mu) f(\mu) L(\mu, \theta) d\mu, \int K_2(\mu) f(\mu) L(\mu, \theta) d\mu. \]  
Thus \( K \) enters in combination with \( f \), as Mr. Lindley finds. This might have been expected, since Bayes defined probabilities in terms of ratios of expectations of benefits, and in an economic application \( K \) and \( f \) will always be combined.” (Jeffreys 1953, p. 72; italics added for emphasis)

Lindley then replied to Jeffreys as follows:

“His connection between the log \( n \) term in our two derivations is most interesting, and in conjunction with his statement that, in some circumstances, one should maximize the expected benefit, it makes me realize that my ideas on inference are much closer to Professor Jeffreys’ than I had thought.” (Lindley 1953, p. 76)

It should not go unmentioned that, in a different comment, Lindley’s contribution was evaluated positively by Egon Pearson himself:

“We see at once the practical “hunch” to which Lindley’s approach is here trying to give expression. If we keep \( \alpha \) fixed as \( n \) increases from 20 to 100 we have a rapidly increasing chance of establishing that a difference is significant when, say, \( \mu - \mu_0 = 0.4 \). Could we not well afford to sacrifice some of this additional power in order to reduce the risk of rejecting the null hypothesis when it is true, i.e., of making the decision \( d_1 \) wrongly? (...) Lindley points out that the test proposed by Jeffreys has similar properties to his tests (...). The same practical objective may be attained if desired by the quite legitimate device of reducing \( \alpha \) as \( n \) increases. If the exponents of usually accepted test theory had not thought of this possibility before, it only serves to illustrate the value of looking at a problem of statistical inference from several points of view and making numerical comparisons.” (Pearson 1953, p. 69; italics added for emphasis)

In a later section, we will elaborate on the idea that the paradox undercuts only the Fisherian interpretation of a \( p \) value as ‘evidence against the null hypothesis’; in the Neyman–Pearson paradigm, however, the brunt of the paradox can be avoided by adopting a lower value of \( \alpha \) when power is known to be high.

20. The 1955 article The present position in probability theory

Here, Jeffreys again presents his generic Bayes factor equation including the \( \sqrt{n} \) term:

“In most cases the results are of very similar form when the number of observations, \( n \), is large. If the straightforward estimate of \( \alpha_m \), apart from the significance question, would be \( \alpha_m \pm s_m \), we usually get (\( \theta \) standing for the data collectively)

\[ K = \frac{P(q|\theta H)}{P(q'|\theta H)} \frac{A_n}{f(0)} \exp \left( -\frac{a_m^2}{2s_m^2} \right). \]

\( A \) is a constant of order 1. We must have \( f(0) > 0 \), otherwise the null hypothesis would always be asserted [see also Jeffreys (1961, p. 251—EWAL). If \( f(0) > 0 \)
and $|a_m| < s_m$, $K$ is large and $q$ has a high probability. If $|a_m|$ greatly exceeds $s_m$, $K$ is small and $q'$ has a high probability in comparison with $q$. In practice $s_m^2$ usually decreases with $n$ like $1/n$, and $K = 1$ for a moderate value of $|a_m|/s_m$, usually 2 to 4.” (Jeffreys 1955, p. 282)

21. The 1957 second edition of *Scientific Inference*

In the second edition of *Scientific Inference*, Jeffreys now presents the generic approximate Bayes factor in the main text (p. 72; as he did in the first and second editions of *Theory of Probability*, where it was previously presented in the addenda of the 1937 reissued first edition. In contrast to that first edition, Jeffreys no longer engages in an explicit comparison between Bayes factors and $p$ values, and only hints at the paradox when he writes:

“The main point is that the null hypothesis is in general strongly supported if the maximum likelihood estimate of the new parameter is less than its standard error; but the introduction of the new parameter is strongly supported if the estimate is much more than the standard error. With ordinary numbers of observations (from 20 to 1000) the transition comes at about 3 times the standard error in most problems.” (Jeffreys 1957a, p. 72; italics added for emphasis)

22. The 1957 article *Probability theory in astronomy*

Jeffreys again presents his approximate form:

“The theory leads to rules of significance for the introduction of new parameters in laws. They are usually approximately of the form

$$K = \frac{P(q|\theta_p)}{P(q'|\theta_p)} \approx (An)^{1/2} \exp \left( -\frac{a^2}{2s_a^2} \right).$$

Here $q$ is the hypothesis that the new parameter $\alpha$ is zero, that is, that the previous law needs no alteration; $q'$ the hypothesis that $\alpha$ is needed, having a value to be estimated from the observations; $a$ and $s_a$ are the estimate of $\alpha$ and its standard error as given by the method of least squares; $n$ is the number of observations; and $A$ is a constant, usually not far from 1. If $|a| < s_a$, the factor $n^{1/2}$ makes $K > 1$ and the old law is supported; but with ordinary numbers of observations, if $|a| > 2s_a$ or $3s_a$, $K < 1$ and the new law is supported. To apply a test of this sort it is of course of the first importance that the number of observations shall be stated. This is in fact not often done by physicists, but thanks mainly to the work of Fisher (with whom I do not always agree) biologists usually do it, but with different rules.” (Jeffreys 1957b, p. 349)

In sum, it appears that at the time of writing, Lindley was unaware of the extent to which Jeffreys had already identified, explained, and explored the paradox. The single reference to the appendix from the 1948 edition of *Theory of Probability* certainly does
not do justice to the central position that the paradox occupied in Jeffreys’s philosophy; nor is the reference to the 1948 edition historically accurate, as Jeffreys had completed his work related to the paradox already in the second half of the 1930s. The idea that Lindley may not have been fully aware of Jeffreys’s prior work on the paradox receives support from the following fragment of Lindley’s obituary of Jeffreys:

“He was one of the finest writers of scientific English, with an accurate, yet almost melodic, style. Like Joyce, he used the language sparingly, condensing many ideas into few words. A paradox that has been much discussed, and erroneously associated with my name, occupies two sentences in the Theory (p. 248).” (Lindley 1989, p. 417)

As outlined above, Jeffreys devoted many more than two sentences to the paradox. The fact that Lindley was only somewhat aware of the extent of Jeffreys’s contributions is also consistent with the following remark:

“Having produced MEU [maximization of expected utility – EWAL] as the constructive device for producing statistical methods, we tried to apply it to standard problems, finding sometimes that it agreed, as in the use of sufficient statistics, but more often finding that it did not, for example in the use of the tail area in a significance test. (Interestingly Jeffreys had pointed this out in 1939 but none of us had fully appreciated what he was saying. This is especially ridiculous in my case since I had attended Jeffreys’s lectures in Cambridge in 1947; the only excuse I can offer, apart from my own stupidity, is that he was a bad lecturer. But that is not valid since his book is, at least seen through today’s eyes, lucid and still worth reading.)” (Lindley 2000, p. 8)

As outlined above, Jeffreys’s pointed out the paradox as early as 1935, returning to the same theme many times prior to the first edition of *Theory of Probability*.

**The 1957 contribution from Bartlett**

For over 2 decades, Jeffreys had repeatedly pointed out the potential conflict between $p$ values and Bayes factors. However, Jeffreys’s work on Bayes factors had been largely ignored. Instead, it was the 1957 article by Lindley that brought the paradox into the limelight. Although Lindley’s conclusions were qualitatively correct, he did omit an important term from his equations, an oversight that was quickly corrected by Bartlett (1957):

“I would agree that he [Lindley – EWAL] establishes the point that one must be cautious when using a fixed significance level for testing a null hypothesis irrespective of the size of sample one is taking. However, there is a slip, in his expression for $K$ under his equation (1), that appears to me, unless corrected, to lead to an overstatement of his point. The prior distribution for $\theta$, given that $\theta \neq \theta_0$, was assumed to be uniform over an interval $I$, and hence its density function should be $1/I$ in this interval. This leads to the extra factor $1/I$ in the second term in the expression for $K$ [Here Bartlett adds a footnote: “There is
also a further dropping of a factor $1/\sigma$ in the last formula on p. 191, but this is a more trivial slip.” – EWAL] This expression then becomes consistent with Jeffreys’s equation (10), §5.0 in his book (second edition, 1948) [This is the equation for $K$ given above in the section on the 1939 first edition of Theory of Probability – EWAL].” (Bartlett 1957, p. 533)

In an editorial note following Bartlett’s paper, Sir Maurice Kendall stated that “Mr Lindley agrees and apologizes” for omitting the $1/I$ term from his first equation. However, Kendall points out that this oversight affects neither Lindley’s general argument nor his concrete examples.

After including the $1/I$ term omitted by Lindley, Bartlett notes that a uniform prior on the entire real line (“the most natural prior”, p. 533) will yield infinite support in favor of the null hypothesis, a “silly answer” (p. 533). Moreover, in order to escape from the paradox, Bartlett argues that in the planning stage of an experiment, sample size may be chosen such that $\sqrt{n}$ is proportional to $1/I$ (i.e., researchers who expect small effects will collect many observations).

Based on our reading, we conclude that both Lindley and Bartlett unwittingly presented a slightly confused version of Jeffreys’s earlier work. As far as Lindley is concerned, he indeed omitted the $1/I$ term that is correctly included in Jeffreys’s equations (e.g., see above: Jeffreys 1936b, p. 417; 1937b, pp. 250–251; 1938b, p. 161; 1939, p. 194; 1948, pp. 221–222). In addition, Lindley appears to have been unaware of Jeffreys’s general approximate $\sqrt{n}$ form of the Bayes factor. Lindley does present this form at a later stage of his paper, but without the $1/I$ term, and preceding it with an attribution to Barnard: “An alternative interpretation of the paradox was suggested to me by Prof. Barnard.” (p. 189). Lindley then notes that this $\sqrt{n}$ form shows that “Clearly (...) for fixed significance level the likelihood of the null hypothesis increases indefinitely with the sample size.” (p. 189). As mentioned above, the form of this equation and its conclusion were already presented two decades earlier by Jeffreys (1936b, p. 417).

As far as Bartlett is concerned, his conclusion that a uniform (improper) prior leads to the “silly answer” of infinite support for the null hypothesis was anticipated by Jeffreys in 1935:

“To apply this theory it is therefore necessary that we should have previous knowledge of the range of possible values of $y$. (...) Since $m$ enters only through its logarithm its effect is in any case not great in practical cases, and it does not need to be determined very accurately (...)

It may happen, however, that we have no previous information about the range of admissible values of $y$; then $m$ is effectively infinite, and it appears that no matter how many observations we have we shall never be able to infer a systematic difference.” (Jeffreys 1935, p. 207)

Jeffreys also discussed the problem of improper priors for testing in the 1948 second edition of Theory of Probability, in the section Required properties of $f(\alpha)$:

“It might appear that on $q'$ the new parameter is regarded as unknown and therefore that we should use the estimation prior probability for it. But this leads
to an immediate difficulty. Suppose that we are considering whether a location parameter $\alpha$ is 0. The estimation prior probability for it is uniform, and (...) we should have to take $f(\alpha) = 0$, and $K$ would always be infinite. We must instead say that the mere fact that it has been suggested that $\alpha$ is zero corresponds to some presumption that it is fairly small.” (Jeffreys 1948, p. 225; Jeffreys 1961, p. 251)

Thus, the popular belief that Bartlett was the first to point out the problem with improper priors for Bayes factor testing (e.g., O’Hagan and Forster 2004, p. 78) is incorrect.

Bartlett also commented on a “more trivial slip” in Lindley’s paper, that is, “a further dropping of a factor $1/\sigma$ in the last formula on p. 191”. This is the offending equation:

$$\sqrt{\frac{n}{2\pi}} \exp\left\{ -\frac{n(x - \theta_0)^2}{2\sigma^2} \right\}.$$  

However, this equation is in fact similar to those presented by Jeffreys. As noted in Cousins (2017), the unit-information prior (e.g., Kass and Wasserman 1995) sets the range $m$ equal to the uncertainty associated with a single observation, meaning that after dividing the $m$ and the $1/\sigma$ terms, only the $\sqrt{n}$ term remains.

Finally, Bartlett suggests to reduce the spread of the prior as $\sqrt{n}$ (see also Andrews 1994; Cox 2006, pp. 106–107, as noted by Cousins 2017). In other words, he assumes that researchers who collect a large sample do so because they expect the effect to be relatively small—the sample size, therefore, provides a clue about the spread of the prior distribution for the test-relevant parameter under $H_1$. There are several problems with this suggestion. First and foremost, Bartlett’s scaling solution makes it impossible for the Bayes factor to produce convincing evidence in favor of the null hypothesis; as $n$ increases, the alternative hypothesis will increasingly resemble the null hypothesis, and consequently the null hypothesis can never reach a compelling level of support. This is a key objection, as a cornerstone of Jeffreys’s philosophy of testing is that “An adequate theory of scientific investigation must leave it open for any hypothesis whatever that can be clearly stated to be accepted on a moderate amount of evidence.” (Jeffreys 1961, p. 129). This notion harks back to Jeffreys’s early work with Dorothy Wrinch, in which they argued that in order for a universal generalization (e.g., propositions such as “all ravens are black”) to attain a compelling degree of plausibility it is necessary to adjust Laplace’s idea of uniform prior distributions and assign point mass to the general law (i.e., Wrinch and Jeffreys 1921; Ly et al. 2020). Second, Bartlett’s solution does not apply to observational studies, where the issue of sample size planning is irrelevant. Third, researchers may collect larger samples for a variety of other reasons including feasibility (e.g., the presence of sufficient funding), ease of data collection (e.g., via online surveys), scientific or societal importance of the topic under study, personality characteristics of the researcher, and so on. Finally, as indicated above, in 1937, Jeffreys already mentioned and rejected Bartlett’s 1957 proposal (Jeffreys 1937b, p. 259).

In sum, the arguments presented in Lindley (1957) and Bartlett (1957) were already discussed 2 decades earlier by Jeffreys, in more detail and without errors. The main difference is in the evaluation of the practical ramifications of the paradox; whereas Jeffreys downplays the discrepancy between Bayes factors and $p$ values for practical
data analysis ("curiously", according to Cousins 2017, p. 400), Lindley stresses it. In a later article, Lindley doubles down: “There is therefore a serious and systematic difference between the Bayesian and Fisherian calculations, in the sense that a Fisherian approach much more easily casts doubt on the null value than does Bayes. Perhaps this is why significance tests are so popular with scientists: they make effects appear so easily. Notice that this result depends on a ‘sharp’ prior being used, with \( p(\theta = 0) > 0 \).” (Lindley 1986, p. 502, italics added for emphasis). The reason for this difference in perspective is arguably due to the fact that Jeffreys calibrated a \( p = 0.05 \) result to a Bayes factor of 1 (reasoning that these were the watershed values in the two statistical paradigms), whereas Lindley sought to compare the \( p \) value and the posterior probability for the null hypothesis directly.

The root of the paradox: a summary of Jeffreys’s argument

Jeffreys generally explained the paradox in two ways. The first way is to note that the \( p \) value focuses on the predictions from \( H_0 \), whereas the Bayes factor compares the predictions from \( H_0 \) against those from a composite \( H_1 \). At hand is the scenario where sample size \( n \) increases but the multiple of the standard error is constant, such that \( \hat{\theta}/\text{se}(\hat{\theta}) = c, \forall n \to \infty \). In this case, the predictive adequacy of \( H_0 \) is unaffected—and consequently the \( p \) value remains constant also, but the predictive adequacy of \( H_1 \) gradually deteriorates. The reason for this deterioration is that, as \( n \) increases, an increasingly smaller set of parameter values provides acceptable predictions. An ever increasing part of \( H_1 \) is found wanting, and this decreases the average predictive performance across all parameter values under \( H_1 \). This phenomenon does not occur if the predictive adequacy of \( H_1 \) is based only on the maximum likelihood estimate \( \hat{\theta} \); however, this is a cherry-picked value that is in need of a multiplicity correction, for else the null hypothesis could never be supported by any data. The correction for cherry-picking (or selection, as Jeffreys called it) is achieved automatically through the prior distribution (see also Cousins 2017, pp. 401–402 and Jaynes 2003, Chapter 20). The “correction for selection” explanation for the deteriorating predictive performance of \( H_1 \) was prominently presented in the Theory of Probability, for instance in the fragments cited above (i.e., Jeffreys 1938a, pp. 379–380; Jeffreys 1939, pp. 359–360, Jeffreys 1948, pp. 399–400, and Jeffreys 1961, pp. 435–436; see also Jeffreys 1953, p. 72) and also in the following:

“The possibility of getting actual support for the null hypothesis from the observations really comes from the fact that the value of \( \alpha \) indicated by it is unique. \( q' \) indicates only a range of possible values, and if we select the one that happens to fit the observations best we must allow for the fact that it is a selected value. If \(|a| \) is less than \( s \), this is what we should expect on the hypothesis that \( \alpha = 0 \), but if \( \alpha \) was equally likely to be anywhere in a range of length \( m \) it requires that an event with a probability \( 2s/m \) shall have come off. If \(|a| \) is much larger than \( s \), however, \( a \) would be a very unlikely value to occur if \( \alpha = 0 \), but no more unlikely than any other if \( \alpha \) was not 0. In each case we adopt the less remark-
able coincidence.” (Jeffreys 1961, p. 248, italics added for emphasis; echoed in Jeffreys 1939, pp. 194-195 and Jeffreys 1948, p. 222)

Jeffreys’s second, related explanation for the paradox refers to the need for consistency under $H_0$. As mentioned in the above fragment, Jeffreys argues that when the estimate is of the order of the standard error, this constitutes increasingly strong evidence in favor of $H_0$ as sample size grows. The idea is intuitive: for instance, 5 heads out of 10 tosses yields less evidence in favor of the fair coin hypothesis $\theta_0 = 1/2$ than would 500 heads out of 1000 tosses (cf. Berkson 1942, p. 332). This implies, however, that the Bayes factor break-even point $BF_{01} = 1$ has to be at a multiple of the standard error that increases with $n$. This effectively creates the paradox (e.g., Wagenmakers, Gronau, Dablander, & Etz, in press).

Two examples by Jack Good

Across several articles, Jack Good attempted to explain why it is problematic to use a significance threshold that is a constant multiple of the standard error. A first example was presented in Good (1980b):

“Dr. Deborah Mayo raised the following question. How could one convince a very naive student, Simplissimus, that a given tail-area probability (P-value), say 1/100, is weaker evidence against the null hypothesis when the sample is larger? Although this fact is familiar in Bayesian statistics the question is how to argue it without (explicit) reference to Bayesian methods.

One can achieve this aim, without even referring to power functions, in the following manner. Take a very concrete example, say the tossing of a coin, and count the number $r$ of heads (“successes”) in $N$ trials. Ask Simplissimus to specify any simple non-null hypothesis for the probability $p$ of a head. Suppose he gives you a value $p = .5 + \epsilon$. First compute a value of $N$ so that a $\epsilon$ value of $r$ approximately equal to $N(.5 + \frac{\epsilon}{2})$ would imply a tail-area probability close to 1/100. Then point out that the fraction $.5 + \frac{\epsilon}{2}$ of successes is much closer to $.5$ than it is to $.5 + \epsilon$ and therefore must support the null hypothesis as against the specific rival hypothesis proposed by Simplissimus. Thus, for any specified simple non-null hypothesis, $N$ can always be made so large that a specified tail-area probability supports the null hypothesis more than the rival one. This should convince Simplissimus, if he had been listening, that the larger is $N$ the smaller the set $S$ of simple non-null hypotheses that can receive support (as compared with $p = 1/2$) in virtue of a specified P-value. If the tail-area probability, for example 1/100, is held constant, the set $S$ converges upon the point $p = 1/2$ when $N$ is made larger and larger.” (Good 1980a, pp. 307–308; italics in original)

As elaborated in Ly and Wagenmakers (in press-b):

“For instance, assume Simplissimus specifies their simple non-null hypothesis as $\theta = 0.57$ with $\epsilon = 0.07$. Then our target value for the number of successes
s equals \( n(0.5 + 0.07/7) = n \times 0.51 \). So for a sample proportion of 0.51 we now seek \( n \) such that the two-sided tail area probability equals .01. We find that \( n = 16700 \) –consisting of 8517 heads, for a sample proportion of \( s = 8517/16700 = 0.51 \), as stipulated– yields a tail-area just below .01. But the sample proportion of 0.51 is much closer to the null hypothesis (i.e., \( \theta = 0.50 \)) than to the non-null hypothesis specified by Simplissimus (i.e., \( \theta = 0.57 \)).”

In a later article, Good present a second example:

“In the course of discussion of Good (1980b), Dr. Golde Holtzman suggested that instead of considering a binomial model in which all values of the binomial parameter \( p \) are considered, we think of a bag known to contain exactly 1000 balls, some white and some black. The null hypothesis, by definition, is that there are 500 of each. The sampling is to be random, with replacement, with \( N \) drawings. For definiteness suppose that the outcome is \( 1/2N + \sqrt{N} \) white and therefore \( 1/2N - \sqrt{N} \) black balls. (We can suppose \( N \) is a perfect square.) Then \( P \), taken as a double tail, is about .05; and the fraction of white balls drawn is \( 1/2 + N^{-1/2} \). If \( N \) is large enough, the closest possible rival to \( w = 500 \) is \( w = 501 \), where \( w \) is equal to the number of white balls in the bag. If therefore \( N^{-1/2} \) is much smaller than \( 1/1000 \), that is, if \( N/1,000,000 \) is large, the probability of the observed outcome will be much larger assuming the null hypothesis than if any other hypothesis is assumed, even \( w = 501 \). Thus the tail-area probability of .05 will then support the null hypothesis, and the larger \( N \) is (above a certain threshold) the more the support will be if the tail-area probability is the same in each case. Moreover, if we were fairly confident of our model in the first place, the tail-area probability of .05 would not be small enough to cause us to suspect the model.” (Good 1983, pp. 312–313)

For simplicity, suppose the bag contains just 10 balls. Drawing \( 120/200 \) white balls yields \( \hat{\theta} = 0.60 \) and gives \( p \approx 0.006 \); Drawing \( 429/780 \) white balls yields \( \hat{\theta} = 0.55 \) and also gives \( p \approx 0.006 \); and drawing \( 9690/19,000 \) white balls yields \( \hat{\theta} = 0.51 \) and again gives \( p \approx 0.006 \). To reject \( \mathcal{H}_0 \) based on a sample proportion of 0.55 (exactly in between the expected proportion for 5 and 6 white balls out of 10) seems premature, and to do so for a sample proportion of 0.51 seems preposterous, as the data are much more likely under \( \mathcal{H}_0 : \theta = 1/2 \) white balls than under even the most likely of the alternative compositions (i.e., \( 6/10 \) white balls; for similar examples, see, e.g., Freeman 1993; Pericchi and Pereira 2016). The problem becomes even more severe when the bag contains only two balls. In this case, any sample of mixed composition, no matter how lopsided (e.g., 1 white ball and 100 black balls) decisively falsifies \( \mathcal{H}_1 \) and thereby proves \( \mathcal{H}_0 \).

Note that for this particular example, a frequentist may argue that the details of the problem necessitate the choice of a different test statistic, such as the likelihood ratio between \( \mathcal{H}_0 : \theta = 1/2 \) and a specific \( \mathcal{H}_1 \) (e.g., the one closest to \( \hat{\theta} \)).
Jeffreys demonstrated that the evidence provided by the data for a point hypothesis $H_0$ vis-a-vis a composite hypothesis $H_1$ scales with $\sqrt{n}$; consequently, any evidence threshold cannot be a constant multiple of the standard error. This result undercuts the popular interpretation of the classical $p$ value in terms of a fixed, sample-size independent measure of evidence against $H_0$. This interpretation was promoted by Fisher himself, who argued explicitly that the interpretation of the $p$ value is independent of sample size:

“It is not true (...) that valid conclusions cannot be drawn from small samples; if accurate methods are used in calculating the probability, we thereby make full allowance for the size of the sample, and should be influenced in our judgment only by the value of probability indicated. The great increase of certainty which accrues from increasing data is reflected in the value of P, if accurate methods are used.” (Fisher, 1934, p. 182).

Berkson agreed with Fisher’s assessment and stated that “small $P$’s are more or less independent, in the weight of the evidence they afford, of the numbers in the sample.” (Berkson 1942, p. 333; cf. Royall 1997, p. 70). Jeffreys’s work and the associated paradox cast doubt on this evidential interpretation of the $p$ value.

However, in the Neyman-Pearson paradigm the $\sqrt{n}$ scaling of the evidence can be accommodated by reducing $\alpha$ when $n$ is high. This possibility was already suggested by Jeffreys in 1938:

“It [the 5% rule – EW AL] would mean drawing the line at such a limit as to give a fixed percentage of what Neyman and E. S. Pearson call errors of the first kind, with respect to the number of cases where $q$ is true; but as the limit is at our disposal we are entitled to take it further out and reduce this percentage still further if there is no special reason to expect values of the new parameter in the range affected. To reject the null hypothesis in any cases at all where it is true is not a desirable action for its own sake. It is an evil that becomes necessary if we are to have any criterion for detecting cases where $q$ is untrue, and we are justified in taking such steps as will reduce its importance to a minimum.” (Jeffreys 1938a, p. 379)

A similar remark appears in Appendix I of the first edition of Theory of Probability:

“(...) if we assert a genuine departure whenever $P$ is less than 0.01 we shall expect to be wrong in the long run in 1 per cent. of the cases where $q$ is true. According to my theory we should expect to make fewer mistakes by taking the limit further out; when $K = 1$ lies above $P = 0.01$ there will be a smaller risk of rejecting $q$ wrongly, partly counter-balanced by a slight increase in the risk of missing a small genuine departure.” (Jeffreys 1939, p. 360, echoed in Jeffreys 1961, p. 435)

In the main text of Theory of Probability, Jeffreys also pointed out that—if the prior distribution for the test-relevant parameter under $H_1$ is well-calibrated—the
total number of errors (i.e., $\alpha + \beta$) is minimized using $\text{BF}_{01} = 1$ as the criterion for accept/reject decisions:

“It may, however, be interesting to see what would happen if the new parameter is needed as often as not, and if the values when it is needed are uniformly distributed over the possible range. Then the frequencies in the world would be proportional to my assessment of the prior probability. Suppose, then, that the problem is, not knowing in any particular case whether the parameter is 0 or not, to identify the cases so as to have a minimum total number of mistakes of both kinds. (…)

Hence, with world-frequencies in proportion to the prior probability used to express ignorance, the total number of mistakes will be made a minimum if the line is drawn at the critical value that makes $K = 1$.

Now I do not say that this proportionality holds; all that I should say myself is that at the outset we should expect to make a minimum number of mistakes in this way, but that accumulation of information may lead to a revision of the prior probabilities for further use and the critical value may be correspondingly somewhat altered. But whatever the frequency law may be (…) $K$ would be altered by a factor independent of the number of observations. We should therefore get the best result, with any distribution (…), by some form that makes the ratio of the critical value to the standard error increase with $n$. It appears then that whatever the distribution may be, the use of a fixed $P$ limit cannot be the one that will make the smallest number of mistakes. The absolute best is of course unknown since we do not know the distribution in question except so far as we can infer it from similar cases.” (Jeffreys 1939, pp. 326-328, echoed in Jeffreys 1961, pp. 396-397; italics added for emphasis)

Thus, if the prior distribution is calibrated then the Bayes factor provides an optimal frequentist decision criterion. This also holds when the frequentist purpose is to minimize a weighted sum of errors, $\lambda\alpha + \beta$ (Cornfield 1966). Thus, from a Neyman–Pearson perspective, the conflict with a Bayesian assessment of evidence arises specifically in the common scenario where the researcher fixes the probability $\alpha$ of a Type I error (say to 5%) and then tries to minimize the probability $\beta$ of a Type II error. However, as pointed out above, in high-$n$ situations, the researcher may prefer to sacrifice some power in order to lower the probability of a Type I error. As indicated above Egon Pearson himself judged this strategy “quite legitimate” (Pearson 1953, p. 69). Applying this strategy substantially reduces the discrepancy between the frequentist and the Bayesian results.9 For related work, see for instance DeGroot and Schervish (2012, Chapter 9), Good 1992, Kim and Choi 2021, Leamer (1978, Chapter 4), Lehmann (1958), Lindley (1953), Maier and Lakens (in press), Mudge, Baker, Edge, and Houlanah (2012), Pérez and Pericchi (2014), Pericchi and Pereira (2016), Savage et al. (1962, pp. 64–67), and Savage (1964, Section 5).

In sum, the Jeffreys–Lindley paradox may be given a purely frequentist interpretation as a discrepancy between (a) minimizing $\beta$ for fixed $\alpha$; versus (b) minimizing

9 Also note that under this strategy, the frequentist results obey the likelihood principle and the stopping rule principle (e.g., Cornfield 1966; Lindley 1953; Pericchi and Pereira 2016).
the weighted sum of errors, $\lambda \alpha + \beta$.\footnote{A reviewer suggested that the above considerations are moot in case the alternative hypothesis is composite, as the test-relevant parameter cannot be averaged out in the frequentist paradigm.} A purely Bayesian version of the paradox will be provided in the next section.

**A fully Bayesian version of the paradox**

It is well known that the one-sided $p$ value is asymptotically equal to the posterior mass lower than the point of test (e.g., Casella and Berger 1987; Lindley 1965; Pratt 1965; Marsman and Wagenmakers 2017 and references therein); for some problems, the relation is exact. This means that the $p$ value can be given a Bayesian interpretation as the (approximate) probability that the observed effect has the wrong sign. Specifically, the odds form $(1 - p)/p$ is an approximation for $BF_{+\cdot-}$, that is, the Bayes factor for $\mathcal{H}_+ : \delta > 0$ versus $\mathcal{H}_- : \delta < 0$: a Bayesian test for the direction of an effect size $\delta$.

Jeffreys considered this a problem of estimation rather than of testing:

"It should be said that several of the $P$ integrals have a definite place in the present theory, in problems of pure estimation. For the normal law with a known standard error, or for those sampling problems that reduce to it, the total area of the tail represents the probability, given the data, that the estimated difference has the wrong sign—provided that there is no question whether the difference is zero. (...) They give the correct answer if the question is: If there is nothing to require consideration of some special values of the parameter, what is the probability distribution of that parameter given the observations?" (Jeffreys 1961, pp. 387-388; see also Jeffreys 1939, pp. 317-318)

The relation between the one-sided $p$ value and the Bayesian test for direction suggests that the Jeffreys–Lindley paradox can be given a fully Bayesian interpretation. Specifically, data may be constructed which will convince the Bayesian that the population effect is positive rather than negative (i.e., $p(\delta > 0 \mid y, \mathcal{H}_1) \gg p(\delta < 0 \mid y, \mathcal{H}_1)$), whereas this same Bayesian will also be convinced that the population effect is absent rather than present (i.e., $p(\delta = 0 \mid y) \gg p(\delta \neq 0 \mid y)$). Let $BF_{+\cdot-}$ denote $p(\delta > 0 \mid y, \mathcal{H}_1) / p(\delta < 0 \mid y, \mathcal{H}_1)$. Suppose data are constructed such that $BF_{+\cdot-}$ is constant. As $n$ increases, the evidence that the effect is absent rather than present will increase without bound, and this ensures that, with sufficiently high $n$, the Bayesian will believe that the effect is positive rather than negative, and simultaneously believe that it is absent rather than present. This state of knowledge is not incoherent, but it may be counter-intuitive.

A concrete demonstration of the fully Bayesian version of the paradox is given in Fig. 1. Each panel concerns the same Bayesian one-sample $t$ test (Jeffreys 1948) and shows prior and posterior distributions on effect size $\delta = \mu / \sigma$; the prior distribution on $\delta$ is a zero-centered Cauchy with scale $1/\sqrt{2}$ (e.g., Gronau et al. 2020; Morey and Rouder 2018). In all three panels, the $t$ values and sample sizes were chosen such that $p(\delta < 0 \mid y, \mathcal{H}_1) = 0.02041783$; thus, $BF_{+\cdot-} = 47.9768$, indicating strong evidence that the population effect is positive rather than negative.
Fig. 1 Fully Bayesian version of the Jeffreys–Lindley paradox, illustrated with the t test. All panels have the same posterior mass on negative effect size: $p(\delta < 0 \mid y, \mathcal{H}_1) = 0.02041783$; thus, BF$_{+\rightarrow} = 47.9768$. As sample size $n$ grows, $\mathcal{H}_0$ receives increasing support from the data. Top: $t = 2.321$, $n = 20$. Middle: $t = 2.113$, $n = 82$. Bottom: $t = 2.062$, $n = 332$. See text for details. Figures from JASP (jasp-stats.org)
The top, middle, and bottom panels have 20, 82, and 332 observations, respectively. As sample size increases from top to bottom, the posterior distribution narrows and shifts towards zero. As a result, the Bayes factor increasingly favors $H_0$ over $H_1$. In the top panel, $BF_{10} = 2$ (i.e., weak evidence in favor of the presence of an effect); in the middle panel, $BF_{10} = 1$ (i.e., complete absence of evidence); and in the bottom panel, $BF_{10} = 1/2$ (i.e., weak evidence in favor of the absence of an effect). 11

The pattern shown in Fig. 1 can be appreciated by recourse to the Savage–Dickey density ratio (e.g., Dickey 1971; Verdinelli and Wasserman 1995; Wetzels et al. 2010). Under mild assumptions, this density ratio states that $BF_{10} = p(\delta = 0 \mid H_1) / p(\delta = 0 \mid y, H_1)$. In other words, the Bayes factor is given by the ratio of prior to posterior ordinate for $\delta$ under $H_1$ at the point of test. The ordinate of the Cauchy prior distribution at $\delta = 0$ equals approximately 0.45. When $BF_{10} = 2$, this implies that the posterior ordinate equals 0.45/2. This can be confirmed by a visual inspection of the two grey dots in the top panel from Fig. 1: the data have shifted the posterior distribution away from zero, lowering the ordinate at $\delta = 0$; consequently, the data favor $H_1$ over $H_0$. The middle panel shows that the prior ordinate equals the posterior ordinate, for a Bayes factor of 1, whereas the bottom panel shows that the posterior ordinate at $\delta = 0$ is now larger than the prior ordinate, indicating that the data favor $H_0$ over $H_1$.

The general rule is that when the observations accumulate indefinitely and the posterior distribution for $\delta$ becomes more peaked, retaining the same posterior mass on negative values of effect size (i.e., keeping $BF_{+\,-}$ at a constant value) entails an increase of the posterior ordinate at $\delta = 0$; by the Savage–Dickey density ratio, this means more evidence for $H_0$ (i.e., $BF_{01}$ grows without bound). In sum, the paradox is also relevant within the framework of Bayesian statistics.

Two attempts to escape from the paradox

The Jeffreys–Lindley paradox inconveniences many statisticians. For frequentist statisticians, the paradox suggests that an epistemic interpretation of a $p$ value requires that sample size is somehow taken into account—with a very large sample, a $p = 0.01$ result may well indicate strong support in favor of $H_0$. For Bayesian statisticians, the paradox suggests that the quantification of evidence hinges on the specification of the test-relevant prior distribution under $H_1$—this essentially prohibits the use of vague or improper priors. 12 Perhaps for this reason both frequentist and Bayesian statisticians have sought to defang the paradox by questioning Jeffreys’s core assumptions. The main objections fall in two categories that will be discussed in turn; the first objection concerns the specification of $H_0$, whereas the second objection finds fault with the specification of $H_1$. 13

---

11 Top, middle, and bottom panels have a one-sided $p$ value of .016, .019, and .020, respectively.
12 As mentioned in the section on Bartlett’s article, Jeffreys was well aware of this and suggested that different prior distributions be used for testing vs. estimation (cf. Jeffreys 1935, p. 207; Jeffreys 1948, p. 225).
13 Robert and Rousseau (2011, p. 42).
Objection 1: “down with point masses!”

In Jeffreys’s original development, prior mass \( \frac{1}{2} \) is assigned to the point-null hypothesis \( H_0 \). One attempt to question the relevance of the paradox is to argue that the null hypothesis is never true exactly, and it is unwise to assign separate prior mass to a single point from a continuous distribution (e.g., de Bragança Pereira and Stern 1999, p. 109). For instance, Bernardo (2009) argues that

“Jeffreys intends to obtain a posterior probability for a precise null hypothesis and, to do this, he is forced to use a mixed prior which puts a lump of probability \( p = \text{Pr}(H_0) \) on the null, say \( H_0 \equiv \theta = \theta_0 \), and distributes the rest with a proper prior \( p(\theta) \) (he mostly chooses \( p = \frac{1}{2} \)). This has a very upsetting consequence, usually known as Lindley’s paradox (Lindley, 1957): for any fixed prior probability \( p \) independent of the sample size \( n \), the procedure will wrongly accept \( H_0 \) whenever the likelihood is concentrated around a true parameter value which lies \( O(n^{-\frac{1}{2}}) \) from \( H_0 \). I find it difficult to accept a procedure which is known to produce the wrong answer under specific, but not controllable, circumstances (...)” (Bernardo 2009, p. 174; italics in original)

Moreover, in his paradox paper, Lindley (1957, p. 188) explicitly argues that prior mass needs to be assigned to a point in order for the paradox to arise: “…the phenomenon would persist with almost any prior probability distribution that had a concentration on the null value and no concentrations elsewhere. (...) It is, however, essential that the concentration on the null value exists, and it is this that has to be considered.”

The impression that the paradox arises because \( H_0 \) has separate prior mass is strengthened by Jeffreys’s own work. Indeed, Jeffreys argued that his major conceptual advance over Laplace was the insight that, with moderate sample sizes, a general law can only ever receive compelling evidence when that law is assigned separate mass from the outset (Wrinch and Jeffreys 1921). As summarized by Jeffreys when he was 89 years old:

“My chief interest is in significance tests. This goes back to a remark in Pearson’s Grammar of Science and to a paper of 1918 by C. D. Broad. Broad used Laplace’s theory of sampling, which supposes that if we have a population of \( n \) members, \( r \) of which may have a property \( \varphi \), and we do not know \( r \), the prior probability of any particular value of \( r \) (0 to \( n \)) is \( 1/(n+1) \). Broad showed that on this assessment, if we take a sample of number \( m \) and find them all with \( \varphi \), the posterior probability that all \( n \) are \( \varphi \)’s is \( (m+1)/(n+1) \). A general rule would never acquire a high probability until nearly the whole of the class had been inspected. We could never be reasonably sure that apple trees would always bear apples (if anything). The result is preposterous, and started the work of Wrinch and myself in 1919–1923. Our point was that giving prior probability \( 1/(n+1) \) to a general law is that for \( n \) large we are already expressing strong confidence that no general law is true. The way out is obvious. To make it possible to get a high probability for a general law from a finite sample the prior probability must have at least some positive value independent of \( n \).” (Jeffreys 1980, p. 452)
The objection to the role of the point-null consists of two separate arguments, both of which need to hold: (1) the point-null $H_0$ is never true exactly, and should, therefore, not be assigned separate mass; (2) only when $H_0$ is assigned separate mass does the paradox manifest itself. With respect to the first argument, Jeffreys argued that assuming the falsity of the null without empirical evidence runs counter to scientific practice: “The onus of proof is always on the advocate of the more complicated hypothesis.” (Jeffreys 1939, p. 278; echoed in Jeffreys 1961, p. 343; but see Gelman 2009). In addition, Jeffreys argued that assigning mass to the point-null hypothesis constitutes the best practical way of progress, yields better predictive performance, and prevents the haphazard inclusion of numerous parameters:

“Some feeling of discomfort seems to attach itself to the assertion of the special value as right, since it may be slightly wrong but not sufficiently to be revealed by a test on the data available; but no significance test asserts it as certainly right. We are aiming at the best way of progress, not at the unattainable ideal of immediate certainty. What happens if the null hypothesis is retained after a significance test is that the maximum likelihood solution or a solution given by some other method of estimation is rejected. The question is, When we do this, do we expect thereby to get more or less correct inferences than if we followed the rule of keeping the estimation solution regardless of any question of significance? I maintain that the only possible answer is that we expect to get more. The difference as estimated is interpreted as random error and irrelevant to future observations. In the last resort, if this interpretation is rejected, there is no escape from the admission that a new parameter may be needed for every observation, and then all combination of observations is meaningless, and the only valid presentation of data is a mere catalogue without any summaries at all. (...) The distinction between problems of estimation and significance arises in biological applications, though I have naturally tended to speak mainly of physical ones. Suppose that a Mendelian finds in a breeding experiment 459 members of one type, 137 of the other. The expectations on the basis of a 3 : 1 ratio would be 447 and 149. The difference would be declared not significant by any test. But the attitude that refuses to attach any meaning to the statement that the simple rule is right must apparently say that if any predictions are to be made from the observations the best that can be done is to make them on the basis of the ratio 459/137, with allowance for the uncertainty of sampling. I say that the best is to use the 3/1 rule, considering no uncertainty beyond the sampling errors of the new experiments. In fact the latter is what a geneticist would do. The observed result would be recorded and might possibly be reconsidered at a later stage if there was some question of differences of viability after many more observations had accumulated; but meanwhile it would be regarded as confirmation of the theoretical value. This is a problem of what I call significance.” (Jeffreys 1939, pp. 318-320; echoed in Jeffreys 1961, pp. 388-389; italics in original)

With respect to the second argument—that the paradox manifests itself only when $H_0$ is assigned separate mass, it should first be noted that the paradox may be formulated not on the level of posterior probabilities but on the level of Bayes factors, as
Jeffreys was wont to do. Thus, the paradox can be reformulated to state that data can always be found such that the $p$ value suggests that $H_0$ should be rejected, whereas the Bayes factor indicates that the same data provide strong support in favor of $H_0$. Since the Bayes factor equals the ratio of marginal likelihoods under $H_0$ and $H_1$ it does not depend on the prior model probability that is assigned to $H_0$ (cf. Pericchi 2011).

The second argument can also be countered directly: as we show below, the paradox does not require the presence of a point-null hypothesis. This fact is almost universally overlooked (for an exception see Cousins 2017). Thus, granting that the point-null hypothesis $H_0 : \delta = 0$ is never true exactly, let us replace $H_0$ by a peri-null hypothesis, say, $\tilde{H}_0 : \delta \sim \mathcal{N}(0, g_0)$ with variance $g_0$ small to reflect the skeptic’s belief that the effect is near zero (e.g., Lindley 2011, Ly and Wagenmakers, in press-a; Morey and Rouder 2011). The peri-null does not include point masses; yet, the Jeffreys–Lindley paradox still applies.

For instance, consider the $z$-test with data normally distributed $Y_i \simiid \mathcal{N}(\mu, \sigma^2)$, where $\sigma$ is known, say, $\sigma = 1$, and normal priors $\delta = \mu/\sigma \sim \mathcal{N}(0, g_k)$ for $k = 0, 1$ with $g_0 < g_1$. The peri-null Bayes factor is then

$$BF_{\tilde{0}1}(z, n) = \sqrt{\frac{1 + ng_1}{1 + ng_0}} \exp\left(\frac{(g_0 - g_1)nz^2}{2(1 + ng_0)(1 + ng_1)}\right).$$

Note that for the two-sided test with the $\alpha$-threshold fixed, we have that $z = \Phi^{-1}(1 - \alpha)$ where $\Phi^{-1}$ is the quantile function of a standard normal distribution. By definition of the $Z$-statistic the fixed $\alpha$ threshold can be expressed in terms of the sample mean and yields $\bar{y} = \frac{\sigma}{\sqrt{n}}\Phi^{-1}(1 - \alpha)$. Observe that with a fixed $\alpha$ threshold, the value of $\bar{y}$ at which the null is rejected goes to zero as $n$ increases. Plugging $z = \Phi^{-1}(1 - \alpha)$ into Eq. (3) shows that $\lim_{n \to \infty} BF_{\tilde{0}1}(z, n) = \sqrt{g_1/g_0}$. Since $g_1 > g_0$ this implies that $BF_{\tilde{0}1}$ will eventually provide evidence in favor of the peri-null hypothesis, even though $p \leq \alpha$ suggests a rejection of the null. The limit $\sqrt{g_1/g_0}$ is the maximum evidence for the peri-null that can be attained, as for all $\alpha \in (0, 1)$ the peri-null Bayes factor starts at one. Depending on $g_0$ and $g_1$, small values of $n$ may result in a value of $BF_{\tilde{0}1}(z, n)$ that indicates some evidence for the alternative hypothesis; as $n$ increases, $BF_{\tilde{0}1}(z, n)$ will monotonically increase towards $\sqrt{g_1/g_0}$. A specific demonstration is provided in Fig. 2.

The main effect of replacing the point-null hypothesis by a peri-null hypothesis is that for a fixed $p$ value, the evidence in favor of the null no longer grows without bound. However, with $g_0 < g_1$, the peri-null evidence bound $\sqrt{g_1/g_0}$ still favors the null over the alternative for any non-zero $\alpha$ attained.

In sum, the Jeffreys–Lindley paradox does not depend on the presence of a point-null hypothesis, as is usually claimed. For fixed $p = \alpha$, the data will inevitably support a peri-null hypothesis over the alternative hypothesis as sample size grows large. The strength of this support is bounded, but in favor of the peri-null, thus leaving the conflict qualitatively intact. In other words, even when the point-null is replaced by a peri-null hypothesis, “there would be cases, with large numbers of observations, when
Replacing the point-null hypothesis by a peri-null hypothesis does not avoid the Jeffreys–Lindley paradox. In the case of the Bayes factor $z$ test, increasing sample size $n$ for a fixed attained value of $\alpha$ inevitably results in positive evidence for the peri-null hypothesis. This evidence converges to an upper bound $\sqrt{g_1/g_0}$ that is indicated by the horizontal dashed brown line. The black and blue curves correspond to data that yield $\alpha = 0.05$ and $\alpha = 0.01$, respectively. Left panel: peri-null hypothesis with $g_0 = 0.1$; right panel: peri-null hypothesis with $g_0 = 0.05$

Fig. 2

a new parameter is asserted on evidence that is actually against it.” (Jeffreys 1938a, pp. 379).

**Objection 2: the paradox signals that the prior distribution was too wide**

Whenever the paradox occurs, a natural objection to the Bayes factor outcome is that the prior distribution for the test-relevant parameter under $H_1$ was too wide, wasting considerable prior mass on large values of effect size that yield poor predictive performance. Thus, as implied by Bartlett (1957), the paradox reveals a fault in the specification of $H_1$ rather than $H_0$.

This objection is valid in the sense that—as $n$ increases and the $p$ value remains constant—the increasingly poor predictive performance of $H_1$ is indeed due to the fact that an increasing proportion of prior mass is inconsistent with the data, and this is the root of the paradox. For instance, the paradox would not arise if the predictions of $H_1$ were evaluated under the maximum likelihood estimator $\hat{\theta}$ (Cousins 2017). However, as mentioned above, $\hat{\theta}$ is a cherry-picked value, and using it would favor $H_1$ over $H_0$ regardless of the data.

In general terms, the critique that the prior was too wide is made post hoc; after observing a near-zero effect size, one may always argue that, in hindsight, the prior was too wide—if such reasoning were allowed then the data could never undercut $H_1$ and support $H_0$. As long as the prior width does not shrink as a function of sample size, the paradox arises under any non-zero prior width.

**Concluding comments**

In this paper, we examined the history and nature of the Jeffreys–Lindley paradox. Our main conclusions are as follows:
1. Contrary to what the current literature suggest (e.g., Bernardo and Smith 2000, p. 394; O’Hagan and Forster 2004, p. 78), the Jeffreys–Lindley paradox was central to Harold Jeffreys’s philosophy of Bayesian testing; in Jeffreys’s tests, the critical threshold is not based on a constant multiple of the standard error but instead involves a $\sqrt{n}$ term.\(^{14}\)

2. From 1935 to 1936, Jeffreys had discovered, understood, published, emphasized, explained, and illustrated the paradox. It remained a recurring theme throughout his later articles and books.

3. The articles by Lindley (1957) and Bartlett (1957) echo earlier work by Jeffreys. This is acknowledged by both authors, but they do not seem fully aware of the extent to which Jeffreys had already studied the issue. The two 1957 articles also introduced some mathematical errors and conceptual misunderstandings.\(^{15}\)

4. The paradox is caused by the fact that as $n$ increases and $p$ remains constant, an ever increasing set of parameter values under $H_1$ is inconsistent with the observed data, decreasing $H_1$’s average predictive performance (i.e., the marginal likelihood).

5. A fully frequentist version of the paradox contrasts the inductive behavior of two frequentists, one who fixes $\alpha$ and minimizes $\beta$, the other who minimizes a weighted linear sum of $\alpha$ and $\beta$ (e.g., Cornfield 1966; Lindley 1953; Lehmann 1958). As $n$ grows large, the same data that prompt the former frequentist to reject $H_0$ will prompt the latter frequentist to retain $H_0$. The behavior of the latter frequentist is qualitatively consistent with the tests proposed by Jeffreys.

6. A fully Bayesian version of the paradox contrasts the beliefs of two Bayesians, one who tests $H_+ : \delta > 0$ versus $H_- : \delta < 0$ (i.e., the direction of the effect), the other who tests $H_0 : \delta = 0$ versus $H_1 : \delta \neq 0$ (i.e., the presence of the effect). As $n$ grows large, the same data that prompt the former Bayesian to conclude that the data offer strong support for the hypothesis that the effect is positive will prompt the latter Bayesian to conclude that the data offer strong support for the hypothesis that the effect is absent.

7. Contrary to what the current literature suggest, the root of the paradox is not in the assignment of prior mass to a point hypothesis $H_0$; the paradox is also present when the point-null hypothesis is replaced by a peri-null hypothesis (i.e., a relatively peaked continuous distribution).

8. The Jeffreys–Lindley paradox is relatively robust: it holds whether or not $H_0$ is a point-null or a peri-null hypothesis, and it holds regardless of the width of the prior distribution for the test-relevant parameter under $H_1$—as long as the width is larger than that of the prior distribution under the peri-null hypothesis, and as long as it does not shrink with sample size.

9. The Jeffreys–Lindley paradox results from the discrepancy between two modes of inference: (1) evaluating a single model (e.g., fixed-$\alpha$ decision making); (2) contrasting two models, one of which is relatively simple (e.g., the skeptic’s $H_0$) and

---

\(^{14}\) For what it’s worth, a Google search for “Lindley paradox” or “Lindley’s paradox” yields about 6,190 results, whereas “Jeffreys–Lindley paradox” yields about 3,530 results; the phrase “Jeffreys’s paradox” or “Jeffreys paradox” or “Jeffreys’ paradox” yields 964 results (July 5th, 2021).

\(^{15}\) In his later work, Jeffreys never cited the 1957 articles, perhaps because he felt these did not offer novel insights.
one which is more complex (e.g., the proponent’s $H_1$). In other words, the traditional frequentist test is absolute, whereas Jeffreys’s Bayes factor test is relative.

We wish to emphasize that, when discussing the paradox, Lindley himself was always careful to credit Jeffreys (e.g., Robert 2013, p. 119: “Dennis systematically refereed [sic] to Jeffreys for stating the paradox, both in his paper and his personal communications.”). However, it appears that Lindley did not fully appreciate the degree to which Jeffreys had worked on the paradox in the 1930s already. This may appear surprising, since Lindley had taken classes from Jeffreys; indeed, Lindley may be considered one of only a handful of statisticians who were keenly aware of Jeffreys’s statistical methodology. A hint at the reason for this blind spot is given by Lindley himself, in a festschrift in honor of Jeffreys:

“There have been several occasions on which one of us statisticians has asked Jeffreys about some point, and his answer has been “I dealt with that in the Theory” and he would go on to point out where. The questioner would then return to his room, take the book down from his shelf and sure enough, after some thinking, he would realize that the point was discussed there and that the discussion went some, if not the whole, way to answering the original question. In that last sentence I say “after some thinking” because Jeffreys’s style does not give immediate comprehension. It is necessary to work at it. In my experience illumination usually appears and one wonders why it was so difficult to see at first. That is one reason why the book, although widely bought, has not been read or cited as much as it ought.” (Lindley 1980, p. 119; italics in original)

We share Lindley’s experience. In fact, we have studied Jeffreys’s work for many years, and we have reread Theory of Probability several times over. Only recently did it dawn on us that the paradox was a central element of Jeffreys’s statistical philosophy on hypothesis testing. We cannot offer a compelling explanation for why this was so difficult for us to see at first.

It is certainly the case that Jeffreys underplayed the differences between $p$ values and Bayes factors from a pragmatic point of view. For instance, Jeffreys stated that “The rule that a difference becomes significant at about two or three times its standard error is therefore about right for ordinary numbers of observations.” (Jeffreys 1935, p. 213) and “Thus even though $P$ tests sometimes theoretically assert $\sim q$ when the number of observations is large and my tests support $q$, the occasions will be extremely rare.” (Jeffreys 1939, p. 360, echoed in Jeffreys 1961, p. 435). Moreover, Jeffreys felt that in such cases the data often indicate model misspecification, in the sense that both the null hypothesis and the alternative hypothesis are found wanting, and a closer consideration of the data may suggest a third alternative (e.g., Jeffreys 1938d, p. 310; Jeffreys 1961, p. 436).

Jeffreys’s assessment of the $p$ value as “about right for ordinary numbers of observations” conflicts with the assessment of later Bayesians (e.g., Berger and Delampady 1987; Edwards 1965; Edwards et al. 1963; Sellke et al. 2001), who have argued that $p$ values just below 0.05 do not constitute compelling evidence against $H_0$. Jeffreys’s relatively mild assessment is due to the fact that he calibrated $p = 0.05$ to $BF_{10} = 1$. However, it may be argued that in order to “reject” the null hypothesis we
need strong evidence, or at least not evidence that is “hardly worth mentioning” (when $1 < \text{BF}_{10} < 3$; Jeffreys 1939, p. 357). In addition, few researchers will consider a $p$ value of exactly 0.05 as the point where they believe the data to be entirely uninformative. Would Jeffreys have endorsed the recent proposal to reduce the significance level for new discoveries from $\alpha = 0.05$ to $\alpha = 0.005$ (Benjamin et al. 2018)? We believe he would have had reservations. Although the proposal was motivated in part by Bayesian insights that originate from Jeffreys himself, the stricter $\alpha$ level still entails a threshold that is a constant multiple of the standard error and omits the crucial $\sqrt{n}$ term. Moreover, endorsing the $\alpha = 0.005$ proposal would mean an implicit admission that his repeated reassurances concerning the use of $\alpha = 0.05$ as “about right” were in fact wrong.

A thorough understanding of the Jeffreys–Lindley paradox remains critically important for the assessment of statistical methodology, both old and new. Ultimately, the paradox may even bring about some reconciliation between the Bayesian and the frequentist frameworks—in particular, the paradox may motivate frequentists to explore procedures that minimize the weighted sum of $\alpha$ and $\beta$, which ought to yield conclusions similar to those obtained with Jeffreys’s Bayesian tests (cf. Lindley 1953; Pericchi and Pereira 2016). We believe this manuscript provides some new historical and conceptual background to the Jeffreys–Lindley paradox, and we hope that this will be useful for statistical theory as well as statistical practice.
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Appendix: Jeffreys discusses the paradox post 1957

As far as the paradox-related material in Jeffreys’s books is concerned, the 1961 third edition of Theory of Probability does not add anything to the 1948 second edition (cf. Jeffreys 1948, pp. 221–222, p. 399 to Jeffreys 1961, p. 248, p. 435), which itself did not add much to the 1939 first edition (Jeffreys 1939, p. 194, pp. 359–360). Likewise, the 1973 third edition of Scientific Inference repeats the short relevant fragment from the 1957 second edition provided in the main text (cf. Jeffreys 1973, pp. 74–75 to Jeffreys 1957a, pp. 71–72).

Jeffreys does touch on the paradox in three papers published after 1957. First, in the 1974 article Fisher and inverse probability, Jeffreys hints at the paradox when he writes:
“I think that astronomers had found much earlier that discrepancies up to twice the standard error usually disappeared when more information became available, but those over three times usually persisted. In fact, with ordinary numbers of observations, say 10 to 500, these rough rules are usually not far from the 95 per cent and 99 per cent rules or from the more detailed ones that I derive in my Theory of Probability.” (Jeffreys 1974, p. 2; first italics added for emphasis)

Later, the 1977 article Probability theory in geophysics contains a relevant fragment that is highly similar to Jeffreys (1957b, p. 349) cited above:

“The theory leads to rules of significance for changes in laws, involving the introduction of new parameters in laws. They are usually approximately of the form

\[ K = \frac{P(q \mid \theta_0)}{P(q' \mid \theta_0)} = (An)^{1/2} \exp \left( -\frac{a^2}{2s_a^2} \right). \]

Here \( q \) is the hypothesis that the new parameter \( \alpha \) is zero, that is, that the previous law needs no alteration; \( q' \) the hypothesis that \( \alpha \) is needed, having a value to be estimated from the observations; \( a \) and \( s_a \) are the estimate of \( \alpha \) and its standard error as given by the method of least squares; \( n \) is the number of observations; and \( A \) is a constant, usually not far from 1. If \( a < s_a \), the factor \( n^{1/2} \) makes \( K > 1 \) and the old law is supported; but with ordinary numbers of observations, if \( a > 2s_a \) or \( 3s_a \), \( K < 1 \) and the new law is supported. To apply a test of this sort it is of course of the first importance that the number of observations shall be stated. This is in fact not often done by physicists, but thanks mainly to the work of Fisher (with whom I do not always agree) biologists usually do it, but with different rules. I once remarked to Fisher that in nearly all practical applications we should agree, and that when we differed we should both be doubtful.” (Jeffreys 1977, p. 89)

Finally, in 1980 Jeffreys published the chapter Some general points in probability theory in the book Bayesian analysis in econometrics and statistics: Essays in honor of Harold Jeffreys. Jeffreys summarizes his contributions and concludes as follows:

“Many complications have been dealt with. The usual form, if \( y \) is used for the observational data, is approximately

\[ K = \frac{P(H_0 \mid y)}{P(H_1 \mid y)} = An^{1/2} \exp \left\{ -\frac{(a - \alpha_0)^2}{2s_a^2} \right\}, \]

where \( A \) is of order 1, \( n \) the number of observations, \( a \) and \( s_a \) the estimates by maximum likelihood of the new parameter and its standard error. If \( a < s_a \) and \( n \) is large we get strong confirmation that no change in \( \alpha \) is needed; if \( a - \alpha_0 \) is several times \( s_a \) there is strong support for a change. For \( n \) from about 10 to 500 the usual result is that \( K = 1 \) when \( (a - \alpha_0)/s_a \) is about 2, \( 10^{-1/2} \) when it is about 2.7, \( 10^{-1} \) about 3.2, and \( 10^{-2} \) about 4. These are not far from the rough rule long known to astronomers, i.e., that differences up to twice the standard error
usually disappear when more or better observations become available, and that those of three or more time usually persist. They are also not far from the 0.05, 0.01 and so on limits for the usual $P$. I have always considered the arguments for the use of $P$ absurd. They amount to saying that a hypothesis that may or may not be true is rejected because a greater departure from the trial value was improbable; that is, that it has not predicted something that has not happened. As an argument astronomer’s experience is far better. $P$ has a definite place when we already know what parameters are relevant, and we want to know their amounts; this is what I call a problem of estimation. A problem of significance is one where we are considering a change in the form of the law itself.” (Jeffreys 1980, p. 453)
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