No-signaling-proof randomness extraction from public weak sources
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The extraction of randomness from weakly random seeds is a topic of central importance in cryptography. Weak sources of randomness can be considered to be either private or public, where public sources such as the NIST randomness beacon broadcast the random bits once they are generated. The problem of device-independent randomness extraction from weak public sources against no-signalling adversaries has remained open. In this paper, we show protocols for device-independent and one-sided device-independent amplification of randomness from weak public sources that use a finite number of devices and are secure against no-signalling adversaries. Specifically, under the assumption that the device behavior is as prescribed by quantum mechanics the protocols allow for amplification of public ε-SV sources for arbitrary initial $\epsilon \in [0, 0.5)$. On the other hand, when only the assumption of no-signaling between the components of the device is made, the protocols allow for amplification of a limited set of public weak sources.

I. INTRODUCTION.

The extraction of randomness from weak seeds is a topic of great importance given the utility of uniformly random bits in multiple cryptographic primitives. In most of these applications, one requires private bits that are uniform even given any side information possessed by a malicious adversary. Many physical sources of randomness, such as from radioactive decay or thermal noise, may be considered to be weak in that they produce biased correlated bits. Furthermore, many sources of randomness are also public in the sense that the partially random bits are available to everyone once they are generated. A paradigmatic example of a weak public source is the NIST randomness beacon [1], which produces random numbers that are publicly visible to everyone on the internet. In particular, such public random bits can be utilized in statistical sampling, Monte Carlo simulations and fair resource sharing, while private random bits are a more precious resource, useful in establishing shared keys and initiating authenticated connections.

It is well known that it is impossible, given a single weak source of randomness and classical resources, to create close to uniform random bits [2]. A paradigmatic model for the source of randomness is that of the $\epsilon$-SV source [2], a model of a biased coin where the individual coin tosses are not independent but rather the bits $R_i$ produced by the source obey

$$\frac{1}{2} - \epsilon \leq P(R_i = 0|R_{i-1}, \ldots, R_1) \leq \frac{1}{2} + \epsilon.$$  \hspace{1cm} (1)

The parameter $0 \leq \epsilon < \frac{1}{2}$ describes the reliability of the source, and the task can be expressed as being to convert a single $\epsilon$-SV source with $\epsilon < \frac{1}{2}$ into one with $\epsilon \rightarrow \frac{1}{2}$. No classical deterministic procedure exists for this task, which is termed as randomness amplification or randomness extraction [3,4]. In particular, classical randomness extractors either require an additional independent random seed or multiple independent weak sources in order to produce uniformly random bits [3].

The discovery that quantum resources can help in achieving the task provided a major fillip to the field of quantum cryptography [2]. Furthermore, the task is considered within the paradigm of Device-Independent (DI) quantum cryptography, which achieves the highest form of security called information-theoretic security based on the very laws of nature. In this paradigm, users do not even need to trust the devices executing the cryptographic protocol, and can instead verify its correct execution by means of simple statistical tests on the devices. These statistical tests take the form of Bell tests, that verify that the correlations in the devices satisfy the conditions for quantum non-local correlations. In its highest form, such a cryptographic protocol guarantees security based on the simplest and most fundamental law of nature, namely the rule of no-superluminal signalling of relativity, i.e., the adversary is said to hold no-signaling side information [3,6,7] (for a more general principle based only on relativistic causality, see [13]).

Relaxations of the highest security guarantees afforded by no-signaling secure DI protocols have been considered. In particular, one may consider security against adversaries limited to quantum or even classical side information about
the devices [4, 8, 10]. Furthermore, it is also possible to consider situations in which the devices used by the honest parties are partially trusted. This trust can take several forms, one may trust the state preparation procedure or measurements performed on the devices [12]. An interesting paradigm is that of one-sided device-independence (1sDI) where one of the parties (a trusted party such as NIST, say) involved in the protocol is assumed to have full control over their device [29]. In particular (as considered in the second part of this paper), one of the honest parties holds a well-characterized quantum system upon which they may perform trusted measurements including for quantum tomography. The statistical tests in this paradigm take the form of tests for the violation of steering inequalities, that verify that the correlations in the devices satisfy the criteria for quantum steering.

Besides the cryptographic importance of private random bits, the task of randomness amplification is also of foundational interest with implications for the philosophical problem of the existence of free-will [3, 13]. The existence of a physical process producing fully uniform bits starting from arbitrarily weak seeds under the assumption of no-signalling can be thought of, in that context, as the statement that given a speed limit to the propagation of information, the existence of an arbitrarily small amount of free-will in nature implies the existence of a complete freedom of choice. Thus for both fundamental and cryptographic reasons, it is of central interest to produce simple, practical and efficient DI and 1sDI protocols for randomness amplification of weak public sources and show their security on the basis of the no-signalling principle.

In this paper, we present a device-independent protocol for amplification of a single weak public SV source (with $\epsilon < 0.09$) using a device consisting of two spatially separated components and show a proof of its composability security against no-signaling side information. When the device behavior is as prescribed by quantum theory, we show a much stronger result that the amplification is possible for the entire range of $\epsilon \in [0, 0.5]$. While the protocol is secure against general no-signaling adversaries, it only tolerates a vanishing rate of noise and has vanishing output rate. As such, while it represents a foundational advance, the scheme is not practical at its present stage of development. In the second part of the paper, we introduce a one-sided device-independent scheme for randomness amplification of arbitrarily weak public SV sources secure against no-signaling side information. This latter protocol utilizes a device consisting of three spatially separated components (of which one is a trusted qubit system) and works for arbitrary no-signaling adversaries. We show that the protocol yields secure private bits in the noiseless scenario by analyzing the extremal points of tripartite time-ordered no-signaling assemblages. We defer the optimal rate calculations for the analogous noise-tolerant version of the protocol for future work.

II. DEVICE-INDEPENDENT AMPLIFICATION OF WEAK PUBLIC SOURCES.

Colbeck and Renner [3] were the first to show a DI protocol for the amplification of randomness from SV sources. Their protocol had the important feature of amplifying weak public sources using a device consisting of only two spatially separated components, as well as being secure against general no-signalling adversaries. However, it also had a few drawbacks including being applicable only to a restricted set of public SV sources satisfying $\epsilon < 0.058$, requiring a large number of measurements (growing with the security parameter), tolerating a vanishing rate of noise and producing vanishing extraction rate. Nevertheless, their result was also important from a more fundamental point of view. Namely, the result shows that the presence of weakly random process in nature (up to $\epsilon < 0.058$) together with the no-signalling assumption imply the existence of fully random processes. In the first part of the paper, we give an improved version of their protocol that achieves amplification of sources up to $\epsilon \lesssim 0.090$.

Since [3], advances have been made in multiple works with security proven against both quantum [4, 8] and no-signalling adversaries [6]. The no-signaling paradigm, constrained by the impossibility of sending messages instantaneously (i.e., of signaling) has an appealing advantage over the paradigm with quantum adversaries. Namely, while knowledge of quantum mechanics is necessary in order to build the devices implementing the protocol, verifying whether the device provides true randomness does not require any such knowledge. Security of the randomness produced by the device can be verified by honest everyday users using knowledge of basic statistics.

While [8] tackled the problem of amplifying weak public sources against no-signaling side information, it required a large number of spatially separated devices (polynomial in the number of bits taken from the source) making it quite impractical. In [7, 8], we showed some practical noise-tolerant protocols for amplifying arbitrarily weak SV sources against no-signaling side information. However, these latter protocols were designed to handle private rather than public sources, i.e., they assume that any and all of the bits produced by the source are kept private, and are never leaked to the adversary even after completion of the protocol. It is an open problem to quantitatively analyse how much the security of these protocols is affected when (a portion of the) bits used in the protocol are leaked to the adversary.

The task of public source amplification against no-signaling adversaries faces a major obstacle that has prevented further progress on the problem. Namely, the usual structure of a randomness amplification protocol, of performing a Bell test and applying a multi-source randomness extractor to the outputs (along with any further bits from the
1. The ε-SV source is used to choose the measurement settings \((x_i, y_i)\) (with each \(x_i\) and \(y_i\) chosen by taking \(\log(N+1)\) bits from the source) for \(M\) runs on a single device consisting of two components. The device produces output bits \((a_i, b_i) \in \{0, 1\}^2\) with \(i \in \{1, \ldots, M\}\).

2. Define \(S_H\) to be the subset of measurement runs in which the measurement settings involved in the Hardy ladder test \([13]\) appear, i.e., \(S_H := \{ i \in \{1, \ldots, M\} | (x_i, y_i) = (k, k-1) \text{ for } k \in \{1, \ldots, N\} \text{ or } (x_i, y_i) = (k-1, k) \text{ for } k \in \{1, \ldots, N\} \text{ or } (x_i, y_i) = (0, 0) \text{ or } (x_i, y_i) = (N, N) \}\}. The parties check that the cardinality of the set \(S_H\) satisfies \(|S_H| \in \left[ \frac{M}{2(N+1)}, \frac{3M}{2(N+1)} \right]\). If not, they set the final output bit \(R_\epsilon = \bot\) and abort.

3. Define \(S_{\text{H-nz}}\) to be the subset of measurement runs in which the measurement setting \((N, N)\) appears, i.e., \(S_{\text{H-nz}} := \{ i \in \{1, \ldots, M\} | (x_i, y_i) = (N, N) \}\). The parties check that the cardinality of the set \(S_{\text{H-nz}}\) satisfies \(|S_{\text{H-nz}}| \in \left[ \frac{M}{2(N+1)}, \frac{3M}{2(N+1)} \right]\). If not they set the final output bit \(R_\epsilon = \bot\) and abort.

4. The parties check that the quantity \(Z_H := \frac{1}{|S_H|} \sum_{i \in S_H} B_H(a_i, b_i, x_i, y_i) \leq \delta_1\); for fixed \(\delta_1 > 0\), i.e., the parties check that the Hardy zero probability events do not occur (other than with some small frequency \(\delta_1\)). Otherwise, the protocol is aborted and the parties set \(R_\epsilon = \bot\).

5. The parties perform a partial tomographic test by computing the empirical average \(Z_{\text{H-nz}} := \frac{1}{|S_{\text{H-nz}}|} \sum_{i \in S_{\text{H-nz}}} B_{\text{H-nz}}(a_i, b_i, x_i, y_i)\). The protocol is aborted and the parties set \(R_\epsilon = \bot\) unless \(Z_{\text{H-nz}} \geq \frac{1}{2} - \delta_2\) for fixed \(\delta_2 > 0\).

6. Conditioned on not aborting in the previous steps, the parties choose \(r \in S_{\text{H-nz}}\) using \(\log |S_{\text{H-nz}}|\) bits from the ε-SV source and output the bit \(R_\epsilon\) obtained from the measurement outcomes of the \(r\)-th run as

\[
R_\epsilon = \begin{cases} 
0 & (a_r, b_r) = (0, 0) \\
1 & (a_r, b_r) \neq (0, 0)
\end{cases}
\]

FIG. 1: Protocol for device-independent randomness amplification of a public SV source.

weak source), does not seem to work in this scenario. There are significant indications that no-signalling proof multi-source randomness extractors do not exist \([13]\). The task of estimating the min-entropy from the outputs of the device, for which tools such as the \textit{entropy accumulation theorem} have been developed in the setting of quantum side information, also becomes difficult when considering the general scenario of no-signaling side information. In this paper, we overcome these difficulties with a different proof. We show the following result.

\textbf{Theorem 1.} There exists a protocol using a device consisting of two spatially separated components that takes as inputs bits \(R_\epsilon\) from an ε-SV source (of arbitrary fixed \(\epsilon < 0.09\)) and outputs a bit \(R_\epsilon\) such that under the assumption of no-signaling between the components of the device, the bit \(R_\epsilon\) is certified to be arbitrarily free, except with negligible probability. Under the additional assumption that the device behavior is as predicted by quantum theory, the statement holds for arbitrary initial \(\epsilon < 0.5\).

Theorem 1 is realized by Protocol I shown in Fig. 1. The quantities \(B_H(a_i, b_i, x_i, y_i)\) and \(B_{\text{H-nz}}(a_i, b_i, x_i, y_i)\) are specific indicator functions for the tests performed in the protocol and are shown together with the tested Bell inequality and the proof of security of the Protocol I in the Supplemental Material. A key ingredient in the protocol is a modified version of Hardy’s \textit{ladder} argument for non-locality, given in Section 12A in the Supplemental Material, for which we derive the optimal quantum value. A second key ingredient in the protocol is the introduction of two statistical tests, performed by the honest parties, which allow us to certify that the final output bit \(R_\epsilon\) from any no-signaling box that passes the tests must necessarily be arbitrarily free. Particular modifications to the estimation procedure are introduced in the proof here to allow us to reach this conclusion for a weak initial public seed.

While the Protocol I achieves amplification of arbitrarily weak public sources against no-signaling adversaries, it requires a large number of measurement settings (that grows as an inverse polynomial in the distance to uniform of the final output bit) to do so. The Protocol I also cannot tolerate a constant rate of noise (the distance to uniform of the output bit is directly proportional to the degree of quantum violation of the inequality) and has zero extraction rate. Furthermore, the devices are assumed to be fixed given the source (more precisely, this is the assumption that given the history and Eve’s side information, the device and the string of bits produced by the source are independent). It is an important question for future work, whether some of these conditions can be relaxed. In particular, a route to relaxing the source-device model introduced in \([17]\) appears to be a promising direction for further exploration.
**Protocol II**

1. The ε-SV source is used to choose the measurement settings \((x_i, y_i)\) for two parties Alice and Bob (with each \(x_i, y_i\) chosen by taking one bit from the source) for \(M\) runs on a single device consisting of two components. The device produces output bits \((a_i, b_i)\) \(\in \{0, 1\}^2\) with \(i \in \{1, \ldots, M\}\) and the corresponding state \(\sigma_{a_i, b_i|x_i, y_i}\) of the third party Charlie.

2. The parties check that the quantity \(Z_S := \frac{1}{M} \sum_{i=1}^{M} B_S(a_i, b_i, x_i, y_i) = 0\), i.e., the parties check for algebraic violation of the steering inequality in all the \(M\) runs. Otherwise, the protocol is aborted and the parties set \(R_r = 1\).

3. Conditioned on not aborting in the previous step, the parties choose \(r \in \{1, \ldots, M\}\) using \(\log M\) bits from the ε-SV source and output Alice’s measurement outcome \(a_r\) from the \(r\)-th run as the final output bit \(R_r\).

**FIG. 2:** Protocol for one-sided device-independent randomness amplification of a public SV source.

### III. ONE-SIDED DEVICE-INDEPENDENT AMPLIFICATION OF WEAK PUBLIC SOURCES.

In the previous section, we have seen a protocol that allows honest users to achieve the goal of extracting randomness from a weak public SV source. However, at its present stage of development, the protocol only affords a vanishing extraction rate as well as vanishing noise-tolerance. In this section, we show a more practical protocol for the same task, i.e., we show a protocol that allows to extract a linear fraction of the random bits. The price to pay is to assume that one of the parties, Alice say, holds a trusted qubit system on which she is able to perform state preparation and measurements in a fully trusted manner. We thus work within the paradigm of one-sided device-independence (1sDI) [29]. In this paradigm, the parties test for the violation of an EPR-steering inequality [26, 27] in an analogous manner to the testing of Bell inequality violation in the DI paradigm. In particular, assuming that one of the parties’ system has a definite (though unknown) quantum state, the protocol must verify that the other parties, by their choice of measurement on their black box devices, can affect this state. It has been shown [29] that the experimental requirements (in particular, the detection efficiencies required) for practical implementations of 1sDI protocols are much lower than for the DI protocols, making 1sDI a promising approach for devising protocols feasible with existing devices.

We show a 1sDI randomness amplification protocol II for extracting randomness from arbitrarily weak SV sources secure against general no-signaling adversaries. The protocol shown in Fig. 2 considers a steering scenario with three honest parties (Alice, Bob and Charlie) and a no-signaling adversary Eve. That is, the devices held by the honest parties and adversary Eve are such that one honest user (Charlie) holds a trusted characterised quantum system while the devices held by the other parties and Eve are only constrained by the no-signaling principle. The devices are thus characterised as general no-signalling assemblages [31]. The formulation of 1sDI randomness amplification protocols secure against no-signalling adversaries has been facilitated by our recent results showing that quantum correlations can realise extremal non-classical no-signalling assemblages [42, 43] in a three-party scenario. Furthermore, the corresponding steering inequalities can be formulated in the framework of arbitrarily limited measurement independence, i.e., for measurements chosen using ε-SV sources of arbitrary \(\epsilon < 1/2\).

In the Supplemental Material, we sketch the proof of security of the one-sided device-independent (1sDI) randomness amplification protocol II, namely of the following theorem.

**Theorem 2.** There exists a one-sided device-independent protocol using a device consisting of three spatially separated components that takes as inputs bits \(R_i\) from an ε-SV source (for arbitrary initial \(\epsilon < 0.5\)) and outputs a bit \(R_r\) such that under the assumption that the device behavior is as predicted by quantum theory, and that one component is fully trusted and characterised, the bit \(R_r\) is certified to be arbitrarily free, except with negligible probability.

We defer a full security proof to future work [55] for the following reason. It may be expected that the Protocol II can be suitably modified to allow for a constant rate of noise. However, such a modification would require the application of a (strong) randomness extractor at the end of the protocol rather than obtaining the output bit from the outcomes of one randomly chosen run. It is then required to study if the techniques of the proofs against quantum side information from [9, 11] can be adapted to prove general security in the 1sDI scenario. In the Supplemental Material, we show the existence of extremal sequential non-signalling assemblages that admit quantum realization in the time-ordered no-signaling (TONS) scenario. Furthermore, we show that such extremal assemblages are such that the outcomes of each party are perfectly random with respect to any non-signalling adversary. As such, under the correctness assumption that the devices behave according to quantum theory, picking the output bit from the measurement outcomes in a randomly chosen run (using an ε-SV source) guarantees that the output bit is uniformly random and private with respect to any non-signalling adversary. Furthermore, since quantum correlations achieve algebraic violation of the steering inequality used in this protocol, the certification of perfect randomness can be made...
for arbitrary measurement independence, i.e., for arbitrary initial $\epsilon < 0.5$.

Discussion.- While the 1sDI protocol here considers a steering scenario with three honest parties (with a single characterised qubit system held by one of the parties). The reasons for the choice of the three-party setting are as follows. Firstly, while it is possible to realise extremal no-signaling assemblages already in the two-party scenario (by virtue of the fact that there are no super-quantum no-signaling assemblages in this scenario), none of the extremal points so far have been found to give rise to a perfect random bit under the constraint of arbitrarily weak measurement independence. On the other hand, such a random bit can be readily obtained from a three-party test on a GHZ state for arbitrary initial $\epsilon$. Secondly, as remarked earlier, it was shown in [12, 13] that quantum correlations allow to realise non-trivial extremal no-signaling assemblages in the three-party scenario. Thirdly, one may readily anticipate that the 1sDI protocol for randomness amplification may be generalised into one for quantum key distribution [29] or for conference key agreement [50].

Open Questions.- In the future, it would be important to prove or disprove if fully device-independent randomness amplification of public weak sources against no-signaling adversaries is possible in a protocol using finite devices and settings, for arbitrary initial randomness of the source. In this regard, it is important to verify whether improved statistical techniques can improve the range of initial $\epsilon$ that can be amplified using Protocol I. It would also be interesting to show device-independent randomness against so-called hybrid quantum-no-signalling adversaries [43] who are restricted to preparing devices whose input-output statistics conform to the laws of quantum mechanics on a subset of the parties. Remarkably, this new paradigm differs from the one-sided-device-independent scenario in that only the measurement statistics are required to behave quantumly and no trust is placed on any of the subsystems. Finally, it is important to use our protocols as a building block to design device- and one-sided device-independent randomness expansion and key distribution protocols from weak public sources of randomness.

Acknowledgments.- R. R. acknowledges support from the Start-up Fund "Device-Independent Quantum Communication Networks" from The University of Hong Kong, the Seed Fund "Security of Relativistic Quantum Cryptography" (Grant No. 201909185030) and the Early Career Scheme (ECS) grant "Device-Independent Random Number Generation and Quantum Key Distribution with Weak Random Seeds" (Grant No. 27210620). P.H. and M.B. acknowledge support from the Foundation for Polish Science (IRAP project, ICTQT, contract no. 2018/MAB/5, co-financed by EU within Smart Growth Operational Programme).

References

[1] https://csrc.nist.gov/projects/interoperable-randomness-beacons

[2] M. Santha and U. V. Vazirani. *Generating Quasi-Random Sequences from Slightly-Random Sources*. Proceedings of the 25th IEEE Symposium on Foundations of Computer Science (FOCS84), 434 (1984).

[3] R. Colbeck and R. Renner. *Free randomness can be amplified*. Nat. Phys. 8, 450 (2012).

[4] K.-M. Chung, Y. Shi, X. Wu. *Physical Randomness Extractors: Generating Random Numbers with Minimal Assumptions*. arXiv:1402.4797.

[5] B. Chor and O. Goldreich. *Unbiased bits from sources of weak randomness and probabilistic communication complexity*. SIAM Journal on Computing, 17(2): 230 (1988).

[6] R. Gallego, L. Masanes, G. de la Torre, C. Dhara, L. Aolita and A. Acín. *Full randomness from arbitrarily deterministic events*. Nat. Commun. 4, 2654 (2013).

[7] F. G. S. L. Brandão, R. Ramanathan, A. Grudka, K. Horodecki, P. Horodecki, T. Szarek, H. Wojewódka. *Realistic noise-tolerant randomness amplification using finite number of devices*. Nat. Commun. 7, 11345 (2016).

[8] R. Ramanathan, F. G. S. L. Brandão, K. Horodecki, M. Horodecki, P. Horodecki, and H. Wojewódka. *Randomness Amplification under Minimal Fundamental Assumptions on the Devices*. Phys. Rev. Lett. 117, 230501 (2016).

[9] M. Kessler and R. Arnon-Friedman. *Device-independent Randomness Amplification and Privatization*. IEEE J. on Selected Areas in Inf. Theory, 1, 568-584. (2017).

[10] C. Foreman, S. Wright, A. Edgington, M. Berta, F. J. Cuchod, *Practical randomness and privacy amplification*, arXiv: 2009.06551 (2020).

[11] R. Arnon-Friedman, F. Dupuis, O. Fawzi, R. Renner, T. Vidick. *Practical device-independent quantum cryptography via entropy accumulation*. Nat. Comm. 9 (1), 1-11 (2018).

[12] S. Pirandola et al. *Advances in Quantum Cryptography*. arXiv:1906.01645 (2019).

[13] P. Horodecki and R. Ramanathan. *The relativistic causality versus non-signaling paradigm for multi-party correlations*. Nat. Comm. 10, 1701 (2019).

[14] C. Branciard, E. G. Cavalcanti, S. P. Walborn, V. Scarani and H. M. Wiseman. *One-sided Device-Independent Quantum Key Distribution: Security, feasibility, and the connection with steering*. Phys. Rev. A 85, 010301(R) (2012).

[15] R. Arnon-Friedman and A. Ta-Shma. *Limits of privacy amplification against non-signaling memory attacks*. Phys. Rev. A 86, 062333 (2012).

[16] S. Pironio, A. Acín, S. Massar, A. B. de La Giroday, D. N. Matsukevich, P. Maunz, S. Olmschenk, D. Hayes, L. Luo, T. A. Manning, C. Monroe. *Random Numbers certified by Bell's theorem*. Nature, 464, 1021-1024 (2010).
IV. SUPPLEMENTAL MATERIAL: PROOF OF SECURITY OF THE DEVICE-INDEPENDENT RANDOMNESS AMPLIFICATION PROTOCOL I

Here, we give the formal proof of composable security for the device-independent protocol I for randomness amplification from public SV sources presented in the main text.

A. The Bell inequality.

The Bell inequality tested in a device-independent randomness amplification protocol against no-signaling adversaries is required to obey specific properties: (i) it should not be possible to simulate the quantum value of the Bell expression using classical strategies, under any bias of the source; (ii) the Bell test must certify randomness against a no-signaling adversary, i.e., there must exist a hashing function \( f : \mathcal{A} \times \mathcal{B} \times \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\} \) which when applied to any no-signaling box \( P_{A,B|X,Y}(a,b|x,y) \) that achieves the quantum value, obeys \( P(f(a,b,x,y)|x,y) < 1 \)

In Protocol I, we test for non-local quantum correlations by means of a modified version of Hardy’s ladder test of non-locality [34–38]. This is a tilted version of the chained Bell inequality used in [3] that allows for arbitrary measurement independence [48], besides satisfying strong monogamy properties [39]. In the test, we consider two honest parties Alice and Bob who each perform measurements of \( N \) dichotomic observables. That is, in each run of the protocol, Alice and Bob choose measurements given by \( x, y \in \{0, \ldots, N\} \) respectively and obtain the corresponding outcomes \( a, b \in \{0, 1\} \). The following Hardy conditions then yield a contradiction between quantum mechanics and local realistic theories.

\[
P_{A,B|X,Y}(0,1|k,k-1) = 0 \quad \forall k \in \{1, \ldots, N\}
\]

\[
P_{A,B|X,Y}(1,0|k-1,k) = 0 \quad \forall k \in \{1, \ldots, N\}
\]

\[
P_{A,B|X,Y}(0,0|0,0) = 0,
\]

and

\[
P_H = P_{A,B|X,Y}(0,0|N,N) \neq 0.
\]

It can be readily verified that for all local deterministic boxes, the conditions in Eq. (2) guarantee that the probability \( P_{A,B|X,Y}(0,0|N,N) = 0 \), so that a non-zero value of this quantity indicates a contradiction with the notion of local realism.

The amount of violation of local realism can be quantified in terms of the expression

\[
\mathcal{I} (P_{A,B|X,Y}) = \left[ \frac{1}{2} - P_{A,B|X,Y}(0,0|N,N) \right] + \sum_{k=1}^{N} \left[ P_{A,B|X,Y}(0,1|k,k-1) + P_{A,B|X,Y}(1,0|k-1,k) \right]
\]

\[
+ P_{A,B|X,Y}(0,0|0,0)
\]

The minimum value of \( \mathcal{I} (P_{A,B|X,Y}) \) over all local realistic boxes \( \{P_{A,B|X,Y}\} \) is \( \frac{1}{2} \), while the minimum value over all boxes that obey the no-signaling constraints is 0. The optimal no-signaling strategy is achieved by a generalization of the Popescu-Rohrlich box [21] which assigns \( P_{A,B|X,Y}(0,0|N,N) = \frac{1}{2} \) and value 0 to the rest of the probabilities that appear in Eq. (1).

Another way to view this inequality is as a set of constraints that impose that all probabilities in the Hardy set be zero. Specifically, these Hardy constraints are given by setting to zero the quantity

\[
\mathcal{I}_0 (P_{A,B|X,Y}) = \sum_{k=1}^{N} \left[ P_{A,B|X,Y}(0,1|k,k-1) + P_{A,B|X,Y}(1,0|k-1,k) \right] + P_{A,B|X,Y}(0,0|0,0),
\]
which implies in a local realistic theory the constraint \( P_{A,B|X,Y}(0,0|N,N) = 0 \), while this last probability can reach close to the value \( 1/2 \) in quantum theory under the same Hardy constraints.

The optimal quantum strategy achieves a value close to \( 1/2 \) for the probability \( P_{A,B|X,Y}(0,0|N,N) \), and thus a value close to \( 0 \) for the quantity \( T(P_{A,B|X,Y}) \). Specifically, Alice and Bob share copies of the state

\[
|\psi\rangle = \alpha|00\rangle - \beta|11\rangle, \tag{6}
\]

where \( \alpha, \beta \in \mathbb{C} \) are parameters depending on \( N \), that obey \( |\alpha|^2 + |\beta|^2 = 1 \). Alice and Bob perform on their half of the shared state, measurements given by the following observables

\[
A_k = \sum_{j=0,1} (-1)^j \Pi_k^j, \\
B_k = \sum_{j=0,1} (-1)^j \Sigma_k^j. \tag{7}
\]

Here, the projectors \( \Pi_k^j = |\pi_k^j\rangle\langle \pi_k^j| \) and \( \Sigma_k^j = |\sigma_k^j\rangle\langle \sigma_k^j| \) are in general given by

\[
|\pi_k^0\rangle = \cos a_k|0\rangle + \sin a_k|1\rangle, \\
|\pi_k^1\rangle = -\sin a_k|0\rangle + \cos a_k|1\rangle, \tag{8}
\]

and

\[
|\sigma_k^0\rangle = \cos b_k|0\rangle + \sin b_k|1\rangle, \\
|\sigma_k^1\rangle = -\sin b_k|0\rangle + \cos b_k|1\rangle, \tag{9}
\]

for angles \( a_k, b_k \in [0, 2\pi] \). In order to set all the Hardy constraint probabilities to zero, we obtain the conditions

\[
\tan a_k \cot b_{k-1} = -\frac{\alpha}{\beta}, \quad \forall k = 1, \ldots, N \\
\cot a_{k-1} \tan b_k = \frac{\alpha}{\beta}, \quad \forall k = 1, \ldots, N \\
\tan a_0 \tan b_0 = \frac{\alpha}{\beta}, \tag{10}
\]

for any fixed parameters \( \alpha, \beta \) defining the state. These conditions give that

\[
\tan b_N \tan a_N = \left(\frac{\alpha}{\beta}\right)^{2N+1}. \tag{11}
\]

With these parameters, we obtain the Hardy probability \( P_H = P_{A,B|X,Y}(0,0|N,N) \) to be given by

\[
P_H = P_{A,B|X,Y}(0,0|N,N) = \alpha^2 \left[ 1 - \left(\frac{\alpha}{\beta}\right)^{2N} \right]^2 \frac{\cos^2 a_N}{1 + \left(\frac{\alpha}{\beta}\right)^{4N+2} \cot^2 a_N}. \tag{12}
\]

For fixed \( \alpha, \beta \), we find the optimal value of \( a_N \) to maximize \( P_H \). Differentiating and setting \( P_H \) to zero gives the optimal value to be

\[
a_N = \arctan \left[ \left(\frac{\alpha}{\beta}\right)^{N+1/2} \right]. \tag{13}
\]

This then gives that \( \tan a_k = \tan b_k \) for all \( k = 0, \ldots, N \) or in other words that \( b_k = a_k + m\pi \) for each \( k \). Substituting gives the Hardy probability to be

\[
P_H = \max_{\alpha,\beta} \left( \frac{\alpha\beta^{2N+1} - \beta\alpha^{2N+1}}{\beta^{2N+1} + \alpha^{2N+1}} \right)^2, \tag{14}
\]

which is similar to the expression originally derived by Hardy for this ladder scenario. Hardy had argued from this expression that \( P_H \) tends to \( 1/2 \) in the limit of large \( N \), with the state getting close to a maximally entangled state.
For our purposes though, this is not sufficient, we need to identify the exact dependence on $N$ of the expression $1/2 - P_H$.

To this end, let us set $x = \alpha/\beta$ and write

$$P_H = \max_{0 \leq x \leq 1} \frac{x^2}{1 + x^2} \left( \frac{1 - x^{2N}}{1 + x^{2N+1}} \right)^2.$$  \hspace{1cm} (15)

This gives that

$$\mathcal{I}(P_{A,B|X,Y}) = \min_{0 \leq x \leq 1} \frac{1}{2} - \frac{x^2}{1 + x^2} \left( \frac{1 - x^{2N}}{1 + x^{2N+1}} \right)^2.$$  \hspace{1cm} (16)

To identify the behavior of the optimal value of $\mathcal{I}(P_{A,B|X,Y})$ as a function of $N$, we will use an ansatz $x^*(N) = c^{N-d}$ for reals $0 < c, d < 1$ so that

$$\mathcal{I}(P_{A,B|X,Y}) \leq \frac{1}{2} - \frac{c^{2N-d}}{1 + c^{2N-d}} \left( 1 - c^{2N_{1-d}} - c^{2N_{1-d}+N-d} + c^{4N_{1-d}+N-d} \right)^2.$$  \hspace{1cm} (17)

Now, noting that $0 < c, d < 1$ so that $c^{2N_{1-d}} \to 0$ and $c^{N-d} \to 1$, we write

$$\mathcal{I}(P_{A,B|X,Y}) \leq \frac{1}{2} - \frac{c^{2N-d}}{1 + c^{2N-d}} \left( 1 - c^{2N_{1-d}} - c^{2N_{1-d}+N-d} + c^{4N_{1-d}+N-d} \right)^2.$$  \hspace{1cm} (18)

We thus get

$$\mathcal{I}(P_{A,B|X,Y}) \leq -\frac{1}{2} \log_e c N^{-d} + \frac{1}{6} \left( \log_e c \right)^3 N^{-3d} - \frac{1}{15} \left( \log_e c \right)^5 N^{-5d} + O(N^{-7d}).$$  \hspace{1cm} (19)

We can choose $d < 1$ to say $d = 0.99$. To fix the value of $c$, we use the value of $\mathcal{I}(P_{A,B|X,Y})$ for $N = 1$. We know that in this case the Hardy probability is $p_H = \frac{5\sqrt{5}-11}{2} \approx 0.09$ so that $\mathcal{I}(P_{A,B|X,Y}) = \frac{12-5\sqrt{5}}{2} \approx 0.41$. This gives that $c \approx 0.4643$ so that we obtain

$$\mathcal{I}(P_{A,B|X,Y}) = 0.384N^{-d} + O(N^{-3d}),$$  \hspace{1cm} (20)

with $d = 0.99$, where we used $(-1/2) \log_e c \approx 0.384$. We thus see that the quantum value of the quantity $\mathcal{I}(P_{A,B|X,Y})$ reaches its optimal no-signaling value of $0$ at the rate $N^{-d}$ with $d < 1$.

1. Measurement-dependent locality inequalities.

We here present an intuitive explanation for why the ladder Hardy inequality considered in this article allows for the extraction of randomness from public SV sources, while previous approaches did not. The reason is that the ladder Hardy inequality allows to test for the violation of local realism with an arbitrarily small amount of measurement independence (aka free will). This is particularly evident when the ladder Hardy inequality is cast as a measurement-dependent locality (MDL) inequality [18].

The MDL inequalities were designed to certify quantum non-locality in the situation of limited measurement-independence. In our scenario where each party chooses from among $N + 1$ binary measurements using an $\epsilon$-SV source, the MDL inequality corresponding to the ladder Hardy paradox is written as

$$\left( \frac{1}{2} - \epsilon \right)^{2\log_2(N+1)} P_{A,B,X,Y}(0, 0, N, N) - \left( \frac{1}{2} + \epsilon \right)^{2\log_2(N+1)} \left( \sum_{k=1}^{N} P_{A,B,X,Y}(0, 1, k, k-1) + P_{A,B,X,Y}(1, 0, k-1, k) \right) + P_{A,B,X,Y}(0, 0, 0, 0) \leq 0,$$  \hspace{1cm} (21)
Firstly note that this is an inequality over the joint distributions $P_{\mathbb{A},\mathbb{B},\mathbb{X},\mathbb{Y}}$ rather than the conditional distribution $P_{\mathbb{A},\mathbb{B}|\mathbb{X},\mathbb{Y}}$ that we have been dealing with thus far. Secondly, note that by the Hardy constraints any classical box for which $P_{\mathbb{A},\mathbb{B}|\mathbb{X},\mathbb{Y}}(0,0|\mathbb{N},\mathbb{N}) > 0$ satisfies the condition that at least one of the probabilities belonging to the Hardy constraint set is also non-zero. This implies that even when the $\epsilon$-SV source generates the input $(\mathbb{N},\mathbb{N})$ with probability $P_{\mathbb{X},\mathbb{Y}}(\mathbb{N},\mathbb{N}) = \left(\frac{1}{2} + \epsilon\right)^{2\log(\mathbb{N} + 1)}$, the inequality in (21) cannot be violated by a classical box. On the other hand, the corresponding quantum strategies satisfy the Hardy constraints and achieve $P_{\mathbb{A},\mathbb{B}|\mathbb{X},\mathbb{Y}}(0,0|\mathbb{N},\mathbb{N}) > 0$, thereby violating the inequality. In other words, the ladder Hardy inequality when cast in this MDL form, shows a violation of local realism for any value of $\epsilon$ in the range $[0,1/2)$.

This also means that if the honest parties observe a violation of the MDL inequality, then they can infer that the measurement outputs possess some min-entropy for any arbitrary value of $\epsilon \in [0,1/2)$. At first glance, one might then suggest a randomness amplification protocol such as proposed in [41] for our task of extracting randomness from public sources against no-signaling adversaries. However, it turns out that this is not the case. This is because, while the violation of an MDL inequality allows us to infer the presence of randomness (specifically some amount of min-entropy), we still require an extraction procedure to generate fully uniform private random bits from such a min-entropy source. As mentioned earlier, the quantification and extraction from min-entropy sources against a no-signaling adversary is a difficult problem, that requires the development of new tools. We therefore adopt a different procedure in this paper, in which the extraction procedure is explicitly given by the honest parties picking a run and generating the output random bit from the measurement outcomes in that run. Since one cannot infer the perfect randomness in measurement outcomes directly from the amount of MDL inequality violation, the procedures of [41] do not directly apply.

### B. Composable Security Definition for Public Source Randomness Amplification

We begin by describing the scenario for the device-independent randomness amplification protocol. Let us recall that the $\epsilon$-SV source is defined by the condition that bits $b_i$ produced by the source obey

$$\frac{1}{2} - \epsilon \leq \Pr(b_i = 0|b_{i-1},\ldots,b_1) \leq \frac{1}{2} + \epsilon$$

for some $0 \leq \epsilon < \frac{1}{2}$. The honest parties and adversary Eve share a no-signaling box $\{P_{\mathbb{A},\mathbb{B},\mathbb{W}|\mathbb{X}',\mathbb{Y}',\mathbb{Z}}\}$ where $\mathbb{X}' = (\mathbb{X}'_1,\ldots,\mathbb{X}'_M)$, $\mathbb{Y}' = (\mathbb{Y}'_1,\ldots,\mathbb{Y}'_M)$ and $\mathbb{A} = (\mathbb{A}_1,\ldots,\mathbb{A}_M)$, $\mathbb{B} = (\mathbb{B}_1,\ldots,\mathbb{B}_M)$ are the random variables denoting the inputs and outputs respectively of the honest parties for the $M$ runs of the Protocol I. $\mathbb{W}$ and $\mathbb{Z}$ are the random variables denoting the output and input respectively of the adversary Eve.

The honest parties draw bits $\mathbb{X},\mathbb{Y}$ (of size $\log(\mathbb{N} + 1)$ for each of the $M$ runs) from the $\epsilon$-SV source to input into the box, i.e., they set $\mathbb{X}' = \mathbb{X}$ and $\mathbb{Y}' = \mathbb{Y}$. As defined, $S_H$ is the subset of measurement runs in which the measurement settings involved in the Hardy ladder test (4) appear, i.e., $S_H := \{i \in \{1,\ldots,M\}|(x_i,y_i) = (k,k-1) \text{ for } k \in \{1,\ldots,\mathbb{N}\} \cup (x_i,y_i) = (0,0) \text{ or } (x_i,y_i) = (\mathbb{N},\mathbb{N})\}$. The parties check that the size of the set $S_H$ satisfies $|S_H| \in \left[\frac{M}{(\mathbb{N}+1)},\frac{3M}{(\mathbb{N}+1)}\right]$, and only accept if this condition is satisfied. We therefore obtain that

$$P_{\mathbb{X},\mathbb{Y},|(x_i,y_i) \in S_H} \geq p_{\text{min}}(\epsilon,\mathbb{N})$$

for all inputs $(x_i,y_i) \in S_H$. Here

$$p_{\text{min}}(\epsilon,\mathbb{N}) := \frac{1}{2(\mathbb{N} + 1)^2}\left(1 - 2\epsilon\right)^{2\log(\mathbb{N} + 1)}$$

is the minimum probability of choosing any particular pair of inputs $(\mathbb{X}_i,\mathbb{Y}_i)$ from the $\epsilon$-SV source (normalized by the total probability of choosing the $2(\mathbb{N} + 1)$ inputs in the Hardy ladder test).

The adversary has classical information $\mathbb{E}$ correlated to $\mathbb{X},\mathbb{Y}$ (note that in future, it would be interesting to consider no-signaling side information about the source as well). The box we consider for the protocol is given by the family of probability distributions $\{P_{\mathbb{A},\mathbb{B},\mathbb{W},\mathbb{X},\mathbb{Y},\mathbb{E}|\mathbb{X}',\mathbb{Y}',\mathbb{Z}}\}$.

The box $\{P_{\mathbb{A},\mathbb{B},\mathbb{W},\mathbb{X},\mathbb{Y},\mathbb{E}|\mathbb{X}',\mathbb{Y}',\mathbb{Z}}\}$ is only restricted by the constraints of no-signaling between Alice and Bob, and time-ordered no-signaling within Alice’s (and Bob’s) laboratory. Specifically, the assumptions are

$$P_{\mathbb{A},\mathbb{B}|\mathbb{X}',\mathbb{Y}',\mathbb{Z}} = P_{\mathbb{A},\mathbb{B}|\mathbb{X}',\mathbb{Y}'}$$

$$P_{\mathbb{A},\mathbb{W}|\mathbb{X}',\mathbb{Y}',\mathbb{Z}} = P_{\mathbb{A},\mathbb{W}|\mathbb{X}',\mathbb{Z}}$$

$$P_{\mathbb{B},\mathbb{W}|\mathbb{X}',\mathbb{Y}',\mathbb{Z}} = P_{\mathbb{B},\mathbb{W}|\mathbb{Y}',\mathbb{Z}}$$

(25)
Each device component also obeys a time-ordered no-signaling (TONS) condition for the $k \in [M]$ runs performed on it:

$$P_{A_k \mid Z, W, X', Y', X, Y, E} = P_{A_k \mid Z, W, X'_{\le k}, X, Y, E} \quad \forall k \in [M],$$

$$P_{B_k \mid Z, W, X', Y', X, Y, E} = P_{B_k \mid Z, W, Y'_{\le k}, X, Y, E} \quad \forall k \in [M].$$

Here, note that $A_k, B_k$ denote the outputs for the $k$-th run.

In words, the main assumptions are that the different components of the device do not signal to each other and to the adversary Eve. Additionally, there is also a time-ordered no-signaling (TONS) structure assumed on different runs of a single party, the outputs in any run may depend on the previous inputs within the party’s component but not on future inputs.

We make three additional assumptions that are standard in the literature on randomness amplification (except in the protocol of \cite{4} which requires a polynomially large number of devices).

1. **Assumption A1:** The probability distribution $P_{X, Y, E}$ satisfies the $\varepsilon$-SV condition in (22).

2. **Assumption A2:** The devices do not signal to the SV source, i.e. the distribution of $(X, Y, E)$ is independent of the inputs $(X', Y', Z)$, i.e.,

$$\sum_{a, b, w} P_{A, B, W, X, Y, E \mid X, Y', Z}(a, b, w, x, y, e | x', y', z) = P_{X, Y, E}(x, y, e) \quad \forall (x, y, e, x', y', z)$$

3. **Assumption A3:** The box is fixed independently of the SV source, i.e.,

$$P_{A, B, W \mid X', y', W, X, Y, E}(a, b, w | x', y', z, x, y, e) = P_{A, B, W \mid X', Y', Z}(a, b, w | x', y', z) \quad \forall (a, b, w, x', y', z, x, y, e)$$

Assumption A1 comes from the fact that the random variables $X, Y, E$ correspond to the $\varepsilon$-SV source. Assumption A2 is a natural assumption that clarifies the notion of inputting random variables $(X, Y)$ from the $\varepsilon$-SV source into the box (as $X', Y'$). Assumption A3 is the assumption of source-device independence, i.e., that the device does not change depending on bits extracted from the SV source. This assumption is also employed in most of the results on device-independent randomness amplification including \cite{2, 6, 8} and can be viewed as the Markov assumption in \cite{9}. The one result that does not consider this assumption is the protocol of \cite{4}, in which as mentioned a polynomially large number of devices is needed. The assumption A3 may be viewed as the quantum analogue of the problem of extracting randomness from one source and an independent (but unknown and arbitrary) channel. While no randomness can be extracted if the channel is classical, the situation is different when considering quantum non-local correlations.

1. **Public SV source.**

Our assumptions as stated are the standard ones in the literature on the topic. In order to show that the final output bit $R_1$ is uniform and private when the bits $X, Y$ are chosen from the public $\varepsilon$-SV source, we need to first consider the security definition, and in particular how the public source changes this definition. After inputting $X, Y$ as $X', Y'$, we obtain $\{P_{A, B, W, X, Y, E \mid X, Y, Z}\}$. The first test in Protocol I checks that $Z_H(a, b, X, Y) := \sum_{i \in S_{\text{in}}} B_{\text{H}}(a_i, b_i, x_i, y_i) \le \delta_1$, for fixed $\delta_1 > 0$. Here $B_{\text{H}}(a_i, b_i, x_i, y_i)$ is an indicator function that takes value 1 when $(a_i, b_i, x_i, y_i)$ corresponds to one of the ‘zero’ probabilities from the set of Hardy constraints, i.e.,

$$B_{\text{H}}(a_i, b_i, x_i, y_i) = \begin{cases} 1 & (x_i, y_i) = (k, k - 1) \land (a_i, b_i) = (0, 1) \quad \forall k \in \{1, \ldots, N\} \\ 1 & (x_i, y_i) = (k - 1, k) \land (a_i, b_i) = (1, 0) \quad \forall k \in \{1, \ldots, N\} \\ 1 & (x_i, y_i) = (0, 0) \land (a_i, b_i) = (0, 0) \\ 0 & \text{otherwise} \end{cases}$$

(29)

We define the set of output-inputs $(A, B, X, Y)$ that pass this test for fixed $\delta_1 > 0$ as the set $\text{ACC}_1$, i.e.,

$$\text{ACC}_1 := \left\{(A, B, X, Y) \mid Z_H(A, B, X, Y) \le \delta_1 \right\}.$$  

(30)
The second test in Protocol I checks that
\[
Z_{H-nz}(A, B, X, Y) := \frac{1}{|S_{H-nz}|} \sum_{i \in S_{H-nz}} B_{H-nz}(a_i, b_i, x_i, y_i) \geq \frac{1}{2} - \delta_2,
\]
for fixed $\delta_2 > 0$. Here, $S_{H-nz}$ is the subset of measurement runs in which the measurement setting $(N, N)$ appears, i.e., $S_{H-nz} := \{ i \in \{1, \ldots, M\} | (x_i, y_i) = (N, N) \}$. And $B_{H-nz}(a_i, b_i, x_i, y_i)$ is an indicator function that takes value 1 when $(a_i, b_i, x_i, y_i)$ corresponds to the Hardy probability $P_H$, i.e.,
\[
B_{H-nz}(a_i, b_i, x_i, y_i) = \begin{cases} 
1 & (x_i, y_i) = (N, N) \land (a_i, b_i) = (0, 0) \\
0 & \text{otherwise}
\end{cases}
\]
We define the set of output-inputs $(A, B, X, Y)$ that pass this test for fixed $\delta_2 > 0$ as the set $\text{ACC}_2$, i.e.,
\[
\text{ACC}_2 := \left\{ (A, B, X, Y) \mid Z_{H-nz}(A, B, X, Y) \geq \frac{1}{2} - \delta_2 \right\}
\]
We define the set $\text{ACC}$ as the set of output-inputs $(A, B, X, Y)$ that pass both tests of Protocol I, i.e., $\text{ACC} = \text{ACC}_1 \cap \text{ACC}_2$. Upon acceptance of the protocol, we obtain the family of probability distributions $P_{A, B, W, X, Y, E|Z, \text{ACC}}$. The final output bit $R_r$ is chosen as a function of the output bits $A, B$ after which we end up with the family of distributions $P_{R_r, W, X, Y, E|Z, \text{ACC}}$. In this case, the procedure to obtain $R_r$ is for the honest parties to choose a run $r \in S_{H-nz}$ using bits from the $\epsilon$-SV source and output the bit $R_r$ obtained from the measurement outcomes of the $r$-th run as
\[
R_r = \begin{cases} 
0 & (a_r, b_r) = (0, 0) \\
1 & (a_r, b_r) \neq (0, 0)
\end{cases}
\]
To quantify the quality of the output $R_r$, we use the universally composable distance $d_{\text{comp}}$ [45, 47]. This is defined as
\[
d_{\text{comp}} := \sum_{s=0,1} \sum_{x,y,e} \max_z \sum_w \left| P_{R_r, W, X, Y, E|Z, \text{ACC}}(s, w, x, y, e | z, \text{ACC}) - \frac{1}{2} P_{W, X, Y, E|Z, \text{ACC}}(w, x, y, e | z, \text{ACC}) \right|
\]
Here $s$ is the value of the final bit $R_r$ given to the distinguisher attempting to distinguish between the distribution $P_{R_r, W, X, Y, E|Z, \text{ACC}}(r, w, x, y, e | z, \text{ACC})$ from the ideal distribution $\frac{1}{2} P_{W, X, Y, E|Z, \text{ACC}}(w, x, y, e | z, \text{ACC})$. The maximization occurs over inputs $z$ belonging to the adversary and the fact that this maximization depends on the values of $x, y$ (as well as his side information $e$) reflects the fact that the $\epsilon$-SV source is public, i.e., the inputs $x, y$ become known to the adversary and the adversary can choose a different input $z$ depending on the $x, y$.

C. Randomness of outcomes in individual runs of the device

Statistical tests prescribed by the protocol are performed on the outcomes of measurements for given inputs. We shall show that the tests have the property that the final output bit $R_r$ from any no-signaling box $\{P_{A, B, W, X, Y, E|X', Y', Z}\}$ that passes the tests must necessarily be arbitrarily free.

From the SV source condition (22), the probability that the parties draw, in the $j$-th run any specific pair of measurement settings $(X_j, Y_j)$ is bounded as
\[
\left( \frac{1}{2} - \epsilon \right)^{2 \log(N+1)} \leq P_{X_j, Y_j|X_{<j}, Y_{<j}}(X_j, Y_j | x_{<j}, y_{<j}) \leq \left( \frac{1}{2} + \epsilon \right)^{2 \log(N+1)},
\]
where $X_{<j} := (X_1, \ldots, X_{j-1})$ and $Y_{<j} := (Y_1, \ldots, Y_{j-1})$. Since only $2(N+1)$ out of the $(N+1)^2$ settings appear in the inequality, the probability for any measurement setting within the Hardy set after the parties throw away the remaining measurements is bounded as
\[
P_{X_j, Y_j|X_{<j}, Y_{<j}}(X_j, Y_j | x_{<j}, y_{<j}) \geq p_{\min}(\epsilon, N).
\]

We first consider how the quantities $I(P_{A,B|X,Y})$ and $I_0(P_{A,B|X,Y})$ can allow us to certify randomness in the device outcomes in individual runs of the device.
Lemma 1. Consider a two-party no-signaling box \{P_{A,B|X,Y}\} with \(A, B \in \{0, 1\}\) and \(X, Y \in \{0, \ldots, N\}\) which obeys the condition \(I_0(P_{A,B|X,Y}) \leq \kappa_1\) for some fixed \(\kappa_1 > 0\), where \(B_H(a_i, b_i, x_i, y_i)\) is given by Eq. (29). Then we have that the Hardy probability \(P_{A,B|X,Y}(0,0|N,N)\) satisfies
\[
P_{A,B|X,Y}(0,0|N,N) \leq \frac{1}{2} (1 + \kappa_1).
\]

Proof. The proof goes through repeated applications of the two-party no-signaling constraints (25). We have
\[
2P_{A,B|X,Y}(0,0|N,N) \leq \sum_{b=0,1} P_{A,B|X,Y}(0,b|N,N-1) + \sum_{a=0,1} P_{A,B|X,Y}(a,0|N-1,N)
\]
\[
\leq P_{A,B|X,Y}(0,1|N,N-1) + P_{A,B|X,Y}(1,0|N-1,N) + \sum_{a=0,1} P_{A,B|X,Y}(a,0|N-2,N-1) + \sum_{b=0,1} P_{A,B|X,Y}(0,b|N-1,N-2),
\]
\[
\leq P_{A,B|X,Y}(0,1|N,N-1) + P_{A,B|X,Y}(1,0|N-1,N) + P_{A,B|X,Y}(0,1|N-2,N-1) + P_{A,B|X,Y}(1,0|N-1,N-2) + \sum_{b=0,1} P_{A,B|X,Y}(0,b|N-2,N-3) + \sum_{a=0,1} P_{A,B|X,Y}(a,0|N-3,N-2),
\]
\[
\leq \ldots
\]
\[
\leq \sum_{k=1}^{N} [P_{A,B|X,Y}(0,1|k,k-1) + P_{A,B|X,Y}(1,0|k-1,k)] + P_{A,B|X,Y}(0,0|0,0)
\]
\[
\leq 1 + I_0(P_{A,B|X,Y})
\]
\[
\leq 1 + \kappa_1,
\]
giving
\[
P_{A,B|X,Y}(0,0|N,N) \leq \frac{1}{2} (1 + \kappa_1).
\]

Note that in each step of the proof, we have used two no-signaling constraints (25) corresponding to the two parties’ output distribution being independent of the other party’s input. The ellipses denote repeated application of the no-signaling constraints as in the previous steps to show the expression for general \(N\).

D. Amplification under the Quantum assumption

Let us first consider the ideal scenario that \(P_{A,B|X,Y}\) are exactly as predicted by Quantum Theory. This assumption (denoted as assumption QT in [3]) was used to show an amplification protocol for \(\epsilon\)-SV sources with \(\epsilon < (\sqrt{2} - 1)^2/2 \approx 0.086\) in [3] which was subsequently improved to \(\epsilon < 0.0961\) in [40]. We first show that under the assumption of no-signaling and quantum theory, the \(\epsilon\)-SV source can be amplified to produce perfectly uniform bits for arbitrary initial \(\epsilon < 0.5\) using the ladder Hardy correlations shown in the previous subsections. That is, we show the following Proposition.

Proposition 3. There exists a protocol using a device consisting of two spatially separated components that takes as input bits \(R_0\) from an \(\epsilon\)-SV source (of arbitrary fixed \(\epsilon < 0.5\)) and outputs a bit \(R_e\) such that under the assumptions of no-signaling and quantum theory, the bit \(R_e\) is arbitrarily free except with negligible probability.

Proof. Firstly, we observe that from Lemma 4 we have that for any input-output pair \((w, z)\) of Eve, it holds that
\[
P_{A,B|X,Y,w,z}(0,0|N,N,w,z) \leq \frac{1}{2} [1 + I_0(P_{A,B|X,Y,w,z})].
\]
We can now derive
\[
\mathcal{I}_0 (P_{A,B|X,Y}) = \sum_{w,z} \sum_{k=1}^{N} \left[ P_{W,Z|k,k-1}(w,z)P_{A,B|X,Y,W,Z}(0,1|k,k-1,w,z) \\
+ P_{W,Z|k-1,k}(w,z)P_{A,B|X,Y,W,Z}(1,0|k-1,k,w,z) \right] + P_{W,Z|0,0}(w,z)P_{A,B|X,Y,W,Z}(0,0|0,0,w,z) \\
\geq \min_{x,y,w,z} \sum_{w,z} P_{W,Z|N,N}(w,z) \mathcal{I}_0 (P_{A,B|X,Y,w,z}).
\]  
(41)
Following [3], we may denote the quantity measuring how free the measurement settings are as
\[
\alpha(N,N) := \min_{x,y,w,z} \frac{P_{X,Y|w,z}(x,y)}{P_{X,Y|w,z}(N,N)} \geq \left( \frac{1/2 - \epsilon}{1/2 + \epsilon} \right)^{2 \log(N+1)},
\]  
(42)
so that
\[
\frac{\mathcal{I}_0 (P_{A,B|X,Y})}{\alpha(N,N)} \geq \sum_{w,z} P_{W,Z|N,N}(w,z) \left[ 2P_{A,B|X,Y,W,Z}(0,0|N,N,w,z) - 1 \right] \\
\geq 2P_{A,B|X,Y}(0,0|N,N) - 1,
\]  
(43)
or equivalently
\[
P_{A,B|X,Y}(0,0|N,N) = \sum_{w,z} P_{R_r,w,z|X,Y}(0,w,z|N,N) \leq \frac{1}{2} \left[ 1 + \frac{\mathcal{I}_0 (P_{A,B|X,Y})}{\alpha(N,N)} \right],
\]  
(44)
where recall that
\[
R_r = \begin{cases} 
0 & (a,b) = (0,0) \land (x,y) = (N,N) \\
1 & (a,b) \neq (0,0) \land (x,y) = (N,N) 
\end{cases}
\]
Note that crucially, in contrast to the correlations from the chain inequality considered in [3, 40], here quantum correlations achieve exactly \( \mathcal{I}_0 (P_{A,B|X,Y}) = 0 \), so that the upper bound of \( 1/2 \) holds irrespective of the value of \( \epsilon \).
On the other hand, the second test works on the runs when the single input \((x,y) = (N,N)\) was chosen. We see that if
\[
P_{A,B|X,Y,W,Z}(0,0|N,N,w,z) \geq \frac{1}{2} - \delta,
\]  
(45)
for any fixed \( \delta > 0 \), then it also holds that
\[
P_{A,B|X,Y}(0,0|N,N) = \sum_{w,z} P_{R_r,w,z|X,Y}(0,w,z|N,N) \geq \frac{1}{2} - \delta.
\]  
(46)
Noting that quantum correlations achieve \( \delta = O(N^{-d}) \) with \( d = 0.99 \), we have that under the assumptions of no-signaling and quantum theory,
\[
D (P_{R_r,w,z|N,N}; P_U \times P_{W,Z|N,N}) = \sum_{s,w,z} \left| P_{R_r,w,z|N,N}(s,w,z) - (1/2) \times P_{W,Z|N,N}(w,z) \right| \\
= \sum_{w,z} P_{W,Z|N,N}(w,z) \left| P_{R_r|N,N,w,z}(s) - (1/2) \right| \\
\leq \sum_{w,z} P_{W,Z|N,N}(w,z) \max \left\{ \delta, \mathcal{I}_0 (P_{A,B|X,Y,w,z}) \right\} \\
\leq \max \left\{ \delta, \mathcal{I}_0 (P_{A,B|X,Y}) \frac{1}{\alpha(N,N)} \right\} \\
\leq \max \left\{ \delta, \mathcal{I}_0 (P_{A,B|X,Y}) \left( \frac{1/2 + \epsilon}{1/2 - \epsilon} \right)^{2 \log(N+1)} \right\}
\]  
(47)
where \( D \) denotes the variational distance \( D(P_A, Q_A) = \sum_{a \in A} |P_A(a) - Q_A(a)| \) and \( P_U \) denotes the uniform distribution, and the last inequality comes from Eq. (41). Thus, in the ideal scenario when the correlations are exactly as predicted by quantum theory, the Protocol allows for the extraction of a perfectly uniform bit for any arbitrarily weak source (i.e., for any initial \( \epsilon < 0.5 \)).

\[ \square \]

### E. Estimation

In this subsection, we work with the conditional distribution \( P_{A,B|X,Y,W=w,Z=z} \) for arbitrary but fixed \( w, z \) and show that the final bit for this distribution is close to uniform, similar to the approach followed in [3]. Then we will use Prop. 3 to show that the same holds also for the marginal distribution \( P_{A,B|X,Y} \). For ease of notation, we do not explicitly include the conditionals \( W = w, Z = z \) in the rest of this subsection and take them to be implicitly given. For instance, we will estimate \( I_0(P_{A,B|X,Y,W=w,Z=z}) \) dropping \( W = w, Z = z \).

The first test in Protocol I checks that \( Z_H(A, B, X, Y) := \frac{1}{|S_H|} \sum_{i \in S_H} B_H(a_i, b_i, x_i, y_i) \leq \delta_1 \), for fixed \( \delta_1 > 0 \), where \( B_H(a_i, b_i, x_i, y_i) \) is defined in Eq. (29). In words, \( B_H(a_i, b_i, x_i, y_i) \) is an indicator that takes value 1 whenever the measurement setting and outcome correspond to one of the Hardy ‘zero’ constraints, and takes value 0 otherwise. Note that quantum correlations detailed in Sec. IV.A achieve \( Z_H(A, B, X, Y) = 0 \) for the Hardy zero constraints.

Let us define the set of ‘bad’ runs \( S_{H-bad} \) for this test as

\[ S_{H-bad} := \{ i \in S_H | I_0(P_{A,B|X,Y}) > \kappa \} \]

(48)

for fixed \( \kappa > 0 \). Recall that \( S_H \) denotes the set of runs in which one of the \( 2N \) Ladder Hardy settings appear and is bounded as \( M/(N+1) \leq |S_H| \leq 3M/(N+1) \). We will choose \( \kappa = O(N^{-t}) \) for a constant \( t > 0 \), specifically we set \( t = 0.99 \).

We note the following Freedman inequality, which is a martingale extension of the Bernstein inequality. In particular, the inequality shows that the large-deviation behaviour of a martingale is controlled by the predictable quadratic variation and a uniform upper bound for the martingale difference sequence.

**Theorem 4** (49). Consider a real-valued martingale \( \{X_k : k = 0, 1, 2, \ldots \} \) with difference sequence \( \{X_k - X_{k-1} : k = 1, 2, 3, \ldots \} \), and assume that the difference sequence is uniformly bounded, i.e., \( |X_k - X_{k-1}| \leq R \) almost surely for \( k = 1, 2, 3, \ldots \). Define the predictable quadratic variation process of the martingale:

\[ W_k := \sum_{j=1}^{k} \mathbb{E}_{j-1} (X_j - X_{j-1})^2, \quad \text{for } k = 1, 2, 3, \ldots \]

(49)

Then, for all \( \beta \geq 0 \) and \( \sigma^2 > 0 \), it holds that

\[ \Pr \{ \exists k \geq 0 : X_k \geq \beta \land W_k \leq \sigma^2 \} \leq \exp \left\{ \frac{-\beta^2/2}{\sigma^2 + R\beta/3} \right\} \]

(50)

We now make use of Theorem 4 in estimating the number of bad runs \( |S_{H-bad}| \). First, let us define random variables \( U_i = (a_i, b_i, x_i, y_i) \) for \( i \in S_H \) and \( U_0 = (z, \epsilon) \). Let us denote for \( i \in S_H \) the conditional expectation values

\[ \mathbb{E}_H^{SV}(a_i, b_i, x_i, y_i) = \mathbb{E}(B_H(a_i, b_i, x_i, y_i)|U_{i-1}, \ldots, U_1, U_0) = \sum_{l=1}^{N} \left[ \nu_{X_i,Y_i|x_i,y_i,a_i,b_i}^{SV}(l, l-1)P_{A_i,B_i|X_i,Y_i,x_i,y_i,a_i,b_i}(0,1|l,l-1) \right. \\
+ \left. \nu_{X_i,Y_i|x_i,y_i,a_i,b_i}^{SV}(l-1,l)P_{A_i,B_i|X_i,Y_i,x_i,y_i,a_i,b_i}(1,0|l,l-1) \right] \\
+ \nu_{X_i,Y_i|x_i,y_i,a_i,b_i}^{SV}(0,0)P_{A_i,B_i|X_i,Y_i,x_i,y_i,a_i,b_i}(0,0|0,0), \]

(51)

with \( \nu_{X_i,Y_i|x_i,y_i,a_i,b_i}^{SV}(x_i, y_i) \) being the probability of choosing the measurement settings \( (x_i, y_i) \) using the \( \epsilon \)-SV source and \( x_{i-1}, y_{i-1}, a_{i-1}, b_{i-1} \) denoting the inputs and outputs for the runs \( 1, \ldots, i-1 \). Within the set of runs \( S_H \), define for \( k = 1, 2, 3, \ldots \), the empirical average

\[ L_k := \frac{1}{k} \sum_{i=1}^{k} B_H(a_i, b_i, x_i, y_i), \]

(52)
and the arithmetic average of conditional expectation values

\[ L_k = \frac{1}{k} \sum_{i=1}^{k} B_{H}^{SV}(a_i, b_i, x_i, y_i). \]  

(53)

Now, define \( X_0 := 0 \) and \( X_k = k(L_k - T_k) \). This gives that \( X_k - X_{k-1} = B_H(a_k, b_k, x_k, y_k) - B_H^{SV}(a_k, b_k, x_k, y_k) \leq 1 \) since \( B_H \) is a binary random variable as an indicator. By a standard argument such as shown in [7], we know that \( X_0, \ldots, X_k \) is a martingale with respect to \( U_0, \ldots, U_k \). We can now calculate that for all \( k = 1, \ldots, |S_H| \),

\[
W_k = \sum_{j=1}^{k} (X_j - X_{j-1})^2 
\]

\[
= \sum_{j=1}^{k} (B_H(a_j, b_j, x_j, y_j) - B_H^{SV}(a_j, b_j, x_j, y_j))^2 
\]

\[
\leq \sum_{j=1}^{k} B_H^{SV}(a_j, b_j, x_j, y_j) 
\]

\[
\leq \sum_{j=1}^{[S_H-had]} B_H^{SV}(a_j, b_j, x_j, y_j) =: \hat{\sigma}^2. 
\]

(54)

We obtain by applying Freedman’s inequality that with probability at least \( \Pr(W_{|S_H|} \leq \hat{\sigma}^2) = 1 - \exp \left\{ \frac{-\hat{\sigma}^2/2}{\frac{16}{3}} \right\} \), it holds that

\[ \bar{Z}_H(A, B, X, Y) \leq Z_H(A, B, X, Y) + \frac{\beta}{|S_H|}, \]

(55)

where

\[ \bar{Z}_H(A, B, X, Y) = \bar{L}_{|S_H|}. \]

(56)

Thus, when the first test in Protocol I is passed, i.e., when the event \( \text{ACC}_1 \) occurs, it holds that

\[ \bar{Z}_H(A, B, X, Y) \leq \delta_1 + \frac{\beta}{|S_H|}, \]

(57)

with probability at least \( 1 - \exp \left\{ \frac{-\beta^2/2}{|S_H|^2 + 45/3} \right\} \). We now choose \( \beta = |S_H|^{0.01} \) and \( \delta_1 = |S_H|^{-0.99} \) so that we have

\[ \bar{Z}_H(A, B, X, Y) \leq 2|S_H|^{-0.99} \]

(58)

with probability at least \( 1 - \exp \left\{ -(3/14)|S_H|^{0.01} \right\} \).

Now, from

\[
\sum_{i=1}^{[S_H]} B_H^{SV}(a_i, b_i, x_i, y_i) \leq 2|S_H|^{0.01} 
\]

(59)

we obtain that

\[
p_{\min}(\epsilon, N) \sum_{i=1}^{[S_H]} I_0(P_{A_i, B_i|X_i, Y_i}) \leq 2|S_H|^{0.01} 
\]

\[
p_{\min}(\epsilon, N) \left[ \sum_{i \in S_{H-had}} I_0(P_{A_i, B_i|X_i, Y_i}) + \sum_{i \not\in S_{H-had}} I_0(P_{A_i, B_i|X_i, Y_i}) \right] \leq 2|S_H|^{0.01} 
\]

\[
p_{\min}(\epsilon, N)|S_{H-had}| \leq 2|S_H|^{0.01}, \]

(60)
so that the number of bad runs (in which the value of $Z_0$ is greater than $\kappa$) is bounded as

$$|S_{H-bad}| \leq \frac{2|S_H|^{0.01}}{p_{\min}(\epsilon,N)\kappa} \leq \frac{2}{p_{\min}(\epsilon,N)\kappa} \left( \frac{3M}{N+1} \right)^{0.01}. \quad (61)$$

Here $p_{\min}(\epsilon,N)$ denotes the minimum probability with which the measurement settings are chosen in any particular run, i.e.,

$$\nu_{x_i,y_i}^H(x_i,y_i) \geq p_{\min}(\epsilon,N), \quad \forall x_i,y_i, i \in S_H. \quad (62)$$

Since the settings are chosen with an $\epsilon$-SV source, and the parties discard the runs in which the $2(N+1)$ settings that are involved in the Hardy ladder test do not appear, one can bound $p_{\min}(\epsilon,N)$ as

$$p_{\min}(\epsilon,N) \geq \frac{(\frac{1}{2} - \epsilon)2^{\log(N+1)}}{2(N+1)\left(\frac{1}{2} + \epsilon\right)^2\log(N+1)} = \frac{1}{2}(N+1)^{2\log(1/2-\epsilon) - 2\log(1/2+\epsilon) - 1}. \quad (63)$$

Setting $\kappa = (N+1)^{-t}$ for a real parameter $t > 0$, and choosing the number of runs as $M = (N+1)^t$ gives that the number of bad runs (conditioned upon the first test being accepted) is bounded as

$$|S_{H-bad}| \leq 4(3)^{0.01}(N+1)^{0.99+\epsilon+2\log(1/2+\epsilon) - 2\log(1/2-\epsilon)} = 4(3)^{0.01}(N+1)^t', \quad (64)$$

with probability at least $1 - \exp\left\{-3/14(N+1)^{0.01(r-1)}\right\}$, which is close to 1 for $r > 1$.

In the Protocol I, the honest parties perform a second tomographic test to estimate the probability $P_{A,B|X,Y}(0,0|N,N)$ in the runs in which the measurement setting $(N,N)$ appears (i.e., within the set $S_{H-nz}$). This test checks that

$$Z_{H-nz}(A,B,X,Y) := \frac{1}{|S_{H-nz}|} \sum_{i \in S_{H-nz}} B_{H-nz}(a_i,b_i,x_i,y_i) \geq \frac{1}{2} - \delta_2, \quad (65)$$

for fixed $\delta_2 > 0$, where recall that $S_{H-nz}$ denotes the set of runs in which the setting $(N,N)$ appears, and $B_{H-nz}(a_i,b_i,x_i,y_i)$ is defined from Eq. (52) as

$$B_{H-nz}(a_i,b_i,x_i,y_i) = \begin{cases} 1 & (x_i,y_i) = (N,N) \wedge (a_i,b_i) = (0,0) \\ 0 & \text{otherwise} \end{cases} \quad (66)$$

This indicator function takes value 1 whenever the measurement outcome $(a_i,b_i) = (0,0)$ appears for a run in which setting $(x_i,y_i) = (N,N)$ was chosen, and takes value 0 otherwise. In the ideal noiseless scenario, the parties observe the value of $Z_{H-nz}(A,B,X,Y)$ close to $1/2$, with an expected deviation from $1/2$ of $N^{-d}$ with $d = 0.99$.

By computing the empirical average $Z_{H-nz}(A,B,X,Y)$, the parties estimate the value of the true average $\overline{Z}_{H-nz}(A,B,X,Y)$ defined as

$$\overline{Z}_{H-nz}(A,B,X,Y) := \frac{1}{|S_{H-nz}|} \sum_{i \in S_{H-nz}} P_{A,B|X,Y}(0,0|N,N). \quad (67)$$

In the estimation procedure, we employ the following Lemma shown in [7] based on the Azuma-Hoeffding inequality. **Lemma 2** ([7]). Consider arbitrary random variables $W_i$ for $i = 0, 1, \ldots, n$, and binary random variables $B_i$ for $i = 1, \ldots, n$ that are functions of $W_i$, i.e. $B_i = f_i(W_i)$ for some functions $f_i$. Let us denote $\overline{B}_i = \mathbb{E}(B_i|W_{i-1}, \ldots, W_1, W_0)$ for $i = 1, \ldots, n$ (i.e. $\overline{B}_i$ are conditional means). Define for $k = 1, \ldots, n$, the empirical average

$$L_k = \frac{1}{k} \sum_{i=1}^{k} B_i \quad (68)$$

and the arithmetic average of conditional means

$$\overline{L}_k = \frac{1}{k} \sum_{i=1}^{k} \overline{B}_i. \quad (69)$$

Then we have

$$\Pr(|L_n - \overline{L}_n| \geq \delta_{Az}) \leq 2e^{-\frac{\delta_{Az}^2}{2k}} \quad (70)$$
By Lemma 2, we see that when \( Z_{\text{H-nz}}(A, B, X, Y) \geq \frac{1}{2} - \delta_2 \), with probability at least \( 1 - 2e^{-|S_{\text{H-nz}}|^2} \) it holds that

\[
Z_{\text{H-nz}}(A, B, X, Y) \geq \frac{1}{2} - \delta_2 - \delta_{A_z},
\]

(71)

for any fixed \( \delta_{A_z} > 0 \). Note that in the protocol, the parties verify that \( \frac{M}{2(N+1)^2} \leq |S_{\text{H-nz}}| \leq \frac{3M}{2(N+1)^2} \), so the statement holds with probability at least \( 1 - 2 \exp \left\{ - \frac{M\delta^2}{4(N+1)^2} \right\} \). For \( \delta_{A_z} = (N+1)^{-\gamma} \) and \( M = (N+1)^r \), this probability is \( 1 - 2 \exp \left\{ - \frac{1}{4} (N+1)^{r-2-2\gamma} \right\} \) which is close to unity for \( r > 2 + 2\gamma \).

The following Lemma is then useful to estimate the true value \( P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) \) for a large fraction of the boxes within the set \( S_{\text{H-nz}} \).

**Lemma 3.** If the average \( Z_{\text{H-nz}}(A, B, X, Y) \) satisfies \( Z_{\text{H-nz}}(A, B, X, Y) \geq \frac{1}{2} - \delta_2 - \delta_{A_z} \) and when the number of runs \( |S_{\text{H-bad}}| \) in which \( I_0 \geq (N+1)^{-t} \) is bounded as \( |S_{\text{H-bad}}| \leq 4(3)^{0.01}(N+1)^t \) from Eq.(64), then in at most \( \frac{|S_{\text{H-bad}}|[(2(N+1)^{-t}+\delta_2+\delta_{A_z})+4(3)^{0.01}(N+1)^t]}{2(N+1)^{-t}+\delta_{A_z}} \) runs \( i \in S_{\text{H-nz}} \), we have \( P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) \leq \frac{1}{2} - \delta_3 \) for fixed constant \( \delta_3 > 0 \).

**Proof.** We have that \( \overline{Z}_{\text{H-nz}}(A, B, X, Y) \geq \frac{1}{2} - \delta_2 - \delta_{A_z} \), i.e.,

\[
\sum_{i \in S_{\text{H-nz}}} P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) \geq |S_{\text{H-nz}}| \left( \frac{1}{2} - \delta_2 - \delta_{A_z} \right).
\]

(72)

Let us define the subset \( S_{\text{H-nz-bad}} \subset S_{\text{H-nz}} \) of runs \( i \in S_{\text{H-nz}} \) in which the value of \( P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) \) falls below a specified threshold \( \frac{1}{2} - \delta_{A_z} \), i.e., we define

\[
S_{\text{H-nz-bad}} := \left\{ i \in S_{\text{H-nz}} \left| P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) \leq \frac{1}{2} - \delta_3 \right. \right\},
\]

(73)

for fixed \( \delta_3 > 0 \). We have

\[
|S_{\text{H-nz}}| \left( \frac{1}{2} - \delta_2 - \delta_{A_z} \right) \leq \sum_{i \in S_{\text{H-nz}}} P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) = \sum_{i \in S_{\text{H-nz-bad}}} P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) + \sum_{i \notin S_{\text{H-nz-bad}}} P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) \leq |S_{\text{H-nz-bad}}| \left( \frac{1}{2} - \delta_3 \right) + \sum_{i \notin S_{\text{H-nz-bad}}} P_{A_i, B_i | X_i, Y_i}(0, 0|N, N).
\]

(74)

where \( S_{\text{H-nz-bad}}^c \) denotes the complement of \( S_{\text{H-nz-bad}} \) within \( S_{\text{H-nz}} \).

Now, we know that conditioned upon the event \( \text{ACC}_1 \), we have the number of bad runs in which \( I_0 \left( P_{A_i, B_i | X_i, Y_i} \right) > (N+1)^{-t} \) is bounded as \( |S_{\text{H-bad}}| \leq 4(3)^{0.01}(N+1)^t \) from Eq.(64). Furthermore, we have by Lemma 1 that when \( I_0 \left( P_{A_i, B_i | X_i, Y_i} \right) \leq (N+1)^{-t} \) that

\[
P_{A_i, B_i | X_i, Y_i}(0, 0|N, N) \leq \frac{1}{2} \left( 1 + I_0 \left( P_{A_i, B_i | X_i, Y_i} \right) \right) \leq \frac{1}{2} \left( 1 + (N+1)^{-t} \right).
\]

(75)

Therefore, we have that conditioned upon \( \text{ACC}_1 \), in at least \( |S_{\text{H-nz}}| - 4(3)^{0.01}(N+1)^t \) runs, it holds that
\[ P_{A, B | X, Y, (0, 0)|N, N} \] is bounded as in (75). Plugging this into (74) gives
\[
|S_{H-nz}| \left( \frac{1}{2} - \delta_2 - \delta_{A_Z} \right) \leq |S_{H-nz-bad}| \left( \frac{1}{2} - \delta_3 \right) + \sum_{i \in (S_{H-nz} \setminus S_{H-nz-bad}) \cap \bar{S}_{H-bad}} P_{A, B | X, Y, (0, 0)|N, N}
+ \sum_{i \in (S_{H-nz} \setminus S_{H-nz-bad}) \cap (S_{H} \setminus S_{H-bad})} P_{A, B | X, Y, (0, 0)|N, N}
\leq |S_{H-nz-bad}| \left( \frac{1}{2} - \delta_3 \right) + |S_{H-bad}| + \left( |S_{H-nz} \setminus S_{H-nz-bad}| \right) \frac{1}{2} \left[ 1 + (N + 1)^{-t} \right]
\leq |S_{H-nz-bad}| \left( \frac{1}{2} - \delta_3 \right) + 4(3)^{0.01}(N + 1)^t + \left( |S_{H-nz} \setminus S_{H-nz-bad}| \right) \frac{1}{2} \left[ 1 + (N + 1)^{-t} \right].
\]
(76)

From the above we obtain that
\[
|S_{H-nz-bad}| \left( \frac{1}{2} (N + 1)^{-t} + \delta_3 \right) \leq |S_{H-nz}| \left[ \frac{1}{2} (N + 1)^{-t} + \delta_2 + \delta_{A_Z} \right] + 4(3)^{0.01}(N + 1)^t'.
\]
(77)

We note that in the ideal noiseless scenario, the test parameter \( \delta_2 \) is of the order of \( N^{-d} \) for parameter \( d < 1 \), we set \( d = 0.99 \). By suitably defining the value of \( \delta_3 \), we can ensure that the size of the subset \( S_{H-nz-bad} \) is much smaller than that of \( S_{H-nz} \). Furthermore, we have that the set of bad runs from the first test is bounded as \( |S_{H-bad}| \leq 4(3)^{0.01}(N + 1)^t' \) from Eq. (64) with high probability when the first test is passed. Therefore, we can define the total set of bad runs \( S_{bad} \) as
\[
S_{bad} := S_{H-bad} \cup S_{H-nz-bad}
= \left\{ i \in S_{H-nz} \mid P_{A, B | X, Y, (0, 0)|N, N} \leq \frac{1}{2} - \delta_3 \lor \mathbb{I}_0 \left( P_{A, B | X, Y} \geq (N + 1)^{-t} \right) \right\},
\]
(78)

and obtain that for chosen parameters \( t = 0.99, \delta_2 = \delta_{A_Z} = (N + 1)^{-0.99}, \delta_3 = (N + 1)^{-0.01}, M = (N + 1)^t \) that with probability greater than \( 1 - 2 \exp \left\{ -\frac{1}{4} (N + 1)^{(r-3.98)} \right\} - \exp \left\{ -\frac{3}{14} (N + 1)^{0.01(r-1)} \right\} \)
\[
|S_{bad}| \leq |S_{H-bad}| + |S_{H-nz-bad}|
\leq 4(3)^{0.01}(N + 1)^t' + \frac{1}{\delta_3} |S_{H-nz}| \left[ \frac{1}{2} (N + 1)^{-t} + \delta_2 + \delta_{A_Z} \right] + \frac{4(3)^{0.01}(N + 1)^t'}{\delta_3}
\leq 4(3)^{0.01}(N + 1)^t' + \frac{5|S_{H-nz}|(N + 1)^{-0.98}}{2} + 4(3)^{0.01}(N + 1)^t' + 0.01
\leq \frac{15(N + 1)^r - 2.98}{4} + 9(N + 1)^{t' + 0.01},
\]
(79)

where \( t' = 0.01r + 1.98 + 2 \log(1/2 + \epsilon) - 2 \log(1/2 - \epsilon) \), where we used the fact that \( |S_{H-nz}| \leq \frac{3M}{2(N + 1)^r} = \frac{3}{2} (N + 1)^{-2}. \)

F. Security of the final output bit for a range of initial \( \epsilon \).

We now bound the probability that the box \( r \in S_{H-nz} \) chosen using \( \log |S_{H-nz}| \) bits from the \( \epsilon \)-SV source belongs to the bad set \( S_{bad} \). Since the probability of choosing one of the runs from \( S_{H-nz} \) using an \( \epsilon \)-SV source is at most \( (1/2 + \epsilon)^{\log |S_{H-nz}|} \), we have by the union bound that
\[
\Pr (r \in S_{bad}) \leq (1/2 + \epsilon)^{\log |S_{H-nz}|} |S_{bad}|
\leq |S_{H-nz}|^{\log(1/2 + \epsilon)} \left[ \frac{15(N + 1)^r - 2.98}{4} + 9(N + 1)^{t' + 0.01} \right]
\leq \left( \frac{3(N + 1)^r - 2}{2} \right)^{\log(1/2 + \epsilon)} \left[ \frac{15(N + 1)^r - 2.98}{4} + 9(N + 1)^{t' + 0.01} \right]
\leq c \left[ (N + 1)^r [1 + \log(1/2 + \epsilon)] - 2 \log(1/2 + \epsilon) - 2.98 + (N + 1)^{r - 2} \log(1/2 + \epsilon) + t' + 0.01 \right],
\]
(80)
where $c$ is a constant $c = (3/2)^{6 + \log(1/2 + \epsilon)}$. We obtain that the probability $\Pr (r \in S_{\text{bad}}) \rightarrow 0$ whenever $\epsilon \lesssim 0.090$ for the choice

$$r = \frac{2.98 + 2 \log(1/2 + \epsilon)}{1 + \log(1/2 + \epsilon)} - 0.01. \quad (81)$$

In the set of good runs $S_{\text{good}} = S_{\text{bad}}^c$ which is the complement of Eq. (78), the probability $P_{A_i, B_i | x_i, y_i, W = w, Z = z} (0, 0 | N, N)$ is bounded as

$$\frac{1}{2} - \delta_3 \leq P_{A_i, B_i | x_i, y_i, W = w, Z = z} (0, 0 | N, N) \leq \frac{1}{2} [1 + (N + 1)^{-t}] . \quad (82)$$

We can now estimate the distance of the final bit to uniform $D \left( P_{R_w, Z | N, N}, P_U \times P_{W, Z | N, N} \right)$. To do this, we use the reasoning from the proof of Prop. 3. Specifically from Eq. (17), we obtain that $D \left( P_{R_w, Z | N, N}, P_U \times P_{W, Z | N, N} \right)$ is bounded as

$$D \left( P_{R_w, Z | N, N}, P_U \times P_{W, Z | N, N} \right) \leq \max \left\{ \delta_3, (N + 1)^{-t} \left( \frac{1/2 + \epsilon}{1/2 - \epsilon} \right)^{2 \log(N + 1)} \right\}$$

$$= \max \left\{ (N + 1)^{-0.01}, (N + 1)^{-0.99} \left( \frac{1/2 + \epsilon}{1/2 - \epsilon} \right)^{2 \log(N + 1)} \right\}$$

$$= \max \left\{ (N + 1)^{-0.01}, (N + 1)^{-0.99 + 2 \log(1/2 + \epsilon) - 2 \log(1/2 - \epsilon)} \right\}. \quad (83)$$

This gives that, conditioned on $\text{ACC} = \text{ACC}_1 \cap \text{ACC}_2$, the final output bit is arbitrarily close to uniform when for all $\epsilon \lesssim 0.085$ when $-0.99 + 2 \log(1/2 + \epsilon) - 2 \log(1/2 - \epsilon) \leq 0$. We also check that for this range of $\epsilon$, it holds that $r > 3.98$ so that the probabilities in the concentration inequalities are close to unity.

The correctness of the Protocol then follows from the value achieved by quantum correlations for both tests, since both tests in the protocol can be passed with high probability (i.e., event $\text{ACC}$ occurs with high probability) when the parties use honest devices that share the appropriate quantum correlations.

We remark that the above value of $\epsilon$ is not necessarily optimal and is an artefact of the method of our proof. Given Prop. 3, one may well expect that an improved value of $\epsilon$ may be obtained from a different analysis, or a different protocol based on the same ladder Hardy inequality. We further remark that it is also possible to modify the protocol to one such as in [8] where the requirement that $M/2(N + 1)^2 \leq |S_{\text{Hetz}}| \leq 3M/2(N + 1)^2$ is dropped. In its place, one could then apply a generalized Chernoff bound to deduce that with high probability, the input $(x_i, y_i) = (N, N)$ appears for a linear fraction of the runs in the Protocol [8].

V. SUPPLEMENTAL MATERIAL: SKETCH OF PROOF OF SECURITY OF ONE-SIDED DEVICE-INDEPENDENT RANDOMNESS AMPLIFICATION

In this section, we sketch the proof of security of the one-sided device-independent (1sDI) randomness amplification protocol from the main text. We defer a full security proof to future work for the following reason. It may be expected that this protocol can be modified to allow for a constant rate of noise. However, such a modification would require the application of a (strong) randomness extractor at the end of the protocol rather than obtaining the output bit from the outcomes of one randomly chosen run. It is then required to study if the techniques of the proofs against quantum side information from [8, 11] can be adapted to prove general security in the 1sDI scenario.

In this section, we show the existence of extremal sequential non-signalling assemblages that admit quantum realization in the time-ordered no-signaling (TONS) scenario. Furthermore, we show that such extremal assemblages are such that the outcomes of each party are perfectly random with respect to any non-signalling adversary. As such, under the correctness assumption that the devices behave according to quantum theory, picking the output bit from the measurement outcomes in a randomly chosen run (using an $\epsilon$-SV source) guarantees that the output bit is uniformly random and private with respect to any non-signalling adversary. Furthermore, since quantum correlations achieve algebraic violation of the steering inequality used in this protocol, the certification of perfect randomness can be made for arbitrary measurement independence, i.e., for arbitrary initial $\epsilon < 0.5$.

A. No-signaling assemblages - Preliminaries

In this subsection we give some preliminaries on the notions of no-signaling assemblages used to characterise the devices held by the honest parties and adversary Eve in the one-sided device-independent (1sDI) randomness
amplification protocol.

We consider a four-party device with three honest users Alice (A), Bob (B), Charlie (C) and an adversary Eve (E). The reduced three-party system held by the honest parties consists of two uncharacterised subsystems held by A-B and a trusted characterised system held by C. The subsystem C is quantum and is described by some Hilbert space of known dimension $d_C$, while the subsystems A and B are black box devices described only by a set of classical inputs (labels of the measurement settings) and classical outputs (labels of the measurement outcomes). In each run of the protocol, Alice and Bob perform local measurements $x$, $y$ respectively chosen using an $\epsilon$-SV source and obtain outcomes $a$, $b$ respectively.

When Alice and Bob choose the settings $x$, $y$, the quantum system of Charlie is described by the normalised version of operator $\sigma_{ab|xy}^{(C)}$ with probability $\text{Tr}(\sigma_{ab|xy}^{(C)})$ (which describes the probability of Alice and Bob obtaining outcomes labeled by $a$, $b$). The operator satisfies the no-signaling, non-negativity and normalisation conditions given by

$$\forall_{a,b,x,y} \sigma_{ab|xy}^{(C)} \geq 0,$$  \hspace{1cm} (84)

$$\forall_{b,x,x',y} \sum_{a} \sigma_{ab|xy}^{(C)} = \sum_{a} \sigma_{ab|x'y}^{(C)},$$  \hspace{1cm} (85)

$$\forall_{a,x,y,y'} \sum_{b} \sigma_{ab|xy}^{(C)} = \sum_{b} \sigma_{ab|xy'}^{(C)},$$  \hspace{1cm} (86)

$$\forall_{x,y} \text{Tr}(\sum_{a,b} \sigma_{ab|xy}^{(C)}) = \text{Tr}(\sigma^{(C)}) = 1.$$  \hspace{1cm} (87)

The abstract tripartite no-signaling assemblage (with two uncharacterised subsystems) is then defined as a collection of operators $\Sigma^{(C)} = \{ \sigma_{ab|xy}^{(C)} \}_{a,b,x,y}$ acting on fixed $d_C$ dimensional space, which satisfy constraints (84-87). If for a given no-signaling assemblage $\{ \sigma_{ab|xy}^{(C)} \}_{a,b,x,y}$ there exist subsystems A and B, local POVMs given respectively by elements $M_{a|x}^{(A)}$, $N_{b|y}^{(B)}$ and some tripartite state $\rho^{(ABC)}$ of the composite system ABC such that

$$\sigma_{ab|xy}^{(C)} = \text{Tr}_{AB} \left( M_{a|x}^{(A)} \otimes N_{b|y}^{(B)} \otimes \mathds{1}^{(ABC)} \right),$$  \hspace{1cm} (88)

we say that $\Sigma^{(C)}$ admits a quantum realisation (or simply that $\Sigma^{(C)}$ is a quantum assemblage).

It is clear that the set of no-signaling assemblages and the subsets of quantum assemblages (assemblages with quantum realisation) are convex. The same is true for the subset of local hidden state (LHS) assemblages a no-signaling assemblage from tripartite steering admits an LHS model if it can be represented as

$$\sigma_{ab|xy}^{(C)} = \sum_{i} q_i \tilde{p}_{i}^{(A)}(a|x)\tilde{p}_{i}^{(B)}(b|y)\sigma_{i}^{(C)},$$  \hspace{1cm} (89)

where $q_i \geq 0$, $\sum_i q_i = 1$, $\sigma_{i}^{(C)}$ are some states of the characterised subsystem C and $\tilde{p}_{i}^{(A)}(a|x), \tilde{p}_{i}^{(B)}(b|y)$ denote conditional probability distributions for the uncharacterised subsystems A and B respectively.

**B. Sequential no-signaling assemblages**

Consider a tripartite setting ABC in which each separated party obtains a particle at time $t_i$ where $i = 1, \ldots, n$. Let two subsystems (A,B) be uncharacterised and let one subsystem be characterised (C). For the characterised subsystem C, let any particle obtained at $t_i$ be described by a Hilbert space $H_C$, and let then the whole subsystem C be related to $\otimes_{i=1}^{n} H_C$. Finally, take antiques description of particles arriving at subsystems A and B. Consider ordered sequence of points in time $t_1 < t_2 < \ldots < t_n$ and a steering scenario in which A performs at $t_i$ local uncharacterised measurement (on the particles which arrived not later than $t_i$) with setting $x_i$ and outcome $a_i$, B performs at $t_i$ local uncharacterised measurement (on the particles which arrived not later than $t_i$) with setting $y_i$ and outcome $b_i$, and there is no signaling between A and B as well as there is no signaling backward in time (from $t_i$ to $t_j$ with $j < i$), i.e. outcomes of past measurements do not depend on future settings.
For simplicity we will sometimes write $a$ instead of ordered $n$-tuple of outcomes $(a_1, \ldots, a_n)$, and for a given $0 \leq k \leq n$ we will use notation $a_{\leq k}$ for the tuple obtained from $a$ by discarding outcomes $a_i$ with $i > k$. Finally, we will put $a_{\geq k} = (a_1, \ldots, a_{k-1}, a_{k+1}, \ldots, a_n)$. When convenient, we will use the same convention for $i = (1, \ldots, n)$ and any $n$-tuple related respectively to $b_i$, $x_i$ or $y_i$.

Using this notation we can describe quantum assembly related to the discussed sequential scenario. Sequential quantum assembly is a collection of subnormalised states $\sigma_{a|bxy}$ obtained by

$$
\sigma_{ab|xy} := \text{Tr}_{AB} \left( K_{a|1}^{(n)} \otimes L_{b|y_{n}}^{(n)} \cdots K_{a|1}^{(1)} \otimes L_{b|y_{1}}^{(1)} \rho_{ABC} K_{a|1}^{(1)} \otimes L_{b|y_{1}}^{(1)} \cdots K_{a|n}^{(n)} \otimes L_{b|y_{n}}^{(n)} \right)
$$

(90)

where $\rho_{ABC} \in \otimes_{i=1}^{n} B(H_A \otimes H_B \otimes H_C)$ is a given state and for any $1 \leq k \leq n$ and any fixed $x_k, y_k$, operators $K_{a|k}^{(k)} \otimes K_{a|k}^{(k)} \in \otimes_{i=1}^{k} B(H_A)$ and $L_{b|y_k}^{(k)} \otimes L_{b|y_k}^{(k)} \in \otimes_{i=k+1}^{n} B(H_B)$ are elements of POVMs, i.e. $\sum_{a_k} K_{a|k}^{(k)} K_{a|k}^{(k)*} = 1 \in \otimes_{i=1}^{k} B(H_A)$ and $L_{b|y_k}^{(k)} L_{b|y_k}^{(k)*} = 1 \in \otimes_{i=k+1}^{n} B(H_B)$. Note that we abuse the notation by writing $1$ for identity operator acting on a Hilbert space of arbitrary dimension, depending on the context. Moreover, in the above definition of $\sigma_{a|bxy}$, we put $K_{a|k}^{(n)} \otimes L_{b|y_{n}}^{(n)} \in \otimes_{i=1}^{n} B(H_A \otimes H_B)$ instead of $K_{a|k}^{(n)} \otimes L_{b|y_{n}}^{(n)} \otimes 1 \in \otimes_{i=1}^{n} B(H_A \otimes H_B \otimes H_C)$ for the sake of notation compactness.

If we forget about quantum nature of measurements on $A, B$, we may try to generalize this picture in the language of no-signaling assemblies. In that case description of the steering scenario in a sequential setting will by given by the sequential no-signaling assembly, i.e. by the set

$$
\Sigma^{(n)} = \left\{ \sigma_{a|bxy} \right\}_{a|bxy}
$$

(91)

of positive operators (subnormalised states) $\sigma_{a|bxy} = \sigma_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_n y_n} \in \otimes_{i=1}^{n} B(H_C)$ satisfying the following conditions.

1) For any choice of $x, y$

$$
\sum_{a_1 b_1 \ldots a_n b_n} \sigma_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_n y_n} = \sigma, \quad \text{Tr}(\sigma) = 1.
$$

(92)

2) For any $0 \leq k \leq n$ and any choice of $a_{\leq k}, b, x, y$

$$
\sigma_{a_{\leq k} b|xy} = \sigma_{a_{\leq k} b|x_{\leq k} y}
$$

(93)

where

$$
\sigma_{a_{\leq k} b|xy} := \sum_{a_{k+1} \ldots a_n} \sigma_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_n y_n}.
$$

(94)

3) For any $0 \leq k \leq n$ and any choice of $a, b_{\leq k}, x, y$

$$
\sigma_{ab|xy} = \sigma_{ab|xy_{\leq k}}
$$

(95)

where

$$
\sigma_{ab|xy} := \sum_{b_{k+1} \ldots b_n} \sigma_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_n y_n}.
$$

(96)

It is useful to present elements of sequential no-signaling assembly as $\sigma_{a|bxy} = \rho_{ab|xy} \rho_{a|bxy}$ where $\rho_{ab|xy} = \text{Tr}(\sigma_{a|bxy})$ stand for conditional probabilities and each $\rho_{a|bxy}$ denotes a normalised state (note that $\rho_{a|bxy}$ may be arbitrary if $\rho_{ab|xy} = 0$). Observe that due to $\Sigma^{(n)}$, $\left\{ \rho_{ab|xy} \right\}_{a|bxy}$ forms a correlation box that obeys constraints of time-ordering no-signaling (TONS) - see for example [51].

Fix any $x_{\leq k}, y_{\geq k}$. Observe that according to (92) the following no-signaling assembly

$$
\Sigma^{(1)}_{x_\leq k y_{\geq k}} := \left\{ \sum_{a_{\geq k}, b_{\leq k}, x, y} \text{Tr}_{AB} (\sigma_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_n y_n}) \right\}
$$

(97)

does not depend on the choice of those $x, y$ for which $s, r > k$ (in other words one can define $\Sigma^{(1)}_{x_{\leq k} y_{\geq k}} := \Sigma^{(1)}_{x_{\leq k} y_{\geq k}}$). A particular case when $\Sigma^{(1)}_{x_{\leq k} y_{\geq k}}$ does not depend on the choice of any $x_i, y_j$ (for $i, j \neq k$) we will simply write $\Sigma^{(1)}_{k} := \Sigma^{(1)}_{x_{\leq k} y_{\geq k}}$ for unambiguous assembly related to time $t_k$. 


Note that for any fixed \( a_{<n}, b_{<n}, x_{<n}, y_{<n} \) we have (due to conditions (93, 95))

\[
\sum_{a_n} \text{Tr}_{1,\ldots,n-1}(\sigma_{a_1 b_1 \ldots a_n b_n} | x_{1y_1} \ldots x_n y_n) = \sum_{a_n} \text{Tr}_{1,\ldots,n-1}(\sigma_{a_1 b_1 \ldots a_n b_n} | x_{1y_1} \ldots x_n y_n^n) \tag{98}
\]

and

\[
\sum_{b_n} \text{Tr}_{1,\ldots,n-1}(\sigma_{a_1 b_1 \ldots a_n b_n} | x_{1y_1} \ldots x_n y_n) = \sum_{b_n} \text{Tr}_{1,\ldots,n-1}(\sigma_{a_1 b_1 \ldots a_n b_n} | x_{1y_1} \ldots x_n y_n^n) \tag{99}
\]

for any choice of \( x_n, x'_n, y_n, y'_n \). If so then

\[
\Sigma^{(1)}_{a_{<n}b_{<n}x_{<n}y_{<n}} := \{ \text{Tr}_{1,\ldots,n-1}(\sigma_{a_1 b_1 \ldots a_n b_n} | x_{1y_1} \ldots x_n y_n) \}_{a_n,b_n,x_n,y_n}
\]

is a no-signaling assemblage up to a positive rescaling (it is a subnormalised assemblage).

From now on let \( a_i, b_i, x_i, y_i \in \{0,1\} \) for any \( i = 1, \ldots, n \). In what follows, when this not cause a confusion we will omit subscripts while referring to sets.

### C. The steering inequality used in the 1sDI Protocol II

In the 1sDI protocol II in Fig. 2 from the main text, we consider the simplest nontrivial case of tripartite steering with two uncharacterised subsystems, i.e., with \( a, b, x, y \in \{0,1\} \). Note that a no-signaling assemblage can be then seen as a box of positive operators (i.e. subnormalised states) where \((a|x)\) label rows and \((b|y)\) label columns, i.e.

\[
\Sigma^{(C)} = \begin{pmatrix}
\sigma_{0000}^{(C)} & \sigma_{0100}^{(C)} & \sigma_{0101}^{(C)} & \sigma_{0111}^{(C)} \\
\sigma_{0010}^{(C)} & \sigma_{0011}^{(C)} & \sigma_{0111}^{(C)} & \sigma_{1111}^{(C)} \\
\sigma_{0010}^{(C)} & \sigma_{0011}^{(C)} & \sigma_{0111}^{(C)} & \sigma_{1111}^{(C)} \\
\sigma_{1010}^{(C)} & \sigma_{1011}^{(C)} & \sigma_{1011}^{(C)} & \sigma_{1111}^{(C)} \\
\end{pmatrix}
\]

In particular, LHS assemblages are convex combinations of extremal boxes (of operators) which have only four nonzero positions occupied by the same pure state forming a rectangle with exactly one element for each pair \((x,y)\).

We also recall the notions of similarity and inflexibility of no-signaling assemblages with pure rank one elements \(\sigma_{ab|x}\) introduced in [42].

**Definition 5.** Consider a general no-signaling assemblage \(\Sigma^{(C)}\) as in Eq. (100), with all positions occupied by at most rank one operators and denote it by \(\Sigma^{(C)} = \{ p_i | \psi_i^{(C)} \rangle \langle \psi_i^{(C)} | \}_{i=1}^n\), where \(i = (ab|xy)\) and \(p_i = \text{Tr}(\sigma_i^{(C)})\). Any other assemblage \(\hat{\Sigma}^{(C)} = \{ \hat{q}_i | \hat{\psi}_i^{(C)} \rangle \langle \hat{\psi}_i^{(C)} | \}_{i=1}^n\), with the same states at the same positions and the additional property that \(p_i = \hat{q}_i = 0\) is called similar to \(\Sigma^{(C)}\).

Note that the above relation is not symmetric, i.e. it may happen that \(\hat{\Sigma}^{(C)}\) is similar to \(\Sigma^{(C)}\), but \(\Sigma^{(C)}\) is not similar to \(\hat{\Sigma}^{(C)}\). The second concept is defined here

**Definition 6.** An assemblage \(\Sigma^{(C)}\) is called inflexible if for any \(\hat{\Sigma}^{(C)}\) similar to \(\Sigma^{(C)}\) we get \(\Sigma^{(C)} = \hat{\Sigma}^{(C)}\).

Note that in particular inflexibility implies extremality in the set of all no-signaling assemblages. In the two-party steering scenario, it is known that all no-signaling assemblages admit quantum realisation [54]. As such, it is easy to identify extremal no-signaling assemblages (with quantum realisations) that mandate a decoupling from any adversarial system. On the other hand, none of the extremal points so far have been found to give rise to a perfect random bit under the constraint of arbitrarily weak measurement independence. Such a random bit is more readily obtained from a three-party test on a GHZ state for arbitrary initial \(\epsilon\). This fact, coupled with a recent discovery that there are extremal non-trivial non-signaling assemblages in the tripartite scenario that admit quantum realisation motivates us to formulate the 1sDI protocol with three honest users. Specifically the following proposition was shown in [42].

**Proposition 7.** (12) For any pure genuine three-party entangled state \(\psi^{(ABC)} \in \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^4\) there exists a pair of PVMs with two outcomes on subsystems A and B respectively such that a no-signaling assemblage \(\Sigma^{(C)}\) obtained by these measurements is inflexible, extremal, not LHS, and uniquely and maximally violates some steering inequality \(F\).
Note that in contrast to the above Proposition, it has been shown in the fully device-independent setting that no non-trivial extremal no-signaling boxes admit quantum realization \([24]\). In the 1sDI protocol, we use a specific instance of Prop. 7 in which the steering inequality \(F\) allows for randomness extraction for arbitrarily measurement independence, i.e., when the measurement settings are chosen using SV sources with arbitrary \(\epsilon < 1/2\). Furthermore, the maximal violation of the chosen steering inequality \(F\) is self-testing for the GHZ state and certifies that the output bit of one party (Alice) is perfectly random.

In particular, we consider the steering inequality defined as follows. Consider the three-qubit GHZ state \(|\psi^{(ABC)}\rangle = \frac{1}{\sqrt{2}}(|000\rangle + |111\rangle)\). Let the no-signaling assemblage \(\Sigma^{(C)}_{GHZ}\) be given by \(\sigma^{(C)}_{ab|xy} = \text{Tr}_{AB}(P_{a|x}^{(A)} \otimes Q_{b|y}^{(B)} \otimes 1|\psi^{(ABC)}\rangle \langle\psi^{(ABC)}|)\) with \(P_{00}^{(A)} = Q_{00}^{(B)} = |+\rangle\langle+|\) and \(P_{01}^{(A)} = Q_{01}^{(B)} = |0\rangle\langle0|\), i.e.

\[
\Sigma^{(C)}_{GHZ} = \frac{1}{4} \begin{pmatrix}
\begin{array}{cccc}
|+\rangle\langle+| & |\rangle\langle\rangle & |0\rangle\langle0| & |1\rangle\langle1|
\| -\rangle\langle-| & +\rangle\langle+| & |0\rangle\langle0| & |1\rangle\langle1|
\| 0\rangle\langle0| & |0\rangle\langle0| & |0\rangle\langle0| & |0\rangle\langle0|
\| 1\rangle\langle1| & |1\rangle\langle1| & |1\rangle\langle1| & |1\rangle\langle1|
\end{array}
\end{pmatrix}.
\]

We first consider the steering functional from \([42]\) given by

\[
F_{\Sigma^{(C)}_{GHZ}}(\tilde{\Sigma}^{(C)}) = \sum_{a,b,x,y=0,1} \text{Tr}(\rho_{ab|xy} \tilde{\sigma}^{(C)}_{ab|xy}),
\]

where

\[
\rho_{ab|xy} = \begin{cases}
0 & \text{for } \sigma^{(C)}_{ab|xy} = 0,
\frac{\sigma^{(C)}_{ab|xy}}{\text{Tr}(\sigma^{(C)}_{ab|xy})} & \text{for } \sigma^{(C)}_{ab|xy} \neq 0.
\end{cases}
\]

Observe that \(F_{\Sigma^{(C)}_{GHZ}}(\tilde{\Sigma}^{(C)}) \leq 4\) for all no-signalling assemblages and as shown in \([42]\), the maximal value of \(F_{\Sigma^{(C)}_{GHZ}}(\tilde{\Sigma}^{(C)})\) is uniquely obtained for \(\Sigma^{(C)}_{GHZ}\). It was also shown in \([42]\) that the maximum value of the steering functional over all local hidden state assemblages is given by \(c = \sup_{|\phi\rangle} \text{Tr} [|3\rangle\langle0| + |+\rangle\langle+|]|\phi\rangle\langle\phi|] = \frac{1 + \sqrt{10}}{2} < 4\).

The parties in the Protocol II test for the complementary steering functional given as \(4 - F_{\Sigma^{(C)}_{GHZ}}(\tilde{\Sigma}^{(C)})\) which achieves its minimum algebraic value of 0 in quantum theory while the LHS minimum is \(4 - \frac{\sqrt{10}}{2}\). In other words, the parties check that the quantity

\[
Z_S := \frac{1}{\mathcal{M}} \sum_{i=1}^{\mathcal{M}} B_S(a_i, b_i, x_i, y_i) = 0
\]

where

\[
B_S(a_i, b_i, x_i, y_i) = (1 - \rho_{a_i,b_i|x_i,y_i}) \cdot \tilde{\sigma}^{(C)}_{a_i,b_i|x_i,y_i},
\]

and \(\tilde{\sigma}^{(C)}_{a_i,b_i|x_i,y_i}\) is the state of Charlie’s system for the output-input pairs \((a_i, x_i)\) and \((b_i, y_i)\) on Alice and Bob’s systems. Given that the algebraic violation of the inequality is achieved by quantum correlations, the steering test works for arbitrary initial \(\epsilon \geq 48\). Finally, it is also clear that Alice’s measurements \(P_{00}^{(A)}\) and \(P_{01}^{(A)}\) on the GHZ state give rise to perfectly random outcomes. In the next subsection, we show that the properties of self-testing, extremality and perfect randomness in the measurement output of one party persist in the time-ordered no-signaling steering scenario where the parties perform sequential measurements on their respective subsystems.

D. Relative inflexibility of sequential assemblages

**Theorem V.1.** Let \(\Sigma^{(n)}\) be a sequential assemblage such that \(\Sigma_i^{(1)} = \Sigma_i\) for any \(i = 1, \ldots, n\) and each \(\Sigma_i\) is an inflexible assemblage, then automatically \(\Sigma^{(n)} = \otimes^n_{i=1} \Sigma_i\). 

Proof. For simplicity we will use the notation in which $|\psi\rangle\langle\psi| = \Psi$ for any pure state. Consider first the special case with $n = 2$ and $\Sigma^{(2)}$ such that

$$\Sigma^{(1)}_1 = \Sigma_1 := \left\{ q_{ab|zy}^{(1)} \Psi_{ab|zy}^{(1)} \right\}$$

and

$$\Sigma^{(1)}_2 = \Sigma_2 := \left\{ q_{ab|zy}^{(2)} \Psi_{ab|zy}^{(2)} \right\}$$

where $\Sigma_1, \Sigma_2$ stand for some fixed inflexible assemblages. We will show that $\Sigma^{(2)} = \Sigma^{(1)}_1 \otimes \Sigma^{(1)}_2$.

Observe that

$$p_{a_1b_1a_2b_2|x_1y_1x_2y_2} = p_{a_2b_2|a_1b_1x_1y_1x_2y_2}p_{a_1b_1|x_1y_1x_2y_2}$$

and

$$p_{a_1b_1|x_1y_1x_2y_2} = p_{a_1b_1|x_1y_1}$$

by no-signaling (backward in time, from $t_2$ to $t_1$ - see conditions (93,95)). Consider now the spectral decomposition given by

$$\rho_{a_1b_1a_2b_2|x_1y_1x_2y_2} = \sum_j \sum_{a_1,a_2} \phi_{j}(a_1b_1a_2b_2|x_1y_1x_2y_2) \Psi_{j}(a_1b_1a_2b_2|x_1y_1x_2y_2)$$

By equality (106) for $\Sigma^{(1)}_1$ we get

$$q_{a_1b_1|x_1y_1}\Psi^{(1)}_{a_1b_1|x_1y_1} = \sum_{a_2,b_2} p_{a_2b_2|a_1b_1x_1y_1x_2y_2}p_{a_1b_1|x_1y_1} \text{Tr}_2(\rho_{a_1b_1a_2b_2|x_1y_1x_2y_2})$$

for any fixed $a_1, b_1, x_1, y_1$ and any choice of $x_2, y_2$. Note that $q_{a_1b_1|x_1y_1} = 0$ if and only if $p_{a_1b_1|x_1y_1} = 0$. If this is not the case, (111) may be true if and only if each $\phi_{j}(a_1b_1a_2b_2|x_1y_1x_2y_2)$ (such that $p_{a_2b_2|a_1b_1x_1y_1x_2y_2} \neq 0$) is related to the product state

$$\phi_{j}(a_1b_1a_2b_2|x_1y_1x_2y_2) = \Psi^{(1)}_{a_1b_1|x_1y_1} \otimes \Psi^{(j)}_{a_1b_1a_2b_2|x_1y_1x_2y_2}$$

and $p_{a_1b_1|x_1y_1} = q_{a_1b_1|x_1y_1}$. On the other hand, by equality (107), we get

$$q_{a_2b_2|x_1y_1}\Psi^{(2)}_{a_2b_2|x_1y_1} = \sum_{a_1,b_1} p_{a_2b_2|a_1b_1x_1y_1x_2y_2}p_{a_1b_1|x_1y_1} \text{Tr}_1(\rho_{a_1b_1a_2b_2|x_1y_1x_2y_2})$$

for any fixed $a_2, b_2, x_2, y_2$ and any choice of $x_1, y_1$. Note that $q_{a_2b_2|x_1y_1} = 0$ implies $p_{a_1b_1|x_1y_1} = 0$ or $p_{a_2b_2|a_1b_1x_1y_1x_2y_2} = 0$ (for all $a_1, b_1$) and if $p_{a_2b_2|a_1b_1x_1y_1x_2y_2}p_{a_1b_1|x_1y_1} \neq 0$ then for each $j$ (by (112))

$$\phi_{j}(a_1b_1a_2b_2|x_1y_1x_2y_2) = \Psi^{(1)}_{a_1b_1|x_1y_1} \otimes \Psi^{(2)}_{a_2b_2|x_2y_2}$$

From this without loss of generality one can write

$$\Sigma^{(2)} = \left\{ p_{a_1b_1|x_1y_1}p_{a_2b_2|a_1b_1x_1y_1x_2y_2}\Psi^{(1)}_{a_1b_1|x_1y_1} \otimes \Psi^{(2)}_{a_2b_2|x_2y_2} \right\}$$

For some fixed $a_1, b_1, x_1, y_1$ (such that $p_{a_1b_1|x_1y_1} \neq 0$) consider $\Sigma^{(1)}_{a_1b_1|x_1y_1} = \left\{ \text{Tr}_1(\sigma_{a_1b_1a_2b_2|x_1y_1x_2y_2}) \right\}$ (compare with (100)). This object (up to normalisation) has to be a no-signaling assemblage similar to $\Sigma_2$, but from inflexibility of $\Sigma_2$ we have

$$p_{a_1b_1|x_1y_1}p_{a_2b_2|a_1b_1x_1y_1x_2y_2} = \alpha_{a_1b_1|x_1y_1}q_{a_2b_2|x_2y_2}^{(2)}$$

for some positive constant $\alpha_{a_1b_1|x_1y_1}$. Therefore

$$p_{a_1b_1|x_1y_1} = \sum_{a_2,b_2} p_{a_1b_1|x_1y_1}p_{a_2b_2|a_1b_1x_1y_1x_2y_2} = \sum_{a_2,b_2} \alpha_{a_1b_1|x_1y_1}q_{a_2b_2|x_2y_2}^{(2)}$$
and finally $\alpha_{a_1 b_1 | x_1 y_1} = p_{a_1 b_1 | x_1 y_1}$. Since in has been already established that $p_{a_1 b_1 | x_1 y_1} = q_{a_1 b_1 | x_1 y_1}^{(1)}$, in the end we see that

$$\Sigma^{(2)} = \left\{ q_{a_1 b_1 | x_1 y_1}^{(1)} q_{a_2 b_2 | x_2 y_2}^{(2)} \psi_{a_1 b_1 | x_1 y_1}^{(1)} \otimes \psi_{a_2 b_2 | x_2 y_2}^{(2)} \right\} = \Sigma_1 \otimes \Sigma_2. \quad (118)$$

To conclude the proof we need to show that if the statement is true for a given $n$, it must be true as well for $n + 1$. In order to do that consider sequential assemblage $\Sigma^{(n+1)}$ such that $\Sigma_2^{(1)} = \Sigma_i$ for any $i = 1, \ldots, n$ and each $\Sigma_i$ is inflexible. Define new sequential assemblage by discarding part related to time $t_{n+1}$, i.e. define

$$\tilde{\Sigma}^{(n)} = \left\{ \sum_{a_{n+1}, b_{n+1}} \text{Tr}_{n+1} (\sigma_{a_1 b_1 \ldots a_n b_{n+1} | x_1 y_1 \ldots x_{n+1} y_{n+1}}) \right\}. \quad (119)$$

Because for any $i = 1, \ldots, n$ we have $\tilde{\Sigma}_i^{(1)} = \Sigma_i^{(1)}$ = $\Sigma_i$, due to inductive assumption we obtain

$$\tilde{\Sigma}^{(n)} = \otimes_i^n \Sigma_i. \quad (120)$$

Observe that

$$p_{a_1 b_1 \ldots a_n b_{n+1} | x_1 y_1 \ldots x_{n+1} y_{n+1}} = p_{a_1 b_1 \ldots a_n b_{n+1} | a_1 b_2 \ldots a_n b_n x_1 y_1 \ldots x_{n+1} y_{n+1}} p_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_{n+1} y_{n+1}} \quad (121)$$

and

$$p_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_{n+1} y_{n+1}} = p_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_n y_n} \quad (122)$$

by no-signaling (backward in time).

Moreover, because of (120) and $\Sigma^{(1)}_{n+1} = \Sigma_{n+1}$, by the similar arguments as considered above in specific case $n = 2$, one can see that

$$p_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_n y_n} = \prod_i^n q_{a_i b_i | x_i y_i} \quad (123)$$

and without loss of generality $\Sigma^{(n+1)}$ can be expressed as

$$\Sigma^{(n+1)} = \left\{ \prod_i^n q_{a_i b_i | x_i y_i} p_{a_{n+1} b_{n+1} | a_1 b_2 \ldots a_n b_n x_1 y_1 \ldots x_{n+1} y_{n+1}} \otimes_i^n \psi_{a_i b_i | x_i y_i} \otimes \psi_{a_{n+1} b_{n+1} | x_{n+1} y_{n+1}} \right\}. \quad (124)$$

For a fixed choice of $a_1, b_2, \ldots, a_n, b_n x_1, y_1, \ldots, x_n, y_n$ such that $\prod_i^n q_{a_i b_i | x_i y_i} \neq 0$, one may consider subnormalised assemblage $\Sigma_{a_1 b_2 \ldots a_n b_n x_1 y_1 \ldots x_n y_n} = \{ \text{Tr}_{1 \ldots n} (\sigma_{a_1 b_1 \ldots a_n b_n | x_1 y_1 \ldots x_{n+1} y_{n+1}}) \}$ and once again by the same arguments like above, one can show that

$$p_{a_{n+1} b_{n+1} | a_1 b_2 \ldots a_n b_n x_1 y_1 \ldots x_{n+1} y_{n+1}} = q_{a_{n+1} b_{n+1} | x_{n+1} y_{n+1}} \quad (125)$$

and finally

$$\Sigma^{(n+1)} = \left\{ \prod_i^{n+1} q_{a_i b_i | x_i y_i} \otimes q_{a_{n+1} b_{n+1} | x_{n+1} y_{n+1}} \right\} = \otimes_i^{n+1} \Sigma_i. \quad (126)$$

By the rule of inductive procedure the proof is completed.

In particular if for any $i = 1, \ldots, n$ we have $\sum_i^{(1)} = \sum_{fix}$ for some inflexible assemblage $\sum_{fix}$, then $\sum_i^{(n)} = \otimes_i^n \sum_{fix}$.
E. Self-testing result for sequential assemblages

For any $i = 1, \ldots, n$ consider a given inflexible assemblage $\Sigma_i = \{ \sigma_{ab|xy}^{(i)} \} = \{ \psi_{ab|xy}^{(i)} \}$ where once more $\psi$ stands for pure state $|\psi\rangle\langle\psi|$. We know [12] that it can be self-tested by some functional (steering inequity) $F_i$ defined by

$$F_i(\Sigma) = \sum_{a,b,x,y=0,1} \text{Tr}(\tau_{ab|xy}^{(i)} \sigma_{ab|xy}^{(i)}), \quad \tau_{ab|xy}^{(i)} = \begin{cases} 0 & \text{for } \sigma_{ab|xy}^{(i)} = 0, \\ \frac{\sigma_{ab|xy}^{(i)}}{\text{Tr}(\sigma_{ab|xy}^{(i)})} & \text{for } \sigma_{ab|xy}^{(i)} \neq 0. \end{cases} \quad (125)$$

where $\Sigma = \{ \sigma_{ab|xy} \}$ stands for any no-signaling assemblage ($F_i(\Sigma) = 4$ if and only if $\Sigma = \Sigma_i$ - see [12]).

Now, based on the structure of each $F_i$, define a new functional $F_{1\ldots n}^{(n)}$ acting on sequential assemblages (described in the Section V B) by

$$F_{1\ldots n}^{(n)}(\Sigma^{(n)}) := \sum_{a,b,x,y} \text{Tr}(\tau_{ab|xy} \sigma_{ab|xy}^{(i)}), \quad \tau_{ab|xy} = \bigotimes_{i=1}^{n} \tau_{ab|xy}^{(i)} \quad (126)$$

where $\Sigma^{(n)} = \{ \sigma_{ab|xy} \}$ stands for any sequential no-signaling assemblage on $n$ time points. Observe that the maximal value for $F_{1\ldots n}^{(n)}(\Sigma^{(n)})$ if given by $4^n$ and if so, then we can write (for this sequential assemblage $\Sigma^{(n)}$ which maximizes $F_{1\ldots n}^{(n)}$)

$$\hat{\Sigma}^{(n)} = \{ \rho_{ab|xy} \quad (127)$$

where $\rho_{ab|xy} = \prod_{i=1}^{n} \psi_{ab|xy}^{(i)}$.

Fix any $i$. According to the previous observation we have (compare with formula (127))

$$F_{1\ldots n}^{(n)}(\hat{\Sigma}^{(n)}) = \sum_{x_1, y_1} \left( \sum_{a_1, b_1, x_1, y_1} \text{Tr}\left( (\hat{\Sigma}^{(1)}_{x_1, y_1})_{a_1, b_1|x_1, y_1} \right) \right) = \sum_{x_1, y_1} F_i(\hat{\Sigma}^{(1)}_{x_1, y_1}) = 4^n. \quad (128)$$

Note that as above expression boils down to the sum of $4^{n-1}$ terms and that each term is given by a value of functional $F_i$ on some no-signaling assemblage $\hat{\Sigma}^{(1)}_{x_1, y_1}$. Therefore, from this equality we get $F_i(\hat{\Sigma}^{(1)}_{x_1, y_1}) = 4$ for each choice $x_1, y_1$ and by uniqueness $\hat{\Sigma}^{(1)}_{x_1, y_1} = \Sigma_i$. As the choice of $i$ was arbitrary, $\hat{\Sigma}^{(n)} = \Sigma_i$ for any $i$. We can see now that $\hat{\Sigma}^{(n)}$ fulfills assumption of Theorem V.1 and we derive at the following results.

Theorem V.2. $F_{1\ldots n}^{(n)}(\Sigma^{(n)}) = 4^n$ if and only if $\Sigma^{(n)} = \otimes^n \Sigma_i$, where each inflexible assemblage $\Sigma_i$ maximizes functional $F_i$.

Note that in particular if $F_i = F$ for every $i = 1, \ldots, n$ and $F$ is a functional maximized by some fixed inflexible assemblage $\Sigma_{f1x}$, then $F_{1\ldots n}^{(n)}(\Sigma^{(n)}) = 4^n$ if and only if $\Sigma^{(n)} = \otimes^n \Sigma_{f1x}$.