Quantum Circuits Reproduce Experimental Two-dimensional Many-body Localization Transition Point
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While many studies point towards the existence of many-body localization (MBL) in one dimension, the fate of higher-dimensional strongly disordered systems is a topic of current debate. The latest experiments as well as several recent numerical studies indicate that such systems behave many-body localized – at least on practically relevant time scales. However, thus far, theoretical approaches have been unable to quantitatively reproduce experimentally measured MBL features – an important requirement to demonstrate their validity. In this work, we use fermionic quantum circuits as a variational method to approximate the full set of eigenstates of two-dimensional MBL systems realized in fermionic optical lattice experiments. Using entanglement-based features, we obtain a phase transition point in excellent agreement with the experimentally measured value. Moreover, we calculate the filling fraction-dependent MBL phase diagram, an important feature which has not been addressed in previous literature. We argue that our approach best captures the underlying charge-density-wave experiments and compute the mean localization lengths, which can be compared to future experiments.

Introduction. — An important requirement for the laws of thermodynamics to be meaningful is that closed systems act as their own heat baths. For quantum many-body systems, this requirement is expressed in the eigenstate thermalization hypothesis [1, 2] (ETH). However, with the discovery of many-body localization [3–5] (MBL), it became apparent that not only fine-tuned systems are able to evade the ETH [6], but that there exists an entire phase of matter that lacks thermalization. For one-dimensional strongly disordered quantum systems, the existence of MBL is underpinned by various numerical studies [7–10], experimental observations [11–15], and a recent rigorous proof using only very mild assumptions [16].

In two dimensions, MBL would allow for topologically-protected quantum computation away from low temperatures [17–21], a promising feature as we enter the era of noisy intermediate-scale quantum computing [22]. However, whether MBL exists beyond one dimension is still an important open question: Experimental observations are supportive of higher-dimensional MBL [23–25], and several theoretical studies are also in favor of this scenario [26–30], while others plead against it [31–35]. A possible explanation of these divergent results is that strongly disordered quantum systems in higher dimensions eventually thermalize, but only after extremely long times [36, 37]. As a result, it is likely that such systems behave many-body localized on all experimentally relevant time scales. Hence, the practically most relevant task is the description of the phenomenon of higher-dimensional MBL on those time scales.

FIG. 1. Filling fraction-dependent phase diagram. We plot $\Delta_c$, with error bars indicating ±1 standard error, as a function of filling fraction from $\nu = 0.3$ to $\nu = 1.7$. The solid line is a fourth order polynomial fit using only the $\nu \in [0.4, 1.6]$ data points (blue dots). The red star corresponds to the expected phase transition point at the experimental filling fraction of $\nu = 0.5$.

In this work, we use shallow fermionic two-dimensional quantum circuits to simulate the MBL-to-thermal transition observed in optical lattice experiments with fermions subject to a quasi-periodic potential [24]. We obtain a phase transition point in excellent agreement with the one measured experimentally and argue that this is due to the corresponding charge-density-wave initializations.
being well captured by shallow quantum circuit simulations. We furthermore calculate the filling fraction-dependent MBL phase diagram (shown in Fig. 1), an important feature which has been neglected in previous experimental and theoretical studies. Throughout, we use the semantics of a phase transition (although strictly speaking it might be a crossover [38]), as we focus on the behavior on experimentally relevant time scales, which is exactly what our method is able to capture.

A quantum circuit is a representation of a unitary acting on many sites in terms of smaller unitaries (also called gates) acting non-trivially only on small patches of sites each. If the gates can be applied in parallel, it is possible to stack them in a brickwork structure, as in Fig. 2. If only a small number of layers of gates is required for such a brickwork structure, we call the quantum circuit shallow. Shallow quantum circuits have proven to be a powerful tool, both for the numerical simulation of MBL [21, 27, 42–44] and the analytical classification of symmetry-protected topological MBL phases [45–47]. As opposed to other approaches, quantum circuits approximate the full set of eigenstates in the MBL regime and give access to all their local observables. In one dimension, this feature allows one to reproduce the MBL-to-thermal transition point [43] found in exact diagonalization studies [48], even with very simple quantum circuits. While previous two-dimensional quantum circuit simulations displayed striking features of an MBL phase in the strongly disordered regime [27], they significantly over-estimated the phase transition point found in the corresponding experiments [23]. These were initialized with one half of the optical trap filled, whereas the fermionic optical lattice experiments of Ref. [24] were initialized with charge-density-waves. This gives quantum circuit simulations of those fermionic experiments two important advantages over the simulation of bosonic experiments: (i) The numerical simulations do not require a truncation of the on-site Hilbert space dimension. (ii) Charge-density-waves require only few hops of the atoms to reach thermal equilibrium, a process more amenable to a description by shallow quantum circuits. We note that fermionic quantum circuit simulations do not suffer from the sign problem plaguing Monte Carlo approaches. We calculate the transition point as a function of the filling fraction, reproducing the experimental result of Ref. [24] at half filling. We also compute the average localization length as a function of disorder strength, which can be measured in future domain-wall experiments [23].

Formalism. — In one dimension, MBL systems have been shown to possess a complete set of local integrals of motion [49–57] (LIOMs), also known as l-bits. For a spin-1/2 chain, they are typically denoted as \( \tau^z_i \) and by definition commute with the MBL Hamiltonian \( H_{1D} \) and with each other, [\( H_{1D}, \tau^z_i \)] = [\( \tau^z_i, \tau^z_j \)] = 0. The LIOMs are related via a local unitary \( U \) (which also diagonalizes the Hamiltonian) to the on-site spin-\( z \) Pauli operators, \( \tau^z_i = U \sigma^z_i U^\dagger \). As a result, \( \tau^z_i \) is exponentially localized around site \( i \), where the corresponding characteristic decay length is known as the localization length \( \xi_L \). The Hamiltonian can be expressed in terms of LIOMs, \( H_{1D} = c + \sum_i c_i \tau^z_i + \sum_{i,j} c_{ij} \tau^z_i \tau^z_j + \sum_{i,j,k} c_{ijk} \tau^z_i \tau^z_j \tau^z_k + \ldots \), where |\( c_{ijk...} \) decays exponentially with the maximum distance between the indexed sites.

![FIG. 2](image-url)
In two dimensions, any set of local quantities \( \{ \tau_i^z \} \) may not exactly commute with the Hamiltonian; however, the inverse of the commutator in operator norm \( \| [H_{2D}, \tau_i^z] \|_{\text{op}} \) serves as a lower bound on relaxation times \[40\]. Hence, systems with a very small commutator behave many-body localized on very long time scales \[38, 40\], giving rise to the experimental observation of two-dimensional MBL. Setting aside the question whether MBL persists in the infinite-time limit, here we use fermionic quantum circuits to describe the MBL-to-thermal transition found in optical lattice experiments with fermions \[24\]. To that end, we define a variational quantum circuit \( \tilde{U} \) which approximately diagonalizes the Hamiltonian, and use it to construct a set of approximate LIOMs \( \tilde{\tau}_i^z = \hat{U} \sigma_i^z \hat{U}^\dagger \) \[27\]. We optimize the unitaries constituting \( \tilde{U} \) by minimizing the commutator with the Hamiltonian in fermionic trace norm \( \sum_i \| [H, \tilde{\tau}_i^z] \|_1^2 \). Since the approximate LIOMs we will obtain will commute very well with the Hamiltonian, they will correspond to local observables, which equilibrate only on very long time scales \[40\]. This enables us to describe the MBL-like behavior seen in experiments. The likely transience of MBL in two dimensions implies that the transition seen in experiments is actually a (relatively abrupt) crossover between a quickly thermalizing regime and a regime where thermalization takes place on non-accessible time scales. It is currently unclear whether the arguments in favor of metastable MBL also apply to quasi-periodic systems \[37, 59\].

**Model and numerical approach.** — We study the model Hamiltonian underlying the fermionic optical lattice experiments of Ref. \[24\]. The system consists of spin-1/2 fermions on a two-dimensional \( N \times N \) square lattice governed by the Fermi-Hubbard Hamiltonian with a quasi-periodic potential,

\[
H = -J \sum_{\langle i,j \rangle} \sum_{\mu=\uparrow,\downarrow} (c_{i,\mu}^\dagger c_{j,\mu} + c_{j,\mu}^\dagger c_{i,\mu}) + V \sum_i n_{i,\uparrow} n_{i,\downarrow} + \Delta \sum_i \left[ \cos(2\pi \beta_x x) + \cos(2\pi \beta_y y) \right] (n_{i,\uparrow} + n_{i,\downarrow}),
\]

where the lattice sites are labeled by \( i = (x, y) \). \( c_{i,\mu}^\dagger \) and \( c_{i,\mu} \) are fermionic creation and annihilation operators with spin-\( z \) component \( \mu = \uparrow, \downarrow \), and \( n_{i,\mu} = c_{i,\mu}^\dagger c_{i,\mu} \) is the particle number operator. Using the experimental model parameters, we set \( \beta_x = 0.721 \) and \( \beta_y = 0.693 \), and the on-site interaction strength to \( V = 5J \). \( \Delta \) is the disorder strength; experimentally the MBL phase was observed above the critical disorder strength \( \Delta_c^{\text{exp}} = 9 \pm 0.5J \).

In our computational approach, we consider multiple disorder realizations of a \( 10 \times 10 \) system with periodic boundary conditions to emulate the properties of the experimental system in the center of the optical trap. To produce different disorder realizations, we shift the quasi-periodic potential by a random amount, i.e. we use the potential \( \Delta (\cos(2\pi (\beta_x x + \delta x)) + \cos(2\pi (\beta_y y + \delta y))) \) with \( \delta x, \delta y \in [0, 1) \) drawn from a uniform distribution, where we keep the same choices for different \( \Delta \). We introduce the variational quantum circuit \( \tilde{U} \), which is composed of smaller unitary operators arranged in two layers, as depicted in Fig. \[2a\]. The small unitaries each act on \( 2 \times 2 \) patches of sites and are restricted to be real and to preserve particle number (as the overall Hamiltonian does), which also ensures they have even parity.

In order to optimize \( \tilde{U} \), we define a cost function \( f(\tilde{U}) \) such that \( f(\tilde{U}) = 0 \) if \( \tilde{U} \) diagonalizes the Hamiltonian. \( f(\tilde{U}) \) may be written as \[27, 41\]

\[
f(\tilde{U}) = \frac{1}{N^2 4^N} \sum_i \sum_{\mu=\uparrow,\downarrow} [ \text{Tr}(H^2) - \text{Tr}(H \tilde{\tau}_i^z \hat{H} \tilde{\tau}_i^z)] ,
\]

which consists of a constant term \( \text{Tr}(H^2) \) and a nontrivial term whose tensor network representation is shown in Fig. \[2\]. Here, we have to account for the fact that the on-site Hilbert space dimension of the model is \( 4 \), i.e., there are two approximate LIOMs per site \( i \), \( \tilde{\tau}_i^z \tilde{U} = \hat{U} \sigma_i^z \hat{U}^\dagger, \) where \( \sigma_i^z \) acts on site \( i \) as \( \sigma^z \otimes I \) and \( \sigma_i^z \) as \( I \otimes \sigma^z \). Expression \[2\] can be decomposed into a sum of local parts whose complexity is independent of the system size, allowing for the efficient calculation of the cost function and numerical optimization of the unitaries using automatic differentiation \[41\].

**Results.** — We determined the location of the MBL-to-thermal transition of this model by computing the on-site entanglement entropy \( S_i \) averaged over approximate eigenstates from the optimized \( \tilde{U} \) as a function of disorder strength \( \Delta \). Even though the Fock space dimension grows exponentially with the system size, this can be done in an efficient fashion using the approach outlined in \[27, 41\]. The standard deviation \( \sigma_{S, i} \) of the averaged entanglement entropy with respect to disorder realizations peaks at the transition point \[10\]. To reduce statistical fluctuations, we average \( \sigma_{S, i} \) over site positions \( i \) \[27, 43\], resulting in the behavior shown in Fig. \[3\]. We observe a maximum at \( \Delta_c \approx 9.2J \). This value corresponds to an average over 1000 randomly chosen approximate eigenstates per disorder realization and all sites \( i \). In \[41\], we analyse the probability distributions of entanglement entropies, which display characteristic multimodal features near \( \Delta = 9J \), forming another signature of the transition.

The filling fraction \( \nu \) of almost all eigenstates is near its mean value of 1. However, the charge-density-wave evolutions of Ref. \[24\] only involved eigenstates with filling fraction \( \nu = 0.5 \). Since lower filling fractions are associated with lower energies and the transition point depends on the energies of the involved eigenstates, \[27, 33, 35\], our results need to be specified for filling fraction \( \nu = 0.5 \) in order to allow for an appropriate comparison with the experimental result. To that end, we carried out the above
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The transition point \( \Delta_c^{\nu=0.5} \) in Fig. 1. The transition points were obtained from the maxima of the filling fraction-resolved entanglement entropy fluctuations of Fig. 3. The error bars were obtained by randomly varying the data points of Fig. 3 according to normal distributions of variances equal the corresponding standard errors. The result at half filling based on a statistical error analysis [5] is \( \Delta_c(\nu=0.5) = 8.3 \pm 0.4 J \) (±2 standard deviations, i.e., 95% confidence interval). However, there is also a systematic error due to the finite entanglement inherent to our tensor network ansatz. We estimate this error by comparing to a truncated model of Eq. (2) that excludes double occupancies, which are relatively rare at filling fraction \( \nu = 0.5 \). Crucially, this restriction to on-site Hilbert space dimension \( d = 3 \) implies that all the constituting unitaries have local dimension \( d = 3 \) (bond dimension); thus, studying this truncated model effectively corresponds to studying the original model with a tensor network ansatz of lower bond dimension. We performed the above-described process (optimizing unitaries and then observing entanglement fluctuation) for the truncated model, obtaining a phase transition point of \( \Delta^{3d-3}(0.5) = 5.3 J \) [11]. However, this value should be scaled before comparing with the result from the untruncated model. In the truncated model at half filling, each fermion is on average surrounded by two fermions, one spin-up and one spin-down. However, the exclusion of double occupancies prevents the central fermion from hopping to the neighboring site occupied with opposite spin, effectively reducing the hopping strength (very roughly) by a factor of 3/4, i.e. \( J \rightarrow J_{\text{eff}} = (3/4)J \), so that \( \Delta/J \rightarrow \Delta/J_{\text{eff}} = (4/3)(\Delta/J) \). Hence, a better estimate of the transition point predicted by bond dimension 3 calculations (as opposed to actual truncation of the physical model) would be \( \Delta^{d=3}_{\text{eff}}(0.5) \approx (4/3)\Delta^{d=3}(0.5) \approx 7J \), close to \( \Delta^{d=4}(0.5) = 8.3 \pm 0.4 J \). We also note that in the limit \( \nu \rightarrow 0 \), where double occupancies can be safely neglected, the original phase transition points for \( d = 4 \) are close. We obtained \( \Delta^{d=4}(\nu \rightarrow 0) = 4.3J \) [11] and \( \Delta^{d=4}(\nu \rightarrow 0) \approx 3J \) (see the intersection of the critical line with the horizontal axis in Fig. 1), moving towards the exact, non-interacting result of \( \Delta_{\text{non-int}}(\nu \rightarrow 0) = 2J \). For more details, see [11]. Similarly, the phase transition point at \( \nu = 0.5 \) increases with increasing bond dimension, i.e., it drifts closer to the experimental value. We cannot specify a precise error bar associated with this drift, though the corresponding error combined with the above statistical error is very likely to overlap with the range found experimentally, \( \Delta^{\text{exp}} = 9 \pm 0.5 J \) [24].

We now address the question as to why no such agreement was found in the earlier study of Ref. [27], attempting to describe the “half-moon” experiments of Ref. [15]. We first note that our method describes a set of approximate LIOMs \( \tilde{H}_i \) (rather than the actual integrals of motion of the Hamiltonian \( H \)), which due to the short depth of the quantum circuit act non-trivially only on a finite patch of sites. Our method thus captures the phase transition point of a fiducial Hamiltonian \( H \) built only of sums of products of the \( \tilde{H}_i \), such that \( H \) is exactly diagonalized by our quantum circuit \( \tilde{U} \), which only approximately diagonalizes \( H \) itself. Therefore, we can choose \( \tilde{H} \approx H \). This relation can be used to show [11] that higher-order products of the \( \tilde{H}_i \) in \( \tilde{H} \) vanish. This in turn implies that in a time evolution \( \tilde{H} \) can propagate a domain wall only across a fixed number of sites \( O(\ell) \), where \( \ell = 2 \) is the size of the small unitaries. Therefore, our quantum circuit describes a Hamiltonian which is able to equilibrate

FIG. 3. (a) Standard deviation, over 10 disorder realizations, of the entanglement entropy (averaged over 1000 approximate eigenstates) as a function of \( \Delta/J \), averaged over sites. The curve is a third order polynomial fit and error bars denote two standard errors (for the error analysis, see [41]). The peak of this curve, located at (9.2, 0.055) and marked by a red star, indicates the transition point of the overall Hamiltonian. Inset: Entanglement entropy \( S \) (averaged over sites, eigenstates, and disorder realizations) as a function of \( \Delta/J \). (b) Same plot as in (a) but with filling-fraction resolution, for a few representative values of \( \nu \), each averaged over \( 10^4 \) approximate eigenstates.
a charge-density-wave, but not a “half-moon” configuration. Our approach therefore captures the earlier type of experiments, but not the latter.

We also calculated the average localization length $\xi_L$ as a function of disorder strength as a quantity which can be compared to future experiments. The localization length coincides with the non-interacting result within uncertainties for large $J$, but starts to deviate already for $\Delta < 50 J$.

**Conclusions.** — We used a fermionic quantum circuit approach to simulate the two-dimensional MBL phase observed in the optical lattice experiments of Ref. [24]. A careful analysis of the entanglement features for different filling fractions yields an MBL-to-thermal transition point in excellent agreement with the experimental result.
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Supplemental Material
Quantum Circuits Reproduce Experimental Two-dimensional Many-body Localization Transition Point

1. Diagrammatic approach to fermionic tensor networks

Here we review the idea of super vector spaces following Refs. [46, 64, 65], and the diagrammatic approach to fermionic tensor networks introduced in Ref. [46] (see related but different approaches in Refs. [66–70]). A super vector space \( V = V^0 \oplus V^1 \) is a direct sum of the vector spaces \( V^0 \) and \( V^1 \) containing even and odd parity vectors, respectively. A vector \( |a\rangle \in V \) is homogeneous if it belongs either to \( V^0 \) or \( V^1 \), and its parity is denoted by \( |a| \in \{0, 1\} \), 0 for even and 1 for odd. \( V^* \) denotes the dual super vector space. The graded tensor product of two homogeneous vectors \( |a_1\rangle \) and \( |a_2\rangle \) is \( |a_1\rangle \otimes \sigma |a_2\rangle \in V \otimes_\sigma V \), and its parity is \( |a_1| + |a_2| \mod 2 \). The reordering of vectors within a graded tensor product is the isomorphism \( F : |a_1\rangle \otimes \sigma |a_2\rangle \rightarrow (-1)^{|a_1|}|a_2\rangle \otimes \sigma |a_1\rangle \). The reordering of graded tensor products in \( V^* \otimes_\sigma W, V \otimes_\sigma W^* \) and \( V^* \otimes_\sigma W^* \) is similarly defined. The contraction \( C \) is the homomorphism \( C : \langle a_1 \rangle \otimes \sigma \langle b \rangle \rightarrow \langle a \rangle \rightarrow \langle b \rangle \rangle \). An operator acting on the super vector space \( V \) is \( \hat{O} = \sum_{a,b} O_{a,b} |a\rangle \otimes \sigma \langle b \rangle \in V \otimes_\sigma V^* \), which has parity \( |O| := |a| + |b| \mod 2 \) (where \( |a| \) and \( |b| \) denote basis vectors with a fixed parity). Higher rank operators are similarly defined.

Our diagrammatic representation of the fermionic tensor network approach is as follows:

1. **Fermionic ordering of \( \mathbb{Z}_2 \) graded tensor products** is represented by a single directed line in red passing through all elements of the super vector space (represented as open black legs in Fig. S1).

2. **Kets (Bras) of the (dual) super vector space** \( V = V^0 \oplus V^1 \) \((V^*)\) are represented as open legs in black that point along (against) the direction of the arrow.

3. **Fermionic reordering** of \( |a_1\rangle \) and \( |a_2\rangle \) gives rise to a parity-dependent sign \((-1)^{|a_1|+|a_2|}\) which is represented as a crossing between two open legs, denoted as a black dot.

An example is the **supertrace of a rank-2 operator** \( \hat{O} \), which is written algebraically as

\[
s\text{Tr}(\hat{O}) := C \left( \sum_{a,b} O_{a,b} |a\rangle \otimes \sigma \langle b \rangle \right) = C \left( \sum_{a,b} O_{a,b} (-1)^{|a|+|b|} \langle b | \otimes \sigma |a\rangle \right) = \sum_a (-1)^{|a|} O_{aa} = \text{tr}(PO).
\]

Diagrammatically, we have

\[
\begin{align*}
|a\rangle &= \includegraphics[height=1cm]{ket_a}\quad (a) \\
\langle a| &= \includegraphics[height=1cm]{bracket_a}\quad (b) \\
|\vec{a}\rangle &= \includegraphics[height=1cm]{many_body_ket}\quad (c) \\
\langle \vec{a}| &= \includegraphics[height=1cm]{many_body_bra}\quad (d) \\
O_{ab} |a\rangle \otimes \sigma \langle b \rangle &= \includegraphics[height=1cm]{operator}\quad (e) \\
O_{\vec{a}} |\vec{a}\rangle \otimes \sigma \langle \vec{a} \rangle &= \includegraphics[height=1cm]{many_body_operator}\quad (f) \\
\sigma_{ab} &= \includegraphics[height=1cm]{parity}\quad (g) \\
P &= (-1)^{|a|+|b|} \delta_{ab}\quad (h)
\end{align*}
\]

FIG. S1. Diagrammatic representation of (a) a ket \( |a\rangle \); (b) a bra \( \langle a| \); (c) a many-body ket \( |\vec{a}\rangle \); (d) a bra \( \langle \vec{a}| \) in the standard ordering; (e) a rank-2 operator \( \hat{O} \); (f) a many-body operator \( \hat{O} \) in the standard form; (g) the fermionic swap gate; and (h) the parity gate.
where $P_{ij} = (-1)^{|i|} \delta_{ij}$ is the parity operator (see Fig. S1). Due to the additional parity operator appearing in the supertrace, the conventional fermionic trace operation of a rank-2 operator in the standard form is implemented as follows,

$$\text{Tr}(\hat{O}) := C \left( \sum_{a,b,c} (-1)^{|c|} \langle c \rangle \otimes \langle g | \otimes g O_{ab} | a \rangle \otimes \langle b \rangle \right) = \text{tr} (O). \quad (S1)$$

Lastly, we show two identities concerning the fermionic swap gates in Fig. S2.

2. Optimization of the quantum circuit $\tilde{U}$

In this section, we describe the optimization procedure, the goal of which is to variationally diagonalize the Hamiltonian

$$H = -J \sum_{(i,j)} \sum_{\mu=\uparrow,\downarrow} (c_{i,\mu}^\dagger c_{j,\mu} + c_{j,\mu}^\dagger c_{i,\mu}) + V \sum_i n_{i,\uparrow} n_{i,\downarrow} + \sum_i W(i)(n_{i,\uparrow} + n_{i,\downarrow}), \quad (S2)$$

where $W(i) = W(x,y) = \Delta \left( \cos(2\pi \beta_x x) + \cos(2\pi \beta_y y) \right)$ is the quasiperiodic potential. We use the letters $i, j$ to refer to a 2D coordinate: $i = (x,y) \in Z^2 \cap ([1,N] \times [1,N])$. We introduce the variational quantum circuit $\tilde{U}$, which can be viewed as a matrix whose columns are the approximate eigenstates of $H$, and which depends on the underlying variational parameters in a way that makes it unitary by construction.

2.1. Overview

In order to optimize the approximate eigenstates in $\tilde{U}$, i.e. find the $\tilde{U}$ that approximately diagonalizes the Hamiltonian, we find approximate LIOMs $\tilde{\tau}_{i,\mu}(\tilde{U}) = \tilde{U} \sigma_{i,\mu}^z \tilde{U}^\dagger$ which commute with the Hamiltonian $H$ as well as possible.

FIG. S2. (a) Fermionic swap gates acting on one leg of tensor $\hat{O}$ can be exchanged with swap gates acting on the complementary set of legs of $\hat{O}$ if $\hat{O}$ is even. If $\hat{O}$ is odd, an additional parity gate appears. (b) A line that crosses all legs of an operator $\hat{O}$ can be simplified according to the parity of the operator $\hat{O}$. 

\[\begin{array}{c}
\text{(a)}
\begin{array}{ccc}
\begin{array}{l}
\includegraphics[width=0.3\textwidth]{figa.png}
\end{array}
\end{array} = \begin{array}{l}
\includegraphics[width=0.3\textwidth]{figb.png}
\end{array} = \begin{array}{l}
\includegraphics[width=0.3\textwidth]{figc.png}
\end{array} \quad \text{or} \quad \begin{array}{l}
\includegraphics[width=0.3\textwidth]{figd.png}
\end{array}
\end{array}
\text{if } |\langle \hat{O} \rangle| = 1
\begin{array}{c}
\text{(b)}
\begin{array}{ccc}
\begin{array}{l}
\includegraphics[width=0.3\textwidth]{figa.png}
\end{array}
\end{array} = \begin{array}{l}
\includegraphics[width=0.3\textwidth]{figb.png}
\end{array} = \begin{array}{l}
\includegraphics[width=0.3\textwidth]{figc.png}
\end{array} \quad \text{or} \quad \begin{array}{l}
\includegraphics[width=0.3\textwidth]{figd.png}
\end{array}
\end{array}
\text{if } |\langle \hat{O} \rangle| = 0
\end{array} \]
FIG. S3. Chosen ordering of the fermionic operators. Each square contains four sites on which a red gate in Fig. 2 acts.

To that end, we minimize a cost function \[ f(\tilde{U}) = \frac{1}{2N^24N^2} \sum_i \sum_{\mu=\uparrow,\downarrow} \text{Tr}([H,\tilde{\tau}^{z\mu}_{i,\mu}][H,\tilde{\tau}^{z\mu}_{i,\mu}]) \]
\[ = \frac{1}{N^24N^2} \sum_i \sum_{\mu=\uparrow,\downarrow} \left[ \text{Tr}(H^2(\tilde{\tau}^{z\mu}_{i,\mu})^2) - \text{Tr}(H\tilde{\tau}^{z\mu}_{i,\mu}H\tilde{\tau}^{z\mu}_{i,\mu}) \right], \tag{S3} \]
where to get to the second line, one simply expands out the commutators. In addition to the intuitive motivation, we also note that it is straightforward to prove that \( f(\tilde{U}) = 0 \) if and only if \( \tilde{U} \) exactly diagonalizes the Hamiltonian (without assuming that \( \tilde{U} \) is a quantum circuit or that the system is many body localized).

In Eq. (S3), the sums over sites \( i \) and spin \( \mu \) produce \( 2N^2 \) terms, and the dimension of the overall Fock space is \( 4N^2 \), so the factor of \( 1/(2N^24N^2) \) has been included to ensure that \( f(\tilde{U}) \) becomes an \( O(1) \) number. The first term in the bracket reduces to the constant \( \text{Tr}(H^2) \), since \((\tilde{\tau}^{z\mu}_{i,\mu})^2 = (\sigma^z_{i,\mu})^2 = 1\). The cost function then effectively reduces to a sum of \( -\text{Tr}(H\tilde{\tau}^{z\mu}_{i,\mu}H\tilde{\tau}^{z\mu}_{i,\mu}) \) terms, each of which can be calculated via a local tensor network contraction as explained in the following section.

The optimization is possible for large values of \( N \) since the computation time scales linearly with the system size due to the quantum circuit \( \tilde{U} \) being built up of smaller unitaries acting on patches of \( 2 \times 2 \) sites, cf. Fig 2a. Those unitaries are taken to be real and particle number preserving, as the same applies to the Hamiltonian. (This is expected not to reduce the accuracy of the approximation significantly \cite{27, 43}.) The small unitaries are thus orthogonal block-diagonal matrices whose diagonal blocks can be parameterized as \( u_{\text{block}} = e^{A} \), where the real anti-symmetric matrix \( A = -A^\top \) contains the (real) parameters to be optimized.

For the Hamiltonian in Eq. (1), we have \( f(\tilde{U}) = 4J \), regardless of the values of \( V \) and \( \Delta \). We choose to initialize all unitaries (and consequently \( \tilde{U} \)) as identities and set \( J = 1 \). Thus the cost function takes the initial value of \( f = 4 \). After performing the optimization, we observe the cost function converging to \( f \approx 2 \) for small disorder strength \( (\Delta \approx 1) \), and to as small as \( f \approx 0.1 \) for large disorder strength \( (\Delta > 20) \).

Due to virtual memory constraints, we run the optimization by sweeping across the system and optimizing one small unitary at a time. We verified (using a spinless fermionic model) that the sweeping method results in no loss of accuracy compared to simultaneous updating of all parameters. The optimization was performed with the l-BFGS algorithm with automatic differentiation using the PyTorch library \cite{71}.

2.2. Analytical evaluation of the local cost function

In this subsection, we show how to compute the cost function contribution, \( -\text{Tr}(H\tilde{\tau}^{z\mu}_{i,\mu}H\tilde{\tau}^{z\mu}_{i,\mu}) \), by evaluating the fermionic contractions within the fermionic trace operation. For the representation of the fermionic operators as matrices, we choose the fermionic ordering shown in Fig. S3. The operator \( \tilde{\tau}^{z\mu}_{i,\mu} = \tilde{U}\sigma^{z\mu}_{i,\mu}\tilde{U}^\dagger \) is a contraction of fermionic operators, and is nontrivial only over a \( 4 \times 4 \) region due to its causal cone structure, which arises from the
FIG. S4. (a) Diagrammatic representation of $\tilde{\tau}_i^z = \tilde{U} \sigma_i^z \tilde{U}^\dagger$ as a 2D diagram. For simplicity, the index $\mu$ is suppressed in the diagrams. The sites inside the causal cone of $\sigma_i^z$ are illustrated explicitly, with the fermionic ordering specified in (c), while the ones outside are represented as a thick line. (b) $\tilde{\tau}_i^z = \tilde{U} \sigma_i^z \tilde{U}^\dagger$ as a 3D diagram, where we have omitted the sites outside the causal cone of $\sigma_i^z$ and the swap gates [explicitly shown in (a)] for simplicity. (c) New fermionic ordering for the 32 sites inside of and surrounding the causal cone of $\sigma_i^z$. The ordering of other sites in the system can be arbitrarily arranged once the gates in $\tilde{U}$ outside the causal cone of $\sigma_i^z$ have been canceled, as the identity lines can be dragged through the even operator $\tilde{\tau}_i^z$. Note that the constituting unitaries are site-dependent.

FIG. S5. (a) Classification of three types of contributions to the Hamiltonian $H = \sum_{\mu} h_\mu$ for a given $\sigma_i^z$: (i) Bulk-I terms (blue), which reside within $2 \times 2$ plaquettes (black squares); (ii) bulk-II terms (green) which act across two plaquettes; and (iii) edge terms (purple) which straddle across the boundary of the causal cone. (b) As an example, we illustrate the fermionic tensor network of a bulk-II type $h_\mu$ that acts on site $(2,2)$ and $(2,3)$. The coordinates within the causal cone are defined according to Fig. S4c. The location of this term is illustrated in (d). (c) A bulk-I type $h_\mu$ (blue) can give rise to JW string (yellow) within a plaquette. (d) A bulk-II type $h_\mu$ (green) can give rise to JW string (yellow) in multiple plaquettes. The fermionic tensor network of this term is illustrated in (b). (e) An edge type $h_\mu$ (purple) can give rise to JW string (yellow) in multiple plaquettes and at sites surrounding the causal cone.

fact that all unitaries in $\tilde{U}$ and their conjugates in $\tilde{U}^\dagger$ cancel out (even in the presence of fermionic swap gates), except a local set of unitaries, as illustrated in Fig. S4. When calculating $-\text{Tr}(H \tilde{\tau}_i^z H \tilde{\tau}_i^z)$, we consider $H$ as a sum of local terms, and note that those terms that lie entirely outside the $4 \times 4$ causal cone region give a constant contribution to the cost function, and can therefore be ignored. By only including the Hamiltonian terms inside the causal cone,
FIG. S6. (a) Diagrammatic representation of the local contributions to the cost function. Additional subscripts of \( u, v, \sigma_i \) and \( \tilde{\tau}_i \) have been suppressed for simplicity. By expanding the Hamiltonian \( H = \sum_k h_k \) in terms of local contributions (see Figs. S5 and S7), we can rewrite the cost function in (a) as a sum of tensor network contractions of the form in (b). The tensors with the same color in (a) are grouped into one tensor with the same color in (b) (after the decomposition of \( H \)).

\[-\text{tr}(H \tilde{\tau}_{\mu}^z H \tilde{\tau}_{\mu}^z)\] becomes a sum of local tensor network contractions.

Specifically, we write the Hamiltonian \( H = \sum_k h_k \) as a sum of 2-site operators over all pairs of nearest neighbors. The local action of the 2-site operators \( h_k \) is given by \( \hat{H} \) [ignoring Jordan-Wigner (JW) strings of fermion parity operators on other sites; see next paragraph]

\[
h_{k}^{\text{loc}} = -J \left( (c_{+} Z) \otimes c_{+} + (c_{+} Z) \otimes c_{+} + (Z c_{+}) \otimes c_{+} + (Z c_{+}) \otimes c_{+} \right) + \frac{1}{2} [V n_{\mu} n_{\mu} + W(x, y)(n_{\mu} + n_{\lambda})] \otimes \mathbb{1},
\]

where \( Z = \text{diag}(1, -1, -1, 1) \) is the local parity operator, and \( c_{+} \) and \( c_{-} \) are creation and annihilation operators acting on a single site (i.e. 4 \times 4 matrices). \( n_{\mu} = c_{\mu}^\dagger c_{\mu} \) and \( W(x, y) = \Delta [\cos(2\pi(\beta_{x} x + \delta_{x})) + \cos(2\pi(\beta_{y} y + \delta_{y}))], \) where \( (x, y) \) is the coordinate of one of the two sites that \( h_k \) acts on (we will use the convention that it is always the coordinate of the left or lower site, when \( h_k \) lies horizontally or vertically, respectively). We thus have

\[
-\text{Tr}(H \tilde{\tau}_{\mu}^z H \tilde{\tau}_{\mu}^z) = -\sum_{h, l} \text{Tr}(h_k \tilde{\tau}_{\mu}^z h_l \tilde{\tau}_{\mu}^z). \]

Now we partition the 4 \times 4 causal cone region (where \( \tilde{\tau}_{\mu}^z \) is non-trivially supported) into four 2 \times 2 plaquettes as in the black squares in Fig. S5. The \( h_k \)’s that act non-trivially on the 4 \times 4 causal cone region can be classified as (Fig. S5a): (i) Bulk-I terms, which reside within one of the plaquettes; (ii) bulk-II terms, which act across two plaquettes; and (iii) edge terms, which straddle across the boundary of the causal cone of \( \tilde{\tau}_{\mu}^z \).

If both \( h_k \) and \( h_l \) are bulk-I terms, i.e. they lie within plaquettes, \( h_k \tilde{\tau}_{\mu}^z h_l \tilde{\tau}_{\mu}^z \) reduces to an expression of the form of Fig. S6b, which is relatively easy to contract (see the description of the contraction algorithm below). If either \( h_k \) or \( h_l \) is a bulk-II or edge term, i.e. \( h_k \) lies across plaquettes or the edge, then \( h_k \) or \( h_l \) is decomposed using Eq. (S4) into a sum of products of on-site operators, so we end up expressing \( h_k \tilde{\tau}_{\mu}^z h_l \tilde{\tau}_{\mu}^z \) as a sum of multiple expressions of the form Fig. S6b.

As mentioned above, it is not strictly true that the 2-site operators \( h_k \) can be locally written as in Eq. (S4), due to the presence of JW strings. Specifically, if the 2-site operator \( h_k \) lies along the fermionic ordering in Fig. S4a, then the previous paragraphs apply directly. However, if \( h_k \) does not lie along the fermionic ordering, then the fermionic

---

1 To clarify the relation between \( h_{k}^{\text{loc}} \) and \( h_k \): \( h_{k}^{\text{loc}} \) is a 2-site operator, i.e. a 16 \times 16 matrix. \( h_k \equiv \mathbb{1} \otimes \cdots \otimes \mathbb{1} \otimes h_{k}^{\text{loc}} \otimes \mathbb{1} \otimes \cdots \otimes \mathbb{1} \) is an operator that acts non-trivially on two sites but is formally a \( 4^N \times 4^N \) matrix.
Fig. S7. A graphical depiction of Eq. (S4), for an example of a Bulk-II type $h_k$ operator. On the left, we illustrate $h_k$ in the notation of Fig. S5 (sites outside of the $4 \times 4$ causal cone are not shown). On the right, we illustrate a sum of five tensor products.

Contractions give rise to a series of fermionic swap gates, which we call a JW string, located along the fermionic ordering and in between the creation and annihilation operators of $h_k$. As an example, we consider a bulk-II term $h_k$ illustrated in Fig. S5d, which can be expressed in the tensor network notation as Fig. S5b. This decomposition and resulting JW strings are shown in Fig. S7. Generally, a JW string appears for bulk-I term $h_k$ if $h_k$ acts within a plaquette on the bottom left and top left site, and for all bulk-II and edge terms.

In the paragraphs above, we have evaluated the fermionic contraction in the local cost function $-\text{Tr}(\tilde{\tau}_z^i \tilde{\tau}_z^i)$. We showed that the cost function involves calculating $h_k \tilde{\tau}_z^i h_l \tilde{\tau}_z^i$ terms and summing over all the $h_k$ and $h_l$ operators that intersect the $4 \times 4$ causal cone of $\sigma_z^{i,\mu}$. By decomposing $h_k \tilde{\tau}_z^i h_l \tilde{\tau}_z^i$, whenever necessary, we can write the local cost function in the form depicted in Fig. S6a. We further simplify Fig. S6a using tensor network techniques. For a given $h_k$ and $h_l$, we combine pairs of unitaries $(u^\dagger, u)$ and $(v^\dagger, v)$ with the intervening Hamiltonian terms in Fig. S6a to obtain the diagram in Fig. S6b.

Next, we simplify Fig. S6b in Fig. S8 by contracting together tensors and dragging lines across tensors using the identities described in Fig. S2. In Fig. S8 we adopt the convention of thick lines which represent four parallel thin lines as described in Fig. S8a-c. We use the intermediate steps shown in Fig. S8d-g to arrive at the final simplified diagram in Fig. S8h.

In short, the cost function $-\text{Tr}(\tilde{\tau}_z^i \tilde{\tau}_z^i)$ can be evaluated as Fig. S6a. After expanding the Hamiltonian in terms of local contributions given in Fig. S5 using the expansion in Fig. S7, the fermionic contractions within the trace can be performed, and the cost function can be expressed as a sum of tensor networks of the form shown in Fig. S8h.

2.3. Numerical computation of the local cost function

In practice, it is not the most efficient way to loop over $h_k$ and $h_l$. Some speedup can be achieved by organizing the sums in specific ways. Additionally, some subtleties arise when $h_k$ and $h_l$ lie on the edge of the causal cone region. In this section, we discuss the algorithm used to numerically calculate the local cost function as a sum over tensor networks of the type shown in Fig. S8h.

First, we make a parenthetical comment about the dimensionality of operators. In the below, we will refer to operators that act only on a local region. In the interest of making the equations consistent in the simplest way possible, let us adopt the convention that operators are defined on the full Fock space. So for example, $h_k$ acts non-trivially on 2 sites in the $4^{N^2}$-dimensional Fock space.

Our aim is to compute $\text{Tr}(H \tilde{\tau}_z^i \tilde{\tau}_z^i)$. Recall that only Hamiltonian terms that have non-trivial support in the $\tilde{\tau}_z^i$ causal cone need to be considered. For a given causal cone, we decompose the Hamiltonian as $H = \sum_{k \in \text{outside}} h_k + \sum_{k \in \text{causal cone}} h_k = H_e + H_c$. Within the sum over terms in the causal cone, $h_k$ terms may lie within a plaquette (Bulk I), across two plaquettes but still in the bulk (Bulk II), or on the edge, as depicted in Fig. S5. Let us write

$$H_c = \sum_{k \in \text{Bulk I}} h_k + \sum_{k \in \text{Bulk II}} h_k + \sum_{k \in \text{Edge}} h_k.$$  

(S5)
FIG. S8. (a) Definition of a thick line, which represents a collection of four parallel thin lines. (b) A fermionic swap gate or (c) a parity gate acting on a thick line represents fermionic swap gates or parity gates applied separately on the four parallel thin lines. (d) A diagrammatic representation of contributions to the cost function after the evaluation of the fermionic contraction (equivalent to Fig. S6). (e) Definition of tensor $A$ ($D$) as a combination of the $A_1$ and $A_2$ tensors in red ($D_1$ and $D_2$ in yellow). (f) Dragging the outermost thick lines in (e) towards the center of the diagram, which gives rise to fermionic swap gates and parity operators according to the identities in Fig. S2. (g) Dragging the four thin lines connected to tensor $A$ (and $D$) to the top and the bottom of the diagram. Again, fermionic swap gates and parity operators appear according to the identities in Fig. S2. (h) The final simplified diagram is obtained by defining tensor $B$ ($C$) as a combination of the $B_1$ and $B_2$ tensors in blue ($C_1$ and $C_2$ in green).

Furthermore, we define

$$H_{\square} \equiv \sum_{k \in \text{Bulk 1}} h_k + \sum_{k \in \text{Edge}} h'_k,$$

(S6)
where $h'_k$ is the operator acting on the edge with the outside leg traced out,

\[ h'_k \equiv \begin{array}{c} \hline \hline \end{array} h_k \begin{array}{c} \hline \hline \end{array} \]  

(S7)

where both operators have to be thought of as tensor products with 1 on all other sites. In other words, $H_{\square}$ is defined to be $H_0$ but without the Bulk II terms, and with the edge legs traced out (so it is an operator acting non-trivially on only 16 sites instead of 32 sites). We can now write the local cost function in a form that involves much fewer tensor network contractions,

\[
\text{Tr}(H_c \tilde{\tau}^z_{i,\mu} H_c \tilde{\tau}^z_{i,\mu}) = \underbrace{\text{Tr}(H_{\square} \tilde{\tau}^z_{i,\mu} h_k \tilde{\tau}^z_{i,\mu})}_f + 2 \underbrace{\sum_{k \in \text{Bulk II}} \text{Tr}(H_{\square} \tilde{\tau}^z_{i,\mu} h_k \tilde{\tau}^z_{i,\mu})}_f + \underbrace{\sum_{k \in \text{Bulk II}} \sum_{l \in \text{Bulk II}} \text{Tr}(h_k \tilde{\tau}^z_{i,\mu} h_l \tilde{\tau}^z_{i,\mu})}_f + \underbrace{\sum_{k \in \text{Edge}} \left[ \text{Tr}(h_k \tilde{\tau}^z_{i,\mu} h_k \tilde{\tau}^z_{i,\mu}) - \text{Tr}(h'_k \tilde{\tau}^z_{i,\mu} h'_k \tilde{\tau}^z_{i,\mu}) \right]}_f .
\]

(S8)

The four parts labeled $f_1$, $f_2$, $f_3$, and $f_4$ can now be calculated separately, with $f_3$ being the most computationally expensive term to calculate.

Note that the right hand side of Eq. (S8), with the exception of the first term in $f_4$, only contains operators that act non-trivially within the $4 \times 4$ region. Thus we can take the trace with the above described contraction algorithm, and then normalize by a factor of $1/16$. (For the first term in $f_4$, we need to normalize by $1/17$, as one of the tensors $A, B, C, D$ obtains one additional leg.) The bulk-II $h_k$ operators as well as the edge $h_k$ operators in the first term of $f_4$, need to be decomposed into a sum of tensor products, as in Eq. (S4). As a result, the sum over the bulk-II operators is a sum over 40 terms: 8 bulk-II terms $h_k$, multiplied by 5 contributions per $h_k$. Thus, we can see that the calculation of $f_2$ requires 40 trace calculations, and the calculation of $f_3$ manifestly requires 1600 trace calculations (note that, for the latter case, the number of terms can be halved due to symmetry).

### 3. Calculation of entanglement entropy

Here we describe the methods used to calculate the transition point $\Delta_c$ from the optimized quantum circuit $\tilde{U}$. Specifically, we describe the computation of the entanglement entropy and its standard deviation (which gives Fig. 1) for a certain filling fraction $\nu$.

For each site $i$ we first calculate the on-site entanglement entropies averaged over 1000 eigenstates. Our main quantity of interest is the standard deviation of this average entropy with respect to disorder realizations averaged over sites $i$ [27],

\[
\sigma_S(\Delta) = \frac{1}{N^2} \sum_i \sigma_{S,i}(\Delta) ,
\]

(S9)

where $N$ is the linear system size, and $\sigma_{S,i}(\Delta)$ is the standard deviation of the on-site entropies at site $i$,

\[
\sigma_{S,i}(\Delta) = \sqrt{\langle S_i^2(\Delta) \rangle - \langle S_i(\Delta) \rangle^2}.
\]

(S10)

Here $\langle \cdot \rangle$ means an average over all disorder realizations at disorder strength $\Delta$ (we used 10 disorder realizations at each $\Delta$), and $S_i(\Delta)$ is the on-site entanglement entropy at site $i$ averaged over $N_{\text{states}} = 1000$ approximate eigenstates $k$,

\[
S_i(\Delta) = -\frac{1}{N_{\text{states}}} \sum_{k=1}^{N_{\text{states}}} \text{tr}(\rho_i(k) \ln \rho_i(k)) .
\]

(S11)
The density matrix $\rho_i(k)$ is given by

$$\rho_i(k) = \text{Tr}_U[|\psi(k)\rangle\langle\psi(k)|],$$

where the partial trace is taken over all sites other than $i$, and $|\psi(k)\rangle$ is a randomly chosen approximate eigenstate from $\hat{U}$ obtained by fixing the indices corresponding to the lower legs of Fig. 2a. The graphical representation of this equation is depicted in Fig. S9. Due to the quantum circuit structure, the calculation of $\rho_i(k)$ becomes local.

We can also calculate $\sigma_S(\Delta, \nu)$, the standard deviation of the entropy at some given filling fraction $\nu$. Recall that all (approximate) eigenstates have well-defined particle number, as $\hat{U}$ is particle-number conserving. The procedure is exactly as described above for calculating $\sigma_S(\Delta)$, except we constrain the random states $|\psi(k)\rangle$ to be of filling fraction $\nu$ by choosing the eigenstates $k$ such that they correspond to an $l$-bit configuration with overall particle number $\nu N^2$. Also, when calculating the filling fraction-dependent entropy $S_i(\Delta, \nu)$, we average over $10^4$ instead of 1000 eigenstates, due to the increased sensitivity to fluctuations in this case.

To obtain the $\nu$-dependent phase diagram as shown in Fig. 1, we compute $\sigma_S(\Delta, \nu)$ for the 29 filling fractions $\nu \in [0.3, 1.7]$ in steps of 0.05. That is, we performed the procedure described above, at each stage constraining the random states $|\psi(k)\rangle$ to have particle numbers $N^2 \nu \in [30, 170]$ in steps of 5. These plots, with a third-order polynomial fit, are shown in Fig. 3b. We located the maxima of these curves to find the filling fraction-resolved transition points $\Delta_i(\nu)$, which we plot (together with a fitted fourth order polynomial) to form the filling fraction-dependent phase diagram of Fig. 1.

4. Calculation of localization lengths

In this section we discuss the numerically efficient calculation of the localization lengths using Eq. (3). Assuming the operator $\mathcal{O}$ is localized on some site $j$, we would expect $w_{ij}(\mathcal{O})$ to to scale as $\exp(-\text{dist}(i, j)/\xi_L)$, where $\xi_L$ is the localization length. Given an optimized $\hat{U}$, we can use the weight functions of the l-bit operators to discern the average localization length of the system. As we have two l-bit operators per site, we define the weight $w_{ij} \equiv w_i(\tau^z_{j,\uparrow}) + w_i(\tau^z_{j,\downarrow}).$

For the weight function of the l-bit operators, we have

$$w_i(\tau^z_{j,\mu}) = \sum_{\beta, \gamma}^\prime \text{Tr} \left[ \left( \hat{\sigma}^\beta_{\mu, i, \uparrow} \hat{\sigma}^\gamma_{\mu, i, \downarrow} \hat{\sigma}^\beta_{\mu, j, \uparrow} \hat{\sigma}^\gamma_{\mu, j, \downarrow} \right)^2 \right] = 2 \sum_{\beta, \gamma}^\prime \text{Tr} \left[ \left( \hat{1} - \hat{\sigma}^\beta_{\mu, i, \uparrow} \hat{\sigma}^\gamma_{\mu, i, \downarrow} \hat{\sigma}^\beta_{\mu, j, \uparrow} \hat{\sigma}^\gamma_{\mu, j, \downarrow} \right)^2 \right],$$

where $\text{Tr} \left( \hat{\sigma}^\beta_{\mu, i, \uparrow} \hat{\sigma}^\gamma_{\mu, i, \downarrow} \hat{\sigma}^\beta_{\mu, j, \uparrow} \hat{\sigma}^\gamma_{\mu, j, \downarrow} \right)$ can be calculated efficiently by the same methods used to calculate $\text{Tr} \left( \tau^z_{\mu, \kappa} h_k \tau^z_{\mu, \kappa} h_k \right)$ for the cost function. As explained in the main text, the sum $\sum^\prime$ is a sum over all possible $\beta, \gamma \in \{0, x, y, z\}$ except
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\( \beta = \gamma = 0 \), i.e. there are 15 terms in this sum.

Note that \( w_{ij} \) will be zero if the site \( i \) does not lie in the causal cone of \( \tilde{\tau}_j \). Thus for 1-bit operators on a given site \( j \), we can calculate \( w_{ij} \) for the sixteen sites \( i \) that lie in the causal cone. Due to the geometry, the distance between sites \( i \) and \( j \) will be either 0, 1, \( \sqrt{2} \), 2, \( \sqrt{5} \), or 2\( \sqrt{2} \). For a given site \( j \) and the 16 sites \( i \), we plot \( w_{ij} \) as a function of \( \text{dist}(i,j) \) and fit the data to an exponential curve \( A e^{-\text{dist}(i,j)/\xi_L} \) to find the localization length \( \xi_{L,j} \). We first average the fitted \( \xi_{L,j} \) over all sites \( j \), and then average over all disorder realizations at a given \( \Delta \), to obtain \( \xi_L(\Delta) \).

For the Anderson localization lengths, we diagonalized the Hamiltonian of the equivalent single particle model, a tight-binding model on a square lattice with

\[
H = -J \sum_{\langle i,j \rangle} (|i\rangle \langle j| + |j\rangle \langle i|) + \sum_i W(i) |i\rangle \langle i|,
\]

where \( W(i) \) is the same as in the many-body model. For a particular eigenstate \( |\psi\rangle \), and defining \( \psi(i) = \langle i|\psi\rangle \), we found the localization length \( \xi_L(\psi) \) by performing curve fitting on \( |\psi(i)|^2 \propto \exp[-\text{dist}(i,i_0)/\xi_L(\psi)] \), where \( i_0 = \text{argmax}(|\psi(i)|^2) \) is the site on which \( |\psi\rangle \) is localized. We then average over eigenstates and disorder realizations to obtain \( \xi_L(\Delta) \).

### 5. Error analysis

Here we describe how the error bars in Fig. 3 were determined. These indicate \( \pm 1 \) standard error of the standard deviation of the eigenstate-averaged on-site entanglement entropy with respect to disorder realizations, averaged over site positions. Hence, there will be statistical errors due to (i) the approximate eigenstate average \( (M = 1000 \) samples), (ii) the finite number of disorder realizations, (iii) the site average. We consider each of these contributions in turn:

First, if \( S_i(m,r) \) is the entropy at site \( i \) of the \( m \)-th randomly sampled approximate eigenstate of the Hamiltonian for disorder realization \( r \), we have the eigenstate average \( \bar{S}_i(r) = \frac{1}{M} \sum_{m=1}^M S_i(m,r) \). Its standard error is

\[
\Delta \bar{S}_i(r) \approx \frac{1}{\sqrt{M}} \sqrt{\frac{1}{M} \sum_{m=1}^M (S_i(m,r) - \bar{S}_i(r))^2}.
\]

Second, the standard deviation of \( \bar{S}_i(r) \) with respect to disorder realizations \( r \) is

\[
\sigma_i = \sqrt{\frac{1}{R} \sum_{r=1}^R (\bar{S}_i(r) - \langle \bar{S}_i \rangle)^2},
\]

where \( \langle \bar{S}_i \rangle = \frac{1}{R} \sum_{r=1}^R \bar{S}_i(r) \), and \( R = 10 \) is the number of disorder realizations. \( \sigma_i \) will have two contributions to its standard error, one from the finite number of disorder samples, and one due to the error \( \Delta \bar{S}_i(r) \) of \( \bar{S}_i(r) \),

\[
\Delta \sigma_i \approx \sqrt{\frac{1}{4R} \left( \frac{\mu_i^{(4)}}{\sigma_i^4} - \frac{R - 3}{R - 1} \sigma_i^2 \right)} + \sqrt{\frac{R - 1}{R^2 \sigma_i^2} \left( \frac{\partial \sigma_i}{\partial \bar{S}_i(r)} \right)^2 \left[ \Delta \bar{S}_i(r) \right]^2}.
\]

The first term is an estimate for the standard error of the standard deviation \( \sigma_i \), which becomes exact in the limit of large sample size \( R \to \infty \). \( \mu_i^{(4)} \) denotes the fourth order moment, which based on our sample data can be estimated as \( \mu_i^{(4)} \approx \frac{1}{R} \sum_{r=1}^R (\bar{S}_i(r) - \langle \bar{S}_i \rangle)^4 \). The second term corresponds to error propagation of approximately uncorrelated random variables and can be evaluated by using Eq. (16) and \( \frac{\partial \sigma_i}{\partial \bar{S}_i(r)} = \frac{R - 1}{R^2 \sigma_i} (\bar{S}_i(r) - \langle \bar{S}_i \rangle) \). On average, the second term contributes only about 4% of \( \Delta \sigma_i \) and was hence neglected in our numerical calculations for simplicity.

The site-average of the entanglement entropy fluctuations is given by \( \sigma_S = \frac{1}{N^2} \sum_{i=1}^{N^2} \sigma_i \). Hence, its standard error is

\[
\Delta \sigma_S \approx \frac{1}{N^2} \sqrt{\sum_{i=1}^{N^2} \Delta \sigma_i^2}.
\]
FIG. S10. Left: Entanglement entropy fluctuation for the truncated model with on-site Hilbert space dimension $d = 3$ resolved with respect to individual filling fractions (indicated in the legend) with cubic fits. We used 5000 eigenstates to sample for each filling fraction. Right: Mobility edge extracted from the corresponding maxima. The filling fraction ranges in the regime $[0, 1]$, as only up to one fermion per site (spin-up or spin-down) is allowed. Note that at $\nu = 1$ all eigenstates are product states, because the hopping term in the Hamiltonian becomes irrelevant. This is the effect leading to localization for large $\nu$, rather than the disorder.

corresponding to error propagation of approximately uncorrelated random variables.

6. Numerical results for on-site Hilbert space dimension $d = 3$

Here we present our numerical results for the model (and tensor network) truncated to local dimension $d = 3$. This will give an indication of the systematic error inherent to our approximation due to the finite entanglement allowed in our tensor network ansatz. In order to study the effect of the entanglement truncation, we simulated a similar model as Eq. (1) but where double occupancies are excluded. In this truncated model, the on-site Hilbert space dimension is $d = 3$, with basis states $(0, \uparrow, \downarrow)$ instead of $(0, \uparrow, \downarrow, \uparrow\downarrow)$ and the Hamiltonian is the original Eq. (1) but with the term $V \sum_i n_i \uparrow n_i \downarrow$ ignored. Note that $d$ equals the local dimension of the gates and thus the bond dimension of the tensor network.

In Fig. S10 we show the obtained entanglement entropy fluctuations for the same 10 disorder realisations as in the main body of the paper and the extracted mobility edge. We find a phase transition point at around $\Delta_{c}^{d=3}(0.5) \approx 5.3J$. One can mitigate the effect of the exclusion of double occupancies to some extent by realizing that it implies an effective reduction of the hopping term in Eq. (1): If one considers any fermion in the system, on average its nearest neighboring sites will be occupied by two fermions, one with the same spin, and one with opposite spin. Due to the exclusion of double occupancies, the considered fermion cannot hop to the site occupied by a fermion with opposite spin, effectively reducing the hopping by a factor of $3/4$, which also lowers the disorder strength required to localize the system. After accounting for this reduction, we obtain a better estimate for the phase transition point only due to entanglement truncation in the ansatz of $\Delta_{c}^{d=3}(0.5) \approx 3/4 \cdot \Delta_{c}^{d=3}(0.5) \approx 7J$, close to the value at $d = 4$, $\Delta_{c}^{d=4}(0.5) = 8.3 \pm 0.4J$. A comparison of $d = 3$ and $d = 4$ in the limit $\nu \rightarrow 0$ further corroborates our approach: In that limit, the above effect (and double occupancies) are negligible, and indeed we obtain $\Delta_{c}^{d=3}(\nu \rightarrow 0) = 4.3J$ according to Fig. S10, and $\Delta_{c}^{d=4}(\nu \rightarrow 0) \approx 3J$ according to Fig. 1, in similar agreement as $\Delta_{c}^{d=3}(0.5)$ and $\Delta_{c}^{d=4}(0.5)$. Crucially, also in this case we observe a drift to the real value, which is the exactly known non-interacting transition point of $\Delta_{c}^{\text{non-}\nu}(\nu \rightarrow 0) = 2J$. Note that in the opposite limit of $\nu \rightarrow 1$, for $d = 3$ the hopping term in Eq. (1) becomes
irrelevant, as the fermions are unable to hop anywhere. The eigenstates are thus given by product states, and we expect $\Delta_c \to 0$. Our data does not fully reproduce this trend, although the upper branch of Fig. S10b is substantially bent to the left.

7. Distributions of entanglement entropies near the transition

Here, we present our results of the distributions of on-site entanglement entropies as another signature of the transition near $\Delta = 9J$ [27]. Specifically, we collected the full distributions of on-site entanglement entropies of the optimized quantum circuits from the main text for $\Delta/J = 4, 6, 9, 14,$ and $18$. In Fig. S11 we show the corresponding probability distributions sampled over 5000 approximate eigenstates per disorder realization and lattice site, with the results for all lattice sites and disorder realizations combined.

We find that a multimodal distribution develops as $\Delta$ is increased to $9J$, and that as $\Delta$ is increased further, the peaks start to merge, very similar to the results of Ref. [27]. The presence of a significant fraction of (approximate) eigenstates with small entanglement and with larger entanglement [the maximum is $\ln(4) \approx 1.386$] around $\Delta = 9J$ is characteristic of the phase transition point, where there are both area and volume law-entangled eigenstates [48], which our tensor network approach partially captures [27]. However, unlike Ref. [27], we also observe a third peak at $S \approx 0.04$, which is probably caused by the additional degree of freedom in our system.

8. Relation between charge-density-wavelength and the quantum circuit gate range

We now provide an argument why our approach reproduces the phase transition point found in charge-density-wave experiments with fermions, while the transition point computed in Ref. [27] is significantly higher than the one determined in “half-moon” experiments with bosons [23]: An important aspect of our method is that it describes approximate, strictly short-range LIOMs $\tau^z_i$ (cf. Fig. 5) rather than the exact integrals of motion of the Hamiltonian $H$. Thus, the transition point we find is not that of the original Hamiltonian, but of an auxiliary Hamiltonian $\tilde{H}$.
which is exactly diagonalized by the optimized quantum circuit $\tilde{U}$. $\tilde{H}$ is thus given by the approximate LIOMs $\tilde{\tau}^z_i$,

$$\tilde{H} = c + \sum_i c_i \tilde{\tau}^z_i + \sum_{i,j} c_{ij} \tilde{\tau}^z_i \tilde{\tau}^z_j + \ldots$$  \hspace{1cm} (S19)$$

(we suppress the $\mu = \uparrow, \downarrow$ indices here for simplicity). As our optimized quantum circuit $\tilde{U}$ also approximately diagonalizes $H$, the coefficients $c_{ijk...}$ can be chosen such that $\tilde{H} \approx H$. Specifically, this can be achieved by setting $c_{ijk...} := \frac{1}{4\pi^2} \text{Tr}(H\tilde{\tau}^z_i \tilde{\tau}^z_j \tilde{\tau}^z_k \ldots)$. Using the fact that $\tilde{\tau}^z_i = \tilde{U}\sigma^z_i \tilde{U}^\dagger$ and $H = \sum_m h_m$ (with two-site terms $h_m$), we obtain

$$c_{ijk...} = \frac{1}{4\pi^2} \sum_m \text{Tr}(\tilde{U}^\dagger h_m \tilde{U} \sigma^z_i \sigma^z_j \sigma^z_k \ldots),$$  \hspace{1cm} (S20)$$

which is non-zero only if the sites $i,j,k,\ldots$ all lie in one “causal cone” defined by any $\tilde{U}^\dagger h_m \tilde{U}$, whose maximum length is $3\ell$ (corresponding to a width of $2\ell$), see Fig. S12. Below, we use this fact to upper bound the distance across which the fiducial Hamiltonian $\tilde{H}$ can propagate a domain wall.

The time evolution operator corresponding to the auxiliary Hamiltonian takes the form

$$e^{-i\tilde{H}t} = \tilde{U} e^{-itc_{ictc_{i}} \ldots} \tilde{\tau}^z_i \ldots \tilde{U}^\dagger,$$  \hspace{1cm} (S21)$$

where we only keep factors $e^{-itc_{ictc_{i}} \ldots} \tilde{\tau}^z_i \ldots$ in the product of Eq. (S21) whose coefficients $c_{ijk...}$ are non-vanishing, i.e., where all sites $i, j, k, \ldots$ lie in one causal cone of the type shown in Fig. S12. These factors act non-trivially on plaquettes of at most $3\ell \times 2\ell$ sites. The product of these non-trivial factors

$$\Theta(t) := e^{-itc_{ictc_{i}} \ldots} \tilde{\tau}^z_i \ldots$$  \hspace{1cm} (S22)$$

is therefore a fixed-depth quantum circuit representing a diagonal unitary matrix. We now block all of its phase factors acting on columns of $3\ell \times N$ sites together into diagonal unitaries $\theta_m(t), m = 1, \ldots, N/\ell$, acting non-trivially on all sites with $x$-coordinates $\ell(m - 1) + 1, \ell(m - 1) + 2, \ldots, \ell(m + 2)$. In this process, $e^{-itc_{ictc_{i}} \ldots} \tilde{\tau}^z_i \ldots$ can always be absorbed into at least one $\theta_m(t)$. $\Theta(t)$ can therefore be written as a one-dimensional 3-layer quantum circuit as shown in Fig. S13b (where each unitary gate acts on all sites along the $y$-direction). Hence, $e^{-i\tilde{H}t} = \tilde{U} \Theta(t) \tilde{U}^\dagger$ is a 7-layer one-dimensional quantum circuit, as indicated in Fig. S13b. The latter can propagate particles at most across a distance of up to $d = (2 + 8 + 1)\frac{\ell}{2} = 5.5\ell$ sites, cf. causal cone in Fig. S13a (where $\ell = 2$). The propagation of an initial charge-density-wave state by $e^{-i\tilde{H}t}$ is schematically shown in Fig. S14. As the unitaries of the numerically optimized quantum circuits are in general close to identities and the coefficients $c_{ijk...}$ exponentially suppressed with the maximum distance between the sites $i,j,k,\ldots$, the Hamiltonian $\tilde{H}$ is expected to allow for equilibration over

![FIG. S12. Range of non-trivial action (causal cone) of $\tilde{U}^\dagger h_m \tilde{U}$ for constituting unitaries of length $\ell = 2$. $\tilde{U}^\dagger h_m \tilde{U}$ acts as the identity on all other sites.](image)
FIG. S13. a: 3-layer quantum circuit representation of $\Theta(t)$ with all unitary gates $\theta_n(t)$ acting on all sites along the $y$-direction for $\ell = 2$. b: Representation of $e^{-i\tilde{H}t} = \tilde{U}\Theta(t)\tilde{U}^\dagger$ after blocking the unitaries of $\tilde{U}$ (shown in purple and red) along the $y$-direction.

FIG. S14. Evolution of a charge-density-wave (top) of wavelength $\lambda$ by $e^{-i\tilde{H}t}$ (bottom), which can be written as a one-dimensional 7-layer quantum circuit. For simplicity, we only show 3 layers and unitary gates acting on two sites with causal cones indicated by red lines. The propagated charge-density-wave (top) has regions of high charge density (green) and zero charge density (white). In general, the quantum circuit is able to propagate by $\mathcal{O}(\ell)$ columns (shown in light green).

much less than $d = 5.5\ell$ columns. Hence, $\ell = 2$ simulations come much closer to the transition point obtained in charge-density-wave experiments [24] than with half-moon initializations [23], which is why Ref. [27] overestimates the transition point: The “true” MBL-to-thermal transition point is upper bounded by the lowest disorder strength for which we find a non-thermalizing initialization, which is expected to be the half-moon configuration [23, 25], as it requires longer-distance rearrangements of the atoms. However, the approach of Ref. [27] cannot represent thermalization of such a configuration. Instead, it predicts a higher transition point corresponding to charge-density-waves, which require a larger disorder strength to prevent them from thermalizing.