Generative adversarial networks (GANs) have proven to be surprisingly efficient for image editing by inverting and manipulating the latent code corresponding to an input real image. This editing property emerges from the disentangled nature of the latent space. In this paper, we identify that the facial attribute disentanglement is not optimal, thus facial editing relying on linear attribute separation is flawed. We thus propose to improve semantic disentanglement with supervision. Our method consists in learning a proxy latent representation using normalizing flows, and we show that this leads to a more efficient space for face image editing.

**Index Terms**— Image editing, GAN, Normalizing flow, Disentanglement

1 Introduction

GANs [1] have shown tremendous success in generating high quality realistic images that are indistinguishable from real ones. Yet, several open problems regarding these generative models still exist, namely: image generation control, latent space understanding and attributes disentanglement. All these features are important for the generation and editing of high quality images. Recently, many improvements have been proposed to the original GAN architecture, which led to unprecedented image quality. In particular, the state-of-the-art method StyleGAN [2, 3] has been improved, leading to image editing methods using the latent representation. Such methods build upon the inversion of StyleGAN (i.e., retrieving the latent representation that explains the observed data) and the manipulation of the latent code for semantic image editing. Specifically, recent state of the art methods [4, 5] assume that the attributes are disentangled and can be separated by hyperplanes, which enables interpolation and attributes manipulation. InterFaceGAN [5] computes an editing direction for each facial attribute, orthogonal to the linear classification boundary for this attribute. We claim that the hyperplane classification boundary assumption is inaccurate. In addition, the attributes are not perfectly disentangled, which can further explain why these approaches do not lead to perfect attribute manipulation. To solve this problem, the first solution is retraining the GAN with explicit constraints such as attribute disentanglement. However, it is known that the training of GANs is hard and computationally expensive. We propose in this paper an alternative approach without retraining. Specifically, we will focus on the aforementioned properties and learn a bijective transformation (i.e., Normalizing Flows) from the original latent space (i.e., $W^+$) to a new proxy latent space ($\mathcal{W}^*$). In $\mathcal{W}^*$, the facial attributes are linearly separable and disentangled. The choice of a bijective transformation allows to benefit from the pretrained StyleGAN2 generative capabilities. Figure 1 illustrates the proposed approach. The main benefit is to take off-the-shelf GAN and incorporate additional supervision, considering the problem to solve. In our case, since we focus on facial image editing, we enforce explicitly facial attribute disentanglement. Our contributions are the following: 1) We propose to learn a derived latent representation where supervision is used to explicitly disentangle the facial attributes. 2) We propose to learn this proxy latent representation using normalizing flows, which can be applied to any pretrained GAN while preserving the generative capability of the original GAN. 3) We show experimentally that the desired properties are indeed enforced in this new latent representation, leading to a more efficient image manipulation. The rest of the paper is organised as follows: section 2 presents related works on GANs. Our proposed method is detailed in section 3 and section 4 presents the experimental results. Finally, conclusions are drawn in section 5.
2 Related work

GANs generation and inversion GANs [1] are one type of generative models that are trained adversarially to generate complex data distributions. Several improvements have been proposed to improve GANs architecture [6], loss function [7] and its training [8]. Recently, StyleGAN [2, 3] was introduced as the state of the art in high-resolution image generation, especially for human faces and allows better control of the generation process mainly due to its disentangled latent space.

There are different approaches to project/invert the image in the latent space of GANs. Optimization based approaches give the best reconstruction, although, it takes several minutes for each image to project [9, 10]. To overcome this limitation, encoding based approaches seem an alternative solution [9, 11, 12, 13], where an encoder is trained to project the image in the latent space. These approaches give close performance to the optimization based ones being much faster. The last approaches are hybrid, which combine the two previous ones [14].

Image Editing Several methods have been proposed to leverage StyleGAN for image editing once a real image has been inverted in the latent representation of StyleGAN. [15, 16] propose a local editing framework based on interpolation in the latent space. GANSpace [17] applies a PCA in the latent space to find the editing directions. Others learn non-linear [18, 19] transformations in the latent space to edit the image. In [5, 4], they edit the images following the normal to the hyperplanes that separate the attributes regions.

3 Method

In this section, we explain how to learn a proxy latent space (named $\mathcal{W}^*$) where the attributes are disentangled and linearly separable. In addition, we detail how other properties, useful for image editing, can be satisfied.

Let us assume that a pretrained StyleGAN generator $G$ exists, that considers a latent code $w \in \mathcal{W}^+$ and generates a high resolution image $I$ (i.e., 1024 x 1024). To process real images, let us also assume that there exists a pretrained encoder $E$ that embeds any image in $\mathcal{W}^+$ such that $G(E(I)) \approx I$.

The latent space of StyleGAN was trained for one main purpose: the generated images should be indistinguishable from natural images. Hence, no additional supervision on facial attribute disentanglement has been used during training.

The main objective of our work is to construct a proxy latent representation, where additional properties useful for image editing can be enforced. To do so, we consider the state-of-the-art method InterfaceGAN [5] that edits an image by mapping the latent code in a direction orthogonal to the classification hyperplane of the considered attribute. Hence, to improve this method, we aim at enforcing linear separability of facial attributes, maximization of attributes classification margins and regularization of other attributes.

To do so, we construct a proxy representation $w^*$ by learning a bijective transformation $T : \mathcal{W}^+ \rightarrow \mathcal{W}^*$ that maps a latent code $w \in \mathcal{W}^+$ to $w^* \in \mathcal{W}^*$. $T$ is a Normalizing Flows (NFs) model and can be inverted explicitly. Although, the transformation $T$ is modelled as a NF, it is noted that our work only requires the bijectivity, as such, we did not impose the prior distribution in the proxy latent space as we are not interested in the density estimation. The following section describes how the transformation $T$ is learned.

Linear Separation of the Facial Attributes Our main objective is to learn $T$ so that the linear classification is optimal for each attribute. Let us consider a pre-trained set of $K$ attribute classifier $C_i : \mathcal{W}^* \rightarrow \{0, 1\}, i \in \{0, \ldots, K - 1\}$, where $K$ is the number of facial attributes labeled in the image dataset. To maximize linear separability, the objective is to minimize for each sample $w$ the following loss:

$$L_a = -\sum_{i=0}^{K-1} y_i \log(C_i(T(w))) + (1 - y_i) \log(1 - C_i(T(w))),$$

(1)

Where $y_i \in \{0, 1\}$ is the label of the sample $w$ corresponding to the $i^{th}$ attribute. In (1), the classifiers are fixed and only $T$ is optimized as we are interested in obtaining a linear separation for each attribute. Theoretically, any linear classifier could be used. However, since a form of linear separation already exists in $\mathcal{W}^+$, we choose to pretrain the linear classifiers first in $\mathcal{W}^+$ and fix it while optimizing for $T$. This provides some regularization so that $T$ only focuses on improving the pre-trained classifier. In addition, it helps to converge faster.

Classification margin Since in InterfaceGAN, the editing direction is orthogonal to the hyperplane, and the editing magnitude is chosen according to the distance to the classification hyperplane, it is desirable to maximize the classification margin between the positive and negative region of each attribute. Thus we optimize the following large margin loss for each latent sample $w$:

$$L_{lm} = \sum_{i=0}^{K-1} -m_i \cdot |w^T d_i| + (1 - m_i) \cdot |w^T d_i|$$

(2)

Where $m_i = 1$ (respectively $m_i = 0$) when the latent code is correctly classified for the $i^{th}$ attribute (resp. wrongly classified), and $d_i$ is the normal to the classification hyperplane of the $i^{th}$ attribute.

Regularization for Image Editing Specifically for image editing, it is desirable to preserve all other attributes when editing a specific one. We thus force the transformation $T$ to preserve all the other attributes when mapping the latent code back to $\mathcal{W}^+$:

$$L_{ap} = \sum_{i=0}^{K-1} \sum_{j \neq i} ||C_i(w) - C_i(\hat{w})||$$

(3)
Where \( \hat{w} \) is the edited version of \( w \) mapped back to \( W^\star \). The edit is done by moving the code \( T(w) = w^\star \) along the editing direction corresponding to the attribute \( j \) chosen randomly for each batch. Finally, the total loss is written as follows:

\[
L_{W^\star} = L_a + \lambda_l m L_{lm} + \lambda_{ap} L_{ap},
\]

where \( \lambda_l m \) and \( \lambda_{ap} \) are the weights of the respective loss terms.

4 Experiments

In this section we evaluate the properties of our proposed proxy latent space \( W^\star \). First, we detail the implementation details, next we describe the quantitative metrics evaluating the degree of linear classification and disentanglement. Finally, we present the qualitative results for image editing.

Implementation Details

We used a pretrained StyleGAN2 (\( G \)) on FFHQ dataset \([2]\). The images are encoded in \( W^\star \) using a pretrained StyleGAN2 encoder (\( E \)) \([19]\) (the parameters of the generator and the encoder remain fixed in all the experiments). The latent vector dimension in \( W^\star \) and \( W^+ \) is 18 × 512. Celeba-HQ \([8]\) was used and consists of 30000 high quality images (1024 × 1024) of faces where each image has annotation for \( K = 40 \) attributes. A single layer MLP model for each attribute (\( C_j \)) is used as linear classifier which is pretrained in \( W^\star \). For the \( NF \) model, Real NVP \([20]\) was used without batch normalization. Each coupling layer consists of 3 fully connected (FC) layers for the translation function and 3 FC for the scale one with LeakyReLU as hidden activation and Tanh as output one. For all the experiments, Adam optimizer was used with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \), learning rate=\( e^{-4} \), \( \lambda_{ap} = 0.1 \) and the batch size=8.

Quantitative metrics

To assess the linear separation and disentanglement for attributes, we use classification accuracy and DCI \([21]\) metrics.

Classification Accuracy: An SVM was trained from scratch for each attribute on 15000 latent codes in the corresponding space. In \( W^\star \), the latent codes were obtained after encoding the images of Celeba-HQ using the pretrained encoder, and in \( W^\star \) were obtained after mapping the encoded codes using the trained NF model \( T \). Among the available latent codes, we split 80% for training and the rest of them for validation. The accuracy measures are reported in table 1 using minimum (Min Acc), maximum classification accuracy (Max Acc) among the attributes and average accuracy (Avg Acc).

DCI \([21]\): DCI is used to assess disentanglement; Disentanglement (D) quantifies how much each dimension captures at most one attribute, Completeness (C) quantifies how much each attribute is captured by a single dimension and Informativeness (I) quantifies how much informative the latent code is for the attributes which is simply the classification error.

We used 40 Lasso regressors with \( \alpha = 0.05 \) from scikitlearn library \([22]\), trained on 2000 samples from Celeba-HQ encoded using the pretrained encoder. Results are presented in table 1. These results show that the performance of a linear classifier is improved in \( W^\star \). The DCI metrics are also clearly improved in \( W^\star \).

|                      | Linear separation | Disentanglement |
|----------------------|-------------------|-----------------|
|                      | Min acc ↑ | Max acc ↑ | Mean acc ↑ | D ↑ | C ↑ | I ↓ |
| \( W^\star \)        | 0.635     | 0.979     | 0.834     | 0.67 | 0.53 | 0.33 |
| \( W^\star \)        | 0.796     | 0.991     | 0.916     | 0.73 | 0.58 | 0.30 |

Image Editing

Here we qualitatively demonstrate the benefits of the new proxy space for the image editing task. InterFaceGAN \([5]\) was retrained to manipulate the attributes of a given real image in both \( W^\star \) and \( W^\star \). InterFaceGAN assumes that the positive and negative examples of each attribute are linearly separable, and the editing direction is simply the normal to the classification hyperplane. These normal directions were obtained after training an SVM for each attribute in both spaces. The edited images were generated after editing the latent codes in \( W^\star \) or \( W^\star \) before feeding them to the StyleGAN2 generator. For \( W^\star \), the edited latent codes were mapped back to \( W^\star \) before feeding them to the generator.

Results: Figure 2 shows the editing results on 5 attributes in \( W^\star \) and \( W^\star \) and it shows that the editing results are visually better in \( W^\star \) than in \( W^\star \). In particular, we see the following observation in \( W^\star \): gender is still entangled with adding Makeup and Lipstick (3rd row where the male gender is changed to female), changing the gender to Male is entangled with adding Beard and the Hair (column 4), and adding Mustache is entangled with gender (row 5). While in \( W^\star \) these attributes are better disentangled and the identity is better preserved. Finally, it is clear that we still obtain high quality images even if we did not retrain the generator and the editing is not done in \( W^\star \).

5 Conclusion

We have presented in this paper a general framework to enforce additional properties to the latent space of generative models, without the burden of retraining the GAN. Specifically, we train a bijective transformation from the extended space of StyleGAN2 (\( W^\star \)) to a proxy space (\( W^\star \)), where the facial attributes are disentangled. This method enables to enforce additional supervision on top of any pre-trained GAN.

We have validated our approach by showing better facial editing results. In future work, additional properties could be considered as well (e.g., pose preservation), as well as other types of models (VAEs, GANs).
Fig. 2: Image editing at resolution 1024^2 using InterFaceGAN [5] in \( W^+ \) and \( W^\star \). Input images (first row) are projected in the latent space of StyleGAN2 (second row), then the latent codes are moved in the direction that corresponds to changing one facial attribute (rows 2 – 6). The editing is better in terms of attributes disentanglement in the new learned space \( W^\star \) (second line of each input) compared to the editing done in the original latent space \( W^+ \). Our method also leads to a better identity preservation.
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