Optimal control of complex networks with conformity behavior
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Abstract. Despite the significant advances in identifying the driver nodes and energy requiring in network control, a framework that incorporates more complicated dynamics remains challenging. Here, we consider the conformity behavior into network control, showing that the control of undirected networked systems with conformity will become easier as long as the number of external inputs beyond a critical point. We find that this critical point is fundamentally determined by the network connectivity. In particular, we investigate the nodal structural characteristic in network control and propose optimal control strategy to reduce the energy requiring in controlling networked systems with conformity behavior. We examine those findings in various synthetic and real networks, confirming that they are prevailing in describing the control energy of networked systems. Our results advance the understanding of network control in practical applications.
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1. Introduction

Network has been a powerful structure representation of social [1–5], economic [6, 7], biological [8–10] and transportation systems [11–13]. A network is composed by a node set and the interactions between nodes are quantified as the link set. In the networks, the node state can be altered by its neighbors, paving the way of controlling them [14–16]. A dynamical system is controllable if it can be driven from any initial state to any desired state with external inputs (driver nodes) within finite time [17], and the controllability of networks can be evaluated by the minimal number of inputs to achieve full control. Identifying the minimal driver nodes set of a network can be mapped into determining the maximum matching problem of corresponding bipartite graph [14]. Recent advances in control mode [18–22], optimal driver nodes set [23–25] and control of nonlinear dynamic systems [26, 27] have offered important insights in understanding the controllability of complex networked systems. Moreover, energy requiring is another key characteristic when control a network in practice, which is simultaneously determined by controllability Gramian matrix, control time, initial state and final state [28–32]. Despite recent studies in control inputs [33, 34], control trajectory [30] and optimal control [35–38] have extended our understanding in network control, the canonical linear dynamics is too simple to describe the complex networked systems in practice [39, 40].

Conformity is an ubiquitous behavior can be observed in natural and social systems, showing important functions in game theory [41–43], human behavior dynamics [44, 45] and multi-agent systems [46, 47]. Wang et al [48] introduced the conformity into network control and found that the dynamical networked system with conformity behavior tends to require less number of driver nodes. Chen and Yong [49] compared the energy cost for social networks with and without conformity behavior, and estimated the lower and upper bound of energy according to control time. In this paper, we explore the energy requiring in controlling various synthetic and empirical networks with conformity behavior. We find that it is easier to control the conformity-incorporated systems with identical final state as the number of control inputs beyond the critical point.
In particular, we find that nodal characteristic plays vital role in network control and directly driving the hub nodes can yield lower energy than that randomly selected nodes in controlling networks with conformity dynamics. We confirm those findings in several real networks, demonstrating that they are prevailing in describing the control energy of networked systems.

2. Model

The dynamics of a controlled network with $N$ nodes and $M$ external control inputs is

$$\dot{x}(t) = Ax(t) + Bu(t)$$  \hspace{1cm} (1)

where $x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T$ represents the state of the system at time $t$, $u(t) = [u_1(t), u_2(t), \ldots, u_M(t)]^T$ is the external input. $A$ is an $N \times N$ adjacency matrix which captures the interactions between nodes. $B$ is an $N \times M$ input matrix to describe how the inputs are imposed on nodes, and $B_{ij} = 1$ if input $u_j(t)$ is imposed on node $i$. The system shown in equation (1) is non-conformity dynamical system. However, conformity behavior implies that the individual’s behavior tends to be accordance with its neighbors’ therefore its state at the next time will be the average state of its neighbors at present time [48]

$$x_i(t + 1) = \frac{n_i}{\sum_{j=1}^{n_i}} x_j(t)$$ \hspace{1cm} (2)

where $n_i$ is the number of node $i$’s neighbors, and $k_i = \sum_{j=1}^{N} A$ is the degree of node $i$. Then, the conformity dynamics of a controlled network with $N$ nodes can be formalized as

$$x(t + 1) = K^{-1}Ax(t) + Bu(t)$$ \hspace{1cm} (3)

where $K^{-1}$ is a diagonal matrix of the reciprocal of the degrees (if $k_i = 0$ in the matrix $K$, we set $k_i^{-1} = 0$).

A networked system described by equation (1) can be driven from any initial state $x_0$ to any final state $x_f$ within the time $t \in [t_0, t_f]$ using a finite number of control inputs $u(t)$ [17]. The energy required to control the continuous-time system will be $E(t_i) = \int_{t_0}^{t_f} u^T(t)u(t)dt$, and for discrete-time linear system, it will be $E(\tau) = \sum_{\tau=0}^{\tau_f-1} u^T(\tau)u(\tau)$. According to classical control theory [17], the minimal energy to steer the continuous-time system described by equation (1) from state $x_0$ at $t = 0$ to state $x_f$ at time $t = t_f$ is

$$E(t_i) = (x_f - e^{At_f}x_0)^T W_c^{-1}(t_i)(x_f - e^{At_f}x_0)$$ \hspace{1cm} (4)

where $W_c(t_i) = \int_{0}^{t_i} e^{ABT} e^{AT} d\tau$ is controllability Gramian matrix, and the energy-optimal control input is $u^*(t) = B^T e^{AT(t-t_i)} W_c^{-1}(t_i)(x_f - e^{At_i} x_0)$. Meanwhile, for discrete-time linear system, the minimum energy required to steer the system described by
equation (3) from state $x_0$ at $\tau = 0$ to state $x_f$ at time $\tau = \tau_f$ is

$$E(\tau_f) = (x_f - A^{\tau_f}x_0)^T W_c^{-1}(\tau_f) (x_f - A^{\tau_f}x_0)$$

(5)

where $W_c(\tau_f) = \sum_{\tau_i=0}^{\tau_f-1} A^{\tau_f-\tau_i} BB^T (A^T)^{\tau_f-\tau_i} - 1$ is the controllability Gramian matrix for discrete-time system, and the optimal control input is $u^*(\tau) = B^T(A^T)^{\tau_f-\tau_i} W_c^{-1}(\tau_f) (x_f - A^{\tau_f}x_0)$. The system is controllable as Gramian matrix is non-singular. As for the controllability framework of discrete-time system is similar to that in continuous-time system [28], we set $\tau_f \to \infty$ and the control energy $E(\tau_f \to \infty)$ to satisfy the controllability Gramian matrix is invertible [32]. In addition, to guarantee the stability of system, we add a self-loop $A_{ii} = -\delta + \sum_{j=1}^{N} A_{ij}$ to each node so that the eigenvalues of adjacency matrix $A$ are all negative values for continuous-time system [32], and $\delta = 0.25$ is a small perturbation. For discrete-time system, the value of $\delta$ will be varied to guarantee the stability of system. Note that, the Gramian matrix of dynamical systems with conformity behavior will be simultaneously determined by the matrix $K^{-1}$, $A$ and $B$, allowing the control energy $E$ to differ from that when conformity is absent.

3. Results

To reveal whether conformity behavior can fundamentally change the network control effort, we calculate the control energies of canonical dynamical system (equation (1)) and conformity dynamical system (equation (2)), respectively. We set $M$ as the external inputs, finding that the control energy of both systems can be efficiently decreased through imposing more inputs (figure 1). Interestingly, energy requiring difference between conformity and canonical dynamical systems displays a transition trajectory when systems toward identical final state, implying that those conformity behaviors between nodes are not always facilitating the network control. This finding is robust to average degree and degree distribution (see figure 1(a) for directed Erdős–Rényi random graph [50], and figure 1(b) for scale-free networks [51]). Yet, the critical point $M_c$ of energy difference between canonical and conformity systems do depend on the average degree.

Though synchronization is prevalent in nature, in which individuals toward to the identical final state, there are also some cases for individuals reaching different final states. Such as in cooperative control of multi-agent systems, the individuals finally with non-identical states to fulfill the task. In order to compare the energy requiring for controlling networks with different final states, we take two different non-identical final states into consideration. (i) $x^{NI1}_f$, where the final state of each node is drawn from the uniform distribution $x_i(t_f) \sim U(0,1)$. (ii) $x^{NI2}_f$, where the final state of each node is drawn from the uniform distribution $x_i(t_f) \sim U(0,\sqrt{3})$. To guarantee the fairness of comparison between identical and non-identical final state, the Euclidean distances from $x_0$ to the two final states $x^{NI1}_f$ and $x^*_f$ (identical final state) are the same. For random graph in figure 1(c) and scale-free network in figure 1(d), the control energy for driving networks to distinct final states are compared. The result shows it is still easier to control networks with conformity behaviors. However, the energy transition between conformity-incorporated and canonical dynamical systems disappears. Figures 1(c) and
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Figure 1. Control energy for driving undirected networks as a function of control inputs. (a) Random networks with identical final state, (b) scale-free networks with identical final state, (c) random networks with non-identical final states, and (d) scale-free networks with non-identical final states. Network size $N = 200$ and the average degree $K = 20$. We set origin as the initial state $x_0$ of the system and the identical final state $x_f = [1, 1, \ldots, 1]^T$. $x_{NI1}^f$ and $x_{NI2}^f$ are two non-identical final states. For random network with conformity behaviors, we set $\delta = -0.9$ to guarantee the stability of discrete-time system. For scale-free network with conformity behaviors, we add a self-loop $A_{ii} = -0.25$ to each node to make sure the system is stable. For networks without conformity, we set $\delta = 0.25$. The driver nodes are randomly selected and each data point is the mean of 100 independent realizations.

(d) show the control energy for network with final state $x_{NI1}^f$ is lower than that with $x_{NI2}^f$. Meanwhile, with the same Euclidean distance from initial state to final state, the energy requiring for controlling network with identical final state $x_f$ is lower than that with non-identical final state $x_{NI2}^f$.

We further investigate the critical input point $C = M_c/N$ in terms of average degree, finding that critical point increases monotonically when the network connectivity is increased (see figure 2). For random graphs (figures 2(a) and (b)), the critical point will finally reach around 0.67 while for scale-free networks (see figures 2(c) and (d)), the
value keeps increasing with average degree. This suggests that the efficacy of conformity behavior in reducing the control energy is fundamentally determined by the network connectivity. For sparse networks, critical point $C$ in scale-free networks are much smaller than that in random networks. It is known that conformity propels the state of nodes to be consistent with their neighbors, thus it has a big effect on sparse and heterogeneous networks, in which connections between nodes are less.

Previous studies demonstrated that the characteristic of driver nodes set might intrinsically impact the energy requiring. Therefore, we develop two control strategies of driver nodes selection, examining the energy effort in control of networked systems (see figure 3). (i) Random: a fraction of driver nodes was randomly selected. (ii) Degree-preferred: selecting driver nodes according to the descending order of their degree. We find that control energy by applying those two strategies shows the similar transition trajectories as observed in figure 1, e.g. for small $M$, imposing inputs on those hub nodes cannot efficiently reduce the energy requiring. When more external inputs are introduced, it is easier to control the networked systems by driving hub nodes. Compared with the energy requiring to control networks with conformity behavior, there is no obvious difference of energy between two strategies for controlling both Erdős–Rényi random graphs and scale-free networks without conformity. The results indicate the significance of structural characteristic makes the hub nodes prominent in controlling networks, which directly driving them could reduce the energy.
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Figure 3. Control energy for driving undirected networks with different strategies. (a) Random networks, (b) scale-free networks. Average degree $K = 10$, degree exponent $\gamma = 3$ and network size $N = 200$. The statistics and parameters not shown are the same as those used in figure 1. Each data point is the mean of 100 independent realizations.

Figure 4. Control energy for driving directed networks with different strategies. (a) Random networks, (b) scale-free networks. Inset: condition number $\kappa$ of Gramian matrix of directed scale-free networks with conformity dynamics as a function of control inputs $M$. Network size $N = 200$, $K = 10$ and degree exponent $\gamma_{\text{in}} = \gamma_{\text{out}} = 3$. The statistics and parameters not shown are the same as those used in figure 1. Each data point is the mean of 100 independent realizations.

We now turn to the controlling of conformity dynamics on directed networks. The driver nodes are also selected according to the following two strategies: (i) random: a fraction of driver nodes was randomly selected. (ii) D-preferred: here a fraction of driver nodes was chosen based on the descending order of the difference between their out-degrees and in-degrees $k_{\text{out}} - k_{\text{in}}$. We find that, with the same driver node selection strategy, control energy for driving directed networked systems with conformity are
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Figure 5. Control energy for driving four real networks as a function of control inputs. (a) Football, (b) politics books, (c) human comorbidity, (d) food-web. Each data point is the mean of 100 independent realizations.

always lower than that for systems without conformity. There is no energy transition with increased inputs, which is different from the results for undirected networks. On the other hand, imposing external inputs to the hub nodes can efficiently reduce the energy requiring, both for random graph (figure 4(a)) and scale-free network (figure 4(b)). Moreover, the energy difference between two strategies are larger than that for undirected networks, and this phenomenon exists both in canonical dynamical system and conformity-incorporated system.

Finally, we examine the impact of conformity behavior as well as the driver node set on the control of various real networks. To achieve this, we select two undirected networks: football (with 115 nodes and 616 links) [52], politics books (with 105 nodes and 441 links) [53]; and two directed networks: human comorbidity (with 95 nodes and 8930 links) [54], food-web (with 180 nodes and 1577 links) [55]. We find that transition behavior of control energy between conformity and non-conformity dynamical systems can be observed in some real networks (see figures 5(a) and (b)). Dynamical systems without conformity displays advantage only as the number of control inputs is very
limited. Besides, for other real networks (see figures 5(c) and (d)), the energy requiring are still lower as small number of inputs for networks with conformity. Meanwhile, for networks with conformity dynamics, driving the hub nodes or the nodes with large value of $k_{out} - k_{in}$ can yield lower control energy than that of randomly selected nodes.

4. Discussion

We explore the influence of conformity behavior on control energy for both synthetic and real networks. By comparing the energy for driving networks with and without conformity behavior, we note that for undirected networks with identical final state, comparison of energy varied as the number of control inputs beyond the critical point, and it is easier to control networks incorporated with conformity dynamics as a large number of inputs. We also find the critical point is tied with the network connectivity. For directed networks with conformity, the energy requiring are always lower than that without conformity. Further, this paper investigates how the nodal characteristics affects the control energy. Different control strategies based on structural character are chosen for undirected and directed networks, respectively. The results show it is easier to control undirected networks with conformity behavior by driving the hub nodes, and controlling the nodes with large difference between out-degrees and in-degrees for directed network is beneficial to control energy. Finally, the results are verified in real networks. Our work extends understanding of control energy for networked system with dynamics, which advances the application of network science in practical control.
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