Inferring neuronal ionic conductances from membrane potentials using CNNs
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Abstract: The neuron is the fundamental unit of computation in the nervous system, and different neuron types produce different temporal patterns of voltage fluctuations in response to input currents. Understanding the mechanism of single neuron firing patterns requires accurate knowledge of the spatial densities of diverse ion channels along the membrane. However, direct measurements of these microscopic variables are difficult to obtain experimentally. Alternatively, one can attempt to infer those microscopic variables from the membrane potential (a mesoscopic variable), or features thereof, which are more experimentally tractable. One approach in this direction is to infer the ionic densities as parameters of a neuronal model. Traditionally this is done using a Multi-Objective Optimization (MOO) method to minimize the differences between features extracted from a simulated neuron’s membrane potential and the same features extracted from target data. Here, we use Convolutional Neural Networks (CNNs) to directly regress generative parameters (e.g., ionic conductances, membrane resistance, etc.,) from simulated time-varying membrane potentials in response to an input stimulus. We simulated diverse neuron models of increasing complexity (Izikivich: 4 parameters; Hodgkin-Huxley: 7 parameters; Mainen-Sejnowski: 10 parameters) with a large range of variation in the underlying parameter values. We show that hyperparameter optimized CNNs can accurately infer the values of generative variables for these neuron models, and that these results far surpass the previous state-of-the-art method (MOO). We discuss the benefits of optimizing the CNN architecture, improvements in accuracy with additional training data, and some observed limitations. Based on these results, we propose that CNNs may be able to infer the spatial distribution of diverse ionic densities from spatially resolved
measurements of neuronal membrane potentials (e.g. voltage imaging).

1. Introduction

The brain analyzes information using many types of neurons with diverse firing properties, giving rise to the complex processing that occurs in the brain. Neuronal firing in response to a given input is in part dependent on the biophysical properties of the neuron, including the spatial distribution and density of ion channels along its membrane [1, 2]. To better understand the underlying mechanisms of neuronal activity, we need to model single neurons accurately, including the location and density of these ion channels. However, determining these parameters empirically is technically challenging, especially across complete neuronal arbors [3, 4, 5]. This poses a major challenge to simulate neurons using computational methods [6]. A common approach to overcome this challenge is to use neuronal models with ion channel densities described by adjustable parameters [7, 8, 9, 10]. These parameters can then be fit to experimental recordings, thus constraining the densities of the ion channels to reproduce features of experimentally observed membrane potentials [11]. These fitted parameters are predictions of the recorded neuron’s ion channel distributions, and can be used to implement a computational model of the neuron [7, 12, 13, 14].

Currently these types of models are fitted using evolutionary algorithm such as multi-objective optimizations (MOO) [8]. However, these optimization methods have their limitations. First, the results depend heavily on the metrics used to compare the model’s output to the neuronal recordings, with different metrics often producing inconsistent results [6]. Second, even when using the same metric, variations in initial conditions can lead to drastically different predictions for the ion channel distributions. Finally, MOO lacks a well-defined and differentiable objective function, and thus requires the use of ad hoc optimization schemes that are typically less efficient. CNNs has been used to infer cosmological parameters from simulations [15]. Here we explore a new approach where we use CNNs to directly predict the ion channel distributions from observed or simulated membrane potentials.

2. Methods

2.1. eFEL features from neuronal waveforms
To compare voltage waveform we used the electrophysiology Feature Extraction Library (eFEL) [16, 17]. We extracted the following features from each waveform: mean frequency of action potentials (APs), adaptation index, time to first AP, mean AP amplitude, average hyperpolarization depth, and AP half width. These features were chosen similarly to those used in here [8]. The eFEL features have been used in this work for two purposes: providing loss for MOO convergence (see below) and to evaluate the quality of CNN predictions.

2.2. Workflow for training and validating the CNNs
The CNNs used in our method are trained on data generated by computational simulations of neuronal activity. Our simulations take two inputs: the parameters defining the biophysical properties of the neuron (ion channel densities), and a stimulus to be applied to the neuron during whole-cell current-clamp recordings. The results presented here were obtained using the chirp-type stimulus shown in Fig A1 in the appendix.
The resulting membrane potentials paired with the input neuronal parameters formed the CNN training set. The overview of the workflow steps used in this paper are summarized in Fig. 1. First, up to 2 million examples per neuronal model were generated by uniformly randomly sampling a multidimensional parameter space, and the generated examples were split into training/validation/test sets. The training and validation examples were then used to train 32 independent CNN models, each of which had the same architecture but started with a different initialization of the weights and processed the training data in a different order. The 32 CNN predictions made for the ‘test’ dataset were averaged, resulting in a single prediction of the parameter values, drawn as a green banner with dashed outline in Fig. 1. The CNN-predicted parameters were compared using the ground truth values and the residual errors averaged over the sampled parameter space. We have also compared the features of the voltage waveform using the eFEL [17] (see Section 2.1) between the waveforms obtained from simulation using the CNN-predicted parameters, and those obtained using the ground-truth parameters.

2.3. Neuronal models

In this paper, we evaluate CNN-based methods using three neuronal models: (i) the simple spiking neuron Izhikevich model [18] which has four parameters (Table A3); (ii) Hodgkin and Huxley [19] dispersed channels model assuming a ball and stick morphology (Tables A4, A5); (iii) a complex Mainen-Sejnowski model [20] with realistic pyramidal cell morphology and some additional passive conductance e.g. $g_l$ (Table A6). We control the complexity of each neuronal model by choosing only a subset of the available free parameters to vary, with the rest held at fixed values or latched to another parameter’s value (for example, we chose to use the same leak conductance at the soma and the dendrite of the Hodgkin-Huxley ball and stick model). The additional description of the neuronal models can be found in the appendix data. We evaluated a total of 8 neuronal models, of which only 3 are described here. The other 5 variants are described in the appendix.

2.4. Generating training datasets

We generated somatic membrane potentials using the NEURON simulator [21]. The names and ranges of our three models’ free parameters are described in the Tables A3-A6. To invoke a voltage response we used the chirp-type stimulus - Fig. A1. The simulated waveforms were accepted for the CNN-training if there...
were (i) no spikes during the hyperpolarization phase of the stimulus, and (ii) less than 30 total spikes during the chirp phase of the stimulus. Note that, in the CNN training process, we disregarded the cell’s response during the initial hyperpolarizing current.

The number of examples used to train the CNNs varied from $1 \times 10^5$ examples for the Izhikevich 4 parameter dataset to $1.5 \times 10^6$ examples for the Mainen and Sejnowski 10 parameter dataset (see Tables A3-A6 for the details). The dynamic ranges of the physical values for each varied parameter were chosen to be approximately between 0.5 times the base value or 2 times the base value used by the authors of the respective neuron models [18, 20]. Some exception were made when the same ion conductances was varied in neighbouring compartments (e.g. $g_{Na,dend}$ and $g_{Na,soma}$ in Table A6 ). The non-varied parameters were either kept constant at the base values or co-varied with one of the varied parameters as described in Section 2.3.

2.5. CNN model
A machine learning regressing network is a function $F(X(t)|\theta) = Y$, where $X(t)$ is the temporal pattern of voltage fluctuation of a biological neuron membrane, called a "trace" or "waveform" for short. $F$ also depends implicitly on the CNN weights $\theta$ which are determined during the training process. The output $Y$ is a multi-valued floating point vector corresponding to the predicted parameter values. Since the activation of the last fully connected (FC) layer was set to be $1.2 \times \tanh$ the range of accessible $Y$s was $[-1.2,1.2]$.

Convolutional Neuron Networks (CNN) have been successfully used in a variety of ML-tasks, e.g., 2D image processing. Since a biological neuron’s activity (a trace) is typically recorded as a single valued time series, the CNN was constructed from several 1-dimensional (1D) CNN layers interleaved with 1D-Pooling layers to extract information about repetitive features (neuron spikes). The following block of FC layers was intended to capture the global features of the trace. The last FC layer returned regressed parameters (e.g., ionic conductances, membrane resistances, etc.,) modelling a neuron. Those physical parameters were linearly scaled to the unit-less range $[-1,1]$. The predictor $F(.)$ had the capacity to produce values with amplitudes up to 20% larger than necessary by design, to allow out-of-range predictions.

The natural amplitude of the membrane potential varied between $[-80,50]$ mV. Since we expect the non-spiking portion of a trace to contain more information about ionic channels, we shifted each trace so that its minimum value was $+1$mV and took the logarithm, as follows:

$$X'(t) = \log_{10} \left( 1 + \frac{(X(t) - \min_t X(t))}{mV} \right)$$  \hspace{1cm} (1)

This guarantees that the range of input values $X'$ is limited to $[0,3]$ and only a small fraction of this range is designated to neuron spikes. Also, it reduces sensitivity to the drift of holding current, which is expected to vary between stimulations. The dimension of $X(t)$ was 9000 time bins.

The $\{X(t),Y\}$ dataset was randomly divided into train/validate/test sets in a 7/1/1 ratio. During the CNN training, we reduce the learning rate at each step if there was no improvement in the validation loss, and terminate learning after no further improvement of loss was observed. We executed 32 independent trainings on the same train and validation datasets, each time differently shuffling the examples. The final CNN-predictions were averaged over 32 sets of learned weights $\theta$.

The optimal configuration of the layers of the CNN and the training method were determined by means of a random search of the hyper-parameter space [22]. We executed 780 CNN-training experiments with 14 randomly varied hyper-parameters (hyper-parameters include number of CNN and FC layers, number
of features per layer, optimizer type, loss function, etc.; see the appendix for more details). Each training lasted between 4 and 6 GPU-hours, depending on how quickly the loss stabilized. The best model was not necessarily the one with the smallest one-time training loss value. By repeatedly training the same model using random permutations of the same data, we confirmed that training was stable, and that the final validation loss achieved by each training instance was minimally variable across permutations.

The best-performing CNN model we tested has 744,000 weights ($\theta$) and consists of 6 CNN, 3 Pool, and 7 FC layers. The CNN layers had 18 or 25 features, the flatten layer had 45,000 units, the feature count for the FC layers varied between 148 and 46 (with deeper layers having fewer features), the last FC layer output had the dimension equal to the number of regressed parameters ($Y$). CNN kernel size was 5, pool size was 3, the dropout rate between FC layers was of 0.01, the optimizer was ADAM [23], the learning rate reduction factor was of 0.14, and mean absolute error (MAE) loss was used.

2.6. Multi-Objective Optimization (MOO)

MOO, as implemented in BluePyOpt [16], is the standard method for fitting neuronal models to in vitro recorded data. This evolution based method constrains the free parameters of the neuronal models so it’s output will have similar objective as the target neuronal data. This is done by minimizing the RMS between features (eFEL) [17] of the voltage waveform - the objectives of the optimization. BluePyOpt’s implementation of MOO attempts to minimize each objective using pareto-optimality conditions as described here [24]. When the optimization terminates, a group of solutions (neuronal model parameters predictions) with high similarity to the target data are suggested. Here the target neuronal data is first generated using the base values of the relevant neuronal model (Tables A3,A4, A6).

2.7. Evaluation of CNN and MOO accuracy with eFEL

eFEL features were also used to evaluate and compare the quality of CNN and MOO parameter inference. For each sample in the test set, we computed the eFEL features listed in Sect. 2.1 from the ground-truth waveform as well as from the CNN-predicted waveform (see Fig. 1). The mean ($\mu$) and standard deviation ($\sigma$) of the differences between eFEL features from the ground-truth and CNN-predicted waveforms across the whole test set were estimated for each feature. The total error $\epsilon$ of CNN or MOO prediction was computed by adding both moments in quadrature, assuming they represent two statistically independent measures of the error of predictors.

$$\epsilon = \sqrt{\mu^2 + \sigma^2}$$

We note that the eFEL library was unable to compute some of the chosen features for some waveforms. In such cases we would discard the input. This affected 25%, 10%, and below 1%, of the Izhikevich, Hodgkin-Huxley, and Mainen test datasets, respectively. To establish a baseline, 50,000 waveforms produced by each neuron simulator with randomly varied parameters for the purpose of CNN training has been set aside, divided in to pairs and eFEL feature difference was computed for each pair. These distributions were further refined by eliminating outlying comparison values that exceeded the 10 standard deviation interval. Finally, the mean and standard deviation was recomputed for the filtered distributions of feature value differences. The baseline error (eq. 2) was computed for each dataset.
3. Results

3.1. CNNs can accurately predict ion channel densities of neuronal models

We trained the same CNN-model on data from each of 8 different neuronal models. Here we will discuss the results for three selected models, in order of increasing model complexity. The CNN predictions are made for ‘test’ examples not used in the CNN-training process.

3.1.1. Izhikevich - phenomenological spiking neuron model

We started with the simplest model, the Izhikevich neuron. Izhikevich is a spiking neuron model described by 2 differential equations [18] and does not account for morphological effects; i.e. the Izhikevich model is a point cell model. The Izhikevich model can be used to represent a wide range of firing patterns by varying the parameter values. Spiking neuron models such as Izhikevich are mostly used to represent neurons in a large scale neuronal simulation with many point neurons. The Izhikevich model is not readily interpretable in terms of biophysical properties of the simulated neuron.

The predictions for the Izhikevich dataset are shown in Fig. 2a). The regression residues, defined as the difference between the truth and predicted value, have a RMS between 1-2%, averaged over the whole sampled dynamic range of respective parameters [-1,1]. Despite training on only $3 \times 10^4$ examples, the CNN achieved high prediction accuracy. This can be attributed to the relative simplicity of the Izhikevich model, where the parameters contribute directly to the voltage response. After training, we used the predicted values with either high or low error to generate voltage responses and overlay them with the ground truth voltage response (Fig. 4a).
3.1.2. Hodgkin-Huxley ball and stick compartmental model

Next, we simulated a reduced neuronal morphology: a sphere connected to a cylinder, representing a simplified soma and dendrite, respectively. The adjustable parameters in the Hodgkin-Huxley 7-parameter model were the maximal ionic conductances of various ion channels in each of the two compartments. This model was used to study whether a CNN could be trained to separate contributions from the same ion channels in two different compartments. We trained the CNN with $4.5 \times 10^5$ examples. The CNN predictions of the parameter values are shown in Figs. 2b, 4b. The CNN trained for the Hodgkin-Huxley 7-parameter model made accurate predictions with small residues below 6%. The highest prediction accuracy (residue RMS of 1.1%) was achieved for the leak conductance at the dendrite $g_{l,dend}$. This is the only conductance in the Hodgkin-Huxley 7 parameter model that was not allowed to take different values at the soma and the dendrite. The most difficult parameters to predict were the correlated somatic and dendritic calcium conductances (residue RMS of 5.1% and 5.5%, respectively). We attribute this to the challenge of distinguishing the contribution of the calcium conductance in dendritic compartments to the voltage response recorded at the soma.

To further study the CNN’s ability to separate the contributions of conductances originating from different compartments, we used two Hodgkin-Huxley ball and stick models with only 4 varied parameters. In the first of these 4 parameter models (Hodgkin-Huxley 4parE), each parameter controlled the conductance of a different ion channel type. In the second (Hodgkin-Huxley 4parH), two ionic conductances (Na, K) were varied separately at each of two different compartments. Although the Hodgkin-Huxley 4parH predictions were more closely correlated with the true values than the 4parE predictions (see Fig. A2b, both models’ parameters were predicted with high accuracy. Next, we wanted to check the limits of the CNN trained model with Hodgkin-Huxley ball and three sticks morphology. We added another two compartments to the morphology to simulate a basal dendritic arbor with different physical dimensions and topology. In this model, we varied 10 parameters (Hodgkin-Huxley 10par) which describe the conductances at the 3 different compartments (see Fig. A3 and Table A5). Our CNN model was able to predict only 7 parameters with residues below 10%, despite training on $1.4 \times 10^6$ examples for over 10 GPU-hours. It seems we reached the limit of CNN predictions when using only one stimulus and voltage response only from the soma.

3.1.3. Mainen and Sejnowski biophysically detailed compartmental model

Finally, we studied how the trained CNN would predict the ionic conductances of a biophysically detailed model with realistic morphology such as Mainen and Sejnowski [20]. We tested this neuronal model with gradually increasing complexity by varying 4, 7, and 10 parameters (Table A6, Figs. A4, A5, and 3, respectively). When 4 parameters were varied, prediction errors were less than 4%. Increases in the average prediction error were seen as more parameters were varied (Table A6). The 10 parameter model introduced the new challenge of multiple variables controlling the same ionic conductance in the same compartment. For example, the total potassium conductance can be controlled by the following 3 conductances in several different combinations: calcium, potassium M-current, and calcium-activated potassium channels ($KC\alpha$). This redundancy results in a fundamental lack of parameter identifiablity. Indeed, these three parameters proved to be the most strenuous to resolve: the CNN was able to determine them with residues of 10%, 29%, and 13%, respectively. One of the advantages of using CNNs is that we can easily analyze the correlations between the predicted parameters to gain insight into their interdependence (Fig. 3b). Despite the relatively high errors in the Mainen 10 parameter predictions, the produced waveforms were qualitatively similar
Fig. 3: CNN-predictions for 10-parameter Mainen dataset. (a) The correlation between the truth and predictions. (b) correlation between residua of predictions depicted by color scale, where 0 means no correlation and (-)1 means strong (anti)correlation. The brackets mark most difficult to predict, highly correlated triplet of dendrite conductances: Ca, K\textsubscript{m}, and KC\textsubscript{a}.

(Fig. 4c). However, since the Mainen model is sufficiently complex to represent many of the underlying mechanisms of neuronal firing, this is an example of how CNN can be a useful tool to predict ion-channels densities of neurons from \textit{in vitro} voltage responses.

3.2. CNN outperforms Multi Objective Optimization

We tested if the CNN predictions for the free parameters of neuronal models could be an alternative to MOO - the standard method to fit model parameters to voltage responses. Here our optimization used six eFEL features similar to the ones used in here [8]. We ran MOO for each of the 3 models discussed above, terminating each optimization after 10 generations with no significant improvement, or when the number of parameter sets evaluated during the optimization process exceeded the number of samples used to train the CNN on the same neuronal model (Tables A3, A4 and A6). The target voltage responses were the ones obtained with the base parameter values, shown in the same Tables. After the optimization terminated we compared eFEL features between the target trace and the traces generated by the 32 best parameter predictions found during MOO. We also made the same comparison for the 32 predictions made by the 32 trained ML models on the sample whose parameters were closest to the base values in (Tables A3, A4 and A6). The predicted parameters from both MOO and the CNNs produced traces with eFEL features similar to the respective target traces are shown in Fig. 5.

To qualitatively compare the performance of MOO and the CNN, we used two criteria discussed in methods: similarity of the predicted waveform to the target data and the distance of prediction in the parameter space. In the features comparisons MOO did better only for the simple models (black symbols in Fig. 5). In the parameter loss criteria, overall, CNN outperformed MOO in all models (red symbols in Fig. 5). We note that in the Hodgkin-Huxley 7-parameter model, the CNN predictions did a poor job of reproducing
Fig. 4: Examples of voltage traces generated from CNN predictions with varying errors, overlaid with the true voltage. Small errors are 0.5 STD below the populations mean.

Fig. 5: Comparison of relative error of MOO vs. CNN predictions. The larger fainter symbols denote average over respective observables.

the eFEL features of the target trace in comparison to MOO, despite the fact that the parameters were determined to slightly better accuracy than MOO. In summary, we conclude that (i) in simpler models, MOO performs better than our CNN in fitting features, (ii) our CNN does better in fitting the parameters on average in all models, (iii) for very complex models, a strategy based on accurately fitting the parameters is more effective than one that optimizes for reproduction of eFEL features of voltage waveforms.

4. Discussion

4.1. CNNs can accurately predict ion-channels densities of neuronal models

In this study we explored applicability of CNN to predict ionic channels’ conductances of neuronal models from their voltage response. We trained the same CNN on datasets from 3 different neuronal models: spiking neuronal models, Hodgkin-Huxley reduced morphology, and biophysically detailed models. The CNN with optimized hyper-parameters was able to recover majority of parameters for all of the 8 models we trained it on with varying accuracy. The most challenging to predict were parameters that were highly correlated, either due to having the same conductances in several compartments or several conductances at the same compartment that control the same ion flux. This issue was more prevalent as the complexity of the models increased. For the two neuronal models with 10 parameters (Figs. 3 and A3). CNN predicted several parameters with large residues of 30%-50%, indicating this might be the limit of neuron complexity when using only one stimulus and recording only one voltage at the soma. We verified the waveforms generated from the CNN predictions with small or large prediction errors (Fig. 4) and qualitatively the earlier seemed to better agree with the ground truth. Furthermore, we computed the features of the waveform using the eFEL package (see methods) to quantitatively compare between the waveforms generated from the CNN predictions (Fig. 5).
4.2. CNNs outperforms the current standard method in predicting ion-channels densities

The main challenge in fitting neuronal models to the waveforms is that multiple sets of parameters may lead to the similar neuronal output [25, 6], which is caused by model non-linearity and/or correlation between the parameters. We are aiming to find the solutions a recorded neuron is using. Currently, the most common way to fit models parameters to in vitro neuronal recordings is using MOO as initially described here [8] and later standardized in BluePyOpt [16]. This method is used either for constructing large scale neuronal simulations [9] or to represent a recorded neuron as a compartmental model [7]. The MOO optimization is computationally intensive and needs to be repeated for every new target waveform. On average, CNN predictions for neuronal model’s parameters were more accurate than MOO for all the models tested in this study (3 examples in Fig 5). For simple models both MOO and CNN had comparable small prediction errors. For more complex models (Mainen 10 parameters), MOO found a different solution that generated similar waveforms to the target data but resulted in large parameter errors.

In addition to accuracy, there are other advantages of using CNNs over MOO: first, a trained CNN can predict neuronal parameters for any target waveform in a fraction of a second while MOO method requires to run a costly optimization for each new target data, often for many CPU-days. Second, MOO convergence highly depends on the choice of the objectives (features of the waveform) and it is not clear how to choose the right ones out of more than 200 offered by the eFEL package. Third, CNN predictions applied to a large dataset provide information about statistical error of predictions and correlations between parameters (Fig. 3a,b). It provides new insight in neuron models, helps in improving them, and allows quantitative comparison of accuracy of different models.

4.3. Future directions and applications

To the best of our knowledge, this is the first demonstration of applying CNNs to predict parameters of neuronal models. There are several improvements that can be applied to our method to solve even more complex and biophysically detailed models: i) Adding more stimulation to generate a more versatile response from the neuronal simulator [26], ii) recording from additional locations on the neuron, either using the cell attached configuration [27] or direct voltage imaging of the entire cell, iii) reducing the dimensionality by only predicting sub-groups of the varied parameters and pharmacologically blocking other conductances as described here [28]. Moreover, we would like to generalize CNN-based predictor to also indicate the level of mismatch between the input waveform and the CNN training dataset. In the future we want to apply the method describe here to spatially map the ion channels of recorded neurons to better understand the underlying mechanisms of their firing patterns.

5. Acknowledgements

This research was supported in part by SFARI grant 513133 and NIH MH112117, and by previous breakthroughs obtained through the Laboratory Directed Research and Development Program of Lawrence Berkeley National Laboratory under U.S. Department of Energy Contract No. DE-AC02-05CH11231. This research used resources of the National Energy Research Scientific Computing Center (NERSC), a U.S. Department of Energy Office of Science User Facility operated under Contract No. DE-AC02-05CH11231.
References

[1] Bruce P. Bean. The action potential in mammalian central neurons. *Nature Reviews Neuroscience*, 8:451 EP, Jun 2007. Review Article.

[2] Christof Koch and Idan Segev. The role of single neurons in information processing. *Nature Neuroscience*, 3(11):1171–1177, 2000.

[3] Dominique Engel and Peter Jonas. Presynaptic action potential amplification by voltage-gated na+ channels in hippocampal mossy fiber boutons. *Neuron*, 45(3):405 – 417, 2005.

[4] Andrea Lorincz and Zoltan Nusser. Molecular identity of dendritic voltage-gated sodium channels. *Science (New York, N.Y.)*, 328(5980):906–909, May 2010.

[5] Mark T. Harnett, Ning-Long Xu, Jeffrey C. Magee, and Stephen R. Williams. Potassium channels control the interaction between active dendritic integration compartments in layer 5 cortical pyramidal neurons. *Neuron*, 79(3):516–529, Aug 2013.

[6] Mara Almog and Alon Korngreen. Is realistic neuronal modeling realistic? *Journal of neurophysiology*, 116(5):2180–2209, Nov 2016.

[7] Nathan W. et al. Gouwens. Systematic generation of biophysically detailed models for diverse cortical neuron types. *Nature Communications*, 9(1):710, 2018.

[8] Shaul Druckmann, Yoav Banitt, Albert Gidon, Felix Schramm, Henry Markram, and Idan Segev. A novel multiple objective optimization framework for constraining conductance-based neuron models by experimental data. *Frontiers in Neuroscience*, 1:1, 2007.

[9] Henry Markram et al. Reconstruction and simulation of neocortical microcircuitry. *Cell*, 163(2):456 – 492, 2015.

[10] Naomi Keren, Noam Peled, and Alon Korngreen. Constraining compartmental models using multiple voltage recordings and genetic algorithms. *Journal of Neurophysiology*, 94(6):3730–3742, 2005. PMID: 16093338.

[11] W. Van Geit, E. De Schutter, and P. Achard. Automated neuron model optimization techniques: a review. *Biological Cybernetics*, 99(4):241–251, Nov 2008.

[12] Mara Almog and Alon Korngreen. A quantitative description of dendritic conductances and its application to dendritic excitation in layer 5 pyramidal neurons. *Journal of Neuroscience*, 34(1):182–196, 2014.

[13] Etay Hay, Sean Hill, Felix Schürmann, Henry Markram, and Idan Segev. Models of neocortical layer 5b pyramidal cells capturing a wide range of dendritic and perisomatic active properties. *PLoS computational biology*, 7(7):e1002107–e1002107, Jul 2011.
[14] Stefan Hallermann, Christiaan P. J. de Kock, Greg J. Stuart, and Maarten H. P. Kole. State and location dependence of action potential metabolic cost in cortical pyramidal neurons. *Nature Neuroscience*, 15:1007 EP –, Jun 2012. Article.

[15] Amrita et al. Mathuriya. Cosmoflow: Using deep learning to learn the universe at scale. In *Proceedings of the International Conference for High Performance Computing, Networking, Storage, and Analysis*, SC ’18, pages 65:1–65:11, Piscataway, NJ, USA, 2018. IEEE Press.

[16] Werner Van Geit, Michael Gevaert, Giuseppe Chindemi, Christian Ressert, Jean-Denis Courcol, Eilif B. Muller, Felix Schrmann, Idan Segev, and Henry Markram. Bluepyopt: Leveraging open source software and cloud infrastructure to optimise model parameters in neuroscience. *Frontiers in Neuroinformatics*, 10:17, 2016.

[17] Blue Brain Project. Electrophys feature extraction library (efel, github), 2019.

[18] E. M. Izhikevich. Simple model of spiking neurons. *IEEE Transactions on Neural Networks*, 14(6):1569–1572, Nov 2003.

[19] A. L. HODGKIN and A. F. HUXLEY. A quantitative description of membrane current and its application to conduction and excitation in nerve. *The Journal of physiology*, 117(4):500–544, Aug 1952. 12991237[pmid].

[20] Zachary F. Mainen. Influence of dendritic structure on firing pattern in model neocortical neurons. *Nature*, 1996.

[21] Nicholas T. Carnevale and Michael L. Hines. *Frontmatter*, page 480. Cambridge University Press, 2006.

[22] Leslie N. Smith. A disciplined approach to neural network hyper-parameters: Part 1 - learning rate, batch size, momentum, and weight decay. *CoRR*, abs/1803.09820, 2018.

[23] Diederik P. et al. Kingma. Adam: A method for stochastic optimization. *CoRR*, abs/1412.6980, 2014.

[24] François-Michel De Rainville, Félix-Antoine Fortin, Marc-André Gardner, Marc Parizeau, and Christian Gagné. Deap: A python framework for evolutionary algorithms. In *Proceedings of the 14th Annual Conference Companion on Genetic and Evolutionary Computation*, GECCO ’12, pages 85–92, New York, NY, USA, 2012. ACM.

[25] Astrid A. Prinz, Dirk Bucher, and Eve Marder. Similar network activity from disparate circuit parameters. *Nature Neuroscience*, 7(12):1345–1352, 2004.

[26] Shaul Druckmann, Thomas K. Berger, Felix Schrmann, Sean Hill, Henry Markram, and Idan Segev. Effective stimuli for constructing reliable neuron models. *PLOS Computational Biology*, 7(8):1–13, 08 2011.

[27] Katherine L. Perkins. Cell-attached voltage-clamp and current-clamp recording and stimulation techniques in brain slices. *Journal of neuroscience methods*, 154(1-2):1–18, Jun 2006.
[28] Naomi Keren, Dan Bar-Yehuda, and Alon Korngreen. Experimentally guided modelling of dendritic excitability in rat neocortical pyramidal neurones. *The Journal of physiology, 587*(Pt 7):1413–1437, April 2009.

[29] Robert A. McDougal, Thomas M. Morse, Ted Carnevale, Luis Marenco, Rixin Wang, Michele Migliore, Perry L. Miller, Gordon M. Shepherd, and Michael L. Hines. Twenty years of modeldb and beyond: building essential modeling tools for the future of neuroscience. *Journal of Computational Neuroscience, 42*(1):1–10, Feb 2017.
Appendix

A. Supplementary Methods

A.1. Stimulus

The chirp stimulus used across this study is a sinusoidal wave with continuously varying frequency and amplitude:

\[ I(t) = C \cdot (I_0 + I_c \cdot t \cdot \sin(\omega t)) \]  

where \( I_c = 11 \text{ nA/s} \), \( \omega = 0.64 \text{ rad/ms} \), \( I_0 = 0.5 \text{ nA} \), \( I_c \) was adjusted to control the amplitude for each neuronal model so it would generate APs. We added a hyperpolarizing current lasting 110 ms to prevent spontaneous spikes prior to the onset of the stimulating chirp, as well as an 80 ms period of no current injection post-chirp to allow for some spontaneous (i.e., non stimulus-driven) activity. The whole current injection is shown in Fig. A1.

![Fig. A1: Stimulus used in our neuronal simulations. Red lines mark the range used for CNN training.](image)

A.2. Neuronal Models

All simulations were run in the NEURON simulation environment [21] version 7.5. All cell and ion channel models were obtained from ModelDB [29].

The Izhikevich model [18] was implemented as a POINT PROCESS in a zero-length cellular compartment in the NEURON simulator.

The Hodgkin-Huxley simulations used ion channel models from Mainen and Sejnowski, [20]: Na\(^+\), Ca\(^{2+}\), and fast Potassium (K\(_V\)) channels with kinetic parameters held at their predefined values from the Mainen+Sejnowski cells (only the max conductances of each channel type were left as adjustable parameters). For the 5 parameter Hodgkin-Huxley cell, these channels were placed into a simple morphology with the soma represented by a compartment with 21 \( \mu \text{m} \) length and diameter, and a dendrite of length 210 \( \mu \text{m} \) and diameter 2.1 \( \mu \text{m} \). For the 10 parameter Hodgkin-Huxley cell, there was an additional basal dendritic structure consisting of two compartments, each with length 52.5 \( \mu \text{m} \) and diameter 2.1 \( \mu \text{m} \), both attached to the soma opposite the apical dendrite.

A.3. CNN-prediction accuracy vs. training size

We used Mainen 10 parameter dataset for study of accuracy of ML-prediction as function of the size of training data set. The same 'test' data segment was set aside from the trainings and used as common reference for the inference. For each choice of the training data size we run 8 independent ML-trainings, on
Table A1: Accuracy of ML-prediction for Mainen 10param dataset as function of the size of the training data set.

| Training Size | $\theta_{Na \_dend}$ | $\theta_{Na \_node}$ | $\theta_{Na \_soma}$ | $\theta_{Kv \_axon}$ | $\theta_{Kv \_soma}$ | $\theta_{Ca \_dend}$ | $\theta_{Km \_dend}$ | $\theta_{KCa \_dend}$ | $C_m$ | $R_m$ | MSE Loss | GPU Time (min) | Epochs |
|---------------|------------------------|----------------------|-----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|-------|-------|----------|----------------|--------|
| 220k          | 16.7%                  | 14.5%                | 2.5%                  | 53.9%                | 6.5%                 | 14.2%                | 40.7%                | 18.9%                | 1.9%  | 4.5%  | 0.066    | 110             | 59     |
| 450k          | 12.6%                  | 11.5%                | 2.9%                  | 22.0%                | 4.7%                 | 10.9%                | 32.5%                | 15.2%                | 2.7%  | 4.6%  | 0.032    | 240             | 65     |
| 900k          | 9.9%                   | 9.9%                 | 3.0%                  | 12.7%                | 4.0%                 | 9.3%                 | 28.0%                | 13.1%                | 3.0%  | 4.6%  | 0.020    | 610             | 98     |
| 1.8M          | 8.9%                   | 9.3%                 | 2.9%                  | 11.0%                | 3.7%                 | 8.7%                 | 26.0%                | 12.3%                | 3.0%  | 4.5%  | 0.017    | 780             | 52     |

different subset of examples, shuffled differently. Only for the largest data size choice we just shuffled the examples. The results reported in table A1 are averaged over 8 trainings.

A.4. Optimization of CNN

The initial CNN-model used to develop the CNN code-base was defined by the following set of hyper-parameters (ver 1)

The CNN-model was constructed based on hyper-parameters as follows:

Listing 1: Construction of CNN model from hyper-parameters (pseudo-code)

```python
h = Input(shape=(9000,1))

# . . . . . CNN-1D layers

cnn_ker=hpar['conv_kernel']
for dim in hpar['conv_filter']:
  for j in range(hpar['conv_repeat']):
    h = Conv1D(dim, cnn_ker, activation='linear', padding='valid')(h)
    h = LeakyReLU()(h)
    h = MaxPool1D(pool_size=hpar['pool_len'])(h)
  h = Flatten()(h)
  h = Dropout(hpar['dropFrac'])(h)

# . . . . FC layers
for i,dim in enumerate(hpar['fc_dims']):
  h = Dense(dim, activation='linear')(h)
  h = LeakyReLU()(h)
  h = Dropout(hpar['dropFrac'])(h)
```
Table A2: hyper-parameters for CNN model ver1 and ver693. '*' - not varied

| Parameter   | CNN params | ver 1                        | ver 693                      |
|-------------|------------|------------------------------|------------------------------|
| conv_filter | [6,12,18,24,30,36] | [18, 25]                     |
| conv_kernel | 5          | 5                            |
| conv_repeat | 2          | 3                            |
| pool_len    | 3          | 7                            |
| FC params   | fc_dims    | [20, 10, 10]                 | [148, 131, 114, 97, 80, 63, 46] |
| lastAct*    | tanh       | tanh                         |
| outAmpl*    | 1.2        | 1.2                          |
| dropFrac    | 0.02       | 0.01                         |
| Training    | lossName   | mse                          | mae                          |
| optimizerName | adam      | adam                         |
| reduceLR_factor | 0.3      | 0.14                         |

# ... Output
y = Dense(out_dim, activation=hpar['lastAct'])(h)
y = Lambda(lambda val: val*hpar['outAmpl'])(y)

A.5. Supplementary figures and tables

Table A3: Ranges of parameters used by Izhikevich model and accuracy of CNN predictions, averaged over 32 trained models.

| Name   | Base | Range | Units | CNN accuracy |
|--------|------|-------|-------|--------------|
| a      | 0.01 | 0.01  | 0.10  | 2.6%         |
| b      | 0.2  | 0.1   | 0.4   | 1.0%         |
| c      | -65  | -80   | -50   | 1.1%         |
| d      | 2    | 0.5   | 5     | 2.1%         |
| CNN-training | end-loss MSE  | 5.4e-4   | num. examples | 29k  |
|         | GPU time (min) | 7.2    | epochs | 38        |
Table A4: Ranges of 4 or 7 parameter sets used by Hogkins-Huxley ball+stick model and respective CNN prediction accuracies. The value of $g_{l,soma}$ was locked to $g_{l,dend}$.

| Parameter     | Base | Range   | Units     | CNN accuracy | 7par | 4parH | 4parE |
|---------------|------|---------|-----------|--------------|------|-------|-------|
| $g_{Na,soma}$ | 500  | 250 1000 | pS/µm^2  | 2.8% 1.3% 1.7% |      |       |       |
| $g_{Na,dend}$ | 500  | 250 1000 | pS/µm^2  | 3.2% 1.7%   |      |       |       |
| $g_{K,soma}$  | 10   | 5 20    | pS/µm^2  | 3.3% 1.8%   |      |       |       |
| $g_{K,dend}$  | 10   | 5 20    | pS/µm^2  | 4.4% 2.0% 4.6% |      |       |       |
| $g_{Ca,soma}$ | 1.5  | 0.75 3   | pS/µm^2  | 5.1% - 3.6% |      |       |       |
| $g_{Ca,dend}$ | 1.5  | 0.75 3   | pS/µm^2  | 5.5% - -    |      |       |       |
| $g_{l,dend}$  | 0.6  | 0.3 0.9 | mS/cm^2  | 1.1% - 0.7% |      |       |       |

Table A5: Ranges of 10 parameters used by Hodgkin-Huxley two dendrites model and respective CNN prediction accuracies. The value of $g_{l,apic}$ and $g_{l,basal}$ were locked to $g_{l,soma}$.

| Parameter     | Range   | Units     | CNN accuracy |
|---------------|---------|-----------|--------------|
| $g_{Na,soma}$ | 250 1000 | pS/µm^2  | 7.9%         |
| $g_{Na,apic}$ | 250 1000 | pS/µm^2  | 3.1%         |
| $g_{Na,basal}$| 250 1000 | pS/µm^2  | 17%          |
| $g_{K,soma}$  | 5 20    | pS/µm^2  | 17%          |
| $g_{K,apic}$  | 5 20    | pS/µm^2  | 6.9%         |
| $g_{K,basal}$ | 5 20    | pS/µm^2  | 39%          |
| $g_{Ca,soma}$ | 0.75 3   | pS/µm^2  | 23%          |
| $g_{Ca,apic}$ | 0.75 3   | pS/µm^2  | 7.1%         |
| $g_{Ca,basal}$| 0.75 3   | pS/µm^2  | 50%          |
| $g_{l,soma}$  | 0.25 1   | mS/cm^2  | 1.9%         |

CNN-training:
- end-loss MSE: 0.059
- num. examples: 1.4M
- GPU time (min): 620
- epochs: 72
Fig. A2: Comparisons of CNN predictions for Hodgkin-Huxley 4parE (a) and 4parH (b) with 2 different subsets of varied parameters described in Table A4.

Fig. A3: CNN prediction of 10 parameters for Hodgkin-Huxley 'ball with 2 sticks' geometry was only partially successful. The low sensitivity to $g_{Ca,basal}$ (left panel) is most likely caused by 90% anti-correlation with $g_{Ca,soma}$ (right panel).
Fig. A4: CNN prediction of Mainen 4-parameter neuron model.

Fig. A5: CNN prediction of Mainen 7-parameter neuron model.
| Paramater     | Base | Range | Units     | CNN accuracy | 10par | 7par | 4 par |
|--------------|------|-------|-----------|--------------|-------|------|-------|
| \( g_{Na,dend} \) | 20   | 10    | 250 \( S/cm^2 \) | 10%           | -     | -    | -     |
| \( g_{Na,axon} \) | 30   | 15    | 80 \( kS/cm^2 \) | 10%           | 2.0%  | 1.1% | -     |
| \( g_{Na,soma} \) | 0.02 | 0.01  | 60 \( kS/cm^2 \) | 2.9%          | -     | -    | -     |
| \( g_{Kv,axon} \) | 2    | 1     | 5 \( kS/cm^2 \)  | 15%           | 3.5%  | 3.2% | -     |
| \( g_{Kv,soma} \) | 0.2  | 0.1   | 2 \( kS/cm^2 \)  | 4.0%          | 2.1%  | -    | -     |
| \( g_{Ca,dend} \) | 300  | 150   | 600 \( mS/cm^2 \) | 9.7%          | 3.8%  | 3.8% | -     |
| \( g_{Km,dend} \) | 100  | 50    | 200 \( mS/cm^2 \) | 29%           | 17%   | 3.9% | -     |
| \( g_{KCa,dend} \) | 3    | 1.5   | 6 \( S/cm^2 \)   | 13%           | 8.9%  | 2.3% | -     |
| \( C_m \) | 0.6  | 0.3   | 1.5 \( \mu F/cm^2 \) | 2.9%          | -     | -    | -     |
| \( R_m \) | 30   | 15    | 60 \( k\Omega \ cm^2 \) | 3.8%          | 1.5%  | -    | -     |
| CNN-training end-loss MSE | 0.023 | 6.6e-3 | 9e-4 | -     | -    | -    |
| CNN-training num. examples | 780k | 400k | 77k |
| CNN-training GPU time (min) | 310 | 110 | 20 |
| CNN-training epochs | 51 | 48 | 38 |