Abstract

With the popularity of Transformer architectures in computer vision, the research focus has shifted towards developing computationally efficient designs. Window-based local attention is one of the major techniques being adopted in recent works. These methods begin with very small patch size and small embedding dimensions and then perform strided convolution (patch merging) in order to reduce the feature map size and increase embedding dimensions, hence, forming a pyramidal Convolutional Neural Network (CNN) like design. In this work, we investigate local and global information modelling in transformers by presenting a novel isotropic architecture that adopts local windows and special tokens, called Super tokens, for self-attention. Specifically, a single Super token is assigned to each image window which captures the rich local details for that window. These tokens are then employed for cross-window communication and global representation learning. Hence, most of the learning is independent of the image patches (N) in the higher layers, and the class embedding is learned solely based on the Super tokens (N/M²) where M² is the window size. In standard image classification on ImageNet-1K, the proposed Super tokens based transformer (STTS25) achieves 83.5% accuracy which is equivalent to Swin transformer (Swin-B) with circa half the number of parameters (49M) and double the inference time throughput. The proposed Super token transformer offers a lightweight and promising backbone for visual recognition tasks.

1. Introduction

Transformers [8, 31] have shown a remarkable improvement in performance for Natural Language Processing (NLP). This led to a profound interest in transformers in computer vision (CV) [11, 21, 28, 32]. Transformers have achieved state-of-the-art results in multiple fields, e.g., speech [9, 14], NLP [8], Self-Supervised Learning (SSL) in Computer Vision (CV) [1, 2], multi-modal analysis [20] etc. demonstrating their ability as a universal function approximator with the reuse of a simple multi-head attention block and a pointwise convolution (feed forward) network. The core advantage of transformers is their ability to model long-range/global (sequential/spatial) relations and to attend the relevant parts of the input for a given task. However, the need for large-scale image databases and resolutions, limited computing resources, and a greener/climate positive AI focus motivate the design of more efficient vision transformers.

The main computational overhead in a transformer block is the Multi-head Self Attention (MSA) which scales quadratically with the number of input data tokens. In CV, the number of data tokens is fairly high, due to the 2D
spatial nature of the input. Several techniques have been proposed to address the computational complexity of transformers [3, 5, 12, 13, 16, 18, 21, 29, 32, 35]. Window-based self-attention (WMSA) has become one of the most popular mechanisms to reduce computational complexity of the self-attention operation [5, 21, 32]. It constrains the MSA to local windows, consisting of a sub-set of data tokens. Later on, a cross-window interaction mechanism is utilised to share information between neighbouring windows. The use of windows allows a smaller patch size, which is beneficial to performance, but computationally expensive. To deal with this, the works in [21, 32] proposed CNN-like pyramidal architecture for vision transformers. These hierarchical approaches use a smaller embedding size in initial blocks and do strided convolution (token merging) to change the feature resolution and increase the embedding dimension in later blocks. However, one main limitation of such designs is the interpretability in regard to the attention visualisation for decision making. This aspect is compromised due to the dilution of attention by the strided convolution (token merging) operation.

In this work, we focus on the problem of efficient transformer architecture design. We adopt window-based local self-attention. As depicted in Figure 1, we partition the image into spatial windows. Each window contains \( M \times M \) data tokens. However, as we lose the global representation ability of transformers, we require an efficient way to model global information and long range dependencies. Different from existing mechanisms, to share information across different local windows, we deploy a learnable token called Super token (SupTk). Super tokens are randomly initialised and learnt along the corresponding window data tokens. Each Super token summarises the visual contents of all the data tokens within a window. A Super Token Mixer (STM) module then consolidates the information across all the Super tokens. After communicating global information with other Super tokens, each Super token goes back to its window, and updates the corresponding local tokens with respect to the global context. For example, the deer in Figure 1 is distributed over windows with Super tokens s2, s3, s6, s7, s10, s11, s13, s14, s15. Once the local representation of face is built in the token s7, we would like to update it with respect to the rest of the Super tokens so that we can model strong links between the Super tokens on deer, and ignore the rest as background.

With the brief idea of the proposed Super tokens based image transformer mentioned above, we essentially try to investigate the following research questions. Can we encapsulate image data tokens in the form of Super tokens, summarising the image content, and in this way linking to the global context while maintaining local details? Are the summarised Super tokens enough for class prediction? How to model cross-window interactions with Super tokens for efficient learning? Do Super tokens help with the interpretability of the results? Does the proposed design offer any computational benefit?

To summarise, our key contributions in this work are as follows:

1. We propose a new isotropic architecture for vision transformer, based on local window attention and a global information consolidation by Super token interaction, to learn image representation. The proposed Super tokens do cross-window communication as well as model global information across the image.

2. The proposed Super Token Mixer is based on residual block design with simple point-wise and depth-wise convolutions to fuse the global information. It alleviates the need for expensive global self-attention across image patches \((N)\). It is independent of any data token. By effectively reducing the number of tokens to \((N/M^2)\), where \(M \times M\) is the number of data tokens per window, it significantly improves the memory consumption.

3. The proposed Super tokens based transformer (STT-S25) achieves 83.5% Top-1 accuracy on the Imagenet-1K classification benchmark, which is equivalent to Swin base transformer [21] (Swin-B) with about half the number of parameters (49M). The experimental results also verify the computational benefits of the proposed design.

2. Related Work
Our work deals with the architectural design component of the vision transformers. Therefore, we discuss the three recent trends as related work.

Vision Transformers. The vanilla image transformers strictly follow the MSA-FFN style data encoder [31] with MSA is formulated as:

\[
\text{MSA}(Q, K, V) = \text{Concat}(head_1, \ldots, head_h)W_O
\]

where \(head_i = \text{Attention}(QW_i^{Q_i}, KW_i^{K_i}, VW_i^{V_i})\) and

\[
\text{Attention}(Q, K, V) = \text{softmax}(QK^T/\sqrt{D})V
\]

Query \((Q)\), Key \((K)\) and Value \((V)\) are the three linear projections of the input matrix and \(d_k\) represents the feature dimension of \(K\). Attention is calculated between \(Q\) and \(K\) and used to scale \(V\). The first encoder block receives a set of feature maps as input coming from a convolutional block (sub-optimal case is using a single CNN layer as in [11]). The convolutional block takes an input image \(x \in \mathbb{R}^{H \times W \times C}\) and converts it to feature maps of size \(x_T \in \mathbb{R}^{\sqrt{H} \times \sqrt{W} \times D}\), where, \(H, W, \) and \(C\) are height, width and channels of the
Figure 2. (a) The overall architecture of the Super Token Transformer (STT). The data encoder blocks embed the visual content through an attention mechanism into Super tokens (SUP), and a class embedding block learns the final classification (CLS) token from the Super tokens. (b) Architecture of the STT-Data encoder blocks. First block processes all tokens with local-windowed self-attention. Next, the Super Token Mixer (STM) block consolidates the information at a global scale via all Super tokens.

Hierarchical Designs. As described in the introduction, the hierarchical designs employ local-windowed attention and a cross-window communication strategy. The Swin transformer [21] used a shifted window mechanism. Although the design served as an excellent backbone for the following works [3, 5, 10, 13, 38], the shifted window communication had an overhead of careful cyclic shift and padding. Shortly after, the work [5] proposed two models, namely Twins-PCPVT and Twins-SVT. The later one introduced interleaved local-global style design. The global sub-sampled attention (GSA) module used strided convolution function to summarise the local tokens and apply MSA for global interaction. The MSGTr [13] and RegionViT [3] proposed a similar idea of interacting with a regional level representative tokens. We discuss these works in more detail in the next section to clarify the design differences.

Mixer Networks. Following the main idea of mixing information across channels and spatial locations through shared point-wise and depth-wise convolutions respectively, a cohort of works [4, 15, 17, 26, 27, 33, 34] proposed various forms of spatial information (token) mixing/shuffling mechanisms to achieve competitive results without using explicit MSA operation.

3. Super Token Transformer (STT)

This section, first, describes the overall architecture of the proposed transformer. Then, we introduce the Super tokens and their use for modelling the local-to-global level associations. Finally, we describe the structure of our basic data encoder blocks and class learning blocks.

3.1. Overall Architecture

The overall architecture of the proposed Super token transformer is illustrated in Figure 2(a). First, an input image tokenization is performed using a four-layer convolutional stem with a patch size \( P \). We use convolution kernels of sizes \((7,3,3,8)\) with strides \((2,1,1.8)\) respectively. The resulting data tokens (DataTks) are partitioned into \( M \times M \) sized windows. Next, a separate Super token (SupTk) is linked to each window resulting in \((M \times M) + 1\) tokens per window. A learnable absolute positional embedding is then added to each token to learn the positional information. The prepared tokens are fed to the data encoder, formed by \( L \) layers of the proposed data encoder blocks. Finally, the SupTk tokens and a CLS token are used to learn image representation using a two layered class embedding encoder.
3.2. Super Tokens (SupTk)

In a typical Transformer block, multi-head self-attention (MSA) is the most computationally expensive operation due to the pair-wise attention calculation among all input patches. Hence, local window based multi-head self-attention (WMSA) has been largely adopted in the recent works. In WMSA, self-attention is computed only across the tokens within each window. However, the best way of communicating information across windows has been an open question.

The existing WMSA based solutions opted for a pyramid architecture, similar to CNN, with some mechanism of information seepage across neighbouring windows. We now introduce our proposal of using window Super tokens. As mentioned earlier, we add one Super token to each local window. This learnable token is trained along with the other data tokens in a window through WMSA and feed-forward network. The function of the Super token is to learn a rich local embedding for a given window and then communicate this information across windows for global interaction modelling.

3.3. Global Interaction with Super Token Mixer

We model cross-window interactions on the global scale with the locally learnt Super tokens. A straightforward solution is to employ a transformer block with standard MSA. However, we found that the performance in terms of throughput and accuracy (c.f ablation study 6) for this solution was poor. With the computational complexity and global scale in mind, we propose Super Token Mixer (STM) which uses separable convolution to interact across all windows. The global module first applies two depth-wise convolutions on Super tokens ($W_{DW1}, W_{DW2}$), interchanging information across all Super tokens by operating on each channel separately. Next, two point-wise convolutions ($W_{PW1}, W_{PW2}$) are applied to interact across all feature channels per spatial location. We use two residual connections across each convolutional block. Formally, the STM block can be written as:

$$y_{in} = [SupTk_1 \parallel SupTk_2 \parallel \ldots \parallel SupTk_N]$$

$$y' = y_{in} + W_{DW2} (GELU(W_{DW1}(LN(y_{in}))))$$

$$y_{out} = y' + W_{PW2} (GELU(W_{PW1}(LN(y'))))$$

The proposed global interaction module takes inspiration from the recent MLP-Mixer design [26]. All modern neural network architectures including CNNs, transformers and MLP based mixers have two main components to process information; channel wise information processing and spatial information processing. In typical CNN, this operation is defined by kernel size in the spatial domain, while taking into account all the channels. In separable CNNs, a 1x1 point-wise convolution is applied across the channels, while depth-wise convolution is applied across a group of channels in a local spatial neighbourhood. Vision transformers are essentially CNN with a slightly different way of processing spatial information. Tokenisation of the input image into data tokens is done by a convolutional layer (as the parameter are shared across all patches) but referred to as linear projection layer. Similarly layers to obtain the $Q, K$ and $V$ projections, multi-head information mixing layer in the MSA block, and the layers in FFN are all point-wise convolutions (as they share parameters across all the data tokens (features maps)), again renamed as so called linear layers. However, the spatial information mixing in a transformer is done by scaled dot-product attention between $Q$ and $K$ followed by softmax which serves as the coefficients/weights for $V$. This kind of spatial information mixing allows to capture long range relations. However, this leads to computational complexity and data/distillation requirements to train them (as there is no exploitation of local stationarity of the input signal in the design (locality bias), hence transformers require more data to learn natural locality biases present in images).

3.4. STT-Data Encoder Block

Figure 2(b) shows the two successive blocks of the proposed Super token transformer. First block consists of local windowed attention (WMSA) module and other standard modules (FFN, LayerNorm (LN)). The subsequent block employs the proposed STM for mixing global information. Hence, forming an alternative local-global design. However, we demonstrate in the ablation study, that only the first global interaction is needed after learning the initial few layers locally. We adopted the per-channel LayerScale ($\lambda_i$) from [29] to dynamically scale each information channel.

The mathematical formulation of the STT-data encoder at the layer $l$ is as follows:

$$x_l = [SupTk_l \parallel DataTk_l]$$

$$x' = x_l + diag(\lambda_{l,1}, \ldots, \lambda_{l,d}) \times WMSA(LN(x_l))$$

$$x' = x' + diag(X'_{l,1}, \ldots, X'_{l,d}) \times FFN(LN(x'))$$

$$SupTk's' = STM(SupTk's')$$

$$x_{l+1} = [SupTk'l \parallel DataTk']$$

3.5. STT-Class Embedding Block

We employ a classification CLS token for the class embedding learning. We append the CLS token with the SupTk tokens in the last two layers of the network. We discard data patches entirely in the class embedding block and learn image class representation from SupTk tokens. We use standard MSA and FFN for modelling the final interaction among tokens. The CLS token is fed to the classifier head for class prediction.

$$z_l = [CLS \parallel SupTk's]$$

$$z' = z_l + diag(\lambda_{l,1}, \ldots, \lambda_{l,d}) \times MSA(LN(z_l))$$
where \( z_{l+1} = z' + \text{diag}(\lambda'_{l,1}, \ldots, \lambda'_{l,d}) \times \text{FFN} (\text{LN}(z')) \)

### 3.6. Complexity Analysis

The proposed Super tokens significantly reduce the memory consumption of the vision transformer. As mentioned earlier, the MSA is the most expensive operation with the \( \mathcal{O}(N^2) \) complexity, where \( N \) is the number of data tokens. With the WMSA and \( M^2 \) as the window size, the memory complexity reduces to \( \mathcal{O}(NM^2) \). The complexity of the STM module is linear with \( \mathcal{O}(N_s) \) where \( N_s \) is the number of Super tokens. Finally, the class embedding layers employ MSA on Super Tokens and CLS token with the \( \mathcal{O}((N_s + 1)^2) \) complexity. Hence, with \( N_s = 16 << N = 784 \) in class layers, the overall complexity of the Super token transformer is \( \sim \mathcal{O}(NM^2 + N_s) \) with \( M = 7 \).

**Difference from Existing Approaches.** The primary difference of the proposed STT architecture from the state-of-the-art methods is maintaining pure isotropic transformer design which is inclusive of WMSA, without requiring token merging. As mentioned in the introduction, interpretability of attention is compromised in pyramidal designs (Swin [21], Twins [5], PVT [32]) due to strided convolution based token merging. In contrast, the proposed design provides a huge advantage in this regard, as the attention corresponding to the CLS token, which Super tokens are getting, can directly be passed down to local image tokens, giving more precise attentions (c.f. 3). The MSG-Transformer [13] has window messenger tokens that exchange information on regional level (group of nearby windows) by channel-groups shuffling. Thus, the purpose of a messenger token is only to exchange some feature channels with nearby windows. In contrast, the STT model exploits information on a global scale, and all feature channels of a Super token are involved in the flexible alternative local-global learning. Moreover, each Super token also maintains its identity and connection to the specific image window. RegionViT [3] also exploits regional and local level interaction as the MSG-Transformer [13]. However, different from the proposed STT, the regional tokens are coming from a parallel stream of transformer, having a bigger patch size than the local stream and initialised from data tokens.

### 4. Experimental Details

#### 4.1. Architectural Variants

The variants of the proposed transformer observe the following naming convention: STT-S25, where the digits represent the number of layers \( L \) in the STT-data encoder and the preceding letters represent the feature embedding dimension \( C \). The hyper-parameter details of each variant are presented in the Table 1.

| STT   | # Layers | # Heads | Dim   |
|-------|----------|---------|-------|
| XXS25 | 25       | 4       | 192   |
| XXS37 | 37       | 4       | 192   |
| S25   | 25       | 8       | 384   |
| S37   | 37       | 8       | 384   |
| M25   | 25       | 16      | 768   |
| M37   | 37       | 16      | 768   |

### 4.2. Implementation Details

We follow CaiT [29] learning schedule to train our models. We use batch size 512 with base learning rate 0.0005 and five warm-up epochs. We adopt the AdamW [22] optimizer with cosine learning rate scheduler. We apply Mixup [37], CutMix [36], RandomErasing [39], label smoothing [24] and RandAugment [6]. We show all results with image size \( 224 \times 224 \), patch size 8 and 7 \( \times \) 7 window size (data tokens per Super token). We use hard distillation loss [28] and RegNetY-16GF [23] as teacher model for our ImageNet models. However, we perform fine-tuning on smaller datasets without distillation. We will submit our code in supplementary materials for complete details and release publicly upon acceptance.

**Datasets.** We use ImageNet1K [7] to train our main STT models. For fine-tuning, we use four downstream datasets including CIFAR-10 [19], CIFAR-100 [19] and iNaturalist [30] (iNat-2018, 2019).

### 5. Results

#### 5.1. Results on ImageNet-1K

We compare the classification accuracy on ImageNet-1K benchmark in Table 2. Our small model STT-S25 with 384 embedding size and 49M parameters achieves 83.5% classification accuracy. The results with bold font correspond to the designs comparable to the STT-S25 in terms of parameters. Under Isotropc designs, DeiT-B [28] suffers from high memory requirement although being only a 12-layer network. Our performance match with the CaiT-S24 [29] answers our research question by successfully encapsulating the information into the lower number of tokens (Super tokens) without degrading performance.

Further comparing to the window-based designs, the proposed model outperforms the corresponding Swin-S [21], MSGTr-S [13] and RegionViT-M+ [3] in accuracy by using half the embedding size. In other words, we achieve on par accuracy performance as of the larger models (Swin-B, MSGTr-B, RegionViT-B etc.) with our smaller model. We hope to get competitive results with our larger models as well which are still training.
Table 2. Comparison between the SOTA methods on ImageNet-1K test set at 224 × 224. All of the STT models are using distillation, patch size 8 and window size 7 × 7 for learning. The results for EfficientNet-B3 [25] and ViT [11] are reported on image size 300 × 300 and 384 × 384 respectively.

| Network            | #Params (M) | Throughput (Imgs/s) | Embedding Dimension | Top-1 Acc (%) |
|--------------------|-------------|---------------------|---------------------|---------------|
| RegNetY-16GF [23]  | 84          | 33.4                | -                   | 82.9          |
| EfficientNet-B3 [23] | 12          | 732.1               | -                   | 81.6          |

### Isotropic Transformers

| Model               | #Params (M) | Throughput (Imgs/s) | Dimension | Top-1 Acc (%) |
|---------------------|-------------|---------------------|-----------|---------------|
| ViT-B/16 [11]       | 86          | 85.9                | 768       | 77.9          |
| ViT-L/16 [11]       | 307         | 27.3                | 1024      | 76.5          |
| DeiT-Ti [28]        | 6           | 2329.5              | 192       | 74.5          |
| DeiT-S [28]         | 22          | 936.2               | 384       | 81.2          |
| DeiT-B [28]         | 87          | 290.9               | 768       | 83.4          |
| CaiT-S24 [29]       | 47          | 573                 | 384       | 83.5          |
| CaiT-S36 [29]       | 68          | 386                 | 384       | 83.3          |
| CaiT-S36 [29]       | 68          | -                   | 384       | 84.0          |
| CaiT-M24 [29]       | 186         | 262                 | 768       | 83.4          |
| CaiT-M24 [29]       | 186         | -                   | 768       | 84.7          |

### Pyramidal Transformers

| Model               | #Params (M) | Throughput (Imgs/s) | Dimension | Top-1 Acc (%) |
|---------------------|-------------|---------------------|-----------|---------------|
| Swin-T [21]         | 29          | 755.2               | 768       | 81.3          |
| Swin-S [21]         | 50          | 436.6               | 768       | 83.0          |
| Swin-B [21]         | 88          | 278.1               | 1024      | 83.8          |
| MSGViT-F [11]       | 28          | 696.7               | 768       | 80.9          |
| MSGViT-M [11]       | 50          | 401.0               | 768       | 83.0          |
| MSGViT-L [11]       | 80          | 262.4               | 1024      | 83.5          |
| Twins-PCPVT-B [15]  | 44          | 525                 | 512       | 82.7          |
| Twins-PCPVT-L [15]  | 56          | 469                 | 512       | 83.2          |
| Twins-PCPVT-T [15]  | 60          | 367                 | 512       | 83.1          |
| Twins-SVT [15]      | 88          | 288                 | 1024      | 83.7          |
| NeX-T [38]          | 17          | 633.9               | 192       | 81.5          |
| NeX-S [38]          | 38          | 374.5               | 384       | 83.3          |
| NeX-B [38]          | 68          | 235.8               | 768       | 83.8          |
| RegionViT-F [1]     | 14          | -                   | 512       | 81.5          |
| RegionViT-S [1]     | 31          | -                   | 768       | 83.2          |
| RegionViT-M [1]     | 42          | -                   | 768       | 83.4          |
| RegionViT-B [1]     | 73          | -                   | 1024      | 83.3          |
| RegionViT-BS [1]    | 74          | -                   | 1024      | 83.8          |

*Training process is still in progress. Updated results will be provided in the supplementary materials.

5.2. Results with Fine-tuning on Small Datasets

In Table 3, we present results for fine-tuning the STT-S25 on smaller sized datasets. Different works have used various evaluation protocols for the downstream evaluation (e.g. 384 or 32 as image size, number of epochs for fine-tuning, crop-size etc), making it hard to compare fairly. In the table, we are comparing with methods providing results at 224 × 224. Interestingly, the STT-S25 model outperforms the DeiT-B [28] on high-resolution image sets (iNat-2018 and 2019) but accuracy drops on the low-resolution CIFAR data. We leave its further investigation to future work when we will get complete results for our other models as well.

### 6. Ablation Study

In this section, we present the ablation analysis for the proposed method. Due to limited computational capacity, we perform ablation study on randomly selected 50 classes from ImageNet-1K, termed as ImageNet-50. We used STT-S25 model trained for 300 epochs for the ablation study and kept all hyper-parameters identical to those used in the main experiment unless specified.

#### 6.1. Design Choices for Global Interaction

We investigated various schemes for global interaction in Table 4. As mentioned earlier, we tested with standard transformer block for global information consolidation and got 1.36% lower accuracy than the proposed STM module. We observed lower throughput as well. We suspect that transformer block does have weak locality bias in the sense that the correlation between transformed views (Query and Key) corresponding to the same token and tokens around this token will have stronger correlations. Hence, the nearby tokens will have higher weights for V in dot product attention. This is evident from the stronger block diagonal lines in attention visualisation of any transformers, particularly in initial blocks. This weak locality bias leads to favours more contribution from the token itself, which may not be the most suitable mechanism to consolidate global information in our case. We also investigated 2D convolution kernels, however, the performance dropped even below the MSA. We believe that it created the effect of regional interaction instead of global interaction and overlooked critical information.

#### 6.2. Granularity of Super Tokens

We performed an experiment to study the effect of the number of windows/Super tokens. The results are presented in Table 5. It is critical to understand this behaviour for optimal global representation learning. Ignoring the computational complexity, it is obvious that using more Super tokens would help in modelling global interaction. How-
Table 5. Effect of number of Super tokens and window size on ImageNet-50 with the STT-25 model

| #SupTks (N_s) | Window Size (M × M) | Top-1 Acc(%) |
|--------------|---------------------|--------------|
| 4            | 14×14               | 87.72        |
| 16           | 7×7                 | 89.20        |
| 49           | 4×4                 | 88.44        |

Table 6. Ablation study for the position of the global STM module

| Layer | #Params (M) | Top-1 Acc (%) |
|-------|-------------|---------------|
| 2     | 47.06       | 88.56         |
| 4     | 47.05       | 88.56         |
| 6     | 47.04       | 89.20         |
| 8     | 47.03       | 89.16         |
| 10    | 47.03       | 88.28         |
| 12    | 47.02       | 88.92         |
| 18    | 47.00       | 88.76         |

ever, it is interesting to find that the performance decreased by 0.76% when we increased the number of windows to 49 from 16. One reason could be that by increasing windows, more redundant information is seeping to the global layers, affecting the discriminatory power of the transformer. On the other hand, we lose a lot of local details, which are critical to the accuracy of prediction, by decreasing the number of Super tokens (1.48% accuracy drop). Although, now the Super token has a larger receptive field, one token is not enough for summarising important local details. It would be interesting to investigate the effect of increasing Super token depth versus number of windows.

6.3. Position of the STM Module

We studied the impact of global interaction starting at different layers. The corresponding results are provided in Table 6. Since Super tokens are randomly initialised, the earlier interaction (layer 2,4) does not perform well indicating the need for learning richer local representation. Interacting from higher layers (layer 10,12,18) suggests losing details from the lower layers that are critical for the cross-window communication. In our experiments, we adopted layer 6 as the starting position for global interaction as it provided the optimal point for maintaining cross-windows links and obtaining rich enough local window representations. Hence, first five layers of the STT-data encoder perform pure local level learning and the following layers follow alternate local-global learning pattern.

6.4. Attention Visualisations

In Figure 3, we provide the average attention maps across the 8 heads of the STT-S25 model trained on ImageNet-1K. Images are arranged in three columns as original, window attentions from Layer 25 and Super tokens attentions from Layer 26. Taking the mouse trap class from the top row as an example, we can note that Super tokens provide a blobby attention to most important image windows for the object. However, the window attention pays more focus on discriminative features of the class (eyes, nose, tail of the mouse). It is encouraging to witness that the proposed Super tokens successfully encapsulate the image content into a lower number of tokens.

7. Discussion

Regarding our research aims for this work, we found that our hypothesis to encapsulate information into a lower number of tokens and then use these tokens for decision making is successfully validated by the experimental results. Moreover, with the ablation study, we reckon that the proposed design is flexible and adaptable to different architectural configurations. This property, together with the ability of supporting fine-grained attention on the local tokens, makes the STT architecture a strong candidate for dense prediction tasks like localisation and segmentation, while being efficient. The power and compute considerations are becoming critical as the neural network models are getting bigger. The proposed efficient solution for local and global information handling enables our design to be significantly faster than vanilla transformers, reducing carbon footprint and leading to the responsible AI.

7.1. Limitations

As noted in Section 5, we plan to investigate the effect of fine-tuning the Super tokens on various image resolutions. Moreover, further studies are required for the efficient Super token exploitation in the case of images containing confusing/multiple classes.

Resource bias, diversity and inclusivity statement. We demonstrate most of the results on a randomly selected 50 class subset of the ImageNet-1K dataset, due to the fact that the research is coming from a small group with only 1.6 GPU per researcher, rather than having access to thousands of high capacity GPUs and a multi-million dollar budget for one training. We hope the proposed design will not be judged through typical status-quo glasses. Our hope is that the inability to perform large scale experiments will not be used to penalise less resourced groups, but instead, the focus will be on the scientific contribution, and its demonstrated merits, as well as its potential impact on large scale deep learning problems.

8. Conclusion

In this paper, we proposed a new design for vision transformer based on local to global interaction modelling through special tokens, referred as Super tokens. The design exploits a local windowed MSA, without an information degrading token merging operation, and maintains a
Figure 3. Attention visualisation with STT-S25 model. Images are arranged in three columns. *left:* input image, *middle:* local window attentions from the STT-data encoder (*Layer 25*), *right:* global Super tokens attentions from the STT-class embedding block (*Layer 26*).
typical isotropic transformer structure. The proposed Super tokens simultaneously preserve the detailed local information and communicate it globally to model cross-window dependencies. Moreover, the design offers computational benefits with competitive experimental performance.
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