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Abstract: This paper develops mathematical models of the tragedy of the commons analogous to ecological models of resource consumption. Tragedies differ fundamentally from predator–prey relationships in nature because human consumers of a resource are rarely controlled solely by that resource. Tragedies do occur, however, at the level of the ecosystem, where multiple species interactions are involved. Human resource systems are converging rapidly toward ecosystem-type systems as the number of exploited resources increase, raising the probability of system-wide tragedies in the human world. Nevertheless, common interests exclusive of exploited commons provide feasible options for avoiding tragedy in a converged world.
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1. Introduction

The Tragedy of the Commons (TOC) [1], in the most basic formulation outlined by Hardin, describes situations in which a shared resource is destroyed, or access to it rendered progressively more difficult or expensive, by rational users acting according to their own short-term interests. According to Hardin, if even one user increases its utilization of the resource, though the benefits accrue to that user alone, the cost of added use is shared by all because the resource is an unmanaged one. Other users are then compelled to increase their own rates of utilization, and eventually the resource is exhausted, destroyed, or access is made too expensive, bringing ruin to all. Hardin applied the term “tragedy” to such scenarios because of their inevitability given a growing population of users. TOC has been debated since Hardin’s first paper, with both examples and counter-examples being drawn from the real world. Hardin advocated coercive or top-down management of utilization that would limit or penalize users who pushed a situation
towards a TOC, basing his argument on the assumption of a fundamentally selfish human nature. Ostrom, colleagues and others on the other hand [2,3], demonstrated real-world and experimental scenarios where users invented cooperative self-management strategies to avoid TOC (see also [4]). Yet, tragedies do occur in human societies and economies, with indisputable evidence from our over-exploitation of numerous natural resources and the associated ruination of their human exploiters.

Non-human species are also consumers of natural resources, yet exploitation to the point of elimination of the resource and demise of the users is rarely observed in nature, in the sense that both resource and users always survive. This point is supported most convincingly by the absence of any situations where one species has consumed another to extinction, in the absence of human interference. The major reasons for this are twofold. First, whereas individual human users can increase their rates of utilization, for example Hardin’s herdsman adding more goats to their flocks each year while the number of herdsmen remains constant, species in the wild have rates of consumption limited by rates of encounter, rates of acquisition (e.g., successful handling of prey, and prey refuges) and satiation. Second, the population sizes of species in the wild are limited by numerous environmental factors, of which resource availability is a significant one. Human populations in contrast have been increasing almost exponentially since the nineteenth century.

Nevertheless, in this paper I will argue that a comparison between human and natural consumers illuminates three important aspects of TOC. First, it forces us to clarify explicitly several TOC parameters and processes, namely the types of resources that qualify as potential TOC resources, the multiple ways in which levels of utilization can be manipulated independently, what actually constitutes a cost to other users, and why users are apparently compelled to action based on another user’s actions. Second, the networked nature of consumers, resources and types of interactions in natural ecosystems demonstrates both the limited applicability of local, cooperatively self-managed strategies in an increasingly connected and populous human world, as well as the dangers of increased connectance. Third, the concept of mutualisms, which are widespread in nature, offer solutions to TOC that become more relevant in an increasingly connected world.

I will use simple mathematical models to describe natural systems, and develop comparable models for TOC. The advantages of mathematical models have been discussed extensively elsewhere [5], but it is worth reiterating several points here. Carefully constructed models force us to be explicit in our definitions of terms, concepts and parameters as well as their interrelationships. Those explicit definitions reduce ambiguity in an argument, often avoiding subsequently misdirected criticisms. For example, Hardin admitted that the use of the term “unmanaged” in his original paper would have avoided many subsequent disagreements and misunderstandings over the applicability of TOC. Finally, carefully constructed models state assumptions clearly, and often reveal where assumptions have been made in prior verbal arguments.

The paper is divided into the following sections. Section 2 provides an explanation of the simple logistic model of population growth and the Lotka–Volterra predator–prey model from ecology. Section 3 describes the development of an equivalent model for TOC, contrasting it with the Lotka–Volterra model and exploring the consequences of frequent assumptions in TOC studies. Section 4 presents the extension of TOC scenarios to networks of species and human consumers. Section 5 develops a simple model to explore the utility of exploiting human mutualisms.
2. The Logistic and Lotka–Volterra Models

Species in natural ecosystems can be divided into three general trophic or energy acquisition/transfer categories: producers, consumers (of which parasites are a subset) and decomposers. Populations of all those species grow or shrink according to the availability of necessary and suitable resources such as energy and habitat, and the limiting actions of the physical environment, competition within species (intraspecific), and antagonistic interactions between species (competition, interspecific predation, parasitism and disease). This regulated system is described simply by the logistic differential equation of population growth,

\[
\frac{dN}{dt} = rN \left(1 - \frac{N}{K}\right)
\]

(1)

where \(N\) is population size, \(r\) is the intrinsic rate of increase of the population, and \(K\) is the environment’s carrying capacity, that is, the maximum number of individuals of the species that can be accommodated and attained given environmental limiting factors. Renewable natural resources have maximum sizes or concentrations set by the environments in which they exist and with which they interact. This and subsequent formulations are illustrated with a series of related simulations, the results of which are shown in the accompanying figures (Figure 1A).

One type of environmental interaction of interest to TOC is the consumption of a renewable resource by a biological agent. Consumption, or predation, is one of the fundamental interactions in the natural world, responsible for the transfer of energy through biological communities on an ecological timescale, and crucial to the diversification of ecological function on evolutionary timescales. The mathematical biology literature on predation is rich, but is derived almost exclusively from the pioneering work of Alfred Lotka and Vito Volterra \cite{6,7}, who independently formulated the following coupled differential equations describing the interaction between resource and consumption, e.g., a population of prey and a population of predators:

\[
\frac{dH}{dt} = H(a - \alpha P)
\]

\[
\frac{dP}{dt} = P(-b + \beta H)
\]

(2)

where \(H\) and \(P\) are population sizes of the prey and predators respectively at time \(t\). The birth rate of the prey is \(a\), \(b\) is the death rate of the predators, and \(\alpha\) and \(\beta\) are their interspecific interactions (symbols adapted from \cite{8}). An equilibrium exists between the two populations when neither is growing nor shrinking, calculated by setting each equation equal to zero.

\[
P^* = \frac{a}{\alpha}
\]

\[
H^* = \frac{b}{\beta}
\]

(3)

This equilibrium is not a stable one, however, and any displacement or perturbation of the system away from it can lead to the well-known cyclic oscillations of both populations. That such regular cycles are almost never observed in natural populations is a function of the complexity of natural communities, where populations are influenced by many other factors in addition to predation, and predator behaviour is often more complex than reflected in the model. The Lotka–Volterra equations are too simple in the
sense then that neither equation includes terms for the regulation of populations by terms other than \( \alpha \) and \( \beta \), for example \( K \) in the logistic model [8], and interspecific interactions (e.g., \( \alpha \)) ignore many behavioural features, such as intraspecific interference [9]. The modeling of predator–prey systems has extended well beyond Lotka–Volterra, e.g., the well-known Rosenzweig–Macarthur model [10,11], but both the original and derived models highlight the fact that populations of resources and consumers limit each other by their interaction. Importantly, resource decline will drive decline of the consumer, moderated by the strength of the interaction and the availability to the consumer of alternative resources.

**Figure 1.** Population dynamics of natural and human resource–consumer relationships. (A) Logistic growth of a natural, renewable biological resource. Parameters for this simulation: \( r = 1.5, K = 50 \). The simulation was run for 15 generations. (B) Equivalent Ricker model of system shown in (A). (C) Comparison of resource (R, blue) and utilization benefits (B, red). Two users with equal rates of utilization (\( u_0 = 1 \)) and acceleration of utilization (\( \gamma = 1.05 \)) begin to use the resource at time \( t = 101 \). Benefits gained per unit time are shown in red, peaking at \( t = 242 \), and declining thereafter. The resource begins to decline at \( t = 101 \), immediately upon the initiation of utilization. (D) Comparison of production of new resource (blue) and rate of utilization (red). Resource production increases as utilization does because of the resource’s decline below carrying capacity \( K \).
The potential for instability of the Lotka–Volterra system increases rapidly when it is extended to more than two species [8], the consequences of which are explored later in greater detail. The observation is relevant to TOC situations because of increasingly networked human societies and economies. A resource–user situation is so affected when there are users of multiple types, for example a meadow used for both cultivation and grazing, or when one situation has an impact on another, for example the fouling of fishery grounds by industrial activity. Contrary to the implications of the Lotka–Volterra system, many natural communities and ecosystems appear to exhibit degrees of stability in spite of high connectivity. This observation supports a notion that ecological complexity promotes stability [12]. Model support for such a hypothesis is equivocal at best, however, prompting May [8] to suggest that perhaps times of stability instead promote ecological complexity. Moreover, real ecological networks are a small subset of the total number of networks theoretically possible given a certain number of species, in general minimizing problems that could arise from Lotka–Volterra instability. The potential for mutual benefit or negative impact among resource–user systems in human economies, and its role in TOC, may therefore depend on the patterns of connections among those systems. A later section of this paper will examine potential lessons to be learned from how stable patterns evolve in natural communities.

3. A Simple Model for TOC

The most basic scenario with potential to become a TOC involves a renewable resource and two or more human users. The resource must be renewable, since finite resources, for example the quantity of various rare earth elements on Earth, are doomed to exhaustion anyway unless consumption is abandoned or recycling implemented. Additionally, the rate of renewal must be on a timescale comparable with the timescale over which utilization occurs, e.g., fish species are renewable resources because generation times (years) are commensurate with rates of utilization. In contrast, fossil fuels, though technically renewed by the continuous burial and fossilization of organic material, are renewed on geological timescales (millions of years). Those fuels are therefore non-renewable in practical terms of human consumption.

A basic TOC model must also include an interaction between resource and utilization, and a description of how utilization increases or decreases. In the absence of any human use, we will first describe the resource’s population dynamics with the Ricker model [13], a discrete equation equivalent to the logistic growth model. I adopt a discrete approach because decisions regarding changes to rates of utilization, for example the addition of another goat to the herd or vessel to the fishing fleet, often occur in discrete time (e.g., annually). Therefore, let

\[ R(t + 1) = R(t)e^{r(1 - \frac{R(t)}{K})} \]  

where \( R(t) \) is the resource level or population size at time \( t \), \( r \) is the intrinsic rate of growth or renewal of the resource in the absence of any limitations, and \( K \) is the carrying capacity of the environment with respect to \( R \). \( K \) again describes the maximum size of \( R \), imposed by spatial limits, physical conditions, natural predation and so on. The discrete model mimics the continuous logistic model, with an initial exponential increase of \( R \), followed by a leveling off at \( K \) (Figure 1B).
We now introduce a term to represent consumption or utilization by our human TOC agents.

\[
R(t) = R(t)e^{r(1 - \frac{R(t)}{K})} - U(t)R(t) \\
\Rightarrow R(t)\left[e^{r(1 - \frac{R(t)}{K})} - U(t)\right] \tag{5}
\]

where \(U(t)\) is the total fraction of \(R\) utilized by human users at time \(t\), and ranges from 0 to 1. The term in square brackets on the right hand side of the equation is the modified growth rate of \(R\). The resource is stable when this term is positive or zero, that is, the rate of resource renewal exceeds or is equal to utilization. Since \(U\) is the total standardized utilization rate of all users, it may be expanded to

\[
0 \leq U(t) = \sum_{i=1}^{N} u_i(t) \leq 1 \tag{6}
\]

where there are \(N\) users and \(u_i(t)\) is the standardized utilization rate of the \(i^{th}\) user at time \(t\). The benefit gained from utilization is modelled as

\[
b_i(t) = f_i u_i(t)R(t) \\
B(t) = R(t)\sum_{i=1}^{N} f_i u_i \tag{7}
\]

where \(b_i\) is the benefit to user \(i\), \(f\) is a factor that converts resources utilized into another commodity, for example converting harvested food to energy or currency, and \(B\) is the total benefit to all users.

Any situation where a renewable resource is being utilized will descend into a TOC whenever the rate of increase of utilization rates, or the acceleration of utilization, is positive, that is, users increase per capita utilization over time, or there is an increase in users, or both. Unlike the Lotka–Volterra system, acceleration of \(U\) couples increasing rates of utilization with a declining resource level, and exhaustion of the resource is then inevitable, as noted by Hardin [1]. Figure 1C compares resource level \(R\) with utilization and reveal two interesting features. First, total benefit continues to increase even after it has exceeded \(R\). This is possible because both \(R\) and the growth of \(R\), the standing resource and newly produced resource, are available at any given time. Second, benefit has a maximum level beyond which it begins to decrease along with \(R\), even as the rate of utilization (\(U\)) continues to increase. This occurs when \(U\) has exceeded the rate of resource renewal.

Before proceeding further, a few notes on the model are in order. The Ricker model is a discrete equation that is subject to chaotic dynamics similar to those exhibited by the related discrete version of the logistic model [14]. This complication can be minimized, as in the simulation in Figure 1, by limiting the growth parameter \(r\) to small values (< 2). Some fluctuation is nevertheless observed early in population growth prior to settling down to a fixed value equal to \(K\), and there is no impact on the subsequent TOC simulation. The fluctuations would in reality be masked by environmental and demographic stochasticity, such as that stemming from small population size. Those fluctuations do become increasingly dangerous as \(R\) declines, increasing the probability of extinction prior to total utilization. Stochasticity is not incorporated in the current model, but could be with the addition of a simple, randomly varying term.
3.1. Costs

The additional factor in a TOC scenario, and the one of most relevance to all users, is cost. Hardin suggested that when a user increases its utilization, the additional benefits accrue to that user only, while the impact is direct to the resource and hence the cost of increased utilization is shared by all users. This is a very attractive cost-benefit ratio for the enterprising user, since the cost incurred per increase in benefit is distributed among all users. The notion of cost is, however, a particularly unclear one in the TOC concept. Exactly what is the cost to the users, and does every increase in utilization generate a cost? Re-visiting Hardin’s herdsmen scenario, what is the cost incurred by all when one more goat is added to the pasture? Examining both Equation 5 and Figure 1C, it is clear that when the amount of resource being used is less than the amount of resource available, no immediate cost is incurred by anyone! Even when utilization exceeds the rate of resource renewal, no immediate cost is incurred if the amount of standing resource is large enough to permit a further increase of utilization rates. Cost is realized only when the goat is added that prevents any subsequent growth without resource exhaustion, that is when utilization is already a sustainable maximum, and/or when a user must subsequently increase its rate of utilization in order to maintain its current benefit.

Initial cost begins to accrue whenever the acceleration of utilization is greater than zero, though it may be a hidden cost because it has no immediate impact on other users. A TOC has already been set in motion however, and can be averted only if utilization rates are subsequently frozen at a sustainable level, or are decelerated. Cost can be measured at this early stage as the reduction or loss of potential for future increases in utilization. That is, when one user increases its utilization, there is less of the resource being generated or renewed that is not being utilized, and hence a reduction of the extent to which any and all users can increase their own utilizations in the future. Therefore

\[ c_i(t) = \frac{1}{N} [R(t) - R(t + 1)] \]  

where \( c_i \) is the average cost to each user. Any reduction of the standing resource available is a positive cost, while increases are negative costs. A stable resource level means that no cost is incurred by any users. The important requirement of a TOC is that utilization must be accelerated, but while early cost is a potential one only, accelerations of utilization are either purely opportunistic, or necessitated by a user’s externally increasing needs (e.g., feeding a growing family). Continued acceleration, however, will eventually reduce the amount of unutilized resource to the point where users must increase the rate at which they are accelerating their utilization simply to maintain their current benefits (Figure 2). During the first phase of a TOC, increases of utilization are therefore opportunistic or externally-driven and cost is potential, while at a later stage increases of utilization are obligatory and cost increases. Nevertheless, the conditions for TOC are set the moment that there is a positive acceleration of utilization. It is important to note that a non-trivial TOC occurs because the rate of utilization has exceeded the rate of resource renewal by some factor. It does not occur because of the amount of resource used, because the resource is renewable (hence non-trivial).

Hardin’s use of the terms “compel” and “compulsion” was unfortunate. If the initial cost to all users incurred by a single user’s increased utilization is not necessarily immediate, what compels other users to increase their own utilization? Based on the above argument, there will be a time when the addition of a goat to one herdman’s flock has no impact on any other herdsmen. The latter should feel compelled
to reciprocate only if they have assessed the potential of the meadow in terms of maximum use, or have rationally formulated plans for future increases of their own flock. Since no immediate cost has been incurred by them, the compelling cost is a perceived and potential one. I suggest three non-exclusive answers to why another user’s increased utilization, or a perceived cost, might compel a user to increase their own utilization. The first follows directly from the model, where users realize that the cost incurred because of another user’s increased utilization whether immediate or not, is a signal that their own future utilization, and any resource growth, are now more limited. Acting upon this information makes sense only if \( N \) is limited and there is a need to increase utilization as insurance against an uncertain future, or if the resource can be converted into other useful commodities. More likely scenarios are the realization that opportunity exists for the expansion of utilization in the favourable framework of unshared benefits and distributed cost, or meeting the demands of externally-driven costs. In either case, users are eventually compelled to increase utilization if benefits begin to decline. Other reasons for compulsion could perhaps exist if the users participate in a broader economy driven by a growth imperative. Finally, there is a possible natural compulsion of humans to compete, but exploring the validity and implications of that answer, which touches on the role of morality in Hardin’s argument, is beyond the scope of the current paper.

**Figure 2.** Repetition of the simulation illustrated in Figure 1, but here users increase their rates of utilization in order to maintain benefits as the level of the resource decline. The result is an acceleration of the rate at which benefits actually decline (benefits from simulation in Figure 1 shown as dotted line). Blue - resource; red - benefits. \( \gamma \), the rate at which utilization is accelerated, is shown in green. Its nonlinearity and rapid increase reflect the increase in effort to maintain benefits as the resource declines.
3.2. General Models

We can now generalize from the Ricker-based model to any description of a renewable resource.

\[ R(t + 1) = R(t) \left[ P(t) - \sum_{i=1}^{N} u_i \right] \]  \tag{9}

\[ u(t + 1) = \gamma u(t) \]  \tag{10}

\[ b(t + 1) = u(t + 1)R(t + 1) \]  \tag{11}

\[ N(t + 1) = \epsilon N(t) \]  \tag{12}

\( P(t) \) is the production or growth rate of \( R \) at time \( t \). The parameter can be any type of growth function, for example the Ricker exponential function, with production being a function of the standing resource \( (R(t)) \). \( \gamma \) and \( \epsilon \) are the growth rates of per capita utilization and the number of users respectively. A TOC is inevitable if either or both those parameters exceed 1. As benefits decline, that is, \( b(t + 1) \leq b(t) \), \( \gamma \) must grow at a rate that at least maintains current benefits, that is, the acceleration of utilization must itself be accelerated. The minimum increase of user effort is

\[ \gamma(t + 1) = \gamma(t) \frac{u(t - 1)R(t - 1)}{u(t)R(t)} \]  \tag{13}

This presents a dilemma for the user, since the new acceleration is based on a comparison of benefits from previous efforts, the current benefits being a function of \( \gamma(t) \). In the case of a resource in decline because of TOC, this minimum measure of \( \gamma \) will lag behind the rate of resource decline, and therefore be insufficient. Yet, in order to make the value sufficient, a user must have knowledge of all the above parameters, for all users in the system, or inflate the value of \( \gamma \) based on some estimate, which in turn hastens the TOC.

Additional insight into the TOC system can be gained by re-writing the system as a differential one (momentarily ignoring the earlier requirement for discrete time).

\[ \frac{dR}{dt} = R(P - Nu) \]  \tag{14}

\[ \frac{db}{dt} = uR \]  \tag{15}

\[ \frac{du}{dt} = \gamma \]  \tag{16}

\[ \frac{d\gamma}{dt} = j \]  \tag{17}

where again, \( \gamma \) is the acceleration of utilization, and \( j \) is the acceleration of \( \gamma \). This might seem a tricky concept at first, but the interpretation is straightforward. During the first phase of an unfolding TOC, users increase their utilization per unit time, hence utilization is accelerated. That acceleration can, however, be constant, as in the simulations in Figure 1. As benefits begin to decline, however, users are compelled to respond by increasing the rate of acceleration, that is, accelerating acceleration. This “acceleration of acceleration” is termed jerk in physical mechanics, hence \( j \).

The above system assumes that all users have the same rate of utilization \( (u) \), and is in equilibrium when \( dR/dt \) is zero, that is, total utilization \( Nu \) is balanced perfectly by the rate of resource production \( P \).

\[(Nu)^* = P\]  \tag{18}
The equilibrium is an unstable one, however, with depletion of $R$ occurring for positive $\gamma$, that is, per capita utilization grows with time. While benefits remain stable or are growing, $db/dt \geq 0$, $\gamma$ and $j$ may take any value; users are free to increase or decrease their utilizations, at any rate, or hold them constant. With the inevitable decline of $R$, however, the cost to at least maintain a constant benefit requires an increase of the rate at which utilization has been growing. Then

$$ j = \frac{d\gamma}{dt} = \frac{d^2b}{dt^2}\gamma + c $$

(19)

where $c \geq 0$, and $\gamma(t + 1) > \gamma(t)$. Under such circumstances, a TOC is facilitated by a succession of jerks. These are the fundamental dynamics of a tragedy of the commons.

4. Lessons from Nature

Tragedies of the commons between a resource and consumer occur in nature only under exceptional circumstances. Exceptions occur when prey are faced with a novel predator or are unable to find refuge (whether spatial, temporal or developmental), as has happened repeatedly when humans have introduced predators to small islands, for example rats in Polynesia or South Georgia, or the brown snake in Guam. In general, though, consumer populations are dependent on their resources to the extent that as consumption causes the resource to decline, consumer populations will also decline or will switch emphasis to other resources. Declining consumption subsequently allows resource replenishment, followed by recovery of consumer numbers, and so on. These are the simple dynamics captured by the Lotka–Volterra equations. Solutions to the TOC in human systems, whether they are Ostrom-type self-managed or cooperative schemes, or more coercive solutions of the sort advocated by Hardin, essentially mimic the Lotka–Volterra system. They do so by limiting resource utilization ($U$) to a maximum level that allows persistence of the resource, albeit at a level much lower than its natural limit, $K$. (Recall that $U$ in the above TOC models is the product or function of the number of users and per capita utilization rates). Examples range from small-scale situations such as lobster fishermen off the coast of Maine [3] to the maximum sustainable yields (MSY) of large-scale fisheries. The former works by limiting the number of users, $N$, and the latter by limiting $N$ or total utilization. We can model these solutions collectively with a Ricker-based model as

$$ U(t + 1) = U(t)e^{\gamma(1 - \frac{U(t)}{mK})} $$

(20)

where $m$ represents the maximum permissible fraction of $K$ (= maximum value of $R$) that can be utilized. This sets a logistic or asymptotic limit to $U$ (Figure 2).

Several problems nag this approach, however, and render these acceptable solutions to TOC temporally unstable. Their implementation depends on accurate assessments of the resource’s ($R$’s) demographic dynamics, that is, having knowledge of the rate of resource renewal $r$, and the carrying capacity $K$, while their success depends on limiting $N$. Demographic knowledge of $R$ can be gained from experience or studying the relationship between production and utilization over time. Users are then faced with decisions of how to best manage their utilizations to both preserve the commons and the welfare of other users. For example, the Maine lobstermen have managed their fisheries successfully and productively for generations, keeping fishing rights within the community, admitting
very few newcomers, and thereby either limiting $N$ or allowing it to grow only slowly. Similarly, state or multi-nationally managed commons, such as access to fishing grounds or management of individual species often use a MSY approach. There, a common strategy is to limit $N$ or $u$, though the composition of users may be varied or alternated over time. The solution hinges on two critical components; proper assessment of $R$ and user decisions. The ability to measure and understand the demographic dynamics of renewable natural resources varies with the scale and complexity of the resource. It is far easier to measure the extent of an essentially two-dimensional surface such as a range of arable land, and to observe variation of its vegetation, than it is to measure standing stocks of open ocean fish and the relationship between stock, rates of recruitment and physical variables. The latter difficulties have plagued large-scale fisheries management since the earliest days of government control and multinational planning [15].

Another problem, and one which Hardin placed at the center of his argument, is of course whether users would indeed make decisions based on resource sustainability and user welfare. Hardin was decidedly of the opinion that selfish behaviour is a strategy adopted frequently by users for short-term gain. Observational and experimental work in both economics and social psychology present evidence that this is not always the case and that groups of users will in fact act cooperatively and altruistically. While the data cannot be doubted, one should nonetheless be skeptical of the impact of such solutions in the modern world for two reasons. First, contrary to arguments rooted in evolutionary group selection as explanation of the data [16], there is no compelling evidence that altruism has been selected for in humans which could extend beyond small groups of individuals with strong interrelationships, whether genetic or cultural. Species-wide selection would be required for tragedies to be avoided in a world where users and groups of users are converging increasingly on selected resources. Second, users of single resources, even when managing wisely, often are incapable or fail to account for the effects of their utilization on both the ecosystem and hence potential resources of other groups [17,18] in what is, after all, a finite and connected world. For example, a local fishery deprives predators and decomposers of energy, disrupting ecosystem functions and possibly affecting other human users. In the case of the harvesting of higher trophic level, keystone predators, there are likely to be top-down cascading effects on the ecosystem, with consequential increases of lower-level prey, decreases of the prey of those prey etc., and the loss of inferior competitors [19].

There is also a temporal problem because $N$ is drawn from a growing human population, and $N$ must either grow to reflect that broader population growth, or exclude a growing fraction of the population from a particular commons. The global human population has been growing roughly exponentially since the 19th century, and almost all states have contributed to this growth. (Minor exceptions include isolated or semi-isolated indigenous peoples and some religious communities). Global population is projected to increase from its present level of 6 billion to about 10 billion by 2050 [20], whereas it took 200,000 years for our species to reach the first billion! Therefore, when $N$-limitation is used as a means to avoid a TOC, it is increasingly at the expense of potentially new, and consequently disenfranchised users. This latter group must therefore either remain disenfranchised or engage in alternative occupations, some of which will involve the exploitation of other commons. In a sense then, the TOC has been avoided but only because the problem has been shifted elsewhere. Indeed, Hardin argued that the use of a commons could be justified only under conditions of low population density. Coping with a growing
population means that resources can no longer be treated as commons, or that the number of exploited resources must be increased. The latter situation, of course, further multiplies the number of potential tragedies. In nature, specialization driven by competition promotes increases of functional diversity among species [21]. Analogously, Adam Smith associated greater wealth with more intense competition, and hence increases in both the division of labour and the number of occupations [22].

4.1. Multiplying Commons and Ecosystem Structure

A practical response to coupling N-limitation with a finite commons is to engage new potential users with other resources. Thus, if a fishery is crowded, add a new fishery based on an alternative species. Similarly, if the fishery is dangerously depleted, shift some users to an alternative species. An analogy can be drawn here with nature, where ecological niches have multiplied over broad spans of geological time as species have come to exploit an increasing number of habitats and other species, and in an increasingly diverse number of ways [23]. Rich biological communities today comprise easily more than a thousand species and tens of thousands of consumer–resource interactions. Similarly, over time humans have invented numerous ways in which to exploit natural resources, and continue to increase the number of exploited resources at an accelerating pace. Drawing an analogy between a group of humans and a group of multiple species is arguably legitimate because whereas a single species is adaptively limited to a specific set of resources, and all members of the species are engaged in exploiting those resources, humans collectively behave as an entire ensemble of multiple consumer species; single human populations are often divided into users of different resources, and resource switching and innovation can be rampant. One could therefore argue that the avoidance of TOC by limiting N, and hence U, is a sound one which leads to a diverse “ecosystem” of human interactions with natural resources. It is precisely at the level of the ecosystem, however, that tragedies occur in nature. Ecosystem-level tragedies have occurred in the past under two sets of circumstances; first, when there have been transformational evolutionary innovations, such as oxygenation of the atmosphere as a consequence of the first photosynthesizers, or the development of the first forests as the result of competition among plants [23]. Those circumstances must be viewed historically, however, and while the consequences may have set boundaries for subsequent ecosystems, similar situations today do not necessarily constitute tragedies. When Paleozoic plants began to evolve the capacity for increased height and woody stems as an adaptation to competition for light, there almost certainly were “losers” who either went extinct or whose descendants became confined to systems with lesser competitive pressures. Today, trees must compete for light in a forest by growing ever taller woody stems or be adapted to conditions of lower light. This competition makes access to light ever more difficult in a developing forest, but the resource (light) is not ruined in the process, and neither are the consumers (trees). In another example, Wardle et al. [24] demonstrated the long-term decline of forest ecosystems spanning a range of environments and timescales. In those ecosystems, long-term increases of N/P (nitrogen/phosphorus) ratios in the soil indicate that the ongoing depletion of soil phosphorus by tree usage leads to a decline of tree biomass. This could be interpreted as a TOC because the self-interests of the trees ruin the soil, the forest and the trees, but it likely is not for two reasons. First, as noted by the authors, phosphorus is biologically non-renewable, in contrast to nitrogen, with each ecosystem
beginning with a finite phosphorus concentration. The loss of phosphorus from the system is not a consequence of consumption by the trees (or other organisms), but rather of natural physical processes such as leaching. Second, the authors note that decline of their ecosystems is inevitable in the absence of catastrophic events which would presumably “reset” the suite of tree competitors. One such event that is widely absent from many of today’s forest ecosystems, such as the Cooloola in Australia studied by the authors, is plant disturbance and destruction by very large mammalian herbivores. Their absence can be attributed to extinction or extirpation driven by human predation and climate change [25].

The second circumstance, relevant to the strategy of \( N \)-limitation, involves changes to the numbers of species engaged in particular ecological functions [26]. A conventional tenet of ecosystem biology is the hypothesis that complexity promotes stability [12]. The supporting reasoning is twofold. First, the more species in a community, the greater the number of interactions. Hence, the loss of any single species is unlikely to result in the secondary loss of any other species because of redundant dependencies. Second, the impact of such a loss will diffuse through the complex web of interactions and not be focused on any single species or group of species. This reasoning runs counter, however, to results of models where predator–prey, or consumer–resource interactions of the Lotka–Volterra type are scaled up to even dozens of interactions. Those model systems in general tend to be highly unstable [8]. Yet, real-world ecosystems do consist of thousands of species and interactions, for example coral reef communities in the northern Caribbean, where as many as 3899 amalgamated interactions have been documented among 691 species, and those are but a subset of a much larger community [27]. This seeming paradox between the implication of fine scale models and real-world diversity can be resolved by recognizing that, while on average model networks consisting of multiple consumer–resource interactions are indeed unstable, there is nothing average about real-world networks.

A random assemblage of interactions among \( S \) species yields a network where species have, on average, the same number of interactions. Such networks invariably lead to unstable predator–prey dynamics. The underlying Poisson or Gaussian distributions of the number of interactions per species, however, are extremely rare in nature. Rather, natural distributions tend to be decaying, long-tailed hyperbolic distributions such as exponential or power law distributions [28,29] (Figure 3), characteristic of many other types of real-world networks [30–33]. Most species in such systems have fewer interactions than the distribution’s mean, while a few species have a much greater number of interactions. Additionally, consumer–resource interactions are arranged hierarchically in biological communities, with trophic levels consisting of primary producers (e.g., photosynthesizing plants), primary consumers of those producers, secondary consumers of the primary consumers, and so on. The distribution of interactions and the hierarchical structure partition the set of interactions [8,29], and the net result is frequently a complex system capable of stability. Whether skewed, hyperbolic distributions are the only ones capable of promoting stability is an unexplored topic, but in the space of model community networks possible given \( S \), real communities seem to occupy a special or restricted region. Furthermore, hierarchical partitioning is not the result of random ecological assembly, nor does it occur in ecological time, but rather it is the product of natural selection acting on species’ interactions on longer evolutionary timescales. It is precisely at the interface between species evolution and the ecological dynamics of a community that we finally find a dangerous analogy with the tragedy of the commons.
Figure 3. Resource level (blue) and total benefit (red) when resource is a managed commons, that is, resource utilization is limited. Parameters are the same as in Figure 1, with new parameter $m = 0.5$.

4.2. Tragedies in Ecosystems

A survey of hierarchy-based stability in biological communities at various times in the Earth’s history reveals that a majority of surveyed systems are robust against minor frequent perturbations, and that there is a considerable amount of variation of the hierarchical structure permitted that retains robustness [26,29,34–37]. There are two exceptions, however, and these are instructive to the argument that multiplying the commons is a dangerous side effect of solutions that seek to avoid tragedies of the commons.

The first and more benign example is a comparison of terrestrial, dinosaur-bearing communities of North America in the 13 million year time span leading up to the end of the Cretaceous era 65 million years ago [37] (Figure 4). During that interval, a major shallow sea that previously had covered much of the western interior of the continent dried up. In the ensuing restructuring of surrounding terrestrial ecosystems, several trophic guilds, or groups of species with similar habitat, prey and predators, underwent changes of species richness. One notable group was the extremely large herbivorous sauropod and ceratopsian dinosaurs, such as *Triceratops*, which experienced an increase of species within local communities. A numerical model of community-wide predator–prey dynamics demonstrated that the increases of richness at this level of primary consumers resulted in communities that were slightly,
but significantly, more vulnerable to cascades of extinction in response to any disruptions of primary production, i.e., the provision of energy to the community. Unfortunately, that was exactly one of the many catastrophic side-effects of the asteroid impact that occurred 65 million years ago [38]. The impact, energetically equivalent to 19,000 times the global nuclear arsenal, resulted in the extinction of more than 70% of all species documented in the fossil record at that time. Such a great and diverse number of carnivorous species preyed upon the giant herbivores at different stages of their lives that the abrupt removal of the herbivores, in response to the shutdown of photosynthesis in the months-long cool darkness that followed the impact, would have propagated disastrously through the community networks. The secondary loss of the carnivores was not solely a simple response to the loss of resources (prey) though. The model suggests that the primary vulnerability arose from an increase in the strength of relationships between carnivore species via shared prey. While it is very unlikely in reality, and highly improbable in the model that any two species of carnivores shared exactly the same set of prey species, the independent actions of members of separate species would have collided dangerously as prey species became extinct and options became more limited. Multiple competitively-driven tragedies of the commons were the consequence of multiple indirect relationships among the consumers.

Figure 4. Consumer in-degree distribution of vertebrates in a Cuban coral reef community. The x-axis shows the number of prey species per consumer (in-degree), with the density or relative frequency measured on the y-axis. The distribution is distinctly non-normal, with most species having fewer prey than the distribution’s mean (35). The distribution is also very long-tailed, however, with several species having numbers of prey far greater than the mean. The expected Gaussian distribution given the observed mean and variance is overlaid in blue [27].
The second example is drawn from communities not prior to, but in the aftermath of a mass extinction, this one the devastating End Permian mass extinction of 251 million years ago. This is the largest known mass extinction in Earth’s history, when approximately 90% of fossil species became extinct. In this instance, the numerical model was used to examine the stability of well-preserved terrestrial communities from southern Africa over the 16 million years prior to the extinction, and immediately after [26,34,36]. The extinction struck species seemingly at random and uniformly across trophic guilds, but the recovery was both evolutionarily rapid and biased. Carnivorous amphibians, and small to medium-sized carnivorous-insectivorous amniotes (non-amphibian terrestrial vertebrates such as reptiles and the ancient relatives of mammals) diversified significantly, whereas related herbivores managed very little diversification at all. The result was an oddly imbalanced community of many predatory species and much fewer prey, and according to the model, one very prone to collapse in response to even mild disruptions of primary productivity (Figure 6). There is growing evidence that the world was biogeochemically unstable during this aftermath [39], and empirical fossil evidence exists to support the model prediction that many species were demographically unstable [40]. Again, the increased number of indirect relationships between carnivorous species via their prey increased the impacts that they had on each other. The short-term evolutionary success of the carnivores resulted in a community or system whose robustness suffered as a consequence of that success. There was in effect a tragedy of the commons, where the commons was system quality itself [26]. The evolutionary successes were in fact short-lived, and the community was eventually transformed by increased extinction of many of the carnivores, evolutionary diversification of herbivore lineages, and the development of a community more similar in structure and function to those that had existed prior to the mass extinction.

**Figure 5.** Food web network of late Cretaceous terrestrial communities in North America. Nodes are trophic guilds, identifiable roughly by the cartoon silhouettes. Links are directed from prey to predators [37].
The message here for the TOC problem is simple. The natural world, particularly species in ecosystems, is a densely connected one, consisting of predator–prey, reproductive, symbiotic and other types of interactions and dependencies. The human world is transitioning very quickly to a densely connected one because of population growth and the increasing use of connected natural resources. At low human population densities, the interactions between different groups of users exploiting different resources, as commons or not, are likely to have little effect on each other. As populations grow, however, and the human economy diversifies with much the same effect as niche diversification among wild species, the probability that separate groups of users will interact indirectly via the ecosystem network increases. Therefore, solving TOC problems by limiting the number of users in a group, when the overall population is growing as rapidly as the human population currently is, amounts to local delay tactics and not global solutions. This is evident in fisheries, where even self-managed, cooperative fisheries will not escape the cascading effects of the ongoing loss of large and high trophic level species throughout the world’s oceans, nor the impacts of global warming, itself a TOC problem, notably rising seawater temperatures and ocean acidification. Moreover, as we degrade ecosystems and reduce the number of profitable commons, our network of economic interactions may converge to the unbalanced and vulnerable paleoecosystems described above.

Figure 6. Simulated perturbations of model communities representing the late Permian Dicynodon Assemblage Zone (DAZ) and earliest Triassic Lystrosaurus Assemblage Zone (LAZ) ecosystems of the Karoo Basin, South Africa. The magnitude of perturbation (x-axis) is the amount of photosynthetic energy removed from the system per simulation. The level of secondary extinction (y-axis) is the fraction of the community that becomes extinct as a consequence of the perturbation. One hundred model networks were simulated and perturbed, and results for each network at each level of perturbation are shown as individual circles on each plot. The robust, pre-extinction DAZ ecosystem is plotted on the left (blue), while the highly variable, aftermath LAZ community is plotted on the right (red) [26,34,36].
The final section of this paper explores, in contrast to analogous problems in nature, a possible solution. A mutualism is an interspecific partnership, typically between two species [41], where each species performs a service to the benefit of the other. Well-known examples are: the symbiosis between many corals and single-celled photosynthesizers, where the coral provides raw nutrients (obtained by carnivory) to the algae in return for synthesized sugars; and certain species of ants and acacia trees, where the ants actively defend the trees from browsers and the trees yield sugary, fatty and proteinaceous exudates to the ants. The TOC solution that I propose here is not precisely like those found in nature, but instead one where users of a commons maintain a second and at least equally important common interest, performing a mutual service and sharing a mutual benefit that tempers their competition for the commons. For example, suppose that in addition to farming their goats in the meadow our herdsmen also rely on each other for mutual defense. Given the proper socio-political and/or cultural relationships, it is reasonable to suppose that when their security is threatened, the herdsmen band together. It therefore behooves each herdsman to maintain a healthy flock of herdsmen!

Generalizing, we state that when a user $i$ imposes a cost on other users of the commons because of its utilization, the cost is ultimately fed back to $i$ because of a consequent decline of another mutually held interest. In the above example, bringing ruin to one’s fellow herdsmen compromises one’s own security. The goal of this section is to develop a model that captures a solution to this problem while at the same time avoiding a TOC. The argument will be pursued as an extension of the discrete models presented earlier, with full awareness that alternative development is available using game theory. The former approach is favoured here both to maintain consistency with the earlier models, and in recognition that the model assumes that cooperation among users already exists.

Let the mutualism be represented as a function of each user’s utilization of the commons, $u_i$. In other words, performance as a mutual partner is dependent on the benefits gained from exploitation of the commons. Realistically, other aspects of a user’s economy, such as alternative sources of income, would have to be included, but the situation is simplified here by referring solely to the value of the commons. The model must also necessarily be algorithmic, because during each time interval each user must answer the following question: If $i$ increased its utilization over the preceding two intervals, and $k$ incurred a cost as a result, i.e., its benefits declined, then should $i$ reduce its current utilization? That would ensure $k$’s continuation and capability as a partner in the mutualism because of its replenished benefits. Therefore, if $u_i(t) > u_i(t - 1)$ and $u_k(t - 1)R(t - 1) > u_k(t)R(t)$, then $i$ must decrease its per capita utilization. The manner or extent to which this is done is based upon agreement among the partners. It is implemented here in the Ricker-based discrete model by having $i$ decelerate the rate at which its utilization grows, that is decrease its jerk $j$, as

$$\gamma_i(t + 1) = \begin{cases} \frac{\gamma_i(t)u_i(t-1)}{u_i(t)} & \text{if } b_k(t) < b_k(t - 1) \\ \gamma_i(t) & \text{otherwise} \end{cases}$$

The acceleration of $i$’s utilization rate is reduced according to $k$’s decreased benefits, otherwise $i$ maintains its current growth rates. Alternatively, if $k$ experiences no reduction in benefits, $i$ could revert to its original, and almost assuredly greater acceleration of utilization rate. All the above also hold true
for $k$, who must reciprocate in the mutualism. Simulation results are illustrated in Figure 7, where it is shown that exploitation of $R$ is now sustained by the mutualistic relationship under both conditions, though it is more beneficial for both partners to never revert to greater accelerations of utilization rate. In both scenarios, equilibrium is attained among the resource and users when utilization rate is no longer accelerated ($j = 1$). The TOC has been avoided.

**Figure 7.** Mutualism solution to a tragedy of the commons. Simulation parameters are as in Figures 1 and 2, but users now control their utilization according to the consequential costs to other users. Unlike previous simulations, two users now differ in their utilization rates. Red and maroon lines are user benefits: red, $u = 1.04$; maroon, $u = 1.045$. Blue indicates resource level. In the simulation shown on the left, users maintain a reduced rate of utilization after modification, whereas on the right users will revert to original rates of acceleration if benefits increase or remain steady.

The overall effect of the mutualism is similar to that yielded by implementation of a strategy for managing exploitation of $R$, but there is a subtle and important difference: limitation of a user’s utilization is neither imposed by a governing body or strategy, nor is it done solely in the interest of maintaining the resource for a user’s benefit. Instead, limits are imposed in the interest of maintaining benefits to other users so that they continue to serve as effective partners in another mutual interest. The arrangement is extended easily to groups of users who either belong to different communities, or who utilize a commons for different purposes.

An equivalent situation in nature would be species of carnivores that monitored the demographics of other carnivorous species and moderated their own consumption to benefit the other species. No such situations exist, however, in the evolutionary world of competitive interspecific interactions. Human communities, in contrast, do engage in mutualistic arrangements when agreements or treaties ensure fair access to resources in order to maintain peaceful relations. It is a model whose use must be increased because human population growth, the diversification and multiplication of exploited resources and the myriad connections among those resources, are most likely pushing the human-ecosystem relationship toward the unbalanced, mass extinction aftermath ecosystem model. Continued and extensive coupling
of competitively exploited resources to mutual interests such as peace, clean air and water, and a stabilized climate would forestall such system-wide effects.

6. Discussion

Hardin’s tragedy of the commons is a powerful and compelling argument that has nevertheless proved controversial. Some of the controversy stemmed from Hardin’s failure to be explicit in parts of his original arguments, notably that the commons in question are unmanaged [42], and that there are two paths to tragedy: population growth and increased rates of resource consumption. Also controversial were his suggestions that successful management must rely on coercive or top-down implemented control, a suggestion apparently at odds with the subsequent discovery of numerous self- or cooperatively-managed groups. The current paper highlights vagueness in other aspects of the argument, namely why users should be compelled to increase their utilization of a resource, and exactly how the cost to users is measured when there is yet room for increased utilization. These questions and arguments are not restricted to the realm of human interactions and economies, but are also relevant in the world of natural economies. The intent of this paper was to explore the differences and similarities between the two types of economy in areas relevant to the tragedy of the commons. The approach has been to express Hardin’s argument in terms of a mathematical model, beginning with the basic ecological models of population growth and predator–prey interactions.

The resulting TOC models differ from the ecological ones primarily because humans exploiting a commons are not necessarily subject to the inhibitory negative feedback of a declining resource in the ways that wild consumer species are. Given any situation in which the number of human users, or their rates of consumption are increasing, a TOC becomes an inevitability because humans will often exploit a resource exhaustively. The detrimental effect of resource exhaustion on the group depends on many extraneous factors, such as the economic diversity of the group, the existence of alternative resources, whether banking or conversion to other resources of the benefits of exploitation were possible, and the ability of the group to predict the detrimental outcome of its actions. Hardin argued that a burgeoning human population, certainly a problem on the minds of ecologists by the 1960s, implied that tragedies would become more commonplace unless effective management strategies and restrictions were put in place. Demonstrations that groups of humans can effectively avoid TOC on local scales using cooperative strategies do not nullify Hardin’s main argument, because the overall human population continues to grow. It will, by 2050, be triple what it was when Hardin wrote his paper. The problem is that many management strategies rely upon control of the number of users of a commons. If in the process other potential users are excluded from a particular commons, or increasing numbers of users or rates of consumption lead to a tragedy, one option is to simply exploit another resource. This outcome is perhaps nowhere more evident than in oceanic fisheries, where the number of species exploited commercially grew tremendously during the 20th century primarily in response to the declining availability and profitability of formerly profitable species [19]. The growing population demands an ever increasing level of resources that can hardly be met by a fixed number of commons. The diversification of commons and resources, unlike the exploitation of single commons, both resembles
natural ecosystems, and inadvertently taps into the connectivity of natural ecosystems via the interactions among natural resources.

An ecosystem comprises multiple species all engaged either in synthesizing resources (producers) or consuming them. The variety of ways in which consumers divide up resources is the result of evolution, whereby niches are diversified, sometimes reducing interspecific competition. The networks of interactions, or biological communities, which emerge reflect two processes. First, selection acting on a species, i.e., its evolution, is the best guarantee of its adaptation and survival in the environment, ensuring that a sufficient number of its members can acquire sufficient resources as individuals and thereby perpetuate the species. Second, the network of interactions of independently acting species is itself subject to selection of a sort on longer geological timescales. Geophysical events whether of terrestrial or extraterrestrial origin test the robustness of those networks. There is evidence to suggest that sometimes, in spite of the obvious evolutionary success of individual species, the systems that they produce collectively are not robust [26]. The most dramatic examples known to date are the result of increasingly dense indirect interactions among consumers via their resources. In one instance, the south African community after the End Permian mass extinction, evolutionary recovery of consumer species far exceeded that of their producer prey leading to a convergence of multiple resource-consumer relationships. In the second, the late Cretaceous terrestrial communities, evolutionary diversification of producers, and their interactions with consumers, led again to a convergence of multiple separate resource-consumer relationships. The growing human population, increasing rates of consumption, the ongoing exhaustion of numerous natural resources, and the increasing connectance of human populations and economies are collectively directing the network of human economic activities toward that type of system-level tragedy of the commons.

Many of the ways in which the problem can be addressed are somewhat evident and already being applied. They include slowing population growth, reducing rates of consumption, increasing efforts of sustainable use where possible, managing the commons, and reducing human-caused perturbations to natural and human systems [43]. Rates of population growth have already slowed in many nations, seemingly in response to economic development, education, security, women’s access to birth control and the extension of equal rights to women. Unfortunately, while some developed countries are projected to fall off the list of the world’s top ten most populous nations by 2050, such as Russia and Japan, they will be replaced by developing nations such as the Philippines and the Democratic Republic of Congo [20]. Reducing rates of consumption presents a somewhat more hopeful picture because high rates are not correlated solely with population size, but also reflect factors such as the extent of urbanization, quality of infrastructure, types of transportation and lifestyle choices. For example, within the United States, which has the highest per capita energy consumption in the world, there is great disparity among states that cannot be explained by population size or differences in climate alone (Figure 8).

Perhaps the most pervasive drivers toward a system-wide tragedy are human activities whose impacts cut across the boundaries of separate resource consumption systems. Hardin discussed pollution, the activity with the greatest level of awareness in the 1960s, thanks in large part to scientists such as Rachel Carson. To that list should be added habitat alteration and destruction, invasive species, and anthropogenically driven global warming. All those activities affect multiple systems, resources and
populations. They simultaneously reduce the options available for human activity, thereby rendering strategies such as N-limitation less feasible, perturb multiple components within the broader human system, and perhaps increase the difficulties of multinational decision-making and consensus [44]. For example, the massive greenhouse emissions by two of the world’s most populous nations, China and the United States, are major contributions to global warming that threaten coastal populations with sea level rise, fisheries because of warming and acidifying waters, and tourism of tropical coral reefs for the same reasons. The increased connectance of human systems also points, however, to mutual dependencies that do not necessarily consist of natural resources.

**Figure 8.** Total per capita energy consumption in the United States, by state. Red symbols are states with the 10 hottest cities in the country, and blue symbols have the ten coldest cities (United States Energy Information Administration). Dashed line is the national mean per capita consumption.

The mutualism model presented above could be interpreted verbally as a means of inverting a tragedy of the commons: incurring a small cost in the interest of a partner maintains benefits for all. Furthermore, the cost that is incurred is favourable to the paying partner in the sense that it is proportional to both the level of the payer’s utilization and the payee’s. If the levels of utilization are unequal, say we are comparing a major greenhouse emitter such as the United States to a minor one, the United States need incur a very small cost in order to maintain whatever benefit is of concern to the minor partner because the latter’s utilization is small. Conversely, the minor partner will also incur a very small cost in order to maintain the benefits of the United States because its impact on the resource (commons) is small to begin with! The total cost to the United States of course, when summed over all partners,
is not insubstantial, as made clear by the recent climate change meeting in Doha. But neither are the benefits gained from the activities responsible for the major emissions. It is impossible to say at this point whether models of this sort could be extended in any way to be realistically useful, but they do nevertheless convey a useful message: Realizing the utility of mutualistic relationships to solutions of converging resource-consumption issues requires an adjustment of how those issues are thought of. The exploitation of commons and other types of resources are becoming increasingly more dependent on each other, and independent solutions to individual problems will become increasingly less feasible. Mutual interests are consequently becoming more important and valuable, as should their prominence in solving our problems of resources and commons.
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