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Abstract

Graph signal processing is a framework to handle graph structured data. The fundamental concept is graph shift operator, giving rise to the graph Fourier transform. While the graph Fourier transform is a centralized procedure, distributed graph signal processing algorithms are needed to address challenges such as scalability and privacy. In this paper, we develop a theory of distributed graph signal processing based on the classical notion of message passing. However, we generalize the definition of a message to permit more abstract mathematical objects. The framework provides an alternative point of view that avoids the iterative nature of existing approaches to distributed graph signal processing. Moreover, our framework facilitates investigating theoretical questions such as solubility of distributed problems.
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I. INTRODUCTION

Graph signal processing (GSP) has attracted increased attention as it allows us to capture complex correlations in many practical problems. Signals observed in many applications can be modeled as graph signals. Examples include photographs, CMOS sensor images, and readings from sensor networks. GSP has been applied to various problems, including signal recovery, prediction, sampling, and anomaly detection [1]–[11].
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Given a graph $G$, a **graph signal** on $G$ assigns a value to each node of $G$, resulting in a vector of dimension equal to the size (number of nodes) of the graph. A graph signal is indexed not by time but by the nodes of the graph, called the **graph domain**, capturing irregular domains. A fundamental philosophy of GSP is to perform an orthogonal transformation of the graph domain, called a **graph Fourier transform**. The new domain is usually called the **frequency domain**, analogous to classical Fourier theory. The components of a signal represented in the frequency domain are its **Fourier coefficients**. As in classical signal processing, a graph signal is analyzed by inspecting its Fourier coefficients. An orthogonal transformation is usually obtained via a **graph shift operator** $A$, such as the adjacency matrix or Laplacian of $G$. Under favorable conditions, such as $G$ being undirected, $A$ has an orthonormal eigenbasis and gives rise to the desired transformation. The frequencies are ordered according to size of the eigenvalues.

Basic GSP requires full knowledge of the graph, such as to perform graph Fourier transforms. Such a requirement has shortcomings. For example, graphs can be used to model very large networks such as social networks. Gathering data and network information as well as performing signal processing as above can be costly and time consuming. Moreover, the framework is highly centralized, giving rise to issues such as data privacy.

On the other hand, some GSP methods do not require the global approach. To give an example, the concept of smoothness corresponds to signals having Fourier coefficients concentrated in the low frequencies. However, to leverage smoothness, one can optimize the quadratic form of total signal variation, which can be done in a decentralized manner. Considerations as such lead to the topic of distributed GSP, including the following efforts. Signal recovery is considered in [12], [13]. The authors of [14] investigate distributed sparse signal representation with graph spectral dictionaries. Signal reconstruction based on node sampling is studied in [15]. In [16], the authors consider distributed construction of filter banks. [17] proposes and analyzes a communication efficient distributed optimization framework for general non-convex non-smooth signal processing and machine learning problems under an asynchronous protocol.

A closely related area of research is distributed optimization. This is a well established field dating back to as early as 1980s [18]–[20]. Though we are not able to give an overview of such a vast topic here, recent survey article [21] contains comprehensive discussions of historical developments and recent advances in distributed optimization. The key component is an iterative procedure that repeats the following: each member of the distributed system solves its own problem using information gathered from its pre-determined “neighbors” and share its findings.
with the neighbors. Theoretical results focus on convergence of such a procedure to the optimal solution. Tables 1–4 in [21] list all the key features of a large collection of algorithms proposed in the literature.

In terms of methods, the above mentioned works on distributed GSP have spirit common to distributed optimization. In this paper, we are going to consider a different approach. We realize that it is possible that an iterative procedure might be avoided if we tweak the information sharing step with neighbors. Instead of sharing numerical values, we propose sharing elements from a coherent system of vector bundles. The primary example is a smooth function on a domain $D$, whose local incarnation at every point of $D$ is a system of polynomials (by Taylor expansion). The advantage is that more information is contained in such a mathematical object and we only have to deal with each player of the system once. In addition, the framework allows us to leverage numerical invariants such as dimension of manifolds to analyze the problem solving procedure. Thus it is convenient for us to answer theoretical questions such as solubility of a given problem without running the algorithm. In this work, we do not claim that our approach is superior to classical approaches, but we want to provide an alternative point of view, potentially increasing the domain of applicability of GSP.

The rest of the paper is organized as follows. We formulate the distributed GSP problem in Section II. In Section III, we formalize message passing in our setup. In particular, we define what an abstract message is. Moreover, to study solubility questions later on, we introduce the notion of “local solution”. To handle the abstract notion of message, we need tools from the theory of differentiable manifolds. In Section IV, we introduce jet spaces and Whitney topologies, which are particularly relevant to our discussions. In Section V, we discuss Morse functions and real analytic functions as the candidates of messages. Both enjoy nice properties that make the procedure of message passing well-behaved. In Section VI, we make use of the theory developed so far to analyze the solubility questions of distributed GSP problems. We propose how to implement our method in practise and present simulation results in Section VII, and conclude in Section VIII.

II. PROBLEM FORMULATION

In this section, we describe the setup of the main problem to be studied in the paper, including the notation used throughout the paper. Let $G = (V,E)$ be an undirected graph, where $V$ is the vertex set and $E$ is the set of edges. Let $t$ be a positive integer, and let $G_i = (V_i,E_i)$,
Let $i \in \{1, \ldots, t\}$ be $t$ subgraphs of $G$ such that $V = \bigcup_{i=1}^{t} V_i$. For each $i \in \{1, \ldots, t\}$, let $S_i \subset V_i \setminus \left( \bigcup_{j \neq i} V_j \right)$ be a set of nodes contained exclusively in $V_i$ (cf. Definition 1 below). Hence, the $S_i$, $i \in \{1, \ldots, t\}$ are disjoint.

Each node in $S_i$ is understood to be observable in the sense that for any signal $x$ on $G_i$, its restriction to $S_i$, denoted $x|_{S_i}$, are known in $G_i$ for the purpose of certain tasks (defined and illustrated by examples below). Such a restriction $x|_{S_i}$ is called an observation. Let $c_i = |S_i|$ denote the size of $S_i$ and $S = \bigcup_{i=1}^{t} S_i$ denote their union, with size $c = |S| = \sum_{i=1}^{t} c_i$ (by disjointness of the $S_i$).

For each $i \in \{1, \ldots, t\}$, recall that graph signals on $G_i$ are functions on the discrete $V_i$, which can be identified with $\mathbb{R}^{|V_i|}$. Let $f_i : \mathbb{R}^{|V_i|} \to \mathbb{R}$ be a convex function on the space of graph signals on $G_i$. Each $f_i$ can be extended to the space of signals on $G$ by composing $f_i$ with the projection $\mathbb{R}^{|V|} \to \mathbb{R}^{|V_i|}$. Let $f : \mathbb{R}^{|V|} \to \mathbb{R}$ denote the sum of these extensions: $f = \sum_{i=1}^{t} f_i$. We are interested in minimizing $f$ and solving certain problems associated with the minimizer. There are global as well as local versions of these problems, formally introduced next.

Recall that a manifold $\mathcal{M}$ of dimension $d$ is a Hausdorff topological space that is locally Euclidean of dimension $d$, i.e., every point has an open neighborhood homeomorphic to an open subset of $\mathbb{R}^d$. In Appendix A, we give a self-contained introduction to the fundamentals of differentiable manifolds.

\textbf{Definition 1.} A task on $G$ is a function $\tau : \mathbb{R}^{|V|} \to \mathcal{M}$ where $\mathcal{M}$ is a manifold.

For $U \subset \mathbb{R}^{|S|}$, any graph signal $s \in U$ and minimizer $\hat{x}_s = \arg\min_{x|_S = s} f(x)$, if $\tau(\hat{x}_s) \in \mathcal{M}$ is well-defined (see explanation below), then we write $\Phi_\tau(s) = \tau(\hat{x}_s)$ for the composition of $\tau$ and $\hat{x}_s$. The function $\Phi_\tau : U \to \mathcal{M}$ is called the global problem.

In the definition of $\Phi_\tau$, we require $\tau(\hat{x}_s)$ to be well-defined in the following sense. Recognizing that in general $\hat{x}_s$ is not unique, $\tau(\hat{x}_s)$ is well-defined if and only if $\tau$ is constant on the set of minimizers $x$ of $f$ subject to $x|_S = s$. In particular, if for any $s \in \mathbb{R}^{|S|}$, $f$ has a unique minimizer $x$ such that $x|_S = s$, then the domain of $\Phi_\tau$ is the full space $\mathbb{R}^{|S|}$. A global problem $\Phi_\tau$ is said to be continuous, smooth, etc., if it bears the stated property. Next, we give two examples to illustrate the definitions above.

\textbf{Example 1.} 1) As a first example, let the task $\tau$ be the same as $f : \mathbb{R}^{|V|} \to \mathbb{R}$. Then the global problem $\Phi_f$ is well-defined on all of $\mathbb{R}^{|S|}$; i.e., the domain of $\Phi_f$ is $\mathbb{R}^{|S|}$.
2) In this second example, we introduce distributed sampling, which will be revisited later. Let $z_1, \ldots, z_k \in \mathbb{R}^{|V|}$ be $k$ linearly independent graph signals on $G$ (so $k \leq |V|$). For each $i \in \{1, \ldots, t\}$ and $j \in \{1, \ldots, k\}$, $z_j$ restricted to $V_i$ is denoted $z_j|_{V_i}$. Let the function $f_i$ on $G_i$ be given by

$$f_i(x) = \min_{(r_1, \ldots, r_k) \in \mathbb{R}^k} \left\| \sum_{j=1}^{k} r_j z_j|_{V_i} - x \right\|^2,$$

which is the square distance between $x \in \mathbb{R}^{|V_i|}$ and its orthogonal projection onto the span of $z_1|_{V_i}, \ldots, z_k|_{V_i}$. Next, consider the task $\tau : \mathbb{R}^{|V|} \to \mathbb{R}^k$ defined by

$$\tau(x) = \arg \min_{(r_1, \ldots, r_k) \in \mathbb{R}^k} \left\| \sum_{j=1}^{k} r_j z_j - x \right\|^2,$$

which is the unique orthogonal resolution of $x$ onto the span of $z_1, \ldots, z_k$. In this case, the codomain manifold $\mathcal{M}$ of $\tau$ is $\mathbb{R}^k$.

For further simplification, let $t = 2$ and assume that the two subgraphs $G_1$ and $G_2$ of $G$ have nonempty intersection, i.e., $V_1 \cap V_2 \neq \emptyset$. Suppose that $x$ is a linear combinations of $z_1, \ldots, z_k$. Then, clearly $f_1(x) = f_2(x) = 0$. So $\min f = 0$, where $f = f_1 + f_2$, and $f_1$ and $f_2$ have been extended to $\mathbb{R}^{|V|}$.

We now explore conditions under which $\Phi_\tau$ is well defined, i.e., for any $s \in \mathbb{R}^{|S|}$, $\tau$ is constant on the set of minimizers of $f$ that agree with $s$ on $S$. To be clear, to say that a signal $x \in \mathbb{R}^{|V|}$ agrees with $s \in \mathbb{R}^{|S|}$ on $S$ means that $x|_S = s$. For $\tau$ to be constant on the set of such minimizers, the argmin in the definition of $\tau(x)$ must be the same regardless of the minimizer $x$.

For any minimizer $x$ of $f$, the two vectors of coefficients $(r_1, \ldots, r_k)$ in the definitions of $f_1(x)$ and $f_2(x)$ above are not necessarily the same. So, there are $2k$ decision variables (coefficients). Moreover, these $2k$ coefficients satisfy the following:

(a) The two linear combinations of $z_1, \ldots, z_k$ with the two vectors of $k$ coefficients are two signals $s_1$ and $s_2$ that agree on $S$; i.e., their restrictions to $S$ are the same: $s_1|_S = s_2|_S$.

(b) The signals $s_1$ and $s_2$ also agree on $V_1 \cap V_2$, i.e., $s_1|_{V_1 \cap V_2} = s_2|_{V_1 \cap V_2}$.

To ensure uniqueness of the argmin in the definition of $\tau(x)$ as explained above, we expect that $2k = |V_1 \cap V_2| + c$. 


III. MESSAGE PASSING

A. Nerve skeleton and message passing

We want to make use of the message passing paradigm. It is a way of information transfer across a network, and there is nothing new about the process. In this section, we adopt message passing in our setup. Given $G$ and subgraphs $G_i$, $i \in \{1, \ldots, t\}$, we may construct the nerve skeleton $N$ to package information regarding pairwise intersections between different $G_i$'s as follows. Our goal is to solve a global problem in a distributed way. Therefore, to solve the problem on $G_i$ for some $i$, one gathers information from the rest of the graph at the intersections of $G_i$ with the other subgraphs. This motivates us the consider the following.

**Definition 2.** The nerve skeleton\(^1\) $N_G = (V_{NG}, E_{NG})$ is an undirected graph of size $t$. Each vertex $g_i$ of $V_{NG} = \{g_1, \ldots, g_t\}$ corresponds to the subgraph $G_i$. A pair $(g_i, g_j)$ with $i \neq j$ is an edge of $E_{NG}$ if and only if $G_i \cap G_j \neq \emptyset$.

To perform message passing later on, it can be convenient to work with trees (e.g., [22]). Therefore, we are interested in spanning trees of $N$.

**Definition 3.** Suppose $T \subset N_G$ is a spanning tree. Its complement $T^c$ is the closure of $N_G \setminus T$. If $g \in V_{NG}$ is considered as a root, then $T_g$ is the unique directed tree on $T$ such that each edge is directed towards $g$, i.e., the head of an edge $(g_i, g_j)$ is $g_j$ if $g_j$ is below $g_i$, where we say that $g_j$ is below $g_i$ if $g_i$ is on the path connecting $g$ and $g_j$.

Fixing a root $g$, we use the directed tree $T_g$ to perform message passing, while $T^c$ is used to keep track of connections between intersecting subgraphs not captured by $T$. We now start to discuss message passing.

On $T_g$, consider a directed edge $(g_i, g_j)$ on $T_g$ such that $g_i$ is the tail and $g_j$ is the head, i.e., the direction goes from $g_i$ to $g_j$. Suppose at $g_i$, there is a convex multi-variable function $h_i$. We would like categorize the input variables of the function $h$ as follows:

1) $s_i$: this set of multi-variables corresponds to signals on $S_i$.
2) $x_i$: this set of multi-variables corresponds to signals on the union of the set $X_i$ of nodes $V_i \cap V_j$ and $\cup_{(g_l, g_k) \in T^c} (V_i \cap V_k)$.

\(^1\)There is a more general construction called nerve construction giving a simplicial complex. Here we just use its 1-skeleton, and hence call the resulting graph the nerve skeleton.
3) \( y_i \): this set of multi-variables corresponds to signals on the nodes \( Y_i \) belonging only to \( g_j \) below \( g_i \). In particular, \( Y_i \) includes nodes contained exclusively in \( V_i \).

4) \( z_i \): this set includes all the remaining variables, use \( Z_i \) to denote those coordinates.

The message associated with \( h_i \) along the edge \((g_i, g_j)\) is

\[
\tilde{h}_i(x_i, z_i) = \min_{y_i} h_i(s_i, x_i, y_i, z_i) : \mathbb{R}^{|X_i| + |Z_i|} \rightarrow \mathbb{R}.
\]  

(1)

To explain the domain, we notice that \( s_i \) are in fact fixed because we can take observations on \( S_i \). Hence, the message \( \tilde{h}_i \) is a function on the variables \( x_i \) and \( z_i \). According to such a definition, a message is not merely a number or a vector, but instead it is a function.

Before describing message passing, we state the following conventions, given a function \( f : \mathbb{R}^a \rightarrow \mathbb{R} \), for convenience: \( f \) gives rise to a function, also denoted by \( f \), as \( f : \mathbb{R}^{a+b} \rightarrow \mathbb{R} \), by composing \( f \) with the projection \( \mathbb{R}^{a+b} \rightarrow \mathbb{R}^a \).

We are ready to describe the message passing on \( T_g \) with root \( g \) as the following procedure:

S1 Starting from the leaves of \( T_g \), each leaf node \( g_i \) pass the messages \( \tilde{f}_i \) associated with \( f_i \) to its only immediate neighbor.

S2 For each node \( g_j \) other than \( g \), once it receives messages from all edges with \( g_j \) as the head node, sum them up and \( f_j \) to obtain \( h_j \).

S3 The message \( \tilde{h}_j \) associated with \( h_j \) is passed to \( g_k \), along the unique edge \((g_j, g_k)\) such that \( g_k \) is the head.

S4 The procedure terminates at \( g \). Take the sum over all the messages received at \( g \) including the original convex function at \( g \). The resulting function is denoted by \( h_g \).

For later use, we formally extract the key ingredients of the above procedure as follows.

**Definition 4.** We call the collection of functions \( \tilde{f}_i, \tilde{h}_j \) and \( h_g \) in \( S1–S4 \) as messages of the message passing on \( T_g \). The function \( h_g \) is the aggregated message along \( T_g \).

We notice that according to the definition, each node is associate with exactly one function as its message.

**Example 2.** For illustration, consider the situation given in Fig. 1. At the top of the figure, we use the Venn diagram to describe the intersection properties of the 3 subgraphs \( G_1, G_2 \) and \( G_3 \). The capital letters label the nodes in respective regions. The nerve skeleton is the complete graph on 3 nodes as shown on the bottom left. We consider two different spanning trees \( T_1 \) and \( T_2 \) shown on the bottom right. Either \( T_1^c \) or \( T_2^c \) is the single dashed edge.
For perform message passing on both $T_1$ and $T_2$ with $g_1$ as the root. Let the resulting directed trees be $T_{1,g_1}$ and $T_{2,g_1}$. On $T_{1,g_1}$, messages $	ilde{f}_2(x_2, x_3) = \min_{y_2} f_2(x_2, x_3, y_2, s_2)$ and $\tilde{f}_3(x_1, x_3) = \min_{y_3} f_3(x_1, x_3, y_3, s_3)$ are passed from $g_2, g_3$ to $g_1$ concurrently. At $g_1$, to minimize the aggregated message, we have: $\min_{x_1,x_2,x_3,y_1} f_1 + \tilde{f}_2 + \tilde{f}_3$.

On $T_{2,g_1}$, we first pass the message $\tilde{f}_2(x_2, x_3) = \min_{y_2} f_2(x_2, x_3, y_2, s_2)$ from $g_2$ to $g_3$. At $g_3$, we form the new function $h_3 = f_3 + \tilde{f}_2$, and the message

$$\tilde{h}_3(x_1, x_2) = \min_{y_3} (\min_{y_2} f_2(x_2, x_3, y_2, s_2) + f_3(x_1, x_3, y_3, s_3))$$

is subsequently passed to $g_1$. Finally at $g_1$, minimizing the aggregated message is $\min_{x_1,x_2,y_1} f_1 + \tilde{h}_3$.

We end this subsection by giving a formal definition of abstract message. Readers unfamiliar with the terminologies may ignore this part, as in the paper we work exclusively with the explicit examples of functions. The terms in the definition will take their concrete forms in Section IV.

**Definition 5.** An abstract message is an element in the limit of a sequence of vector bundles over a manifold $M$.

We now provide some insights in additional to the concrete examples at hand. Loosely speaking, a vector bundle is a parametrized family of vectors. It contains information about the parameter space, while we can still perform algebraic operations such as taking sums. Therefore, it is a natural choice if we want to generalize numerical or vectorial information. On the other
hand, we may also need to work with infinite dimension objects, hence the necessity to consider the limit of a sequence of finite dimensional objects.

**B. Local solution**

In Definition 1, we have introduced the notion of global problem $\Phi_\tau : U \to \mathcal{M}$ given a task $\tau : \mathbb{R}^{[V]} \to \mathcal{M}$, where $U \subset \mathbb{R}^{[S]}$ is the domain of $\Phi_\tau$. To understand what we expect from a distributed approach, we fix a spanning tree $T$ of the nerve skeleton $N_G$.

**Definition 6.** For $i \in \{1, \ldots, t\}$, we say that the global problem $\Phi_\tau$ can be solved at $g_i$ via message passing along $T$ if the following holds. Let $h_{g_i}$ be the aggregated message along $T_{g_i}$ with domain $D_i$. There is $\tau_i : D_i \to \mathcal{M}$ such that: for $\hat{x}_i \in \arg\min_{x \in D_i} h_{g_i}(x)$, we have $\Phi_\tau(s) = \tau_i(\hat{x}_i)$.

$\Phi_\tau$ can be solved locally via message passing along $T$ if it can be solved at $g_i$ for every $i \in \{1, \ldots, t\}$.

We summarize this definition in the following commutative diagram (with $\hat{x} \in \arg\min_x f(x)$):

$$
\begin{array}{ccc}
\{f_1, \ldots, f_t; s\} & \xrightarrow{h_{g_i}} & \hat{x}_i \\
\downarrow & & \downarrow \tau_i \\
\{f, s\} & \xrightarrow{\hat{x}} & \Phi_\tau(s).
\end{array}
$$

In the diagram, the top route is via message passing while the bottom route is via solving the global problem. Local solubility requires the existence of the right vertical map $\tau_i$ such that both routes have a “common destination”.

To give an example, the following result is a generalization of Example 2, which is essentially due to re-arrangement of ordering in taking $\min$. In fact, this result is key in motivating us considering messages as functions. It also gives a concrete example of local solubility to a global problem with minimum requirements on $f_i, i \in \{1, \ldots, t\}$. General study of local solubility shall be contained in Section VI below.

**Proposition 1.** Suppose $\tau = f : \mathbb{R}^{[V]} \to \mathbb{R}$. Then for any $T$ and $i \in \{1, \ldots, t\}$, $\Phi_f$ can be solved locally via message passing along $T$.

**Proof:** We first make some remarks regarding message passing. In general, a sum of convex functions is convex. Minimizing a convex function over a subset of variables is convex on the
remaining variable. Therefore, each message is a well defined convex function, as long as so
does each $f_i, i \in \{1, \ldots, t\}$.

We prove the result by induction on the size of $T_g$. The result is trivially true if $T_g$ is a single
node. Suppose that $T_g$ contains a leaf node $g_i$, and it is connected by a directed edge \((g_i, g_j)\) to
$g_j$. Let $g_{i1}, \ldots, g_{im}$ be the neighbors of $g_i$ in $T^c$, i.e., \(\{g_j, g_{i1}, \ldots, g_{im}\}\) are all the neighbors of
$g_i$ in $N_G$. During the message passing from $g_i$ to $g_j$, the variables of $f_i$ are re-grouped into $s_i,$
$x_i, y_i$ and $z_i$, where $x_i, z_i$ accounts for the nodes $V_i \cap (V_j \cup \bigcup_{k=1}^{m} V_k)$. The message being passed
to $V_j$ is thus $\tilde{f}_i(x_i, z_i) = \min_{y_i} f_i(s_i, x_i, y_i, z_i)$.

For the global problem $\Phi_f$, we want to minimize $f = (f_1 + \ldots + f_{i-1} + f_{i+1} + \ldots + f_t) + f_i$, written as $h + f_i$. We now re-group the variables of $f$ as $x_i, y_i, z_i$ and $r$ where the variables $r$
are disjoint from $x_i, y_i$ and $z_i$. Hence $\Phi_f(s_1, \ldots, s_t) = \min_{x_i, y_i, z_i} h(x_i, z_i, r) + f_i(s_i, x_i, y_i, z_i)$. Notice here $s_1, \ldots, s_t$ are fixed numbers at observable nodes. However, $y_i$ is not involved in $h$. Therefore, $\Phi_f(s_1, \ldots, s_t) = \min_{x_i, z_i} r h(x_i, z_i, r) + \tilde{f}_i(x_i, z_i)$. The right-hand-side is a global
problem on the subtree of $T_g$ removing $g_i$, which can be solved locally at $g$ by the induction
hypothesis.  

We end this section by considering the following example where local solution does not exist.

**Example 3.** This is a continuation of Example 1 2) and we use the setup, such as choices of
$f_i, i \in \{1, \ldots, t\}$, stated over there. To be concrete, we assume $t = 2$ and the graph $G$ with
2 subgraphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ is shown in Fig. 2. Hence $V_1 = \{s_1, s_2, y_1, x\}$,
$V_1 = \{s_3, s_4, y_2, x\}$ and the intersection $V_1 \cap V_2$ contains only $x$.

To describe $f_1, f_2$ as in Example 1 2), we specify $k = 3$. We arrange the vectors $v_1, v_2, v_3$
according to $s_1, s_2, y_1, x, s_3, s_4, y_2$ as:

$$v_1 = (1, 0, 1, 0, 1, 0, 1)^t, v_2 = (0, 1, 0, 0, 0, 1, 0)^t, v_3 = (1, 0, 0, 1, 0, 0)^t.$$

Let the task be $\tau : \mathbb{R}^7 \to \mathbb{R}, (s_1, s_2, y_1, x, s_3, s_4, y_2) \to y_1 - y_2$.

For the global problem $\Phi_\tau$, it is in fact smooth as one may verify that $\Phi_\tau(s) = s_1 - s_3$ for any
observation $s = (s_1, s_2, s_3, s_4)$. However, it cannot be solved locally via message passing. To
see this, one can show that $\tilde{f}_i$ is the constant 0 function. One can directly verify this or observe
that the components of $v_1, v_2, v_3$ corresponding to $s_1, s_2, x$ are linearly independent. Therefore,
the aggregated message at $g_2$ (corresponding to $G_2$) is just $f_2$ itself. Given observations $s_3, s_4,$
$\min_{x,y_2} f_2(x, s_3, s_4, y_2) = 0$. To minimize $f_2$, the value $y_2$ can be any number. Therefore, we
cannot find the $\tau_i$ required in Definition 6.
To give another perspective, as the message is the constant 0 function, i.e., all the coefficients in the Taylor expansion are 0. Information on both $s_1$, $s_2$ are lost, and we have lost “two degrees of freedom”. Therefore, we are not able to solve the problem at $G_2$. We shall formalize such a point of view in subsequent sections.

IV. JET SPACES AND WHITNEY TOPOLOGIES

In Section II, we cast the global problem as a function $\Phi_\tau : \mathbb{R}^{|S|} \supset U \rightarrow M$. We are interested in whether the global problem can be solved locally via message passing in Section III. During message passing, a message is also an element of a function space. Instead of considering function spaces as sets, which do not have enough structures, our discussions shall revolve around topological structures of smooth function spaces in this section. A self-contained account on background materials is given in Appendix A.

Recall that a (real) multi-variable function is smooth if its partial derivatives of any order exist. For a multi-variable smooth $f$, according to the Taylor’s theorem, we can always approximate $f$ around any point by using a polynomial. On the other hand, polynomials of a bounded degree form a finite dimensional vector space. These observations prompts the following [23].

**Definition 7.** Let $M, N$ be open subsets of real vector spaces and $C^\infty(M,N)$ be the space of smooth functions from $M$ to $N$, i.e., each component is a smooth function on $M$. The $k$-jet space $J_p^k(M,N)$ at $p \in M$ is the equivalent classes of $f, g \in C^\infty(M,N)$ with: $f \sim g$ if $f$ and $g$ have the same partial derivatives up to $k$-th order at $p$. By convention, equality on the 0-th order partial derivative means $f(p) = g(p)$. The equivalence class of $f$ is denoted by $f_p$, and the resulting quotient map is $\pi_p^k : C^\infty(M,N) \rightarrow J_p^k(M,N)$, i.e., $\pi_p^k(f) = f_p$. 

Fig. 2. $G_1$ is the square and $G_2$ contains a single edge. They intersect at a single node.
Apparently, each class of \( J^k_p(M, N) \) has a unique representation which is a degree \( k \)-polynomial. If \( M \) is an open subset of \( \mathbb{R}^n \) and \( N = \mathbb{R}^m \), there is a canonical isomorphism from \( J^k_p(M, N) \) to the space of polynomials up to degree \( k \): \( P^k_{m,n} = (\mathbb{R}[x_1, \ldots, x_n]/(x_1, \ldots, x_n)^{k+1})^m \), the latter is a finite dimensional vector space parametrized by polynomial coefficients. For some simple examples: \( \log(1 - x) = -x - x^2/2 - x^3/3 \) and \( \sin(x) = x - x^3/6 \) in \( J^3_p(\mathbb{R}, \mathbb{R}) \).

For each \( k \geq 0 \), we have the obvious quotient map \( J^{k+1}_p(M, N) \to J^k_p(M, N) \), which is also denoted by \( \pi^k_p \) for convenience (as it is also a quotient map to \( J^k_p(M, N) \)).

If we let \( p \) vary, then \( J^k(M, N) \) is defined as the disjoint union of \( J^k_p(M, N) \), namely, \( J^k(M, N) = \{ (p, f), p \in M, f \in J^k_p(M, N) \} \). As a manifold, \( J^k(M, N) \) is identified with the Cartesian product \( M \times P^k_{m,n} \). We remark that if \( M \) and \( N \) are general manifolds, we can still define \( J^k(M, N) \) as a manifold by applying the above construction locally using coordinate maps. However, the total space \( J^k(M, N) \) is no longer a product space in general. We shall not use the general construction in the sequel and details can be found in [23] Section 2.

We now use these jet spaces to give \( C^\infty(M, N) \) topologies, called the Whitney topologies [23]. For each \( k \) and \( f \in C^\infty(M, N) \), we have map \( \Pi^k(f) : M \to J^k(M, N) : \Pi^k(f)(p) = (p, f_p) \).

Hence, we have the set \( \Pi^k(f)(M) \subset J^k(M, N) \)

\[
\Pi^k(f)(M) = \{ (p, f_p) \mid p \in M \}.
\]

On the other hand, we also have the quotient maps, whose notation inherits from \( \pi^k_p \), as \( \pi^k : J^{k+1}(M, N) \to J^k(M, N), (p, f) \to (p, f_p) \). For illustration, a summary is given in Fig. 3.

**Definition 8.** The basis of the Whitney \( C^k \)-topology on \( C^\infty(M, N) \) is given by: \( S^k(U) = \{ f \in C^\infty(M, N) \mid \Pi^k(f)(M) \subset U \} \), where \( U \) is open in \( J^k(M, N) \). This means that open sets in \( C^\infty(M, N) \) are arbitrary unions of sets of the form \( S^k(U) \).
Let $W_k$ be the set of open sets given by the $C^k$-topology. The Whitney $C^\infty$-topology has basis $W = \cup_{k \geq 0} W_k$.

To give an intuition of the Whitney topologies, a sequence of maps $f_n \in C^\infty(M, N), n > 0$ converges to $f$ in the $C^k$-topology if and only if the following holds: there is a compact subset $K$ of $M$ such that $\Pi^k(f_n) : M \to J^k(M, N), n > 0$ converges uniformly to $\Pi^k(f)$ on $K$ and all but finitely many $f_n$ agrees with $f$ outside $K$.

Back to the message passing paradigm, we are interested in maps such as $\alpha : U \to C^\infty(M, N)$, where $U$ is an open subset of a Euclidean space $\mathbb{R}^d$ and $N = \mathbb{R}$. In turn, composing with $\pi_p^k : C^\infty(M, N) \to J^k_p(M, N), p \in M, k \geq 0$ leads to a map $\alpha^k_p : U \to J^k_p(M, N)$, which depends on both $p \in M$ and $k$. To obtain a map independent of $p$, we enlarge the domain and consider

$$\alpha^k : M \times U \to J^k(M, N), (p, s) \mapsto (p, \alpha^k_p(s)).$$

The maps $\alpha^k$ are consistent in the sense that $\alpha^k = \pi^k \circ \alpha^{k+1}$. The construction gives the map $\alpha^k$ between differentiable manifolds $M \times U$ and $J^k(M, N)$. With these maps for different $k$, we want to give $\alpha$ numerical invariants to measure the size of its image.

**Definition 9.** Suppose for each $k$, there are dense open subsets such $U_k$ of $M \times U$ such that the image $\alpha(U_k)$ of $\alpha^k : U_k \to J^k(M, N)$ is a submanifold of $J^k(M, N)$. Then define $b^k_\alpha = \dim(\alpha^k(U_k)) - \dim M$, and $b_\alpha = \sup_{k \geq 0} b^k_\alpha$.

We use a simple example to illustrate how one may compute something such as $\dim(\alpha^k(U_k))$.

Suppose $r_1, r_2$ are two parameters. Then functions $\{(r_1 + r_2)^2 x^2 + (r_1 + r_2)x + 1 \mid r_1, r_2 \in \mathbb{R}\}$ is 1 dimensional as the coefficient of the degree 1 term determined uniquely the polynomial function. On the other hand, $\{r_1^2 x^2 + (r_1 + r_2)x + 1 \mid r_1, r_2 \in \mathbb{R}\}$ is 2 dimensional as we need to know both the degree 1 and degree 2 coefficients to know the polynomial function from the set.

**Proposition 2.** For open subset $U$ of $\mathbb{R}^d$ and $\alpha : U \to C^\infty(M, N)$, we assume that $b^k_\alpha, k \geq 0$ are well-defined and let $U_k, k \geq 0$ be given as in Definition 9. Then the following holds:

1) If for each $k$, $\alpha^k$ is a submersion at some $p \in U_k$, then $b_\alpha \leq d$. 
2) Suppose in addition that \( \alpha^k \) is a submersion on \( U_k \). There is \( k_0 \) such that for all \( k \geq k_0 \),

\[ \pi^k : J^{k+1}(M, N) \to J^k(M, N) \]

restricts to a diffeomorphism on a dense open subset of \( \alpha^{k+1}(U_{k+1}) \) to a dense open subset of \( \alpha^k(U_k) \). In particular, \( b_\alpha = b^k_\alpha \) for each \( k \geq k_0 \).

**Proof:** For 1), as \( \alpha^k : U_k \to J^k(M, N) \) is a submersion at \( p \), it induces a surjective linear transformation on the tangent spaces of \( U_k \) and \( \alpha(U_k) \) at \( p \) and \( \alpha^k(p) \), respectively. We have \( \dim(\alpha(U_k)) \leq \dim U_k = d + \dim M \). This shows that \( b^k_\alpha \leq d \) and hence \( b_\alpha \leq d \).

To prove 2), as the map \( \pi^k : J^{k+1}(M, N) \to J^k(M, N) \) is onto, we notice that \( b^k_\alpha \) is a bounded (by \( d \)) and non-decreasing sequence, when \( k \to \infty \). By the monotone convergence theorem, \( \lim_{k \to \infty} b^k_\alpha \) exists and equals to \( b_\alpha \). As each \( b^k_\alpha \) is an integer, there is \( k_0 \) such that \( b^k_\alpha = b_\alpha \) for \( k \geq k_0 \).

Now for \( k \geq k_0 \), let \( U_{k,k+1} = U_k \cap U_{k+1} \), which is again open dense. Then we have the following relation among various maps and spaces:

\[ \alpha^k : U_{k,k+1} \xrightarrow{\alpha^{k+1}} J^{k+1}(M, N) \xrightarrow{\pi^k} J^k(M, N) \]

In particular, \( \pi^k \) induces a differentiable map from \( \alpha^{k+1}(U_{k,k+1}) \) to \( \alpha^k(U_{k,k+1}) \), with both having the same dimension \( b_\alpha \). On the other hand, the differential \( d\pi^k \) is every surjective. Therefore, \( d\pi^k \) must be invertible when restricted \( \alpha^{k+1}(U_{k,k+1}) \). By the inverse function theorem, \( \alpha^{k+1}(U_{k,k+1}) \) is diffeomorphic to \( \alpha^k(U_{k,k+1}) \).

**V. Messages passing for subfamilies of functions**

The smooth function spaces discussed in Section IV is the playground for us to perform analysis. However, smooth convex functions in general does not behave well under message passing. To analyze local solubility of global problems, we need additional regularities on the functions. On the other hand, we also want the subfamilies contain most familiar functions. In the following, we introduce Morse functions and real analytic functions.

**A. Morse functions**

**Definition 10.** Suppose \( M \) is a differentiable manifold and \( f : M \to \mathbb{R} \) is smooth. If at \( p \in M \),

\[ df_p = 0, \]

then \( p \) is called a critical point and \( f(p) \) is the critical value.

The Hessian matrix is \( (\partial^2 f/\partial x_i \partial x_j)_{i,j} \). A critical point \( p \) is called non-degenerate if the Hessian is non-singular at \( p \).

The function \( f \) is called a Morse function if it has no degenerate critical points.
A Morse function $f$ enjoys many nice properties [24]. For example if $M$ is an open subset of $\mathbb{R}^d$, then in an open neighborhood of any critical point $p$, $f$ takes the form $f(p) - x_1^2 - \ldots - x_b^2 + x_{b+1}^2 + \ldots + x_d^2$. As a consequence, all the critical points of $f$ are isolated. In particular, if $f$ is also convex, it has a unique minimal point, i.e., $f$ is strictly convex.

Though it may seem from the definition that Morse functions consist of a restricted subfamily of all smooth functions. However, it is known that they in fact form an open dense subset of all smooth functions, under the $C^2$-topology given in Definition 8. This means that Morse functions are omnipresent.

For later use, we make the following observation regarding Morse functions.

**Lemma 1.** Suppose $f(x, y) : \mathbb{R}^{m_x+m_y} \rightarrow \mathbb{R}$ is a smooth, convex function on sets of multivariables $x = (x_j)_{1 \leq j \leq m_x}$ and $y = (y_k)_{1 \leq k \leq m_y}$ of sizes $m_x$ and $m_y$ respectively.

1) If $f_{y_0}(x) = f(x, y_0)$ is a Morse function on $x$, then $\tilde{f}(y) = \min_{x \in \mathbb{R}^{m_x}} f(x, y)$ is a smooth function on an open neighborhood $U_{y_0} \subset \mathbb{R}^{m_y}$ containing $y_0$.

2) The set of $y$ such that $f_y = f(\cdot, y)$ being Morse forms an open subset of $\mathbb{R}^{m_y}$.

**Proof:** For 1), to find $\tilde{f}(y)$, we need to solve
\[
\frac{\partial f}{\partial x}(x, y) = 0. \tag{2}
\]
If $f_{y_0}(x)$ is a Morse function, then the Hessian of $f_{y_0}$ at $x$ satisfying (2) is non-singular. By the implicit function theorem (c.f. Theorem 4), there is an open subset $U_{y_0}$ containing $y_0$, such that $g(y) = x$ with $(x, y)$ solving Equation (2), is smooth in $y \in U_{y_0}$. Therefore, $\tilde{f}(y) = f(g(y))$ is a smooth function for $y \in U_{y_0}$.

For 2), by 1) and convexity, if $y \in U_{y_0}$, then $f_y(x)$ has a unique global minimum. Therefore, it has a unique isolated critical point, which must be non-degenerate. Hence, $f_y$ is a Morse function.

The upshot of this result is that under favorable conditions, such as being Morse on a subset of variables, messages are smooth functions. More concretely, if $g_i$ is a leaf node of a directed tree $T_g$ and $f_i$ satisfies the condition of Lemma 1, in the initial step of message passing, we obtain a map from $\mathbb{R}^{|S_i|} \rightarrow C^\infty(M, \mathbb{R})$, where $M$ is a Euclidean space.

**B. Analytic functions**

Another important subfamily of smooth functions are the analytic functions. The subfamily includes many familiar ones such as the polynomials, exponential functions and the trigonometric
functions. Formally, a function $f$ is analytic in a connected open subset $D$ of a Euclidean space if for each $x \in D$, there is an open neighborhood $D_x \subset D$ of $x$ such that $f$ agrees with its Taylor series expansion about $x$ for any other point in $D_x$. The following observation related to our theme is essentially the identity theorem of analytic functions.

**Lemma 2.** Suppose $U$ is a connected open subset of $\mathbb{R}^d$ and $\alpha : U \rightarrow C^\infty(M,N)$ satisfies Proposition 2) and $k \geq k_0$ as in there. If the image $\text{Im}(\alpha)$ contains only analytic functions, then the map $M \times \text{Im}(\alpha) \rightarrow J^k(M,N), (p,f) \mapsto (p,f_p)$ for $p \in M, f \in \text{Im}(\alpha)$ is injective.

**Proof:** Suppose for analytic functions $f_1, f_2 \in \text{Im}(\alpha)$ and $p_1, p_2 \in M$, we have $(p_1, f_1, p) = (p_2, f_2, p) \in J^k(M,N)$. Then, $p_1 = p_2$ and $f_1$ and $f_2$ have the same partial derivative at $p_1$ up to $k$-th order. As $k \geq k_0$, by Proposition 2, all the partial derivatives of $f_1$ and $f_2$ at $p_1$ are the same. Therefore, $f_1 = f_2$ by the identity theorem [25].

C. Types of message passing

We come back to message passing in this subsection. Though it is known that Morse functions is dense under $C^2$-topology, the same does not hold for the subspace of smooth convex functions. On the other hand, for optimization, it is favorable to work with convex functions. Therefore, we need a weak notion of “density” to deal with the above quagmire.

Recall that in Section IV, for each $f \in C^\infty(M,N)$, we introduce $\Pi^k(f) : M \rightarrow J^k(M,N)$. For subset $K \subset M$ and open subset $U \subset J^k(M,N)$, we use $S^k(K,U)$ to denote the $f \in C^\infty(M,N)$ such that $\Pi^k(f)(K) \subset U$. For example, the basis of the $C^k$-topology consists of sets $S^k(U) = S^k(M,U)$. On the other hand, if $K$ is compact, then $S^k(K,U)$ is related to the compact open topology on the functions from $M$ to $J^k(M,N)$. The notion about being “dense” is given in a more general form as follows.

**Definition 11.** Fix $k \geq 0$ and Euclidean spaces $M_i$, $i \in \{1, \ldots, t\}$ as well as $N$. Suppose we are given $W_1 \subset W_2 \subset \prod_{i=1}^t C^\infty(M_i,N)$ and $K = \prod_{i=1}^t K_i$ with $K_i \subset M_i$.

We say that $W_1$ is dense in $W_2$ w.r.t. $K$ if the following holds: for every $U = \prod_{i=1}^t U_i$ with $U_i$ in $J^2(M_i,N)$ and $(f_i)_{i \in \{1, \ldots, t\}} \in W_2$ with $f_i \in S^k(U_i) = S^k(M_i,U_i)$, there is an $(h_i)_{i \in \{1, \ldots, t\}} \in W_1$ such that $h_i \in S^k(K_i,U_i)$.

For the rest of this section, we work solely with $k = 2$. We first consider $t = 1$, namely on a single function space $C^\infty(M,N)$. Under this definition, dense w.r.t. $M$ agrees with the usual
notion of dense subset. In general, it is easy to see that if \(K_1 \subset K_2\), then dense w.r.t. \(K_2\) implies dense w.r.t. \(K_1\).

**Proposition 3.** Let \(M = \mathbb{R}^m, m = m_x + m_y\) and \(\Delta(M)\) be the space of smooth convex function on multi-variables \(x = (x_j)_{1 \leq j \leq m_x}, y = (y_k)_{1 \leq k \leq m_y}\). Define \(\Omega(M)\) to be the set of \(f \in \Delta(M)\), such that \(f_y = f(\cdot, y)\) (on \(x\)) is Morse for all \(y\) in some dense open subset \(W_f \subset M_y = \mathbb{R}^{m_y}\). Then for any compact subset \(K\) of \(M, \Omega(M)\) is dense w.r.t. \(K\) in \(\Delta(M)\).

**Proof:** We first make some general observations regarding the \(S^2(K, U)\), with \(K\) compact in \(M\) and \(U\) open in \(J^2(M, \mathbb{R})\) containing \(\bar{0} = \{(p, 0), p \in M\}\). As \(J^2(M, \mathbb{R})\) is homeomorphic to \(M \times P^2_{m,1}\), for each \(p \in M\), we can always find a open set \(U_p \subset M\) and an open ball \(B_p \in P^2_{m,1}\) centered at 0 with radius \(r_p > 0\) such that \(U_p \times B_p \subset U\). Here, we take note of the fact that the Euclidean space structure of \(P^2_{m,1}\) is given by the polynomial coefficients. Therefore, \(\cup_{p \in M} U_p \times B_p \subset U\). On the other hand, \(K \subset \cup_{p \in K} U_p\). As \(K\) is compact, it has a finite subcover, i.e., \(K \subset \cup_{i=1}^l U_{p_i}\). Let \(r = \min\{r_{p_i}, i = 1, \ldots, l\}\) and \(B\) be the open ball in \(P^2_{m,1}\) centered at 0 with radius \(r\). Then \(K \times B \subset U\).

The upshot of the discussion is that: any function of the form \(h(x, y) = \sum_{1 \leq j \leq m_x} a_j x_j^2 + \sum_{1 \leq k \leq m_y} b_k y_k^2 \in \Delta(M)\) belongs to \(S^2(K, U)\) as long as the non-negative coefficients \(a_j, 1 \leq j \leq m_x\) and \(b_k, 1 \leq k \leq m_y\) are sufficiently small. This is because for \(a_j\)’s and \(b_k\)’s sufficiently small, the coefficients of the Taylor expansion of \(h\) belongs to \(B\) for each \(p \in K\).

We now choose a countable dense subset \(\{y_i \in M_y, i \geq 1\}\). By Lemma 1 2), it suffices to show that for any \(f \in \Delta(M)\) and any base open neighborhood \(S^2(U)\) of the 0 function, there is an \(h \in \Delta(M) \cap S^2(K, U)\) such that \((f + h)_{y_i}\) is Morse for each \(i \geq 1\). Here we use the observation that: adding \(f\) translates an open neighborhood of 0 translates to an open neighborhood of \(f\), and \(f + h\) is viewed as a small perturbation of \(f\).

Suppose \(h(x, y) = \sum_{1 \leq j \leq m_x} a_j x_j^2\) with positive coefficients. Then the tuples \((a_j)_{1 \leq j \leq m_x}\) and \(i \geq 1\) such that \((f + h)_{y_i}\) is not Morse has Lebesgue measure zero. This is because the sum is not Morse only if some \(a_j\) cancels with coefficient of \(x_j^2\) in the expansion of \(f\) at \(y_i\). Such a collection of \((a_j)_{1 \leq j \leq m_x}\) has measure zero in \(\mathbb{R}^{m_x}\). The set \(\{y_i \in \mathbb{R}^{m_y}\}_{i \geq 1}\) is countable. Therefore, there is always \((a_j)_{1 \leq j \leq m_x}\), with each component as small as we wish, such that \((f + g)_{y_i}\) is Morse for each \(i \geq 1\).

We now consider message passing on a directed spanning tree \(T_g\) discussed in Section III. For each \(i \in \{1, \ldots, t\}\), we start with a smooth convex functions \(f_i \in C^\infty(M_i, \mathbb{R})\) where \(M_i = \mathbb{R}^{\lvert V_i \rvert}\). 

The most desirable scenario for us to perform analysis is when all the messages of message passing (Definition 4) on $T_g$ are smooth (resp. Morse) functions on dense open subsets of the domains, called smooth (resp. Morse) message passing. Apparently, a Morse message passing is always a smooth message passing. We now discuss how likely they are.

We notice that the tuple of functions $(f_i)_{i \in \{1, \ldots, t\}}$ belongs to the product space $\Delta = \prod_{i=1}^{t} \Delta(M_i)$. Let $\Omega \subset \Delta$ consist of tuples $(f_i)_{i \in \{1, \ldots, t\}}$ admitting Morse message passing on $T_g$, for any spanning tree $T$ of the nerve skeleton and $g \in G$.

**Theorem 1.** For any compact subsets $K_i \subset M_i$, $i \in \{1, \ldots, t\}$, we have that $\Omega$ is dense in $\Delta$ w.r.t. $K = \prod_{i=1}^{t} K_i$.

**Proof:** The strategy of the proof is similar to that of Proposition 3. Namely, we want to modify each $f_i$ by adding a degree 2 polynomial $q_i$ on the variables of $f_i$, with small positive coefficients. In order to do so, we need to examine the conditions for Morse message passing.

As in Proposition 3, we want to show that each choice of spanning tree $T$, root node $g$, being Morse message passing on $T_g$ prohibits at most a measure zero set of choices for coefficients. Once this is shown, the rest follows the same argument as in Proposition 3.

There are only finitely many choices for $T$ and $g$. We only need to show the above holds for any fixed $T$ and $g$. For any node $g_i$, let $h_i$ denote the function such that its associated message $\tilde{h}_i$ is one of those in Definition 4. By definition, $f_i$ is a summand $h_i$. To obtain $\tilde{h}_i$, we need to optimize over the variables associated with $g_j$ below $g_i$ on $T_g$ (c.f. Definition 3). More precisely, there are two types of such variables: $y$ associated with nodes contained in $G_i$, and $y'$ associated with nodes outside $G_i$.

To ensure $\tilde{h}_i$ Morse on a dense open subset of its domain, we need to add a positive definite quadratic $q_y$ on $y$ to $f_i$. If a subset of variables $z$ of $y'$ are associated with nodes in $G_j$, We add a quadratic $q_z$ on $z$ to $f_j$, with exactly any one chosen $G_j$ to avoid repetition. It is important to notice that during the message passing until the current stage with $g_i$, we have not performed any optimization over any subset of variables of $y$ and $y'$. Therefore, no quadratic on $z$ is added to $G_j$ until the current stage. As a consequence, to guarantee $\tilde{h}_i$ is Morse, we only need to avoid a measure zero set on the coefficients of quadratic functions $q_y$ and $q_z$’s.

In subsequent steps of message passing, we do not need to optimize over the variables $y$ and $y'$. Therefore, there are no additional conditions we need to impose on the above mentioned quadratic functions, and this completes the proof.
From the proofs, we see that we may modify each of the \( f_i, i \in \{1, \ldots, t\} \) by adding a positive definite quadratic function on the variables with “small coefficients” such that the resulting functions permit smooth (Morse) message passing. Such a procedure could be understood as regularization. Moreover, the coefficients can be chosen (uniformly) randomly within a prescribed small domain at 0.

VI. Solubility results

In this section, we discuss results on the solubility of a global problem (c.f. Section II) in a distributed way via message passing (c.f. Section III). We give conditions on both the global problem can or cannot be solved locally.

Recall that a global problem takes the form \( \Phi_\tau : U \rightarrow \mathbb{R}^{|V|} \xrightarrow{\tau} \mathcal{M} \) (c.f. Section II) for some manifold \( \mathcal{M} \). To properly state the results, we assume that \( U \) is a connected open subset of \( \mathbb{R}^c \) and \( \Phi_\tau \) is a smooth surjection, \( c = \sum_{i=1}^t c_i \). As in our setup, \( c \) is the size of the nodes in \( G \) where observation can be made. We remark that requiring \( \Phi_\tau \) being surjective is not restrictive, for otherwise, we may just consider \( \Phi_\tau \) as a map from \( U \) to its image as long as the image is a manifold.

A. Individual message passing step

In this subsection, we examine closely each individual message passing step. For each \( k \), there are three spaces involved in the discussion, namely \( U \), \( J^k(M,N) \) and \( C^\infty(M,N) \). The first two are manifolds, while \( C^\infty(M,N) \) in general is not a manifold. Therefore, we want to pass the study of message passing to jet spaces. Suppose \( \alpha : U \rightarrow C^\infty(M,N) \) is given. It induces \( \alpha^k : M \times U \rightarrow J^k(M,N), (p,s) \mapsto (p,\alpha^k_p(s)) \) where \( \alpha^k_p(s) = \pi^k_p(\alpha(s)) \) (c.f. Section IV). In other words, \( \alpha^k \) is the composition \( M \times U \xrightarrow{Id \times \alpha} M \times C^\infty(M,N) \xrightarrow{\pi^k} J^k(M,N) \). We make the following assumptions:

1) Proposition 2 2) holds and let \( k_0 \) be as defined there. Moreover, \( k \geq k_0 \).

2) The map \( \pi^k : \alpha^k(M \times U) \rightarrow J^k(M,N), (p,\alpha(s)) \mapsto (p,\pi^k_p(\alpha(s))) \) is injective.

As we have seen in Lemma 2, the second assumption holds if \( \alpha(U) \) contains only analytic functions.

Consider a single instance in message passing \( \mathcal{P} : f \mapsto \tilde{f} \). It extends to a map on pairs \( (f,p), p \in M \) by \( \mathcal{P}((f,p)) = (\tilde{f},p') \) with \( p' \) is the projection of \( p \) to the domain \( M' \) of
Suppose we consider a subset $\tilde{M}$ of $M \times C^\infty(M, N)$ containing $\text{Im}(\text{Id} \times \alpha)$, such that $\mathcal{P}(\tilde{M}) = M' \subset M' \times C^\infty(M', N)$. We have the following diagram of maps:

$$
\begin{array}{ccc}
M \times U & \xrightarrow{\text{Id} \times \alpha} & \tilde{M} \\
\downarrow{\pi^k} & & \downarrow{\pi^k} \\
\pi^k(\tilde{M}) & \xrightarrow{\mathcal{P}} & \pi^k(\tilde{M}'),
\end{array}
$$

where $\pi^k(\tilde{M})$ and $\pi^k(\tilde{M}')$ belong to $J^k(M, N)$ and $J^k(M', N)$ respectively. Then we can find a set map $\mathcal{P}$ (the dashed arrow) from $\pi^k(\tilde{M})$ to $\pi^k(\tilde{M}')$ making the diagram commute, i.e., $\mathcal{P} \circ \pi^k = \pi^k \circ \mathcal{P}$. This is because our injectivity assumption on $\pi^k$ guarantees that $\pi^k : \tilde{M} \to \pi^k(\tilde{M})$ is a bijection.

On the other hand, we may also view $\text{Id} \times \alpha : M \times U \to M \times C^\infty(M, N)$ with a different perspective. Here, we may ignore the first component, being the identity. For each $s \in U$, $\alpha(s) : M \to N$. Therefore equivalently, we may interpret this as $F_\alpha : M \times U \to N$ by $F_\alpha(p, s) = \alpha(s)(p)$.

**Lemma 3.** Write the components of $p \in M$ as $p = (x, y)$ such that domain of $M'$ is on $x$. Assume that the following holds:

1) $F_\alpha : M \times U \to N$ is smooth and Morse on the joint variables $(x, s)$.

2) $\pi^k$ is injective on $\tilde{M}$.

Then $\pi^k \circ \mathcal{P} \circ \alpha : M \times U \to \pi(\tilde{M}')$ is smooth. Moreover, if $\pi^k \circ \alpha : M \times U \to \pi^k(\tilde{M})$ is a submersion, then $\mathcal{P}$ is smooth.

Notice that $\mathcal{P} : \tilde{M} \to \tilde{M}'$, where $\tilde{M} \subset M \times C^\infty(M, N)$ and $\tilde{M}' \subset M' \times C^\infty(M', N)$. Therefore, $\mathcal{P}$ essentially has two components.

**Proof:** The lemma essentially follows from the implicit function theorem as in Lemma 1. Given a pair $(p, s) \in M \times U$, its image under $\alpha$ is the pair $(p, f)$, where $f(x, y) = F_\alpha(x, y, s)$. Write the variables of $f$ as $p = (x, y)$. The map $\mathcal{P}$ projects the component $p = (x, y)$ to $p' = x$, which is clearly smooth. We want to show that the partial order derivatives of $\tilde{f}(x) = \min_y F_\alpha(x, y, s)$ is smooth on $x$ and $s$. By the Morse condition on $F_\alpha$, $\tilde{f}(x) = F_\alpha(x, g(x, s), s)$ for smooth function $g$. The partial derivatives of $\tilde{f}$ is a polynomial of those of $F_\alpha$ evaluated at $(x, g(x, s), s)$ and those of $g$ evaluated at $(x, s)$. Hence, $\tilde{f}$ is smooth on $x$ and $s$ and so are its partial derivatives.
Fig. 4. In the top layer, we have the message passing, the spaces are smooth function spaces. In the bottom layer, we have the jet spaces. As we have seen, message passing induces maps in the bottom layer. Study the maps in the bottom layer can be easier as they are between manifolds.

If \( \pi^k \circ \alpha \) is a submersion, it is locally a coordinate projection. Moreover, as \( \tilde{\mathcal{P}} \circ \pi^k \circ \alpha = \pi^k \circ \mathcal{P} \circ \alpha \) is smooth, so is \( \tilde{\mathcal{P}} \).

If we put each individual message passing step together, we obtain a global picture as illustrated in Fig. 4. The main point is that it can usually be difficult or in-explicit to work with smooth functions. However, under favorable conditions, message passing can be viewed as a procedure on the jet spaces, which are Euclidean spaces or more generally manifolds. In doing so, we replace studying functions by studying its derivatives up to certain fixed order. An important advantage is we can now use simple numerical invariants such as dimensions.

**B. Message passing in its entirety**

In this subsection, we are going to state and prove the main result on solubility of a global problem \( \Phi \) via message passing.

**Theorem 2.** Let \( T \) be a spanning tree of \( N_G \) and \( g_k \in V_{NG} \).

1) Suppose \( f_1, \ldots, f_t \) admits a Morse message passing. Let \( h_k \) be the aggregated message along \( T_{g_k} \) (c.f. Definition 4). Denote the domain of \( f = \sum_{i=1}^t f_i \) and \( h_k \) be \( D_f \) and \( D_{h_k} \) respectively. Then there is an open dense subset \( U \) of \( \mathbb{R}^{S_i} \), \( S = \cup_{i=1}^t S_i \) such that for any
\[ s = (s_i)_{i=1}^t \in U \]

\[ \hat{x} = \arg \min_{x \in D_f, x|_S = s} f(x), \text{ and } \hat{y}_k = \arg \min_{y \in D_{h_k}, y|_{S_k} = s_k} h_k(y) \]

depend smoothly on \( s \) and \( \hat{y}_k = \hat{x}|_{V_k} \).

2) For \( g_i \) a leaf of \( T \) connected to \( g_j \), let \( M \) be the domain of the message \( \hat{f}_i \) from \( g_i \) to \( g_j \) and \( U \) be a dense open subset of \( \mathbb{R}^{|S|} \) such that \( \hat{f}_i \) is smooth for any \( s \in U \). Denote by \( \alpha : U \to C^\infty(M, \mathbb{R}) \). Consider \( k_0 \) and \( b_\alpha \) as defined in Definition 9, we assume \( k \geq k_0 \) and \( \alpha^k \) is a submersion. If \( |S_i| - b_\alpha > |S| - \dim M \), then there does not exist local solution via message passing along \( T \).

Moreover, if the condition is verified for one spanning tree \( T \), then the (insolubility) conclusion holds for any spanning tree of \( N_G \).

Proof:

1) As we assume that \( f_1, \ldots, f_t \) admits a Morse message passing, both \( f \) and \( h_k \) are smooth Morse functions. Therefore, \( \hat{x} \) and \( \hat{y}_k \) are uniquely determined. We have shown in Proposition 1 that both \( f \) and \( h_k \) have the same global minimum. Hence, \( \hat{y}_k = \hat{x}|_{V_k} \). It suffices to see that \( \hat{x} \) depends smoothly \( s \), which follows by applying the implicit function theorem to \( f \).

2) If \( M \) is the domain of the message from \( g_i \) to \( g_j \), then we modify the global problem by adding in the identity map on a factor of \( M \) as \( Id_M \times \Phi: M \times U \to M \times \mathcal{M} \), which remains to be continuous and surjective. Here, \( Id_M \) is the identity map on \( M \). Suppose under the given conditions that the global problem \( \Phi \) has a local solution via message passing along \( T \). Then the modified global task \( Id_M \times \Phi \) can be decomposed as \( M \times U \to M \times \mathcal{M} \), where \( U' \) are on \( S \setminus S_i \). The existence of the map \( M \times C^\infty(M, \mathbb{R}) \times U' \to M \times \mathcal{M} \) is due to the assumption on the existence of local solution. Let \( \tilde{M} \) be the image of the map \( \alpha \).

Consider the diagram of maps

\[ \begin{array}{ccc}
M \times U & \xrightarrow{Id_M \times \alpha} & \tilde{M} \\
\downarrow{\pi^k \times Id_{U'}} & & \downarrow{\Phi'} \\
\pi^k(\tilde{M}) \times U' & \xrightarrow{\pi^k} & M \times \mathcal{M}
\end{array} \]

As \( \pi^k \) is bijective, there is \( \Phi' : \pi^k(\tilde{M}) \times U' \to M \times \mathcal{M} \) making the triangle in the above diagram commute. By our assumptions, \((\pi^k \times Id_{U'}) \circ (Id_M \times \alpha)\) is a submersion and \( \pi^k \) is a
bijection. In particular, \((\pi^k \times \text{Id}_{U'}) \circ (\text{Id}_M \times \alpha)\) is locally a coordinate projection, and \(\Phi'\) is differentiable as the top row is the smooth surjection \(\Phi_r\). By Sard’s theorem (Theorem 5), we can find \((p, s) \in M \times U\) such that \(\text{Id}_M \times \Phi_r\) is a submersion at \((p, s)\). In view of \(b_\alpha = \dim(\pi^k(\tilde{M})) - \dim M\) and \(\dim U' = |S| - |S_i|\), if \(|S_i| - b_\alpha > |S| - \dim \mathcal{M}\), we have \(\dim(\pi^k(\tilde{M}) \times U') < \dim(\mathcal{M} \times \mathcal{M})\). This gives a contradiction as \(d\Phi_r\) is surjective at \((p, s)\), while \(d\Phi'\) cannot be surjective from a smaller space to a larger space.

The same argument applies to any \(T\) as the existence of the diagram does not depend on \(T\).

Let us summarize what we have found in the results. First of all, Theorem 2 1) states that when we have a Morse message passing, then the optimizer of the aggregated message agrees exactly with the restriction of the optimizer of the original global problem. If this result is viewed together with Theorem 1, then we can always add a quadratic regularization term to \(f_i\), \(i \in \{1, \ldots, t\}\) for the purpose. Of course, we have to pay the price that the solution is not exactly the same as the intended one. On the other hand, Theorem 2 2) gives an explicit condition that local solubility is impossible. The condition is relatively easy to verify as we only need to look at the partial order derivatives of the original functions \(f_i\), \(i \in \{1, \ldots, t\}\).

**Example 4.** We revisit Example 3 to demonstrate the idea of Theorem 2 2). In that example, \(\mathcal{M} = \mathbb{R}\) and its dimension is 1. The set \(S = \{s_1, s_2, s_3, s_4\}\) has size 4. Hence, \(|S| - \dim \mathcal{M} = 3\).

On the other hand, \(|S_1| = 0\). To compute \(b_\alpha\), as we have seen in Example 3, the message \(\tilde{f}_1\) from \(g_1\) to \(g_2\) the constant 0 function, and hence the dimension of the image of \(\pi^k\) is 0.

Moreover, the domain of \(f_1\) is 2 dimensional. Therefore, \(b_\alpha = 0 - 2 = -2\). Now, we compare that \(|S_i| - b_\alpha = 4 > 3 = |S| - \dim \mathcal{M}\). By Theorem 2 2), the global problem cannot be solved locally via message passing.

**VII. APPROXIMATED MESSAGE PASSING**

So far, we have been mainly focused on theoretical aspects of the message passing scheme. One of the key ingredients is the message, which takes the form \(h(x) = \min_{y \in D} h(x, y)\) over variable \(y\) over a domain \(D\). In practice, it is usually not possible to write down an explicit analytic expression of \(h\). In this section, we propose to use a neural network to approximate such a message \(h\).
Recall that a multilayer perceptron (MLP) (illustrated in Fig. 5) is a function that consists of a concatenation of (hidden) layers, each consist of a composition of a linear transformation and non-linear activation such as the rectifier linear unit (ReLU). For each layer, a finite set of learnable parameters dictates the linear transformation. It is known that a MLP with one hidden layer is enough to approximate any continuous function [26]. Based on this, we propose the approximated message passing algorithm as:

S1’ Construct $N_G$ and fix a spanning tree $T$.
S2’ For each $g$, form the directed tree $T_g$.
S3’ Perform message passing following the procedure described in Section III, with the following modification.

s1 Suppose node $g_j$ is to pass $\tilde{h}_j : D \rightarrow \mathbb{R}$ to its neighbor $g_k$. Node $g_j$ will randomly choose samples $x_1, \ldots, x_m \in D$ and compute $y_i = \tilde{h}_j(x_i)$ for each $i \in \{1, \ldots, m\}$. The pairs $\{(x_i, y_i)_{i \in \{1, \ldots, m\}}\}$ are passed to $g_k$.

s2 Using the received samples $\{(x_i, y_i)_{i \in \{1, \ldots, m\}}\}$, node $g_k$ learns an MLP $\tilde{h}_j$ as an approximation of $\tilde{h}_j$.

s3 One sums up all the approximated messages at $g_k$ and obtain $\tilde{h}_k$. Step s1 is repeated at $g_k$.

S4’ The aggregated message $h_g$ at $g$ along $T_g$ is optimized locally at $g$.

It is interesting to notice that in the procedure described above, there is only one exchange.
of information along each edge. This is radically different from many distributed algorithms involving numerous information exchange until convergence.

For the rest of the section, we present some numerical examples based on the approximated message passing algorithm.

TABLE I
A SUMMARY OF THE INTERSECTION STATISTICS

| Subgraph | $|X_i|$ | $|Y_i|$ | $|S_i|$ | $|V_i|$ |
|----------|--------|--------|--------|--------|
| $G_1$    | 4      | 6      | 12     | 22     |
| $G_2$    | 12     | 4      | 10     | 26     |
| $G_3$    | 6      | 6      | 14     | 26     |
| $G_4$    | 6      | 8      | 12     | 26     |
| $G_5$    | 12     | 6      | 10     | 28     |
| $G_6$    | 14     | 8      | 6      | 28     |
| $G_7$    | 10     | 4      | 12     | 26     |
| $G_8$    | 8      | 2      | 14     | 24     |
| $G_9$    | 6      | 6      | 12     | 24     |
| $G_{10}$ | 10     | 6      | 10     | 26     |
| $G_{11}$ | 4      | 8      | 13     | 25     |
| $G_{12}$ | 4      | 8      | 14     | 26     |
We simulate the distributed sampling in Example 12), and follows entirely the setup described in the example. While we are not able to draw the entire graph $G$, we present the nerve skeleton in Fig. 6. From the figure, we see that there are 12 subgraphs $G_i = (V_i, E_i), i \in \{1, \ldots, 12\}$ of $G$, with $G_i$ corresponds to the node $g_i$. The intersection properties of $G_i$ are given in Table I and Fig. 6. Recall the notations, for $i \in \{1, \ldots, 12\}$, $S_i$ and $Y_i$ are nodes contained exclusively in $V_i$, while $S_i$ are nodes where observations are available. $X_i$ are the nodes in the intersection of $G_i$ with other subgraphs.

For each $i \in \{1, \ldots, 12\}$, the function $f_i$ on $G_i$ is

$$f_i(x) = \min_{r_1, \ldots, r_k} \left\| \sum_{1 \leq j \leq k} r_j z_j |_{V_i} - x \right\|^2,$$

as described in Example 12). In the simulations, we randomly generated the vectors $z_j, 1 \leq j \leq k$. For the parameter $k$, we test the performance of approximated message passing with $k = 25, 30, \ldots, 50$. For large $k$, each graph has much more unknowns than observable nodes.

We follow the steps of approximated message passing algorithm to get the final approximation of the global optimization. For each simulation, we measure the performance by calculating error between ground truth and estimated optimal value of $f$, and then take the ratio $R$ between error and ground truth. For each $k$, multiple simulations are performed, and the average results are shown in Table II. From the results, we see that although we do not have a perfect result, the approximated message passing yields reasonably good results even when $k$ is large, as our theory expects.

During message passing, each time we transfer 80 samples from a node to its neighbor, i.e., $m = 80$ in Step s1. We further investigate the performance for different $m$ (with fixed choice $k = 50$). The results are shown in Fig. 7. We see that the performance starts to show steady improvements from $m = 50$ onward, until having the reasonable performance when $m = 80$.  

| $k$  | 25  | 30  | 35  | 40  | 45  | 50  |
|-----|-----|-----|-----|-----|-----|-----|
| $R$ | 4.93| 5.65| 3.86| 4.26| 6.16| 4.14|
Fig. 7. Plot of the error $R$ against the number of samples $m$. In this plot, $R$ being 80% in fact means that the error is larger than 80% and the performance is unstable.

VIII. CONCLUSIONS

In this paper, we propose a framework on distributed graph signal processing. We employ the approach of message passing, and introduce the concept of abstract messages. Our approach provides an alternative point of view of distributed graph signal processing as compare with classical approaches. Moreover, the framework is convenient to analyze theoretical questions such as solubility of distributed problems. Though our work is mainly theoretical, we still present numerical findings to verify the theory. While the topic is distributed GSP, there are still centralized components. Moreover, as we introduce a new notion of message, privacy can be an important concern. In the future, it could be an central topic to investigate.

APPENDIX A
FUNDAMENTALS OF DIFFERENTIABLE MANIFOLDS

In this appendix, we give a self-contained introduction to fundamentals of differentiable manifolds. We shall highlight the results needed for the paper. Readers can further consult textbooks on manifold theory (e.g., [27]) for thorough discussions of the theory. We start by defining what a topological space is.

**Definition 12.** A topology on a set $X$ is a collection $\mathcal{T}$ of subsets of $X$ s.t.:

1) $\emptyset, X \in \mathcal{T}$.
2) The union of the elements of any subcollection of $\mathcal{T}$ is in $\mathcal{T}$, i.e., $\mathcal{T}$ is preserved under arbitrary union.

3) The intersection of the elements of any finite subcollection of $\mathcal{T}$ is in $\mathcal{T}$, i.e., $\mathcal{T}$ is preserved under finite intersection.

$X$ with $\mathcal{T}$ is called a topological space, and elements of $\mathcal{T}$ are called open subsets of $X$.

Primary examples of topological spaces include discrete set where each point is open, and Euclidean spaces $\mathbb{R}^n$ where open sets are unions of open balls. In general, a subset $Y$ of $X$ is also a topological space, with an open takes the form $Y \cap U$ where $U$ is open in $X$.

Not every subset of $X$ is open, but there can be other interesting families. A subset $C$ of $X$ is closed if its complement is open. A subset $D$ is dense in $X$ if it has non-empty intersection with any open subset of $X$. Another key notion is compact set: $K$ is compact if a cover of $K$ by open sets (i.e., $K$ is contained in their union) has a finite subcover.

There are many other quantifiers we can associate with topological spaces. We mention two of them here. $X$ is said to be connected if it cannot be decomposed into the union of two disjoint non-empty open subsets. It is called Hausdorff if for any $x \neq y \in X$, there are disjoint open subset $U_x, U_y$ such that $x \in U_x$ and $y \in U_y$, i.e., one can separate points by using open sets.

Topological spaces are related by continuous functions: $f : X \to Y$ is continuous if the inverse image of any open set is open. A continuous function $f$ is a homeomorphism if it has a continuous inverse.

In addition to being topological spaces related by continuous functions, Euclidean spaces carry more structures, namely differentiable structures. Moreover, we may glue together Euclidean spaces to form more general spaces. We next discuss these ideas and put them together leading to differentiable manifolds.

**Definition 13.** For $k \geq 0$, a function $f : \mathbb{R}^n \to \mathbb{R}$ belongs to $C^k(\mathbb{R}^n, \mathbb{R})$ if $f$ has all continuous partial derivatives up to $k$-th order. The space of smooth functions $C^\infty(\mathbb{R}^n, \mathbb{R})$ is $\cap_{k \geq 0} C^k(\mathbb{R}^n, \mathbb{R})$, i.e., $f$ is smooth if all partial derivatives exist.

For $f : \mathbb{R}^n \to \mathbb{R}^m$ and $k \geq 0$ or $k = \infty$, it belongs to $C^k(\mathbb{R}^n, \mathbb{R}^m)$ or smooth if each of the $m$-components belongs to $C^k(\mathbb{R}^n, \mathbb{R})$.

Taking partial derivative of $f$ at $p$ depends only the value of $f$ at any open set containing $p$. Therefore, the same definition can be used without change if the domain $\mathbb{R}^n$ is replaced by any
open subset $U$. If the domain and codomain are clear from context, we may abbreviate $C^k$ or $C^\infty$ for convenience. By convention, a function with empty domain belongs to $C^\infty$.

A smooth function $f$ is called a diffeomorphism if it has a smooth inverse function. We give a more general version of this notion later on once we have introduced differentiable manifolds. Key results regarding differentiable functions are the inverse function theorem and the implicit function theorem [27], [28].

**Theorem 3** (The inverse function theorem). Let $U \subset \mathbb{R}^d$ be open, and let $f : U \to \mathbb{R}^d$ be $C^\infty$. If the Jacobian matrix
\[
\left\{ \frac{\partial r_i \circ f}{\partial r_j} \right\}_{1 \leq i,j \leq d}
\]
is non-singular at $r_0 \in U$, then there is an open set $V$ with $r_0 \in V \subset U$, such that $f(V)$ is open and $f : V \to f(V)$ is a diffeomorphism.

**Theorem 4** (The implicit function theorem). Let $U \subset \mathbb{R}^{c-d} \times \mathbb{R}^d$ be open, and let $f : U \to \mathbb{R}^d$ be $C^\infty$. We denote the canonical coordinate system on $\mathbb{R}^{c-d} \times \mathbb{R}^d$ by $(r_1, \ldots, r_{c-d}, s_1, \ldots, s_d)$. Suppose that at the point $(r_0, s_0) \in U$, $f(r_0, s_0) = 0$; and that the matrix
\[
Df(r_0, s_0) = \left\{ \frac{\partial f_i}{\partial s_j} \big|_{(r_0, s_0)} \right\}_{i,j=1,\ldots,d}
\]
is non-singular. Then there exists an open neighborhood $V$ of $r_0$ in $\mathbb{R}^{c-d}$ and an open neighborhood $W$ of $s_0$ in $\mathbb{R}^d$ s.t. $V \times W \subset U$, and there exists a $C^\infty$ map $g : V \to W$ s.t. for each $(p, q) \in V \times W$: $f(p, q) = 0$ iff $q = g(p)$.

A **locally Euclidean space** $M$ of dimension $d$ is a Hausdorff topological space $M$ for which each point has a neighborhood homeomorphic to an open subset of Euclidean space $\mathbb{R}^d$.

A **differentiable structure** $\mathcal{F}$ on $M$ of class $C^k$ is a collection of coordinate systems $\{(U_\alpha, \psi_\alpha) \mid \alpha \in A\}$ with index set $A$ such that the following holds:

1) Each $U_\alpha$ is open in $M$ and $M = \bigcup_{\alpha \in A} U_\alpha$.
2) $\psi_\alpha : U_\alpha \to V_\alpha$ is a homeomorphism, i.e., continuous bijection with a continuous inverse, from $U_\alpha$ to an open subset $V_\alpha$ of $\mathbb{R}^d$. Each $\psi_\alpha$ is called a coordinate map.
3) If $U_\alpha \cap U_\beta \neq \emptyset$, then $\psi_\alpha \circ \psi_\beta^{-1} : W_\beta \to V_\alpha \in C^k(\mathbb{R}^d, \mathbb{R}^d)$, where $W_\beta = \psi_\beta(U_\alpha \cap U_\beta)$.

$M$ with such an differentiable structure $\mathcal{F}$ is called a **differentiable manifold of class** $C^k$. We usually consider $k = \infty$ and just call such an $M$ a differentiable manifold.
The coordinate maps allows us to match open sets of $M$ with those of $\mathbb{R}^d$. As a consequence, we can talk about differentiability of functions on $M$ by pulling back them to a Euclidean space using one of the coordinate maps.

For example, for an open subset $U \subset M$, $f : U \to \mathbb{R}$ is a $C^\infty$ function or smooth on $U$ if $f \circ \psi^{-1}_\alpha$ is $C^\infty$ for each coordinate map $\psi_\alpha, \alpha \in A$.

For differentiable manifolds $M$ and $N$, a continuous map $f : M \to N$ is said to be differentiable of class $C^\infty$ or smooth if $\gamma_\beta \circ f \circ \psi^{-1}_\alpha$ is $C^\infty$ for each coordinate $\psi_\alpha$ on $M$ and $\gamma_\beta$ on $N$. Such a map $f$ is a \textit{diffeomorphism} if $f$ is bijective and $f^{-1}$ is also smooth.

For each point $p \in M$ contained in $U_\alpha$ with coordinate map $\psi_\alpha$, a tangent vector is a linear map on the space of smooth functions satisfying the Leibniz rule. The tangent space $T_p M$ is the vector space of tangent vectors spanned by the “partial derivatives” $\frac{\partial}{\partial x_i}|_p$:

$$\frac{\partial}{\partial x_i}|_p(f) = \frac{\partial(f \circ \psi^{-1}_\alpha)}{\partial r_i}|_{\psi_\alpha(p)}, \ i \in \{1, \ldots, d\},$$

where $f \in C^\infty(M, \mathbb{R})$ and $r_i$ is the $i$-th coordinate function of $\mathbb{R}^d$.

Let $f : M \to N$ be a smooth function and $p \in M$. The \textit{differential} of $f$ at $p$ is the linear map $df_p : T_p M \to T_{f(p)} N$ by

$$df_p(v)(h) = v(h \circ f),$$

for $v \in T_p M$ and $g \in C^\infty(N, \mathbb{R})$. Locally at $p$, the differential $df_p$ gives a linear approximation of $f$. Many properties of $f$ can studied through $df_p$, which is more accessible being a linear transformation. To demonstrate, we define what immersion, imbedding and submersions are.

The smooth function $f$ is called an \textit{immersion} if $df_p$ is non-singular for every $p \in M$. The manifold $M$ with $f$ is a \textit{submanifold} of $N$ if $f$ is both injective and an immersion. One should take note here that we are not making a repetition of conditions as being being an immersion refers to injectivity of the differential at each point, but not the injectivity of $f$ itself. An even stronger notion is that of \textit{imbedding}: $M$ is a submanifold and $f : M \to f(M)$ is a homeomorphism. These notions are all nonequivalent, and [27] 1.28 contains concrete examples for this. On the other hand, $f$ is a \textit{submersion} if $df_p$ is surjective for every $p \in M$. A consequence of being submersion is that for every $p \in M$, there is an open neighborhood $U_p$ of $p$ diffeomorphic to a Euclidean open set such that $f$ restricts to a coordinate projection on $U_p$. In particular, $f$ is an open map from $f$ to $f(M)$, i.e., the image of open set is open. Though not every smooth surjective map is a submersion (e.g., $f : \mathbb{R} \to \mathbb{R}, x \to x^3$ is not a submersion at the single point
x = 0), Sard’s theorem [29] states that for most points f is a submersion. More precisely, we have the following special case of Sard’s theorem:

**Theorem 5.** Let \( f : M \to N \) be a smooth surjection between differentiable manifolds. If \( X \subset M \) consists points where \( f \) is not a submersion, then \( f(X) \) has Lebesgue measure 0 in \( N \).
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