Jointly learning relevant subgraph patterns and nonlinear models of their indicators
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ABSTRACT
Classification and regression in which the inputs are graphs of arbitrary size and shape have been paid attention in various fields such as computational chemistry and bioinformatics. Subgraph indicators are often used as the most fundamental features, but the number of possible subgraph patterns is intractably large due to the combinatorial explosion. We propose a novel efficient algorithm to jointly learn relevant subgraph patterns and nonlinear models of their indicators. Previous methods for such joint learning of subgraph features and models are based on search for single best subgraph features with specific pruning and boosting procedures of adding their indicators one by one, which result in linear models of subgraph indicators. In contrast, the proposed approach is based on directly learning regression trees for graph inputs using a newly derived bound of the total sum of squares for data partitions by a given subgraph feature, and thus can learn nonlinear models through standard gradient boosting. An illustrative example we call the Graph-XOR problem to consider nonlinearity, numerical experiments with real datasets, and scalability comparisons to naive approaches using explicit pattern enumeration are also presented.
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1 INTRODUCTION
Graphs are fundamental data structures for representing combinatorial objects. However, precisely because of their combinatorial nature, it is usually difficult to understand the underlying trends in large datasets of graphs. The rapid increase in data in recent years also includes data represented as graphs, and thus supervised learning in which the inputs are graphs of arbitrary size and shape has gained considerable attention. This problem commonly arises in diverse fields such as cheminformatics [11, 15, 22–24, 26, 27, 30, 31], and bioinformatics [3, 10, 28] as well as wide computer-science applications such as computer vision [1, 2, 9, 19], and natural language processing [14].

The present study investigates the supervised learning of a function $f : G \rightarrow Y$ from finite pairs of input graphs and output values, where $G$ is a set of graphs and $Y$ is a label space such as $\{-1, +1\}$ and $\mathbb{R}$. In general settings, the most fundamental and widely used features are indicators of subgraph patterns. Since the number of possible subgraph patterns is intractably large due to the combinatorial explosion, we need to use a heuristically limited class of subgraph patterns or to search for relevant patterns during the learning phase.

In addition to extensive studies on graph kernels [1–3, 9, 11, 15, 24, 31], joint learning of relevant subgraph patterns and classification/regression models by their indicators has also been developed [14, 19, 22, 23, 27]. This approach would not overlook any important features, but need some technical tricks to efficiently search for relevant subgraph patterns from combinatorially huge candidates. The previous methods use $\ell_1$ regularization for linear models of all possible subgraph indicators, and thus can select relevant subgraph patterns. In contrast, any practical graph kernels are based on all subgraphs in a predefined class, and do not try to select some relevant subsets of subgraph features. Note that the all-subgraphs kernel is known to be theoretically hard[6].

In the present paper, we investigate nonlinear models with all possible subgraph indicators. The following are the contributions of the present study:

- We present two lesser-recognized facts to make sure the difference between linear and nonlinear models of substructural indicators: (1) For a closely related problem of supervised learning from itemsets, the hypothesis space of the nonlinear model of all possible sub-itemset indicators is equivalent to that of the linear model; (2) Nevertheless, for the indicators of connected subgraphs, the hypothesis space of the nonlinear model is strictly larger than that of the linear model.

---
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We develop a novel efficient supervised learning algorithm for joint learning of all relevant subgraph features and a nonlinear model of their indicators. Unlike existing approaches based on \( \ell_1 \)-regularized linear models, the proposed algorithm is based on gradient tree boosting with base regression trees selecting each splitter out of all subgraph indicators with an efficient pruning based on the new bound in Theorem 5.1. (Section 5)

- We empirically demonstrate that (i) for the Graph-XOR dataset, the proposed nonlinear method actually outperforms several linear methods, which implies the existence of problems requiring nonlinear hypotheses, (ii) for several real datasets, we also observe similar superiority of the nonlinear models for some datasets, while it also turns out that the performance of linear models is fairly comparable for some datasets. (Section 6)

### 1.1 Related Research and Our Motivation

Although not discussed explicitly, most previous studies \([14, 19, 22, 23, 27]\) yielded linear models with respect to subgraph indicators as Boolean variables. However, this would not be obvious at first glance because these studies were based on boosting such as AdaBoost \([14]\) and LPBoost \([23]\), which are usually expected to produce nonlinear models. However, this is not the case because these studies used decision stumps with respect to a single subgraph feature as base learners.

The research of the present paper starts with our observation that replacing the decision stumps in these existing methods with decision trees is far from straightforward. This is because the previous methods are based on efficient pruning with specifically derived bounds to find a single best subgraph pattern, and use the indicator as a base learner at each iteration.

One naïve method to obtain nonlinear models of subgraph indicators is to enumerate some candidate subgraphs from training graphs, explicitly construct 0-1 indicator-feature vectors of test graphs by solving subgraph-isomorphism directly, and apply a general nonlinear supervised learning to those feature vectors. The performance with all small-size subgraphs occurred in the given graphs is known to be comparable for cheminformatics datasets\([32]\). Unfortunately, the complete enumeration would not scale well as we see later in Section 6.3. Another good known heuristic idea is to use \( r \)-neighborhood subgraphs with radius \( r \) at each node as seen in ECFP\([21]\) and graph convolutions\([7, 13]\). However, these approaches would not scale well as we see later in Section 6.3. Another good known heuristic idea is to use \( r \)-neighborhood subgraphs with radius \( r \) at each node as seen in ECFP\([21]\) and graph convolutions\([7, 13]\). Unfortunately, the complete enumeration would not scale well either in this case, and usually requires some tricks such as feature hashing, feature folding, or feature embedding through neural nets, all of which are very interesting approaches but beyond the scope of this paper.

Note that it is not difficult to use the number of occurrences of subgraph \( g \) in \( G \) as features instead of just 0-1 subgraph indicators. Although not discussed herein, this case can be investigated as a weighted version of indicators, and similar properties would hold.

### 2 PRELIMINARIES

#### 2.1 Notations

Let \( [n] = \{1, 2, \ldots, n\} \), and let \( \mathbb{I}(P) \) denote the indicator of \( P \), i.e., \( \mathbb{I}(P) = 1 \) if \( P \) is true, else 0. We denote as \( G \supseteq g \) the subgraph isomorphism that \( G \) contains a subgraph that is isomorphic to \( g \) and its negation as \( G \nsubseteq g \). Thus, a subgraph indicator \( \mathbb{I}(G \supseteq g) = 1 \) if \( G \supseteq g \), otherwise 0. We also denote the training set of input graphs \( G_i \in \mathcal{G} \) and output responses \( y_i \in \mathcal{Y} \) as

\[
\mathcal{D} = \{(G_1, y_1), (G_2, y_2), \ldots, (G_N, y_N)\},
\]

where \( \mathcal{G} \) is a set of all finite-size, connected, discretely-labeled, undirected graphs. We denote \( \mathcal{G}_N = \{G_i \mid i \in [N]\} \), and the set of all possible connected subgraphs as \( \mathcal{S}_N = \bigcup_{G \in \mathcal{G}_N} \{g \mid G \supseteq g\} \).

#### 2.2 Search Space for Subgraphs

In supervised learning from graphs, we represent each input graph \( G_i \in \mathcal{G}_N \) by the characteristic vector \( \mathbb{I}(G_i \supseteq g) \) with a set \( S \) of relevant subgraph features. However, since \( S \) is not explicitly available when the learning phase starts, we need to jointly search and construct \( S \) during the learning process. In order to define an efficient search space for \( \mathcal{S}_N \), i.e., any subgraphs occurring in \( \mathcal{G}_N \), the techniques for frequent subgraph mining, which enumerates all subgraphs that appear in more than \( m \) input graphs for a given \( m \), are useful. Note that any subgraph feature \( g \in \mathcal{S}_N \) can occur multiple times at multiple locations in a single graph, but \( \mathbb{I}(G_i \supseteq g) = 1 \).

In the present paper, we use the search space of the gSpan algorithm\([33]\), which performs a depth-first search on the tree-shaped search spaces on \( \mathcal{S}_N \), referred to collectively as an enumeration tree, as shown in Figure 1. Each node of the enumeration tree holds a subgraph feature \( g' \) that extends the subgraph feature \( g \) at the parent node by one edge, namely, \( g' \supseteq g \). The following anti-monotone property of subgraph isomorphism over the enumeration tree on \( \mathcal{S}_N \) can be used to derive the efficient search-space pruning of the gSpan algorithm:

\[
G_i \nsubseteq g \Rightarrow G_i \nsubseteq g' \quad \text{for} \quad g' \supseteq g.
\]

#### 2.3 Gradient Tree Boosting

Gradient tree boosting (GTB)\([5, 16]\) is a general algorithm for supervised learning to predict a response \( y \) from a predictor \( x \). For a given hypothesis space \( \mathcal{H} \), the goal is to minimize the empirical risk \( \mathcal{L}(f) = N^{-1} \sum_{i \in [N]} \ell(y_i, f(x_i)) \) of \( f \in \mathcal{H} \), which is the average of a loss function \( \ell(y_i, f(x_i)) \) over the training data \( \{(x_i, y_i)\}_{i \in [N]} \).

GTB is an additive ensemble model of regression trees \( T_i(x) \) of the form for fixed-stepsize cases:

\[
f_k(x) = T_0 + \eta \sum_{i \in [k]} T_i(x)
\]
where $T_0$ is the mean of response variables in the training data, $\eta$ is the stepsize, and $T_i(x)$ is the $i$-th regression tree as a base learner. To fit the model to the training data, GTB performs the following gradient-descent-like iterations as a boosting procedure:

$$f_0(x) \leftarrow \arg\min_c \sum_{i \in [N]} \ell(y_i, c),$$

and

$$f_k(x) \leftarrow f_{k-1}(x) + \eta T_k(x),$$

where $T_k(x)$ is a regression tree to best approximate the values of negative functional gradient $-\nabla_{f_{k-1}} L(f_{k-1})$ at $f_{k-1}$ obtained by fitting a regression tree to the data $\{(x_i, r_i)\}_{i \in [N]}$, where

$$r_i = - \frac{\partial \ell(y_i, f(x_i))}{\partial f(x_i)} |_{f(x) = f_{k-1}(x)}.$$

Our experiments focus on binary classification tasks with $y \in \{-1, +1\}$, and thus we use the logistic loss $\ell(y, \mu) = \log(1 + \exp(-2y\mu))$. Note that even for classification, GTB must fit regression trees instead of classification trees in order to approximate real-valued functions.

The primary hyperparameters of GTB that we consider are the following three parameters: a max tree-depth $d$, a stepsize $\eta$, and the number of trees $k$.

### 2.4 Regression Trees

The internal regression-tree fitting is performed by the recursive partitioning below:

1. Each node in the regression tree receives a subset $D' \subseteq D$ from the parent node.
2. If a terminal condition is satisfied, the node becomes a leaf decision node with a prediction value by the average of the response values in $D'$.
3. Otherwise, the node becomes an internal node that tries to find the best partition of $D'$ to $D_1$ and $D_0 = D' \setminus D_1$ that minimizes the total sum of squares of residual error $r$:

$$\min_{D_1, D_0} \left[ \text{TSS}(D_1) + \text{TSS}(D_0) \right].$$

The subsets $D_1$ and $D_0$ are further sent to the child nodes, and Step (1) is then recursively applied to each subset at the child nodes.

TSS here is the total sum of squares of residual error $r$:

$$\text{TSS}(D) = \frac{1}{2} \sum_{i \in [N]} (r_i - \bar{r})^2, \quad \bar{r} = \frac{1}{N} \sum_{i \in [N]} r_i. \tag{3}$$

### 3 Problem Setting and Challenges

Our goal is learning a nonlinear model $f$ over all possible subgraph indicators $\mathbb{I}(G \ni g)$ for $g \in S_N$. As we will see in Section 4, arbitrary functions of subgraph indicators have a unique multi-linear polynomial form

$$f(G) = \sum_{S \subseteq S_N} c_S \prod_{g \in S} \mathbb{I}(G \ni g).$$

Input graphs are implicitly represented as a bag of subgraph features, and hence as feature vectors in which the elements are an intractably large number of binary variables of each subgraph indicator. The main challenge is how to learn the relevant features $g$ from such combinatorially large space $S_N$ with also jointly learning the classifier $f$ over those features $\mathbb{I}(G \ni g)$ for $g \in S_N$. Other technical challenges are (1) feature vectors are binary valued and takes finite discrete values only at the vertices of a very high-dimensional Boolean hypercube; (2) feature vectors are strongly correlated due to subgraph isomorphism.

### 4 Pseudo-Boolean Functions of Substructural Indicators

We first investigate the difference between linear and nonlinear models. Any subgraph indicator $\mathbb{I}(G \ni g)$ is a 0-1 Boolean variable, and thus the hypothesis space that we can consider with respect to these variables is a family of pseudo-Boolean functions, regardless of whether they are linear or nonlinear. A real-valued function $f : \{0, 1\}^d \rightarrow \mathbb{R}$ on the Boolean hypercube $\{0, 1\}^d$ is called pseudo-Boolean.

In this section, we explain the inequivalence of linear and nonlinear models of all possible subgraph indicators. Theorem 4.1, contrasting the difference from closely related problems for itemsets, suggests an advantage of the proposed nonlinear approach, and an illustrative example we call Graph-XOR indicating that linear models cannot learn is presented in Section 6.1.

**Theorem 4.1.** (1) The hypothesis space of the nonlinear model of all possible sub-itemset indicators is equivalent to that of the linear model. (2) The hypothesis space of the nonlinear model of all possible connected subgraph indicators is strictly larger than that of the linear model.

This result is based on the following fundamental property of pseudo-Boolean functions.

**Lemma 4.2.** [8, 20] Every pseudo-Boolean function $f : \{0, 1\}^d \rightarrow \mathbb{R}$ has a unique multi-linear polynomial representation:

$$f(x_1, \ldots, x_d) = \sum_{S \subseteq [d]} c_S \prod_{j \in S} x_j, \quad x_j \in \{0, 1\}, \quad c_S \in \mathbb{R}.$$

### 4.1 Sub-Itemset Indicators

Let $x_j \in \{0, 1\}$ be a Boolean variable defined by $x_j = \mathbb{I}(j \in I)$ for an item $j \in [d]$ in a itemset $I \subseteq [d]$. Then we can see that linear and nonlinear models of sub-itemset indicators $\mathbb{I}(S \subseteq I), S \subseteq [d]$ are equivalent as a hypothesis space on itemsets. For any function $f : 2^d \rightarrow \mathbb{R}$, we have

$$f(I) = \sum_{p \subseteq \mathbb{I}} c_p \prod_{S \in p} \mathbb{I}(S \subseteq I) = \sum_{U \subseteq \mathbb{I}} c_U \mathbb{I}(U \subseteq I)$$

where $U = \bigcup_{S \in p} S$. Theorem 4.1 (1) follows from this simple fact. Note that including the negation terms, as in decision tree learning, does not change the hypothesis space because it can be represented as $\mathbb{I}(S \not\subseteq I) = 1 - \mathbb{I}(S \subseteq I)$.

### 4.2 Connected-Subgraph Indicators

As for subgraph indicators $\mathbb{I}(G \ni g)$, the standard setting implicitly assumes that subgraph feature $g$ is a connected graph. This would be primarily because the complete search for subgraph patterns, including disconnected graphs, is practically impossible, given that
even a set of all connected graphs $S_N$ in $G_N$, is already intractably huge in practice.

The difference between linear model $f_L(G)$ and nonlinear model $f_{NL}(G)$ is not constant zero:

$$f_L(G) = c_0 + \sum_{g \in S_N} c_g I(G \ni g)$$

$$f_{NL}(G) = c_0 + \sum_{g \in S_N} c_g I(G \ni g) + \sum_{S \subseteq S_N,|S| \geq 2} \prod_{g \in S} I(G \ni g)$$

from which Theorem 4.1 (2) follows. This also implies that if we consider connected-subgraph-set indicators for the co-occurrence of several connected subgraphs, then the linear model is equivalent to the nonlinear model as a hypothesis space, and more importantly it is identical to $f_{NL}(G)$, which is the hypothesis space covered by the proposed algorithm in Section 5. Note that connected-subgraph-set indicators differ from the indicators of general subgraphs, including disconnected-subgraph-set indicators, because any subgraph feature $g \in S$ can occur multiple times at different partially overlapped locations in a single graph. The hypothesis space by general subgraph indicators is beyond the scope of the present paper, and, in practice, the complete search for such indicators is computationally too challenging.

## 5 PROPOSED METHOD

In this section, we present a novel efficient method to produce a nonlinear prediction model based on gradient tree boosting with all possible subgraph indicators. Existing boosting-based methods [14, 19, 23] are based on simple but efficiently searchable base-learners of decision stumps (equivalent to subgraph indicators, as demonstrated previously) and construct an efficient pruning algorithm for this single best subgraph search at each iteration. In contrast, the proposed approach involves this subgraph search at finding an optimal split at each internal node of regression trees, while the entire procedure at each subgraph search at decreasing order of residual error $r_i$ and $S_{>k}$ is that in increasing order. Note that $\cup$ and $\setminus$ are set difference and set union respectively.

**THEOREM 5.1.** Given $D_1(g)$ and $D_0(g)$, for any subgraph $g' \ni g$:

$$\text{TSS}(D_1(g')) + \text{TSS}(D_0(g')) \geq \min_{(c, k)} \left[ \text{TSS}(D_1(g) \setminus S_{c,k}) + \text{TSS}(D_0(g) \cup S_{c,k}) \right]$$

where $(c, k) \in \{1, \geq 1\} \times \{1, \ldots, |D_1(g)| - 1\}$, and $S_{c,k} \subset D_1(g)$, such that $S_{c,k}$ is a set of $k$ pair $(G_i, r_i)$ selected from $D_1(g)$ in descending order of residual error $r_i$.
The linear separability has long been discussed using the XOR (or parity in general) example, and we present the same key example. The component subgraphs are selected from the 18 types shown in Figure 3, where all three-node path graphs with candidate nodes \( \{A, B, C\} \), and are randomly classified into two groups. Note that \( \Box \sim \hat{\Box} \sim \hat{\Box} \) is isomorphic to \( \Box \sim \hat{\Box} \sim \hat{\Box} \) and this duplicate redundancy due to the graph isomorphism is removed. The response value \( y \) of a graph is \(-1\) if two subgraphs are selected from the same group, otherwise \(+1\).

Table 2 shows the performance results for the Graph-XOR data by two-fold cross validations. We use the proposed nonlinear method and two linear methods, namely, the proposed algorithm with maximum tree-depth \( d = 1 \), i.e., with decision stumps, and a state-of-the-art (but linear) method for graphs, gBoost \([23]\). The hyperparameter tuning is performed for the ranges described in Table 1, and the best parameters are also listed in Table 2. Figures 4 and 5 show the accuracy and loss changes for the test data with regard to the max tree depth \( d \) and the max subgraph size \( x \). Here "subgraph size" means the number of edges.

The results shown in Table 2 clearly demonstrate that the linear models, including our model with \( d = 1 \), fail, but the nonlinear methods work well. This is also theoretically supported by Theorem 4.1. Figure 4 also shows that only the behavior of \( d = 1 \) differs from those of the other depths. Moreover, note that this problem at least requires subgraph features of size 2 (i.e., two edges), but searching excessively large subgraphs results in overfitting, as we see for \( x \geq 4 \) in Figure 5.
6.2 QSAR with Molecular Graphs

We also evaluate the performance based on the most typical benchmark for graph classification on real datasets: the quantitative structure-activity relationship (QSAR) results with molecular graphs. We select four binary-classification datasets (CPDB, Mutag, NCI1, NCI47) in Table 3: two data (CPDB, Mutag) for mutagenicity tests and two data (NCI1, NCI47) for tumor growth inhibition tests from PubChem BioAssay. NCI1 and NCI47 are balanced by randomly sampling negatives of the same size as the positives in order to avoid imbalance difficulty in evaluation. All chemical structures are encoded as molecular graphs using RDKit, and some structures in the raw data are removed by chemical sanitization. We simply apply a node labeling by the RDKit default atom invariants (edges not labeled), i.e., atom type, # of non-H neighbors, # of Hs, charge, isotope, and inRing properties. These default atom invariants use connectivity information similar to that used for the well-known ECFP family of fingerprints. See [13] for more elaborate encodings.

Tables 5 and 6 show the performance results obtained by 10-fold cross validations using the same three methods used for the Graph-XOR cases with different hyperparameter settings in Table 4. We can observe that nonlinear methods often outperform the linear methods. At the same time, we can also observe, in some cases, that the linear methods work fairly well for the real datasets. The real datasets would not have explicit classification rules compared to noiseless problems such as the Graph-XOR cases. Thus, it is necessary to tolerate some noises and ambiguity. Although they may seem limited, linear hypothesis classes are known to be very powerful in such cases, because they are quite stable estimators and the input features can themselves include nonlinear features of data as implied in Theorem 4.1.

We also provide the normalized feature importance scores from GTB and the search space size in Figure 6 for the CPDB dataset. In Figure 6, searched corresponds to the searched subgraphs, and selected to the subgraph selected as internal nodes. This would also implies that (i) the proposed approach can provide information on selected relevant subgraph features and (ii) searches and uses only a portion of the entire search space.

As previously mentioned in Section 1.1, there exists a simple naive two-step approach to obtain nonlinear models of subgraph indicators. Figure 7 shows the scalability of this “enumerate & learn” approach by first enumerating all small-size subgraphs and applying general supervised learning to their indicators. The values in the figure are the average values to process each fold in 10-fold cross validation on a single PC with Pentium G4560 3.50GHz and 8GB memory. We enumerate all graphs with limited graph size, and feed their indicator features to GradientBoostingClassifier with 100 trees (depth ≤ 5) of scikit-learn. The proposed method is also tested with the same setting (100 trees, d5).

Figure 6: Feature importance and search space for CPDB

Table 3: Dataset summary

| Dataset | XOR | CPDB | Mutag | NCI1 | NCI47 |
|---------|-----|------|-------|------|-------|
| # data  | 1035| 600  | 187   | 4252 | 4202  |
| # nodes | 7   | 13.7 | 17.9  | 26.3 | 26.3  |
| # edges | 6   | 14.2 | 19.7  | 28.4 | 28.4  |

Table 4: Hyperparameter settings for the QSAR

| Hyperparameter | Common | Model specific |
|----------------|--------|---------------|
| max subgraph size (# edges) | x | 4, 6, 8 |
| Proposed max tree depth | d | 1, 3, 5 |
| stepsize | η | 1.0, 0.7, 0.4, 0.1 |
| # trees | k | 1-500 |
| gbosBoost regularization | ν | 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0.01 |

Figure 5: Test accuracy and loss with subgraph size x

https://pubchem.ncbi.nlm.nih.gov/bioassay/ (AID numbers are 1 and 47, respectively)

http://www.rdkit.org/

Due to this pre-processing, the number of datasets differs from that in the simple molecular graphs in the literature, where the nodes are labeled by atom type, and the edges are labeled by bond type.

6 Small-size subgraphs are known to be more appropriate for this supervised-learning purpose than frequent subgraphs [32].

http://scikit-learn.org
### Table 5: Prediction accuracy (%) for the QSAR

|               | CPDB | Mutag | NCI1 | NCI47 |
|---------------|------|-------|------|-------|
| **Nonlinear models** |      |       |      |       |
| Proposed      | 79.3 | 84.5  | 87.8 | 91.6  |
|               | (±4.8)| (±3.6)| (±6.6)| (±6.3)|
| **Linear models** |     |       |      |       |
| Proposed (d1) | 79.3 | 83.9  | 87.8 | 91.6  |
|               | (±4.4)| (±3.3)| (±6.6)| (±6.3)|
| gBoost        | 77.1 | 73.6  | 91.4 | 93.9  |
|               | (±2.7)| (±4.9)| (±5.8)| (±5.0)|

**Reported values in literature**

|                       | CPDB | Mutag | NCI1 | NCI47 |
|-----------------------|------|-------|------|-------|
| L1-LogReg [27]        | 78.3 | -     | -    | -     |
| MGK [23]              | 76.5 | 75.6  | 80.8 | 90.1  |
| freqSVM [23]          | 77.8 | 84.5  | 80.8 | 90.6  |
| gBoost [23]           | 78.8 | 85.4  | 85.2 | 92.6  |
| WL shortest path [24] | -    | -     | 83.7 | -     |
| Random walk [24]      | -    | -     | 80.7 | -     |
| Shortest path [24]    | -    | -     | 87.2 | -     |

### Table 6: Best hyperparameters

|               | CPDB | Mutag | NCI1 | NCI47 |
|---------------|------|-------|------|-------|
| Proposed      | x4 d5 η1.0 k120 | x4 d1 η1 k22 | x4 d5 η0.1 k452 | x4 d3 η0.4 k308 |
| Proposed(d1)  | x8 d1 η0.4 k128 | x4 d1 η1 k22 | x4 d1 η0.4 k499 | x4 d1 η0.4 k499 |
| gBoost        | x8 v0.5 | x7 v0.1 | x8 v0.3 | x8 v0.4 |

Figure 7: Scalability comparison to naïve approach

In summary, we investigated nonlinear models with all possible subgraph indicators and provide a novel efficient algorithm to learn from the nonlinear hypothesis space. We demonstrated that this hypothesis space is identical to the (pseudo-Boolean) functions of these subgraph indicators, which are, in general, strictly larger than those of the linear models. This is also empirically confirmed through our Graph-XOR example. Although most existing studies focus only on real datasets, this would also promote interest in whether graph-theoretic classification problems can be approximated in a supervised learning manner. At the same time, the experimental results of the present study also strongly suggest that we need a nonlinear hypothesis space for the QSAR problems based on some real datasets, which would also support a standard cheminformatics approach of applying nonlinear models, such as random forests and neural networks, to 0-1 feature vectors, referred to as molecular fingerprints, by the existence of substructural features.

Since research on classification and regression trees originates from the problem of automatic interaction detection [4, 12, 17], our approach can provide insights on the question whether such higher-order interactions between input features exist. In this sense, our methods and findings would also be informative to consider a recent hot topic of detecting such interactions in combinatorial data [18, 25, 29].
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A PROOF OF THEOREM 5.1

Proof. Given \( D_A(g) \) and \( D_B(g) \),

\[
\text{bound} = \min_{g'} \left[ \text{TSS}(D_A(g')) + \text{TSS}(D_B(g')) \right]
\]

\[
= \min_{S \subseteq D_A(g)} \left[ \text{TSS}(D_A(g) \setminus S) + \text{TSS}(D_B(g) \cup S) \right] \quad (6)
\]

\[
= \min_{(\omega, k)} \left[ \text{TSS}(D_A(g) \setminus S_{\omega,k}) + \text{TSS}(D_B(g) \cup S_{\omega,k}) \right] \quad (7)
\]

where \((\omega, k) \in \{\leq, \geq\} \times \{2, \ldots, |D_A(g)| - 1\}\). From the antimonotone property (2), we have \( D_A(g) \subseteq D_A(g') \subseteq D_B(g) \) for the training set \( D \) from which the equation (6) directly follows. Thus, we show (7) in detail. For simplicity, let \( A = \{a_1, \ldots, a_n\} \mid a_i \in \mathbb{R} \) denote \( D_A(g) \), and \( B = \{b_1, \ldots, b_m\} \mid b_i \in \mathbb{R} \) denote \( D_B(g) \). Then, the goal of (6) is to minimize the total sum of squares \( \text{TSS}(A') \setminus S + \text{TSS}(B' \cup S) \) by tweaking \( S = \{s_1, \ldots, s_k\} \subset A \). Let \( \bar{a}, \bar{a}^- , \bar{b} \), and \( \bar{b}_S \) be the means of \( A \), \( A \setminus S \), \( B \), and \( B \setminus S \), respectively. The key fact is that \( \text{TSS}(A') \setminus S + \text{TSS}(B' \cup S) \) can be regarded as a quadratic equation of \( \sum_{i=1}^{n} s_i \) when the size of \( S \) is fixed to \( k \). More precisely,

\[
\text{TSS}(A') \setminus S + \text{TSS}(B' \cup S) = \sum_{i \in [n]} (a_i - \bar{a}^-)^2 - \sum_{i \in [k]} (s_i - \bar{a}^-)^2 + \sum_{i \in [m]} (b_i - \bar{b}_S)^2 + \sum_{i \in [k]} (s_i - \bar{a}^-)^2
\]

\[
= \sum_{i \in [k]} (s_i - \bar{a})^2 - \frac{\left( \sum_{i \in [k]} (s_i - \bar{a})^2 \right)}{n - k} + \sum_{i \in [k]} (a_i - \bar{a}^-)^2 + \sum_{i \in [n]} (s_i - \bar{a}^-)^2
\]

\[
= \sum_{i \in [k]} (s_i - \bar{b})^2 - \frac{\left( \sum_{i \in [k]} (s_i - \bar{b})^2 \right)}{m + k} + \sum_{i \in [k]} (b_i - \bar{b})^2
\]

\[
= \left( \frac{1}{n - k} + \frac{1}{m + k} \right) \left( \sum_{i \in [n]} s_i^2 + \frac{2a_0 n}{n - k} - \frac{2b_0}{m + k} \right) \sum_{i \in [k]} s_i
\]

\[
= \frac{mk}{m + k} - \frac{n k}{m + k} a^2 + \frac{mk}{m + k} b^2 + \sum_{i \in [n]} (a_i - \bar{a})^2 + \sum_{i \in [m]} (b_i - \bar{b})^2
\]

Therefore, \( \text{TSS}(A') \setminus S + \text{TSS}(B' \cup S) \) is minimized when \( \sum_{i \in [k]} s_i \) is maximized or minimized. In other words, (6) becomes minimum when the mean of the set \( S \subseteq D_A(g) \) is maximized or minimized.