Entanglement Steering in Adaptive Circuits with Feedback
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The intensely studied measurement-induced entanglement phase transition has become a hallmark of non-unitary quantum many-body dynamics. Usually, such a transition only appears at the level of each individual quantum trajectory, and is absent for the density matrix averaged over measurement outcomes. In this work, we introduce a class of adaptive random circuit models with feedback that exhibit transitions in both settings. After each measurement, a unitary operation is either applied or not depending on the measurement outcome, which steers the averaged density matrix towards a unique state above a certain measurement threshold. Interestingly, the transition for the density matrix and the entanglement transition in the individual quantum trajectory in general happen at different critical measurement rates. We demonstrate that the former transition belongs to the parity-conserving universality class by explicitly mapping to a classical branching-annihilating random walk process.

**Introduction.**- Monitoring a quantum system can yield fascinating physics. The interplay between unitary dynamics and measurement creates an intriguing nonequilibrium phenomenon referred to as measurement-induced entanglement phase transitions (MIPTs) [1–6]. In its most commonly explored setting, an initial unentangled state is evolved by a random quantum circuit subject to measurements at a rate $p$. Above (below) a critical rate $p_c$, the steady-state exhibits area-law (volume-law) entanglement scaling. To observe this transition, it is necessary to keep track of each individual quantum trajectory as the intrinsic randomness of measurement outcomes leads to the ensemble-averaged post-measurement state being a maximally mixed density matrix ($\rho \propto \mathbb{1}$) in the allowed Hilbert space. As a result, the MIPT remains invisible to the ensemble-averaged density matrix, presenting significant challenges for experimental observation, with only a few exceptions [7–9].

Despite these challenges, mid-circuit repeated measurements have become a valuable tool to create novel quantum phases dynamically. Recently, a new class of non-unitary dynamics has been proposed, where the outcome of a measurement can impact the dynamics themselves, leading to a non-trivial density matrix and stabilizing various quantum ordered phases through a feedback mechanism [10–15].

In this Letter, we introduce a class of adaptive random circuits with feedback that exhibits phase transitions for both the quantum trajectory and the ensemble-averaged density matrix (i.e., quantum channel), as depicted schematically in Fig. 1. In addition to varying the measurement rate $p$, the post-measurement state is also locally corrected conditioned on the measurement outcome with a feedback rate $0 \leq r \leq 1$. The feedback is designed to “steer” the system towards particular final states. When $p \times r$ is large enough, the steady state is a mixture of two ferromagnetically ordered states instead of a maximally mixed state involving exponentially many configurations. Thus, there is an order-disorder phase transition in the quantum dynamics, which can be observed at the level of both quantum trajectory and quantum channel [12, 13]. A similar order-disorder transition has also been discussed recently in the context of dissipative phase transitions [16, 17]. However, we emphasize that the transitions discovered therein only exist in $d$-dimension with $d \geq 2$ or $1d$ systems with long-range interactions. Instead, by explicitly mapping the motion of domain walls to a classical branching-annihilating random walk (BAW) process, we show that the order-disorder phase transition in our adaptive circuit model belongs to the parity-conserving (PC) universality class which exists in $1d$ [18–21]. Furthermore, the familiar
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**FIG. 1.** Schematic phase diagram illustrating (a) the entanglement phase transition for the individual quantum trajectories and (b) domain wall density transition as a function of the measurement rate $p$ and feedback rate $r$. The transition in (b) also signals an entropy transition at the level of quantum channel (ensemble-averaged density matrix). The critical line in (b) belongs to the PC universality class and satisfies $p \times r = \text{const.} (\approx 0.55)$. The critical line in (a) is numerically upper bounded by $p^{EE} \leq 0.45$. 
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MIPT is observed at the level of the quantum trajectory. Interestingly, we find that these two transitions typically occur at different critical measurement rates. Moreover, we show that the order-disorder phase transition can be probed experimentally from the measurement outcomes along the circuit evolution, and does not require post-selection.

Model.- Our circuit model consists of three-qubit unitary gates and two-qubit measurements, as illustrated in Fig. 2. We take each three-qubit unitary gate to have a block structure: it leaves the basis states |000⟩ and |111⟩ unchanged up to a U(1) phase (forming blocks of size one), and acts as a Haar random unitary within the six-dimensional subspace spanned by \{|001⟩, |010⟩, |100⟩, |011⟩, |101⟩, |110⟩\}. We measure the product of Pauli-Z operators across a bond between two consecutive sites \(Z_i Z_{i+1}\). Crucially, our construction includes feedback: if an “undesired” measurement outcome \(Z_i Z_{i+1} = -1\) is obtained (meaning that the post-measurement state is |01⟩ or |10⟩), we apply a Pauli-X operator on either site with probability \(r\) to correct the state into |00⟩ or |11⟩; if the measurement outcome is +1, then no operator is applied. A set of measurements and corrections is implemented in two layers – first over odd then no operator is applied. A set of measurements and feedback rates are large enough. This indicates that besides the MIPT, the steady state also exhibits an order-disorder transition in a physical observable – the domain wall density – due to feedback [Fig. 1(b)]\(^1\). Since the expectation value of a physical observable is linear in the density matrix, the average domain wall density evaluated for the trajectories and the quantum channel (trajectory-averaged density matrix)

\[
\rho = \sum_{\{s\}} C(\{s\}) |\psi_0⟩⟨\psi_0| C(\{s\})^†
\]

are equivalent. Hence, this order-disorder transition can be observed both in the individual trajectories and the quantum channel.

Phase transition in the domain wall density.- We demonstrate that there is indeed an order-disorder phase transition captured by the domain wall density by mapping the dynamics of domain walls under the hybrid circuit evolution to a classical stochastic process. We write the time-evolved wavefunction as a sum of world histories:

\[
|ψ(t)⟩ = \sum_{\{m(τ)\}} A(\{m(τ)\}) |m⟩,
\]

where \(|m⟩\) are bitstrings in the computational basis, and \(A(\{m(τ)\})\) is the amplitude of a particular world history \(\{m(τ)\}_{0≤τ≤t}\). We consider each world history by constructing paths

\[
|ψ(\{s\}, T)⟩ = \prod_{t=1}^{T} [U_3(t)M_2(t)U_2(t)M_1(t)U_1(t)] |ψ_0⟩ = C(\{s\}) |ψ_0⟩,
\]

where \(U_j\) denotes the \(j\)th layer of unitary gates at each time step, \(M_{1/2}\) denotes a set of measurements, and \(\{s\}\) records the full set of measurement outcomes along this particular trajectory.

Akin to previous studies on measurement-induced phase transitions in hybrid random circuits, we expect that there is an MIPT in our setup for individual quantum trajectories [Fig. 1(a)]. Upon increasing the measurement rate \(p\), there is a transition in the time-evolved states (1) from a volume-law entangled phase to a weakly entangled area-law phase, where the spins almost point along the \(z\) direction. Without feedback \((r = 0)\), each spin could randomly point along ±\(z\) directions in each trajectory, depending on the measurement outcomes. Upon introducing feedback, the final states in all trajectories will approach a ferromagnetically ordered state

\[
\ldots = 0, 1
\]

thus given by:
FIG. 3. (a)&(b): Illustration of the bitstring dynamics in the quantum trajectory undergoing hybrid circuit evolution. The blue arrows indicate two representative paths (“world histories”) of the bitstring dynamics. (a) When the measurement rate is small, the steady state involves exponentially many bitstring configurations. (b) When the measurement rate is high, the steady state is spanned by two ordered bitstrings. (c) Mapping from a bitstring configuration to particle distribution, where a particle and an empty site represent the presence and absence of a domain wall, respectively.

Connecting bitstring configurations in the initial state to state at time $t$, as illustrated in Fig. 3(a)&(b).

Each individual path can be mapped to a classical stochastic process, which has a non-equilibrium phase transition. We denote the presence of each domain wall as a particle $\bullet$, and the absence of which as an empty site $\circ$. The bitstring configuration is thus translated into one of particle occupations, as shown in Fig. 3(c). Under the action of unitary gates, the particles undergo two types of processes: $\bullet \circ \circ \leftrightarrow \bullet \bullet \bullet$ (branching), and diffusion. Under measurement, the particles can either diffuse: $\bullet \circ \leftrightarrow \bullet \bullet$, or annihilate in pairs with probability $q \equiv pr$; $\bullet \bullet \rightarrow \circ \circ$. Combining these processes together, the particles perform BAW with an even number of offspring:

$$W \leftrightarrow 3W; \quad W + W \xrightarrow{\delta t} \emptyset.$$  \hspace{1cm} (3)

Since the parity of the total particle number is conserved, the classical dynamics described above belongs to the

Particle distribution:

$$\begin{array}{c|c|c|c}
\text{Bit string:} & 1 0 1 1 0 0 0 1 0 1 1 \\
\text{Domain wall:} & \bullet \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \\
\text{Particle distribution:} & \bullet \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ
\end{array}$$

PC universality class, which has a continuous dynamical phase transition when the rate of particle annihilation exceeds a certain threshold $[18–21]$ [see Supplemental Material (SM) [22] for more details]. The two phases can be distinguished in terms of the average particle (domain wall) density in the steady state $n(t) = N(t)/L$.

For initial conditions with an extensive number of particles $N \propto L$, $n(t)$ saturates to a finite constant when $q < q_c$, after a finite amount of time. When $q > q_c$, $n(t) \sim t^{-1/2}$, and decays to zero at $t \sim L^2$ if the initial state has an even number of particles. At $q_c$, $n(t) \sim t^{-\theta}$ with a universal exponent $\theta = 0.286$ characteristic of PC universality class. For the initial condition with two adjacent particles, when $q < q_c$, the particle density grows linearly in time and saturates to a finite constant. At $q = q_c$, the particle density remains constant. When $q > q_c$, the particle density decays as $t^{-1/2}$. Therefore, our model exhibits an order-disorder phase transition at a critical effective measurement rate $q_c$. Below, we shall explicitly demonstrate both transitions depicted in Fig. 1 via numerical simulations of the hybrid circuit dynamics.

Numerical results.- In our simulations, initial states, which are product states in the computational basis, are evolved according to the setup in Fig. 2 with open boundary conditions. We record, at each time step, the second moment of the total particle number, which are product states in the computational basis, are explicitly demonstrated both transitions depicted in Fig. 1 with a universal exponent $\theta$.

\begin{align}
W & \leftrightarrow 3W; \quad W + W \xrightarrow{\delta t} \emptyset. \\
\text{Since the parity of the total particle number is conserved, the classical dynamics described above belongs to the}
\end{align}
We then compute the trajectory-averaged second Rényi entropy $S_A^{(2)}(t)$ and domain wall density $\overline{n(t)}$. It is worth noting that in experimental platforms, the determination of $\overline{n}$ does not require an extra step; the measurement outcomes for any $p > 0$ provide an accurate sampling of $n(t)$. Our simulations are performed using the ITensor Julia package [23, 24] based on a matrix product state representation of the time-evolved wave-functions.

We first set $p = 1$, and study $\overline{n(t)}$ as $r$ is varied (along the right boundary of Fig. 1). Since the system is expected to be in the area-law phase, this serves as a benchmark to observe the order-disorder phase transition as revealed by the domain wall density $\overline{n(t)}$. Starting from a random state with $n(t = 0) \approx \frac{1}{2}$, we find clear evidence that the steady state is area law entangled and is independent of $r$ (data not shown). Further study of $\overline{n(t)}$ indicates that when $r \lesssim 0.2$, $\overline{n(t)}$ saturates to a finite constant at long times; on the other hand, when $r \gtrsim 0.8$, $\overline{n(t)} \sim t^{-1/2}$ as shown in Fig. 4. This indicates the existence of two phases within the area-law entangled phase, distinguished by $\overline{n(t)}$. However, owing to finite-size effects, $\overline{n(t)}$ appears to decay with a continuously varying exponent (i.e. $n(t) \sim t^{-\theta_{0.05}(r)}$ for $0.2 \lesssim r \lesssim 0.8$, which makes identifying the critical $r_c$ difficult. Instead, we consider an initial state with two neighboring domain walls centered in the lattice. Again, $n(t) \sim t^{\theta_{N_0=2}(r)}$ with a continuously varying exponent in the intermediate regime, but the critical point $r_c$ is determined by the rate $r$ at which $\overline{n(t)} \sim \text{const.}$ (or equivalently, when $\theta_{N_0=2}(r_c) \approx 0$ and changes sign). Using this criterion, we find that $r_c \approx 0.55$ in Fig. 5(a).

Next, we study the dynamics upon varying $p$, while fixing $r = 1$ (along the top boundary of Fig. 1). In this case, we expect to observe an entanglement phase transition and a transition in $\overline{n(t)}$. In Fig. 5(b), we find an order-disorder transition as revealed by $\overline{n(t)}$ at $p_c^E \approx 0.55$. In fact, we find, by considering various values of $p$ and $r$, that the order-disorder transition in our system is controlled by a single parameter $q \equiv pr$, and happens at $q_c \approx 0.55$ (see Fig. 5(c)), confirming our mapping to a classical BAW process in Fig. 3. An interesting question that naturally arises is whether the location of the order-disorder transition in $\overline{n(t)}$ coincides with that of the MIPT.

The computational resources required to simulate the system increase exponentially as one nears the critical point $p_c^{EE}$ of the MIPT from above. Nonetheless, we provide strong evidence that these two transitions happen at different points in our system. As we further lower $p$ such that $p < p_c^E \approx 0.55$, we find that the system remains in the area-law entangled phase despite a finite domain wall density, as is demonstrated by the scaling of $S_A^{(2)}$ with subsystem size in Fig. 6(a). In SM, we provide a heuristic argument based on the correlation length to explain why these two transitions in general should be different. We thus conclude that the critical point for the MIPT $p_c^{EE} < p_c^E$. This is also consistent with the general expectation that the entanglement transition for the individual trajectories must precede that for the quantum channel, if there is one.

Discussion.- The physics discussed in this work remains unchanged if the 3-qubit unitary gates are replaced by $k$-qubit unitary gates ($k > 3$) which leave $[00\ldots0]_k$ and $[11\ldots1]_k$ invariant (up to a $U(1)$ phase) and act as $\frac{k}{k}$ Haar random unitaries within the remaining $(2^k - 2)$-dimensional subspace. When $k = 2$, however, the local unitary gates coincide with those for a $U(1)$-symmetric Haar random circuit. As a result, the particles can only
spread out diffusively rather than ballistically and hence cannot compete with any non-zero rate of particle annihilations induced by feedback. $\overline{m}(t)$ always decays as $t^{-1/2}$ for any $q > 0$; there is no MIPT and individual trajectories are immediately driven to an area-law entangled phase [22]. This is in sharp contrast to $U(1)$-symmetric hybrid circuits without feedback, where an MIPT is present [25].

In this work, we have argued that the two transitions – MIPTs and order-disorder transitions – are generally unrelated. As we increase $r$, the difference between $p^{EE}_c$ and $p^n_c$ becomes smaller but remains finite when $r = 1$. In SM, we consider models in which the essential physics is unchanged, but the difference between these two transitions is more pronounced. This is in contrast to a free fermion system subject to non-unitary dynamics with feedback that was recently studied in Ref. [13]. It remains to be seen if models with interactions can exhibit these transitions at the same point, while a broader understanding of the conditions that can facilitate this coincidence of these transitions is desirable.

We conclude by commenting on the experimental realizability of the order-disorder transition, spurred by the recent implementation of adaptive quantum circuits with high fidelity [14, 15]. Overhead can be drastically reduced by estimating $\overline{m}(t)$ from measurement outcomes obtained over the course of the circuit evolution, instead of preparing the states at different times and then separately performing measurements. Furthermore, we numerically find that this transition is robust to imperfect rotations in the feedback and decoherence, but susceptible to other types of noise [22].

Note added.- Shortly after our paper appeared on the arXiv, we became aware of an independent work where similar results were obtained in a different setup [26].
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I. PARTICLE DENSITY TRANSITION OF THE CLASSICAL BIT-STRING DYNAMICS

Inspired by the quantum dynamics under the hybrid circuit with feedback, we proposed a classical stochastic process that traces the dynamics of the bit strings in the quantum state shown in Fig. 3. Under the 3-site unitary gates, the bit string either stays invariant if there are no domain walls or is mapped to another bit string within the ensemble \{001, 010, 100, 011, 101, 110\} with equal probability. On the other hand, when the measured sites have opposite spins, the Pauli-X operator rotates either spin and kills a pair of domain-walls (a pair of neighboring particles) with probability \(r\). Since the measurement rate is \(p\), this leads to an effective annihilation rate \(q = pr\). Therefore the domain-wall particles either diffuse, branch or annihilate in pairs. This is often referred to as branching-annihilating random walks (BAW) with even offspring,

\[
W \leftrightarrow 3W, \quad W + W \xrightarrow{q} \emptyset. \tag{S1}
\]

BAW models with even offspring usually experience an absorbing phase transition that belongs to parity-conserving (PC) universality class, which is characterized by the additional symmetry that preserves the parity of the number of particles in the system.

In this appendix, through investigating the domain-wall particle density transition of three different circuit setups, i.e., hybrid circuits with one/two/three sets of measurements with probability \(q\) per time step, we will show that our classical bit-string model belongs to PC universality class. We consider two initial conditions which lead to different scaling behaviors in the particle density under the same dynamics: (a) the seeding process beginning with a pair of adjacent domain-wall particles, and (b) the purification process beginning with a randomly occupied state (i.e., a random bit-string)

The numerical results are shown in Fig. S1. We vary the annihilation rate \(q\) and calculate the scaling behavior of the mean domain-wall particle density \(\bar{n}(t) = \overline{N(t)}/L\), where \(N(t)\) is the mean domain-wall particle number and \(L\) is the system size. We find that except for the model with one layer of measurements per time step, the rest of the setups all experience a phase transition while adjusting \(q\). For the purification process beginning with a random bit string state, when \(q < q_c\), the system stays at an active steady state with a finite particle density. When \(q = q_c\), \(\bar{n}(t) \sim t^{-\theta}\) with \(\theta = 0.286\). When \(q > q_c\), the particles perform annihilation-dominated BAW and the particle density decays diffusively, i.e., \(\bar{n}(t) \sim t^{-1/2}\). For the seeding process starting with a pair of adjacent domain-wall particles, despite the finite-size effect, when \(q < q_c\), the system approaches an active state. At \(q = q_c\), \(\bar{n}(t) \sim t^\delta\) with \(\delta = 0\). When \(q > q_c\), \(n(t)\) still decreases diffusively (not shown in the plot). These exponents are universal and agree with the numerical findings of the PC universality class that \(\theta = 0.286\), \(\delta = 0\) for \(q = q_c\), and \(z = 2\) for \(q > q_c\).

The two different initial conditions also help us to pin down the critical point. We do find that for \(L = 300\), the bit-string model with one layer of measurements has a critical point \(q_c = 0.99\). However, this is very close to \(q = 1\) which is probably due to the finite size effect. Hence, we claim that the case with only one set of measurements per time step doesn’t have a phase transition. For models with two and three sets of measurements per time step, the critical points are \(q_c = 0.55\) and \(q_c = 0.37\) respectively, which agree with the corresponding \(q_c\)’s found via direct simulations of the circuit evolution.

In addition, we have performed a detailed finite-size scaling analysis of the domain wall density of the purification process in the vicinity of the critical point. We expect that the domain wall density satisfies the following scaling form:

\[
n(t, q) = t^{-\theta} f\left(t/L^2, |q - q_c|^{1/\nu}\right), \tag{S2}
\]
FIG. S1. We simulate the domain-wall particle density $n(t)$ of the bit-string model with one set of measurements in (a) and (c), two sets of measurements in (b) and (e), and three sets of measurements in (c) and (f). Among them, (a), (b), and (c) are the results of the seeding process starting with a pair of adjacent particles, (d), (e), and (f) are the results of the purification process starting with a random state. All of the data are computed for system size $L = 300$ under open boundary condition (OBC) over a variety of measurement rates $q$, and we plot $n(t)$ vs $t$ on a log-log scale.

FIG. S2. Finite-size data collapse of the domain-wall particle density $n(t)$ of the classical bit-string model with two sets of measurements for different system sizes at (a) $q = 1$, and (b) $q = q_c = 0.55$, respectively. (c) Data collapse using the scaling form Eq. (S2), for $|q - q_c| = 0.01, 0.02, \ldots, 0.05$ at $L = 600$ for $t \in [100, 1200]$. We use periodic boundary condition (PBC) for numerical simulations.

where $z_{PC} = 1.744$ at the critical point $q_c = 0.55$ and $\mu_{PC}^+ = 3.22$ [S1]. As shown in Fig.2(b) and 2(c), we find excellent agreement with the above scaling form using known exponents of the PC universality class. We have also examined the data collapse in the critical phase where $z_{PC} = 2$ for $q > q_c$ in Fig.2(a). This further confirms that our model belongs to the PC universality class.
Finally, we consider replacing the 3-site unitary gates with 2-site unitary gates, which keep the bit strings \{|11\rangle, |00\rangle\} unchanged and map the bit strings with domain walls randomly within the ensemble \{|10\rangle, |01\rangle\}. The $U(1)$ symmetry imposed by the 2-site unitary gates preserves the total spin and the domain-wall particles propagate diffusively, which is too weak to compete with the particle annihilation due to measurements. Therefore, there is no particle density phase transition and we have $n(t) \sim t^{-1/2}$ for any $q > 0$. This is verified by Fig. S3 in which we simulate $n(t)$ of the purification process with two sets of 2-site unitaries interspersed with two sets of measurements per unit time.

II. RESULTS WITH 1 SET OF MEASUREMENTS

In this section, we present results for the set-up where the feedback scheme is implemented with only 1 set of measurements per time step, after all 3 layers of unitary gates have been applied. As in the classical model, the transition in $n$ appears to occur extremely close to $pr = 1$, rendering the observation of the ordered phase unfeasible, owing to finite-size effects. The transition points $r_c$ and $p_n^c$ are estimated as in the main text, by identifying the values of $r$ and $p$ at which $n(t)$ does not change with time, beginning from an initial state with 2 adjacent domain walls in the center of the chain. It is found that when $p = 1$, $r_c \approx 0.99$, and $p_n^c \approx 0.99$ when $r = 1$.

We find that $p_E^{EE} < p_n^c$ in this case as well. The characteristic dependence of the entanglement growth on the initial state is also present here, since the entangling unitary gates act trivially on large parts of the system when considering initial conditions with a vanishing density of domain walls. These results provide compelling evidence that (a) the two transitions are indeed different and (b) The qualitative features of this family of adaptive quantum circuits are largely insensitive to the microscopic details of the circuit. These conclusions strengthen, and are strengthened by, the connection to the classical dynamics.

III. EFFECTS OF IMPERFECT CIRCUITS

We were initially motivated by strategies that could facilitate the realization of the measurement-induced phase transition in present-day NISQ-era quantum devices. In this spirit, we study the effects that noise might have on the different dynamical phenomena we observe. In particular, we consider (i) the effects of imperfect corrective rotations and (ii) the role of decoherence.

FIG. S3. The particle density $n(t)$ vs $t$ plotted on a log-log scale for the purification process under the circuit with two sets of 2-site unitary gates and two sets of measurements with probability $q$ per unit time step. When $q = 0$, $n(t)$ does not decay with time. Once $q > 0$, the particle density decays as $n(t) \sim t^{-1/2}$. All of the data are collected for system size $L = 300$ under OBC.
FIG. S4. Numerically obtained results for the quantum model with 1 set of measurements after 3 layers of unitary gates, for $L = 300$, and results averaged over $2 \times 10^4$ realizations. (a) The domain wall density $n$ at $p = 1$, showing a critical scaling of $n(t) \approx t^{-0.286}$ near $r \approx 1$. The steady state domain wall density appears finite for $r \lesssim 0.5$, but finite size effects prevail for $r \gtrsim 0.7$. (b) The number of domain walls, beginning from an initial state with two adjacent domain walls in the center of the system. The data affords an estimation of $q_c^n \approx 0.99$. (i) $p = 1$ and (ii) $r = 1$. (c) The steady state entanglement scaling for $r = 1, p = 0.8 < p_c^q$. The entanglement satisfies area law scaling and shows a slight dependence on the initial condition. (d) The entanglement dynamics for two different initial states for $r = 1, p = 0.8 < p_c^q$. For $N(t = 0) = 2$, the two domain walls are located close to the center.

A. Imperfect Corrective Rotations

Our set-up involves measuring the operator $Z_i Z_{i+1}$ on neighboring sites, which can result in the outcomes ±1. If the outcome $-1$ is observed, then, with probability $r$, either the qubit at location $i$ or at $i + 1$ is rotated by $\pi$ about the X-axis. We account for imperfections in this process by considering noisy, imperfect rotations of the form
The effects of imperfect rotations on the domain wall density, shown only to have the effect of renormalizing \( r \) as given in Eq. (S8). Simulations are performed on \( L = 300 \) spins, starting with a pair of adjacent domain walls in the center of the chain, and averaged over \( 2 \times 10^3 \) realizations. \( r_c \approx 0.55 \) in the absence of noise. (a) \( r \) is varied, holding \( \epsilon = 0.5 \) fixed. The critical \( r \) shifts downward to \( r_c(\epsilon = 0.55) \approx 0.7 \). (b) With \( r \) fixed at \( r = 0.7 \), a transition between the two dynamical phases is driven by tuning the strength of the noise \( \epsilon \).

\[
R_{\epsilon,i,t} = e^{-i\theta_{\epsilon,i,t}X}
\]

\[
\theta_{\epsilon,i,t} = \frac{\pi}{2} (1 + \epsilon \tilde{x}_{i,t})
\] (S3)

where \( \tilde{x} \) is a random number independently drawn from \([-1, 1]\) at each time \( t \) and site \( i \) when a corrective rotation is to be applied. \( \epsilon \) dictates the strength of the noise. The results are presented in Fig. S5.

The transition still persists even in the presence of noise. We see that the effect of the noise in the rotation angle is to merely renormalize the rate \( r \) at which errors are corrected. The renormalized value can be explicitly obtained by considering the bit-string picture. We fix \( p = 1 \) so that the feedback rate is solely controlled by \( r \). In the absence of any noise (\( \epsilon = 0 \)), upon finding an outcome of \( Z_i Z_{i+1} = -1 \), there are two possible scenarios -

\[
\langle Z_i Z_{i+1} \rangle_{a.m.} = \begin{cases} 
+1, & \text{with probability } r \\
-1, & \text{with probability } 1 - r
\end{cases}
\] (S4)

(a.m. denotes “after measurement”). When \( \epsilon \neq 0 \), it will be helpful to write (with the \( i, t \) labels suppressed) \( R_\epsilon = \cos \theta_\epsilon + iX \sin \theta_\epsilon \). Assuming the correction occurs at site \( i \), Eq. (S4) is modified to give

\[
\langle Z_i Z_{i+1} \rangle_{a.m.} = \begin{cases} 
\langle R_\epsilon^\dagger Z_i R_\epsilon Z_{i+1} \rangle_{a.m.}, & \text{with probability } r \\
-1, & \text{with probability } 1 - r
\end{cases}
\] (S5)

We can further expand \( R_\epsilon^\dagger Z_i R_\epsilon Z_{i+1} \) as

\[
\cos^2(\theta_\epsilon) \langle Z_i Z_{i+1} = -1 \rangle_{a.m.} - \sin^2(\theta_\epsilon) \langle Z_i Z_{i+1} = +1 \rangle_{a.m.}
\]

\[
= \sin^2\left(\frac{\pi \epsilon \tilde{x}}{2}\right) (-1) + \cos^2\left(\frac{\pi \epsilon \tilde{x}}{2}\right) (+1).
\] (S6)

Since the measurements are frequent and we expect \( Z_i Z_{i+1} \) to have a definite value, we can interpret the result of Eq. (S6) as a stochastic process with the update rule

\[
\langle R_\epsilon^\dagger Z_i R_\epsilon Z_{i+1} \rangle_{a.m.} = \begin{cases} 
-1, & \text{with probability } \sin^2\left(\frac{\pi \epsilon \tilde{x}}{2}\right) \\
+1, & \text{with probability } \cos^2\left(\frac{\pi \epsilon \tilde{x}}{2}\right)
\end{cases}
\] (S7)
FIG. S6. The particle density $n(t)$ vs $t$ for the seeding process starting with a pair of particles under bit flip errors with an error rate of 0.01. The circuit contains three sets of measurements with each set followed by a layer of random bit flip errors. There is a finite particle density in this case even at large $q$, which indicates that the absorbing state transition is unstable to bit-flip errors. Numerical simulations are performed for system size $L = 300$ under OBC.

Combining Eqs. (S5) and (S7), we finally have

$$\langle Z_i Z_{i+1}\rangle_{a.m.} = \begin{cases} +1, & \text{with probability } r \cos^2 \left( \frac{\pi \tilde{x}}{2} \right) \\ -1, & \text{with probability } 1 - r + r \sin^2 \left( \frac{\pi \tilde{x}}{2} \right) \end{cases} \quad (S8)$$

By averaging over $\tilde{x}$, we arrive at an expression for the renormalized value of $r$

$$r_{\text{renorm}} = \frac{r}{2} \left( 1 + \frac{\sin(\pi \epsilon)}{\pi \epsilon} \right) \quad (S9)$$

We can use Eq. (S9) to calculate the $r_c$ as a function of $\epsilon$ for the case with 2 layers of measurements. We know from numerical simulations that $r_{c,\text{renorm}} \approx 0.55$ which implies $r_c(\epsilon) \approx \frac{1.1}{1 + \frac{\pi \epsilon}{2}}$. Specifically, for $\epsilon = 0.5$, we find that $r_c \approx 0.68$, which is in agreement with what we find in Fig. S5(a).

B. Effects of Decoherence

Since present-day quantum computing platforms are not perfectly isolated from the environment, there is a natural decay of coherence. One way of modeling this decoherence is to consider the depolarizing channel [S2], which is defined for a density matrix $\rho$ as

$$\mathcal{E}(\rho) = (1 - b)\rho + b \frac{1}{D} \quad (S10)$$

where $D = \text{Tr}\{1\}$ is the dimension of the Hilbert space under consideration, and $0 \leq b \leq 1$ represents an “error rate”. $\rho$ can refer to the density matrix of any part of the system (or the system in its entirety). In our case, we investigate the robustness of the absorbing phase transition to the effects of a depolarizing channel acting randomly on any qubit in the system. This can be implemented directly in the classical model by flipping each bit independently at a fixed rate. As shown in Fig. S6, for the seeding process starting with a pair of particles, even a tiny error rate of 0.01 leads to a finite particle density in the steady state for large $q$. Therefore, the absorbing state transition is unstable to the presence of depolarizing noise.
FIG. S7. The estimated number of domain walls $\widetilde{N}$, as obtained from the sampling procedure detailed in Sec. IV, plotted for different values of (a) the feedback rate $r$, with $p = 0.75$ and (b) the measurement probability $p$, with $r = 1$. The dashed line denotes diffusive decay $\widetilde{N} \sim t^{-0.5}$. In both cases, this estimator reflects the order-disorder transition at the same value of $p \times r = q_c \approx 0.55$, where $\widetilde{N}(t) \sim t^0$ at the critical point, when starting from an initial condition with 2 adjacent domain walls at the center of the chain.

C. Effects of Off-Diagonal Dephasing

The final error we consider is that of the loss of coherence in the off-diagonal elements of the density matrix. Since both the ZZ measurements and the domain wall density $n$ share a basis, and are both diagonal in the computational basis, we do not expect this dephasing to have an impact on the observation of the order-disorder transition.

IV. SAMPLING PROTOCOL

In this section, we elaborate on our proposal for obtaining the averaged domain wall density $\overline{n(t)}$. Recall that the definition of $n$ is

$$n = \sum_{j=1}^{L-1} \left( \frac{1 - Z_j Z_{j+1}}{2} \right).$$

The protocol also involves measuring $Z_j Z_{j+1}$ (and applying feedback at some rate $r$), first for odd and then even $j$ after a layer of random unitaries. In numerical simulations, we were able to directly calculate $\left\langle \frac{1 - Z_j Z_{j+1}}{2} \right\rangle$ without any additional steps. However, in practical experiments, one would have to first prepare a state and then perform several measurements in order to estimate the expectation value of $Z_j Z_{j+1}$, which a priori poses a large overhead. Since our protocol involves measurements of this operator, we can utilize these outcomes to estimate $n$.

For concreteness, we consider the set-up with 2 sets of measurements, one each after the first and second layers of random unitaries, but not the third. At each time step, the outcomes of the last set of measurements are recorded. Let the number of measurements at this time-step be $N_m$, and the measurement outcomes be $\{m_i\}_{i=1}^{N_m}$, with $m_i = \pm 1$. $N_m \leq (L-1)$ and on average, $N_m = p(L-1)$. The quantity $\overline{n}$, defined as

$$\overline{n} \equiv \frac{1}{N_m} \sum_{i=1}^{N_m} \frac{1 - m_i}{2},$$

averaged over trajectories and circuit realizations, provides an accurate sampling of the true domain wall density $\overline{n}$. The reason for this is that at any $p > 0$, an extensive number of measurements are still being made. We can
straightforwardly obtain an estimate for the number of domain walls $N$ as $N = (L - 1) \ast \bar{n}$. As shown in Fig. S7, the number of domain walls obtained from this sampling procedure $N$ captures the order-disorder transition, and agrees well with the true value of $\bar{n}$.

V. HEURISTIC ARGUMENT OF THE DIFFERENCE BETWEEN ENTANGLEMENT TRANSITION AND STEERING TRANSITION

When $r > r_c$, as we tune $p$, the quantum trajectory undergoes two transitions: the entanglement phase transition at $p^{EE}_c$ and the steering (domain wall density) phase transition at $p^n_c$. First, it is easy to show that $p^{EE}_c \leq p^n_c$ in the steady state $|\psi\rangle$. This is because when $p > p^n_c$, $|\psi\rangle$ is spanned by $|00\ldots0\rangle$ and $|11\ldots1\rangle$ and the entanglement entropy $S_A$ for a subsystem $A$ is smaller than $\log 2$.

According to previous studies on the $1 + 1d$ measurement induced entanglement phase transition, we expect that when $p \geq p^{EE}_c$ [S3, S4],

$$S_A = \begin{cases} \log L_A, & L_A < \xi \\ \log \xi, & L_A > \xi \end{cases}$$  \hbox{(S13)}

where $\xi$ is the correlation length for the entanglement measure and diverges at $p = p^{EE}_c$. When $p$ is slightly larger than $p^{EE}_c$, the correlation length is still quite large with $\log \xi > \log 2$. Increasing $p$ will reduce $\xi$ and eventually when $p$ is large enough, we have $\log \xi < \log 2$. This implies that there is a finite separation between $p^{EE}_c$ and $p^n_c$.

The difference between $p^{EE}_c$ and $p^n_c$ is more obvious in higher dimensional systems with spatial dimension $d > 1$. As we vary $p$, the entanglement entropy exhibits three different scaling behaviors. Here we consider a simple case where the subsystem $A$ is $d$-dimensional sphere with radius $L_A$. The leading term of the entanglement entropy satisfies:

$$S_A : \begin{cases} \sim L_A^d, & p < p^{EE}_c \\ \sim L_A^{d-1}, & p^{EE}_c \leq p < p^n_c \\ < \log 2, & p > p^n_c. \end{cases}$$  \hbox{(S14)}

VI. SIMULATION OF THE VOLUME-LAW PHASE

Lastly, we address the technical and conceptual difficulties with obtaining an accurate estimate of $p^{EE}_c$. The challenges are two-fold – (i) The rapidly burgeoning entanglement entropy as we approach the critical point or enter the volume law phase renders MPS methods (which are designed for states with low entanglement) computationally costly, and (ii) our specific family of models are particularly prone to finite-size effects owing to the absorbing nature of the steady state.

The volume-law phase of general (i.e. non Clifford [S5]) non-unitary circuits requires exponential resources and is difficult to simulate on classical computers. The exact diagonalization (ED) technique, commonly used to study the volume law phase, can only deal with small systems with $L \lesssim 30$. The detrimental effects of the resulting finite-size effects are especially germane to our system. In such a small system, if $q = p \times r > 0$, under BAW dynamics, any state with a finite density of domain walls quickly evolves to states with no domain walls $\{|0\ldots0\rangle, |1\ldots1\rangle\}$. The absorbing phase transition is no longer observable, since any initial configuration decays to the absorbing state. Consequently, since $p^{EE}_c < p^n_c$, the entanglement phase transition cannot be observed either in a small system with finite $r$. As shown in Fig. S8, the entanglement entropy calculated using ED for system size $L = 18$ with an initial product state polarized in the $+x$ direction shows a strong finite size effect and decays to a finite constant quickly for all $p > 0, r = 1$. This rapid decay obviates the usage of both the volume law scaling of the steady-state entanglement entropy $S(A^n)(t \to \infty) \sim |A|$ and its linear growth at early times $S(A^n)(t) \sim t$ as diagnostics for the volume law phase.

However, in a large system, we can observe an absorbing phase transition. In such a system, we can use the ineffectiveness of MPS methods in simulating states with large entanglement to obtain an upper bound on $p^{EE}_c$ (i.e. when the infamous “exponential wall” has been encountered and the bond dimension grows too large to store the state on a classical computer). For the model with two sets of measurements, we find that the upper bound for $p^{EE}_c$ is $0.45$.

[S1] D. Zhong and D. ben Avraham, Universality class of two-offspring branching annihilating random walks, Physics Letters A 209, 333 (1995).
FIG. S8. The entanglement entropy $S_A^{(2)}(t)$ vs $t$ plotted on a log-log scale using the exact diagonalization of the quantum trajectory under the circuit with two sets of measurements per unit time step over a variety of measurement rate $p$. All of the data are collected for system size $L = 18$ and feedback rate $r = 1$ under PBC.

[S2] M. M. Wilde, Quantum Information Theory, 2nd ed. (Cambridge University Press, 2017).
[S3] B. Skinner, J. Ruhman, and A. Nahum, Measurement-induced phase transitions in the dynamics of entanglement, Phys. Rev. X 9, 031009 (2019).
[S4] Y. Li, X. Chen, and M. P. A. Fisher, Measurement-driven entanglement transition in hybrid quantum circuits, Phys. Rev. B 100, 134306 (2019).
[S5] S. Aaronson and D. Gottesman, Improved simulation of stabilizer circuits, Phys. Rev. A 70, 052328 (2004).