Analytic quasi-steady evolution of a marginally unstable wave in the presence of drag and scattering
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The 1D bump-on-tail problem is studied in order to determine the influence of drag on quasi-steady solutions near marginal stability ($1 - \gamma_i/\gamma_e \ll 1$) when effective collisions are much larger than the instability growth rate ($\nu \gg \gamma$). In this common tokamak regime, it is rigorously shown that the paradigmatic Berk-Breizman cubic equation for the nonlinear mode evolution reduces to a much simpler differential equation, dubbed the time-local cubic equation, which can be solved directly. It is found that in addition to increasing the saturation amplitude, drag introduces a shift in the apparent oscillation frequency by modulating the saturated wave envelope. Excellent agreement is found between the analytic solution for the mode evolution and both the numerically integrated Berk-Breizman cubic equation and fully nonlinear 1D Vlasov simulations. Experimentally isolating the contribution of drag to the saturated mode amplitude for verification purposes is explored but complicated by the reality that the amount of drag can not be varied independently of other key parameters in realistic scenarios. While the effect of drag is modest when the ratio of drag to scattering $\alpha/\nu$ is very small, it can become substantial when $\alpha/\nu \gtrsim 0.5$, suggesting that drag should be accounted for in quantitative models of fast-ion-driven instabilities in fusion plasmas.

I. INTRODUCTION

Wave-particle interactions are responsible for a diverse array of phenomena in plasmas. In fusion experiments, energetic particles can drive MHD modes unstable, which in turn can transport those energetic particles, jeopardizing fusion performance and presenting a hazard to the plasma-facing components.\textsuperscript{1–5} While the linear theory of these instabilities is now well developed, fundamental features of the nonlinear dynamics of such systems are still not known. Understanding their nonlinear evolution is required to interpret experimental observations, which almost exclusively occur in the nonlinear regime, as well as build intuition to guide the development of predictive models of fast ion transport in fusion devices, which is an outstanding need for upcoming burning plasma experiments. A hallmark of nonlinear systems is that even simple systems can contain rich dynamics. Hence, studying basic models can provide insight into the more complex systems which exist in laboratory or naturally occurring plasmas.

In this work, we seek to understand how drag (also known as dynamical friction) influences the nonlinear evolution of an isolated eigenmode driven unstable by fast ions in the quasi-steady regime. The non-resonant effect of drag on an energetic beam injected into a plasma leads to the formation of a slowing down distribution,\textsuperscript{6} while diffusive scattering results in pitch angle broadening.\textsuperscript{7} It is now recognized that the competition between convective drag and diffusive scattering collisions within wave-particle resonances plays a key role in determining whether an instability will exhibit quasi-steady behavior (\textit{i.e.} oscillate at a fixed frequency with a roughly constant amplitude) or one of a variety of non-steady/dynamical phenomena (such as frequency chirping, bursting, chaos, etc.).\textsuperscript{8–15} However, the effects of drag on the more ubiquitous, quasi-steady solutions has not been studied as extensively, despite the fact that drag is a component of the widely used Fokker-Planck collision operator for fast ions.\textsuperscript{16–18}

The bump-on-tail problem is a common starting point for deriving nonlinear saturation levels.\textsuperscript{19–23} It describes a resonant interaction between a plasma wave and an energetic minority species with free energy available to drive the wave unstable due to a gradient in its inverted distribution function. Near marginal stability, the mode evolution obeys the Berk-Breizman cubic (BBC) equation, which is a nonlinear, time-delayed integro-differential equation.\textsuperscript{24–28} Overviews of the Berk-Breizman theory of weakly-nonlinear instabilities can be found in Ref. 29 and Ref. 30, with the latter adopting a pedagogical approach. There does not exist an analogous nonlinear equation prescribing the general evolution of the mode amplitude far from marginal stability (strongly-nonlinear regime) which is decoupled from the simultaneous evolution of the particle distribution. It was recently shown that for either diffusive or Krook (creation/annihilation) collisions that are sufficiently large (relative to the growth rate) within a narrow resonance, the BBC equation admits an explicit solution for the evolution of the mode.\textsuperscript{31} The present work builds upon this insight, fortifying its mathematical foundations and also generalizing the solution to include the effect of drag.

Hence, a new analytic solution to the 1D electrostatic bump-on-tail problem is presented in this paper which takes into account both the effect of drag and scattering. This quasi-steady solution is derived from a new nonlinear evolution equation, dubbed the time-local cu-
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bic (TLC) equation, which is applicable when the mode is sufficiently close to marginal stability and the effective rate of collisions within the resonance are sufficiently large. Both of these conditions are routinely satisfied in fusion plasmas. Not only does this solution reproduce the previously known destabilizing effect of drag on the saturation level but importantly it describes the entire evolution of the mode from linear growth through nonlinear saturation. This is similar to the solution that was recently derived for the case of scattering only, though drag introduces both quantitative corrections and qualitative new features. In particular, finite drag acts to evolve the phase of the complex mode amplitude (whereas only its magnitude is evolved without drag), introducing an apparent frequency shift in the overall fluctuations. The quantitative effect of drag on the mode evolution is limited until drag becomes at least half as large as the rate of effective scattering, at which point the saturation amplitude and frequency shift become very sensitive to the ratio of drag to scattering. It is worth mentioning that the evolution of the mode discussed in this paper is only one half of the story – the other half is the evolution of the resonant particle distribution. In Ref. similar methods are used to demonstrate that the distribution function satisfies a quasilinear diffusion-advective equation with shifted resonance lines due to drag.

Special attention is given in the present work to establishing the validity of the time-local approach in order to determine when it applies as a function of the rates of scattering and drag collisions, wave damping, and wave drive. The resulting constraints indicate when the simplified formulas can be reliably used to gain understanding of nonlinear phenomena, especially with regards to experimental interpretation, versus when it becomes necessary to resort to more expensive and mathematically opaque first principles simulations. Comparison with numerically integrated solutions of the BBC equation confirms that they converge to the analytic TLC solution in the anticipated regime. A transition from irregular behavior in numerical BBC solutions to the smooth, quasi-steady solutions is observed as the input parameters are varied across the threshold for validity of the TLC equation. The analytic TLC solution is also compared to fully nonlinear 1D Vlasov simulations, finding similar methods are used to demonstrate that the distribution function satisfies a quasilinear diffusion-advective equation with shifted resonance lines due to drag.

The starting point for this work is the well-studied 1D electrostatic bump-on-tail problem, using a collision operator that includes both diffusive scattering and convective drag. In this section, we will show that the nonlinear evolution of the complex mode amplitude obeys a much simpler ordinary differential equation when the effective scattering rate is much larger than both 1) the net growth rate of the mode ($\nu \gg \gamma$) and 2) the unperturbed (collisionless) phase space bounce frequency of deeply trapped resonant particles ($\nu^2 \gg |\omega_r|^2$). These conditions will be more precisely quantified in Sec. II E, with a detailed derivation given in Appendix A. The kinetic equation for this bump-on-tail problem is the following Vlasov system

$$\frac{\partial F}{\partial t} + v \frac{\partial F}{\partial x} + \frac{q_i E(x, t)}{m_i} \frac{\partial F}{\partial v} = \nu^3 \frac{\partial^2 F}{k^2 \partial v^2} + \alpha^2 \frac{\partial F}{\partial v}$$ (1)

Here, $F(x, v, t)$ is the distribution function for a minority population of high energy ions with mass $m_i$ and charge $q_i$. The distribution is decomposed into its equilibrium and fluctuating parts: $F(x, v, t) = F_0(v) + \delta F(x, v, t)$. We will assume that $F_0(v)$ has a region with $\partial F_0/\partial v > 0$, capable of driving a mode unstable via inverse Landau damping. The electric field perturbation is assumed to be a monochromatic wave $E(x, t) = \text{Re} \left[ \hat{E}(t)e^{i(kx - \omega t)} \right]$ where $\hat{E}(t)$ is the complex mode amplitude which we want to determine as a function of time. It is assumed that the linear frequency $\omega$ and wavenumber $k$ of the mode are chosen such that the resonant phase velocity $v_{res} = \omega/k$ lies within the high energy bump in the distribution. Moreover, only a narrow range of velocities near $v_{res}$ is analyzed, such that the slope of $F_0$ is approximately constant in this region and proportional to the linear fast ion drive at $t = 0$: $\gamma \ell = 2\pi (q_i^2 \omega / m_i k^2) F_0(v)|_{v = v_{res}}$. The mode’s damping rate due to all interactions with the thermal plasma is given by a constant $\gamma_\ell$.

The collision operator on the right-hand-side of Eq. 1 contains both diffusive scattering with frequency $\nu$ and convective drag (also referred to as dynamical friction) with frequency $\alpha$. The specific form follows from the
It is important to note that the collisional coefficients $\nu$ and $\alpha$ appearing in Eq. 1 are the effective rates of scattering and drag collisions within a narrow resonance in phase space. Hence they are enhanced relative to the familiar 90° pitch angle scattering rate $\nu_\perp$ and inverse slowing down time $\tau_s^{-1}$, respectively.

The effective collision frequencies within the resonance scale as $\nu \sim \nu_\perp \omega^2/(k\Delta \nu)^2$ and $\alpha \sim \tau_s^{-1} \omega/(k\Delta \nu)$, where $k\Delta \nu \sim \nu, \alpha$ is the characteristic collisional broadening of the resonance. In other words, the effective collision frequencies scale as $\nu \sim (\nu_\perp \omega^2)^{1/3}$ and $\alpha \sim (\omega/\tau_s)^{1/2}$. This enhancement occurs because the resonant particle dynamics are sensitive to the timescale of collisional scattering across the narrow resonant region, which is much faster than the typical scattering rate across phase space in general.\(^{39-42}\) Since $\nu_\perp \sim n_e/\varepsilon_{\text{EP}}^{3/2}$ and $\tau_s \sim T_e^{3/2}/n_e$, the heuristic scaling of the ratio of drag to scattering is given by

$$\frac{\alpha}{\nu} \sim \frac{1}{\tau_s^{-1/2} \nu_\perp^{1/3} \omega^{1/6}} \sim \frac{\varepsilon_{\text{EP}}^{1/2} n_e}{T_e^{3/4} \omega^{1/6}} \quad (2)$$

Here, $n_e$ and $T_e$ are the electron density and temperature while $\varepsilon_{\text{EP}}$ is the energy of resonant particles. Moreover, microturbulence can further increase $\nu$ and affect the ratio of drag to scattering.\(^{11-13,43}\) More detailed expressions for $\nu$ and $\alpha$ for passing particles in a tokamak have previously been derived,\(^{39,12,28}\) but the heuristic expression in Eq. 2 is sufficient for the qualitative analysis of this paper, and some of its experimental implications will be explored in Sec. V.

With suitable initial and boundary conditions, the partial differential equation in Eq. 1 can be combined with a power balance equation (describing the energy transfer to the fast and background plasma) in order to determine the full evolution of the electric field perturbation $\mathcal{E}(t)$ and particle distribution $\delta F(x, v, t)$. However, these quantities are nonlinearly coupled together and no general solution exists for this system. Fortunately, conditions have been found which decouple these two quantities of interest, allowing for further analytic progress to be made.

In the absence of collisions, resonantly trapped particles follow elliptic orbits in phase space due to the electrostatic wave potential. This periodic motion occurs with a bounce frequency defined by the magnitude of $\omega_b^2(t) = q_i k \mathcal{E}(t)/m_i$. When $\nu^2 \gg |\omega_b^2|$, many collisions occur within a single orbit period, destroying the orbital trajectories and replacing them with highly disorganized particle motion within the resonant island. In this regime, $\delta F$ can be Fourier expanded in successive powers of $|\omega_b^2|/\nu^2 \ll 1$, enabling analytic progress. The loss of phase correlations within the island due to frequent collisions makes it possible to decouple $\mathcal{E}(t)$ from $\delta F$ so that the mode evolution can be studied directly. This expansion was first made in Ref. 24 in the case of a Krook collision operator, yielding the first iteration of the paradigmatic Berk-Breizman cubic (BBC) equation for the nonlinear evolution of the amplitude of marginally unstable waves. In that work, it was also demonstrated that the mode saturates at a level $\omega_b = 8^{1/4} (1 - \gamma_d/\gamma_L)^{1/2} \nu K$ such that the ordering $|\omega_b^2| \ll \nu^2$ was guaranteed to be satisfied over the entire evolution, so long as the system was sufficiently close to marginal stability. Later this procedure was generalized to electromagnetic fluctuations in tokamak geometry\(^{25-27}\) and also extended to include diffusive scattering and drag. In our case of interest for scattering and drag, the leading order expansion of Eq. 1 in $|\omega_b^2|/\nu^2 \ll 1$ yields the following BBC equation:\(^{28}\)

$$\frac{dA(\tau)}{d\tau} = A(\tau) - \frac{1}{2} \int \tau/2 dz z^2 A(\tau - z) \int 0^{\tau/2} d\tau' z^2 A(\tau - z') A^*(\tau - 2z - x)$$

For convenience, new dimensionless variables have been introduced which will be used for the rest of the analysis. The complex mode amplitude is normalized such that $A(\tau) \equiv (|\omega_b^2|/\gamma^2)/\sqrt{1 - \gamma_d/\gamma_L}$. All time scales are normalized to the net growth rate of the mode at $t = 0$, $\gamma = \gamma_L - \gamma_d$, such that $\tau \equiv \tau g$, $\nu = \nu/\gamma$, and $\hat{\alpha} = \alpha/\gamma$.

The BBC equation contains rich nonlinear phenomena, and has previously been applied to interpret a variety of experimental phenomena including oscillations near the saturation level,\(^{44}\) pitchfork splitting,\(^{45}\) chaotic mode evolution,\(^{46}\) and the emergence of frequency chirping.\(^{11}\) The character of its solutions depend on the specific collisional rates $\nu$ and $\alpha$. In particular, it contains both asymptotically steady state and dynamical (non-steady) solutions in the long time limit. While the collisional coefficients $\nu$ and $\alpha$ are treated as constants in this work for simplicity, in actuality they depend on phase space, so an integration over 6D phase space should be added to Eq. 3, as done in Ref. 11. Although the role of drag and scattering in determining the character of nonlinear behavior has been previously studied at some length, the modification of the quasi-steady solutions by drag has not been previously investigated in depth. Hence we focus on the regime of quasi-steady solutions, which occurs for $\alpha/\nu < 0.96$ and $\nu > \nu_{\text{crit}} \approx 2.05$. A diagram of the boundaries between different types of dynamical behavior in the $(\hat{\alpha}, \nu)$ parameter space is shown in Fig. 1 of Ref. 28.

Due to the enhanced effective scattering rates discussed earlier, the resonant particle dynamics can be strongly influenced by collisions, even in plasma conditions where the thermal particles are in a weakly collisional regime. Hence we seek a solution to Eq. 3 when drag is subdominant to scattering and the effective scattering rate is much larger than the growth rate of the mode, i.e. $\nu \gg 1$. This is similar to the case studied in Ref. 31, except generalized to include the effect of drag.
This regime is common in tokamak plasmas, where previously examined DIII-D and NSTX discharges were often in the range of $\hat{\nu} \gtrsim 10$ and $\alpha < \nu$.\textsuperscript{11}

When $\hat{\nu} \gg 1$, the magnitude of the integrand of Eq. 3 is only nontrivial near $x = 0$ and $z \approx 1/\hat{\nu} \ll 1$. Then the time-delayed mode amplitudes which appear, $A(\tau - z), A(\tau - x), A(\tau - 2z - x)$, can each be approximated with argument $\tau$ only, allowing these terms to be pulled out of the integral. In other words, the form of the integral’s kernel makes it so that only a small range of arguments for $A$ between $\tau$ and approximately $\tau - 3/\hat{\nu}$ contribute to the integral. Within this range, we are assuming that the complex mode amplitude $A$ does not change much, such that it can be treated as a constant with respect to the integration variables. A rigorous justification of this approximation is given in Appendix A, and its consequences on the range of parameters $(\hat{\nu}, \alpha, \gamma_d/\gamma_L)$ where it can be applied is discussed in Sec. IIE. Normalizing the integration variables by $\hat{\nu}$ transforms the integration limits to be $\hat{\nu} \tau/2$ and $\hat{\nu} \tau - 2\hat{\nu} x$, both of which can be taken to infinity in the limit of large $\hat{\nu}$ which we are examining. This allows the inner integral of Eq. 3 to be performed exactly, leaving only the outer integral, which does not have a known solution. Hence, when $\hat{\nu}$ is sufficiently large, one arrives at the much simpler time-local cubic (TLC) equation

$$\frac{dA(\tau)}{d\tau} = A(\tau) - b(\hat{\alpha}, \hat{\nu})A(\tau)|A(\tau)|^2 \quad \text{where} \quad (4)$$

$$b(\hat{\alpha}, \hat{\nu}) = \frac{1}{2\nu^2} \int_0^{\infty} \frac{e^{-2\nu^2/3 + i\nu^2 u^2 / \nu^2}}{1 - i\hat{\alpha}^2 / (\hat{\nu}^2 u^2)} du \quad \text{ (5)}$$

Hence we have shown that to leading order in $|\omega_n^2| \ll \nu^2$ and $\gamma \ll \nu$, the complex mode amplitude obeys a nonlinear ODE which is much simpler than both the original PDE Vlasov system in Eq. 1 and the time-delayed integro-differential BBC equation in Eq. 3. Moreover, we note that Eq. 4 is in the form of a Stuart-Landau equation,\textsuperscript{47,48} which appears in many contexts within nonlinear theory. All of the collisional physics is contained within the constant $b(\hat{\alpha}, \hat{\nu})$, which approximate expressions will be derived for in Sec. IIE.

It is worthwhile to briefly summarize what brought us to this point. The assumption of $|\omega_n^2| \ll \nu^2$ was used to derive the BBC equation (Eq. 3) from the Vlasov equation (Eq. 1) and a power balance condition, yielding a time-delayed integro-differential equation for the evolution of the complex mode amplitude that is decoupled from the particle distribution $\delta F$. This first assumption destroys phase correlations within the resonant phase space island, but the evolution of the mode amplitude within the BBC equation still depends on the time history of the system. The additional assumption of $\gamma \ll \nu$ reduced the BBC equation to the TLC equation (Eq. 4), which is an ordinary differential equation where the system’s evolution only depends on its current state. In other words, this second assumption also destroys correlations time between the growth of the mode.

Whereas diffusive scattering is an irreversible process that destroys information, the drag component of the collision operator convects phase space structures coherently, tending to maintain the influence of the history on the future dynamics. Hence $\alpha/\nu$ is a key parameter in determining the validity of this approach. As will be discussed (and quantified) in Sec. IIE, larger $\alpha/\nu$ requires larger $\hat{\nu}$ in order for the time-local cubic equation to remain valid.

B. Solution of the time-local cubic equation: time evolution of the complex mode amplitude

The TLC equation can be solved exactly, yielding an explicit analytic solution for the evolution of the complex mode amplitude. Analysis of the solution will demonstrate two important features: 1) the mode saturates at a larger amplitude when the ratio of drag to scattering ($\alpha/\nu$) is increased, and 2) drag shifts the apparent frequency of oscillations by modulating the wave packet. To solve Eq. 4, decompose the complex mode amplitude into its time-varying magnitude and phase: $A(\tau) = |A(\tau)| e^{i\phi(\tau)}$ and also write the collisional integral $b$ explicitly in terms of its real and imaginary parts: $b(\hat{\alpha}, \hat{\nu}) = \text{Re} \{b\} + i\text{Im} \{b\}$. Then the real part of Eq. 4 is

$$|A(\tau)|^\prime = |A(\tau)| - \text{Re} \{b\} |A(\tau)|^3 \quad \text{ (6)}$$

This equation has the same form as Eq. 2 of Ref. 31 (with $b \to \text{Re} \{b\}$), so it has the same solution:

$$|A(\tau)| = \sqrt{|A_0| e^\tau \sqrt{1 - \text{Re} \{b\} |A_0|^2 (1 - e^{2\tau})}} \quad \text{ (7)}$$

Above, $A_0 \equiv A(0)$ is the initial amplitude, and $|A_0|$ is its magnitude. Hence the saturation amplitude is

$$A_{\text{sat}} \equiv \lim_{\tau \to \infty} |A(\tau)| = \frac{1}{\sqrt{\text{Re} \{b\}}} \quad \text{ (8)}$$

Since $A_{\text{sat}}$ is real by definition, this expression only makes sense when $\text{Re} \{b\} > 0$. From numerical evaluation of Eq. 5, this condition exactly corresponds to $\alpha/\nu > 0.96$, which was the condition previously derived for the existence of steady state solutions.\textsuperscript{28} This expression for $A_{\text{sat}}$ first appeared in Lilley’s PhD thesis\textsuperscript{32} but the time-dependent solution was not previously derived.

The phase evolution can also be determined, as taking the imaginary part of Eq. 4 yields

$$\phi'(\tau) = -\text{Im} \{b\} |A(\tau)|^2 \quad \text{ (9)}$$

Two important observations can be made here. First, the phase of the wave packet is constant unless $\text{Im} \{b\}$ is
nonzero, which is the case if and only if the drag coefficient $\alpha$ is nonzero. Second, the phase will not evolve quickly until the wave approaches saturation since $\phi'$ is proportional to the square wave amplitude, which is small in the linear growth phase. Eq. 9 can be integrated using Eq. 7 to give

$$\phi(\tau) = \phi_0 - \frac{\text{Im}[b]}{2\text{Re}[b]} \log \left[ 1 - \text{Re}[b] |A_0|^2 (1 - e^{2\tau}) \right]$$  \hspace{1cm} (10)

Above, $\phi_0 \equiv \phi(0)$ is the initial phase. At long times, the phase grows linearly in time, representing rotation at a constant rate in the complex plane:

$$\frac{\delta \omega_{\text{sat}}}{\gamma} \equiv - \lim_{\tau \to \infty} \phi'(\tau) = \frac{\text{Im}[b]}{\text{Re}[b]}$$  \hspace{1cm} (11)

Put together, the solution of Eq. 3 in the large scattering ($\nu \gg 1$) limit is given by

$$A(\tau) = A_0 \exp \left\{ \tau - \frac{\text{Im}[b]}{2\text{Re}[b]} \log \left[ 1 - \text{Re}[b] |A_0|^2 (1 - e^{2\tau}) \right] \right\} \sqrt{1 - \text{Re}[b] |A_0|^2 (1 - e^{2\tau})}$$  \hspace{1cm} (12)

The long time asymptotic behavior of the wave packet corresponds to regular oscillations at a fixed amplitude.

$$\lim_{\tau \to \infty} A(\tau) = A_{\text{sat}} e^{-i\delta \omega_{\text{sat}} \tau / \gamma} = e^{-i(\text{Im}[b]/\text{Re}[b]) \tau / \sqrt{\text{Re}[b]}}$$  \hspace{1cm} (13)

One can easily verify that Eq. 13 is a solution to the BBC equation in the limit of $\tau \to \infty$.

The analytic evolution of the real part of the mode amplitude $A$ is shown in Fig. 1 for $\alpha/\nu = 0, 0.4, 0.8$. The dashed curves correspond to the magnitude $|A|$. In each case, there is an initial linear phase of exponential growth where the nonlinearities are insignificant, and the mode amplitude essentially obeys the simple relation $dA/d\tau = A$. As the mode enters the nonlinear phase, the cubic term becomes relevant, leading to saturation of $|A|$. In the absence of drag, $A$ does not oscillate since $\text{Im}[b] = 0$. The $\alpha/\nu = 0.4$ curve demonstrates that adding drag both introduces oscillations and increases the saturation level relative to the scattering only case. Both the saturation level and frequency of oscillations in $A$ increase substantially when $\alpha/\nu$ is increased to 0.8. The saturation level is more than double the scattering only case and nearly double the case of $\alpha/\nu = 0.4$. This is an important conclusion—the effect of drag becomes much more pronounced as the ratio of drag to scattering approaches the steady/non-steady solution boundary at $\alpha/\nu = 0.96$. The dependence of the saturation level and frequency shift on $\alpha/\nu$ will be quantified in Sec. II D. Some additional interesting properties of the analytic TLC solution are given in Appendix B.

C. Interpretation of the frequency shift due to drag

The interpretation of the derived frequency shift is somewhat subtle, so it is worth elaborating on its meaning and implications. The oscillations at $\delta \omega_{\text{sat}}$ are of the wave packet itself, which are different (and typically much slower) than the oscillations at the linear wave frequency $\omega$. However, the modulation of the wave packet does not result in beating between $\delta \omega_{\text{sat}}$ and $\omega$, but rather a finite shift in the apparent nonlinear oscillation frequency. To see this, recall how the total wave field is connected to the quantities we have just solved for.

$$E(x, t) = \hat{E}(t) e^{i(kx - \omega t)} \propto \hat{A}(\tau) e^{i\phi(\tau)} e^{i(kx - \omega t)} \lim_{\tau \to \infty} A_{\text{sat}} e^{i(kx - (\omega + \delta \omega_{\text{sat}}) t)}.$$  \hspace{1cm} (12)

This frequency shift is the direct result of including drag in the kinetic equation, as without it, $A(\tau)$ would be purely real (equivalently, Im $[b] = 0$ when $\alpha = 0$, so $\delta \omega_{\text{sat}} = 0$ as well). As mentioned earlier, larger values of $\alpha/\nu$ induce a larger frequency shift.

The frequency shift is a nonlinear effect—it is not present until the mode nears saturation. The transition from the linear frequency to the nonlinear one (including the shift) can be visualized in a spectrogram of the total fluctuation: $\text{Re}[E(x, t)]$. In the top of Fig. 2, a sliding Fourier transform of the fluctuation is shown from a 1D Vlasov simulation using the BOT code. The bottom panel shows the evolution of the magnitude of the mode amplitude $|A|$. Further quantitative comparisons with this code will be presented in Sec. IV. For the simulation shown in Fig. 2, $\nu = 10$, $\alpha = 8$, and $\gamma_{d}/\gamma_{L} = 0.9$ were used as input parameters. The eigenmode was set to have a linear oscillation frequency of $f = 10\gamma_{L}$, shown by the green dashed line. Early in the simulation, e.g., during the linear growth phase, the spectrogram is peaked around this frequency. As the mode enters the nonlinear phase, the peak in the spectrogram shifts upwards before reaching a new oscillation frequency, which it maintains for the rest of the simulation. The difference between the
The frequency shift does not appear to be large relative to the mode frequency. The simulation was run with \( \alpha/\nu = 0.8 \) in order to show a relatively large frequency shift that would not be obscured by the resolution of the spectrogram. Smaller values of \( \alpha/\nu \) would have even smaller shifts, and \( \alpha/\nu \) can not be increased above 0.96 without changing the nature of the solution from a steady state to a non-steady/dynamical one. Even so, the difference between the linear and nonlinearly-shifted frequencies is very small – about 0.5%. Partially this is because \( f = 10\gamma_L \) was chosen arbitrarily, which the frequency shift does not depend on. A more meaningful measure is how the frequency shift relates to the growth rate. As derived, the frequency shift for \( \alpha/\nu = 0.8 \) is approximately \( 2\gamma \) (see Fig. 3b in the next section). Meanwhile, \( \gamma \ll \omega \) is usually satisfied for weakly driven modes, implying that \( \delta\omega_{\text{sat}} \ll \omega \) is likely as well, unless \( \alpha/\nu \) is very close to 0.96, where the frequency shift becomes very large. Hence this frequency shift probably does not have to be considered when interpreting experimental spectrograms under ordinary conditions.

Even if the size of the shift is not substantial, the fact that the frequency changes as the mode evolves has implications for the resonant wave-particle interaction. As derived in Ref. 33, drag also modifies the resonance condition by shifting the velocity where the strongest wave-particle interaction takes place. Hence, the resonant velocity is given by

\[
\omega(t) - kv_{\text{res}}(t) = \Delta\Omega \approx \frac{\Gamma[4/3]a^2}{2\nu} \tag{14}
\]

However, since the frequency changes due to drag as the mode evolves, the velocity of the most strongly interacting particles must also change in order to continuously satisfy the resonance condition. In other words, the nonlinear frequency shift \( \delta\omega_{\text{sat}} \) induces a corresponding shift \( \delta v_{\text{res}} \) in the region of velocity space where the resonant wave-particle interaction is strongest. Initially in the linear stage of the instability, there is a resonant velocity \( v_{\text{res},L} \) satisfying

\[
\omega_L - kv_{\text{res},L} = \Delta\Omega \tag{15}
\]

Then in the nonlinear phase once the frequency has shifted, the resonant velocity also shifts to \( v_{\text{res},NL} = v_{\text{res},L} + \delta v_{\text{res}} \) where \( \delta v_{\text{res}} = \delta\omega_{\text{sat}}/k \) such that the resonance condition remains satisfied as the mode grows.

\[
\omega_L + \delta\omega_{\text{sat}} - k(v_{\text{res},L} + \delta v_{\text{res}}) = \Delta\Omega \tag{16}
\]

In practice \( \delta v_{\text{res}} \) is small since \( \delta\omega_{\text{sat}} \) is small. Moreover, the resonance condition only describes the velocity of strongest wave-particle interaction – it does not need to be satisfied exactly in order for a net energy change to occur except in the absence of collisions (and also neglecting finite amplitude effects). In reality, the resonance is broadened by collisions such that particles with velocities in the range \( \Delta\Omega - \nu \lesssim \omega - kv \lesssim \Delta\Omega + \nu \) can efficiently interact with the wave. Hence the nonlinear modification of the resonance due to drag is more of fundamental than practical interest.

### D. Dependence of the saturation amplitude and frequency shift on drag and scattering

To this point, we have derived an analytic expression for \( A(\tau) \) and also its long time asymptotic behavior. These solutions (in Eq. 12 and Eq. 13) depend on the real and imaginary parts of the integral function \( b(\tilde{\alpha}, \tilde{\nu}) \) defined in Eq. 5. In order to understand the dependence of the saturation amplitude and nonlinear frequency shift on the ratio of drag to scattering, we must calculate \( \text{Re} \{b\} \) and \( \text{Im} \{b\} \). The real and imaginary parts of \( b \) can be rewritten from Eq. 5 as

\[
\text{Re} \{b\} = \frac{1}{2\nu^4} \int_0^\infty \frac{e^{-2a^3/s}}{1 + a^4/(\nu^4 u^2)} \left[ \cos \left( \frac{a^2 u^2}{\nu^2} \right) - \frac{a^2}{\nu^2 u^2} \sin \left( \frac{a^2 u^2}{\nu^2} \right) \right] du \tag{17}
\]
\[
\text{Im}[b] = \frac{1}{2\nu^4} \int_0^\infty \frac{e^{-2u^3/3}}{1 + \alpha^4/(\nu^4u^2)} \sin \left( \frac{\alpha^2u^2}{\nu^2} + \frac{\alpha^2}{\nu^2} \cos \left( \frac{\alpha^2u^2}{\nu^2} \right) \right) \, du \tag{18}
\]

The above integrals are not known in terms of elementary or special functions, so in general they must be evaluated numerically. However, approximate analytic expressions can also be derived in the limit of \( \alpha \ll \nu \), which is a typical (although not universal) condition satisfied in modern tokamaks. Due to the decaying cubic exponential, the integrands become vanishingly small for \( u > 2 \). Hence, \( \alpha \ll \nu \) justifies \( \alpha^2u^2/\nu^2 \ll 1 \) expansions of the trigonometric functions as well. To lowest order in \( \alpha/\nu \), the following is found:

\[
\text{Re}[b] \approx \frac{1}{2\nu^4} \int_0^\infty \frac{e^{-2u^3/3}}{1 + \alpha^4/(\nu^4u^2)} \, du \tag{19}
\]

\[
\text{Im}[b] \approx \frac{1}{2\nu^4} \int_0^\infty \frac{e^{-2u^3/3}}{1 + \alpha^4/(\nu^4u^2)} \, du \tag{20}
\]

After approximating the integrands to lowest order in the small parameter \( \alpha^2u^2/\nu^2 \ll 1 \), the integration is performed exactly using the very general Meijer \( G \)-function, which is represented in Mathematica as

\[
G_{\alpha,\beta}^{\gamma,\delta}(z) \equiv \text{MeijerG} \left\{ \left\{ a_1, \ldots, a_n, a_{n+1}, \ldots, a_p \right\}, \left\{ b_1, \ldots, b_m, b_{m+1}, \ldots, b_q \right\}, z \right\} \tag{23}
\]

The expressions contained in Eq. 20 and Eq. 22 provide no more insight than Eq. 17 and Eq. 18. However, they are useful in that their series expansion can be computed analytically in order to develop more transparent approximations. Thus when drag is much smaller than scattering \( \alpha \ll \nu \), we find

\[
\text{Re}[b] \approx \frac{1}{2\nu^4} \left[ \frac{1}{3} \Gamma(1/3)(3/2)^{1/3} - \frac{\pi \alpha^2}{2\nu^2} \right] + \mathcal{O}\left( \frac{\alpha^4}{\nu^4} \right) \tag{24}
\]

\[
\text{Im}[b] \approx \frac{1}{6\nu^4} \left[ \frac{3}{2} - \gamma_E + \log \frac{3}{2} - 6 \log \frac{\alpha}{\nu} \right] \frac{\alpha^2}{\nu^2} + \mathcal{O}\left( \frac{\alpha^6}{\nu^6} \right) \tag{25}
\]

Above, \( \gamma_E \) is the Euler-Mascheroni constant, defined as \( \gamma_E = \lim_{n \to \infty} \left( \log n + \sum_{k=1}^{\infty} \frac{1}{k} \right) \approx 0.577 \). The leading order approximation for \( \text{Im}[b] \) is accurate to within 9\% for all \( 0 < \alpha/\nu < 1 \), with error less than 1\% for \( \alpha/\nu < 0.5 \). In contrast, the leading order approximation for \( \text{Re}[b] \) has a maximum relative error of 5\% for \( \alpha/\nu < 0.5 \), becoming poor for larger \( \alpha/\nu \). Higher order expansions of the trigonometric functions could have been used in Eq. 19 and Eq. 21 for improved accuracy, which would result in additional Meijer \( G \)-functions in the resulting expressions. However, these terms ultimately do not modify the leading order series expansions given in Eq. 20 and Eq. 22, so we chose to neglect them at that intermediate step. The utility of these approximations for \( \text{Re}[b] \) and \( \text{Im}[b] \) is in giving a sense of how the saturation amplitude and frequency shift depend on \( \alpha/\nu \), at least when this ratio is relatively small. To that end, we can use these expressions to write

\[
A_{\text{sat}} = \frac{1}{\sqrt{\text{Re}[b]}} \approx \frac{\nu^2 \sqrt{2}}{\Gamma(1/3)(3/2)^{1/3} - \pi \alpha^2/(2\nu^2)} \tag{26}
\]

\[
\delta \omega_{\text{sat}} = \gamma_E \frac{\text{Im}[b]}{\text{Re}[b]} \approx \gamma_E \left[ \frac{3}{2} - \gamma_E + \log \frac{3}{2} - 6 \log \frac{\alpha}{\nu} \right] \frac{\alpha^2}{\nu^2} \tag{27}
\]

Setting \( \alpha = 0 \) in Eq. 26 recovers the previously derived formula for saturation amplitude due to scattering only:

\[
A_{\text{sat}} = 1.4\nu^2, \tag{31}
\]

or in terms of the bounce frequency of earlier works:

\[
\omega_b = 1.18 (1 - \gamma_d/\gamma_L)^{1/4}. \tag{25}
\]

Similarly, evaluating Eq. 27 at \( \alpha = 0 \) removes the frequency shift entirely, as expected. In terms of un-normalized experimental quantities, the saturation amplitude including drag then is

\[
\delta E_{\text{sat}} \approx \frac{m \nu^2}{qk} \sqrt{\frac{2}{\Gamma(1/3)(3/2)^{1/3} - \pi \alpha^2/(2\nu^2)}} \tag{28}
\]

It is worth pointing out that while both the saturation amplitude and frequency shift are increasing functions of \( \alpha/\nu \), the saturation amplitude scales with the square of the effective scattering rate \( A_{\text{sat}} \propto \nu^2 = \nu^2/\gamma^2 \) while the frequency shift instead scales with the net growth rate of the mode \( \gamma \). These are general trends that do not depend on the approximation \( \alpha \ll \nu \) used to derive Eq. 26 and Eq. 27. Larger scattering rate leads to larger growth rate because the collisions are responsible for replenishing the driving gradient of \( E_0 \) which is otherwise flattened as the wave grows. The exact dependence of \( A_{\text{sat}} \) and \( \delta \omega_{\text{sat}} \) on \( \alpha/\nu \) are found by numerical integration and compared to our approximate analytic expressions in Fig. 3. As expected, the approximate expressions are very accurate for \( \alpha/\nu < 0.5 \) but lose accuracy for larger values of this ratio, inheriting the error in the approximation for \( \text{Re}[b] \). The modification of the saturation amplitude and frequency shift relative to the case of no
drag \((\alpha = 0)\) is most substantial when drag becomes comparable to scattering. As will be discussed in Sec. IV, these trends compare well with 1D Vlasov simulations. Clearly both quantities diverge at the steady/non-steady solution boundary of \(\alpha/\nu = 0.96\), marked by a vertical black dashed line on Fig. 3. This divergence is not physical, but rather a breakdown of the theoretical formalism, indicating that higher order nonlinearities would become important. With these newly derived quantities, the validity of the TLC equation can now be addressed more precisely.
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**FIG. 3.** Dependence of (a) saturation amplitude (Eq. 8) and (b) frequency shift (Eq. 11) on the ratio of drag to scattering. Solid curves use numerically integrated values, while the dashed curves are analytic approximations valid for \(\alpha/\nu \ll 1\) (Eq. 26 and Eq. 27). Vertical black dashed line indicates the boundary between steady and non-steady solutions.

**E. Validity of the time-local cubic equation**

Deriving the TLC equation, and its subsequent solution, required two main assumptions to be valid. Knowledge of the saturation level and wave packet oscillation frequency allow us to translate these assumptions into quantitative constraints. It will now be shown that as \(\alpha/\nu\) is increased, these assumptions become more restrictive such that 1) the system must be closer to marginal stability, and 2) the ratio of scattering to net growth rate must increase.

First, \(|\omega_b^2| \ll \nu^2\) was used to derive the BBC equation from the Vlasov equation. Since \(\omega_b^2 \sim A\), ensuring that \(|\omega_b^2| \ll \nu^2\) is satisfied at saturation will ensure that it is obeyed at all times. This ends up placing a constraint on how close the system must be to marginal stability. To see this, define a new function \(I^{−2}(\alpha/\nu) = \hat{v}^2 \text{Re} \left[b(\hat{a}, \hat{v})\right]\). This function is useful because it isolates the dependence of the saturation level on \(\alpha/\nu\) from its additional dependence on \(\nu\). Then rewriting the normalized variables in terms of the bounce frequency, we find that \(A_{sat} = 1/\sqrt{\text{Re} b}\) is equivalent to \(|\omega_{b,sat}^2/\nu^2| = I(\alpha/\nu)\sqrt{1 - \gamma_d/\gamma_L}\). In order for \(|\omega_{b,sat}^2/\nu^2| \ll 1\), as assumed at the outset, we must require that

\[
1 - \gamma_d/\gamma_L \ll \frac{1}{I^2(\alpha/\nu)} \tag{29}
\]

The right hand side of this equation is plotted in Fig. 4a. In the case of no drag \((\alpha = 0)\), this constraint simply becomes \(1 - \gamma_d/\gamma_L \ll 0.51\), which is well satisfied by systems that are typically considered close to marginal stability. However, when \(\alpha/\nu\) approaches the steady/non-steady solution boundary of \(\alpha/\nu = 0.96\), the function \(I^{−2}(\alpha/\nu)\) becomes very small, requiring the system to be closer to marginal stability. As some reference points, \(\alpha/\nu = 0.5\) requires \(1 - \gamma_d/\gamma_L \ll 0.33\), while \(\alpha/\nu = 0.9\) requires \(1 - \gamma_d/\gamma_L \ll 0.03\). For any value of \(\alpha/\nu < 0.96\), there exists a sufficiently small value of \(1 - \gamma_d/\gamma_L\) such that \(|\omega_b^2| \ll \nu^2\) will be satisfied as required, but the required closeness to marginal stability becomes increasingly restrictive for large values of \(\alpha/\nu\).

Second, the “time-local” approximation was used to ignore the time delays in the BBC equation and arrive at the TLC equation. The reasoning here was that the range of time delays contributing to the integral vanished as \(\hat{v} = \nu/\gamma \to \infty\), but rigorously quantifying how large \(\hat{v}\) must be to justify this procedure requires more subtle arguments. A detailed derivation is given in Appendix A, with the main concepts outlined here.

Essentially, ignoring the time delays is justified when \(A\) does not change very much between \(\tau\) and \(\tau - \delta\), where \(\delta\) is the largest time delay appearing in Eq. 3. This condition is equivalent to requiring that \(|A'(\tau)|/|A(\tau)| \ll 1\). The complex mode amplitude \(A\) has two components which vary on different timescales. First, the magnitude \(|A(\tau)|\) varies no faster than the initial growth rate \(\gamma = \gamma_L - \gamma_d\) since the net growth rate of the mode decreases as the distribution is flattened, eventually going to zero at saturation. Second, the phase \(\phi(\tau)\) varies no faster than the
As $\alpha/\nu$ is increased further, the constraint becomes much more restrictive due to the rapid oscillation of the wave packet when drag is comparable to scattering. When $\alpha/\nu = 0.9$, the constraint increases to $\tilde{\nu} \gg 22$. Nonetheless, $\tilde{\nu}$ can always be made sufficiently large to satisfy Eq. 30 for any value of $\alpha/\nu$ which admits a steady solution.

To summarize, for a given ratio of drag to scattering $\alpha/\nu$, Eq. 29 specifies how small $1 - \gamma_d/\gamma_L$ must be to ensure that the BBC equation is valid. Additionally, Eq. 30 specifies how large $\tilde{\nu} = \nu/\gamma$ must be in order to ensure that the TLC equation (Eq. 4) and its subsequent solution will be valid for the entire evolution of the mode. If only the constraint on $1 - \gamma_d/\gamma_L$ is satisfied but not the restriction on $\tilde{\nu}$, then the expressions for the final saturation level (Eq. 8) and frequency shift (Eq. 11) will still be valid (since they can be found by taking the $\tau \to \infty$ limit of the BBC equation), but the TLC solution specifying the amplitude at all times (Eq. 12) will not be. In particular, note that in the idealized limit of marginal stability where $\gamma \to 0$, both of the constraints are automatically satisfied for all values of $\alpha/\nu$.

### III. COMPARISON OF THE ANALYTIC TIME-LOCAL SOLUTION TO THE NUMERICALLY INTEGRATED BERK-BREIZMAN CUBIC EQUATION

#### A. Quasi-steady solutions when scattering is much larger than the growth rate ($\nu \gg \gamma$)

The analytic solution to the TLC equation derived in Sec. II A in the quasi-steady regime will now be compared against the exact solution of the BBC equation, as determined by numerical integration of Eq. 3. This comparison is demonstrated in Fig. 5. The top row shows solutions for three values of $\tilde{\nu} = 3, 10, 30$ with fixed $\alpha/\nu = 1/3$. In each plot, the numerically calculated time evolution of $\text{Re} \left[ A(\tau) \right]$, $\text{Im} \left[ A(\tau) \right]$, and $|A(\tau)|$ are shown by the solid blue, orange, and gold curves, respectively. The corresponding real, imaginary, and absolute value of the analytic solution are represented by dashed blue, red, and black curves, respectively.

Because a purely real initial perturbation was used, the amplitude remains real during the linear phase. Typically, the initial growth of the wave will overshoot the asymptotic saturation amplitude before converging to a steady value. For $\tilde{\nu} = 3$ (Fig. 5a), there is a substantial oscillation of $|A|$ (solid gold curve) in the nonlinear phase before the oscillations are damped away and a steady state magnitude is achieved. The magnitude of the analytic TLC solution (dashed black curve) can not capture these oscillations, as they occur on a fast timescale that was washed out in the time-local approximation. Nonetheless, the oscillations are always centered around the TLC solution. A similar phenomena can be seen in the real and imaginary parts of $A$, shown as the blue and orange solid curves, respectively, for the BBC solution. At early times (for instance, $\tau < 20$), there are
irregular oscillations in the real and imaginary parts on top of the more regular, slower oscillations that dominate at later times. The slower oscillations are precisely the drag-induced modulations that were derived in Sec. II A, shown in the dashed red and blue curves. The saturation magnitude increases substantially in the three cases shown due to the dependence of $A_{\text{sat}} \sim \dot{\bar{v}}^2$, as shown in Eq. 26. For smaller values of $\dot{\bar{v}}$ than shown, the oscillations in $|A|$ can become larger in magnitude, chaotic, or even lead to divergence in finite time. These solutions are not the primary focus of this paper, but are discussed briefly in Sec. III B for contrast.

Solutions for $\dot{\bar{v}} = 10$ and $\dot{\bar{v}} = 30$ are shown in Fig. 5b and Fig. 5c, respectively, for the same ratio $\alpha/\nu = 1/3$. As $\dot{\bar{v}}$ is increased, the overshoot of $|A|$ past the saturation level diminishes, as do the associated irregular oscillations in the early nonlinear phase. Instead, the real and imaginary parts of $A$ begin their regular sinusoidal dependence almost immediately, mimicking the analytic solutions derived under the assumption of $\dot{\bar{v}} \gg 1$. While the analytic solutions have the correct magnitude and frequency of oscillation, there is a noticeable phase lag between the numerical BBC solution and the analytic TLC solution. These differences are due to $O(1/\dot{\bar{v}}^2)$ effects which were neglected in the TLC equation. While the next order corrections are difficult to construct explicitly, it can be mathematically explained why the analytic solution underestimates the initial overshoot while overestimating the initial phase. Quantitative convergence studies are performed to support this conclusion. These details are given in Appendix C.

Consider now the effect of varying the relative amount of drag via the ratio $\alpha/\nu$ for a fixed value of $\dot{\bar{v}} \gg 1$. The numerically integrated and analytic solutions to the cubic equation for $\dot{\bar{v}} = 10$ with $\alpha = 1, 2$, and $4$ are shown in the bottom row of Fig. 5. Since $\dot{\bar{v}}$ was chosen to be much larger than one in each of these figures, the solutions are very smooth without any of the irregular oscillations exhibited in the case with $\dot{\bar{v}} = 3$. As the ratio $\alpha/\nu$ is increased, the frequency of oscillations in $\text{Re}[A]$ and $\text{Im}[A]$ also increases, as predicted by our theoretical calculations. Close inspection of Fig. 5d, Fig. 5e, and Fig. 5f reveals that the saturation level does have a slight increase due to increased $\alpha/\nu$ as predicted by theory, but it is a small increase due to the small chosen values of $\alpha/\nu$. Overall, very good agreement is found between the analytic TLC solution and numerically integrated BBC solution.

FIG. 5. Comparison of the BBC solutions and analytic TLC solutions for different values of $(\hat{\alpha}, \hat{\nu})$. Solid curves result from numerical integration of the BBC equation (Eq. 3) – blue is $\text{Re}[A]$, orange is $\text{Im}[A]$, and gold is $|A|$. Dashed curves are the analytic TLC solution (Eq. 12, valid when $\dot{\bar{v}} \gg 1$). Top row: fixed ratio $\alpha/\nu = 1/3$ with varying (a) $\dot{\bar{v}} = 3$, (b) $\dot{\bar{v}} = 10$, and (c) $\dot{\bar{v}} = 30$. Bottom row: fixed value $\dot{\bar{v}} = 10$ with varying (d) $\hat{\alpha} = 1$, (e) $\hat{\alpha} = 2$, and (f) $\hat{\alpha} = 4$. 

B. Dynamical solutions when scattering is comparable to the growth rate (ν ≈ γ)

While the main focus of this paper is to examine the quasi-steady regime where \( \hat{\nu} \gg 1 \) since that is where an analytic solution can be derived for the evolution of the mode amplitude, it is still worthwhile to contrast this against cases with more dynamical behavior. When \( \hat{\nu} \) is not sufficiently large, i.e., when Eq. \( 30 \) is not well satisfied, additional time scales become relevant to the mode dynamics. Examples of such behavior can be found in Ref. 24 for the case of the Krook collision operator. The rich nonlinear behavior present at small values of \( \hat{\nu} \) was studied in depth and systematically classified in Ref. 10. In particular, Fig. 8 of that work shows a transition from steady to non-steady solutions below \( \hat{\nu} \approx 2 \) for the case of marginal stability, as predicted in Ref. 28.

In Fig. 6, the BBC equation is evolved numerically for \( \hat{\nu} = 2.8, 2.4, 2.0, 1.6, 1.2 \) with a fixed ratio of \( \alpha/\nu = 0.5 \). As \( \hat{\nu} \) is decreased, the dynamics become progressively more distorted from the quasi-steady solution of the TLC equation. The transition from organized to nearly chaotic behavior can also be seen in the dynamical phase trajectories shown in Fig. 7, which plots \( dA/d\tau \) against \( A \). The progressive distortion of the solution to the cubic equation as \( \hat{\nu} \) decreases in Fig. 6 is qualitatively similar to that shown in Fig. 2 of Ref. 24.

At long times, the solution for \( \hat{\nu} = 2.8 \) is in excellent agreement with the analytic solution to the time-local cubic equation, even though \( \hat{\nu} \gg 3 \) is not satisfied. The main discrepancy occurs in the early nonlinear phase, as variation on a faster timescale is being damped out, most visible in the magnitude (gold curve). For comparison, the analytic evolution of the magnitude is shown as the black dashed curve. This faster timescale not captured by the time-local approximation also impacts the real and imaginary parts of \( A \) (blue and orange curves), which transition from somewhat noisy periodic behavior to regular oscillations around the same time when the magnitude reaches its eventual steady state. In the phase trajectory of \( \hat{\nu} = 2.8 \) shown in Fig. 7(a), the long time behavior follows an ellipse in this space, corresponding to periodic motion at a fixed frequency.

As \( \hat{\nu} \) is decreased, the evolution becomes more complicated. The case of \( \hat{\nu} = 2.4 \) is similar to \( \hat{\nu} = 2.8 \), except that the additional oscillations in the magnitude do not rapidly decay away, resulting in an evolution of the real and imaginary parts that is unmistakably periodic but also somewhat distorted. These distortions are also present in the phase trajectory for \( \hat{\nu} = 2.4 \), where the clean elliptical trajectory of \( \hat{\nu} = 2.8 \) is warped in small but noticeable ways. As \( \hat{\nu} \) is decreased to 2 and 1.6, the real and imaginary parts of \( A \) exhibit progressively more chaotic behavior, which is also reflected in the phase trajectories becoming much more complicated. A Fourier transform shows that additional Fourier components emerge as \( \hat{\nu} \) is decreased in this way, leading to multiple spectral lines similar to the explanation given for observations of “pitchfork-splitting” in terms of the BBC equation with scattering only. 45 Moreover, ob-
erved chaotic TAE behavior previously interpreted with the same scattering-only BBC equation\textsuperscript{46} could also be reproduced by the BBC equation with additional drag, as in the \( \dot{\nu} = 1.6 \) case. The fact that a collision operator with both scattering and drag could accommodate chaotic solutions was previously demonstrated in 1D Vlasov simulations.\textsuperscript{10}

Interestingly, the magnitude of \( A \) still tracks the quasi-steady solution in each of these cases, indicating that even when the TLC equation is not strictly valid and clearly misses a faster variation of the mode, it still captures the lowest order behavior of the slower timescale for the magnitude evolution. Once \( \dot{\nu} \) becomes too small (e.g. the \( \dot{\nu} = 1.2 \) case shown), the BBC equation diverges in finite time even when \( \alpha/\nu < 0.96 \). This is because for \( \nu < \nu_{\text{crit}} \approx 2.05 \), steady solutions are possible but not guaranteed to be stable against small perturbations (corresponding to the region between the blue and red curves of the stability diagram in Fig. 1 of Ref. 28). The divergence is not physical, but rather represents a transition from the weakly to strongly nonlinear regime where the near threshold formalism is no longer valid. Dynamical solutions such as frequency sweeping and chirping can occur in this parameter regime.\textsuperscript{11,12}

IV. COMPARISON OF THE ANALYTIC TIME-LOCAL SOLUTION TO NONLINEAR VLASOV SIMULATIONS

In Sec. III, comparison of the theoretical results against the numerically integrated BBC equation confirmed that the analytic TLC solution was applicable when \( \dot{\nu} \gg 1 \). However, the BBC equation itself (and therefore its analytic solution in that limit) was derived under the assumption of being close to marginal stability. Hence, it is important to examine how close one must be to marginal stability for these results to be valid. This can be done by simulating the 1D Vlasov system in Eq. 1 directly with the \textsc{bot} code,\textsuperscript{8} which takes \( \gamma_d/\gamma_L \) as an input parameter. \textsc{bot} is an initial value \( \delta F \) code which represents \( \delta F \) as a finite sum of Fourier harmonics of \( kx - \omega t \) in order to simulate the wave-particle interaction due to a single, discrete resonance. Ten harmonics were used for the comparison in this work. The full set of equations solved by \textsc{bot} can be found in the appendix of Ref. 8.

To compare against the analytic results, \textsc{bot} was run for \( \dot{\nu} = 10 \) with \( \gamma_d/\gamma_L = 0.8, 0.9, 0.95 \) while varying the ratio of drag to scattering \( \alpha/\nu = 0 \) to 0.95. The time evolution of the real and imaginary parts of \( \delta E \) found by \textsc{bot} qualitatively reproduce those shown in Fig. 5 for both the analytic TLC solution and numerically integrated BBC equation.

The main features to compare quantitatively are the saturation amplitude and frequency shift. These comparisons are shown in Fig. 8. It is found that neither the amplitude nor the frequency shift is very sensitive to the ratio \( \gamma_d/\gamma_L \) for \( \alpha/\nu < 0.7 \), as there is minimal spread between the results for the simulations with varying \( \gamma_d/\gamma_L \). This suggests that the theoretical results are fairly robust even for cases that are not artificially close to marginal stability. In this range, the agreement between \textsc{bot} and theory is extremely close for the frequency shift and moderately close for the saturation amplitude. For the saturation amplitude, the theoretical trend with \( \alpha/\nu \) agrees with that found in the simulations, but the simulation consistently saturates at a slightly larger value than the theoretical level. As the simulations becomes closer to marginal stability (\( \gamma_d = \gamma_L \)), the saturation level from the simulations becomes closer and closer to the analytic prediction.

When drag becomes comparable to scattering, the simulation results deviate from the theoretical predictions for both the saturation amplitude and frequency shift.
The quantities continue to increase with increasing \( \alpha/\nu \) in the simulations, but in a less steep fashion than predicted theoretically. This breakdown is due to the BBC expansion parameter \( |\omega^2|/\nu^2 \) becoming larger with \( \alpha/\nu \) at fixed \( \gamma_d/\gamma_L \). Moreover, the simulations become much more sensitive to the degree of marginal stability in this regime, as the values of both the saturation amplitude and frequency shift spread out significantly for larger values of \( \alpha/\nu \). The disagreement in the saturation amplitude near \( \alpha \approx \nu \) is similar to what was found in a previous comparison between the theoretical prediction and the COBBLES code (see Fig. A1 of Ref. 10).

These discrepancies are consistent with the insights developed in Sec. II E. In that section, we demonstrated that the assumption of \( \omega^2/\nu^2 \ll 1 \) requires the mode to be closer to marginal stability for larger values of \( \alpha/\nu \). While \( \gamma_d/\gamma_L = 0.95 \) can certainly be considered close to marginal stability, nonetheless it is not sufficiently close for very large values of \( \alpha/\nu \), as this condition becomes very restrictive near \( \alpha \approx \nu \), as shown in Fig. 4a. Although not shown here, the agreement between theory and simulation does improve as \( 1 - \gamma_d/\gamma_L \) is decreased further, as predicted. Overall, strong agreement is found between the saturation amplitude and frequency shift derived analytically and measured in the fully nonlinear simulations.

V. DISCUSSION OF EXPERIMENTAL IMPLICATIONS FOR ALFVEN Eigenmodes in a Tokamak

While the effects of drag on the evolution of the wave-particle system can be substantial, experimentally isolating this dependence in a tokamak may prove challenging due to the difficulty in 1) accurately calculating the key parameter \( \alpha/\nu \) and 2) understanding how varying this ratio affects other parameters which the system is sensitive to. These obstacles are explored in this section.

A. Scaling of the ratio of drag to scattering on plasma parameters

The simplest estimate of \( \alpha/\nu \) can be found from the heuristic arguments\(^{39-42} \) which give the scaling of the effective rates of scattering and drag within a narrow resonance.

\[
\nu_\perp \approx \frac{1}{2} \left( \frac{v_c}{\nu_{res}} \right)^3 \tau_s^{-1} \quad (33)
\]

\[
\tau_s^{-1} = \frac{e^4 m_e^{1/2} n_e \log \Lambda_e}{6(2\pi)^{3/2} \tau_0 m_p T_c^{3/2}} \quad (34)
\]

\[
v_c^3 = \frac{3\sqrt{\pi} m_e^{1/4} (2T_c)^{3/2}}{8 m_p m_e} \quad (35)
\]

These expressions come from Ref. 18, assuming that all ions are deuterium. The constants \( m_e \) and \( m_p \) are the electron and proton masses, while \( \log \Lambda_e \approx 17 \) is the Coulomb logarithm. Here \( v_c \) is the critical/crossover velocity, above which a beam of fast ions will transfer most of its energy to the thermal electrons instead of ions.\(^{6} \) To prevent confusion, we will also point out that \( \tau_s \) is the Spitzer slowing down time, not the fast ion slowing down time. These two quantities are related via \( \tau_{s,EP} = (\tau_s/3) \log(1 + \nu^2/v_c^2)^{4,52} \)

In Eq. 33, \( \nu_{res} \) is the velocity of energetic particles at the resonance. In the 1D problem studied in this paper, this is a well-defined quantity. However in true three-dimensional velocity space, resonances depend on all three components of the particle velocity (or equivalently, the three invariants of motion specifying its orbit), so each resonance covers a range of particle velocities in a tokamak. In practice, some resonances may only intersect a slice of the fast ion distribution, in which case assuming a single characteristic value for \( \nu_{res} \) could be justified.

Substitution of Eqs. 33 - 35 into Eq. 31 and Eq. 32 yields the following expressions:

\[
\nu^3 \sim \left( \frac{3427}{10^{20}} \right) \frac{\omega^2 n_e}{T_c^{3/2}} \quad (36)
\]

\[
\alpha^2 \sim \left( \frac{42.54}{10^{20}} \right) \frac{\omega n_e}{T_c^{3/2}} \quad (37)
\]

Here we have written \( \dot{\epsilon}_{res} = m_p \nu_{res}^2 \) in order to highlight the similar structure of these two expressions. Their combination gives

\[
\frac{\alpha}{\nu} \approx \frac{1}{\tau_s^{1/2} \nu_\perp^{1/3} \omega^{1/6}} \quad (38)
\]

\[
= \left( \frac{0.43}{10^{20}} \right) \frac{\text{Hz}^{1/6} \text{keV}^{1/4}}{(\text{m}^{-3})^{1/6}} \frac{\dot{\epsilon}_{res} \text{keV}}{T_c^{3/4} \text{keV}^{1/6}} \quad (39)
\]

This is where the scaling given in Eq. 2 originates. More rigorous expressions can be derived directly from the Fokker-Planck collision operator in terms of invariants of motion in a tokamak.\(^{9,12,28} \) In reality, the true values of \( \alpha \) and \( \nu \) require averaging those more detailed expressions (such as given in Eq. 6 and 7 of Ref. 12)
over both the invariants of motion and orbital trajectories, such as done with the NOVA-K code in previous studies.\textsuperscript{11,12} For the purpose of illustration, we will consider the simpler heuristic expression contained in Eq. 39 in order to understand trends and highlight the opportunities and limitations of applying the theoretical predictions from the 1D bump-on-tail model to an experimental context.

The first subtlety is that the four parameters appearing in Eq. 39 are usually not independent of one another. For instance, the resonance condition establishes a relation between \(E_{\text{res}}\) and \(\omega\). For many waves in plasmas \(\omega\) will also depend on \(n_c\) or \(T_e\) through their dispersion relation. To account for this, we will consider the specific example of toroidal Alfvéén eigenmodes (TAEs), which are commonly researched due to their potential to generate anomalous fast ion transport.\textsuperscript{2,5}

TAEs have a frequency obeying \(\omega \approx v_A/2qR\) where \(v_A = B/\sqrt{\mu_0 m_i n_i}\) is the Alfvéén speed and \(q = RB_0/RB_\theta\) is the tokamak safety factor. They commonly resonate with fast ions at either \(v_\| = v_A\) or \(v_\| = v_A/3\). In present-day large aspect ratio tokamaks, fast ions are usually sub-Alfvénic, so we will assume the mode is driven by the \(v_\| = v_A/3\) resonance. This implies the relation \(E_{\text{res}} = m_p (v_A/3\chi)^2\), where \(\chi = v_i/v\) is the resonant fast ion pitch. Put together, we find the following expression for \(\alpha/\nu\) for fast ions resonating with a TAE:

\[
\frac{\alpha}{\nu} \approx \left(0.075 \frac{(10^{20} \text{m}^{-3})^{1/4} \times \text{keV}^{3/4}}{T^{5/6} \text{m}^{1/6}}\right) \frac{B^{5/6} q^{1/6} R^{1/6}}{n_c^{1/4} T_e^{3/4} \chi} \quad (40)
\]

It’s interesting to note that once the TAE frequency dependence is assumed that the scaling with density inverts, demonstrating the importance of varying these parameters in a self-consistent fashion. From Eq. 40, it’s clear that the ratio of drag to scattering for TAEs is most sensitive to varying the magnetic field, electron temperature, or the pitch of resonant fast ions. Plugging in typical DIII-D parameters of \(B = 2.1\ T, R = 2\ m, q = 1.5, n_e = 3 \cdot 10^{19} \text{m}^{-3}\), and \(T_e = 3 \text{ keV}\) with \(\chi \approx 0.33\) for neutral beam ions gives \(\alpha/\nu \approx 0.3\).

B. Dependence of the saturation amplitude on plasma parameters

With the dependence of \(\alpha/\nu\) on plasma parameters now demonstrated, we must determine which property of the mode evolution presents the best opportunity for measuring the effect of drag. Three candidates come to mind: 1) the mode saturation level, 2) the time it takes the mode to saturate, and 3) the frequency shift of the mode. All three of these quantities increase when \(\alpha/\nu\) is increased. The mode saturation level (Eq. 8) is a good candidate because it is straightforward to measure so long as we understand how it depends on plasma parameters and how to observationally isolate the effect of drag from other effects. The saturation time (Eq. 22) is more problematic because it is more likely to be blurred by the time dependence of \(F_0(\nu)\) since instabilities may begin to grow in experiments before the background fast ion distribution has reached a steady state. Moreover, the saturation time has a weaker logarithmic dependence and also depends on the saturated amplitude, so one would be better off simply analyzing the saturation level. Lastly, the frequency shift (Eq. 11) could be inferred from spectrograms, except that the shift is likely to be smaller than other sources of uncertainty since \(\delta \omega_{\text{sat}} \sim \gamma\) (see Fig. 3b) and typically \(\gamma/\omega \approx 1\%). Since our theory assumes that the instabilities are near marginal stability, it’s unlikely that \(\gamma/\omega\) would much greater than this without also having \(\gamma_L \gg \gamma_d\). Hence the saturation amplitude seems best suited for our purposes. In un-normalized variables, the saturation amplitude can be written as

\[
\delta E_{\text{sat}} = \frac{2m_p}{e\kappa\nu^2} I(\alpha/\nu) \sqrt{1 - \gamma_d/\gamma_L} \quad (41)
\]

\[
I^{-2}(\alpha/\nu) = \hat{\nu}^4 \text{Re} \left[ b(\hat{\alpha}, \hat{\nu}) \right] \quad (42)
\]

\[
= \text{Re} \left[ \int_0^\infty e^{-2u^2/3+i\alpha^2 u^2/v^2} - \frac{1}{1-i\alpha^2/(\nu^2 u)} du \right] \quad (43)
\]

In other words, \(I(\alpha/\nu)\) is the function plotted in Fig. 3a (modulo a factor of \(\sqrt{2}\)), which contains the saturation amplitude’s explicit dependence on \(\alpha/\nu\), which also appears in the derived constraint on \(1 - \gamma_d/\gamma_L\) for the validity of the TLC equation (see Eq. 29). It is a strictly increasing function that grows slowly for \(\alpha/\nu \lesssim 0.6\) and then quickly thereafter, formally diverging as \(\alpha/\nu \rightarrow 0.96\). In the theoretical analysis of the bump-on-tail problem in Sec. II, we assumed that \(\alpha, \nu, \gamma_L, \gamma_d\) were all independent parameters that could be chosen at will. In reality, each of these quantities is functions of the underlying plasma parameters, so care must be taken to understand how to vary them in a consistent way. For a TAE, Eq. 36 can be re-written as

\[
\nu^2 = \left(5.83 \cdot 10^9 \frac{\text{Hz}^2}{10^{30} \text{m}^{-3}} \frac{T^{2/3}}{q^{1/3} R^{1/3} B^{23/3}}\right)^{-1} \quad (44)
\]

The dependencies of \(\gamma_d\) and \(\gamma_L\) are more difficult to simply express in terms of the parameters of interest. A crude approximation is to assume that \(\gamma_L/\gamma_d \propto \beta_{\text{TP}}/\beta_i\), where \(\beta_s = 2\mu_0 P_s/B^2\) is the ratio of kinetic to magnetic pressure for species \(s\). This representation is motivated by experimental database studies that have found that the ratio of fast ion to thermal pressure is a key parameter in determining the amount of Alfvénic activity in a given plasma.\textsuperscript{53} Intuitively, larger fast ion \(\beta\) means that there may be more free energy available in the non-thermal fast ion distribution to drive the mode. Meanwhile, there are both analytic expressions\textsuperscript{54–56} and gyrokinetic simulations\textsuperscript{57,58} indicating that ion Landau
damping is often the primary source of TAE damping, which is proportional to the thermal ion $\beta$, which we will assume is similar to the thermal electron $\beta$ for this exercise. Then we can have the rough relation

$$\frac{\gamma_d}{\gamma_L} \sim d \frac{n_e T_e}{n_{ep} \langle \mathcal{E} \rangle}$$  \hspace{1cm} (45)$$

Here $n_{ep}$ is the fast ion density, $\langle \mathcal{E} \rangle$ is the average fast ion energy, and $d$ is an unspecified proportionality constant. Hence, Eqs. 40, 44, and 45 can be substituted into Eq. 41 in order to express the scaling of $\delta E_{sat}$ for a TAE as

$$\delta E_{sat} \propto \frac{\chi^2 n_e}{q^{4/3} R^{1/3} B^{2/3}} I \left( \frac{B^{5/6} q^{1/6} R^{1/6}}{n_e^{1/4} T_e^{3/4} \chi} \right) \sqrt{1 - d \frac{n_e T_e}{n_{ep} \langle \mathcal{E} \rangle}}$$  \hspace{1cm} (46)$$

### C. Sensitivity of saturation scaling to uncertainty in the ratio of drag to scattering

In Sec. VA, we argued that the most efficient way to vary $\alpha/\nu$ is to vary $B$, $T_e$, or $\chi$. Since we are exploring how to isolate the effect of drag on $\delta E_{sat}$, the most useful parameter is one which would strongly affect $\alpha/\nu$ but only weakly affect the $\nu^2 \sqrt{1 - \gamma_d/\gamma_L}$ dependence of $\delta E_{sat}$. Hence we can rule out $T_e$ since $\sqrt{1 - \gamma_d/\gamma_L}$ depends on $T_e$, and our assumption that $1 - \gamma_d/\gamma_L$ is small (modes are close to marginal stability) means that a small variation in $T_e$ will lead to a large variation in the saturation level due to that term, likely obscuring the contribution from drag. The resonant fast ion pitch $\chi$ is also problematic because the $\nu^2$ dependence on $\chi$ is stronger than the $\alpha/\nu$ dependence on $\chi$. Also $\chi$ is fixed by the physical beam injection geometry, with only a small set of values available for each machine. Thus the most promising parameter is the magnetic field, which has the bonus of being straightforward to control in an experiment, within hardware constraints.

Unfortunately, Eq. 45 is only a rough approximation, and $\gamma_L$ may carry some dependence on $B$ since the fast ion drive for TAEs also depends on the number of resonant particles with $v_{||,res} \approx v_A/3$, which has not been accounted for here. In theory, one could increase the beam power or voltage to try to maintain a constant $\gamma_L$ while increasing $B$, though the drive also depends on many other neglected parameters. Hence for the purpose of this section – to illustrate scaling sensitivity to $\alpha/\nu$ – this additional dependence will be ignored.

In the absence of drag, if the magnetic field were increased in a series of otherwise near-identical plasmas (by simultaneously increasing the plasma current to keep $q$ fixed), the mode saturation level would decrease since increasing $B$ decreases $\nu^2$ according to Eq. 44. This dependence is shown as the black curve on Fig. 9, where the values displayed for $\delta E$ are normalized to the value for $B = 2$ T with no drag. On the other hand, increasing $B$ tends to increase $\alpha/\nu$, which in turn increases the saturation level due to the increasing function $I(\alpha/\nu)$ in Eq. 46. So there will be a competition between these two tendencies. For $\alpha/\nu \lesssim 0.5$, the $\nu^2$ dependence will determine the overall trend since $I(\alpha/\nu)$ has weak dependence for small values of $\alpha/\nu$, as shown in Fig. 3a.

At the nominal magnetic field of $B = 2$ T, the values given at the end of Sec. VA yield $\alpha/\nu \approx 0.28$. The saturation level is larger with drag than without drag, but overall the trend is quite similar to the no drag trend. This trend is shown as the orange curve on Fig. 9. Hence in an experiment it would be difficult to isolate the contribution from drag vs the stronger dependence on the $\nu^2 \sim B^{-2/3}$ scaling.

However, as mentioned previously, the evaluation of $\alpha/\nu$ is only approximate. We can demonstrate the sensitivity of the $\delta E_{sat}$ scaling to the uncertainty in this calculation by multiplying $\alpha/\nu$ by an ad-hoc factor $c$, for instance to account for the missing phase space and orbital averages. Increasing $\alpha/\nu$ by a factor of $c = 1.5$, the gold curve shows a larger effect than before, especially at high field. Increasing instead by a factor of $c = 2$, at high field the trend actually reverses. This is because $\alpha/\nu$ finally becomes large enough so that the the dependence of $I(\alpha/\nu)$ becomes stronger than the $\nu^2$ dependence on $B$. At low field, all of the curves converge to the “no drag” scaling because $\alpha/\nu \to 0$ as $B \to 0$. This demonstrates that while drag can have an important effect, the character of that effect (insignificant, quantitative, or qualitative) is sensitive to the size of $\alpha/\nu$, which can not be
determined precisely enough with calculations that do not average over phase space and orbital trajectories.

The main takeaway from this exercise is that although drag can have a nontrivial effect on the mode saturation level, especially when \( \alpha \) becomes comparable to \( \nu \), in practice it will be difficult to verify this prediction in an experiment since \( \alpha/\nu \) can not be varied in a truly independent way from \( \nu^2 \) and \( \gamma_d/\gamma_L \), which also influence the saturation level. Nonetheless, the derived expressions may still be useful in guiding the interpretation of simulations where one has more control over the system’s parameters, such as in a recent investigation into the effect of collisions on TAE saturation using the EUTERPE code.\(^{39}\) Moreover, it is crucial to be able to evaluate \( \alpha/\nu \) accurately in order to determine the overall scaling. The heuristic example for \( \alpha/\nu \) is insufficient for this purpose. The example in this section illustrated that varying \( B \) to change \( \alpha/\nu \) from 0.2 to 0.4 will give different behavior than when \( \alpha/\nu \) changes from 0.4 to 0.8. In reality the phase-space and orbit averages of \( \alpha/\nu \) are important due to this sensitivity. Properly taking these averages is also essential to determining if a mode will exhibit frequency chirping or steady frequency behavior.\(^{11-14}\) A more promising arena for experimentally verifying the predictions made in this paper might be a basic plasma science facility where it may be operationally more feasible to vary parameters independently of one another.

**VI. SUMMARY AND DISCUSSION**

**A. Summary of main results**

In this work, the influence of drag on the quasi-steady evolution the 1D bump-on-tail instability was derived analytically and verified against numerical simulations. The previously derived Berk-Breizman cubic (BBC) equation with both drag and scattering collisions\(^{24,28}\) was used as a starting point, which is a time-delayed, nonlinear integro-differential equation applicable when \( \nu^2 \gg |\omega^2| \) (which can be satisfied by requiring that the mode be close to marginal stability: \( 1 - \gamma_d/\gamma_L \ll 1 \)). Taking advantage of recent analytic insights for the same problem without drag,\(^{31}\) the BBC was reduced to a much simpler ordinary differential equation in the additional limit of \( \tilde{\nu} = \nu/\gamma \gg 1 \), referred to as the time-local cubic (TLC) equation. It was rigorously shown that for any value of the ratio of drag to scattering (\( \alpha/\nu < 0.96 \)), there exist sufficiently small values of \( 1 - \gamma_d/\gamma_L \) and sufficiently large values of \( \tilde{\nu} \) to justify the reduction of the BBC to the TLC equation.

An exact analytic solution for the full time evolution of the complex mode amplitude \( A(t) \) was subsequently derived for the TLC equation. It was demonstrated that the mode saturation amplitude \( A_{\text{sat}} \) is an increasing function of \( \alpha/\nu \). For \( \alpha/\nu < 1 \), the effect on the saturation level is relatively small. But for \( \alpha/\nu \gtrsim 0.5 \) it can become substantial. Moreover, it was found that any non-zero amount of drag leads \( A \) to asymptotically oscillate in time, resulting in an apparent frequency shift \( \delta \omega_{\text{sat}} \) that adds to the linear oscillation frequency of the mode. Although usually small, the frequency shift is also an increasing function of \( \alpha/\nu \). Interestingly, since the frequency shift only appears once the mode has saturated, this implies that velocity of resonant particles may also shift between the linear and nonlinear phases in order to satisfy the resonance condition throughout the entire evolution of the mode. The integral expressions for \( A_{\text{sat}} \) and \( \delta \omega_{\text{sat}} \) were also evaluated in the regime where \( \alpha \ll \nu \) in order to derive more transparent expressions.

The analytic solution of the TLC equation was compared to the numerically integrated solution of the BBC equation for a range of different values of \( \tilde{\nu} \gg 1 \) and \( \alpha/\nu \), finding qualitative agreement in all cases and a convergence of the solutions in the limit of \( \tilde{\nu} \to \infty \) as predicted. For contrast, numerical solutions of the BBC equation for \( \tilde{\nu} = 1.2 - 2.8 \) were shown to illustrate the transition from irregular to quasi-steady solutions that enables the TLC to capture the mode evolution when \( \tilde{\nu} \gg 1 \). The analytic solutions were also found to be in good agreement with fully nonlinear Vlasov simulations using the BOT code.

Lastly, the prospects for experimental verification of the analytic predictions were considered for toroidal Alfvén eigenmodes in a tokamak. It was determined that although drag can have a non-negligible effect on the observed saturation amplitude, especially when \( \alpha/\nu \gtrsim 0.5 \), observationally isolating the contribution from drag in a tokamak would be challenging since in reality the key parameters \( \alpha/\nu \), \( \nu^2 \), and \( \gamma_d/\gamma_L \) can not be treated as truly independent parameters as they are in the simple analytic treatment.

**B. Limitations and disclaimers**

Since our analysis took place within such an idealized model to enable analytic progress, there are some key limitations to the conclusions which bear mentioning. First, the Berk-Breizman model which forms the foundation of our analysis only captures the weakest wave-particle nonlinearity (third order in mode amplitude). This is a reasonable assumption for instabilities near marginal stability that will not grow to large amplitudes. However, more strongly driven modes will in reality grow to amplitudes where stronger wave-particle and wave-wave nonlinearities take over. Both theoretical derivations\(^{60-63}\) and realistic simulations\(^{64,65}\) relevant to modern experiments have demonstrated that these higher order nonlinearities can play a role in the saturation of Alfvén eigenmodes in tokamaks. Consequently, we caution that the scenario focused on here – where collisions, not other mechanisms, control the nonlinear saturation – is not universal.

Crucially, as previously emphasized in Sec. V, application of the derived results to a realistic fusion plasma requires one to calculate \( \alpha \) and \( \nu \) by properly averaging over phase space and resonant orbital trajectories. The
heuristic expressions provided in this work for $\alpha/\nu$ are useful for cultivating basic intuition but are simply not accurate enough given the fact that the influence of drag hardly matters when $\alpha \ll \nu$ but is very sensitive to the value of $\alpha/\nu$ when $\alpha/\nu \gtrsim 0.5$.

In addition, the effective scattering rate $\nu$ which appears in the collision operator should include all forms of scattering. In this work, it was discussed how $\nu \gg \nu_L$ due to the resonances being narrow in velocity space. But scattering from microturbulence and any radio frequency heating present in an experiment can also contribute to $\nu$, potentially affecting the ratio of drag to scattering, and therefore the mode evolution. Incorporating these effects into $\nu$ is beyond the scope of the present work but should be kept in mind when interpreting experiments.

Furthermore, we analyzed 1D electrostatic waves in a uniform background assuming a constant, infinite background gradient of fast ions. While the same bump-on-tail problem can be formulated in tokamak geometry in terms of action-angle variables, the corrections due to background gradients or even cases where the width of the resonance approaches the velocity scale of the variation of the background fast ion distribution would likely lead to some quantitative difference.

Lastly, we remind the reader that even if a scenario is being considered where none of the above limitations are relevant, care must still be taken to ensure that $1 - \gamma d/\gamma_L$ is sufficiently small and $\nu/\gamma$ is sufficiently large such that the TLC equation accurately describes the mode evolution. The constraints on these parameters become more stringent as $\alpha/\nu$ increases, with quantitative values given in Fig. 4.

C. Discussion and future work

In simple theoretical models, collision operators with only diffusive collisions are often invoked, omitting contributions due to drag based on expectations that $\nu$ may be much greater than $\alpha$. This work shows that the inclusion of drag should be reconsidered, as it can both qualitatively and quantitatively change the nonlinear evolution of marginally unstable waves. Quantitatively, the destabilizing effect of drag which acts to increase the saturation level was previously recognized, but most investigations of the effect of drag focused on its role in non-steady behavior (frequency chirping, bursting, chaos, etc.). The apparent frequency shift of quasi-steady solutions due to asymptotic oscillations in the mode amplitude was not previously noted. Moreover, the exact solution of the TLC equation represents a new analytic solution of the bump-on-tail problem (modified by drag) in the limit of large effective scattering ($\nu \gg \gamma$). This provides a potential new verification benchmark for numerical codes.

The difficulty of experimentally isolating the effect of drag on the nonlinear evolution of the instability should not be construed to mean that the effect of drag can be disregarded. The conclusion is actually the opposite. When drag is small $\alpha/\nu < 0.35$, the change in saturated amplitude is relatively small (less than 10%). But when drag becomes more comparable to scattering, the change in saturation amplitude becomes more substantial, even though the interdependence of $\alpha/\nu$, $\nu^2$, and $\gamma d/\gamma_L$ unavoidably intertwines their contributions to the saturation level.

Furthermore, while this paper focused on how drag affects the evolution of the mode amplitude, drag also affects the structure of the resonant-wave particle interaction in phase space and the associated redistribution of fast ions. This aspect of the problem is addressed in Ref. 33. There it is found that drag shifts the location of the resonance due to breaking a symmetry in the collisional dynamics. Consequently, the perturbed particle distribution $\delta F$ is sensitive to even small amounts of drag. Since the redistribution of resonant particles is often of direct interest (for instance, for fusion products or other energetic particles transported by Alfvén eigenmodes), one should not conclude that small amounts of drag can be safely omitted from one’s fast ion collision operator solely on the basis that the change in mode amplitude is expected to be small based on a heuristic estimate of $\alpha/\nu$ from Eq. 40.

Understanding the influence of drag on the evolution of instabilities offers new avenues for the potential control of Alfvén eigenmodes. While not explored here, one could also consider if any of the available actuators being investigated for stimulating or suppressing Alfvén eigenmodes (for instance, targeted ion heating, electron heating, or current drive with externally launched waves) can also be used to effectively modify the ratio of drag to scattering, and therefore the mode saturation amplitude. As an example, experiments on the TJ-II stellarator found a transition from steady state to chirping modes with applied electron cyclotron heating and changes to the rotational transform, demonstrating the possibility of manipulating the critical parameter $\alpha/\nu$ to control the effect of drag.

In the future it would be interesting to address questions which would bridge the gap between the simple model studied in this work and the realistic conditions in fusion plasmas. For instance, comparing the solution of the TLC equation to 3D Vlasov simulations of a modern tokamak. A clear frontier of this line of research is developing a simple evolution equation for waves which are far from marginal stability, which does not currently exist to our knowledge. In a different direction, generalizing the simple analytic model to study neglected but meaningful aspects of the nonlinear behavior, such as zonal flows and resonance overlap, could yield new insights to guide the development of predictive models of realistic Alfvén eigenmode saturation and fast ion transport.
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Appendix A: Derivation of the validity of the time-local approximation

Consider the BBC equation from Eq. 3, using normalized variables $u = \hat{v}z, w = \hat{v}x, r = \alpha/\hat{v}$ to declutter the analysis. Then it becomes

$$A'(\tau) = A(\tau) - \frac{1}{2\hat{v}^2} \int_{0}^{\hat{v}^2/2} du \int_{0}^{\hat{v}^2/2} dw \ e^{-2u^2/3-2w^2} \ e^{i\tau u(u+w)/\hat{v}} \ A(t - u/v) \ A(t - u+w/v) \ dw du$$

$$\times A(\tau - \frac{u}{\hat{v}}) A\left(\tau - \frac{u+w}{\hat{v}}\right) \ A\left(\tau - \frac{2u+w}{\hat{v}}\right)
\tag{A1}$$

In deriving the TLC equation (Eq. 4), we approximate the time-delayed mode amplitudes as if they had no time delays. Namely, we take advantage of $A(\tau - \delta/\hat{v}) \approx A(\tau)$ when $\hat{v} \gg 1$, where $\delta = u, u+w, 2u+w$ each appear in Eq. A1. In this appendix we will derive the condition where this approximation is valid. Specifically, we will require the relative error to be small:

$$\epsilon \equiv \left| \frac{A(\tau - \frac{\delta}{\hat{v}}) - A(\tau)}{A(\tau - \frac{\delta}{\hat{v}})} \right| \ll 1 \tag{A2}$$

For convenience and without loss of generality, the arguments in the definition of $\epsilon$ will be shifted such that we will actually examine the equivalent expression

$$\epsilon = \left| \frac{A(\tau + \frac{\delta}{\hat{v}}) - A(\tau)}{A(\tau)} \right| \approx \frac{\delta}{\hat{v}} \left| \frac{A'(\tau)}{A(\tau)} \right| < \frac{3}{\hat{v}} \left| \frac{A'(\tau)}{A(\tau)} \right| \tag{A3}$$

The first approximation above is valid for $\delta/\hat{v} \ll 1$. Notice that the magnitude of the kernel of the integral, $u^2 e^{-u^2(2u/3+w)}$, peaks at $u = 1, w = 0$, rapidly decaying with characteristic width $\Delta u, \Delta w \approx 1$ away from these values. The absolute value of the kernel, its real part, and its imaginary part, are plotted in Fig. 10 for the extreme case of $\alpha/\hat{v} = 0.95$. The magnitude of the kernel does not depend on the ratio $\alpha/\hat{v}$. Hence we can bound $\delta/\hat{v} \leq 3/\hat{v}$, since 3 is the maximum value of $\delta \leq 2u+w$ that contributes significantly to the integral. However, the decomposition between real and imaginary parts is sensitive to $\alpha/\hat{v}$. For small $\alpha/\hat{v} \ll 1$, the imaginary part is insignificant and the real part is strictly positive. As $\alpha/\hat{v}$ becomes non-negligible, the imaginary part grows while the real part develops a region where it is negative, as is the case shown in Fig. 10. As will be shown, the real and imaginary parts must be considered separately when evaluating the size of the error in the time-local approximation.

The next task is to bound the ratio $|A'(\tau)/A(\tau)|$. To do this, decompose $A(\tau) = |A(\tau)| e^{i\phi(\tau)}$. Then

$$\epsilon < \frac{3}{\hat{v}} \left| \frac{A'(\tau)}{A(\tau)} \right| = \frac{3}{\hat{v}} \sqrt{\left(\frac{|A(\tau)|'}{|A(\tau)|} \right)^2 + (\phi'(\tau))^2} \tag{A4}$$

The real and imaginary parts of Eq. A1 after this decomposition give

$$|A(\tau)|' = |A(\tau)| - \frac{1}{2\hat{v}^2} \int_{0}^{\hat{v}^2/2} du \int_{0}^{\hat{v}^2/2} dw \ e^{-2u^2/3-2w^2} \ A\left(\tau - \frac{u}{\hat{v}}\right) \ A\left(\tau - \frac{u+w}{\hat{v}}\right) \ A\left(\tau - \frac{2u+w}{\hat{v}}\right)
\cos \left(2(u^2+w^2) - \phi(\tau) + \phi\left(\tau - \frac{u}{\hat{v}}\right) + \phi\left(\tau - \frac{u+w}{\hat{v}}\right) - \phi\left(\tau - \frac{2u+w}{\hat{v}}\right)\right) \tag{A5}$$

$$\phi'(\tau) = -\frac{1}{2\hat{v}^2 |A(\tau)|} \int_{0}^{\hat{v}^2/2} du \int_{0}^{\hat{v}^2/2} dw \ e^{-2u^2/3-2w^2} \ A\left(\tau - \frac{u}{\hat{v}}\right) \ A\left(\tau - \frac{u+w}{\hat{v}}\right) \ A\left(\tau - \frac{2u+w}{\hat{v}}\right)
\sin \left(2(u^2+w^2) - \phi(\tau) + \phi\left(\tau - \frac{u}{\hat{v}}\right) + \phi\left(\tau - \frac{u+w}{\hat{v}}\right) - \phi\left(\tau - \frac{2u+w}{\hat{v}}\right)\right) \tag{A6}$$

Now expand the phase functions $\phi(\tau - \delta/\hat{v}) \approx \phi(\tau) - \delta \phi'(\tau)/\hat{v}$, which is valid under the same conditions as we used above to approximate $A(\tau - \delta/\hat{v}) \approx A(\tau) - \delta A'(\tau)/\hat{v}$, namely $\delta/\hat{v} \ll 1$. Then to first order in $\delta/\hat{v}$, all of the phases in the integrands cancel exactly, resulting in substantial simplification of Eq. A5 and Eq. A6:
$A_1/\nu$ guarantees and Eq. 11 that $|A(\tau)| > |A(\tau - 4|/\dot{\nu})$ leads to a bound

$$|\phi'(\tau)| < \frac{|A(\tau)|^2}{2\dot{\nu}^2} \int_0^{\dot{\nu}^2/2} du \int_0^{\nu^2 - 2u} dw e^{-(2u/\nu^2 - 3/2 - u^2)}$$

(A10)

In the large $\dot{\nu} \gg 1$ limit, this can be subsequently bounded by constants derived in Eq. 5 as

$$|\phi'(\tau)| < \frac{\text{Im}[b]}{\text{Re}[b]}$$

(A11)

Once again, this bound does not account for solutions with large oscillations about the saturation level, such as the example previously given, which can transiently exceed the value given in Eq. A11 soon after its initial overshoot. A more general upper bound could be written by replacing $|A(\tau)|^2$ with $|A(\tau)|_{\text{max}}$ instead of $|A(\tau)|_{\text{sat}}$ which would add a small correction of $O(1/\dot{\nu})$ since it is shown in Fig. 11 that $|A(\tau)|_{\text{max}} - |A(\tau)|_{\text{sat}} \propto 1/\dot{\nu}$.

Finally, substitution of Eq. A9 and Eq. A11 into Eq. A4 yields the following condition for validity of the TLC equation

$$3\sqrt{1 + \frac{\text{Im}[b]^2}{\text{Re}[b]^2}} \ll \dot{\nu}$$

(A12)

It is worth repeating that while Eq. A12 guarantees that the TLC equation will reproduce the BBC equation, there is an independent condition necessary to ensure that the BBC equation itself is valid over the system’s entire time evolution. This second condition, as derived in Sec. II E and reproduced below in Eq. A13 for convenience, comes from requiring that the expansion parameter leading to the cubic equation, $|\omega_0^2|/\dot{\nu}^2 \ll 1$, is still small even at mode saturation:

$$1 - \gamma_4/\gamma_L \ll \frac{1}{I^2(\alpha/\nu)}$$

(A13)

Here, $I^{-2}(\alpha/\nu) = \dot{\nu}^4\text{Re}[b(\alpha, \dot{\nu})]$ depends only on the ratio $\alpha/\nu$ and not $\dot{\nu}$ specifically. The numerical values of the conditions in Eq. A12 and Eq. A13 are shown in Fig. 4 as a function of $\alpha/\nu$. 

FIG. 10. Plots of the integral kernel in the BBC equation (Eq. A1) for $\alpha/\nu = 0.95$. Left: absolute value. Middle: real part. Right: imaginary part.
Appendix B: Additional properties of the nonlinear evolution

Given the analytic expression for the evolution of the mode amplitude, it is useful to calculate some characteristic quantities of the mode evolution. One can calculate the instantaneous nonlinear growth rate \( \gamma_{NL} \) associated with the time evolution of the wave packet in the \( \hat{v} \gg 1 \) limit via the relation \( |A(\tau)| = |A_0| \exp \left[ \int_0^\tau \gamma_{NL}(\tau') - \gamma_d d\tau' \right] \). Comparing Eq. 7 to Eq. 3 of Ref. 31, we see that they are identical with the replacements \( A(\tau) \rightarrow |A(\tau)|, b \rightarrow \Re [b] \). Hence, the nonlinear growth rate is similarly given by

\[
\Gamma(\tau) = \frac{\gamma_{NL}(\tau) - \gamma_d}{\gamma_L - \gamma_d} = 1 - \frac{|A(\tau)|^2}{A_{sat}^2}
\]

(B1)

Intuitively, the nonlinear growth rate vanishes when saturation is achieved at \( |A(\tau)| = A_{sat} \). Since the inclusion of drag (e.g. \( \alpha \neq 0 \)) increases \( A_{sat} \), drag has the destabilizing effect of increasing \( \gamma_{NL} \) at all points in time relative to its value for \( \alpha = 0 \).

It is also useful to know the characteristic nonlinear saturation time of the wave packet, which can be quantified with the inflection time defined by \( d^2 |A(\tau)|/d\tau^2 = 0 \). Differentiation shows that this condition occurs when \( |A(\tau)| = A_{sat}/\sqrt{3} \). The corresponding time is

\[
\tau_{infl} = \frac{1}{2} \log \left[ \frac{1}{2} \left( \frac{A_{sat}^2}{|A_0|^2} - 1 \right) \right]
\]

(B2)

Interestingly, although drag is destabilizing, it also lengthens the timescale for saturation due to the larger saturation amplitude that it induces.

It is natural to ask if the solutions we have derived for the TLC equation are stable or unstable to small perturbations. Hence consider a small perturbation to the long time solution of the TLC equation: \( A(\tau) = A_{exact}(\tau) + \delta A(\tau) \) where \( |\delta A| \ll |A_{exact}| \). \( A_{exact}(\tau) = e^{-i\Im \omega_{sat} \tau}/(\Re |b|/\sqrt{\Re |b|}) \) is the previously derived solution and \( \delta A = |A_1(\tau)| e^{i\phi_1(\tau)} \) is an arbitrary complex perturbation to the magnitude \( |A| \) and phase \( \phi \).

Substitution of \( A = A_{exact} + \delta A \) into Eq. 7 gives \( |A_1(\tau)| = -2 |A_1(\tau)| \) to lowest order in \( |A_1/A_{exact}| \ll 1 \), meaning that small perturbations to the magnitude would decay as \( e^{-2\tau} \). Using Eq. 9 yields \( \phi_1(\tau) = -2 (\delta \omega_{sat}/\gamma) |A_1|/|A_{exact}| \propto e^{-2\tau} \) as well. Hence we have proven that the time-local cubic equation is stable against small perturbation, since any perturbation will rapidly decay in magnitude and its phase will stop evolving in time. This is reasonable since we intentionally derived the TLC equation in the parameter regime where the BBC equation had previously been shown to admit stable steady state solutions. One noteworthy finding is that perturbations to the solution of the TLC equation decay without any oscillation in the magnitude. In contrast, the eigenvalues resulting from stability analysis of the BBC equation have nonzero imaginary parts, analogous to an underdamped oscillator.

As it turns out, the TLC equation is actually robust against perturbations of \( \text{any size} \). To see this, consider the evolution equation for the evolution of the mode amplitude: \( |A'| = |A| \left( 1 - |A|^2/A_{sat}^2 \right) \). Imposing a perturbation on the solution is equivalent to choosing an initial condition above the saturation level. For \( |A| > A_{sat} \), clearly \( |A'| < 0 \) and when \( |A| < A_{sat}, |A'| > 0 \). Hence any perturbation with \( |A| > A_{sat} \) will monotonically decay until \( |A| = A_{sat} \), without undershooting the unperturbed saturation level.

When \( \alpha/\nu > 0.96 \), the TLC equation features a finite time divergence which can be readily calculated. This is not a physical divergence, but rather corresponds to the non-existence of steady state solutions, indicating that neglected higher order nonlinearities would become important. While the divergent solutions will necessarily violate the assumed ordering \( |\omega_b^2| \ll \nu^2 \), they can nonetheless capture the correct behavior at early times, up until this relation breaks down. When divergence occurs, the nonlinear term dominates the linear term in the TLC equation, so Eq. 4 further reduces to \( |A(\tau)|' = -\Re [b] |A(\tau)|^4 \) with \( \Re [b] < 0 \) for solutions that diverge (non-steady regime). This new ODE has the simple solution \( |A(\tau)| = |A_0|/\sqrt{2\Re [b]} |A_0| \tau + 1 \), yielding growth like \( 1/\tau_{div} - \tau \) near divergence, where \( \tau_{div} \) is the finite time when blowup occurs. Its value is calculated as

\[
\tau_{div} = \frac{1}{2} \log \left( 1 - \frac{1}{\Re [b] |A_0|^2} \right)
\]

(B3)

Note that this quantity is always positive since \( \Re [b] < 0 \) for \( \alpha/\nu > 0.96 \). This gives the characteristic time for transition from the linear to nonlinear phase in cases where the BBC equation does not admit a quasi-steady solution. In contrast to the \( (\tau_{div} - \tau)^{-1/2} \) divergence found from the TLC equation, the BBC equation with a Krook collision operator previously found a \( (\tau_{div} - \tau)^{-5/2} \) divergence for \( \nu < \nu_{crit} \) (with an unspecified \( \tau_{div} \)).

Appendix C: Next order corrections to the time-local solution

The next order effects in \( 1/\hat{v} \ll 1 \) can be determined qualitatively in order to understand the primary error between the BBC and TLC solutions. The arguments in this section will adopt the same normalized variables as defined at the beginning of Appendix A. For illustration purposes, the following arguments will assume \( r \equiv \alpha/\nu \ll 1 \). However, the conclusions can be nu-
First consider the evolution of the magnitude, determined by Eq. A7. For $r \ll 1$, the cosine term can be approximated as unity. For times prior to the peak value of $|A(\tau)|$, it is clear that $|A(\tau)|$ is strictly increasing. Hence, approximating $|A(\tau - u/\nu)|$ by $|A(\tau)|$ and likewise for the other time delays (which is the approximation made in order to derive the TLC equation) necessarily overestimates the double integral term. This results in an underestimate of $d|A(\tau)|/d\tau$ during these times, leading to the lowest order solution in $1/\nu$ to miss the amplitude overshoot seen in the numerical solution of the BBC equation.

For the phase evolution, the argument is essentially the same. Again, assuming $r \ll 1$ and observing that the rest of the integrand is peaked near $u = 1, w = 0$ allows an expansion of sine which does not oscillate in the domain of integration. From Fig. 5, it is clear that the phase error is an early time effect, also occurring before saturation is reached, in the regime where $|A(\tau)|$ is still strictly increasing. So once again, the time-local approximation which ignores the phase-lags inside the integrand leads to an overestimation of the integral term in Eq. A8 as well. Consequently, the lowest order solution for $\phi'(\tau)$ is too large in magnitude at early times, causing the analytic TLC solution to have a larger complex phase when compared to the analytical TLC solution and the numerical BBC solution as a function of the expansion parameter $\nu > 1$. Blue points indicate the error in the phase. Red points show the error in the peak value of the amplitude. Black line is a reference for $1/\nu$ scaling.

Moreover, convergence studies were performed to verify that the phase lag and amplitude overshoot are mathematical and not numerical errors. Neither diminishes with smaller time step, so numerical error can be ruled out. Both the error in the phase and the amplitude overshoot between numerical BBC and analytic TLC solutions scale as $1/\nu$, as shown in Fig. 11. There, the phase error was calculated as the time difference $(\Delta \tau)$ between the first minimum in $\text{Im}[A]$ for the analytic TLC and numerical BBC solutions using a real initial perturbation. The amplitude error is calculated as the difference between the maximum value of the amplitude achieved by the BBC solution and that of the TLC solution (which also corresponds to the final saturation level).
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