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We show that a Gaussian Process model can be combined with a small number of scattering calculations to provide an accurate multi-dimensional dependence of scattering observables on the experimentally controllable parameters (such as the collision energy, temperature or external fields) as well as the potential energy surface parameters. This can be used for solving the inverse scattering problem, the prediction of collision properties of a specific molecular system based on the information for another molecule, the efficient calculation of thermally averaged observables and for reducing the error of the molecular dynamics calculations by averaging over the potential energy surface variations. We show that, trained by a combination of classical and quantum dynamics calculations, the model provides an accurate description of the scattering cross sections, even near scattering resonances. In this case, the classical calculations stabilize the model against uncertainties arising from wildly varying correlations of resonantly enhanced quantum results.

The outcome of a molecular collision in a thermal gas is a complicated function of many parameters: the collision energy, the internal energy of molecules, the details of the intermolecular potential energy surface (PES) and the relative orientation of the colliding species. Providing a mapping between these parameters and the scattering observables is a very complex task, paramount to solving the inverse scattering problem [1, 2] and critical for the interpretation as well as the physical interpolation or extrapolation of experimental data. Knowing the dependence of observables on the PES is also critical for assessing the accuracy of the scattering calculations and averaging the dynamical results over PES variations to reduce the uncertainties [3, 4]. For simple systems, this mapping can be provided by a series of classical [5] or quantum scattering [6] calculations on a grid of internal energy, collision energy, relative angular momentum and/or the PES parameters [3, 4]. This approach quickly becomes impossible as the complexity of molecules increases. Even for simple molecules, the role of the potential is often examined by scaling the PES by a single multiplicative factor, which does not change the topology of the PES [7]. For polyatomic molecules and to explore the effect of the PES topology, it is necessary to examine the observables as functions of all (usually many) parameters determining the PES. For example, a realistic PES for the interaction of benzene with structureless atoms must be parametrized by ≥ 8 constants [8, 9] and it is clearly impossible to carry out dynamical calculations on an 8-dimensional grid of the PES parameters.

An alternative approach could be to develop an analytical function of the scattering observables on the underlying parameters by fitting the calculated values, for example, with spline functions or regressions [10]. However, any such fit would require many data points as a function of every parameter to infer the proper analytical dependence. This becomes impossible as the complexity of molecules increases and when the collision dynamics is affected by resonances leading to dramatic variations of observables, extremely sensitive to PES [11, 12]. Here, we propose an approach combining a small number of scattering calculations with a Gaussian Process (GP) model [13, 14]. Widely used in engineering technologies [15, 16], the GP model learns from correlations between data points and provides a non-parametric dependence of observables on the underlying parameters. We show that, trained by the classical trajectory (CT) and/or quantum scattering calculations, the GP model provides an efficient and accurate model of molecular collisions, giving the simultaneous dependence of the scattering observables on all of the underlying parameters, without the need to fit any data by analytical functions. A combination of the CT and quantum calculations provides an accurate GP model of the scattering cross sections, even near scattering resonances. In this case, the CT calculations stabilize the model against uncertainties arising from wildly varying correlations of resonantly enhanced quantum results.

To illustrate the accuracy and efficiency of the model we consider the scattering cross sections and the formation of long-lived collision complexes of benzene molecules placed in a cold environment of rare gas (Rg = He – Xe) atoms. Collisions of complex organic molecules with Rg atoms at low temperatures have recently received much attention due to the buffer gas cooling experiments [17, 19]. In these experiments, molecules are thermalized by momentum-transfer collisions with the buffer gas atoms, while the formation of long-lived collision complexes leads to clustering and impedes the thermalization. We show that the GP model can be used to obtain the dependence of the collision lifetimes on the rotational temperature and the collision energy of the molecule, the mass of the Rg atom as well as on the details of the PES for atom - molecule interactions.

We consider a scattering observable \( \mathcal{O} \) as a function of \( q \) parameters described by vector \( \mathbf{x} \). The components of the vector \( \mathbf{x} = (x_1, x_2, \cdots, x_q)^\top \) can be the collision energy, the internal energy and/or the parameters rep-
representing the PES. We assume that $O$ is known from a classical or quantum dynamics computation at a small number of $x$ values. Our first goal is to construct an efficient model that, given a finite set of $O(x)$, produces a global dependence of the scattering observable on $x$. If the same observable is measured as a function of some parameters $x_i$, e.g., the collision energy – we show that the model can be adjusted to produce the global dependence of $O$ on $x$ that reproduces the experimental data, even if the dynamical calculation method is inaccurate.

We assume that the scattering observable of interest at any point $x$ in this multi-dimensional parameter space is a realization of a Gaussian process $F(\cdot)$, characterized by a mean function $\mu(\cdot)$, constant variance $\sigma^2$ and correlation function $R(\cdot, \cdot)$. For any fixed $x$, $F(x)$ is a value of a function randomly drawn from a family of functions Gaussian-distributed around $\mu(\cdot)$. Consequently, the multiple outputs $F(x)$ and $F(x')$ produced at two different points $x$ and $x'$ are random variables that jointly follow a multivariate normal distribution completely defined by $\mu(\cdot)$, $\sigma^2$, and $R(\cdot, \cdot)$.

We assume the following form for the correlation function $R(x, x')$:

$$R(x, x') = \exp\left(-\sum_{i=1}^n \omega_i |x_i - x'_i|^p\right).$$

(1)

and write

$$F(x) = \sum_{j=1}^k h_j(x) \beta_j + Z(x) = h(x) \top \beta + Z(x), \tag{2}$$

where $h = (h_1(x), \ldots, h_k(x)) \top$ is a vector of $k$ regression functions, $\beta = (\beta_1, \beta_2, \ldots, \beta_k) \top$ is a vector of unknown coefficients, and $Z(\cdot)$ is a Gaussian random function with zero mean. The problem is thus reduced to finding $\beta$, $p$ and $\Omega = (\omega_1, \omega_2, \ldots, \omega_n) \top$.

We spread $n$ input vectors $x_1, \ldots, x_n$ evenly throughout a region of interest and compute the desired observable $O$ at each $x_i$ with a classical or quantum dynamics method. The outputs of a GP at these points $Y^n = (F(x_1), F(x_2), \ldots, F(x_n)) \top$ follow a multivariate normal (MVN) distribution

$$Y^n \sim \text{MVN}(\mathbf{H}\beta, \sigma^2 \mathbf{A}) \tag{3}$$

with the mean vector $\mathbf{H}\beta$ and the covariance matrix $\sigma^2 \mathbf{A}$. Here, $\mathbf{H}$ is an $n \times k$ design matrix with ith row filled with the $k$ regressors $h_1(x_i), h_2(x_i), \ldots, h_k(x_i)$ at site $x_i$, and $\mathbf{A}$ is an $n \times n$ matrix defined as

$$A = \begin{pmatrix}
1 & R(x_1, x_2) & \cdots & R(x_1, x_n) \\
R(x_2, x_1) & 1 & \cdots & \vdots \\
\vdots & \vdots & \ddots & 1 \\
R(x_n, x_1) & \cdots & \cdots & 1
\end{pmatrix} \tag{4}$$

Given $\Omega$, the maximum likelihood estimators (MLE) of $\beta$ and $\sigma^2$ have closed-form solutions $\hat{\beta}$:

$$\hat{\beta}(\Omega) = (\mathbf{H} \top \mathbf{A}^{-1} \mathbf{H})^{-1} \mathbf{H} \top \mathbf{A}^{-1} Y^n$$

(5)

$$\hat{\sigma}^2(\Omega) = \frac{1}{n} (Y^n - \mathbf{H}\hat{\beta}) \mathbf{A}^{-1} (Y^n - \mathbf{H}\hat{\beta}) \top$$

(6)

To find the MLE of $\Omega$, we fix $p$ and maximize the log-likelihood function

$$\log L(\Omega | Y^n) = -\frac{1}{2} \left[ n \log \hat{\sigma}^2 + \log(\det(\mathbf{A})) + n \right]$$

(7)

numerically by an iterative computation of the determinant $|\mathbf{A}|$ and the matrix inverse $\mathbf{A}^{-1}$.

The goal is to make a prediction of the scattering observable at an arbitrary $x = x_0$. Because the values $Y_0 = F(x_0)$ at $x_0$ and the outputs at training sites are jointly distributed, the conditional distribution of possible values $Y_0 = F(x_0)$ given the values $Y^n$ is a normal distribution with the conditional mean and variance given by

$$m(x_0) = h(x_0) \top \beta + A_0 ^{-1} (Y^n - \mathbf{H} \beta) \tag{8}$$

$$\sigma^2(x_0) = \sigma^2 (1 - A_0 ^{-1} A_0) \tag{9}$$

where $A_0 = (R(x_0, x_1), R(x_0, x_2), \ldots, R(x_0, x_n)) \top$ is specified by the known correlation function $R(\cdot, \cdot)$. Eq. 8 provides the GP model prediction for the value of the scattering observable at $x_0$.

To illustrate the applicability and accuracy of the GP model, we first compute the collision lifetimes of benzene molecules with Rg atoms.

- Rg interaction potentials can be expressed as a sum over terms describing the interaction of Rg with the C-C and C-H bond fragments, characterized by 8 parameters. We first fix the PES parameters to describe the $C_6H_6$ - Ar system and focus on the dependence of the lifetimes on two parameters: the collision energy $E$ and the rotational temperature $T_r$. Figure 1 (upper panels) shows the results of the CT calculations illustrating that the collision lifetime exhibits an inverse correlation with the collision energy, while no apparent correlation with the rotational temperature. Figure 1 (c) shows the global surface of the lifetime as a function of $E$ and $T_r$ obtained from the GP model with $h_1 = 1, h_{i>1} = 0$ and $p$ set to 1.95. To quantify the prediction accuracy of the GP model, we calculate the errors $\varepsilon_E = \sqrt{\frac{1}{n} \sum_{i=1}^n (y_i - \hat{y}_i)^2}$ and $\varepsilon_S = \varepsilon_E / (y_{\text{max}} - y_{\text{min}})$. For the model with only 20 scattering calculations used as training points, $\varepsilon_E = 9.36$ ps and $\varepsilon_S = 7.93 \%$. If the number of the scattering calculations is increased to 50, the errors decrease to $\varepsilon_E = 5.17$ ps and $\varepsilon_S = 4.38 \%$.

Scattering data interpolation. The scattering calculations presented in the upper panels of Figure 1 cannot be interpreted to assume any simple functional form. In addition, the vastly different gradients of the $T_r$ and $E$ dependence may make the conclusions based on calculations at fixed values of one of the parameters misleading.
In contrast, the surface plot in Figure 1(c) clearly illustrates that the collision lifetimes decrease monotonically with both $T_r$ and $E$. The effect of the rotational temperature is much weaker especially when $E > 5$ cm$^{-1}$ and there is no strong two-way interaction between $T_r$ and $E$. The GP model surface can be used to evaluate thermally averaged collision lifetimes by integrating the $E$-dependence at given $T_r$.

The GP model can be extended to multiple collision systems for the predictions of the collision properties of a specific molecule based on the known collision properties of another molecule. To illustrate this, we consider the lifetimes of the long-lived complexes formed by benzene in collisions with Rg atoms He – Xe. As the collision system is changed from C$_6$H$_6$ – He to C$_6$H$_6$ – Xe, there are two varying factors that determine the change of the collision dynamics: the reduced mass and the PES. These factors must be correlated but the correlations cannot be clearly determined from the scattering calculations for different systems because the dependence of the scattering observable on these two parameters is very different.

As before, we use the GP model $F(x) = \beta + Z(x)$, with $x$ now representing the atomic mass $\mu_A$ and the interaction strength $D_e$ at the global minimum of the atom - molecule PES obtained by scaling the Ar - C$_6$H$_6$ PES. We fix $T_r = 4$ K and the collision energy $E = 4$ cm$^{-1}$, and compute the collision lifetimes at 40 randomly chosen points in the interval of $\mu_A$ and $D_e$ [4g/mol, 130g/mol] × [80cm$^{-1}$, 520cm$^{-1}$], which covers all of the Rg – C$_6$H$_6$ systems. These 40 calculation points are then used to train the GP model to produce the surface plot shown in Figure 1 (d). The error $\varepsilon_S$ of the surface is 5.09 %. The plot reveals that increasing both $\mu_A$ and $D_e$ enhances the collision lifetimes and that the reduced-mass dependence of the collision lifetimes is very weak compared to the dependence on the interaction strength.

Multi-dimensional model. The GP model can be exploited to explore the role of the individual PES parameters on the scattering observables. To illustrate this, we now consider that the vector $x$ contains 8 parameters giving the analytical form of the Rg - C$_6$H$_6$ PES, in addition to $E$ and $T_r$. We calculate the lifetimes of the Rg - C$_6$H$_6$ collisions at 200 randomly selected points in this parameter space and use these points to train the GP model. To illustrate the prediction accuracy of the GP model thus produced, we plot in Figure 2 the predicted magnitudes of the lifetimes for another set of 70
randomly selected points vs the quantities produced by the CT calculations. The plot corresponds to the model error ε = 4 %.

The 10-parameter GP model contains a wealth of information on the dependence O(x). For example, one can perform a sensitivity analysis by using the functional analysis of variance decomposition [29–31] to determine, which of the PES parameters have the strongest impact on the observable (right inset of Figure 2). Of the 8 PES parameters, the location of the potential well due to the interactions of Rg with the C-C bonds for the parallel approach [3] is the most important factor determining the collision lifetime. The model can also use be used to compute the uncertainties due to $\text{global}$ variation of the PES. Figure 2 (left inset) shows the interval of the lifetimes obtained by the simultaneous $\pm 3$ % variation of all 8 PES parameters.

\textit{Fitting experimental data.} The GP model can be extended to fit the experimental observations by varying the PES, with the fit absorbing both the measurement error and the error of the dynamical calculations. To illustrate this, consider an ensemble of randomly generated pseudo-experimental data (circles in Figure 3) and assume that the molecular dynamics calculation is affected by unknown errors. The off-set of the data from the dashed diagonal line represents the inaccuracy of the molecular dynamics calculations. The scatter of the data points represents the measurement error. We first partition the vector $x$ into two parts: $x_E$ containing the parameters that can be varied in experiments (such as the collision energy or temperature) and $x_P$ containing all the other variables including the PES parameters. We then write the model for the experimental data as

$$E(x_E|x_P) = \rho F(x_E, x_P) + G(x_E) + \epsilon, \quad (10)$$

where $F(\cdot)$ and $G(\cdot)$ are independent Gaussian random functions, with $G(\cdot)$ characterizing the inaccuracy of the scattering calculations, and $\epsilon$ is a Gaussian-distributed variable characterizing the measurement errors. The calculations are performed in three steps. First, the scattering calculations are used to train the GP model $F(\cdot)$ of the \textit{scattering calculation data}. In the second step, the experimental and calculated data are used together to train the model $G(\cdot)$ in Eq. (10), using the parameters of $F(\cdot)$ from the first step averaged over possible values of $x_P$ and treating $\rho$ and $\epsilon$ as variable parameters. This fixes the models $F(\cdot)$ and $G(\cdot)$ as well as $\rho$ and $\epsilon$. Given these, Eq. (10) can be used to find the best-fitting PES parameters by using Markov chain Monte Carlo methods [33]. The inset of Figure 3 illustrates the accuracy of the GP model (10) without further optimization of the parameters $x_P$. The scatter plot of the inset has the error $\epsilon_S = 6.3\%$.

Eq. (10) can also be used to model time-consuming quantum scattering calculations with the help of much more efficient classical dynamics calculations. To illustrate this, we consider the cross sections for rotationally inelastic C$_6$H$_6$–He collisions [9] shown in Figure 4. Sixty randomly chosen quantum results are used to train the model (10) with $\epsilon$ set to zero and $G(\cdot)$ modeling the inaccuracy of the CT calculations. Figure 4 shows that the model provides an accurate energy dependence of the cross sections, even near scattering resonances. The scattering resonances make the direct model (2) unstable, as shown in Figure 4 (inset). The CT calculations in a two-function model (10) stabilize the model, removing the errors arising from the resonant variation of the quantum results.

In summary, we have shown that a Gaussian Process model combined with a small number of scattering calculations can be used to obtain an accurate multidimensional dependence of the scattering observables on the experimentally controllable parameters and the PES parameters. In the absence of the experimental data, the GP model can be trained by a limited set of scattering calculations to provide a multi-parameter fit of the calculation results. This can be used to integrate the results over some of the parameters in order to evaluate efficiently thermally averaged quantities or to average the scattering calculations for complex molecules over variations of the PES parameters, thereby minimizing the uncertainties due to PES inaccuracies. If experimental data are available, they can be reproduced by a combination of two independent GP models: one trained to model the scattering calculations and one to model the uncertainty of the scattering calculation method. The same model can be used to connect classical and quantum dynamics calculations, allowing one to use classical calculations to interpolate quantum results. The model
FIG. 4. GP model (solid curve) of quantum scattering cross sections (squares and circles) for C$_6$H$_6$ - He collisions with CT calculations (not shown) serving as an intermediate model. The 60 squares are the quantum results used to train the models. The inset shows the GP model (solid curve) trained by the quantum results without CT calculations.

The GP model described here is expected to find a wide range of applications, from fitting the interaction potentials by solving the inverse scattering problem, to analyzing the dependence of scattering observations on external parameters, to calibrating the accuracy of the scattering calculation methods.
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