Abstract—We develop an algorithm for the motion and task planning of a system comprised of multiple robots and unactuated objects under tasks expressed as Linear Temporal Logic (LTL) constraints. The robots and objects evolve subject to uncertain dynamics in an obstacle-cluttered environment. The key part of the proposed solution is the intelligent construction of a coupled transition system that encodes the motion and tasks of the robots and the objects. We achieve such a construction by designing appropriate adaptive control protocols in the lower level, which guarantee the safe robot navigation/object transportation in the environment while compensating for the dynamic uncertainties. The transition system is efficiently interfaced with the temporal logic specification via a sampling-based algorithm to output a discrete path as a sequence of synchronized actions of the robots; such actions satisfy the robots’ as well as the objects’ specifications. The robots execute this discrete path by using the derived low level control protocol. Simulation results verify the proposed framework.
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I. INTRODUCTION

Temporal-logic-based motion planning has gained significant amount of attention over the last decade, as it provides a fully automated correct-by-design controller synthesis approach for autonomous robots. Temporal logics, such as linear temporal logic (LTL), provide formal high-level languages that can describe planning objectives more complex than the well-studied navigation algorithms, and have been used extensively both in single- as well as in multi-robot setups (see, indicatively, [1]–[10]). The task is given as a temporal logic formula, which is coupled with a discrete representation of the underlying system, abstracted from the underlying continuous dynamics, in order to derive an appropriate high-level discrete path.

There exist numerous works that consider temporal-logic-based tasks, both for single- and multi-robot systems [1]–[3], [5], [7], [9]. Nevertheless, the related works consider temporal logic-based motion planning for fully actuated, autonomous robotic agents. Consider, however, cases where some unactuated objects must undergo a series of processes in a workspace with autonomous robots (e.g., car factories or automated warehouses). In such cases, the robots, except for satisfying their own motion specifications, are also responsible for coordinating with each other in order to transport the objects around the workspace. When the unactuated objects’ specifications are expressed using temporal logics, then the abstraction of the robots’ behavior becomes much more complex, since it has to take into account the objects’ goals.

In addition, the spatial discretization of a multi-agent system to an abstracted higher level system necessitates the design of appropriate continuous-time controllers for the transition of the agents among the states of discrete system. Many works in the related literature, however, either assume that there exist such continuous controllers or adopt non-realistic assumptions. For instance, many works either do not take into account continuous agent dynamics or consider single or double integrators [1], [3], [8]–[10], which can deviate from the actual dynamics of the agents, leading thus to poor performance in real-life scenarios. Discretized abstractions, including design of the discrete state space and/or continuous-time controllers, can be found in [7], [11]–[14] for general systems and [15], [16] for multi-agent systems. Moreover, many works adopt dimensionless point-mass agents and therefore do not consider inter-agent collision avoidance [7], [9], [10], which can be a crucial safety issue in applications involving autonomous robots.

Since we aim at incorporating the unactuated objects’ specifications in our framework, the robots have to perform (cooperative) transportation of the objects around the workspace, while avoiding collisions with obstacles. Cooperative transportation/manipulation has been extensively studied in the literature (see, for instance, [17]–[27]), with collision avoidance specifications being incorporated in [24], [25], [28]. Cooperative object transportation under temporal logics has also been considered in our previous work [29].

This paper proposes a novel algorithm for the motion and task planning of a multi-robot-object system, i.e., a system that consists of multiple robots and unactuated objects, subject to tasks that are expressed by LTL constraints. We consider that the robots and the objects evolve subject to continuous-time and -space dynamics that suffer from uncertainties and in an environment cluttered with obstacles. Our contribution is summarized as follows. First, we abstract the continuous dynamics of the multi-robot-object system into a finite transition system that encodes the coupled behavior of the robots and the objects in the environment. We achieve such an abstraction by developing continuous feedback-control protocols that...
guarantee i) the navigation of the robots and ii) the cooperative transportation of the objects by the robots in the environment. These protocols combine barrier functions and point-world transformations to guarantee collision-avoidance properties as well as adaptive-control methodologies to compensate for the dynamic uncertainties. The robot navigation and cooperative object transportation constitute robot action primitives that enable the transitions in the aforementioned transition system.

Secondly, we compose the resulting transition system with an automaton-based representation of the underlying LTL task. Finally, we use a sampling-based procedure to search the composition of the transition system and the task’s automaton for the derivation of an optimal high-level plan, as a sequence of robot actions, that satisfies the task.

This paper extends our previous work [30] in the following directions: firstly, we consider transportation of the objects by multiple robots (as opposed to [30], which consider single-robot object transportation). Secondly, we consider more complex, obstacle-cluttered environments. Thirdly, we consider dynamic uncertainty in the dynamics of the robots and objects. Finally, instead of model-checking tools based on graph search algorithms, we use a sampling-based procedure to derive an optimal task-satisfying plan, yielding significantly lower complexity in terms of runtime and memory.

The rest of the paper is organized as follows. Section II provides necessary background and formulates the problem, while Section III presents the proposed solution. Section IV provides simulation results and, finally, Section V concludes the paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Task Specification in LTL

We focus on the task specification $\phi$ given as a Linear Temporal Logic (LTL) formula. The basic ingredients of an LTL formula are a set of atomic propositions $\Psi$ and several boolean and temporal operators. LTL formulas are formed according to the following grammar [31]:

$\phi ::= \text{true} \mid \alpha \mid \phi_1 \land \phi_2 \mid \neg \phi \mid \phi \circ U \phi_2$, where $\alpha \in \Psi$, $\phi_1$ and $\phi_2$ are LTL formulas and $\circ, U$ are the next and until operators, respectively. Definitions of other useful operators like $(\alpha)$ (always), $(\phi)$ (eventually) and $\Rightarrow$ (implication) are omitted and can be found at [31].

The semantics of LTL are defined over infinite words over $2^\Psi$. Intuitively, an atomic proposition $\psi \in \Psi$ is satisfied on a word $w = w_1w_2\ldots$ if it holds at its first position $w_1$, i.e. $\psi \in w_1$. Formula $\phi$ holds true if $\phi$ is satisfied on the word suffix that begins in the next position $w_2$, whereas $\phi_1 \circ U \phi_2$ states that $\phi_1$ has to be true until $\phi_2$ becomes true. Finally, $\psi \Rightarrow \phi$ and $\psi \Leftrightarrow \phi$ holds on $w$ eventually and always, respectively. For a full definition of the LTL semantics, we refer the reader to [31].

B. Problem Formulation

Consider $N > 1$ robotic agents operating in a compact 2D workspace $\mathcal{W} \subset \mathbb{R}^2$ with an outer boundary with $M > 0$ objects, and $\mathcal{N} := \{1, \ldots, N\}$, $\mathcal{M} := \{1, \ldots, M\}$. The objects are represented by rigid bodies whereas the robotic agents are fully actuated and holonomic, equipped with a transportation tool, such as a robotic arm. In addition, the workspace is populated with $J \in \mathbb{N}$ connected, closed sets $\{\mathcal{O}_j\}_{j \in J}$, with $\mathcal{J} := \{1, \ldots, J\}$, representing obstacles, and we define the free space as $\mathcal{W}_f := \mathcal{W} \setminus \bigcup_{j \in J} \mathcal{O}_j$.

We further assume that there exist $K > 1$ points within $\mathcal{W}_f$, denoted by $p_{\pi_k}$, corresponding to certain properties of interest (e.g., gas station, repairing area, etc.), with $\mathcal{K} := \{1, \ldots, K\}$. Since, in practise, these properties are naturally inherited to some neighborhood of the respective point of interest, we define for each $k \in \mathcal{K}$ the region of interest $\pi_k$, corresponding to $p_{\pi_k}$, as the closed ball $\mathcal{B}(p_{\pi_k}, r_{\pi_k}) \subset \mathcal{W}_f$, with $r_{\pi_k} > 0$ positive radii, $\forall k \in \mathcal{K}$. These properties of interest are expressed as boolean variables via finite sets of atomic propositions. In particular, we introduce disjoint sets of atomic propositions $\Psi_i, \Psi_i^o$, expressed as boolean variables, that represent services provided to agent $i \in \mathcal{N}$ and object $j \in \mathcal{M}$ in $\Pi := \{\pi_1, \ldots, \pi_K\}$. The services provided at each region $\pi_k$ are given by the labeling functions $\mathcal{L}_i : \Pi \rightarrow 2^\Psi$, $\mathcal{L}_j : \Pi \rightarrow 2^{\Psi^o}$, which assign to each region $\pi_k, k \in \mathcal{K}$, the subset of services $\Psi_i$ and $\Psi_i^o$, respectively, that can be provided in that region to agent $i \in \mathcal{N}$ and object $j \in \mathcal{M}$, respectively. In addition, we consider that the agents and the object are initially ($t = 0$) in the regions of interest $\pi_{\text{init}(i)}, \pi_{\text{init}(j)}$, where the functions $\text{init} : \mathcal{N} \rightarrow \mathcal{K}, \text{init}_o : \mathcal{M} \rightarrow \mathcal{K}$ specify the initial region indices. In the following, we present the modeling of the coupled dynamics of the object and the robots.

We denote by $x_i \in \mathbb{R}^2$ the position of robot $i$’s center of mass. In this work we explicitly consider the actions of robot navigation, as well as (cooperative) transportation of an object via $x_i$, where the joint variables of the potential mounted robotic arm are assumed to be fixed. We consider that the robotic arm joints are used only for grasping/releasing an object (when the respective mobile base is fixed), actions that we do not explicitly model. The dynamics describing the motion of robot $i$’s center of mass are given by

$$m_i \ddot{x}_i + f_i(x_i, \dot{x}_i) = u_i - h_i, \quad (1)$$

where $m_i$ is the unknown mass of robot $i$, $f_i : \mathbb{R}^4 \rightarrow \mathbb{R}^2$ are unknown friction-like functions, $u_i \in \mathbb{R}^2$ is the control input of robot $i$, and $h_i \in \mathbb{R}^2$ is the force exerted by robot $i$ at the grasping point with object $j$ in case of contact. The aforementioned dynamics concern the cases when (i) robot $i$ is navigating to some pre-defined point, and (ii) robot $i$ is transporting, possibly collaboratively with other robots, an object $j$. In both of these cases, the joint variables of the mounted robotic arm are assumed to be constant. The procedures of grasping/releasing an object, where the robotic arm would have to be activated, are not considered here.

We consider that each robot $i$, for a given $x_i$, covers a spherical region of constant radius $r_i \in \mathbb{R}_{>0}$ that bounds its volume, i.e., $\mathcal{B}(x_i, r_i), \forall i \in \mathcal{N}$; Moreover, we consider that the agents have specific power capabilities, which for simplicity, we associate to positive integers $\zeta_i > 0, i \in \mathcal{N}$, via an analogous relation. The overall configuration is $x := [x_1^T, \ldots, x_N^T]^T \in \mathbb{R}^{2N}$.

Regarding the objects, we denote by $x_o^j \in \mathbb{R}^2$ the position of the $j$th object’s center of mass, $\forall j \in \mathcal{M}$. We consider the
following second-order Newton-Euler dynamics:
\[ m^o_j \ddot{x}^o_j + f^o_j(x^o_j, \dot{x}^o_j) = h^o_j, \]
where \( m^o_j \) is the unknown mass of object \( j \), \( f^o_j : \mathbb{R}^4 \to \mathbb{R}^2 \) are unknown friction terms, and \( h^o_j \in \mathbb{R}^2 \) are the forces exerted to the \( j \)th object’s center of mass, in case of contact with a robot. The overall object configuration is denoted by \( x^o := [x^o_1, \ldots, x^o_M]^T, \) and \( \dot{x}^o := [\dot{x}^o_1, (x^o)^T]^T. \)

The functions \( f_i \) and \( f^o_j \) are assumed to satisfy the following assumption:

**Assumption 1:** The functions \( f_i, f^o_j : \mathbb{R}^4 \to \mathbb{R}^2 \) are analytic and satisfy
\[ \|f_i(x, y)\| \leq \alpha_i \|y\|, \]
\[ \|f^o_j(x^o, \dot{x}^o)\| \leq \alpha^o_j \|y\|, \]
\[ \forall x, y \in \mathbb{R}^2, \text{ where } \alpha_i, \alpha^o_j \text{ are unknown positive constants, } \forall i \in N, j \in M. \]

The aforementioned assumption is inspired by standard friction-like terms, which can be approximated by continuously differentiable velocity functions [32].

Similarly to the robots, each object’s volume is represented by the spherical set of constant radius \( r^o_j \in \mathbb{R}_{>0}, \) i.e., \( B(x^o_j, r^o_j), \forall j \in M. \)

Next, we provide the coupled dynamics between an object \( j \in M \) and a subset \( A \subseteq N \) of robots that grasp it rigidly. For these robots, it holds that \( h^r_i = \sum_{i \in A} h_i, \) and since the joint variables of the robotic arms are fixed, \( x^r_j = x_i + d^r_j, \) \( \dot{x}^r_j = \dot{x}_i, \) and \( \ddot{x}^r_j = \ddot{x}_i, \) where \( d^r_j \in \mathbb{R}^2 \) is the constant offset between \( x^r_j \) and \( x_i, \forall i \in A. \) Therefore, one obtains that
\[ m_{A,j} \ddot{x}^r_j + f_{A,j}(x^r_j, \dot{x}^r_j) = \sum_{i \in A} u_i, \]
where \( m_{A,j} := m^r_j + \sum_{i \in A} m_i, \) \( f_{A,j} := f^r_j(x^r_j, \dot{x}^r_j) + \sum_{i \in A} f_i(x^r_j + d^r_j, \dot{x}^r_j). \) Note that Assumption 1 implies that
\[ \|f_{A,j}(x^r_j, \dot{x}^r_j)\| \leq \alpha_{A,j} \|\dot{x}^r_j\|, \]
for an unknown positive constant \( \alpha_{A,j}. \)

Regarding the volume of the coupled robots-object system, we consider that it is bounded by a sphere of radius centered at \( x^r_j \) with constant radius \( r_{A,j} \in \mathbb{R}_{>0}, \) i.e., \( B(x^r_j, r_{A,j}), \) which is large enough to cover the volume of the coupled system.

Moreover, in order to take into account the introduced robots’ power capabilities \( \zeta_i, i \in N, \) we consider a function \( \Lambda \in \{ \text{True}, \text{False} \} \) that outputs whether the robots that grasp an object are able to transport the object, based on their power capabilities. For instance, \( \Lambda(m^r_j, \zeta_A) = \text{True}, \) where \( m^r_j \in \mathbb{R}_{>0} \) is the mass of object \( j \) and \( \zeta_A := [\zeta_i]_{i \in A}^T \) implies that the robots \( A \) have sufficient power capabilities to cooperatively transport object \( j. \)

Next, we define the boolean functions \( \mathcal{G}_j : \mathbb{R}_{>0} \to 2^{N_0}, \) with \( N_0 := N \cup \{0\}, \) to denote which robots grasp an object \( j \in M; \) \( \mathcal{G}_j = 0 \) means that no robots grasp object \( j. \) Note also that \( i \in \mathcal{G}_j \iff i \notin \mathcal{G}_j' = \text{False}, \forall j' \in M \setminus \{j\}, \) i.e., robot \( i \) can grasp at most one object at a time. We further denote \( \mathcal{G} := [\mathcal{G}_1, \ldots, \mathcal{G}_M]^T \in (2^{N_0})^M. \)

In the following, we use the term “entity” to refer to single robots, objects as well as systems comprised by robots that grasp an object (robots-object systems). The number of these systems depends on the variables \( \mathcal{G}. \) Given a grasping configuration \( \mathcal{G} \in (2^{N_0})^M, \) consider \( \mathcal{T}(\mathcal{G}) \) number of entities, indexed by the set \( \mathcal{T}(\mathcal{G}) := \{1, \ldots, \mathcal{T}(\mathcal{G})\}. \) Each entity (robot, object, or robots-object system) is characterized by the respective configuration \( (\mathbb{R}, x^r_j, \dot{x}^r_j) \) and radius \( (r_j, \bar{r}_j, r_{A,j}), \) respectively, which we denote for simplicity by the generic variables \( x^r_j, \bar{r}_j, \) for all \( i \in \mathcal{T}(\mathcal{G}). \)

We further define the free space for each entity \( \mathcal{F}_i(\mathcal{G}) := \left( B(x^r_j, \bar{r}_j) \right) \oplus \bar{r}_j, \) where the incorporation of \( \bar{r}_j \) enlarges the obstacles and the other entities with the radius \( r^o_j. \)

We give now the definitions for the transitions of the robots and the objects between the regions of interest.

**Definition 1:** (Navigation) Let \( \mathcal{G}(t_0) \in (2^{N_0})^M \) such that
\[ x^r_j(t_0) \in \mathcal{F}_i(\mathcal{G}(t_0)) \]
\[ \mathcal{B}_i(x^r_j(t_0), r^o_j) \subset \mathcal{G}(t_0) \]
for all \( t \in [t_0, t_f]. \)

**Definition 2:** (Grasping) Let \( \mathcal{G}(t_0) \in (2^{N_0})^M \) such that
\[ x^r_j(t_0) \in \mathcal{F}_i(\mathcal{G}(t_0)) \]
\[ \mathcal{B}_i(x^r_j(t_0), r^o_j) \subset \mathcal{G}(t_0) \]
for some \( j \in N, \ell \in M, \ell \in K, \ell(t_0) \in \mathbb{R}_{>0} \) where \( i_k \in K, \) for all \( i \in \mathcal{T}(\mathcal{G}). \) Then, agent \( j \) grasps object \( \ell, \) denoted by \( j \rightarrow \ell, \) if there exists a finite \( t_f \geq t_0 \) such that \( j \in \mathcal{G}(t_f). \)

Similarly, we can define the releasing action \( j \searrow \ell \) for an agent \( j \in N \) and object \( \ell \in M. \) Loosely speaking, the aforementioned definitions correspond to specific action primitives of the robots, namely robot navigation or object transportation, which define the navigation transition, and grasping and releasing actions. When the navigation transition from \( \mathcal{G}(t_k) \) to \( \mathcal{G}(t_k') \) corresponds to a robot navigation for robot \( j \in N, \) we denote it by \( \mathcal{G}(t_k) \rightarrow \mathcal{G}(t_k'), \) when it corresponds to a cooperative transportation of object \( j \in M \) by a subset of robots \( A, \) we denote it by \( \mathcal{G}(t_k) \rightarrow \mathcal{G}(t_k'), A. \)

We also assume the existence of a procedure \( \mathcal{P}_s \) that outputs whether or not a set of non-intersecting spheres fits in a larger sphere as well as possible positions of the spheres in the case they fit. More specifically, given a region of interest \( \mathcal{G}(t_k) \) and a number \( N \in \mathbb{N} \) of sphere radii (of robots, objects, or object-robots systems) the procedure can be seen as a function \( \mathcal{P}_s := [\mathcal{P}_{s,1}, \mathcal{P}_{s,1}]^T, \) where \( \mathcal{P}_{s,1} : \mathbb{R}_{>0}^N \to \{ \text{True}, \text{False} \} \) outputs whether the spheres fit in the region \( \mathcal{G}(t_k) \) whereas \( \mathcal{P}_{s,1} \) provides possible configurations of the robots and the objects or 0 in case the spheres do not fit. For instance, \( \mathcal{P}_{s,1}(r_{\pi_1}, r_{\pi_2}, \bar{r}_{\pi_2}, r_{\pi_2}) \) determines whether the robots 1, 3 and the objects 1, 5 fit in region \( \pi_2, \) without
colliding with each other; \((x_1^2, x_2^2, x_3^2, x_4^2) = (x_1, x_3, x_2, x_4)^2 = P_{s,1}(r_2, r_1, r_3, r_4)\) provides a set of configurations such that \(B_i(x_i^2, r_i^2) \in \{1, \ldots, 4\}\), and the pairwise intersections of these sets are empty. The problem of finding an algorithm \(P_s\) is a special case of the sphere packing problem [33]. Note, however, that we are not interested in finding the maximum number of spheres that can be packed in a larger sphere but, rather, in the simpler problem of determining whether a set of spheres can be packed in a larger sphere.

Our goal is to control the multi-robot-object system defined above such that the robots and the objects obey a given specification over their atomic propositions \(\Psi_i, \Psi_j, \forall i \in \mathcal{N}, j \in \mathcal{M}\). Given the trajectories \(x_i(t), x_j^2(t), t \in \mathbb{R}_{\geq 0}\), of robot \(i\) and object \(j\), respectively, their corresponding behaviors are given by the infinite sequences

\[
\begin{align*}
b_i &= (x_i(t), \sigma_i) := (x_i(t_1), \sigma_{i,1})(x_i(t_2), \sigma_{i,2}), \\
b_j^2 &= (x_j^2(t), \sigma_j^2) := (x_j^2(t_1), \sigma_{j,1}^2)(x_j^2(t_2), \sigma_{j,2}^2),
\end{align*}
\]

with \(t_{i,j,t+1} > t_{i,j,t} \geq 0, t_{i,j,t}^2, j \geq 0, \forall \ell \in \mathbb{N}\), representing specific time stamps. The sequences \(\sigma_i, \sigma_j^2\) are the services provided to the agent and the object, respectively, over their trajectories, i.e., \(\sigma_i, \sigma_j^2 \in 2^{\Psi_i}, \sigma_{j,1}^2 \in 2^{\Psi_j}\) with \(A_{i,j}((t_i, t_j)) \subseteq \pi_{k_i, j}, \sigma_{i,1} \in L_i(\pi_{k_i, j})\) and \(O_j(x_j^2(t_j)) \subseteq \pi_{k^2, j} \cup L_i(\pi_{k^2, j})\) where \(L_i, L_j\) are the previously defined labeling functions.

The following Lemma then follows:

**Lemma 1:** The behaviors \(b_i^j, b_j^j\) satisfy formulas \(\phi_i, \phi_j\), if \(\sigma_i \models \phi_i\) and \(\sigma_j^2 \models \phi_j^2\), respectively.

The control objectives are given as LTL formulas \(\phi_i, \phi_j^2\) over \(\Psi_i, \Psi_j\), respectively, \(\forall i \in \mathcal{N}, j \in \mathcal{M}\). The LTL formulas \(\phi_i, \phi_j\) are satisfied if there exist behaviors \(b_i, b_j\) of agent \(i\) and object \(j\) that satisfy \(\phi_i, \phi_j^2\). We are now ready to give a formal problem statement:

**Problem 1:** Consider \(N\) robotic agents and \(M\) objects in \(\mathcal{W}\) satisfying

\[
B_i(x_i(0), r_i) \subset \pi_{\text{init}(i)}; B_j(x_j^2(0), r_j^2) \subset \pi_{\text{init}(j)}, \dot{x}_i(0) = 0, \]

in collision-free initial configurations. Given the disjoint sets \(\Psi_i, \Psi_j, N\) LTL formulas \(\phi_i\) over \(\Psi_i\) and \(M\) LTL formulas \(\phi_j^2\) over \(\Psi_j\), develop a control strategy that achieves behaviors \(b_i, b_j^2\) which yield the satisfaction of \(\phi_i, \phi_j^2, \forall i \in \mathcal{N}, j \in \mathcal{M}\).

Note that it is implicit in the problem statement the fact that the agents/objects starting in the same region can actually fit without colliding with each other. Technically, it holds that \(P_{s,1}(r_1, r_2, r_3, r_4) = \mathcal{P}_{s,1}(r_2, r_1, r_3, r_4)\), and the pairwise intersections of these sets are empty. The problem of finding an algorithm \(P_s\) is a special case of the sphere packing problem [33]. Note, however, that we are not interested in finding the maximum number of spheres that can be packed in a larger sphere but, rather, in the simpler problem of determining whether a set of spheres can be packed in a larger sphere.

The control design is based on the integration of the adaptive control scheme and point world transformation proposed in [36] and [37], respectively. The former accommodates the uncertain robot and object dynamics and the latter deals with the complex environment obstacles. Since [37] consider single-robot navigation in complex environments, we consider here a *sequential* execution of the navigation and object-transportation transitions\(^1\). That is, only one entity is allowed to navigate from one RoI to another, viewing the rest of the entities as fixed obstacles.

### 1) Robot Navigation

Assume that the conditions of Problem 1 hold for some \(t_0 \in \mathbb{R}_{\geq 0}\), i.e., all robots and objects are located in some RoI with zero velocity. We first consider the control problem of safe navigation for a robot \(i \in \mathcal{N}\) satisfying \(i \notin \mathcal{AG}_j(t_0)\) for all \(j \in \mathcal{M}\), i.e., not grasping any objects, from region \(i_k\) to \(i_k^j\) (transition \(\pi_{i_k} \to \pi_{i_k^j}\)), with \(B_i(x_i(t), r_i) \subset \pi_{i_k}\) and \(i_k^j \in \mathcal{K}_i\). Let \(x_i^k = x_i\). As stated before, the other entities are fixed and viewed as static obstacles by robot \(i\). Moreover, to account for safety specifications, we wish the robot to avoid entering the RoI \(\pi_k, k \in \mathcal{K}_i\). Therefore, the free space of robot \(i\) becomes \(\mathcal{F}_i = (\mathcal{W}_i \setminus \mathcal{O}_i) \cup \mathcal{R}_i\), where

\[
\mathcal{O}_i := \left( \bigcup_{k \in \mathcal{K}_i \setminus \{i_k^j\}} B(x_i^k, r_i^k) \right) \cup \left( \bigcup_{k \in \mathcal{K}_i \setminus \{i_k^j\}} \pi_k \right).
\]

Let the desired navigation goal of the robot be \(x_{d,i} \in \pi_{i_j^j}\), which will be provided by the procedure \(P_s\), as explained in the previous section. Next, we use the workspace transformation \(\chi = H(x)\) from [37] that converts the environment to the open unit disk \(D := B([0,0]^T, 1)\), and the obstacles (environment obstacles, entities other than robot \(i\), and RoI other than \(\pi_k, \pi_{i_j^j}\) to \(\mathcal{J}\) points \(b_\ell \in D, \ell \in \mathcal{J} := \{1, \ldots, \ell\}\), robot \(i\) to the point \(\chi_i := H(x_i)\), and the goal of robot \(i\) to \(\chi_d := H(x_{d,i})\). In the subsequent analysis we omit the robot index \(i\) for ease of presentation.

Let now a constant \(\bar{r} > 0\) satisfying

\[
\|b_i - b_j\| > 2\bar{r}, \forall i, j \in \mathcal{J}, i \neq j
\]

\[
1 - \|b_i\| > 2\bar{r}, \forall i \in \mathcal{J}.
\]

The transformed free space of the robot can be defined as \(\mathcal{F}_H := D \setminus \{b_1, \ldots, b_J\}\). We define next the set \(\mathcal{J}_0 := \{0\} \cup \mathcal{J}\) as well as the distances \(d_\ell : \mathcal{F}_H \to \mathbb{R}_{\geq 0}\), \(\ell \in \mathcal{J}_0\), with \(d_{\ell}(x) := \|x - b_\ell\|, \forall \ell \in \mathcal{J}_0, d_0(x) := 1 - \|x\|^2\). Note that, by keeping \(d_{\ell}(x) > 0, d_0(x) > 0\), we guarantee that \(\chi \in \mathcal{F}_H\) and hence the safety of the robot. We also define the constant

\[
\bar{r}_d := \min \left\{ 1 - \|\chi_d\|^2, \min_{\ell \in \mathcal{J}_0} \{d_{\ell}(\chi_d)\} \right\}
\]

as the minimum distance of the goal to the transformed obstacles/workspace boundary. We revisit now the notion of the 2nd-order navigation function from [36]:

**Definition 3:** A 2nd-order navigation function is a function \(\phi : \mathcal{F}_H \to \mathbb{R}_{\geq 0}\) of the form

\[
\phi(x) = \rho(x) - d_{\ell_E}(x) - \bar{r}_d,
\]

with \(\ell_E \in \mathcal{J}_0\), and \(\rho(x)\) a proper learning function.

\(^1\)The correctness of the multi-robot adaptive control scheme of [36] has only been proven for simple, spherical environments.
$$\varphi(\chi) := k_1 \| \chi - \chi_d \|^2 + k_2 \sum_{\ell \in J_0} \beta(d_\ell(\chi)), $$

where $\beta : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ is a (at least) twice contin. differentiable function and $k_1, k_2$ are positive constants, with the followings properties:

1) $\beta((0, \tau])$ is strictly decreasing, $\lim_{\tau \to 0} \beta(\chi) = \infty$, and $\beta(\chi) = \beta(\tau)$, $\forall \chi \geq \tau$, for some $\tau > 0$.
2) $\varphi(\chi)$ has a global minimum at $\chi = \chi_d \in \text{int}(\mathcal{F}_H)$ where $\varphi(\chi_d) = 0$.
3) if $\beta'(d_\ell(\chi)) \neq 0$ and $\beta''(d_\ell(\chi)) \neq 0$ for some $k \in J_0$, then $\beta'(d_\ell(\chi)) = \beta''(d_\ell(\chi)) = 0$, for all $\ell \in J_0 \setminus \{k\}$.
4) The function $\beta : (0, \tau] \to \mathbb{R}_{>0}$, with $\beta(\chi) := \beta''(\chi) \chi^2$ is strictly decreasing.

An example for $\beta$ that satisfies properties 1) and 4), is

$$\beta(\chi) := \begin{cases} 
4 \chi^5 - 15 \chi^4 + 10 \chi^3, & \chi \leq 1 \\
1, & \chi > 1
\end{cases}, \quad (8)$$

By appropriately choosing $\tau$, only one $\beta(d_\ell(\chi))$, $\ell \in J_0$ affects the robotic agent for each $\chi \in \mathcal{F}_H$, with $\beta'(d_\ell(\chi)) = \beta''(d_\ell(\chi)) = 0$. Hence, properties 2) and 3) of Def. 3 are satisfied.

**Proposition 1 ([36]):** By choosing $\tau$ as $\tau \in \begin{cases} 0, \min\{\hat{r}_2, \hat{r}_3\} \end{cases}$, we guarantee that at each $\chi \in \mathcal{F}_H$ there is at most one $\ell \in J_0$ such that $d_\ell(\chi) \leq \tau$, implying that $\beta'(d_\ell(\chi))$ and $\beta''(d_\ell(\chi))$ are non-zero.

Intuitively, the obstacles and the workspace boundary have a local region of influence defined by the constant $\tau$.

To compensate for the unknown mass and friction terms of the dynamics (1), we define the estimates $\hat{m}$, $\hat{\alpha}$ of $m$ and $\alpha$ (see Assumption 1), respectively, to be used in the control design.

Given the aforementioned definition, we design a reference signal $v_d : \mathcal{F}_H \to \mathbb{R}^2$ for the robot velocity $\dot{x}$ as

$$v_d(\chi) = -J_H(x)^{-1}\nabla_{H(x)}\varphi(H(x)), \quad (9)$$

where $J_H(x) := \frac{\partial H(x)}{\partial x}$ is the nonsingular Jacobian matrix of $H$. Next, we define the respective velocity error $e_v := \dot{x} - v_d(\chi)$, and design the control law as $u : \mathcal{F} \times \mathbb{R}^4 \to \mathbb{R}^2$, with

$$u := u(x, v, \hat{m}, \hat{\alpha}) := -k_v J_H(x)^\top \nabla_{H(x)} \varphi(H(x)) + \hat{m} \dot{v}_d - \left( k_v + \frac{3}{2} \hat{\alpha} \right) e_v, \quad (10)$$

where $k_v$ is a positive gain, and $\hat{m}$, $\hat{\alpha}$ evolve according to

$$\dot{\hat{m}} := -k_m e_v^\top \dot{v}_d \quad \text{(10a)}$$

$$\dot{\hat{\alpha}} := k_v \| e_v \|^2, \quad \text{(10b)}$$

with $k_m$, $k_v$ positive constants. The aforementioned control protocol guarantees safe asymptotic convergence of the robot to its goal from almost all collision-free initial conditions, i.e., except for a set of measure zero, provided that $\tau$ is sufficiently small and $k_v > \frac{3}{2}$ (see Theorem 2 in [36]). Therefore, since the convergence is asymptotic, we conclude that there exists a finite time instant $t_j > t_0$ such that $B(x_j(t_j), r_{\pi_j}) \subset \pi_{\pi_j}$, achieving thus the transition $\pi_{t_k} \to \pi_{t_j}$.}

### 2. Cooperative Object Transportation

We deal now with the control design for the cooperative object transportation problem. Consider an object $j \in \mathcal{M}$ grasped by a team of robots $\mathcal{A}$ at $t_0 \in \mathbb{R}_{>0}$, i.e., $\mathcal{A}G_j(t_0) = A$, evolving subject to the dynamics (5) and satisfying $B(x_j(t), r_{\pi_j}) \subset \pi_{\pi_j}$, for some $\pi_j \in \mathcal{K}$. The goal is the transportation of the object to some $\pi_{\pi_{j_k}}$, for some $j_k \in \mathcal{K}$. As in the robot navigation case, we let $x_j^r = x_j$, $r_j^r = r_{\pi_{j_k}}$, denoting the entity consisting of object $j$ and the robots $\mathcal{A}$, viewing the rest of the entities as static obstacles. By also aiming to avoid entering the Rol $\pi_k$, for $k \in \mathcal{K}\setminus\{j, j_k\}$, the free space of the entity $\mathcal{F}_j := (\mathcal{W} \setminus \mathcal{O}_j) \cap r_{\pi_{j_k}}$, where

$$\mathcal{O}_j := \bigcup_{\ell \in \mathcal{T}(\mathcal{A}G_j \setminus \{j\})} \bigcup_{k \in \mathcal{K}\setminus\{j, j_k\}} \pi_k.$$
Definition 4: The coupled behavior of the overall system of all the $N$ agents and $M$ objects is modeled by the transition system
\[ \mathcal{T}S = (\Pi_s, \Pi_s^\text{init}, \rightarrow_s, \mathcal{A}G, \Psi, \Lambda, P_s, \chi) \]
where
(i) $\Pi_s \subset \Pi \times \Pi^o \times (2^N)^M$ is the set of states; $\Pi := \Pi_1 \times \cdots \times \Pi_N$ and $\Pi^o := \Pi^o_1 \times \cdots \times \Pi^o_M$ are the set of state-regions that the agents and the objects can be at, with $\Pi_i = \Pi^o_i = \Pi, \forall i \in N, j \in M$;
(ii) $\Pi_s^\text{init} \subset \Pi_s$ is the initial set of states at $t = 0$, which, owing to (i), satisfies the conditions of Problem 1,
(iii) $\rightarrow_s : \Pi_s \times \Pi^o \times (2^N)^M$ is a transition relation defined as follows: given the states $\pi_s, \pi^o_s \in \Pi$ with
\[ \pi_s = \left(\pi_s, \pi^o_s, \mathcal{A}G\right) = \left(\pi_s, \pi^o_s, \mathcal{A}G_1, \mathcal{A}G_2, \ldots, \mathcal{A}G_M\right), \]
\[ \pi^o_s = \left(\pi^o_s, \pi^o_s, \mathcal{A}G\right) = \left(\pi^o_s, \pi^o_s, \mathcal{A}G_1, \mathcal{A}G_2, \ldots, \mathcal{A}G_M\right), \]
a transition $\pi_s \rightarrow \pi^o_s$ occurs if all the following hold:
(a) $\exists i \in N, j \in M$ such that $i \in \mathcal{A}G_j$, $i \neq \mathcal{A}G_j$ (or $i \notin \mathcal{A}G_j$, $i \in \mathcal{A}G_j$), and there are no simultaneous grasp/release and navigation actions,
(b) $\exists i \in N, j \in M$ such that $i \in \mathcal{A}G_j$, $i \neq \mathcal{A}G_j$ (or $i \notin \mathcal{A}G_j$, $i \in \mathcal{A}G_j$), and $k_i = k^o_j \neq \bar{k}_i = k^o_j$, i.e., there are no simultaneous grasp/release and transportation actions,
(c) $\exists i \in N, j \neq j'$, such that $i \in \mathcal{A}G_j$ and $i \in \mathcal{A}G_{j'}$, i.e., there are no simultaneous grasp and release actions,
(d) $\exists i \in N$ such that $k^o_i \neq k_i$ and $i \notin \mathcal{A}G_i, \forall i \in N \setminus \{i\}$, i.e., there is no transportation of a non-grasped object,
(e) $\exists i \in M, \mathcal{T} \subseteq N$ such that $k^o_i \neq k_i$ and $\Lambda(m, \zeta) \subseteq \mathcal{T}$, with $(i \in \mathcal{A}G_i, i \in \mathcal{A}G_i) \Rightarrow i \in \mathcal{T}$, i.e., the agents grasping an object are powerful enough to transport it.
(iv) $\Psi := \Psi \cup \Psi^o$ with $\Psi = \bigcup_{i \in N} \Psi_i$ and $\Psi^o = \bigcup_{j \in M} \Psi^o_j$ are the atomic propositions of the agents and objects, respectively, as defined in Section II.
(v) $\mathcal{L} : \Pi_s \rightarrow 2^\Phi$ is a labeling function defined as follows: Given a state $\pi_s$ as in (12) and $\psi_s := \bigcup_{i \in N} \psi_i \bigcup_{j \in M} \psi^o_j$, with $\psi_i \in \Psi^i, \psi^o_j \in \Psi^o_j$, then $\psi_s \in \mathcal{L}(\pi_s)$ if $\psi_i \in \mathcal{L}(\pi_i)$ and $\psi^o_j \in \mathcal{L}^o(\pi^o_j), \forall i \in N, j \in M$.
(vi) $\Lambda$ and $P_s$ as defined in Section II.
(vii) $\chi : (\rightarrow_s) \rightarrow \mathbb{R}_{\geq 0}$ is a function that assigns a cost to each transition $\pi_s \rightarrow \pi^o_s$. This cost might be related to the distance of the robots’ regions in $\pi_s$ to the ones in $\pi^o_s$, combined with the cost efficiency of the robots involved in transport tasks (according to $\zeta_i, i \in N$).

Next, we form the global LTL formula $\phi := (\wedge_{i \in N, \phi_i}) \land (\wedge_{\pi \in M} \phi^o_\pi)$ over the set $\Psi$. Given $\phi$, we define the language
\[ Words(\phi) = \{ \sigma \in (2^\Phi)^* | \sigma \models \phi \}, \]
where $\models \subseteq \mathcal{L}(\phi)^* \times \phi$ is the satisfaction relation, as the set of infinite words $\sigma \in (2^\Phi)^*$ that satisfy the LTL formula $\phi$. Then, we translate $\phi$ to a Büchi Automaton $BA$ in a finite representation, called prefix-suffix structure, i.e.,
Next, we define the Product Büchi Automaton $BA := \mathcal{T}S \times BA$, as follows [31]:

Definition 5 (BA): A Nondeterministic Büchi Automaton (NBA) $BA$ is defined as a tuple $BA = (\Pi_B, \Pi_B^F, \Sigma, \rightarrow_B, \Pi_B^F)$, where $\Pi_B$ is the set of states, $\Pi_B^F \subseteq \Pi_B$ is a set of initial states, $\Sigma = 2^\Phi$ is the alphabet, $\rightarrow_B \subseteq \Pi_B \times \Psi \times \Pi_B$ is the transition relation, and $\Pi_B^F \subseteq \Pi_B$ is a set of accepting/final states. Given the $\mathcal{T}S$ and the NBA $BA$ that corresponds to the LTL $\phi$, we can now define the Product Büchi Automaton (PBA) $PBA := \mathcal{T}S \times BA$, as follows [31]:

Definition 6 (PBA): Given the product transition system $\mathcal{T}S = (\Pi_s, \Pi_s^\text{init}, \rightarrow_s, \mathcal{A}G, \Psi, \Lambda, P_s, \chi)$ and the NBA $BA = (\Pi_B, \Pi_B^F, \Sigma, \rightarrow_B, \Pi_B^F)$, we can define the Product Büchi Automaton $PBA := \mathcal{T}S \times BA$ as a tuple $PBA = (\Pi_s, \Pi_B, \rightarrow_p, \Pi_B^F)$, where (a) $\Pi_p \in \Pi_s \times \Pi_B$ is the set of states; (b) $\Pi_p^F = \Pi_s^\text{init} \times \Pi_B^F$ is a set of initial states; (c) $\rightarrow_p \subseteq \Pi_s \times \Sigma \times \Pi_B^F$ is the transition relation defined by the rule: $\left(\pi_s, \pi_B, \sigma, \pi^p \right) \in \rightarrow_p \iff \left(\pi_s \rightarrow_p \pi', \pi^p \right)$, where $\pi_s \rightarrow_p \pi'$ is defined as $\pi'' \in \pi'^{\text{pref}}$ with $\pi'' \models (\wedge_{\pi \in M} \phi^o_{\pi}')$, and $\pi'' \models (\wedge_{\pi \in M} \phi^o_{\pi}')$. Transition from state $\pi_s \in \Pi_s$ to $\pi^p \in \Pi_B$, is denoted by $\left(\pi_s, \pi_B \right) \rightarrow_p \pi^p$, (d) $\chi(\pi_s, \pi_B, \pi^p) = \chi(\pi_s, \pi_B)$, where $\pi'' \models (\wedge_{\pi \in M} \phi^o_{\pi}')$, and (e) $\Pi_B^F = \Pi_B^F \times \Pi_B^F$ is a set of accepting/final states.

Given $\phi$ and the PBA, an infinite path $\pi^{pl} := \pi^{pl}_{s,1} \pi^{pl}_{s,2} \ldots$ of a $\mathcal{T}S$ satisfies $\phi$ if and only if $\pi^{pl} \models (\wedge_{\pi \in M} \phi^o_{\pi}')$, which is equivalently denoted by $\pi^{pl} \models \phi$, where $\pi^{pl} \models \phi$. If there exists a path satisfying $\phi$, then there exists a path $\pi^{pl} \models \phi$ that can be written in a finite representation, called prefix-suffix structure, i.e., $\pi^{pl} = \pi^{pl}_{\text{pref}} \pi^{pl}_{\text{suffix}}$, where the prefix part $\pi^{pl}_{\text{pref}}$ is executed only once followed by the indefinite execution of the suffix part $\pi^{pl}_{\text{suffix}}$. The prefix part $\pi^{pl}_{\text{pref}}$ is the projection of a finite path $\pi^{pl}_{\text{pref}}$ that lives in $\Pi_B$ onto $\Pi_s$.

Computing a plan $\pi^{pl}_{\text{pref}}$ is typically accomplished by applying graph-search methods to the PBA. Specifically, to generate a motion plan $\pi^{pl}_{\text{pref}}$ that satisfies $\phi$, the PBA is viewed as a weighted directed graph $G_B = \{V_B, E_B, w_P\}$, where the set of nodes $V_B$ is indexed by the set of states $\Pi_B$, the set of edges $E_B$ is determined by the transition relation $\rightarrow_p$, and the weights assigned to each edge are determined by the function $\chi$. Then, to find the optimal plan $\pi \models \phi$, shortest paths through final states and shortest cycles around them are computed. More details about this approach can be found in [38, 39] and the references therein. While any of the aforementioned methodologies could be used, in this work we employ STyLuS’, an algorithm that is designed to solve complex temporal planning problems in large-scale multi-robot systems and has been shown to achieve significantly lower complexity.
in terms of running time and memory, than standard graph-search methods [40]. Specifically, StYLuS* is a sampling-based method that builds incrementally trees that approximate the state-space and transitions of the product automaton and does not require sophisticated graph-search techniques. Technically, StYLuS* builds a tree $G_T = \{V_T, E_T, \text{Cost}\}$ first, where $V_T \subseteq \Pi_T$ is the set of nodes, $E_T$ is the set of edges, and Cost is defined as per $\chi_T$, determining the cost of reaching a tree node from its root. This tree is rooted at the initial state $\pi_0^\circ$ and is used for the synthesis of the prefix part. The tree is constructed incrementally, in a sampling-based fashion, and its construction terminates after a user-specified number of iterations $n_{\max}$. Then, we compute paths in the constructed tree structure that connect the root to the detected, if any, final states. These paths correspond to prefix parts of candidate feasible paths. To construct the corresponding suffix paths, new trees are built, similarly, rooted at the previously detected final states aiming to compute cycles around the tree roots. Among all the detected prefix-suffix paths, StYLuS* returns the one with the minimum cost. As it was shown in [40], StYLuS* is probabilistically complete and asymptotically optimal; that is, the probability of finding a feasible and the optimal solution converges to 1 as $n_{\max} \to \infty$.

Finally, note that the constructed trees explore the state space of the product automaton and, therefore, the designed prefix-suffix path is defined as an infinite sequence of product automaton states. By projecting it onto the state-space of the transition system $TS$, we obtain a high-level prefix-suffix plan defined as a sequence of states $\pi_{pl} := \pi_{s_1,1} \pi_{s_2,2} \cdots \pi$. The corresponding sequence of atomic propositions is $\psi_{pl} = \psi_{s_1,1} \psi_{s_2,2} \cdots \psi$, where

\[
\begin{align*}
\pi_{s,\ell} := (\pi_{\ell}, \psi_{\ell}, \vec{w}_{\ell}) & \in \Pi_s, \forall \ell \in \mathbb{N}, \\
\psi_{s,\ell} := \left( \bigcup_{i \in \mathcal{N}} \psi_{i,\ell} \right) \cup \left( \bigcup_{j \in \mathcal{M}} \psi_{j,\ell} \right) & \in 2^\Psi, \mathcal{L}(\pi_{s,\ell}), \forall \ell \in \mathbb{N},
\end{align*}
\]

with

- $\pi_{\ell} := \pi_{k_1,\ell, k_2,\ell, \cdots}$ with $k_{i,\ell} \in \mathcal{K}, \forall i \in \mathcal{N}$,
- $\psi_{\ell} := \psi_{\ell_1, \ell_2, \cdots}$ with $\psi_{i,\ell} \in \mathcal{L}(\mathcal{G}_i), \forall i \in \mathcal{N}$,
- $\vec{w}_{\ell} := \vec{w}_{1,\ell}, \vec{w}_{2,\ell}, \cdots$ with $w_{i,\ell} \in \mathcal{M}, \forall j \in \mathcal{M}$.

The path $\pi_{pl}$ is then projected to the individual sequences of the regions $\pi_{k_1,\ell, k_2,\ell, \cdots}$ for each object $j \in \mathcal{M}$, as well as to the individual sequences of the regions $\pi_{k_1, \pi_{k_2, \ell, \cdots}}$ and the boolean grasping variables $w_{i,1} w_{i,2} \cdots$ for each robot $i \in \mathcal{N}$. The aforementioned sequences determine the behavior of robot $i \in \mathcal{N}$, i.e., the sequence of actions (transition, transportation, grasp, release or stay idle) it must take.

By the definition of $\mathcal{L}$ in Def. 4, we obtain that $\psi_{\ell,\ell} \in \mathcal{L}(\pi_{k_{i,\ell}, \ell}), \psi_{\ell} \in \mathcal{L}(\mathcal{G}_i), \psi_i \in 2^\Psi, \mathcal{L}(\mathcal{G}_i)$, $\forall i \in \mathcal{N}, \ell \in \mathbb{N}$, Therefore, since $\phi := \bigwedge_{i \in \mathcal{N}} \psi_i$ and $\bigwedge_{j \in \mathcal{M}} \psi_{j,\ell}$ is satisfied by $\psi$, we conclude that $\psi_{i,1} \psi_{i,2} \cdots \psi_{j,1} \psi_{j,2} \cdots = \phi, \forall i \in \mathcal{N}, j \in \mathcal{M}$.

The sequences $\pi_{k_1, \pi_{k_2, \ell, \cdots}}, \psi_{i,1} \psi_{i,2} \cdots$ and $\pi_{k_1, \pi_{k_2, \ell, \cdots}}, \psi_{j,1} \psi_{j,2} \cdots$ over $\Pi_2^{\Psi_i}$ and $\Pi_2^{\Psi_j}$, respectively, produce the trajectories $q_{i}(t)$ and $x_{j}(t), \forall i \in \mathcal{N}, j \in \mathcal{M}$. The corresponding behaviors are $\beta_i = (q_i(t), \sigma_i) = (q_i(t_{i,1}), \sigma_i,1) (q_i(t_{i,2}), \sigma_i,2) \cdots$ and $\beta_j = (x_j(t), \sigma_j) = (x_j(t_{j,1}), \sigma_j,1) (x_j(t_{j,2}), \sigma_j,2) \cdots$, respectively, according to Section II-B, with $A_i(q_i(t_{i,1})) \subseteq \pi_{k_{i,\ell}, \ell}, \sigma_i \in \mathcal{L}(\mathcal{G}_i)$ and $O_j(x_j(t_{j,1})) \subseteq \pi_{k_{j,\ell}, \ell}, \sigma_j \in \mathcal{L}(\mathcal{G}_i)$. Thus, it is guaranteed that $\sigma \models \phi_i, \sigma_j \models \phi_j$ and consequently, the behaviors $\beta_i$ and $\beta_j$ satisfy the formulas $\phi_i$ and $\phi_j$, respectively, $\forall i \in \mathcal{N}, j \in \mathcal{M}$. The aforementioned reasoning is summarized in the next theorem:

**Theorem 1:** The execution of the path $(\pi_{pl}, \psi_{pl})$ of $TS$ guarantees behaviors $\beta_i, \beta_j$ that yield the satisfaction of $\phi_i$ and $\phi_j$, respectively, $\forall i \in \mathcal{N}, j \in \mathcal{M}$, providing, therefore, a solution to Problem 1.

## IV. Simulations

In this section, we provide two case studies in an obstacle-cluttered office environment. We choose the atomic propositions for the robots and objects as $\Psi_i = \{ "i-\pi_{k_{i,\ell}}" \}$ and $\Psi_j = \{ "O_j-\pi_{k_{j,\ell}}" \}$, respectively, for $i \in \mathcal{N}, j \in \mathcal{M}$, indicating their presence in the regions of interest. For the constructed transition systems, we set the cost $\chi$ as the Euclidian distance among the RoI contained in the nodes of the transitions.

For the continuous control design, we choose the robot dynamics of the form (1) with mass $m_i = 1$, $f_i(\cdot) = \frac{1}{2} \sin(0.5(x_{1,i} + x_{2,i})) F(\dot{x}_{i})$, with $F(\dot{x}_{i}) = \text{diag}([\exp(-\text{sgn}(\dot{x}_{i}) \dot{x}_{i}) + 1])_{i \in [1,2]}$, where we denote $(x_{i,1}, x_{i,2}) = x_{i}, (\dot{x}_{i,1}, \dot{x}_{i,2}) = \dot{x}_{i}, i \in \mathcal{N}$. We further choose $\tau = 0.1$ and a variation of (8) for $\beta$ with $\tau = \tau^2$. Finally, we set the control gains to $k_1 = 0.01, k_2 = 5, k_0 = 1, and k_m = k_{\infty} = 0.01$.

### A. Case Study I:

In this case study, we consider $N = 3$ robots, $K = 4$ regions and $M = 2$ objects. The regions of interest are circular centered at $(88, -280)$m, $(100, -160)$m, $(200, -130)$m, and $(250, -285)$m, with radius equal to 4m. The robots’ and object’ mass is taken as 1kg and 0.25kg, respectively, while their spherical volume’s radii as 0.75m and 0.2m, respectively. The power capabilities of the robots are 2, 3, 4, respectively, and the power required for each object is 5, 6, respectively. Initially, the robots are located in regions $\pi_{\text{init}(1)} = \pi_1$, $\pi_{\text{init}(2)} = \pi_3$, and $\pi_{\text{init}(3)} = \pi_4$, respectively, whereas the objects are located in regions $\pi_{\text{init}(1)} = \pi_2$, $\pi_{\text{init}(2)} = \pi_1$, respectively. Fig. 1 depicts the considered environment and the initial configuration of the multi-robot-object system.

The resulting transition system consists of $3, 112$ reachable states and $154, 960$ transitions and it was created within 1.71 minutes. We set the following formula for the multi-robot-object system:

$$
\phi = \bigcirc \psi_1 \land \bigcirc \psi_2 \land \bigcirc \psi_3 \land \psi_4 \land \neg \psi_5
$$

(13) with

- $\psi_1 = \{ "1-\pi_1", "2-\pi_1", "3-\pi_1", "O_1-\pi_1", "O_2-\pi_4" \}$
- $\psi_2 = \{ "1-\pi_1", "2-\pi_1", "3-\pi_1", "O_1-\pi_1", "O_2-\pi_3" \}$
- $\psi_3 = \{ "1-\pi_2", "2-\pi_2", "3-\pi_3", "O_1-\pi_4", "O_2-\pi_3" \}$
- $\psi_4 = \{ "1-\pi_2", "2-\pi_2", "3-\pi_3", "O_1-\pi_4", "O_2-\pi_2" \}$
- $\psi_5 = \{ "1-\pi_4", "2-\pi_4", "3-\pi_3", "O_1-\pi_3", "O_2-\pi_4" \}$
In words, the mission specification in (13) requires the robots and objects to satisfy $\psi_1$, $\psi_2$, and $\psi_3$ infinitely often, satisfy $\psi_4$ eventually, and satisfy $\psi_5$ before satisfying $\psi_4$. The LTL formula in (13) corresponds to a NBA with 6 states - among which one is a final state - and 18 transitions. STyLuS* found the first feasible prefix and suffix path within 1.23 minutes and 0.64 minutes on average. The action path of the robots is depicted in Table I, starting from $\tau_{s,1}$ and satisfying

$$
\{"1-\tau_1", "2-\tau_2", "3-\tau_4", "O_1-\tau_2", "O_2-\tau_1"\}.
$$

We further illustrate the continuous control design. In particular, we consider the actions of robot navigation and object transportation. Firstly, we examine the navigation of robot 1 from $\tau_1$ to $\tau_3$. The results are depicted in Figs. 2, 3. The left part of Fig. 2 shows the trajectory of robot 1 in the environment, where the obstacles and boundary have absorbed the the spherical volume of the robot; the right part of Fig. 2 shows the trajectory of robot 1 in the transformed point world, where the obstacles are represented by points. Fig. 3 depicts the control input $u_1(t)$ (left) and the evolution of the adaptation signals $\hat{m}_1(t)$, $\hat{\alpha}_1(t)$ (right).

We further examine the transportation of object 1 by robots 1 and 2 from $\tau_2$ to $\tau_4$, where we chose the load-sharing coefficients $c_{f_1} = c_{f_2} = 0.5$. The results are depicted in Figs. 4, 5. The left part of Fig. 4 shows the trajectory of the coupled object-robots system in the environment, where the obstacles and boundary have absorbed the its spherical volume; the right part of Fig. 2 shows the trajectory of the coupled system in the transformed point world, where the obstacles are represented by points. Fig. 3 depicts the control input $u_1(t)$ (left) and the evolution of the adaptation signals $\hat{m}_1(t)$, $\hat{\alpha}_1(t)$ (right) of the robot 1, which are identical to the ones of robot 2.

**B. Case Study II:**

In this case study, we consider $N = 4$ robots, $K = 3$ regions and $M = 3$ objects. The regions of interest are circular centered at $(88, -280)$m, $(100, -160)$m, and $(200, -130)$m, with radius equal to 4m, as in the previous case study. The robots’ and object’ mass is taken as 1kg and 0.25kg, respectively, while their spherical volume’s radii as 0.75m and 0.2m, respectively. The power capabilities of the robots are 2, 3, 4, 4, respectively, and the power required for each object is 5, 8, 10.5, respectively. Initially, the robots are located in regions $\tau_{init(1)} = \tau_1$, $\tau_{init(2)} = \tau_3$, $\tau_{init(3)} = \tau_2$, and $\tau_{init(4)} = \tau_2$, whereas the objects are located in regions $\tau_{init(c,1)} = \tau_2$, $\tau_{init(c,2)} = \tau_1$, and $\tau_{init(c,3)} = \tau_3$, respectively.
The resulting transition system consists of 24, 012 reachable states and 1, 805, 202 transitions and it was created within 1.52 hours. We set the following formula for the multi-robot-object system:

\[
\phi = \Box (\psi_1 \lor \bar{\psi}_2) \land \Box (\psi_3) \land \Box (\psi_4) \land (\neg \bar{\psi}_1 \lor \bar{\psi}_5) \\
\land (\neg \psi_6) \land (\Box (\psi_7 \lor \bar{\psi}_8) \land \Box \bar{\psi}_5)
\]

(14)

with

- \(\psi_1 = \{\ "1-\pi_1", \ "2-\pi_1", \ "3-\pi_1", \ "4-\pi_1",\ "O_1-\pi_1", \ "O_2-\pi_1", \ "O_3-\pi_1", \ "O_4-\pi_1"\}\)
- \(\bar{\psi}_2 = \{\ "1-\pi_1", \ "2-\pi_2", \ "3-\pi_2", \ "4-\pi_2", \ "O_1-\pi_1", \ "O_2-\pi_1", \ "O_3-\pi_2"\}\)
- \(\bar{\psi}_3 = \{\ "1-\pi_3", \ "2-\pi_3", \ "3-\pi_3", \ "4-\pi_3",\ "O_1-\pi_3", \ "O_2-\pi_3", \ "O_3-\pi_3", \ "O_4-\pi_3"\}\)
- \(\bar{\psi}_4 = \{\ "1-\pi_4", \ "2-\pi_4", \ "3-\pi_4", \ "4-\pi_4", \ "O_1-\pi_4", \ "O_2-\pi_4", \ "O_3-\pi_4", \ "O_4-\pi_4"\}\)
- \(\bar{\psi}_5 = \{\ "1-\pi_5", \ "2-\pi_5", \ "3-\pi_5", \ "4-\pi_5", \ "O_1-\pi_5", \ "O_2-\pi_5", \ "O_3-\pi_5", \ "O_4-\pi_5"\}\)
- \(\bar{\psi}_6 = \{\ "1-\pi_6", \ "2-\pi_6", \ "3-\pi_6", \ "4-\pi_6", \ "O_1-\pi_6", \ "O_2-\pi_6", \ "O_3-\pi_6", \ "O_4-\pi_6"\}\)
- \(\bar{\psi}_7 = \{\ "1-\pi_7", \ "2-\pi_7", \ "3-\pi_7", \ "4-\pi_7", \ "O_1-\pi_7", \ "O_2-\pi_7", \ "O_3-\pi_7", \ "O_4-\pi_7"\}\)
- \(\bar{\psi}_8 = \{\ "1-\pi_8", \ "2-\pi_8", \ "3-\pi_8", \ "4-\pi_8", \ "O_1-\pi_8", \ "O_2-\pi_8", \ "O_3-\pi_8", \ "O_4-\pi_8"\}\)
- \(\bar{\psi}_9 = \{\ "1-\pi_9", \ "2-\pi_9", \ "3-\pi_9", \ "4-\pi_9", \ "O_1-\pi_9", \ "O_2-\pi_9", \ "O_3-\pi_9", \ "O_4-\pi_9"\}\)

The LTL formula in (14) corresponds to a NBA with 8 states - among which one is a final state - and 27 transitions. StyLuS* found the first feasible prefix and suffix path within 3.73 minutes and 1.43 minutes on average. We omit the action path of the robots for ease of exposition.

V. CONCLUSION

We propose an algorithm for the control and planning of multi-robot-object systems subject LTL tasks. We develop adaptive feedback-control protocols for robot navigation and cooperative object transportation, which enable the abstraction of the underlying continuous dynamics to a finite transition system. We compose the transition system with an automaton that represents the LTL task and use a sampling-based planner to derive an optimal task-satisfying plan for the robots.
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