Abstract

An efficient computational approach for optimal reconstructing parameters of binary-type physical properties for models in biomedical applications is developed and validated. The methodology includes gradient-based multiscale optimization with multilevel control space reduction by using principal component analysis (PCA) coupled with dynamical control space upscaling. The reduced dimensional controls are used interchangeably at fine and coarse scales to accumulate the optimization progress and mitigate side effects at both scales. Flexibility is achieved through the proposed procedure for calibrating certain parameters to enhance the performance of the optimization algorithm. Reduced size of control spaces supplied with adjoint-based gradients obtained at both scales facilitate the application of this algorithm to models of higher complexity and also to a broad range of problems in biomedical sciences. This technique is shown to outperform regular gradient-based methods applied to fine scale only in terms of both qualities of binary images and computing time. Performance of the complete computational framework is tested in applications to 2D inverse problems of cancer detection by the electrical impedance tomography (EIT). The results demonstrate the efficient performance of the new method and its high potential for minimizing possibilities for false positive screening and improving the overall quality of the EIT-based procedures.
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1 Introduction

In this work, we propose and validate a computational approach for optimal reconstructing the physical properties of the media based on any available, possibly incomplete and noisy, measurements. In particular, this approach is useful in various applications in biomedical sciences to operate with physical models characterized by near binary distributions observed for some of their physical properties, e.g. heat or electrical conductivity. The proposed computational framework is using gradient-based multiscale optimization techniques supplied with multilevel control space reduction over both fine and coarse scales used interchangeably. Proper “communication” established between scales in terms of projecting the solution from one scale onto another benefits in both quality and computational efficiency of the obtained results.

As seen in many practical applications, fine scale optimization performed on fine meshes is able to provide high resolution images for the searched distributions. Fine meshes also contribute enormously towards increased sensitivity by enforcing accuracy in computing adjoint states and constructing adjoint-based gradients if in use. The size of the control space defined over fine scales may be significantly decreased by applying any types of parameterization, for instance by using linear transformations based on available sample solutions (realizations) when applying principal component analysis (PCA). However, fine scale optimization may still suffer from over-parameterization if the problem is under-determined, i.e. the number of controls overweighs the size of available data (measurements). On the other hand, optimization performed on coarse meshes could arrive at a solution much faster due to the size of the control space. Usually, the solutions obtained at coarse meshes are of a low quality and less accurate due to sensitivity naturally “coarsened”. In addition to this coarse scale optimization may suffer from being over-determined if the available data and the size of the control space are not properly balanced.

Various techniques of multiscale modeling have been used for decades with proven success for numerous applications in computational mathematics, engineering and computer science. See [22, 29, 36] for a comprehensive description of this general area and an extensive literature review. There is also a recently growing interest in using multiscale techniques in applications to biological and biomedical sciences [5, 14, 31, 35] with limited involvement of methods broadly used in optimization and control theory.

The proposed multiscale optimization framework utilizes all advantages mentioned above while using fine and coarse scales. Moreover, using them both in one process helps us mitigate their side effects. For example, fine scale solution images may not provide clear boundaries between regions identified by different physical properties in space. As a result, a smooth transition cannot provide an accurate recognition of shapes, e.g. of cancer-affected regions while solving an inverse problem of cancer detection (IPCD). In our computations, fine scale optimization is used to approximate the location of regions with high and low values of a physical parameter, namely electrical conductivity. Projecting solutions onto the coarse scale provides a dynamical (sharp-edge) filtering to the fine scale images optimized to better match the available data. The filtered images then projected back onto the fine scale preserving some information on recent changes obtained at the coarse scale. In fact,
we developed a computationally efficient procedure for automated scale shifting in order to accumulate optimally progress obtained at both scales. At the extent of how the boundaries of the cancerous spots are recovered by projections between scales with assigned controls at the coarse scale, this approach may be related to a group of level-set methods which utilize multiscale techniques and adaptive grids [11,17,23,25,27,30,32]. We also use some notations, main ideas and governing principles of multiscale parameter estimation (MPE), refer to [15,18,19,23] for some details. In the current paper, we keep the main focus on applying our new computational approach to IPCD by the Electrical Impedance Tomography (EIT) technique, however, this methodology could be easily extended to a broad range of problems in biomedical sciences, also in physics, geology, chemistry, etc.

EIT is a rapidly developing non-invasive imaging technique gaining popularity by enabling various medical applications to perform screening for cancer detection [1,3,8,21,24,33,37]. A well-known fact is that the electrical properties, e.g. electrical conductivity or permittivity, of different tissues are changing if the status of a tissue is changing from healthy to cancer-affected. This physical phenomenon allows EIT to produce images of biological tissues by interpreting their response to applied voltages or injected currents [8,12,21]. A mathematical model for solving different types of EIT problems and performing both analytical and computational analysis of such solutions was suggested in [13]. The inverse EIT problem deals with reconstructing the electrical conductivity by measuring voltages or currents at electrodes placed on the surface of a test volume. This so-called Calderon type inverse problem [10] is highly ill-posed, refer to topical review paper [7]. Since 1980s various computational techniques have been suggested to solve this inverse problem computationally. Recent paper [4] reviews the current state of the art and the existing open problems associated with EIT and its applications.

This paper proceeds as follows. In Section 2, we present the mathematical description of the inverse EIT as an optimal control problem to be solved at both fine and coarse scales by applying control space reduction using PCA (fine scale) and upscaling via dynamical partitioning (coarse scale). Procedures for performing multiscale optimization with interchanging fine and coarse phases are discussed in Section 3. Model descriptions and detailed computational results including optimization parameter calibration are presented in Section 4. Concluding remarks are provided in Section 5.

2 Mathematical Description

2.1 Inverse EIT as an Optimal Control Problem

In the recent paper [2] the inverse EIT problem is formulated as a PDE-constrained optimal control problem in the Besov spaces framework for which the Fréchet gradient and optimality conditions are derived. The authors also developed the projective gradient method in Besov spaces and provided extensive numerical analysis for 2D models by implementing PCA-based solution space re-parameterization and Tikhonov-type regularization. In our current discussion of the inverse EIT model we use the same notations as established in [2].
Let $\Omega \subset \mathbb{R}^n$, $n = 2, 3$, be an open and bounded set representing body and we assume that function $\sigma(x): \Omega \rightarrow \mathbb{R}^+_+$ represents electrical conductivity at point $x \in \Omega$. Electrodes $(E_\ell)_{\ell=1}^m$ with contact impedances $(Z_\ell)_{\ell=1}^m \in \mathbb{R}^+_+$ are attached to the periphery of the body $\partial \Omega$. If the so-called “current–to–voltage” model is used, electrical currents $(I_\ell)_{\ell=1}^m \in \mathbb{R}^m$ are applied to the electrodes and induce constant voltages (electrical potentials) $U = (U_\ell)_{\ell=1}^m \in \mathbb{R}^m$ on the same electrodes. In this paper, however, we use the “voltage–to–current” model where voltages $U_\ell$ are applied to electrodes $E_\ell$ to initiate electrical currents $I_\ell$. In either model, it is assumed that both electrical currents and voltages satisfy the conservation of charge and ground (zero potential) conditions, respectively

$$
\sum_{\ell=1}^m I_\ell = 0, \quad \sum_{\ell=1}^m U_\ell = 0. \quad (1)
$$

We formulate the inverse EIT (conductivity) problem \[10\] as a PDE-constrained optimal control problem \[2\] by considering minimization of the following cost functional

$$
J(\sigma) = \sum_{\ell=1}^m (I_\ell - I_\ell^*)^2, \quad (2)
$$

where $(I_\ell^*)_{\ell=1}^m \in \mathbb{R}^m$ are measurements made for electrical currents $I_\ell$. The latter may be computed as

$$
I_\ell = \int_{E_\ell} \sigma(x) \frac{\partial u(x)}{\partial n} \, ds, \quad \ell = 1, \ldots, m \quad (3)
$$

based on conductivity field $\sigma(x)$ set here as a control variable. A distribution of electrical potential $u(x): \Omega \rightarrow \mathbb{R}$ is obtained as a solution of the elliptic problem

\begin{align*}
\nabla \cdot [\sigma(x) \nabla u(x)] &= 0, \quad x \in \Omega \quad (4a) \\
\frac{\partial u(x)}{\partial n} &= 0, \quad x \in \partial \Omega - \bigcup_{\ell=1}^m E_\ell, \quad \ell = 1, \ldots, m \\
u(x) + Z_\ell \sigma(x) \frac{\partial u(x)}{\partial n} &= U_\ell, \quad x \in E_\ell, \quad \ell = 1, \ldots, m \quad (4c)
\end{align*}

in which $n$ is an external unit normal vector on $\partial \Omega$. Here we have to mention a well-known fact that the inverse EIT problem to identify electrical conductivity $\sigma(x)$ in discretized domain $\Omega$ with available input data $(I_\ell^*)_{\ell=1}^m$ of size $m$ is highly ill-posed. Therefore, we formulate an optimal control problem which is adapted to the situation when the size of input data can be increased through additional measurements while keeping the size of the unknown parameters, i.e. elements in the discretized description for $\sigma(x)$, fixed. Following the discussion in \[2\] related to the “rotation scheme” we set $U^1 = U$, $I^1 = I$ and consider $m - 1$ new permutations of boundary voltages

$$
U^j = (U_j, \ldots, U_m, U_1, \ldots, U_{j-1}), \quad j = 2, \ldots, m \quad (5)
$$
applied to electrodes $E_1, E_2, \ldots, E_m$ respectively. Using the “voltage–to–current” model allows us to measure associated currents $I^* = (I^*_1, \ldots, I^*_m)$. In addition, the total number of available measurements could be further increased from $m^2$ up to $Km^2$ by applying (5) to $K$ different permutations of potentials within set $U$. Having a new set of $Km$ input data $(I^*_j)^{Km}_{j=1}$ and in light of the Robin condition (4c) used together with (3), we now consider the optimal control problem on minimization of the updated cost functional

$$J(\sigma) = \sum_{j=1}^{Km} \sum_{\ell=1}^m \beta^j_{\ell} \left( \int_{E_{\ell}} \frac{U^j_{\ell} - u^j(x; \sigma)}{Z_{\ell}} \, ds - I^*_j \right)^2,$$

(6)

where each function $u^j(\cdot; \sigma)$, $j = 1, \ldots, Km$, solves elliptic PDE problem (4a)–(4c). Added weights $\beta^j_{\ell}$ in (6) in general allow setting the importance of measurement $I^*_j$ (when $\beta^j_{\ell} > 0$), or excluding those measurements ($\beta^j_{\ell} = 0$) from cost functional $J$ computations. We also could note that the forward EIT problem (4a)–(4c) together with (3) may be used to generate various model examples (synthetic data) for inverse EIT problems to adequately mimic cancer related diagnoses seen in reality.

Finally, the solution of the optimal control problem

$$\hat{\sigma}(x) = \arg\min_{\sigma} J(\sigma)$$

(7)

to minimize cost functional (6) subject to PDE constraint (4) could be obtained by the first-order optimality condition which requires the directional differential of cost functional $\delta J(\sigma; \delta \sigma)$ to vanish for all perturbations $\delta \sigma$. By invoking the Riesz representation theorem in $L^2$ functional space

$$\delta J(\sigma; \delta \sigma) = \langle \nabla_{\sigma} J, \delta \sigma \rangle_{L^2} = \int_{\Omega} \nabla_{\sigma} J \delta \sigma \, d\Omega,$$

(8)

an iterative algorithm is proposed in [2] to solve problem (7) by means of cost functional adjoint gradients (with respect to control $\sigma$)

$$\nabla_{\sigma} J = -\sum_{j=1}^{Km} \nabla \psi^j(x) \cdot \nabla u^j(x)$$

(9)

computed based on solutions $\psi^j(\cdot; \sigma) : \Omega \to \mathbb{R}$, $j = 1, \ldots, Km$, of the adjoint PDE problem

$$\nabla \cdot [\sigma(x) \nabla \psi(x)] = 0,$$

(10a)

$$\frac{\partial \psi(x)}{\partial n} = 0,$$

(10b)

$$\psi(x) + Z_{\ell} \frac{\partial \psi(x)}{\partial n} = 2\beta_{\ell} \left[ \int_{E_{\ell}} \frac{u(x) - U_{\ell}}{Z_{\ell}} \, ds + I^*_j \right], \quad x \in E_{\ell}, \ell = 1, \ldots, m$$

(10c)
2.2 Fine Scale: PCA-based Control Space Reduction

A well-known problem in numerical optimization is that a spatially discretized form of the optimal control problem discussed in Section 2.1 is over-parameterized even for small size 2D models. To overcome ill-posedness due to over-parameterization of discretized $\sigma(x)$ along with the fact that the obtained solutions should also honor any available prior information (such as available images, etc.), we implement re-parameterization of the control space based on principal component analysis, also known as Proper Orthogonal Decomposition (POD) or Karhunen–Loève (KL) expansion.

More specifically, PCA enables us to represent control $\sigma(x)$ in terms of uncorrelated variables (components of vector $\xi$) mapping $\sigma(x)$ and $\xi$ by

$$\sigma = \Phi \xi + \bar{\sigma},$$

$$\xi = \hat{\Phi}^{-1}(\sigma - \bar{\sigma}),$$

where $\Phi$ is the basis (linear transformation) matrix, $\hat{\Phi}^{-1}$ is the pseudo-inverse of $\Phi$, and $\bar{\sigma}$ is the prior mean. In the PCA used in our numerical experiments, the truncated singular value decomposition (TSVD) of a (centered) matrix, containing $N_r$ sample solutions (realizations) $(\sigma^*_n)_{n=1}^{N_r}$, as its columns, is used to construct the basis matrix $\Phi$. The prior mean is given by $\bar{\sigma} = (1/N_r) \sum_{n=1}^{N_r} \sigma^*_n$, see [2, 9] for details on constructing a complete PCA representation.

The optimal control problem initially defined in Section 2.1 is now restated in terms of new model parameters $\xi \in \mathbb{R}^{N_\xi}$ used in place of control $\sigma(x)$ as follows

$$\hat{\xi} = \min_{\xi} J(\xi)$$

subject to discretized PDE model (4) and using control mapping (11). New gradients $\nabla_\xi J$ of cost functional $J(\sigma)$ with respect to new control $\xi$ can be expressed as

$$\nabla_\xi J = \Phi^T \nabla_\sigma J$$

(13)

to define projection of gradients $\nabla_\sigma J$ obtained by (9) from initial (physical) $\sigma$-space onto the reduced-dimensional $\xi$-space.

2.3 Coarse Scale: Control Space Upscaling via Partitioning

An optimum in employing PCA-based control space reduction on a fine mesh discussed in Section 2.2 will be achieved by finding the minimal (optimal) size of new control $\xi$ to enable honoring prior information from available sample solutions [2, 9]. As often seen in practical applications, this optimal size cannot prevent the optimal control problem (12) from being still over-parameterized. Therefore, one will be interested in further re-parameterization by finding a new control space defined by a reasonably small number of parameters, and thus, having fewer local minima.

As a motivation for our new multiscale approach we used an idea of gradient-based multiscale (parameter) estimation (GBME) raised from the general MPE principles [15].
Figure 1 illustrates the general concept of GBME. It employs various approaches for gradient-based refinement of the control space for dynamical space upscaling, i.e. control grouping, by analysis of changes in the gradient structure. For example, “noncompetitive” controls identified by relatively small components in the gradient, shown in red in Figures 1(a,b), are grouped into a new control. The associated (cumulative) component of the upscaled gradient, added as a red bar in Figure 1(c), makes the new control competitive and “visible” by other controls shown in blue and green.

Figure 1: Schematic illustrating the general concept of gradient-based multiscale estimation (GBME). Plots in (a,b) show “noncompetitive” vs. “competitive” controls identified by associated small (red bars) and big (blue and green bars) components of the gradient. A new (cumulative) gradient component obtained via control grouping is depicted by the big red bar in (c) with dimensions compounded by summing the respective dimensions of small red bars in (b). For simplicity, all gradients shown in (a,b,c) have only positive components.

Keeping aside for a while a principle by which spatial controls are grouped (partitioned) in our new approach, let us focus on obtaining upscaled gradients for new controls \( \zeta_j \in \mathbb{R}^N_{+} \). We assume that control \( \sigma(x) \) in problem (7) is discretized over the fine mesh containing \( N \) elements and represented by a finite set of controls \( (\sigma_i)_{i=1}^N \in \mathbb{R}^N_{+} \). This set is then partitioned into \( N_\zeta \) subsets \( C_j, j = 1, \ldots, N_\zeta \), by selecting (without repetition) \( N_j \) controls for \( j \)-th subset and defining a map, i.e. fine–to-coarse partition,

\[
M : (\sigma_i)_{i=1}^N \rightarrow \bigcup_{j=1}^{N_\zeta} C_j, \quad C_j = \{ \sigma_i : P_{i,j} = 1, i = 1, \ldots, N \}, \quad \sum_{j=1}^{N_\zeta} |C_j| = \sum_{j=1}^{N_\zeta} N_j = N, \quad (14)
\]

where the partition indicator function is defined as

\[
P_{i,j} = \begin{cases} 
1, & \sigma_i \in C_j, \\
0, & \sigma_i \notin C_j.
\end{cases} \quad (15)
\]
To proceed with gradients, we now consider discretized directional differential \( \delta \tilde{J} \), obtained from (8) by the first-order scheme, which is consistent with the discretized form of domain \( \Omega \) decomposed into \( N \) spatial elements \( (\delta \Omega_i)_{i=1}^N \) each of area (or volume in 3D) \( \Delta_i \)

\[
\delta J(\sigma; \delta \sigma) \approx \delta \tilde{J} = \sum_{i=1}^N \frac{\partial J}{\partial \sigma_i} \Delta_i \delta \sigma_i,
\]

where \( \delta \sigma_i \) perturbs controls \( \sigma_i \). Whenever control grouping is in place, we assume that all controls \( \sigma_i \) within the same \( j \)-th group, \( \sigma_i \in C_j \), are perturbed equally, i.e. \( \delta \sigma_i = \delta \zeta_j \) if \( P_{i,j} = 1 \) for all \( i = 1, \ldots N \) and \( j = 1, \ldots N_\zeta \). Then one could easily show that the spatial grouping is fully consistent with the Riesz theorem

\[
\delta \tilde{J} = \sum_{j=1}^{N_\zeta} \sum_{i=1}^N P_{i,j} \frac{\partial J}{\partial \sigma_i} \Delta_i \delta \sigma_i = \sum_{j=1}^{N_\zeta} \frac{\partial J}{\partial \zeta_j} \delta \zeta_j = \langle \nabla_\zeta J, \delta \zeta \rangle
\]

and upscaled gradients \( \nabla_\zeta J \) are computed by summing up those components of discretized gradients \( \nabla_\sigma J \) related to controls \( \sigma_i \in C_j \), i.e.

\[
\frac{\partial J}{\partial \zeta_j} = \sum_{i=1}^N P_{i,j} \frac{\partial J}{\partial \sigma_i} \Delta_i.
\]

In general, a gradient-based framework to perform optimization on multiple, fine and coarse, meshes will benefit from the following.

- Forward simulations on fine \( N \)-element meshes allow constructing highly accurate adjoint-based gradients \( \nabla_\sigma J \).
- Reasonably small number of controls \( N_\zeta \ll N \) defined at coarse scales tends to lessen the number of local minima.
- Upscaling gradients at coarse scales by (18) allows dynamical control space relaxation without interrupting iterative optimization to follow changes in upscaling map (14).

Figure 2 illustrates the general concept of such dynamical control space relaxation and obtaining upscaled gradients for two new controls at a coarse scale. As shown in Figures 2(a,b), gradient components for all fine mesh controls may have the same order of magnitude. Thus, these controls, shown in red and blue, could be grouped following the idea which is different from the analysis of the gradient structure used in GBME. We discuss this in detail as a new grouping (partitioning) approach in Section 3.3.

## 3 Multiscale Optimization Framework

### 3.1 Switching Between Scales

The proposed approach for optimization utilizing multilevel control space reduction over multiple scales, both fine and coarse, is motivated by a range of possible applications in
Figure 2: Schematic illustrating the general concept of dynamical control space relaxation and obtaining upscaled gradients at coarse scale by making 2-group assignments for fine scale controls, \( N_\zeta = 2 \). Plots in (a,b) show all controls on a fine mesh. Different colors are used to identify controls to be included into (blue) upscaled control \#1 and (red) upscaled control \#2. The new (cumulative) gradient components obtained via control grouping (partitioning) are depicted by the big blue and red bars in (c) with dimensions compounded by summing the respective dimensions of small blue and red bars in (b). For simplicity, all gradients shown in (a,b,c) have only positive components.

Biomedical sciences. These applications are based on physical models represented by binary distributions of some physical properties, e.g. electrical conductivity \( \sigma(x) \) in EIT. Figure 3(left) shows an example of the histogram typical for such distributions.

A common approach to solve optimal control problem \([\text{7}]\) is to solve problem \([\text{12}]\) instead by applying PCA-based space reduction by mapping \( N \)-element (fine-mesh) \( \sigma \)-space and reduced-dimensional \( \xi \)-space. An optimal solution \( \hat{\sigma}(x) \) obtained after applying map \([\text{11a}]\) to \( \hat{\xi} \) is of a Gaussian type. In case one of two modes is relatively small, a histogram for the solution image is hardly recognized as being bimodal, e.g. as shown in Figure 3(middle), and possible conversions to binary images may be very inaccurate.

To provide a remedy and obtain the optimal solution \( \hat{\sigma}(x) \) of a required binary type the proposed approach employs multiscale optimization at both fine and coarse scales each with their own sets of controls by using them interchangeably. While various schemes are available for switching between scales, here we consider a simple one: scales are changed every \( n_s \) optimization iterations. We also define the coarse scale indicator function

\[
\chi_c(k) = \begin{cases} 
0, & (2k_s - 2)n_s < k \leq (2k_s - 1)n_s, \quad \text{(fine scale)} \\
1, & (2k_s - 1)n_s < k \leq 2k_sn_s, \quad \text{(coarse scale)}
\end{cases}
\]

where \( k_s = 1, 2, \ldots \) and \( k = 0, 1, 2, \ldots \) denote respectively the counts for switching cycles and optimization iterations. We choose to terminate the optimization run once the following
A criterion is satisfied

\[ \left| \frac{J(\sigma^k) - J(\sigma^{k-1})}{J(\sigma^k)} \right| < (1 - \chi_c)\epsilon_f + \chi_c\epsilon_c, \quad k \neq k_s n_s + 1 \]  

subject to chosen tolerances $\epsilon_f, \epsilon_c \in \mathbb{R}_+$. 

Our multiscale optimization framework is shown schematically in Figures 3 (middle, right). Here, we would like to emphasize that all solutions obtained at both fine and coarse scales are represented on (projected onto) the same $N$-element fine mesh. The word “multiscale”, in fact, refers to updates provided to discretized control $\sigma(x)$. At a fine scale all elements $\sigma_i, i = 1, \ldots, N$, are updated by applying PCA-based transformation, while at a coarse scale these elements are sorted into two groups and then updated within each group by following the same rule. We discuss optimization phases at both scales as well as switching procedures in the following two sections.
3.2 Fine Scale Phase

We denote the solution for control $\sigma^k = \sigma^k(x)$ obtained at a fine scale at $k$-th iteration as $\sigma(\xi^k)$. During the fine scale optimization phase, $\chi_c(k) = 0$, control $\sigma^k$ is updated by solving optimization problem (12) in the reduced-dimensional $\xi$-space and by using map (11a) as described in Section 2.2, i.e. $\sigma^k = \sigma(\xi^k)$. Alternatively, during the coarse scale optimization phase ($\chi_c(k) = 1$) $\sigma(\xi^k)$, updated last time at the end of the fine scale phase, is used in coarse scale control grouping discussed in Section 3.3.

To start the first switching cycle, $k_s = 1$, and optimization itself, $k = 0$, the initial guess $\sigma^0$ may be taken, for instance, corresponding to any approximate theoretical prediction $\sigma_0(x)$. It is obvious that every time when coarse scale switches to the fine one, $k = 2k_s n_s$, $k_s \geq 1$, fine scale controls $\xi^k$ should be updated to ensure it receives as much as possible information related to recent changes in $\sigma^k$ during the coarse scale phase. On the other hand, this update should not worsen the results $\sigma(\xi^k)$ previously obtained at the fine scale. Here, we propose the following scheme to project solution $\sigma^k$ obtained at the end of the coarse scale phase onto $\xi$-space by using a convex combination of $\sigma(\xi^k)$ and $\sigma^k$

$$\forall k = 2k_s n_s, k_s \geq 1 : \bar{\sigma}(\xi^k) = \alpha_{c\rightarrow f} \sigma(\xi^k) + (1 - \alpha_{c\rightarrow f}) \sigma^k, \quad \alpha_{c\rightarrow f} \in [0, 1]. \quad (21)$$

Control $\xi^k$ then could be re-initialized from $\bar{\sigma}(\xi^k)$ by using map (11b). As $\bar{\sigma}(\xi^k)$ and $\sigma^k$ have different distributions, namely of Gaussian and binary types, the coarse–to–fine projection scheme (21) may benefit from projecting $\sigma^k$ first to its PCA equivalent

$$\sigma^{k\text{PCA}} = \Phi \hat{\Phi}^{-1}(\sigma^k - \bar{\sigma}) + \bar{\sigma}, \quad (22)$$

see [9,34] for details. $\sigma^{k\text{PCA}}$ then could be used in (21) in place of $\sigma^k$. Also, an optimal choice of relaxation parameter $\alpha_{c\rightarrow f}$ could be made by solving the following optimization problem in 1D

$$\alpha_{c\rightarrow f} = \hat{\alpha} = \arg\min_0 \leq \alpha \leq 1 \quad J(\bar{\sigma}(\xi^k)) \leq J(\sigma(\xi^k)) \quad (23)$$

which appears to be highly nonlinear due to the inequality constraint to control the quality of fine scale solutions $\sigma(\xi^k)$ in transition between subsequent switching cycles.

3.3 Coarse Scale Phase

To run optimization at a coarse scale we define a new 3-component control vector $\zeta = (\zeta_j)_{j=1}^{3}$ in which the first two entries are the low and high values of (binary) electrical conductivity $\sigma(x)$ associated with healthy and cancer-affected regions in domain $\Omega$, i.e.

$$\zeta_1 = \sigma_{\text{low}}, \quad \zeta_2 = \sigma_{\text{high}}. \quad (24)$$

They are shown schematically as respectively blue and red bars in Figure 3(right). The third component, $\zeta_3 = \sigma_{\text{th}}$, takes responsibility for the shape of those regions (healthy and
cancer-affected) and is set as a separation threshold to define a boundary between low and high conductivity regions as shown in green in Figure 3 (right). Such a simple structure of control \( \zeta \) allows us to create a simplified representation of the coarse scale solution \( \zeta^k \) for control \( \sigma^k \) at \( k \)-th iteration based on the current fine scale representation \( \sigma(\xi^k) = (\sigma_i(\xi^k))_{i=1}^N \)

\[
\sigma_i^k = \begin{cases} 
\sigma_{\text{low}}^k, & \sigma_i(\xi^k) < \sigma_{\text{th}}^k, \\
\sigma_{\text{high}}^k, & \sigma_i(\xi^k) \geq \sigma_{\text{th}}^k,
\end{cases} \quad i = 1, \ldots, N, \tag{25}
\]

where

\[
0 < \sigma_{\text{low}}^k < \sigma_{\text{high}}^k, \quad \min_i \sigma_i(\xi^k) < \sigma_{\text{th}}^k < \max_i \sigma_i(\xi^k), \quad i = 1, \ldots, N. \tag{26}
\]

Simply, (25) provides a rule for creating fine–to–coarse partition \( M \) in (14) when \( N_\zeta = 2 \) based on the current state of control \( \zeta \).

During the coarse scale optimization phase, \( \chi_c(k) = 1 \), control \( \sigma^k \) is updated by solving a 3D optimization problem in the \( \zeta \)-space

\[
\hat{\zeta} = \arg\min_\zeta J(\zeta) \tag{27}
\]

subject to constraints (bounds) provided in (26), and then \( \sigma^k = \sigma(\hat{\zeta}) \).

When solving problem (27) during the first switching cycle, \( k = n_s, \hat{\zeta}^k \) could be initially approximated by some constants, for example

\[
\sigma_{\text{th}}^k = \frac{1}{2} \left[ \max_i \sigma_i(\xi^k) + \min_i \sigma_i(\xi^k) \right],
\]

\[
\sigma_{\text{low}}^k = \text{mean} \left\{ \sigma_i(\xi^k) : \sigma_i(\xi^k) < \sigma_{\text{th}}^k \right\},
\]

\[
\sigma_{\text{high}}^k = \text{mean} \left\{ \sigma_i(\xi^k) : \sigma_i(\xi^k) \geq \sigma_{\text{th}}^k \right\}, \quad i = 1, \ldots, N. \tag{28}
\]

Switching from fine scale to coarse one when \( k = (2k_s - 1)n_s, \ k_s > 1 \), could be even more straightforward by utilizing the components of control \( \zeta \) obtained at the previous coarse scale phase, i.e.

\[
\hat{\zeta}^k = \zeta^{k-2n_s}. \tag{29}
\]

In order to solve (27) by any approach which requires computing a gradient, its first two components

\[
\frac{\partial J(\zeta)}{\partial \zeta_1} = \frac{\partial J}{\partial \sigma_{\text{low}}}, \quad \frac{\partial J(\zeta)}{\partial \zeta_2} = \frac{\partial J}{\partial \sigma_{\text{high}}}
\]

could be easily obtained by using gradient summation formula (18) after completing partitioning map \( M \) by employing (25). On the other hand, the third component may be approximated by a finite difference scheme, e.g. of the first order,

\[
\frac{\partial J(\zeta)}{\partial \zeta_3} = \frac{\partial J}{\partial \sigma_{\text{th}}} = \frac{J(\sigma^k(\zeta_1, \zeta_2, \zeta_3 + \delta\zeta)) - J(\sigma^k(\zeta_1, \zeta_2, \zeta_3))}{\delta\zeta} + O(\delta\zeta). \tag{30}
\]

Parameter \( \delta\zeta \) in (30) is to be set experimentally pursuing trade-off between being reasonably small to ensure accuracy and large enough to protect numerator from being zero. In fact, formulas (25)–(29) provide a complete description of the fine–to–coarse projection for control \( \sigma(x) \) used in our approach. A summary of the complete computational scheme to perform our new PCA-based multilevel optimization over multiple scales is provided in Algorithm 1.
Algorithm 1 Computational workflow for PCA-based multiscale optimization

\[ k \leftarrow 0 \]
\[ \chi_c \leftarrow 0 \]
\[ \sigma^0 \leftarrow \text{initial guess } \sigma_0(x) \]
\[ \xi^0 \leftarrow \sigma^0 \text{ by (11b)} \]

\text{repeat}

\[ u^k \leftarrow \sigma^k \text{ by solving forward problem (4)} \]
\[ \psi^k \leftarrow u^k, \sigma^k \text{ by solving adjoint problem (10)} \]
\[ \nabla \sigma J(\sigma^k) \leftarrow u^k, \psi^k \text{ by (9)} \]

\text{if } \chi_c = 1 \text{ then}
\[ \sigma(\xi^k) \leftarrow \xi^k \text{ by (11a)} \]
\[ \nabla \xi J(\xi^k) \leftarrow \zeta^k, \sigma(\xi^k), \nabla \sigma J(\sigma^k) \text{ by (18), also using (14)-(15) and (25), and (30)} \]
\text{else}
\[ \nabla \xi J(\xi^k) \leftarrow \nabla \sigma J(\sigma^k) \text{ by (13)} \]
\text{end if}

update \( \zeta^{k+1} \) and \( \xi^{k+1} \) using, depending on \( \chi_c(k) \), descent directions \( D_{\zeta}(\nabla \zeta J) \) or \( D_{\xi}(\nabla \xi J) \) obtained respectively from \( \nabla \zeta J(\zeta^k) \) or \( \nabla \xi J(\xi^k) \)

\[ \zeta^{k+1} = \zeta^k - \chi_c(k) \tau^k D_{\zeta}(\nabla \zeta J(\zeta^k)), \quad (31a) \]
\[ \xi^{k+1} = \xi^k - (1 - \chi_c(k)) \tau^k D_{\xi}(\nabla \xi J(\xi^k)) \quad (31b) \]

\text{if } \chi_c = 1 \text{ then}
\[ \sigma^{k+1} \leftarrow \zeta^{k+1}, \sigma(\xi^{k+1}) \text{ by (25)} \]
\text{else}
\[ \sigma^{k+1} \leftarrow \xi^{k+1} \text{ by (11a)} \]
\text{end if}

\[ k \leftarrow k + 1 \]
\[ \chi_c \leftarrow k \text{ by (19)} \]
\text{if } \chi_c(k) \neq \chi_c(k-1) \text{ then}
\text{if } \chi_c = 1 \text{ then}
\[ \sigma^k \leftarrow \zeta^k, \sigma(\xi^k) \text{ by (25)} \]
\text{else}
\[ \xi^k \leftarrow \sigma^k, \sigma(\xi^k) \text{ by (21)-(23)} \]
\[ \sigma^k \leftarrow \xi^k \text{ by (11a)} \]
\text{end if}
\text{end if}
\text{until} \text{ termination criterion (20) is satisfied to given tolerances } \epsilon_f \text{ and } \epsilon_c
4 Main Results

4.1 Computational Model in 2D

Our optimization framework integrates computational facilities for solving forward PDE problem (4), adjoint PDE problem (10), and evaluation of the gradients according to (9), (13), and (18). These facilities are incorporated mainly by using FreeFem++, see [20] for details, an open–source, high–level integrated development environment for obtaining numerical solutions of PDEs based on the Finite Element Method (FEM). For solving numerically forward PDE problem (4), spatial discretization is carried out by implementing FEM triangular finite elements: P2 piecewise quadratic (continuous) representation for electrical potential \( u(x) \) and P0 piecewise constant representation for conductivity field \( \sigma(x) \). Systems of algebraic equations obtained after such discretization are solved with UMFPACK, a solver for nonsymmetric sparse linear systems [16]. The same technique is used for numerical solutions of adjoint problem (10). All computations are performed using 2D domain

\[ \Omega = \{ x \in \mathbb{R}^2 : x_1^2 + x_2^2 < r_\Omega^2 \} \]  

which is a disc of radius \( r_\Omega = 0.1 \) with \( m = 16 \) equidistant electrodes \( E_\ell \) with half-width \( w = 0.12 \) rad covering approximately 61\% of boundary \( \partial \Omega \) as shown in Figure 1(a). Electrical potentials \( U_\ell \), see Figure 1(b), are applied to electrodes \( E_\ell \) as seen in following the “rotation scheme” discussed in Section 2.1. We also consider adding up to three additional permutations within the set of potentials \( U \), and, by choosing \( K \in \{1, 2, 3, 4\} \), we increase the total number of measurements from \( m^2 = 256 (K = 1) \) to \( Km^2 = 1024 (K = K_{\text{max}} = 4) \). The potentials are chosen to be consistent with the ground potential condition (1). Determining the Robin part of the boundary conditions in (1c) we equally set the electrode contact impedance \( Z_\ell = 0.1 \). Figure 1(c) also shows an example of the distribution of flux \( \sigma(x) \nabla u(x) \) of electrical potential \( u(x) \) in the interior of domain \( \Omega \) during EIT.

Physical domain \( \Omega \) is discretized using mesh created by specifying 176 vertices over boundary \( \partial \Omega \) and totaling \( N = 7726 \) triangular FEM elements inside \( \Omega \). This fine mesh is then used to construct gradients \( \nabla_\sigma J, \nabla_\xi J, \) and \( \nabla_\zeta J \) to perform the optimization procedure as described in Algorithm 1. To solve problems (27) and (12) iteratively as seen in (31), our framework is utilizing respectively the Steepest Descent (SD) and Conjugate Gradient (CG) approaches [26] to obtain descent directions \( D_\zeta \) and \( D_\xi \). Stepsize parameters \( \tau_k \) in (31) are obtained by applying line minimization search [28].

The actual (true) electrical conductivity \( \sigma_{\text{true}}(x) \) we seek to reconstruct will be given analytically for each model by

\[ \sigma_{\text{true}}(x) = \begin{cases} \sigma_c, & x \in \Omega_c, \\ \sigma_h, & x \in \Omega_h, \end{cases} \quad \Omega = \Omega_c \cup \Omega_h, \quad \Omega_c \cap \Omega_h = \emptyset \]  

and setting \( \sigma_c = 0.4 \) for cancer-affected region \( \Omega_c \) (up to 4 spots of different size depending on the model’s complexity) and \( \sigma_h = 0.2 \) to healthy tissues part \( \Omega_h \). In terms of the initial guess for control \( \sigma(x) \) we take a constant approximation to \( \sigma_{\text{true}} \) given by \( \sigma_0 = \frac{1}{2} (\sigma_h + \sigma_c) = 0.3 \).
In order to avoid early termination at a coarse scale, termination tolerances in (20) are set as $\epsilon_c = 0$ and $\epsilon_f = 10^{-10}$.

For all computations mentioned in the rest of Section 4 we use a PCA-based map (11) between $N$-dimensional discretized control $\sigma(x)$ and reduced-dimensional $\xi$-space as described in Section 2.2. A set of $N_r = 1000$ realizations $(\sigma^r_n)^{1000}_{n=1}$ is created using a generator of uniformly distributed random numbers. Each realization $\sigma^r_n$ “contains” from one to seven “cancer-affected” areas with $\sigma_c = 0.4$. Each area is located randomly within domain $\Omega$ and represented by a circle of randomly chosen radius $0 < r \leq 0.3 r_\Omega$. To perform TSVD we choose the number of principal components $N_\xi$ by retaining 662, 900, and 965 basis vectors in the PCA description. These values correspond to the preservation of respectively $r_\xi = 99\%$, 99.9\%, and 99.99\% of the “energy” in the full set of basis vectors, see [2, 9] for details.

4.2 Parameter Calibration

We created our (benchmark) model #1 to check the performance of the proposed optimization framework and discuss the procedure for calibrating its certain parameters. This model in fact mimics a simple situation when a biological tissue contains one circular-shaped area suspicious to be affected by cancer as seen in Figures 5(a,b).

Here, we would like to address a well-known issue on the presence of noise in measurements due to improper electrode–tissue contacts, wire interference, possible electrode misplacement, etc. Its negative impact has been already investigated by many researchers both theoretically and within practical applications. Although all results in this paper are obtained without explicit noise added to measurements, our synthetic data features effects similar to those when noise is present. First, “measured” electrical currents $I^r_\ell$ are recorded by running (4) and (3) with $\sigma(x) = \sigma_{true}$ represented by P2 FEM elements. Then, as men-
Figure 5: Model #1. (a) True electrical conductivity $\sigma_{true}(x)$. (b) A binary-type histogram for model #1. (c) Electrical conductivity $\sigma_{PCA}(x)$ for model #1 obtained by projecting $\sigma_{true}(x)$ to its PCA equivalent with $r_\xi = 99\%$ by using (22).

As mentioned in Section 4.1, the actual reconstruction $\hat{\sigma}(x)$ is obtained in P0 finite element space. Taking also into account that the “measurement” data is not projected into its PCA equivalent, we compared cost functional $J(\sigma)$ evaluated at $\sigma_{true}$ with added noise and at $\sigma_{PCA}$, as shown in Figure 5(c), obtained after applying PCA projection. The equivalent noise is estimated to be at level $0.2\% - 0.3\%$.

In order to evaluate the performance, we define a set $S = \{K, r_\xi, j_{max}, n_s\}$ of 4 major parameters to be calibrated:

- $K \in \{1, 2, 3, 4\}$ to define the total number of measurements, $Km^2$, respectively as 256, 512, 768, 1024,
- $r_\xi \in \{99\%, 99.9\%, 99.99\%\}$ to set the number of principal components, i.e. number of controls $N_\xi$ at a fine scale, respectively to 662, 900, 965,
- $j_{max} \in \{1, Km\}$ to consider two cases for optimization at the coarse scale: $\beta_\ell^j = 1, j = 1, \ldots, Km$, vs. $\beta_\ell^j = 0$ except $j = 1$ to consider respectively full data vs. $m = 16$ measurements to avoid over-parameterization, and
- $n_s \in \{5, 10\}$ frequency of switching between fine and coarse scales.

Figure 6 shows the results obtained after performing the calibration procedure, i.e. after running optimization for model #1 with 48 different parameter schedules $S$. We have chosen two critical factors to evaluate the performance in each case: the $L_2$-norm difference between optimal solution $\hat{\sigma}(x)$ and true conductivity field $\sigma_{true}(x)$ ($x$-axis), and the absolute error in recovered $\hat{\sigma}_{high}$ by comparing it with the known value $\sigma_h = 0.4$ ($y$-axis). We note that for all experiments $\hat{\sigma}_{low}$ is recovered very accurately. Five outliers inside the dotted box in Figure 6(a) are excluded from the entire calibration statistics. Then open circles in Figure 6(a) provide the results averaged over four cases, $K = 1, 2, 3, 4$, with $K = 4$ (red circle) appeared as the best one. Figures 6(b,c,d) show the same 43 outcomes (less 5 outliers) then
Figure 6: Model #1 calibration results. Different colors are used for different values of parameters (a) \( K = 1, 2, 3, 4 \), (b) \( r_\xi = 99\%, 99.9\%, 99.99\% \), (c) \( j_{\text{max}} = 1, Km \), and (d) \( n_s = 5, 10 \). Open circles in (a) provide the results averaged over four cases \( K = 1, 2, 3, 4 \). Open circles and triangles in (b,c,d) represent averages obtained respectively for \( K = 1 \) and \( K = 4 \). Five outliers shown inside the dotted box in (a) are removed from plots in (b,c,d). The result obtained with parameter schedule \( S^* \) in (34) is shown by hexagons in all four plots.

colored according to values of the rest parameters, namely \( r_\xi, j_{\text{max}}, \) and \( n_s \). Open circles and triangles there represent averages obtained respectively for \( K = 1 \) and \( K = 4 \). We conclude that simple models, like our model \#1, will be best reconstructed with 99% PCA, limited data at a coarse scale, and by switching between scales every 5 iterations, i.e. our calibration
returns the following schedule

\[ S^* = \{ K = 4, \ r_\xi = 99\%, \ j_{\text{max}} = 1, \ n_s = 5 \} \, . \] (34)

Figure 7: Model #1 optimization outcomes: (a,b,c) after applying multiscale framework by Algorithm 1, and (d,e,f) when optimization is performed only at a fine scale. Plots in (a,d) show the obtained images with added dotted circles to represent the location of the cancer-affected region taken from known \( \sigma_{\text{true}}(x) \) in Figure 5(a). Graphs in (b,f) present normalized cost functional \( J(\sigma^k_k) / J(\sigma^0) \) as a function of iteration count \( k \) evaluated at fine (red dots) and coarse (blue dots) scales. Pink dots in (b) show values \( \alpha_{c\to f} \) as solutions for problem (23). Changes in the coarse scale controls \( \zeta^k = [\sigma^k_{\text{low}} \sigma^k_{\text{high}} \sigma^k_{\text{th}}] \) are shown in (c) with \( \sigma_c = 0.4 \) (red dashed line) and \( \sigma_h = 0.2 \) (blue dashed line). (e) A histogram constructed for the fine scale solution image (d).

One of the best results in Figure 6 shown by hexagons in fact is obtained with this parameter schedule \( S^* \). Figure 7(a) shows the outcome of this reconstruction with a dotted circle representing the location of the cancer-affected region taken from known \( \sigma_{\text{true}}(x) \), see Figure 5(a). The location of this region is captured accurately. In addition, as seen in Figure 7(c), reconstructed values of both coarse scale controls \( \hat{\zeta}_1 = \hat{\sigma}_{\text{low}} = 0.2002 \) and \( \hat{\zeta}_2 = \hat{\sigma}_{\text{high}} = 0.3926 \) are also very good. Figure 7(b) presents normalized cost functional
\( \mathcal{J}(\sigma^k)/\mathcal{J}(\sigma^0) \) as a function of iteration count \( k \) evaluated at both fine (red dots) and coarse (blue dots) scales. Pink dots show values \( \alpha_{c\rightarrow f} \) as solutions for problem (23). Further analysis of changes in \( \alpha_{c\rightarrow f}(k) \) aligned with the tracked behavior of \( \mathcal{J}(\sigma^k) \) may suggest more development for termination conditions to provide even better performance.

Figures 7(d,e,f) show also the results of performing optimization for the same model #1 using only fine scale. Following the discussion in Section 3.1 and as seen in Figure 7(e), the second mode corresponding to \( \sigma_h = 0.4 \) is not visible in the solution histogram. As a consequence, a boundary between high and low conductivity regions in domain \( \Omega \) is hardly identifiable by a simple analysis of the solution image and the structure of its histogram. To add more, using fine scale alone is computationally less effective as requires more than 1500 iterations to terminate with the same condition, namely \( \epsilon_f = 10^{-10} \).

Finally, we conclude here that our multiscale computational framework, when properly calibrated, is able to provide binary images consistent with the obtained measurements with significant reduction in computational time.

4.3 Validation with Complicated Models

We now present results obtained using our new multiscale optimization framework applied to models with an increased level of complexity. The added complications are the number of cancer-affected regions (more than one) and the variations in the size of those regions. Although additional calibration for optimization parameters might be seen as useful to obtain better results, we use the same parameter schedule \( S^* \) in (34) obtained using our benchmark model #1 as described in Section 4.2.

The true electrical conductivity \( \sigma_{\text{true}}(x) \) for our model #2 containing four same size circular-shaped cancer-affected regions is shown in Figure 8(a). First, we ran a fine scale only optimization for this model which also required more than 1500 iterations to terminate with \( \epsilon_f = 10^{-10} \). As confirmed by the solution image and the associated histogram seen in Figures 8(b,c), we arrived at the same conclusion as for model #1. Even though the high and low conductivity regions are visualized, clear boundaries between them are hardly identifiable. On the other hand, as shown in Figure 8(d) the binary image obtained roughly 3 times faster using multiscale optimization locates all four regions accurately by showing their clear boundaries. Pink and black curves in Figures 8(e,f) show continuous interaction between scales proving the sensitivity of solutions obtained at one scale to changes gained at another one. Relaxation parameter \( \alpha_{c\rightarrow f} \) (in pink) different from 1 identifies weighted projections of the coarse scale solutions onto the fine scale performed with weight \( 1 - \alpha_{c\rightarrow f} \). Updated fine scale solutions then are used for constructing fine-to-coarse partitions \( \mathcal{M} \) in (14) and (25) by changing values of the coarse scale threshold control \( \hat{\zeta}_3 = \sigma_{\text{th}} \) (in black). We also acknowledge the error in recovering high conductivity part \( \hat{\zeta}_2 = \hat{\sigma}_{\text{high}} = 0.3466 \) due to the high non-linearity of the inverse EIT problem and non-uniqueness of its solution in general, and due to the presence of “equivalent” noise in measurements in particular.

Our next model #3 contains three circular-shaped cancer-affected regions of various sizes. Its electrical conductivity \( \sigma_{\text{true}}(x) \) is shown in Figure 9(a). As in the previous case, we run a fine scale only optimization terminated with \( \epsilon_f = 10^{-10} \) which gives a solution image and
Figure 8: Model #2. (a) True electrical conductivity \( \sigma_{true}(x) \). Outcomes for optimization: (b,c) when performed only at a fine scale, and (d,e,f) after applying multiscale framework by Algorithm 1. Plots in (b,d) show the obtained images with added dotted circles to represent the location of four cancer-affected regions taken from known \( \sigma_{true}(x) \). The fine scale solution histogram is presented in (c). Graph in (e) shows normalized cost functional \( J(\sigma^k)/J(\sigma^0) \) as a function of iteration count \( k \) evaluated at fine (red dots) and coarse (blue dots) scales. Pink dots show values \( \alpha_{\text{c} \rightarrow \text{f}} \) as solutions for problem (23). Changes in the coarse scale controls \( \zeta^k = [\sigma_{\text{low}}^k, \sigma_{\text{high}}^k, \sigma_{\text{th}}^k] \) are shown in (f) with \( \sigma_c = 0.4 \) (red dashed line) and \( \sigma_h = 0.2 \) (blue dashed line).

the associated histogram as shown in Figures 9(b,c). Compared with #2, this model is considered harder as it contains a small spot at the left whose dimension is comparable with the size of the boundary electrodes added in black to Figure 9(a). The image obtained at the fine scale, see Figure 9(b), confirms this complexity as, unlike the two bigger spots, the smallest one lost its color development and, consequently, could be missed. Further analysis of Figures 9(b,c) suggests that clear boundaries between the high and low conductivity regions are hardly identifiable.

Similarly to model #2, Figure 9(d) exhibits results of applying multiscale optimization Algorithm 1 as a clear image of model #3 with a nice binary resolution enabled to locate three cancer-affected regions. Continuous information exchange between fine and coarse scales due to solution projections is also observed in Figures 9(e,f). Here we should comment that the
Figure 9: Model #3. (a) True electrical conductivity $\sigma_{\text{true}}(x)$ with added structure of boundary electrodes (in black). Outcomes for optimization: (b,c) when performed only at a fine scale, and (d,e,f) after applying multiscale framework by Algorithm 1. Plots in (b,d) show the obtained images with added dotted circles to represent the location of three cancer-affected regions taken from known $\sigma_{\text{true}}(x)$. The fine scale solution histogram is presented in (c). Graph in (e) shows normalized cost functional $J(\sigma^k)/J(\sigma^0)$ as a function of iteration count $k$ evaluated at fine (red dots) and coarse (blue dots) scales. Pink dots show values $\alpha_{c \rightarrow f}$ as solutions for problem (23). Changes in the coarse scale controls $\zeta^k = [\sigma^k_{\text{low}}, \sigma^k_{\text{high}}, \sigma^k_{\text{th}}]$ are shown in (f) with $\sigma_c = 0.4$ (red dashed line) and $\sigma_h = 0.2$ (blue dashed line).
Figure 10: Model #4. (a) True electrical conductivity $\sigma_{\text{true}}(x)$ with added structure of boundary electrodes (in black). Outcomes for optimization: (b,c) when performed only at a fine scale, and (d,e,f) after applying multiscale framework by Algorithm 1. Plots in (b,d) show the obtained images with added dotted circles to represent the location of one small cancer-affected region taken from known $\sigma_{\text{true}}(x)$. Note that the color bar in (d) is re-scaled for better shape capturing. The fine scale solution histogram is presented in (c). Graph in (e) shows normalized cost functional $J(\sigma^k)/J(\sigma^0)$ as a function of iteration count $k$ evaluated at fine (red dots) and coarse (blue dots) scales. Pink dots show values $\alpha_{c\rightarrow f}$ as solutions for problem (23). Changes in the coarse scale controls $\zeta^k = [\sigma^k_{\text{low}}, \sigma^k_{\text{high}}, \sigma^k_{\text{th}}]$ are shown in (f) with $\sigma_c = 0.4$ (red dashed line) and $\sigma_h = 0.2$ (blue dashed line).

Provided data. As for previous models, we compare the results obtained after applying fine scale only optimization, see Figures 10(b,c), and multiscale optimization Algorithm 1 shown in Figures 10(d,e,f), both terminated with $\epsilon_f = 10^{-10}$.

After comparing fine scale and multiscale optimization images, it is true to say that the latter could provide more assistance in concluding on possible abnormal changes in tissues and navigating the surgeons. On the other hand, the fine scale image may be misleading as some (yellowish) regions may be deceptively interpreted as being cancerous. The multiscale optimization, however, allows keeping its images devoid of this problem and, as such, shows high potential in minimizing possibilities for false positive screening and improving the overall quality of the EIT-based procedures. Similarly to our previous models, the same conclusion
arrives after observing continuous information exchange between fine and coarse scales seen in
Figures 10(e,f) which results in creating an image with clear binary resolution ready to locate
the cancer-affected region. We also note that its size appears larger than in the true model
and the error in recovering the coarse scale control \( \hat{\zeta}_2 = \hat{\sigma}_{\text{high}} = 0.2499 \) is much bigger than
that seen in the previous models. However, we expect these results may be further improved
by applying additional calibration to the (potentially extended) list of chosen parameters, as
well as by applying more advanced minimization techniques while performing optimization
at both fine and coarse scales.

5 Concluding Remarks

In this work, we presented an efficient computational approach for optimal reconstructing
the physical properties of the media characterized by distributions close to binary. In partic-
ular, this approach could be useful in various applications in biomedical sciences to operate
with physical models supplied with some, possibly incomplete and noisy, measurements. The
proposed computational framework includes an array of gradient-based multiscale optimiza-
tion techniques supplied with multilevel control space reduction over both fine and coarse
scales used interchangeably. Quality and computational efficiency of the obtained results are
ensured by developing a methodology for establishing an effective “communication” between
scales by projecting the solutions from one scale onto another and accumulating optimally
progress obtained at both scales. Such multiscale optimization paired with multilevel control
space reduction allows using computational advantages seen at both scales and to mitigate
their negative impacts.

We investigated the performance of our complete computational framework in applica-
tions to the 2D inverse problem of cancer detection by the Electrical Impedance Tomography
technique. Our first benchmark model mimics a simple biological tissue case with confirmed
presence of one circular-shaped area affected by cancer. The proposed procedure for cali-
brating certain parameters was applied to this model to ensure the enhanced performance of
our optimization framework. We also presented results obtained by applying the calibrated
framework to multiple models of an increased level of complexity, namely with three and for
cancer-affected regions of various sizes. For every model, we obtained clear images with a
nice binary resolution enabled to locate all cancer-affected regions. In addition, our multi-
scale optimization framework proved its high efficiency by completing computations 3 times
faster than in cases when only fine scale was in use.

We also check the applicability of our framework in applications to procedures for cancer
recognition at the early stages by a model containing one tiny cancerous spot with a diameter
comparable with the size of the boundary electrodes. Despite the errors in recovering the
true shape and the values of electrical conductivity, we conclude that obtained images of
that quality will provide valuable assistance in recognizing possible abnormal changes in
tissues and further navigating medical professionals with their decisions. We conclude that
the properly calibrated multiscale optimization framework is able to provide binary images
consistent with the provided measurements using significantly reduced computational time.
In general, we see a high potential of the proposed computational framework in minimizing possibilities for false positive screening and improving the overall quality of the EIT-based procedures.

There are many ways in which our multiscale optimization algorithm can be tested and extended. We provided an example of a simple calibration procedure, but we expect the performance may be further improved by extending the list of calibrated parameters and applying more advanced minimization techniques to perform local and global searches while performing optimization at both fine and coarse scales. Given that we used data provided by a specific electrode configuration, it will be of interest to apply a further analysis of the measurement structure, for example considering a 32-electrode scheme and improving sensitivity by optimizing the structure of available data. We also plan to investigate the use of flexible schemes for switching between scales including new approaches for projecting solutions. The impact of the noise present in measurements should be also systematically analyzed. Also of interest is the extension of our multiscale optimization approach to include possibility of using various PCA sample structures, multiple coarse scale controls associated with different spatial regions, and applicability to bimodal distributions.

Finally, it is important to test our new approach in various applications to real data and different types of cancerous tissues, as this would certainly suggest areas in which further developments may be required. Despite the fact that this approach was initially tested with synthetic EIT-related problems, we believe that this methodology could be easily applied to a broad range of problems in biomedical sciences, also in physics, geology, chemistry, etc.
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