Biases Characteristics Assessment of the Advanced Geosynchronous Radiation Imager (AGRI) Measurement on Board Fengyun–4A Geostationary Satellite
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Abstract: The Chinese Fengyun–4A geostationary meteorological satellite was successfully launched on 11 December 2016, carrying an Advanced Geostationary Radiation Imager (AGRI) to provide the observations of visible, near infrared, and infrared bands with improved spectral, spatial, and temporal resolution. The AGRI infrared observations can be assimilated into numerical weather prediction (NWP) data assimilation systems to improve the atmospheric analysis and weather forecasting capabilities. To achieve data assimilation, the first and crucial step is to characterize and evaluate the biases of the AGRI brightness temperatures in infrared channels 8–14. This study conducts the assessment of clear-sky AGRI full-disk infrared observation biases by coupling the RTTOV model and ERA Interim analysis. The AGRI observations are generally in good agreement with the model simulations. It is found that the biases over the ocean and land are less than 1.4 and 1.6 K, respectively. For bias difference between land and ocean, channels 11–13 are more obvious than water vapor channels 9–10. The fitting coefficient of linear regression tests between AGRI biases and sensor zenith angles manifests no obvious scan angle–dependent biases over ocean. All infrared channels observations are scene temperature–dependent over the ocean and land.
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1. Introduction

In recent years, the new generation of geostationary meteorological satellites has developed quickly, and geostationary meteorological data are playing an increasingly important role in monitoring severe weather, lighting, air pollution development, and surface solar irradiance, and assimilating data by numerical weather prediction (NWP) models [1–5]. The three-axis stabilized FY–4A is the first in a series of Chinese new generation geostationary meteorological satellites and will be operational for seven years. It was launched on 11 December 2016, and was positioned at 104.7°E above the equator at an altitude of 35,786 km. The primary payloads of the FY–4A are as follows: the Advanced Geostationary Radiation Imager (AGRI) [6–8], Geostationary Interferometric Infrared Sounder (GIIRS) [9,10], and Lightning Mapping Imager (LMI) [11]. The AGRI is an instrument similar to the Advanced Himawari Imager (AHI) on board the Japanese satellite Himawari–8 [12], the Advanced Baseline Imager (ABI) on board the U.S. Geostationary Operational Environmental Satellite (GOES)–R [13], and the Flexible Combined Imager (FCI) which will be on board the European Meteosat Third Generation Imaging (MTG–I) satellite [14]. As the successor to the VISSR on broad FY–2 series,
AGRI will introduce many new products such as cloud liquid water, aerosol optical depth, land surface temperature, convective initiation, and others, to provide enhanced applications and services.

The geostationary imager observations were applied to identify and track the rapidly changing weather phenomena and deduce quantitative products which are critical for weather services and now–casting applications. The visible, shortwave infrared, and thermal infrared measurements from geostationary imagers are useful for retrieving cloud information, such as optical thickness, effective particle radius, and cloud–top properties [15]. The cloud property products are widely applied to monitor cloud processes [16], rainfall rate retrieval [17], and severe weather forewarning [18]. Besides conventional applications, by using machine learning methods, the geostationary infrared observations can be directly applied to study the meteorological conditions, such as total precipitable water, tropical thunderstorms, quantitative precipitation estimates, dynamical tropopause pressure retrieval, and so on [18–21]. Even more remarkable, is the research on radiance assimilation of the geostationary infrared observations is gradually deepened and expanded from clear sky observations to all-sky observations. Otkin assimilated the water vapor sensitive infrared brightness temperature observations from the Advanced Baseline Imager (ABI) into the WRF–DART (Data Assimilation Research Testbed) ensemble data assimilation system during a high impact weather event across the central U.S., and found improvements in not only the 3D moisture distribution, but also the temperature, cloud, and wind fields [22]. Yang and Liu first assimilated GOES imager radiance data using a rapid refresh assimilation system with a hybrid 3D EnVar scheme and obtained some significant positive impacts on convection-permitting forecasts over Mexico [23]. Other studies also demonstrated that the geostationary infrared radiance assimilation can positively impact the precipitation forecasting skills [24–26]. In the last decade, many achievements have been made in the study of the all–sky geostationary infrared radiance assimilation, and obtained significant improvements in fast-evolving weather systems (such as typhoon, precipitation, and flood) forecasts [27,28].

For the atmospheric parameter retrievals and numerical weather prediction (NWP), geostationary imager observations calibration and validation are the key prerequisites. Furthermore, before the geostationary imager radiances can be assimilated into the data assimilation systems, it is critical to properly quantify the biases and errors since the deviation between satellite observation information and background field data will decrease the accuracy of numerical weather forecasts [29,30]. One common way to assess the differences between satellite observations and model simulations is by using the NWP analysis and radiation transmission model to generate model-simulated brightness temperature [31–34]. However, despite the study of the AGRI infrared data biases assessment in a selected region based on the Weather Research and Forecasting model data assimilation (WRFDA) and the radiative transfer for TIROS Operational Vertical Sounder (RTTOV) [35], there are still no publications concerning the assessment of full disk AGRI infrared data bias characteristics based on the FY–4A observation and cloud mask (CLM) data. In this study, the full disk ocean area and selected land area clear sky AGRI data biases are assessed by the difference between observations and simulations which are obtained by directly using RTTOV and ERA Interim analysis, thus providing preparation for the assimilation application of FY–4A AGRI data to the NWP model.

The rest of this paper is organized as follows. Section 2 describes the AGRI instrument characteristics, the AGRI observations and the fast radiative transfer models for AGRI simulations. Section 3 details the biases and standard deviations estimated for AGRI infrared channels 8–14, as well as the scene temperature and scan angle dependences of AGRI biases. Discussion and conclusions are provided in Sections 4 and 5, respectively.

2. Materials and Methods

2.1. AGRI Instrument

The AGRI on board FY–4A provided significant advancements over those of the FY–2 series in terms of the number of bands, spatial resolution, and temporal frequency. It finishes one sector scan
every 1 min and completes full-disk coverage every 15 min. The AGRI has a total of 216 sensors for 14 spectral bands, three for visible (VIS), three for near-infrared (NIR), two for mid-wave IR, two for water-vapor IR, and four for long-wave IR. The spectral bands cover a range of wavelengths from 0.45 to 13.8 µm. It is sampled at 1 km at nadir in the VIS, 2 km in the NIR, and 4 km in the IR.

Table 1 summarizes the specifications of the FY–4A/AGRI bands: wavelength ranges, spatial resolutions, measurement precisions, and primary applications. Channels 1–6 are visible and near-infrared bands observing the energy coming from the sun and detecting the solar energy reflected (or scattered) by the earth’s surface or atmosphere during the day. Channels 7–8 are the mid-wave infrared bands that detect the information from the sun, land surface, and clouds. Channels 9–10 are infrared absorption bands with low atmospheric transmittance and are strongly affected by water vapor in the middle and upper troposphere. Channel 14 is affected by carbon dioxide in the lower troposphere. Channels 11–13 are infrared window bands with high atmospheric transmittance, so they are also called surface channels. These features enable AGRI to play an essential role in the tropical storm activity continuous monitoring, severe weather warning, environmental observations and even data assimilation.

**Table 1.** Advanced Geostationary Radiation Imager (AGRI) channel characteristics of wavelength range, spatial resolution, SNR at 100% albedo for VIS and NIR channels, and noise-equivalent differential temperature (NEdT) for IR channels.

| Channel | No. | Wavelength Range (µm) | Spatial Resolution (km) | SNR or NEdT | Primary Application |
|---------|-----|-----------------------|------------------------|-------------|---------------------|
| VIS and NIR | 1 | 0.45–0.49 | 1 | ≥70 (ρ = 100%) | Aerosol, visibility |
| | 2 | 0.55–0.75 | 0.5 | ≥200 (ρ = 100%) | Fog, clouds |
| | 3 | 0.75–0.90 | 1 | ≥5 (ρ = 100%) | Aerosol, vegetation |
| | 4 | 1.36–1.39 | 2 | ≥200 (ρ = 100%) | Cirrus |
| | 5 | 1.58–1.64 | 2 | ≥5 (ρ = 100%) | Cloud, snow |
| | 6 | 2.1–2.35 | 2 | | Cloud phase, aerosol, vegetation |
| Mid-wave IR | 7 | 3.5–4.0 | 2 | ≤0.7 K (300 K) | Clouds, fire, moisture, snow |
| | 8 | 3.5–4.0 | 4 | ≤0.2 K (300 K) | Land surface |
| Water vapor | 9 | 5.8–6.7 | 4 | ≤0.3 K (260 K) | Upper-level WV |
| | 10 | 6.9–7.3 | 4 | ≤0.3 K (260 K) | Midlevel WV |
| Long-wave IR | 11 | 8.0–9.0 | 4 | ≤0.2 K (300 K) | Volcanic ash, cloud-top phase |
| | 12 | 10.3–11.3 | 4 | ≤0.2 K (300 K) | SST, LST |
| | 13 | 11.5–12.5 | 4 | ≤0.2 K (300 K) | Clouds, low-level WV |
| | 14 | 13.2–13.8 | 4 | ≤0.5 K (300 K) | Clouds, air temperature |

Notes: SST = sea surface temperature, LST = land surface temperature, WV = water vapor.

Figure 1 shows the weighting functions and transmittance of the AGRI infrared channels 8–14 calculated using RTTOV with the American Standard atmosphere profile as input. The weighting function represents the contribution of each layer of atmosphere to the radiation detected by the sensors. The weighting function peaks of channels 8 and 11–13 are located near the land surface and the atmospheric transmittance above the near-surface layer is high, so the surface and cloud information can be detected by these channels. Channels 9 and 10, with their peak weighting functions located at 397 and 521 hPa, respectively, can be used to detect water vapor information in the middle and upper troposphere where the atmospheric transmittance decrease to near zero. Channel 14 is a carbon dioxide absorption band with weighting function peak located at 750 hPa, and its atmospheric transmittance decreases with height, thus this carbon dioxide channel is in fact a low tropospheric temperature–sounding channel. Hereafter, upper-level channels represent channels 9–10 and 14, and surface channels represent channels 8 and 11–13.
with the low bright temperature pixel of channel 9 (Figure 2b). The lowest brightness temperature at
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cloudy regions and clear regions, respectively (Figure 2d).

The atmospheric transmittance decreases with height, thus this carbon dioxide channel is in fact a low
tropospheric temperature–sounding channel. Hereafter, upper-level channels represent channels 9–
14, and surface channels represent channels 8 and 11–13.

Channel 14 is a carbon dioxide absorption band with weighting function peak located at 750 hPa, and
a secondary peak located at 200 hPa. The functions located at 397 and 521 hPa, respectively, can be used to detect water vapor information in
the middle and upper troposphere where the atmospheric transmittance decrease to near zero.

Infrared band radiation is mainly composed of surface radiation and atmospheric radiation, while the surface radiation in the cloud region cannot reach the satellite, so the cloudy regions in Figure 2d are spatially
well correlated with the low bright temperature of channel 9 (Figure 2b). The probably cloudy pixels and probably clear pixels are located at the edges of
cloudy regions and clear regions, respectively (Figure 2d).

Figure 1. FY-4A AGRI infrared channels 8–14 (a) weighting function and (b) transmittance, calculated
using RTTOV with the U.S. standard atmospheric profile as the input. Channel number is displayed in
the legend.

2.2. AGRI Data

The AGRI observation and CLM data can be obtained from the National Meteorological Information
Center. The China Meteorological Data Service Center developed a unified and operational cloud
mask algorithm that produces a four-level (clear, probably clear, probably cloudy, and cloudy) cloud
mask product with 4 km spatial resolution at 15 min intervals. The consistent spatial resolution and
geometry parameters for CLM and all AGRI infrared channels are conducive to the accuracy of the
selection of clear sky pixels. The cloud-masking is more accurate in determining the cloudy scenes
than the clear scenes, and more accurate over water than over land [36]. Figure 2 presents the AGRI
observations and cloud mask of Typhoon Maria at 0000 UTC on 11 July 2018. Figure 2a is a VIS cloud
image of Typhoon Maria, the typhoon spiral clouds with high albedo are in good spatial consistency
with the low bright temperature pixel of channel 9 (Figure 2b). The lowest brightness temperature at
clear channel 9 (Figure 2b) is in the region with ice and the second lowest brightness temperature in the
region with overlapping clouds and cirrus, which are distributed around the ice clouds while the
highest brightness temperature occurs when there are clear pixels (Figure 2c). Water clouds and cirrus
are more difficult to see in a single channel than ice or overlapping clouds, referring to the AGRI VIS
channel 2 (Figure 2a) and AGRI cloud types (Figure 2c), mainly because the convective clouds have a
very cold cloud top temperature while the cirrus cloud is optically thin to the point that the imager
can hardly feature cloud signatures from instrument noise in the infrared band without the assistance
of visible light channels. The infrared band radiation is mainly composed of surface radiation and
atmospheric radiation, while the surface radiation in the cloud region cannot reach the satellite, so
the cloudy regions in Figure 2d are spatially well correlated with the low brightness temperature of
channel 9 (Figure 2b). The probably cloudy pixels and probably clear pixels are located at the edges of
cloudy regions and clear regions, respectively (Figure 2d).
well correlated with the low brightness temperature of channel 9 (Figure 2b). The probably cloudy pixels and probably clear pixels are located at the edges of cloudy regions and clear regions, respectively (Figure 2d).

Figure 2. (a) Albedo of Advanced Himawari Imager (AHI) visible channel 2; (b) brightness temperature of AHI channel 9; (c) AGRI cloud types, including clear (clr), water cloud (water), supercooled water (supercooled, green), mixed cloud (mixed), ice cloud (ice), cirrus (cirrus), overlapping (overlap); (d) distribution of AGRI cloud mask (clear (clr), probably clear (prob_clr), probably cloudy (prob_cldy), and cloudy (cldy)) at 0000 UTC 11 July 2018.

To reduce the system deviations introduced in the calculation, the following 2–step quality control method was adopted: (1) due to the uncertainty arising either from the inadequate simulation of the radiance transfer model (RTM) in the cloud region or the inaccurate location of the hydrometeors, only clear sky observations were retained using the CLM product in this study. (2) The deformation of the observation pixels beside the satellite nadir point increases with the satellite’s zenith angle due to the large variation in the air mass. When reaching above 60°, the deformation rate is 3 times that of the satellite nadir point, so the observation pixels with a zenith angle greater than 60° are eliminated [37,38].

In this paper, we focus on the brightness temperature bias estimation of AGRI clear sky pixels over the full disk. It is well known that global cloud cover is approximately 70% and some cloudy weather systems stay in the same area for one to two days or longer. Therefore, for the purpose of filling the full disk with as many clear pixels as possible, data in different seasons are selected as follows: 1–3 September and 1–3 December 2017, as well as 1–2 March and 1–2 June 2018. Eight matching times were selected for each season to match the ERA-Interim analysis time at 00, 06, 12, 18 UTC each day, and the missing AGRI data at 18 UTC on 1–2 September and 1–2 December 2017 was supplemented by the subsequent time at 00, 06 UTC on 3 December and 3 December 2017. Figure 3a illustrates a composite map of areas with at least one clear sky pixel (cyan) or no clear pixel (white). The total clear–sky pixel counts over ocean and selected land area (20°N–40°N, 85°E–125°E) within the 2-degree grid of the 10 days are shown in Figures 3b and 3c, respectively.
The atmosphere profiles and surface variables were obtained from ERA–Interim global reanalysis data with 60 vertical levels, and 0.25° × 0.25° resolution at 6-h intervals. Because the temporal and spatial resolution of the AGRI observations and ERA–Interim analyses are different, only the data on the ERA-Interim analyses time and grid points are used.

2.3. Methodology

With the atmospheric conditions generated by an NWP system or observation, the radiance observed by a satellite sensor can be simulated by solving the radiance transfer equation (1). The top of the atmosphere upwelling clear-sky radiance, \( L_{\text{CLR}}(v, \theta) \), can be written as:

\[
L_{\text{CLR}}(v, \theta) = \tau_s(v, \theta)\epsilon_s(v, \theta)B(v, T_s) + \int_{t_s}^{1} B(v, T)dt + (1 - \epsilon_s(v, \theta))\tau_s^2(v, \theta) \int_{t_s}^{1} \frac{B(v, T)}{\tau^2}dt
\]  

(1)

Where \( \theta \) is viewing angle, \( \tau_s \) is the surface to space transmittance, \( \epsilon_s \) is the surface emissivity and \( B(v, T) \) is the Planck function for a frequency \( v \) and temperature \( T \).

More and more RTMs have been specifically designed for the DA purpose, and the RTTOV was originally developed at ECMWF in the early 1990s [39]. The model has since undergone several developments [40,41] through the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) NWP Satellite Application Facility (SAF), and its latest version RTTOV v12 was utilized in this study. The RTTOV model can be used to simulate clear-sky radiances for given vertical atmospheric profiles, surface properties at radiometer zenith angles, as well as solar and satellite geometry parameters. Table 2 summarizes the detailed description of the input variables for RTTOV. The atmosphere profiles and surface variables were obtained from ERA–Interim global reanalysis data with 60 vertical levels, and 0.25° × 0.25° resolution at 6-h intervals. Because the temporal and spatial resolution of the AGRI observations and ERA–Interim analyses are different, only the data on the ERA-Interim analyses time and grid points are used.
Table 2. Input variables and parameters for clear-sky simulations with RTTOV 12.2.

| Category               | Parameter                  | Unit       | Data Resource                       |
|------------------------|----------------------------|------------|-------------------------------------|
| Atmosphere profiles    | Pressure                   | hPa        | ECMWF ERA-Interim analysis         |
|                        | Temperature                | K          |                                     |
|                        | Specific humidity          | kg/kg      |                                     |
| Surface variables      | Surface temperature        | K          | ECMWF ERA-Interim analysis         |
|                        | Surface pressure           | hPa        |                                     |
|                        | 2-m temperature           | K          |                                     |
|                        | 2-m specific humidity      | kg/kg      |                                     |
|                        | 10-m u wind component      | ms-1       |                                     |
|                        | 10-m v wind component      | ms-1       |                                     |
|                        | Water type                 | -          | 0 for land and 1 for sea            |
|                        | Surface type               | -          | 0 for land and 1 for sea            |
| Geometry               | Latitude                   | Degrees    | Satellite                           |
|                        | Longitude                  | Degrees    |                                     |
|                        | Satellite zenith angle     | Degrees    |                                     |
|                        | Satellite azimuth angle    | Degrees    |                                     |
|                        | Solar zenith angle         | Degrees    |                                     |
|                        | Solar azimuth angle        | Degrees    |                                     |
|                        | Terrestrial elevation      | m          | 0 for sea surface, WPS geogrid     |
|                        |                            |            | interpretation for land            |

The basic flowchart for simulation of the satellite infrared brightness temperature based on the coupling of the RTTOV model and ECMWF ERA–Interim analysis is illustrated in Figure 4. The ECMWF analysis provides the atmospheric profiles of the temperatures, pressure and specific humidity, together with winds, temperatures, pressure and humidity at the surface level. The geometry variables such as latitude, longitude, satellite and solar angles, and surface parameters are extracted from AGRI data. The atmospheric conditions and geometry variables mentioned above are transformed to the simulated brightness temperatures by the RTTOV model. By comparing the difference between the simulated and observed brightness temperatures, the bias characteristics can be assessed. The study domain is the entire ocean surface of the AGRI full disk observation area which is located at 104.7°E above the equator, together with a selected land surface domain over east China covering from 20°N to 40°N and 85°E to 125°E. Statistics were performed for each 2-degree grid, and simulated brightness temperatures corresponding to the observed pixels in each grid were obtained by RTTOV simulation after matching the grid from the ERA–Interim analysis to the observation pixel based on the adjacent interpolation. The pixels in each grid can be composed of observations coming from different times at different seasons mentioned in sub–Section 2.2, and the number of pixels in each grid in most areas can reach thousands or tens of thousands. Because of the high precision of the radiative transfer model in the clear sky simulation, statistical analysis based on this sample pixels is expected to obtain representative results, which is an expedient measure to deal with the large calculation cost of statistics for the entire year.

Figure 4. Flowchart for the coupling of the numerical weather prediction (NWP) output and the radiative transfer models used to simulate the Chinese FY-4A/AGRI infrared observations for bias assessment.
3. Results

In the three-dimensional variation (3DVar) assimilation approach, the conjugate gradient method is used to minimize the cost function $J(x)$ when analyzing the control variables, and estimate the atmospheric state.

$$J(x) = \frac{1}{2} (x - x_b)^T B^{-1} (x - x_b) + \frac{1}{2} (y - H(x))^T R^{-1} (y - H(x))$$  \(2\)

where $x$ is the control variables, $x_b$ is the priori background vector from NWP forecast model, $y$ is the vector of observations (radiances for satellite channels), and $H(x)$ is the observation operator such as RTTOV. $B$ and $R$ represent NWP background state and observation covariance matrices, respectively. Observation errors mainly come from the observation data and observation operator. The errors of each channel are generally considered to be independent, so the diagonal elements of the observation error covariance matrix $R$ are the errors of each channel, and by evaluating the difference between the observed and simulated brightness temperatures, the uniform systematic bias and $R$ can be estimated. Otherwise, in assimilation systems, the background and observation errors are assumed to be unbiased Gaussian distributions, and the relative biases between them should be removed to satisfy this requirement. Thus, the crucial step towards assimilation is to evaluate of the biases and standard deviations of the AGRI infrared channels. The characteristics of these departures and their dependence on geophysical and instrument variables will be examined in following sub-sections.

3.1. AGRI Data Biases Distribution over Ocean and Land

The spatial biases distributions of the full disk ocean surface area and the selected land surface are presented using shaded figures (Figures 5 and 6) with the warm tones of red and yellow representing a positive value for observation minus simulation, while the cool tones of blue and green represent a negative value, and the darker the color, the greater the bias. Figure 5 presents the spatial distributions of brightness temperature biases of AGRI infrared channels 8–14 over the ocean. The biases, observation minus background (simulated with RTTOV by using ERA–Interim profiles as input), are calculated within $2^\circ \times 2^\circ$ grid boxes. There are some large positive biases greater than 3 K at the edge of the observations along longitude of AGRI channel 8 at low latitudes from $-20^\circ$S to $20^\circ$N while most of the positive and negative biases in other areas are within 1 K. The AGRI water vapor channel 9 has positive biases almost everywhere within 2 K and channel 10 has a relatively uniform positive and negative biases distribution within 1 K, implying that the model water vapor for channel 9 in the upper troposphere is probably systematically too wet and the model water vapor for channel 10 in the middle troposphere is close to reality [37]. The surface channels 11–13 have negative biases, mostly within 2 K, in the full disk ocean area. The possible reasons for the negative biases include the systematically underestimated model surface emissivity or the residence of near-surface low clouds caused by the difficulty in detecting near surface clouds due to the similar temperature and emissivity of the cloud top and the sea surface [42]. The biases of channel 14 are characterized by positive ratings within 2 K.
Figure 5. Spatial distributions of biases (OMB, observation minus background) of AGRI channels 8–14 over ocean within $2^\circ \times 2^\circ$ grid boxes.

Figure 6 shows the spatial distribution of brightness temperature biases of AGRI infrared channels 8–14 over a selected land area. The positive and negative biases of channel 8 are scattered...
and the proportion of positive biases with a value greater than 1 K on the land is higher than that on the ocean. The biases of channel 9 and 10 over land are consistent with those on the ocean surface, and the biases of channel 9 are mostly positive and within 2 K, while the positive bias proportion of channel 10 is greater than the negative bias, but most are within 1 K. The water vapor channels 9–10 have small biases difference in the distribution of land and ocean, indicating that the channels are not sensitive to the surface information. The biases of near-surface channels 11–13 on the land surface are mainly negative, which are consistent with the bias characteristics over the ocean, but negative values are larger than those on the ocean. The bias of channel 14 on the land is different from that over the ocean, with a higher proportion of negative values than positive values, but most of them are within −1 K to 1 K.

Figure 6. Spatial distributions of biases (OMB, observation minus background) of AGRI channels 8–14 over selected land area (20°N–40°N, 85°E–125°E) within 2° × 2° grid boxes.

Figure 6 shows the spatial distribution of brightness temperature biases of AGRI infrared channels 8–14 over a selected land area. The positive and negative biases of channel 8 are scattered and the proportion of positive biases with a value greater than 1 K on the land is higher than that on the ocean. The biases of channel 9 and 10 over land are consistent with those on the ocean surface, and the biases of channel 9 are mostly positive and within 2 K, while the positive bias proportion of channel 10 is greater than the negative bias, but most are within 1 K. The water vapor channels 9–10 have small biases difference in the distribution of land and ocean, indicating that the channels are not sensitive to the surface information. The biases of near-surface channels 11–13 on the land surface are mainly negative, which are consistent with the bias characteristics over the ocean, but negative values are larger than those on the ocean. The bias of channel 14 on the land is different from that over the ocean, with a higher proportion of negative values than positive values, but most of them are within −1 K to 1 K.
Figure 7 presents the spatially averaged biases and standard deviations over the ocean (a) and land (b) in channel 8–14 with satellite zenith angles less than 60°. As shown in Figure 7 top panel, the positive and negative bias trends of each channel are consistent across the ocean and land, that is, the biases of the near-surface channels 11–13 are negative while the biases of the remaining channels are positive. The largest bias over the ocean and land is 1.4 K in channel 14 and 1.6 K in channel 8, respectively. As shown in Figure 7 bottom panel, the standard deviation of each channel over land is greater than that over the ocean. Channel 8 has the highest standard deviation on the land and its standard deviation over the ocean is also significantly greater than the remaining channels. It indicates that the bias distribution of channel 8 is the most dispersed. Moreover, the standard deviations of surface sensitive channels 11–13 over land can be as large as several degrees, significantly higher than those of water vapor channels 9–10, while this feature does not exist over ocean. The biases and standard deviations for water vapor channels 9–10 have the smallest difference between land and ocean—the difference of bias and standard deviation between land and ocean is less than 0.1 K and 1 K, respectively. The biases and the standard deviations of water vapor channels 9–10 are distinctly smaller than those of other channels over the land, mainly due to the tropospheric water vapor and temperature profiles which affect the water vapor channels, having relatively small differences in the middle and upper troposphere across ocean and land.

3.2. Bias of Scan Angle Dependence over Ocean and Land

It is well known that scan dependent bias can be found in satellite radiance observations due to the different scan angles within a scan line caused by scanning mode [43]. Therefore, it is necessary to further investigate whether these scan dependent biases exist in AGRI observations. As the sensor zenith angle can be easily converted to the scan angle, the scan dependent bias can be converted to the relationship between the sensor zenith angle and the bias [41]. Figure 8 illustrates the variations in the biases and standard deviations of the OMB with respect to the satellite zenith angle as well as the data counts at 2° interval over the ocean. The observation counts at 2° intervals are shaded in gray in Figure 8b, the number of observations with zenith angles below 10° is relatively small compared with other angles, and the observations are mainly concentrated between 15° and 60°. As shown in Figure 8a, the biases of channels 8, 10, and 14 change from negative to positive with increases in the satellite zenith angle, but the bias values are within 1, 0.6 and 1.8 K, respectively. Channel 9 maintains a positive bias range of less than 1.4 K. Channels 11–13 have negative biases at any satellite zenith angle, and the biases gradually decrease with the increase of satellite zenith angles in the range of 0 to
20 degrees, but remain about −0.5 K in the range of 20 to 60 degrees. Thus, the biases of the AGRI channels are weak or negligible dependent on the satellite zenith angles. As presented in Figure 8b, apart from channel 8, the standard deviations of the AGRI channels have no significant dependence on the zenith angle of the satellite. The standard deviation of channel 8 changes significantly with the satellite zenith angle and increases significantly when the satellite zenith angle is greater than 30°. The main reason is that channel 8 is located in the mid-wave infrared band and can be more easily affected by the scattered or reflected solar short-wave radiation during the daytime when the satellite zenith angle is larger [37]. The standard deviations of channels 9–14 are concentrated in the range of 1 to 1.5 K, and the variation amplitudes with the satellite zenith angles are very small, except for small fluctuations that may be caused by relatively large nonhomogeneous biases in the 20–30° degree. The reason for the large standard deviation of the satellite zenith angle (less than 10 degrees) is probably the small amount of data, which is obviously less than the amount of data with a zenith angle greater than 10 degrees, as shown by grey shading in the Figure 8b.

![Figure 8](image_url)

**Figure 8.** The dependence of (a) biases (OMB, unit: K) over the ocean and (b) standard deviations on satellite zenith angle θ (unit: degree) at 2° intervals for AGRI channels 8–14 over the ocean. Observation counts at 2° intervals are shaded gray in (b).

Figure 9 presents the dependence of biases and standard deviations on satellite zenith angles at 2° intervals for AGRI channels 8–14 over the land. As shown in Figure 9a, channel 8 has the largest bias which is between 1 K and 5 K, while other channels have the biases of less than 2 K, and all channels show positive biases at the satellite zenith angle from 36 to 44 degrees. As shown in Figure 9b, the standard deviations of water vapor channels 9–10 are significantly smaller than those of surface channels 11–13 with a value of several degrees, and all channels have their peak standard deviations in the range of 35° to 40°. By comparing Figures 8 and 9, it can be found that the variations of biases over the ocean are obviously smaller than over the land, and the differences of the standard deviation between the water vapor channels and the surface channels over land are larger than those of the ocean. Over land, the RTTOV surface emissivity model uses surface emissivity lookup tables that generate emissivity as a function of wavenumber, latitude, longitude, and month to simulate brightness temperature [44]. Therefore, the complex land surface type and albedo that are not adequately considered in the surface emissivity model may cause the radiation received by the surface–sensitive channels to be affected by the observation angle, while the water vapor channels 9–10 and carbon dioxide channel 14 are less affected as they mainly receive radiation from the middle and upper troposphere.
whether these biases and errors show a dependence on scene temperature [32,46]. The bias (a, c), negative bias increases negatively as the scene temperature increases. As shown in Figure 11, all surface channels 11–13 over ocean in Figure 10c share negative biases, and when the scene temperature is higher than 295 K most of the observations over land should be eliminated due to the uncertainties of the surface emissivity model in RTTOV.

In order to quantify the correlation of all channels, linear regression fitting was performed between the bias and satellite zenith angles. Table 3 provides detailed information on the fitting coefficient. Except for channels 8 and 14, the fitting coefficients of the remaining channels are less than 0.01 K/degree, indicating that all channels are almost independent of the satellite zenith angle over the ocean. The fitting coefficient over land is larger than the ocean, and channel 8 has the largest fitting coefficient value. On the whole, the biases do not depend on the satellite zenith angle over the ocean, so it is not necessary to correct the scan dependent bias for AGRI bias correction, but the observations over land should be eliminated due to the uncertainties of the surface emissivity model in RTTOV.

Table 3. Fitting coefficient between biases and satellite zenith angles for all channels over the ocean and land.

| Channel | Fitting Coefficient |
|---------|---------------------|
|         | Ocean | Land |
| 8       | 0.0194 | 0.0787 |
| 9       | 0.004  | 0.0195 |
| 10      | 0.0073 | 0.0503 |
| 11      | 0.0007 | −0.0292 |
| 12      | 0.0036 | 0.0073 |
| 13      | 0.0042 | 0.0286 |
| 14      | −0.0226 | −0.0362 |

3.3. Bias of Scene Temperature Dependence over Ocean and Land

The AGRI, like other infrared imagers, is self-calibrated on board with a black body inside the instrument as the heat source and the space as the cold source. The nonlinear problem is an important factor affecting the calibration accuracy of infrared imager, which will lead to the bias in the detection of cold and warm targets [45]. However, the imager is assumed to be linear in response to incident radiation, ignoring tiny nonlinearities that actually exist. Therefore, it is necessary to further study whether these biases and errors show a dependence on scene temperature [32,46]. The bias (a, c), standard deviation (b) and data count (d) dependence on scene temperature at 1K interval over the ocean and land are demonstrated in Figures 10 and 11, respectively. All infrared channels seem to have scene temperature dependent biases. The water vapor channels 9–10 over ocean share positive biases and slightly decrease as the scene temperature increases. All surface channels 11–13 over ocean in Figure 10c share negative biases, and when the scene temperature is higher than 295 K most of the negative bias increases negatively as the scene temperature increases. As shown in Figure 11, all surface
channels 8 and 11–13 over land show greater biases (c) and standard deviations (b) than that over ocean (Figure 10), and the variability in the amplitudes of surface channels biases with scene temperature is more significant than that of upper-level channels. It also can be found in Figures 10 and 11 that the biases are relatively small in the scene temperature range with large data counts. Channel 8 shows extremely strong scene temperature dependent biases both over ocean and land, caused primarily by the instrumental nonlinearity [45]. In general, all infrared channels are scene-dependent and the variation of bias for the surface channels 8 and 11–13 is larger in the high scene temperature range than in the remaining range, indicating a scene temperature-dependent setting of $R$ (observation covariance matrix, in function (2)) may be more appropriate when assimilating AGRI observations [42].

![Figure 10](image1.png)

**Figure 10.** The dependence of (a,c) biases, (b) standard deviation and (d) count on scene brightness temperature (units: K) at 1 K intervals for AGRI data for channels 8–14 over ocean.

![Figure 11](image2.png)

**Figure 11.** The dependence of (a,c) biases, (b) standard deviation and (d) count on scene brightness temperature (units: K) at 1 K intervals for AGRI data for channels 8–14 over ocean.

4. Discussion

The FY4A/AGRI infrared observational bias characteristics were assessed preliminarily in this study, and we acknowledge that there are many uncertainties that exist in the diagnostic methodology for comparing the OMB differences, which may be systematic, geographically local, or random. Systematic
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Diff erences are large global biases and random diff erences may arise from satellite instrument noise. The mechanisms underlying these diff erences can be the sensor calibration errors, NWP model prediction errors, or radiative transfer errors; therefore, there remain gaps in quantitative assessment capacity. According to the study results [34], inter-model diff erences are not critical for this study because the OMB bias statistics are very similar for diff erent NWP fields. Otherwise, the accuracy of the NWP field will improve as the data assimilation and observation processing systems at NWP centers undergo regular upgrades. We suppose that the radiative transfer model (RTTOV) itself is robust, but there are uncertainties in the estimates for surface-sensitive window channels. The uncertainty is mainly due to the surface emission patterns in the RTTOV model, although advances have been made recently [47]. In addition, uncertainties can also result from the scale mismatch between satellite footprint and the NWP model grid. Furthermore, the short study period that the analysis is based on can lead to uncertainties, and if sufficient computational resources are available, a longer time period such as one year should be calculated to achieve climatological statistics.

Based on the aforementioned uncertainties discussion, the mean OMB bias within the mesh grid is evaluated to avoid the footprint grid mismatch errors, the bias values over the ocean and land surface are evaluated, respectively, and the bias dependence on satellite scan angle and scene temperature are considered. Future studies are needed to study the quality control and deviation correction scheme of the data to anticipate the positive effects of future data assimilation and to improve the initial field and numerical prediction eff ects of the NWP. Furthermore, the infrared imaging instruments that will be on board the subsequent satellites in the operational FY–4 series have optics and calibration designs similar to those of the AGRI. The AGRI data bias characterization studies will be helpful for future applications of the follow-up infrared imager on board the FY–4 series.

5. Conclusions

AGRI is one of the foremost instruments on board the FY–4A, representing an improved and new capability of Chinese geostationary weather satellite system. With its high temporal, spatial, and spectral resolution data sources, AGRI will provide great benefi ts for improving NWP through retrieval products and data assimilation. An investigation of bias characteristics of the AGRI infrared channel measurements was performed in this study.

To characterize the bias between observations and model simulations for the seven AGRI infrared channels 8–14, we coupled the RTTOV and ECMWF ERA Interim 60 model–level analyses to simulate the clear-sky brightness temperature for the full disk ocean area and the selected land area. The positive biases exist in channels 8–10 and 14, while negative biases exist in channels 11–13 (Figures 5 and 6). The difference in biases distribution of surface channels 11–13 over the ocean and land is large, and the distribution of biases over land is complex. The AGRI biases of the seven infrared channels over ocean and land are less than 1.4 K and 1.6 K, respectively (Figure 7). In addition, the differences of the biases and standard deviations of water vapor channels 9–10 are relatively small, less than 0.1 K and 1 K over the ocean and land, respectively. AGRI biases over ocean are independent of satellite zenith angles as they are all less than 0.0073 in amplitudes except for channels 8 and 14, for which fi tting coefficients are 0.0194 and −0.226, respectively. In contrast, the biases over land vary with satellite zenith angles, and as shown in Table 3 the biases and fi tting coefficient amplitudes are larger than that over ocean. The standard deviations of the surface channels are also larger than those of the upper-level channels by several degrees in Figure 9b. Therefore, it is not necessary to correct the scan dependent bias for AGRI bias over the ocean because the biases vary little with the satellite scan angles and fi tting coeffi cient amplitudes are extremely close to zero, but rather eliminate the observations in surface channels 8 and 11–13 over the land as the uncertainties exist in emissivity model in RTTOV. All infrared channels seem to have scene temperature dependent biases. The dependence of channels 8 and 11–13 on scene temperature over the ocean is more evident than that of water vapor channels 9–10 and 14 when the scene temperatures are high. In terms of the biases over land, the water vapor channels 9–10 and 14 appear to be less scene-dependent than the surface channels 8 and 11–13. Furthermore, the biases and
standard deviations in surface channels show a much more scene-dependent on land than ocean, and the upper-level channels 9–10 and 14 do not show this feature.

Overall, the AGRI observations are in good agreement with the RTM model simulations. The scan dependent biases are not necessary for AGRI water vapor channels 9–10 bias characterization after the following quality control processes: 1. eliminate observations with zenith angles greater than 60°; 2. exclude the observations with brightness temperatures less than 230 K and higher than 320 K, respectively. All infrared channels observations should be evaluated for scene temperature dependence. The observational bias assessment is of great importance for NWP applications and the bias and error variance can be directly incorporated into the data assimilation system as a first step in assimilating AGRI observations.
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