CONVEX ENTROPY DECAY VIA THE BOCHNER–BAKRY–EMERY APPROACH

PIETRO CAPUTO, PAOLO DAI PRA, AND GUSTAVO POSTA

Abstract. We develop a method, based on a Bochner-type identity, to obtain estimates on the exponential rate of decay of the relative entropy from equilibrium of Markov processes in discrete settings. When this method applies the relative entropy decays in a convex way. The method is shown to be rather powerful when applied to a class of birth and death processes. We then consider other examples, including inhomogeneous zero-range processes and Bernoulli-Laplace models. For these two models, known results were limited to the homogeneous case, and obtained via the martingale approach, whose applicability to inhomogeneous models is still unclear.
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1. Introduction

In the family of functional inequalities that are related to the convergence to equilibrium of Markov processes (Poincaré, logarithmic Sobolev and Nash inequalities) the modified logarithmic Sobolev inequality (MLSI) has been the last to attract interest among mathematicians, and certainly the less studied. Consider a time-homogeneous Markov process \( (X_t)_{t \geq 0} \), with values on a measurable space \((S, \mathcal{S})\), having an invariant measure \(\pi\). We assume the semigroup \((T_t)_{t \geq 0}\) defined on \(L^2(\pi)\) by

\[
T_t f(x) := E[f(X_t) | X_0 = x]
\]

is strongly right-continuous, so that the infinitesimal generator \(L\) exists, i.e. \(T_t = e^{tL}\). We also define the nonnegative quadratic form on \(D(L) \times D(L)\), called Dirichlet form of \(L\),

\[
\mathcal{E}(f,g) := -\pi[f L g],
\]

where \(D(L)\) is the domain of \(L\), and we use the notation \(\pi[f]\) for \(\int f d\pi\). Given a probability measure \(\mu\) on \((S, \mathcal{S})\), we denote by \(\mu T_t\) the distribution of \(X_t\) assuming \(X_0\) is distributed according to \(\mu\), i.e.

\[
\int f d(\mu T_t) := \int (T_t f) d\mu.
\]

An ergodic Markov process, in particular a countable-state, irreducible and recurrent one, has a unique invariant measure \(\pi\), and the rate of convergence of \(\mu T_t\) to \(\pi\) is a major topic of research. Quantitative estimates on this rate of convergence can be obtained by analyzing functional inequalities. To set up the necessary notations, define the relative entropy \(h(\mu|\pi)\) of the probability \(\mu\) with respect to \(\pi\) by

\[
h(\mu|\pi) := \pi \left[ \frac{d\mu}{d\pi} \log \frac{d\mu}{d\pi} \right],
\]

where \(h(\mu|\pi)\) is meant to be infinite whenever \(\mu \not\ll \pi\) or \(\frac{d\mu}{d\pi} \log \frac{d\mu}{d\pi} \not\in L^1(\pi)\). Although \(h(\cdot|\cdot)\) is not a metric in the usual sense, its use as “pseudo-distance” is motivated by a number of relevant
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properties, the most basic ones being:
\[ h(\mu|\pi) = 0 \iff \mu = \pi \]
and
\[ \|\mu - \pi\|_{TV}^2 \leq h(\mu|\pi), \]
where \( \| \cdot \|_{TV} \) denotes the total variation norm. For a generic measurable function \( f \geq 0 \) it is common to write
\[ \text{Ent}_\pi(f) := \left\{ \begin{array}{ll}
\pi[f \log f] - \pi[f] \log \pi[f] & \text{if } f \log f \in L^1(\pi) \\
+\infty & \text{otherwise},
\end{array} \right. \]
so that \( h(\mu|\pi) = \text{Ent}_\pi \left( \frac{d\mu}{d\pi} \right) \). Ignoring technical problems concerning the domains of Dirichlet forms, a simple formal computation shows that
\[ \frac{d}{dt} h(\mu T_t|\pi) = -\mathcal{E}(T_t^* \pi, \log T_t^* \pi) \]  
where \( f := \frac{d\mu}{d\pi} \), \( \mathcal{L}^* \) is the adjoint of \( \mathcal{L} \) in \( L^2(\pi) \), and \( T_t^* := e^{t\mathcal{L}^*} \). Therefore, assuming that, for each \( f \geq 0 \)
\[ \text{Ent}_\pi(f) \leq \frac{1}{\alpha} \mathcal{E}(f, \log f) \]  
with \( \alpha > 0 \) (independent of \( f \)), then \([12]\) can be closed to get a differential inequality, obtaining
\[ h(\mu T_t|\pi) \leq e^{-\alpha t} h(\mu|\pi). \]
In other words, estimates on the best constant \( \alpha \) for which the functional inequality \([1,3]\) holds provide estimates for the rate of exponential convergence to equilibrium of the process, in the relative entropy sense.

We shall be interested in reversible dynamics, i.e. when \( \mathcal{L} = \mathcal{L}^* \). When \([1,3]\) holds we say that the pair \((\mathcal{L}, \pi)\) satisfies the modified logarithmic Sobolev inequality (MLSI) with constant \( \alpha \). This inequality turns out to be intermediate, in a sense that we will make precise in a moment, between two more “traditional” functional inequalities, namely the logarithmic Sobolev inequality (LSI)
\[ \text{Ent}_\pi(f^2) \leq \frac{1}{\beta} \mathcal{E}(f, f), \]  
and the Poincaré inequality (PI)
\[ \text{Var}_\pi(f) \leq \frac{1}{\gamma} \mathcal{E}(f, f), \]  
where \( \text{Var}_\pi(f) := \pi \left[ (f - \pi[f])^2 \right] \). It is well known that (LSI) is equivalent to hypercontractivity of the semigroup \( T_t \), i.e. \( T_t \) is contractive as linear operator from \( L^2(\pi) \) and \( L^p(\pi) \) for some \( p > 2 \), and (PI) is equivalent to exponential convergence to equilibrium in \( L^2 \), i.e. \( \| T_tf - \pi[f]\|_{L^2(\pi)} \leq e^{-\gamma t}\|f - \pi[f]\|_{L^2(\pi)} \). Moreover, if we let \( \alpha, \beta, \gamma \) denote the best constant in the respective inequality (with the convention that the “best” constant is zero when the inequality fails for every positive constant), then for reversible systems
\[ 2\gamma \geq \alpha \geq 4\beta. \]  
We refer to \([12]\) and \([3]\) for tutorial references on these inequalities (even though (MLSI) is never explicitly mentioned in \([12]\)). It should also be noticed that in the case \( \mathcal{L} \) is the generator of a reversible diffusion process, e.g. \( \mathcal{L} = \frac{1}{2}\Delta + \nabla V \cdot \nabla \), (LSI) and (MLSI) coincide. This equivalence, that simply follows from the fact that \( \nabla \log f = \nabla f/f \), does not extend to Markov processes with jumps; even for a two-state Markov chain, the best constants in (LSI) and (MLSI) behave quite differently in terms of the parameter of the invariant measure (see \([2]\)). The case of processes with jumps leaves some freedom in deciding which inequality is the best analogue of the (LSI) and there
are several inequalities which are commonly referred to as “modified logarithmic Sobolev” in the literature (all of them coincide with the (LSI) in the diffusion case). Here we only consider the (MLSI) defined in (1.3). Besides the exponential decay of entropy it is known that this estimate implies useful concentration bounds, see [3], and thanks to (1.1) it is a natural tool to estimate mixing times, see [12]. Furthermore, we mention that there is a further family of inequalities interpolating between the exponential decay in the $L^2$–sense of (PI) and the exponential decay in the $L \log L$–sense of (MLSI) that has received growing attention in the literature. These so–called Beckner inequalities deal with the exponential decay in the $L^p$–sense, for $p \in (1,2)$, see [3] and references therein for more details.

While the study of (PI) and (LSI) for large-scale systems dates back to [18] and [21], a similar analysis for (MLSI) has been first proposed in [10], which deals with Glauber type dynamics with unbounded particle number per site; for a class of such systems (LSI) fails, while (MLSI) holds with a strictly positive constant. Dynamics with exchange of particles are less understood, with some relevant exceptions (see [13] [14] [3]).

The purpose of this paper is to partially extend to (MLSI) the general tools developed in [5] for obtaining estimates on the spectral gap, i.e. the best constant in (PI). The results in [5] apply to interacting particle systems ideas of S. Bochner (see [4]), who studied the spectral gap of the Laplacian in Riemannian manifolds. D. Bakry and M. Emery [1] have developed Bochner ideas, obtaining conditions for (LSI) to hold for diffusion processes. Our work can be interpreted as an attempt to complete the Bakry and Emery’s program for processes with jumps. Although the basic tools are developed in full generality, useful estimates on the best constant in (MLSI) have been obtained, unfortunately, in a limited number of examples, if compared both with the diffusion case and the case of (PI) studied in [5]. We believe, however, that these examples are of interest, and that our approach is promising and not yet fully exploited.

2. The Bochner-Bakry-Emery approach to (MLSI)

We recall here a simple argument relating (MLSI) to exponential decay of entropy and of its time derivative along the semigroup. To avoid problems that are not relevant for the applications we have in mind, we assume the state space $S$ of the Markov chain to be finite or countable. By simple calculus one checks that, for $f > 0$

$$\frac{d}{dt} \text{Ent}_\pi(T_tf) = -\mathcal{E}(T_tf, T_t \log f). \quad (2.1)$$

Therefore (MLSI) is equivalent to exponential decay of relative entropy in the sense that for every $\alpha \geq 0$ one has:

$$\alpha \text{Ent}_\pi(f) \leq \mathcal{E}(f, \log f), \quad \forall f > 0 \iff \text{Ent}_\pi(T_tf) \leq e^{-\alpha t} \text{Ent}_\pi(f), \quad \forall f > 0, \forall t \geq 0. \quad (2.2)$$

Indeed, the implication $\Rightarrow$ is obtained by integrating (2.1) and the implication $\Leftarrow$ follows by subtracting $\text{Ent}_\pi(f)$ from the right hand side of (2.2), dividing by $t$, and taking $t \to 0$.

In other words, (MLSI) is equivalent to a control on the first time derivative of entropy. The following simple Lemma (which is well known, see e.g. [17]) is based on a similar control of second derivatives.

**Lemma 2.1.** Suppose the generator $\mathcal{L}$ is self-adjoint in $L^2(\pi)$ and the resulting Markov chain is irreducible. Then, for every $\kappa \geq 0$ we have the equivalence:

$$\kappa \mathcal{E}(f, \log f) \leq \pi [\mathcal{L} f \log f] + \pi \left[ \frac{(\mathcal{L} f)^2}{f} \right], \quad \forall f > 0 \quad (2.3)$$

$$\iff \mathcal{E}(T_tf, \log T_tf) \leq e^{-\kappa t} \mathcal{E}(f, \log f), \quad \forall f > 0, \forall t \geq 0.$$

Moreover, if (2.3) holds for some $\kappa$, then (MLSI) holds with $\alpha = \kappa$. 


Proof. Computing second derivatives we obtain,

$$
\frac{d^2}{dt^2} \text{Ent}_\pi(T_t f) = -\frac{d}{dt} \mathcal{E}(T_t f, \log T_t f) = \pi [\mathcal{L}T_t f \mathcal{L} f] + \pi \frac{(\mathcal{L}T_t f)^2}{T_t f}.
$$

(2.4)

The equivalence (2.3) therefore follows as in the case of (2.2) discussed above. To prove the last assertion, note that the inequality

$$
\kappa \text{Ent}_\pi(f) \leq \mathcal{E}(f, \log f),
$$

follows by integrating from 0 to \( \infty \) the inequality

$$
-\frac{d}{dt} \mathcal{E}(T_t f, \log T_t f) \geq -\kappa \frac{d}{dt} \text{Ent}_\pi(T_t f).
$$

\[\square\]

Remark 2.2. Inequality (2.3) is in general strictly stronger than (MLSI): it implies uniform exponential decay of entropy, but also that the decay is convex in time. While it is easily seen that \( \mathcal{E}(f, \log f) \geq 0 \) for all \( f > 0 \), nothing forces the second derivative of \( \text{Ent}_\pi(T_t f) \) to be non-negative. There are examples showing that (MLSI) may hold without convexity in time of entropy. An example in the continuous setting, due to B. Helffer, can be found in [17]. An example in the discrete setting will be given later in this paper, see Section 4.

In order to investigate the validity of (2.3) in the discrete setting, we write the generators of our Markov chains in the form

$$
\mathcal{L} f(g) = \sum_{\gamma \in G} c(\eta, \gamma)[f(g(\gamma)) - f(\eta)] = \sum_{\gamma \in G} c(\eta, \gamma) \nabla_{\gamma} f(\eta)
$$

(2.5)

where \( G \) is some (finite or countable) set of functions from \( S \) to \( S \) (the allowed moves) and \( c : S \times G \to [0, \infty) \) represent the jump rates. It is easily seen that the generator of every finite or countable Markov chains can be written in this form; a form that, as we will see, becomes rather natural in many specific examples.

With these notations, reversibility is expressed as follows.

(Rev) For every \( \gamma \in G \) there exists \( \gamma^{-1} \in G \) such that \( \gamma^{-1} \gamma(\eta) = \eta \) for every \( \eta \in S \) such that \( c(\eta, \gamma) > 0 \). Moreover for every \( f : S \to \mathbb{R} \) bounded

$$
\pi [c(\eta, \gamma) f(\eta)] = \pi [c(\eta, \gamma^{-1}) f(\gamma^{-1}(\eta))].
$$

Under (Rev) it is easy to see that

$$
\mathcal{E}(f, g) = \frac{1}{2} \pi \left[ \sum_{\gamma \in G} c(\eta, \gamma) \nabla_{\gamma} f(\eta) \nabla_{\gamma} g(\eta) \right].
$$

In particular the Dirichlet form is symmetric, so \( \mathcal{L} \) is self-adjoint in \( L^2(\pi) \).

One of the key point of the Bochner-Bakry-Emery approach is the so called Bochner identity; a version of this identity in the discrete setting is given in next Lemma.

Lemma 2.3. Let \( R : S \times G \times G \to [0, +\infty) \) be such that

(P1) : \( R(\eta, \gamma, \delta) = R(\eta, \delta, \gamma) \) \( \forall \eta, \gamma, \delta \) with \( R(\eta, \gamma, \delta) > 0 \)

(P2) : \( \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \psi(\eta, \gamma, \delta) \right] = \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \psi(\gamma(\eta), \gamma^{-1}, \delta) \right] \) \( \forall \psi : S \times G \times G \) bounded

(P3) : \( \gamma \delta(\eta) = \delta \gamma(\eta) \) \( \forall \eta, \gamma, \delta \) with \( R(\eta, \gamma, \delta) > 0 \)
Then, for every $f, g$ the following Bochner-type identity holds

$$\pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\gamma} f(\eta) \nabla_{\delta} g(\eta) \right] = \frac{1}{4} \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\gamma} \nabla_{\delta} f(\eta) \nabla_{\gamma} \nabla_{\delta} g(\eta) \right]$$

**Proof.** First, by (P3), $\nabla_{\gamma} \nabla_{\delta} f(\eta) \nabla_{\gamma} \nabla_{\delta} g(\eta) = \nabla_{\gamma} \nabla_{\delta} f(\eta) \nabla_{\gamma} \nabla_{\delta} g(\eta)$ whenever $R(\eta, \gamma, \delta) > 0$. Then write

$$\nabla_{\gamma} \nabla_{\delta} f(\eta) \nabla_{\gamma} \nabla_{\delta} g(\eta) = \nabla_{\delta} f(\gamma(\eta)) \nabla_{\gamma} \nabla_{\delta} g(\eta) - \nabla_{\gamma} f(\gamma(\eta)) \nabla_{\gamma} \nabla_{\delta} g(\eta) - \nabla_{\delta} f(\gamma(\eta)) \nabla_{\gamma} \nabla_{\gamma} g(\eta) + \nabla_{\delta} f(\gamma(\eta)) \nabla_{\gamma} g(\eta)$$

We show that each one of the four summands in the r.h.s. of this last formula, when multiplied by $R(\eta, \gamma, \delta)$, summed over $\gamma, \delta$ and averaged over $\pi$ gives

$$\pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\delta} f(\eta) \nabla_{\gamma} g(\eta) \right].$$

For the fourth summand there is nothing to prove. Moreover, by (P2),

$$\pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\delta} f(\eta) \nabla_{\gamma} g(\eta) \right] = \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\delta} f(\gamma(\eta)) \nabla_{\gamma-1} g(\gamma(\eta)) \right]$$

$$= -\pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\delta} f(\gamma(\eta)) \nabla_{\gamma} g(\eta) \right]$$

which takes care of the second and, by symmetry, of the third summand. For the first summand we use first (P2), then (P1), (P2) again and (P3):

$$\pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\delta} f(\eta) \nabla_{\gamma} g(\eta) \right] = \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\delta} f(\gamma(\eta)) \nabla_{\gamma-1} g(\gamma(\eta)) \right]$$

$$= -\pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\delta} f(\gamma(\eta)) \nabla_{\delta} g(\eta) \right]$$

$$= \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_{\gamma} f(\delta(\eta)) \nabla_{\delta} g(\gamma(\eta)) \right].$$

\[\Box\]

**Corollary 2.4.** Let $R : S \times G \times G \to [0, +\infty)$ be such that (P1), (P2) and (P3) hold. Define

$$\Gamma(\eta, \gamma, \delta) := c(\eta, \gamma)c(\eta, \delta) - R(\eta, \gamma, \delta).$$

Then, for every $f > 0$:

$$\pi[\mathcal{L} f \mathcal{L} \log f] + \pi \left[ \frac{(\mathcal{L} f)^2}{f} \right] \geq \pi \left[ \sum_{\gamma, \delta} \Gamma(\eta, \gamma, \delta) \left( \nabla_{\gamma} f(\eta) \nabla_{\delta} \log f(\eta) + \frac{\nabla_{\gamma} f(\eta) \nabla_{\delta} f(\eta)}{f(\eta)} \right) \right].$$
Proof. First observe that
\[
\pi [\mathcal{L} f \mathcal{L} \log f] + \pi \left[ \frac{(\mathcal{L} f)^2}{f} \right] = \pi \left[ \sum_{\gamma, \delta} c(\eta, \gamma) c(\eta, \delta) \nabla_\gamma f(\eta) \nabla_\delta \log f(\eta) \right] \\
+ \pi \left[ \sum_{\gamma, \delta} c(\eta, \gamma) c(\eta, \delta) \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right].
\] (2.6)

Now, if we apply Bochner’s identity to the first summand of the right hand side of (2.6) we obtain
\[
\pi [\mathcal{L} f \mathcal{L} \log f] + \pi \left[ \frac{(\mathcal{L} f)^2}{f} \right] = \pi \left[ \sum_{\gamma, \delta} \Gamma(\eta, \gamma, \delta) \nabla_\gamma f(\eta) \nabla_\delta \log f(\eta) \right] \\
+ \pi \left[ \sum_{\gamma, \delta} c(\eta, \gamma) c(\eta, \delta) \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right].
\] (2.7)

Thus the conclusion follows immediately if we show that
\[
\frac{1}{4} \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_\gamma \nabla_\delta f(\eta) \nabla_\gamma \nabla_\delta \log f(\eta) \right] + \pi \left[ \sum_{\gamma, \delta} c(\eta, \gamma) c(\eta, \delta) \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right] \\
\geq \pi \left[ \sum_{\gamma, \delta} \Gamma(\eta, \gamma, \delta) \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right],
\] (2.8)
or, equivalently
\[
\frac{1}{4} \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_\gamma \nabla_\delta f(\eta) \nabla_\gamma \nabla_\delta \log f(\eta) \right] + \pi \left[ \sum_{\gamma, \delta} \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right] \geq 0.
\] (2.9)

Now we apply to the second summand in (2.9) the same argument used in the proof of Lemma 2.3.

The result is more cumbersome, due to the presence of the denominator \( f(\eta) \):
\[
\pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right] \\
= \frac{1}{4} \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \left\{ \nabla_\gamma \left( \frac{\nabla_\delta f(\eta)}{f(\delta(\eta))} \right) \nabla_\gamma \nabla_\delta f(\eta) - \nabla_\gamma \left( \frac{(\nabla_\delta f(\eta))^2}{f(\eta) f(\delta(\eta))} \right) \nabla_\gamma f(\eta) \right\} \right].
\]

Substituting in (2.9) we get
\[
\frac{1}{4} \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \nabla_\gamma \nabla_\delta f(\eta) \nabla_\gamma \nabla_\delta \log f(\eta) \right] + \pi \left[ \sum_{\gamma, \delta} \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right] \\
= \pi \left[ \sum_{\gamma, \delta} R(\eta, \gamma, \delta) \left\{ \nabla_\gamma \nabla_\delta f(\eta) \nabla_\gamma \nabla_\delta \log f(\eta) \right. \right. \\
+ \left. \left. \nabla_\gamma \left( \frac{\nabla_\delta f(\eta)}{f(\delta(\eta))} \right) \nabla_\gamma \nabla_\delta f(\eta) - \nabla_\gamma \left( \frac{(\nabla_\delta f(\eta))^2}{f(\eta) f(\delta(\eta))} \right) \nabla_\gamma f(\eta) \right\} \right].
\] (2.10)
Setting \( a := f(\eta), b := f(\delta(\eta)), c := f(\gamma(\eta)), d := f(\delta\gamma(\eta)) \), one checks that the term in braces in the right hand side of (2.10) equals the sum of the following 4 expressions

\[
\begin{align*}
d \log d - d \log (bc/a) + (bc/a) - d \\
c \log c - c \log (da/b) + (da/b) - c \\
b \log b - b \log (da/c) + (da/c) - b \\
a \log a - a \log (bc/d) + (bc/d) - a
\end{align*}
\]

which are all nonnegative, since \( \alpha \log \alpha - \alpha \log \beta + \beta - \alpha \geq 0 \) for every \( \alpha, \beta > 0 \). This shows that (2.10) is nonnegative, which completes the proof. \( \blacksquare \)

Summing up, we are led to the following result.

**Proposition 2.5.** Suppose there exists a constant \( \kappa > 0 \) such that for every \( f > 0 \)

\[
\pi \left[ \sum_{\gamma, \delta} \Gamma(\eta, \gamma, \delta) \left( \nabla_\gamma f(\eta) \nabla_\delta \log f(\eta) + \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right) \right] \geq \frac{\kappa}{2} \pi \left[ \sum_{\gamma \in G} c(\eta, \gamma) \nabla_\gamma f(\eta) \nabla_\gamma \log f(\eta) \right].
\]

Then (2.3) holds. In particular, (MLSI) holds with \( \alpha = \kappa \).

We do not have a general choice for the function \( R \) of Lemma 2.3 to use for applying the criterion in Proposition 1.2. One option is given in [5], Proposition 2.4. That choice, however, does not work for the examples in Section 4 below. We only mention that in all examples we obtain \( R(\eta, \gamma, \delta) \) by “modifying” \( c(\eta, \gamma)c(\gamma(\eta), \delta) \) in order to fulfill properties (P1)–(P3).

3. A Warming-up Example: Birth and Death Processes

Consider a birth and death process on \( \mathbb{N} \) with generator

\[
\mathcal{L}f(n) = a(n)\nabla_+ f(n) + b(n)\nabla_- f(n).
\]

(3.1)

In the language introduced in the previous section, \( G = \{+,-\} \), where \((+) = n + 1 \) and \((-) = (n - 1)1_{n>0} \), and one is the inverse of the other. In particular, \( \nabla_\pm f(n) = f(n \pm 1) - f(n) \). The rates \( a, b \) are non–negative functions on \( \mathbb{N} \) such that \( b(0) = 0 \) and we assume that there exists a probability \( \pi \) on \( \mathbb{N} \) such that the detailed balance equation

\[
a(n)\pi(n) = b(n + 1)\pi(n + 1)
\]

(3.2)

holds true. Moreover, we assume that the resulting Markov chain is irreducible.

Setting \( c(n,+) = a(n), c(n,-) = b(n) \) we see that condition (Rev) in the previous section is satisfied and

\[
\mathcal{E}(f,g) = \pi [a(n)\nabla_+ f(n)\nabla_+ g(n)] = \pi [b(n)\nabla_- f(n)\nabla_- g(n)]
\]

We define \( R \) as follows:

\[
R(n,+,-) := a(n)b(n)
\]

(3.3)

It is a simple exercise to show that conditions (P1)–(P3) of Lemma 2.3 are satisfied. In particular, (P2) follows by application of reversibility. Then, letting as before \( \Gamma(n,\delta,\gamma) = c(n,\gamma)c(n,\delta) \) –
\[ R(n, \gamma, \delta), \] Corollary 2.4 yields
\[
\pi[\mathcal{L}f \log f] + \pi \left[ \frac{(\mathcal{L}f)^2}{f} \right] \geq \pi \left[ \sum_{\gamma, \delta \in G} \Gamma(n, \delta, \gamma) \left( \nabla_{\gamma} f(n) \nabla_{\delta} \log f(n) + \frac{\nabla_{\gamma} f(n) \nabla_{\delta} f(n)}{f(n)} \right) \right]
\]
\[
= \pi \left[ a(n)[a(n) - a(n + 1)] \nabla_+ f(n) \nabla_+ \log f(n) + \frac{b(n)[b(n) - b(n - 1)] \nabla_- f(n) \nabla_- \log f(n)}{f(n)} \right]
\]
\[
+ \pi \left[ a(n)[a(n) - a(n + 1)] \left( \frac{\nabla_+ f(n)}{f(n)} \right)^2 + \frac{b(n)[b(n) - b(n - 1)] \left( \frac{\nabla_- f(n)}{f(n)} \right)^2}{f(n)} \right]. \tag{3.4}
\]

We consider the following assumption:
(A) \( a(n) \geq a(n + 1) \) and \( b(n + 1) \geq b(n) \), and there exists \( c > 0 \) such that for every \( n \geq 0 \),
\[
a(n) - a(n + 1) + b(n + 1) - b(n) \geq c. \tag{3.5}
\]

Assuming (A), (3.4) can be further estimated as follows. Thanks to monotonicity of the rates we can drop the terms in the last line of (3.4). Moreover from the reversibility (3.2) we see that
\[
\pi \left[ b(n)[b(n) - b(n - 1)] \nabla_- f(n) \nabla_- \log f(n) \right] = \pi \left[ a(n)[a(n) - a(n + 1)] \nabla_+ f(n) \nabla_+ \log f(n) \right].
\]

Therefore, using (3.5) we arrive at
\[
\pi[\mathcal{L}f \log f] + \pi \left[ \frac{(\mathcal{L}f)^2}{f} \right] \geq c \pi \left[ a(n) \nabla_+ f(n) \nabla_+ \log f(n) \right] = c \mathcal{E}(f, \log f).
\]

Recalling Proposition 2.5 we have therefore proved the following result.

**Theorem 3.1.** Under assumption (A), both (2.3) and (MLSI) hold with constant \( c \).

There are well known criteria for the validity of (PI) or (LSI) for one-dimensional processes as the ones considered above, see [19] for explicit estimates on the constants involved. On the other hand, we are not aware of any such result concerning (MLSI). As far as we know Theorem 3.1 is the first general sufficient condition for the validity of (MLSI). Moreover, despite of its simplicity, this result is sharper than it may appear, as the following examples illustrate.

### 3.1 Poisson case.

The Poisson case refers to the choice \( a(n) = \lambda, b(n) = n \) and \( \pi_\lambda(n) = \frac{n^e}{e^n} e^{-\lambda} \), with \( \lambda > 0 \). It is well known that (LSI) fails in this case. To see this, take \( f_k(n) := 1_{(k, +\infty)}(n) \) in (1.4) and then let \( k \to \infty \). On the other hand assumption (A) is satisfied with \( c = 1 \) so that Theorem 3.1 yields the following estimate for any \( f > 0 \):

\[
\text{Ent}_{\pi_\lambda}(f) \leq \lambda \pi_\lambda \left[ \nabla_+ f \nabla_+ \log f \right]. \tag{3.6}
\]

Note that this estimate is sharp, in the sense that no better constant than \( \lambda \) can satisfy (3.6) for all \( f > 0 \). To see this, it suffices to take \( f_k(n) = e^{kn} \), for fixed \( k \in \mathbb{N} \); simple computations show that \( \text{Ent}_{\pi_\lambda}(f) = (k\lambda e^k - \lambda e^k + \lambda)e^{\lambda(e^k - 1)} \) while \( \pi_\lambda \left[ \nabla_+ f \nabla_+ \log f \right] = k(e^k - 1)e^{\lambda(e^k - 1)} \), and equality is approached in (3.6) as \( k \to \infty \). In the Poisson case one can obtain inequality (3.6) also using the Poisson limit of the binomial distribution as in [21, 10]. In this special case the analysis can be pushed beyond these statements, see e.g. [21, 9] for further developments.

### 3.2 Log-concave probabilities.

A non-negative function \( \gamma \) on \( \mathbb{N} \) is called log-concave if
\[
\gamma(n)^2 \geq \gamma(n + 1) \gamma(n - 1). \tag{3.7}
\]

Suppose our measure \( \pi \) is such that \( \gamma(n) := n! \pi(n) \) satisfies (3.7). Such a measure is sometimes called ultra log-concave. If we set \( a(n) = 1 \) for all \( n \geq 0 \), then it follows that
\[
b(n + 1) - b(n) = \frac{\gamma(n)}{\gamma(n + 1)} (n + 1) - \frac{\gamma(n - 1)}{\gamma(n)} n \geq \frac{\gamma(n - 1)}{\gamma(n)} \geq \cdots \geq \frac{\gamma(0)}{\gamma(1)} = b(1).
\]
From Theorem 3.1 we obtain that (MLSI) holds in this model with \( \alpha = b(1) \), i.e. that \( \pi \) satisfies
\[
\text{Ent}_{\pi}(f) \leq \pi \left[ \nabla_+ f \nabla_+ \log f \right],
\]
for any \( f > 0 \). Note that (3.6) is a special case of (3.8). It has been shown in [15] that Poisson measures maximize entropy in the class of ultra log–concave measures. It is interesting to note that the convexity results obtained in [15] can be derived in a simple way from the arguments in our proof of Theorem 3.1.

3.3. Random walks. Another example is the simple random walk on a segment \([0, N] \cap \mathbb{Z}\) with reflecting boundary conditions. Here the (MLSI) constant is known to be of order \( 1/N^2 \) by (1.6), since both (LSI) and (PI) can be shown to hold with \( \beta \sim 1/N^2 \) and \( \gamma \sim 1/N^2 \) (see e.g. [21] for the proof of the (LSI)). Let us show that this can be deduced from the above bounds. Let \( \mu \) denote the uniform probability over \([0, N] \cap \mathbb{Z}\). We want to prove that for some constant \( C \), for all \( f > 0 \):
\[
\text{Ent}_{\mu}(f) \leq C N^2 \mu \left[ \nabla_+ f \nabla_+ \log f \right].
\]
Let \( \pi \) denote the probability on \([0, N] \cap \mathbb{Z}\) such that \( \pi(n) \) is proportional to \( 1_{\{0 \leq n \leq N \}} e^{-n^2/N^2} \). It is easy to check that \( \pi \) is equivalent to \( \mu \), i.e. \( \delta \lesssim \mu(n)/\pi(n) \lesssim \delta^{-1} \) for some \( \delta > 0 \) independent of \( N \) and \( n \). Then, by a standard comparison argument (see e.g. Lemma 3.3 in [12]), it is sufficient to prove (3.9) for the measure \( \pi \) in place of \( \mu \). This in turn follows from Theorem 3.1. Indeed, setting \( a(n) = 1 \), for all \( 0 \leq n \leq N - 1 \) and \( a(N) = 0 \), we have \( b(n) = \pi(n - 1)/\pi(n) \) for all \( 1 \leq n \leq N \), and \( b(0) = 0 \). Therefore (3.5) applies with \( c^{-1} = O(N^2) \), for all \( 0 \leq n \leq N - 1 \) and Theorem 3.1 allows to prove the claim.

3.4. Non–monotone rates. By means of a perturbation argument we can relax the monotonicity requirement in assumption (A). More precisely, suppose that \( a(n) = 1 \) for all \( n \geq 0 \), so that the probability measure \( \pi \) satisfies \( \pi(n + 1)/\pi(n) = 1/b(n + 1) \), or
\[
\pi(n) = \frac{\pi(0)}{b(1) \cdots b(n)}, \quad n \geq 1.
\]
In this case Theorem 3.1 shows that if \( b(n + 1) - b(n) \geq c \) for all \( n \geq 0 \) then (MLSI) holds with \( \alpha = c \). The next result, which is a key ingredient in the proof of the main theorem in [7], shows that if we impose a Lipschitz condition on the rates \( b(n) \), then it is sufficient to have monotonicity on a large scale.

**Proposition 3.2.** Suppose that there exist \( C_1 < \infty \), \( \delta > 0 \) and \( n_0 \in \mathbb{N} \) such that
\[
\sup_{n \geq 0} |b(n + 1) - b(n)| \leq C_1, \quad \text{and} \quad \inf_{n \geq 0} [b(n + n_0) - b(n)] \geq \delta.
\]
Then, for some constant \( C \) which may depend on \( C_1 \), \( \delta \), and \( n_0 \) only, the probability measure (3.10) satisfies
\[
\text{Ent}_{\pi}(f) \leq C \pi \left[ \nabla_+ f \nabla_+ \log f \right], \quad f > 0.
\]
To prove the proposition we shall need a preliminary lemma. Define
\[
\tilde{b}(k) := b(k) + \frac{1}{n_0} \sum_{j=1}^{n_0-1} \frac{n_0 - j}{n_0} [b(k + j) + b(k - j) - 2b(k)], \quad k \geq n_0,
\]
and, when \( 0 \leq k < n_0 \), set \( \tilde{b}(k) = \tilde{b}(n_0)k/n_0 \). Let us call \( \tilde{\pi} \) the probability measure obtained from \( \tilde{b} \) by (3.10).

**Lemma 3.3.** The rate function \( \tilde{b} \) is uniformly increasing: there exists \( \delta_1 > 0 \) such that \( \nabla_+ \tilde{b} \geq \delta_1 \). Moreover, \( \pi \) and \( \tilde{\pi} \) are equivalent: there exists \( C > 0 \) such that \( C^{-1} \leq \tilde{\pi}(n)/\pi(n) \leq C \), for all \( n \in \mathbb{N} \).
Proof. We rewrite $\bar{b}(k)$, $k \geq n_0$:

$$\bar{b}(k) = \frac{b(k)}{n_0} + \frac{1}{n_0} \sum_{j=1}^{n_0-1} \frac{n_0-j}{n_0} \left[ b(k+j) + b(k-j) \right]$$

$$= \frac{1}{n_0} \sum_{j=0}^{n_0-1} \left\{ \frac{n_0-j}{n_0} b(k+j) + \frac{j}{n_0} b(k+j-n_0) \right\}.$$  

To compute $\nabla_+ \bar{b}$ we use summation by parts in the form

$$\sum_{j=\ell}^{m} \psi(j) \nabla_+ \varphi(j) = \psi(m) \varphi(m+1) - \psi(\ell) \varphi(\ell) - \sum_{j=\ell+1}^{m} \varphi(j) \nabla_+ \psi(j-1),$$  

where $\ell < m$ and $\psi, \varphi$ are arbitrary functions. We apply (3.13) with $\ell = 0, m = n_0 - 1$, first to the case $\psi(j) = (n_0-j)/n_0$, $\varphi(j) = b(k+j)$ and then to the case $\psi(j) = j/n_0$, $\varphi(j) = b(k+j-n_0)$. The conclusion is that, for every $k \geq n_0$ we have

$$\nabla_+ \bar{b}(k) = \frac{1}{n_0} \sum_{j=0}^{n_0-1} \left[ b(k+j) - b(k+j-n_0) \right].$$

Since $\nabla_+ \bar{b}(k) \geq \bar{b}(n_0)/n_0$ for every $k < n_0$, the claim $\nabla_+ \bar{b} \geq \delta_1$ follows from (3.14) and the hypothesis $b(n+n_0) - b(n) \geq \delta$.

We turn to the proof of the equivalence of $\pi, \bar{\pi}$. We have to prove that there exists $C \in [1, \infty)$ such that for every $n \in \mathbb{N}$

$$C^{-1} \leq \prod_{k=1}^{n} \frac{\bar{b}(k)}{b(k)} \leq C.$$  

We shall prove the left inequality above. The right inequality is obtained with the same proof by interchanging the role of $b$ and $\bar{b}$. Passing to logarithms it suffices to prove

$$\sup_{n} \sum_{k=1}^{n} \frac{b(k) - \bar{b}(k)}{b(k)} < \infty.$$  

(3.15)

From (3.12), writing

$$b(k+j) + b(k-j) - 2b(k) = \sum_{i=0}^{j-1} \left[ \nabla_+ b(k+i) - \nabla_+ b(k+i-j) \right],$$

we have

$$\sum_{k=n_0}^{n} \frac{b(k) - \bar{b}(k)}{\bar{b}(k)} = \frac{1}{n_0} \sum_{j=1}^{n_0-1} \frac{n_0-j}{n_0} \sum_{i=0}^{j-1} \sum_{k=n_0}^{n} \frac{\nabla_+ b(k+i-j) - \nabla_+ b(k+i)}{\bar{b}(k)}.$$  

(3.16)

Now, for every fixed $i < j$ we can use summation by parts as in (3.13), with $\ell = n_0, m = n$ and $\psi(k) = 1/\bar{b}(k)$, $\varphi(k) = b(k+i-j)$ to obtain

$$\sum_{k=n_0}^{n} \frac{\nabla_+ b(k+i-j)}{b(k)} = \frac{b(n+1+i-j)}{b(n)} - \frac{b(n_0+i-j)}{b(n_0)} + \sum_{k=n_0+1}^{n} \frac{b(k+i-j) \nabla_+ \bar{b}(k-1)}{b(k) \bar{b}(k-1)}. $$

(3.17)
Another application of (3.13) with \( \varphi(k) = b(k + i) \) yields therefore the identity
\[
\sum_{k=n_0}^{n} \frac{\nabla_+ b(k + i - j) - \nabla_+ b(k + i)}{b(k)}
= \frac{b(n + 1 + i - j) - b(n + 1 + i)}{b(n)} - \frac{b(n_0 + i - j) - b(n_0 + i)}{b(n_0)} + \sum_{k=n_0+1}^{n} \frac{[b(k + i - j) - b(k + i)] \nabla_+ \tilde{b}(k - 1)}{\tilde{b}(k) \tilde{b}(k - 1)}
\] (3.17)

Since \( \tilde{b}(k) \geq \delta_k k \), the sequence \( \tilde{b}(k) \tilde{b}(k - 1)^{-1} \) is summable. By hypothesis the increments of \( b \) (and \( \tilde{b} \)) are uniformly bounded and therefore the sum in (3.17) is uniformly bounded in \( n \), for every \( i < j < n_0 \). Now (3.15) follows from (3.16).

The proof of Proposition 3.2 now follows by an application of the perturbation argument recalled in Section 3.3. Namely, due to Lemma 3.3 and Theorem 3.1 we know that \( \tilde{\pi} \) satisfies the inequality (3.11). Therefore (3.11) follows from the equivalence between \( \pi \) and \( \tilde{\pi} \).

3.5. Extension to \( \mathbb{Z} \). It is not difficult to extend the result of Theorem 3.1 to processes on \( \mathbb{Z} \) rather than \( \mathbb{N} \). Namely, consider the process with generator (3.1) for all \( n \in \mathbb{Z} \). Here, of course, we do not require \( b(0) = 0 \). Again, we assume reversibility in the form (3.2), which holds now for every \( n \in \mathbb{Z} \). Similarly, we choose the function \( R \) as in (3.3) for all \( n \in \mathbb{Z} \). It is easily checked that all the arguments given in the proof of Theorem 3.1 apply to this case without modification, provided the requirements of assumption (A) are extended to all \( n \in \mathbb{Z} \). For instance, this can be used to show that the double sided Poisson measures \( \tilde{\pi}_\lambda(n) = (2e^\lambda - 1)^{-1} |\lambda|^n/n! \), \( n \in \mathbb{Z}, \lambda \in (0,1) \) satisfy the inequality
\[
\text{Ent}_{\tilde{\pi}_\lambda}(f) \leq \frac{1}{1 - \lambda} \mathcal{E}(f, \log f).
\]
Indeed, here we may choose \( a(n) = \lambda \) for \( n \geq 0 \) and \( b(n) = \lambda \) for \( n \leq 0 \). This gives \( b(n) = n \) for all \( n \geq 1 \) and \( a(n) = -n \) for all \( n \leq -1 \). In particular, \( -\nabla_+ a(n) + \nabla_+ b(n) = 1 \) for all \( n \neq 0, -1 \), in which cases it is equal to \( c = 1 - \lambda \) so that Theorem 3.1 implies the above estimate. Several improvements of this type of estimates can be obtained along the lines discussed in the previous subsections. On the other hand an extension to processes on \( \mathbb{Z}^d, d \geq 2 \), does not appear to be straightforward.

4. Zero range processes

In this section we consider a class of interacting particle systems consisting of finitely many particles moving in a finite set of sites. Particles are neither created nor destroyed. The elements of the set \( \{1, 2, \ldots, L\} \) label the sites; for \( x \in \{1, 2, \ldots, L\}, \eta_x \in \mathbb{N} \) denotes the number of particles at \( x \). The whole configuration will be denoted by \( \eta \in S := \mathbb{N}^L \).

The set \( G \) of allowed moves is given by the set of maps from \( S \) to \( S \) of the form \( \eta \mapsto \eta^{xy} \), with \( x \neq y \in \{1, 2, \ldots, L\} \), and
\[
\eta^{xy}_z = \begin{cases} 
\eta_z & \text{if } z \not\in \{x, y\} \text{ or } \eta_x = 0 \\
\eta_x - 1 & \text{for } z = x, \eta_x > 0 \\
\eta_y + 1 & \text{for } z = y, \eta_x > 0.
\end{cases}
\]

In other words \( \eta^{xy} \) is obtained from \( \eta \) by moving a particle (if any) from the site \( x \) to the site \( y \). We simply denote by \( xy \) the map \( \eta \mapsto \eta^{xy} \), and by \( \nabla_{xy} \) the corresponding discrete gradient.

For \( x \in \{1, 2, \ldots, L\} \) consider functions \( c_x : \mathbb{N} \rightarrow [0, +\infty) \) such that \( c_x(0) = 0, c_x(n) > 0 \) for \( n > 0 \). \( c_x(\eta_x) \) is the rate at which a particle is moved from the site \( x \) to a site \( y \) chosen with uniform
probability. Thus we consider dynamics on $S$ for which the rate $c(\eta, xy)$ of moving a particle from $x$ to $y$ is $L^{-1}c(\eta_x)$. Therefore (2.5) becomes

$$L f(\eta) = \frac{1}{L} \sum_{x,y} c_x(\eta_x) \nabla_{xy} f(\eta),$$

where the sum extends to all $x, y \in \{1, \ldots, L\}$. The continuous time Markov chain with generator (2.1) is the zero–range process on the complete graph with $L$ vertices.

Note that the total number of particles $N := \sum x \eta_x$ is conserved. Set $p_x(n) := \prod_{k=1}^{n} \frac{1}{c_x(k)}$ for $n \geq 1$, $p_x(0) = 1$, and consider the probability $\pi_N$, defined on configurations with $N$ particles, with $N = \sum x \eta_x$, given by

$$\pi_N(\eta) := \frac{1}{Z_N} \prod_{x=1}^{L} p_x(\eta_x),$$

where $Z_N := \sum_{\eta \in S} \prod_{x=1}^{L} p_x(\eta_x)$ is the normalization. In what follows the subscripts $N$ will be omitted. In the context of the class of models in Section 2 we see easily that $(xy)^{-1} = yx$ and that the reversibility condition (Rev) holds, because of the identity

$$\pi [c_x(\eta_x)g(\eta)] = \pi [c_y(\eta_y)g(\eta^{yx})],$$

valid for arbitrary functions $g : S \to \mathbb{R}$. We now define the function $R(\eta, \gamma, \delta)$ to be

$$R(\eta, xy, uv) := \frac{1}{L^2} \begin{cases} c_x(\eta_x)c_u(\eta_u) & \text{for } x \neq u \\ c_x(\eta_x)c_x(\eta_x - 1) & \text{for } x = u \end{cases}$$

where $c(-1)$ is meant to be zero. The symmetry condition (P1) is checked immediately. Also condition (P3) is simple to check. Indeed, $xy$ and $uv$ commute when applied to $\eta$ unless $\eta_x\eta_u = 0$, but in this latter case $R(\eta, xy, uv) = 0$. Condition (P2) can be checked by direct inspection using (4.2).

In order to use Proposition 2.5 we shall assume:

(A) All functions $c_x(\cdot)$ are nondecreasing.

Lemma 4.1. Assume (A). Set $\Gamma(x, \gamma, \delta) = c(\eta, \gamma)c(\eta, \delta) - R(\eta, \gamma, \delta)$, where $c(\eta, \gamma) = L^{-1}c_x(\eta_x)$, whenever $\gamma = xy$. Then

$$\pi \left[ \sum_{\gamma, \delta} \Gamma(x, \gamma, \delta) \left( \nabla_{\gamma} f(\eta) \nabla_{\delta} \log f(\eta) + \frac{\nabla_{\gamma} f(\eta) \nabla_{\delta} f(\eta)}{f(\eta)} \right) \right] \geq \frac{1}{L} \sum_{x,y} \pi [c_x(\eta_x)A_x(\eta)\nabla_{xy} f(\eta) \nabla_{xy} \log f(\eta)],$$

where

$$A_x(\eta) := (c_x(\eta_x) - c_x(\eta_x - 1)) \left( 1 - \frac{1}{2L} \right) - \frac{1}{2L} \sum_{v; v \neq x} (c_v(\eta_v + 1) - c_v(\eta_v)).$$
We now use reversibility in the form (4.2) to rewrite the last term in (4.6):

$$
\pi \left[ \sum_{\gamma, \delta} \Gamma(\eta, \gamma, \delta) \left( \nabla_\gamma f(\eta) \nabla_\delta \log f(\eta) + \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right) \right]
$$

$$
= \frac{1}{L^2} \sum_{x, y, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) \left( \nabla_{xy} f(\eta) \nabla_{xv} \log f(\eta) + \frac{\nabla_{xy} f(\eta) \nabla_{xv} f(\eta)}{f(\eta)} \right) \right]
$$

$$
\geq \frac{1}{L^2} \sum_{x, y, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) \nabla_{xy} f(\eta) \nabla_{xv} \log f(\eta) \right], \quad (4.5)
$$

where in (4.5) we used (A) and the fact that, for every $x$ and $\eta$:

$$
\sum_{y, v} \nabla_{xy} f(\eta) \nabla_{xv} f(\eta) = \left[ \sum_{y} \nabla_{xy} f(\eta) \right]^2 \geq 0.
$$

Now observe that

$$
\frac{1}{L^2} \sum_{x, y, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) \nabla_{xy} f(\eta) \nabla_{xv} \log f(\eta) \right]
$$

$$
= \frac{1}{L^2} \sum_{x, y, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) \nabla_{xy} f(\eta) \nabla_{xy} \log f(\eta) \right]
$$

$$
+ \frac{1}{L^2} \sum_{x, y, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) \nabla_{xy} f(\eta) (\log f(\eta^{xv}) - \log f(\eta^{xy})) \right]
$$

$$
= \frac{1}{L} \sum_{x, y} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) \nabla_{xy} f(\eta) \nabla_{xy} \log f(\eta) \right]
$$

$$
+ \frac{1}{L^2} \sum_{x, y, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) f(\eta^{xy}) (\log f(\eta^{xv}) - \log f(\eta^{xy})) \right], \quad (4.6)
$$

where in the last step we simply observed that, by symmetry,

$$
\sum_{y, v} (\log f(\eta^{xv}) - \log f(\eta^{xy})) = 0.
$$

We now use reversibility in the form (4.2) to rewrite the last term in (4.6):

$$
\frac{1}{L^2} \sum_{x, y, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) f(\eta^{xy}) (\log f(\eta^{xv}) - \log f(\eta^{xy})) \right]
$$

$$
= \frac{1}{L^2} \sum_{x, y, v; y \neq x} \pi \left[ c_y(\eta_y) (c_x(\eta_x) + 1 - c_x(\eta_x)) f(\eta) (\log f(\eta^{uv}) - \log f(\eta)) \right] \quad (4.7)
$$

$$
+ \frac{1}{L^2} \sum_{x, v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) f(\eta) (\log f(\eta^{xv}) - \log f(\eta)) \right]
$$

$$
= \frac{1}{L^2} \sum_{x, y, v; v \neq x} \pi \left[ c_v(\eta_v) (c_x(\eta_x) + 1 - c_x(\eta_x)) f(\eta^{xy}) (\log f(\eta) - \log f(\eta^{xy})) \right] \quad (4.8)
$$

$$
+ \frac{1}{L^2} \sum_{x, y} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) f(\eta^{xy}) (\log f(\eta) - \log f(\eta^{xy})) \right]
$$
Therefore, exchanging the labels $y$ and $v$ in $(4.8)$ and summing this expression with $(4.7)$ we obtain
\[
\frac{1}{L^2} \sum_{x,y,v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) f(\eta^{xv}) (\log f(\eta^{xv}) - \log f(\eta^{xv})) \right]
\]
\[
= - \frac{1}{2L^2} \sum_{x,y,v: y \neq x} \pi \left[ c_y(\eta_y) (c_x(\eta_x) - c_x(\eta_x) + 1 - c_x(\eta_x)) \nabla_{yv} f(\eta) \nabla_{yv} \log f(\eta) \right]
\]
\[
- \frac{1}{2L^2} \sum_{x,v} \pi \left[ c_x(\eta_x) (c_x(\eta_x) - c_x(\eta_x - 1)) \nabla_{xv} f(\eta) \nabla_{xv} \log f \right].
\]

The desired conclusion now follows from $(4.5)$ and $(4.6)$. \hfill \square

The previous lemma allows us to obtain (MLSI) under the following condition:

(B) There exist $0 \leq \delta < c$ such that for every $x \in \{1,2,\ldots,L\}$ and $n \geq 0$
\[
c \leq c_x(n+1) - c_x(n) \leq c + \delta.
\]

Indeed, it is immediately seen that, under (B),
\[
A_x(\eta) \geq \frac{c - \delta}{2}.
\]

Therefore, using Proposition 2.5 we have proved the following result.

**Theorem 4.2.** If the rates $c_x$ satisfy assumption (B) then the inequality $(2.3)$ holds with $\kappa = c - \delta$, uniformly in the number of vertices and the number of particles. In particular, (MLSI) holds with the same constant.

The following remarks give some elements to test the strength of the theorem we have just derived.

### 4.1. The independent case

Consider the case of linear rates, i.e. $c_x(\eta_x) = a_x \eta_x$, for some coefficients $a_x \in (0,\infty)$, $x \in \{0,\ldots,L\}$. In this special case the process describes $N$ independent random walks on the complete graph, where each particle jumps from a vertex $x$ to a vertex $y$ with rate $a_x$. The equilibrium measure $\pi$ becomes a product of identical single–particle measures $\pi_1$, the $\pi_1$–probability that the particle is at vertex $x$ being proportional to $a_x^{-1}$. By the tensorization property of entropy one can then reduce the problem to establishing (MLSI) for a single random walk. Already in this case, Theorem 4.2 gives a non–trivial result. Note that, in the homogeneous case $a_x \equiv 1$, our estimate reduces to the well known bound $\alpha = 1$ for the simple random walk on the unweighted complete graph, see e.g. Example 3.10 in [3].

### 4.2. Non–convex decay of entropy

It is natural to wonder about the necessity of the restriction $\delta < c$ in our assumption (B). It was shown in [4] that as far as the spectral gap is concerned, inequality (PI) holds for this model with $\gamma \geq c$ as soon as $c_x(\eta_x) - c_x(\eta_x - 1) \geq c$ for all $x$ and $\eta$, without further restriction. While we suspect that a similar condition should be sufficient for (MLSI) it is interesting to note that in order to have convexity of the relative entropy along the semigroup some restriction on the growth of the rates is necessary. To see this we consider the following simple example of zero–range process exhibiting non–convex decay of entropy, i.e. such that
\[
\pi [\mathcal{L} f \mathcal{L} \log f] + \pi \left[ \frac{(\mathcal{L} f)^2}{f} \right] < 0,
\]
for some $f > 0$. Take $N = 1$ particle only. Note that, since $N = 1$ we must have $R(\eta, xy, uv) = 0$ for all $\eta$ and all $xy, uv$ in $(4.3)$. Moreover, set $c_x := c_x(\eta_x)$, $\pi_x := \pi(\eta)$ and $f_x := f(\eta)$ when the
particle is at \( x \) (i.e. when \( \eta_x = 1 \)). Since \( \pi_x = Z^{-1}c_x^{-1}, \ Z := \sum_x c_x^{-1} \), we see that the left hand side of \( (4.9) \) equals

\[
\frac{1}{L^2} \sum_{x,y,z} \pi \left[ c_x(\eta_x)^2 \left\{ \nabla_{xy} f(\eta) \nabla_{xz} \log f(\eta) + \frac{\nabla_{xy} f(\eta) \nabla_{xz} f(\eta)}{f(\eta)} \right\} \right]
\]

\[
= \frac{1}{Z L^2} \sum_x c_x \sum_{y,z} \left\{ (f_y - f_x) \log \left( \frac{f_z}{f_x} \right) + \frac{(f_y - f_x)(f_z - f_x)}{f_x} \right\} =: \frac{1}{Z L^2} \sum_x c_x Q_x \quad (4.10)
\]

This expression can be shown to be negative for suitable choices of \( \{f_x\} \) and \( \{c_x\} \). A simple example is obtained if e.g. \( L = 3, f_1 = 1, f_2 = 2, f_3 = \varepsilon > 0 \) and \( c_1 > c_2 = c_3 = 1 \). If \( \varepsilon \) is sufficiently small, in this case we see that \( Q_1 = \varepsilon(\log 2 + \varepsilon + \log \varepsilon) < 0 \), so that \( \sum_x c_x Q_x = c_1 Q_1 + Q_2 + Q_3 \) must become negative when \( c_1 \) is large. Thus, \( (4.9) \) holds and the entropy of \( T_t f \) is not convex in \( t \geq 0 \). Clearly, \( (4.10) \) can be used to construct many other examples of such a behavior.

### 4.3. Non–monotone versus non–homogeneous rates.

The case of non–monotone rates refers to the situation where the rates \( c_x \) satisfy the assumptions appearing in Proposition \( 3.2 \). Unfortunately, Theorem \( 4.2 \) does not extend to this case by simple perturbation arguments. Zero range processes with non–monotone rates have been thoroughly studied in the literature, under the further assumption that the model is homogeneous, i.e. \( c_x = c_y \) for all \( x, y \). For the nearest neighbor version of this model, both Poincaré and logarithmic Sobolev inequalities have been established \([16, 11]\). Moreover, the corresponding complete graph model has been shown to satisfy the (MLSI) inequality \([7]\). These results, all based on some version of the so–called martingale decomposition method, do not extend to non–homogeneous models in a standard way and, as far as we know Theorem \( 4.2 \) represents the only criterium available in non–homogeneous models.

### 5. Bernoulli-Laplace models

As in previous section we consider a system of particles moving in the finite set of sites \( \{1, 2, \ldots, L\} \); here we assume that particles are subject to an exclusion rule, namely at most one particle per site is allowed. Thus \( S := \{0, 1\}^L \). The set of allowed moves is \( G := \{xy: x, y \in \{1, 2, \ldots, L\}, x \neq y\} \), where, for \( \eta \in S \), \( \eta^{xy} = \eta \) unless \( \eta_x(1 - \eta_y) = 1 \), and in this case

\[
\eta_x^{xy} = \begin{cases} \eta_x & \text{if } z \notin \{x, y\} \\ 0 & \text{for } z = x, \\ 1 & \text{for } z = y. \end{cases}
\]

To each site \( x \) we associate a Poisson clock of constant intensity \( \lambda_x > 0 \); when the clock of site \( x \) rings, a site \( y \) is chosen at random: if \( \eta_x = 1 \) and \( \eta_y = 0 \) then the particle at \( x \) moves to \( y \), otherwise nothing happens. This dynamics corresponds to the infinitesimal generator

\[
\mathcal{L} f(\eta) := \frac{1}{L} \sum_{x,y=1}^L \lambda_x \eta_x (1 - \eta_y) \nabla_{xy} f(\eta).
\]

In other words, we set \( c(\eta, xy) = L^{-1}\lambda_x \eta_x (1 - \eta_y) \) in \( (2.5) \). Denote by \( N \leq L \) the number of particles in the system; since it is conserved by the dynamics, we can consider the restriction of the dynamics to configurations with \( N \) particles. In this restricted state space there is a unique stationary distribution \( \pi_N \), given by conditioning to configurations with \( N \) particles the product of Bernoulli measures with parameters \( \frac{1}{1 + \lambda_x} \). More precisely

\[
\pi_N(\eta) = \frac{1}{Z_{L,N}} \prod_{x=1}^L \left( \frac{1}{1 + \lambda_x} \right)^{\eta_x} \left( \frac{\lambda_x}{1 + \lambda_x} \right)^{1 - \eta_x}.
\]
We will refer to this measure as the *canonical* measure on \(\{1, 2, \ldots, L\}\). The reversibility condition \((\text{Rev})\) holds true for \(\pi_N\); the subscript \(N\) will be omitted from now on. Note that, for \(N = 1\), zero range processes coincide with Bernoulli-Laplace models. In particular, the counterexample in Section 4.2 concerning the non convex decay of entropy applies here too. Thus, some bound on the non homogeneity of the model is needed. The following condition, which is presumably not optimal, is analogous to condition \((B)\) for zero range processes:

\((B)\) There exists \(0 \leq \delta < c\) such that for every \(x = 1, 2, \ldots, L\)

\[c \leq \lambda_x \leq c + \delta.\]

**Theorem 5.1.** Assume \((B)\). Then the inequality \((2.3)\) holds with \(\kappa = c - \delta\). In particular, \((\text{MLSI})\) holds with \(\alpha = c - \delta\).

It should be stressed that because in the present case only one particle per site is allowed, the proof of the next Theorem 5.1 requires some arguments that were not needed the proof of Theorem 4.2.

**Proof of Theorem 5.1.** We use, of course, Proposition 2.5. The choice of \(R\) is essentially forced by the commutation condition \((P3)\). We set

\[R(\eta, xy, zu) := \frac{1}{L^2} \begin{cases} \lambda_x \lambda_y \eta_x (1 - \eta_y) \eta_z (1 - \eta_u) & \text{for } |\{x, y, z, u\}| = 4 \\ 0 & \text{otherwise.} \end{cases}\]

We obtain, after having noticed that \(\nabla_{xy} f \nabla_{yz} g \equiv 0 \equiv \nabla_{xy} f \nabla_{ux} g\) for any choice of \(x, y, z, u\) and \(f, g\),

\[
\pi \left[ \sum_{\gamma, \delta} \Gamma(\eta, \gamma, \delta) \left( \nabla_{\gamma} f(\eta) \nabla_{\delta} \log f(\eta) + \frac{\nabla_{\gamma} f(\eta) \nabla_{\delta} f(\eta)}{f(\eta)} \right) \right] = \frac{1}{L^2} \sum_{x, y, z, u : |\{x, y, z, u\}| = 3} \pi \left[ \lambda_x \lambda_y \nabla_{xy} f \nabla_{ux} g \right] \\
+ \frac{1}{L^2} \sum_{x, y : |\{x, y\}| = 3} \pi \left[ \lambda_x^2 \nabla_{xy} f \nabla_{xz} f \right] + \frac{1}{L^2} \sum_{x, y, u : |\{x, y, u\}| = 3} \pi \left[ \lambda_x \lambda_u \nabla_{xy} f \nabla_{uy} f \right] \\
+ \frac{1}{L^2} \sum_{x, y : |\{x, y\}| = 3} \pi \left[ \lambda_x^2 \nabla_{xy} f \nabla_{zz} f \right] + \frac{L^2}{L^2} \sum_{x, y : |\{x, y\}| = 3} \pi \lambda_x^2 \left( \nabla_{xy} f \right)^2 \right]. \quad (5.1)
\]

The sum of the last two terms in \((5.1)\) equals

\[
\frac{1}{L^2} \sum_{x} \lambda_x^2 \pi \left[ \left( \nabla_{xy} f \right)^2 \right] \geq 0. \quad (5.2)
\]

We now claim that

\[
\sum_{x, y, u : |\{x, y, u\}| = 3} \pi \left[ \lambda_x \lambda_u \nabla_{xy} f \nabla_{uy} f \right] \geq 0. \quad (5.3)
\]
for every \( f > 0 \). To prove (5.3) we observe that

\[
\sum_{x, y, u : \{x, y, u\} = 3} \pi \left[ \lambda_x \lambda_u \frac{\nabla_{xy}f \nabla_{uy}f}{f} \right] = \sum_{T} \sum_{x, y, z \in T : \{x, y, z\} = 3} \pi \left[ \lambda_x \lambda_u \frac{\nabla_{xy}f \nabla_{uy}f}{f} \right] = \sum_{T} \sum_{x, y, z \in T : \{x, y, z\} = 3} \pi \left\{ \pi \left[ \lambda_x \lambda_u \frac{\nabla_{xy}f \nabla_{uy}f}{f} \bigg| \eta_T \right] \right\},
\]

where \( T \) varies over \( \{ T \subseteq \{1, 2, \ldots, L\} : |T| = 3 \} \), and \( \pi [ \cdot \bigg| \eta_T \] denotes the conditional expectation with respect to the configuration outside \( T \), which we denote by \( \eta_T \). Note that the corresponding conditional measure is the canonical measure on \( T \) with \( N - \sum_{x \notin T} \eta_x \) particles. Inequality (5.3) is proved if we show that for every fixed \( T \) and \( \eta_T \)

\[
\sum_{x, y, u : \{x, y, u\} = 3} \pi \left[ \lambda_x \lambda_u \frac{\nabla_{xy}f \nabla_{uy}f}{f} \bigg| \eta_T \right] \geq 0. \tag{5.4}
\]

Set \( T = \{a, b, c\} \) note that if \( \sum_{x \notin T} \eta_x \in \{N, N - 3\} \) then \( T \) contains either no particle or no hole, so that \( \nabla_{xy}f \equiv 0 \) for every \( f \) and every \( x, y \in T \). Similarly, for \( \sum_{x \notin T} \eta_x = N - 1 \) there is only one particle in \( T \), so \( \nabla_{xy}f \nabla_{uy}f \equiv 0 \) for \( x \neq u \). So we only need to consider the case \( \sum_{x \notin T} \eta_x = N - 2 \), which means there is exactly one hole in \( T \). For a given configuration \( \eta_T \) outside of \( T \), we denote by \( \alpha \) the value of \( f \) on the configuration with the hole in \( a \). Similarly, \( \beta \) is the value of \( f \) when the hole is in \( b \) and \( \gamma \) when the hole is in \( c \). Then, by direct computation we get

\[
\sum_{x, y, z \in T : \{x, y, z\} = 3} \pi \left[ \lambda_x \lambda_u \frac{\nabla_{xy}f \nabla_{uy}f}{f} \bigg| \eta_T \right] = \lambda_a \frac{1}{\lambda_a + 1} \frac{1}{\lambda_b + 1} \frac{1}{\lambda_c + 1} \lambda_a \lambda_b \lambda_c (\beta - \alpha)(\gamma - \alpha) \frac{\alpha}{\alpha} = \lambda_a \lambda_b \lambda_c \frac{\alpha}{\beta} \frac{\alpha}{\beta} \frac{\alpha}{\gamma} - \alpha - \beta - \gamma.
\]

where \( Z_T,2 \) is the normalization factor of the canonical measure on \( T \) with 2 particles, and the further factor 1/2 in the l.h.s. of (5.5) is due to the fact that the sum over the “particles” \( x, u \) is a sum over ordered pairs. We need to show that the r.h.s. of (5.5) is nonnegative, for every \( \alpha, \beta, \gamma > 0 \). Since the expression is homogenous of degree one and invariant for permutations of the variables, we may restrict to \( \gamma = 1, \alpha, \beta \geq 1 \). In other words we need to show that

\[
F(\alpha, \beta) := \frac{\beta}{\alpha} + \frac{\alpha}{\beta} + \alpha \beta - \alpha - \beta - 1 \geq 0, \tag{5.6}
\]

for every \( \alpha, \beta \geq 1 \). Since \( z + z^{-1} \geq 2 \) for all \( z > 0 \), we have

\[
F(\alpha, \beta) \geq 1 + \alpha \beta - \alpha - \beta = (\alpha - 1)(\beta - 1) \geq 0,
\]

and (5.6), follows. This shows (5.4).
From (5.1)–(5.4) we get
\[
\pi \left[ \sum_{\gamma, \delta} \Gamma(x, \gamma, \delta) \left( \nabla_\gamma f(\eta) \nabla_\delta \log f(\eta) + \frac{\nabla_\gamma f(\eta) \nabla_\delta f(\eta)}{f(\eta)} \right) \right] \\
\geq \frac{1}{L^2} \sum_{x, y, z} \pi \left[ \lambda_x^2 \nabla_{xy} f \nabla_{xz} \log f(x, y, z) \right] + \frac{1}{L^2} \sum_{x, y, z} \pi \left[ \lambda_x \lambda_y \nabla_{xy} f \nabla_{uy} \log f(x, y, z) \right] \\
+ \frac{1}{L^2} \sum_{x, y, z} \pi \left[ \lambda_x^2 \nabla_{xy} f \nabla_{xy} \log f(x, y, z) \right]
\]
\[
= \frac{1}{L^2} \sum_{x, y, z} \pi \left[ \lambda_x^2 \nabla_{xy} f \nabla_{xz} \log f(x, y, z) \right] + \frac{1}{L^2} \sum_{x, y, z} \pi \left[ \lambda_x \lambda_y \nabla_{xy} f \nabla_{uy} \log f(x, y, z) \right].
\] (5.7)

We now deal separately with the last two terms in (5.7), similarly to what done in Section 4. For the first term we have
\[
\sum_{x, y, z} \pi \left[ \lambda_x^2 \nabla_{xy} f \nabla_{xz} \log f(x, y, z) \right] = \sum_{x, y, z} \pi \left[ \lambda_x^2 \eta_x (1 - \eta_y)(1 - \eta_z) \nabla_{xy} f \nabla_{xz} \log f(x, y, z) \right]
\]
\[
= \sum_{x, y, z} \pi \left[ \lambda_x^2 \eta_x (1 - \eta_y)(1 - \eta_z) \nabla_{xy} f \nabla_{xy} \log f(x, y, z) \right]
+ \sum_{x, y, z} \pi \left[ \lambda_x^2 \eta_x (1 - \eta_y)(1 - \eta_z) \nabla_{xy} f \nabla_{xy} \log f(x, y, z) \right]
\]
\[
= (L - N) \sum_{x, y} \pi \left[ \lambda_x^2 \nabla_{xy} f \nabla_{xy} \log f(x, y, z) \right]
+ \sum_{x, y, z} \pi \left[ \lambda_x^2 \eta_x (1 - \eta_y)(1 - \eta_z) \nabla_{xy} f \nabla_{xy} \log f(x, y, z) \right],
\] (5.8)

where we use the fact that, for any \( z \) and \( \eta \),
\[
\sum_{\eta}(1 - \eta_z) = L - N,
\]
and the fact that, for any \( x \) and \( \eta \):
\[
\sum_{\eta}(1 - \eta_y)(1 - \eta_z) \nabla_{xyz} \log f(\eta) = 0.
\]

Using reversibility we have
\[
\sum_{x, y, z} \pi \left[ \lambda_x^2 \eta_x (1 - \eta_y)(1 - \eta_z) \nabla_{xy} f \nabla_{xy} \log f(x, y, z) \right]
\]
\[
= \sum_{x, y, z: z \neq x} \pi \left[ \lambda_x \lambda_y \eta_y (1 - \eta_z) \nabla_{yz} \log f(x, y, z) \right]
\]
\[
= - \sum_{x, y, z: y \neq x} \pi \left[ \lambda_x \lambda_z \eta_z (1 - \eta_y) \nabla_{zy} \log f(x, y, z) \right]
\]
\[
= - \frac{1}{2} \sum_{x, y, z: z \neq x} \pi \left[ \lambda_x \lambda_y \eta_y (1 - \eta_z) \nabla_{yz} \log f(x, y, z) \right]
\] (5.9)
where we use permutation of \( x, y, z \). By condition (B) we easily have
\[
\sum_{x \neq z} \lambda_x (1 - \eta_x) (1 - \eta_z) \leq (c + \delta)(L - N - 1)(1 - \eta_z),
\]
which, together with Proposition 2.5, completes the proof.

By condition (B) we easily have
\[
\sum_{x \neq z} \lambda_x (1 - \eta_x) (1 - \eta_z) \leq (c + \delta)(L - N - 1)(1 - \eta_z),
\]
which, together with (5.8) and (5.9) yields
\[
\sum_{x,y,z} \pi \left[ \frac{\lambda_x \nabla_{xy} f \nabla_{xz} \log f}{\nabla_{xy} \log f} \right] \geq \left[ c(L - N) - \frac{c + \delta}{2}(L - N - 1) \right] \sum_{x,y} \pi \left[ \lambda_x \nabla_{xy} f \nabla_{xy} \log f \right].
\]

The last summand in (5.7) is dealt with similarly:
\[
\sum_{x,y,u: \{x,y,u\} \neq 3} \pi \left[ \lambda_x \nabla_{xy} f \nabla_{uy} \log f \right] = \sum_{x,y,u: \{x,y,u\} \neq 3} \pi \left[ \lambda_x \lambda_{xy} \eta_x \eta_u (1 - \eta_y) \nabla_{xy} f \nabla_{ux} \log f \right]
\]
\[
= \sum_{x,y} \pi \left[ \lambda_x \lambda_{xy} \eta_x \eta_u (1 - \eta_y) \nabla_{xy} f \nabla_{xy} \log f \right] + \sum_{x,y,u: \{x,y,u\} \neq 3} \pi \left[ \lambda_x \lambda_{xy} \eta_x \eta_u (1 - \eta_y) \nabla_{xy} f \nabla_{ux} \log f \right]
\]
\[
\geq c(N - 1) \sum_{x,y} \pi \left[ \lambda_x \nabla_{xy} f \nabla_{xy} \log f \right] + \sum_{x,y,u: \{x,y,u\} \neq 3} \pi \left[ \lambda_x \lambda_{xy} \eta_x \eta_u (1 - \eta_y) \nabla_{xy} f \nabla_{xy} \log f \right]
\]
\[
= c(N - 1) \sum_{x,y} \pi \left[ \lambda_x \nabla_{xy} f \nabla_{xy} \log f \right] - \frac{1}{2} \sum_{x,y,u: \{x,y,u\} \neq 3} \pi \left[ \lambda_x \lambda_{xy} \eta_x \eta_u (1 - \eta_y) \nabla_{xy} f \nabla_{xy} \log f \right]
\]
\[
\geq \left[ c(N - 1) - \frac{c + \delta}{2}(N - 1) \right] \sum_{x,y} \pi \left[ \lambda_x \nabla_{xy} f \nabla_{xy} \log f \right].
\]

By (5.7), (5.10) and (5.11) we end up with
\[
\pi \left[ \sum_{\gamma, \delta} \Gamma(x, \gamma, \delta) \left( \nabla_{\gamma} f(\eta) \nabla_{\delta} \log f(\eta) + \frac{\nabla_{\gamma} f(\eta) \nabla_{\delta} f(\eta)}{f(\eta)} \right) \right] \geq \frac{c - \delta}{2L} \sum_{x,y} \pi \left[ \lambda_x \nabla_{xy} f \nabla_{xy} \log f \right]
\]
which, together with Proposition 2.5, completes the proof.

We conclude with a comparison of our bound with previously known results, that are limited to the homogeneous case \( \lambda_x \equiv 1 \). In this case we can take \( c = 1 \) and \( \delta = 0 \) in Theorem 5.1, therefore obtaining the (MLSI) with \( \alpha = 1 \). By using Yau’s martingale method, Gao and Quastel \[13\] and Goel \[14\] have proved (MLSI) for this model with \( \alpha = 1/2 \) (asymptotically as \( L \to \infty \)). The same estimate has been obtained with a similar approach by Bobkov and Tetali \[3\]. We mention that a proof of our bound \( \alpha = 1 \) in the homogeneous case can be also obtained by a slightly different method \[8\].

It is not hard to show that the homogeneous Bernoulli-Laplace model has a spectral gap equal to 1, independent of the number of particles (see e.g. \[8\]). Therefore, from (1.6) we have that the best constant \( \alpha \) in (MLSI) satisfies \( \alpha \in [1, 2] \). The optimal value is not known, even in the case of one particle (random walk on the complete graph), see e.g. the discussion of Example 3.10 in \[3\]. Moreover, it is not known whether the optimal constant depends on the number of particles.
For the non–homogeneous model considered here only the spectral gap has been obtained before, see [6], where a uniform Poincaré inequality is established under the assumption that $C^{-1} \leq \lambda_x \leq C$ for some $C > 0$, for all $x$.
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