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Abstract—Federated learning (FL) is a distributed machine learning paradigm allowing multiple clients to collaboratively train a global model without sharing their local data. However, FL entails exposing the model to various participants. This poses a risk of unauthorized model distribution or resale by the malicious client, compromising the intellectual property rights of the FL group. To deter such misbehavior, it is essential to establish a mechanism for verifying the ownership of the model and as well tracing its origin to the leaker among the FL participants. In this article, we present FedTracker, the first FL model protection framework that provides both ownership verification and traceability. FedTracker adopts a bi-level protection scheme consisting of global watermark mechanism and local fingerprint mechanism. The former authenticates the ownership of the global model, while the latter identifies which client the model is derived from. FedTracker leverages Continual Learning (CL) principles to embed the watermark in a way that preserves the utility of the FL model on both primitive task and watermark task. FedTracker also devises a novel metric to better discriminate different fingerprints. Experimental results show FedTracker is effective in ownership verification, traceability, and maintains good fidelity and robustness against various watermark removal attacks.
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I. INTRODUCTION

Federated Learning (FL) [1] has turned into one of the most popular frameworks for distributedly training Deep Learning (DL) models without sharing private messages. FL is nowadays widely applied in various privacy-sensitive domains, such as object detection [2], [3], medical image analysis [4], [5], [6], recommendation systems [7], [8] and so on. FL meets the privacy needs of the data owners while producing high-quality models for the community. However, collaborative training in FL makes the model publicly available to multiple participants, which may lead to the model leakage issue in FL.

Model leakage in FL refers to the malicious distribution or unauthorized sale of FL models by the individual Client for personal gain. These malicious Clients are called the model leakers. Such misbehavior infringes the legitimate copyright of the entire FL group, including innocent Clients and Servers. Detecting copyright infringement and protecting intellectual property rights has become a critical issue in FL. There are two major concerns in FL copyright protection, ownership verification and traceability. Ownership verification involves verifying the ownership of the FL model when it is illegally distributed and charging the unauthorized user outside the FL group with tort. The FL model should be considered as the intellectual property of the FL group instead of any individual. Any legal use of the FL model should be made with the consent of the FL group. Traceability refers to disclosing the identity of the culprit among the FL participants who illegally distribute the model to third parties outside the FL group. It is a new requirement for protecting the copyright of the FL model, which to our best knowledge has not been addressed before.

To protect the copyright of Deep Neural Networks (DNN), the DNN watermarks [9], [10], including parameter-based watermark and backdoor-based watermark, are proposed. Parameter-based watermark methods embed personal watermarks into the parameters or the distribution of the parameters of the DNN models [11], [12], [13], [14]. It can provide multi-bit information for verification, but the extraction of parameter-based watermarks need white-box access to the model, which limits the application. On the contrary, backdoor-based watermark methods [15], [16], [17], [18] take advantage of backdoor attack [19] to insert specific triggers to identify the ownership of the model. Although backdoor-based watermark can be verified through black-box access, it is usually zero-bit. This means the watermark can only demonstrate the presence or absence of the watermark instead of a bit string representing identity.

Some recent works also explore applying DNN watermarks to FL copyright protection. WAFFLE [20] is the first watermarking scheme designed for FL, in which the Server is responsible for embedding the backdoor-based水marks into the FL model. WAFFLE proposes to conduct a retraining step after federated aggregation to embed the watermark. Liu et al. [21], [22] and Li et al. [23] propose to entitle the Clients to embed
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both parameter-based and backdoor-based watermarks into the global model. However, existing works only focus on ownership verification. None of them can provide traceability of the model leakers for FL models. Even if the FL group can prove the ownership of the FL model in the event of infringement, they are not capable of detecting the model leakers hidden among them.

We aim to design an FL copyright protection framework that can furnish both ownership verification and traceability for the FL model. In this paper, we present FedTracker, the first FL model protection framework that offers both. The illustration of the problem and our framework is shown in Fig. 1. Specifically, we design a bi-level protection scheme that enables ownership verification and traceability respectively. On one level, FedTracker embeds a global watermark into the aggregated global model in each iteration. While the copyright infringement occurs, the FL group can extract the watermark and verify the ownership. On the other level, before distributing the model in each iteration, the server inserts a unique local fingerprint for each Client to identify each model. The model leaker can be traced by disclosing the identification inside the model.

However, there are two main challenges associated with implementing such a framework:

- It is challenging to preserve the utility of the model in the condition of a lack of natural data. Since the server is assumed to have no access to the training data, the server needs to embed the watermark trigger set which is out of distribution of natural data. This may significantly compromise the model’s utility.
- It is challenging to guarantee the discrimination of different models. Since we need to embed and compare multiple different fingerprints from different Clients, it puts a higher requirement on the identifiability and robustness of the Clients’ fingerprints.

To tackle the challenges mentioned above, first, we propose a watermark embedding algorithm based on Continual Learning (CL) [24] to improve the utility of the watermarked model. We regard the primitive task of FL and the watermark embedding task as learning data from different domains. The utility drop can be attributed to catastrophic forgetting [24] while learning a different task. Inspired by the Gradient Episodic Memory (GEM) [25], we design a CL-based embedding algorithm for the FL scenario and thereby, the utility can be better preserved during watermark embedding. We introduce our CL-based watermark embedding algorithm in Section IV-B.

Second, to enhance the differentiation between different models of different Clients, we conduct the fingerprint generation by minimizing the maximal distance between fingerprints. We also propose a Fingerprint Similarity Score (FSS) to measure the similarity of the extracted fingerprint and Clients’ fingerprints. Compared with traditional hamming distance whose output is discrete, FSS can provide more fine-grained measurement because the output of FSS is continuous. Thus, using FSS can better discriminate different fingerprints. Moreover, we embed the watermark and fingerprints respectively into different parts of the model to lower the mutual impact and improve the effectiveness of both mechanisms. The details are present in Section IV-C.

### A. Contributions

Our main contributions can be summarized as follows:

- We propose the first FL ownership verification and traceability framework called FedTracker. In FedTracker, the bi-level protection scheme, including the global watermark mechanism and the local fingerprint mechanism, can provide ownership verification and traceability respectively. Experimental results show that FedTracker can also provide tremendous fidelity and robustness against various attacks.
- Inspired by the motivation of Continual Learning (CL), we design a CL-based watermark embedding algorithm for the FL scenario. It can maintain the utility of the FL model.

Fig. 1. Illustration of model leakage in FL and the solution framework. Left: the malicious Client can sell the model to other parties. Middle: The FL group needs to verify the ownership through API access. Right: The fingerprint is extracted from the model and compared with all the fingerprints of Clients to trace the leaker.
on both the primitive task and the watermark task while embedding the watermark.

- We propose a fingerprint generation method based on optimization and a novel metric named Fingerprint Similarity Score (FSS). The two methods can help better distinguish different fingerprints and improve the effectiveness of tracing the culprit.

B. Roadmap

The rest of this paper is organized as follows: Section II provides an introduction to the background knowledge of FedTracker. Section III gives the formulation of the copyright protection problem in FL, including the definition of ownership verification and traceability and the threat model. Section IV proposes the procedure of FedTracker, and the solutions to the key challenges proposed above. For a detailed implementation description of FedTracker, please refer to Section V. Subsequently, in Section VI, we present the empirical experiments conducted on FedTracker’s performance evaluation, and Section VII concludes this paper.

II. BACKGROUND

A. Federated Learning

Federated Learning (FL) [1] is a distributed machine learning paradigm that trains a Deep Learning model across multiple participants holding local data samples. In FL, intermediate results such as gradients rather than sensitive data are shared between data owners. This approach can protect the privacy and security of the data owner while enabling collaborative learning among different parties.

Client-Server FL is the most popular FL paradigm in practice. In the Client-Server FL [26], [27], there are two different parties involved: Client and Server. Clients \( C = \{c_i\}_{i=1}^{K} \) are the data owners in FL who hold a bunch of personal data. \( K \) is the number of Clients. The server is responsible for collecting the intermediate local gradients \( L = \{g_i\}_{i=1}^{K} \) from Clients and aggregating them into a global model \( M_g \).

In each iteration \( t \), Clients and Server do

1) The Clients get the global model \( M_g^{t-1} \) of the \( t-1 \) iteration from the Server. We use the superscript \( t-1 \) to mark the iteration number and the subscript represents the number of Clients or the global model (the subscript is denoted as \( g \)).

2) Each Client \( c_i \) copy the global model onto its local model \( M_i^{t-1} \leftarrow M_g^{t-1} \), and then utilizes its private dataset \( D_i \) to train the local model \( M_i^{t-1} \) for several epochs. For a given loss function \( \mathcal{L}(\cdot) \), the local gradients \( g_i^t \) can be calculated using the following equation.

\[
g_i^t = \frac{\partial \mathcal{L}(M_i^{t-1}, D_i)}{\partial M_i^{t-1}}. \tag{1}
\]

Then, the Clients apply gradient descent to update the model to \( M_i^t \).

\[
M_i^t = M_i^{t-1} - \lambda_i g_i^t, \tag{2}
\]

where \( \lambda_i \) is the local learning rate of the Client \( i \). After that, the Client sends the local model \( M_i^t \) of \( t \)th iteration to the Server for aggregation.

3) Server collects the local models and performs the federated aggregation algorithm to aggregate the local gradients into a new global model \( M_g^t \). FedAvg [1] is a widely used aggregation algorithm in FL. In particular, FedAvg utilizes (3) to aggregate the local models.

\[
M_g^t = \sum_{i=1}^{K} \frac{|D_i|}{\sum_{j=1}^{K} |D_j|} M_i^t. \tag{3}
\]

4) Server sends the global model \( M_g^t \) to all the Clients. Clients acquire the new global model and begin the next iteration of FL training.

B. DNN Watermarking Methods

Broadly speaking, existing DNN watermarking methods can be categorized as parameter-based watermarks and backdoor-based watermarks [9], [28].

Parameter-based Watermarks [11], [12], [13], [14]. Parameter-based watermarks decide to embed the watermarks, which can be represented as an \( N \)-bit string \( F \in \{0,1\}^N \), directly into the parameters \( W \) of the models. The embedding of the watermark can be considered a binary classification problem and the watermark can be fitted by adding a specific regularization term into the loss function.

During the verification, the watermark \( F' \) is extracted from the suspicious model. \( F' \) is then compared with the designated watermarks \( F \). If the distance \( D(F, F') \) (usually hamming distance) of the two watermarks is less than a threshold \( \varepsilon_F \), the ownership of the model can be verified.

Parameter-based watermarks can provide multi-bit information, but the extraction of watermarks needs white-box access to the suspicious model.

Backdoor-based Watermarks [15], [16], [17], [18]. Backdoor-based watermarks utilize the backdoor attack [29] to insert specific trigger set \( D_T \) into the DNN model. The backdoor attack leads to misclassification when encountering samples in the trigger set. The trigger set is unique to the backdoored model, thus the owner can verify its ownership by triggering the misclassification. Backdoor-based watermarks have been applied to protect the copyright of various DL models, such as image classification models [15], text generation models [30], and prompt [31].

Backdoor-based watermarks can be verified through black-box access, but they are typically zero-bit. This means they only indicate the presence or absence of the watermark, not a bit string that identifies the owner.

C. FL Watermarking Methods

DNN watermarking techniques can also be employed for safeguarding the copyright of FL models [32]. The FL watermarking methods can be typically categorized as server-side and Client-side watermarking methods.
**Server-side Watermarking Methods**: WAFFLE [20] proposes the first server-side FL watermarking method. WAFFLE adds a retraining step to embed *backdoor-based* watermarks into the FL global model. Besides, because the Server is assumed to lack training data, WAFFLE designs a data-free trigger set construction algorithm called WafflePattern. However, WAFFLE only focuses on ownership verification and ignores traceability. The fidelity of applying WAFFLE is also not guaranteed.

**Client-side Watermarking Methods**: As for Client-side watermarking methods, Liu et al. [21], [22] and Li et al. [23] propose to entitle the Clients to watermark the FL model. Liu et al. [21] suggest selecting a representative Client to embed the watermark through a gradient-enhanced embedding algorithm. Li et al. [23] think every Client should have the ability to verify its copyright. Thus Li et al. propose FedIPR which entitles every Client to embed its own watermark. Nevertheless, what the Clients embed can hardly be monitored. The Clients can embed both the watermarks and harmful things like backdoor [33], [34] into the model. Hence, the assurance of security in implementing Client-side watermarking cannot be guaranteed.

**D. Continual Learning**

Continual Learning (CL) [35], also called life-long learning [36] or incremental learning [37], is a learning technique that aims to enable a machine learning model to learn from a stream of data without forgetting the previous knowledge. CL poses several challenges for both theory and practice, such as how to measure and mitigate forgetting, how to transfer and generalize knowledge across tasks, and how to balance the stability and plasticity of the learning system.

A common approach of CL is to use the regularization techniques that constrain the model parameters to prevent catastrophic forgetting, such as elastic weight consolidation (EWC) [24], synaptic intelligence (SI) [38], or learning without forgetting (LwF) [39]. Another approach is to use replay techniques that augment the current data with previous tasks. The most notable method is class incremental learner iCaRL [40]. iCaRL stores a subset of exemplars per class, selected to best approximate the class means in the learned feature space. Gradient episodic memory (GEM) [25] proposes to project the gradient direction of the current task on the feasible region outlined by previous tasks. Thus, the new task updates do not interfere with previous tasks.

### III. Problem Formulation

**A. Definitions of Ownership Verification and Traceability**

Federated Learning enables multiple data owners to collaboratively train a DNN model in a privacy-preserving way due to the increasing concern about personal privacy security. However, FL faces the challenge of model leakage. Model leakage refers to the malicious participants in FL can stealily copy and sell the FL model to other parties. Such misbehavior infringes the legitimate copyright of the FL group, and we should design a mechanism to verify the ownership and disclose the identity of the model leaker among the participants.

There are two major concerns in the copyright protection of the FL model, namely ownership verification and traceability. In this subsection, we give the formal definitions of them. Note that in this paper, we focus on ownership verification and traceability in model copyright protection after training the model, and the definition of traceability is different from other works trying to find abnormal Clients during training [41], [42].

**Definition 1 (Ownership verification)**: Ownership verification refers to proving that the suspicious model belongs to the FL group and then charging the unauthorized user outside the FL group with tort. The suspicious model is defined as the model that is suspected to be a copy of the FL models. When the infringement occurs, the FL group can apply the verification algorithm Verify() to verify their ownership of the model. The ownership verification mechanism Verify(\(M, D_T\)) should output

\[
\text{Verify}(M, D_T) = \begin{cases} \text{True}, & M \in \bigcup_{i=1}^{k} \text{att}(M_i) \\ \text{False}, & \text{otherwise} \end{cases},
\]

where \(M\) is the suspicious model, \(D_T\) is the verification token offered by the FL group, and \(\text{att}(\cdot)\) represents various attack methods which will be introduced in Section III-B.

**Definition 2 (Traceability)**: Traceability refers to tracing the stolen model to the malicious Client in FL. After verifying the ownership of the suspicious model, the FL group should further adopt the tracing mechanism Trace(\(\cdot\)) to disclose the model leaker. Given a suspicious model \(M\) and fingerprints of Clients \(\{F_i\}_{i=1}^{k}\), the traceability mechanism Trace(\(M, \{F_i\}_{i=1}^{k}\)) should output the identity (i.e., index) of the model leaker in FL.

\[
\text{Trace}\left(M, \{F_i\}_{i=1}^{k}\right) = j, M \in \text{att}(M_j).
\]

**B. Threat Model**

Server and Clients are the two different parties in FL. Following the prior works [20], we assume that the Server is a trusted and honest party. Some of the Clients might be malicious, while the other Clients are assumed to be honest. Malicious Clients can copy, distribute, and sell the jointly-trained model stealthily.

**Adversary’s assumptions**: the adversary intends to acquire a high-performance DNN model through FL, and secretly sell the model to other parties. Moreover, the adversary can try to remove the watermarks in the model. We assume that the adversary has the following capabilities:

- The adversary has access to its own dataset \(D_{adv}\), and the local model \(M^t_{adv}\) in any iteration round \(t\) of FL training. Also, the adversary can save and copy the model \(M^t_{adv}\) at any time of training.
- The adversary follows the training procedure to maximize the utility and value of the FL model.
- The adversary can conduct several removal techniques to get rid of the watermarks in the DNN model. The watermark removal techniques are listed below.

**Adversary’s Attack Techniques**: The adversary may adopt various techniques to remove the watermarks so that it can evade the verification and tracing. Drawing on the literature on watermark attack methods proposed in preliminary works,
we classify the potential techniques of adversaries into several distinct types.

Fine-tuning: The adversary may adopt Fine-tuning to obfuscate the model parameters and behaviors. Fine-tuning attacks refer to resuming the training procedure and modifying the model parameters using the dataset of the adversary and a low learning rate. Due to the non-convexity of deep learning [43], fine-tuning might make the deep learning model get to a different local optimum, and thus remove the watermark. Fine-tuning should be considered as a threat to the watermarks.

Model Compression: Model compression methods aim to eliminate the redundancy in the model parameters, and thus, the embedded watermark may also be erased during this process. In this paper, we consider two different categories of model compression methods, model pruning [44] and quantization. Model pruning eliminates the parameters that have little or no impact on the network performance. Model quantization reduces the numerical precision of the parameters, such as using 8-bit integers instead of 32-bit floats, to save memory bandwidth and computational cost. Both techniques could have a negative impact on the watermark with minimum accuracy loss.

Overwriting: Overwriting aims to remove or alter the watermark embedded in a neural network model by adding a new watermark to the model. The overwriting attack is a type of active attack. The adversary randomly generates his own watermark and uses the same method to embed the watermark into the model. The watermark in the model may be significantly affected by overwriting.

Backdoor Mitigation: Backdoor mitigation method [45] is the process of detecting and removing backdoor triggers from a Deep Learning model. Since current black-box watermarking methods mostly utilize the backdoor to embed and verify the watermark, the backdoor mitigation method can be a threat to the watermark embedded in the model.

C. Defender Assumptions and Objectives

In our scenario, the Server in FL is the defender. The defender tries to furnish ownership verification and traceability for FL models. The capabilities of the defender are as follows.

- The defender can only get the aggregated gradients or model in each iteration for the sake of preserving the data privacy. The local gradients of the Clients are noised or encrypted [46].
- The defender has no access to any natural data related to the primitive DL task.

The defender needs to achieve the following four objectives, including ownership verification, traceability, fidelity, and robustness. The objectives are listed below.

- **Ownership verification:** The defender can devise a mechanism to effectively authenticate the FL group’s ownership on the FL model.
- **Traceability:** Given an FL model, the defender can trace the holder of the model inside the FL group and catch the culprit. The defender needs to trace any model back to the leaker despite the number of malicious Clients.
- **Fidelity:** Fidelity refers to that the protection mechanism should have a negligible impact on the utility of the model. In other words, the accuracy of the model on the primitive task should be maintained.
- **Robustness:** Robustness refers to that the protection mechanism cannot be removed by the adversary. The protection mechanism should resist various attacks, such as fine-tuning, model compression, overwriting, and backdoor mitigation.

IV. OWNERSHIP VERIFICATION AND TRACEABILITY IN FEDERATED LEARNING

A. Overview of FedTracker

In this paper, we propose FedTracker, the first FL copyright protection framework that can provide both ownership verification and traceability. FedTracker conducts the protecting mechanism from the Server-side due to the security issues of Client-side watermarking discussed in Section II-C. In FedTracker, a bi-level protecting mechanism is included. For the first level, a global watermark is embedded into the global model so that the models in FL can contain the global watermark for ownership verification. We utilize the backdoor-based watermark as the global watermark since the backdoor-based watermark can be verified through API access. For the second level, a unique local fingerprint is inserted into the model of each Client for further traceability. Since traceability requires distinguishing different Clients’ models, the multi-bit parameter-based watermark is feasible for the local fingerprints.

The main procedure of FedTracker is demonstrated in Fig. 2. After initializing the model parameters and generating the watermark and fingerprints, in each training iteration, FedTracker...
consists of four stages, including local training and aggregation, global watermark embedding, local fingerprint insertion, and model distribution.

- **Stage 1. (Local training and aggregation):** In this stage, each Client utilizes their own dataset to train their model locally. The Server then collects the local gradients and aggregates them into a global model via the federated aggregation algorithm, e.g., FedAvg [1].

- **Stage 2. (Global watermark embedding):** In this stage, the Server embeds the global watermark into the new aggregated global model. The implementation of the global watermark mechanism is discussed in Section V-B.

- **Stage 3. (Local fingerprints insertion):** In this stage, the Server first generates \( K \) copies of the global model (\( K \) is the number of Clients). Then, a unique local fingerprint that represents a Client is inserted into each copy. The implementation of the local fingerprints mechanism is discussed in Section V-C.

- **Stage 4. (Model distribution):** In this stage, the Server distributes the fingerprinted models to the Clients respectively. After receiving the models, the Clients begin the next training iteration of FL.

The pseudocode of FedTracker is presented in Algorithm 1. As discussed in Section I, the challenges of applying such a framework are two-fold. First, how to preserve the utility of the model while embedding a watermark without natural data? Second, how to efficiently discriminate different models of different Clients? We introduce our motivation and solutions to these challenges in Sections IV-B and IV-C.

### Algorithm 1: Main Procedure of FedTracker.

**Input:** Clients datasets \( \{D_i\}_{i=1}^K \)

**Output:** the protected Clients’ models \( \{\hat{M}_i^T\}_{i=1}^K \), the protected global model \( \hat{M}_g^T \).

1: \( D_T, \{F_i\}_{i=1}^K = \text{Gen}() \)
2: \( M_0^g = \text{Initialize}() \)
3: \( \text{for } i = 1 \text{ to } K \text{ do} \)
4: \( M_i^0 = \text{Copy}(M_0^g) \)
5: \( \text{for } t = 1 \text{ to } T \text{ do} \)
6: // (1) Local training and aggregation
7: \( \text{for } i = 1 \text{ to } K \text{ do} \)
8: \( M_i^t = \text{LocalTrain}(M_i^{t-1}, D_i) \)
9: \( l_i^t = M_i^t - M_i^{t-1} \)
10: \( M_i^t = \sum_{i=1}^K \frac{|D_i|}{\sum_{j=1}^K |D_j|} M_i^t \)
11: // (2) Global watermark embedding
12: \( \hat{M}_g^T = \text{GenEmbed}(M_g^T, D_T) \)
13: // (3) Local fingerprints insertion
14: \( \text{for } i = 1 \text{ to } K \text{ do} \)
15: \( M_i^t = \text{Copy}(M_i^t) \)
16: \( M_i^t = \text{Linser}(M_i^t, F_i) \)
17: // (4) Model distribution
18: \( \text{for } i = 1 \text{ to } K \text{ do} \)
19: \( M_i^t = \hat{M}_i^t \)
20: **return** \( \{\hat{M}_i^T\}_{i=1}^K, \hat{M}_g^T \)

### B. Embedding Watermark Without Natural Data

**Observations and Insight:** In FedTracker, we propose to embed the global watermark from the Server side. We take advantage of **backdoor-based** watermark and try to embed a special trigger set as the global watermark. The zero-bit backdoor-based watermark is feasible for ownership verification and can be verified through black-box access.

However, retraining the model on the trigger set without data related to the primitive task compromises the utility of the model, since the Server has no access to the training data. The situation of model utility degradation is more obvious when using models with Batch Normalization (BN) layers. Take WAFFLE as an example. When directly applying WAFFLE to models containing BN layers, we observe a significant utility degradation as shown in Table I.

| Model       | Number of Clients | 10   | 20   | 30   | 50   |
|-------------|------------------|------|------|------|------|
| AlexNet     | No WM            | 86.79| 86.41| 86.12| 86.05|
| WAFFLE      | 27.91            | 29.84| 32.60| 30.70|
| VGG-16      | NO WM            | 89.92| 89.68| 89.39| 89.04|
| WAFFLE      | 21.34            | 24.46| 24.12| 25.66|

**TABLE I** Testing Accuracy (%) of the Models With BN Layers When Applying WAFFLE or Not Embedding the Watermark
GEM stores a subset of data from previous tasks in episodic memory and uses it to constrain the gradient updates during training. However, the server has no training data to store. Thus, we propose to alter the primitive GEM to fit the Federated Learning scenario.

Considering the constraints that the only messages the Server can get are the aggregated models or gradients, different from GEM, we propose to store the gradients instead of data from prior tasks as memory. In FedTracker, we introduce global memory. Global memory is defined as the accumulated global gradients from the first iteration to the current iteration. We do not use the global gradient in the current iteration because the gradient of a single iteration tends to be unstable in FL. The global memory can be formally defined as follows.

**Definition 3 (Global memory):** Global memory is defined as the accumulated global gradients from the first iteration to the current iteration. Global memory $m^t$ of the $t$th iteration can be calculated using (6),

$$m^t = \sum_{j=1}^{t} G^j = \sum_{j=1}^{t} \sum_{i=1}^{K} g^j_i,$$  \hspace{1cm} (6)

where $g^j_i$ is the local gradients of the $i$th Client in $j$th iteration and $G^j$ is the aggregated global gradients. Because the server cannot get the local gradients of each Client. The server can calculate the global memory by summing up the aggregated gradients $G^j = M^j_g - M^{j-1}_g$ of each iteration.

The global memory $m^t$ represents the descent direction of the loss of the primitive task. While learning the trigger set task using gradient descent, we should avoid the loss of the primitive task increasing. This can be considered as an inequality constraint measured by computing the angle between the gradients $g$ of the new task and the memory $m_t$. Mathematically, we phrase the optimization problem as

$$\min \text{loss}(M^t_g, D_T), \quad \text{s.t.} \quad \langle g, m^t \rangle \geq 0,$$  \hspace{1cm} (7)

where $g = \frac{\partial \text{loss}(M^t_g, D_T)}{\partial M^t_g}$.

If the constraint is satisfied, we can directly apply the gradients $g$ to optimize the loss of the watermark task without increasing the loss of the primitive task. However, if the violation occurs, we should project the gradients $g$ to the closest point $\bar{g}$ satisfying the constraint. The projection problem can be phased as (8). The problem can be solved via Quadratic Programming.

$$\arg\min_{\bar{g}} \| g - \bar{g} \|_2^2, \quad \text{s.t.} \quad \langle g, m^t \rangle \geq 0.$$  \hspace{1cm} (8)

### C. Distinguish Different Models of Different Clients

As discussed before, a key challenge in tracing the model leaker in FL is that the aggregated models received by the Clients are identical. We need to design a mechanism to embed unique, unremovable, and distinguishable identity certificates in the local models. Thus, in FedTracker, we propose the local fingerprint mechanism.

Local fingerprint is used to represent the identity of the Clients. In FedTracker, we utilize the multi-bit parameter-based method as local fingerprints. A unique local fingerprint is inserted into the model of each Client. The local fingerprint mechanism includes three phases: local fingerprint generation, local fingerprint insertion, and tracing.

**Local Fingerprints Generation:** While generating the fingerprint $F_i$, we propose to maximize the distance between fingerprints to better distinguish them. The bigger the gap between different fingerprints, the more accurate it is for the FL group to disclose the identity of the model leaker among the FL participants. We model the insight as an optimization problem. In FedTracker, we use Hamming distance as a metric since the fingerprint values are discrete in the generation phase. We need to maximize the minimal hamming distance among the fingerprints. The optimization problem can be defined as (9).

$$\{ F_i \}_{i=1}^{K} = \arg \max_{1 \leq i,j \leq K} \text{hd}(F_i, F_j),$$  \hspace{1cm} (9)

where $\text{hd}(F_i, F_j)$ calculates the Hamming distance between the two fingerprints $F_i$ and $F_j$.

However, the optimization problem is an NP-hard problem, which has no known polynomial-time solution. We therefore utilize the genetic algorithm (GA) [50] to solve the optimization problem and generate the fingerprints.

**Local Fingerprint Insertion:** In FedTracker, given a weight matrix $W_i \in \mathbb{R}^M$ of the Client $i$’s model, we use the following equation to represent the local fingerprint $F \in \{-1, 1\}^N$

$$\text{sgn}(AW) = F,$$  \hspace{1cm} (10)

where $A_i$ is the secret key matrix that is randomly generated by the Server. In FedTracker, the secret key matrix $A_i \in \mathbb{R}^{M \times N}$ is generated for each fingerprint $F_i \in \{-1, 1\}^N$. $\text{sgn}(\cdot)$ originates from the sign function.

$$\text{sgn}(x) = \begin{cases} -1, & x < 0 \\ 1, & x \geq 0 \end{cases}.$$  \hspace{1cm} (11)

In FedTracker, we choose the weight of the BN layers to insert local fingerprints. Recall that in BN layers, we calculate the following equation [51] to normalize the output $x$ of the previous layer,

$$o = \gamma \frac{x - \mu}{\sigma + \epsilon} + \beta,$$  \hspace{1cm} (12)

where $\mu$ and $\sigma$ are the mean and variance of input batch $x$, $\epsilon$ is a small constant. $\gamma$ and $\beta$ are learnable parameters. We choose $\gamma$ to embed the local fingerprint. $\gamma$ from different BN layers are concatenated into one vector $W^\gamma$. We define the Hinge-like loss function $L_f(W^\gamma_i)$ of fitting the fingerprint for the $i$th Client as (13).

$$L_f(W^\gamma_i) = \text{HL}(A_i, F_i, W^\gamma_i) = \sum_{j=1}^{\text{card}(F_i)} \max(\delta - b_{ij} f_{ij}, 0).$$  \hspace{1cm} (13)

In (13), $b_{ij}$ is the $j$th bit in $B_i = A_i W^\gamma_i$, while $f_{ij}$ is the $j$th bit in $F_i$. $\delta$ is the hyperparameter controlling the robustness of the fingerprint. We optimize $L_f$ using gradient descent with a small learning rate to reduce the impact on other tasks.

**Fingerprints Similarity Score:** After inserting the local fingerprints, it is necessary to define a metric to measure the similarity
between the extracted fingerprint and the Clients’ fingerprints. Existing works mainly utilize Hamming distance to measure the difference between two fingerprints [11], [23]. However, Hamming distance is a metric whose outputs are discrete. There may be ambiguity when finding the most similar fingerprint. Specifically, for an extracted fingerprint $F_i$, there are probably two fingerprints $F_i, F_j$ that $\text{HD}(F_i, F_j) = \text{HD}(F_i, F_j)$, since the hamming distance rounds the distance to integer. Using Hamming distance is not feasible in our scenario.

In FedTracker, we consider defining a new metric whose outputs are continuous to measure the difference between fingerprints better. Therefore, we propose the Fingerprint Similarity Score:

**Definition 4 (Fingerprint Similarity Score):** Given the secret key matrix $A_i$, the weight matrix $W$, the fingerprint $F_i$ and $B_i = A_i W$, the Fingerprint Similarity Score (FSS) for the $i$th Client can be calculated with (14).

$$\text{FSS}(A_i, F_i, W) = \text{FSS}(B_i, F_i) = \sum_{j=1}^{\lfloor F_i \rfloor} \min(\delta, b_{ij} f_{ij}).$$  \hspace{1cm} (14)

FSS can provide a continuous metric and better robustness for traceability. The further experiments comparing the two metrics are shown in Section VI-D. The traditional Hamming distance rounds the values and reduces the differentiation. While tracing the leaker, we calculate the FSS for every $A_i$ and $F_i$, and get a similarity vector. The Client with the maximal FSS is suspected of being the leaker.

V. IMPLEMENTATION OF FedTracker

In this section, we provide a comprehensive account of the detailed workflow and implementation of FedTracker. Generally speaking, FedTracker can be defined as a tuple $(\text{Gen}, \text{GEmbed}, \text{LInsert}, \text{Verify}, \text{Trace})$.

A. Watermark and Fingerprint Generation

In FedTracker, the server should first generate the global watermark for ownership verification and the local fingerprints for traceability. The watermark and fingerprint generation algorithm is abstracted to $\text{Gen}(\cdot) \rightarrow (D_T, \{F_i\}_{i=1}^{K})$. The output of $\text{Gen}(\cdot)$ has two parts. The former is the global watermark $D_T$, and the latter is $K$ different local fingerprints which are denoted as the set $\{F_i\}_{i=1}^{K}$. The pseudocode of the watermark and fingerprint generation algorithm is demonstrated in Algorithm 2.

The global watermark is a specific trigger set $D_T$, which is composed of the trigger set data $x^T$ and the trigger set labels $y^T$. Any data-free trigger set generation algorithm can be utilized in the implementation.

The local fingerprint for each Client also consists of two parts, a secret key matrix $A_i \in \mathbb{R}^{M \times N}$ and a fingerprint bit string $F_i \in \{-1, 1\}^N$. In our implementation, we randomly generate the secret key matrix $A_i$ from the standard Gaussian distribution $\mathcal{N}(0, 1)$. We generate the fingerprints by solving the optimization problem in Section IV-C.

---

**Algorithm 2:** Watermark and Fingerprint Generation $\text{Gen}(\cdot)$

**Input:** The length of fingerprints $N$, the length of embedding layers’ weights $M$.

**Output:** The watermark trigger set $D_T$, the local fingerprints $\{(F_i, A_i)\}_{i=1}^{K}$.

1: $D_T = \text{WMGen()}$ // Generate the trigger set.
2: for $i = 1$ to $K$ do
3: $A_i = \text{randn}((M, N))$. // Sample from standard Gaussian distribution.
4: $F_i = \text{choice}(N, [-1, 1])$. // Initialize the local fingerprint.
5: $\{F_i\}_{i=1}^{K} = \text{GASolve}(\{F_i\}_{i=1}^{K}, \text{HD})$. // Solve the optimization problem via GA.
6: return $D_T, \{(F_i, A_i)\}_{i=1}^{K}$.

B. Global Watermark Embedding

The global watermark aims to provide the function of ownership verification for FL models. The global watermark embedding algorithm $\text{GEmbed}(M_g, D_T) \rightarrow \hat{M}_g$ is to embed the global watermark $D_T$ into the model $M_g$, and output the watermarked model $\hat{M}_g$. By watermarking the global model before inserting the Client-specific local fingerprints, all the models in FL are protected by the global watermark. The pseudocode of the global watermark embedding algorithm is shown in Algorithm 3.

In each iteration of the global watermark embedding algorithm, the server first updates the global memory using (6). Subsequently, the BN layers of the global model are frozen by the server, implying that parameters associated with these layers remain unaltered during retraining. FedTracker then computes the global gradients and projects them to the direction of the global memory $m^t$ through (8). Additionally, we employ an early stopping technique to preserve utility in our FL model. The retraining process concludes when accuracy on the watermark trigger set surpasses a threshold $\tau_w$.

As demonstrated in Algorithm 3, we freeze the BN layers in the model while learning the trigger set task on account of the following two reasons. First, as analyzed in Section IV-B, the trigger set generated by the data-free trigger set construction method [15], [20] is out of the distribution of natural data. Directly learning the trigger set can significantly affect the stability of BN layers and decrease the utility. Thus freezing the BN layers can help retain the utility of the model. Second, Freezing the BN layers can also avoid negative influence on local fingerprints, since the local fingerprints are embedded into the BN layers.

C. Local Fingerprints Insertion

The local fingerprints aim to identify the models of Clients and trace the model leaker via the fingerprint inside the suspicious model. The local fingerprint insertion algorithm $\text{LInsert}(\hat{M}_g, F_i) \rightarrow \hat{M}_i$ takes the watermarked model $\hat{M}_g$ and the Client’s fingerprint $F_i$ as input, and output the model $\hat{M}_i$. $\hat{M}_i$ contains both the global watermark and the local fingerprint.
The pseudocode of local fingerprint insertion can be found in Algorithm 4.

In each iteration of the local fingerprint insertion algorithm, the server first makes a copy of the watermarked global model and gets the weights $W_i$ of the layers. Subsequently, employing the gradient descent algorithm, the server optimizes the fingerprint loss as defined in (13). Zheng et al. [52] reported that the entropy of the weights from the front layers is higher than those from the deeper layers. Thus, fingerprints inserted into the deeper layers are less likely to be erased by aggregation. We choose the deeper BN layers to insert the fingerprints.

In FedTracker, we should avoid the situation that the model simultaneously overfits on two fingerprints, i.e., for one suspicious model $M_{adv}$, there are two fingerprints $F_\mu, F_\nu$ having the same maximal FSS. This can lead to ambiguity and make the tracing fail. Li et al. [23] has proven that there exists a $W$ containing all the fingerprints if $KN \leq M$. $N$ and $M$ are the dimensions of $F$ and $W$. Therefore, while inserting the local fingerprints, we should follow $KN > M$. FedTracker also utilizes an early-stopping technique to prevent the situation. When the FSS is higher than a threshold $\tau_f$, FedTracker will stop inserting the fingerprint. It can also reduce the influence of inserting fingerprints on the utility of the model.

Algorithm 3: Global Watermark Embedding GEEmbed(·)

Input: The watermark trigger set $D_T$, the aggregated global model $M_g^t$ in $i$-th iteration, the global watermark retraining learning rate $\lambda_w$

Output: The watermarked global model $M_g^t$

1: $m^t = \frac{1}{i}m^{t-1} + \frac{i-1}{i}(M_g^{t-1} - M_g^{t-1})$ // Update global memory.
2: $i = 0$
3: $M_g^t = M_g^t$
4: FreezeBl($M_g^t$)
5: while $i < \max_{iter}$ and acc($M_g^t, D_T$) $\leq \tau_w$ do
6: $i = i + 1$
7: $g = \frac{\partial_{\theta_{adv}(M_g^t, D_T)}}{\partial M_g^t}$
8: $\tilde{g} = \text{project}(g, m^t)$
9: $M_g^t = M_g^t - \lambda_w \tilde{g}$
10: return $M_g^t$

Algorithm 4: Local Fingerprint Insertion LInsert(·)

Input: The local fingerprint $F_i$ of $i$-th Client, the secret key matrix $A_i$, the local fingerprint insertion learning rate $\lambda_f$, the watermarked global model $M_g^t$

Output: The local model $M_i^t$ with the fingerprint.

1: $M_i^t = \text{Copy}(M_g^t)$
2: $W_i = \text{GetLayerWeight}(M_i^t)$
3: $j = 0$
4: while $j < \max_{iter}$ and FSS($A_i, F_i, W_i$) $\leq \tau_f$ do
5: $j = j + 1$
6: $g = \frac{\partial_{W_i}(A_i, F_i, W_i)}{\partial M_i^t}$
7: $W_i = W_i - \lambda_f g$
8: return $M_i^t$

The existence of the watermark.

$$\text{Verify}(M_{adv}, D_T) = \begin{cases} \text{True}, & \text{acc}(\theta_{adv}, D_T) \geq \epsilon_v, \\ \text{False}, & \text{otherwise} \end{cases}, \quad (15)$$

where $M_{adv}$ is the model from the adversary. As shown in the middle part of Fig. 1, the FL group uses the watermark token, i.e., the trigger set to query the API of the suspicious model. Then the FL group checks the output and calculates the accuracy of the trigger set. As shown in (15), if the accuracy is greater than the preset threshold $\epsilon_v$, the ownership can be verified.

Traceability: After successfully verifying the ownership, the leaker tracing algorithm $\text{Trace}(M_{adv}, \{F_i\}_{i=1}^K)$ extracts the fingerprint $F_{adv}$ from the suspicious model $M_{adv}$, and then check the most similar fingerprint among the Clients’ fingerprints set $\{F_i\}_{i=1}^K$. As shown in the right part of Fig. 1, the FL group compares the fingerprint with each Client’s fingerprint and finds the most similar fingerprint. The traceability mechanism outputs the index of the malicious Client by (16).

$$\text{Trace}(M_{adv}, \{F_i\}_{i=1}^K) = \arg\max_j \text{FSS}(A_j, W_{adv}, F_j), \quad (16)$$

where $W_{adv}$ is the weight of the fingerprint embedding layer in the model $M_{adv}$. By utilizing the designed leaker tracing algorithm, any suspicious model can be traced back to its owner inside the FL group. Since each Client’s model is assigned with a distinct fingerprint, FedTracker can find the malicious leaker despite the number of malicious Clients.

VI. EXPERIMENTS

A. Experiment Settings

Datasets and Models: In our experiments, we use four different Convolutional Neural Networks (CNN) to learn three different datasets including MNIST [53], CIFAR10, and CIFAR100 [49]. MNIST is a widely used benchmark dataset with 60,000 Gy images. CIFAR10 and CIFAR100 consist of 50,000 colored images for training and 10,000 for testing. To keep consistency, we resize the images in all the datasets to 32 $\times$ 32 in our implementation.

For MNIST, following prior works [1], we utilize a four-layer CNN (denoted as CNN-4) which is of the LeNet [54] style. For CIFAR10, two popular models, AlexNet [47] and VGG-16 [48],
are chosen. ResNet-18 [55] is trained on CIFAR100, a dataset with 100 classes. The first three models are slightly modified by adding a BN layer after each convolution layer since it is proven that adding BN layers can achieve better performance.

**FL Settings:** To simulate the FL scenario, we set the default number of Clients to 50. In each iteration, we choose 40% Clients to train their local models for 2 local epochs. The learning rate of Clients is set to 0.01. For data distribution of different FL Clients, we evaluate FedTracker under both independent identical distribution (i.i.d) setting and none independent identical distribution (non-i.i.d) setting in Sections VI-B and VI-C respectively.

**Watermark and Fingerprint:** For the global watermark, we implement WafflePattern [20] to generate the trigger set. We first choose a pattern for each class and add Gaussian noise to the patterns to generate the trigger set samples. Each class has 10 samples in the trigger set. The learning rate is set to 0.005 while embedding global watermarks. For local fingerprints, we set the default length of fingerprints to be 128, which is sufficient for tracing 50 Clients. The learning rate is 0.05 when inserting the Client’s fingerprint.

**Metrics:** To evaluate the utility of the FL models, we calculate the accuracy on a 10,000-sample testing set as the metric. For ownership verification, we use the accuracy of the trigger set, named watermark accuracy (WM acc for short), as the metric. For traceability, we define another metric named Traceability Rate. Traceability Rate (TR) is defined as the rate at which the Client with the largest FSS happens to be the holder of the model. In all our experiments, FedTracker achieves a 100% traceability rate, which indicates that FedTracker can always find the actual owner of the suspicious model.

**Definition 5 (Traceability Rate):** Traceability Rate (TR) is defined as the rate at which the Clients with the largest FSS are actually the original owner of the model. TR can be computed using (17).

$$\text{TR} = \frac{\sum_{i=1}^{K} \arg \max_j \text{FSS}(A_j, F_j, W_i)}{K}. \quad (17)$$

**B. Experiments Under i.i.d Settings**

Based on the design objectives listed in Section III-C, FedTracker needs to achieve four basic properties: ownership verification, traceability, fidelity, and robustness. In this section, we evaluate the performance of FedTracker under i.i.d settings. We assume that the distribution of the Clients’ data follows i.i.d, which means the training dataset is uniformly allocated to each Client. The i.i.d setting is the most common setting in FL.

1) **Effectiveness on Ownership Verification:** In this subsection, we implement FedTracker in different settings to evaluate the effectiveness on ownership verification, i.e., whether the global watermark is successfully embedded into every model in FL.

**Ownership Verification under Different Numbers of the Clients:** We implement FedTracker with four scenarios with different numbers of Clients in FL, 10, 20, 30, and 50. For ownership verification, the results of the average watermark accuracy are shown in Table II. As the number of Clients grows, the watermark accuracy decreases to some extent. But in all the cases, the watermark accuracy is still greater than 80%, which indicates that the watermark is successfully embedded into the model.

**Ownership Verification under Different Sizes of Watermark Trigger Set:** The size of the watermark trigger set is defined as the number of samples in the trigger set. In this experiment, we evaluate the ownership verification effectiveness under different sizes of the watermark trigger set. We generate 100, 200, 300, and 500 samples to construct the trigger set. The results in Table III demonstrate that with the size of the trigger set increasing, both the watermark accuracy and the testing accuracy drops slightly. However, the watermark accuracy is still high enough for ownership verification, which proves that the watermark is retained in the FL models. The utility degradation is also negligible. It demonstrates that FedTracker is effective despite the size of the trigger set.

2) **Effectiveness on Traceability:** We further evaluate the effectiveness of FedTracker on traceability under various settings, i.e., whether the inserted local fingerprints can identify the specific Client. We implement FedTracker with different numbers of Clients and different lengths of local fingerprints.

**Traceability under Different Numbers of Clients:** Under the same settings in Section VI-B1, for traceability, we achieve 100% TR in all experiments. The FSS results are shown in Fig. 3. In the experiments, the lowest FSS is higher than 0.80, which indicates a successful insertion of local fingerprints. This experiment also indicates that FedTracker can accurately trace the source Client even with a large number of (malicious) Clients.

**Traceability under Different Lengths of Local Fingerprints:** In this experiment, we test the traceability effectiveness of FedTracker by setting the fingerprint length to 64, 128, 256, and 512 bits. The number of Clients is fixed at 50 Clients, which is the most complicated case in our simulation. We still achieve 100% TR, and the FSS evaluations are shown in Fig. 4. Most of the FSS metrics are around 0.90. Experimental results demonstrate that
the length of the local fingerprints does not significantly affect the traceability effectiveness, since the minimal FSS is greater than 0.80.

3) Fidelity: Fidelity signifies that embedding watermarks and fingerprints does not have a significant impact on the utility of the FL models. In the fidelity evaluations, we first compare the utility of the protected model with the model trained without any watermark embedding and fingerprint insertion. The utility of the model can be evaluated by the accuracy of the primitive task, i.e., the accuracy of the validation set. As shown in Fig. 5, FedTracker can achieve a similar utility compared with the model without a watermark. The accuracy degradations in all the experiments are within 1%, which signifies a good fidelity of FedTracker.

We also conduct an ablation study of the CL-based watermark embedding method in FedTracker. The results are also demonstrated in Fig. 5. It shows that using our CL-based embedding algorithm can improve the utility of the model with at most 3.21% testing accuracy improvement. In all the experiments, the utility using CL is better than without CL, which indicates the effectiveness of our CL-based algorithm.

4) Robustness: Robustness indicates whether the watermarks and the fingerprints can be removed by the adversaries. In the robustness experiments, we evaluate the robustness of the global watermark and local fingerprints against several watermark removal attacks which are introduced in Section III-B. Given a specific attack method $att(\cdot)$, the watermarks or fingerprints are considered robust if one of the following two cases is true after the attack:

**Case 1:** This case refers to that the watermark and fingerprints are not significantly changed by the attack. The ownership verification and traceability mechanisms can still work properly. It can be defined as (18).

$$[\text{Verify}(att(\hat{M}_{adv}), D_T) = \text{True} \land \text{Trace}(att(\hat{M}_{adv}), \{F_i\}_{i=1}^K) = \text{adv}].$$ (18)

**Case 2:** This case signifies that the attack has succeeded in removing the watermark and fingerprints. However, the functionality of the attacked model drops significantly compared to the primitive model and is no longer useful for its task. This case also renders an unsuccessful attack. Equation (19) defines the case formally.

$$[\text{Verify}(att(\hat{M}_{adv}), D_T) = \text{False} \lor \text{Trace}(att(\hat{M}_{adv}), \{F_i\}_{i=1}^K) \neq \text{adv}] \land \text{Acc}(\hat{M}_{adv}) - \text{Acc}(att(\hat{M}_{adv})) > \tau.$$ (19)

**Robustness against Fine-tuning Attack:** Fine-tuning attack refers to training the model with the private dataset of the malicious Client for several epochs. We randomly choose a Client to conduct a 30-epoch fine-tuning. In Fig. 7, the FSS metric rarely changes in the 30 epochs. While the watermark accuracy fluctuates as shown in Fig. 6 but remains a high value in general, which indicates the robustness of FedTracker against fine-tuning.

**Robustness against Quantization Attack:** Quantization attack is the most effective compression technique in practice. The quantization attack refers to using fewer bits to represent the parameters. In the quantization attack experiments, we test three different data types, float32, float16, and int8. The results are shown in Table IV.

The results demonstrate that although quantization reduces the bits of model parameters, the watermark accuracy and FSS of

![Fig. 3. FSS evaluation under different numbers of Clients.](image)

![Fig. 4. FSS evaluation under different lengths of local fingerprints.](image)

| Model          | Metric(%) | Data type | float32 | float16 | int8 |
|----------------|-----------|-----------|---------|---------|------|
| AlexNet on CIFAR10 | Test acc  | 80.06     | 80.06   | 80.04   |
|                | WM acc    | 84.00     | 84.00   | 84.00   |
|                | FSS       | 87.32     | 87.32   | 87.32   |
| VGG-16 on CIFAR10 | ACC       | 88.03     | 88.05   | 88.03   |
|                | FSS       | 98.28     | 98.27   | 98.22   |
FedTracker are rarely affected. The results indicate the robustness of FedTracker against the quantization attack.

Robustness against Pruning Attack: We evaluate the robustness of our watermark and fingerprints against pruning attack, especially parameter pruning [44]. In parameter pruning, which is also conducted in [11], we prune units in the model by zeroing out the ones with the lowest $l_1$-norm. We divide the pruning attack into two cases: (1) pruning all the layers of the model except the BN layers, and (2) pruning the BN layers.

In the first case, pruning other layers does not affect the fingerprints in BN layers. Thus, the watermark is the only one that might be influenced. The watermark accuracies and classification accuracies after pruning are shown in Fig. 8. As the pruning rate increases, the watermark accuracy and classification accuracy decrease simultaneously. In most cases, the watermark accuracy is above 80%. The only exception is pruning 50% neurons of AlexNet. However, the classification accuracy of the pruned model has nearly 10% decrease, which means the model has lost its value. Thus, we do not think it is a successful attack.

In the second case, pruning BN layers can affect both watermarks and fingerprints. From Fig. 9, it can be observed that the classification accuracy drops significantly when pruning the BN
layers. When the model still retains its utility, the watermark accuracy and FSS are still high enough to provide ownership verification and traceability. In Conclusion, in the two cases, the pruning attack cannot successfully remove the watermark and fingerprints in the FL model, which demonstrates the robustness of FedTracker against the pruning attack.

**Robustness against Overwriting Attack:** The malicious Client might randomly generate a fingerprint $F_m$ and the secret key matrix $A_m$, and try to overwrite the fingerprint in the model. From Fig. 10, the FSS metrics drop after the overwriting attack. However, the TR of the 50 models is still 100%, which means FedTracker can still trace the leaker successfully. The result demonstrates that although the overwriting attack has an impact on the fingerprints, it has little effect on the relative magnitudes of FSS. FedTracker remains effective against the overwriting attack.

**Robustness against Backdoor Mitigation Methods:** In the backdoor mitigation attack, we implement Neural cleanse [45] and FeatureRE [56] trying to remove the watermark inside the FL model.

Neural cleanse and FeatureRE are two techniques for detecting and removing backdoors in deep neural networks. They both consist of two main steps: trigger reverse engineering and trigger unlearning. Trigger reverse engineering tries to reconstruct the possible triggers that activate the backdoor in a given model. Trigger unlearning then involves retraining the model on the reversed trigger data with correct labels. In this way, the model can forget the association between the trigger and the target class, and restore its normal behavior.

The experimental results of AlexNet and VGG16 trained on CIFAR10 are demonstrated in Tables V and VI. From Table V, the neural cleanse method has an impact on the watermark of the model and decreases the watermark accuracy to about 70%. However, the testing accuracy also drops about 10%, which signifies a significant negative effect on the model utility and value. A similar phenomenon is also found in the FeatureRE method. As shown in Table VI, at the expense of more than 6% testing accuracy degradation, the watermark accuracy is still high enough for verification in most cases.

Results from neural cleanse and FeatureRE indicate the robustness of the watermark against backdoor mitigation methods. The ineffectiveness of the two methods may be ascribed to the principles of backdoor reverse engineering. Existing backdoor mitigation methods use samples from natural datasets to reverse and construct a trigger set, which has a relatively small influence on the trigger set based on noise. A Backdoor based on natural data is more likely to be triggered in the real world and thus more harmful than a backdoor based on noise. It is reasonable for the backdoor mitigation method to mainly focus on removing the former kind of backdoor.

**C. Experiments Under Non-i.i.d Settings**

The non-identically independent distribution (non-i.i.d) of Clients’ data is a prevalent issue in FL. Specifically, the dataset held by the Clients in FL exhibits substantial heterogeneity in their distributions, where the labels and the number of samples in the training set of the Clients are significantly different.
Non-i.i.d data has a detrimental impact on the effectiveness of FL as it leads to diverse decision boundaries being learned by each Client’s model. Consequently, the global gradient undergoes significant changes during each aggregation iteration. This introduces a potential risk in non-i.i.d settings where the watermark and fingerprints could be erased after aggregation. Therefore, in this section, we measure the performance of FedTracker under the non-i.i.d setting. Consistent with previous studies [57], we employ the Dirichlet distribution to synthesize non-i.i.d data for Clients in FL. The concentration parameter $\xi \in [0, 1]$ of the Dirichlet distribution governs the extent of non-i.i.dness. A smaller concentration parameter leads to increased variability among Clients’ data.

1) Effectiveness Under Non-i.i.d Settings: We conduct the experiments with $\xi = 0.5, 0.7, 0.9$ to evaluate the effectiveness of FedTracker under non-i.i.d settings. The results are demonstrated in Fig. 11 and Table VII. It is observed that as the variability among Clients’ data increases, both watermark accuracy and testing accuracy decrease simultaneously; however, the watermark accuracy remains above 79%. Moreover, the FSS metrics are higher than 0.85 in all the experiments as depicted in Fig. 11. The traceability mechanism exhibits minimal impact under non-i.i.d settings as evidenced by negligible changes in FSS metrics.

2) Fidelity and Robustness Under Non-i.i.d Settings: In this section, we further evaluate the fidelity under non-i.i.d settings. All the experiments are conducted by training the VGG-16 models on the CIFAR10 dataset.

Fidelity under non-i.i.d settings: The testing accuracy of the watermarked models and the models without the watermark is shown in Table VIII. The testing accuracy of the FedTracker models drops little compared with the baseline models without watermark. In non-i.i.d settings, the accuracy degradations are below 0.25%, which signifies that applying FedTracker does not significantly affect the model utility under non-i.i.d settings.

Robustness against fine-tuning attack under non-i.i.d settings: Similar to the fine-tuning implementation in Section VI-B4, we fine-tune the Client’s model with their own dataset. The difference is that in non-i.i.d settings, the Client’s own data of different classes is unbalanced. The experimental results are shown in Fig. 12.

From the left part of Fig. 12, the fine-tuning attack still cannot affect the fingerprints embedded into the Batch Normalization layers. The FSS rarely changes during the fine-tuning, which indicates the great robustness of our method. From the right part of Fig. 12, we see that fine-tuning has an impact on the global watermark and the impact becomes larger as the variability increases. When $\xi = 0.9$, the watermark accuracy drops to nearly 70%. And in the experiment of $\xi = 0.5, 0.7, 0.9$, the lowest watermark accuracy is nearly 60%. It may be ascribed to the unbalanced data of the Client. Since we simulate the scenario that the Client itself fine-tunes the model on its own dataset, training on the unbalanced dataset leads the model to another local optimum. However, from the experiments, the watermark accuracy above 60% is still enough for verification.

Robustness against Pruning Attack under Non-i.i.d Settings: We also implement two different categories of pruning attacks. One is to prune the parameters of all the layers except the Batch Normalization layers, the other is to prune the parameters of the Batch Normalization layers. The results are shown in Tables IX and X. When pruning the parameters except those of the BN layers, both the watermark accuracy and the testing accuracy drop as the pruning rate increases. However, the watermark in the model trained under the non-i.i.d settings is more fragile than the model trained under the i.i.d setting. The watermark accuracy drops to 52% when prunes 50% parameters. Although the 52% watermark accuracy can also verify the ownership, this
TABLE IX

| Distribution | Metric | Pruning rate |
|--------------|--------|--------------|
| i.i.d        | WM acc | 100.00 100.00 100.00 100.00 | 0.25 0.3 0.35 0.4 0.45 0.5 |
|              | Testing acc | 89.69 89.7 89.59 89.58 | 89.40 89.16 88.85 88.53 | 88.22 88.91 88.64 88.36 |
| \( \xi = 0.9 \) | WM acc | 100.00 100.00 100.00 100.00 | 99.00 99.00 99.00 99.00 | 99.00 99.00 99.00 99.00 |
|              | Testing acc | 85.46 85.38 85.37 85.63 | 85.66 85.88 85.63 85.17 | 84.34 84.28 84.22 84.22 |
| \( \xi = 0.7 \) | WM acc | 100.00 100.00 100.00 100.00 | 98.00 98.00 98.00 98.00 | 96.00 95.00 95.00 95.00 |
|              | Testing acc | 85.82 85.82 85.82 85.82 | 85.82 85.82 85.82 85.82 | 85.82 85.82 85.82 85.82 |
| \( \xi = 0.5 \) | WM acc | 84.00 84.00 84.00 84.00 | 81.00 81.00 81.00 81.00 | 77.00 77.00 77.00 77.00 |
|              | Testing acc | 83.69 83.69 83.69 83.69 | 83.69 83.69 83.69 83.69 | 83.69 83.69 83.69 83.69 |

phenomenon indicates that the non-i.i.d settings have an impact on the effectiveness to some extent.

From Table X, pruning the BN layers still cannot remove the watermark and fingerprint under non-i.i.d settings. Pruning BN layers significantly compromises the utility of the protected model. The testing accuracy drops more than 15% which means the model has lost its value. Since it satisfies case 2 in Section VI-B4, the attack should not be considered a successful attack.

Robustness against Overwriting Attack under Non-i.i.d Settings: We also conduct the overwriting attack on the models trained under non-i.i.d settings to evaluate if the non-i.i.d settings make the fingerprint fragile. The results are shown in Fig. 13. We still achieve 100% traceability rate which means FedTracker can still disclose the model leaker against overwriting attack. Moreover, in all four experiments, the decrease in FSS is almost the same. The median values of FSS are all reduced to around 0.7. This indicates that the robustness against the overwriting attack of the model trained under non-i.i.d settings does not change.

To sum up, under non-i.i.d settings, the fidelity and robustness of the FedTracker watermark and fingerprints are not significantly influenced. This proves that FedTracker is widely applicable to a variety of non-i.i.d scenarios.

D. Comparing FSS and Hamming Distance

In FedTracker, we propose to use the Fingerprint Similarity Score (FSS) to measure the similarity between different fingerprints. However, the existing watermarking scheme uses Hamming distance (HD) as a metric. In this section, we present a detailed comparison of FSS and HD.

Fig. 13. FSS evaluation against overwriting attack under non-i.i.d settings.
When verifying the ownership of the deep learning model which is trained by only one party, the model owner only needs to compare the watermark extracted from the suspicious model with one single watermark. In that case, HD is enough to measure the similarity. However, in FedTracker, we need to compare the local fingerprint with each Client’s fingerprint. HD rounds the value to an integer and thus loses some information. For example, the distance 0.7 and the distance 1.3 are both rounded to 1, making the two fingerprints indistinguishable.

The experimental results of using FSS and HD as the metric are shown in Table XI. From Table XI, we can find that in most cases, HD works as well as FSS. But in the cases that the VGG-16 trained with 20 Clients and ResNet-18 trained with 30 Clients, using HD fails to disclose the identity of the model leaker while using FSS is always effective. The results demonstrate that utilizing FSS can better discriminate different fingerprints.

### VII. Conclusion

In this paper, we propose FedTracker, the first FL model protection framework to simultaneously furnish ownership verification and traceability. Global watermark and local fingerprint mechanisms are utilized to verify the ownership of the FL model and trace the model back to the leaker respectively. We accordingly design a CL-based watermark embedding mechanism to improve fidelity and a novel metric named Fingerprint Similarity Score to measure the similarity of fingerprints. Evaluations of various tasks and settings show that FedTracker is effective in ownership verification, traceability, fidelity, and robustness.

| Model  | Metric | Number of Clients |
|--------|--------|-------------------|
|        |        | 10                |
| CNN-4  | FSS    | 100.0             |
|        | HD     | 100.0             |
| AlexNet | FSS    | 100.0             |
|        | HD     | 100.0             |
| VGG-16 | FSS    | 100.0             |
|        | HD     | 100.0             |
| ResNet-18 | FSS  | 100.0             |
|        | HD     | 100.0             |

Table XI: Traceability Rate (%) Using FSS and HD
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