Quantum transport theory for nanostructures with Rashba spin-orbital interaction
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We report on a general theory for analyzing quantum transport through devices in the metal-QD-metal configuration where QD is a quantum dot or the device-scattering region which contains Rashba spin-orbital and electron-electron interactions. The metal leads may or may not be ferromagnetic, and they are assumed to weakly couple to the QD region. Our theory is formulated by second quantizing the Rashba spin-orbital interaction in spectral space (instead of real space), and quantum transport is then analyzed within the Keldysh nonequilibrium Green’s function formalism. The Rashba interaction causes two main effects to the Hamiltonian: (i) it gives rise to an extra spin-dependent phase factor in the coupling matrix elements between the leads and the QD, and (ii) it gives rise to an interlevel spin-flip term, but forbids any intralevel spin flips. Our formalism provides a starting point for analyzing many quantum transport issues where spin-orbital effects are important. As an example, we investigate the transport properties of a Aharonov-Bohm ring in which a QD having a Rashba spin-orbital and electron-electron interactions is located in one arm of the ring. A substantial spin-polarized conductance or current emerges in this device due to the combined effect of a magnetic flux and the Rashba interaction. The direction and strength of the spin polarization are shown to be controllable by both the magnetic flux and a gate voltage.
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I. INTRODUCTION

The spin-orbit (SO) interaction in semiconductors has attracted great attention in recent years1–12 as it plays a very interesting role in the emerging field of semiconductor spintronics. SO interaction can couple the spin degree of freedom of an electron to its orbital motion and vice versa, thereby giving a useful handle for manipulating and controlling the electron spin by external electric fields or gate voltages. The SO is an intrinsic interaction having its origin in relativistic effects, but it is believed to be substantial in some semiconductors. More than ten years ago, Datta and Das theoretically analyzed the possibility of a spin transistor that worked due to the Rashba SO interaction that induced spin precessions in a semiconductor8 with ferromagnetic leads. More recently, Murakami et al.3 and Sinova et al.5 theoretically predicted that a substantial amount of dissipationless quantum spin current could be generated by a co-action of electric field and SO interaction.4–6 Shen et al. found a resonant-spin Hall conductance in a two-dimensional (2D) system with Rashba SO interaction under a perpendicular magnetic field.7 There are also many other works on related issues where SO interaction plays a central role,13–18 and this research direction is expanding by a very rapid pace due to its possible application to spintronics.

A semiconductor spintronic device is likely to be based on mesoscopic systems and nanostructures where electron-electron (e-e) interactions may be strong. Hence it is desirable to formulate a general quantum transport theory which can handle SO, e-e, and other interactions for systems in the metal-QD-metal configuration. Here the “QD” indicates a quantum dot or the device-scattering region where various interactions exist, while “metal” is the device lead which extends to electron reservoirs far away. The metal leads may or may not be ferromagnetic, but they are weakly coupled to the QD region. In almost all previous theoretical work, the SO interactions are represented by a real-space Hamiltonian in which e-e interactions and strong correlations are usually neglected. Indeed, it is rather difficult, if not impossible, to handle SO together with e-e correlations and other interactions in real space for transport problems. In contrast, the most powerful and general theoretical technique for quantum transport in mesoscopic and nanoscopic systems is the Keldysh nonequilibrium Green’s function (NEGF) formalism.19 NEGF can handle many-body correlations and other interactions in a unified fashion, and it is a well-established formalism.19 NEGF is typically formulated in momentum space or other spectral space for theoretical and numerical analysis. This means that all interactions need to be formulated in the spectral space. In other words, in order to conveniently apply NEGF theory, one needs to write the SO interactions in a spectral space with second quantization. To the best of our knowledge, we are not aware of a derivation of such a second quantized form for SO interaction.

It is the purpose of this paper to report a general quantum transport theory for metal-QD-metal devices with SO and e
-e interactions, based on the NEGF framework. We begin by presenting a pedagogical discussion of the general physics of SO interaction by quantizing the corresponding classical action, which gives a vivid physical picture of SO interaction. We then second quantize the real-space SO interaction Hamiltonian in a proper spectral space, so that it can be analyzed by NEGF for the quantum-transport properties of metal-QD-metal devices. Although the derivations are general, we specialize on a metal-QD-metal device where the QD is described by the Anderson model plus the Rashba SO interaction. The second quantized Hamiltonian can then be analyzed within NEGF and well-established many-body theoretical methods.20–23 To illustrate our formalism, we investigate the NEGF and well-established many-body theoretical methods.20–23 To illustrate our formalism, we investigate the quantum-transport properties of a Aharonov-Bohm ring, where a QD having Rashba SO and e-e interactions sits in one arm of the ring. We found that a substantial spin-polarized conductance or current emerges in this device when a magnetic flux passes through the ring. In particular, its spin-polarized direction and strength are controllable by both the magnetic flux and a gate voltage, hence the predictions are testable experimentally.

The paper is organized as follows. In the Sec. II we discuss the many-body Hamiltonian of a general metal-QD-metal device structure and present a pedagogical discussion of the SO interactions in real space. We then proceed, in Sec. III, to second quantize the Rashba SO interaction in spectral space, so that the entire device Hamiltonian can be second quantized. This process is divided into several subsections, and careful derivations and discussions are presented. A brief summary of the second-quantized Hamiltonian in spectral space is given in Sec. III F. In Sec. IV, we analyze the quantum-transport properties of a modified AB ring which contains a QD in one arm of the ring, and both Rashba SO and e-e interactions exist in the QD. Finally, Sec. V summarizes the results of our work.

II. HAMILTONIAN OF THE METAL-QD-METAL DEVICE

In this section we discuss the Hamiltonian of a general device structure in the metal-QD-metal device configuration. By presenting a very useful pedagogical discussion on the classical forces acting on moving charges and spins inside electrical and magnetic fields, we realize that the SO interaction originates from the force (torque) of the electrical field on the moving spin. This allows us to write the Hamiltonian for the SO interaction in real space $H_{so}(\mathbf{r})$ and in particular we derive the Rashba SO interaction. Of course, the derived $H_{so}(\mathbf{r})$ is the same as that from the Dirac equation but the pedagogical discussion gives a vivid physical picture of the SO interactions for quantum transport in solid-state devices. In fact, in the literature of relativistic quantum mechanics, such as the book of Bjorken and Drell,24 SO interaction has been discussed with the point of view of quantizing the classical force acting on the moving spin by the external electric field. We found such a pedagogical discussion in the context of solid-state electronics to be very useful.

The general device structure we consider is schematically shown in Fig. 1(a), where the scattering region (QD) is connected to the outside world by coupling to two ferromagnetic metal (FM) leads. The permanent magnetic moments of the leads are denoted by the vectors $\mathbf{M}_L$ where $\beta=L,R$ indicates the left and right leads. The QD is assumed to be weakly coupled to the leads due to the potential barriers at the two metal-QD junctions [Fig. 1(b)]. Inside the QD there are SO and e-e interactions, while these interactions are neglected in the leads. There may also be an external magnetic field $\mathbf{B}(\mathbf{r})$. For this device, the total many-body Hamiltonian can be written as

$$H(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_N) = \sum_i H_i(\mathbf{r}_i) + \sum_{i,j(i\neq j)} H_{ij}(\mathbf{r}_i, \mathbf{r}_j),$$

where the second term is the e-e interaction $H_{ij}(\mathbf{r}_i, \mathbf{r}_j)$ and the first term is from the single-particle Hamiltonian $H_i(\mathbf{r})$,

$$H_{ij}(\mathbf{r}_1, \mathbf{r}_2) = \frac{\hbar^2}{2m} \left( \frac{\mathbf{p}^2}{2m} + V(\mathbf{r}) + \hat{\sigma} \cdot \mathbf{M}(\mathbf{r}) + \hat{\sigma} \cdot \mathbf{B}(\mathbf{r}) + H_{so}(\mathbf{r}) \right).$$

$H_i$ contains the usual single-particle terms: the kinetic and potential energies, the interaction energy with the magnetic moment $\mathbf{M}$ in the ferromagnetic leads, and the Zeeman energy.25 The last term in Eq. (3) is the SO interaction $H_{so}$. Although the real-space form of $H_{so}$ is known26,27 from the Dirac equation, in the following we present a pedagogical discussion about it.

Transport in our device is about the motion of two entities—charge and spin, in two fields—electric and magnetic fields. Therefore there are a total of four actions due to the fields on the charge and spin: (i) the electric or Coulomb force on the charge; (ii) the Lorentz force on the moving charge; (iii) the magnetic force on the spin (Zeeman); and (iv) the electric force on the moving spin. Of these four actions, (i)—(iii) are well-known and familiar, but (iv) is much less so. Where does (iv) come from? It comes due to a purely relativistic effect.28 Consider a spin which produces a magnetic field in the space surrounding it; if this spin is moving, by a relativistic transform we obtain an electric field (in addition to the magnetic field). In other words, a moving spin produces an electric field. Conversely, if a spin is mov-
ing inside an external electric field, it will be subjected to an action (torque). In this sense, (iv) is the counterpart of the Lorentz force. It has been shown that a moving spin with velocity \( \mathbf{v} \) inside an electric field \( \mathbf{E} \) is subjected to a torque action with an interactive potential energy,\(^{16,19}\)

\[
\frac{e}{4m_e c^2} \sigma^* (\mathbf{v} \times \mathbf{E}),
\]

(4)

where \( m_e \) is the electron mass, \( c \) is the speed of light, and the electron spin is \( s=(\hbar/2)\sigma \). Of course, this is a classical expression.

To quantize the classical torque energy (4), we make the following replacements: electric field \( \mathbf{E} \rightarrow \nabla V(\mathbf{r})/e \) where \( V(\mathbf{r}) \) is the potential energy of the system, and the speed \( \mathbf{v} \rightarrow \mathbf{p}/m_e \) where \( \mathbf{p} \) is the momentum operator. The quantum-mechanical correspondence of expression (4) becomes

\[
\frac{\hbar}{8m_e c^2} (\hat{\sigma}^* \mathbf{p} \times \nabla V(\mathbf{r}) + \nabla V(\mathbf{r}) \cdot (\hat{\sigma}^* \mathbf{p})),
\]

(5)

where \( \hat{\sigma}(=\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z) \) is the vector of the Pauli matrix. Expression (5) is exactly the general form of the SO interaction Hamiltonian, usually derived from the Dirac equation in the low-speed limits.\(^{24}\) Therefore, the essence of the SO interaction is simply the action of an external electric field on a moving spin.

If the potential \( V(\mathbf{r}) \) has spherical symmetry, i.e., \( V(\mathbf{r}) = V(r) \), we have \( \nabla V(\mathbf{r}) = (\mathbf{r}/r)(d/dr)V(r) \). Then the general spin-orbit interaction of Eq. (5) reduces to the following familiar form:

\[
H_{so} = -\frac{1}{2m_e c^2} \frac{d}{dr} V(r) \hat{s} \cdot \mathbf{I},
\]

(6)

where the orbital angular momentum operator is \( \hat{\mathbf{I}}=\mathbf{r} \times \mathbf{p} \). In fact, Eq. (6) is the well-known Thomas SO coupling.

When our device is made of a two-dimensional electron gas (2DEG) in which the electrons are strongly confined in the \( y \) direction by a confining potential \( V(y) \), such that \( dV/dy \gg (dV/dx),(dV/dz) \), then \( \nabla V(\mathbf{r}) = (\hat{y})(dV/dy) \), and the electric field is almost along the \( y \) direction. Furthermore, if \( V(y) \) is asymmetric with respect to the reflection point \( y=0 \), then the matrix element \( \langle \Psi(y)|dV/dy|\Psi(y)\rangle \neq 0 \) where \( \Psi(y) \) are the basic bound states in the \( y \) direction. Under these conditions, the general SO interaction Eq. (5) reduces to the Rashba SO interaction form,\(^{26,27}\)

\[
H_{so} = \frac{\hat{y}}{2\hbar} \cdot [\alpha(\hat{\sigma}^* \mathbf{p}) + (\hat{\sigma}^* \mathbf{p})\alpha],
\]

(7)

where \( \alpha = \langle \Psi(y)|(dV/dy)\Psi(y)\rangle \) is the interaction coefficient.\(^{30}\) Note that an asymmetrical confining potential in the direction perpendicular to the 2DEG (the \( \hat{y} \) direction) is necessary, otherwise \( \alpha=0 \), and there would be no Rashba SO interaction. It is worth mentioning that the Rashba SO interaction strength \( \alpha \) can be tuned in an experiment by an external electric field or gate voltage, which has already been done in some recent experiments.\(^{31-34}\) Finally, if we consider other forms of the potential energy \( V(\mathbf{r}) \), we obtain other kinds of SO interactions, but the essence of the SO interaction is the interaction of the external electric field on the moving spins.

### III. SECOND QUANTIZATION OF THE DEVICE HAMILTONIAN

In this section we second quantize the device Hamiltonian (1). The focus is to derive the second quantization of the Rashba SO interaction in a spectral form.

#### A. Without SO interaction

The second-quantized form for the Hamiltonian (1) of the metal-QD-metal device with nonmagnetic leads (\( M=0 \), in zero magnetic field (\( B=0 \)), and without SO interaction (\( \alpha=0 \)) can be approximately written in the standard Anderson model,

\[
H = H_{QD} + \sum_{\beta=L,R} H_{\beta} + H_T
\]

(8)

where \( H_{QD} \) is the Hamiltonian for the QD region; \( H_{\beta} \) is for the leads and \( H_T \) is the coupling between the leads and the QD,

\[
H_{QD} = \sum_{n,s} \epsilon_n d_{n,s}^{\dagger} d_{n,s} + \sum_{n,s,m} U_{ns,m} \hat{n}_{ns} \hat{n}_{ms},
\]

(9)

\[
H_{\beta} = \sum_{k,s} \epsilon_{k\beta} a_{k\beta}^{\dagger} a_{k\beta},
\]

(10)

\[
H_T = \sum_{k\beta,n,s} [t_{k\beta,n} a_{k\beta}^{\dagger} d_{n,s} + H.c.].
\]

(11)

The quantity \( \hat{n}_{ns} = d_{ns}^{\dagger} d_{ns} \); \( s=\uparrow, \downarrow \) (or + and −) is the spin index, which also describes the spin states, with \( |s\rangle=(1,0)^T \) and \( (0,1)^T \) for the spin-up and spin-down states, respectively. \( n \) is quantum number for the eigenstates of the single-particle Hamiltonian \( H_k \) [Eq. (3)] in the isolated QD region with eigenenergy \( \epsilon_n = \langle n|H_k|n\rangle \); \( k \) is the quantum index for lead \( \beta \) with eigenenergy \( \epsilon_{k\beta} = \langle k\beta|H_k|k\beta\rangle \). \( H_k \) depends on the leads and the QD region. Quantity \( U_{n,s,m} = \langle n,s,ms'|e^2/2|r_1-r_2|^2|ms',ns\rangle \) is the matrix element for the two-body \( e-e \) interaction. Here the \( e-e \) interaction in the leads region has been neglected. Note that when \( M=B=0 \), \( H_k \) does not depend on the Pauli matrix \( \hat{\sigma} \); therefore \( \langle \hat{\sigma}, H_k \rangle = 0 \) and \( \epsilon_{n\uparrow}, \epsilon_{k\beta} \) and \( t_{k\beta,n} \) are all independent of the spin index \( s \).

Ferromagnetic leads \( M_\beta \neq 0 \) and \( H_k \) of Eq. (3) contain a term \( \hat{\sigma} \cdot \mathbf{M}_\beta \). Let us assume that \( \mathbf{M}_\beta \) has a constant value in each lead \( \beta \) although \( M_\beta \neq M_\beta \) in general. By calculating the matrix elements \( \langle k\beta s|\hat{\sigma} \cdot \mathbf{M}_\beta|k\beta s'\rangle = \delta_{ss'}(\delta_{k\beta} \mathbf{M}_\beta)_{s'\beta} \), the second quantization for this term can be easily obtained. \( H_{\beta} \) becomes

\[
H_{\beta} = \sum_{k,s} \epsilon_{k\beta} a_{k\beta}^{\dagger} a_{k\beta} + \sum_k (a_{k\beta}, a_{k\beta}) \hat{\sigma} \cdot \mathbf{M}_\beta (a_{k\beta}^{\dagger} a_{k\beta}).
\]

Due to the existence of \( \hat{\sigma} \cdot \mathbf{M}_\beta \), the state \( |k\beta s\rangle \) is usually not an eigenstate of isolated lead \( \beta \), and \( \langle a_{k\beta}^{\dagger} a_{k\beta} \rangle \) is not equal to...
In order to conveniently solve the transport problem, we diagonalize \( H_\beta \) above by a rotational unitary transformation. This is accomplished by setting

\[
\begin{pmatrix}
    a_{k\beta'} \\
    a_{k\beta''}
\end{pmatrix} = \begin{pmatrix}
    \cos \frac{\theta}\beta & e^{-i\phi}\sin \frac{\theta}\beta \\
    -\sin \frac{\theta}\beta & e^{i\phi}\cos \frac{\theta}\beta
\end{pmatrix} \begin{pmatrix}
    a_{k\beta} \\
    a_{k\beta}
\end{pmatrix},
\]

where \( \theta \) and \( \phi \) are the directional angles of the FM moment \( \mathbf{M}_\beta \). Under this rotational transformation, the total second-quantized Hamiltonian of the metal-QD-metal device becomes

\[
H_{\text{QD}} = \sum_{n,s} \epsilon_n d_n^\dagger d_n + \sum_{n,s,m',(n+s+m')} U_{n,m,m'} \hat{n}_n \hat{n}_{m'},
\]

\[
H_\beta = \sum_{k,s} (\epsilon_{k\beta} + sM_\beta) a_{k\beta}^\dagger a_{k\beta},
\]

\[
H_T = \sum_{k\beta,s} t_{k\beta,s} \left( \cos \frac{\theta}\beta a_{k\beta}^\dagger - s \sin \frac{\theta}\beta a_{k\beta}^\dagger \right)
\]

\[
\times e^{i\phi \phi_2^2} d_n + H.c.,
\]

(12)

where \( M_\beta = |\mathbf{M}_\beta|^2 \). This form of the Hamiltonian has been used before \(^{35}\) but two important comments need to be made: (i) In Hamiltonian (12), the states \( |k\beta s\rangle \) are eigenstates of \( H_\beta \) for isolated leads; hence in equilibrium \( \langle a_{k\beta}^\dagger a_{k\beta}\rangle = f_{\beta}(\epsilon_{k\beta}) \) with \( \epsilon_{k\beta} = \epsilon_{k\beta} + sM_\beta \). (ii) After the rotational transformation, the spin-up direction in the left FM lead, the QD, and the right FM lead are all different, although they are all aligned in their local \( \hat{z} \) directions. These local coordinate systems are shown in Fig. 2. In the QD, the spin-up direction is still in the original \( \hat{z} \) axis, but in the left and right FM leads, the spin-up direction (i.e., the local \( \hat{z} \) direction) is aligned with the FM moment \( \mathbf{M}_{LR} \) (see Fig. 2). Although this difference in spin-up alignment is not important when the QD bridging the leads has only a single connection (such as in Fig. 1), it is important if the QD region has double or more connections (such as in Fig. 5).

**B. Rashba SO interaction (I)**

In this section and Sec. III C, we second quantize the Rashba SO interaction, which is a major component of this paper. The Rashba SO interaction (7) can be split into two terms,

\[
\frac{\hbar}{2}\left[ [\alpha(x) \hat{\sigma} \times \mathbf{p} + (\hat{\sigma} \times \mathbf{p}) \alpha(x)] + \frac{1}{2\hbar} [\alpha(x) \hat{\sigma}_x p_x + \hat{\sigma}_x p_x \alpha(x)] - \frac{\alpha(x) \hat{\sigma}_y p_y}{\hbar}. \right] = H_{R1} + H_{R2}.
\]

For transport direction along the \( \hat{x} \) axis as shown in Fig. 1, these two terms have some essential differences. The first term \( H_{R1} \) gives rise to a spin precession,\(^8\) while the second term \( H_{R2} \) does not. In particular, \( H_{R1} \) includes a \( \delta \)-function factor at the metal-QD contacts \( (x=x_{LR}, \text{see Fig. 1}) \).\(^{36,37}\) For this reason it cannot be second quantized by simply calculating the matrix element \( \langle ns | H_\text{R} | ms \rangle \). To overcome this difficulty, one has to choose a new basis set in the QD. This will be accomplished in this section and the \( H_{R2} \) term will be studied in Sec. III C.

For clarity, the real-space single-particle Hamiltonian considered in this subsection is

\[
H_1^1(r) = \frac{p_x^2 + p_y^2}{2m} + V(r) + \hat{\sigma} \cdot \mathbf{M}(r) + H_{R1}.
\]

This is just Eq. (3), but with only the \( H_\text{R} \) part of the SO interactions. We make a unitary transformation with the following unitary matrix:

\[
u(x) = \begin{cases}
1 & x < x_L \\
\exp \left( -i \int_{x_L}^x \kappa_\phi(x) dx \right) & x_L < x < x_R \\
\exp \left( -i \int_{x_R}^x \kappa_\phi(x) dx \right) & x_R < x,
\end{cases}
\]

where \( \kappa_\phi(x) = \alpha(x) m'' / \hbar^2 \). Here \( \alpha(x) \) is permitted to have a dependence on the spatial coordinate \( x \) inside the QD, and it is zero outside \( (x_R < x \text{ or } x < x_L, \text{see Fig. 1}) \). Under this unitary transformation, the original basis functions in the QD region, \( |n\rangle = \varphi_n(r)(1,0)^T \) and \( |n\rangle = \varphi_n(r)(0,1)^T \), are transformed to

\[
|n\rangle' = u(x) |n\rangle = e^{-i\int_{x_L}^x \kappa_\phi(x) dx} \varphi_n(r)^{\dagger}
\]

(16)

\[
|n\rangle' = u(x) |n\rangle = e^{i\int_{x_R}^x \kappa_\phi(x) dx} \varphi_n(r)^{\dagger}
\]

(17)

These new basis functions are used to second quantize (14). After the unitary transformation, \( H_1^1 \) of Eq. (14) becomes

\[
H_1'' = u(x)^\dagger H_1^1 u(x) = \frac{p_x^2 + p_y^2}{2m} + V(r) - \frac{\hbar^2 \kappa_\phi(x)}{2m} + \hat{\sigma} \cdot \mathbf{M}'(r),
\]

(18)

where \( \mathbf{M}'_L = \mathbf{M}_L \) and \( |\mathbf{M}'_R| = |\mathbf{M}_R| \), but the directional angles of \( \mathbf{M}'_R \) are changed to \( (\theta_R, \phi_R = 2\phi_{so}) \) with \( \phi_{so} = \int_{x_L} x \kappa_\phi(x) dx \).

The essence of the above unitary transformation is the following.

(i) It is equivalent to choosing a space-dependent spin coordinate, as shown in Fig. 3(a), in which the spin-\( \hat{z} \) direc-
This is one of the main results of this paper. The Rashba interaction $H_{R1}$ gives rise to an extra spin-dependent phase factor $-s\phi_{so}$ in (20): it is $-\phi_{so}$ for $s=\uparrow$ and $+\phi_{so}$ for $s=\downarrow$. Note that the term with this phase factor satisfies the time-reversal invariance while $M_{B}=0$, i.e., $[T,H_{T}]=0$ where $T$ is the time-reversal operator.\(^{39}\) This is an expected property because the Rashba SO interaction in real space [Eq. (7)] does satisfy the time-reversal invariance (see the Appendix). We emphasize that the phase factor $-s\phi_{so}$ in Eq. (20) is fundamentally different from the phase factor caused by magnetic flux in systems such as the $AB$ ring; the latter is independent of spin $s$, and it destroys time-reversal symmetry.

For the special case where $k_{R}(x)=k_{R}=\text{const}$, i.e., independent of coordinate $x$ of the scattering region, we have $\phi_{so}=k_{R}\times(x_{R}-x_{L})$. Then, redefining $e^{-ik_{R}x}d_{ns}\rightarrow d_{ns}$, the Hamiltonian (20) can be rewritten in a symmetric manner,

$$H_{QD}=\sum_{n,s}e_{n}d_{ns}^{\dagger}d_{ns},$$

$$H_{R}=\sum_{k,s}(e_{k}+sM_{p})a_{k\beta}^{\dagger}a_{k\beta},$$

$$H_{T}=\sum_{k,n,s,\beta}i_{k\beta}^{n}(\cos \frac{\theta_{L}}{2}d_{kL}^{\dagger}-s\sin \frac{\theta_{L}}{2}d_{kL})e^{is\phi_{R}/2}d_{ns}$$

$$+i_{k\beta}^{n}(\cos \frac{\theta_{R}}{2}d_{kR}^{\dagger}-s\sin \frac{\theta_{R}}{2}d_{kR})e^{is\phi_{R}/2}e^{-is\phi_{so}}d_{ns}$$

$$+\text{H.c.}.$$  \hspace{1cm} (21)

\[ \text{(C. Rashba SO interaction (II))}\]

Now we second quantize the second term of the Rashba interaction [Eq. (13)], $H_{R2}=\hbar^{-1}\sum_{k}\left[\mathbf{A}_{k}\sigma_{y},\mathbf{P}_{k}\sigma_{y}\right]$, which can be accomplished by calculating the matrix elements $\langle mn|H_{R2}^{T}|nl\rangle=\langle ms|H_{R2}|ns\rangle$. If $s'=s$, this matrix element is exactly zero. Hence we only need to calculate the nondiagonal matrix elements, and they are

$$\langle m|H_{R2}^{T}|n\rangle = -\frac{\hbar k_{R}}{m} \int dr\ e^{-2ik_{R}f\varphi_{m}(r)}p_{x}\varphi_{n}(r) = t_{mn}^{so},$$

$$\langle n|H_{R2}^{T}|m\rangle = \frac{\hbar k_{R}}{m} \int dr e^{-2ik_{R}f\varphi_{n}(r)}p_{x}\varphi_{m}(r) = t_{mn}^{so},$$

$$\langle n|H_{R2}^{T}|l\rangle = \frac{\hbar k_{R}}{m} \int dr e^{-2ik_{R}f\varphi_{n}(r)}p_{x}\varphi_{l}(r) = -t_{mn}^{so},$$

$$\langle m|H_{R2}^{T}|l\rangle = -t_{mn}^{so}.$$  \hspace{1cm} (22)\hspace{1cm} (23)\hspace{1cm} (24)\hspace{1cm} (25)

Here (as well as below) we have assumed $k_{R}(x)$ [or $\alpha(x)$] to be independent of $x$, but even if $k_{R}(x)$ depends on $x$, all results are completely the same. With the above matrix ele-
ments [(22)–(25)], the second quantized form of $H_{R2}$ is
\[
H_{R2} = \sum_{m,n(m\neq n)} r_{mn}^{\alpha}[(d_{m}^\dagger d_{n}^\alpha - d_{n}^\dagger d_{m}^\alpha)] + H . c . ,
\]
which can be written in the more compact form,
\[
H_{R2} = \sum_{m,n} r_{mn}^{\alpha}d_{m}^\dagger d_{n}^\alpha + H . c . ,
\]
where it is important to realize that $r_{mn}^{\alpha} = -r_{mn}^{\beta}$. Equation (26) is another main result of this paper.

Some general characteristics of Eq. (26) are, in order.

(i) The property $r_{mn}^{\alpha} = -r_{mn}^{\beta}$ for the matrix elements originates from the time-reversal invariance of the original real-space Rashba Hamiltonian. Using this property, we can exactly prove that the second-quantized form of $H_{R2}$ [Eq. (26)] indeed satisfies the time-reversal invariance.\(^{39}\)

(ii) If $n=m$, we have $r_{mm}^{\alpha} = -r_{mm}^{\beta}$, hence $r_{mm}^{\alpha}$ must vanish. This means that the Rashba SO interaction cannot induce any intralevel spin flip, i.e., it cannot give rise to a transition $(n \uparrow) \rightarrow (n \downarrow)$ in which the level index $n$ is the same. Therefore, the SO interaction (26) is fundamentally different from that of an external magnetic field. A magnetic field can cause intralevel spin flip, provide a Zeeman energy that relieves spin degeneracy, and induce spin polarization in an isolated QD (see Sec. III E, below).

(iii) The Rashba SO interaction (26) can cause spin flips between different energy levels. This interlevel spin-flip coupling is similar to the intersubband mixing in real space, which has been studied in previous works.\(^{15}\) Despite the interlevel spin flips, the system is still at least twofold degenerate for any eigenstates, because $r_{mn}^{\alpha} = -r_{mn}^{\beta}$. This guarantees that at equilibrium an isolated QD has no spin polarization. In the Appendix, the general properties of Eq. (26) are further discussed.

(iv) In fact, because all spin-orbit couplings satisfy time-reversal invariance, the above properties and matrix elements $r_{mn}^{\alpha} = -r_{mn}^{\beta}$ must hold true in general. In this regard, we note that there exist papers where $r_{mn} = r_{nm}$ and intralevel spin flips are allowed; these effects cannot come from SO interactions, as sometimes claimed.

Let us estimate the value of $r_{mn}^{\alpha}$. Consider a square QD with linear size $W$. The eigenstates are $\varphi_n(r) = (2/W)^n \sin(n\pi x/W) \sin(n\pi z/W)$, hence $r_{mn}^{\alpha}$ can be easily calculated from Eq. (22). For parameters $W=100$ nm, $\alpha=3\times10^{11}$ eV m and $m'=0.036m_e$, the intradot level spacing $\Delta\varepsilon \approx \hbar^2\pi^2/2mW^2 \approx 1$ meV. This is to be compared with a rough estimate of $|r_{mn}| \sim \hbar^2/k_F/m' \approx \alpha/W \approx 0.3$ meV.

D. Electron-electron Coulomb interaction

In order to second quantize the Rashba SO interaction, we have introduced a unitary transformation defined by Eq. (15). Does this transformation affect the familiar second-quantized form of the $e-e$ interaction? Here we show it does not.

Starting from the two-body $e-e$ interaction in real space,
\[
H_j(r_1, r_2, \ldots r_N) = \sum_{i,j(i<\tau)} e^2 \frac{1}{|r_i - r_j|^2},
\]
we apply the unitary transformation, and the new Hamiltonian $H'_j$ is
\[
H'_j = \sum_{i,j(i<\tau)} u^\dagger(x_i) u(x_j) \frac{e^2}{2|\mathbf{r}_i - \mathbf{r}_j|^2} u(x_i) u(x_j) = \sum_{i,j(i<\tau)} e^2 \frac{1}{|r_i - r_j|^2}.
\]
This means $H'_j = H_j$, and the unitary transformation does not affect the form of the $e-e$ interaction. We therefore can directly write the second-quantized $e-e$ interaction in its familiar form,
\[
H_j = \sum_{ns,ns'} U_{ns,ns'} d_{n}^\dagger d_{n'}^\dagger d_{ms}^\dagger d_{ms'},
\]
where the matrix element $U_{ns,ns'}$ is
\[
U_{ns,ns'} = \left( \begin{array}{cc} e^2 & \frac{1}{2|\mathbf{r}_1 - \mathbf{r}_2|^2} \end{array} \right)_{ms,ns'}.
\]

E. External magnetic field

The unitary transformations [Eq. (15)] do affect the second-quantized form of the external magnetic fields $\hat{\sigma}\cdot\mathbf{B}$. Consider an arbitrary external magnetic field $\mathbf{B} = (B_x, B_y, B_z)$, where $B_{z/L}$ is projected in the $x/y/z$ direction.

First, we investigate the $z$-direction element $B_z$. Under the unitary transformation [Eq. (15)], the term $\hat{\sigma}_z B_z$ changes to
\[
\hat{u}^\dagger(x) \hat{\sigma}_z B_z \hat{u}(x) = e^{i\theta_k B_z} \hat{\sigma}_z B_z e^{-i\theta_k B_z} = \hat{\sigma}_z B_z,
\]
which means $\hat{\sigma}_z B_z$ does not change under the unitary transformation. Therefore its second-quantized form is still
\[
\sum_{ns} s B_z d_{ms}^\dagger d_{ms}.
\]

Second, we investigate the $x$-direction element $B_x$, i.e., the term $\hat{\sigma}_x B_x$ in the Hamiltonian. After the unitary transformation [Eq. (15)], $\hat{u}^\dagger(x) \hat{\sigma}_x B_x \hat{u}(x) \neq \hat{\sigma}_x B_x$, so that it is affected by the transformation. The matrix elements $\langle ms' | \hat{u}^\dagger(x) \hat{\sigma}_x B_x \hat{u}(x) | ns \rangle$ are found to be
\[
\langle m | \hat{u}^\dagger \hat{\sigma}_x B_x \hat{u} | n \rangle = \langle m | \hat{u}^\dagger \hat{\sigma}_x B_x \hat{u} | n \rangle = 0,
\]
\[
\langle m | \hat{u}^\dagger \hat{\sigma}_x B_x \hat{u} | n \rangle = \int d\mathbf{r} e^{-i2k_x r} \varphi_m(r) \varphi_n(r) B_x = r_{mn}^B B_x,
\]
\[
\langle n | \hat{u}^\dagger \hat{\sigma}_x B_x \hat{u} | m \rangle = r_{nm}^B B_x,
\]
\[
\langle n | \hat{u}^\dagger \hat{\sigma}_x B_x \hat{u} | m \rangle = \langle m | \hat{u}^\dagger \hat{\sigma}_x B_x \hat{u} | n \rangle = r_{mn}^B B_x.
\]
Hence, the second-quantized form of $\hat{\sigma}_x B_x$ is
\[
\sum_{m,n(n<\m)} B_x^{mn} d_{n}^\dagger d_{m}^\alpha + d_{m}^\dagger d_{n}^\alpha] + \sum_{n} B_x^{nm} d_{n}^\dagger d_{m}^\alpha + H . c . ,
\]
or it can be written in a more compact form,
The spin-flip coupling strength $t^B_{mn}$ versus the Rashba SO interaction $k_R L$. As $k_R L$ increases, more modes ($m$) are playing a role.

$$\sum_{m,n} \delta_{m1} B \epsilon^B m_d^i | d_n | + H . c . , \quad (33)$$

with $t^B_{mn} = t^B_{nm}$. Note that the form of Eq. (33) is very similar to the Rashba term $H_{R2}$, [Eq. (26)], but there exists an essential difference. Namely, for the magnetic field in the $x$ direction, $t^B_{mn} = t^B_{nm}$ in Eq. (33), while for the Rashba term, $t^B_{mn} = -t^B_{nm}$ in Eq. (26). We emphasize that this is an essential difference because of two reasons:

(i) The magnetic-field term destroys the time-reversal invariance, it provides a Zeeman energy that breaks the spin degeneracy of the energy levels, and it can induce a spin polarization in equilibrium. In contrast, the Rashba term $H_{R2}$ satisfies the time-reversal invariance and maintains the two degeneracies.

(ii) When $n=m$, $t^B_{nn}$ can be nonzero so that intralevel spin flips are possible. Furthermore, the $t^B_{nn}$ term is usually the largest term in the sum of Eq. (33), e.g., $t^B_{nn}$ at $k_B=0$. But for the Rashba interaction (26), $t^B_{nn}$ must vanish as discussed before, so that it cannot cause intralevel spin flip. We therefore comment that interactions of the following form, (which have been used in some previous literature):

$$td^i_1 d_1 + td^i_1 d_1$$

do not represent the SO interaction. Rather, they describe a magnetic field pointing to the $x$ direction.

In order to estimate the value of $t^B_{nn}$, we consider a rectangular QD with length $L$ and width $W$. $t^B_{nn}$ can be obtained as

$$t^B_{nn} = 2 \delta_{m,n} \int_0^1 dx e^{-2k_rad} \sin m \pi x \sin n \pi x .$$

Figure 4 plots the numerical results for $t^B_{nn}$ versus the parameter $k_R L$ that is obtained this way. As $k_R L$ increases, more $t^B_{nn}$ are in action. If the parameters $\alpha = 2 \times 10^{-11} \text{ eV m}$ and $L=100 \text{ nm}$, we have $k_R L = 1$ for $m' = 0.036 \omega_c$. For this $k_R L$ value, only $t^B_{11}$ and $t^B_{21}$ are significant.

Finally, the second quantization of the $B_{y}$ term is completely the same as that for the $x$ direction; hence, its second-quantized form is the same as Eq. (33).

**F. Brief summary**

Collecting all the pieces of second quantization which we have carried out in this section, for a device in the form of metal-QD-metal, where there exists Rashba SO and $e-e$ interactions in the QD, the metal leads are magnetic material, and there exists an external magnetic field $B$. Hamiltonian (1) becomes

$$H = H_{QD} + \sum_{\beta=L,R} H_{\beta} + H_T , \quad (34)$$

where

$$H_{QD} = \sum_{n,s} (\epsilon_n + sB_2 d^*_n d_n + \sum_{m,s'} U_{ns,m,s'} \delta_{n,m} \delta_{s,s'}),$$

$$+ \sum_{m,n} \left[ \epsilon_{mn} d^*_m | d_n | + B \epsilon^B_{mn} d^i_m | d_n | + H . c . \right] , \quad (35)$$

$$H_{\beta} = \sum_{k,s} (\epsilon_{k\beta} + sM_{\beta}) \delta_{k\beta} \delta_{k\beta}, \quad (36)$$

$$H_T = \sum_{k,n,m,\beta} \left[ t_{k,n} \left( \cos \frac{\theta_{k\beta}}{2} \delta_{k\beta} - \sin \frac{\theta_{k\beta}}{2} \delta_{k\beta} \right) \right] \times \epsilon^A_{\beta} x^B_{\beta} e^{-i \Phi x^A_{\beta} x^B_{\beta} + H . c .} , \quad (37)$$

where $\epsilon_{mn} = -\epsilon_{nm}$ and $t^B_{mn} = t^B_{nm}$. This Hamiltonian is the central result of this paper. The Rashba SO interaction causes two effects: (i) It gives rise to an extra phase factor $-ik_R x^A_{\beta}$ in the hopping matrix element between the leads and the QD. Note that this phase factor is dependent on the electronic spin $s$, and it is essentially different from the usual phase factor due to a magnetic flux which is independent of $s$. (ii) The Rashba SO interaction causes an interlevel spin-flip term with the strength $t^B_{mn}$, and it cannot cause intralevel spin flips. The time-reversal invariance is maintained by the SO interaction, which is essentially different from the effect of an external magnetic field.

**IV. EXAMPLE: TRANSPORT PROPERTIES OF AN AB RING WITH RASHBA SO INTERACTION**

As an example of applying the second quantized Hamiltonian Eqs. (34)–(37), we now investigate the quantum-transport properties of a modified AB ring (shown in Fig. 5). A QD sits on one arm of the ring and a Rashba SO interaction exists inside the QD. No Rashba interaction exists on the other arm of the ring. The ring is connected to the outside world by two normal metal leads. AB rings with an embedded QD have been studied in many previous works. Some interesting phenomena, such as, for example, Fano...
resonance, have been discovered in such a device. The effect of the Rashba interaction has not been studied so far, and we have found that it leads to interesting transport behavior. In particular, a substantial spin-polarized current or conductance is induced by a combined effect of the Rashba SO interaction and a magnetic flux \( \phi \) threading through the \( AB \) ring. The direction of the spin polarization and its strength are easily controllable by \( \phi \) or by a gate voltage.

The Hamiltonian of our \( AB \) ring (Fig. 5) can be written using various pieces of the general Hamiltonian [Eqs. (34)–(37)].

\[
H = \sum_{k,\beta(\beta'=L,R)} \epsilon_{k\beta} d_{k\beta}^\dagger d_{k\beta} + \sum_{s} \epsilon_{sd} d_{sd}^\dagger d_{sd} + U d_{s+}^\dagger d_{s+} + \sum_{k,s} t_{LR}[d_{kL}^\dagger a_{RL} + d_{kR}^\dagger a_{L} + \sum_{k,s} \{t_{LR}a_{L}^\dagger a_{R} + t_{RD}e^{-ik_{F}s}a_{L}^\dagger a_{R}^\dagger \} + \text{H. c.} \tag{38}
\]

As discussed previously, the physical meaning of each term is clear. The first term describes the normal metal leads; the second term is for the \( QD \) which has a single energy level with spin-index \( s \); the third term is the intradot \( e\text{-}e \) Coulomb interaction with a constant strength \( U \); the fourth term is for the arm of the ring without the \( QD \); and the fifth term is the coupling between the leads and the \( QD \). Due to the Rashba SO interaction, according to Eq. (37) there is a spin-dependent phase factor \( -i k_{F}s \) in the hopping matrix element \( t_{RD} \) on the fifth term. Since we only consider one level in the \( QD \), the interlevel spin-flip term of Eq. (35) does not appear here. This is equivalent to neglecting the intersubband mixing as in some previous works. We emphasize that both the \( e\text{-}e \) Coulomb interaction and the Rashba SO interaction are considered, which is different from previous studies of the Rashba SO interaction where \( e\text{-}e \) interaction was neglected. Indeed, our second-quantized Hamiltonian in the spectral space [Eqs. (34)–(37)] allows us to consider both effects together. Finally, the magnetic flux \( \Phi \) threading the \( AB \) ring gives rise to a familiar spin-independent phase factor \( e^{i2\pi \Phi/\Phi_0} \) in the matrix element \( t_{RD} \).

The quantum-transport problem described by Hamiltonian (38) can be solved by standard many-body techniques. In the following we calculate the charge current using the standard Keldysh nonequilibrium Green’s function method. Following Ref. 23, the charge current flowing from the left lead into the \( AB \) ring, contributed by spin-up or spin-down electrons, can be derived as

\[
I_s = \frac{e}{h} \int \frac{d\omega}{2\pi} \text{Re} \left[ t_{LR} G_{dds}^{<} + t_{LR} G_{LLd}^{<}(\omega) \right], \tag{39}
\]

where the Keldysh Green’s function \( G_{LLd}^{<}(\omega) \) is the Fourier transform of \( G_{LLd}(i\omega_n) \), and its definition is

\[
G_{\beta\beta',s}^{<}(i\omega_n) = \sum_{k'} a_{k'}^\dagger(i\omega_n) a_{k\beta}(i\omega_n),
\]

\[
G_{\beta\beta',is}^{<}(i\omega_n) = \sum_{k} d_{k}^\dagger(i\omega_n) a_{k\beta}(i\omega_n),
\]

To solve \( G^{<} \), we first calculate the retarded Green functions \( G^{r}_{G} \) using the Dyson equation,

\[
G^{r}_{G} = g_{G}^{r} + g_{r}^{r} \Sigma_{G}^{r} G_{r}^{r}, \tag{41}
\]

and the Green’s function \( G_{G}^{r} \) is a \( 3 \times 3 \) matrix defined as

\[
G_{G}^{r} = \begin{pmatrix}
G_{LLd}^{r} & G_{LRd}^{r} & G_{LRs}^{r} \\
G_{RLd}^{r} & G_{RRd}^{r} & G_{RLs}^{r} \\
G_{DRd}^{r} & G_{DRs}^{r} & G_{DSd}^{r}
\end{pmatrix}, \tag{42}
\]

In Eq. (41), \( g_{G}^{r} \) is the Green’s function of the system without coupling between the leads and the \( QD \) (i.e., when \( t_{LR}=t_{RD}=0 \)). It can be obtained exactly as

\[
g_{G}^{r}(\omega) = \begin{pmatrix}
-i\pi\rho & 0 & 0 \\
0 & -i\pi\rho & 0 \\
0 & 0 & \delta_{G}^{r}\delta(\omega)
\end{pmatrix}, \tag{43}
\]

where \( \delta_{G}^{r}(\omega) = (\omega - \epsilon_d - U + \mu)(\omega - \epsilon_d - U) \) and \( \delta_{G}^{r} \) is the intradot electron occupation number at state \( \bar{s} \). \( \rho \) in Eq. (43) is the density of state of the leads. The self-energy \( \Sigma_{G}^{r}(\omega) \) in Eq. (41) is

\[
\Sigma_{G}^{r}(\omega) = \begin{pmatrix}
t_{LR} & t_{LD} \\
t_{LR} & \tilde{t}_{Rd} \\
t_{LD} & \tilde{t}_{Rd}
\end{pmatrix}, \tag{44}
\]

where \( \tilde{t}_{Rd} = t_{RD} e^{-ik_{F}s} e^{i\phi} \). Using Eqs. (43) and (44), \( G_{G}^{r} \) can easily be obtained by solving Dyson’s Eq. (41) as

\[
G_{G}^{r} = (g_{G}^{r} - \Sigma_{G}^{r})^{-1}. \tag{45}
\]

After solving \( G_{G}^{r}(\omega) \), the Keldysh Green’s function \( G_{G}^{<}(\omega) \) can be obtained straightforwardly from the standard Keldysh equation,

\[
G_{G}^{<} = (1 + G_{G}^{r} \Sigma_{G}^{r})^{-1} \begin{pmatrix}
1 + \Sigma_{G}^{r} G_{r}^{r} + G_{r}^{r} \Sigma_{G}^{r} G_{r}^{r} \\
G_{r}^{r} G_{r}^{r} \Sigma_{G}^{r} G_{r}^{r} + G_{r}^{r} \Sigma_{G}^{r} G_{r}^{r} \\
G_{r}^{r} G_{r}^{r} \Sigma_{G}^{r} G_{r}^{r} + G_{r}^{r} \Sigma_{G}^{r} G_{r}^{r}
\end{pmatrix} G_{G}^{r}. \tag{46}
\]

For our present case, \( \Sigma_{G}^{r}=0 \) and \( g_{G}^{r} \) is diagonal, with \( g_{G}^{r}\epsilon_{-} a_{\rho}^\dagger a_{\rho} = 2 f_{\rho}(\omega) / \pi \rho(\beta=L,R) \) and \( g_{G}^{r}\epsilon_{-} a_{\rho}^\dagger a_{\rho} = 0 \), where \( f_{\rho}(\omega) = 1/[e^{\omega-\mu} + 1] \) is the Fermi distribution function in lead \( \beta \). As the last step, the intradot electron occupation number \( n_{G} \) needs to be solved self-consistently with the self-consistent equation

\[
n_{G} = -\int d\omega f_{\rho}(\omega) G_{G}^{<}(\omega). \tag{47}
\]

In the following we present the numerical results. Figure 6 shows the total linear conductance \( G = \Sigma_{s}(dI/dV) \) versus the intradot-level position \( \epsilon_{d} \) at zero magnetic flux (\( \phi=0 \)), but with different Rashba interaction strength \( k_{F}s \). When are in agreement with previous theoretical and experimental studies.

It is interesting to discover that this Fano resonance can be strongly affected by the Rashba SO interaction. While increasing the Rashba parameter \( k_{F}s \) from 0, the Fano resonance

\[
G_{d}(i\omega_n) = i(d_{k}^\dagger(i\omega_n) d_{k}(i\omega_n)). \tag{40}
\]
versus magnetic flux change vice versa. Numerically we found that one only needs to from its largest positive value to its largest negative value or vice versa. Other parameters are $t_{Ld}=t_{dL}=0.4$, $t_{LR}=0.1$, $\rho_L=\rho_R=1$, $k_B T=0.0001$, $U=5$, and $\phi=0$.

resonance is decreased, and it can completely disappear at $k_B L=\pi/2$ (dotted curve). While further increasing $k_B L$, the Fano resonance rises up again, but with an opposite Fano factor, for example, at $k_B L=\pi$ (dashed-dotted-dotted curve).

In order to understand these results, we investigate the interference term of total transmission probability, which is approximatively proportional to $\sim \Sigma \cos(\Delta \theta + s k_R L)$. Here $\Delta \theta$ is the phase difference of the transmission amplitude through the two arms, and it varies from 0 to $\pi/2$ and finally to $\pi$, as $\epsilon_d$ is moved from $-\infty$ to 0 and finally to $\infty$. This clearly shows that the total transmission probability is indeed having a Fano asymmetric-resonance shape when $k_B L=0$ or $\pi$. On the other hand, it is symmetric at $k_B L=\pi/2$ or $3\pi/2$. Hence, the Rashba SO interaction can alter the Fano resonance shape in substantial ways.

Next, in the three panels of Figs. 7 and 8, we plot conductance $G$, and spin polarization $\eta=(G_1-G_s)/(G_1+G_s)$ versus magnetic flux $\phi$ for three values of $\epsilon_d=1,0,-1$, respectively. These values of $\epsilon_d$ are near the right Coulomb peak of Fig. 6. In Fig. 7, the thick curves are for $G_1$, and the thin curves are for $G_s$. The solid, dashed, and dotted curves correspond to different values of the Rashba parameter $k_B L=0,\pi/4$, and $\pi/2$. Figures 7 and 8 clearly show that if either one of the two parameters ($\phi$ and $k_B L$) vanishes, the transport current has no spin polarization, so that $\eta=0$ and $G_1=G_s$. However, when both parameters are nonzero, a substantial spin-polarized conductance is found and $\eta$ can be as large as 90% for the given set of system parameters [Figs. 8(a) and 8(c)].

Importantly, in the present device the directions of spin polarization and its strength ($\eta$) are easily controllable by varying system parameters, which are experimentally accessible. (i) By varying the magnetic flux $\phi$: when $\phi$ is tuned from $-\pi/2$ to $\pi/2$ (or from $\pi/2$ to $3\pi/2$), the polarization $\eta$ strongly varies from a large positive value to a negative value or vice versa. (ii) By varying the intradot level $\epsilon_d$ using a gate voltage: when $\epsilon_d$ is moved from one side to another side of a Coulomb peak, the polarization $\eta$ can be tuned from its largest positive value to its largest negative value or vice versa. Numerically we found that one only needs to change $\epsilon_d$ by a small amount to see the polarization change, namely, a few half widths $\Gamma$ of the Coulomb peak. (The parameters used in Figs. 7 and 8 correspond to $\Gamma=2\pi |t_{RL}|^2=1$). This means that in an experiment one only

FIG. 6. (Color online) Conductance $G$ versus the intradot level $\epsilon_d$ for $k_B L=0$ (the black solid curve), $\pi/4$ (the red dashed curve), $\pi/2$ (the magenta dotted curve), $3\pi/4$ (the blue dashed-dotted curve), and $\pi$ (the purple dashed-dotted-dotted curve), respectively. Other parameters are $t_{Ld}=t_{dL}=0.4$, $t_{LR}=0.1$, $\rho_L=\rho_R=1$, $k_B T=0.0001$, $U=5$, and $\phi=0$.

FIG. 7. (Color online) Conductance $G_1$ and $G_s$ versus magnetic flux $\phi$ for several intradot levels: (a) $\epsilon_d=1$; (b) $\epsilon_d=0$; and (c) $\epsilon_d=-1$. The solid, dashed, and dotted curves correspond to $k_B L=0, \pi/4$, and $\pi/2$, respectively. The thick curves are $G_1$ and the thin curves are $G_s$. The other parameters are the same as those of Fig. 6.

FIG. 8. (Color online) Spin polarization $\eta$ versus magnetic flux $\phi$ for $k_B L=0$ (dashed curve), $\pi/4$ (solid curves), and $\pi/2$ (dotted curve), respectively. The other parameters are the same as those of Fig. 6.
needs to slightly vary the gate voltage to change \( \eta \) from 1 to 
-1 or vice versa. Furthermore, we note that when polarization \( \eta \) reaches its largest value, the conductance itself is still large, e.g., \( G_1 \) or \( G_2 \) can exceed over 0.8e^2/h [see Fig. 7(a)].

Finally, we estimate if the parameter \( k_R L \) can reach a value of \( \pi/2 \) in the present experimental technology, the above theoretical predictions can be observed experimentally. Assuming the Rashba SO interaction strength \( \alpha \approx 3 \times 10^{-11} \text{ eV nm} \), which is the reported value for some semiconductors,13,32,33 \( k_R = m^* \alpha/\hbar^2 = 0.015 \text{ nm} \) for \( m^* = 0.036m_e \). Then, if the length of the QD is the typical value 100 nm, \( k_R L = 1.5 \). Therefore we conclude that \( k_R L \) can reach a value \( \sim \pi/2 \) or larger experimentally.

V. CONCLUSION

In this paper we have derived a second-quantized Hamiltonian in spectral space for a general device structure of metal-QD-metal configuration, including the spin-orbital and \( e-e \) interactions. In other words, we extended the standard Anderson Hamiltonian to the case in which the central device region has a (Rashba) spin-orbital interaction. We discovered that the Rashba SO interaction causes two changes: (i) It gives rise to an extra spin-dependent phase factor \(-\phi_{k_R} e^{i\phi_{k_R}}\) in the coupling matrix elements between the leads and the quantum dot. (ii) The Rashba SO interaction causes an interlevel spin-flip term with strength \( \phi_{k_R} = -\phi_{k_R} \) and it cannot cause any intralevel spin flips.

The spectral form of the Hamiltonian is very important as it allows the analysis of many complicated quantum-transport problems involving SO and \( e-e \) interactions, by using the well-established many-body Green’s function theoretical techniques such as the Keldysh nonequilibrium Green’s function formalism. On the other hand, it would be much more difficult to carry out similar investigations using a real-space Hamiltonian, especially if \( e-e \) interactions are present.

As an example, we investigated the quantum-transport properties of a \( AB \) ring in which a QD having Rashba SO and \( e-e \) interactions is embedded in one arm of the ring. A substantial spin-polarized current or conductance emerges in this device due to the combined effect of a magnetic flux and the Rashba SO interaction. In particular, the direction of the spin polarization and the strength \( \eta \) can be easily controlled by a number of experimentally accessible parameters.
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APPENDIX

In this Appendix, we collect some general properties of the spin-orbit coupling. Although these properties should be well-known,13 we believe it is useful to put them in a form that is easily accessible. In addition, these properties hold for all spin-orbit interactions, including the Rashba SO interaction.

(i) The SO interaction Hamiltonian \( H_{so} \) [Eq. (5)], satisfies the time-reversal invariance. In other words, \( H_{so} \) commutes with the time-reversal operator \( T = -i\sigma_y K \) (where \( K \) is the complex-conjugation operator). Indeed, using the Hamiltonian \( H_{so} \) of Eq. (5), it is easy to prove \( [T, H_{so}] = 0 \).

(ii) When a system has spin-orbit coupling, each eigenenergy level is still at least twofold degenerate, i.e., the so-called Kramer’s degeneracy exists. Briefly this can be proved as follows. We start from the Hamiltonian \( H \) of Eq. (3) but, setting \( \mathbf{B} = \mathbf{M}(r) = 0 \) in (3), we assume \( \varphi_n(r_1, r_2, \ldots r_N) \) is an eigenstate of \( H \), so that \( H\varphi_n = E_n\varphi_n \). Since \( H \) is time-reversal invariant \( (TH = HT) \), we have \( HT\varphi_n = TH\varphi_n = E_n T\varphi_n \). Hence, state \( T\varphi_n \) is also an eigenstate with the same eigenenergy \( E_n \) as that of the state \( \varphi_n \). Furthermore, one has \( \langle \varphi_n | T \varphi_n \rangle = \langle \varphi_n | T \varphi_n \rangle = \langle T\varphi_n | T \varphi_n \rangle = \langle \varphi_n | T \varphi_n \rangle = 0 \). This means state \( T\varphi_n \) is orthogonal to \( \varphi_n \). Therefore, although spin is no longer a good quantum number when the SO interaction exists, the system is still at least twofold degenerate for any of its eigenstates.

(iii) At equilibrium, a spin-orbit coupling cannot induce a spontaneous spin polarization. We prove this as follows. Since the system is in equilibrium, the twofold degenerate eigenstates \( \varphi_n \) and \( T\varphi_n \) have the same occupation probability \( p(E_n) \). Then, the average of spin polarization in an arbitrary direction \( \hat{n} \) can be calculated as

\[
\langle \hat{s}_n \rangle = \sum_n p(E_n) [\langle \varphi_n | \hat{s}_n | \varphi_n \rangle + \langle T\varphi_n | \hat{s}_n | T\varphi_n \rangle] = \sum_n p(E_n) [\langle \varphi_n | \hat{s}_n | \varphi_n \rangle + \langle T\varphi_n | -T\hat{s}_n | \varphi_n \rangle] = \sum_n p(E_n) [\langle \varphi_n | \hat{s}_n | \varphi_n \rangle - \langle \varphi_n | \hat{s}_n | \varphi_n \rangle] = 0.
\]

Therefore, at equilibrium no spin-orbit coupling can induce a spontaneous spin polarization in any direction.
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