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Abstract—Key information extraction from document images is of paramount importance in office automation. Conventional template matching based approaches fail to generalize well to document images of unseen templates, and are not robust against text recognition errors. In this paper, we propose an end-to-end Spatial Dual-Modality Graph Reasoning method (SDMG-R) to extract key information from unstructured document images. We model document images as dual-modality graphs, nodes of which encode both the visual and textual features of detected text regions, and edges of which represent the spatial relations between neighboring text regions. The key information extraction is solved by iteratively propagating messages along graph edges and reasoning the categories of graph nodes. In order to roundly evaluate our proposed method as well as boost the future research, we release a new dataset named WildReceipt, which is collected and annotated tailored for the evaluation of key information extraction from document images of unseen templates in the wild. It contains 25 key information categories, a total of about 69000 text boxes, and is about 2 times larger than the existing public datasets. Extensive experiments validate that all information including visual features, textual features and spatial relations can benefit key information extraction. It has been shown that SDMG-R can effectively extract key information from document images of unseen templates, and obtain new state-of-the-art results on the recent popular benchmark SROIE and our WildReceipt. Our code and dataset will be publicly released.
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I. INTRODUCTION

Extracting key information from unstructured document images, such as historical documents, receipts, orders and credit notes, plays an important role in office automation including efficient archiving, compliance checking and so on. Conventional approaches [1], [2], [3], [4] maintain a set of templates, each of which consists of key words and their layouts. Although they can usually accurately extract key information from documents, they are not robust against the partial text recognition errors, which usually occurs. To make matters worse, they cannot generalize to documents from unseen templates, which prohibits them from being used in many real application scenarios.

In this paper, we target at key information extraction with a more challenging setting, where training set and test set have different templates. CloudScan [5] modeled the key information extraction as Named Entity Recognition problem via concatenating texts as strings, which are classified as predefined categories such as order ID, invoice number and so on (see Figure 1 (a)). Although it can generalize to samples of unseen templates, it degrades greatly when lines are not aligned properly due to non-front image captures. Moreover, it makes full use of pre-context and after-context only in the concatenated strings but not neighboring text regions which are not in the same line. We believe that a robust key information extraction approach should be robust against image views, and utilize all context in the spatial neighborhood but not the same horizontal line only.

To this end, we propose an end-to-end Spatial Dual-Modality Graph Reasoning (SDMG-R) approach for key information extraction. We model the unstructured document images as spatial dual-modality graphs with graph nodes as detected text boxes and graph edges as the spatial relations between these nodes (see Figure 1(b)). Each node is associated with the textual and visual features which are learned via a recurrent neural network (RNN) and convolutional neural network (CNN) automatically. Features of graph nodes are propagated iteratively along graph edges before classifying

Fig. 1. Illustration of Named Entity Recognition (NER) and our proposed Spatial Dual-Modality Graph Reasoning (SDMG-R). NER models the relations between two text regions at the same horizontal line while our SDMG-R between all text regions in the spatial neighborhood. Moreover, NER use textual features only while SDMG-R both visual features extracted from image regions and textual ones extracted from texts.
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into pre-defined key information categories. In this way, SDMG-R makes full use of spatial relations between detected text regions, and their dual modality features. It is independent of document templates, and thus naturally has the potential to extract key information from document images of unseen templates.

Most of previous key information extraction approaches are evaluated on private data only due to the lack of public datasets. Recently, a few datasets such as IEHHR [6], SROIE [7], which target at key information extraction, have been emerging. However, their training and test set share many templates, and thus they are unsuited to evaluate the generalization ability of key information extraction methods. To this end, we build a new key information extraction benchmark dubbed WildReceipt. It consists of 25 key information categories, totally about 50000 text boxes, which is about 2 times larger than SROIE. The key information categories in WildReceipt are fine-grained. e.g., they contain “Subtotal value”, “Total value” and “Tax value” categories, all of which are money amount, and it is difficult to distinguish with each other without context. Different from previous scanned images as in SROIE, receipt images in WildReceipt are captured in the wild, most of them are from non-front views and with folds. Therefore, it is more challenging and realistic than previous ones.

We extensively evaluate our proposed SDMG-R on SROIE and WildReceipt. It has been shown that the proposed approach outperforms previous methods with impressive margins. We investigate the factors of the effectiveness of the proposed approach, and find that both the spatial relations and the dual modality features benefit the key information extraction.

The contributions of this paper are as follows:

- We propose an effective spatial dual-modality graph reasoning network (dubbed SDMG-R) for key information extraction. To the best of our knowledge, our SDMG-R is the first key information extraction approach which jointly reasons key information categories on textual and visual features of text boxes and their 2-dimensional spatial relationships.
- We annotate a new benchmark, named WildReceipt, to facilitate the future research of key information extraction, which is fine-grained, and 2 times bigger than its competitors. It targets at evaluating key information extraction from document images of unseen templates captured in the wild, which is not explored in previous datasets.
- We validate the effectiveness of the proposed SDMG-R on two benchmarks, i.e., SROIE and WildReceipt. Our proposed approach outperforms state-of-the-art approaches with impressive margins.

### II. RELATED WORK

**Dataset.** Key information extraction has been attracting a large number of researchers from computer vision and multi-modal field. However, most of them conducted experiments on private datasets. Intellix [1] was trained on 8000 and tested on 4000 scanned documents with 10 annotated semantic categories. CloudScan [5] conducted experiments on 326,471 scanned UBL invoices. Later, CUTIE annotated 4,484 Spanish receipt documents captured in the wild including taxi receipts, Meals Entertainment (ME) receipts, and hotel receipts, with 9 different key information classes. However, all the aforementioned datasets are unavailable publicly. Recently, SROIE [7] consisting of 600 scanned receipts from ICDAR 2019 Robust Reading Challenge is released with 4 categories. Namely, store name, store address, date and total price. Its training set and its corresponding ground truth are publicly available. However, the test set ground truth is not released. We annotate its test set for evaluating key information extraction approaches on it in our experiments. Our WildReceipt targets at facilitating the key information extraction research and will be publicly released. It is about 2 times and 5 times bigger than SROIE in terms of the total image number and the key information category number respectively. Different from previous datasets which contain value categories only, WildReceipt contains both key and value categories such as “Total key” category (e.g., “Total:” and “Total”) and “Total value” category (e.g., “$10.5” and “$20”). We empirically find that key category classification during training can boost the classification performance of value categories. Our WildReceipt contains fine-grained categories such as “Total value”, “Subtotal value”, and “Tax value”, all of which represent money amount. Moreover, it is captured in the wild, which is more challenging and wider applicable. The detailed comparison between the key information extraction datasets is conducted in Table I.

### Key information extraction.

Conventional approaches [1, 2, 3, 8] utilized template matching or rule based strategies, and thus performed poorly on documents of unseen templates. Later, CloudScan [5] modeled the key information extraction problem as NER [9, 10, 11, 12], and concatenated the entire invoice texts as one dimensional sequences without utilizing the two-dimensional spatial layout information. Character grid [13] encoded each document page as a two-dimensional grid of characters to conduct semantic segmentation. It utilized two-dimensional spatial layout information with small neighborhood only, and could not make fully use of nonlocal spatial relations between text regions with long distances due to limited effective receptive filed of convolution neural networks [14]. Recently, VRD [15] learned graph embedding to summarize the two-dimensional context of text segments in the document, which were further combined with text
embedding for entity extraction from visually rich documents. Our proposed SDMG-R models documents as fully-connected graphs with text regions as nodes and two-dimensional spatial relations as edges. Different from VRD, SDMG-R learns both visual features and textual features of text regions, which leads to robustness against text recognition errors. Detailed comparison between recent approaches with our SDMG-R is given in Table II.

**Graph neural networks.** Recently, integrating graphs with deep neural networks is an emerging topic in deep learning research. A considerable amount of models have arisen for reasoning on graph-structured data at various tasks, such as classification of graphs [16, 17, 18], classification of nodes of graphs [19, 20], and modeling multi-agent interacting physical systems [19, 21, 22]. Graph neural networks have been widely used in many application such as human action recognition [23, 24], social relationship understanding [25], object parsing [26], multi-label image recognition [27], visual question answer [28], and fashion retrieval [29]. These work create graphs via modeling the relations between image objects or regions. In contrast, we explore the use of graph to express spatial relations between detected text boxes which are encoded by visual-textual features, and apply it to the field of key information extraction. For each detected text box, it can automatically mine the useful layout structure in its neighborhood.

**Multi-modality fusion.** Our work is also related to multi-modality fusion methods [30, 31, 32, 33]. Most of them targets at visual question answering, visual grounding and visual relationship detection. We are the first to investigate visual and textual modality fusion for key information extraction.

### III. APPROACH

**TABLE II**

| Methods  | 1d context | 2d context | Nonlocal context | Visual features |
|----------|------------|------------|-----------------|----------------|
| CloudScan | ✓          | ✓          | ✓               | ✓              |
| Chargrid  | ✓          | ✓          | ✓               | ✓              |
| VRD       | ✓          | ✓          | ✓               | ✓              |
| SDMG-R    | ✓          | ✓          | ✓               | ✓              |

Given one document image $I$ of size $H \times W$, together with detected text regions $\{r_i\}$, where $r_i = \langle x_i, y_i, h_i, w_i, s_i \rangle$ with $(x_i, y_i)$, $h_i$, $w_i$, and $s_i$ being the top-left corner coordinate, the height, the width, and the recognized text string of $r_i$ respectively, the key information extraction aims at classifying each detected text region $r_i$ into one of a predefined category set $Y$. We model the key information extraction as the graph node classification problem via jointly making full use of dual modality features. Namely, visual features and textual ones. Our proposed spatial dual-modality graph reasoning model consists of the dual-modality fusion module, the graph reasoning module and the classification module. Figure 2 shows its overall architecture.

**A. Dual-Modality Fusion Module**

Given one image with the text regions $\{r_i\}$, we learn a feature vector $n_i \in \mathcal{R}^{D_n}$ to represent each text region $r_i$ via the dual-modality fusion module. The dual-modality fusion module is designed to effectively learn and compose the visual features and textual ones. We extract the visual feature $v_i \in \mathcal{R}^{D_v}$ for $r_i$ by RoI Pooling [34] with its rectangle $(x_i, y_i, h_i, w_i)$ on the output feature maps of the last layer of one CNN feature extractor. In our experiments, we use U-Net [35] to instantiate the CNN feature extractor. Besides, we extract the textual feature for $r_i$ by designing a char-level Bi-LSTM [12]. Specifically, we first represent each char in $s_i$...
as a one-hot vector $e^l_i \in \mathbb{R}^{D_v}$ with dimension $D_v$ being the cardinality of the char dictionary. $e^l_i$ is then projected into a lower dimensional space and finally sequentially fed into the Bi-LSTM module to obtain the textual representation $t_i \in D^t$ for the text region $r_i$. Formally, we have

$$t_i = \text{Bi-LSTM}(W_se^l_i),$$

(1)

where $W_s \in \mathbb{R}^{D_x \times D_v}$ is the projection matrix of textual one-hot vectors. We fuse the visual features and textual features via modeling the interactions between all possible visual and textual feature dimensional pairs, which are easily obtained with Kronecker product as follows:

$$n_i = \mathbf{P}(t_i \otimes v_i),$$

(2)

$\otimes$ is the Kronecker product operation. $\mathbf{P} \in \mathbb{R}^{D_x \times (D_v \times D_t)}$ is one learnable linear transformation and $n_i \in \mathbb{R}^{D_n}$ is the fused feature. For simplicity, we ignore the bias term in our paper. The number of learnable parameters in Equation (2) grows linearly with the dimension of the visual features, that of the textual ones, and that of the fused representations, which results in heavy memory and computation overheads. To reduce the memory and computation complexity, we first reformulate Equation (2) into tensor form:

$$n_i = T \times_1 t_i \times_2 v_i,$$

(3)

where $T \in \mathbb{R}^{D_x \times D_v \times D_n}$ is one tensor via reshaping $\mathbf{P}$ in Equation (2), and $\times$ is the node-$j$ product. $x^T$ indicates the transpose of $x$. We then introduce the block tensor decomposition [86],[33] to decompose $T$ as follows:

$$T = C_b \times_1 P_t \times_2 P_v \times_3 P_n,$$

(4)

where $C_b \in \mathbb{R}^{D^t_t \times D^v_v \times D^r_r}$ is the block-diagonal core tensor with $R$ being the block number and $D^t_t \times D^v_v \times D^r_r$ being the block size, $P_t \in \mathbb{R}^{D^t_t \times D^t_t}$, $P_v \in \mathbb{R}^{D^v_v \times D^v_v}$ and $P_n \in \mathbb{R}^{D^r_r \times D^r_r}$. Usually, we set $D_t \gg D^t_t$, $D^v_v \gg D^v_v$, $D^r_r \gg D^r_r$, and $R$ to one small constant. Thus, the parameter number decomposed tensor in Equation (4) is greatly smaller than that of original tensor in Equation (3), i.e., $R(D^t_t \times D^v_v \times D^r_r) + D^t_t D^v_v D^r_r + D^t_t D^r_r + D^v_v D^r_r \ll D^t_t D^v_v D^r_r$ as shown in our experiments.

We also implement alternative fusion schemes in our experiments for comparison.

**LinearSum.** The visual features $x_v$ and textual features $x_t$ are linearly projected into one common space $\mathbb{R}^{D_n}$ via one three-layer MLP, and then element-wise added as the fused representation of $n_i$.

**ConcatMLP.** The visual features $x_v$ and textual features $x_t$ are concatenated, followed by one three-layer MLP.

**B. Graph Reasoning Module**

We model the document images as graphs $G = (\mathcal{N}, \mathcal{E})$, where $\mathcal{N} = \{n_i\}$ with $n_i$ being the feature vector of the text node $r_i$, and $\mathcal{E} = \{e_{ij}\}$ with $e_{ij}$ being the edge weight between the node $r_i$ and the node $r_j$.

We encode the spatial relation $e_{ij} \in \mathcal{R}$ between $r_i$ and $r_j$ via one dynamic attention mechanism. We first define the spatial relation between node $r_i$ and $r_j$ as follows:

$$\Delta x_{ij} = x_j - x_i,$$

(5)

$$\Delta y_{ij} = y_j - y_i,$$

(6)

$$r^p_{ij} = \frac{\Delta x_{ij}}{d} \parallel \frac{\Delta y_{ij}}{d},$$

(7)

$$r^s_{ij} = \frac{w_l}{h_l} \parallel \frac{h_j}{h_i} \parallel \frac{w_j}{h_i},$$

(8)

$$r_{ij} = r^p_{ij} \parallel r^s_{ij},$$

(9)

where $\Delta x_{ij}$ and $\Delta y_{ij}$ are the horizontal distance and the vertical one between the two text boxes $r_i$ and $r_j$ respectively. $d$ is one normalization constant, and $\parallel$ is the concatenation operation. The spatial position relation between two text boxes plays a critical role in key information extraction. $r^p_{ij}$ encodes the relative spatial position distance between node $r_i$ and $r_j$. The first term and latter two ones in Equation (8) encode the aspect ratio of $r_i$ and relative shape information respectively.

Inspired by [37], we embed the spatial information between text boxes into the edge weight $e_{ij} \in \mathcal{E}$ as follows:

$$e_{ij} = N_l(\mathbf{E}r_{ij}),$$

(10)

$$e_{ij} = n_i \parallel e^l_{ij} \parallel n_j,$$

(11)

$$e_{ij} = M(e_{ij}),$$

(12)

where $\mathbf{E} \in \mathbb{R}^{D_v \times 5}$ is one linear transformation which embeds the spatial relation information $r_{ij}$ into a $D_v$-dimensional representation. $N_l$ is the $l_2$ normalization operation, which is introduced to stabilize the training procedure. $e_{ij} \in \mathbb{R}^{(D_v + 2 \times D_n)}$ is the concatenated representations of $n_i$, $n_j$ and the normalized spatial relation embedding. $M$ is one MLP which transforms $e_{ij}$ into the scalar $e_{ij}$.

**Graph reasoning.** We iteratively refine the features $\{n_i\}$ of the proposed spatial dual-modality graph $L$ times as follows:

$$n^{l+1}_i = n^l_i + \sigma(\mathbf{W}^l(\sum_{j \neq i} \alpha^l_{ij} e_{ij}^l)), $$

(13)

where $n^l_i \in \mathbb{R}^{D_n}$ indicates the feature of the $i^{th}$ graph node at time step $l$. $\alpha^l_{ij}$ is the normalized graph edge weight at time step $l$. $\mathbf{W}^l \in \mathbb{R}^{D_n \times (D_v + 2 \times D_n)}$ is a linear transformation at time step $l$. $e_{ij}^l$ is the concatenated representation of $n_i^l$, $n_j^l$ and the normalized spatial relation embedding at time step $l$ as described in Equation (11). $\sigma$ is the ReLU nonlinear activation. $\alpha^l_{ij}$ is the learnable normalized edge weight between node $i$ and $j$ at time step $l$. It is given by

$$\alpha^l_{ij} = \frac{\exp(e_{ij}^l)}{\sum_{k \neq i} \exp(e_{ik}^l)},$$

(14)

From Equation (14), the edge weights of the proposed graph $G$ change dynamically during reasoning from one iteration to another.

**C. Loss**

The final output $n^L$ of the iterative reasoning module is fed to the classification module to classify each text region.
Fig. 3. Annotations and samples of WildReceipt. The left shows the annotated text bounding boxes (red) with their corresponding key information categories (blue); The right shows one receipt sample with folds, and one non-front sample in WildReceipt (best viewed in color).

into one of key information categories. Formally, our loss is defined as

$$\text{Loss} = \sum_i \text{CE}(n^i, y_i)$$  \hspace{1cm} (15)$$

where $y_i \in \mathcal{Y}$ is the key information category ground truth.

IV. WILDRECEIPT

A. Data Collection

We selected receipts to benchmark key information extraction as SROIE [7] due to the following reasons: (1) receipts are anonymous, and suitable for public release without private information leak; (2) receipts are of varied templates since different companies usually have different templates. Thus, it is suitable for evaluating key information extraction from document images of unseen templates; (3) receipts are widely available and easy to collect; (4) extracting key information from receipts have many applications such as bookkeeping, and reimbursement.

We collected and annotated WildReceipt in the following procedure.

- Data collection. We searched receipt images on search engines with related key-words, such as receipt, invoice and so on. We downloaded about 4300 document images.
- Data cleaning. We removed images which have multiple receipts inside, are not receipts, unreadable, incomplete, or non-English manually.
- Data annotation. We first labelled the text bounding boxes and their corresponding texts, and then labelled each bounding box to one of 25 key information categories (see Figure 3). These annotations were done by 6 experts. The receipt images in WildReceipt we selected are captured in the wild. They are of non-front views and possibly with folds as shown in Figure 3. Therefore, WildReceipt is much more challenging than previous key information extraction benchmarks which focus on scanned documents only.

B. Statistics

The WildReceipt dataset consists of 1740 receipt images, 68975 text bounding boxes. Each image has average about 39 text bounding boxes. Table III lists the annotation numbers of all 25 key information categories. In the 25 key information categories, 12 categories are keys and 12 categories are their corresponding values, and 1 category indicates others. As there are many variants for one type of key, e.g., “Address”, “address”, and “Add.” all indicate the key category “Str addr key”. We believe that accurately identifying key categories can benefit greatly key information extraction, which is validated in our experiments. WildReceipt is 2 times and 3 times larger than SROIE [7] in terms of the image number and the category number. Besides, it contains fine-grained key information categories. e.g., “Product price value”, “Tax value”, “Tips value” and “Total value” all are related with the amount of money, and difficult to distinguish with each other by their own textual or visual features without context information.

C. Evaluation Protocol

We randomly sampled 1268 and 472 images without replacement for training and test respectively. During sampling, we made sure these two sets had different templates according to store names and near-duplicated image retrieval [38]. In this way, the templates in test set are unseen in the training set. Therefore, WildReceipt is suitable for evaluating key information extraction from document images of unseen templates. Table IV lists the statistics for the training set and the test set in WildReceipt.

Performances on WildReceipt are evaluated by $F_1$ score as [7]. The averaged $F_1$ score over 12 value categories is finally reported. WildReceipt will be publicly released to facilitate future research and fair comparison on key information extraction.

V. EXPERIMENTS

In this section, the proposed approach SDMG-R is extensively evaluated on SROIE and WildReceipt. We first introduce the implementation details. Then, SDMG-R is compared with state-of-the-art key information extraction approaches quantitatively. Finally, we investigate the effectiveness of each component of our proposed method by ablation study.
TABLE III
STATISTICS TEXT BOUNDING BOXES OF OUR WILDRECEIPT AND SROIE. TO REPRESENT THE CATEGORY NAME MORE CONCISELY, WE USE THE ABBREVIATION OF WORDS IN NAMES TO REPRESENT ITS CATEGORY, E.G., ‘STR NM’ AND ‘PROD ITEM’ DENOTE THE STORE NAME AND THE PRODUCT ITEM, RESPECTIVELY.

| Category  | Str nm key | Str nm value | Su add key | Su add value | Tel key | Tel value | Prod addr key | Prod addr value | Prod post key | Prod post value | Prod qty key | Prod qty value | Prod price key | Prod price value | Subtotal key | Subtotal value | Tax key | Tax value | Tip key | Tip value | Total key | Total value | Others |
|-----------|------------|--------------|------------|--------------|---------|-----------|--------------|----------------|--------------|----------------|-------------|----------------|--------------|----------------|-------------|-------------|---------|----------|---------|----------|---------|------------|--------|
| WILDRECEIPT | 0 | 563 | 0 | 1330 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 339 | 20108 |
| SROIE     | 0 | 234 | 0 | 618 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 20108 |

TABLE IV
STATISTICS OF TRAINING AND TEST SETS IN WILDRECEIPT.

| Dataset       | Training | Test |
|---------------|----------|------|
| Images        | 1268     | 472  |
| Templates     | 847      | 345  |
| Total boxes   | 49377    | 19598|
categories such as “$”, “€”, “™”, “™” are misrecognized via the OCR engine, which results in noisy signals and poor discriminative representations. To move forward, we compare our method with other methods in the case that both text boxes and texts are predicted by the OCR engine in Table VII. It has been shown that our proposed SDMG-R outperforms Chargrid, Chargrid-UNet and VRD with impressive margins. Note that there exists mismatching between detected text boxes and ground truth boxes. e.g., one detected text box might overlap with multiple ground truth ones or one ground truth text box might overlap with multiple detected ones. Directly matching text boxes with ground truth ones or one ground truth text box might introduce noisy signals, which results in further perform drop. However, our method is still superior than its counterparts, which validates its robustness against noises.

We also compare our method with other start-of-the-art approaches on the dataset SROIE in Table VIII. Similar to WildReceipt, our SDMG-R obviously performs better than others. Specially, it absolutely improves the $F_1$ scores of Chargrid, Chargrid-UNet, and VRD by 6.2%, 6.3% and 2.2% respectively. It has demonstrated the superiority of our SDMG-R on scanned document images.

### Table V
Comparison with state-of-the-art methods on WildReceipt in terms of $F_1$ score (%).

| Method   | Str nm | Str addr | Tel | Date | Time | Prod item | Prod qty | Prod price | Subtotal | Tax | Tips | Total | Avg |
|----------|--------|----------|-----|------|------|-----------|----------|------------|----------|-----|------|-------|-----|
| Chargrid | 78.8   | 79.0     | 86.2| 90.0 | 87.0 | 92.0      | 93.6     | 92.0       | 68.0     | 68.1| 20.5 | 70.1  | 65.9|
| Chargrid-UNet | 80.6 | 82.0     | 85.2| 90.6 | 86.3 | 89.6      | 94.2     | 92.0       | 66.9     | 68.6| 39.0 | 72.6  | 79.0|
| VRD      | 78.0   | 82.8     | 92.2| 95.1 | 94.9 | 91.8      | 95.8     | 93.6       | 82.4     | 84.2| 56.0 | 79.5  | 85.7|
| SDMG-R   | 79.8   | 85.7     | 94.0| 95.7 | 94.7 | 93.9      | 95.6     | 97.1       | 87.9     | 89.5| 67.9 | 82.4  | 88.7|

### Table VI
Comparison with state-of-the-art methods on WildReceipt with ground truth text boxes and recognized texts in terms of $F_1$ score (%).

| Method   | Str nm | Str addr | Tel | Date | Time | Prod item | Prod qty | Prod price | Subtotal | Tax | Tips | Total | Avg |
|----------|--------|----------|-----|------|------|-----------|----------|------------|----------|-----|------|-------|-----|
| Chargrid | 69.1   | 72.3     | 80.1| 85.6 | 81.7 | 84.2      | 88.6     | 90.9       | 65.9     | 63.6| 5.8  | 68.2  | 71.4|
| Chargrid-UNet | 69.5 | 74.5     | 79.1| 85.6 | 83.4 | 85.3      | 86.9     | 89.2       | 62.8     | 64.5| 12.5 | 65.7  | 71.6|
| VRD      | 66.1   | 72.1     | 86.9| 92.7 | 92.7 | 88.4      | 88.3     | 93.9       | 77.8     | 80.2| 44.8 | 74.2  | 79.8|
| SDMG-R   | 75.4   | 78.7     | 90.0| 92.0 | 92.2 | 88.7      | 93.0     | 94.1       | 82.1     | 82.0| 45.2 | 75.7  | 82.4|

### Table VII
Comparison with state-of-the-art methods on WildReceipt with detected text boxes and recognized texts in terms of $F_1$ score (%).

| Method   | Str nm | Str addr | Tel | Date | Time | Prod item | Prod qty | Prod price | Subtotal | Tax | Tips | Total | Avg |
|----------|--------|----------|-----|------|------|-----------|----------|------------|----------|-----|------|-------|-----|
| Chargrid | 65.8   | 67.9     | 66.2| 56.2 | 39.6 | 76.8      | 42.9     | 87.9       | 61.8     | 54.7| 18.7 | 62.1  | 60.0|
| Chargrid-UNet | 69.7 | 69.4     | 69.5| 56.4 | 60.2 | 77.3      | 36.9     | 86.0       | 56.9     | 53.4| 6.4  | 61.8  | 58.7|
| VRD      | 67.9   | 77.9     | 80.7| 89.1 | 90.5 | 82.3      | 65.4     | 91.7       | 77.6     | 82.3| 44.8 | 75.7  | 77.2|
| SDMG-R   | 72.6   | 79.8     | 80.3| 89.0 | 88.7 | 86.8      | 80.3     | 92.3       | 78.0     | 79.8| 58.0 | 73.4  | 79.3|

### Table VIII
Comparison with state-of-the-art methods on SROIE in terms of $F_1$ score (%).

| Method   | SROIE |
|----------|-------|
| Chargrid | 80.9  |
| Chargrid-UNet | 80.8 |
| VRD      | 84.9  |
| SDMG-R   | 87.1  |

### Table IX
Effectiveness of components of SDMG-R on WildReceipt in terms of the averaged $F_1$ score (%).

| Method                             | $F_1$ |
|------------------------------------|-------|
| w/o textual features               | 80.1  |
| w/o visual features                | 86.4  |
| w/o spatial relation               | 81.8  |
| w/o graph reasoning                | 77.2  |
| w/o key category classification    | 84.3  |
| SDMG-R                             | 88.7  |

### Table X
Performance comparison of SDMG with various modality fusion methods on WildReceipt in terms of the averaged $F_1$ score (%).

| Method                             | Settings | $F_1$ |
|------------------------------------|----------|-------|
| ConcatMLP                          | $D_h = 256$ | 0.860 |
| ConcatMLP                          | $D_h = 512$ | 0.867 |
| ConcatMLP                          | $D_h = 768$ | 0.867 |
| ConcatMLP                          | $D_h = 1024$ | 0.854 |
| LinearSum                          | $D_h = 512$ | 0.859 |
| LinearSum                          | $D_h = 768$ | 0.861 |
| LinearSum                          | $D_h = 1024$ | 0.845 |
| Our $D_h^i = D_h^o = 52$, $R = 20$ | 0.887 |
| Our $D_h^i = D_h^o = 78$, $R = 20$ | 0.857 |

### C. Ablation Studies

We perform detailed ablation studies on WildReceipt to investigate the effectiveness of each component of our proposed SDMG-R.

**Effects of visual and textual features.** In Table IX, SDMG-R decreases absolutely by 8.6% on WildReceipt in terms of...
First GCL

Second GCL

Fig. 4. Visualization of the learned dynamic weight $e_{ij}$ between text regions $i$ and $j$. Each row shows one text region (blue rectangle) and its related regions (red rectangles) of one receipt image. The first column shows the learned weights in the first Graph Convolution Layer (GCL) in our graph reasoning module while the second column shows those in the second GCL. We visualize the weights (the red numbers), which are bigger than 0.1, of edges (the red directed curves) incoming to one node only for clarity (best viewed in color).

$F_1$ score when without textual features. Similarly, it decreases absolutely by 2.3% when without visual features. It has been shown that both textual and visual features, especially, textual features, contribute to the key information extraction greatly.

**Effects of spatial relation.** To cancel out the spatial relation, we set the edge weights $e_{ij} = 0$ in Equation (10) for all graph node pairs $(i,j)$. SDMG-R decreases its $F_1$ score to 81.8% on WildReceipt. We have observed that spatial relations between two text boxes play an important role in key information extraction and can boost its performance obviously.

**Effects of graph reasoning.** Without graph reasoning, we directly conduct classification over the fused visual and textual features, resulting in great performance degradation. Namely, absolute 11.5% $F_1$ score drop on WildReceipt. It suggests that message propagation between text regions can refine their representations so that they can be correctly classified into their corresponding key information categories.

**Effects of key category classification.** In our WildReceipt dataset, we also annotate key categories such as “Str nm key”, although only the information of value categories needs to be extracted in real application scenarios. However, we experimentally find that key category classification can help the value category classification. As shown in Table IX without it, our SDMG-R decreases absolutely by 4.4%.

**Effects of graph reasoning iteration number.** Our SDMG-R obtains the averaged $F_1$ score of 84.9%, 88.7% and 87.6% when the graph reasoning iteration number $L$ is set to 1, 2 and 3 respectively. It achieves the best performance when $L = 2$, and is overfitted when $L > 2$. We set $L = 2$ in our experiments.

**Effects of dual modality fusion module.** Dual modality fusion module is the core component to fuse visual and textual features. We compare our module with its counterparts LinearSum and ConcatMLP as described in Section III-A. For fair comparison, we enumerate the hidden dimension $D_h$ of the MLP in LinearSum and ConcatMLP, and the block size $D^n_L = D^n_R = D^n_b$ and the block num $R$ in our proposed dual modality fusion module, and report their corresponding results in Table IX. We can observe that ConcatMLP and LinearSum achieve their best results with $D_h = 512$ (or $D_h = 768$), and $D_h = 768$ respectively while our method with $D_h = D^n_L = D^n_R = 52$ and $R = 20$. It has been shown that our proposed dual modality fusion module is very effective, and obviously outperforms its alternative methods. Namely, LinerSum and ConcatMLP.

D. Visualization

To better understand how our SDMG-R learns the spatial relations between the text regions, we visualize the learned edge weights $e_{ij}$ in Figure 4. Interestingly, it can highlight the edges between two semantically-related text regions even they are with long spatial distances. e.g., the edges between “Total value”, “Subtotal value” and “Prod item value” (top left), those between “Total value”, “Total key”, and “Tax key” (top right), those between “Subtotal value” and “Subtotal key” (bottom left), and those between “Subtotal key”, “Tax key”, “Total key” and obviously outperforms its alternative methods. Namely, SDMG-R consistently outperforms start-of-the-art key information extraction methods with impressive margins.

VI. CONCLUSIONS

In this paper, we have proposed a novel spatial dual-modality graph reasoning model (termed SDMG-R) for key information extraction from unstructured documents. We have introduced Kronecker product approximated via the block diagonal tensor decomposition to fuse the visual and textual features. SDMG-R naturally learns spatial relations between text regions via dynamical attentions in its graph reasoning module. We have validated the effectiveness of each component of the proposed SDMG-G by extensive experiments. Moreover, a new large key information extraction dataset, named WildReceipt, has been annotated to evaluate the model performance of the key information extraction on document of unseen templates. It is fine grained and captured in the wild, and thus more challenging and realistic than previous public datasets. It will be publicly released for facilitating future research. Experimental results on both SROIE and our WildReceipt databases have shown that our proposed SDMG-R consistently outperforms start-of-the-art key information extraction methods with impressive margins.
