INTRODUCTION

As the understanding of biological systems grows, it becomes more and more apparent that their behavior cannot be reliably predicted without the help of mathematical models. In the past, these models were confined to single phenomena, such as the Hodgkin-Huxley model of the generation of neuronal action potentials. They have served their purpose up to a point where now it is necessary to take into account the upward and downward causations that link all levels of organization in a biological system from genes to proteins to cells to tissue to organs to whole organisms, populations, and ecosystems. These causations span effects on multiple scales of space and time, which need to be included in models. This can be achieved by two different approaches. A micro-level model combines thousands of individual homogeneous submodels to reach the next higher scale. This approach requires a vast amount of computing power and is therefore usually limited to a span of only two scales. More wide-spanning multi-scale models can be achieved by the multi-level approach, which combines both macro- and micro-level descriptions of a system by different models. While micro-level parts of such a model may look as described above, the macro-level parts feature heterogeneous descriptions of subsystems and their high-level interactions. For this approach, a wide variety of techniques exist that reduce the computational complexity of resulting models. While both approaches require the reuse of existing models, the multi-level approach additionally involves the combination of independent submodels, which may have been designed for different purposes and in different labs. These submodels may even use different modeling formalisms, thus forming a multi-class model.

The first step in building a model consisting of several submodels is to regenerate the individual parts from the literature. This can already be a challenge due to several issues with reproducibility in systems biology including incomplete model descriptions, errors in formulas, availability of the code or missing descriptions of experiment setup or design choices. A recent study by curators of the BioModels database showed that only 51% of 455 published models were directly reproducible. In an extreme case, Topalidou et al. report requiring three months to reproduce a neuroscientific model of the basal ganglia.

We experienced similar reproducibility issues first-hand when we translated the Seidel-Herzel model (SHM)—a macro-level model of the human baroreflex, which is able to simulate many disease conditions and exhibits interesting dynamical properties—into a form that would be more amenable to extension and reuse. Even though we could reach out to the author of the model to obtain his original implementation in C, the translation process was still quite challenging. The C code was monolithic and imperative in nature, describing calculation steps instead of mathematical relations and containing details that were not described in the corresponding PhD thesis. We had to carefully extract the meaning of each line of code in order to build a modular, declarative version that produced the same simulation results. For this task, we chose the modeling language Modelica, since it provides a lot of flexibility for modular model design. However, when we wanted to extend the model with a trigger for premature ventricular contractions (PVCs), it turned out that even our new version was not suitable for reuse. In fact, the component that described the cardiac conduction system remained monolithic and lacked a graphical representation, which made it hard to identify the equations and variables that would have to be changed. This situation—having to untangle the semantics and code of an existing model to extend or adjust it for use in a different context—is emblematic of the challenges faced when building multi-scale and especially multi-level models. Our example shows that issues with reproducibility and reuse reach down to the engineering level. The modeling language and the design principles applied to the construction of a model can facilitate or hamper further use. This also holds for the aforementioned case of Topalidou et al., since the original model...
was implemented in Delphi, which is also an imperative language and, therefore, not well suited for mathematical modeling.

Even though the need for design principles on the engineering level is apparent, most publications about best practices for reproducibility and reusability do not address it. Instead, existing approaches broadly fall into three (overlapping) categories. They tend to focus on (a) biological validity13–18, (b) high-level choices of modeling formalisms and techniques19–21 or (c) model documentation, annotation, and distribution22–23. Apart from these general discussions about reusability, there also are authors who advocate for individual modeling techniques, such as modular model design24 in CellML or coupling models via semantic annotations25. However, while the latter work is applicable to multiple languages, it only focuses on one, albeit central, part of model design, namely the composition of multiple models or model parts. This means that researchers who want to select a suitable language for their modeling task still have little guidance available. The best assistance for choosing a modeling language currently comes from the list of accepted standards published by the Computational Modeling in Biology Network (COMBINE)22,26. The COMBINE suggests to use CellML and the Systems Biology Markup Language (SBML) with the main reason that these are standard exchange formats that have a high interoperability among several tools. While this is true and a great improvement over the previous state of the art, standardization, and interoperability alone cannot guarantee reusable model design. For example, the BioModels database27 features curated models in SBML format, but most of these models are monolithic and therefore require further modification if only parts of the model should be reused28. In the aforementioned reproducibility study, the curators of this database found that the reproducibility rate for SBML models was only slightly higher (56%) than the overall rate of reproducibility across all models (51% including models written in SBML, MATLAB, Python, C, R, and other languages)6. Our previous example of the translation of the SHM also shows that using a suitable language is a necessary but not sufficient criterion for the model to actually be reusable. Additionally, no single language or even a small set of prescribed languages is likely to cover all use cases which may arise in systems biology, especially when considering multi-class models, which combine entirely different model formalisms.

Even when the discussion is restricted to the formalisms of ordinary differential equations (ODEs) and discrete events, there are a multitude of languages to choose from. As mentioned above, the COMBINE lists SBML and CellML as accepted standard languages. Both are markup languages based on the eXtensible Markup Language (XML) and designed to be written and read by software tools and not directly by humans. While SBML has a clear focus on metabolism and cell signaling models, CellML, despite its name, is not targeted toward a specific level of organization. MATLAB is a proprietary domain-specific programming language designed for scientific computing in general, which is also popular in systems biology (https://www.mathworks.com/products/matlab.html). It provides an environment for graphical block diagrams called Simulink (https://www.mathworks.com/products/simulink.html) and a declarative language for designing physical systems called Simscape (https://www.mathworks.com/products/simscape.html). The MATLAB environment SimBiology is another alternative based on block diagrams, which is targeted toward pharmacological models, but can, like SBML, model arbitrary ODE-based dynamical systems (https://de.mathworks.com/products/simbiology.html). While MATLAB is still popular29,30, the open-source programming language Python also gains increasing interest in the community29,31–34. Usually models are not built in Python itself, but researchers have created packages such as PySB33 and the Python Simulator for Cellular systems (PySCeS)31 that define embedded domain-specific languages (DSLs) which facilitate the creation of mathematical models for specific use cases. With Tellurium34 there also exists a broader python-based environment that supports multiple COMBINE standards and uses the declarative modeling language Antimony35. Another emerging language for the definition of embedded DSLs for mathematical models is Julia, which has a similar focus as Python but is more extensible and tends to have better runtime performance36. Finally, Modelica is an open-source declarative modeling language primarily used in engineering37. It has a large user base both in industry and research, but is still largely unknown in systems biology. Notable exception include the Physiobility38—a Modelica library for physiological models—and SBML2Modelica39—a tool that translates SBML models to Modelica. This extensive list of language candidates makes it apparent that researchers need guidelines to choose between these candidates and to write model code that actually uses the desirable characteristics of the chosen language.

In recent years there has been increasing interest to apply techniques from software engineering (such as unit testing, version control, or object-oriented programming) to modeling in systems biology28,30,40. Hellerstein et al.40 even go so far to suggest that systems biologists should rethink the whole modeling process as “model engineering”. To date they are the only authors that we are aware of who actually give explicit guidelines for how to write model code (e.g., they suggest to use human-readable variable names).

In this article we share our experience with extending the SHM and generalize our findings from this example to expand on the idea of model engineering in three ways: First, we propose a list of desirable characteristics that make a model language suitable for building reusable multi-scale models. Second, we give guidelines on how these characteristics can be exploited during model design to increase the reproducibility and reusability of a particular model. Third, we compare state-of-the-art language candidates with respect to the aforementioned characteristics.

From these candidates, we chose one, namely Modelica, to demonstrate the reasoning behind the characteristics, guidelines, and language assessment using the example of the cardiac conduction system within the SHM. We transform the existing monolithic model into a modular structure and show how this facilitates the PVC extension. After we present our results we reflect on the impact that each of the language characteristics and the choice of Modelica, in particular, has on the usefulness of the model.

**RESULTS**

**Desirable characteristics for a mathematical modeling language for systems biology**

The following characteristics were developed from literature review and/or from our personal experience with Modelica and the SHM. The goal of these characteristics is to facilitate the creation and analysis of multi-scale, multi-level, and multi-class models. We, therefore, focus on increasing reproducibility, understandability, reusability, and extensibility. The resulting characteristics are that a modeling language should be modular, human-readable, hybrid, open, declarative, and graphical. Each characteristic will be introduced with arguments for its usefulness, a brief set of guidelines on how it may be applied to full effect, examples where this was relevant in our implementation of the SHM, and references to other authors that advocate this feature. To easily refer to these characteristics we form the mnemonic MoDROGH for Modular, Descriptive, human-Readable, Open, Graphical, and Hybrid. We will also use the term “MoDROGH language” for a language that exhibits all or most of these characteristics.
ModROG characteristics: Modular
In order to replace or reuse parts of a model, they have to be identified in the code. The modeling language should make this as easy as possible, using separable components with clear interfaces. The number of variables in the interface should be minimal, encapsulating internal implementation details so that using and connecting the component becomes as easy as possible. Some languages facilitate this by allowing the definition of connector components, which group interface variables together, so that the interface has, e.g., a single electrical pin connector instead of two separate variables for current and voltage. Interfaces are important to define intended biological transitions between model components and to document assumptions, even if rigid interfaces can limit reuse. It can even be argued that it is beneficial if a component cannot easily be reused in an environment with different assumptions, since such a switch of assumptions will likely require more change than adding a variable to the interface. For quick experimentation it can be an advantage if the language allows connecting arbitrary internal variables of components, but published versions of a model should always have a clear interface concept to remain understandable.

Modularization and encapsulation are reliable tools to handle complexity in large software projects, so it is reasonable to expect that they will also be able to manage the complexity of biological systems. Modularity also inherently facilitates reusability, since clearly defined self-contained modules are easier to reuse than a set of equations that has to be extracted from a tightly coupled model. To allow reuse of components within the same model, it must be possible to import multiple instances of a module and assign individual identifiers to them. This can be further facilitated by supporting full object-orientation, allowing a component to inherit variables, equations, and possibly annotations from one or more parent components, which define common structure and behavior. Additionally, components are also easier to reuse if individual variables and equations may be overwritten or removed during instantiation and inheritance. Some languages also allow the reuse of models across different languages, tools, and platforms by using a standardized exchange format or a standardized interface. In systems biology, SBML is a standard exchange format for hundreds of tools, allowing the use of models in a multitude of different contexts often through the use of translators that convert SBML to different languages. In contrast, the Functional Mock-up Interface (FMI) is a model exchange format maintained by the Modelica Association that focuses more on a unifying interface than a unified language. It is not used to translate models into other languages, but rather to distribute models in an encapsulated format that is independent of the underlying formalism, which is especially interesting for multi-class models.

Guidelines. Modules should be small enough to be understandable at first glance, but still self-contained. If a formula or concept is used multiple times in a model, it should be defined as a module once and then referenced. In software engineering this concept is called DRY for “don’t repeat yourself”. Modules should have clearly defined, minimal interfaces, which explicitly state possible connection points to the outside world. Both modules and their interfaces should follow the biological structure of the system. If a module represents more than one biological entity or an equation in the module conflates effects from multiple distinct causes, it might be worth to investigate whether splitting up the corresponding module further might increase its understandability and flexibility for reuse and extension. Interfaces should represent the transfer of some physical quantity between biological entities and should only expose variables whose meanings are clear and do not require an understanding of the module’s internal organization or function. If possible, each module should be tested individually, which is called a “unit test” in software engineering.

Importance in SHM modeling task. Since the SHM features a multitude of feedback loops, locating errors was very tedious with the original monolithic model. Systematic debugging became only possible when we isolated the different parts of the system, such as the baroreceptors, and subjected them to controlled input signals to observe the component output. It was also possible to reuse several components within the SHM: the parasympathetic and the sympathetic system share a base class that only leaves the sign of the baroreceptor influence open for definition and the four different release equations for norepinephrine and acetylcholine are also governed by a common base class.

References. There is a consensus that multi-scale modeling requires some form of modularity for hierarchical composition. More specifically, Hellerstein et al. and Mulugeta et al. both suggest that object-oriented programming might be an especially promising way to implement modularity. Many researchers advocate for clearly defined interfaces, but there is also critique with regard to a loss of flexibility for reuse and the requirement to consider all code-level elements of a model as potential coupling points.

ModROG characteristics: human-readable
This characteristic covers two loosely connected aspects: The fundamental readability of model files with a text editor and the readability and understandability of definitions within the model.

Every modeling language has to be both human-readable so that a human can write the code to define a model and machine-readable so that a software tool can interpret that code to run simulations. However, as Fig. 1 shows, there is a trade-off between the two and languages can choose to support the one at the cost of the other. On the one end of the spectrum, languages like Antimony or Modelica, whose syntax is closer to natural language and easier to read and write for humans using just a text editor, require more effort for specialized parsers to build abstract syntax trees, which can then be processed by compilers and other software tools. The middle ground is formed by XML-based languages like SBML and CellML. XML files already have a tree structure and parsers for XML exist for virtually all modern parsers.

| Human-readable | Machine-readable |
|----------------|-----------------|
| y = (x + 1) / (x - 1) | var y: dimensionless; y = (x + 1) / (x - 1) |
| Antimony        | CellML text     |
| SBML            | CellML text     |
| XML             | XML             |

Fig. 1 Simple variable definition with assignment rule in three modeling languages with different levels of focus on human-versus machine-readability. Each of the three code snippets contains the same information defining a variable y, which depends on another preexisting variable x. Antimony mainly focuses on how humans would write equations in text form, but requires a specialized parser. CellML Text—an intermediary editing language used by the tool OpenCOR—adds some syntax that is easy to parse by a machine (due to using braces that do not conflict with other symbols in the code), but is not an intuitive representation of unit information for a human unfamiliar with the language. SBML focuses more on machine-readability, since XML can be parsed by the standard libraries of most modern programming languages, ensuring minimal barriers for tool support. However, while the SBML code is still readable and editable in a text editor, it takes some effort and familiarity with the language to decipher the meaning from the symbols.
programming languages, which lowers the barrier to implement support for an XML-based format in a software tool and, therefore, increases interoperability between tools. While XML files can still be viewed and edited in a text editor, this requires familiarity with the language and tends to be cumbersome for larger edits. Especially the Mathematical Markup Language (MathML) format used both by SBML and CellML for storing equations can be hard to write and decipher without tool assistance. SBML and CellML, therefore, rely on software tools that use graphical interfaces or intermediary languages to ease model editing. On the machine-readable end of the spectrum, MATLAB Simulink uses a proprietary binary format that is tailored specifically to the MATLAB software toolchain. This can both reduce storage space and implementation effort for parsers, but also means that it is impossible to inspect model files without the corresponding software.

For model exchange and interoperability between different tools, XML-based formats have the clear advantage that supporting their import or export in a tool requires very little programming effort. This is illustrated by the success of SBML and FMI, which are both based on XML and are supported by over 100 tools each (http://sbml.org/SBML_Software_Guide/ and FMI, which are both based on XML and are supported by over 100 tools each (http://fmi-standard.org/tools). Increased interoperability also facilitates model reusability, because it becomes more likely, that a researcher who wants to reuse a model can simply import it in their tool of choice without having to translate it to another language first.

However, for model development and for publishing models to other researchers, languages with a strong focus on human-readability are preferable, because they allow tool-independent access to a model and because they are more suitable for version control. Due to their verbose syntax, XML-based languages are typically not designed to be written by humans directly but by software tools, which provide intermediary languages or graphical interfaces to facilitate editing. The translation between these different representations is performed automatically during export and import, which is convenient, but if the feature sets of the exporting and the importing tool do not overlap completely, there is a risk that information is lost. For example, a SBML model written with tool A may include layout information for a graphical representation of the model, but when it is loaded in tool B, which uses a purely equation-based representation, this layout information may be discarded. If tool B does not show a warning message, there is no way for the user to know that the model contained this information unless they look at the SBML code itself. This problem is less likely to occur, if the model is written in a language more focused toward human-readability, which is then also used directly for editing. In this case, both tool A and tool B would display the same code and while tool B does not display the graphical representation, the user would notice the presence of the layout annotations and could choose to view the model in a tool that does support them. Additionally, the more a language focuses on human-readability, the more easily it can be translated to slides, websites, articles, and other formats, which makes it easier to communicate the details of a model to other researchers. It can also be archived more safely, as it will still be easily readable decades into the future, even if the tools used to create it and to view its contents will not be available anymore. Finally, version control software can be immensely helpful for tracking errors, for finding the exact versions of a model used to generate plots in an article, and for understanding the rationale behind modeling design choices. Standard solutions like Git operate under the assumption, that the documents under version control are written by humans and that element order, white space, and other details all are results of deliberate choices and, therefore, carry meaning. This is not the case for XML-based documents written by tools, which can artificially inflate changesets between document versions with management data or structural changes that carry no meaning and therefore obscure the changes that are actually relevant. While there are specialized solutions to distinguish semantic from structural changes in XML documents, this is still an active field of research and not yet broadly implemented in version control software. Also, even with these solutions, researchers might only be familiar with the tool that generated the file and not the content of the file itself, which makes it harder for them to localize and understand changes between model versions.

It is possible to combine the benefits of XML-based exchange formats and languages that focus more on human-readability, if these exchange formats are used and published in addition to a more human-readable representation of a model. This can be seen as analogous to software packages in general purpose programming languages. Open source software projects are usually both published as some kind of easily installable artifact—a file that not even has to be human-readable at all—and also as human-readable code in an online repository, which can be used to analyze and extend the software.

Moving from the question of the general file format to the content of the file, it can be said that readable code is largely the responsibility of its authors. However, a language may facilitate a clean coding style by providing expressive language constructs and documentation features or hinder it by introducing visual
models and languages cover both continuous ODE or differential algebraic equations (DAEs) and discrete events, but other combinations are possible. The distinction between ODE and DAEs is important here since physical conservation laws, such as conservation of mass or energy, are algebraic constraints, which cannot always be formulated with pure ODE. Incorporating them in a model can, however, have the benefit of making connections between components acausal, which means that variables do not have to be designated as input or output and instead the solver can choose the appropriate resolution order. This avoids errors and performance issues related to algebraic loops, simplifies model descriptions, and allows reusing components in different contexts. As with DAEs, support for discrete events also comes in different forms. Many languages support the reinitialization of continuous variables through discrete events. In this formalism the only discrete part of the model is a set of equations that define boolean values based on the state of the system. When these values switch from false to true, events are generated, which can introduce discontinuities in an otherwise continuous system. For a fully hybrid model that involves more complex discrete parts it is preferable that the language also supports the explicit declaration of discrete variables. The value of these variables remains constant between events, but they may be defined with complex equation systems, which are solved during each event instance. As a result, they can make models that require complex event triggers more understandable as can be seen in Fig. 3.

It is important to note that we do not argue that a modeling language should support as many formalisms as possible, but rather a combination of formalisms that go well together. If other formalisms are required, the language should rather aim to allow the coupling of models across languages with standardized interfaces such as the FMI. Additionally, there is a trade-off between fully supporting a modeling formalism, such as ODE or DAEs and being able to assign a domain-specific meaning to language constructs. For example, SBML, PySB, and Antimony all use biological terms tied to the biochemical level to describe the parts of a model. This makes the language easier to understand and use for domain experts, but may prove challenging when building a multi-scale model that has to extend beyond the biochemical level.

Guidelines. A model should clearly indicate which variables are discrete and which are continuous. Event triggers, which detect the transition between discrete and continuous parts of the model, should be examined and tested with extra care. If the language allows them, acausal connections should be preferred over causal input-output relationships, since acausality facilitates reuse.

Guidelines. Model files stored in a version-controlled repository and published in model databases should be written in languages that focus on human-readability. If possible, models should additionally be published in a more easily machine-readable exchange format like XML to lower the barrier for direct reuse. If the language has support for structured documentation that is semantically tied to individual components or variables, this form of documentation should be preferred over unstructured comments. Every parameter, variable, and model component should at least be documented with a short human-readable label. Any non-obvious design choices or complex equations should also be documented.

Importance in SHM modeling task. On several occasions during our implementation, we accidentally introduced errors in one part of the model while correcting an issue in a different part. To recover from these errors, it was crucial that we could quickly skip through the changes made since the last known working version. This was facilitated by the fact that Modelica focuses on keeping model files easily human-readable. With an XML-based format, we would have had more difficulties to make sense of the differences between versions.

References. Hellerstein et al. and Zhu et al. stress the importance of keeping model files under version control. The authors of Tellurium specifically state that human-readable languages can facilitate reproducibility and exchangeability. Dräger et al. found that existing tools struggle to make all the information in the XML-based description of SBML models accessible in a comprehensive form, which led them to develop a tool called SBML2LaTeX, which generates human-readable reports from SBML models.

MoDROGH characteristics: hybrid

A language is hybrid if it supports multiple modeling formalisms and thus multi-class models. The most common form of hybrid

---

**Fig. 3** Definition of a discrete variable \( x_{\text{max}} \) in a language with (Modelica) and without (Antimony) support for declaring discrete variables. The variable \( x_{\text{max}} \) captures the peak value of the continuous variable \( x \) obtained within two seconds after an event \( \text{event} \). The Modelica model defines a discrete boolean variable \( \text{in\_window} \) to simplify the when condition later in the code. The information that this variable is discrete already lies in the type definition as Boolean. For real variables like \( x_{\text{max}} \), there exists a keyword discrete, which determines that the variable value may only change within a when equation. B The same model structure and semantics can also be achieved in Antimony, but the discrete variables \( \text{in\_window} \) and \( x_{\text{max}} \) each need an explicit rate rule to ensure that their value only changes when an event occurs (lines 3 and 8). Additionally, two events are needed to emulate the boolean variable \( \text{in\_window} \) One to update the value when the condition becomes true (line 4) and one to do so when it becomes false (line 5).
**Importance in SHM modeling task.** At first, it was not clear for us whether the contractility of the heart in the SHM was a continuous or discrete variable. This confusion led to a severe error in an early version of the model. Our current implementation defines the variable with the keywords `discrete Real` to clearly indicate this distinction. Discrete variables were also required to disentangle the semantics of the cardiac conduction system, which is introduced in detail in the “Results” section.

**References.** In their 2017 review, Bardini et al.\(^2\) argue that multi-scale models in systems biology, in general, should strive toward a hybrid approach. The same has also previously been stated by other researchers\(^49-51\). In particular, the authors of PyDSTool argue that hybrid models based on DAEs are well-suited to represent multi-scale models\(^52\).

**MoDROGH characteristics: open**

As a prerequisite for reproducibility and collaboration, models and simulation tools need to be accessible for everybody. In particular, the hurdle to run a quick simulation of a model to determine its usefulness for a specific task should be as low as possible. An openly accessible model definition also means that readers can offer feedback and corrections to improve the model. Preferably the language itself, the compiler and associated tools should all have an open-source license. Additionally, collaboration is also facilitated if the language can be used on different platforms.

**Guidelines.** Readers of a paper should be able to download the model code and to simulate it with open-source tools. The download should also include explicit licensing information. The model repository should include everything necessary to reproduce plots and other results of the corresponding paper. It should also be under version control and include a human-readable changelog. Other researchers should be able to point out errors and suggest corrections.

**Importance in SHM modeling task.** Without the reference code of Seidel, our re-implementation of the SHM would not have achieved a perfect agreement with the original. To weed out our last errors, which only showed quantitative and not qualitative differences in the plots, we needed to simulate both models with identical solver settings and manually compare the output data. Additionally, some small errors in the published formulas became only apparent when we compared them with their C implementation.

**References.** Many large projects and databases such as the Physiome Model Repository of the IUPS Physiome project\(^53\), the NSR Physiome project\(^54\), the BioModels database\(^55\), the virtual liver network\(^56\), Plants in silico\(^57\) and SEEK\(^58\) already provide open-source implementations of models. Mulugeta et al.\(^59\) also specifically advocate for more version control and changelogs (in the form of e-notebooks).

**MoDROGH characteristics: declarative**

The mathematical formalism for biological models can already be complicated in itself. A modeling language should not require the adaptation of the model to the execution logic of the language, obscuring the original definition. Instead, the language should adapt to the model if it is presented in a clean mathematical formulation. This way the code can focus on expressing meaning rather than structure, which facilitates understanding. This also includes the possibility to formulate ODE and DAEs not only in explicit form, i.e., with a single variable on the left-hand side of the equation, but also in implicit form, i.e., with arbitrary mathematical terms on the left and right-hand side. For example, specifying `u = r * i` should be equivalent to the equation `u / r = i` and the solver should decide for which variable this equation needs to be solved.

As a consequence of such a declarative style, errors reported by the compiler can also focus on meaning rather than just grammar, increasing the soundness of the model. One important example of this is that declarative languages usually allow the declaration and automatic checking of proper units for variables and parameters. Missing or wrong unit conversions are a common source of error in modeling that can be all but eliminated this way. Unit definitions also add semantic information and therefore make the model more understandable. Additionally, if the model is described in a declarative style, it is possible for automated tools to identify and extract meaningful parts of the model. This facilitates tool support—e.g., in the form of numerical solvers, optimization, and verification toolchains—and also allows connecting model parts to standardized ontological terms. For the latter it is preferable if the support for ontologies is already included in the language itself.

**Guidelines.** Models should follow strict mathematical rules to fit nicely into the chosen formalism. If the language allows it, equations should be written exactly as one would write them in a scientific paper to convey their meaning, choosing freely between explicit and implicit form. If a model needs workarounds in the form of code that has to be added to make the model compile but that does not add new information about the modeled system, it may be worthwhile to revisit design choices and check the mathematical soundness of the model. In our own experience we found that most workarounds could be removed and the resulting model behaved more soundly and was easier to understand. Models should also specify units for all variables, preferably using the International System of Units (SI). If possible, automated unit consistency checks should be performed before publishing a model. Additionally, if the language supports semantic annotation with ontological terms, this feature should be used for all variables and components.

**Importance in SHM modeling task.** The original SHM was implemented in C, which is an imperative language. Most of the reference code that we consulted for our re-implementation was responsible for management tasks, such as storing a history of variables that enter equations with a delay, debugging output, or a manual implementation of an integration loop with the Runge-Kutta method. Although most equations were defined as separate functions, we sometimes had difficulties untangling the semantics of the model from the main integration loop.

One area of the model that was highlighted by the Modelica compiler as not mathematically sound was the systemic arterial blood pressure, which is given by an algebraic equation during systole and by an entirely separate differential equation in diastole. This issue only became apparent, because we had to translate the imperative C code, which simply used an if-expression to switch between the two states, into a declarative form, which required a consistent equation structure. This consistent structure could be established by manually differentiating the systolic equation and then only switching between two different expressions for the derivative.

**References.** Few researchers in systems biology explicitly distinguish between imperative and declarative languages. Zhu et al.\(^65\) state that declarative languages are desirable, because it allows the description of the biological processes “in a natural way”. Several language authors also state that their respective modeling language is declarative\(^29,33,56,57\), but they do not explain why this is important. Of these, only the authors of JSim\(^57\) and Myokit\(^29\) state that declarative languages allow concentrating on what is modeled and not how the equations are solved, make models more understandable, and facilitate their analysis both by researchers and software tools.
MoDROGH characteristics: graphical

Discussing or even just understanding a model is difficult if the model is only described in the form of code or mathematical equations. This is especially true when the input of domain experts is required, who are not computer scientists or mathematicians. For this purpose most papers in biology use some kind of diagram to transport the general structure of the model in a graphical way. Here, there is a trade-off between two different visualization types:

1. Automatically generated abstract graphs of variable dependencies are an exact representation of the model and are well-supported by tools, which reduces the effort required to build these representations. However, automatic graph layout is a nontrivial problem: Different algorithms or parameter settings can lead to large differences in the layout. Most algorithms also do not scale well to large graphs and additional techniques are required to group nodes according to semantic similarity. Additionally, to the lack of grouping capabilities, automatic graph visualizations also solely rely on the variable names to convey the role of a variable—e.g., whether it is the product, reactant or catalyst of a reaction—or the kind of variable interactions—e.g., if the correlation is positive or negative. Consequently, this approach is mainly suited to represent the mathematical dependencies of variables, but not to give an intuitive overview of the model structure or to analyze the biological relations between modeled concepts.

2. Manual drawings of the biological interactions with respective images and symbols capture the essence of the information required to understand the model and can quickly be processed by the reader. This also has the additional benefit that the model can be discussed with domain experts that are familiar with the biological concepts, but not with mathematical modeling. However, they are less accurate, not standardized, and require a lot of manual effort. This can also mean that when a model is extended or otherwise updated, changes may not be immediately reflected in the drawing, since it may only be updated at a later stage or not at all.

There are multiple hybrid approaches that try to address the shortcomings of pure type 1 or type 2 visualization. The Systems Biology Graphical Notation (SBGN) allows the illustration of models with standardized abstract structural diagrams, which serve a similar function as circuit diagrams in electrical engineering. SBGN diagrams do not display variables, but represent the actual physical entities and processes with unambiguous, standardized glyphs. While there exist tools that can generate SBGN diagrams automatically, like CySBGN, some manual arrangement is required to produce satisfactory results. The standardization of SBGN also comes at the expense of the biological intuitiveness of the resulting diagram. Instead of immediately recognizable biological icons, researchers have to learn and interpret a series of abstract glyphs. For metabolism pathways this is no issue, since species that are part of a reaction are typically identified by their name and not by any two- or three-dimensional structure that could be used as an icon. However, for action potential models it would be preferable to represent ion channels and pumps by schematic drawings and to have a visual separation between the inside and outside of a cell. Such a graphical representation is especially helpful if it is standardized across different models. For example, the Physiome Model Repository uses the same icons for ion channels and pumps across all curated action potential models, which are drawn by the now discontinued tool OpenCell (http://physiomeproject.org/software/opencell/about). A similar standardized icon language could also be beneficial for models at the tissue or organ level.

Like type 1 and type 2 visualizations, SBGN graphs are independent of the capabilities of the language with which the model was written. They are generated by tools that do not need to have any connection with the modeling language itself. Modeling languages can support them by referencing image files or XML files containing SBGN as part of the model documentation, but they have to be maintained separately. An example of this can be seen on the left side in Fig. 4.

This is addressed by another hybrid approach that goes a step further toward the analogy with circuit diagrams and integrates layout and rendering information directly into the model structure. It is mainly prevalent in languages with an industrial background, such as Modelica and MATLAB, but is also implemented in the SBML level 3 layout and rendering packages. In this approach, model components are assigned graphical annotations, which define how the component should look and where it should be placed in the diagram representation.

![Fig. 4](image.png) Two different ways in which modeling languages can support graphical representations of models as part of their syntax. **a** CellML allows to include diagrams or plots as figures in the model documentation. The image files remain separate from the model code and have no semantic connection to it except for the figure caption. **b** Modelica allows to add graphical annotations using a vector graphics syntax. Models and their components can have icons graphics (// (2)), which can be placed in a diagram coordinate system (// (2)) and connected with lines (// (3)). This graphical representation is tied to the structure of the model. If, e.g., a component is removed from a model, the placement annotation (// (2)) must also be removed, which automatically updates the diagram and ensures that it still accurately reflects the new model structure.
of the model. In a modular language, this information can be used to build tools that allow to construct models by dragging and dropping component icons and connecting them with lines, much like a circuit diagram. An example of this can be seen on the right side in Fig. 4. The resulting diagrams are both an accurate reflection of the connections between model components, because they are intrinsically tied to the functional model code, and can be understood quickly, since they are arranged manually and use biological imagery. If the model changes and, e.g., a component is removed, the graphical annotation also has to be removed, because the compiler would otherwise produce an error message. This ensures that graphical representations stay up to date when a model is changed. Creating symbols and images for components requires effort, but this has to be done only once for each component and the arrangement and connection may even be easier than writing the equations that connect the components in code.

As becomes apparent, this last approach should be favored for multi-scale models, although it has to be noted that it is also possible to combine multiple approaches in the same language.

Guidelines. All interactions between the individual modules in a model should have a graphical representation in the corresponding diagram. Each diagram should only have a few components. If it becomes too crowded, some components should be grouped together to form a hierarchical structure. Each individual component in the diagram should be represented with an intuitive symbol that either corresponds to the appearance or function of its biological equivalent. Components should be visually grouped according to their function and interaction to facilitate understanding.

Importance in SHM modeling task. The original SHM features a graphical representation in the form of 23 text boxes that are connected by arrows. While this does give an overview of the physiological effects present in the model, one of our first steps to better understand the model was to augment this diagram by grouping the effects by the organs to which they belong and adding respective icons. Our Modelica implementation now features a fully visual diagram with 15 components that is guaranteed to be faithful, since it is tied to the equations in the code. It helped us on several occasions to discuss the model with domain experts, such as physicians and chemists.

References. The Physiolibrary is a Modelica library for physiological models that has graphical representations for each component\(^\text{63}\). ProMoT is a modeling tool that allows the composition of modular models in a graphical way\(^\text{45}\). Alves et al.\(^\text{64}\) compare 12 different simulator tools, giving higher ratings to those that have graphical representations for model components. Mangourova et al.\(^\text{65}\) state that it is preferable when a modeling tool for integrative physiology provides a graphical way of composing models since this can reduce development time.

Existing languages exhibit MoDROGH characteristics to varying extent

As mentioned in the introduction, there are multiple suitable languages available that implement the MoDROGH characteristics to some extent. In this section, the most prominent examples will be discussed with respect to each characteristic (highlighted in italics). We consider a “modeling language” to be any language used for describing and distributing mathematical models. This includes exchange formats such as CellML and SBML, languages that are embedded in a general-purpose programming language like Python or Julia, and standalone languages like Modelica. We selected languages that are currently popular either in systems biology or in mathematical modeling in general with a tendency toward general-purpose modeling languages that are not restricted to a specific organizational level or model type. As an additional criterion, languages had to exhibit at least some MoDROGH characteristics. We have to emphasize that the list is not comprehensive, but we tried to cover examples for all major trends in modeling languages.

MoDROGH languages: MATLAB

MATLAB is perhaps the most widely known language used for solving ODE (https://www.mathworks.com/products/matlab.html). The MoDROGH criteria can be best fulfilled when using the Simulink environment (https://www.mathworks.com/products/simulink.html) with the embedded language Simscape (https://www.mathworks.com/products/simscape.html). The Simbiology environment can be used as an alternative, which is comparable to SBML in its expressiveness regarding rules and reactions and can also export models to SBML (https://de.mathworks.com/products/simbiology.html). It is, however, tailored toward pharmacological models and not as feature-rich as Simulink and Simscape, which is why we restrict our analysis on the latter combination. Simscape realizes modularity through full object-orientation with class definitions, instantiation, and inheritance, although Simscape classes can only have one parent class, in contrast to MATLAB classes, which allow multiple inheritance. Through Simulink, models can be imported from different languages using the FMI, but export of Simscape models with this interface is currently not supported. The language is also declarative allowing to freely mix between implicit and explicit formulation of ODEs, which are written in a concise syntax that focuses on human-readability. It supports documentation strings for components and human-readable labels for variables. Unfortunately, the readability of Simscape is hampered by the fact that Simscape has to be used in conjunction with Simulink, which saves models in a proprietary binary format, which is not readable in a text editor and not even openly documented. This issue is further aggravated by the fact that backward compatibility to older versions of the model format is not guaranteed\(^\text{65}\). Units are supported and a mandatory consistency check is performed at the interfaces between components. There is no built-in support for ontologies, but since Simscape supports object-orientation, “is-a” relationships, which designate a component as an instance of a concept, might be expressed by building a large type hierarchy of ontological terms. This would require all models to use this type hierarchy and, therefore, reduce flexibility in designing generic base classes, since Simscape only allows single inheritance. Simscape classes can be used as graphical components within Simulink to create larger systems by arranging and connecting them via drag and drop. Hybrid systems are supported with index-reduction for ODEs and discrete events and variables. Unfortunately MATLAB, Simulink, and Simscape are proprietary tools that are not open in any way, requiring license fees and prohibiting custom extensions.

MoDROGH languages: SBML

In systems biology, the SBML is a widely-used open language for describing biological models—mostly at the level of biochemical pathways\(^\text{66}\). SBML level 3 includes an optional language module for hierarchical composition, which allows building modular models via the import of components during which individual variables can also be overwritten or deleted. Because it uses a subset of MathML to describe equations, SBML is declarative, and hybrid and in theory allows the definition of arbitrary ODEs in explicit and implicit form. SBML is based on XML, which makes it highly machine-readable and in turn facilitates interoperability between tools, because support for model import or export can be implemented easily. Unit definition is possible but optional and tools are not required to interpret them. However, libSBML, the
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most popular library for working with SBML models, can perform automatic unit consistency checks. Support for discrete events is limited to reinitialization of continuous variables. The reliance on MathML and XML is also a drawback, because it limits the human-readability of model files and presents challenges for version control software that is not equipped to distinguish structural from semantical changes. Individual components can be annotated with textual notes, Systems Biology Ontology (SBO) terms, or Minimal Information Required In the Annotation of Models (MIRIAM) metadata. Using the SBML level 3 packages for layout and rendering, graphical annotations can be assigned to model components. The high interoperability between SBML tools resulting from its focus on machine-readability is a major advantage, because researchers can use a tool that is designed to fit their specific use case and can reuse models across tools. Due to the wide acceptance of SBML, it can be expected that most researchers will have at least one such tool available so that the visual clutter of the XML files is no issue for model reuse. However, most of these tools do not support all optional SBML packages with the consequence that in practice support for modularity, graphical annotations, and DAEs in implicit or explicit form may be limited to specific tools.

**ModROGH languages: CellML**

CellML is similar to SBML, but focuses on building more general component-based models. It is also open, declarative and hybrid with the same considerations for being based on XML and MathML. In contrast to SBML, it does not only support units, but enforces that every variable in a valid CellML model must have a unit definition. Modelers can still choose the special value dimensionless to designate that a variable does not have a unit, but they have to make this choice consciously and explicitly. The language itself does not require tools to check the consistency of these units, but OpenCOR, one of the main tools for creating and simulating CellML models, does perform automated consistency checks when a model is loaded or saved. OpenCOR can also somewhat alleviate the downside in human-readability, because it defines a so-called “CellML Text” language, which can be used to view and manipulate the model in a more human-readable text format. However, “CellML Text” has limited expressiveness only allowing the definition of explicit and not implicit equations and it is only used for viewing and editing and for model storage. It also does not contain annotations, which can be defined in CellML through embedded metadata files in Resource Description Framework (RDF) format, which can also contain ontological annotations. Since version 1.1, modular CellML models can be hierarchically composed of sub-models. To support the graphical representation of models, CellML provides constructs for referencing externally-stored graphical files and formatting figure captions. This feature allows modelers to link models with an associated image and is used by the curators of the Physiome Model Repository—the primary clearinghouse for CellML models—to display relevant figures on a model’s webpage. However, as there is no semantic link between figure elements and model code, it is the responsibility of the modeler to keep the figure up to date when the model is changed.

**ModROGH languages: Python**

Python is an open-source programming language that is popular in data science (http://www.python.org). The language itself is imperative, but it can be extended with some declarative features for special purposes. In systems biology, notable efforts include PySB and the PySCeS. These packages define their own declarative domain-specific languages (DSLs) within Python to tackle specific biological use cases. PySB focuses on rule-based reaction models while PySCeS focuses on ODE, structural analysis, and metabolic control analysis. There also exist general-purpose packages, such as SimuPy and PyDSTool, that allow users to create and analyze models built with ODE, DAEs, and discrete events.

All aforementioned python-based solutions are open and declarative and Python itself focuses on human-readability. However, the modeling packages mainly rely on the modeler to use the features of Python to implement modularity concepts and to document their models by themselves. Also, none of them support any graphical representation of models. Notably, SimuPy and PyDSTool lack slightly in human-readability and declarativeness because they require a very specific and low-level technical format for defining equations. Exceptions in terms of modularity are SimuPy’s block diagrams and PySB’s macros. The fact that the environment is not declarative in itself leads to the drawback that only PySB supports ontological annotations and only PySCeS supports the definition (but not consistency checks) of units. Regarding the hybrid characteristic, the differences are most pronounced since PySB is not hybrid at all, featuring only specific biochemical rules without events, while PySCeS and SimuPy allow discrete events as well as ODE and only PyDSTool is able to also handle DAEs. None of these packages support the explicit declaration of discrete variables.

**ModROGH languages: Antimony**

Antimony is a declarative modeling language with an emphasis on human-readability used by the open Python-based environment Tellurium, which can be used for model building, simulation, and analysis. Since Tellurium version 2, Antimony also supports the structural annotation of models with terms from the SBO or general MIRIAM metadata. Antimony is modular by design, allowing the definition of components that can be imported in other models. As in SBML, individual variables and equations can be overwritten or deleted during import. It is hybrid in the sense that it allows discrete events, but it only supports explicit ODE and not DAEs and it lacks support for declaring discrete variables. Like SBML, Antimony focuses on models on the level of biochemical pathways by providing a special syntax for reactions. It has no support for embedding any form of graphical model representations.

**ModROGH languages: Modelica**

Modelica is an open-source declarative modeling language primarily used in engineering. It is very similar to MATLAB’s Simulink environment and the Simscape language. In fact, Simulink was developed before Modelica and Modelica before Simscape, which suggests some inference between the languages in both directions. Modelica supports modularity via object orientation including the overwriting of variables and explicit equations, and, in contrast to Simscape, multiple inheritance. Most Modelica tools support the FMI, allowing the reuse of models across different languages. Like Simscape, it also allows grouping of interface variables to connectors, which can be used to connect models graphically via drag and drop. It is human-readable and declarative allowing to define a model with a mix of explicit and implicit DAEs. Models can be annotated with documentation strings for individual components, a full HTML documentation for classes and machine-readable annotations, which do not support ontologies by default but have a flexible extension mechanism with so-called vendor-specific annotations. As in Simscape, “is-a” relationships between model components and ontological terms can also be implemented via a type hierarchy. While this introduces design restrictions in Simscape, Modelica supports multiple inheritance and therefore allows maintaining ontological type hierarchies in addition to generic base classes. Units are supported and optional consistency checks can be performed. Modelica is also fully hybrid with support for discrete events and variables as well as arbitrary DAEs. With additional, open-source
libraries, it is also capable to express models, e.g., as bond graphs, Petri nets and finite state machines. The Modelica ecosystem is a mix of open academic tools and commercial tools for use in industry while most libraries are open-source. There are two actively maintained open-source Modelica compilers called JModelica and OpenModelica, the latter including a fully-fledged integrated development environment (IDE)\textsuperscript{72,73}. However, Dymola, the most widely-used Modelica IDE, is proprietary and not fully compatible with open-source alternatives (https://www.3ds.com/products-services/catia/products/dymola/). Therefore, Dymola models may need to be adjusted slightly to run with open-source compilers or vice versa.

**MoDROGH languages: Julia**

Julia is an open programming language that is mainly used for data science\textsuperscript{75}. It is imperative by nature, but the language can be extended with macros, which are more powerful than the respective capabilities of Python, to allow declarative modeling. Elmqvist et al. use this feature for Modia, an implementation of the Modelica syntax within Julia\textsuperscript{74}. Modia is currently still experimental. It is modular, hybrid, and focuses on human-readability, but lacks, for example, the graphical features of Modelica.

In general, Julia offers strong support for differential equations with packages such as DifferentialEquations.jl which supports hybrid systems including DAEs, partial differential equations (PDEs) and discrete events, but not the declaration of discrete variables\textsuperscript{76}. The syntax of this package focuses on human-readability and is declarative, but only allows either a fully-implicit or semi-explicit formulation of the whole system of DAEs with a mass matrix. Like Python-based solutions, annotation and modularization in this package is up to the modeler using the features of the language Julia which supports a multiple dispatch mechanism, which can be used to accomplish the same functionality as object orientation except for encapsulation. However, units with automated consistency checks can be supported though the Unitful.jl package\textsuperscript{75}. Like Modia, DifferentialEquations.jl offers no graphical representation of models.

**MoDROGH languages: comparison of existing candidates**

A summary of the available languages and their features can be found in Table 1. Notably, Simscape and Modelica stand out by supporting full object-oriented design of models, explicit declaration of discrete variables, an integrated graphical representation, which allows biological drawings and manual arrangement, acausal connections between components, cross-language import of models via the FMI, grouping of interface variables as connectors, and unrestricted mixing of implicit and explicit equation formats. The feature-richness of these languages is not surprising, since both are established industry standards, which are used in multiple disciplines to build large and complex models.

Between the two candidates, Modelica additionally provides a mostly open environment, multiple inheritance, overwriting of variables and some equations during instantiation and inheritance, export to other languages via the FMI, and machine-readable annotations, which can, in theory, be used to implement support for ontologies. On the downside, this ontology support must be implemented manually and is not included in major tools and while open source tools do exist, they only make up a part of the Modelica ecosystem and are not necessarily fully compatible with proprietary solutions.

Although it is certainly not the only option and it is as of now foreign to the systems biology ecosystem, we think that Modelica is a suitable choice to demonstrate the benefits of the MoDROGH characteristics since it implements them to the fullest extent among our selection of languages.

**Modularizing a model of the human cardiac conduction system facilitates reuse**

The Seidel-Herzel model (SHM) describes the autonomic control of the heart rate in humans at a high level of abstraction\textsuperscript{10}. It was developed and implemented by Henrik Seidel in 1997 using the programming language C. We chose this model because preliminary versions, which have been published as individual peer-reviewed articles\textsuperscript{11,76} have gained substantial research interest and are able to simulate several relevant disease conditions such as first and second degree atrioventricular block\textsuperscript{10}, carotid sinus hypersensitivity\textsuperscript{11}, congestive heart failure\textsuperscript{77}, and primary autonomic failure\textsuperscript{77} as well as treatment options such as the administration of atropine or metoprolol\textsuperscript{77}. It is also especially interesting with regard to its dynamical properties such as the emergence of Mayer waves\textsuperscript{10}, bifurcations\textsuperscript{11}, and cardio-episporatory synchronization\textsuperscript{11}. In a previous paper, we translated the SHM to Modelica\textsuperscript{12}, and we recently also published our full model code as an open-source reference implementation\textsuperscript{14}. The model is therefore freely available, able to produce physiologically relevant results, large enough to benefit from engineering methodology, and yet small enough to allow an in-depth analysis at the source code level. It is not representative of lower-level metabolism and cell signaling models, which are currently the most common type of models encountered in systems biology, but it is well suited to showcase what is needed for future multi-scale models, which inevitably have to leave these well-explored levels behind to generate new insights. In fact, the model can already be considered to span multiple scales of time since it includes effects at the sub-second level as well as on the level of multiple minutes\textsuperscript{80}.

To be more specific, the SHM can be classified as a hybrid (discrete and continuous), deterministic, quantitative, macro-level model. All effects in the model are described on the organ level, including the time course of systemic arterial blood pressure

### Table 1. Evaluation of language candidates with respect to the desirable MoDROGH characteristics established in this paper.

|                | MATLAB\textsuperscript{a} | SBML | CellML | pySB | PySCeS | SimuPy | PyDSTool | Antimony | Modelica | Julia\textsuperscript{b} |
|----------------|---------------------------|------|--------|------|--------|--------|----------|----------|----------|-----------|
| Modular        | ✓                         | ✓    | ✓      | ✓    | ✗      | ✗      | ✓        | ✗        | ✓        | ✓         |
| Declarative    | ✓                         | ✓    | ✓      | ✓    | ✗      | ✗      | ✓        | ✗        | ✓        | ✓         |
| Readable       | ✗                         | ✓    | ✓      | ✓    | ✓      | ✗      | ✓        | ✗        | ✓        | ✓         |
| Open           | ✗                         | ✓    | ✓      | ✗    | ✓      | ✓      | ✓        | ✓        | ✓        | ✓         |
| Graphical      | ✓                         | ✓    | ✓      | ✗    | ✓      | ✓      | ✗        | ✓        | ✓        | ✓         |
| Hybrid         | ✓                         | ✓    | ✓      | ✗    | ✓      | ✓      | ✓        | ✓        | ✓        | ✓         |

A check mark in parentheses means the language has the respective characteristic in principle, but not to its full extent or with noticeable drawbacks. A more detailed version of this table with regard to individual language features can be found in Supplementary Table 1.

\textsuperscript{a}Using the Simulink environment and the Simscape language.

\textsuperscript{b}Using macro packages that extend the language.
generated by the pumping of the heart; the Windkessel effect of the expanding arteries dampening the initial rise in blood pressure; the arterial baroreceptors generating a neural signal depending on the absolute value and the increase in blood pressure; the autonomic nervous system emitting norepinephrine and acetylcholine as hormone and neurotransmitter based on signals from the baroreceptor and the lungs; and the cardiac conduction system with the sinoatrial node (SA node) as main pacemaker and the atrioventricular node (AV node) as a fallback system.

In the following, only the conduction system is examined. It takes an input signal from the SA node (based on norepinephrine and acetylcholine concentrations) and includes the refractory behavior of the SA node limiting the maximum signal frequency, the delay between a signal from the SA node and the actual ventricular contraction, and the AV node generating a signal if no signal has been received for a given period of time. There is a little confusion about the refractory behavior, because the wording in Seidel's thesis suggests that he wanted to model the refractory period of the ventricles, but in the code, the refractory state is checked before the delay between SA node and ventricles is applied. In the original model, these effects were tightly coupled within a single piece of code comprising five parameters, and 13 variables and equations—not counting additional parameters and variables for initial conditions. We found that this complexity makes it hard to understand and modify the model, which is why we translated it into a modular structure using Modelica. We will explain Modelica-specific language constructs as they appear in the code examples, but for a more complete introduction to Modelica in a biological context the reader is referred to the Lotka-Volterra examples in ref. 81 as well as our own implementation of the Hodgkin-Huxley model82.

The modular version separates the code into the three components RefractoryGate, Pacemaker, and AVConductionDelay. These components are connected via a unifying interface using a base class UnidirectionalConductionComponent, which takes a Boolean signal as an input and produces a Boolean output. These inputs and outputs are only true for the exact point in time when a signal is issued (i.e., they behave as a sum of Kronecker deltas). In Modelica, this behavior can be indicated by defining a type alias InstantSignal.

```model RefractoryGate "lets signal pass if refractory period has passed" extends UnidirectionalConductionComponent;
extends SHMConduction.Icons.Gate;
import SI = Modelica.SIunits;

parameter SI.Time t_first = 0 "time of first signal";
parameter SI.Duration d_refrac = 1 "duration of refractory period";
Boolean refrac_passed = time > t_first + d_refrac "not refractory?";

protected
discrete SI.Time t_last = start[1] fixed=true "time of last output";
equation
outp = inp and refrac_passed;
when outp then
  t_last = time;
end when;
end RefractoryGate;
```

This model showcases several language features: It designates parameters with the `parameter` keyword, indicating that their value will not change during the simulation. It uses the Modelica.SIunits package, which contains types with unit definitions according to the SI. It documents each variable with a short informative explanation. It defines the helper variable `t_last` in a protected environment, which indicates that this variable is only relevant inside this component and should be hidden from other components. It contains an event using the `when` keyword, which can be used to assign values to discrete variables and to reinitialize continuous variables. It uses the `pre()` function to distinguish between the value of `t_last` before and after the event, which is required, because equations do not assume any causality. It explicitly marks `t_last` as discrete, which ensures that it must be defined within a `when` equation and indicates to the reader that it remains constant between events. It also employs multiple inheritance by including two `extends` statements: one for the base class containing the interface connectors, and one for an icon class containing the graphical annotation code. The latter is not strictly required, but it is convenient for readability, because it allows keeping verbose icon annotations in a separate file.

The other two components follow a similar design structure. The Pacemaker represents the capability of the AV node to generate spontaneous action potentials in the absence of a signal from the SA node. This means it lets incoming signals pass through but also issues a signal on its own when the output has been silent for the duration of its period period.To ensure that signals during the refractory period do not prematurely reset the pacemaker, it needs to be extended by defining other models that include the following declaration.

```extends UnidirectionalConductionComponent;
```

This statement imports all variables and equations of the base class into the current model, which ensures that all components will have an input and output connector named `inp` and `outp` without the need to define these variables multiple times. Models can also inherit graphical annotations from base classes, which can define a common look and connector placement for the graphical representation.

The three main components RefractoryGate, Pacemaker, and AVConductionDelay all extend UnidirectionalConductionComponent. For the sake of brevity, we will only show the code for the RefractoryGate here while the code for the other two components can be found in the methods section. The RefractoryGate represents the refractory behavior of the SA node which cannot be excited for a certain time period after it has fired a signal. For our model this means that the output equals the input except that after each signal there is a time period `d_refrac` in which incoming signals are ignored. This results in the following definition:

```model RefractoryGate "lets signal pass if refractory period has passed" extends UnidirectionalConductionComponent;
extends SHMConduction.Icons.Gate;
import SI = Modelica.SIunits;

parameter SI.Time t_first = 0 "time of first signal";
parameter SI.Duration d_refrac = 1 "duration of refractory period";
Boolean refrac_passed = time > t_first + d_refrac "not refractory?";

protected
discrete SI.Time t_last = start[1] fixed=true "time of last output";
equation
outp = inp and refrac_passed;
when outp then
  t_last = time;
end when;
end RefractoryGate;
```
In Fig. 5 we chose an open fence gate for the refractory gate, RefractoryGate for the refractory behavior of the SA node and AVConductionDelay for the combined delay between the SA node and the ventricles. The C in a black box indicates that the main variable of the component is held constant while the stopwatch symbol for the delay should indicate that the duration is time-dependent. Components have their input on the left, their output on the right and the pacemaker has the additional reset input at the bottom.

A separate reset input, which is only triggered when the output signal has also passed the refractory gate. The AVConductionDelay represents the time delay that occurs due to the slow conduction between AV node cells. It delays an incoming signal by a duration that depends on the elapsed time since the last output signal has been issued. As mentioned above, the code for both of these components can be found in the methods section.

To form the full model of the cardiac conduction system, the components have to be connected through their interface variables. In Modelica, this is usually done in graphical tools like OpenModelica through a drag and drop interface. For this, the aforementioned annotation() statements come into play. They define the icons and the placement of components and connection lines in a vector graphics format. An example for the placement of the inp connector may look as follows:

```model ModularConduction
  extends UnidirectionalConductionComponent;
  extends SIConductionIconsHeart;
  import SI = Modelica.SIunits;
  RefractoryGate refrac_av(d_refrac=0.364, "refr. time of AVN" annotation(...);
  Pacemaker pace_av(period=1.7, "AV node pacemaker behavior" annotation(...);
  AVConductionDelay delay_sa_v "delay from SAN to ventricles" annotation(...);
  discrete SI.Duration d_interbeat(start=initial_T, fixed=true);
  discrete SI.Time cont_last(start=0, fixed=true);

  equation
    connect(inp, pace_av.inp) annotation(...);
    connect(pace_av.outp, refrac_av.inp) annotation(...);
    connect(refrac_av.outp, pace_av.reset) annotation(...);
    connect(refrac_av.outp, delay_sa_v.inp) annotation(...);
    connect(delay_sa_v.outp, outp) annotation(...);
    when outp then
      d_interbeat = time - pro(cont_last);
      cont_last = time;
    end when;
  end ModularConduction;
```

This ensures that the resulting diagram in Fig. 5 is not a separate image file that has to be maintained separately, but is instead directly tied to the actual model structure. To keep the model code simple and short we defined the icon annotations in separate classes whose code can be found in Supplementary Listing 23–27. As seen in Fig. 5 we chose an open fence gate for the refractory gate, a metronome for the pacemaker, and an hourglass for the delay. The components are simply connected in order with the exception that the reset of the pacemaker component is only triggered if the signal also passed the refractory component. The resulting composite Modelica model ModularConduction looks as follows:

Note that we do not show the content of the annotation() statements here for the sake of brevity. The full code can be found on GitHub and in Supplementary Listing 1–27. Since the model itself receives a Boolean input from the SA node and provides a Boolean output for the Ventricles, it is itself a UnidirectionalConductionComponent. Components are used by defining variables of the types RefractoryGate, Pacemaker, and AVConductionDelay. The definitions also overwrite the parameters d_refrac and period to adjust the general Pacemaker and RefractoryGate models to their specific use case in this model. The inputs and outputs of the components are connected via connect() equations. In this case, connect(a, b) is synonymous with the equation a = b, but more complex connectors can connect multiple variables within a single statement and can also handle conservation laws. The model also introduces the additional variable d_interbeat, which allows using the interbeat intervals as a higher-level feature.

The structure defined in this model (and seen in Fig. 5) deviates from the original SHM because the refractory behavior is situated at the AV node instead of the SA node. Additionally, the delay component models the complete delay from the SA node to the ventricles but is actually applied after the components for the AV node. To remain closer to physiology, one could split the delay component into two delays—one before and one after the AV node—and similarly add another refractory gate for the SA node. However, in Supplementary Note 1 we show that this simplified structure closely replicates the behavior of the SHM and even reveals some minor inconsistencies in the original model.

We also used our modular version to implement the trigger for PVC, which initially uncovered the problems with the monolithic version. It turned out that this extension now becomes possible without much effort, since it is easier to determine the effect of a PVC on the individual components one by one than to describe its effect on the whole system at once. A complete discussion of the extension can be found in Supplementary Note 2 and a diagram of the resulting model can be seen in Fig. 6.

**DISCUSSION**

The model that we chose to demonstrate the benefit of the MoDROGH characteristics is quite small as compared to, e.g., current whole-cell models, which can involve 28 or more individual interconnected components. It can be argued that one needs to look at models of this scale to really assess the impact of model engineering decisions and language choice. However, we think that much more than the size or structure of the model, the context of its reuse is the most important factor that allows us to generalize our findings to different areas of mathematical modeling. To extend the SHM, we needed to identify the correct integration points for the new effect in the model, which in turn required us to first separate the model into...
modules that each represent only a single physiological effect. We think that this requirement to understand and break up existing models for reuse in a different context represents one of the main challenges of multi-scale modeling in general. Additionally, larger models would not allow an in-depth discussion of their code within a single research article, since there would be simply too much interrelated code to discuss. We, therefore, chose the cardiac conduction system of the SHM as a "minimal working example", which is just large enough to show the effects that we want to discuss but still small enough to cover the whole code in this article. This is in accordance with common practices in computer science textbooks where general design patterns for the construction of large software systems are discussed based on small examples. It is also important to note that the language Modelica and the techniques that we discuss here can be, and to some extent have been, applied to build large models. Examples include the Physiolibrary, a library to build multi-organ or whole-body circulatory models, the Guyton model of physiological regulation or even larger examples from industrial settings such as end-to-end simulation of launch vehicles or electrical power systems with thousands of components. For our specific example, an application to a model of relevant size is also tangible, because our model of the cardiac conduction system can be seamlessly integrated in our Modelica implementation of the full SHM, which features 15 interconnected components and also utilizes the MoDROGH characteristics.

This leads to our initial research question to assess how the modular, declarative, readable, open, graphical, and hybrid nature of a MoDROGH language helped in the modeling process of the conduction model. We discuss this for each individual characteristic (highlighted in bold) and then sum up the impact on the model design goals of reproducibility, understandability, reusability, and extensibility and reflect on our choice to use the modeling language Modelica.

Regarding the modular characteristic, the first noteworthy observation is a reduction in the amount of items that a researcher has to process simultaneously to understand the model. The modular implementation of the cardiac conduction system consists of small components with at most three parameters and seven variables and equations including only two to three interface variables. This stands in contrast to the five parameters and 13 variables and equations of the monolithic version. This can be seen as an indicator for increased understandability. The Pacemaker, RefractoryGate and ConductionDelay models are easily understand able and easy to imagine that they could be reused in a different model that requires these effects. This also facilitated the extension of the model with a trigger for PVCs, which required the incorporation of a second RefractoryGate to model not only the refractory behavior of the SA node but also of the ventricles (see Fig. 6). In this case, the component could be reused without modification.

This extension was our initial goal, which sparked the discussion about language characteristics and design guidelines for mathematical models. When we originally tried to implement this behavior in the monolithic version, we found it extremely hard to pinpoint the lines of code that would need to change. Now, with the modular version, the question was not "Which variables do I have to change?" but "Which influence does a PVC have on physiological component X?". The discussion shifted from technological considerations to physiological ones, which made the extension possible without much effort. In the original model, several variables and equations would have to be added, making the already complicated system almost unmanageable. The benefits of modularity become even more apparent when moving from the conduction model to the whole SHM.

Since the whole ModularConduction model is also encapsulated with a simple interface consisting of an input, an output, the interbeat interval and the timestamp of the last contraction it has to process simultaneously to understand the model. When we originally tried to implement this behavior in the monolithic version, we found it extremely hard to pinpoint the lines of code that would need to change. Now, with the modular version, the question was not "Which variables do I have to change?" but "Which influence does a PVC have on physiological component X?". The discussion shifted from technological considerations to physiological ones, which made the extension possible without much effort. In the original model, several variables and equations would have to be added, making the already complicated system almost unmanageable. The benefits of modularity become even more apparent when moving from the conduction model to the whole SHM.

Since the whole ModularConduction model is also encapsulated with a simple interface consisting of an input, an output, the interbeat interval and the timestamp of the last contraction it has to process simultaneously to understand the model. When we originally tried to implement this behavior in the monolithic version, we found it extremely hard to pinpoint the lines of code that would need to change. Now, with the modular version, the question was not "Which variables do I have to change?" but "Which influence does a PVC have on physiological component X?". The discussion shifted from technological considerations to physiological ones, which made the extension possible without much effort. In the original model, several variables and equations would have to be added, making the already complicated system almost unmanageable. The benefits of modularity become even more apparent when moving from the conduction model to the whole SHM.

It has to be said that the components we developed are only reusable within their physiological context. In contrast to, e.g., reaction equations in metabolism models, physiology is not yet standardized enough to have a unifying theory that allows building libraries of components that can be used in multiple tissue or organ models. However, the Physiolibrary can be seen as a first approach in this direction, which also uses Modelica. Regarding the human-readable characteristic, all variables, parameters, and components in our model have human-readable labels that clearly specify which physiological quantity they represent. The full version of the model code, which can be found in Supplementary Listing 1–27 and at https://github.com/CSchoel/shm-conduction, also contains additional documentation.

Fig. 6  Diagram of the extension of the modular conduction model with a trigger for (PVCs). The components are the same as in Fig. 5 with additional components and connections highlighted in blue: reset inputs, second RefractoryGate (right) for the refractory period of the ventricles, two logical OR gates and one AND gate. The letters on the outside of the rectangle represent the connections of the model to the outside world: the input from the SA node (S), the output to the ventricles (V) and the trigger signal for PVCs (PVC).
This is important for the understandability of the model but also for reuse and extension. Reuse requires the identification of possible connection points between variables in different models based on their semantics. Extension could, for example, involve the replacement of one variable or component with a more complex representation, which models the same concept in more detail.

The new model also removed an undocumented technical workaround from the original where the interaction between refractory time, spontaneous beats by the AV node, and the time delay were resolved indirectly: a scheduling system kept track of the next time a beat would be issued, giving precedence to beats that enter the schedule at a later time but would take effect earlier. A diagram of this system can be seen in Supplementary Fig. 1. This indirect implementation was hard to understand, because the schedules have no direct physiological equivalent. The AV node, for example, does not signal the sinus node ahead of time to indicate when it will issue the next beat. This system was therefore replaced by an explicit, more readable version by only considering actual signals and no schedules.

Modelica focuses on human-readability over machine-readability, which enabled us to discuss code-level details in this article and makes it possible to quickly review changes in a version control tool like Git (https://git-scm.com/). This made it easy for us to spot bugs by tagging working versus broken versions and identifying the lines that changed between the working and the broken state. In contrast, editing software for XML-based formats with less focus on human-readability may reorder lines from one version to another without consequence for the overall functioning of the model and without these changes being apparent to the modeler. This can result in long line change messages in popular version control systems such as Git, which complicates locating the individual line that introduced an error.

Another advantage of fully human-readable code can be seen in the experiment setup, which we show in the methods section. This model contains the code

```java
annotation(annotation)

end SubstanceConcentration;
```

The keyword `annotation` indicates that the variable `annotation` is subject to a conservation law: At each connection point in the system, the sum of acetylcholine flow from and to all connected components must be zero. In the SHM, the acetylcholine concentration is only determined by a single `NeurotransmitterRelease` component, which is connected to the parasympathetic system, but it is easy to imagine an extension that includes multiple uptake sites. In such an example, the automatic generation of the conservation law by Modelica would allow to separate the effects of all connected components, which only have to declare their individual contribution to the acetylcholine concentration. This both leads to better encapsulation, making the model more understandable, and it facilitates extension since additional components that have an influence on the concentration can be added without changing any of the equations of the existing components.

The openness of both the Modelica language and the OpenModelica IDE ensures that readers can easily run simulations themselves. They simply have to download the latest release from the GitHub repository at https://github.com/Cschoel/shm-conduction and load the models using the “Load library” option in the “File” menu. This means that our results can be easily reproduced regardless of available licenses or of the user’s operating system and that researchers who might want to reuse the model or components can quickly run simulations to assess the usefulness of the model for their use case.

However, there may still be some barriers. First, Modelica is not yet widely known in systems biology, which makes it likely that researchers will have to become familiar with a new tool and language in order to reproduce our findings. Second, engineers that use Modelica for industrial applications mostly turn toward proprietary solutions like Dymola (https://www.3ds.com/products-services/catia/products/dymola/), which can be more feature-rich than and not fully compatible with OpenModelica.

One area where the declarative characteristic comes into play in our example are unit definitions. Even though the example model only contains time-related variables and no other physical quantities, the fact that we introduced proper SI units is still helpful for understanding. For example, it avoids errors, if the components are reused in another model that measures time in milliseconds instead of seconds. Unfortunately, Modelica does not enforce unit definitions or unit consistency checks. However, when these optional unit declarations are used consistently, they help to quickly identify and solve such order of magnitude errors.

In his C implementation, Seidel implemented a fourth order Runge-Kutta method himself, making this the only numerical method available. By using a declarative language, it becomes p-
possible to easily switch between different solvers which can improve numerical accuracy. Not being tied to a specific numerical method also increases interoperability between models and thus reusability.

Another benefit of the declarative specification that becomes apparent in our example is the increase in mathematical soundness and clarity. The C implementation contained some design choices that were convenient for programming, but neither for understanding nor physiological plausibility. For example, the original model mixed variables that represent actual signals and timestamp variables that schedule signals for the future (see Supplementary Fig. 1). To comprehend these actual signals and time stamp variables that schedule signals for example, the original model mixed variables that represent design choices that were convenient for programming, but soundness and clarity. The C implementation contained some apparent in our example is the increase in mathematical logically meaningful modules with a unified interface, the Modelica compiler automatically hinted at these concerns, e.g., because variables were missing.

One downside of choosing Modelica is that we could not demonstrate the benefit of augmenting a model with semantic information using ontologies. However, the use of the S1units package and the definition of the InstantSignal type to indicate Kronecker delta behavior of inputs and outputs show how this could be achieved through a type hierarchy: The variables in the model do not only have units, but we also distinguish between the type Time for a point in time and Duration for a difference between two points in time. Similarly, InstantSignal is technically equivalent to the type Boolean, but carries additional semantic information about the shape of the signal. In much the same way, one could build large type hierarchies containing all terms of an ontology like the SBO, Chemical Entities of Biological Interest (ChEBI) or Ontology of Physics for Biology (OPB). Another way to implement ontology support in Modelica would be so called vendor-specific annotations of the form annotation(InstantSignal(type=Time, key=value, ...)), which could be added to components and variables. Since ontology terms are typically identified through Uniform Resource Identifiers (URIs), which are not human-readable, and because there are currently no graphical Modelica tools that support such ontologies, the first approach using the type system seems preferable for now.

Regarding the graphical characteristic, the diagram in Fig. 5 helps to understand the model at first glance. It can both be used as an entry point for understanding and for communicating the model to a domain expert who is not familiar with mathematical modeling or the language Modelica. The same would not be possible with more detailed SBGN graphs or automatically generated graphs of variable interactions, which would also include internal variables of components and helper variables. At the same time, the diagram is not just a separate image file but it is generated from annotation() statements in the individual components themselves. This means that it will remain up to date if components are added or removed or new connectors are included so that other researchers can rely on the accuracy of the diagram if they want to understand, reuse, or reproduce the model. The annotations also allow building more complex models or small test cases using drag and drop in a graphical tool like OpenModelica, which can facilitate reuse and extension. For example, the PVC extension required very little changes in the code. Most of the changes could be applied by adding a RefractoryGate component and three logical AND and OR gates to the diagram which can be seen in Fig. 6.

On the downside, it can be argued that the connection in Fig. 5 which points back from the refractory component to the pacemaker component is unintuitive and may be confusing when the model is interpreted physiologically. This can be remedied by introducing another layer of abstraction, which combines the components Pacemaker and RefractoryGate to a single component RefractoryPacemaker. We did not do this in our implementation to keep the model code as simple as possible, but in a larger model such an intermediary component may be advisable.

As of now, our discussion was focused on Modelica, but there are multiple languages with MoDROGH characteristics. Additionally, our example revealed some shortcomings of Modelica with respect to modeling biological systems. We, therefore, want to recapture which features of the language were especially beneficial for our model design, which features were lacking, and what are the trade-offs that have to be made when switching to another language.

Our Modelica implementation made heavy use of object orientation, including multiple inheritance; it featured discrete variables with human-readable labels; it relied on the graphical representation for creating and communicating the toplevel model structure; it provided minimal interfaces by encapsulating helper variables and defining explicit connectors; and it used the built-in support for S1 units. Unfortunately, unit definition are not enforced in Modelica, which means that it is up to the modeler to ensure their reliable use. Modelica also does not support semantic annotation of model components with ontological terms. We showed how this can be achieved with a type hierarchy or with vendor-specific annotations, but still ontology support would have to be added to open-source Modelica tools to be of practical use.

As an alternative, MATLAB with the Simulink environment and the Simscape language is the only other language presented in the results section that supports full object orientation, declaration of discrete variables, and integrated graphical annotations. In contrast to Modelica, it also enforces unit checks at the interfaces between components. The only technical downside of this language is that Simscape classes do not support multiple inheritance. However, this is probably no issue since we only used multiple inheritance to import the annotation code for icons. Simulink only supports icons as links to separate image files and not as verbose vector graphics code. This has the benefit of not cluttering the code and, therefore, removing the requirement for multiple inheritance, but it also has the drawback that it is not possible to define a common appearance for all components by inheriting parts of the graphical annotation from the base class. Apart from the technical aspects, the biggest drawback of MATLAB is that it is not open. If we had used MATLAB instead of Modelica, researchers who want to repeat our experiments could still download the code from GitHub, but they would need licenses for Matlab, Simulink, and Simscape to run the simulations.

From the open alternatives, Julia with the Modia package comes closest to the features we used for our example model. It has the drawback of not supporting any graphical representation and still being in an experimental stage. If one instead makes the switch to the more stable DifferentialEquations.jl, the support for object-orientation, declaration of discrete variables, variable labels, and encapsulation is lost.

To compensate the shortcomings of Modelica, CellML might be the best fit, since it is the only language from those presented in the results section that enforces unit definitions. Additionally, it also supports model annotation with terms from an ontology and as an accepted COMBINE standard it is part of an established
ecosystem for mathematical modeling in systems biology. With SemGen, there even exists a tool for semantics-based annotation and composition of CellML (and SBML) models. On the downside, CellML does not support full object orientation for composing models. This means that base classes that define an interface need to be imported as components of the model, which requires a more verbose syntax. It also does not support the explicit declaration of discrete variables but does support variable reinitialization due to discrete events. To implement a variable like \( d \) _interbeat_ reinitialization due to discrete events. To implement a variable like 

\[
\text{explicit declaration of discrete variables but does support variable reinitialization due to discrete events. To implement a variable like \( d \) _interbeat_ reinitialization due to discrete events. To implement a variable like }
\]

requires a more verbose syntax. It also does not support the composability of models. This means that base classes that de ...

It becomes clear that there is no single "best" language. Further development is needed to obtain a language that supports all the MoDROGH characteristics to their fullest extent. This development could start with Modelica, leveraging a flexible and industry-proven general-purpose modeling language and extending it to fit the needs of the systems biology community. It could also start with CellML or SBML, which are already proven languages with widespread support in the systems biology community, and which could borrow some software engineering features and standards from languages like Modelica or Simscape. Other approaches and foundations are also possible and it may even make sense to not pursue the "perfect" language at all, but to focus more on interoperability between languages that fit the specialized needs of smaller modeling domains.

In conclusion, using a modeling language that is Modular, Descriptive, human-Readble, Open, Graphical, and Hybrid (MoDROGH) can make models more reproducible, understandable, reusable, and extensible. Because there is no single best language, modelers have to decide which features are most important for them and which trade-offs they are willing to make. They should be aware of the beneficial characteristics of the language and use them consistently as we described in our guidelines and showed in our modular example model of the cardiac conduction system. The situation that a model needs to be dissected, modified, and extended to be used in a different context is common in multi-scale, multi-level, and multi-class models and therefore it is likely that our findings translate to large areas of systems biology. Mathematical modeling in systems biology has become an engineering challenge that requires engineering solutions. Models should no longer be implemented with only a single purpose in mind, but as reliable parts of larger systems. We hope that this article can spark a discussion in the community to put more emphasis on these engineering aspects of mathematical modeling in the development, selection, and application of modeling languages.

**METHODS**

**Material**

We used MoE version 0.6.3\(^{52}\) to write the code of our models and OpenModelica version 1.13.0\(^{53}\) as well as Inkscape version 0.91 (https://inkscape.org/) to add the component icons. OpenModelica version 1.17.0-dev.3441-c8233fa62a was used for all simulations in conjunction with Julia version 1.5.3 and the packages OMJulia (v0.1.0) and ModelicaScriptingTools (v1.0.0-alpha.4). For plotting we used Python version 3.9.1 with the packages matplotlib (v3.3.4), numpy (v1.2.0), and pandas (v1.2.1).

In the following we will show and explain our Modelica code for the models and simulations. To keep it short, we do not show the code of the original monolithic version and of the graphical annotations. We also do not include most of the documentation strings, which are present in the full version. They can be found in Supplementary Listing 1–27 and at https://github.com/CSchoel/shm-conduction. Please also note that this article was previously published as a preprint\(^{54}\).

**Modular conduction model**

The fundamental part of the modular model of the human cardiac conduction system is the interface component UnidirectionalConductionComponent, which serves as a base class for all other components. It has already been shown in the results section. It defines the input and output connectors inp and outp, which are Booleans that are wrapped in a custom type InstantSignal to indicate that they behave as a sum of Kronecker deltas, meaning that they are only true for the exact instants in time when events occur:

\[
\text{type InstantSignal = Boolean(quantity="sum of Kronecker deltas");}
\]

\[
\text{connector InstantInput = input InstantSignal annotation(...) ;}
\]

\[
\text{connector InstantOutput = output InstantSignal annotation(...) ;}
\]

\[
\text{partial model UnidirectionalConductionComponent}
\]

\[
\text{InstantInput inp "input connector" annotation(Placement(...) ;)
}\]

\[
\text{InstantOutput outp "output connector" annotation(Placement(...) ;)
}\]

\[
\text{annotation(IIcon(...) ;)
}\]

\[
\text{end UnidirectionalConductionComponent;
}\]

The keyword connector designates the types InstantInput and InstantOutput as part of the interface of a class and allows the assignment of a basic icon representation in the form of an annotation () statement. The content of these annotation statements can be quite verbose, which is why we only show them in the full code in Supplementary Listing 1–27 as well as on GitHub. The model UnidirectionalConductionComponent is defined as partial to designate that it is not designed to be used as a finished component but has to be extended in some way—in this case by defining the relationship between the input and the output.

The RefractoryGate has already been shown in the results section. The component passes on its input signal as output signal, but only when the elapsed time since the last signal left the component is larger than the refractory period:

\[
\text{model RefractoryGate \"lets signal pass if refractory period has passed\"}
\]

\[
\text{extends UnidirectionalConductionComponent;
}\]

\[
\text{extends SHMConduction.Icons Gate;}
\]

\[
\text{import SI = Modelica.Shuntos;
}\]

\[
\text{parameter SI.Time t_first = 0 \"time of first signal\";
}\]

\[
\text{parameter SI.Duration d_refrac = 1 \"duration of refractory period\";
}\]

\[
\text{Boolean refrac_passed = time - pre(t_last) > d_refrac \"not refractory\";
}\]

\[
\text{protected
}\]

\[
\text{discrete SI.Time t_last(start=t_first, fixed=0) \"time of last output\";
}\]

\[
\text{equation
}\]

\[
\text{outp = inp and refrac_passed;
}\]

\[
\text{when outp then
}\]

\[
\text{t_last = time;
}\]

\[
\text{end when;
}\]

\[
\text{end RefractoryGate;
}\]

The function pre() is used here to denote the value right before an event instead of the value right after the event. The when statement describes an event which can define states of discrete variables and can reinitialize continuous variables. This model also introduces a protected section which contains variables and parameters that should not be visible from the outside.
The Pacemaker model propagates incoming signals, but also adds its own signal if there was no input for a certain period of time. Additionally, this component, too, has to ignore incoming signals during the refractory period. This can be implemented by decoupling the reset of the pacemaker timer from the output of the component and instead treating the reset signal as an additional input. It is assumed that this reset signal is only triggered if the signal passes not only the pacemaker but also the subsequent RefractoryGate component. The pacemaker component itself still resets when a spontaneous output signal is generated to maintain the invariant that the output signal will not be true for a prolonged period of time:

```
model Pacemaker "pacemaker eliciting spontaneous signals"
  extends UnidirectionalConductionComponent;
  extends SHMConduction.Icons.Metronome;
  InstantInput reset "resets internal clock";
  import SI = Modelica.SIunits;
  parameter SI.Period period = 1 "pacemaker period";
  protected
discrete SI.Time t_next(start=period, fixed=true)
  "scheduled time of next spontaneous beat"
  InstantSignal spontaneous_signal = time > pre(t_next)
  "signal generated spontaneously by this pacemaker";
  equation
outp = inp or spontaneous_signal;
when spontaneous_signal or pre(reset) then t_next = time + period;
end when;
end Pacemaker;
```

The ConductionDelay model puts incoming signals on hold and releases them after a certain time has passed. Physiologically the duration of the delay for each signal depends on the time that has passed between the last signal leaving the component and the current input signal. The original model silently assumed that there will never be a second input signal while a signal is put on hold. Therefore, this assumption is kept, but made more explicit by using the helper variable delay_passed in the when condition:

```
partial model ConductionDelay "delay depending on prev. cycle duration"
  extends UnidirectionalConductionComponent;
  extends SHMConduction.Icons.Hourglass;
  import SI = Modelica.SIunits;
  discrete SI.Duration d_delay = "delay duration";
  Boolean delay_passed(start=false, fixed=true) = time > t_next
  "if false, there is still a signal currently put on hold";
  protected
discrete SI.Duration d_outp_inp(start=0, fixed=true)
  "time between last output and following signal"
  discrete SI.Time t_last(start=0, fixed=true)
  "time of last output"
  discrete SI.Time t_next(start=-1, fixed=true)
  "scheduled time of next output";
  equation
outp = edge(delay_passed);
when inp and pre(delay_passed) then d_outp_inp = time - pre(t_last);
t_next = time + d_delay;
end when;
when outp then t_last = time;
end when;
end ConductionDelay;
```

Modelica does already have support for explicit delays, but this feature is tailored toward continuous variables. Therefore, we use a scheduling solution with the variable t_next, which indicates the time when the next signal should leave the component. This is similar to the approach in the original C implementation of the SHM, but here this scheduling system is encapsulated in a single component and the respective helper variables are defined in a protected environment so that they do not show up in the simulation output.

Note that this is again only a partial model, which does not specify the behavior of the variable d_delay. This allows the separation of the general delay logic from the physiological equation for the AV node which is modeled in the AVConductionDelay:

```
model AVConductionDelay "conduction delay between SA node and ventricles"
  extends ConductionDelay;
  import SI = Modelica.SIunits;
  parameter SI.Duration k_avc_t = 0.78 "maximum increase in delay duration";
  parameter SI.Duration d_avc0 = 0.09 "minimal delay duration";
  parameter SI.Duration tau_avc = 0.11 "reference time for delay duration";
  parameter SI.Duration initial_d_avc = 0.15 "initial value for delay";
  initial equation
d_delay = initial_d_avc;
  equation
  when inp and pre(delay_passed) then
    d_delay = d_avc0 + k_avc_t * exp(d_outp_inp/tau_avc);
  end when;
end AVConductionDelay;
```

Currently, this separation is only performed to increase readability and to not further complicate the already complex ConductionDelay component. Additionally, if the delay was split into two components, as discussed in the results section, the second delay component could also inherit the base equations from ConductionDelay, which would avoid code duplication.

Finally, the model ModularConduction combines the aforementioned components using connect() equations to connect the input and output variables. These equations are represented as lines in the graphical representation which are again defined in annotation() statements:

```
model ModularConduction
  extends UnidirectionalConductionComponent;
  extends SHMConduction.Icons.Heart;
  import SI = Modelica.SIunits;
  RefractoryGate refrac_av(T_refrac=0.364)
  "refractory component for AV node" annotation(...);
  Pacemaker pace_av(period=1.7)
  "pacemaker effect of AV node" annotation(...);
  AVConductionDelay delay_sa_v
  "delay between SA node and ventricles" annotation(...);
  discrete SI.Duration d_interbeat(start=1, fixed=true)
  "duration of last heart cycle";
  discrete SI.Time cont_last(start=0, fixed=true)
  "time of last contraction";
  equation
  connect(inp, pace_av.inp) annotation(...);
  connect(pace_av.outp, refrac_av.inp) annotation(...);
  connect(refrac_av.outp, pace_av.reset) annotation(...);
  connect(refrac_av.outp, delay_sa_v.inp) annotation(...);
  connect(delay_sa_v.outp, outp) annotation(...);
  when outp then
    d_interbeat = time - pre(cont_last);
    cont_last = time;
  end when;
end ModularConduction;
```

As already mentioned in the results section, this model also shows how parameters like d_refrac and period can be adjusted when the components are imported. Note also that the model ModularConduction is again an UnidirectionalConductionComponent and can therefore be used as a component in a larger model such as the SHM.
Modular contraction experiment setup

Simulation experiments can also be defined directly in Modelica syntax. The following code was used to produce Supplementary Fig. 2:

```model ModularExample
ModuleConduction modC;
MonoliticConduction monC;

equation
modC.inp = monC.inp;
if time < 5 then
  monC.inp = sample(0,1);
else if time < 15 then
  monC.inp = sample(0,3);
else if time < 20 then
  monC.inp = sample(0,0.05);
else if time < 30 then
  monC.inp = sample(0,0.8);
else if time < 40 then
  monC.inp = sample(0,0.2);
else
  monC.inp = sample(0,1.8);
end if;

annotation(
  experiment(
    StartTime = 0, StopTime = 50,
    Tolerance = 1e-6, Interval = 0.002
  ),
  __OpenModelica_simulationFlags(s = "dassl")
);
end ModularExample;
```

Here, the built-in function `sample(start, interval)` is used to issue signals from the SA node at a precise interval. The interval length is switched every five to ten seconds using an if statement. In addition to the experiment setup, the experiment protocol is also given by the experiment () annotation, which defines the start and stop times of the interval, the requested step size for the output and the tolerance used in the solver settings. The vendor-specific annotation `__OpenModelica_simulationFlags` is used to define the DASSL as the default solver. For Supplementary Fig. 2, the variables `monC.d_interbeat` and `modC.d_interbeat` were plotted against simulation time.

**DATA AVAILABILITY**

The data for figures in the data supplement can be generated from the model code available on GitHub (https://github.com/CSchoel/shm-conduction), Zenodo (51), and BioModels (https://www.ebi.ac.uk/biomodels/MODEL2103050002). No other datasets were generated or analyzed during the current study.

**CODE AVAILABILITY**

The full code of the models, experiments, and plots used in this article can be found on GitHub, Zenodo, and BioModels. The model of the cardiac conduction system is uploaded as https://github.com/CSchoel/shm-conduction (51). The identifiers for the Modelica implementation of the SHM are https://github.com/CSchoel/shm-conduction (51), and https://www.ebi.ac.uk/biobricks/MODEL21021288001, respectively.
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