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ABSTRACT: Bedside monitors are intended as a safety net in patient care, but their management in the inpatient setting is a significant patient safety concern. The low precision of vital sign alarm systems leads to clinical staff becoming desensitized to the sound of the alarm, a phenomenon known as alarm fatigue. Alarm fatigue has been shown to increase response time to alarms or result in alarms being ignored altogether and has negative consequences for patient safety. We present methods to establish personalized thresholds for heart rate and respiratory rate alarms. These thresholds are first chosen based on patient characteristics available at the time of admission and are then adapted to incorporate vital signs observed in the first 2 hours of monitoring. We demonstrate that the adapted thresholds are similar to those chosen by clinicians for individual patients and would result in fewer alarms than the currently used age-based thresholds. Personalized vital sign alarm thresholds can help to alleviate the problem of alarm fatigue in an inpatient setting while ensuring that all critical vital signs are detected.
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Introduction

In an inpatient setting, bedside monitors are used to track the vital signs of critically ill patients. The monitors are programmed to sound an audible alarm when these vital signs move outside of a predefined range, alerting clinical staff that the patient may be deteriorating. These alarm systems are typically set up to have very high recall, ensuring that no concerning vital signs are missed. Operating at a high recall often results in a system with low precision, with a large number of unnecessary alarms sounding. Exposure to many unnecessary alarms leads to clinical staff becoming desensitized to the sound of the alarm, a phenomenon known as alarm fatigue. Alarm fatigue has been shown to increase response time to alarms both in the short term, such as during a nurse’s shift, and in the long term, such as over the course of a nurse’s career, which can result in negative outcomes for patients. The US Food and Drug Administration (FDA) reported over 500 alarm-related patient deaths over a 5-year period, and alarm configuration policies and practices have regularly made the list of top patient safety concerns. Surveys of nursing staff across the United States showed that an increasing proportion of top patient safety concerns. Surveys of nursing staff across the United States showed that an increasing proportion of top patient safety concerns.4–6

Alarm thresholds can help to alleviate the problem of alarm fatigue in an inpatient setting while ensuring that all critical vital signs are detected. To this end, one institution moved to ensure that monitoring of all low-risk patients was discontinued in a timely manner, and another institution implemented a nurse-managed alarm discontinuation process in an inpatient unit. A subset of premature ventricular contraction alarms were disabled in one institution after studies showed that these alarms contribute a large amount of the noise load experienced in an inpatient unit, despite being largely non-actionable. The sound of an alarm is often configured to reflect the acuity of the event, so efforts have been taken to reconfigure the acuity of each alarm, ensuring that only the most serious events will trigger a high-acuity alarm sound. Wearables have even been used to help nurses quickly triage clinical alarms. Approaches to alarm fatigue within the pediatric setting have been proposed by Karnik and Bonafide. These have included limiting the patients who are monitored to those at the highest level of risk, careful application and regular changing of electrode sensors to avoid artifact alarms, and carefully choosing the thresholds for alarms to minimize unnecessary alarms. Existing research addressing alarm fatigue includes only limited evaluation of the safety and efficacy of the proposed measures. The lack of robust evaluations can be attributed to the absence of large sets of gold-standard labels that indicate which alarms are crucial for patient safety and which alarms are unnecessary and should be suppressed. As a result, evaluation has typically been concentrated on the expected number of alarms that will be suppressed, with no consideration given to the appropriateness of this suppression.

This study focuses on addressing alarm fatigue in a pediatric population, as the change in vital signs with age results in higher inter-patient variation compared to the adult population. Research has shown that the default heart rate alarm thresholds in a pediatric hospital often fall near the 50th
percentile of heart rate values observed in the population,\textsuperscript{18,21} causing alarms to be triggered for over half of the observed heart rates for some patients.

Our previous work used nurse-charted vital sign data to choose population-specific vital sign alarm thresholds.\textsuperscript{18} The thresholds calculated in this study were implemented in a pilot study in a 20-bed cardiac step-down unit, decreasing the number of alarms per monitored-bed-day, with no negative impact on patient safety observed.\textsuperscript{22} The age-group-based thresholds calculated were a step toward decreasing alarm fatigue; however, these thresholds had to be chosen conservatively to ensure that they were appropriate for the entire age group. Figure 1 shows several patients from the 8-to-12-year age group for whom the alarm thresholds are not appropriate. If we can instead model the expected distribution of vital sign values for each patient, we can choose alarm thresholds specific to each patient. These personalized alarm thresholds can be set at the 1st and 99th percentiles of the patient's vital sign values, ensuring that only the most extreme events will trigger an alarm.

This study aims to address vital sign alarm fatigue by finding personalized alarm thresholds for heart rate and respiratory rate alarms. Models are trained to find vital sign alarm thresholds on a patient-by-patient basis, rather than using patient groups. The personalized thresholds are initially built using data available at admission and are adjusted after observation of the patient's own vital signs over a 2-hour period. A method to evaluate the resulting patient-specific alarm thresholds is also introduced. We identify alarms that had a setting chosen by a physician specifically for the patient of interest and use these alarm settings as the best available standard against which to evaluate our proposed thresholds.

**Methods**

**Data**

Two main sources of data were used for this study. The Philips Research Data Export (RDE) system at Stanford's Lucille Packard Children's Hospital (LPCH) has been recording vital sign waveforms for every patient who has had their vital signs monitored, both in intensive care units and on floor units, for the past several years. An extract from this system, containing 3.5 years worth of data (December 5, 2012 to April 20, 2016) has been made available for research purposes. The extract contains once per minute average heart rate and respiratory rate, as well as records of any vital sign alarms that were triggered. These data have been combined with an extract from the electronic medical record (EMR), obtained through StaRR, the Stanford Medicine Research Data Repository.\textsuperscript{23} StaRR contains patient demographics and clinical data including ICD-9 (International Classification of Diseases, Ninth Revision) codes and medication records. These datasets were linked using patient medical record numbers or using data showing which patient was in a specific bed location at the time data is available. This study was approved by the Stanford Institutional Review Board.

**Diagnosis information.** Baseline vital signs are likely to vary based on the patient’s diagnosis.\textsuperscript{24,25} To incorporate this into our model, we use two surrogates for diagnosis: (1) the
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*Figure 1.* Modeled heart rates for patients from a single age group (8-12 years). Each distribution represents a separate patient. Distributions are obtained by sampling 1000 points from a lognormal distribution parameterized by the observed mean and standard deviation of heart rate over the patient’s first 24 hours of monitoring. (A) The dashed vertical lines represent the 5th and 95th percentiles of heart rate observed for patients in this age group, the alarm thresholds as suggested by our previous study. The shaded regions are those that would trigger alarms. We see that the left-most distribution is almost entirely outside these alarm thresholds, so most of heart rate measurements from this patient would trigger a low heart rate alarm. We also see that the heart rate distribution from one of the patients is so narrow that very few heart rate measurements would trigger an alarm. The variation in vital signs among patients of the same group illustrates the weakness of alarm thresholds that are optimized for groups of patients and demonstrates the need for personalized alarm thresholds. (B) The heart rate values that would trigger an alarm if the observed 1st and 99th percentiles of heart rate are used as alarm thresholds. The shaded regions are those that would trigger alarms. Many fewer alarms would sound under this model, and alarms would be triggered for different thresholds for each patient.
Imputing patient weight. Including patient weight in the model is an important consideration, as body size is known to impact heart rate. Some patients did not have any weight data available or only had weight recorded distantly in time. We used standard pediatric growth charts to impute patient weights. If a weight measurement was available for a patient, growth charts were used to find which percentile the patient fell into for their age at the time that weight was recorded. The growth charts were then used to determine the weight that the patient would be at the time of vital sign recording, assuming that they remained in the same percentile. If patients had multiple weights recorded, the mean percentile was used. In total, 466 patients had no weight data recorded, so were assumed to be at the 50th percentile of weight for their age. The percentile found for each patient was also recorded and used as an input to our model, as it provides a rough grouping according to diagnosis.

Modeling personalized alarm thresholds

There are two outcomes of interest for each patient, corresponding to the high and low alarm thresholds. The proposed ideal values for these are the 1st and 99th percentiles of the patient’s observed vital signs over the first day of hospitalization. The first 24 hours of monitoring for each patient was isolated and processed. All data within this 24-hour period were considered, regardless of whether data were continuously recorded or included periods of missing vital sign data. Four values were extracted for each patient: the mean, standard deviation, 1st percentile, and 99th percentile of the vital sign data available in this 24-hour period.

Lognormal assumption. As stated above, the proposed ideal values for the low and high alarm thresholds are the 1st and 99th percentiles of the patient’s vital signs over the first day of hospitalization. Rather than using these values directly as the outcomes of interest, we model each patient’s vital signs over the first day of hospitalization using a lognormal distribution. Figure 2 shows that the 1st and 99th percentiles of the patient’s heart rate and respiratory rate are able to be accurately recovered using this lognormal assumption. The lognormal distribution is parameterized by the mean and the standard deviation, as shown in equation (1), where \( V_S \) refers to the vital sign of interest, which in our study is heart rate or respiratory rate.

\[
\log(V_S) \sim N(\mu_{VS}, \sigma_{VS}^2)
\]  

We build two models for each vital sign, one to recover the mean value and the second to recover the standard deviation. The outputs of these models are used as the parameters of patient-specific lognormal distributions, from which the expected 1st and 99th percentiles of the patient’s vital signs are found, as shown in equations (2) and (3), where the constant defines how many standard deviations the percentile of interest is from the mean. These percentiles are the proposed alarm thresholds.

\[
V_{S_{1\%}} = e^{-2.3264\sigma + \mu}
\]  

\[
V_{S_{99\%}} = e^{2.3264\sigma + \mu}
\]

Model structure. Modeling the change in expected vital signs with age is an important component of building personalized alarm thresholds. We use loess models to capture the non-linear variation in the mean and the variance of the vital signs with age. The output of the loess models is then used as input to Bayesian additive regression tree (BART) models, along with additional demographic (age, weight, gender, ethnicity, and race) and diagnostic features (DRG and hospital department). Five-fold cross validation is used, training the loess models on data from 80% of patients and using these models to obtain proposed thresholds for the remaining 20% of patients. By combining the testing data from each fold, we are able to obtain proposed thresholds for every patient. The parameters of the BART model were chosen using a second five-fold cross validation within each outer fold. The output from these models is used as the parameters of lognormal distributions to find the expected 1st and 99th percentiles of vital signs for each patient. These percentile values are proposed as personalized alarm thresholds and will be referred to as personalized thresholds.

The BART models calculate the posterior distribution around the variable of interest, allowing us to obtain not only the expected value of the variable but also an estimate of the error in this value. The BART model for the mean vital sign value therefore gives us both \( \hat{\mu}_{VS} \) and \( \hat{\text{Var}}(\hat{\mu}_{VS}) \), and the model for the variance of the vital sign gives us \( \hat{\sigma}_{VS}^2 \) and \( \hat{\text{Var}}(\hat{\sigma}_{VS}) \).
Adapting thresholds. The BART models allow us to estimate the mean and standard deviation of the patient’s vital signs, given the characteristics available at the time of admission. Once the patient has had their vital signs monitored for 2 hours, we have additional data to inform the expected distribution of vital signs. This 2-hour period length was chosen to give enough time for the patient’s condition to begin to stabilize after being admitted, while still ensuring that the personalized thresholds are available as quickly as possible. We can use the output from the BART models to define the prior on each parameter of interest and update this distribution using the data observed, resulting in an expected distribution that has been informed by the patient’s own data. Using the 1st and 99th percentiles of this distribution as vital sign alarm thresholds ensures highly personalized thresholds.

The inverse-gamma distribution is characterized by $\alpha$ and $\beta$, but from the BART model, we have the mean and variance of this distribution. We can use $\hat{\sigma}_{FS}^2$ and $\text{Var}(\hat{\sigma}_{FS}^2)$ to obtain $\hat{\alpha}$ and $\hat{\beta}$ as shown in equations (6) and (7).

$$\hat{\alpha} = \frac{(\hat{\sigma}_{FS}^2)^2}{\text{Var}(\hat{\sigma}_{FS}^2)} + 2$$

(6)

$$\hat{\beta} = \frac{(\hat{\sigma}_{FS}^2)^3}{\text{Var}(\hat{\sigma}_{FS}^2)} + \sigma_{FS}^2$$

(7)

A Bayesian update can now be performed to incorporate the $n_{\text{data}}$ points of observed data and obtain a posterior distribution for the vital sign of interest. To do this, we need one additional parameter: $n_0$, the number of data points used to calculate the prior distribution. As our distribution came from the BART model and not directly from the data, the appropriate value for $n_0$ is not clear. Experimentation showed that the posterior distributions were relatively constant when varying $n_0$ between 1 and 0.5 times the number of unique patients in the training dataset. The parameters defining the posterior
distribution can then be calculated using the following equations. A tilde is used to indicate the updated parameters of the distribution.

\[
\mu_{\text{data}} = \frac{1}{n_{\text{data}}} \sum_{i=1}^{n_{\text{data}}} VS_i
\]

(8)

\[
\sigma^2_{\text{data}} = \frac{1}{n_{\text{new}}} \sum_{i=1}^{n_{\text{new}}} (VS_i - \mu_{\text{data}})^2
\]

(9)

\[
\alpha = \frac{n_{\text{new}}}{2} \hat{\alpha}
\]

(10)

\[
\beta = \frac{\hat{\beta}}{\alpha - 1}
\]

(11)

\[
\sigma^2 = \frac{n_{\text{data}} \mu_{\text{data}} + n_0 \hat{\mu}}{n_{\text{data}} + n_0} \frac{n_0 \hat{\mu}}{n_{\text{data}} + n_0}
\]

(12)

We can then use equations (2) and (3) to obtain the new suggested alarm thresholds from these updated estimates of the distribution mean and variance. The alarm thresholds obtained from this adaptive step are referred to as adapted thresholds.

**Evaluations**

The performance of the models can be evaluated by directly comparing the estimated 1st and 99th percentiles of the vital signs to the observed values for each patient. As a second evaluation, a record of the alarms that sounded can be used to estimate the proportion of alarms that would be suppressed if the suggested thresholds were implemented. However, both of these metrics fail to evaluate the clinical appropriateness of the proposed thresholds.

**Physician-selected alarm thresholds.** To estimate the appropriateness of the proposed alarm thresholds, we use the record of alarms that previously sounded in LPCH to find alarm thresholds that do not match the default values, indicating that clinical staff manually chose this threshold for the patient. Alarms with a setting that matched the policy at any point of the study were excluded. The most commonly used setting for each age group was identified, and alarms with this setting were also excluded.

**Total number of alarms.** A record of the alarms that sounded is available, including the reading that caused the alarm to be triggered. We can examine these historic alarms to determine whether each alarm would have been triggered if the proposed thresholds were in use. As we only have a record of alarms that were triggered, we are unable to calculate the number of additional alarms that would have been triggered if the new thresholds were used. To estimate the additional alarm load associated with the proposed thresholds, we compare the proposed thresholds to the age-based thresholds that were implemented as part of our previous study. Where the new thresholds are wider than the existing thresholds, no additional alarms would have sounded. If the new thresholds are narrower than the existing thresholds, implementation could lead to additional alarms.

**Results**

As shown in Figure 2, using the mean and standard deviation of a patient’s heart rate over a 24-hour period as parameters in a lognormal distribution gives an accurate estimate of the 1st and 99th percentiles of the heart rate over this period.

Figure 3 shows that the models are able to recover the 1st and 99th percentiles of the observed data. Incorporating the patient’s own data generally improves the estimate of the percentiles. This figure also includes a comparison of the age-based thresholds proposed in our previous work with the observed percentiles.18

Figure 4 compares the thresholds from each source to the physician-selected alarm thresholds that were recorded in the RDE dataset. The low errors between the physician-selected thresholds and those produced by the models suggest that the use of 1st and 99th percentiles as threshold values is an appropriate one.

Table 1 shows the proportion of patients for whom the new proposed thresholds are wider than the age-based thresholds proposed in our previous work. Wider thresholds will result in fewer alarms. Figure 5 shows the number of alarms that would sound if each of the different sets of thresholds had been used. This analysis uses the list of alarms that were actually triggered over a 3.5-year period, so it is not a complete count of all alarms that would have sounded if the proposed thresholds had been implemented.

**Discussion**

The aim of this study was to find personalized vital sign alarm thresholds for hospitalized pediatric patients without requiring input from clinical staff. One of the challenges to achieving this aim was determining an appropriate target for these thresholds. Due to the lack of a large set of labeled alarms to use in training a model, we needed to use the patient’s observed vital signs to choose targets for the threshold values. We chose to use the 1st and 99th percentiles of the observed vital sign values as the target alarm thresholds. Models were
trained to choose personalized thresholds using the patient characteristics available at the time the patient was admitted to the hospital. These thresholds were then adapted using the patient’s observed vital signs over the first 2 hours of monitoring. As shown in Figure 3, these models were able to accurately estimate the 1st and 99th percentiles of each patient’s vital signs.

Being able to predict the observed percentiles of each patient’s vital signs is only useful for this study if these percentiles are appropriate for use as alarm thresholds. By identifying alarms where the threshold did not match any default values, we were able to observe cases where an alarm threshold was chosen specifically for the patient of interest. We compared these physician-selected alarm thresholds to those produced by our models. As shown in Figure 4, our models propose thresholds that are similar to the physician-selected thresholds. Incorporating the patient’s own data generally gives us a better estimate of the physician-selected thresholds. The agreement between our proposed thresholds and these physician-selected thresholds suggests that the choice of 1st and 99th percentiles of the observed vital signs as alarm threshold targets was an appropriate one. It also suggests that implementing our proposed thresholds would decrease the number of patients requiring physician-selected thresholds.

A set of gold-standard alarm labels would allow more rigorous evaluation of the proposed alarm thresholds. In the absence of such labels, and given that there is currently no standard method for evaluating alarm thresholds before implementation, we believe that our attempt to assess the proposed alarm thresholds using physician-selected thresholds was appropriate and sufficient.

As shown in Table 1, the personalized and adapted alarm thresholds are generally wider than the age-group-based thresholds. Therefore, implementing our proposed thresholds will result in fewer alarms being triggered. The exception is low heart rate alarms, where the majority of patients are given narrower thresholds. The narrower threshold for low heart rate alarms is unsurprising, as during the initial study it was noted that very few low heart rate values triggered alarms, and the low alarm thresholds were raised slightly.

This study involves updating the alarm thresholds to incorporate the patient’s own data at a single point in time. Although the same methodology could be used to repeatedly or even continuously update the alarm thresholds to better fit the

---

**Figure 3.** Comparison of the 1st and 99th percentiles of heart rate and respiratory rate, as observed over the first 24 hours of monitoring, with the 1st and 99th percentiles calculated using our method. We propose these calculated percentiles as the personalized and adapted thresholds. (A) Comparison of the observed 1st percentile of heart rate with the calculated 1st percentile. (B) Comparison of the observed 99th percentile of heart rate with the calculated 99th percentile. (C) Comparison of the observed 1st percentile of respiratory rate with the calculated 1st percentile. (D) Comparison of the observed 99th percentile of respiratory rate with the calculated 99th percentile.
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Patient’s data, we chose to limit to one update. This decision was made because of the difficulty in distinguishing between a slow trend in a vital sign due to the patient’s state improving and a trend due to deterioration. Continually adapting the thresholds with observed data may result in thresholds that move as the patient deteriorates, never sounding an alarm. A dataset that included precise labels of patient state would allow models to be built to distinguish between trends due to clinical improvement and those due to clinical deterioration, addressing this problem and ensuring that thresholds could be regularly updated without fear of missing patient deterioration.

The age-based alarm thresholds from our previous study were easily implemented, as the Philips monitors allow profiles to be pre-programmed with alarm thresholds and activated when a new patient is admitted. Implementation of the thresholds proposed in this study will be more difficult, as the methods rely on data from both the bedside monitor and the EMR. Currently, the Epic EMR is able to interface with the bedside monitors, pulling in data in real time to display in the patient’s record. To implement the proposed thresholds, data would have to travel in the opposite direction to set the alarm thresholds within the bedside monitor, a functionality that is not currently supported. To avoid creating such a link, the alarm functionality could be moved to within the EMR itself, combining patient characteristics with the data passed by the bedside monitor to determine when to sound an alarm.

**Conclusions**

In conclusion, this study describes methods to choose personalized heart rate and respiratory rate alarm thresholds for
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**Table 1.** Proportion of patients who have wider alarm thresholds using the proposed thresholds compared to the age-group-based thresholds. Wider thresholds will result in fewer alarms.

| THRESHOLD SOURCE | HEART RATE (%) | RESPIRATORY RATE (%) |
|------------------|----------------|----------------------|
|                  | LOW | HIGH | LOW | HIGH |
| Personalized thresholds | 92  | 82   | 95  | 89   |
| Adapted thresholds   | 81  | 64   | 93  | 81   |
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**Figure 4.** Comparison of physician-selected alarm thresholds with the personalized and adapted thresholds we derive. Comparison with the age-based thresholds from our previous study are also shown as an indication of current practice. (A) Comparison of physician-selected thresholds for low heart rate with the proposed personalized and adapted thresholds. (B) Comparison of physician-selected thresholds for high heart rate with the proposed personalized and adapted thresholds. (C) Comparison of physician-selected thresholds for low respiratory rate with the proposed personalized and adapted thresholds. (D) Comparison of physician-selected thresholds for high respiratory rate with the proposed personalized and adapted thresholds.
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