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ABSTRACT. We consider Fisher-KPP equation with advection: \( u_t = u_{xx} - \beta u_x + f(u) \) for \( x \in (g(t), h(t)) \), where \( g(t) \) and \( h(t) \) are two free boundaries satisfying Stefan conditions. This equation is used to describe the population dynamics in advective environments. We study the influence of the advection coefficient \(-\beta\) on the long time behavior of the solutions. We find two parameters \( c_0 \) and \( \beta^* \) with \( \beta^* > c_0 > 0 \) which play key roles in the dynamics, here \( c_0 \) is the minimal speed of the traveling waves of Fisher-KPP equation. More precisely, by studying a family of the initial data \( \{\sigma \phi \}_{\sigma>0} \) (where \( \phi \) is some compactly supported positive function), we show that, (1) in case \( \beta \in (0, c_0) \), there exists \( \sigma^* > 0 \) such that spreading happens when \( \sigma > \sigma^* \) (i.e., \( u(t, \cdot; \sigma \phi) \to 1 \) locally uniformly in \( \mathbb{R} \) and vanishing happens when \( \sigma \in (0, \sigma^* \) (i.e., \( [g(t), h(t)] \) remains bounded and \( u(t, \cdot; \sigma \phi) \to 0 \) uniformly in \( [g(t), h(t)] \)); (2) in case \( \beta \in (c_0, \beta^*) \), there exists \( \sigma^* > 0 \) such that virtual spreading happens when \( \sigma > \sigma^* \) (i.e., \( u(t, \cdot; \sigma \phi) \to 0 \) locally uniformly in \( [g(t), \infty) \) and \( u(t, \cdot; c \phi) \to 1 \) locally uniformly in \( \mathbb{R} \) for some \( c > \beta - c_0 \)), vanishing happens when \( \sigma \in (0, \sigma^* \), and in the transition case \( \sigma = \sigma^* \), \( u(t, \cdot; \sigma \phi) \to V^*(\cdot - (\beta - c_0)t) \) uniformly, the latter is a traveling wave with a “big head” near the free boundary \( x = (\beta - c_0)t \) and with an infinite long “tail” on the left; (3) in case \( \beta = c_0 \), there exists \( \sigma^* > 0 \) such that virtual spreading happens when \( \sigma > \sigma^* \) and \( u(t, \cdot; \sigma \phi) \to 0 \) uniformly in \( [g(t), h(t)] \) when \( \sigma \in (0, \sigma^* \); (4) in case \( \beta \geq \beta^* \), vanishing happens for any solution.

1. Introduction

In this paper, we consider the following problem

\[
\begin{aligned}
&u_t = u_{xx} - \beta u_x + f(u), & g(t) < x < h(t), & t > 0, \\
&u(t, g(t)) = 0, & g'(t) = -\mu u_x(t, g(t)), & t > 0, \\
&u(t, h(t)) = 0, & h'(t) = -\mu u_x(t, h(t)), & t > 0, \\
&-g(0) = h(0) = h_0, & u(0, x) = u_0(x), & -h_0 \leq x \leq h_0,
\end{aligned}
\]

\( (P) \)

where \( \mu \) and \( \beta \) are positive constants, \( h_0 > 0 \) and \( u_0 \) is a nonnegative \( C^2 \) function with support in \([-h_0, h_0]\), \( f : [0, \infty) \to \mathbb{R} \) is a \( C^1 \) function satisfying

\[
\begin{aligned}
&f(0) = f(1) = 0, & (1-u)f(u) > 0 & \text{for } u > 0 \text{ and } u \neq 1, \\
f'(0) > 0, & f'(1) < 0 & \text{and } f(u) \leq f'(0)u & \text{for } u \geq 0.
\end{aligned}
\]

\( (F) \)

The problem \( (P) \) is used to model the spreading of a new or invasive species, under the influence of diffusion and advection. The unknown \( u(t, x) \) denotes the population density over a...
one dimensional habitat and the free boundaries \( x = g(t) \) and \( x = h(t) \) represent the expanding fronts of the species. We assume that the free boundaries move according to one-phase Stefan condition, which is a kind of free boundary conditions widely used in the study of melting of ice [38], wound healing [9], and population dynamics [7, 12, 13]. The derivation of one-phase or two-phase Stefan conditions in population models as singular limits of competition-diffusion systems can be found in [26, 27] etc.

When \( \beta = 0 \) (i.e., there is no advection in the environment), the qualitative properties of the problem (P) was studied by Du and Lin [12] for logistic nonlinearity \( f(u) = u(1 - u) \). Among others, they proved that, when \( h_0 \geq \frac{\pi}{2} \), any solution of (P) with \( \beta = 0 \) grows up and converges to 1 (which is called spreading phenomena); when \( h_0 < \frac{\pi}{2} \), spreading happens if \( \mu \) is large and vanishing happens if \( \mu \) is small (i.e., the solution converges to 0). The vanishing phenomena is a remarkable result since it shows that the presence of free boundaries may avoid the so-called hair-trigger effect, which is a phenomena shown in [2]: spreading always happens for a solution of the Cauchy problem for \( u_t = u_{xx} + f(u) \), no matter how small the positive initial data is. Recently, Du and Lou [13] extended the results in [12] to the problem with general monostable, bistable and combustion types of \( f \), and gave a rather complete description on the long time behavior of the solutions. In addition, Kaneko and Yamada [31], Liu and Lou [32, 33] studied the problem (P) with \( \beta = 0 \) and with a fixed boundary \( g(t) \equiv 0 \), Du and Guo [10], Du, Matano and Wang [16], Zhou and Xiao [43], Wang [42] studied the problem (without advection) in higher dimension spaces and/or in spatial heterogeneous environments. Besides the qualitative properties, another interesting problem is the asymptotic spreading speeds of the free boundaries when spreading happens. Du and Lin [12], Du and Lou [13] proved that, when spreading happens for a solution \((u, g, h)\) of the problem (P) with \( \beta = 0 \),

\[
(1.1) \quad c^* := \lim_{t \to \infty} \frac{h(t)}{t} = \lim_{t \to \infty} \frac{-g(t)}{t} > 0.
\]

Recently, Du, Matsuzawa and Zhou [17] improved this result to better ones:

\[
(1.2) \quad \lim_{t \to \infty} h'(t) = \lim_{t \to \infty} [-g'(t)] = c^*, \quad \lim_{t \to \infty} [h(t) - c^*t] = H_\infty, \quad \lim_{t \to \infty} [g(t) + c^*t] = G_\infty,
\]

for some \( H_\infty, G_\infty \in \mathbb{R} \).

In this paper we consider the problem (P) with \( \beta > 0 \), which means that the spreading of a species is affected by advection. In the field of ecology, organisms can often sense and respond to local environmental cues by moving towards favorable habitats, and these movement usually depend upon a combination of local biotic and abiotic factors such as stream, climate, food and predators. For example, some diseases spread along the wind direction. In 2009, Maidana and Yang [34] studied the propagation of West Nile Virus from New York City to California state. It was observed that West Nile Virus appeared for the first time in New York City in the summer of 1999. In the second year the wave front travels 187km to the north and 1100km to the south. Therefore, they took account of the advection movement and showed that bird advection becomes an important factor for lower mosquito biting rates. Another example is that Averill [3] considered the effect of intermediate advection on the dynamics of two-species competition system, and provided a concrete range of advection strength for the coexistence of two competing species. Moreover, three different kinds of transitions from small advection to large advection were illustrated theoretically and numerically. Many other examples involving advection can also be found in the field of ecology (cf. [4, 5, 8, 36, 37, 39, 40, 41] etc.).

From a mathematical point of view, to involve the influence of advection, one of the simplest but probably still realistic approaches is to assume that species can move up along the gradient of the density, as considered in [6, 28, 29, 37, 39, 40, 41] etc.
Gu, Lin and Lou \cite{23, 24} studied the problem (P) with small advection. They proved a spreading-vanishing dichotomy result on the long time behavior of positive solutions of (P), which is similar as the conclusions in \cite{12, 13} for equations without advection. They also proved that, when spreading happens for a solution of (P) with small advection, its rightward spreading speed is bigger than the leftward one:

\begin{equation}
\lim_{t \to \infty} \frac{h(t)}{t} > \lim_{t \to \infty} \frac{-g(t)}{t} > 0.
\end{equation}

Recently, Kaneko and Matsuzawa \cite{30} improved this result to some conclusions like \cite{12, 22}.

Our main purpose in this paper is to study the influence of the advection term $-\beta u_x$ on the long time behavior of solutions of (P). As we will see below, our study improves the results in \cite{23, 24, 30} since we will study the problem (P) for all $\beta > 0$, not only for small $\beta$. Especially, when $\beta$ is large, the phenomena is much more complicated and more interesting than the case where $\beta$ is small.

We point that the problem (P) for the equations with bistable type of nonlinearity, or the problems (with monostable or bistable type of nonlinearity) in the interval $[0, h(t)]$ with $x = h(t)$ a free boundary and $x = 0$ a fixed boundary where $u$ satisfies a general Robin boundary condition can be considered similarly. In fact, in our forthcoming papers \cite{20, 21, 22} we study these problems and obtain similar results as in this paper.

To sketch the influence of $\beta$, we introduce two important traveling waves. First, consider the following problem

\begin{equation}
\begin{aligned}
q''(z) - cq'(z) + f(q) &= 0, & z &\in \mathbb{R}, \\
q(-\infty) &= 0, & q(+\infty) &= 1, & q(0) &= 1/2, & q'(z) &> 0 \text { for } z \in \mathbb{R}.
\end{aligned}
\end{equation}

It is well known that this problem has a solution $q(z; c)$ if and only if $c \geq c_0$, where

\[ c_0 := 2\sqrt{f'(0)} \]

is called the minimal speed of the traveling waves of Fisher-KPP equation. Denote $Q(z) := q(z; c_0)$, then $u(t, x) = Q(x - (\beta - c_0)t)$ is a traveling wave of $u_t = u_{xx} - \beta u_x + f(u)$. It travels leftward (resp. rightward) if and only if $\beta < c_0$ (resp. $\beta > c_0$). Next we consider the following problem

\begin{equation}
\begin{aligned}
q''(z) + (c - \beta)q'(z) + f(q) &= 0, & z &\in (-\infty, 0), \\
q(0) &= 0, & q(-\infty) &= 1, & -\mu q'(0) &= c, & q'(z) &< 0 \text { for } z \in (-\infty, 0].
\end{aligned}
\end{equation}

As is shown in Lemma 3.4 (see also \cite{12, 13, 24}), for any $\beta > 0$, this problem has a unique solution $(c, q) = (c^*, U^*(z))$. So $u(t, x) = U^*(x - c^*t)$ is a solution of $u_t = u_{xx} - \beta u_x + f(u)$, with $u(t, c^*t) = 0$, $c^* = -\mu u_x(t, c^*t)$. It is called a traveling semi-wave in \cite{13} since it is only defined for $x \leq c^*t$. We also write $c^*$ as $c^*(\beta)$ to emphasize the dependence of $c^*$ on $\beta$, then we will show in Lemma 3.4 that the equation $\beta - c_0 = c^*(\beta)$ has a unique root $\beta^* > c_0$:

\begin{equation}
\beta^* - c_0 = c^*(\beta^*).
\end{equation}

We will see below that the traveling wave $Q(x - (\beta - c_0)t)$ and the traveling semi-wave $U^*(x - c^*t)$ are of special importance in the study of spreading solutions. To explain their roles intuitively, we consider the problem (P) with initial data $u_0(x)$ which is even and

\[ u_0(x) = \begin{cases} 
1, & x \in [0, h_0 - 1], \\
\text{smooth and decreasing}, & x \in [h_0 - 1, h_0],
\end{cases} \quad \text{with } h_0 \gg 1.\]
It is easily seen by the maximum principle that \( u(t, \cdot) \) has exactly one maximum point. As usual, we call the sharp decreasing part in the graph of \( u(t, \cdot) \) the front, and call the sharp increasing part on the left side the back. Now we sketch the influence of the advection \( -\beta u_x \). Case 1. When \( \beta \in (0, c_0) \), the advection influence is not strong, the solution has enough space between the back and the front to grow up and to converge to 1. Its front approaches a profile like \( U^*(\cdot) \) and moves rightward at a speed \( \approx c^* \). Its back approaches a profile like \( U^*(-\cdot) \) and moves leftward at a speed smaller than \( c_0 - \beta \) (see details in Theorem 2.3 below). This case is similar as the spreading phenomena in [12,13] for the equation with \( \beta = 0 \). Case 2. When \( \beta \in (c_0, \beta^*) \) with \( \beta^* \) being the unique root of (1.6), the traveling wave \( Q(x - (\beta - c_0)t) \) travels rightward at a speed \( \beta - c_0 > 0 \). Hence the back of the solution \( u \), with a shape like \( Q(x - (\beta - c_0)t) \), is pushed by \( Q(x - (\beta - c_0)t) \) to move rightward at a speed \( \approx \beta - c_0 \), and so \( u \to 0 \) locally uniformly. But, when the initial domain is wide enough, the solution still have enough space to grow up between the back and the front since the front moves rightward (at a speed \( \approx c^* \)) faster than the back. In this paper we call such a phenomena as virtual spreading (see Theorem 2.2 and Lemma 4.11 below). Case 3. When \( \beta = c_0 \), the traveling wave \( Q(x - (\beta - c_0)t) = Q(x) \) is indeed a stationary solution of (2.1). However, the back of the solution \( u \) still moves rightward at a speed \( O(t^{-1}) \) since it starts from a compactly supported initial data \( u_0 \) (cf. [25] and see details below). Hence virtual spreading still happens when \( h_0 \) is sufficiently large, since the front moves rightward at speed \( c^* \), faster than the back. Case 4. When \( \beta > \beta^* \), the back moves rightward (at a speed \( \approx \beta - c_0 \)) faster than the front (which moves rightward at speed \( \approx c^* < \beta - c_0 \)). So the solution is suppressed by its back, and then \( u \to 0 \) uniformly. In summary, the long time behavior of the solutions is quite different for \( \beta \in (0, c_0) \), \( \beta = c_0 \), \( \beta \in (c_0, \beta^*) \) and \( \beta > \beta^* \).

This paper is organized as the following. In section 2 we present our main results. In section 3 we give some preliminaries including the comparison principles, stationary solutions, several types of traveling waves, zero number arguments and some upper bound estimates. In section 4 we study the influence of the advection on the long time behavior of the solutions. In section 5, we revisit the virtual spreading phenomena and give a uniform convergence for such solutions.

2. Main Results

Throughout this paper we choose initial data \( u_0 \) from the following set:

\[
\mathcal{X}(h_0) := \left\{ \phi \in C^2([-h_0, h_0]) \mid \phi(-h_0) = \phi(h_0) = 0, \phi(x) \geq 0, \phi(x) \neq 0 \in (-h_0, h_0) \right\}
\]

where \( h_0 > 0 \) is any given real number. By a similar argument as in [12,13], one can show that, for any initial data \( u_0 \in \mathcal{X}(h_0) \), the problem (2.1) has a time-global solution \((u, g, h)\), with \( u \in C^{1+\nu/2, 2+\nu}((0, \infty) \times [g(t), h(t)]) \) and \( g, h \in C^{1+\nu/2}((0, \infty)) \) for any \( \nu \in (0, 1) \). Moreover, it follows from the maximum principle that, when \( t > 0 \), the solution \( u \) is positive in \((g(t), h(t))\), \( u_x(t, g(t)) > 0 \) and \( u_x(t, h(t)) < 0 \). Hence \( g'(t) < 0 \), \( h'(t) > 0 \). Denote

\[
g_\infty := \lim_{t \to \infty} g(t), \quad h_\infty := \lim_{t \to \infty} h(t), \quad I(t) := [g(t), h(t)] \quad \text{and} \quad I_\infty := (g_\infty, h_\infty).
\]

In what follows, we mainly consider the solution of (2.1) with initial data \( u_0 = \sigma \phi \) for some given \( \phi \in \mathcal{X}(h_0) \) and \( \sigma \geq 0 \). We also use \((u(t, x; \sigma \phi), g(t; \sigma \phi), h(t; \sigma \phi))\) to denote such a solution. Now we list some possible situations for the solutions of (2.1).

- spreading : \( I_\infty = \mathbb{R} \) and

\[
\lim_{t \to \infty} u(t, \cdot) = 1 \text{ locally uniformly in } \mathbb{R};
\]
such that the solutions.

\[ \lim_{t \to \infty} u(t, x) = 0; \]

\[ \lim_{t \to \infty} u(t, \cdot) = 0 \text{ locally uniformly in } I_\infty \]

and

\[ \lim_{t \to \infty} u(t, \cdot + ct) = 1 \text{ locally uniformly in } \mathbb{R}, \text{ for some } c > 0; \]

\[ \text{virtual vanishing : } g_\infty > -\infty, \ h_\infty = +\infty, \ (2.3) \text{ holds.} \]

When the advection is small, we have the following conclusion on the long time behavior of the solutions.

**Theorem 2.1** (the case $\beta \in (0, c_0)$). Assume $0 < \beta < c_0$ and $(u, g, h)$ is a time-global solution of $(\mathcal{P})$ with initial data $u_0 = \sigma \phi$ for some $\phi \in \mathcal{X}(h_0)$. Then there exists $\sigma^* = \sigma^*(h_0, \phi) \in [0, \infty]$ such that

(i) vanishing happens when $\sigma \in [0, \sigma^*], \text{ with } |I_\infty| = h_\infty - g_\infty \leq \frac{2\pi}{\sqrt{\beta^2 - \beta^2}};

(ii) spreading happens when $\sigma > \sigma^*$.

From this theorem we see that the long time behavior of the solutions of $(\mathcal{P})$ with small advection: $\beta \in (0, c_0)$ is similar as the case without advection: $\beta = 0$ (cf. [12, 13, 23]). The main reason is that in both cases the problem $(\mathcal{P})$ has exactly two stationary solutions: 0 and 1 in $\mathbb{R}$. The proof of this theorem, which is given in subsection 4.2, is also similar as that for $\beta = 0$.

Next we consider the case where the advection is not small: $\beta \geq c_0$. The most interesting phenomena appears in the problem with medium-sized advection: $\beta \in [c_0, \beta^*], \text{ where } \beta^*$ is the unique root of $(1.6)$.

**Theorem 2.2** (the case $c_0 < \beta < \beta^*$). Assume $c_0 < \beta < \beta^*$ and $(u, g, h)$ is a time-global solution of $(\mathcal{P})$ with initial data $u_0 = \sigma \phi$ for some $\phi \in \mathcal{X}(h_0)$. Then there exists $\sigma^* = \sigma^*(h_0, \phi) \in (0, \infty)$ such that

(i) virtual spreading happens when $\sigma > \sigma^*$, and

\[ \lim_{t \to \infty} u(t, \cdot + ct) = 1 \text{ locally uniformly in } \mathbb{R}, \text{ for any } c \in (\beta - c_0, c^*), \]

where $c^* = c^*(\beta)$ is the speed of the traveling wave in $(1.5)$;

(ii) vanishing happens when $0 < \sigma < \sigma^*$;

(iii) in the transition case $\sigma = \sigma^*$: $g_\infty > -\infty, \ h_\infty = +\infty, \ (2.6) \text{ holds.}$

with $\theta(t) = o(t)$ and $\theta(t) \to \infty \ (t \to \infty)$. In addition,

\[ \lim_{t \to \infty} \|u(t, \cdot) - V^*(\cdot - (\beta - c_0)t - \theta(t))\|_{L^\infty(I(t))} = 0, \]

where $V^*(z)$ is the unique solution of

\[
\begin{aligned}
q''(z) - c_0q'(z) + f(q) &= 0 \quad \text{for } z \in (-\infty, 0), \\
q(0) &= 0, \ q(-\infty) = 0, \ q(z) > 0 \text{ for } z \in (-\infty, 0), \ -\mu q'(0) = \beta - c_0.
\end{aligned}
\]
In the next section we will see that \( V^* \) has a *tadpole-like* shape: it has a “big head” and a boundary on the right side and an infinite long “tail” on the left side. So we call \( V^*(x-(\beta-c_0)t) \) a *tadpole-like traveling wave* with speed \( \beta-c_0 \), which exists if and only if \( \beta \in (c_0, \beta^*) \) (see Lemma 3.5 below). Theorem 2.2 (iii) implies that, roughly, \( u(t,x) \) converges to this traveling wave.

In Aronson and Weinberger [2], it was shown that any positive solution of the Cauchy problem for Fisher-KPP equation converges to 1 (i.e., *hair-trigger effect*). In [12, 13], by introducing the free boundaries, the authors proved a spreading-vanishing dichotomy on the long time behavior of the solutions of Fisher-KPP equation. In particular, vanishing may happen for some solutions. Now our Theorem 2.2 gives the third possibility besides the virtual spreading and vanishing, of the solutions of Fisher-KPP equation. In particular, vanishing may happen for some solutions. The conclusions for the problem with large advection: \( \beta \geq \beta^* \) is rather simple.

**Theorem 2.3** (the case \( \beta = c_0 \)). Assume \( \beta = c_0 \) and \((u,g,h)\) is a time-global solution of (1.5) with initial data \( u_0 = \sigma \phi \) for some \( \sigma \in \mathcal{X}(h_0) \). Then there exists \( \sigma_*, \sigma^* \in (0, \infty) \) with \( \sigma_* \leq \sigma^* \) such that

(i) virtual spreading happens when \( \sigma > \sigma^* \), and

\[
\lim_{t \to \infty} u(t, \cdot + ct) = 1 \text{ locally uniformly in } \mathbb{R}, \quad \text{for any } c \in (0, c^*),
\]

where \( c^* = c^*(\beta) \) is the speed of the traveling semi-wave in (1.5);

(ii) vanishing happens when \( 0 < \sigma < \sigma_* \);

(iii) virtual vanishing happens when \( \sigma \in [\sigma_*, \sigma^*] \).

The transition cases in Theorem 2.2 and Theorem 2.3 are different. In case \( c_0 < \beta < \beta^* \), a solution \( u(t,x;\sigma \phi) \) is a transition one only if the initial value is taken the sharp threshold value \( \sigma^* \phi \). However, in case \( \beta = c_0 \), we obtain transition solutions whose initial data are taken from \( \{\sigma \phi \mid \sigma \in [\sigma_*, \sigma^*]\} \). Whether or not this domain is a singleton: \( \sigma_* = \sigma^* \) is still open now. The difficulty in studying this problem is that virtual vanishing solutions have no “shapes”, so it is not easy to compare one to another.

The conclusions for the problem with large advection: \( \beta \geq \beta^* \) is rather simple.

**Theorem 2.4** (the case \( \beta \geq \beta^* \)). Assume \( \beta \geq \beta^* \) and \((u,g,h)\) is a time-global solution of (1.5) with initial data \( u_0 \in \mathcal{X}(h_0) \). Then vanishing happens.

Besides the convergence/dichotomy/trichotomy results on the long time behavior of the solutions as stated in the previous theorems, we can say more about the solutions when (virtual) spreading happens. It turns out that, when \( \beta \in [c_0, \beta^*] \), the virtual spreading solution can be characterized by the rightward traveling semi-wave \( U^*(x-c^*t) \) and the traveling wave \( Q(x-(\beta-c_0)t) \); when \( \beta \in (0, c_0) \), the spreading solution can be characterized by \( U^*(x-c^*t) \) and the leftward traveling semi-wave \( U^*_l(x-c^*_lt) \). Here \( (c^*_l, U^*_l) \) (with \( c^*_l < 0 \)) is the unique solution of the following problem with \( \beta \in (0, c_0) \) (see details in subsection 3.3)

\[
q''(z) + (c - \beta)q'(z) + f(q) = 0, \quad z \in (0, \infty),
\]

\[
q(0) = 0, \quad q(\infty) = 1, \quad -\mu q'(0) = c, \quad q'(z) > 0 \text{ for } z \in (0, \infty).
\]

Using these traveling waves we can give the asymptotic profiles for (virtual) spreading solutions.

**Theorem 2.5.** Assume spreading or virtual spreading happens for a solution of (1.5) as in Theorems 2.1, 2.2 or 2.3. Let \( (c^*, U^*) \) be the unique solution of (1.5) with \( c^* > 0 \).
(i) When $\beta \in (0, c_0)$, let $(c_i^*, U^*_i)$ be the unique solution of (2.8) with $0 < -c_i^* < c^*$. Then there exist $H_\infty, G_\infty \in \mathbb{R}$ such that

$$\lim_{t \to \infty} [h(t) - c^* t] = H_\infty, \quad \lim_{t \to \infty} h'(t) = c^*,$$

and, if we extend $U^*_i$, $U^*_i$ to be zero outside their supports we have

$$\lim_{t \to \infty} \left\| u(t, \cdot) - U^*(\cdot - c^* t - H_\infty) \cdot U^*_i \right\|_{L^\infty(I(t))} = 0.$$

(ii) When $\beta \in [c_0, \beta^*)$, (2.9) holds for some $H_\infty \in \mathbb{R}$. Moreover, if we extend $U^*$ to be zero outside its support, then

$$\lim_{t \to \infty} \left\| u(t, \cdot) - U^*(\cdot - c^* t - H_\infty) \cdot Q(\cdot - (\beta - c_0) t - \theta(t)) \right\|_{L^\infty(I(t))} = 0$$

for some function $\theta(t)$ satisfying $\theta(t) = o(t)$ and $\theta(t) \to \infty (t \to \infty)$.

Assume $\beta \in [0, c_0)$ and spreading happens for a solution $(u, g, h)$ of (P). The asymptotic spreading speed $\lim_{t \to \infty} \frac{h(t)}{t} = c^*$ was obtained in [12, 13] for the case $\beta = 0$, and in [24] for the case $\beta \in (0, c_0)$. Recently, Du, Matsuzawa and Zhou [17, 18], Kaneko and Matsuzawa [30] improved them to analogues of (2.9), (2.10) and (2.11). Note that our theorem includes both the case $\beta \in (0, c_0)$ and the case $\beta \in [c_0, \beta^*)$. The proof of (2.12) will be given in the last section, based on the fact that $Q$ is steeper than any other entire solution (see section 5 below and [18]).

3. Preliminaries

In this section we first give some comparison principles and then present all the bounded stationary solutions and traveling wave solutions of (P) which will be used for comparison. In the fourth subsection we give some results on the zero numbers of the solutions of linear equations which will play key roles in our approach. In the last subsection we give some precise upper bound estimates for the solutions.

3.1. The comparison principle. In this subsection we give two types of comparison principles which will be used frequently in this paper. Similar as [12, 13], we have

**Lemma 3.1.** Assume $T \in (0, \infty)$, $\overline{g}(t), \overline{h}(t) \in C^1([0, T])$, $\overline{u}(t, x) \in C(\overline{D_T}) \cap C^{1,2}(D_T)$ with $D_T = \{(t, x) \in \mathbb{R}^2 \mid 0 < t \leq T, \overline{g}(t) < x < \overline{h}(t)\}$, and

\[
\begin{cases}
\overline{u}_t \geq \overline{u}_{xx} - \beta \overline{u}_x + f(\overline{u}), \quad 0 < t \leq T, \quad \overline{g}(t) < x < \overline{h}(t), \\
\overline{u} = 0, \quad \overline{g}'(t) \leq -\mu \overline{u}_x, \quad 0 < t \leq T, \quad x = \overline{g}(t), \\
\overline{u} = 0, \quad \overline{h}'(t) \geq -\mu \overline{u}_x, \quad 0 < t \leq T, \quad x = \overline{h}(t).
\end{cases}
\]

If $[-h_0, h_0] \subset [\overline{g}(0), \overline{h}(0)]$ and $u_0(x) \leq \overline{u}(0, x)$ for $x \in [-h_0, h_0]$, and $(u, g, h)$ is a solution of (P), then

$$g(t) \geq \overline{g}(t), \quad h(t) \leq \overline{h}(t) \quad \text{for} \quad t \in (0, T],$$

$$u(t, x) \leq \overline{u}(t, x) \quad \text{for} \quad t \in (0, T] \quad \text{and} \quad x \in (g(t), h(t)).$$
Lemma 3.2. Assume $T \in (0, \infty)$, $l(t), k(t) \in C^1([0,T])$, $w(t,x) \in C(D_T) \cap C^{1,2}(D_T)$ with $D_T = \{(t,x) \in \mathbb{R}^2 \mid 0 < t \leq T, l(t) < x < k(t)\}$, and
\[
\begin{aligned}
&\begin{cases}
  w_t \geq w_{xx} - \beta w_x + f(w), & 0 < t \leq T, \ l(t) < x < k(t), \\
  w \geq u, & 0 < t \leq T, \ x = l(t), \\
  w = 0, & k'(t) \geq -\mu w_x, \quad 0 < t \leq T, \ x = k(t),
\end{cases}
\end{aligned}
\]
with
\[
(3.1) \quad g(t) \leq l(t) \leq h(t) \text{ for } t \in [0,T], \quad h_0 \leq k(0), \quad u_0(x) \leq w(0,x) \text{ for } x \in [l(0), h_0],
\]
where $(u, g, h)$ is a solution of $(P)$. Then
\[
h(t) \leq k(t) \text{ for } t \in (0,T], \quad u(t, x) \leq w(t, x) \text{ for } t \in (0,T] \text{ and } l(t) < x < h(t).
\]

The proof of Lemma 3.1 is identical to that of Lemma 5.7 in [12], and a minor modification of this proof yields Lemma 3.2.

Remark 3.3. The function $\overline{\gamma}$, or the triple $(\overline{\gamma}, \overline{\gamma}, \overline{\gamma})$ in Lemmas 3.1 and the function $w$, or the triple $(w, l, k)$ in Lemma 3.2 are often called the upper solutions of $(P)$. There is a symmetric version of Lemma 3.2 where the conditions on the left and right boundaries are interchanged. The lower solutions can be defined analogously by reversing all the inequalities except for $g(t) < l(t) \leq h(t)$ in (3.1). We also have corresponding comparison results for lower solutions in each case.

3.2. Phase plane analysis and stationary solutions. We first use the phase plane analysis to study the following equation
\[
(3.2) \quad q''(z) + \gamma q'(z) + f(q) = 0, \quad q(z) \geq 0 \quad \text{for } z \in J,
\]
where $J$ is some interval in $\mathbb{R}$. Note that a nonnegative stationary solution $u$ of $(P)_1$ solves (3.2) with $\gamma = -\beta$, a nonnegative traveling wave $u(t, x) = q(x - ct)$ of $(P)_1$ solves (3.2) with $\gamma = c - \beta$ and $J = \mathbb{R}$.

The equation (3.2) is equivalent to the system
\[
(3.3) \quad \begin{cases}
  q'(z) = p, \\
  p'(z) = -\gamma p - f(q).
\end{cases}
\]
A solution $(q(z), p(z))$ of this system traces out a trajectory in the $q$-$p$ phase plane (cf. [2, 13, 35]). Such a trajectory has slope
\[
(3.4) \quad \frac{dp}{dq} = \frac{-\gamma - f(q)}{p}
\]
at any point where $p \neq 0$. It is easily seen that $(0, 0)$ and $(1,0)$ are two singular points on the phase plane. We are only interested in the case $\gamma < c_0 := 2\sqrt{f'(0)}$. For such a $\gamma$, the eigenvalues of the corresponding linearizations at the singular points are
\[
\lambda_0^{\pm} = \frac{-\gamma \pm \sqrt{\gamma^2 - 4f'(0)}}{2} \quad \text{(at } (0,0)) \quad \text{and} \quad \lambda_1^{\pm} = \frac{-\gamma \pm \sqrt{\gamma^2 - 4f'(1)}}{2} \quad \text{(at } (1,0)),
\]
respectively. Since $f'(0) > 0$ and $f'(1) < 0$, $(1,0)$ is a saddle point, $(0,0)$ is a center when $\gamma = 0$, or a focus when $0 < |\gamma| < c_0$, or a node when $\gamma \leq -c_0$. By the phase plane analysis (cf. [2, 13, 35]), it is not difficult to give all kinds of bounded, nonnegative solutions of (3.2) for $\gamma < c_0$ (see Figure 1).

(i) Constant solutions: $q \equiv 0$ and $q \equiv 1$. 
(ii) **Strictly decreasing solutions on the half-line in case** \( \gamma < c_0 \): \( q(\cdot) = U(\cdot - z_0; \gamma) \) for any \( z_0 \in \mathbb{R} \), where \( U \in C^2((-\infty,0]) \) is the unique solution of (3.2) in \((-\infty,0)\), with \( U(0;\gamma) = 0 \), \( U(-\infty;\gamma) = 1 \) and \( U'(\cdot;\gamma) < 0 \) in \((-\infty,0]\) (see \( \Gamma_1 \) and \( \Gamma_5 \) in Figure 1). Denote \( P(\gamma) := -\mu U'(0;\gamma) \).

Using the comparison principle for the ordinary differential equation (3.1) we have \( P'(\gamma) < 0 \) for \( \gamma \in (-\infty,c_0) \), \( P(c_0 - 0) = 0 \) and \( P(-\infty) = +\infty \) (see Figure 2 (a)).

(iii) **Strictly increasing solutions on the half-line in case** \( \gamma \in (-c_0,c_0) \): \( q(\cdot) = U_l(\cdot - z_0; \gamma) \) for any \( z_0 \in \mathbb{R} \), where \( U_l \in C^2([0,\infty)) \) is the unique solution of (3.2) in \((0,\infty)\), with \( U_l(0;\gamma) = 0 \), \( U_l(\infty;\gamma) = 1 \) and \( U_l'(\cdot;\gamma) > 0 \) in \([0,\infty)\) (see \( \Gamma_4 \) in Figure 1 (a)).

(iv) **Solutions with compact supports in case** \( \gamma \in (-c_0,c_0) \): \( q(\cdot) = W(\cdot - z_0; b, \gamma) \) for any \( z_0 \in \mathbb{R} \), where for each \( b \in (0, P(\gamma)) \), there exists a unique \( L(b,\gamma) > 0 \) such that \( W \in C^2([-L(b,\gamma),0)) \) is the unique solution of (3.2) in \((-L(b,\gamma),0)\) with \( W(-L(b,\gamma);b,\gamma) = W(0;b,\gamma) = 0 \) and \( b = -\mu W'(0;b,\gamma) \) (see \( \Gamma_2 \) and \( \Gamma_3 \) in Figure 1 (a)). Each point \((\gamma,b)\) in the set \( S_1 := \{(\gamma,b) \mid 0 < b < P(\gamma), \quad -c_0 < \gamma < c_0\} \) in Figure 2 (a) corresponds to such a compactly supported solution \( W(\cdot; b, \gamma) \).

(v) **Tadpole-like solutions in case** \( \gamma \leq -c_0 \): \( q(\cdot) = V(\cdot - z_0; b, \gamma) \) for any \( z_0 \in \mathbb{R} \), where for each \( b \in (0, P(\gamma)) \), \( V \in C^2((-\infty,0]) \) is the unique solution of (3.2) in \((-\infty,0)\) with \( V(0;b,\gamma) = 0 \), \( V(-\infty;b,\gamma) = 0 \) and \( b = -\mu V'(0;b,\gamma) \) (see \( \Gamma_6 \) and \( \Gamma_7 \) in Figure 1 (b)). Each point \((\gamma,b)\) in the set \( S_2 := \{(\gamma,b) \mid 0 < b < P(\gamma), \quad \gamma \leq -c_0\} \) in Figure 2 (a) corresponds to such a tadpole-like solution \( V(\cdot;b,\gamma) \).
We call $V$ a *tadpole-like solution* since its graph has a big “head” and a boundary on the right side, and an infinite long “tail” on the left side. Similarly, when we construct a traveling wave with the form $V(x - ct; b, \gamma)$, we call it a *tadpole-like traveling wave*.

(vi) **Strictly increasing solutions in $\mathbb{R}$ in case** $\gamma \leq -c_0$: $q(\cdot) = Q(\cdot - z_0; \gamma)$ for any $z_0 \in \mathbb{R}$, where $Q \in C^2(\mathbb{R})$ is the unique solution of (3.2) in $\mathbb{R}$ with $Q(-\infty; \gamma) = 0$, $Q(\infty; \gamma) = 1$, $Q(0; \gamma) = 1/2$ and $Q'(z; \gamma) > 0$ in $\mathbb{R}$ (see $\Gamma_8$ in Figure 1 (b)).

Each nonnegative stationary solution of (3.2) $1$ is a solution of the problem (3.2) with $\gamma = -\beta$. Using the above results we see that, when $\beta \in (0, c_0)$, a bounded, nonnegative stationary solution of (3.2) is either $0$, or $1$, or a strictly decreasing solutions $U(\cdot - z_0; -\beta)$ $(z_0 \in \mathbb{R})$ defined on $(-\infty, z_0)$, or a compactly supported solution $W(\cdot - z_0; b, -\beta)$ $(z_0 \in \mathbb{R})$ for some $b \in (0, P(-\beta)) = (0, -\mu U'(0; -\beta))$, or a strictly increasing solution $U(\cdot - z_0; -\beta)$ $(z_0 \in \mathbb{R})$ defined on $[z_0, \infty)$. When $\beta \geq c_0$, a bounded, nonnegative stationary solution of (3.2) $1$ is either $0$, or $1$, or a strictly decreasing solutions $U(\cdot - z_0; -\beta)$ $(z_0 \in \mathbb{R})$ defined on $(-\infty, z_0)$, or a tadpole-like function $V(\cdot - z_0; b, -\beta)$ $(z_0 \in \mathbb{R})$ for some $b \in (0, P(-\beta)) = (0, -\mu U'(0; -\beta))$, or a strictly increasing solution $Q(\cdot - z_0; -\beta)$ $(z_0 \in \mathbb{R})$ defined in $\mathbb{R}$.

3.3. **Traveling waves.** If $u(t, x) = q(x - ct)$ is a traveling wave of $u_t = u_{xx} - \beta u_x + f(u)$, then $(c, q)$ solves (3.2) with $\gamma = c - \beta$, that is,

\[
q''(z) + (c - \beta)q'(z) + f(q) = 0.
\]

In this paper we will use several types of traveling waves which are specified now.

(I) **Traveling wave** $Q(x - ct; c - \beta)$ for any $c \leq \beta - c_0$, where $q(z) = Q(z; c - \beta)$ satisfies (3.5) and

\[
q(-\infty) = 0, \quad q(\infty) = 1, \quad q(0) = \frac{1}{2}, \quad q'(z) > 0 \text{ for } z \in \mathbb{R}.
\]

The existence of such solutions has been given in the previous subsection.

(II) **Rightward traveling semi-wave** $U^*(x - c^*t)$ with $c^* \in (0, c_0 + \beta)$, where $q(z) = U^*(z) := U(z; c^* - \beta)$ satisfies (3.5) with $c = c^*$ and

\[
q(0) = 0, \quad q(-\infty) = 1, \quad -\mu q'(0) = c^*, \quad q'(z) < 0 \text{ for } z \in (-\infty, 0],
\]

that is, $(c^*, U^*(z))$ is a solution of (3.5) (cf. point A in Figure 2 (b) and in Figure 3). $U^*(x - c^*t)$ is called a traveling semi-wave as in (3) since $U^*(z)$ is defined only on the half-line $(-\infty, 0]$.

**Lemma 3.4.** Assume $\beta > 0$. Then
Lemma 3.5. There exists a unique \( c^* = c^*(\beta) \in (0, c_0 + \beta) \) such that the problem (3.5) and (3.7) with \( c = c^* \) has a solution, which is unique and denoted by \( U^*(z) \);

(ii) \( 0 < \frac{1}{\mu} c^*(\beta) < 1 \) for \( \beta > 0 \);

(iii) there exists a unique \( \beta^* > c_0 \) such that

\[
(3.8) \quad c^*(\beta) - \beta + c_0 > 0 \quad (\text{resp. } = 0, < 0) \quad \text{when } \beta < \beta^* \quad (\text{resp. } \beta = \beta^*, \beta > \beta^*).
\]

Proof. (i) For any \( c < c_0 + \beta \), the problem (3.2) with \( \gamma = c - \beta < c_0 \) has a unique strictly decreasing solution \( q(\cdot) = U(\cdot; c - \beta) \) in \((\infty, 0]\), satisfying \( U(0; c - \beta) = 0 \), \( U(-\infty; c - \beta) = 1 \) and \( U'(-\cdot; c - \beta) < 0 \) in \((\infty, 0]\). Denote \( P(c - \beta) := -\mu U'(0; c - \beta) \) as above, then \( P(c - \beta) \) is strictly decreasing in \( c \in (-\infty, c_0 + \beta) \),

\[
(P(c - \beta) - c)|_{c=0} = P(-\beta) > 0 \quad \text{and} \quad (P(c - \beta) - c)|_{c=c_0+\beta-0} = -c_0 - \beta < 0
\]

(see Figure 2 (b)). Hence the equation \( P(c - \beta) = c \) has a unique root \( c = c^*(\beta) \in (0, c_0 + \beta) \), that is,

\[
(3.9) \quad c^*(\beta) = P(c^*(\beta) - \beta) = -\mu U'(0; c^*(\beta) - \beta).
\]

(ii) Differentiating \( P(c^*(\beta) - \beta) = c^*(\beta) \) in \( \beta \) and using the fact \( P'(\gamma) < 0 \) for \( \gamma < c_0 \) we have

\[
\frac{dc^*(\beta)}{d\beta} = \frac{-P'(c^*(\beta) - \beta)}{1 - P'(c^*(\beta) - \beta)} \in (0, 1).
\]

(iii) Set \( \beta^* := P(-c_0) + c_0 > c_0 \). Then \( c = \beta^* - c_0 \) is a root of \( P(c - \beta^*) = c \in (0, c_0 + \beta^*) \). By the definition of \( c^*(\beta) \) and by its uniqueness we have \( \beta^* - c_0 = c^*(\beta^*) \). Moreover, the inequalities in (ii) shows that the function \( c^*(\beta) - \beta + c_0 \) is strictly decreasing in \( \beta > 0 \) and so it has a unique zero \( \beta^* \). This proves (3.8). 

(III) Leftward traveling semi-wave \( U^*_1(x - c_1^* t) \) in case \( \beta \in (0, c_0) \), where \( c_1^* = c_1^*(\beta) \in (\beta - c_0, 0) \), \( q(z) = U^*_1(z) := U_1(z; c_1^* - \beta) \) satisfies (3.3) with \( c = c_1^* \) and

\[
(3.10) \quad q(0) = 0, \quad q(\infty) = 1, \quad -\mu q'(0) = c_1^*, \quad q'(z) > 0 \quad \text{for } z \in [0, \infty).
\]

For any given \( \beta \in (0, c_0) \), the existence and uniqueness of such a solution can be proved as in Lemma 3.4 (i).

(IV) Tadpole-like traveling wave \( V(x - ct; b, c - \beta) \) in case \( \beta > c_0 \). For any \( c \in (0, \beta - c_0] \) and any \( b \in (0, P(c - \beta)) \), \( V(x - ct; b, c - \beta) \) is a tadpole-like traveling wave if the function \( q(z) := V(z; b, c - \beta) \) satisfies (3.5) and

\[
(3.11) \quad q(0) = q(-\infty) = 0, \quad q(z) > 0 \quad \text{for } z \in (-\infty, 0) \quad \text{and} \quad -\mu q'(0) = b
\]

(cf. points \( B, C, E \) in Figure 3 (a)). In particular, when \( b = c \), the function \( V(z; c, c - \beta) \) is a solution of (3.5) and

\[
(3.12) \quad q(0) = q(-\infty) = 0, \quad q(z) > 0 \quad \text{for } z \in (-\infty, 0) \quad \text{and} \quad -\mu q'(0) = c
\]

(cf. points \( B, C \) in Figure 3 (a)). On the existence of such solutions we have the following results.

Lemma 3.5. Let \( \beta^* \) be the constant given in Lemma 3.4. Assume \( c_0 < \beta < \beta^* \). Then

(i) for any \( b \in (0, P(-c_0)) \), (3.11) and (3.5) with \( c = \beta - c_0 \) has a unique tadpole-like solution \( V(z; b, -c_0) \) (cf. points \( B, E \) in Figure 3 (a)). Moreover, there exists \( z_b < 0 \) such that

\[
(3.13) \quad V(\cdot + z_b; b, -c_0) \to Q(\cdot) \quad \text{locally uniformly in } \mathbb{R}, \quad \text{as } b \to P(-c_0);
\]
(ii) \( q(z) = V^*(z) := V(z; \beta - c_0, -c_0) \) is the unique tadpole-like solution of (3.5) and (3.12) with \( c = \beta - c_0 \), that is, the unique solution of (2.7); (iii) for any \( \delta \in (0, \beta - c_0) \), \( q(z) = V_\delta(z) := V(z; \beta - c_0 - \delta, -c_0 - \delta) \) is a tadpole-like solution of (3.5) and (3.12) with \( c = \beta - c_0 - \delta \). Moreover, \( V_\delta(z) \to V^*(z) \) locally uniformly in \((-\infty, 0]\) as \( \delta \to 0 \) (cf. point C in Figure 3 (a)).

**Proof.** (i) Since \( c_0 < \beta < \beta^* \), we have \( 0 < \beta - c_0 < c^* \) by Lemma 3.4. On the c-b plane (see Figure 3 (a)), any point \( E(\beta - c_0, b) \) with \( b \in (0, P(-c_0)) \) corresponds to a tadpole-like solution \( V(z; b, -c_0) \) of (3.11) and (3.5) with \( c = \beta - c_0 \) (cf. trajectories \( \Gamma_6 \) or \( \Gamma_7 \) in Figure 1 (b). Note that such a solution does not necessarily satisfy Stefan condition since \( b \) may be not equal to \( c \). As \( b \to P(\beta - c_0) \) (i.e., point E moves up to F in Figure 3 (a)), the trajectory of \( V(z; b, -c_0) \) approaches the union of the trajectories of \( Q \) and \( U^* \) (i.e., \( \Gamma_6 \to \Gamma_5 \cup \Gamma_8 \)). Denote \( z_0 := \min \{z < 0 \mid V(z; b, -c_0) = \frac{1}{2}\} \). Then the trajectory of \( V(\cdot + z_0; b, -c_0) \) approaches that of \( Q(\cdot) \) (since \( Q(0) = \frac{1}{2} \)), and so we obtain (3.13) by continuity.

(ii) On the c-b plane, the line \( \{b = \beta\} \) passes through the domain \( S_2(\beta) := \{(c, b) \mid 0 < b < P(c - \beta), 0 < c < \beta - c_0\} \) and leaves it at a point \( B(\beta - c_0, \beta - c_0) \). This point corresponds to the desired tadpole-like solution \( V^*(z) := V(z; \beta - c_0, -c_0) \).

(iii) For any small \( \delta > 0 \), we consider the point \( C(\beta - c_0 - \delta, \beta - c_0 - \delta) \) on the c-b plane. Since \( C \in S_2(\beta) \cap \{b = \beta\} \), it corresponds to a tadpole-like solution \( V_\delta(z) := V(z; \beta - c_0 - \delta, -c_0 - \delta) \) of (3.5) and (3.12) with \( c = \beta - c_0 - \delta \). In particular, \( V_\delta(z) \) satisfies the following initial value problem

\[
\begin{align*}
q''(z) - (c_0 + \delta)q'(z) + f(q) &= 0, \quad z < 0, \\
n(0) &= 0, \quad -\mu q'(0) = \beta - c_0 - \delta.
\end{align*}
\]

Since \( V^* \) satisfies this problem with \( \delta = 0 \) and since \( V_\delta \) depends on \( \delta \) continuously, we have \( V_\delta(\cdot) \to V^*(\cdot) \) as \( \delta \to 0 \), uniformly in \([ -M, 0] \) for any \( M > 0 \). This proves the lemma.

In a similar way, one can prove the following lemma (cf. Figure 3 (b)).

**Lemma 3.6.** Assume \( \beta = \beta^* \). Then for any small \( \delta > 0 \), \( q(z) = V^*_\delta(z) := V(z; \beta^* - c_0 - \delta, -c_0 - \delta) \) is the unique tadpole-like solution of (3.5) and (3.12) with \( \beta = \beta^* \), \( c = \beta^* - c_0 - \delta \). Moreover, \( V^*_\delta(\cdot) \to U^*(\cdot) \) locally uniformly in \((-\infty, 0]\) as \( \delta \to 0 \), where \( U^*(z) \) is the unique solution of (3.5) and (3.7) with \( \beta = \beta^* \), \( c^* = c^*(\beta^*) = \beta^* - c_0 \).

(V) **Compactly supported traveling wave** \( W(x - ct; c, c - \beta) \) in the case \( \beta \in [c_0, \beta^*) \), where for any \( c \in (\beta - c_0, c^*(\beta)) \), \( q(z) = W(z; c, c - \beta) \) satisfies (3.5) and (3.14) \( q(0) = q(-L(c, c - \beta)) = 0, \quad q(z) > 0 \) in \(( -L(c, c - \beta), 0) \) and \(-\mu q'(0) = c \).

**Lemma 3.7.** Assume \( c_0 \leq \beta < \beta^* \). For any \( \delta \in (0, c^*(\beta) - \beta + c_0) \), \( q(z) = W_\delta(z) := W(z; \beta - c_0 + \delta, -c_0 + \delta) \) is the unique solution of the problem (3.5) and (3.14) with \( c = \beta - c_0 + \delta \). Moreover, \( L_\delta \to \infty \) and \( D_\delta \to 1 \) as \( \delta \to 0 \), \( c^*(\beta) - \beta + c_0 \), where \( L_\delta := L(\beta - c_0 + \delta, -c_0 + \delta) \) denotes the width of the support of \( W_\delta(\cdot) \), and \( D_\delta \) denotes its height.

**Proof.** We only prove the case \( \beta \in (c_0, \beta^*) \), the proof for the case \( \beta = c_0 \) is similar.

When \( c_0 < \beta < \beta^* \), we have \( c^*(\beta) - \beta + c_0 > 0 \) by Lemma 3.4. On the c-b plane (see Figure 3 (a)), the line \( b = c \) leaves the domain \( S_2(\beta) \) and enters \( S_1(\beta) := \{(c, b) \mid 0 < b < P(c - \beta), \beta - c_0 < c < \beta + c_0\} \) at a point \( B(\beta - c_0, \beta - c_0) \), then it passes through \( S_1(\beta) \) and leaves it finally at \( A(c^*(\beta), c^*(\beta)) \). For any \( \delta \in (0, c^*(\beta) - \beta + c_0) \), the point \( (c, b) = (\beta - c_0 + \delta, \beta - c_0 + \delta) \) is on the line segment \( AB \) (cf. point D in Figure 3 (a)), it corresponds to a trajectory like \( \Gamma_2 \) on the \( q-p \) phase plane, and so it defines a compactly supported function \( W_\delta(z) := W(z; \beta - c_0 + \delta, -c_0 + \delta) \). As \( \delta \to c^*(\beta) - \beta + c_0 \), the point \( (\beta - c_0 + \delta, \beta - c_0 + \delta) \) approaches point A in Figure 3.
(a), this implies that its corresponding trajectory approaches the union of the trajectories of $U^*(\cdot)$ and $U_l(\cdot; c^*(\beta) - \beta)$ (i.e., $Γ_2 → Γ_1 ∪ Γ_4$ in Figure 1 (a)). Therefore, the corresponding function $W_δ$ satisfies $\max_{-L_δ ≤ z ≤ 0} W_δ(z) = D_δ → 1$, and the width $L_δ$ of its support tends to $∞$ as $δ → c^*(\beta) - \beta + c_0$.

3.4. Zero number arguments. In what follows, we use $Z_I[w(\cdot)]$ to denote the number of zeros of a continuous function $w(\cdot)$ defined in $I ⊂ R$. The following lemma is an easy consequence of the proofs of Theorems C and D in Angenstein [1].

**Lemma 3.8.** Let $u : [0, T] × [0, 1] \rightarrow R$ be a bounded classical solution of

\begin{equation}
(3.15)
\end{equation}

with boundary conditions

$$u(t, 0) = l_0(t), \quad u(t, 1) = l_1(t),$$

where $l_0, l_1 ∈ C^1([0, T])$, and each function is either identically zero or never zero for $t ∈ [0, T]$. In the special case where $l_0(t), l_1(t) ≡ 0$ we assume further that $u(t, \cdot) \neq 0$ for each $t ∈ [0, T]$.

Superpose also that

$$a, b, a_t, a_{xx}, b_t, b_{xx}, c ∈ L^∞, \quad \text{and} \quad u(0, \cdot) \neq 0 \text{ when } l_0 = l_1 ≡ 0.$$

Then for each $t ∈ (0, T]$, $Z_{[0,1]}[u(t, \cdot)] < ∞$. Moreover, $Z_{[0,1]}[u(t, \cdot)]$ is nonincreasing in $t$ for $t ∈ (0, T]$, and if for some $t_0 ∈ (0, T]$ the function $u(t_0, \cdot)$ has a degenerate zero $x_0 ∈ [0, 1]$, then $Z_{[0,1]}[u(t_1, \cdot)] > Z_{[0,1]}[u(t_2, \cdot)]$ for all $t_1, t_2 ∈ (0, T]$ satisfying $t_1 < t_0 < t_2$.

For convenience of applications in this paper we give a variant of Lemma 3.8.

**Lemma 3.9.** Let $ξ_1(t) < ξ_2(t)$ be two continuous functions for $t ∈ (t_0, t_1)$. If $u(t, x)$ is a continuous function for $t ∈ (t_0, t_1)$ and $x ∈ J(t) := [ξ_1(t), ξ_2(t)]$, and satisfies (3.15) in the classical sense for such $(t, x)$, with

$$(u(t, ξ_1(t))) \neq 0, \quad u(t, ξ_2(t)) \neq 0 \text{ for } t ∈ (t_0, t_1),$$

then for each $t ∈ (t_0, t_1)$, $Z_{J(t)}[u(t, \cdot)] < ∞$. Moreover $Z_{J(t)}[u(t, \cdot)]$ is nonincreasing in $t$ for $t ∈ (t_0, t_1)$, and if for some $s ∈ (t_0, t_1)$ the function $u(s, \cdot)$ has a degenerate zero $x_0 ∈ J(s)$, then $Z_{J(s)}[u(s_1, \cdot)] > Z_{J(s)}[u(s_2, \cdot)]$ for all $s_1, s_2$ satisfying $t_0 < s_1 < s < s_2 < t_1$.

**Proof.** For any given $t^* ∈ (t_0, t_1)$, we can find $\epsilon > 0$ and $δ > 0$ small such that $u(t, x) \neq 0$ for $t ∈ T_{t^*} := [t^* - δ, t^* + δ] ⊂ (t_0, t_1)$ and $x ∈ [ξ_1(t), ξ_1(t^*) + \epsilon] \cup [ξ_2(t^*) - \epsilon, ξ_2(t)]$. Hence we may apply Lemma 3.8 with $[0, T] × [0, 1]$ replaced by $T_{t^*} × [ξ_1(t^*) + \epsilon, ξ_2(t^*) - \epsilon]$ to see that the conclusions for $Z_{J(t)}[u(t, \cdot)]$ hold for $t ∈ T_{t^*}$. Since any compact subinterval of $(t_0, t_1)$ can be covered by finitely many such $T_{t^*}$, we see that $Z_{J(t)}[u(t, \cdot)]$ has the required properties over any compact subinterval of $(t_0, t_1)$. It follows that $Z_{J(t)}[u(t, \cdot)]$ has the required properties for $t ∈ (t_0, t_1)$.

In our approach we will compare the solution $u$ of (1.2) with traveling semi-wave $U^*$ or tadpole-like traveling wave $V^*$ or compactly supported traveling wave $W_δ$ by studying the number of their intersection points. Now we give some preliminary results.

We use $Ψ(x - ct - C)$ (for some $c > 0$ and some $C ∈ R$) to represent one of the traveling waves $U^*(x - c^*t - C), V^*(x - (β - c_0)t - C)$ and $W_δ(x - (β - c_0 + δ)t - C)$. Denote the support of $Ψ(x - ct - C)$ by $[k_1(t), k_2(t)]$, where $k_2(t) = ct + C, k_1(t) = -∞$ in case $Ψ = U^*$ or $Ψ = V^*$, and $k_1(t) = k_2(t) - L_δ$ in case $Ψ = W_δ$. Denote

$$r(t) := \min\{h(t), k_2(t)\}, \quad R(t) := \max\{h(t), k_2(t)\}, \quad l(t) := \max\{g(t), k_1(t)\}$$

and

\[ \eta(t, x) := u(t, x) - \Psi(x - ct - C), \quad x \in J(t) := [l(t), r(t)], \quad t \in (t_1, t_2) \]

(here we only consider the case where \( J(t) \neq \emptyset \) for each \( t \in (t_1, t_2) \), otherwise, \( u \) and \( \Psi \) has no common domain and so there is no need to compare them). We notice that \( \eta \) satisfies

\[ \eta_t = \eta_{xx} - \beta \eta_x + c(t, x) \eta \quad \text{for} \quad x \in (l(t), r(t)), \quad t \in (t_1, t_2) \]

with \( c(t, x) := \frac{f(u(t, x)) - f(\Psi(x - ct - C))}{\eta(x, t)} \) when \( \eta(t, x) \neq 0 \), and \( c(t, x) = 0 \) otherwise. Using Lemmas 3.8 and 3.9 one can obtain the following result on the number of zeros of \( \eta(t, \cdot) \).

**Lemma 3.10.** For any given \( C \in \mathbb{R} \), let \( r(t) \), \( R(t) \), \( l(t) \) and \( \eta \) be defined as above. Then

(i) \( Z_{J(t)}[\eta(t, \cdot)] \) is finite and nonincreasing in \( t \in (t_1, t_2) \);

(ii) if \( t_0 \in (t_1, t_2) \) such that \( r(t_0) = R(t_0) \), or \( \eta(t_0, \cdot) \) has a degenerate zero in the interior of \( J(t_0) \), then \( Z_{J(t_0)}[\eta(t_1, \cdot)] > Z_{J(t_2)}[\eta(t_2, \cdot)] \) for any \( t_1 < t_1 < t_0 < t_2 < t_2 \).

**Sketch of the proof.** The proof is essentially identical to that of Lemma 2.3 in [14]. We give a sketch here for the readers’ convenience.

Note that when \( h(t) = k_2(t) = r(t) = R(t), \ x = r(t) \) becomes a degenerate zero of \( \eta \) on the boundary since both \( u \) and \( \Psi \) satisfy Stefan condition on their right boundaries. We claim that \( h(t) \equiv k_2(t) \) in an interval \( (t_3, t_4) \subset (t_1, t_2) \) is impossible. For, otherwise, we can consider \( \zeta = \eta e^{-\beta x} \) instead of \( \eta \), which satisfies an equation without advection and so can be extended outside \( r(t) \) as an odd function with respect to \( x = r(t) \). For this extended function \( x = r(t) \) is an interior degenerate zero in time interval \( (t_3, t_4) \), this contradicts Lemma 3.8. On the other hand, \( g(t) = k_1(t) \) at most once, and only possible in case \( \Psi = W_\delta \). Therefore, the set of the times when \( r(t) = R(t) \) or \( g(t) = k_1(t) \) is a nowhere dense set, and for other times we have \( Z_{J(t)}[\eta(t, \cdot)] < \infty \) by Lemma 3.8.

Assume \( r(t_0) = R(t_0) \) and \( r(t) < R(t) \) for \( t \in [t_0 - \epsilon, t_0) \). Assume further that \( \eta(t, \cdot) \) has nondegenerate zeros \( \{z_i(t)\}_{i=1}^m \) with

\[ l(t) < z_1(t) < z_2(t) < \cdots < z_m(t) < r(t), \quad t \in [t_0 - \epsilon, t_0). \]

Then by [19] Theorem 2 one can prove that \( \lim_{t \to t_0^-} z_i(t) \) exist (denoted by \( \bar{z}_i \)) and \( \{\bar{z}_i\}_{i=1}^m \) are the only zeros of \( \eta(t_0, \cdot) \). Moreover, by the maximum principle we have \( \bar{z}_m = r(t_0) \), that is, the largest zero \( z_m(t) \) tends to the right boundary. Then using the maximum principle again in the domain \( \{t, x\} : t_0 < t < t_0 + \epsilon_1, r(t) - \epsilon_1 < z < r(t) \} \) for some small \( \epsilon_1 \), we can show that the boundary zero \( r(t_0) \) disappear immediately after time \( t_0 \). In summary,

\[ Z_{J(t_1)}[\eta(t_1, \cdot)] = m \geq Z_{J(t_0)}[\eta(t_0, \cdot)] > Z_{J(t_2)}[\eta(t_2, \cdot)] \]

for \( t_0 - \epsilon < t_1 < t_0 < t_2 < t_0 + \epsilon_1 \). \( \square \)

As can be expected, the presence of the advection makes the maximum points prefer to move rightward. Indeed we can show that the local maximum points concentrate near the right boundary under certain conditions.

Using zero number properties Lemma 3.9 to \( u_x \), we see that \( u_x(t, \cdot) \) has only nondegenerate zeros for all large \( t \). Hence, \( u(t, \cdot) \) has fixed number of (nondegenerate) local maximum points for large \( t \).

**Lemma 3.11.** Assume, for some \( T \geq 0 \), \( u(t, \cdot) \) has exactly \( N \) (\( N \) is a positive integer) local maximum points \( \{\xi_i(t)\}_{i=1}^N \) for all \( t \geq T \), with

\[ g(t) < \xi_1(t) < \xi_2(t) < \cdots < \xi_N(t) < h(t). \]
If $N \geq 2$, then
\begin{equation}
\xi_1(t) \geq \beta \cdot (t - T) + C \quad \text{for } T < t < T_\infty,
\end{equation}
for some $C \in \mathbb{R}$, where
\begin{equation}
T_\infty = \begin{cases} 
\inf \mathcal{T}, & \text{if } \mathcal{T} := \{t \geq T \mid \beta \cdot (t - T) + C = h(t)\} \neq \emptyset, \\
\infty, & \text{if } \mathcal{T} = \emptyset.
\end{cases}
\end{equation}

**Proof.** Choose $C = \frac{1}{3} [g(T) + \xi_1(T)]$ and define $\rho(t) := \beta \cdot (t - T) + C$, then $\rho(T) = C < \xi_1(T)$. Hence $T_1 := \inf \{s \geq T \mid \rho(s) = \xi_1(s)\} > T$.

If $T_1 = T_\infty$, then (3.16) holds. Now we assume $T < T_1 < T_\infty$. By the definitions of $\xi_1(t)$ and $T_1$ we have
\begin{equation}
\begin{array}{c}
u_x(t,x) > 0 \quad \text{for } x \in [g(t),\rho(t)], \quad T < t < T_1, \\
u_x(T_1,\rho(T_1)) = u_x(T_1,\xi_1(T_1)) = 0.
\end{array}
\end{equation}

Define
\begin{equation}
\zeta(t,x) := u(t,x) - u(t,2\rho(t) - x) \quad \text{for } x \in [l(t),\rho(t)], \quad t \geq T,
\end{equation}
with $l(t) := \max \{g(t),2\rho(t) - \xi_N(t)\}$. A direct calculation shows that
\begin{equation}
\zeta_t = \zeta_{xx} - \beta \zeta_x + c \zeta \quad \text{for } x \in [l(t),\rho(t)], \quad t \in [T,T_1),
\end{equation}
where $c$ is a bounded function. Since
\begin{equation}
\begin{cases} 
\zeta(T,x) < 0 & \text{for } x \in [l(T),\rho(T)], \\
\zeta(t,\rho(t)) = 0 & \text{for } t \in [T,T_1], \\
\zeta(t,l(t)) < 0 & \text{for } t \in [T,T_1].
\end{cases}
\end{equation}
The last inequality follows from the following analysis. By the monotonicity of $u_x$ and the fact that $\xi_N(t)$ is the rightmost local maximum point, we see that, if $\zeta(t_1,l(t_1)) = 0$ for some $t_1 \in (T,T_1]$ (denote $t_1$ the first of such times), then $\zeta(t_1,l(t_1) + \varepsilon) > 0$ for some small $\varepsilon > 0$. This, however, is impossible since $\zeta(t_1,x < 0$ for all $x \in (l(t_1),\rho(t_1))$ by the maximum principle and by the fact that $\zeta(t,l(t)) < 0$ for $t \in [T,t_1)$.

Now we use the Hopf lemma for $\zeta$ in the domain $\{(t,x) \mid l(t) \leq x \leq \rho(t), \quad T \leq t \leq T_1\}$ to derive
\begin{equation}
\zeta(T_1,\rho(T_1)) = 0 \quad \text{and} \quad \zeta_x(T_1,\rho(T_1)) > 0.
\end{equation}
The latter, however, contradicts (3.19). This proves $T_1 = T_\infty$. \hfill \square

### 3.5. Upper bound estimate. In order to study the convergence of $u$ we give some precise upper bound estimates for the solutions. In this paper we always write
\begin{equation}
A := 2 \max \{1,\|u_0\|_{L^\infty([-h_0,h_0])}\}.
\end{equation}

1. **Bound of $u$ near the free boundary $x = h(t)$**. For any $\delta \in (0,-f'(1))$, set
   \[ \bar{g}(t) := g(t), \quad \bar{h}(t) := c^*t - Me^{-\delta t} + H \quad \text{for some } M, H > 0, \]
   and
   \[ \bar{u}(t,x) := (1 + Ae^{-\delta t})U^*(x - \bar{h}(t)) \quad \text{for } x \leq \bar{h}(t), \quad t > 0, \]
where $U^*$ is the rightward traveling semi-wave (the solution of (1.3)). A direct calculation as in the proof of [17, Lemma 3.2] shows that $(\bar{u}, \bar{g}, \bar{h})$ is an upper solution of (1.2) provided $M, H > 0$ are large. Hence we have

\begin{equation}
(3.21) \quad u(t, x) \leq \bar{u}(t, x) \text{ for } x \in [g(t), h(t)] \text{ and } t > 0, \quad h(t) \leq \bar{h}(t) \text{ for } t > 0.
\end{equation}

2. Bound of $u$ in case $\beta \geq c_0$. We define a function $f_A(s) \in C^2([0, \infty), \mathbb{R})$ such that

\begin{equation}
(3.22) \quad f_A(s) = \begin{cases} f'(0)s, & 0 \leq s \leq 1, \\ \geq 1 & s < A, \\ < A & s > A, \\ f'(0)s & A \leq s \leq 1, \\ f'(-A) & s \leq -1.
\end{cases}
\end{equation}

Denote by $Q_A(z)$ the unique solution of (1.4) with $c = c_0$, with $f$ replaced by $f_A$ and $q(+\infty) = A$. Then by the comparison principle we have

\begin{equation}
(3.23) \quad u(t, x) \leq Q_A(x - (\beta - c_0)t + x_0) \quad \text{for } x \in [g(t), h(t)], \quad t > 0,
\end{equation}

provided $x_0 > 0$ is large enough.

Using $f_A$ we consider the Cauchy problem:

\begin{equation}
\begin{aligned}
\frac{\partial u_1}{\partial t} &= (u_1)_{xx} - \beta(u_1)_x + f_A(u_1), \quad x \in \mathbb{R}, \quad t > 0, \\
u_1(0, x) &= \bar{u}_0(x) := \begin{cases} u_0(x), & x \in [-h_0, h_0], \\ 0, & |x| > h_0. \end{cases}
\end{aligned}
\end{equation}

Since $f_A \geq f$, by the comparison principle we have

\begin{equation}
(3.24) \quad u(t, x) \leq u_1(t, x), \quad x \in [g(t), h(t)], \quad t > 0.
\end{equation}

Set $y := x - \beta t$ and $u_2(t, y) := u_1(t, x) = u_1(t, y + \beta t)$. Then $u_2$ is a solution of

\begin{equation}
\begin{aligned}
\frac{\partial u_2}{\partial t} &= (u_2)_{yy} + f_A(u_2), \quad y \in \mathbb{R}, \quad t > 0, \\
u_2(0, y) &= \bar{u}_0(y) \in [0, A], \quad y \in \mathbb{R}.
\end{aligned}
\end{equation}

Set $\tilde{u}(t, y) := \frac{1}{A}u_2(t, -y)$, then $\tilde{u}(t, y)$ is the solution of

\begin{equation}
\begin{aligned}
\frac{\partial \tilde{u}}{\partial t} &= \tilde{u}_{yy} + \frac{1}{A}f_A(A\tilde{u}), \quad y \in \mathbb{R}, \quad t > 0, \\
\tilde{u}(0, y) &= \frac{1}{A}\bar{u}_0(-y) \in [0, 1], \quad y \in \mathbb{R}.
\end{aligned}
\end{equation}

By (3.24) and by the definitions of $u_2$ and $\tilde{u}$ we have

\begin{equation}
(3.25) \quad u(t, x) \leq A\tilde{u}(t, \beta t - x), \quad x \in [g(t), h(t)], \quad t > 0.
\end{equation}

On the other hand, by Proposition 2.3 in [25] and its proof, there exist $C_1, C_2, t_0$ depending on $u_0$ such that

\begin{equation}
\tilde{u}(t, c_0t - \frac{3}{c_0} \ln (1 + \frac{t}{t_0}) + y) \leq C_1 Z(t, y), \quad y \geq h_0, \quad t > 0,
\end{equation}

where

\begin{equation}
Z(t, y) := \frac{1}{\sqrt{t_0}} e^{-\frac{c_0 y^2}{2}} \left[ C_2 e^{\frac{|y|^2}{2(t + t_0)}} + h(t, y) \right], \quad y \in \mathbb{R}, \quad t > 0,
\end{equation}

with $h(t, y)$ satisfying

\begin{equation}
\limsup_{t \to \infty} \sup_{0 \leq y \leq \sqrt{t+1}} |h(t, y)| \leq \frac{C_2}{2}.
\end{equation}
In particular, there exists $C_3 > 0$ such that

$$\tilde{u}(t, c_0 t - \frac{3}{c_0} \ln(1 + \frac{t}{t_0}) + y) \leq C_3 e^{-\frac{5m_y}{12}y}, \quad y \in [0, \sqrt{t + 1}].$$

Combining with (3.25) we have

$$u(t, x) \leq C_4 e^{-\frac{5m_y}{12}(Y(t) - x)}$$

for $Y(t) - \sqrt{t + 1} \leq x \leq \min\{Y(t), h(t)\}, \ t \gg 1,$

where $C_4 > 0$ is a constant and

$$Y(t) := (\beta - c_0)t + \frac{3}{c_0} \ln(1 + \frac{t}{t_0}), \ t > 0.$$

**Corollary 3.12.** (i) Assume $\beta = c_0$. Then there exists $C$ depending on $u_0, c_0, h_0$ such that

$$u(t, -h_0) \leq Ct^{-\frac{5}{12}}$$

for $t > 0$ large;

(ii) Assume $\beta \in (c_0, \beta^*)$ and $h(t) = (\beta - c_0)t + O(1)$. Then there exists $C$ depending on $u_0, c_0, h_0$ such that

$$u(t, x) \leq Ct^{-\frac{5}{12}}$$

for $x \in [h(t) - \frac{\pi}{2}, h(t)]$ and $t > 0$ large.

**Proof.** We only prove (ii) since (i) can be proved similarly. In Case (ii),

$$Y(t) = (\beta - c_0)t + \frac{3}{c_0} \ln(1 + \frac{t}{t_0}),$$

and so, for any $x \in [h(t) - \frac{\pi}{2}, h(t)]$, we have

$$Y(t) - x = \frac{3}{c_0} \ln(1 + \frac{t}{t_0}) + O(1) \in [0, \sqrt{t + 1}], \quad \text{when } t \gg 1.$$

Using (3.27) we have

$$u(t, x) \leq Ct^{-\frac{5}{12}} \quad \text{when } t \gg 1,$$

where $C > 0$ are some constants depending on $u_0, c_0, h_0$. \qed

**Remark 3.13.** For any given $m \in (0, 1)$, denote

$$\chi(t) := \min\{x \in [g(t), h(t)] \mid u(t, x) = m\} \quad \text{and} \quad \widetilde{\chi}(t) := \min\{y \in \mathbb{R} \mid \tilde{u}(t, y) = m/A\}.$$

Then by [23, Theorem 1.1] we have

$$c_0 t - \frac{3}{c_0} \ln t - C \leq \widetilde{\chi}(t) \leq c_0 t - \frac{3}{c_0} \ln t + C, \quad t \gg 1,$$

for some $C > 0$. Hence by (3.25) we have

$$\chi(t) \geq \beta t - \widetilde{\chi}(t) \geq (\beta - c_0)t + \frac{3}{c_0} \ln t - C, \quad t \gg 1.$$

### 4. Influence of $\beta$ on the Long Time Behavior of Solutions

In this section we consider the influence of $\beta$ on the long time behavior of the solutions. In subsection 1 we give a locally uniformly convergence result. In subsection 2 we consider the small advection $\beta \in (0, c_0)$ and prove Theorem 2.1. In subsection 3 we first prove the boundedness of $g_\infty$ for $\beta \geq c_0$, the boundedness of $h_\infty$ for $\beta \geq \beta^*$, and then prove Theorem 2.4 for large advection $\beta \geq \beta^*$. In subsection 4, we consider (2) with medium-sized advection $\beta \in [c_0, \beta^*)$ and prove Theorems 2.2 and 2.3. The argument for the case $\beta \in [c_0, \beta^*)$ are longer and much more complicated than the cases with small or large advection.
4.1. Convergence result. First we give a locally uniformly convergence result for $\beta \geq c_0$.

**Lemma 4.1.** Assume $\beta \geq c_0$. Then $u(t, \cdot)$ converges as $t \to \infty$ to 0 locally uniformly in $I_\infty$.

**Proof.** When $\beta > c_0$, the conclusion follows easily from (3.23) since the upper solution $Q_A(x - (\beta - c_0)t + x_0)$ is a rightward traveling wave with positive speed $\beta - c_0$ and $Q_A(z) \to 0$ as $z \to -\infty$.

Assume $\beta = c_0$. Then for any $[a, b] \subset I_\infty$, when $t$ is sufficiently large we have

$$
\frac{3}{c_0} \ln \left(1 + \frac{t}{t_0}\right) - \sqrt{t+1} < x < \frac{3}{c_0} \ln \left(1 + \frac{t}{t_0}\right)
$$

for any $x \in [a, b]$, and so by (3.27), for any $x \in [a, b]$,

$$
u(t, x) \leq C_4 e^{-\frac{2\pi}{\sqrt{12} + \frac{3}{c_0} \ln \left(1 + \frac{t}{t_0}\right)}} \to 0, \quad t \to \infty.
$$

This proved the lemma. \qed

**Theorem 4.2.** Let $(u, g, h)$ be a time-global solution of (P). Then as $t \to \infty$, $u(t, \cdot)$ converges to 0 or to 1 locally uniformly in $I_\infty$ when $\beta \in (0, c_0)$; $u(t, \cdot)$ converges to 0 locally uniformly in $I_\infty$ when $\beta \geq c_0$.

Moreover, $\lim_{t \to \infty} \|u(t, \cdot)\|_{L^\infty(I_\infty; (g(t), h(t)))} = 0$ if $I_\infty$ is a bounded interval.

**Proof.** Using a similar argument as proving [15 Theorem 1.1], [13 Theorem 1.1], [32 Theorem 1.1], one can show that $u(t, \cdot)$ converges, as $t \to \infty$, to a stationary solution, that is, a solution $v$ of $v_{xx} - \beta v_x + f(v) = 0$, locally uniformly in $x \in I_\infty$. Moreover, one can show by Hopf lemma that $v = 0$ when $g_\infty > -\infty$ or $h_\infty < \infty$. In other word, the limit $v$ can not be a non-trivial solution with endpoint. Therefore, when $\beta \in (0, c_0)$, the only possible choice for the $\omega$-limit of $u$ in the topology of $L^\infty_{loc}(I_\infty)$ is 0 or 1; when $\beta \geq c_0$, the conclusion follows from Lemma 4.1. Finally, when $I_\infty$ is bounded, the uniform convergence for $u$ is also proved in the same way as that in [13 32]. \qed

4.2. Problem with small advection: $0 < \beta < c_0$. In a similar way as proving [23 Lemma 2.2] and [13 Theorem 3.2, Corollary 4.5] one can show the following conditions for spreading and for vanishing.

**Lemma 4.3.** Assume $\beta \in (0, c_0)$. Let $(u, g, h)$ be a solution of (P).

(i) If $h_0 < H^* := \frac{\pi}{\sqrt{c_0 - \beta^2}}$ and if $\|u_0\|_{L^\infty([-h_0, h_0])}$ is sufficiently small, then vanishing happens;

(ii) if $h_0 \geq H^*$, then spreading happens.

This lemma implies that, when $\beta \in (0, c_0)$, $2H^*$ is a critical width of the interval $I(t)$. Spreading happens if and only if $|I_\infty| > 2H^*$. This extends the results in [12 13] for $\beta = 0$, where it was shown that the critical width $2H^* = \frac{2\pi}{c_0} = \frac{\pi}{\sqrt{f'(0)}}$.

**Proof of Theorem 2.1** By Lemma 4.3 (ii) we see that spreading happens if $|I_\infty| > 2H^*$. By the definition of spreading, this implies that $I_\infty = \mathbb{R}$. Hence both the case $g_\infty > -\infty$, $h_\infty = \infty$ and the case $g_\infty = -\infty$, $h_\infty < \infty$ are impossible. $I_\infty$ is either a bounded interval with width $|I_\infty| \leq 2H^*$ or the whole line $\mathbb{R}$. Using Theorem 4.2 and Lemma 4.3 again, we can get the spreading-vanishing dichotomy result for the long-time behavior of the solutions of (P). Then the sharp threshold of the initial data $\sigma\phi$ can be proved in a similar way as in [13. Theorem 5.2]. \qed
4.3. **Boundedness of** \( g_\infty \) **and** \( h_\infty \), **the proof of Theorem 2.4**. Whether \( g_\infty \) and \( h_\infty \) are bounded or not is also a part of the conclusions in the long time behavior of \((u,g,h)\). In this subsection we show that \( g_\infty > -\infty \) if \( \beta \geq \sigma_0 \), and \( h_\infty < \infty \) if \( \beta \geq \sigma^* \).

We will prove these conclusions by using Corollary 3.12. For this purpose we need the monotonicity of \( u_x \). When \( \beta = 0 \), Du and Lou [13] proved the monotonicity of \( u_x \) in \([h_0,h(t)]\) and in \([g(t),-h_0]\). When \( \beta > 0 \) we find that this is true only on the left side: \( x \in [g(t),-h_0] \).

**Lemma 4.4.** Assume \((u,g,h)\) is a solution of (12). Then
\[
(4.1) \quad g(t) + h(t) > -2h_0 \quad \text{for all } t > 0, \\
(4.2) \quad u_x(t,x) > 0 \quad \text{for all } x \in [g(t),-h_0], \quad t > 0.
\]

**Proof.** It is easily seen by the continuity that, when \( t > 0 \) is sufficiently small, \( g(t) + h(t) > -2h_0 \) and \( u_x(t,x) > 0 \) for \( g(t) < x < -h_0 \). Define
\[
T_1 := \sup \{ s \mid g(t) + h(t) > -2h_0 \text{ for all } t \in (0,s) \}, \\
T_2 := \sup \{ s \mid u_x(t,x) > 0 \text{ for any } x \in [g(t),-h_0], \text{ } t \in (0,s) \}.
\]
We prove that \( T_1 = T_2 = +\infty \). Otherwise, either \( T_1 < T_2 \leq +\infty \), or \( T_2 \leq T_1 \leq +\infty \) and \( T_2 < +\infty \).

1. If \( T_1 < T_2 \leq +\infty \), then
\[
g(t) + h(t) > -2h_0 \text{ for } t \in [0,T_1] \quad \text{and} \quad g(T_1) + h(T_1) = -2h_0.
\]

Hence
\[
g'(T_1) + h'(T_1) < 0.
\]
Set \( G_{T_1} := \{(t,x)|t \in (0,T_1), x \in (g(t),-h_0)\} \) and
\[
w(t,x) := u(t,x) - u(t,-2h_0 - x) \text{ in } \overline{G_{T_1}}.
\]
Since \( -h_0 \leq -2h_0 - x \leq -2h_0 - g(t) \leq h(t) \) when \((t,x) \in \overline{G_{T_1}}\), \( w \) is well-defined over \( \overline{G_{T_1}} \) and it satisfies
\[
w_t - w_{xx} - \beta w_x - c(t,x)w = -2\beta u_x(t,x) \leq 0 \text{ for } (t,x) \in G_{T_1},
\]
where \( c \) is a bounded function, and
\[
w(t,-h_0) = 0, \; w(t,g(t)) \leq 0 \text{ for } t \in (0,T_1).
\]
Moreover,
\[
w(T_1,g(T_1)) = u(T_1,g(T_1)) - u(T_1,-2h_0 - g(T_1)) = u(T_1,g(T_1)) - u(T_1,h(T_1)) = 0.
\]
Then by the strong maximum principle and the Hopf lemma, we have
\[
w(t,x) < 0 \text{ for } (t,x) \in G_{T_1}, \text{ and } w_x(T_1,g(T_1)) < 0.
\]
Thus
\[
g'(T_1) + h'(T_1) = -\mu[u_x(T_1,g(T_1)) + u_x(T_1,h(T_1))] = -\mu w_x(T_1,g(T_1)) > 0.
\]
This contradicts (4.3).

2. If \( T_2 \leq T_1 \leq +\infty \) and \( T_2 < +\infty \), then
\[
u_x(t,x) > 0, \text{ } t \in (0,T_2), \quad x \in [g(t),-h_0].
\]
By the definition of \( T_2 \), there exists \( y < g(T_2),-h_0 \) such that \( u_x(T_2,y) = 0 \). Denote \( x_0 \) the minimum of such \( y \). By the continuity and the monotonicity of \( g(t) \), there exists \( T_0 \in [0,T_2) \) such that \( x_0 = g(T_0) \). Let
\[
G_{T_2} := \{(t,x)|t \in (T_0,T_2], \text{ } x \in (g(t),x_0)\},
\]
z(t, x) := u(t, x) - u(t, 2x0 - x) for (t, x) ∈ \overline{G}_{T_2}.
Using the maximum principle for z(t, x) in G_{T_2} as above we conclude that z_x(T_2, x_0) > 0. This
contradicts the definition of x_0.

Combining the above two steps we obtain T_1 = T_2 = +∞.

A direct consequence of Lemma 4.4 is g_∞ + h_∞ ≥ -2h_0. So we have

**Corollary 4.5.** There are only three possible situations for I_∞ = (g_∞, h_∞): (i) I_∞ = [1; (ii) I_∞
is a finite interval; and (iii) I_∞ = (g_∞, ∞) with g_∞ > -∞.

Indeed, (i) and (ii) are possible when β ∈ (0, 0) (see Theorem 2.4), (ii) and (iii) are possible when
β ≥ c_0 (see Theorems 2.2, 2.3 and 2.4).

By the monotonicity of u(t, ·) in [g(t), -h_0], we can prove the boundedness of g_∞.

**Proposition 4.6.** Assume β ≥ c_0 and (u, g, h) is a solution of (4.1). Then g_∞ > -∞.

*Proof.* First we consider the case β > c_0. Let f_A(s) be defined as in (3.22) and let Q_A(z) be the
unique solution of (1.4) with c = c_0, with f replaced by f_A and q(+∞) = 1 replaced by q(+∞) = A, as in (3.23). Since

(4.4)

\[ Q_A(z) \sim -Cz e^{\beta z} \text{ as } z \to -\infty \]

for some C > 0 (cf. [2, 25]), there exist T_1 > 0, C_1 > 0 such that, when t ≥ T_1,

\[ Q_A(-h_0 + \beta c_0 t + x_0) \leq -2C((-h_0 + \beta c_0 t + x_0)e^{\frac{c_0}{2}(-h_0 - (\beta - c_0)t + x_0)} \leq C_1 e^{-\frac{c_0}{2}(\beta - c_0)t}, \]

where x_0 > 0 is large such that (3.23) holds. By Lemma 4.4 and (3.23) we have

(4.5)

\[ u(t, x) \leq u(t, -h_0) \leq Q_A(-h_0 + \beta c_0 t + x_0) \leq C_1 e^{-\frac{c_0}{2}(\beta - c_0)t} \]

for x ∈ [g(t), -h_0] and t ≥ T_1. Set δ := min\{1, \frac{c_0}{4}(\beta - c_0)\}, ε_1 := C_1 e^{-\frac{\beta + c_0(\beta - c_0)}{4}}

\[ k(t) := -g(T_1) + \frac{\pi}{2} + \frac{\mu \epsilon_1}{\delta}(1 - e^{-\delta t}) \text{ for } t \geq 0 \]

and

\[ w(t, x) := \epsilon_1 e^{-\delta t} e^{\frac{\beta}{2}(x + k(t))} \sin(x + k(t)) \text{ for } -k(t) \leq x \leq -k(t) + \frac{\pi}{2}, t \geq 0. \]

A direct calculation shows that

\[ w_t - w_{xx} + \beta w_x - f(w) = w \left[ 1 - \delta + \frac{\beta^2}{2} k(t) + \frac{\beta^2}{4} k'(t) - \frac{\beta^2}{2} \right] + k'(t)w_t - f(w) \]

\[ \geq w \left[ 1 - \delta + \frac{\beta^2}{4} - f'(0) \right] \geq (1 - \delta)w \geq 0, \]

for -k(t) \leq x \leq -k(t) + \frac{\pi}{2}, t > 0, where \( \hat{w} = \epsilon_1 e^{-\delta t} e^{\frac{\beta}{2}(x + k(t))} \cos(x + k(t)), \)

\[ -k'(t) = -\epsilon_1 \mu e^{-\delta t} = -\mu w_x(t, -k(t)), t > 0, \]

and

\[ w \left( t, -k(t) + \frac{\pi}{2} \right) = \epsilon_1 e^{\frac{\beta x}{2}} e^{-\delta t} \geq C_1 e^{-\frac{\beta + c_0(\beta - c_0)}{4}(t + T_1)} \geq u(t + T_1, x) \]

for g(t + T_1) ≤ x ≤ -h_0, t > 0. Hence for t > 0, either g(t + T_1) ≥ -k(t) + \frac{\pi}{2} \geq g(T_1) - \frac{\mu \epsilon_1}{\delta},
or u(t + T_1, ·) and w(t, ·) have common domain. In the latter case, by comparing them on their
common domain we have

\[ g(t + T_1) ≥ -k(t) ≥ g(T_1) - \frac{\pi}{2} - \frac{\mu \epsilon_1}{\delta} > -\infty. \]
This proves $g_\infty > -\infty$.

Next we consider the case $\beta = c_0$. By Corollary 3.12 and Lemma 4.4 there exist $T_2 > \frac{5}{4}$ and $C > 0$ such that
\[ u(t, x) \leq u(t, -h_0) \leq Ct^{-\frac{\nu}{2}} \text{ for } g(t) \leq x \leq -h_0, \; t \geq T_2. \]

Set $\epsilon_2 := Ce^{-\frac{\beta \pi}{4}}$ and define
\[ k_2(t) := -g(T_2) + \frac{\pi}{2} + 4\mu\epsilon_2[T_2^{-\frac{1}{4}} - (t + T_2)^{-\frac{1}{4}}] \text{ for } t > 0, \]
\[ w_2(t, x) := \epsilon_2(t + T_2)^{-\frac{\beta}{4}}e^{\frac{\beta}{4}(x + k_2(t))} \sin(x + k_2(t)) \text{ for } -k_2(t) \leq x \leq -k_2(t) + \frac{\pi}{2}, \; t \geq 0. \]

A similar discussion as above shows that $(w_2, -k_2, -k_2 + \frac{\pi}{2})$ is an upper solution, and so
\[ g(t + T_2) \geq -k_2(t) \geq g(T_2) - \frac{\pi}{2} - 4\mu\epsilon_2T_2^{-\frac{1}{4}} > -\infty. \]

This proves the proposition. \qed

Next we prove the boundedness of $h_\infty$ when $\beta \geq \beta^*$.

**Proposition 4.7.** Assume $\beta \geq \beta^*$ and $(u, g, h)$ is a solution of (1). Then $h_\infty < \infty$.

**Proof.** 1. First we consider the case $\beta > \beta^*$. In this case we have $c^*(\beta) < \beta - c_0$. Denote $\nu := \beta - c_0 - c^*(\beta) > 0$. By (3.23), (3.21) and (4.4), there exist $T_1 > 0, C_1 > 0$ such that, for $x \in (g(t), h(t))$ and $t \geq T_1$, we have
\[ u(t, x) \leq Q_A(x - (\beta - c_0)t + x_0) \leq Q_A(h(t) - (\beta - c_0)t + x_0) \leq Q_A(-\nu t + H + x_0) \leq -2C(-\nu t + H + x_0)e^{\frac{\beta + \delta}{\nu}(\nu t + H + x_0)} \leq C_1e^{-\frac{\alpha}{2\mu}t}. \]

Set $\delta := \frac{1}{2} \min\{1, \frac{\alpha}{2\mu}\}$ and choose $T_2 > T_1$ such that
\[ \epsilon_3 := C_1e^{-\frac{\beta x - \nu x_0}{4}} < \frac{2}{\beta\mu}. \]

Define
\[ k_3(t) := h(T_2) + \frac{\pi}{2} + \frac{\mu\epsilon_3}{\delta}(1 - e^{-\delta t}) \text{ for } t \geq 0 \]
and
\[ w_3(t, x) := \epsilon_3 e^{-\delta t}e^{\frac{\beta}{4}(x - k_3(t))} \cos(x - k_3(t) + \frac{\pi}{2}) \text{ for } k_3(t) - \frac{\pi}{2} \leq x \leq k_3(t), \; t \geq 0. \]

A direct calculation as in the proof of Proposition 4.6 shows that $(w_3, k_3(t) - \frac{\pi}{2}, k_3(t))$ is an upper solution and
\[ h(t + T_2) \leq k_3(t) \leq h(T_2) + \frac{\pi}{2} + \frac{\mu\epsilon_3}{\delta} < \infty. \]

2. Next we consider the case $\beta = \beta^*$. We first show that, for some large $T_3$,
\[ u(t, x) < U^*(x - c^*(\beta^*)t + h_0) \text{ for } x \in [g(t), h(t)], \; t \geq T_3, \]
where $U^*(x - c^*(\beta^*)t + h_0)$ is the rightward traveling semi-wave with endpoint at $c^*(\beta^*)t - h_0$. At time $t = 0$, $u(t, x)$ and $U^*(x + h_0)$ intersect at $x = -h_0$. Then for small time $t > 0$, they intersect at exact one point.
We claim that the case \( c^*(\beta^*)t - h_0 < h(t) \) for all \( t \geq 0 \) is impossible. Otherwise, combining with (3.21) we have \( h(t) = c^*(\beta^*)t + O(1) \), and so by Corollary 3.12 there exist \( T_4 > 0 \) and \( C > 0 \) such that

\[
u(t, x) \leq Ct^{-\frac{\mu}{4}} \text{ for } h(t) - \frac{\pi}{2} \leq x \leq h(t), \ t \geq T_4.
\]

Set \( \epsilon_4 := Ce^{\frac{\beta \mu}{4}}, T_5 := \max\{1, 1, T_4, \frac{\mu + \beta \mu}{4}\} \) and define

\[
k_4(t) := h(T_5) + \frac{\pi}{2} + 4\mu \epsilon_4[T_5^{-\frac{1}{4}} - (t + T_5)^{-\frac{1}{4}}], \ t \geq 0,
\]

\[
w_4(t, x) := \epsilon_4(t + T_5)^{-\frac{2}{5}} e^{\frac{\beta}{2} (x - k_4(t))} \cos \left( x - k_4(t) + \frac{\pi}{2} \right), \ k_4(t) - \frac{\pi}{2} \leq x \leq k_4(t), \ t \geq 0.
\]

A direct calculation shows that \( (w_4, k_4(t) - \frac{\pi}{2}, k_4(t)) \) is an upper solution, and so

\[
h(t + T_5) \leq k_4(t) \leq h(T_5) + \frac{\pi}{2} + 4\mu \epsilon_4 T_5^{-\frac{1}{4}} < \infty,
\]

contradicts our assumption \( c^*(\beta^*)t - h_0 < h(t) \) for all \( t \).

Therefore, there exists \( T_6 > 0 \) such that \( h(T_6) = c^*(\beta^*)T_6 - h_0 \) and by Lemma 3.10, the unique intersection point between \( u \) and \( U^* \) disappears after \( T_6 \). This implies (4.6) holds when \( x \in [g(t), h(t)] \) and \( t > T_3 \) for any \( T_3 > T_6 \).

On the other hand, by Lemma 3.6 \( V_{\delta_1}^*(z) := V(z; \beta^* - c_0 - \delta_1, -c_0 - \delta_1) \) approaches \( U^*(z) \) locally uniformly in \( (-\infty, 0] \) as \( \delta_1 \to 0 \). Hence there exists \( \delta_1 > 0 \) sufficiently small such that \( V_{\delta_1}^*(z) \) is close to \( U^*(z) \) and so

\[
u(T_3, x) < V_{\delta_1}^*(x - c^*(\beta^*)T_3 + h_0) \text{ for } x \in [g(t), h(t)].
\]

By comparison \( u(t + T_3, x) \leq V_{\delta_1}^*(x - (\beta^* - c_0 - \delta_1)t - c^*(\beta^*)T_3 + h_0) \) and so \( h(t + T_3) \) is blocked by the right endpoint \( (\beta^* - c_0 - \delta_1)t + c^*(\beta^*)T_3 - h_0 \) of \( V_{\delta_1}^* \):

\[
h(t + T_3) \leq (\beta^* - c_0 - \delta_1)t + c^*(\beta^*)T_3 - h_0, \ t \geq 0.
\]

Using (3.23) we see that, for any \( x \in [g(t), h(t)] \) and sufficiently large \( t \),

\[
u(t, x) \leq Q_A(x - (\beta^* - c_0)t + x_0) \leq Q_A(-\delta_1 t + x_1) \leq C_2 e^{-\frac{\epsilon_4}{2} C_2 t},
\]

for some \( x_1 \in \mathbb{R} \) and \( C_2 > 0 \). The rest proof is similar as that in Step 1.

This proves the proposition. \( \square \)

**Proof of Theorem 2.4**: The conclusions follow from Proposition 4.6, 4.7 and Theorem 1.2 immediately. \( \square \)

4.4. **Problem with medium-sized advection**: \( c_0 \leq \beta < \beta^* \). In this subsection we consider the case \( \beta \in [c_0, \beta^*). \) In this case, the long time behavior of the solutions is complicated and more interesting. Besides vanishing, we find some new phenomena: virtual spreading, virtual vanishing and convergence to the tadpole-like traveling wave.

In the first part, we give some sufficient conditions for vanishing; in the second part we give a necessary and sufficient condition for virtual spreading; in the third part we study the limits of \( h'(t) \) and \( u(t, x) \) when vanishing and virtual spreading do not happen; in the last part we finish the proofs of Theorems 2.2 and 2.3.
4.4.1. Vanishing phenomena. When \( \beta \geq c_0 \), we have \( g_\infty > -\infty \) by Proposition 4.6, which implies that \( u \to 0 \) locally uniformly. We now show that the convergence can be a uniform one if the initial data \( u_0 \) is sufficiently small.

**Lemma 4.8.** Assume \( \beta \geq c_0 \) and \((u, g, h)\) is the solution of (P). If \( \|u_0\|_{L^\infty([-h_0,h_0])} \) is sufficiently small, then vanishing happens.

**Proof.** Choose \( \delta > 0 \) small such that

\[
\frac{\pi^2}{h_0^2(1+\delta)^2} \geq 4\delta + \beta h_0 \delta^2.
\]

Set \( k(t) := h_0(1 + \delta - \frac{4}{1+\delta} t) \), \( \epsilon := \frac{h_0^2 \delta^2}{\pi \mu} (1 + \frac{4}{1+\delta}) \) and

\[
w(t, x) := ee^{-\delta t e^{\frac{4}{1+\delta}(x-k(t))}} \cos \frac{\pi x}{2k(t)} \text{ for } -k(t) \leq x \leq k(t), \quad t > 0.
\]

A direct calculation shows that, for \( x \in (-k(t), k(t)) \) and \( t > 0 \),

\[
w_t - w_{xx} + \beta w_x - f(w) \geq \frac{1}{4} \left( \frac{\pi^2}{h_0^2(1+\delta)^2} - 4\delta - \beta h_0 \delta^2 \right) w \geq 0.
\]

On the other hand, for any \( t > 0 \),

\[
\mu w_x(t, -k(t)) \leq -\mu w_x(t, k(t)) = \frac{\pi \mu e}{2k(t)} e^{-\delta t} \leq \frac{\pi \mu e}{2h_0(1+\frac{4}{1+\delta})} e^{-\delta t} = \frac{\delta^2}{2} h_0 e^{-\delta t} = k'(t).
\]

Hence \((w, -k, k)\) is an upper solution of (P). Clearly \( k(0) = h_0(1 + \frac{4}{1+\delta}) > h_0 \) and \( w(t, \pm k(t)) = 0 \) for \( t > 0 \). If \( \|u_0\|_{L^\infty([-h_0,h_0])} \) is small such that

\[
\|u_0\|_{L^\infty([-h_0,h_0])} \leq ee^{-\frac{4}{1+\delta}h_0(2+\frac{4}{1+\delta})} \cos \frac{\pi}{2+\delta} = w(0, -h_0),
\]

then \( u_0(x) \leq w(0, x) \) for \( x \in [-h_0, h_0] \). By the comparison principle, we have

\[
h_0(1+\delta) \leq -k(t) \leq g(t) < h(t) \leq k(t) \leq h_0(1+\delta),
\]

\[
\|u(t, \cdot)\|_{L^\infty([-h(t), h(t)])} \leq \|w(t, \cdot)\|_{L^\infty([-h(t), h(t)])} \leq ee^{-\delta t} \to 0 \quad \text{as } t \to \infty.
\]

This proves the lemma. \( \square \)

For any given \( h_0 > 0 \) and \( \phi \in \mathcal{X}(h_0) \), we write the solution \((u, g, h)\) also as \((u(t,x; \sigma \phi), g(t; \sigma \phi), h(t; \sigma \phi))\) to emphasize the dependence on the initial data \( u_0 = \sigma \phi \). Set

\[
E_0 := \{\sigma \geq 0 \mid \text{vanishing happens for } u(\cdot, \cdot; \sigma \phi)\}, \quad \sigma_* := \sup E_0.
\]

Lemma 4.8 implies that \( \sigma \in E_0 \) for all small \( \sigma > 0 \). By the comparison principle we have \([0, \sigma_*] \subset E_0 \). In case \( \sigma_* = \infty \) (this happens in particular when \( \liminf_{s \to \infty} -\frac{f(s)}{s} \gg 1 \) and \( \beta = 0 \), see Proposition 5.4), there is nothing left to prove. Hence we only consider the case \( \sigma_* \in (0, \infty) \).

**Theorem 4.9.** Assume \( c_0 \leq \beta < \beta^* \). For any \( \phi \in \mathcal{X}(h_0) \), let \( E_0 \) and \( \sigma_* \) be defined as in Lemma 4.8. If \( \sigma_* \in (0, \infty) \), then \( E_0 = [0, \sigma_*] \). If \( \sigma \geq \sigma_* \), then \( g(\infty; \sigma \phi) > -\infty \), \( h(\infty; \sigma \phi) = \infty \), and \( u(t, \cdot; \sigma \phi) \to 0 \) locally uniformly in \((g(\infty; \sigma \phi), \infty)\).

**Proof.** For any positive \( \sigma_0 \in E_0 \), since \( u(t, \cdot; \sigma_0 \phi) \to 0 \) uniformly, we can find a large \( T_0 > 0 \) such that \( u(T_0, x; \sigma_0 \phi) < w(0, x) \), where \( w(t, x) \) is defined as in (1.7), with \( h_0 \) replaced by \( H := \max\{h(\infty; \sigma_0 \phi), -g(\infty; \sigma_0 \phi)\} \). By continuity, there exists \( \epsilon > 0 \) such that \( u(T_0, x; \sigma \phi) < w(0, x) \) for every \( \sigma \in [\sigma_0, \sigma_0 + \epsilon] \). As in the proof of Lemma 4.8 we conclude that vanishing.
happens for $u(t, x; \sigma \phi)$, that is, $\sigma \in E_0$. Therefore, $E_0 \{0\}$ is an open set, and so $E_0 = [0, \sigma^*)$. The rest of the conclusions follow from Theorem 4.2 and Proposition 4.6.

We finish this part by giving another sufficient condition for vanishing.

**Lemma 4.10.** Assume $c_0 < \beta < \beta^*$. Let $(u, g, h)$ be a solution of $(P)$. Then vanishing happens if there exist $t_1 \geq 0$, $x_1 \in \mathbb{R}$ such that

$$h(t_1) \leq x_1, \ u(t_1, x) \leq V^*(x - x_1) \text{ for } x \in [g(t_1), h(t_1)],$$

where $V^*(z)$ is the tadpole-like solution as in Lemma 3.5 (ii).

**Proof.** Since $V^*(x - (\beta - c_0)t - x_1)$ is a solution of $(P)_1$ satisfying Stefan free boundary condition at $x = k(t) := (\beta - c_0)t + x_1$:

$$k'(t) = \beta - c_0 = -\mu(V^*)'(0)$$

by Lemma 3.5 (ii). By the comparison principle we have

$$h(t_1 + 1) < k(1), \ u(t_1 + 1, x) < V^*(x - \beta + c_0 - x_1) \text{ for } x \in [g(t_1 + 1), h(t_1 + 1)].$$

By Lemma 3.5 (iii), $V_\delta(z) := V(z; \beta - c_0 - \delta, -c_0 - \delta) \to V^*(z)$ locally uniformly in $(-\infty, 0]$ as $\delta \to 0$. Hence for sufficiently small $\delta > 0$, we have

$$u(t_1 + 1, x) < V_\delta(x - \beta + c_0 - x_1) \text{ for } x \in [g(t_1 + 1), h(t_1 + 1)].$$

Since $V_\delta(x - (\beta - c_0 - \delta)t - \beta + c_0 - x_1)$ is a solution of $(P)_1$ satisfying Stefan free boundary condition at $x = k_\delta(t) := (\beta - c_0 - \delta)t + \beta - c_0 + x_1$, by comparison we have

$$h(t + t_1 + 1) \leq k_\delta(t) = (\beta - c_0 - \delta)t + \beta - c_0 + x_1.$$

A similar argument as in step 1 of the proof of Proposition 4.7 shows that $h_\infty < \infty$, this implies that vanishing happens by Theorem 4.2.

4.4.2. **A necessary and sufficient condition for virtual spreading.**

**Lemma 4.11.** Assume $c_0 \leq \beta < \beta^*$. Let $(u, g, h)$ be a solution of $(P)$. Then virtual spreading happens if and only if, for any $\delta \in (0, c^*(\beta - \beta^*) - c_0)$, there exist $t_1$ and $x_1$ such that

$$u(t_1, x) \geq W_\delta(x - x_1) \text{ for } x \in [x_1 - L_\delta, x_1],$$

where $W_\delta(z)$, $L_\delta := L(\beta - c_0 + \delta, -c_0 + \delta)$ are the notation in Lemma 3.4.

**Proof.** The inequality (4.9) follows from the definition of virtual spreading immediately. We only need to show that (4.9) is a sufficient condition for virtual spreading.

Since $W_\delta(x - (\beta - c_0 + \delta)t - x_1)$ satisfies $(P)_1$ and Stefan free boundary condition at $x = r(t) := (\beta - c_0 + \delta)t + x_1$. Comparing $u$ and $W_\delta$ we have

$$u(t + t_1, x) > W_\delta(x - (\beta - c_0 + \delta)t - x_1) \text{ for } x \in [r(t) - L_\delta, r(t)].$$

In particular, this is true at $t = 1$. Since $W_\delta(z)$ depends on $\delta$ continuously, we have

$$u(t_1 + 1, x) > W_{\delta + \epsilon}(x - (\beta - c_0 + \delta + \epsilon) - x_1) \text{ for } x \in [r(1) + \epsilon - L_{\delta + \epsilon}, r(1) + \epsilon],$$

for any $\epsilon \in (0, \epsilon_0)$ provided $\epsilon_0 > 0$ is small. Using the comparison principle again between $u(t + t_1 + 1, x)$ and $W_{\delta + \epsilon}(x - (\beta - c_0 + \delta + \epsilon)(t + 1) - x_1)$, we have

$$h(t + t_1 + 1) \geq (\beta - c_0 + \delta + \epsilon)(t + 1) + x_1, \ t > 0.$$ This implies that

$$H(t) := h(t + t_1 + 1) - (\beta - c_0 + \delta)t \geq \epsilon(t + 1) + x_1 \to \infty \text{ as } t \to \infty.$$
Set
\begin{equation}
(4.12) \quad G(t) := g(t + t_1 + 1) - (\beta - c_0 + \delta)t
\end{equation}
and
\begin{equation}
(4.13) \quad w(t, x) := u(t + t_1 + 1, x + (\beta - c_0 + \delta)t) \text{ for } G(t) \leq x \leq H(t), \quad t \geq 0.
\end{equation}

Then \( G(t) \to -\infty \) as \( t \to \infty \) by Proposition \[16\] \( w \) satisfies
\begin{equation}
(4.14) \quad w(t, x) > W_\beta(x - (\beta - c_0 + \delta) - x_1) \quad \text{for } x \in [x_1 + \beta - c_0 + \delta - L_\delta, x_1 + \beta - c_0 + \delta], \quad t \geq 0
\end{equation}
by \[4.10\] and
\begin{equation}
(4.15) \quad \begin{cases}
    w_t = w_{xx} - (c_0 - \delta)w_x + f(w), & t > 0, \quad G(t) < x < H(t), \\
    w(t, G(t)) = 0, \quad G'(t) = -\mu w_x(t, G(t)) - (\beta - c_0 + \delta), & t > 0, \\
    w(t, H(t)) = 0, \quad H'(t) = -\mu w_x(t, H(t)) - (\beta - c_0 + \delta), & t > 0, \\
    G(0) = g(t_1 + 1), \quad H(0) = h(t_1 + 1), \quad w(0, x) = u(t_1 + 1, x) \text{ for } G(0) \leq x \leq H(0).
\end{cases}
\end{equation}

In a similar way as proving Theorem \[1.2\] (cf. the proof of \[1.3\] Theorem 1.1), one can show that \( w(t, \cdot) \) converges to a stationary solution of \[4.15\] locally uniformly in \( \mathbb{R} \). By \[4.14\], such a stationary solution must be 1. This means spreading happens for \( w \) and so virtual spreading happens for \( u \). This proves the lemma.

**4.4.3. The limits of \( h \) and \( u \) when vanishing and virtual spreading do not happen.** In this part we always assume \( c_0 \leq \beta < \beta^* \) and \( \sigma_* \in (0, \infty) \) for given \( \phi \in \mathcal{Z}(h_0) \), where \( \sigma_* \) is defined by \[1.8\]. We consider the limits of \( h(t; \sigma\phi) \), \( h'(t; \sigma\phi) \) and \( u(t, \cdot + h(t); \sigma\phi) \) when vanishing does not happen, that is, when \( \sigma \geq \sigma_* \).

**Lemma 4.12.** Assume \( c_0 \leq \beta < \beta^* \). If vanishing does not happen for a solution \( u \) of \[1\], then
\begin{equation}
(4.16) \quad \lim_{t \to \infty} |h(t) - (\beta - c_0)t| = +\infty.
\end{equation}

**Proof.** When \( \beta = c_0 \), we have \( g_\infty > -\infty \) by Proposition \[4.6\]. If \( h_\infty < \infty \), then vanishing happens for \( u \) by Theorem \[4.2\] contradicts our assumption. Therefore, \[4.16\] holds when \( \beta = c_0 \).

We now consider the case \( c_0 < \beta < \beta^* \). First we prove that
\( h(t) > (\beta - c_0)t - h_0 \) for any \( t > 0 \).

Set
\( \eta_1(t, x) := u(t, x) - V^*(x - (\beta - c_0)t + h_0) \) for \( x \in J_1(t), \quad t > 0 \),
where
\begin{equation}
(4.17) \quad J_1(t) := [g(t), \min\{h(t), (\beta - c_0)t - h_0\}] \text{ for } t > 0.
\end{equation}

It is easily seen that, for \( 0 < t < \epsilon_1 \),
\begin{equation}
(4.18) \quad (\beta - c_0)t - h_0 < h(t) \text{ and } Z_{J_1(t)}[\eta_1(t, \cdot)] = 1.
\end{equation}

We claim that this is true for all \( t > 0 \). Otherwise, there exists \( T_1 > 0 \) such that \((\beta - c_0)t - h_0 < h(t)\) for \( 0 < t < T_1 \) and \((\beta - c_0)T_1 - h_0 = h(T_1)\). By Lemma \[3.10\] we have \( Z_{J_1(t)}[\eta_1(t, \cdot)] = 1 \) for \( 0 < t < T_1 \) and \( Z_{J_1(t)}[\eta_1(t, \cdot)] = 0 \) for \( t > T_1 \). Therefore,
\begin{equation}
(4.19) \quad u(t, x) < V^*(x - (\beta - c_0)t + h_0) \text{ for } x \in I(t), \quad T_1 < t \ll T_1 + 1.
\end{equation}

This implies that vanishing happens for \( u \) by Lemma \[4.10\] contradicts our assumption.

Next we prove that, for any large \( M > 0 \), \( h(t) > (\beta - c_0)t + M \) when \( t \) is large. Without loss of generality we assume
\( u'_0(-h_0) > 0, \quad u'_0(h_0) < 0 \) and \( u_0(x) > 0 \) for \( x \in (-h_0, h_0) \).
(Otherwise one can replace $u_0(x)$ by $u(1, x)$ to proceed the following analysis.) So there exists $X > h_0$ large such that $u_0(x)$ intersects $V^*(x - M)$ at exactly two points for any $M \geq X$. Set

$$
\eta_2(t, x) := u(t, x) - V^*(x - (\beta - c_0)t - M) \quad \text{for } x \in J_2(t), \ t > 0,
$$

where

$$J_2(t) := [g(t), \min\{h(t), (\beta - c_0)t + M\}].$$

Then $Z_{J_2(t)}[\eta_2(t, \cdot)] = 2$ for $0 < t \ll 1$. Denote by $\xi_1(t)$ and $\xi_2(t)$ with $\xi_1(t) < \xi_2(t)$ the two zeros of $\eta_2(t, \cdot)$. Then we have the following situations about the relations among $\xi_1(t), \xi_2(t), h(t)$ and $(\beta - c_0)t + M$.

**Case 1.** $h(t) < (\beta - c_0)t + M$ for all $t > 0$. In this case, combining with (4.17) we have $h(t) = (\beta - c_0)t + O(1)$. Using a similar argument as in step 2 of the proof of Proposition 4.7 we can derive $h_\infty < \infty$. This implies that vanishing happens for $u$, contradicts our assumption.

**Case 2.** There exists $T_2 > 0$ such that $h(t) < (\beta - c_0)t + M$ for $0 < t < T_2$ and $h(T_2) = (\beta - c_0)T_2 + M$. This includes several subcases.

**Subcase 2-1.** $\xi_1(t)$ meets $\xi_2(t)$ at time $t = T_3 < T_2$. In this case, $\xi_1(T_3) = \xi_2(T_3)$ is a degenerate zero of $\eta_2(T_3, \cdot)$ and so $Z_{T_3}[\eta_2(t, \cdot)] = 0$ for $T_3 < t \ll T_3 + 1$. This indicates that

$$
(4.18) \quad u(t, x) < V^*(x - (\beta - c_0)t - M), \quad x \in [g(t), h(t)], \ T_3 < t \ll T_3 + 1,
$$

and so vanishing happens by Lemma 4.10. This contradicts our assumption.

**Subcase 2-2.** $\xi_1(t) < \xi_2(t) < h(t)$ for $0 < t \leq T_2$. This means a new intersection point $(h(T_2), 0)$ between $u$ and $V^*$ emerges on the boundary. This is impossible by Lemma 3.10.

**Subcase 2-3.** $\xi_1(t) < \xi_2(t) < h(t)$ for $0 < t < T_2$ and $\xi_1(T_2) = \xi_2(T_2) = h(T_2)$. This means the two intersection points between $u$ and $V^*$ move rightward to $(h(t), 0)$ at time $T_2$. By Lemma 3.10 this is the unique zero of $\eta_2(T_2, \cdot)$ and it will disappear after time $T_2$. Hence (4.18) holds for $t > T_2$. Then vanishing happens, a contradiction.

**Subcase 2-4.** $\xi_1(t) < \xi_2(t) < h(t)$ for $0 < t < T_2$ and $\xi_1(T_2) < \xi_2(T_2) = h(T_2) = (\beta - c_0)T_2 + M$. By Lemma 3.10 $Z_{J_2(t)}[\eta_2(t, \cdot)] = 1 < 2$ for $T_2 < t \ll T_2 + 1$, where $J_2(t) := [g(t), (\beta - c_0)t + M]$. Using the maximum principle for $\eta_2(t, x)$ in the domain

$$\Omega := \{(t, x) \mid \xi_1(t) < x < \xi_2(t), \ 0 < t \leq T_2\}
$$

and using Hopf lemma at $(t, x) = (T_2, h(T_2)) = (T_2, \xi_2(T_2))$ we have $(\eta_2)_x(T_2, h(T_2)) < 0$, that is,

$$
(4.19) \quad u_x(T_2, h(T_2)) < (V^*)'(0) = -\frac{\beta - c_0}{\mu},
$$

and so

$$
(4.20) \quad h'(T_2) = -\mu u_x(T_2, h(T_2)) > \beta - c_0.
$$

We claim that

$$
(4.21) \quad (\beta - c_0)t + M < h(t) \quad \text{for all } t > T_2
$$

and so $Z_{J_2(t)}[\eta_2(t, \cdot)] = 1$ for all $t > T_2$. Indeed, if $(\beta - c_0)t + M$ catches up $h(t)$ again at time $t = T_4$, then the unique intersection point $(\xi_1(t), u(t, \xi_1(t)))$ for $(t \in [T_2, T_4])$ moves to $(h(t), 0)$ at time $T_4$ and then it disappear after time $T_4$ by Lemma 3.10. This implies that (4.18) holds for $t > T_4$ and so vanishing happens, a contradiction. (4.21) is true for any $M > 0$ and so (4.16) holds.
Lemma 4.13. Assume \( c_0 < \beta < \beta^* \). If vanishing and virtual spreading do not happen for the solution \( u \) of (4.22), then
\[
\lim_{t \to \infty} h'(t) = \beta - c_0.
\]

Proof. We divide the proof into several steps.

Step 1. We first prove \( h'(t) > \beta - c_0 \) for all large \( t \). This is clear when \( \beta = c_0 \). We now assume \( c_0 < \beta < \beta^* \).

For readers’ convenience, we first sketch the idea of our proof. We put a tadpole-like traveling wave \( V^*(x - (\beta - c_0)t - C) \) whose right endpoint \( r(t) := (\beta - c_0)t + C \) lies right to \( h_0 \). As \( t \) increasing, both \( h(t) \) and \( r(t) \) move rightward, but \( h(t) \) moves faster by Lemma 4.12. Hence \( h(t) \) catches up \( r(t) \) at some time \( T \). We will show that at this moment \( u > V^* \) near \( x = h(T) \) and so \( h'(T) \geq \beta - c_0 \) (in fact, strict inequality holds by Hopf lemma). Since the shift \( C \) of \( V^* \) can be chosen continuously we indeed obtain \( h'(t) > \beta - c_0 \) for all large time \( t \).

Now we give the details of the proof. As in the proof of the previous lemma, there exists \( X > h_0 \) such that \( u_0(x) \) intersects \( V^*(x - M) \) at exactly two points for any \( M \geq X \).

By (4.16), there exists \( T_X > 0 \) such that \( h(t) - (\beta - c_0)t > X \) for all \( t \geq T_X \). For any \( a > h(T_X) \) denote \( T_a \) the unique time such that \( h(T_a) = a \). Set \( X_a := h(T_a) - (\beta - c_0)T_a \) \((>X)\). We study the intersection points between \( u(t, \cdot) \) and \( V^*(x - (\beta - c_0)t - X_a) \). As in the proof of the previous lemma, only sub case 2-4 is possible: there exists \( T^* > 0 \) such that
\[
\xi_1(t) < \xi_2(t) < h(t) \quad \text{for } 0 < t < T^* \quad \text{and} \quad \xi_1(T^*) < \xi_2(T^*) = h(T^*) = (\beta - c_0)T^* + X_a,
\]
and as proving (4.21) we have
\[
(\beta - c_0)t + X_a < h(t) \quad \text{for } t > T^*.
\]
Therefore \( T^* \) is nothing but \( T_a \). By (4.20) we have
\[
h'(T_a) = -\mu u_x(T_a, h(T_a)) = -\mu u_x(T_a, a) > \beta - c_0.
\]
Since \( a > h(T_X) \) is arbitrary, \( T_a \) is continuous and strictly increasing in \( a \), we indeed have
\[
h'(t) > \beta - c_0 \quad \text{for } t > T_X.
\]

Step 2. We prove
\[
\lim_{t \to \infty} |h(t) - (\beta - c_0 + \delta)t| = -\infty \quad \text{for all } \delta \in (0, \beta^* - \beta + c_0).
\]
For any \( \delta \in (0, \beta^* - \beta + c_0) \), we choose \( \delta_1 \in (0, \delta) \) and consider the compactly supported traveling wave \( W_{\delta_1}(x - c_1 t - M) \), where \( c_1 = \beta - c_0 + \delta_1, M > 0 \) is a large real number such that \( u_0(x) \) has no intersection point with \( W_{\delta_1}(x - M) \). Clearly (4.23) is proved if we have \( h(t) < c_1 t + M \) for all \( t > 0 \). If, otherwise, there exists some \( T_1 > 0 \) such that
\[
h(t) < c_1 t + M \quad \text{for } t \in [0, T_1), \quad h(T_1) = c_1 T_1 + M,
\]
then there exists \( T_2 \in (0, T_1) \) such that \( h(t) \) catches up the left boundary \( l_1(t) := c_1 t + M - L_{\delta_1} \) of the support of \( W_{\delta_1}(x - c_1 t - M) \) at time \( T_2 \) and never lags behind it again. So in the time interval \( (T_2, T_1) \).
\[
\mu l_1(t)[\zeta_1(t, \cdot)] = 1 \quad \text{for } t \in [T_2, T_1],
\]
where \( J_1(t) := [l_1(t), h(t)] \) and
\[
\zeta_1(t, x) := u(t, x) - W_{\delta_1}(x - c_1 t - M) \quad \text{for } x \in J_1(t), \ t \in [T_2, T_1].
\]
By Lemma 4.10, the unique zero $\zeta_1(t, \cdot)$ moves to $(h(t), 0)$ at time $t = T_1$ and it disappears after $T_1$. Hence

$$u(T_1, x) \geq W_\delta(x - c_1T_1 - M) \text{ for } x \in [l_1(T_1), c_1T_1 + M] = [l(T_1), h(T_1)].$$

This implies that these two functions intersect at exactly one point in their common domain.

Step 3. Based on Step 2 we prove

(4.24) \[ h'(t) < \beta - c_0 + \delta \text{ for large } t, \]

for any $\delta \in (0, c^* - \beta + c_0)$. Fix such a $\delta$, we consider $u(t, x)$ and $W_\delta(x - (\beta - c_0 + \delta)t + h_0)$. It is easily seen that these two functions intersect at exactly one point in their common domain $J_2(t) := [g(t), r(t)]$ for small $t > 0$, where $r(t) := (\beta - c_0 + \delta)t - h_0$. By Step 2, there exists $T_3 > 0$ such that

$$r(t) < h(t) \text{ for } t \in [0, T_3), \quad r(T_3) = h(T_3).$$

If the left boundary $l_2(t) := r(t) - L_\delta$ of the support of $W_\delta(x - r(t))$ lags behind $g(t)$ till $t = T_3$: $l_2(t) < g(t)$ for $t \in [0, T_3)$, then

$$u(T_3, x) \leq W_\delta(x - r(T_3)) \text{ for } x \in [g(T_3), h(T_3)].$$

Using Hopf lemma at $h(T_3)$ we have

(4.25) \[ h'(T_3) = -\mu u_x(T_3, h(T_3)) < -\mu W'_\delta(0) = \beta - c_0 + \delta. \]

If there exists $T_3 \in (0, T_3)$ such that

$$l_2(t) < g(t) \text{ for } t \in [0, T_4), \quad l_2(T_4) = g(T_4).$$

Then either $W_\delta(x - r(T_4)) \leq u(T_4, x)$ in $[l_2(T_4), r(T_4)]$ or $Z_{[l_2(T_4), r(T_4)]}[u(T_4, \cdot) - W_\delta(\cdot - r(T_4))] = 2$ by the zero number arguments. In the former case, virtual spreading happens for $u$ by Lemma 4.11 contradicts our assumption. In the latter case, we have

$$Z_{[l_2(t), r(t)]}[u(t, \cdot) - W_\delta(\cdot - r(t))] = 2 \text{ for } T_4 \leq t < T_4 + 1.$$

In a similar way as in the proof of the previous lemma we see that the only possibility is that $r(t)$ catches up $h(t)$ at $t = T_3$, and the other intersection point between $u(T_3, \cdot)$ and $W_\delta(\cdot - r(T_3))$ stays on the left. Hence we have (4.25) again at time $t = T_3$. Using a similar idea as in step 1 of the current proof, we obtain (4.24) for all large time $t$.

Step 4. Combining Step 1 with Step 3 we have

$$\beta - c_0 < h'(t) < \beta - c_0 + \delta \text{ for large } t.$$

Since $\delta > 0$ can be arbitrarily small, we proves (4.22). \qed

Lemma 4.14. Under the assumption of Lemma 4.13, $u(t, \cdot)$ has exactly one local maximum point for large $t$.

Proof. Using zero number argument Lemma 3.9 to $u_x(t, \cdot)$ we see that $u(t, \cdot)$ has exactly $N$ local maximum points for large $t$, where $N$ is a positive integer. If $N \geq 2$, then by Lemma 4.11 the leftmost maximum point $\xi_1(t)$ moves right at a speed not less than $\beta$. On the other hand, (4.22) indicates $h(t)$ moves right at a speed $\beta - c_0$. Therefore, after some time, $\xi_1(t)$ reaches $h(t)$, this is a contradiction. \qed

Theorem 4.15. Assume that vanishing and virtual spreading do not happen for the solution $u$ of (P).

(i) If $c_0 < \beta < \beta^*$, then

(4.26) \[ \lim_{t \to \infty} \|u(t, \cdot) - V^*(\cdot - h(t))\|_{L^\infty(I(t))} = 0; \]
(ii) If \( \beta = c_0 \), then

\[
\lim_{t \to \infty} \|u(t, \cdot\)|_{L^\infty(I(t))} = 0;
\]

Proof. 1. We first prove the locally uniform convergence near \( h(t) \). Set \( w(t, x) := u(t, x + h(t)) \) and \( G(t) := g(t) - h(t) \) for \( t \geq 0 \). Then

\[
\begin{aligned}
\begin{cases}
  w_t = w_xx - (\beta - h'(t))w_x + f(w), & t > 0, \quad G(t) < x < 0, \\
  w(t, G(t)) = 0, \quad G'(t) = -\mu w_x(t, G(t)) + \mu w_x(t, 0), & t > 0, \\
  w(0, 0) = 0, \quad h'(t) = -\mu w_x(t, 0), & t > 0, \\
  G(0) = -2h_0, \quad w(0, x) = u_0(x + h_0), & -2h_0 \leq x \leq 0.
\end{cases}
\end{aligned}
\]

It is easy to know that \( G_\infty := \lim_{t \to \infty} G(t) = -\infty \). Since \( w \in C^{1+\nu/2,2+\nu}([1, \infty) \times [G(t), 0]) \), \( h \in C^{1+\nu/2}([1, \infty)) \) for any \( \nu \in (0, 1) \) and \( h'(t) \to \beta - c_0 \) by Lemma 4.14 there exists a sequence \( \{t_n\}_{n=1}^\infty \) satisfying \( t_n \to \infty \) as \( n \to \infty \) such that

\[
\lim_{n \to \infty} w(t + t_n, x) = v(t, x) \quad \text{as} \quad n \to \infty \quad \text{locally uniformly in} \quad (t, x) \in \mathbb{R} \times (-\infty, 0],
\]

and \( v \) is a solution of

\[
\begin{aligned}
\begin{cases}
  v_t = v_xx - c_0v_x + f(v), & t \in \mathbb{R}, \quad x < 0, \\
  v(t, 0) = 0, \quad v_x(t, 0) = -\frac{\beta - c_0}{\mu}, & t \in \mathbb{R}.
\end{cases}
\end{aligned}
\]

In case \( \beta \in (c_0, \beta^*) \), we show that \( v(t, x) \equiv V^*(x) \) for all \( t \in \mathbb{R} \). If this is not true, then there exists \( (t_0, x_0) \in \mathbb{R} \times (-\infty, 0) \) such that \( v(t_0, x_0) \neq V^*(x_0) \). Then for sufficiently small \( \epsilon > 0 \), when \( t \in (0, \epsilon) \) we have \( v(t_0 + t, x_0) \neq V^*(x_0) \). Using zero number result Lemma 3.8 for \( \eta(t, x) := v(t_0 + t, x) - V^*(x) \) in \( (t, x) \in [0, \epsilon] \times [x_0, 0] \), we see that \( Z_{[x_0, 0]}[\eta(t, \cdot\)] < \infty \) for \( t \in (0, \epsilon) \), and it decreases strictly once it has a degenerate point in \( [x_0, 0] \). This contradicts the fact that \( x = 0 \) is a degenerate zero of \( \eta(t, \cdot) \) for all \( t \in (0, \epsilon) \). Therefore, \( v(t, x) \equiv V^*(x) \), and so \( w(t + t_n, x) \to V^*(x) \) as \( n \to \infty \) locally uniformly in \( (t, x) \in \mathbb{R} \times (-\infty, 0] \). By the uniqueness of \( V^*(x) \) we actually proves \( u(t, \cdot + h(t)) = w(t, \cdot) \to V^*(\cdot) \) as \( t \to \infty \) uniformly in \( [-M, 0] \) for any \( M > 0 \).

In case \( \beta = c_0 \), a similar discussion as above shows that \( v(t, x) \equiv 0 \) and so \( u(t, \cdot + h(t)) \to 0 \) as \( t \to \infty \) uniformly in \( [-M, 0] \) for any \( M > 0 \).

2. We prove the uniform convergence in \( I(t) \) in case \( c_0 \beta < \beta < \beta^* \). For any small \( \epsilon > 0 \), there exists a large \( M > 0 \) such that

\[
V^*(x) \leq V^*(-M) \leq \frac{\epsilon}{3} \quad \text{for} \quad x \leq -M.
\]

Taking \( T > 0 \) sufficiently large, by Step 1 we have

\[
G(t) < -M, \quad \|u(t, \cdot + h(t)) - V^*(\cdot)\|_{L^\infty([-M, 0])} < \frac{\epsilon}{3} \quad \text{for} \quad t \geq T.
\]

Hence, the function \( u(t, \cdot + h(t)) \) has a maximum point in \( [-M, 0] \). It is the unique maximum point by Lemma 4.13 Hence \( u(t, \cdot + h(t)) \) is increasing in \( [G(t), -M] \), and so

\[
0 \leq u(t, x + h(t)) \leq u(t, h(t) - M) \leq V^*(-M) + \frac{\epsilon}{3} \leq \frac{2\epsilon}{3} \quad \text{for} \quad x \in [G(t), -M], \quad t \geq T.
\]

This implies that

\[
\|u(t, \cdot + h(t)) - V^*(\cdot)\|_{L^\infty([G(t), -M])} \leq \epsilon \quad \text{for} \quad t \geq T.
\]

Combining with (4.29) we proves (4.26).
3. We now prove (4.27) in case \( \beta = c_0 \). By Lemma 4.4.11, \( u(t, \cdot) \) has exactly one maximum point \( \xi(t) \) when \( t \) is large, say, when \( t \geq T \) for some \( T > 0 \). There are three cases:

Case 1. \( u(t, \xi(t)) \to 0 \) as \( t \to \infty \);

Case 2. \( u(t, \xi(t)) \to 1 \) as \( t \to \infty \);

Case 3. There exist \( d \in (0, 1) \) and a sequence \( \{n\}_n \subset [T, \infty) \) with \( n \to \infty \) such that \( u(t_n, \xi(t_n)) = d \) for \( n = 1, 2, \ldots \).

The limit in (4.27) follows from Case 1 immediately. We now derive contradictions for Case 2 and Case 3.

Case 2. By Lemma 3.7.1, there exists \( \delta_1 \in (0, e^*(\beta)) \) such that the equation in (P) has a compactly supported traveling wave \( W_{\delta_1}(x - \delta_1 t) \) with

\[
W_{\delta_1}(0) = W_{\delta_1}(-L_{\delta_1}) = 0, \quad D_{\delta_1} := \max_{-L_{\delta_1} \leq z \leq 0} W_{\delta_1}(z) = \frac{1}{2} \quad \text{and} \quad \delta_1 = -\mu W'_{\delta_1}(0).
\]

By Lemmas 4.4 and 4.4, \( u(t, \cdot) \to 0 \) as \( t \to \infty \) uniformly in \([g(t), 2L_{\delta_1}]\), by the result in step 1 above, \( u(t, \cdot) \to 0 \) as \( t \to \infty \) uniformly in \([h(t) - 2L_{\delta_1}, h(t)]\). Hence we may assume that, for some \( T_1 > T \),

\[
2L_{\delta_1} < \xi(t) < h(t) - 2L_{\delta_1} \quad \text{and} \quad u(t, \xi(t)) > D_{\delta_1} = \frac{1}{2} \quad \text{for all} \quad t \geq T_1.
\]

Now we consider the traveling wave \( w_1(t, x) := W_{\delta_1}(x - \delta_1 t + \delta_1 T_1 - g_{\infty}) \). Clearly, when \( t = T_1 \) it has no contact point with \( u(T_1, x) \). Since it moves rightward with speed \( \delta_1 > 0 \) and since \( h'(t) \to 0 \), the right endpoint \( r_1(t) := \delta_1 t - \delta_1 T_1 + g_{\infty} \) of \( w_1 \) reaches \( x = h(t) \) after some time. Before that, \( r_1(t) \) first meets \( g(t) \) at time \( T_2 > T_1 \), and then its left endpoint \( l_1(t) := r_1(t) - L_{\delta_1} \) meets \( g(t) \) at time \( T_3 > T_2 \). By the zero number argument, for \( t \in [T_2, T_3] \) we have \( Z[[g(t), r_1(t)][w_1(t, \cdot) - u(t, \cdot)] = 1 \), and for \( T_3 < t < T_3 + 1 \), either

\[
(4.31) \quad w_1(t, x) < u(t, x) \quad \text{for} \quad x \in [l_1(t), r_1(t)],
\]

or, \( Z[[l_1(t), r_1(t)][w_1(t, \cdot) - u(t, \cdot)] = 2 \). In the latter case, the two contact points between \( w_1 \) and \( u \) cannot remain and move across \( x = \xi(t) \) where \( u(t, \xi(t)) > \frac{1}{2} \geq w_1(t, \xi(t)) \). Therefore, before \( w_1(t_1, x) \) moves into the interval \([h(t) - L_{\delta_1}, h(t)]\), the two contact points disappear at some time \( T_4 > T_3 \), and so (4.31) holds for \( t = T_1 \). Once (4.31) holds at some time, it holds for all larger time since \( w_1 \) is a lower solution of (P). This leads to virtual spreading for \( u \) by Lemma 4.4.11, a contradiction.

Case 3. As above we select a compactly supported traveling wave \( W_{\delta_2}(x - \delta_2 t) \) for some \( \delta_2 \in (0, e^*(\beta)) \) such that

\[
W_{\delta_2}(0) = W_{\delta_2}(-L_{\delta_2}) = 0, \quad D_{\delta_2} := \max_{-L_{\delta_2} \leq z \leq 0} W_{\delta_2}(z) = W_{\delta_2}(-\tilde{z}) = d \quad \text{and} \quad \delta_2 = -\mu W'_{\delta_2}(0),
\]

where \( -\tilde{z} \in (-L_{\delta_2}, 0) \) is the maximum point of \( W_{\delta_2}(z) \). By the locally uniform convergence in the above step 1 and in Lemma 4.4.11 there exists \( n_0 \) such that

\[
(4.33) \quad 2L_{\delta_2} < \xi(t_n) < h(t_n) - 2L_{\delta_2} \quad \text{for all} \quad n \geq n_0.
\]

Since \( \xi(t_n) - \delta_2 t_n < h(t_n) - \delta_2 t_n \to -\infty \) as \( n \to \infty \), there exists \( n_1 > n_0 \) such that

\[
C := \xi(t_{n_1}) - \delta_2 t_{n_1} + \delta_2 t_{n_0} + \tilde{z} \leq g_{\infty}.
\]

Now we consider the traveling wave \( w_2(t, x) := W_{\delta_2}(x - \delta_2 t + \delta_2 t_{n_0} - C) \) for \( t \geq t_{n_0} \). Since \( w_2(t_{n_0}, x) = W_{\delta_2}(x - C) \), \( w_2(t_{n_0}, \cdot) \) has no contact point with \( u(t_{n_0}, x) \). Since \( w_2 \) moves rightward with speed \( \delta_2 > 0 \) and since \( h'(t) \to 0 \), the right endpoint \( r_2(t) := \delta_2 t - \delta_2 t_{n_0} + C \) of \( w_2 \) reaches \( x = h(t) \) after some time. Before that, \( r_2(t) \) first meets \( g(t) \) at some time \( T_5 > t_{n_0} \), and then
the left endpoint \( l_2(t) := r_2(t) - L_{\delta_2} \) of \( w_2 \) meets \( g(t) \) at some time \( T_6 > T_5 \). We remark that \( T_6 < t_{n_1} \). In fact, by (4.33) we have
\[
\begin{align*}
 r_2(t_{n_1}) &= \delta_2 t_{n_1} - \delta_2 t_{n_0} + C = \xi(t_{n_1}) + \tilde{z} > 2L_{\delta_2} > g(T_6) + \delta_2 = r_2(T_6).
\end{align*}
\]
Now, for \( t \in [T_5, T_6) \), using the zero number argument we have \( Z_{[g(t), r_2(t)]} [w_2(t, \cdot) - u(t, \cdot)] = 1 \). For \( T_6 < t < T_6 + 1 \), we have either
\[
(4.34) \quad w_2(t, x) \leq u(t, x) \quad \text{for } x \in [l_2(t), r_2(t)],
\]
or, \( Z_{[l_2(t), r_2(t)]} [w_2(t, \cdot) - u(t, \cdot)] = 2 \). (4.34) can not be true, since it implies virtual spreading for \( u \) by Lemma 4.11. In case \( w_2(t, \cdot) - u(t, \cdot) \) has two zeros for \( T_6 < t \ll T_6 + 1 \), by the zero number argument, the two zeros unite to be one degenerate zero \( \xi(t_{n_1}) \) at time \( t_{n_1} \) (note that \( \xi(t_{n_1}) \) is the maximum point of both \( w_2(t_{n_1}, \cdot) \) and \( u(t_{n_1}, \cdot) \)). So after \( t_{n_1} \), \( w_2 \) and \( u \) have no contact points. This implies that \( w_2(t, x) < u(t, x) \) \( (w_2 > u) \) is impossible since the support of \( u \) is wider than that of \( w_2 \). This again leads to virtual spreading for \( u \) by Lemma 4.11 a contradiction.

This proves Theorem 4.15. \( \square \)

**Remark 4.16.** By Lemma 4.13 we have \( h(t) = (\beta - c_0) t + g(t) \) for some \( g(t) = o(t) \). Hence the uniform convergence in (4.26) can be rewritten as (2.6).

4.4.4. Proofs of Theorems 2.2 and 2.3. In the last of this subsection we prove Theorem 2.2 and Theorem 2.3. Remember we use \((u(t; x; \sigma \phi), g(t; \sigma \phi), h(t; \sigma \phi))\) to denote the solution of (4.7) with initial data \( u_0 = \sigma \phi \) for some given \( \phi \in \mathcal{X}(h_0) \). Define \( E_0 \) and \( \sigma_\ast \) as in (4.8), and when \( c_0 \leq \beta < \beta^\ast \), denote
\[
E_1 := \{ \sigma > 0 \mid \text{virtual spreading happens for } (u, g, h) \}, \quad \sigma^\ast := \inf E_1.
\]
By the comparison principle we have \( [\sigma, \infty) \subset E_1 \) if \( \sigma \in E_1 \). Thus \( (\sigma^\ast, \infty) \subset E_1 \).

**Proof of Theorem 2.2.** If \( \sigma_\ast = \infty \), then there is nothing left to prove. We assume \( \sigma_\ast \in (0, \infty) \) in the following.

We first prove \( \sigma_\ast = \sigma^\ast \). Otherwise, \( \sigma_\ast < \sigma^\ast \) and so there exist \( \sigma_1, \sigma_2 \in (\sigma_\ast, \sigma^\ast) \) with \( \sigma_1 < \sigma_2 \).

By the strong comparison principle we have
\[
g(t; \sigma_1 \phi) > g(t; \sigma_2 \phi), \quad h(t; \sigma_1 \phi) < h(t; \sigma_2 \phi)
\]
and
\[
u(t, x; \sigma_1 \phi) < u(t, x; \sigma_2 \phi) \quad \text{for } x \in I^{\sigma_1}(t) := [g(t; \sigma_1 \phi), h(t; \sigma_1 \phi)], \ t > 0.
\]
Since these inequalities are strict at \( t = 1 \), there exists \( \epsilon > 0 \) small such that
\[
u(1, x; \sigma_1 \phi) < u(1, x - \epsilon; \sigma_2 \phi) \quad \text{for } x \in I^{\sigma_1}(1).
\]
By the comparison principle again we have
\[
u(t, x; \sigma_1 \phi) < u(t, x - \epsilon; \sigma_2 \phi) \quad \text{for } x \in I^{\sigma_1}(t), \ t \geq 1.
\]
And so
\[
(4.35) \ u(t, x + h(t; \sigma_1 \phi); \sigma_1 \phi) < u(t, x + h(t; \sigma_1 \phi) - \epsilon; \sigma_2 \phi) \quad \text{for } x \in [g(t; \sigma_1 \phi) - h(t; \sigma_1 \phi), 0], \ t \geq 1.
\]
By Theorem 4.15 (i), both \( u(t, x + h(t; \sigma_1 \phi); \sigma_1 \phi) \) and \( u(t, x + h(t; \sigma_2 \phi); \sigma_2 \phi) \) converge to the tadpole-like function \( V^\ast(x) \) uniformly. Taking limits as \( t \to \infty \) in (4.35) we deduce a contradiction by \( h(t; \sigma_1 \phi) - \epsilon - h(t; \sigma_2 \phi) \ll -\epsilon \). This proves \( \sigma_\ast = \sigma^\ast \).

It is easily shown as in the proof of Theorem 4.9 that \( E_0 \setminus\{0\} \) is open, and \( E_1 \) is open by Lemma 4.11 so neither vanishing nor virtual spreading happens for \((u(t, x; \sigma \phi), g(t; \sigma \phi), h(t; \sigma \phi))\) with \( \sigma = \sigma^\ast \). Thus \( u(t, x; \sigma^\ast \phi) \) is a transition solution and it converges to \( V^\ast \) as in Theorem 4.15 and Remark 4.16.
Other conclusions in Theorem 2.2 follow from the previous lemmas and theorems. \hfill \square

**Proof of Theorem 2.3.** If $\sigma_\ast = \infty$, then there is nothing left to prove. If $\sigma_\ast \in (0, \infty)$ and $\sigma^* = \infty$, then vanishing happens for $u(t, x; \sigma \phi)$ with $\sigma < \sigma_\ast$, and virtual vanishing happens for $u(t, x; \sigma \phi)$ with $\sigma \geq \sigma_\ast$. Finally we consider the case $0 < \sigma_\ast \leq \sigma^* < \infty$. We show that $E_1$ is an open set. Indeed, if $\sigma_1 \in E_1$, then for any $\delta \in (0, c^*(\beta))$ there exists $T_1 > 0$, $x_1 \in \mathbb{R}$ such that

$$u(T_1, t; \sigma_1 \phi) > W_\delta(x - x_1) \quad \text{for} \quad x \in [x_1 - L_\delta, x_1],$$

since $u(T_1, \cdot; \sigma_1 \phi)$ depends on $\sigma_1$ continuously, there exists $\epsilon > 0$ such that

$$u(T_1, t; \sigma \phi) > W_\delta(x - x_1) \quad \text{for} \quad x \in [x_1 - L_\delta, x_1],$$

for any $\sigma \in [\sigma_1 - \epsilon, \sigma_1 + \epsilon]$. By Lemma 4.11 virtual spreading happens for $(u(t, x; \sigma \phi), g(t; \sigma \phi), h(t; \sigma \phi))$. Hence $E_1$ is an open set, and so $E_1 = (\sigma^*, \infty)$.

This proves the theorem. \hfill \square

5. Uniform convergence when (virtual) spreading happens

In the main results Theorems 2.1, 2.2, and 2.3 we observe (virtual) spreading phenomena, which is the case where the solution converges to 1 locally uniformly in a fixed or moving coordinate frame. In this section we consider the asymptotic profiles for such solutions in the whole domain.

Throughout this section we assume $0 < \beta < \beta^*$.

5.1. Locally uniform convergence of the front. We first describe the asymptotic profile near the front $x = h(t)$. In a similar way as [17, 30, 33] one can show that

**Proposition 5.1.** Assume $0 < \beta < \beta^*$. If (virtual) spreading happens for a solution of $\mathcal{P}$, then there exists $H_\infty \in \mathbb{R}$ such that

$$\lim_{t \to \infty} [h(t) - c^* t] = H_\infty, \quad \lim_{t \to \infty} h'(t) = c^*,$$

(5.1)

$$\lim_{t \to \infty} u(t, \cdot + h(t)) = U^*(\cdot) \text{ locally uniformly in } (-\infty, 0].$$

(5.2)

For small advection: $0 < \beta < c_0$, one can give a uniform convergence for the solution $(u, g, h)$ of $\mathcal{P}$ as in [17, 30, 33].

**Proposition 5.2.** Assume $0 < \beta < c_0$. If spreading happens for a solution $(u, g, h)$ of $\mathcal{P}$, then there exist $G_\infty, H_\infty \in \mathbb{R}$ such that (5.1) holds and

$$\lim_{t \to \infty} [g(t) - c_t^* t] = G_\infty, \quad \lim_{t \to \infty} g'(t) = c_t^*,$$

$$\lim_{t \to \infty} \|u(t, \cdot) - U^*(\cdot - c^* t - H_\infty) \cdot U_t^*(\cdot - c_t^* t - G_\infty)\|_{L^\infty([g(t), h(t)])} = 0,$$

if we extend $U^*$ and $U_t^*$ to be zero outside their supports.

5.2. Locally uniform convergence of the back. In this subsection we show that, when $c_0 \leq \beta < \beta^*$, the back of a virtual spreading solution $u$ converges to a traveling wave $Q$ locally uniformly. We will use the following definition:

**Definition 5.3** ([18]). Let $u_1, u_2$ be two entire solutions of $u_t = u_{xx} - \beta u_x + f(u)$ satisfying $u_{1t}(t,x) > 0$ and $u_{2t}(t,x) > 0$ for all $x \in \mathbb{R}, t \in \mathbb{R}$. We say that $u_1$ is **steeper than** $u_2$ if for any $t_1, t_2$ and $x_1$ in $\mathbb{R}$ such that $u_1(t_1, x_1) = u_2(t_2, x_1)$, we have either

$$u_1(\cdot + t_1, \cdot) \equiv u_2(\cdot + t_2, \cdot) \text{ or } (u_1)_x(t_1, x_1) > (u_2)_x(t_2, x_1).$$
As above, \( u_1 \) and \( u_2 \) are called entire solutions since they are defined for all \( t \in \mathbb{R} \). The above property implies that the graph of the solution \( u_1 \) (at any chosen time moment \( t_1 \)) and that of the solution \( u_2 \) (at any chosen time moment \( t_2 \)) can intersect at most once unless they are identical, and that if they intersect at a single point, then \( u_1 - u_2 \) is negative on the left-hand side of the intersection point, while positive on the right-hand side.

**Theorem 5.4.** Assume \( \beta \in [c_0, \beta^*] \). If virtual spreading happens for a solution \((u, g, h)\) of \([P]\), then there exists a continuous function \( \theta(t) \) with \( \theta(t) = o(t) \) and \( \theta(t) \to \infty \) \((t \to \infty)\) such that for any \( M > 0 \),

\[
(5.3) \quad \lim_{t \to \infty} \|u(t, \cdot) - Q(\cdot - (\beta - c_0)t - \theta(t))\|_{L^\infty([g(t), \theta(t)+\theta(t)+M])} = 0.
\]

**Proof.** The proof is long and is divided into several steps. We will use \( C \) and \( T \) to denote positive constants which may be different case by case.

**Step 1. A rough estimate for the speed of the back.** For any \( \delta_1 \in (0, c^*(\beta) - \beta + c_0) \), we consider the compactly supported traveling wave \( W_{\delta_1}(x - c_1t) \) with \( c_1 = \beta - c_0 + \delta_1 \), where \( W_{\delta_1}(z) := W(z; c_1, -c_0 + \delta_1) \) is the solution of \((5.5)\) and \((5.14)\) with \( c = c_1 \), whose support is \([-L_{\delta_1}, 0] = [-L(c_1, -c_0 + \delta_1), 0] \). As in Lemma 3.7 we denote \( D_{\delta_1} := \max_{-L_{\delta_1} \leq z \leq 0} W_{\delta_1}(z) \). Write

\[
(5.4) \quad m := \frac{1}{2} \inf\{D_{\delta} | 0 < \delta < c^*(\beta) - \beta + c_0\}.
\]

Then \( m \in (0, 1) \) by the phase plane analysis.

By our assumption, virtual spreading happens: \( u(t, \cdot + ct) \to 1 \) locally uniformly in \( \mathbb{R} \) for some \( c > 0 \). Hence for any given \( \delta_1 \in (0, c^* - \beta + c_0) \) there exist a large \( T_0 \) and \( r \in \mathbb{R} \) such that

\[
u(T_0, x) \geq W_{\delta_1}(x - r) \quad \text{for} \quad x \in [r - L_{\delta_1}, r].
\]

By comparison we have

\[
\nu(t + T_0, x) > W_{\delta_1}(x - c_1t - r) \quad \text{for} \quad x \in [r + c_1t - L_{\delta_1}, r + c_1t], \quad t > 0.
\]

Therefore \( \chi(t) := \min\{x \in [g(t), h(t)] | \nu(t, x) = m\} \) satisfies

\[
(5.5) \quad \chi(t + T_0) < c_1t + r \quad \text{for} \quad t > 0.
\]

Combining with \((3.30)\) we have

\[
(5.6) \quad (\beta - c_0)t + 3 \frac{\ln t - C \leq \chi(t)}{c_0} \leq \chi(t) \leq (\beta - c_0 + \delta_1)t + C, \quad t \gg 1.
\]

**Step 2. Truncation of the solution.** Instead of \( u \) we will consider its truncation on \([g(t), \xi(t)]\) for some \( \xi(t) \in (g(t), h(t)) \).

Let \( \epsilon \in (0, \frac{1}{2}(1 - m)) \) be any given small constant. We define \( \xi(t) \) as a position near \( h(t) \) where \( u \) takes value \( 1 - \epsilon \). More precisely, by the definition of the rightward traveling semi-wave \( U^*(x - c^*(\beta)t) \), there exists \( M_1 = M_1(\epsilon) > 0 \) sufficiently large such that \( U^*(-M_1) > 1 - \frac{\epsilon}{2} \). By \((5.2)\), \( u(t, h(t) - M_1) > 1 - \epsilon \) for sufficiently large \( t \), and so there exists \( \xi(t) \in [h(t) - M_1, h(t)] \) such that

\[
(5.7) \quad u(t, \xi(t)) = 1 - \epsilon, \quad \text{for large} \quad t.
\]

By \((5.6)\) and \((5.1)\) we have

\[
(5.8) \quad \xi(t) - \chi(t) \geq h(t) - M_1 - \chi(t) \geq (c^* - \beta + c_0 - \delta_1)t + O(1) \to \infty, \quad \text{as} \quad t \to \infty.
\]
Since the convergence in \((5.2)\) holds in fact in \(C^{2}_{loc}((-\infty,0])\) topology by parabolic estimate, it follows from \(U^*_x(x) < 0\) that

\[
(5.9) \quad u_x(t, x) < 0 \text{ for } x \in [h(t) - 2M_1, h(t)] \text{ and } t \gg 1.
\]

So the leftmost local maximum point \(\xi_1(t)\) of \(u(t, \cdot)\) satisfies \(\xi_1(t) < h(t) - 2M_1 < \xi(t)\) for \(t \gg 1\).

We now show that

\[
(5.10) \quad u(t, x) \geq 1 - \epsilon \text{ for } x \in [\xi_1(t), \xi(t)], \ t \gg 1.
\]

In case \(u(t, \cdot)\) has exactly one local maximum point \(\xi_1(t)\) for large \(t\), \((5.10)\) holds since \(u(t, \cdot)\) is decreasing in \([\xi_1(t), \xi(t)]\) and \(u(t, \xi(t)) = 1 - \epsilon\). We now consider the case that \(u(t, \cdot)\) has exactly \(N \geq 2\) local maximum points \(\{\xi_i(t)\}_{i=1}^N\) with \(g(t) < \xi_1(t) < \cdots < \xi_N(t) < h(t)\) for large \(t\). We remark that this case is possible only if \(\beta < c^*(\beta)\). In fact, when \(\beta \geq c^*(\beta)\), by \((3.16)\) and \((5.1)\) we have

\[
0 < h(t) - \xi_1(t) < (c^*(\beta) - \beta)t + C \leq C, \quad t \gg 1.
\]

This contradicts the locally uniform convergence \((5.2)\) and the fact that \(U^*\) is a strictly decreasing function. So, in the following, we assume that

\[
(5.11) \quad \beta < c^*(\beta) \quad \text{and} \quad \xi_1(t) \geq \beta t - C \text{ for some } C > 0.
\]

Choose a small \(\delta \in (0, c_0)\) and consider the solution \(q(z) := W(z; b, -\delta)\) of \((3.2)\) with \(\gamma = -\delta\), where \(b \in (0, P(-\delta))\). This solution corresponds to a point \(G \in S_1\) as in Figure 2 (a), and its trajectory is a curve like \(\Gamma_2\) in Figure 1 (a). When \(b \to P(-\delta)\), the trajectory \(\Gamma_2 \to \Gamma_1\) in Figure 1 (a). As in subsection 3.2, for the above given \(\epsilon > 0\) and \(\delta \in (0, c_0)\), there exists \(b = b(\epsilon, \delta) \in (0, P(-\delta))\) such that \(\Psi(z) := W(z; b(\epsilon, \delta), -\delta)\) and \(L = L(b(\epsilon, \delta), -\delta)\) satisfy

\[
\Psi(0) = \Psi(-L) = 0, \quad \Psi(z) > 0 \text{ for } z \in (-L, 0),
\]

\[
\Psi(z) = \max_{-L \leq z \leq 0} \Psi(z) = 1 - \epsilon \text{ for some } \hat{z} \in (-L, 0).
\]

We prove \((5.10)\) by contradiction. By \((5.9)\) we only need to prove \((5.10)\) for \(x \in [\xi(t), h(t) - 2M_1]\). Assume that there exist a time sequence \(\{t_n\}_{n=1}^\infty\) and a sequence \(\{y_n\}_{n=1}^\infty\) with \(t_n \to \infty\) and \(y_n \in [\xi(t_n), h(t_n) - 2M_1]\) such that

\[
(5.12) \quad u(t_n, y_n) < 1 - \epsilon \text{ for all } n.
\]

For each \(n\), we define a continuous function of \(\tau\) by

\[
\psi_n(\tau) := h(\tau) + (\beta - \delta)(t_n - \tau) - y_n - M_1 - \hat{\tau}.
\]

It is easily seen that

\[
\psi_n(t_n) \geq h(t_n) - (h(t_n) - 2M_1) - M_1 - \hat{\tau} > 0.
\]

For \(\rho \in (0, 1)\), by \(y_n \geq \xi(t_n) \geq \beta t_n - C\) we have

\[
\psi_n(\rho t_n) = h(\rho t_n) + (\beta - \delta)(1 - \rho)t_n - y_n + O(1)
\]

\[
\leq \left[ c^* \rho - (\beta \delta - \delta) \right] t_n + O(1) \to -\infty \text{ as } n \to \infty,
\]

provided \(\rho > 0\) is sufficiently small. Hence for such a \(\rho\) and for any large \(n\), there exists \(\tau_n \in (\rho t_n, t_n)\) such that \(\psi_n(\tau_n) = 0\).

For any large \(n\), by \((5.2)\) we have

\[
u(\tau_n, x) \geq U^*(x - h(\tau_n)) - \frac{\epsilon}{2} \geq \Psi(x - h(\tau_n) + M_1), \quad x \in [h(\tau_n) - M_1 - L, h(\tau_n) - M_1].
\]

Set \(r_n(t) := (\beta - \delta)t + h(\tau_n) - M_1\). Since \(\Psi(x - r_n(t))\) is a compactly supported traveling wave of \((2)\), and its right endpoint

\[
r_n(t) = (\beta - \delta)t + c^* r_n + H_\infty - M_1 + o(1) < h(t + \tau_n) = c^* t + c^* r_n + H_\infty + o(1)
\]
Since the back of \( u \) such that \( \hat{u} \), with a family of the shifts of \( \hat{u} \) the properties in steps 1-3 from time \( t_n \) by (5.1) and (5.11), provided \( \hat{u} \) exceeds starting from (5.13) \( t_n \) \( V \) \( a \) contradiction. This proves (5.10).

In what follows, we write \( \hat{u}(t, x) := u(t, x)\big|_{x \in [g(t), \xi(t)]} \) as a truncation of \( u \).

**Step 3. Truncation of tadpole-like traveling waves.** For any \( b \in (0, P(-c_0)) \) recall that \( V(z; b, -c_0) \) is a tadpole-like solution of (3.2) (cf. point H in Figure 2 (a)). We choose \( b = b(\epsilon) \) near \( P(-c_0) \) such that
\[
\max_{z \leq 0} V(z; b(\epsilon), -c_0) = V(z; b(\epsilon), -c_0) = 1 - 2\epsilon,
\]
for some \( \tilde{\epsilon} < 0 \). In a similar way as above, we write
\[
\hat{V}(x - (\beta - c_0)t) := V(x - (\beta - c_0)t; b(\epsilon), -c_0)\big|_{x \in (-\infty, \tilde{\epsilon} + (\beta - c_0)t]}
\]
as a truncation \( V \).

**Step 4. Comparison between \( \hat{u} \) and \( \hat{V} \).** To study the asymptotic profile of \( \hat{u} \), we compare \( \hat{u} \) with a family of the shifts of \( \hat{V} \). Without loss of generality, we may assume \( u(t, x) \) satisfies all the properties in steps 1-3 from time \( t = 0 \). Since \( \hat{u}_x(0, g(0)) > 0 \), one can choose \( X > 0 \) large such that \( \hat{u}(0, x) \) and \( \hat{V}(x - \hat{x}) \) (for any \( \hat{x} \geq X \)) intersect at exactly one point \( \hat{y} \), and
\[
\hat{u}(0, x) < \hat{V}(x - \hat{x}) \quad \text{for} \quad x \in [g(0), \hat{y}], \quad \hat{u}(0, x) > \hat{V}(x - \hat{x}) \quad \text{for} \quad x \in (\hat{y}, \min\{\xi(0), \tilde{\epsilon} + \hat{x}\}).
\]
Since the back of \( u(t, x) \) moves rightward faster than \( (\beta - c_0)t + \frac{\hat{x}}{c_0}\ln t - C \) by (3.30), it will exceed \( \hat{V}(x - (\beta - c_0)t - \hat{x}) \) at some time \( \hat{T} > 0 \), that is, their intersection point \( (y(t), \hat{u}(t, y(t))) \) starting from \( (\hat{y}, \hat{u}(0, \hat{y})) \) exists only in time interval \([0, \hat{T}]\).

For each \( \hat{x} \geq X \), both \( \hat{u}(t, x) \) and \( \hat{V}(x - (\beta - c_0)t - \hat{x}) \) are solutions of (5.1). We now compare them and show that for \( t \in [0, \hat{T}] \),
\[
\begin{align*}
(5.13) & \begin{cases} 
\text{there exists } y(t) \in (g(t), \xi(t)) \cap (-\infty, \eta(t]) \text{ such that} \\
\hat{u}(t, x) < \hat{V}(x - (\beta - c_0)t - \hat{x}) \quad \text{for} \quad x \in [g(t), y(t)), \\
\hat{u}(t, x) > \hat{V}(x - (\beta - c_0)t - \hat{x}) \quad \text{for} \quad x \in (y(t), \min\{\xi(t), \eta(t)\}).
\end{cases}
\end{align*}
\]
where \( \eta(t) := (\beta - c_0)t + \hat{x} + \tilde{\epsilon} \). By the comparison principle, this is true provide we exclude the following two possibilities:

(A) the right endpoint \((\xi(t), 1 - \epsilon)\) of \( \hat{u}(t, \cdot) \) touches \( \hat{V} \) at some time \( t \in (0, \hat{T}) \);

(B) the right endpoint \((\eta(t), 1 - 2\epsilon)\) of \( \hat{V}(x - (\beta - c_0)t - \hat{x}) \) touches \( \hat{u} \) at some time \( t \in (0, \hat{T}) \).

(A) of course is impossible because \( \hat{u}(t, \cdot) \) takes value \( 1 - \epsilon \) at \( x = \xi(t) \), bigger than max \( \hat{V} \). (B) is impossible when \( \eta(t) \in [\xi_1(t), \xi(t)] \) since in this case \( \hat{u}(t, \eta(t)) \geq 1 - \epsilon > \text{max} \hat{V} \) by (5.10). When \( \eta(t) < \xi_1(t) \), \( \hat{V}_x(x - (\beta - c_0)t - \hat{x})\big|_{x=\eta(t)} = \hat{V}_x(\tilde{\epsilon}) = 0 \) and \( \hat{u}_x(t, \eta(t)) > 0 \). Hence \((\eta(t), 1 - 2\epsilon)\) can not be a new emerging intersection point between \( \hat{u} \) and \( \hat{V} \). This excludes the possibility of (B).
Step 5. Slope of the back of \( u(t, \cdot) \). By (5.13) and by the Hopf lemma, at the unique intersection point \((y(t), \hat{u}(t, y(t)))\) between \( \hat{u} \) and \( \hat{V} \) we have
\[
\hat{u}(t, y(t)) = \hat{V}(y(t) - (\beta - c_0) t - \hat{x}) \quad \text{and} \quad \hat{u}_x(t, y(t)) > \hat{V}_x(y(t) - (\beta - c_0) t - \hat{x}).
\]

Denote \( y^0 \) the unique root of \( \hat{V}(z) = m \) in \((-\infty, \bar{z})\). For any given large \( t \), we take \( \hat{x} = \chi(t) - (\beta - c_0) t - y^0 \), then the function \( \hat{u}(t, x) \) and \( \hat{V}(x - (\beta - c_0) t - \hat{x}) \) intersect exactly at \( x = \chi(t) \):
\[
\hat{u}(t, \chi(t)) = m = \hat{V}(y^0) = \hat{V}(\chi(t) - (\beta - c_0) t - \hat{x}).
\]

By the Hopf lemma we have
\[
(5.14) \quad \hat{u}_x(t, \chi(t)) > \hat{V}_x(y^0).
\]

Step 6. Convergence of the back of \( u \) and the slope of the limit function. For any increasing sequence \( \{t_n\}_{n=0}^{\infty} \) with \( t_n \to \infty \) \((n \to \infty)\), we set \( x_n := \chi(t_n) \) and define
\[
\hat{u}_n(t, x) := \hat{u}(t + t_n, x + x_n) \quad \text{for} \quad g(t + t_n) - x_n \leq x \leq \xi(t + t_n) - x_n, \quad t > -t_n.
\]

Clearly, \( \hat{u}_n(0,0) = \hat{u}(t_n, x_n) = m \) for \( n \in \mathbb{N} \). For any given \( t \in \mathbb{R} \), \( g(t + t_n) - x_n \to -\infty \) as \( n \to \infty \) and by (5.1) and (5.8) we have
\[
(5.15) \quad w_x(0,0) = \lim_{j \to \infty} \hat{u}_n_j(x(0,0)) = \lim_{j \to \infty} \hat{u}_x(t_n_j, x_n_j) = \lim_{j \to \infty} \hat{u}_x(t_n_j, \chi(t_n_j)) \geq \hat{V}_x(y^0).
\]

For the solution \( Q(z) \) of (3.5)-(3.6) with \( c = \beta - c_0 \), there exists a unique \( y^* \in \mathbb{R} \) such that \( Q(y^*) = m \). By the phase plane analysis (Lemma 3.3 (i)), \( V(\cdot + y^0; b(\epsilon), -c_0) = V(\cdot + y^0) \to Q(\cdot + y^*) \) in \( C^2_{\text{loc}}(\mathbb{R}) \) topology, as \( \epsilon \to 0 \), or equivalently, as \( b(\epsilon) \to P(-c_0) \). Taking limit as \( \epsilon \to 0 \) in (5.15) we have
\[
(5.16) \quad w_x(0,0) \geq Q'(y^*).
\]

On the other hand, both \( u_1(t,x) := Q(x - (\beta - c_0) t + y^*) \) and \( u_2(t,x) := w(t,x) \) are entire solutions of (3.1). By [18] Lemma 2.8, \( u_1 \) is steeper than \( u_2 \) in the sense of Definition 5.3. In particular, taking \( t_1 = t_2 = x_1 = 0 \) in Definition 5.3 we have \( u_1(0,0) = Q(y^*) = m = w(0,0) = u_2(0,0) \). Hence
\[
w(t,x) \equiv Q(x - (\beta - c_0) t + y^*) \quad \text{for all} \; t, \; x \in \mathbb{R}
\]
by Definition 5.3 and the inequality (5.16).

Therefore, \( \lim_{j \to \infty} \hat{u}_n_j(t,x) = Q(x - (\beta - c_0) t + y^*) \) in \( C^1_{\text{loc}}(\mathbb{R}^2) \) topology. By the uniqueness of the limit function \( Q \) we have
\[
\lim_{n \to \infty} u_n(t,x) = \lim_{n \to \infty} u(t + t_n, x + \chi(t_n)) = Q(x - (\beta - c_0) t + y^*) \text{ in } C^1_{\text{loc}}(\mathbb{R}^2) \text{ topology.}
\]
Since \( \{t_n\} \) is an arbitrarily chosen sequence we obtain
\[
\lim_{\tau \to \infty} u(t + \tau, x + \chi(\tau)) = Q(x - (\beta - c_0)t + y^*) \text{ in } C^{1,2}_{\text{loc}}(\mathbb{R}^2) \text{ topology.}
\]

Taking \( t = 0 \) we have
\[
(5.17) \quad \lim_{\tau \to \infty} u(\tau, x + \chi(\tau)) = Q(x + y^*) \text{ in } C^2_{\text{loc}}(\mathbb{R}) \text{ topology.}
\]

Define
\[
\theta(\tau) := \chi(\tau) - (\beta - c_0)\tau - y^*,
\]
which is a continuous function of \( \tau \). Then by (5.10) we have
\[
\frac{3}{c_0} \ln \tau - C \leq \theta(\tau) \leq \delta_1 \tau + C, \quad \tau \gg 1.
\]

Since this is true for any small \( \delta_1 > 0 \) (see Step 1) we have \( \theta(\tau) = o(\tau) \) \( (\tau \to \infty) \). Thus by (5.17) we have
\[
(5.18) \quad \lim_{\tau \to \infty} [u(\tau, x) - Q(x - (\beta - c_0)\tau - \theta(\tau))] = 0
\]
uniformly in \( [(\beta - c_0)\tau + \theta(\tau) - M, (\beta - c_0)\tau + \theta(\tau) + M] \) for any \( M > 0 \).

**Step 7. Complement of the proof.** For any \( \varepsilon > 0 \), there exists \( M > 0 \) such that \( Q(z) \leq Q(-M) \leq \varepsilon_0 \) for \( z < -M \). For this \( M \), we choose \( T > 0 \) large such that when \( t > T \) we have
\[
u(t, (\beta - c_0)t + \theta(t) - M) \leq 2Q(-M) \leq 2\varepsilon_0 \]
by (5.18), \( u(t, \cdot) \) is increasing in \([g(t), (\beta - c_0)t + \theta(t) - M] \) by Lemma 3.11 hence, when \( t > T \) and \( x \in [g(t), (\beta - c_0)t + \theta(t) - M] \) we have
\[
|u(t, x) - Q(x - (\beta - c_0)t - \theta(t))| \leq u(t, (\beta - c_0)t + \theta(t) - M) + Q(-M) \leq 3\varepsilon_0.
\]
Combining with (5.18) we obtain the conclusion (5.3).

### 5.3. Uniform convergence

In this subsection, we complete the proof of Theorem 2.5

**Proof of Theorem 2.5:** (2.9), (2.10) and (2.11) are proved in Propositions 5.1 and 5.2. We only need to prove (2.12) for \( c_0 \leq \beta < \beta^* \). For any given small \( \varepsilon > 0 \), we will prove
\[
(5.19) \quad |u(t, x) - U^*(x - c^*t - H_\infty) \cdot Q(x - (\beta - c_0)t - \theta(t))| < C \varepsilon \quad \text{for } x \in I(t) \text{ and large } t,
\]
where \( C > 0 \) is a constant independent of \( t \) and \( x \).

By Lemma 3.7 for any \( \delta \in (0, c^*(\beta) - \beta + c_0) \) the problem (12) has a compactly supported traveling wave \( W_\delta(x - (\beta - c_0)\delta t) \), where \( W_\delta(z) \) (with support \([-L_\delta, 0]\)) is the unique solution of the problem (3.9) and (3.14), whose maximum and maximum point are denoted by \( D_\delta \) and \(-z_\delta\), respectively. Moreover, for the above given \( \varepsilon > 0 \), Lemma 3.7 also indicates that, there exists \( \delta_\varepsilon \in (0, c^*(\beta) - \beta + c_0) \) such that
\[
D_\delta = W_\delta(-z_\delta) \in (1 - \varepsilon, 1) \quad \text{when } \delta \in (\delta_\varepsilon, c^*(\beta) - \beta + c_0).
\]
We select \( \delta_1, \delta_0, \delta_2 \in (c^*(\beta) - \beta + c_0) \) with \( \delta_1 > \delta_0 > \delta_2 \) and fix them. For \( i = 1 \) and 2, denote \( \kappa_i = (1 - D_{\delta_i})/(3\varepsilon) \), then \( \kappa_i \in (0, \frac{1}{3}) \).

By the definitions of \( U^*(z) \) and \( Q(z) \), there exists \( M(\varepsilon) > 0 \) such that when \( M > M(\varepsilon) \),
\[
(5.20) \quad 1 - \varepsilon \leq U^*(z) \leq 1 \text{ for } z \leq -M, \quad 1 - \varepsilon \leq Q(z) \leq 1 \text{ for } z \geq M
\]
and there exists \( M(\delta_1, \delta_2) > M(\varepsilon) \) such that when \( M > M(\delta_1, \delta_2) \),
\[
(5.21) \quad Q(z) > D_{\delta_1} + \kappa_1 \varepsilon \text{ for } z \in [M - L_{\delta_1}, M], \quad U^*(z) > D_{\delta_2} + \kappa_2 \varepsilon \text{ for } z \in [-2M, -2M + L_{\delta_2}].
\]
In what follows we fix an \( M > M(\delta_1, \delta_2) > M(\varepsilon) \).
Since the solution \( \eta(t) \) of the problem
\[
\eta_t = f(\eta), \quad \eta(0) = 1 + \|u_0\|_{L^\infty}
\]
is an upper solution of \((P)\) and since \( \eta(t) \to 1 \) as \( t \to \infty \), there exists a time \( T_1 = T_1(\varepsilon) > 0 \) such that
\[
(5.22) \quad u(t, x) < 1 + \varepsilon \quad \text{for } x \in I(t), \ t > T_1.
\]

By Theorem 5.4 there exists \( T_2 > T_1 \) such that when \( t > T_2 \) we have
\[
(5.23) \quad |u(t, x) - Q(x - (\beta - c_0)t - \theta(t))| < \kappa_1 \varepsilon \quad \text{for } x \in I(t) := [g(t), (\beta - c_0)t + \theta(t) + M],
\]
where \( \theta(t) \) is a continuous positive function with \( \theta(t) = o(t) \) and \( \theta(t) \to \infty \) (\( t \to \infty \)). By Proposition 5.1 there exists \( T_3 > T_2 \) such that when \( t > T_3 \) we have
\[
(5.24) \quad |u(t, x) - U^*(x - c^*t - H_\infty)| < \kappa_2 \varepsilon \quad \text{for } x \in I(t) := [h(t) - 2M, h(t)],
\]
(we extend \( U^*(z) \) to be zero for \( z > 0 \) if necessary). We now prove
\[
(5.25) \quad u(t, x) \geq 1 - \varepsilon \quad \text{for } x \in I_c(t) := [(\beta - c_0)t + \theta(t) + M, h(t) - 2M] \quad \text{and large } t.
\]

Once this is proved, combining it with the above results we obtain (5.19) with \( C = 3 \).

In the following we prove (5.25) by contradiction. Assume that there exist a time sequence \( \{t_n\}_{n=1}^{\infty} \) with \( t_n \to \infty \) and a sequence \( \{y_n\} \) with \( y_n \in I_c(t_n) \) for each \( n \) such that
\[
(5.26) \quad u(t_n, y_n) < 1 - \varepsilon \quad \text{for all } n.
\]

We divide the interval \( I_c(t) \) into \( I_1^c(t) \) and \( I_2^c(t) \), where
\[
I_1^c(t) := [(\beta - c_0)t + \theta(t) + M, (\beta - c_0 + \delta_0)\bar{t}], \quad I_2^c(t) := [(\beta - c_0 + \delta_0)t, h(t) - 2M].
\]

Our idea to derive contradictions is the following. We put a compactly supported traveling wave \( W_{\delta_1}(x - (\beta - c_0 + \delta_1)t + C_1) \) (resp. \( W_{\delta_2}(x - (\beta - c_0 + \delta_2)t + C_2) \)) under \( u(t + \tau, x) \) at time \( t = 0 \) in the interval \( I_1^c(\tau) \) (resp. \( I_2^c(\tau) \)), and then as \( t \) increases to \( t_n - \tau \), its maximum point exactly reaches \( y_n \in I_1^c(t_n) \) (resp. \( y_n \in I_2^c(t_n) \)), this leads to a contradiction.

First we consider the case that \( \{y_n\} \) has a subsequence (denoted it again by \( \{y_n\} \)) such that
\[
y_n \in I_1^c(t_n) \quad \text{for each } n.
\]

Define a continuous function of \( \tau \):
\[
\psi_1^{(n)}(\tau) := \delta_1 \tau - \theta(\tau) + y_n - (\beta - c_0 + \delta_1)t_n - M + z_{\delta_1} \quad \text{for } \tau \leq t_n.
\]

Since \( y_n \in I_1^c(t_n) \), it is easily seen that
\[
\psi_1^{(n)}(t_n) = y_n - (\beta - c_0)t_n - \theta(t_n) - M + z_{\delta_1} \geq z_{\delta_1} > 0,
\]
and for \( \rho_1 = \frac{1}{2} (1 - \frac{\delta_0}{\delta_1}) \in (0, 1) \) we have
\[
\psi_1^{(n)}(\rho_1 t_n) \leq (\rho_1 \delta_1 + \delta_0 - \delta_1)t_n + O(1) \to -\infty \quad \text{as } n \to \infty.
\]

Hence, when \( n \) is sufficiently large, there exists \( \tau_n \in (\rho_1 t_n, t_n) \) such that \( \psi_1^{(n)}(\tau_n) = 0 \). For such a large \( n \), by (5.23) and (5.21) we have
\[
u(t_n, x) \geq Q(x - (\beta - c_0)\tau_n - \theta(\tau_n)) - \kappa_1 \varepsilon \geq D_{\delta_1} \geq W_{\delta_1}(x - X) \quad \text{for } x \in [X - L_{\delta_1}, X],
\]
where \( X := (\beta - c_0)\tau_n + \theta(\tau_n) + M \). Using comparison principle we have
\[
u(t + \tau_n, x) \geq W_{\delta_1}(x - (\beta - c_0 + \delta_1)t - X) \quad \text{for } x \in J_1(t), \ t > 0,
\]
where \( J_1(t) := [(\beta - c_0 + \delta_1)t + X - L_{\delta_1}, (\beta - c_0 + \delta_1)t + X] \). By \( \psi_1^{(n)}(\tau_n) = 0 \) we have
\[
y_n = (\beta - c_0 + \delta_1)(t_n - \tau_n) + X - z_{\delta_1} \in J_1(t_n - \tau_n).
\]
Hence by taking \( t = t_n - \tau_n \) and \( x = y_n \) we have

\[ 1 - \varepsilon > u(t_n, y_n) \geq W_{\delta_1}(y_n - (\beta - c_0 + \delta_1)(t_n - \tau_n) - X) = W_{\delta_1}(-z_{\delta_1}) = D_{\delta_1} > 1 - \varepsilon, \]
a contradiction.

Next we consider the case that \( \{y_n\} \) has a subsequence (denoted it again by \( \{y_n\} \)) such that \( y_n \in I^2_c(t_n) \) for each \( n \). The proof is similar as above. Define a continuous function

\[ \psi^{(2)}(\tau) := h(\tau - (\beta - c_0 + \delta_2)\tau - 2M + L_{\delta_2} - y_n + (\beta - c_0 + \delta_2)t_n - z_{\delta_2} \text{ for } \tau \leq t_n. \]

Since \( y_n \in I^2_c(t_n) \), it is easily seen that

\[ \psi^{(2)}(t_n) = h(t_n) - 2M + L_{\delta_2} - y_n - z_{\delta_2} \geq L_{\delta_2} - z_{\delta_2} > 0, \]

and for \( \rho_2 \in (0, 1) \) we have

\[ \psi^{(2)}(\rho_2 t_n) \leq h(\rho_2 t_n) - (\beta - c_0 + \delta_2)\rho_2 t_n - y_n + (\beta - c_0 + \delta_2)t_n + O(1) = c^*(\beta)\rho_2 t_n + (\beta - c_0 + \delta_2)(1 - \rho_2)t_n - y_n + O(1) \leq [\rho_2(\beta - c_0 + \delta_2) + c^*(\beta)\rho_2 - \delta_0 + \delta_2]t_n + O(1). \]

Since \( \delta_0 > \delta_2 \), the coefficient of \( t_n \) in the last line is negative when \( \rho_2 > 0 \) is sufficiently small. Hence for such a \( \rho_2 \), \( \psi^{(2)}(\rho_2 t_n) \to -\infty \) as \( n \to \infty \). Consequently, for any large \( n \), there exists \( \tau'_n \in (\rho_2 t_n, t_n) \) such that \( \psi^{(2)}(\tau'_n) = 0 \). By (5.23) and (5.24) we have

\[ u(\tau'_n, x) \geq U^*(x - c^* \tau'_n - H_\infty) - \kappa_2 \varepsilon > D_{\delta_2} \geq W_{\delta_2}(x - X') \text{ for } x \in [X' - L_{\delta_2}, X'], \]

where \( X' := h(\tau'_n) - 2M + L_{\delta_2} \). By the comparison principle we have

\[ u(t + \tau'_n, x) \geq W_{\delta_2}(x - (\beta - c_0 + \delta_2)t - X') \text{ for } x \in J_2(t), \ t > 0, \]

where \( J_2(t) := [(\beta - c_0 + \delta_2)t + X' - L_{\delta_2}, (\beta - c_0 + \delta_2)t + X'] \). By \( \psi^{(2)}(\tau'_n) = 0 \) we have

\[ y_n = (\beta - c_0 + \delta_2)(t_n - \tau'_n) + X' - z_{\delta_2} \in J_2(t_n - \tau'_n). \]

Hence at \( t = t_n - \tau'_n \) and \( x = y_n \) we have

\[ 1 - \varepsilon > u(t_n, y_n) \geq W_{\delta_2}(y_n - (\beta - c_0 + \delta_2)(t_n - \tau'_n) - X') = W_{\delta_2}(-z_{\delta_2}) = D_{\delta_2} > 1 - \varepsilon, \]
a contradiction.

This completes the proof of Theorem 2.5. \( \square \)
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