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Abstract
When learning a second language (L2), one of the most important but tedious components that often demoralizes students with its ineffectiveness and inefficiency is vocabulary acquisition, or more simply put, memorizing words. In light of such, a personalized and educational vocabulary recommendation system that traces a learner’s vocabulary knowledge state would have an immense learning impact as it could resolve both issues. Therefore, in this paper, we propose and release data for a novel task called Pedagogical Word Recommendation (PWR). The main goal of PWR is to predict whether a given learner knows a given word based on other words the learner has already seen. To elaborate, we collect this data via an Intelligent Tutoring System (ITS) called Santa that is serviced to ∼1M L2 learners who study for the standardized English exam, TOEIC. As a feature of this ITS, students can directly indicate words they do not know from the questions they solved to create wordbooks. Finally, we report the evaluation results of a Neural Collaborative Filtering approach along with an exploratory data analysis and discuss the impact and efficacy of this dataset as a baseline for future studies on this task.

1 Introduction
Memorizing words is undoubtedly one of the most tiresome parts of studying a second language (L2). As discouraging as it is, vocabulary acquisition also plays a crucial role in L2 learning which makes it inevitable for students to struggle with new words every day. Evidently, this problem was in the spotlight in the field of second language acquisition for a long time (Laufer and Nation, 1999; Schmitt et al., 2001; Nation, 2006; Nakata, 2011).

Recently, there has also been an increasing focus on this topic from the NLP community (Ehara et al., 2010, 2012, 2014; Ehara, 2018; Settles and Meeder, 2016; Settles et al., 2018). Among them, Ehara et al. (2010, 2012, 2014); Ehara (2018) formalizes this task as Vocabulary Prediction and provide datasets for it. However, Ehara et al. (2012) also argues that a) tracking what words learners already know and b) determining the words learners should know (Nation, 2006) are two different things that have to be modeled independently.

On the other hand, we believe that these are actually two sides of the same coin, which is to recommend words that learners should know based on what they already know. This is precisely what our proposed task – Pedagogical Word Recommendation (PWR), is about. Furthermore, many works have already shown that vocabulary prediction can be a useful support application for language learning such as TOEIC score prediction (Ehara, 2018), adaptive word difficulty (Ehara et al., 2012), or lexical simplification (Yeung and Lee, 2018; Lee and Yeung, 2018). On top of this, PWR can become a core module of an ITS – such as personalized flashcard generation.

Our Contributions. The contributions of this paper can be summarized into three points:

• We formalize a novel task Pedagogical Word Recommendation that provides a recommendation system perspective to vocabulary prediction.

• Based on this formulation, we provide a novel dataset that is both large-scale (∼36M) and self-reported.1

• We provide detailed statistics and analysis of the dataset, and evaluate standard Collaborative Filtering models to show the efficacy of our work as a benchmark for future studies in this task.

2 Related Work

Ehara et al. (2010) and Ehara et al. (2012) curated

1We will release full dataset at https://github.com/jshin49/pwr.
| Dataset                  | Users | Words | Data Size | Unobserved (%) | Context Source       | Dataset Purpose                                 | Self-reported | Real-service | Timestamp |
|--------------------------|-------|-------|-----------|----------------|----------------------|-------------------------------------------------|---------------|--------------|-----------|
| Ehara et al. (2010, 2012)| 15    | 12k   | 180k      | 0              | Vocabulary knowledge survey (none) | To model user’s knowledge on individual words | ✓            | ✓           | ✓         |
| Ehara (2018)             | 100   | 100   | 10k       | 0              | Vocabulary exam (none)     | To create a reliable vocabulary test to measure L2 learners’ vocabulary | ✗            | ✗           | ✗         |
| Duolingo HLR (English‡)  | 43.8k | 3k    | 5M        | 96.2%          | Sentences (short)        | To model user’s forgetting behavior             | ✓            | ✓           | ✓         |
| Duolingo SLA (English‡)  | 2.6k  | 2.4k  | 3.4M      | 44.8%          | Sentences (short)        | To model where translation mistakes often occur | ✗            | ✓           | ✓         |
| PWR (ours)               | 19.7k | 5.8k  | 36.1M     | 68.4%          | TOEIC Reading & Listening Comprehension questions (both short & long) | To recommend words for contextual understanding | ✓            | ✓           | ✓         |

Table 1: Comparison among vocabulary prediction datasets. Our proposed dataset is more suitable for a recommendation system than others as it not only is the largest in size, but also has more desirable traits (words come from various context, self-reported, real-service, timestamps). †: Unobserved here indicates the ratio of unobserved user-word pairs. ‡: Both Duolingo datasets are multilingual ones so we calculate statistics only from their English data for fair comparison.

A vocabulary prediction dataset by surveying 15 English L2 learners on their knowledge of 11,999 individual words in order to model a user’s vocabulary knowledge along with learner-specific word difficulty. Using this dataset, Ehara et al. (2014) investigated a more practical scenario of sampling a small subset of words for vocabulary prediction. Moreover, Ehara (2018) provides a dataset on vocabulary knowledge of 100 Japanese ESL learners on 100 words obtained from vocabulary exams. However, our work differs in several important aspects from the above works as PWR data 1) is much larger in scale, 2) comes from real-service data with words reported from TOEIC questions, and 3) has timestamps (for temporal models).

To continue, real-data from the popular L2 learning ITS Duolingo has also been released by (Settles and Meeder, 2016; Settles et al., 2018). The former (Settles and Meeder, 2016) releases a large dataset with word-recall related features in order to model forgetting behaviors of learners. Meanwhile, the latter (Settles et al., 2018) proposes a new task that aims to predict where the learners often make mistakes during translation and is highly associated with grammatical error detection/correction. The main differences with our work are that PWR data 1) is self-reported which is a crucial aspect for recommendation, 2) has much longer context length for the words, and 3) is more focused on vocabulary recommendation (or prediction).

Furthermore, these works are highly related to Knowledge Tracing (Corbett and Anderson, 1994), which is a heavily studied task (Feng et al., 2009; Lindsey et al., 2014; Choi et al., 2020) that aims to predict the learner’s future performance on selected knowledge components (e.g. questions or concepts) given the learner’s historical data. Ehara et al. (2012, 2014); Settles and Meeder (2016); Settles et al. (2018) can be viewed as an instance of Knowledge Tracing, but these works are not positioned for the task we propose. For example, these works may not apply well to more realistic language learning scenarios like reading comprehension. As shown in Table 1, PWR originates from such situations making it more appropriate. We believe that PWR combines the advantages of ITS (Settles and Meeder, 2016; Settles et al., 2018) with the formalizations from Ehara et al. (2012); Ehara (2018).

3 Task & Dataset Description

3.1 Task Definition

The task definition is illustrated in Figure 1 and is similar to that of Ehara et al. (2010, 2012) ²: given a user i (or learner) and a word j, predict whether he or she knows this word (binary classification). Given such, we can see that our proposed task follows the Collaborative Filtering (Su and Khoshgoftaar, 2009) setting. Our task can be considered similar to classic recommendation system settings, but just binary (Verstrepen et al., 2017) instead of ratings. The underlying assumption is that similar users “do not know” similar words. This setting is analogous to that of NeurIPS Education Challenge Task 1 (Wang et al., 2020), if we interchange “questions” with “words”.

3.2 Dataset Description

We collect our data mainly from an Intelligent Tutoring System (ITS) called Santa³ that is live serviced to ~1M English L2 learners who are prepar-

²Note that in our dataset, positives indicate words that users do not know, as opposed to Ehara et al. (2010, 2012).

³https://www.riiid.co/
Held-out data

We evaluate our dataset on two well-known model-based Collaborative Filtering methods: Matrix Factorization (MF) (Zhang et al., 2014) and Neural Collaborative Filtering (NCF) (He et al., 2017).

In this section, we describe how we set up the experiments in order to evaluate the usability of this PWR dataset. We use accuracy, precision, recall, and F1-score as metrics for evaluation. We experiment using word2vec embeddings (Mikolov et al., 2013).

Figure 1: Collaborative Filtering setting: Given the seen-and-unknown words and seen-but-known words as training set, a model has to predict the values of the held out words as a test set.

From the joint distribution plot in Figure 2, we can see an interesting concentration on 0% and 100% accuracy that correspond to the very low number of words per user. We can also see that the "high" number of unknown words is mostly associated with accuracy between 50-70%. These observations can be explained by actual learning behaviors of L2 learners: 1) students on both extremes either know too much or too few words to create a wordbook, 2) while students in the middle are more active in studying vocabulary.

Meanwhile, we also look at the top-20 words that users know and do not know in Table 3. From this table, we can see that the words that are marked words are indeed difficult ones for beginners, and the words that are popularly known are seemingly easier ones. We provide details on how we prepare this dataset along with additional dataset analysis in Appendix B and C.

### 4 Evaluation

#### 4.1 Collaborative Filtering Models

We evaluate our dataset on two well-known model-based Collaborative Filtering methods: Matrix Factorization (MF) (Zhang et al., 2014) and Neural Collaborative Filtering (NCF) (He et al., 2017). The inputs of these models are given as user $u_i$, word $v_j$, and label $y_{ij}$. To get the output prediction $\hat{y}_{ij}$, collaborative filtering models follow a general framework that is composed of two components: 1) embedding models for users ($U$) and words ($V$), and an arbitrary similarity scoring function ($f$) that takes in user ($u$) and word ($v$) embedding vectors.

$$\textbf{U} = \text{U}(u_i) \quad \textbf{V} = \text{V}(v_j) \quad (1)$$

$$\hat{y}_{ij} = \sigma(f(u, v)) \quad (2)$$

where $\sigma(\cdot)$ is the Sigmoid function. The training objective is to minimize the binary cross entropy loss between $y_{ij}$ and $\hat{y}_{ij}$. For the former model $\textbf{MF}$, $f$ is simply a dot product operation; hence, Equation 2 becomes $\sigma(u \cdot v)$. On the other hand, for the latter model $\textbf{NCF}$, $f$ is a multi-layer perceptron network that takes $[u; v]$ as input (concatenation). In addition, we initialize $\textbf{V}$ with pre-trained word2vec embeddings (Mikolov et al., 2013).

### 4.2 Experiment Setup

In this section, we describe how we set up the experiments in order to evaluate the usability of this PWR dataset. We use accuracy, precision, recall, and F1-score as metrics for evaluation. We experiment using word2vec as initialization and also experiment with different number of layers for NCF.

| Type                                      | Top-20 Words                                                                                   |
|-------------------------------------------|------------------------------------------------------------------------------------------------|
| Top words unknown to users                | patron, inquiry, imperative, implement, complimentary, tenant, representative, property, banquet, breakthrough, assume, preliminary, feasible, executive |
| Top words known to users                  | available, receive, complete, while, issue, include, contact, therefore, attend, free, book, additional, upcoming, current request, purchase, submit, following, appreciate, several |

| Name | Train | Dev | Test | Total |
|------|-------|-----|------|-------|
| # Unique users | 19734 | 19731 | 19733 | 19734 |
| # Unique words | 5718 | 5277 | 5286 | 5776 |
| # Cold-start words | - | 30 | 33 | 58 |
| # Positives (+) | 41125 | 55388 | 63180 | 529819 |
| # Negatives (-) | 35460094 | 63225 | 63435 | 35586754 |
| # Words per user (+) | 26.85 / 55.68 |
| # Users per word (+) | 91.74 / 153.12 |
| # Words per user (-) | 1803.41 / 1327.71 |
| # Users per word (-) | 7498.26 / 3994.35 |

Table 2: Summary statistics (top rows) and distributional statistics (bottom rows). For the bottom rows, the left is the mean and the right is standard deviation of counts. There is high imbalance between positive and negative labels in the training set, but the dev/test sets are balanced for proper evaluation.

Table 3: Words that had most number of users. Top row is words that the largest number of users found difficult ($\# \text{Users per word} (+)$), and bottom row is words that most users knew ($\# \text{Users per word} (−)$).
Figure 2: Joint plot on the marginal distributions. The y-axis accuracy is calculated only on the questions that the marked words come from. Other versions (hexbin & scatter plots) are available in Appendix C.

Table 4: Experiment results on test set. Each model is run 5 times with different seeds; hence, each result entry is in the form of mean ± standard deviation.

| Test-set | Accuracy | Precision | Recall | F1-score |
|----------|----------|-----------|--------|----------|
| MF       | 0.56 ± 0.002 | 0.61 ± 0.004 | 0.36 ± 0.006 | 0.45 ± 0.004 |
| +word2vec| 0.6 ± 0.001 | 0.67 ± 0.003 | 0.4 ± 0.003 | 0.5 ± 0.002 |
| NCF3-layer | 0.696 ± 0.001 | 0.729 ± 0.005 | 0.62 ± 0.01 | 0.67 ± 0.004 |
| +word2vec | 0.696 ± 0.003 | 0.71 ± 0.004 | 0.63 ± 0.01 | 0.67 ± 0.007 |
| NCF5-layer | 0.698 ± 0.003 | 0.733 ± 0.007 | 0.62 ± 0.01 | 0.67 ± 0.003 |
| +word2vec | 0.692 ± 0.003 | 0.71 ± 0.003 | 0.64 ± 0.01 | 0.68 ± 0.004 |
| NCF7-layer | 0.69 ± 0.01 | 0.74 ± 0.01 | 0.57 ± 0.04 | 0.64 ± 0.03 |
| +word2vec | 0.69 ± 0.003 | 0.72 ± 0.005 | 0.64 ± 0.01 | 0.68 ± 0.004 |

5 Discussion on Efficacy

In this section, we discuss the implications of PWR to the research community. First of all, vocabulary prediction itself can be a core component to other NLP tasks like lexical simplification (Yeung and Lee, 2018; Lee and Yeung, 2018) or automated essay scoring (Taghipour and Ng, 2016). Ehara (2018) has already shown that TOEIC score prediction has a high correlation with vocabulary predictions. Similarly, we can try to improve neural essay scoring (Taghipour and Ng, 2016) with our dataset. Secondly, we believe that our work can fundamentally improve computer-assisted language learning through efficient and effective personalized vocabulary acquisition. For example, as mentioned before, an automated flashcard generator would be able to significantly increase both efficiency and effectiveness of memorizing words. Finally, PWR can more realistically extend Knowledge Tracing to vocabulary-level. There were also a few works that incorporate question text information for Knowledge Tracing (Liu et al., 2019; Pandey and Srivastava, 2020; Tong et al., 2020), but these works mostly focused on utilizing word-level embeddings for obtaining question embeddings. On the other hand, applying Deep Knowledge Tracing models (Piech et al., 2015; Zhang et al., 2017; Ghosh et al., 2020) to PWR will allow us to have a better understanding of user knowledge states.

6 Conclusion

In this paper, we focus on solving the inefficiency and ineffectiveness of vocabulary acquisition during second language (L2) learning. For this purpose, we formalized and introduced a novel task called Pedagogical Word Recommendation that adds a recommendation system perspective to the conventional vocabulary prediction task. We provide a novel dataset that is large-scale (~36M) for this task and describe how it was created along with detailed statistics and analysis. Finally, we show the efficacy of this dataset not only as a benchmark but for a test-bed of bridging the gap between NLP and education.
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- We fully anonymize the data including user IDs and release no personally identifiable information.
- We made sure that the users agreed to our usage of their interaction data with the ITS.
- As no actual content data can be recovered from our data, we made sure no Intellectual Property rights were violated.
- As we are not an academic institute, we do not have an Institutional Review Board (IRB), but the corresponding author completed the IRB education on Social Behavior Research provided by CITI.
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A Training Details

We summarize the training details like hyper-parameters and such:

- To cope with the label imbalance during training, we use down-sampling.
- We use Adam optimizer with Learning rate 5e$^{-3}$ for both MF and NCFs.
- The dimensionality of both input embeddings is 300.
- We use batch size of 32768 for both training and evaluation.
- For the additional layers in NCFs, we kept the hidden dimensions same.
- The word2vec embeddings we use are crawl-300d-2M.vec.zip given at fasttext website https://fasttext.cc/docs/en/english-vectors.html

Results on dev set and the number of parameters are given at Table 5.

B Details on Dataset Preparation

We split the dataset and provide the splits along with it (will release for camera ready). The train/dev/test splits are split randomly following the ratio of 80-10-10. As the original dataset has highly unbalanced labels, we make sure that the dev and test splits maintain a balanced ratio for proper evaluation. The function split_train_dev_test in the code (line 293) is where we do this operation.

Furthermore, we filter out the following:

- Cold-start users (users with only 1 word)
- Cold-start words (words with only 1 user)
- noisy users (either bugs or test users)
- UNK words from word2vec
- Remove stop-words and entities (may not be perfect)
- words with no associated question IDs (possibly outdated questions)

Finally, we anonymize the dataset in a very simple way. As the only personal identifiable or copyright-sensitive information in the original data are user IDs and question IDs, we simply map user IDs to random integers, and we DO NOT release the accompanying question IDs.

C Additional Dataset Analysis

Figures 3 and 4 show different versions of Figure 2. Figures 5, 6, 7, 8 show the distribution plots related to the distributional statistics in Table 2.
| Dev-set       | Accuracy      | Precision     | Recall        | F1-score      | Parameters |
|--------------|--------------|--------------|---------------|---------------|------------|
| MF           | 0.58 ± 0.002 | 0.58 ± 0.004 | 0.37 ± 0.005  | 0.45 ± 0.003  | 7.65M      |
| +word2vec    | 0.62 ± 0.002 | 0.65 ± 0.006 | 0.42 ± 0.003  | 0.51 ± 0.003  |            |
| NCF1-layer   | 0.71 ± 0.001 | 0.71 ± 0.005 | 0.65 ± 0.01   | 0.67 ± 0.003  | 7.65M      |
| +word2vec    | 0.70 ± 0.002 | 0.69 ± 0.004 | 0.65 ± 0.01   | 0.68 ± 0.005  |            |
| NCF2-layer   | 0.71 ± 0.003 | 0.71 ± 0.007 | 0.64 ± 0.007  | 0.68 ± 0.002  | 7.83M      |
| +word2vec    | 0.71 ± 0.002 | 0.69 ± 0.002 | 0.67 ± 0.007  | 0.68 ± 0.003  |            |
| NCF3-layer   | 0.70 ± 0.009 | 0.72 ± 0.01  | 0.59 ± 0.04   | 0.65 ± 0.02   | 7.92M      |
| +word2vec    | 0.71 ± 0.002 | 0.70 ± 0.006 | 0.66 ± 0.01   | 0.68 ± 0.003  |            |

Table 5: Experiment results on dev set. Each model is run 5 times with different seeds; hence, each result entry is in the form of mean ± standard deviation.

Figure 3: Joint plot on the marginal distributions (hexbin plot version). The y-axis accuracy is calculated only on the questions that the marked words come from.
Figure 4: Joint plot on the marginal distributions (scatter plot version). The y-axis accuracy is calculated only on the questions that the marked words come from.

Figure 5: Distribution of marked words per users.
Figure 6: Distribution of known words per users.

Figure 7: Distribution of users per marked word.
Figure 8: Distribution of users per known word.