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ABSTRACT

Conditional Restricted Boltzmann Machine (CRBM) is a promising candidate for a multidimensional system modeling that can learn a probability distribution over a set of data. It is a specific type of an artificial neural network with one input (visible) and one output (hidden) layer. Recently published works demonstrate that CRBM is a suitable mechanism for modeling multidimensional time series such as human motion, workload characterization, city traffic analysis. The process of learning and inference of these systems relies on linear algebra functions like matrix-matrix multiplication, and for higher data sets, they are very compute-intensive.

In this paper, we present a configurable framework for CRBM based workloads for arbitrary large models. We show how to accelerate the learning process of CRBM with FPGAs and OpenCL, and we conduct an extensive scalability study for different model sizes and system configurations. We show significant improvement in performance/Watt for large models and batch sizes (from 1.51x up to 5.71x depending on the host configuration) when we use FPGA and OpenCL for the acceleration, and limited benefits for small models comparing to the state-of-the-art CPU solution.

1. Introduction

Conditional Restricted Boltzmann Machine (CRBM) [1–3] is a Machine Learning (ML) mechanism that attracts significant attention in recent years. It can learn a probability distribution over a set of data, and its application in system modeling and prediction is under research primarily in the area of unsupervised learning. They are a specific type of an artificial neural network (ANN) with two layers. Usually, authors name the input “visible layer,” and the output “hidden layer”. Recent publications demonstrate that CRBM is a right candidate for modeling of multidimensional time-series such as human motion [2], workload characterization [3], road traffic analysis/predictions, etc.

In essence, the learning process of CRBMs, as in other Deep Neural Networks (DNN), uses a gradient descent algorithm where weights are updated continuously in an iterative process. Implementation of this algorithm relies on linear algebra functions like vector-matrix and matrix-matrix multiplication. Previous research [3] proved that the learning process of a CRBM is much longer and dominates over inference time. Thus, the acceleration of learning is essential.

For large datasets and model dimensions, these applications are very compute-intensive. Because of that, nowadays many proposals try to leverage technologies such as General Purpose Graphical Processor Units (GPGPUs) or Field Programmable Gate Arrays (FPGAs). To improve the performance of these algorithms or to reduce the overall energy consumption. These accelerators provide a higher number of GFLOP/s when compared to CPU, and potentially any ML (DL) application that based on General Matrix Multiplication (GEMM) could benefit from using it.

A big issue, on the other hand, for the usage of the heterogeneous architectures in the workload acceleration, is the communication between the different parts of the system. More precisely, the data transfer between the Host application (that typically runs on a general-purpose CPU) and an accelerator has to be taken into account as well. Otherwise, the benefit of code acceleration would be significantly lower due to non-optimized communication between a host and an accelerator, i.e., an accelerator or a host can be idle a significant percentage of time due to inadequate data transfer mechanism. Because of that, to
exploit the advantage of an accelerator over a CPU-only state-of-the-art solution, a holistic approach in analyzing the application is necessary.

Although FPGAs have existed for decades, their application in the areas of High-Performance Computing (HPC) and Deep Learning (DL) is relatively new. Traditionally, people have used some Hardware Description Languages (VHDL or Verilog) to implement FPGA design. Programming FPGA with these languages allows fine-tuning of the logic, and in conjunction with placement and timing constraints, achieves optimal performance. However, the design and verification of those projects are very demanding, and they consume a significant amount of time. Because of that, some alternative approaches as High-Level Synthesis (HLS) emerged to offer a faster design time at the cost of some performance penalty.

OpenCL [4] is one approach for designing HPC and DL applications when we use FPGAs for their acceleration. In essence, it is a set of C libraries that provide two different things:

1. Implementation of FPGA kernels with C language. At first, HLS compiler takes the C code and transfer it to Verilog RTL design, and in the second step, it takes Verilog code and compiles it for specific FPGA.
2. Set of runtime functions that host program can use for interaction with an accelerator card (FPGA, GPU).

Although much effort has been invested in the development of OpenCL compilers to make FPGA technology more accessible to people with a little background on it, many improvements are still necessary. The compilation of OpenCL kernels for FPGA guarantees the correct execution of the code, but achieving a maximal performance is not a trivial task at the current stage of development. Also, orchestrating their execution in the manner that the whole system gets utilized as much as possible is a separate problem but equally important when designing an application.

Nowadays, the research on the OpenCL for FPGA development is mostly focused on the acceleration of (Convolutional) Deep Neural Networks (DNN), especially their inference part [5–7]. Although some interesting works that leverage these techniques for the acceleration of HPC applications appear from time to time (like in [8–10]); more effort should be put in this direction in order to understand the real potential of OpenCL for FPGA. Application characterizations are critical since they offer valuable insights to the Cloud/Data-Center/Supercomputer architects about the system requirements at the early stage before they get deployed. Knowing the real requirements of workloads is especially important when they should work in an environment with hard power or timing constraints (e.g., environment on the edge [11]).

In this work, we present a parametrizable framework for implementation of CRBM based applications accelerated with FPGA and OpenCL. For the acceleration part, we improve the performance of the learning part of the CRBM as we observed that it dominates over inference.

At first, we implement matrix multiplication kernels with OpenCL and compile it for Arria 10 FPGA board, and then we show how to optimize the host code of a CRBM based application to support FPGA accelerated version.

In summary, our contributions are:

1. A parametrizable framework for CRBM applications based on OpenCL for a heterogeneous environment Xeon CPU + Discrete FPGA. The framework supports arbitrary large models that are not limited by the size FPGA on-chip memory;
2. Implementation of GEMM on FPGA in two versions. In one version, we use Host Pipes, a new OpenCL mechanism that we use to reduce communication overhead between FPGA and CPU. As far as we know, this is the first paper that investigates Host Pipe benefits in a DL application based on GEMM;
3. Optimization of the CPU (Host) code to support usage of FPGA GEMM designs for CRBM acceleration;
4. An extensive scalability study of the application concerning performance and energy consumption, for different models and batch sizes and system configurations.

As far as we know, this is the first paper that describes an implementation of (Conditional) Restricted Boltzmann Machines using FPGA and OpenCL. The framework that we present here is highly scalable and easily portable to any newer version of the FPGA accelerator board that supports OpenCL. We perform in-depth scalability study in terms of batch size, number of Gibbs samples and model size, as well as the number of threads.

Moreover, some conclusions that we draw here overcome the scope of CRBM acceleration, and they are relevant for any application based on GEMM that uses discrete FPGA for acceleration, especially when there is data dependency between input and output.

For large models, we observe performance improvements from 1.51x to 5.51x when we compare results with the state-of-the-art CPU implementations compiled for a different number of threads. Reduction in energy consumption is even higher and goes from 1.61x to 5.71x for the same baselines and configurations. However, for small CRBM models and batch sizes, we observe a significant loss in the performance because the data transfer between the CPU and FPGA dominates execution time. Because of the data dependency, FPGA stays idle for a considerable portion of the time, which increases the overall execution time of the application.

The rest of the paper is organized as follows. In Section 2 we give a theoretical background of Conditional Restricted Boltzmann Machine. In Section 3 we present related work. In Section 4 we describe our system solution and in Section 5 we present performance and energy numbers. Finally, in Section 6 we draw conclusions.

2. Conditional restricted Boltzmann machine

Restricted Boltzmann Machine (RBM) is a type of artificial neural network that can learn a probability distribution over its set of inputs. It is a form of a bipartite graph where nodes of one part are input, usually referred to as a visible layer, and nodes of another part are output, commonly called hidden layer (Fig. 1).

The output of a hidden unit is defined according to Eq. (1), where: $\sigma$ is the activation function (usually sigmoid Eq. (2)), $w_{ij}$
are weights, and $b_j$ is a threshold (bias). Hereinafter we refer to all $w_{ij}$ values as matrix $W$ and to all $b_j$ values as vector $B$.

$$P(h_i = 1 | v) = \sigma(b_j + \sum_{i=1}^{m} w_{ij} v_i)$$ (1)

$$\sigma(x) = \frac{1}{1 + e^{-x}}$$ (2)

$W$ and $B$ are obtained during the learning phase in the iterative process that uses the gradient descent technique presented in Eqs. (3) and (4).

$$W(i+1) = W(i) + \alpha \frac{\partial W}{\partial t}$$ (3)

$$B(i+1) = B(i) + \alpha \frac{\partial B}{\partial t}$$ (4)

Lastly, the method calculates the gradient of $W$ and $B$ according to Eqs. (5) and (6). Here, matrices $\hat{v}_k^i$ and $\hat{h}_k^i$ are the values of the visible and hidden layer after $k$ steps of Gibbs sampling.

$$\frac{\partial W}{\partial t} \approx h_1^i \cdot v_1^i - \hat{h}_k^i \cdot \hat{v}_k^i$$ (5)

$$\frac{\partial B}{\partial t} \approx h_1^i - \hat{h}_k^i$$ (6)

Conditional Restricted Boltzmann Machine is, in essence, Restricted Boltzmann Machine with some special connections that are used to model temporal dependencies. Fig. 1 presents CRBM for one dimensional input. Visible units $V(t-n) \ldots V(t-1)$ are the history of the input and value $V(t)$ is the current state of the system. Some authors separate the history part from the last state and accordingly divide matrices $W$ and $B$ in submatrices [3].

The learning process of a CRBM can be generalized in the following five steps:

1. From the input time-series data, we generate data slices with the length of the units in the input layer.
2. Perform Gibbs sampling over a set (batch) of the input slices. The number of Gibbs samples can range from 2 to some predefined number $N$. This is the most time-consuming part of the process.
3. Calculate gradients according to Eq. (6) and update matrices $W$ and $B$.
4. Repeat steps 2 and 3 for all the batches.
5. Repeat steps 2–4 for some predefined number of epochs, or until the difference between two consecutive updates of the matrices $W$ and $B$ becomes less than some predefined value.

As in any other DL applications, we define different algorithms based on their batch size:

- **Batch gradient descent:** learning algorithm that processes all slices at once. It calculates the gradient and updates matrices $B$ and $W$ in one step.
- **Mini-batch gradient descent:** learning algorithm that processes the slices in subsets, called mini-batch. It calculates the gradient and updates matrices $B$ and $W$ iteratively, once per each mini-batch until all slices are processed.
- **Stochastic gradient descent:** learning algorithm that processes only one slice at the time. It is the extreme case the Mini-batch gradient with mini-batch of one single slice.

### 3. Related work

Research on accelerating of HPC and DL workloads with FPGAs and GPUs is a very actual topic. A very good survey paper [12] summarizes the current state-of-the-art in the domain of DL and AI. Mentioning all these papers goes beyond the scope of this work, so here we cite just the most significant for us.

We split these works into two categories. In the first category, we put the most recent research works that propose an efficient solution for matrix multiplication on FPGA.

In [13], the authors propose some optimization for sparse matrices, but since there is not much data about the potential sparsity of CRBM models, we did not focus our work in that direction.

The authors of [14] claim the performance of almost 0.9 TFLOPs on the Arria 10 1150 FPGA, the same one that we used in this paper. However, it is not clear if they used OpenCL for the implementation, or they use some RTL language to optimize the design and achieve these performance numbers. Besides, they do not state the matrix dimensions for their benchmarks.

In [15] authors present a framework for matrix-multiply for Intel HARPv2 platform. They state a lower performance than [14], possibly because of smaller resources available on FPGA for this platform. However, differently from our work, they show results with smaller data types (16 and 8 bits), and they use the approach to accelerate the inference part of some convolutional neural networks. Also, in our work, we are more interested to see the benefit in the learning process of some DL mechanism rather than inference what was the case in [15].

Since the systolic architectures map well for FPGA, most of these works adopt that approach for matrix multiplication implementation.

In the second category, we put the papers whose primary objective is the implementation of (C)RBM with FPGA.

Most of the works that explore (C)RBM implementation on FPGAs evaluate the design for smaller models (with matrix $W$ sizes up to $512 \times 512$) [16–22].

Although there is a paper whose primary focus is the acceleration of the inference part of CRBM [18], the majority try to speed up the learning process. In [19,20] authors prove that for the learning phase of CRBM, the precision of 16-bit is enough, and investigation in that direction is promising. However, since we also tested larger models in our paper, in this paper, we only evaluated 32-bit solutions. In [20] authors reached similar conclusions to ours: the FPGA has limited capability to speed up these models.

The most recent paper that we found on this topic is [22]. The architecture that the authors propose tries to minimize the effects of data dependency when they partially compute the gradient as data arrive. They state that the solution achieves a 4x improvement over the previous for the same FPGA and an 87x improvement over software solution. However, these numbers should be considered cautiously, because their baseline software solution is set very low (they compare results against one thread software implementation that use double-precision data against 32-bit integer precision implementation on FPGA). Also, their solution is limited to the models that can fit on the FPGA (maximal $W$ size that they use $512 \times 512$ for 32-bit data and $512 \times 1024$ for 18-bit).

Unlike other papers, we focused our work on four major points:

- To show how to use CPU and FPGA in conjunction for the execution of CRBM based application without passing an extensive process of RTL implementation and evaluation of an FPGA design. Besides it takes less time to develop, this is very useful because the framework is easily portable to any newer FPGA Board that has support for OpenCL;
- To support arbitrary large models that are not limited by the size FPGA on-chip memory;
• To show how to tune CPU code to optimize the application execution, and also to show how the application scales for the different number of CPU threads;
• Finally, we propose the usage of a new OpenCL mechanism, Host Pipe, to mitigate the problem of CPU–FPGA communication as we identified it as a big challenge for application optimization. As far as we know, this is the first paper that demonstrates usage of Host Pipe for a GEMM based application and evaluates benefits of this implementation.

As far as we know, this is the first paper that describes an implementation of a parametrizable CRBM framework with some HLS tool (such as OpenCL). It presents an in-depth study of the performance of a CRBM based application that utilizes CPU + FPGA. We believe that this is a crucial task because it shows how the application scales for different model sizes and configurations. As such, it is not just useful to Machine Learning engineers/researchers, but also data-center or HPC centers architects, too.

4. System implementation

The Gibbs sampling of CRBM, described in Section 2, is the most time-consuming part of CRBM learning process [3]. Thus, our initial idea is to offload this sampling to FPGA. To do this, we first divide it into two steps: A Forward step that calculates the values of the hidden layer and a Backward pass that computes the numbers of the visible layer. These calculations comprise two essential components: a General matrix–matrix Multiplication (GEMM) that we execute in both Forward and Backward pass, and the computation of the activation function in the Forward step [2,3].

In this section, we first present an implementation of GEMM multiplication on FPGA, and then we describe the whole CRBM application. We implement the entire design with OpenCL, i.e., we used OpenCL for two purposes: (1) to perform GEMM on FPGA and (2) as an interface between CPU and FPGA accelerator.

4.1. General Matrix Multiplication (GEMM) on FPGA

Since we implemented the learning part of a CRBM, data precision is fundamental. In this work, we use 32-bit floating-point presentation of the data. Although in [19,20] authors show that 16-bit floating-point data could be enough for CRBM learning, those works investigate performance on smaller models. In this work, we want to evaluate the application for different model sizes. It is a known fact that for larger models, to achieve the desired accuracy, we need a higher precision of the data. Since there is not much data how many bits are enough for specific model size, we have taken a “skeptical” approach in these implementations and evaluations, and we use 32-bit floating-point data. Obviously, the usage of 16-bit floating-point data in this implementation would leave much more resources for GEMM on FPGA. Accordingly, we could achieve a higher number of operations per second in FPGA, which would (without any doubt) benefit the total execution time of the FPGA solution over the corresponding CPU version.

Fig. 2 presents a block scheme of the solution. We implement a systolic algorithm for GEMM. We use the standard technique of dividing matrices into the blocks (tiles) to improve utilization of adjacent data, which maximizes the performance. In the text that comes, we use the terminology according to Fig. 3.

The main building block of the systolic GEMM algorithm is a kernel Processing Element (PE) that performs multiplication and accumulation. It receives a block of input A and a block of input B. The dimensions of a block are 32 × 32. Each PE has a local memory that holds 32 × 32 = 1024 intermediate results. It performs 32 multiplications and additions in parallel and final summation with the previous result. When each PE finishes computation over one pair of blocks, it receives a new block from the row of blocks of input A and a new block from the column of blocks of the input B.

A PE also sends processed input data to the adjacent PEs (to the right PE which receives a block from the input A, and to the bottom PE which receives the data block of the input B). The border PEs receive data from FEEDA and FEEDB kernels, and the first FEEDA and FEEDB kernels collect data from the LOADA and LOADB modules. All these kernels exchange data over separate channels, an OpenCL mechanism which is, in essence, a FIFO buffer. To increase the performance of PEs, we implement double buffering (ping-pong) at the input and the output, so multiplication and accumulation happen in parallel with data transfer.

All the blocks that we process on every PEs form a superblock which dimension depends on the number of PEs. In our configuration, all PEs form a 5 × 8 matrix. We implement the design on the Arria 10 1150 FPGA, which provides enough resources for this structure size. Since we use 32-bit floating-point data, the limitation comes from the number of the multipliers that Arria 10 FPGA has. For more straightforward implementation, we fix the inner dimension of the superblock to 256 elements. So when the data pipeline is full, the system receives and process a superblock of the input matrix A which sizes are 160 × 256 and a superblock of the input matrix B which sizes are 256 × 256.

When the multiplication of one row of superblocks of matrix A and one column of superblocks of matrix B finishes, the results are transferred to DRAINc kernels. Finally, WRITEc kernel receives the data from the last DRAINc kernel, and it writes the output superblock to the memory. Its dimensions are 160 × 256.

Lastly, we implement the kernel WRITEc in two flavors:
• The first one uses a classical approach. We accept data from DRAINc kernel and write data to the card DDR memory.
• The second one uses host pipes to transfer data directly to CPU as they arrive.
Host pipe is a relatively new thing that Intel introduced in their SDK from version 17.1. Board Support Package of the Intel A10 Dev Kit that we used in the implementation has support for host pipe. Instead to write the whole data to the board local memory and after the full processing finishes, transfer all the data traditionally with “clEnqueueReadBuffer” function, WRITEC memory and after the full processing finishes, transfer all the data to the board local memory. Instead, we use a separate host pipe mechanism in the FPGA acceleration of some GEMM based workload.

Since we want to achieve a maximal number of GFLOPs of GEMM on FPGA, to relax the compiler, and reduce the on-chip memory needed for an efficient implementation, we perform blocking part on CPU, i.e., CPU takes the input data and transform the matrices so that FPGA can process the data as they arrive sequentially.

Table 1 presents resource utilization for the FPGA that we use in our implementation. The critical limiting resource is the number of DSP Blocks (84\% used). We tried to compile FPGA design with the configuration for a higher number of PEs (we thought that compiler might use ALMs for the implementation of multipliers and adders). However, the compilation crashes at some point. Accordingly, we accepted this configuration as optimal.

### 4.2. CRBM learning algorithm

In the Forward step of Gibbs sampling, we make a batch of slices already formed from the input data by placing them in the rows of a matrix. We perform multiplication of the Batch matrix (Ba) with W, and we calculate the activation function (sigmoid) to obtain values of the hidden layer (H). In the Backward step, we perform multiplication of the obtained H with Wᵀ, and we get the numbers of the visible layer (V). This process is one Gibbs sample. The process repeats until an equilibrium is reached, i.e., the difference between two consecutive values of the visible layer is below some predefined value. Alternatively, the process happens \( N \) times, where we define \( N \) at the beginning.

Implementing sigmoid in FPGA would consume its hardware resources. Since sigmoid is calculated only once at the output of the Forward step, we execute this function on the CPU.

Algorithm 1 shows application details. Although the algorithm is simple, some problems are hard to solve. The portion of execution time that goes on communication between CPU and FPGA card is the primary issue. Because of data dependency between the Forward and the Backward Gibbs sample, double buffering is not an option. In theory, we could solve this dependency by processing the row of blocks when it is ready ([22] presents an architecture that leverages this approach). However, that would mean transferring smaller chunks between FPGA and CPU. Moving smaller chunks of data over PCIe leads to the lower PCIe bandwidth utilization, and potential benefits of that implementation get mitigated due to the slower transfer of data, so in our system, this is not a very good solution.

In any case, some improvements are possible. Fig. 4 shows a block diagram of the Gibbs sampling process. The functions that we execute on the CPU (blocking, sigmoid, transposition) are parallelized for a certain number of threads using OpenMPv3.0 [23] programming model. Besides, we use a separate thread for copying data between CPU and the FPGA board and to start GEMM execution on FPGA to run in parallel when there is no data dependency.

The function copy(W, cpu2fpga) executes when W is ready, and this is done in parallel with preparation of matrix B[t]. The first Forward GEMM on the FPGA executes in parallel with transposing of W. Calculation of sigmoid on CPU is done in parallel with copy(Wᵀ, cpu2fpga). Similarly, the second step of Gibbs sampling starts while we compute the first part of the gradients of W (H · Wᵀ) and B.

Although there are no data dependencies between functions that execute on CPU (i.e., blocking of W and B[t] and transposing W), we have already parallelized these function for the number of threads; thus running them in parallel on the same resources would lead in performance loss. So, the basic rule is that we use CPU for matrix processing (plus some simple (fast) function like, start FPGA execution or initialize communication over PCIe).

To speed up the process of communication between FPGA to CPU, we use a host pipe. Host pipe allows data transfer from FPGA to CPU as results arrive. In theory, this reduces the execution time of the application because no separate data transfer of the output is necessary, i.e., the FPGA execution runs in parallel with output data transfer. However, reading the data on the CPU side at slower rate could backpressure FPGA execution. Overall benefits of this approach we evaluate in Section 5.

### Table 1

| Resource               | Utilization               |
|------------------------|---------------------------|
| Logic utilization (ALMs)| 231,386/427,200 (54\%)    |
| Block memory bits      | 13,572,648/55,562,240 (24\%) |
| DSP Blocks             | 1280/1518 (84\%)          |
| Registers              | 417,895                   |

### Algorithm 1: CRBM Learning Algorithm

```python
initialize W, B;
for i ← 1 to epoch_num do
    for t ← 1 to batch_num do
        load(W);
        transform_to_blocks(W);
        copy(W, cpu2fpga);
        transpose(W);
        copy(Wᵀ, cpu2fpga);
        for k ← 1 to gibbs_num do
            load(Ba[t]);
            transform_to_blocks(Ba[t]);
            copy(Ba[t], cpu2fpga);
            H = Ba[t] * W (on fpga);
            copy(H, fpga2cpu);
            V = Wᵀ * H (on fpga);
            copy(H, fpga2cpu);
            \( \text{if } k == 1 \text{ then} \)
            calc_grad_first_part(W) (on cpu);
            \( \text{calc_grad_first_part(B)} \text{ (on cpu)}; \)
            \( \text{end} \)
            compute \( \frac{∂W}{∂t} \) (on cpu);
            compute \( \frac{∂B}{∂t} \) (on cpu);
            update(W) (on cpu);
            update(B) (on cpu);
        \( \text{end} \)
    \( \text{end} \)
```
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4.3. Considerations on using this approach with other type of accelerators

OpenCL is a programming model that we use for writing programs for heterogeneous platforms that consist CPU (usually called a Host) and accelerator (which can be GPU, DSP or FPGA). Although the goal of this paper is not to compare different technologies and to discuss which one is better for our CRBM application, we present some essential notes about generality and applicability of our solution to the other architectures.

It has been already shown that writing efficient OpenCL code for a device that would map well both for FPGA or GPU is hard. For instance, authors in [8] discuss usage of FPGA and GPU for an acceleration of data-intensive memory-bounded genomic application. They achieve similar results in terms of execution time and energy consumption, but more importantly, they showed that in order to efficiently use FPGAs, the GPU OpenCL code needs to be rewritten entirely.

When we consider our device code, in general, we should mention a couple of things. Although matrix multiplication can be implemented on GPU in a systolic manner, it is a well-known fact that this architecture maps better on FPGA due to their nature [24]. Our implementation heavily uses channel (pipe) primitives, which is a feature that maps very well on FPGA devices. For the implementation of the code we used some specific functions for Intel FPGAs (e.g., write_channel_intel, read_channel_intel), so just compiling the code for GPU (or even Xilinx FPGA) will not work. Also, we have chosen the parameters that are optimal for our FPGA device (Arria 10 1150). To efficiently port our framework to another architecture, a designer would have to choose these parameters according to the available resources offered by the target architecture.

The host code is pretty much general. Besides the part that is responsible for starting and monitoring the kernel execution, the rest of the code (copying data to the device, updating weights, etc.) should work without any change.

At the moment of writing this paper, we were not aware of any GPU or DSP device that offers the feature of Host Pipes. Of course, there is a possibility that some will appear in the future. If that happens, our Host code version that uses Host Pipe feature would demand minimal change (if any) to use GPU accelerator.

5. System evaluation

For the evaluation of the proposal, we used a Workstation with one discrete FPGA – the Arria 10 Development kit. The most critical parameters of the system we present in Table 2.

We compiled the application and accelerator design, with Intel OpenCL compiler for FPGA version 18.0.

We evaluate the training of the models of different sizes. According to the size of the model, we named them from the smallest to the largest: “tiny, small, medium, large and huge”. Table 3 shows the configuration of every model.

For the evaluation of the application performance of every model, we generated a synthetic dataset. After that, we created a set of 25 600 vectors that we call slices. A slice is a subset of input data with a predefined length. The length of a slice is equal to the number of visible units of the specific model, e.g., the length of a slice for the “small” model is 2048. We split the whole set of slices into batches. To perform one epoch of training, we have to process Batch_Num = 25 600/Batch_Size.

5.1. GEMM performance

On Fig. 5, we show the performance of GEMM on FPGA. We show the results for different configurations and different batch size. We see that performance of the Matrix Multiplication goes from very poor 130 GFLOPS for “tiny” model and batch size 160 up to 650 GFLOPS for “huge” model and 2560 batch size.

These results are reasonable because the pipeline of the systolic structure has to be warmed up at the beginning. In other words, for “tiny” model the last PEs of the matrix multiplier does not start working before we load the whole matrices. However, as the size increases, the effects of pipeline warming up disappears, and performance improves. It reaches saturation at 650 GFLOPs for “large” inputs.
Dashed lines show the performance of GEMM when executed on a 6-core CPU that we have in our workstation when we use highly optimized state-of-the-art Intel Library for Linear Algebra (MKL). The number is almost constant, and it is about 220 GFLOPS, which is close to the theoretical maximum that this CPU can achieve. By limiting the execution for a smaller number of cores, performance drops proportionally. It is essential to show what are the maximal performance that can be achieved by CPU and FPGA for GEMM before anything since this comparison gives a critical insight what level of performance improvement we can expect for the application.

After the synthesis, the compilation report shows the kernel frequency of around 299 MHz (for both versions, the traditional one and the one with Host Pipes). The maximal clock frequency that Arria 10 FPGA can achieve is 450 MHz, according to Intel’s documentation. However, this number is tough to reach, principally when we use some HLS tool as OpenCL. Maybe we could achieve a slightly higher frequency if we set different compilation seed or a different number of processing elements for GEMM structure. However, testing all the configurations for a various seed to find the solution that can improve performance couple of percents, we do not see very useful, especially if we know that the whole process of compilation for this design can last up to 10 h.

5.2. CRBM application results

In the following Figures, we present performance and energy results for different use cases of CRBM. For comparison reasons, we show the numbers for the solution when it is implemented on CPU when we use state-of-the-art Math Kernel Library (MKL) for computations. We believe that this code is the baseline for comparisons since these libraries are known as highly optimized for these kinds of algorithms. We present result for accelerated version when we use traditional approach (FPGA_ACCEL) and when we use host pipes for the application (FPGA_ACCEL_HP).

Before we started performance analysis, we verified the correctness of our results by comparing them with baseline CPU implementation. Although we use 32-bit floating-point data to implement GEMM on FPGA as well as we use it on CPU, due to “relaxed” implementation on FPGA (rounding to the floor, the order of adders, etc.) there is a possibility that error accumulates. We were comparing results between CPU version when we use state-of-the-art Math Kernel Library (MKL) for implementation (CPU_MKL) with accelerated versions; the classical one (FPGA_ACCEL) and the one that uses Host Pipes (FPGA_ACCEL_HP).

We compared results after calculating data in “Forward” step, “Backward” step of Gibbs sampling process and after calculating the gradient, and the difference was never higher than 1% for every element of the corresponding matrices.

We measured execution time and total energy of the system for the different configurations, and model sizes. For energy measurement, we used “Wattsup” power meter [25] to collect real power data of the system. We used a simple script that performs sampling of the power consumption when the application is running. Sampling interval was 1 s.

Fig. 6 shows the Execution Time of the CPU version of the CRBM application and FPGA accelerated version for different models and batch size. It should be clear that the algorithm convergence, in general, depends on the batch size, and it might need more epoch to reach the final equilibrium when the batch size is smaller. In this analysis, we do not include this effect in our performance numbers because we are not interested in some specific use-case of CRBM. Instead, we want to show how the application behaves for different configurations (CPU version and FPGA accelerated one) for the same model size and system configuration.

As expected, the FPGA acceleration favors larger models and larger batch sizes. On Fig. 6 we can see that for the configuration for five threads we see performance degradation of 1.5x (for FPGA_ACCEL version) for “tiny” model and a batch size of 320, but these numbers reach CPU_MKL version as the batch size increases. Having in mind what performance we can achieve from FPGA for GEMM for these sizes, and if we take in the account the time for data transfer, matrix preparation, and sigmoid calculation, these results are logical.

FPGA_ACCEL_HP version performs better than the FPGA_ACCEL version for larger batches than for the smaller. The reason for this is the following. Because matrix sizes are low data transfer over PCIe gets slower, and host pipe actually cannot transfer data at the rate they arrive. In other words, it back pressures FPGA kernels that perform GEMM, which reduces its performance. As a result of that, we observe an increase in the execution time that even the absence of separate data transfer function from FPGA to CPU cannot compensate.

On the other hand, increasing the batch (or model) size, the data transfer gets faster. As a consequence, configurations FPGA_ACCEL and FPGA_ACCEL_HP perform better than the CPU_MKL version, and FPGA_ACCEL_HP performs better than FPGA_ACCEL. Benefits of using host pipes reduce as the model size becomes too big (“large” and “huge” models) because the overall execution time of data transfer becomes much smaller than the task of matrix multiplication.

Power measurements showed that FPGA_ACCEL solution consumes 15% less power on the average when compared to CPU_MKL when CPU is fully loaded (6 thread version). On the other hand, FPGA_ACCEL_HP version consumes the same amount of power as CPU_MKL. This result was a little unexpected for us, but after entering in the analysis of the solution, we concluded that the reason for this is probably permanent checking of the host pipe from the CPU side if there is data which consumes power.

Combining power and time numbers in the overall energy consumption, we obtained plots presented on Fig. 7.

We perform scalability analysis of the solution, and we present how the application behaves when it uses only a limited number of cores. This kind of analysis is useful if someone wants to use just a part of the CPU cores for CRBM learning and another piece for another application. So we configured the application to run for a different number of threads on CPU, and we present results on the following figures.

Fig. 8 shows the results when the batch size is 1280, but the numbers are similar for other batch sizes. When compared
Fig. 6. Execution time vs. batch size for different models. Thread number = 5. Gibbs samples = 4. Epoch number = 10. Smaller is better.

Fig. 7. Energy vs. batch size for different models. Thread number = 5. Gibbs samples = 4. Epoch number = 10. Smaller is batterer.

Fig. 8. Execution time vs. CPU thread number for different models. Batch size = 1280. Gibbs samples = 4. Epoch number = 10. Smaller is better.

Fig. 9. Energy vs. CPU thread number for different models. Batch size = 1280. Gibbs samples = 4. Epoch number = 10. Smaller is better.
with one-thread application improvements in FPGA goes up to 5.5x for "huge" model. Even for the "tiny" model for one thread configuration, the FPGA version shows better results than CPU only version, but for "tiny" model those improvements disappear very fast as the number of thread increase to 3.

Power measurements show that CPU-version, consumes the same power as FPGA_ACCEL version when it is configured up to 3 threads, and configuration with a higher number of threads benefit FPGA_ACCEL version which consumes up to 15% less than CPU for six thread version. Again FPGA_ACCEL_HP version consumes the most power. When we translate these numbers into energy results, we obtain significant energy savings according to Fig. 9.

Accelerated versions show better performance metrics when we apply a higher number of Gibbs samples per batch in gradient calculation. The reason is that the model and its transposed version is prepared and transferred only once to the acceleration card. Also, batch preparation (blocking) is done only once at the beginning of the Gibbs sampling process. So for any additional step of Gibbs sampling, the percentage of data moving over overall execution time is smaller, and the pure computation power of FPGA is more expressed. The effect is more observable for larger models. Figs. 10 and 11 present performance and energy numbers for the different number of Gibbs samples, and they confirm the previously stated thesis. Again, FPGA_ACCEL_HP scales a bit better for "small", "medium" and "large" models regarding execution time but this goes on the cost of the energy.

6. Conclusion

In this paper, we presented a parametrizable framework for implementation CRBM based workloads accelerated with FPGA and OpenCL. We implemented kernels that perform GEMM on FPGA, and we showed how to optimize the host application that runs on CPU to speed up the process of Gibbs sampling, which is a dominant part of the learning process. The paper proposes the usage of host pipes to reduce data transfer overhead between CPU and FPGA when there is a data dependency (as in the case of CRBM learning process). As far as we know, this is the first paper that proposes and evaluate all this. We performed an in-depth scalability study of the application for different configurations (number of threads that runs on CPU, batch sizes, Gibbs samples, and model sizes).

The proposed solution has better performance than the state-of-the-art CPU-MKL implementation for large models. For instance, when compared to the one-thread state-of-the-art CPU-MKL implementation, we achieve 5.6x improvement in the execution time. This number reduces when we make comparisons with the CPU version with the higher number of threads (e.g., for six CPU threads version improvements reach 1.55x in the execution time and 1.61x in the energy).

Small models and batch sizes favor CPU-MKL version because of the two reasons. First, the total number of GFLOPS that FPGA achieves is lower when matrix dimensions are smaller. Second FPGA and CPU are stalled a significant percentage of the time because of CPU–FPGA communication and data dependency between steps of Gibbs sampling process.

Up to 15% in the reduction of the execution time, we achieved when we used host pipes for data transfer between FPGA and CPU. This technique reduces communication overhead. However, these improvements go on the cost of overall energy consumption. Also, increasing the number of Gibbs samples for gradient computation scales better with FPGA versions in terms of energy and execution time.
Lastly, using OpenCL for FPGA besides it shortens the design time, it opens the possibility of using the code that is applicable for different architectures. Although more efforts have to be put in order to make a fully portable solution for CRBM for different accelerators (GPU, DSP), this work is a step forward in that direction.
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