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Abstract. Network monitoring system consists of large data streams, distributed architecture, and multiple computers that are geographically located all over the world caused a difficulty to detect abnormalities in the system. In addition, when handling network traffic, the data in network is fast incoming and requires an online learning where immediately response and predict the pattern of network traffic for classification once there is an event or request occur. Therefore, this paper aims to develop an effective and efficient network anomaly detection system by using distributed online averaged one dependence estimator (DOAODE) classification algorithm for multi-class network data to overcome these issues. The finding of DOAODE algorithm for multi-class classification is high in accuracy with average 83% and fast to train the network traffic recorded less than ten seconds and takes shorter time when the number of nodes increases.

1. Introduction
Network traffic can be classified into binary or multi-class classification. Binary classification is the process to classify that involved only two classes of network traffic either it is normal or attack class [1]. Whereas, multi-class classification is where the network traffic contains several classes which is a normal and several network threats present in a network system. Commonly, the network anomaly detection system is built for binary classification that insufficient to detect the network traffic’s
patterns in a system and motivates this paper to investigate the performance of classifier to detect anomalous data that dealing with multi-class network data [2][3].

The architecture of network system can be either a centralized or distributed computing. For distributed computing, the results of prediction are combining geographically by allocating multiple classifier at every distributed sites and the local data analyses that hold the information and prediction of network traffic. The knowledge from these all local monitoring sites being combined by using distributed aggregation for making a final prediction. Additionally, the network traffic fast incoming into the system and require a fast learning classifier (an online learning) that enable a frequently update the classifier for classification [4][5]. Therefore, this paper develops an effective and efficient distributed online averaged one dependence estimator (DOAODE) algorithm for multi-class classification of network anomaly detection system performed on the UNSW-NB15 dataset.

The structured of this paper as follows: Section 2 is the previous works that develop a network anomaly detection system by using a machine learning algorithm. Subsequent section is the experiment setting including the network dataset, classifier, and distributed online classifier of updating the classifier (Section 3) followed by the results (Section 4) of conducted experiment based on classification rate and training time for network anomaly detection of the proposed method. Last but not least, the conclusion and some recommendation to improve this present work is provided in Section 5.

2. Related Works

In this section, the related works of developing a network anomaly detection system by using machine learning algorithm were summarized and tabulated in Table 1. In [6], the authors developed network anomaly detection by using centralized batch AODE to classify the multi-class of network traffic in NSL-KDD dataset. An improvement made by using ensemble techniques proposed by [7] and produced an accuracy of multi-class classification is 98.73% with 38 numbers of attack types. Although, their work high in accuracy with highest number of attacks compared this current work but they do not consider the time for classification which is important to ensure the performance is efficiently without buffering the network traffic for making a prediction.

Authors by [8] proposed an online Naïve Bayes classifier to solve the issue of profile change over time due to network traffic it inspects and need to retrain with the recent traffic instances. According to their work, online learning able to handle the presence of continuous flow of data where each of new traffic instance arrived were involved in the training phase to updating the network anomaly detection system. Yet, the centralized classifier that they build bring up an issue of single point failure to occur when there are powerful attacks compromised the system cause fatal destruction toward the network system. Therefore, it is important to design a classifier in distributed architecture to overcome this issue.

The closer work to this present work was presented in paper [9], where the authors designed a distributed online Naïve Bayes (NB) algorithm instead of averaged one dependence estimator as a classifier that detect the network traffic’s patterns. Also, the authors used different dataset (NSL-KDD) dataset which is outdated dataset and had been criticism by many researchers. However, results in low classification rate due to the assumption of NB algorithm where the attributes independently to each other. Hence, to solve these issues an appropriate and dependence features assumption machine learning algorithm which is averaged one dependence estimator (AODE) algorithm to increase the accuracy and fast training classification to discriminate normal and several attacks (multi-class network traffic) by using new benchmark UNSW-NB15 network dataset.
Table 1. Related Works of Network Anomaly Detection by using Classification Algorithm

| Ref. | Algorithm | Architecture | Learning | Dataset     | Classification   | Performances                                      |
|------|-----------|--------------|----------|-------------|------------------|---------------------------------------------------|
| [6]  | AODE      | Centralized  | Batch    | NSL-KDD     | Multi-class      | Accuracy multi-class classification (3 classes) = 96.64% |
| [7]  | Ensemble  | Centralized  | Batch    | NSL-KDD     | Multi-class      | Accuracy = 98.73%                                  |
| [8]  | NB        | Centralized  | Online   | KDD-CUP99   | Binary, Multi-class (measured only F1-score, no accuracy result provided) | Accuracy (binary classification) = 93%, Running time = 768.28 seconds |
| [9]  | NB        | Distributed  | Online   | NSL-KDD     | Binary, Multi-class | Binary classification accuracy = 97.05%, time = 6.23 seconds multi-class classification accuracy = 85%, time: 24.87% |
|      | AODE      | Distributed  | Online   | UNSW-NB15   | Multi-class      | Accuracy in the range 83%, Training time < 10 seconds |

3. Experiment Setup

The proposed to develop network anomaly detection system consists of three major steps: online classification, distributing network data, and distributed aggregation as in Figure 1. Presently, this experiment develops a distributed online classifier for network anomaly detection system toward the labelled network dataset named UNSW-NB15 dataset. This dataset consists 44 features with multi-class (ten class; where one is a normal class and the rest are attacks type).

![Figure 1. Proposed Method of NADS](image-url)
3.1. UNSW-NB15 Dataset

The network dataset, UNSW-NB15, is public and available at [10]. It is a newest labelled network dataset that provided two label features either conducted a binary (label feature used is “label”) or multi-class classification (label feature is “attack_cat” used). Also contains realistic normal and several type of attacks that allowing the benchmarking dataset to representing the real network system. In this present work, there only 44 features used instead of 49 features provided by the contributor due to the unnecessarily to be used and to increase the performance of network anomaly detection system. Additionally, there is 2,540,044 data instances of this dataset but for classification purpose the raw data in csv file converted to arff file with the amount about 257,673 data instances. For multi-class classification, there are nine types of different attacks being considered with one normal traffic. They are reconnaissance, shellcode, backdoor, analysis, generic, worms, Dos, fuzzers, and exploits [11] [12].

3.2. Distributed Online Averaged One Dependence Estimator (DOAODE) Algorithm

Averaged One Dependence Estimator (AODE) algorithm [6] [13] [14] is a supervised machine learning algorithm that postulate the features/attributes are dependent one to another feature by averaging all the classifier generated. Moreover, this algorithm can be design in online manner to solve the issue of frequent updated classifier and produced a fast classifier to train the network traffic. In this work, we design the AODE algorithm within a distributed architecture by distribute the network traffic to the present nodes in network. As these nodes has its own classifier (AODE algorithm) for local prediction. The distributed online averaged one dependence estimator (DOAODE) algorithm works as in Figure 2.

For instance, when there are five nodes in a network then each of the nodes hold an AODE classifier so there are five AODE classifiers present in the system for multi-class classification the UNSW-NB15 dataset. Later, one of the nodes that act as a global classifier to aggregate all the results of prediction from local classifiers to make a final prediction of network traffic as either normal or anomalous data by using distributed majority voting. For distributed majority voting, we only consider an odd number of nodes, then when the major or highest voting determine the pattern of network traffic. For example, out of these five nodes three of them predict that the network traffic is a normal traffic and another two nodes are predicted that the patterns are anomalous and the obtained result out of these voting the network traffic is classified as a normal pattern.
DOAODE Algorithm:

Input: instance \( \mathbf{x} = < x_1, \ldots, x_m > \)

Output: the class estimation of AODE

Training phase:
1. Begin
2. Given an instance \( \mathbf{x} = < x_1, \ldots, x_m > \)
3. At initiator node: find the neighbour nodes, NN
4. Calculate probability of \( y \) given \( x \): \( p(y|x) = p(y|x)p(x) \) then
5. \( p(y|x) = \frac{p(y|x)p(x)}{p(x)} \)
6. End

Testing phase:
9. Begin
10. Find the attribute values \( x_i \in \mathbf{x} \) in test sample
11. Calculate \( p(y|x, x_i) = p(x, x_i, y) = p(y, x_i)p(x|y, x_i) \)
12. Calculate probability of \( y \) given \( x \): \( p(y|x) = \frac{p(y|x)p(x|y, x_i)}{p(x)} \)
13. Upon receiving results from nodes NN
14. Output the class values
15. Aggregate the results by using majority voting
16. Update classifier
17. Repeat
18. End

Figure 2. Distributed Online Averaged One Dependence Estimator (DOAODE) Algorithm

4. Results

The proposed distributed online averaged one dependence estimator (DOAODE) algorithm is measured its performances based on classification rate and training time on the network dataset which is UNSW-NB15 dataset that consists 257,673 instances, 10 classes, and 44 features.

4.1. Classification Rate of DOAODE Algorithm for Network Anomaly Detection System

Table 2 is the result of classification rate (accuracy) of distributed online averaged one dependence estimator (DOAODE) algorithm being compared with another different designs which are distributed online Naïve Bayes (DONB), distributed batch averaged one dependence estimator (DBAODE), and distributed batch Naïve Bayes (DBNB) algorithm for network anomaly detection of the multi-class classification. The accuracy of DOAODE and DBAODE algorithms are outperformed and higher than DONB as well as DBNB algorithm where both designs AODE algorithm achieved averagely about 83%.

Meanwhile, the Naïve Bayes algorithm only obtained in average 70% for multi-class classification UNSW-NB15 dataset for network anomaly detection system when the number of nodes is varies in the network system. The trend of accuracies results for DOAODE algorithm inconsistent depending the global node that made final prediction after collecting all the results from the local nodes that present in the network system. Due to distributed classifier cause a difficulty in making decision and when the number of nodes increases the number of conflicting local prediction results. Yet, the distributed classifier avoids the single point failure of the network to be occurred where when
there is a powerful network threat compromise the system cause the whole destruction of network system.

Table 2. Classification Rate of DOAODE Algorithm for NADS

| Classifier/Number of Nodes | Classification Rate (%) |
|---------------------------|--------------------------|
|                           | DOAODE | DONB | DBAODE | DBNB |
| 5                         | 83.87  | 70.89| 83.83 | 70.84 |
| 10                        | 83.91  | 70.84| 83.89 | 70.87 |
| 15                        | 83.70  | 70.83| 83.79 | 70.84 |
| 20                        | 83.67  | 70.73| 83.79 | 70.79 |
| 25                        | 83.51  | 70.74| 83.81 | 70.73 |

4.2. Training Time of DOAODE Algorithm for Network Anomaly Detection System

When dealing with network data in a system the importance measurement is the training time due to the fast data incoming and rapid updating data in a network required an efficient classifier that can determine the patterns of network data for classification purpose. Additionally, most of the machine learning algorithms have low classification time therefore the concern is the training time for a classifier to classify the network traffic where usually expensive and increase dramatically with an increasing of training data. Table 3 shows the experimental results for DOAODE algorithm compared with various designs of classification algorithm including the DONB, DBAODE, and DBNB algorithm for network anomaly detection based on training time.

From the experimental, the proposed method (DOAODE algorithm) shows a reasonable faster classifier to train the network traffic where with the highest number of nodes (25 nodes) produced only 1.78 seconds to build the classifier model for anomaly detection. In addition, the obtained result shows that the decreasing trend of training time with the number of nodes increasing (network size become large). Although, it is slower training classifier compared to DONB still the amount of training time of DOAODE algorithm acceptable as a fast classifier for anomaly detection which is took less than 10 seconds.

Table 3. Training Time of DOAODE Algorithm for NADS

| Classifier/Number of Nodes | Training Time (Seconds) |
|---------------------------|--------------------------|
|                           | DOAODE | DONB | DBAODE | DBNB |
| 5                         | 8.76   | 0.89 | 25.25  | 1.00 |
| 10                        | 4.96   | 0.46 | 28.39  | 0.49 |
| 15                        | 3.73   | 0.31 | 56.54  | 0.32 |
| 20                        | 2.19   | 0.25 | 63.11  | 0.24 |
| 25                        | 1.78   | 0.19 | 74.23  | 0.20 |

5. Conclusion

In summary, this paper proposed a distributed online implementation of averaged one dependence estimator (DOAODE) classifier for network anomaly detection system. Based on the independence assumption of Naïve Bayes classifier motivate this paper to choose an AODE algorithm that is assuming the attributes’ dependency by averaging all the estimation of probabilities of the present models in network traffic accurately gives an outperformed, high classification accuracy, and fast training time for anomaly detection the network dataset (UNSW-NB15) where the obtained of
accuracy for multi-class classification is in the range 83% and took less than 10 seconds when the number of nodes are varies from 5 to 25 nodes.
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