Abstract—In cloud storage, the digital data is stored in logical storage pools, backed by heterogeneous physical storage media and computing infrastructure that are managed by a Cloud Service Provider (CSP). One of the key advantages of cloud storage is its elastic pricing mechanism, in which the users need only pay for the resources/services they actually use, e.g., depending on the storage capacity consumed, the number of file accesses per month, and the negotiated Service Level Agreement (SLA). To balance the tradeoff between service performance and cost, CSPs often employ different storage tiers, for instance, cold storage and hot storage. Storing data in hot storage incurs high storage cost yet delivers low access latency, whereas cold storage is able to inexpensively store massive amounts of data and thus provides lower cost with higher latency. In this paper, we address a major challenge confronting the CSPs utilizing such tiered storage architecture - how to maximize their overall profit over a variety of storage tiers that offer distinct characteristics, as well as file placement and access request scheduling policies. To this end, we propose a scheme where the CSP offers a two-stage auction process for (a) requesting storage capacity, and (b) requesting accesses with latency requirements. Our two-stage bidding scheme provides a hybrid storage and access optimization framework with the objective of maximizing the CSP’s total net profit over four dimensions: file acceptance decision, placement of accepted files, file access decision and access request scheduling policy. The proposed optimization is a mixed-integer nonlinear program that is hard to solve. We propose an efficient heuristic to relax the integer optimization and to solve the resulting nonlinear stochastic programs. The algorithm is evaluated under different scenarios and with different storage system parameters, and insightful numerical results are reported by comparing the proposed approach with other profit-maximization models. We see a profit increase of over 60% of our proposed method compared to other schemes in certain simulation scenarios.

Index Terms—Cloud Storage, Latency Dependent Pricing, Two-stage bidding, Mixed-Integer nonlinear Programming.

I. INTRODUCTION

The demand for online data storage is increasing at an unprecedented rate due to growing trends such as cloud computing, big data analytics, and E-commerce activities [1], and recently by the rise of social networks. Cloud storage service is now provided by multiple cloud service providers (CSP) such as Amazon’s S3, Amazon’s Cloud drive, Dropbox, Google Drive, and Microsoft Azure [2]. Many cloud storage service providers offer throughput or IOPS (Input and Output operations Per Second) guarantees; however, as a large number of files is stored, the latency of accessing stored files becomes an important criterion to evaluate the effectiveness of these storage services. We seek to make contributions in this space by offering a storage pricing mechanism that enables the CSP to adequately address the need to meet the latency requirements with improved profits using an auction scheme with two tiers of storage.

One major challenge confronting the service providers these days is: given the price customers are willing to pay, and the expectation of future access rates, how can a service provider maximize its overall profit over a variety of file storage decisions, file access decisions, and access request scheduling policies. Further, they should also ensure that they provide a reliable, efficient storage that meets customer’s latency requirements. This challenge necessitates novel pricing mechanisms that go beyond existing approaches such as resource-based pricing, usage-based pricing, time-dependent pricing in cloud computing and online storage.

We consider the architecture where the files are stored in an inexpensive large back-up storage facility. The back-up storage can be considered to consist of hard disk drive (HDD) which is inexpensive, but, the service rate is slow and unreliable. In order to provide a faster service, the CSP can offer two types of storage – (i) cold storage and (ii) hot storage. Cold Storage is made of SSHD (combination of solid state drive (SSD) and HDD), which is expensive as compared to the HDD; however, the service rate is faster and there is more reliability against disk failure. The hot storage is the most expensive one as it is made of SSD, however, the service rate is also the fastest. Thus, if a file is stored in the hot storage, it will likely have a faster access.

In order to store the files in the cold storage or hot storage, we propose a systematic framework for two-stage, latency-dependent bidding, which aims to maximize the cloud storage provider’s net profit in tiered cloud storage systems where tenants may have different budgets, access patterns and performance requirements as described in Section III. The proposed two-stage, latency-aware bidding mechanism works as follows. The cloud service provider (CSP) has two tiers of storage: hot storage and cold storage with different service rates. Users can bid for storage and access, in two separate stages, without knowing how the CSP stores the contents. In the first stage (request for storage), the user specifies storage size, expected access rates, and latency requirements. If the CSP decides to accept the bid, it will place two copies of data: one in the cold storage and another one in either the hot storage or cold storage. In the second stage (request for access), the

Y. Zhang, A. Ghosh, and V. Aggarwal are with the School of Industrial Engineering, Purdue University, West Lafayette IN 47907, email: [zhan1925, ghosh39, vaneet]@purdue.edu. T. Lan is with the Department of Electrical and Computer Engineering, George Washington University, Washington D.C. 20052, email: tlan@gwu.edu. Y. Xiang and Y. R. Chen are with AT&T Labs-Research, Bedminster NJ 07921, email: [yxiang,chen]@research.att.com.
CSP can decide whether to accept the access requests based on the bid and where to retrieve the files from to meet the access latency requirements. The second-stage auction runs on a shorter time scale (every hour) and the first-stage auction runs on a longer time scale (every day) since the access pattern of files changes faster.

The second-stage decision inherently depends on the first-stage decision. For example, if the CSP decides to store both the original file and its copy in cold storage, the file can be accessed from the cold storage only. However, if accessing from cold storage does not meet the access latency requirement (storage servers might get congested due to high request arrival rates and low service rates), the CSP may not be able to serve the request at once. In this case, the CSP will lose profit due to the loss of the access bids from the users. The first-stage decision problem inherently depends on the second-stage decision. For example, if a user bids at a low price for storage, the file may be stored in the cold storage; however, the user may then bid at a higher price with lower latency requirement in the second stage. In that case, its bid may not be accepted as the latency requirement may not be matched because the file was stored in the cold storage in the first place. Unfortunately, the access bids, latency requirements, and the access arrival rates all are random variables, and the realization of these random variables are not known beforehand.

We first formulate the second-stage decision problem whether to accept the bids and scheduling decision (whether to access the file from the cold or hot storage) given a first-stage decision as an integer programming problem with non-convex constraints. Since the second stage parameters are random, we consider multiple random realizations of these variables and average the objective function over these realizations (or scenarios). We then formulate the first-stage decision problem as a deterministic equivalent program where we maximize the profit from the storage and the expected second stage profit while satisfying the latency requirements for each scenario (Section IV). However, the problem again turns out to be an integer programming with non-convex constraints. We first relax the integer constraints by using sigmoid function as the penalty, which closely matches the required penalty function. The relaxed problem is smooth and we can obtain a local solution using the KKT conditions. The solution of the relaxed problem is then converted to the nearest integers. Because of the sigmoid function, the solution attained by the relaxed problem and the feasible one is quite close. In Section VI we show the strength of our proposed method in achieving significantly higher profit as compared to the other algorithms which do not consider the second stage recourse decision while taking the first-stage decision.

Our solution exploits a number of key design tradeoffs. First, any efficient cloud storage and access strategies must meet both the service provider’s constraints and customers’ requirements. The constraints from the service provider might come from tiered cloud storage architecture, storage-related costs, reliability level and capacities of each tier of storage. The requirements from customers include bidding prices of storage and access, latency requirements and expected access request arrival rates. Second, while placing as much content as possible in cold storage could potentially reduce storage cost, it may be insufficient to meet clients’ latency requirements. On the other hand, although storing more content in hot storage improves service latency, it results in higher storage price, which might cause customer churn. A solution exploiting this tradeoff is thus necessary to determine the optimal placement (and duplication strategy) of files in tiered storage. As a result, jointly scheduling all the file access requests to avoid congestion in each storage tier becomes challenging and must take into account the impact of request patterns and access decisions of all clients.

The contribution in this paper can be summarized as follows:

1. **Comprehensive future consideration**: This paper aims to propose a systematic framework that integrates both file storage and file access, which optimizes the system over four dimensions: file acceptance decision, placement of accepted files, file access decision and access request scheduling. The proposed framework encompasses future access information such as bidding price for access, latency requirements and expected access request arrival rates.
2. **Two-Stage, Latency-Aware Bidding**: Most storage pricing schemes consider both storage and access at the same time; our scheme is novel as it allows users to bid for storage and access (with latency requirements) separately and gives the CSP more flexibility in optimizing the tiered-storage to maximize the profits.
3. **Computational Efficiency**: We quantify the service latency with respect to both hot and cold storage. The proposed optimization is modeled as a mixed-integer nonlinear program (MINLP), which is hard to solve. We propose an efficient heuristic to relax the integer optimization and solve the non-convex problem.
4. **Insightful Numerical Results**: The performance of the proposed approach is evaluated in various cases. It is observed that the profits obtained from the proposed method are higher than those of other methods, and the access request acceptance rate (ARAR) also dominates that of other methods as the capacity of the cold storage or the service rate of hot storage increases. For example, we see a profit increase of over 60% of our proposed method compared to other schemes as the capacity of cold storage increases beyond 500TB with our simulation scenario.

The rest of the paper is organized as follows. Section II describes the related work. The system model for the tiered architecture and the two-stage auction framework is described in Section III and the two-stage optimization problem is formally defined in Section IV. Section V gives the proposed solution for the mixed integer non-linear program and Section VI validates our proposed policy and evaluates its performance using numerical studies. Finally, Section VII presents our conclusions.

II. RELATED LITERATURE

Tiered storage has been used in many contexts so as to achieve better cost-performance tradeoffs by placing the workload on a hybrid storage that includes multiple hot and
cold storage tiers \[3, 4, 5, 6, 7, 8, 9\]. However, the pricing solution for multi-tier cloud storage is quite limited to resource/usage-based pricing, as shown in \[10\]. Some of the recent pricing schemes for online storage providers include those AWS S3, Dropbox, Google Drive, etc. and their current pricing plans can be found at \[11, 12, 13\], respectively. Typically, they often offer a flat price for the storage service with a limited storage capacity or access rates. For example, Amazon provides three types of storage facilities depending on the access rates. However, our model is different from the existing practices. First, we consider a two-stage auction model where in the first-stage, the users can move its file to (tiered) cold/hot storage by adjusting their bids. In the second-stage, the users bid to access the files. Note that the first-stage auction is run once in a day (or week), while the second-stage once an hour (or day). Thus, it provides a greater flexibility to the users to adjust their bids according to their daily requirements. In contrast, the user has to pay a flat rate price for a month if one wants to achieve a faster access rate in the Amazon. Second, in contrast to the pricing mechanisms of Amazon and Dropbox, we consider the latency requirements of the users while accepting the bids even at the first-stage.

Pricing for cloud computing has been widely studied \[14, 15, 16, 17, 18, 19\]. Among those the papers \[16, 17, 18, 19\] considered auction type framework for resource allocation in the cloud. Unlike the auctions in the cloud computing, in the tiered storage system, we need to run auction both for the storage and the accessing the files. The latency requirements needed to be considered in the second-stage auction where the latencies will also depend on the first-stage decisions. However, while taking the first-stage decision, the second-stage decisions are not known as they depend on the parameters which evolve randomly. Hence, we need a two-stage bidding process where the decisions in both the stages are inter-related. To the best of our knowledge, such kind of auction mechanisms have not been considered in the literature yet. Additionally, the above papers mainly considered Vickrey-Clarke-Groves (VCG) type auctions \[20\] or their variants. However, our problem turns out to be a complex non-convex optimization problem. A VCG-type auction will have high requirements needed to be considered in the second-stage auction. For example, if the CSP decides to store the other copy either in the cold or hot storage, the user pays the bidding price, otherwise, it pays nothing. The CSP stores one copy in the cold storage. The CSP also decides whether to store the other copy either in the hot or the cold storage.

In the second stage, the users whose files get accepted for storage, bid again for accessing the files. The CSP needs to decide whether to accept the access requests and if accepted, from where the files should be accessed (either cold or hot storage) in order to meet the access latency requirements. If the user’s request is accepted, it pays the bidding price, otherwise, it pays nothing. The second stage decision inherently depends on the first stage decision. For example, if the CSP decides to store both the original file and its copy in cold storage, the file can be accessed from the cold storage only. However, if accessing from cold storage does not meet the access latency requirement (storage servers might get congested due to high request arrival rates and low service rates), the CSP may not be able to serve the request at once. In this case, the CSP will lose profit due to the loss of the access bids from the users. Fig. 1 depicts graphically the major considerations in the two-stage problem.

The first stage decision of the CSP inherently depends on the second stage decisions. For example, if the CSP decides to store a file in the cold storage because of its low storage bid, it can bid a high value for the access in the second stage. However, the CSP may not accept the bid because of the lower service rate of the cold storage. Hence, the CSP’s profit will be reduced. However, these access bids, the access arrival faster and there is more reliability against disk failure. The hot storage is the most expensive one as it is made of SSD, however, the service rate is also the fastest. Thus, if files are stored in the hot storage, they will have faster access.

B. Two-Stage Auction Framework

In order to store the files in the cold storage or hot storage, the CSP will operate a market. In the first stage, the users \[1\] bid to store their files in the upgraded storage facilities. The CSP decides whether to accept the file and where to store the original file and its copies. We model the storage platform as providing dual replication of files to protect against disk failures, so each file has a duplicated copy. If a file is accepted for storage, the user pays the bidding price, otherwise, it pays nothing. The CSP stores one copy in the cold storage. The CSP also decides whether to store the other copy either in the hot or cold storage.

In the second stage, the users whose files get accepted for storage, bid again for accessing the files. The CSP needs to decide whether to accept the access requests and if accepted, from where the files should be accessed (either cold or hot storage) in order to meet the access latency requirements. If the user’s request is accepted, it pays the bidding price, otherwise, it pays nothing. The second stage decision inherently depends on the first stage decision. For example, if the CSP decides to store both the original file and its copy in cold storage, the file can be accessed from the cold storage only. However, if accessing from cold storage does not meet the access latency requirement (storage servers might get congested due to high request arrival rates and low service rates), the CSP may not be able to serve the request at once. In this case, the CSP will lose profit due to the loss of the access bids from the users. Fig. 1 depicts graphically the major considerations in the two-stage problem.

The first stage decision of the CSP inherently depends on the second stage decisions. For example, if the CSP decides to store a file in the cold storage because of its low storage bid, it can bid a high value for the access in the second stage. However, the CSP may not accept the bid because of the lower service rate of the cold storage. Hence, the CSP’s profit will be reduced. However, these access bids, the access arrival

---

\[1\] We denote all the clients of cloud service providers as users. Thus, users may be the individuals, enterprises, or organizations

\[2\] Multiple copies of the file can be created in practice. However, it will increase the storage requirement and the computational complexity of computing the acceptance/rejection of bid, and the access probabilities. The consideration of the scenario where any specific number of copies can be stored is left for future work.

---

Fig. 1: Two-Stage Auction Framework
requests, and the latency requirements are random variables which cannot be known during the first stage decision process which makes finding an optimal first stage decision difficult. We assume that the two bidding stages take place at different time-scales. In particular, while users' files typically remain in the storage system for a long time period (e.g., a day, or several days in Stage 1), the latency-dependent file access decisions (in Stage 2) can be adjusted more frequently on a much smaller time-scale (e.g., every hour), e.g., during busy and off-peak hours. Intuitively, the user’s need to access a file changes on a shorter time scale compared to its storage decision. Hence, the second stage auction must be run more frequently. Note that the frequency of the second stage auction can be changed depending on the change of the access request rates of some of the files.

Note that not all the access bids of the files stored in the cold or hot storage will be accepted. The acceptance depends on the access bids and the latency requirements. However, it is still useful for the user to participate in the first stage i.e., paying a higher price to store its file in the cold or hot storage. This is because the user may have to access the file only for a certain number of hours in a day, the user can participate in the first stage auction where its files will be stored either in the cold storage or the hot storage at the start of the day. When the user needs to access the file, it bids in the second stage auction. Note that since both the cold storage and the hot storage have higher service rates as compared to the back-up storage, the users can access files at a much faster rates compared to the traditional back-up storage even if their access bids are not accepted at all.

IV. PROBLEM FORMULATION

In this section, we formally define the two-stage optimization problem.

A. First-Stage Decision

In the first stage, the CSP decides – i) whether to store a file or not, ii) if it decides to store the file whether to keep the duplicated copy of the file in the hot storage or cold storage (Original copy of an accepted file is always stored in cold storage). Let $I$ be the total number of files participate in the first-stage auction.

We consider a first price auction where the user pays the price it bids. This auction is run once in a day or once in a week. Let $A_i = 1$ denote that the file $i = 1, \ldots, I$ is accepted for storage; $A_i = 0$ if it is not accepted. Let $R_i = 1$ denote that the copy of the file $i = 1, \ldots, I$ is stored in the hot storage; otherwise, $R_i = 0$. Note that if $A_i = 0$, then the file is not stored anywhere, thus, $R_i = 0$. However, if $A_i = 1$, $R_i$ can be either 1 or 0. Nonetheless, if $R_i = 1$, $A_i$ must be 1.

Also note that if $R_i = 0$, there are two possibilities: (i) $A_i = 1$, thus, both of the original and duplicated copies will be stored in cold storage (hence the number copies of file $i$ stored in the cold storage is 2); or, (ii) the file storage bid is rejected ($A_i = 0$). Therefore, the number of copies of file $i$ stored in the hot storage and cold storage is $R_i$ and $2A_i - R_i$ respectively.

Let $S_i$ be the size of the file $i$ and $C_j$ be the capacity of storage $j$, where $j = 1$ denotes the cold storage and $j = 2$ denotes the hot storage. Since the total stored files cannot exceed the capacity,

\[
\sum_{i=1}^{I} S_i(2A_i - R_i) \leq C_1
\]

(1)

\[
\sum_{i=1}^{I} S_iR_i \leq C_2
\]

(2)

Since $A_i$ must be 1 if $R_i$ is 1,

\[
A_i - R_i \geq 0, \quad \forall i
\]

(3)

B. Second Stage Decision Problem

After storing the files, the users bid for accessing the files in $T$ different time slots. While bidding, the user also gives the access request arrival rates and the latency requirements in each slot. This market is run on a shorter time scale (e.g., the duration can be an hour or half an hour). The user can update its bid at different time slots depending on its requirements.

The access request arrival rates, the access bid prices, and the latency requirements are random variables, which are governed by the user’s requirements. We assume that the random variables can be modeled by $K$ realizations of the random variables (or $K$ scenarios). Specifically, for each scenario $k = 1, \ldots, K$, we denote the latency requirement of file $i$ as $\lambda_i^k$, the access bid price as $q_i^k$, and the access request arrival rate as $\lambda_i^k$. The scenarios can be generated from the past history of the user’s data. We assume that scenario $k$ occurs with probability $p^k$. We do not put any restriction on the dependence of the bids, the latency bids, and the bids. Specifically, they can be obtained from a joint distribution. However, the CSP is unaware of the distribution. It learns from the bidding history and updates the set of scenarios.

1) Access request acceptance: The CSP decides whether to accept the bid of the access request of each and every file. Let $H_i^k$ denote the decision that whether the file $i$ is accepted in scenario $k \in \{1, \ldots, K\}$. $H_i^k = 1$ indicates that the access bid is accepted; $H_i^k = 0$ indicates that the access bid is rejected.

Note that when the second stage decision is taken, the first-stage decision variables $A_i$ and $R_i$ are known. If $A_i = 0$, then $H_i^k = 0$ for all $k \in \{1, \ldots, K\}$ since file $i$ is not stored in the cold or hot storage, then its access bid cannot be accepted. On the other hand if $A_i = 1$, $H_i^k$ can be either 0 or 1. This is because even if $A_i = 1$, it cannot be guaranteed that the access bid will be accepted in scenario $k$. The access bid will be accepted based on how much profit will be made and whether the latency requirement can be satisfied by accepting the bid. Hence,

\[
H_i^k \leq A_i \quad \forall i.
\]

(4)

2) Probabilistic Scheduling: Recall that if file $i$ is accepted for storage, the original copy would be stored in cold storage and the duplicated copy will be either stored in cold storage ($R_i = 0$) or in hot storage ($R_i = 1$). As we have copies of a file in both hot and cold storage in the latter case ($R_i = 1$), the CSP needs to decide where the file should be accessed according to its bidding price and latency requirement. In probabilistic
scheduling, each request for file $i$ has a certain probability to be scheduled to each storage $j$. For the $k$-th scenario, we have to decide $0 \leq \pi_{i,j}^k \leq 1$ which denotes the probability that the file $i$ will be fetched from storage $j$, $j \in \{1, 2\}$ for the $k$-th scenario. Intuitively, $\pi_{i,j}^k$ denotes how often the file $i$ should be fetched from storage $j$ for scenario $k$. Needless to say, if $R_k = 0$, then $\pi_{i,j}^k = 0$ for all $k \in \{1, \ldots, K\}$. Hence,

$$0 \leq \pi_{i,j}^k \leq R_k, \quad \forall i. \quad (5)$$

And $\pi_{i,j}^k = 0$ for files which have not been accepted for access requests. Thus,

$$\sum_{j=1}^{2} \pi_{i,j}^k = H_i^k, \quad \forall i. \quad (6)$$

Recall that $\lambda_i^k$ denotes the access request arrival rate of file $i$ in scenario $k$ within a slot. Thus, the total expected file access request rates for file $i$ to storage $j$ in the $k$-th scenario within the slot is given by $\lambda_i^k \pi_{i,j}^k$. The total expected file access request rate to storage $j$ must be less that the file service rate (in Mb/s) of storage $j$; otherwise, the queue length will be $\infty$ and the storage $j$ cannot handle requests. Hence,

$$\sum_i \lambda_i^k \pi_{i,j}^k S_i < \mu_j, \quad \forall j. \quad (7)$$

3) Latency Analysis:

**Definition 1.** Latency is the sum of the time a file access request spends in the queue for service (waiting time) and the service time.

The users strictly prefer a low latency. Studies show that in internet application even 0.1s increase in the latency can significantly reduce the profit [21]. The latency for file $i$ will inherently depend on the probabilistic scheduling decision $\pi_{i,j}^k$, arrival rate $\lambda_i^k$, and the service rate of the storage $\mu_j$. Since a hot storage has a higher service rate, the latency will be low. However, a user may have to pay more for accessing. In the following, we provide the expression for the expected latency of a file. Before that, we introduce a notation which we use throughout.

**Definition 2.** Let $T_i^k$, $k = 1, \ldots, K$ denote the expected latency for file $i$ request at scenario $k \in \{1, \ldots, K\}$.

Let $Q_i^k$ denote the waiting time at storage $j, j = 1, 2$ for scenario $k$. Recall that $\Pi_{i,j}^k$ denotes the probability with which file $i$ will be fetched from storage $j$ in scenario $k$. Hence, the expected waiting time for file $i$ at scenario $k$ is $\sum_j \Pi_{i,j}^k E[Q_{ij}^k]$. Recall that $\mu_j$ is the service rate in Mb/s for storage $j$. Since the size of the file $i$ is $S_i$ and the probability that the request for file $i$ will be sent to storage $j$ at scenario $k$ is $\Pi_{i,j}^k$, the expected service time for file $i$ in scenario $k$ is

$$\sum_j \Pi_{i,j}^k S_i \mu_j$$

(8)

From Definition 2 we have

$$\bar{T}_i^k = \sum_j \Pi_{i,j}^k E[Q_{ij}^k] + \sum_j \Pi_{i,j}^k S_i \mu_j$$

(9)

The next result characterizes $E[Q_{ij}^k]$.

**Theorem 1.** The mean waiting time at storage $j$ for scenario $k$, $E[Q_{ij}^k]$ is given as follows.

$$E[Q_{ij}^k] = \frac{\sum_i \lambda_{i}^k \Pi_{i,j}^k S_i^2}{\mu_j (\mu_j - \sum_i \lambda_{i}^k \Pi_{i,j}^k S_i)} \quad (10)$$

**Proof.** In order to simplify notations, we introduce three auxiliary functions: $f = \sum_i \lambda_{i}^k \Pi_{i,j}^k S_i$, $g = \sum_i \lambda_{i}^k \Pi_{i,j}^k$, and $h = \sum_i \lambda_{i}^k \Pi_{i,j}^k S_i^2$. Using Pollaczek-Khinchin formula for M/G/1 queues [22], we have $E[Q_{ij}^k] = \frac{h}{\mu_j (\mu_j - f)}$. Expanding the terms, we get the result as in the statement of the Theorem. \hfill $\square$

Using Lemma 2 in [38] (which can be found in Appendix A), we have

$$\bar{T}_i^k = \sum_j \Pi_{i,j}^k S_i \mu_j + \sum_j \Pi_{i,j}^k \left( \frac{\sum_i \lambda_{i}^k \Pi_{i,j}^k S_i^2}{\mu_j (\mu_j - \sum_i \lambda_{i}^k \Pi_{i,j}^k S_i)} \right) \quad (11)$$

Note that by differentiating twice one can easily discern that $\bar{T}_i^k$ is convex in each $\Pi_{i,j}^k$. However, $\bar{T}_i^k$ is jointly non-convex in $\Pi_{i,j}^k$. This is because of the terms $\Pi_{i,j}^k \Pi_{i,j}^{k'}$, which is not jointly convex in $\Pi_{i,j}^k$ and $\Pi_{i,j}^{k'}$.

Since the latency depends on the file size $S_i$: if the file size is large, the latency will be large. Thus, it shows that for the same access bid the files of smaller sizes will be preferred (given that its latency requirement is satisfied) as it will allow the CSP to accept more access requests. Also note that if $\lambda_{i}^k \Pi_{i,j}^k$ is large for some $j$, then the latency again increases, hence, the latency of storage facility $j$ increases if too many requests are directed towards $j$. Thus, the CSP has to judiciously select $\Pi_{i,j}^k$. If a large number of requests are directed towards the hot storage, the latency requirement may not be satisfied which may decrease the CSP’s profit. Also note that $\bar{T}_i^k = 0$ if the file is not accepted for accessing. Recall that the latency requirement for file $i$ in scenario $k$ is $l_i^k$. Hence, we must have

$$T_i^k \leq l_i^k \quad (12)$$

4) Second Stage Optimization Problem: The second stage profit of the CSP if the scenario $k \in \{1, \ldots, K\}$ is realized is given by

$$\sum_i q_i^k H_i^k \quad (13)$$

Recall that $q_i^k$ is the access bid for file $i$ in scenario $k$. Hence, the second stage optimization problem if scenario $k$ is realized is given by

$$\text{max} \quad \sum_i q_i^k H_i^k \quad \text{s.t.} \quad (2), (5), (6), (7), (11), (12)$$

$$H_i^k \in \{0, 1\} \quad \forall i \quad (14)$$

$$\text{var} : H_i^k, \Pi_{i,j}^k \quad (15)$$
The problem is non-convex because of the integer constraint of $H^k_i$ and $\tilde{T}^k_i$ is jointly non-convex in the variables $\pi^k_{i,j}$. Note that if a user bids high for access, but its size is large or the arrival rate is high, then the latency (11) may increase and the CSP will lose the profit as the CSP may satisfy only few requirements of latencies. Hence, it is not apriori clear that how the CSP should select the access bids.

C. Deterministic Equivalent Program

Now, we formally formulate the first-stage stochastic program. Let $P_i$ be the bid price of file $i$ for storage. Let $c_j$ be the per unit storage cost for storage facility $j$, $j = 1, 2$. Recall that $j = 1$ ($j = 2$, resp.) denotes that the storage is cold (hot, resp.). Hence, the profit obtained by the CSP for storage is

$$\sum_i P_i A_i - \sum_i S_i (2A_i - R_i)c_1 - \sum_i S_i R_i c_2$$

(16)

Since the second stage decision variables inherently depend on the first stage and the CSP wants to maximize the total profit, thus, the CSP needs to consider the second stage decision while taking the first stage decision. Hence, the first stage decision problem is different from the standard knapsack problem. Note that the CSP knows that the access bid price for file $i$ in scenario $k$ is $q^k_i$. Recall that the probability with which scenario $k$ is generated is $p^k$. Hence, the expected profit from the second stage decision is

$$T \sum_{k=1}^{K} \sum_{i=1}^{J} p^k q^k_i H^k_i$$

(17)

$T$ is the total number of slots where the access auctions are run. In the first stage, the CSP wants to maximize the total expected profit. However, the expected profit also depends on the second stage decision variables. Therefore, we should find $H^k_i$ and $\pi^k_{i,j}$ for each possible scenario. We formulate the first-stage decision problem as the so-called deterministic equivalent program [23] in the following:

(P1)

$$\min \sum_i P_i A_i - \sum_i S_i (2A_i - R_i)c_1 - \sum_i S_i R_i c_2$$

(18)

$$+ T \sum_k \sum_i p^k q^k_i H^k_i$$

(19)

s.t. $A_i \in \{0, 1\}, R_i \in \{0, 1\}$

$$T^k_i \leq 1^k_i, \quad \forall i, \quad \forall k$$

(20)

$$\sum_i \pi^k_{i,j} S_i \leq \mu_j, \quad \forall j, \quad \forall k$$

(21)

$$H^k_i \leq A_i, \quad \forall i, \quad \forall k$$

(22)

$$\sum_j \pi^k_{i,j} = H^k_i, \quad \forall i, \quad \forall k$$

(23)

$$0 \leq \pi^k_{i,j} \leq R_i, \quad \forall i, \quad \forall j, \quad \forall k$$

(24)

$$H^k_i \in \{0, 1\}, \quad \forall i, \quad \forall k$$

(25)

var: $A_i, R_i, \pi^k_{i,j}, H^k_i$

Note that the constraints in (21)–(25) are for the second stage decisions. Also note that though we solve for $\pi^k_{i,j}$ and $H^k_i$, the decision variables are of interest in the first stage, which are $A_i$ and $R_i$. After $A_i$ and $R_i$ are decided, the optimization problem (P2) is solved if scenario $k$ is realized. In the deterministic equivalent program, the number of scenarios $K$ may be very large which increases the number of constraints and the decision space. One remedy is to discard those scenarios which occur with very low probability.

Problem (P1) is also non-convex as $A_i, R_i$ and $H^k_i$ are integers and $\tilde{T}^k_i$ (cf.(11)) is jointly non-convex in $\pi^k_{i,j}$. The problem is also non-linear because $\tilde{T}^k_i$ is not linear. Hence, standard convex optimization solvers such as CVX, MOSEK or integer linear programming optimization solvers such as CPLEX cannot be used.

V. Solution Methodology

A. Integer Relaxation

Problem (P1) and (P2) are non-convex as the variables $A_i, R_i$ and $H^k_i$ are binary. If we relax the binary constraints, the rest of the problem will still be non-convex as the latency function $\tilde{T}^k_i$ (cf.(11)) is still jointly non-convex in $\pi^k_{i,j}$. However, if we relax the integer constraint then the objective function and the constraints will be differentiable. We can use the solver such as CONOPT [24] to find a locally optimal solution. CONOPT is generally used for smooth continuous functions. It finds the solution which satisfies the KKT conditions. If the gradient is non-linear, it will be approximated via Taylor series up to the first order term.

However, if we relax the integer constraint, the solution may not be integer, rather a value in the interval $(0, 1)$. To eliminate those solutions, we need to add a penalty function which will put high penalty (−∞ for optimality) when the solution is not either 0 or 1 and a high penalty when the solution is indeed 0 or 1 (Fig. 2).

Sigmoid function is a S-shaped function which can closely approximate the step function $U(\cdot)$. Since we have to put zero penalty when the solution is 0 or 1 and a high penalty when it is in between, thus, we consider the following function

$$g(x) = \frac{1}{1 + \exp(\alpha x)} - \frac{1}{1 + \exp(\alpha(x - 1))}.$$  

(27)

Further, let

$$g_1(x) = g(x) + \frac{1}{2} - \frac{1}{1 + \exp(\alpha)}.$$  

(28)

Fig. 3 shows that $g(x)$ becomes close to −1 at the value of $\frac{1}{\alpha}$. Fig. 3 also shows that for $\alpha = 10^6$, $g(x)$ closely matches the penalty function that we desire. The function $g_1(x)$ shifts the penalty function to have zero value on the desired extremes and a negative value in the desired range. The next result shows that $g_1(0) = g_1(1) = 0$.

**Lemma 1.** The value of function $g_1(x)$ is zero for $x = 0$ and $x = 1$, or $g_1(0) = g_1(1) = 0.$

$^3S(t) = 1/(1 + \exp(-t))$
Proof.

\[ g_1(0) = \frac{1}{1 + 1} - \frac{1}{1 + \exp(-\alpha)} + \frac{1}{2} - \frac{1}{1 + \exp(\alpha)} \]
\[ = \frac{1}{1 + \exp(-\alpha)} - \frac{1}{1 + \exp(\alpha)} \]
\[ = 0. \quad (29) \]

Similarly,

\[ g_1(1) = \frac{1}{1 + \exp(\alpha)} - \frac{1}{1 + 1} + \frac{1}{2} - \frac{1}{1 + \exp(\alpha)} \]
\[ = 0. \quad (30) \]

\[ g_1(x) = \frac{1}{1 + \exp(\alpha)} - \frac{1}{1 + 1} + \frac{1}{2} - \frac{1}{1 + \exp(\alpha)} \]
\[ = 0. \quad (31) \]

Thus, we note that as the function \( g_1(x) \) gives 0 penalty when \( x = 0 \) or 1. For any \( 0 < x < 1 \), \( g_1(x) \rightarrow -1/2 \) as \( \alpha \rightarrow \infty \). Further, even for finite \( \alpha \), we note that \( g_1(x) < 0 \) for \( 0 < x < 1 \). Thus, for large \( \alpha \), this function will match the ideal penalty function. Note we do not have to lose any differentiability property as \( g(\cdot) \) is differentiable. With this penalty function our problem reduces as follows.

\[ \text{(P3)} \]
\[ \max \quad \sum_i P_i A_i - \sum_i S_i (2A_i - R_i)c_1 - \sum_i S_i R_i c_2 \]
\[ + T \sum_i \sum_k p^k q^k H_i^k + \sum_i C \left( g_1(A_i) + g_1(R_i) \right) \]
\[ + \sum_i \sum_k C \left( g_1(H_i^k) \right) \]
\[ \text{s.t.} \quad (1) - (3), (20) - (25) \]
\[ 0 \leq A_i \leq 1, 0 \leq R_i \leq 1 \]
\[ 0 \leq H_i^k \leq 1. \quad (34) \]

\( C \) is the weight corresponding to the penalty functions. Note that the solution will be integer if \( C \rightarrow \infty \). \( A_i \) and \( R_i \) are decided by solving (P3). After \( A_i \) and \( R_i \) are solved for a given realization \( k \), the second stage decisions are taken. In the second stage, the following optimization problem is solved

\[ \text{(P4)} \]
\[ \max \quad \sum_i (q^k H_i^k + C g_1(H_i^k)) \]
\[ \text{s.t.} \quad (4), (5), (6), (7), (11), (12) \]
\[ 0 \leq H_i^k \leq 1. \quad (36) \]

The decision variables are \( H_i^k \) and \( \pi_{i,j}^k \). Note that we do not need to decide \( A_i \) and \( R_i \) in the second stage, hence, we do need constraints (4) - (6). Note that the solution \( H_i^k \) will be optimal and integer if \( C \rightarrow \infty \). Since the problem is non-convex, we cannot guarantee that the solution obtained by CONOPT will be optimal. However, we can infer the following if we find an optimal solution

**Proposition 1.** The optimal solution of the relaxed problem (i.e. (P3), (P4)) is also the optimal solution of the original problem (i.e. (P1), (P2)) as \( C \rightarrow \infty \).

**B. Feasible solution from the relaxed problem**

When \( C \) is \( \infty \), both the first-stage and second-stage decision solutions \( A_i, R_i \), and \( H_i^k \) will be integers. If \( \alpha \rightarrow \infty \) \( g(x) \) will match the ideal penalty function. However, in practice, neither \( C \) nor \( \alpha \) can be set at \( \infty \). Hence, we may find a solution which is not feasible, i.e. it is not either 0 or 1. Note that setting \( \alpha \) alone to the very high value will not make the solution integer. One also has to make \( C \) high to give larger penalty to the fractional solution. However, \( C \) has to be larger for smaller \( \alpha \). In the following, we discuss how to find the feasible solution for finite \( C \) and \( \alpha \).

Also note that if \( C \) is very high, in an optimal solution the solution will only be away from the integral solution by a nominal amount. One can then convert the non-integer solution of either \( H_i^k \), \( A_i \), \( R_i \) to the nearest integer. However, the above does not guarantee that the capacity constraints or the latency requirements will be satisfied. For example, consider that in a solution of the relaxed problem \( A_i = 1 - \epsilon \), where \( \epsilon > 0 \) is very small, and \( A_i' = 1 \) is the nearest integer solution to the relaxed problem. However, if \( \sum_i (2A_i - R_i)S_i = C_1 \), then \( \sum_i (2A_i' - R_i)S_i > C_1 \) which violates the constraint in (1). Thus, simple converting the solution \( A_i, R_i, H_i^k \) of the relaxed
problem to the nearest integer may not give a feasible solution. However, in the following, we provide a strategy which can guarantee that even if the solution of the relaxed problem is converted to the nearest integer, then, it will not violate the original constraint.

**Proposition 2.** For every \( C \) and \( \alpha \), there exists an \( 1 > \epsilon > 0 \) such that if \( C_j = C_j(1-\epsilon) \) and \( \mu_j = \mu_j(1-\epsilon) \), such that if the solution \( A_i, \epsilon_i, H^k_i \) of the relaxed problem (i.e., (P3), (P4)) is converted to the nearest integer (if the value is 0.5, it will be converted to 0) then they will be feasible solution of the original problem (i.e., (P1), (P2)).

Intuitively, if we make \( C_j = C_j(1-\epsilon) \) and \( \mu_j = \mu_j(1-\epsilon) \), we solve a restricted problem. Thus, even when we convert the non-integer solutions of the relaxed problem to the nearest integers we will not violate the original constraints. Note that if \( C \) is very large, we need a very small \( \epsilon \) as the solutions of the relaxed problem \( A_i, \epsilon_i \) will be close to the integers. As \( C \rightarrow \infty, \epsilon \rightarrow 0 \), \( C \) is also larger if \( \alpha \) is low. In our numerical results, we set \( \epsilon \) as 0.001, \( \alpha \) as \( 10^6 \), and \( C \) as \( 10^9 \) which gives the feasible solutions as mentioned in the above proposition.

VI. NUMERICAL STUDIES

**A. Simulation Setting**

To validate our proposed policy and evaluate its performance, we implement the following numerical studies. Unless stated otherwise, we consider a setting where there are 1,000 files, and the number of slots for the second-stage auction is \( T = 20 \). The capacities of cold and hot storage are 400 and 200 GB respectively. We consider five types of files: \( T_1, T_2, T_3, T_4 \), and \( T_5 \), which are of sizes 64, 128, 256, 512 and 1024 MB respectively. In the first stage, customers will bid for storage. Bidding prices for storage per MB are uniformly distributed with a mean of 0.2 cents. Thus, the bid \( P_i \) for file \( i \) is distributed as \( S_i \sim \mathcal{U}(0.1, 0.3) \) i.e., it is uniformly distributed with a mean of 0.2 cents. Thus, the bid \( P_i \) for file \( i \) is distributed as \( S_i \sim \mathcal{U}(0.1, 0.3) \). For example, if there is a 64 MB file and the realized price is 0.25 cents for each MB [5], the bidding price to store this file is 64 * 0.25 = 16 cents.

We consider \( K = 10 \) different scenarios for the second-stage parameter. Specifically, we generate 10 different instances of access request arrival rates, access bids, and the latency requirements. We consider that \( \lambda^k_i \) is generated independently according to the mean 20, 10, 8, 4, and 2 per hour for the file sizes of 64, 128, 256, 512 and 1024 MB respectively. This is in accordance with the practice as the smaller size files are accessed more frequently. We assume that the latency requirements \( l^k_i \) are related to the file sizes. Specifically, we generate \( l^k_i \) independently according to the distribution \( \mathcal{U}(30 + \frac{S_i}{5}, 30 + \frac{S_i}{30}) \) in milliseconds. [25] shows that the utility is in general convex in the latency and concave in the arrival rates. In this paper, we consider that \( q^k_i = \frac{500S_i \log(l^k_i + 1)}{(l^k_i)^2} \).

The parameters are described in Table I. After generating the \( K \) scenarios we compute the empirical distribution to find the number of times a scenario \( k \) (prob. \( p^k \)) occurs out of the 10 events. Then scenario is randomly generated among the \( K \) scenarios where \( k \)-th scenario occurs with probability \( p^k \).

Based on the above specifications, we compare the performances of the proposed method (PM) with three other methods, which are described as follows. We consider \( \alpha \) as \( 10^6 \) and \( C \) as \( 10^9 \) in (P3) and (P4). The factor by which we reduce \( C_i \) and \( \mu_j \) is chosen to be \( \epsilon = 0.001 \). The solution obtained by the relaxed problem and the proposed method are almost the same. Thus, we do not show the solution of the relaxed problem.

- **IS:** Problem with Two Independent Stages:
  - Solve the first-stage problem without considering the second-stage recourse decisions to get the first-stage solution \( A_i \) and \( R_i \) for each \( i \).
  - Given the first-stage solution solve for the realized scenario, i.e. solve the second stage optimization problem (P2). We again solve the relaxed version (P4) and then find the optimal solution according to Proposition 4.2 as described in our proposed method.

- **GH I:** Greedy Heuristic Based On \( q^k_i / S_i \):
  - Solve the first-stage problem without considering the second-stage recourse decisions to get the first-stage solution \( A_i \) and \( R_i \) for each \( i \).
  - In the second stage, we sort the bids based on \( q^k_i / S_i \) in the descending order. We keep accepting bids according to the sorted order as long as the realized the latency requirements are met.

- **GH II:** Greedy Heuristic Based On \( q^k_i / \lambda^k_i \):
  - Solve the first-stage problem without considering the second-stage recourse decisions to get the first-stage solution \( A_i \) and \( R_i \) for each \( i \).
  - In the second stage, we sort the bids based on \( q^k_i / \lambda^k_i \) in the descending order if scenario \( k \) is realized. We keep accepting bids according to the sorted order as long as the realized the latency requirements are met.

Profit in each algorithm is considered to be the sum of the first-stage and second-stage profits. Note that all the above mentioned base-line algorithms do not solve the first-stage decision problem by considering the second-stage recourse decision. Algorithm IS solves the second-stage decision problem given the solution of the first-stage decision. However, GH I and GH II are greedy heuristics which accept bids according to some heuristics in order to lower the complexity of finding the optimal solution of the second-stage decision problem.

Intuitively, recall from [11] that the latency of a file in scenario \( k \) inherently depends on the access request arrival rates and file size. Specifically, the latency increases as the file size increases or the access request arrival rate increases. Hence, the CSP should prefer the bids which give more profit per unit of the size and the per unit of the access request arrival rate. GH I greedily prefer the bids which pay more per unit of size. On the other hand, GH II strictly prefers the bid which pays more for per unit of access request rate. Before discussing the results, we introduce a notation which we use throughout this.
section.

\[
\text{AccessRequest Acceptance Rate (ARAR)} = \frac{\text{Total Number Of Accessed Files}}{\text{Total Number Of Requests}} \quad (37)
\]

The above metric shows how much bids are accepted in the second stage among the bids that are accepted in the first stage. This will give an idea pertaining the fairness of the process. In each of the result, each algorithm is run 100 times and an average is taken for the profit and ARAR over these runs.

B. Impact of Storage Capacity

To demonstrate the effectiveness of our proposed heuristic, we fix the hot storage capacity as 200 GB and vary the capacity of cold storage \((C_1)\) from 300 GB to 800 GB in the steps of 20 GB, and plot the total profits and access request acceptance rate (cf. (37)) by using different methods. Fig. 4(a) shows that as the capacity of cold storage \((\text{or ratio } C_1/C_2)\) increases, the profits obtained from all the algorithms except IS increases; however, the rate of increase decreases with the increase in the \(C_1\). Fig. 4(d) provides the reason behind this variation. As \(C_1\) increases, more files can be stored in cold storage which increases profits. However, if \(C_1\) is large enough, no more files can be stored, thus, the profit becomes saturated. Fig. 4(c) shows that because of the lower service rate of the cold storage, the profit from accessing the file does not increase with the increase in the capacity of cold storage. This is because files may be stored but cannot be accessed as it violates the latency constraint. Hence, increasing the cold storage capacity without increasing the hot storage capacity will not fetch more profit after a certain threshold. Note from Fig. 4(a) that the profit achieved by Algorithm IS increases initially, then decreases and again increases as \(C_1\) increases. Intuitively, the Algorithm IS does not consider the second stage decision variables in its first-stage decision. Hence, more files are stored in the cold storage as it has a lower cost. However, as almost all the files are stored in the cold storage, the files cannot be accessed fast enough which does not increase the profit from accepting the access bids. Similarly, the profits earned by Algorithms GH I and GH II do not increase much as \(C_1\) increases as they do not consider the second-stage recourse decisions in the first stage. Also note that when \(C_1\) is large, our algorithm outperforms the other base-line algorithms by 50%. This shows the virtue of the consideration of the second stage recourse decision in the first-stage decision.

From the results in Fig. 4(c), the Access Req. Acceptance Rate (ARAR, cf. (37)) decreases as the capacity of cold storage increases. This is because, by increasing the capacity of cold storage, the number of files accepted for storage increase, however with limited cold storage service rate, the number of files accepted for access is limited (which is also verified by Fig. 4(d)). Consequently, the ARAR decreases. Note that the ARAR corresponding to Algorithm IS is higher compared to our proposed method when \(C_1\) is low as vary number of files are stored by the IS compared to our proposed method.

C. Impact of Service Rate of Hot Storage

In this subsection, we assume that the service rate of cold storage is 100Gb/s, and the service rate of hot storage is varied from 100 to 2500 Gb/s in steps of 100Gb/s. Fig. 5(a) shows that the profit increases as the service rate of hot storage increases. This is because more access requests can be accepted as the number of accepted bids increase (Fig. 5(d)). Our proposed method outperforms the other methods. In fact, the profit can be increased by 100% compared to the other methods for high service rate.

Note from Fig. 5(b) that the profit from the second-stage auction increases significantly in our proposed method. However, the profit from the storing files does not increase much. This is because when the service rate is low mostly those files who have lower access requests or lower latency requirements (but can pay more) are accepted. As Fig. 5(d) suggests, when the service rate is high, more files are stored, however, the number of accepted access bids increases significantly. This suggests that when the service rate is high, the files which bid lower prices for storage, but still can pay more because of the high access rates are accepted for storing. Hence, the profit from storing the files remains constant as the storage capacities remain constant, however, the profits from accepting bids increase.

Fig. 5(c) shows that the ARAR increases with the service rate of the hot storage for all the algorithms. When the service rate is high, more access bids are accepted, however, the bids accepted for storage remains the same (Fig. 5(d)). Hence, the ARAR is high (cf. (37)). When the service rate is low,
mostly the files those have lower access requests are stored. However, the IS still can store files which have higher access rates if they pay more because it solves the two stage problem independently. Hence, the IS can achieve more ARAR in this case. However, when the service rate of the hot storage exceeds a threshold, the ARAR attained by our proposed method is the highest. The ARAR attained by the greedy heuristics GH I and GH II are strictly lower compared to our proposed method.

In this subsection, we assume that the storage cost of cold storage is 50 cents per GB, and the storage cost of hot storage is varied from 50 to 3450 cents per GB in the step of 100 cents per GB. Fig. 6(a) shows that as the hot storage cost increases the profit decreases. This is because most of the files are stored in the cold storage which decreases the profit as fewer number of access requests are accepted which is also verified from Fig. 6(d). Our proposed method outperforms the
do not optimize the second-stage decision, the profits attained by those are slightly lower compared to the IS.

Note from Fig. 6(b) that the profit in our proposed method from accessing the files decrease with an increase in the cost of hot storage as more files are stored in the cold storage. Though the overall profit decreases, the profit from storage increases. This is because the files which can pay more but do not have low latency requirements can be stored in the cold storage.

We also plot the impact of the storage cost of hot storage on the ARAR in Fig. 6(c). One interesting trend is the access rate obtained from the proposed method first increases, and decrease until close to the one gained from IS, while the others decrease and then go stable with the increase in the cost. This is because we combine the two-stage decision process, thus, when the cost is moderate, the number of files that are stored decreases without decreasing the number of accepted access bids as shown in Fig. 6(d). Hence, the denominator in (37) decreases which increases the ARAR. Note that once the hot storage cost is very high, the number of accepted bids also decrease as the latency requirement may not be met because too little files are stored in the expensive hot storage. Hence, the ARAR decreases at very high cost. On the other hand, in the other algorithms, as the cost of the hot storage increases, very few files are stored in the hot storage; thus, very little files can be accessed which decreases the ARAR. However, if the cost is too high, no more file can be stored in the hot storage which makes the ARAR constant.

E. Impact of Storage Cost of Cold Storage

In this subsection, we assume that the storage cost of hot storage is 80 cents per GB, and vary the storage cost of cold storage from 20 cents to 120 cents per GB in steps of 5 cents. Fig. 7(a) shows that as the cold storage cost increases the profit attained by our proposed method decreases. As Fig. 7(d) shows that when the cost of the cold storage increases the lower number of files are stored. Hence, the profit from the storage decreases (Fig. 7(b)). The profit from accepting the access bids remain the same as the number of files stored in the hot storage almost remains the same. Note from Fig. 7(a) the profits gained from GH I and GH II decrease first and increase dramatically when the cold storage cost is 80 cents per Gb (i.e., the hot storage cost). The main reason behind this is that beyond this point the hot storage has lower storage cost but higher service rate after that point, which means that the files are prioritized to be stored in the hot storage rather than the cold storage. Thus, profits from accepting the access bids increase drastically for those greedy heuristics and become close to the optimal.

Note that as the cold storage cost exceeds the hot storage cost fewer number of files are stored. However, the accepted access bids remain the same as depicted in Fig. 7(d). Hence, the denominator of (37) decreases without decreasing the numerator. Thus, ARAR increases. Note that the IS does better in terms of ARAR. The greedy heuristic GH I also gives a higher ARAR when the cold storage cost exceeds the hot storage cost. This is because in the first-stage decision the baseline algorithms by more than 60% when the storage cost is neither too high nor too low. When the hot storage cost is too low, more files are stored in the hot storage in the first stage and thus, more profit can be attained in the second stage by accepting more access bids. Hence, the profit attained by IS is close to our proposed method when the hot storage cost is low. Note that the profit attained by the IS is also very close to our proposed method when the hot storage cost is high. This is because IS inherently stores more files in the cold storage in the first stage. Since the greedy algorithms GH I and GH II

Fig. 6: Profit and the ARAR as a function of the hot storage cost. $C_1 = 400$ GB and $C_2 = 200$ GB. The service rate of the cold and hot storage are respectively 100Gb/s and 200 Gb/s.
larger files are mostly now stored in the hot storage rather than the cold storage as they pay more. However, the total number of files accepted for cold and hot storages are 100Gb/s and 200Gb/s.

VII. CONCLUSIONS AND FUTURE WORK

In order to store the files in the cold storage or hot storage, this paper propose a systematic framework for two-stage, latency-dependent bidding, which aims to maximize the cloud storage provider’s net profit in tiered cloud storage systems where tenants may have different budgets, access patterns and performance requirements. In the proposed two-stage, latency-aware bidding mechanism, the users can bid for storage and access, in two separate stages, without knowing how the CSP stores the contents. The proposed optimization is modeled as a mixed-integer nonlinear program (MINLP), for which an efficient heuristic is proposed. The numerical results demonstrate that the profits obtained from the proposed method are higher than those of other methods, and the access request acceptance rate (ARAR) also dominates that of other methods as the capacity of the cold storage or the service rate of hot storage increases.

The characterization of the optimal bidding value for a user in the first-stage auction and the second-stage auction is left for the future. Another interesting direction for the future is to extend the model for erasure coding storage system where multiple copies \((n)\) of the files can be stored and a subset of those copies \((k)\) are required to be fetched to get the original file. In that case, the CSP would need to select the \(n\) storage systems to store the file and among those \(k\) copies are needed to be fetched to get the original file.

VIII. ACKNOWLEDGMENT

This work was supported in part by the National Science Foundation under Grant no. CNS-1618335.

APPENDIX A

MOMENTS OF THE SERVICE TIME OF A FILE REQUEST

In this Appendix, we will derive the first and second moments of the service time of a file request at storage \(j\) in \(k\)-th scenario, which will be used further to prove Theorem 1. More precisely, we will show the following result.

Lemma 2. \(X_j^k\), the service time of a file request at storage \(j\) in \(k\)-th scenario, has a distribution with mean

\[
E[X_j^k] = \frac{\sum_i \lambda_j^k \pi_{i,j}^k S_i^k}{\mu_j \sum_i \lambda_j^k \pi_{i,j}^k} \tag{38}
\]

and second moment

\[
E[(X_j^k)^2] = \frac{2 \sum_i \lambda_j^k \pi_{i,j}^k S_i^2}{\mu_j^2 \sum_i \lambda_j^k \pi_{i,j}^k}. \tag{39}
\]

The rest of the Section proves this result.

It is easy to verify that under our model, the arrival of file requests at storage \(j\) in \(k\)-th scenario forms a Poisson Process with rate \(\Lambda_j^k = \sum_i \lambda_j^k \pi_{i,j}^k\), which is the superposition of \(I\) Poisson Processes each with rate \(\lambda_j^k \pi_{i,j}^k\).

Let \(S^j\) be the (random) requested file size at storage \(j\), which is a discrete random variable such that the probability of \(S^j = S_i\) is \(\frac{\pi_{i,j}^k S_i^k}{\sum_i \pi_{i,j}^k S_i^k}\). Let \(V_j^i\) be the (random) service time of one MB at storage \(j\), which is exponentially distributed with mean \(\frac{1}{\mu_j}\).
The expectation of the service time of a file request at storage $j$ is

\[
E[X_j] = E_{V_j}[E_{S}[X_j|S' = S_j]] = \sum_{S'} E_{V_j}[X_j|S' = S_j]P(S' = S_j) = \sum_{S'} E_{V_j}[S'V_j|S' = S_j]P(S' = S_j) = \sum_{S'} S_j \frac{\lambda_i^n r_{i,j}}{\mu_j} \sum_{i} 1_i S_j \sum_{i} x_i^n r_{i,j} \frac{\mu_j \sum_{i} 1_i S_j}{\mu_j} \sum_{i} 1_i x_i^n r_{i,j} = \frac{\sum_{i} S_i^2 2}{\mu_j} \frac{\lambda_i^n r_{i,j}}{\mu_j} \sum_{i} 1_i S_j \sum_{i} x_i^n r_{i,j} = \frac{2 \sum_{i} 1_i x_i^n r_{i,j} S_i^2}{\mu_j} \sum_{i} 1_i S_j \sum_{i} x_i^n r_{i,j}.
\]

and the associated second moment is

\[
E[(X_j)^2] = E_{V_j}[E_{S}[X_j^2|S' = S_j]] = \sum_{S'} E_{V_j}[X_j^2|S' = S_j]P(S' = S_j) = \sum_{S'} E_{V_j}[(S')^2V_j^2|S' = S_j]P(S' = S_j) = \sum_{S'} S_j^2 2 \frac{\lambda_i^n r_{i,j}}{\mu_j} \sum_{i} 1_i S_j \sum_{i} x_i^n r_{i,j} = \frac{2 \sum_{i} 1_i x_i^n r_{i,j} S_i^2}{\mu_j} \sum_{i} 1_i S_j \sum_{i} x_i^n r_{i,j}.
\]
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