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I. INTRODUCTION

Graphene is a crystalline two-dimensional (2D) material, which is an allotrope of carbon consisting of a single layer of atoms arranged in a 2D honeycomb lattice [1, 2]. Graphene is thought about to be the world’s thinnest, strongest and most conductive material of both electricity and heat. Its charge carriers exhibit giant intrinsic mobility, have zero effective mass, and can travel for micrometers without scattering at room temperature [3]. It is considered to have the potential to revolutionize whole industries in the fields of electricity, conductivity, energy generation, sensors and more. So there is strong motivation for researchers around the world to study the properties of graphene (see e.g. [4–8]). It is also well-known that graphene plays a substantial role in various branches of science. Its experimental realization has opened new horizons in material science and condensed-matter physics. Graphene is considered as one of the most famous materials in the history in electronics and material science for its outstanding several unique mechanical, optical, electrical, transport and thermodynamic properties [9–16].

Moreover, graphene physics is one of rich and vibrant fields of investigation, which has attracted a lot of attention from scientists since experimental observations revealed the existence of electrical charge carriers behaving like massless Dirac quasi-particles [1, 2, 17, 18]. It was observed that the low-energy electronic excitations at the corners of graphene Brillouin zone can be described by a 2D Dirac fermions with linear dispersion relation [9, 18]. Later, this effect led to testing many aspects of relativistic phenomena that usually requires large energy in experiments [19–21].

On the other side, the investigation of quantum systems in a noncommutative (NC) space has been a matter of much interest in the recent years. Many types of noncommutativity have been considered (see [22–27] for an overview). However, one type of noncommutativity of space, is particularly important to us, it is called dynamical noncommutativity (position-dependent noncommutativity), characterized by $\Theta$ being considered as a function of coordinates, i.e. $\Theta \rightarrow \Theta(X, Y)$.

Clearly, studying NC geometry is very important for understanding phenomena at short distances and has great impact in many areas of modern physics such as quantum physics, high energy, cosmology, gravity. For a review of NC quantum mechanics and NC field theories, see [28–38].

In this article, we attempt to examine the effects of dynamical noncommutative (DNC) space on the graphene in the presence of an external constant magnetic field. In the same context, Bastos et al [39] have studied graphene in the framework of NC quantum mechanics and determined the Hamiltonian and the corresponding energy spectrum. Likewise, Santos et al [40] employed the statistics theory to investigate the thermodynamical properties of graphene in a NC phase-space in the presence of a constant magnetic field. They exactly found the main thermodynamical properties of graphene in NC phase-space. In addition, Boumali [41] calculated the thermal properties of graphene under a magnetic field through the 2D Dirac oscillator (DO). He showed that using the approach of effective mass, the model of a 2D DO can be used to describe the thermal properties of graphene under an uniform magnetic field. The main thermodynamic quantities of graphene have been found by using an approach based on the zeta function. More recently, Khordad et al [42] considered a NC description of graphene and employed extensive and non-extensive entropies to study magnetic susceptibility of graphene in NC phase-space... etc.

This paper is outlined as follows. In Section. II, the DNC space is shortly reviewed. In Section. III, the 2D graphene is investigated, where we briefly review the graphene. In sub-section III A, we extend the problem to DNC space. Then, in sub-sections III B & III C we obtain the solution of Dirac equation and its spectrum in DNC space. In sub-section III D, based on the second-order correction on energy, an upper bound on the DNC parameter is found. In sub-section III E, the thermodynamics properties of graphene at zero temperature are investigated. We present our conclusion in Section. IV.

II. DYNAMICAL NONCOMMUTATIVIVE SPACE

Let us first review the substantial relations of the DNC space algebra. It is well-known that in NC spaces (at the tiny scale), the position coordinates do not commute with each other anymore. The NC coordinates satisfy the following deformed commutation relation:

$$[x^{nc}_\mu, x^{nc}_\nu] = i\Theta_{\mu\nu},$$

where $\Theta_{\mu\nu}$ is an anti-symmetric tensor. The simplest case is the situation where $\Theta$ is constant, which we call non-dynamical noncommutative space (NC space or $\Theta$-space).

In Ref.[23], an interesting generalization to DNC spaces was proposed so that the fundamental objects in this type of DNC spaces are string like therefore it is a good motivation to study physics in these spaces. In this reference, $\Theta_{\mu\nu}$ is chosen to be a function of coordinates as $\theta(X, Y) = \Theta \left(1 + \tau Y^2 \right)$. Certainly, there is a multitude of other possibilities, such as $\theta(X, Y) = \Theta/[1 + \Theta \alpha \left(1 + Y^2 \right)]$ (following Gomes et al in [43]).
The commutation relations for a 2D DNC space (or \( \tau \)-space) are as follows \([23]\):

\[
\begin{align*}
[X,Y] &= i\Theta (1 + \tau Y^2), \\
[X,P_x] &= i\hbar (1 + \tau Y^2), \\
[X,P_y] &= 2i\tau Y (\Theta P_y + \hbar X), \\
[Y,P_x] &= 0, \\
[Y,P_y] &= 0. \\
\end{align*}
\]

(2)

It is worth mentioning that \( \tau \) and \( \Theta \) have dimensions of \( L^{-1} \) and \( L^2 \), respectively.

In the limit \( \tau \to 0 \), we recover the non-dynamical \((\Theta\text{-noncommutative}) \) commutation relations:

\[
\begin{align*}
[x^{nc}, y^{nc}] &= i\Theta, \\
[x^{nc}, p^{nc}_x] &= i\hbar, \\
[x^{nc}, p^{nc}_y] &= 0, \\
[y^{nc}, p^{nc}_x] &= 0, \\
[y^{nc}, p^{nc}_y] &= 0.
\end{align*}
\]

(3)

The coordinate \( X \) and the momentum \( P_y \) are not Hermitian, which makes the Hamiltonian that depends on these variables be non-Hermitian. We may represent algebra (2) in terms of the standard Hermitian NC variables operators \( x^{nc}, y^{nc}, p^{nc}_x, p^{nc}_y \) as

\[
X = \left( 1 + \tau (y^{nc})^2 \right) x^{nc}, \quad Y = y^{nc}, \quad P_y = \left( 1 + \tau (y^{nc})^2 \right) p^{nc}_y, \quad P_x = p^{nc}_x.
\]

(4)

From this representation, we can see that some of the operators involved above are no longer Hermitian. However, Fring et al \([23]\) has fixed this problem by converting the non-Hermitian variables into a Hermitian one. Using a Dyson map \( \eta \Omega \eta^{-1} = o = O^\dagger \) (with \( \eta = (1 + \tau Y^2)^{-1/2} \)), so the new Hermitian variables \( x, y, p_x \) and \( p_y \) in terms of NC variables are expressed as follows

\[
\begin{align*}
x &= \eta X \eta^{-1} = (1 + \tau Y^2)^{-1/2} \left( 1 + \tau (y^{nc})^2 \right)^{1/2} X (1 + \tau Y^2)^{1/2}, \\
y &= \eta Y \eta^{-1} = (1 + \tau (y^{nc})^2)^{-1/2} y^{nc} (1 + \tau (y^{nc})^2)^{1/2} = y^{nc}, \\
p_x &= \eta P_x \eta^{-1} = (1 + \tau (y^{nc})^2)^{-1/2} p^{nc}_x (1 + \tau (y^{nc})^2)^{1/2} = p^{nc}_x, \\
p_y &= \eta P_y \eta^{-1} = (1 + \tau (y^{nc})^2)^{-1/2} p^{nc}_y (1 + \tau (y^{nc})^2)^{1/2} = p^{nc}_y.
\end{align*}
\]

(5)

The new DNC variables satisfy the following commutation relations

\[
\begin{align*}
[x, y] &= i\Theta (1 + \tau y^2), \\
[x, p_x] &= i\hbar (1 + \tau y^2), \\
[x, p_y] &= 2i\tau (\Theta P_y + \hbar X), \\
[y, p_x] &= 0, \\
[y, p_y] &= 0.
\end{align*}
\]

(6)

Now, through Bopp-shift transformation, one can express the NC variables in terms of the standard commutative variables \([31]\):

\[
\begin{align*}
x^{nc} &= x^s - \frac{\hbar}{\Theta^2} p^y, \\
y^{nc} &= y^s + \frac{\hbar}{\Theta^2} p^y, \\
p^{nc}_x &= p^s_x, \\
p^{nc}_y &= p^s_y.
\end{align*}
\]

(7)

where the index \( s \) refers to the standard commutative space. Noting that in the DNC space, there is a minimum length for \( X \) in a simultaneous \( X, Y \) measurement \([23]\):

\[
\Delta X_{\text{min}} = \Theta \sqrt{\tau} \sqrt{1 + \frac{\langle Y \rangle^2}{\rho}},
\]

(8)

with no minimal length in \( Y \). As well, in a simultaneous \( Y, P_y \) measurement, we have a minimal momentum as

\[
\Delta (P_y)_{\text{min}} = \hbar \sqrt{\tau} \sqrt{1 + \frac{\langle Y \rangle^2}{\rho}}.
\]

(9)

As mentioned before, the motivation behind dynamical noncommutativity is that objects in 2D space are string-like \([23]\).
### III. DYNAMICAL NONCOMMUTATIVE GRAPHENE

Graphene is a 2D stable allotrope of carbon. It is used for constructing other nanoscale carbons, so that it is the basic structural element of the other carbon allotropes such as 3D Graphite, 1D carbon nanotube (CNT), 0D fullerene, i.e. C60, C50, C6 and 3D Diamond.

The time-independent Dirac equation simply reads

\[ H_D \psi(r) = E \psi(r), \tag{10} \]

the Dirac Hamiltonian is given by

\[ H_D = c \vec{\alpha} \cdot \vec{p} + \beta mc^2, \tag{11} \]

\(\alpha, \beta\) are the Dirac matrices. In the case of graphene, we have massless particles move through the honeycomb lattice where \( c \rightarrow v_F \simeq 10^6 m.s^{-1} \) (Fermi velocity) \(^6\), which gives

\[ H_D = v_F \vec{\sigma} \cdot \vec{p}. \tag{12} \]

From electronics properties point of view, graphene is a zero-gap semiconductor, in which low-energy quasiparticles within each valley can formally be described by the Dirac Hamiltonian. The wave function \( \psi(r) \) gives the electron states around the points \( K_i \) and the Dirac block diagonalized Hamiltonian is given by

\[
H_D|_{K_i} = \begin{pmatrix}
H_{k_1} & 0 & 0 & \cdots \\
0 & H_{k_2} & 0 & 0 \\
0 & 0 & H_{k_3} & 0 \\
\vdots & 0 & 0 & \ddots
\end{pmatrix}.	ag{13}
\]

The most important blocks amid the blocks of the Hamiltonian (13) are the blocks of the two specific wavenumbers, namely the Dirac points \( K \) and \( K' \) respectively, specified by \(^44\)

\[ K = \frac{2\pi}{3} \left( \frac{1}{\sqrt{3}} \right), \quad K' = \frac{2\pi}{3} \left( \frac{-1}{\sqrt{3}} \right). \tag{14} \]

These two Dirac points control the elementary excitation of graphene. The action of electrons around the Dirac points \( K \) and \( K' \) at the corners of Brillouin zone is described by the Dirac Hamiltonian where in the case of \( K' \), we have \( \vec{\sigma}^* = (\sigma_x, -\sigma_y, \sigma_z) \). In this manner, we can write

\[ H_D|_{K,K'} = \begin{pmatrix}
H_K & 0 \\
0 & H_{K'}
\end{pmatrix} = v_F \begin{pmatrix}
\vec{\sigma} \cdot \vec{p} & 0 \\
0 & \vec{\sigma}^* \cdot \vec{p}
\end{pmatrix}, \tag{15}
\]

consequently \( \psi_{K,K'}(r) \) is the two-component wavefunction, which gives the electron states around the the Dirac points \( K \) and \( K' \).

#### A. EXTENSION TO DYNAMICAL NONCOMMUTATIVE SPACE

Let us consider a layer of graphene in an external constant magnetic field along the \( z \) axis. We introduce \( B\hat{z} \) through the minimal coupling to the vector potential, so we define the canonical momentum as

\[ \vec{p}^s \rightarrow \vec{p}^s - \frac{e}{c} \vec{A}^s, \tag{16} \]

where \( \vec{A}^s \) is the electromagnetic vector potential and in the symmetric gauge is given by

\[ \vec{A}^s = \frac{B}{2} (-y^s, x^s, 0). \tag{17} \]

The 2d time-independent Dirac equation around two Dirac points \( K \) and \( K' \) reads

\[ H_D \psi_{K,K'}(r^s) = v_F \begin{pmatrix}
\vec{\sigma} \cdot \left( \vec{p}^s - \frac{e}{c} \vec{A}^s \right) & 0 \\
0 & \vec{\sigma}^* \cdot \left( \vec{p}^s - \frac{e}{c} \vec{A}^s \right)
\end{pmatrix} \psi_{K,K'}(r^s) = E_{K,K'} \psi_{K,K'}(r^s). \tag{18} \]
The Dirac equation around Dirac point $K$ is given by

$$H_K \psi^K(r^s) = v_F \vec{\sigma} \cdot \left( \vec{p}^s - \frac{e}{c} \vec{A}^s \right) \psi^K(r^s) = E_K \psi^K(r^s),$$

(19)

where $\psi^K = ( \phi^A \phi^B )^t$ is two dimensional eigenstate, i.e. an eigenvector that describes the probability of an electron state to be on sub-lattice $A$ in the upper component, or on the sub-lattice $B$ in the lower component of the eigenstate, and $t$ denotes transpose. A similar equation can also be obtained for the Dirac point $K'$ with $\psi^{K'} = ( \phi^{A'} \phi^{B'} )^t$.

$\vec{\sigma}$ are the three $2 \times 2$ Pauli matrices, which are given by

$$\sigma_x = \alpha_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \alpha_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \text{ and } \sigma_z = \beta = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$ 

(20)

Therefore, for the Dirac point $K$, one has the following Hamiltonian

$$H_K (x_i^s, p_i^s) = v_F \left\{ \alpha_1 p_x^s + \alpha_2 p_y^s + \frac{\hbar}{2 l_B^2} (\alpha_1 y^s - \alpha_2 x^s) \right\},$$

(21)

where we have used $l_B = \sqrt{\frac{\hbar}{c B}}$, which is the magnetic length.

The above Hamiltonian in DNC space turns to

$$H_K (x, p) = v_F \left\{ \alpha_1 p_x + \alpha_2 p_y + \frac{\hbar}{2 l_B} (\alpha_1 y - \alpha_2 x) \right\}.$$ 

(22)

Now, using equation (5), we express the Hamiltonian above in terms of NC variables

$$H_K (x_i^{nc}, p_i^{nc}) = v_F \alpha_1 p_x^{nc} + v_F \alpha_2 \left( 1 + \tau (y^{nc})^2 \right)^{\frac{1}{2}} p_y^{nc} \left( 1 + \tau (y^{nc})^2 \right)^{\frac{1}{2}} + v_F \frac{\hbar}{2 l_B^2} \left\{ \alpha_1 y^{nc} - \alpha_2 \left( 1 + \tau (y^{nc})^2 \right)^{\frac{1}{2}} x^{nc} \left( 1 + \tau (y^{nc})^2 \right)^{\frac{1}{2}} \right\}.$$ 

(23)

Since $\tau$ is very small, the parentheses can be expanded to the first order using

$$\left( 1 + \tau (y^{nc})^2 \right)^{\frac{1}{2}} = 1 + \frac{1}{2} \tau (y^{nc})^2,$$

(24)

thus, equation (23) becomes

$$H_K (x_i^{nc}, p_i^{nc}) = v_F \left\{ \alpha_1 p_x^{nc} + \alpha_2 \left\{ p_y^{nc} + \frac{\hbar}{2 l_B} \tau (y^{nc})^2 p_y^{nc} + \frac{\hbar^2}{2 l_B^2} \left( y^{nc} \right)^2 \right\} \right\} + v_F \frac{\hbar}{2 l_B^2} \left\{ \alpha_1 y^{nc} - \alpha_2 \left\{ x^{nc} + \frac{\hbar}{2 l_B} \tau (y^{nc})^2 x^{nc} + \frac{\hbar^2}{2 l_B^2} \left( y^{nc} \right)^2 \right\} \right\}.$$ 

(25)

Now using the Bopp-shift transformation (7), the Hamiltonian (25) can be expressed in terms of the standard commutative variables

$$H_K (x_i^s, p_i^s) = v_F \alpha_1 p_x^s + v_F \alpha_2 p_y^s + v_F \alpha_2 \left\{ \frac{1}{2} \tau \left( y^s + \frac{\hbar}{2 l_B} p_y^s \right)^2 p_y^s + \frac{1}{2} \tau \left( y^s + \frac{\hbar}{2 l_B} p_y^s \right)^2 \right\}$$

$$+ v_F \frac{\hbar}{2 l_B^2} \left\{ \alpha_1 \left( y^s + \frac{\hbar}{2 l_B} p_y^s \right) - \alpha_2 \left\{ x^s - \frac{\hbar}{2 l_B} \tau p_y^s \left( y^s + \frac{\hbar}{2 l_B} p_y^s \right)^2 \right\} \right\}.$$ 

(26)

Therefore, to the first order in $\Theta$ and $\tau$, we have (the terms containing $\Theta \tau$ are also neglected)

$$H_K (x_i^s, p_i^s) = v_F \left\{ \alpha_1 p_x^s + \alpha_2 \left\{ p_y^s + \frac{1}{2} \tau (y^s)^2 p_y^s + \frac{1}{2} \tau (y^s)^2 \right\} \right\} + v_F \frac{\hbar}{2 l_B^2} \left\{ \alpha_1 \left( y^s + \frac{\hbar}{2 l_B} p_y^s \right) - \alpha_2 \left\{ x^s - \frac{\hbar}{2 l_B} \tau p_y^s \left( y^s \right)^2 \right\} \right\},$$

(27)

which may be written as

$$H_K = H_K^0 + H_K^{(\Theta)} + H_K^{(\tau)},$$

(28)
where

\[ H_K^{(0)} = v_F \left\{ \alpha_1 p_x^s + \alpha_2 p_y^s + \frac{\hbar}{2l_B^2} (\alpha_1 y^s - \alpha_2 x^s) \right\}, \tag{29} \]

\[ H_K^{(\Theta)} = v_F \frac{\Theta}{4l_B^2} (\alpha_1 p_x^s + \alpha_2 p_y^s), \tag{30} \]

\[ H_K^{(\tau)} = v_F \frac{\tau}{2} \alpha_2 \left\{ (y^s)^2 p_y^s + p_y^s (y^s)^2 - \frac{\hbar}{l_B^2} x^s (y^s)^2 \right\}. \tag{31} \]

A similar set of equations can also be obtained for the Dirac point \( K' \).

### B. Unperturbed System

Using equation (20), the Dirac Hamiltonian in commutative space (29) becomes

\[
H_K^{(0)} = v_F \left\{ \sigma_x p_x^s + \sigma_y p_y^s - e\sigma_x A_x^s - e\sigma_y A_y^s \right\} \\
= v_F \left\{ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} p_x^s + \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} p_y^s + \frac{\hbar}{2l_B} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} y^s - \frac{\hbar}{2l_B} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} x^s \right\},
\]

or in more compact form

\[
H_K^{(0)} = v_F \begin{pmatrix} 0 & 0 \\ p_x^s - ip_y^s + \frac{\hbar}{2l_B} (y^s + ix^s) & 0 \end{pmatrix}.
\]

By introducing \( \kappa = \frac{\hbar}{2l_B} \), we have

\[
H_K^{(0)} = v_F \begin{pmatrix} 0 & 0 \\ p_x^s + ip_y^s + \kappa (y^s - ix^s) & 0 \end{pmatrix} = v_F \begin{pmatrix} 0 & h_{12} \\ h_{21} & 0 \end{pmatrix}.
\]

Let us now introduce the following creation and annihilation operators

\[
a_x = \frac{1}{\sqrt{2\kappa h}} (\kappa x^s + ip_x^s), \quad a_x^\dagger = \frac{1}{\sqrt{2\kappa h}} (\kappa x^s - ip_x^s), \tag{35} \]

\[
a_y = \frac{1}{\sqrt{2\kappa h}} (\alpha y^s + ip_y^s), \quad a_y^\dagger = \frac{1}{\sqrt{2\kappa h}} (\alpha y^s - ip_y^s), \tag{36} \]

which satisfy the following commutations relations

\[
[a_i, a_i^\dagger] = 1, \quad [a_i, a_j] = [a_i^\dagger, a_j^\dagger] = 0, \quad i = x, y. \tag{37} \]

So different components of the Hamiltonian could be written in terms of the creation and annihilation operators as follows

\[
h_{12} = \sqrt{2\kappa h} (a_y^\dagger + ia_x^\dagger), \tag{38} \]

\[
h_{21} = h_{12}^\dagger = \sqrt{2\kappa h} (a_y - ia_x). \tag{39} \]

Thus, the Hamiltonian (34) takes the following form

\[
H_K^{(0)} = v_F \begin{pmatrix} 0 & 2\sqrt{\frac{\kappa h}{2}} (a_y^\dagger + ia_x^\dagger) \\ 2\sqrt{\frac{\kappa h}{2}} (a_y - ia_x) & 0 \end{pmatrix} = v_F \begin{pmatrix} 0 & \frac{\kappa}{\sqrt{2}} (a_y^\dagger + ia_x^\dagger) \\ \frac{\kappa}{\sqrt{2}} (a_y - ia_x) & 0 \end{pmatrix}, \tag{40} \]
in which the parameter \( g = 2\sqrt{\kappa \hbar} \) describes the coupling between different states in commutative space.

Let us return to the Dirac equation

\[
H_K^{(0)} \left| \psi_K^{(0)} \right\rangle = E_K^{(0)} \left| \psi_K^{(0)} \right\rangle,
\]

where \( E_K^{(0)}, \left| \psi_K^{(0)} \right\rangle \) are the eigenvalues and eigenkets of the Dirac Hamiltonian in commutative space, respectively. In two dimensions, \( \left| \psi_K^{(0)} \right\rangle \) is written as

\[
\left| \psi_K^{(0)} \right\rangle = \left( \left| \psi_A \right\rangle \left| \psi_B \right\rangle \right).
\]

By setting \( C = \frac{1}{\sqrt{2}} (a_y - ia_x) \), and inserting equation (40) in equation (41), we obtain the following system of equations

\[
v_F \begin{pmatrix} 0 & gC^\dagger \\ gC & 0 \end{pmatrix} \left( \left| \psi_A \right\rangle \left| \psi_B \right\rangle \right) = E_K^{(0)} \left( \left| \psi_A \right\rangle \left| \psi_B \right\rangle \right),
\]

\[E_K^{(0)} \left| \psi_A \right\rangle + v_F g C^\dagger \left| \psi_B \right\rangle = 0,
\]

\[v_F g C \left| \psi_A \right\rangle - E_K^{(0)} \left| \psi_B \right\rangle = 0.
\]

Equations (44) and (45) give

\[\left| \psi_B \right\rangle = \frac{v_F g C}{E_K^{(0)}} \left| \psi_A \right\rangle,
\]

\[- \left( E_K^{(0)} \right)^2 \left| \psi_A \right\rangle + v_F g^2 C^\dagger C \left| \psi_B \right\rangle = 0,
\]

so

\[v_F^2 g^2 C^\dagger C - \left( E_K^{(0)} \right)^2 \left| \psi_A \right\rangle = 0.
\]

In the basis of \( C^\dagger C = N \), we have

\[v_F^2 g^2 N - \left( E_K^{(0)} \right)^2 \left| \psi_A \right\rangle = 0, \text{ with } N \left| \psi_A \right\rangle = n \left| \psi_A \right\rangle.
\]

Thus, the energy spectrum is given by

\[E_{n \pm}^{(0)} \left| K \right\rangle = \pm \sqrt{v_F^2 g^2 n},
\]

which can be rewritten as

\[E_{n \pm}^{(0)} \left| K \right\rangle = \pm v_F \frac{\hbar}{l_B} \sqrt{2n}, \text{ for } n = 0, 1, 2, ...
\]

The result is in good agreement with that of ordinary quantum mechanics [39, 40]. Now, if we consider equations (44, 45), and substitute the equation (51), we get the corresponding wave function for the Dirac point \( K \)

\[\left| \psi_k^{(0)} \right\rangle = \left( \left| \psi_A \right\rangle \pm i \left| \psi_B \right\rangle \right)^t.
\]

Using the same method, the eigenvalues and eigenstates of the Dirac point \( K' \) can be obtained.
C. Perturbed System

If the dynamical noncommutativity parameter $\tau$ is non-zero, should be very small compared to the energy scales of the system, one can always treat the DNC effects as some perturbations of the commutative analogue, so we use time-independent perturbation theory to study the system in $\tau$-space. If it is non-zero, should be very small.

From Equations (35) and (36) we have

$$
x^s = \frac{1}{2\Gamma} \left( a_d + a_d^\dagger + a_g + a_g^\dagger \right), \quad y^s = \frac{1}{2\Gamma} \left( a_d - a_d^\dagger - a_g + a_g^\dagger \right),
$$

$$
p_x^s = \frac{1}{2\Gamma} \left( -a_d + a_d^\dagger - a_g + a_g^\dagger \right), \quad p_y^s = \frac{i}{2\Gamma} \left( a_d + a_d^\dagger - a_g - a_g^\dagger \right),
$$

with

$$
\Gamma = \frac{1}{\sqrt{2}\Gamma_B}.
$$

By introducing

$$
n = n_d + n_g \quad \text{and} \quad m = n_d - n_g,
$$

the eigenkets of the Hamiltonian could be represented as follows

$$
\left| n_d = \frac{n + m}{2}, \quad n_g = \frac{n - m}{2} \right>,
$$

we distinguish the following states:

| Ground state     | n=0, m=0          | (0,0) |
|------------------|-------------------|-------|
| First excited state | n=-1, m=1         | (1,0) |
|                   | n=-1, m=-1        | (0,1) |
| Second excited state | n=-2, m=2         | (2,0) |
|                   | n=-2, m=0         | (1,1) |
|                   | n=-2, m=-2        | (0,2) |
| Third excited state | n=-3, m=3         | (3,0) |
|                   | n=-3, m=1         | (2,1) |
|                   | n=-3, m=-1        | (1,2) |
|                   | n=-3, m=-3        | (0,3) |

Now, let move to calculate the different elements in our perturbed Hamiltonian. We start with $x^s y^s$, thus using equation (53) we have

$$
x^s y^s = \frac{1}{8\Gamma^2} \left[ a_d^3 - a_d^2 a_d - a_d^2 a_g - a_d a_d^\dagger a_g - a_d a_d^\dagger a_g^\dagger - a_g a_d^\dagger a_d + a_g a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger - a_d a_d^\dagger a_d^\dagger + a_g a_g^\dagger a_g^\dagger \right].
$$

(57)

Corrections due to $x^s y^s$ on energy spectrum to the first order is given by

$$
\langle n_d, n_g | x^s y^s | n_d, n_g \rangle,
$$

(58)

where for the ground state, we have $(0,0) x^s y^s (0,0)$, and using equation (57), one can check that

$$
\langle 0,0 | x^s y^s | 0,0 \rangle = 0.
$$

(59)
The first excited state is two fold degenerate \( |1,0 \rangle \) and \( |0,1 \rangle \), so we have the following perturbed matrix

\[
\begin{pmatrix}
0,1 | x^+y'^2 | 0,1 \\
0,1 | x^+y'^2 | 1,0 \\
1,0 | x^+y'^2 | 0,1 \\
1,0 | x^+y'^2 | 1,0
\end{pmatrix}.
\]

(60)

By doing necessary calculations we can show that the matrix element \( \langle 0,1 | x^+y'^2 | 0,1 \rangle \) vanishes

\[
\langle 0,1 | x^+y'^2 | 0,1 \rangle = 0,
\]

(61)

with the same calculations we can also check that the contributions of the rest of the matrix elements in equation (60) vanish.

The second excited state is three fold degenerate \( |2,0 \rangle, |1,1 \rangle, |0,2 \rangle \) and it is given by \( 3 \times 3 \) matrix. One can check again that its elements vanish.

In general one can show that to the first order the term \( x^+y'^2 \) in equation (31) has no correction to the energy of the system. Now, we calculate the second order contribution of \( x^+y'^2 \). For the ground state we should find the non-zero matrix elements \( \langle n_d, n_g | x^+y'^2 | 0,0 \rangle \), where the non-zero values are as follows:

\[
\{ \langle 3,0 | a_d^{13} | 0,0 \rangle, \langle 0,3 | a_g^{13} | 0,0 \rangle, -\langle 2,1 | a_d^{13} a_g^{13} | 0,0 \rangle, -\langle 1,2 | a_g^{13} a_d^{13} | 0,0 \rangle, -\langle 0,1 | a_d a_d a_g | 0,0 \rangle, -\langle 0,1 | a_d a_g a_d | 0,0 \rangle, -\langle 1,0 | a_g a_d a_d | 0,0 \rangle, -\langle 1,1 | a_g a_d a_d | 0,0 \rangle \}.
\]

Now, we consider the two other terms in equation (31) i.e., \( y'^2 p_g^s, p_g^s y'^2 \). Employing the relation

\[
[p_g^s, y'^2] = -2i\hbar y'^s,
\]

(62)

we rearrange the terms \( y'^2 p_g^s + p_g^s y'^2 \) as

\[
y'^2 p_g^s + p_g^s y'^2 = 2 p_g^s y'^s + 2i\hbar y'^s.
\]

(63)

Therefore, we calculate the contribution of \( p_g^s y'^s \) thus we have

\[
x^+y'^2 = -\hbar^2 [a_d^{13} - a_d a_d a_d - a_d a_g - a_d a_d a_g + a_d a_d a_d + a_d a_d a_g - a_d a_d a_d]
\]

(64)

One can check that the non-vanishing matrix elements of \( p_g^s y'^2 \) are the same as \( x^+y'^2 \), so we proceed to calculate these non-vanishing matrix elements. We use the following useful relation

\[
\left( a_d^{13} \right)^{n_d} \left( a_g^{13} \right)^{n_g} | 0,0 \rangle = \sqrt{n_d! n_g!} | n_d, n_g \rangle,
\]

(65)

thus we have

\[
\langle 3,0 | a_d^{13} | 0,0 \rangle = \sqrt{6} \langle 3,0 | 3,0 \rangle = \sqrt{6},
\]

(66)

\[
\langle 0,3 | a_g^{13} | 0,0 \rangle = \sqrt{6},
\]

(67)

\[
\langle 2,1 | a_d^{13} a_g^{13} | 0,0 \rangle = \sqrt{2} \langle 2,1 | 2,1 \rangle = \sqrt{2},
\]

(68)

\[
\langle 1,2 | a_g^{13} a_d^{13} | 0,0 \rangle = \sqrt{2}.
\]

(69)
\[ \langle 0, 1 | a_d a_d^\dagger a_g | 0, 0 \rangle = \langle 0, 1 | 0, 1 \rangle = 1, \]  
\tag{70}

with the same method we find

\[
\begin{align*}
\langle 0, 1 | a_d a_d^\dagger a_g^\dagger | 0, 0 \rangle &= \langle 0, 1 | a_d^\dagger a_d a_g | 0, 0 \\
&= \langle 1, 0 | a_d a_d^\dagger a_g | 0, 0 \\
&= \langle 1, 0 | a_d^\dagger a_g | 0, 0 \rangle = 1.
\end{align*}
\tag{71}
\]

Finally, we calculate the contribution of the last term in equation (31), i.e. 2i\hbar y^s. So the first order contribution of this term on the ground state is zero

\[ 2i\hbar \langle 0, 0 | y^s | 0, 0 \rangle = 0. \]  
\tag{72}

For the second order contribution, only \( a_d^\dagger \) and \( a_g^\dagger \) have non-zero contribution

\[ \langle 1, 0 | a_d^\dagger | 0, 0 \rangle = 1, \]  
\tag{73}

\[ \langle 0, 1 | a_g^\dagger | 0, 0 \rangle = 1. \]  
\tag{74}

One can check that the corrections due to \( 2i\hbar y^s \) on excited states (degenerate states) to the first order is zero. Thus we find that to the first order of perturbation, the corrections due to \( H^{(\tau)}_K \) on the excited degenerate states vanish.

**D. Upper bound on dynamical noncommutative parameter \( \tau \)**

In this subsection, we put an upper bound on the DNC parameter \( \tau \) using the accuracy of the energy measurement. The second order correction to the energy of the system is given by

\[ E_n^{(2)} = \sum_{k \neq n} \frac{\left| \langle \varphi_n | H^{(\tau)} | \varphi_k \rangle \right|^2}{E_n^{(0)} - E_k^{(0)}}, \]  
\tag{75}

but

\[ \left| \langle \varphi_n | H^{(\tau)} | \varphi_k \rangle \right|^2 \propto \frac{\hbar}{\Gamma_F^2 v_F^2 \tau^2}, \]  
\tag{76}

and

\[ E_n^{(0)} - E_k^{(0)} \propto \hbar \Gamma v_F, \]  
\tag{77}

where lower index 0 refers to the ground state.

\( E_n^{(2)} \) should be equal or less than the accuracy of the energy measurement. \( E_n^{(2)} \leq 10^{-3}\text{eV} \) \cite{39}, thus we have

\[ \frac{\hbar}{\Gamma_F^2 v_F^2 \tau^2} \leq 10^{-3}\text{eV}. \]  
\tag{78}

Using the following numerical values of relevant quantities: \( l_B \approx 2.5 \times 10^{-8} \text{ m} \) (for B=1 Tesla) ; \( v_F \approx 10^6 \text{m/s} \) and \( \hbar \approx 6 \times 10^{-15}\text{eVs} \), thus, the DNC parameter \( \tau \) satisfies

\[ \sqrt{\tau} \leq \frac{1}{10^{-7}} \text{ m}^{-1}. \]  
\tag{79}

Using the relation 1 Fermi\(^{-1} \approx 200 \text{ MeV} \), one can get

\[ \sqrt{\tau} \leq 10^{-6}\text{MeV} = 1\text{eV}. \]  
\tag{80}

Clearly, this bound is not a stringent bound. But if we take the accuracy of energy measurement \( 10^{-12}\text{eV} \) \cite{45, 46} (as in atomic physics), we obtain a much better stringent bound.

It is worth mentioning that the upper and lower bounds on the NC parameter \( \Theta \) were obtained in \cite{31, 47, 48}.
E. Thermodynamic properties- Dynamics at zero temperature

We pursue to determine the thermodynamic properties of the graphene under a magnetic field in DNC space at zero temperature. For many applications of interest to physicists the temperatures are “small”, so the zero temperature limit is correct and valid. At $T = 0$ the ground state of a system of $N$ fermions will have all single particle energy levels filled up to the Fermi energy $E_F$ and the remainder empty. In what follows we study the thermodynamic properties of graphene as a relativistic Fermi system in DNC space and at $T = 0$. In [49], the equations of state for the extreme relativistic case ($E = |\vec{p}|c$) at $T = 0$, are summarized as follows:

$$n(p_F) = \frac{g p_F^3}{6\pi^2 \hbar^3},$$  

and

$$u(p_F) = \frac{g c p_F^4}{8\pi^2 \hbar^3},$$

$$\mu = p_F c,$$

$$P = \frac{1}{3} u,$$

$$\frac{dP}{dn} = \frac{c}{3} p_F = \frac{1}{3} \mu,$$

$$\gamma = \frac{4}{3}.$$  

where $n$, $u$, $\mu$, $P$, $p_F$ and $g = 2s + 1$, are density of electrons, density of energy, chemical potential, pressure of the system, Fermi momentum and degeneracy factor (that counts the number of states available with the same momentum and position, where $s$ stands for spin), respectively. As we mentioned before, in the ground state of the N-fermion system, the particles occupy the lowest energy states available. Those states with energy below $E_F$ have unit probability to be occupied, those with energies above $E_F$ remain empty. On the other hand, it is well known fact in quantum mechanics that, for the ground state, the second-order perturbation energy correction term is negative. So the correction obtained in subsection “III D” for the ground state is negative, and therefore we have

$$E_F^{\tau \neq 0} < E_F^{\tau = 0}. $$  

By considering together equations (81-86) and (87), we find the interesting relations between thermodynamics properties of graphene in the DNC space and commutative one, which are summarized as follows

| $n$ $\neq 0$ $< n$ $= 0$  |
| $u$ $\neq 0$ $< u$ $= 0$  |
| $\mu$ $\neq 0$ $< \mu$ $= 0$  |
| $P$ $\neq 0$ $< P$ $= 0$  |
| $(dP/dn)$ $\neq 0$ $> (dP/dn)$ $= 0$  |
| $\gamma$ $\neq 0$ $= \gamma$ $= 0$.  |

It is worth mentioning that the dynamical noncommutative graphene is more compressible than the commutative one.

$$\left(\frac{dn}{dP}\right)^{\tau \neq 0} > \left(\frac{dn}{dP}\right)^{\tau = 0}.$$  

So, in summary, the behavior of graphene at zero temperature might play an important role in understanding more the dynamical noncommutativity and the structure of space-time.
IV. CONCLUSION

It is very interesting to investigate fundamental phenomena in DNC space. In this work, we have studied the effects of DNC space on the graphene in the presence of an external constant magnetic field. Graphene is described by Dirac equation so we investigate the Dirac equation in DCN space and derive the corrections due to dynamical noncommutativity on the Hamiltonian and energy spectrum. Moreover, using the accuracy of energy measurement we set an upper bound on DNC parameter $\sqrt{\tau} \leq 1$ eV, a bound that is not very stringent. Of course, that indicates that there is no contradiction between DNC effects and graphene’s physics. Then, we investigated some thermodynamic characteristics of the considered system at zero temperatures. We showed that, there are significant differences between thermodynamics properties of graphene at low temperatures in commutative and DNC spaces. Therefore high-precision very low temperature techniques can be used to determine whether there exists dynamical noncommutativity of space in nature.
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