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Abstract—We consider the non-line-of-sight (NLOS) imaging of an object using the light reflected off a diffusive wall. The wall scatters incident light such that a lens is no longer useful to form an image. Instead, we exploit the 4D spatial coherence function to reconstruct a 2D projection of the obscured object. The approach is completely passive in the sense that no control over the light illuminating the object is assumed and is compatible with the partially coherent fields ubiquitous in both the indoor and outdoor environments. We formulate a multi-criteria convex optimization problem for reconstruction, which fuses the reflected field’s intensity and spatial coherence information at different scales. Our formulation leverages established optics models of light propagation and scattering and exploits the sparsity common to many images in different bases. We also develop an algorithm based on the alternating direction method of multipliers to efficiently solve the convex program proposed. A means for analyzing the null space of the measurement matrices is provided as well as a means for weighting the contribution of individual measurements to the reconstruction. This paper holds promise to advance passive imaging in the challenging NLOS regimes in which the intensity does not necessarily retain distinguishable features and provides a framework for multimodal information fusion for efficient scene reconstruction.

Index Terms—Non-line-of-sight propagation, Image fusion, Sensor fusion, Spatial coherence, Optical propagation

I. INTRODUCTION

Identifying an object from indirect light can provide critical information in many practical applications, e.g., in defense, collision avoidance, or emergency situations. Non-line-of-sight (NLOS) imaging is a brand new area of research, where state-of-the-art methods either use controllable coherent sources (lasers) as in [1], or require some active modulation of the field after reflection from the object [2]. Scenes can be imaged by bouncing laser pulses off the wall and measuring intensity [3], or time-of-flight [4]–[6]. A central theme of these works is the isolation of ballistic photons (direct carriers of information about the object) from the diffusely scattered photons, which have lost the history of their interaction with the object. Inherent to these methods, the source is highly coherent and under the control of the observer.

By contrast, here we assume partially coherent sources (e.g., fluorescent or LED light, as well as sunlight), which are outside the control of the observer. We refer to this problem as Passive NLOS imaging.

An example of such a problem is illustrated in Fig. 1. An object is hidden from view by the obstructing Wall 1, and a complex camera measures light reflected from Wall 2. There may also be a shadow (i.e., spatial variation in intensity pattern) on the wall, whose edge resolution decreases with the decrease of the field’s spatial coherence; contrast the highly coherent case in Fig. 1(b) with the lower coherent case in Fig. 1(c). In addition, a second source floods the wall with light, see Fig. 1(d). While a lensed camera may still be able to image the shadow, the image quality will be degraded due to noise and quantization error.

Existing approaches to the passive imaging problem have relied mostly on intensity-only measurements; for example by assuming some known occlusions are also present, as in the “accidental” pinhole camera [7], or the “corner” camera [8]. Other related problems which use intensity or light-field measurements concern imaging through volumetric scattering in turbid media such as fog [9], [10] or water [11], [12], and their solutions require weak scattering. However, some recent use of the autocorrelation in intensity at different locations seems promising to work under more relaxed scattering assumptions [13]. Phase-space measurements have also been used for imaging [14] or for determining the three-dimensional location of point sources embedded in biological samples [15].

The imaging problem of concern here assumes surface scattering is stronger than volumetric scattering. One such instance was recently demonstrated for scattering from walls at grazing angles [16]. In ideal cases, this may allow images to be formed from the reflection with a normal lensed camera (recent work even suggests this phenomenon accounts for mirages previously attributed to air temperature differentials [17]).

Here, we consider the less ideal case, where a useful image cannot be formed using a regular camera, but information is
still retained in the spatial coherence of the reflected light.

The spatial coherence $W$ of an electric field $E$ at two points $r_1, r_2$ is defined as an ensemble average over random field realizations

$$W(r_1, r_2) = \langle E(r_1)E^*(r_2) \rangle,$$

where $*$ denotes the complex conjugation, and $(\cdot)$ is an ensemble average over field realizations (see [18]). As customarily used in optics, we work with $W$ in rotated coordinates: the midpoint $r = (r_1 + r_2)/2$, and displacement $\rho = r_1 - r_2$, yielding $W(r, \rho) = \langle E(r + \rho/2)E^*(r - \rho/2) \rangle$. Note that the intensity of the field $I(r) = W(r, 0)$.

In line-of-sight (LOS) imaging, coherence preserves information such that a 3D scene can be reconstructed [19]. Recently, the retention of information was noted experimentally in NLOS sensing [16]. Here, we propose an imaging method, which demonstrates the ability to reconstruct discernible 2D projections of obscured objects in NLOS settings, by leveraging the experimentally-verified physical models of [16].

Coherence has classically been measured using double slits [20] with modern experiments realizing the slits using digital micromirror devices [21]. Many other modern techniques have also emerged including use of shearing interferometers [22], microlens arrays [23] and phase-spacetime tomography [24].

Our approach is physics-driven in the sense that we use established physics-based models from the theory of light propagation and scattering to describe the transformation between the source image and the measurements [25]. The proposed imaging method is based on a multi-modal data fusion. We formulate and study a convex optimization problem, and propose an algorithm for solving it based on the Alternating Direction Method of Multipliers (ADMM) [26]. The optimization problem incorporates regularization for sparsity, and reconstructs the image in a suitable transformed basis in which the source image is assumed to have a sparse representation.

In contrast with some existing fusion approaches, which merge multiple images in a spatial or wavelet domain [27]–[29], our method reconstructs a single image by fusing multiple measurement types at different spatial scales while exploiting their respective propagation models. In spirit, our approach to fusion relates to that of [30], where a convex optimization problem is devised to pansharpen medical images.

We provide a means of assessing the null space of the model, and a weighting scheme and decision framework by which individual samples of a measurement may be excluded.

The simulated results demonstrate the concept of NLOS imaging using spatial coherence. We further give examples of fusion, and show how the null space of the measurement transformations can be analyzed.

The paper is organized as follows. In Section [II], we review the physical models for propagation and scattering. In Section [III], we formulate the NLOS image reconstruction problem and describe the algorithm. The results of running the algorithm are presented in Section [IV]. In Section [V], we discuss possible extensions to this work and how our work fits into a practical framework. The details of the optimization algorithm are described in Appendix [A], and details of the physical model are given in Appendix [B].

### A. Notation

Vectors and matrices are denoted using bold-face lower-case and upper-case letters, respectively. Given a vector $a$, its $\ell_p$-norm is denoted by $\|a\|_p$ and $a(i)$ is the $i$th element. The diagonalization operator $\text{Diag}(a)$ returns a matrix with the elements of $a$ along the diagonal. The vectorization of an $M \times N$ matrix $A$ is denoted $\text{vec} \{A\}$, with the result taking the form of an $MN$ element vector. The unit vector with a one in the $i$th entry is denoted $e_i$. Matrices or vectors containing all ones or all zeros are denoted $1$ and $0$, respectively, where the dimensions will be clear from the context. The Hadamard product $\circ$ returns the element-wise product of its arguments. A weighted norm is defined as $\|a\|_2^\alpha = a^*(\text{Diag} \gamma)a$.

The 2D Fourier transform of a function $f(x, y)$ is denoted $\mathcal{F}\{f(x, y)\}(\omega_x, \omega_y)$, where $\omega_x$ and $\omega_y$ are angular frequencies. The 2D Discrete Fourier Transform (DFT) of matrix $A$ is expressed as $F_1 A F_2$, where $F_1$ and $F_2$ are the 1D DFTs along the columns and rows of $A$, respectively. The notation $* \cdot \cdot$ is used to indicate both the continuous and discrete forms of the two-dimensional convolution operator.

### II. Physical Model

In this section, we describe the physical model. More details regarding the derivations of the equations can be found in Appendix [B]. Additional details regarding the models, including experimental verification, can be found in [16].

We consider the wave model in which a light source emits a random field. It is assumed that light propagates along the longitudinal $z$-axis direction according to the Fresnel model, where the normals to the wave front make small angles with the direction of propagation.

The approach works with targets in which the projection on the z-axis is much smaller compared to the (optical) distance $d$ to the detector (a requirement which is met in many practical situations), thus reducing the problem to that of reconstructing a 2D image; see the illustration in Fig. [2](a).

In the Fresnel model, given a 2D intensity function $I(r)$, the coherence of the light after propagating distance $d$ can be calculated using the linear transformation

$$W_d(r, \rho) = C(r, \rho) \mathcal{F}\{H(r - r')I(r')\}(kp/d) \quad (1)$$

where

$$C(r, \rho) = \frac{2\pi\sigma^2}{\lambda^2d^2} \exp \left(\frac{ik}{d}r \cdot \rho\right), \quad (2)$$

$$H(r) = \exp \left(-\frac{\sigma^2k^2\|r\|^2}{2d^2}\right), \quad (3)$$

$\lambda$ is the wavelength, $k = 2\pi/\lambda$ is the wave number, and the Fourier transform is 2D with regard to the $x$ and $y$ components of $r'$ (see Appendix [B] for derivation). The variable $r'$ indicates spatial position in the object plane, whereas $r$ indicates spatial position along the wall.

Because $\rho$ appears in the argument to the Fourier transform of $I$, a natural way to measure the coherence function $W_d(r, \rho)$ is along the $\rho_x$ and $\rho_y$ axes with $r$ fixed, i.e. measure a 2D slice of the 4D coherence function. We will refer to a set of measurements along this slice as a coherence sample. An
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\[
\lambda \text{ fixed, and the plot is over } \rho. \text{ The simulation parameters are } \lambda = 525 \mu \text{m and } \sigma = 2.5 \mu \text{m.}
\]

For the interaction with the wall, the angular spread of photons can be assumed to be governed by a Gaussian function [15], [33]. The standard deviation of the angular spread along the x and y axes is \( w = (w_x, w_y) \). The geometry of the scene is such that the angles of incidence and reflection are fairly close, which results in a specular reflection due to surface scattering. Due to the paraxial nature of the incident waves, coupled with the narrow spread of the specular reflection [34], we can use the approximation

\[
W_S(r, \rho) \approx S(\rho)W_d(r, \rho)
\]

and the intensity of the scattered field

\[
I_S(r) = \frac{2\pi\sigma^2}{\lambda^2 d^2} H(r) \ast I(r),
\]

where \( \ast \) is the 2D convolution operator. Fig. 2(d) shows the results of wall scattering with parameters \( w = (1 \mu \text{m}, 6 \mu \text{m}) \).

To achieve spatial diversity, a full reconstruction will typically require a collection of 2D coherence samples, each centered at a different \( r \). An example collection of 49 samples is given in Fig. 2(e) showing the coherence incident to the wall, with the \( r \) falling onto a \( 7 \times 7 \) grid. The corresponding scattered coherence functions are shown in Fig. 2(f).

We remark that while the 2D intensity function constitutes a slice of the 4D coherence function, cameras used to measure intensity differ from devices used to measure coherence, therefore they are commonly considered as different modalities.

III. Non-Line-of-Sight Image Reconstruction

In this section, we turn to the problem of reconstructing the opacity profile of the object. This 2D profile is represented in discretized form by matrix \( G \), which has vectorized form \( \text{vec} \{ G \} \). Matrix \( G \) is formed by sampling the opacity profile on a uniform grid over the finite support of the profile. First, we consider reconstruction using intensity-only measurements in the presence of ambient light from secondary sources. Then, leveraging the physical model for spatial coherence introduced in Section II, we develop the reconstruction framework using coherence measurements. Finally, we define the complete problem in which we fuse information from both modalities and exploit the natural sparsity of the object’s profile.

A. Intensity Measurements

The intensity pattern on the wall may be measured using a variety of readily available devices. For example, if intensity variations are strong enough, a simple Charge-Coupled Device (CCD) camera with a suitable lens may be used. At the other extreme, a device such as an Electron Multiplying CCD (EMCCD) can distinguish minute intensity variations, due to the camera’s high single photon sensitivity.

We define the intensity measurement matrix \( \Phi^I \), which samples the scattered intensity function \( I_S(r) \) in (6) at the wall. Hence, in discretized form

\[
\Phi^I g = \frac{2\pi\sigma^2}{\lambda^2 d^2} \text{vec} \{ H \ast (1 - G) \}
\]

where \( H \) is the discretized Gaussian kernel \( H(r') \) defined in [3]. Because \( G \) is an opacity profile, the intensity in the object plane takes the form \( 1 - G \), where the 1 term represents the light incident on the object immediately prior to obstruction.

In the experiments, we implement (7) using a linear convolution, i.e., elements outside the boundaries of the domain of \( r' \) are set to zero. This operation is performed through the use of convolution matrices such that the grids of \( r \) and \( r' \) may be different. If the grids are the same, we could also use the Fast Fourier Transform (FFT) to perform a fast circular convolution.
Therefore, to recover an estimation of the object profile \( g \) from intensity measurements (see Section III-C for a discussion of the null space), we formulate the convex program

\[
\min_{g, \alpha} \| \Phi' g + \alpha a - y' \|_2^2 ,
\]

where \( y' \) is the measurement vector. This formulation includes a free coefficient \( \alpha \) along with an associated vector \( a \) modeling the ambient light. Specifically, vector \( a \) captures the spatial intensity distribution of the ambient light on the wall and the coefficient \( \alpha \) represents its magnitude. Here, we set \( a = 1 \), i.e., the ambient light blankets the wall with constant intensity.

While this problem may be successful if a clear shadow is discernible, two major factors limit its effectiveness. First, the shadow will be faint if there is significant ambient light present. Although the shadow can be measured with sensitive cameras, the Signal-to-Noise Ratio (SNR) falls as the amount of ambient light increases. Second, if the coherence of the light sources is low, the edges of the shadow will be indistinct due to diffraction, making the reconstruction ill-posed; this effect can be seen as a manifestation of the convolution in (6).

### B. Coherence Measurements

To address the aforementioned limitations of the intensity-based approach, we develop a framework for reconstruction from coherence measurements next.

As described in the introduction, an increasing number of techniques have been developed for capturing coherence information. An example of practical measurements matching the requirements of our approach can be found in [16], which makes use of a Dual Phase Sagnac Interferometer (DuPSaI).

We define the coherence measurement matrix \( \Phi r \), which samples the scattered coherence function along the \( \rho x \) and \( \rho y \) axes at a fixed \( r \). Obtaining a discretized form of the function in (4), we can write

\[
\Phi r g = \text{vec} \{ S \circ C_r \odot (F_1 [H_r \odot (1 - G)] F_2) \} .
\]

Matrix \( S \) is the discretized form of the function \( S(\rho) \) defined in (5), which represents the scattering effects of the wall. Matrix \( C_r \) is the discretized form of the function \( C(r, \rho) \) defined in (2), which is one component of the free-space propagation operator. Both \( S \) and \( C_r \) are discretized along the \( \rho x \) and \( \rho y \) axes using the same set of points as \( \Phi r \), with \( C_r \) using the same fixed \( r \) position as \( \Phi r \). The other component of the free-space propagation operator is matrix \( H_r \), which discretizes the function \( H \) defined in (2). Specifically, this matrix contains samples of \( H(r - r') \), with \( r \) fixed, and \( r' \) falling on the same discrete grid as \( G \).

Calculation using the measurement matrix \( \Phi r \) admits a tractable form, requiring only element-wise products and Fourier transforms, which may be implemented using the FFT.

The measurement vector corresponding to the coherence sample at \( \Phi r \) is labeled \( y r \). We define the set \( R \) containing the values of \( r \) at which the full collection of coherence samples are made. To perform the reconstruction using coherence measurements, we consider the least squares formulation,

\[
\min g \sum_{r \in R} \| \Phi r g - y r \|_2^2 .
\]

A major factor influencing the quality of the coherence measurements are the geometry and characteristics of the wall which determine the amount of scattering. Because these factors may vary depending on spatial position along the wall, the different sets of measurements \( y r \) within the collection may vary in their quality, or some may be unusable. We will explore such a scenario in Section IV-B.

Given the geometry of the scene, the ambient light that reaches the detector will necessarily result from diffuse scattering (i.e., specularly reflected ambient light from secondary sources will not reach the detector due to unequal angles of incidence and reflection). Because there is a Fourier transform relationship between scattered photon angle and coherence (see Appendix B for more details), the large angle diffuse spread in the ambient light introduces a narrow peak in the coherence function at \( \rho = 0 \) [33], [35]. Recalling the relationship between intensity and coherence \( I(\rho) = W(\rho, 0) \), we can see that the peak exactly coincides with the intensity measurements. Therefore, the ambient light tends to dominate the intensity measurements and obscure the shadow. On the other hand, this diffusely scattered ambient light has little effect on the coherence function away from \( \rho = 0 \), where the specular component of reflection (containing information about the object) dominates. For this reason, spatial coherence coordinates for which \( \| \rho \|_2 < \rho \) are excluded. We remark that unlike [8], this exclusion obviates the need for an ambient term for the coherence measurements in the formulation of (10).

### C. Fusion Framework

As mentioned in the previous sections, it is possible that one or another modality may be of a lower quality, and therefore it is advantageous to use both intensity and coherence modalities in the same reconstruction.

Additionally, the profile \( g \) is likely to admit a sparse representation \( x \) in a particular basis \( \Psi \). Here, we use the two-dimensional Discrete Cosine Transform (DCT) as the sparsifying basis \( \Psi \) (in which it is well established that natural images possess a sparse representation [36]), however, another basis such as a wavelet basis could also be used. As such, the object profile can be expressed as \( g = \Psi x \). We then include \( \| x \|_1 \) as a regularization term to promote sparsity in the reconstruction, where the \( \ell_1 \)-norm is a convex relaxation of the \( \ell_0 \)-norm [27].

To fuse information from both modalities and exploit the sparsity of the opacity profile in \( \Psi \), we can readily formulate the convex program

\[
\min_{x, \alpha} \| x \|_1 + \| \Phi' \Psi x + \alpha a - y' \|_2^2 + \mu \sum_{r \in \mathcal{R}} \| \Phi r \Psi x - y r \|_2^2 ,
\]

where \( \kappa \) and \( \mu \) are used to balance the objectives.

### D. Algorithm

To solve (11), we propose an iterative algorithm based on the ADMM approach first introduced in [20]. This algorithm
performs a dual ascent using the Augmented Lagrangian [38], which can be written as

\[
L_\beta(x, \alpha, z, y) = \kappa \|z\|_1 + \|\Phi^T \Psi x + \alpha a - y^f\|_2^2 + \mu \sum_{r \in \mathcal{R}} \left[ \|\Phi^T_r \Psi (x - z)\|_2^2 + \Re\{y^s (x - z)\} + \frac{\beta}{2} \|x - z\|_2^2 \right]
\]

where \(y\) is the Lagrange multiplier. We solve the minimization using the following updates at each step \(k\):

\[
x^{k+1}, \alpha^{k+1} = \arg \min_{x, \alpha} L_\beta (x, \alpha, z^k, y^k), \quad (12)
\]

\[
z^{k+1} = \arg \min_{z} L_\beta (x^{k+1}, \alpha^{k+1}, z, y^k), \quad (13)
\]

\[
y^{k+1} = y^k - \beta (z - x), \quad (14)
\]

where the initial values \(x^0, \alpha^0, z^0, y^0\) are zero. The stopping criteria consist of thresholds placed on the residuals [29]. Specifically, the algorithm stops if the norm of the primal residual \(\|x^k - z^k\|_2 < \epsilon_{\text{pri}}\) and the norm of the dual residual \(\|\beta (x^k - x^k)\|_2 < \epsilon_{\text{dual}}\). Here, \(\epsilon_{\text{pri}} = 0.5\) and \(\epsilon_{\text{dual}} = 10^{-6}\).

Details regarding the calculation of the \(x\) and \(z\) update steps are given in Appendix A.

### E. Mapping of Null Space

Due to various factors in the propagation and scattering process, the measurement matrices \(\Phi^I\) and \(\Phi^C\) will typically possess a null space. We use the general notation \(\Phi_i\) to refer to the \(i\)th measurement matrix, which may take the form of \(\Phi^I\) or \(\Phi^C\), depending on the enumeration order of the matrices.

We can characterize the null space associated with measurement \(i\) as follows. The degree of coherence between the \(j\)th element of the object profile \(g_j\) and the measurement can be quantified by \(\tau_i(j) = \|\Phi_i e_j\|_2\). If \(\tau_i(j)\) is close to zero, i.e., the SNR is very small, the element is considered to be in the null space of the measurement.

Similarly, we can look at the degree of coherence in the sparse domain using a similar operator \(\tilde{\tau}_i(j) = \|\Phi_i \Psi e_j\|_2\).

The null space map may be especially useful when an explicit model is not known, for example in data-driven approaches.

### F. Sample Weighting

It may improve the results if we can exclude certain measurements from the reconstruction rather than give equal weight to all measurements in the samples. To this end, we can substitute a weighted norm \(\|\cdot\|\) for \(\|\cdot\|_2\) in place of any of the Euclidean norms \(\|\cdot\|_2\) in (11).

If the noise is known, the sample weight vector for the \(i\)th measurement can be constructed using the decision metric

\[
v_i(j) = \left( \frac{1}{n_i} \right)^{\frac{1}{2}} \eta \sum_{k=1}^N \frac{\|\Phi_k \Phi^*_r e_j\|_2}{n_k}, \quad (15)
\]

where \(j\) is the sample number, \(n_i\) is the noise level present in measurement \(i\), and \(\eta\) is a calibration constant. This is a metric similar to the Transform Point Spread Function found in [39]. For a given measurement sample, this metric finds other samples which are coherent with the same image pixels. A given sample will be included in the optimization if it has a higher SNR than the other measurements.

### G. Extensions

Here, we comment on possible extensions to the framework.

We are not constrained to problems in which the object is blocking light, but can also work in reflective scenarios. This can be accomplished by redefining \(G\) as the reflectivity rather than opacity of the object, and making the simple substitution \(1 - G \rightarrow G\) in (11) and (12).

The problem (11) includes a single weight \(\mu\) associated with the measurements. We may instead associate a weight coefficient with each measurement matrix in (11). These could be adjusted along a continuum to control the impact of particular samples. If the magnitudes of measurements are significantly different, these weights can maintain balance, e.g., by setting \(\mu_i = 1/\|y_i\|_2^2\). If there is Gaussian noise in the measurements with known magnitude, the Bayesian Compressive Sensing methodology can be used [40].

Another possible extension to the optimization problem is to incorporate an auto-scaling coefficient, e.g., to handle cases when the magnitudes of measurements from different modalities are not calibrated to the same scale. To this end, we can add a scaling coefficient \(B\) to some of the measurements by making the substitution \(y_i \rightarrow By_i\), and updating \(B\) in step (12). With this modification, the problem (11) remains convex.

### IV. Numerical Results

We now present examples demonstrating the proposed method laid out in Section III and making use of optimization problem (11). In all examples, the opacity profile of the actual object is as shown in Fig. 3(a) with corresponding DCT in (b).

![Fig. 3. (a) Actual opacity used at object plane in forward model for all results. (b) Corresponding DCT. The color range for the DCT plot is restricted to [0, 10] to highlight components with smaller magnitudes.](image-url)
the coherence measurements have resolution $51 \times 51$ pixels (with the domain of $\rho$ varying depending on the example). A constant value of 100 is added to all intensity measurements to model ambient light; this offset will be absorbed by the coefficient $\alpha$ in (11).

A. Non-line-of-sight Imaging

We first demonstrate the potential of spatial coherence measurements to enable passive NLOS imaging when no shadow information is available. Two reconstructions are included, each with wall scattering parameters set at opposite extremes.

In this example, coherence measurements are made on the same spatial grid as shown in Fig. 2(f). The simulation parameters are $\sigma = 5 \, \mu m$, $n_{C} = 10^{-3}$, $\kappa = 0$, and the coherence measurements are over domain $\rho_{x}, \rho_{y} \in [\pm 15 \, \mu m]$. Fig. 4(a) and (b) shows the reconstructed image and DCT for a wall with relatively little scattering, where the scattering parameters are set to $w = (3 \, \mu m, 18 \, \mu m)$.

For comparison purposes, pixels in the reconstructed images with value $> 1$ are set to one and values $< 0$ are set to zero.

For the top half of the wall, the intensity measurements only cover the top half of the wall. The light is not coherent enough to reveal the edges of the star. Fig. 5(b) shows the reconstructions results when only this sample is used.

Next, the coherence samples shown in Fig. 5(c) are also included in the reconstruction to augment the intensity measurements. Fig. 5(d) shows the improved results. In the top half of the reconstruction, the coherence measurements contain more information about the high frequency components of the object profile and therefore dominate the reconstruction providing sharper edges. However, because these coherence measurements only cover the top half of the wall, the intensity contains more information about the bottom half of the object, albeit only at lower frequencies thus resulting in less definition.

B. Fusion of Intensity and Coherence Measurements

As demonstrated in the next example, by fusing intensity and coherence measurements, a better reconstruction can be made as compared to using either modality alone.

The simulation parameters used in this example are $\sigma = 2.5 \, \mu m$, $n_{I} = 5 \times 10^{-2}$, $n_{C} = 10^{-2}$, $w = (2 \, \mu m, 6 \, \mu m)$, $\kappa = 10^{-3}$, and $\rho_{x}, \rho_{y} \in [\pm 10 \, \mu m]$.

First, Fig. 5(a) shows an intensity sample. Note that the color range of the intensity plot has been constrained to a narrow range to clearly show the shadow. The light is not coherent enough to reveal the edges of the star. Fig. 5(b) shows the reconstructions results when only this sample is used.

Next, the coherence samples shown in Fig. 5(c) are also included in the reconstruction to augment the intensity measurements. Fig. 5(d) shows the improved results. In the top half of the reconstruction, the coherence measurements contain more information about the high frequency components of the object profile and therefore dominate the reconstruction providing sharper edges. However, because these coherence measurements only cover the top half of the wall, the intensity contains more information about the bottom half of the object, albeit only at lower frequencies thus resulting in less definition.

We will now provide some insight into the improvements which have been made based on Section III-E.

First, the spatial limitation inherent in coherence measurements is demonstrated. This limitation comes from the multiplication by the Gaussian term $H(r)$ in (1). In the following discussion, we denote the index of the intensity sample as $I$, and the index set of coherence samples as $C$. In Fig. 6(a), we show $\tau_{i}$ for a single coherence sample located at $r = (0, 0.8 \, m)$. Fig. 6(b) shows $\max_{i \in C} \tau_{i}$, which returns a vector containing the most coherent coherence measurements with each pixel. This is the combined effect of all coherence samples, clearly demonstrating that more samples allow more spatial coverage. In contrast, Fig. 6(c) shows $\max_{i \in I \cup C} \tau_{i}$, demonstrating that when all coherence measurements are used together with intensity measurements, virtually the entire object profile is covered.

Fig. 4. Results of NLOS object reconstruction using coherence only. The top half shows the reconstructed (a) image and (b) DCT for a wall that has relatively little scattering with $w = (3 \, \mu m, 18 \, \mu m)$. (c) and (d) show the corresponding plots for a wall with more scattering where $w = (0.25 \, \mu m, 1.5 \, \mu m)$. Pixels in the reconstructed images with value $> 1$ are set to one and values $< 0$ are set to zero.

Fig. 5. Fusion results. (a) Shows an intensity sample, and (b) shows the reconstruction using this sample alone. (c) Shows an additional measurement of scattered coherence, each sample having plot radius 5.2 $\mu m$. The measurements only cover part of the wall. (d) Shows the reconstruction when both the intensity and coherence measurements are used.

Fig. 6(a), we show $\tau_{i}$ for a single coherence sample located at $r = (0, 0.8 \, m)$. Fig. 6(b) shows $\max_{i \in C} \tau_{i}$, which returns a vector containing the most coherent coherence measurements with each pixel. This is the combined effect of all coherence samples, clearly demonstrating that more samples allow more spatial coverage.
Fig. 6. Null spaces for measurements (small values indicate an element is in the null space). Null spaces in image basis of (a) single coherence sample, (b) all coherence samples, and (c) intensity sample. Null space in DCT basis of (d) all coherence samples and (e) intensity sample. All color scales are normalized to their respective maximum values.

Fig. 6(e) shows \( \hat{\tau}_I \), which is the effect of the intensity measurements in the sparse basis. It can be seen that the coherence measurements have a stronger correlation with the high frequency components, explaining why the top half of Fig. 5(b) has improved edges over the bottom half. The low pass filtering in the intensity measurements comes from the convolution in (6) due to diffraction, whereas the filtering in the coherence measurements comes from wall scattering.

C. Improved Fusion using Sample Weighting

In some cases, simply adding new measurements is insufficient. Because of noise levels, while certain parts of the reconstruction will improve, other parts will degrade. In this cases being able to exclude individual measurements as described in Section III-F may resolve the issue. We now provide such an example.

The simulation parameters used in this example are \( \sigma = 5 \, \mu m \), \( n_I = 0.25 \), \( n_C = 10^{-4} \), \( w = (1 \, \mu m, 6 \, \mu m) \), \( \rho_x, \rho_y \in [\pm 15 \, \mu m] \), and \( \eta = 0.25 \). For Fig. 7(b), \( \kappa = 0 \) and for Fig. 7(d) and (f), \( \kappa = 1.5 \times 10^{-2} \).

Coherence measurements and the associated reconstruction are shown in Fig. 7(a) and (b) respectively. In these panels we do not use regularization, since the measurements lack noise.

If the intensity sample shown in Fig. 7(c) is also used in addition to the coherence measurements, the results in Fig. 7(d) are obtained. Here, sparsity regularization is used due to noise in the intensity measurements. Although the bottom half of the object is now visible in the reconstruction, the top half has degraded due to the intensity noise.

To resolve this problem, we calculate sample weights for the intensity measurement using (15). The results are shown in Fig. 7(e) with black representing zeros (excluded intensity samples) and white representing ones (included samples).

The result of the reconstruction using these weights is shown in Fig. 7(f), where the top half can be seen to improve.

Note that because we are regularizing in the frequency domain, noise which is spatially isolated to a particular section of the image will be coupled to other noise-free regions, and thus the top half is not ideal as possible. Using a wavelet basis may eliminate this issue.

D. Sparsity

Fig. 3(b) confirms that the DCT of this object profile is approximately sparse (disregarding the small high frequency components). At the same time, noise in the measurements tends to introduce relatively large high frequency components into the reconstruction. Therefore, one use for the sparsity regularizer in (11) is to serve as a de-noising tool.

In Fig. 8(a) we show the result of a reconstruction using noisy coherence measurements where no regularization is used, i.e. \( \kappa = 0 \). As shown in Fig. 8(b), the noise appears mostly in the high frequency components of the DCT. Fig. 8(c) and (d) show the improved results when sparsity is enforced using \( \kappa = 5 \times 10^{-4} \).
In the bottom row are roughly equal for all noise levels: a larger value of $\kappa$.

We can see in both tables that a larger noise level requires $\sigma=5$.

MSE of coherence-only measurements (average and standard deviation)

| $\kappa$ | Noise ($\kappa_C$) |
|---------|--------------------|
| 0       | 0.008              |
| 0.005   | 0.014              |
| 0.05    | 0.041              |
| 0.5     | 0.140              |

The reconstruction algorithm can leverage intensity (i.e. shadow) information when available. However, during the propagation process, intensity becomes blurred. As an alternative, we can use samples of spatial coherence, which retains information during the propagation process. However, scattering may significantly attenuate this surviving information. By fusing the two modalities, all information available in both sets of measurements may be captured. If some of the measurements have a large noise level, a decision algorithm was presented by which they may be excluded.

In our work, we assume the optical distance to be known. In [16], a technique is provided for determining the optical distance using the phase of the measurements at different spatial positions along the wall, information which is readily available in the measurements we use here. This estimation could be performed as a preprocessing step, prior to running our algorithm. The estimation of depth in the presence of scatterers has also been studied previously [11], [15], and those results may help here as well.

In our problem, we reconstruct a planar object profile. An extension of this work would be to consider three-dimensional objects, for example as was done in [41] and [42].

We conclude by noting that the measurement matrices and optimization problem, as well the sample weighting and null space characterization, are general in nature. While only two modalities were presented here, other modalities could be easily incorporated as well.

**APPENDIX A**

**OPTIMIZATION ALGORITHM DETAILS**

We define $U_i := \Phi_i \Psi_i$, and let $V_i := \text{diag} \mathbf{v}_i$ be the weight matrix associated with the weighted norms (if sample weighting is not used, then $V_i$ should be an identity matrix).

The minimization step (13) takes the analytic form [26]

$$z^{k+1} = \nabla_{\kappa, \beta} \left( z^k + y^k / \beta \right),$$

where the component-wise shrinkage operator is

$$\nabla_{a} (x_i) = \max \{ 1 - a / |x_i|, 0 \} x_i.$$

For simplicity, in the following equations we use a single summation over all samples, rather than separating the intensity sample from the coherence samples as was done in [11]. Additionally, the weight coefficient has been indexed and moved inside the summation. For coherence samples, i.e. where $i \in \mathcal{C}$, the ambient vector is set to $a_i = 0$. 

**TABLE II**

MSE of intensity-only measurements (average and standard deviation)

| $\kappa$ | Noise ($\kappa_I$) |
|---------|--------------------|
| 0       | 0.04               |
| 0.05    | 0.07               |
| 0.10    | 0.08               |
| 0.50    | 0.09               |
| 1.00    | 0.09               |
| 5.00    | 0.12               |

$\text{TABLE I}$

MSE of coherence-only measurements (average and standard deviation)

$$\text{TABLE II}$$

| $\kappa$ | Noise ($\kappa_C$) |
|---------|--------------------|
| 0       | 0.008              |
| 0.005   | 0.014              |
| 0.05    | 0.041              |
| 0.5     | 0.140              |
We solve step (12) using a gradient descent algorithm. The gradients are
\[
\nabla_{x_j} L_{\beta} = 2 \sum_{i \in \mathbb{Z}^c} \mu_i \text{Re} \left[ U_i^* V_j x - U_i^* V_j(\eta_i - \alpha a_i) \right] + \beta \text{Re} \left[ x - (z - y / \beta) \right],
\]
\[
\nabla_{\alpha} L_{\beta} = 2 \sum_{i \in \mathbb{Z}^c} \mu_i \text{Re} \left[ \alpha a_i V_j a_i - a_i^* V_j(\eta_i - \alpha U_i x) \right].
\]

The initial conditions for the gradient descent at step \(k+1\) are the values calculated at the previous step, i.e., \(x^k\) and \(\alpha^k\). The \(j^{th}\) step of the gradient descent inner loop is chosen to minimize the quadratic interpolation at points \(x^j - q(\nabla_{x_j} L_{\beta})\) and \(\alpha^j - q(\nabla_{\alpha} L_{\beta})\), where \(q \in \{0.1, 0.5, 1\}\). Let \(f^j = L_{\beta}(x^j, \alpha^j, z, k)\). The descent algorithm stops when \(\|f^{j+1} - f^j\| / f^j < \epsilon_{\text{grad}}\).

For the x-update, we use the early termination technique described in [26 §4.3.2]. This is accomplished by splitting the ADMM algorithm into two parts: first the algorithm is run with \(\epsilon_{\text{pri}} = 1, \epsilon_{\text{dual}} = 10^{-4}, \epsilon_{\text{grad}} = 10^{-3}\). Then, the thresholds are set to the final values of \(\epsilon_{\text{pri}} = 0.5, \epsilon_{\text{dual}} = 10^{-6}, \epsilon_{\text{grad}} = 10^{-8}\).

While we used gradient descent for its simplicity and robustness, a possible enhancement would be to use an optimization algorithm with faster convergence.

**APPENDIX B**

**COHERENCE DERIVATIONS**

The quasi-homogeneous approximation is
\[
W(r, \rho) = I(r) \exp \left( -\frac{\|\rho\|^2}{2 \sigma^2} \right),
\]
where \(\sigma\) is termed the coherence width. In this approximation, the function is separable with regard to the “intensity” and “coherence” components [43], [44].

Under the Fresnel approximation, the impulse response function for the electric field in free space is
\[
h(r) = \frac{i \exp(-ikd)}{\lambda d} \exp \left[ -\frac{ik |r|^2}{2d} \right].
\]

Then, the propagation is given by
\[
W_d(r_1, r_2) = \frac{1}{(\lambda d)^2} \int_{\mathbb{R}^2 \times \mathbb{R}^2} d^2r_1' d^2r_2' W(r_1', r_2')
\times h(r_1' - r_1) h^*(r_2' - r_2)
\times \exp \left[ \frac{ik}{d} \left( \|r_1' - \rho_1\|^2_2 - \|r_2 - \rho_2\|^2_2 \right) \right]
\times \frac{i \exp(-ikd)}{\lambda d} \exp \left[ -\frac{ik |r_1' - r_2|^2}{2d} \right].
\]

Applying the transformation \(r_1, r_2 \rightarrow r, \rho\), with \(r = \frac{r_1 + r_2}{2}\) (the center point) and \(\rho = r_1 - r_2\) (the separation), we get
\[
W_d(r, \rho) = \frac{1}{(\lambda d)^2} \int_{\mathbb{R}^2 \times \mathbb{R}^2} d^2r' d^2\rho' W(r', \rho')
\times \exp \left[ \frac{ik}{d} (r - r') \cdot (\rho - \rho') \right].
\]

After substituting (18) into (21), and rearranging the integrals,
\[
W_d(r, \rho) = \exp \left( \frac{ikr \cdot \rho}{(\lambda d)^2} \right) \int_{\mathbb{R}^2} d^2r' \exp \left( -\frac{ik}{\lambda d} \rho \cdot r' \right) I(r')
\times \int_{\mathbb{R}^2} d^2\rho' \exp \left( -\frac{ik}{d} (r' - \rho') \cdot \rho' \right) \exp \left( -\frac{\|\rho'\|^2_2}{2\sigma^2} \right)
\]
(22)

Then, evaluating the inner integral yields (1).

We represent the transfer function of the wall as a Bidirectional Reflectance Distribution Function (BRDF) [45]
\[
h(r, \theta - \theta') = \exp \left( -\frac{(\theta_x - \theta_x')^2}{2u_{\theta x}^2} - \frac{(\theta_y - \theta_y')^2}{2u_{\theta y}^2} \right).
\]

Here, \(\theta = (\theta_x, \theta_y)\) is the angle between the surface normal and the incident vector along the \(x\) and \(y\) axes, while \(\theta'\) is the reflected angle defined in a similar way.

The link between coherence and the angular spread of the light (in this context referred to as specific intensity) is via the relation [33], [46]
\[
\hat{I}_d(r, u_\perp) = \left( \frac{k}{2\pi} \right)^2 |u_z| \int_{\mathbb{R}^2} d^2\rho \times W_d(r, u) \exp(-ik \rho u_\perp).
\]

where \(u_z\) is the \(z\) component of unit length vector \(u = (u_\perp, u_z)\). Given that \(\theta - \theta'\) is small due to the paraxial approximation and narrow spread of the specular reflection [34], then \(u_\perp - u'_\perp \approx \theta - \theta'\) and we can can calculate the scattered specific intensity using the convolution
\[
\hat{I}_S(r, u_\perp) \approx \int_{\mathbb{R}^2} d^2u'_\perp \hat{I}_d(r, u'_\perp) h(r, u_\perp - u'_\perp)
\]
(25)

Calculating the scattered coherence from (25) using the inverse of (24) yields (4). Substituting \(\rho = 0\) in (4) gives
\[
I_d(r) = \int_{\mathbb{R}^2} d^2r' I(r') \exp \left( -\frac{\sigma^2 k^2 \|r - r'\|^2}{2d^2} \right),
\]
and hence (6).

While we use a single wavelength for simplicity, the propagation of broadband light can also be accomplished by propagating at multiple wavelengths and summing the results. This method would still preserve the linearity of the transforms. In fact, exploiting the multiple wavelengths could improve image quality, although this is beyond our scope here.
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