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Abstract

When a polymer solution is uniaxially stretched and held fixed at both ends, the solution quickly separates into droplets connected by strings and takes the beads-on-string structure. The string then becomes thinner by capillary forces. Here we develop a theoretical framework on viscoelastic fluids based on Onsager principle, and apply it to the dynamics of viscoelastic filaments. We show that the beads-on-string structure is a thermodynamic quasi-equilibrium state, and derive an equation for the coexistence condition in the pseudo-equilibrium state. Using the condition, we solve the evolution equation analytically and show that the string radius and the tensile stress vary exponentially as predicted by the classical theory of Entov and Hinch [J. Non-Newtonian Fluid Mech. 72, 31 (1997)], but the prefactor for the tensile stress is different from their theory and agrees with the numerical solutions of Clasen et al. [J. Fluid Mech. 556, 283 (2006)].
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Viscoelastic fluids exhibit many interesting flow phenomena which do not appear in Newtonian fluids [1, 2]. These flow properties have found many industrial applications such as fiber spinning, film blowing, and jet printing [3]. One particular phenomenon that has been studied extensively is the necking and breakup of viscoelastic fluids under extensional flow [4–7]. A filament of Newtonian fluid is unstable due to Plateau-Rayleigh instability, and the fluid column rapidly separates into droplets [8]. The situation becomes quite different when small amount of high molecular weight polymers are added. The viscoelastic filament collapses into droplets connected by uniform strings (*beads-on-string* structure) [9–15]. The strings remain stable and continue thinning exponentially by the surface tension [16].

Previous studies on viscoelastic fluids are mostly based on prescribed constitutive equations. In this paper, we take a different approach based on thermodynamics [17, 18] and derive evolution equations using Onsager principle [19]. We first show that the dynamics of viscoelastic fluids can be cast into the general framework of Onsager principle. We then apply Onsager principle to study the dynamics of viscoelastic filaments. We start from a free energy model based on the filament geometry and microscopic chain extension. Together with a dissipation mechanism which accounts relative motion between the polymer and the fluid, we derive evolution equations of a viscoelastic filament. This framework interprets formation of the beads-on-string structure from the perspective of phase separation. We further analyze the elasto-capillary thinning and derive the exponential thinning for Oldroyd-B model. Different from the classical work of Entov and Hinch [16], who made an assumption on the axial stress, our work is based on the dynamical coexistence between the string and the bead. We will show that this gives the same results as the full numerical solutions by Clasen et al. [14].

II. ONSAGER VARIATIONAL PRINCIPLE

A. Onsager principle

Onsager principle is a variational principle proposed by Onsager in his celebrated paper on the reciprocal relation [20]. He showed that because of the reciprocal relation, the evolution law in irreversible systems can be stated in a form of variational principle. For isothermal
system, the variational principle has the same form as the Rayleigh’s minimum energy
dissipation principle in hydrodynamics. Let \( x = (x_1, x_2, \cdots) \) be the set of variables that
characterizes the nonequilibrium state of a system. Then the time evolution of the system
is determined by the condition that the following quadratic function of \( \dot{x} = (\dot{x}_1, \dot{x}_2, \cdots) \) be
minimized with respect to \( \dot{x} \),
\[
\mathcal{R} = \frac{1}{2} \sum_{i,j} \zeta_{ij} \dot{x}_i \dot{x}_j + \sum_i \frac{\partial A}{\partial x_i} \dot{x}_i
\]
where \( A(x) \) is the free energy of the system, and \( \zeta_{ij} \) is a function of \( x \), corresponding to the
friction coefficient in hydrodynamics. The minimum condition gives
\[
\sum_j \zeta_{ij} \dot{x}_j = -\frac{\partial A}{\partial x_i}
\]
If \( \dot{x} \) is taken to be the time derivative of \( x \), Eq. (2) represents the time evolution equation for
\( x \). Equation (2) is an analogue to the force balance equations in Stokesian hydrodynamics,
and is called Onsager’s kinetic equation. The reciprocal relation \( \zeta_{ij} = \zeta_{ji} \) is guaranteed in
this derivation.

Many equations used in soft matter systems, such as Stokes equation, diffusion equa-
tion, Nernst-Planck equation, Cahn-Hilliard equation, Ericksen-Leslie equation, etc., have
been derived based on Onsager principle \[19, 21\]. In the following, we shall show that the
continuum mechanical equation for viscoelastic fluid can also be derived from the Onsager
principle. There are various models (or constitutive equations) for viscoelastic fluid. Here
we focus on the Oldroyd-B model. Other viscoelastic models can be treated in the similar
manner.

B. Constitutive equation of Oldroyd-B fluid

The Oldroyd-B model is a model describing the mechanical property of viscoelastic fluid.
It gives a mathematical relation between the stress tensor \( \sigma \) and the velocity gradient tensor
\( \kappa \), defined by \( \kappa_{\alpha\beta} = \partial v_\alpha / \partial r_\beta \) (\( \alpha, \beta = x, y, z \)).

The stress tensor of the Oldroyd-B model is written as
\[
\sigma = G(c - I) + \eta_s (\kappa + \kappa^t) - p I,
\]
where \( c \) is a tensor describing the molecular deformation. In the molecular theory, \( c \) is re-
lated to the average of the end-to-end vector \( R \) of the polymer chains by \( c = 3 \langle RR \rangle / \langle R^2 \rangle_{eq} \).
but here $c$ can be understood as a dimensionless quantity obtained as a solution of the following time evolution equation

$$\dot{c} - \kappa \cdot c - c \cdot \kappa^t = -\frac{1}{\tau}(c - I). \quad (4)$$

In Eqs. (3) and (4), $G$, $\tau$ and $\eta_s$ are material parameters, representing the shear modulus, relaxation time and solvent viscosity. Equations (3) and (4) together with the incompressible condition

$$\nabla \cdot \mathbf{v} = 0 \quad (5)$$

give the constitutive equation for the Oldroyd-B fluid.

The above set of equations can be formulated in the framework of Onsager principle. In Appendix A we derived the dissipation function for the Oldroyd-B model

$$\Phi_p(\dot{c}; c) = \frac{G\tau}{4} \text{Tr}[c^{-1}(\dot{c}^t - \kappa \cdot c - c \cdot \kappa^t)(\dot{c} - \kappa \cdot c - c \cdot \kappa^t)]. \quad (6)$$

The dissipation function accounts the friction due to the relative motion between the polymer segments and the fluid.

We also showed that the free energy for the $c$-tensor has the form

$$A_p(c) = \frac{1}{2} G \left[ \text{Tr}(c) - \ln \det(c) \right]. \quad (7)$$

The time derivative of the free energy is calculated as

$$\dot{A}_p(\dot{c}; c) = \frac{1}{2} G \text{Tr}[(I - c^{-1}) \cdot \dot{c}]. \quad (8)$$

The Rayleighian is then given by

$$\mathcal{R}_p(\dot{c}; c) = \Phi_p(\dot{c}; c) + \dot{A}_p(\dot{c}; c). \quad (9)$$

It is easy to check that the relation $\partial \mathcal{R}_p / \partial \dot{c} = 0$ gives Eq. (4).

One can also check that the polymer contribution to the stress tensor $\sigma_p = G(c - I)$ can also be derived from the Rayleighian by

$$(\sigma_p)_{\alpha\beta} = \frac{\partial \mathcal{R}_p}{\partial \kappa_{\alpha\beta}}. \quad (10)$$

This relation will be used in the next subsection.
C. Flow of Oldroyd-B fluid

In the previous section, we considered the behavior of Oldroyd-B fluid for a given velocity gradient $\kappa$. We now consider how the Oldroyd-B fluid flows for given boundary conditions. The velocity field $\mathbf{v}(\mathbf{r})$ of the Oldroyd-B model can also be determined by the Onsager principle. For the sake of simplicity, here we consider the case that the inertial term (density times acceleration) can be ignored in the momentum balance equation.

If the inertia term is ignored, the velocity field $\mathbf{v}(\mathbf{r})$ is determined by the force balance equation

$$\nabla \cdot \mathbf{\sigma} - \nabla p = 0. \quad (11)$$

The constitutive equations (3), (4), (5) and the force balance equation (11) determine the time evolution of $\mathbf{c}(\mathbf{r}; t)$ and the velocity field $\mathbf{v}(\mathbf{r}; t)$.

One can show that these equations are derived from the Onsager principle by minimizing the following Rayleighian

$$\mathcal{R}_{\text{tot}}[\dot{\mathbf{c}}, \mathbf{v}] = \int d\mathbf{r} [\mathcal{R}_p(\dot{\mathbf{c}}, \kappa) + \mathcal{R}_s(\kappa) + p \text{Tr} \kappa]. \quad (12)$$

In Eq. (12), $\mathcal{R}_s(\kappa)$ stands for the solvent contribution to the Rayleighian

$$\mathcal{R}_s(\kappa) = \frac{1}{4} \eta_s(\kappa + \kappa') : (\kappa + \kappa'). \quad (13)$$

The last term in Eq. (12) is introduced to account for the incompressible condition (5). Notice that the minimization must be done with respect to $\dot{\mathbf{c}}$ and $\mathbf{v}$. [Here $\dot{\mathbf{c}}$ should be understood as the material time derivative $D_t \mathbf{c}$, but this does not affect the variational calculus to minimize the Rayleighian (see Appendix B)]. The condition $\delta \mathcal{R}_{\text{tot}} / \delta \dot{\mathbf{c}} = 0$ gives the constitutive equation, and the condition $\delta \mathcal{R}_{\text{tot}} / \delta \mathbf{v} = 0$ gives the force balance equation.

To summarize, the constitutive equation and the force balance equation for the Oldroyd-B model can be derived from the Onsager principle. They are determined by minimizing the Rayleighian (12) with respect to $\dot{\mathbf{c}}$ and $\mathbf{v}$. 

III. UNIAXIALLY STRETCHED FILAMENT

A. Uniform stretching

As an example of the above approach, we consider a simple case of uniaxially stretched filament. We consider that a filament with initial radius $R_{\text{ini}}$ and length $L_{\text{ini}}$ is stretched uniformly and has radius $R$ and length $L$ (see Fig. 1). The elongation ratio $\lambda$, and Hencky strain $\varepsilon$ are defined by

$$\lambda = \frac{L}{L_{\text{ini}}} = \frac{R^2}{R_{\text{ini}}^2},$$

$$\varepsilon = \ln \lambda,$$

where the volume conservation condition $L_{\text{ini}}R_{\text{ini}}^2 = LR^2$ has been used.

The velocity-gradient tensor is given by

$$\kappa = \begin{pmatrix} \kappa_{xx} & 0 & 0 \\ 0 & \kappa_{yy} & 0 \\ 0 & 0 & \kappa_{zz} \end{pmatrix} = \frac{1}{2} \dot{\varepsilon}(t) \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 2 \end{pmatrix}$$

where $\dot{\varepsilon}$ is the Hencky strain rate ($\dot{\varepsilon} = \dot{\lambda}/\lambda$).

FIG. 1: A cylindrical specimen of initial radius $R_{\text{ini}}$ and length $L_{\text{ini}}$ is uniformly stretched in the $z$-direction.
In the present problem, the $c$-tensor is diagonal and can be written as

$$\mathbf{c} = \begin{pmatrix} c_{xx} & 0 & 0 \\ 0 & c_{yy} & 0 \\ 0 & 0 & c_{zz} \end{pmatrix}. \quad (17)$$

For system with cylindrical symmetry, we have $c_{xx} = c_{yy} = c_{rr}$ for the radial component, and $c_{zz}$ is the axial component.

The free energy of the filament per unit volume is then calculated as

$$\frac{A}{V} = \frac{1}{2} G (c_{xx} + c_{yy} + c_{zz} - \ln c_{xx}c_{yy}c_{zz}) + \frac{2\pi RL\gamma}{V} \quad (18)$$

$$= \frac{1}{2} G \left[ (c_{xx} + c_{yy} + c_{zz} - \ln c_{xx}c_{yy}c_{zz}) + 4\alpha\sqrt{\lambda} \right], \quad (19)$$

where the term including the surface tension $\gamma$ represents the surface energy contribution.

Here a dimensionless number $\alpha$ (also called elasto-capillary number) appears, which is defined by $\alpha = \gamma/(GR_{\text{ini}})$.

The dissipation function of the system is now given by [see Eqs. \([13]\) and \([13]\)]

$$\frac{\Phi}{V} = \sum_{\beta=x,y,z} \left[ \eta_s \kappa_{\beta\beta}^2 + \frac{1}{4} \eta_p \left( \dot{c}_{\beta\beta} - 2\kappa_{\beta\beta} c_{\beta\beta} \right)^2 \right] \quad (20)$$

where $\eta_p$ is defined by $\eta_p = G\tau$ and represents the polymer contribution to the viscosity.

The evolution equations of $c$-tensor can then be derived by $\partial \mathcal{R} / \partial \dot{c} = 0$,

$$\dot{c}_{\beta\beta} = 2\kappa_{\beta\beta}c_{\beta\beta} - \frac{1}{\tau} (c_{\beta\beta} - 1). \quad (21)$$

We write them in terms of the radial and axial components explicitly,

$$\dot{c}_{rr} = -\dot{\varepsilon}c_{rr} - \frac{1}{\tau} (c_{rr} - 1), \quad (22)$$

$$\dot{c}_{zz} = 2\dot{\varepsilon}c_{zz} - \frac{1}{\tau} (c_{zz} - 1). \quad (23)$$

The stress tensor can also be derived from Rayleighian by differentiating $\mathcal{R}$ with respect to the velocity gradient tensor $\kappa$,

$$\sigma_{\beta\beta} = 2\eta_s\kappa_{\beta\beta} - \eta_p(c_{\beta\beta} - 2\kappa_{\beta\beta}c_{\beta\beta}) = 2\eta_s\kappa_{\beta\beta} + G(c_{\beta\beta} - 1), \quad (24)$$

where we have used the result of Eq. \([21]\). In the radial and axial directions, the equations become

$$\sigma_{rr} = -\eta_s\dot{\varepsilon} + G(c_{rr} - 1), \quad (25)$$

$$\sigma_{zz} = 2\eta_s\dot{\varepsilon} + G(c_{zz} - 1). \quad (26)$$
These are the constitutive equations for the Oldroyd-B model.

The tensile force is given by

\[
T = \frac{\partial R}{\partial \dot{L}} = \frac{(\partial R/\partial \dot{\lambda})/L_{\text{ini}}}{(\partial R/\partial \dot{\varepsilon})/L},
\]

There are three contributions to the tensile force: the solvent viscosity, the polymer stretching, and the surface tension.

B. Onsager principle as an approximation

We now consider the case that the stretching takes place non-uniformly: the overall length of the filament is stretched by factor \( \lambda \), but the stretching has taken place non-uniformly; some part has been stretched strongly, other part weakly. In this case the local strain of the filament becomes a function of position. This situation has been studied by several groups [8, 12, 14, 22]. Assuming that the deformation is uniaxial extension, they derived a set of equations which describes the time evolution of the filament radius \( h(z, t) \). The same set of equations can also be derived by Onsager principle (see Appendix B).

An advantage of using Onsager principle is that we can do approximate calculation by utilizing the fact that the evolution equations is derived by variational principle [23, 24]. By assuming certain form for the non-equilibrium state of the system which involves small set of parameters, one can derive the time evolution of these parameters by the Onsager principle. This has been used in various problems [25–30].

In the following we take the same strategy for the present problem. To simplify the equation, we assume that principal value of the \( c \)-tensor is written as

\[
c_{zz} = \lambda^2_p, \quad c_{rr} = \frac{1}{\lambda_p}.
\]

The reason for this approximation is as follows. If the relaxation time \( \tau \) of the Oldroyd-B model is infinitely large, \( c \)-tensor deforms affinely and Eq. (28) is strictly satisfied due to the incompressible condition. If the relaxation time is finite, Eq. (28) may not correct, but we can assume this form as a possible non-equilibrium state of the system. For strongly stretched filament, the radial component \( c_{rr} \) is order of magnitude less than the axial component \( c_{zz} \), therefore it plays an insignificant role in the dynamics.
Substituting Eq. (28) into Eqs. (19) and (20), the free energy and the dissipation function can be reexpressed as

\[
\frac{A}{V} = G \left[ \frac{1}{2} \left( \frac{\lambda_p^2}{\lambda_p} + \frac{2}{\lambda_p} \right) + 2\alpha \sqrt{\lambda} \right],
\]

(29)

\[
\frac{\Phi}{V} = \frac{3}{2} \eta_s \left( \frac{\dot{\lambda}}{\lambda} \right)^2 + \eta_p \left( \lambda_p^2 + \frac{1}{2\lambda_p} \right) \left( \frac{\dot{\lambda}_p}{\lambda_p} - \frac{\dot{\lambda}}{\lambda} \right)^2.
\]

(30)

The evolution equation is given by \( \partial \mathcal{R} / \partial \dot{\lambda}_p = 0 \),

\[
\frac{\dot{\lambda}_p}{\lambda_p} - \frac{\dot{\lambda}}{\lambda} = \frac{1}{2\tau} \left( \frac{\lambda_p^2}{\lambda_p} - \frac{1}{\lambda_p} \right),
\]

(31)

The tensile force is given by \( T = (\partial \mathcal{R} / \partial \dot{\lambda}) / L_{\text{ini}} \),

\[
\frac{T}{\pi R^2} = 3\eta_s \dot{\varepsilon} + G\left( \lambda_p^2 - \frac{1}{\lambda_p} \right) + G\alpha \sqrt{\lambda}.
\]

(32)

**IV. FORMATION OF BEADS-ON-STRING**

When the filament is stretched and then held fixed at both ends, the cylindrical configuration may become unstable and the bead-on-string configuration appears. This is shown schematically in Fig. 2.

![Phase Separation Diagram](image)

**FIG. 2:** Formation of the beads-on-string structure due to the phase separation. The enlarged part is for one length period. Fraction \( x \) of the initial cylinder becomes the string part, while the fraction \( (1 - x) \) goes to the beads.

Analysis of this process is not easy as one has to solve the set of evolution equations for the whole profile, as it was done in Ref. [14]. However, since the process takes place in a
time scale much shorter than the polymer relaxation time $\tau$, we can obtain the state at the end of this process in a simple way. We consider the limit that $\tau$ is infinity. From Eq. (31), we see in this case the polymer elongation is affine, i.e., $\lambda_p = \lambda$. The polymer solution can then be regarded as an elastic gel, and the problem becomes equivalent to calculate the equilibrium state of a stretched gel [31, 32]. The free energy (29) becomes

$$\frac{A}{V} = G \left[ \frac{1}{2} \left( \lambda^2 + \frac{2}{\lambda} \right) + 2\alpha \sqrt{\lambda} \right]. \quad (33)$$

In this quasi-equilibrium state, the tensile force is given by

$$T = \frac{\partial A}{\partial \lambda} \frac{1}{L_{ini}} = \pi R^2_{ini} G \left[ \lambda - \frac{1}{\lambda^2} + \alpha \lambda^{-1/2} \right]. \quad (34)$$

This expression is consistent with Eq. (32) if one uses the affine condition and neglects the solvent contribution.

Representative plots of $T$ as a function of $\lambda$ are shown in Fig. 3(a). When $\alpha$ is large, in the range of [$T_{c1}, T_{c2}$], there are three solutions for $\lambda$. The local extremes are given by

$$\frac{1}{\pi R^2_{ini}} \frac{dT}{d\lambda} = G \left[ 1 + \frac{2}{\lambda^3} - \frac{1}{2} \alpha \lambda^{-3/2} \right] = 0. \quad (35)$$

The above equation has a solution only if

$$\alpha \geq 4\sqrt{2}. \quad (36)$$

If the above condition is satisfied, the two solutions are

$$\lambda_{c1} = \left[ \frac{1}{8}(\alpha - \sqrt{\alpha^2 - 32}) \right]^{-2/3}, \quad \lambda_{c2} = \left[ \frac{1}{8}(\alpha + \sqrt{\alpha^2 - 32}) \right]^{-2/3}. \quad (37)$$

The value of $\lambda_{c1}$ and $\lambda_{c2}$ are plotted as a function of $\alpha$ in Fig. 3(b).

The formation of beads-on-string structure is similar to a phase separation process (see Fig. 2). The uniform cylindrical filament is unstable and phase-separated into two parts: Fraction $x$ has a large elongation $\lambda_1$ and forms the string part; fraction $(1 - x)$ has a small elongation $\lambda_2$. The small elongation part would eventually relax and form the spherical bead. However, in the following, we proceed the calculation assuming that the part of small elongation has a cylindrical shape. This does not affect the final results since the elongation $\lambda_2$ and the free energy $A(\lambda_2)$ of this part are negligibly small compared with those of the string part, and the final equations become independent of the shape of this part.
FIG. 3: (a) The tensile force as a function of $\lambda$. (b) Phase diagram in the $\alpha$-$\lambda$ coordinates.

To calculate $\lambda_1$ and $\lambda_2$, one need to minimize the total free energy under the constraint

$$x\lambda_1 + (1 - x)\lambda_2 = \bar{\lambda},$$

(38)

where $\bar{\lambda}$ is the fixed elongation before phase-separation. This corresponds to the minimization of the following function

$$\mathcal{A} = xA(\lambda_1) + (1 - x)A(\lambda_2) - \xi \left[ x\lambda_1 + (1 - x)\lambda_2 - \bar{\lambda} \right],$$

(39)

where $\xi$ is a Lagrangian multiplier to enforce the constraint.
Minimization of $\mathcal{A}$ with respect to $\lambda_1$, $\lambda_2$ and $x$ gives

$$\frac{\partial \mathcal{A}}{\partial \lambda_1} = 0 \implies \frac{\partial A}{\partial \lambda_1} = \xi = TL_{\text{ini}}, \quad (40)$$

$$\frac{\partial \mathcal{A}}{\partial \lambda_2} = 0 \implies \frac{\partial A}{\partial \lambda_2} = \xi = TL_{\text{ini}}, \quad (41)$$

$$\frac{\partial \mathcal{A}}{\partial x} = 0 \implies A(\lambda_1) - A(\lambda_2) = \xi(\lambda_1 - \lambda_2) = TL_{\text{ini}}(\lambda_1 - \lambda_2). \quad (42)$$

In Eqs. (40) and (41), we have written the Lagrangian multiplier as $TL_{\text{ini}}$ according to Eq. (34). These two equations implies the force balance between the bead and the string. Equation (42) gives the coexistence condition of the bead and the string.

Since the polymers are relaxed in the bead part, one can neglect the free energy contribution from the bead part, then Eq. (42) gives

$$A(\lambda_1) = TL_{\text{ini}}(\lambda_1 - \lambda_2) \simeq TL_{\text{ini}}\lambda_1. \quad (43)$$

From the free energy expression (33), the above equation becomes

$$\frac{\lambda_1^2}{2} + 2\alpha \lambda_1^{1/2} = \frac{T}{\pi R_{\text{ini}}^2 G} \lambda_1, \quad (44)$$

where we have neglected a term $1/\lambda_1$ which is much smaller than other terms. This coexistent condition is consistent with the result of Ref. [14], where the condition is derived by matching the string to an almost spherical bead.

The value of $\lambda_1$ at coexistence can be calculated by Eqs. (34) and (44) (again neglecting the smallest term $1/\lambda^2$). The results are

$$\lambda_1 = (2\alpha)^{2/3}, \quad R_1 = R_{\text{ini}}(2\alpha)^{-1/3} = R_{\text{ini}}^{4/3} \left( \frac{G}{2\gamma} \right)^{1/3}. \quad (45)$$

One can compare the exact solution from Eqs. (40) - (42) with the approximated solution of Eq. (45). This is shown in Fig. 3(b). The approximation works very good when the elasto-capillary number is large, i.e., $\alpha > 100$. In Ref. [33], they reported experiments using Boger fluids with $\alpha = 30, 126, 400$.

Equation (45) also gives the string size right after the bead-on-string structure forms. The scaling $(G/2\gamma)^{1/3}$ again agrees with Ref. [14]. Similar energy argument was used to interpret the Plateau-Rayleigh instability of an elastic cylinder [34].
V. ELASTO-CAPILLARY THINNING

A. Dynamical coexistence condition

After beads-on-string structure forms, the string part continues thinning under surface tension (see Fig. 4). From phase separation point-of-view, this corresponds to the dynamical coexistence between the bead and the string. In contrast to equilibrium situation, where the coexistence is obtained by minimize the total free energy \( \text{Eq. (39)} \), we shall derive the dynamical coexistent condition by minimizing the total Rayleighian.

![Diagram of elasto-capillary thinning](image)

**FIG. 4:** The string shrinks with time due to the elasto-capillary effect. Only one length period of the beads-on-string structure is shown here.

Free energy and dissipation function of the whole system are given by

\[
A_{\text{tot}} = xA(1) + (1 - x)A(2),
\]

\[
\Phi_{\text{tot}} = x\Phi(1) + (1 - x)\Phi(2),
\]

where \( A(i) = A(\lambda_i, \lambda_{pi}) \) and \( \Phi(i) = \Phi(\dot{\lambda}_i, \dot{\lambda}_{pi}, \lambda_i, \lambda_{pi}) \) are given by Eqs. (29) and (30), respectively. The label 1 corresponds to the string part, while label 2 for the bead part.

In writing Eqs. (46) and (47), we have ignored the terms associated with the transition region between beads and string. This approximation is justified for the free energy part, but not so for the dissipation function part. Here we shall proceed assuming Eq. (47), and come back to this problem later.
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The Rayleighian of the whole system is written as

$$\mathcal{R} = \Phi_{\text{tot}} + \dot{A}_{\text{tot}} - \xi \left[ \dot{x}(\lambda_1 - \lambda_2) + x\dot{\lambda}_1 + (1 - x)\dot{\lambda}_2 - \dot{\lambda} \right],$$

(48)

where the $\xi$ term is a Lagrangian multiplier to enforce the time derivative of constraint. The evolution equations are obtained by

$$\frac{\partial \mathcal{R}}{\partial \dot{\lambda}_i} = 0 \Rightarrow \frac{\partial \Phi(i)}{\partial \dot{\lambda}_i} + \frac{\partial A(i)}{\partial \dot{\lambda}_i} = \xi = TL_{\text{ini}},$$

(49)

$$\frac{\partial \mathcal{R}}{\partial \dot{\lambda}_{pi}} = 0 \Rightarrow \frac{\partial \Phi(i)}{\partial \dot{\lambda}_{pi}} + \frac{\partial A(i)}{\partial \dot{\lambda}_{pi}} = 0,$$

(50)

$$\frac{\partial \mathcal{R}}{\partial \dot{x}} = 0 \Rightarrow A(1) - A(2) = \xi(\lambda_1 - \lambda_2) = TL_{\text{ini}}(\lambda_1 - \lambda_2).$$

(51)

Equation (49) is the force balance equation, where the tensile force is given by $T = (\partial \mathcal{R}/\partial \dot{\lambda})/L_{\text{ini}}$. The Lagrangian multiplier can also be written in term of the true stress tensor, $\zeta = TL_{\text{ini}} = \sigma_T V$. Equation (51) results in the evolution equation for polymer conformation $\lambda_{pi}$, i.e., the constitutive equations for the Oldroyd-B model.

The last equation (51) is the main result of our paper. In contrast to the previous two equations, there is no existing equation of motion corresponding to Eq. (51). This equation is obtained by minimizing $\mathcal{R}$ with respect to $\dot{x}$. This resembles the equality of chemical potentials for equilibrium, which is to minimize the total free energy with respect to the fraction $x$. Therefore, one may view it as a dynamical coexistence condition between the bead and the string. In a more general setting, the dissipation function could include terms like $\dot{x}^2$, which is associated with the dissipation in the transition region. We have neglected those contributions. Therefore, the dynamical coexistence condition (51) takes the same form as in equilibrium (42), though the tensile force now is given by $T = (\partial \mathcal{R}/\partial \dot{\lambda})/L_{\text{ini}}$ instead of $T = (\partial A/\partial \lambda)/L_{\text{ini}}$.

**B. Exponential thinning of the string**

The polymers in the beads are relaxed so that $A(1) \gg A(2)$. The string has a much larger elongation than the bead, $\lambda_1 \gg \lambda_2$. Using these relations, Eq. (51) is simplified to

$$TL_{\text{ini}} = \frac{A(1)}{\lambda_1} = \frac{A(\lambda_1, \lambda_{pi})}{\lambda_1},$$

(52)
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We only need to consider the string portion. The evolution equations for the string are
\[ \frac{\partial \Phi(1)}{\partial \lambda_1} + \frac{\partial A(1)}{\partial \lambda_1} = \frac{A(1)}{\lambda_1}, \]  
\[ \frac{\partial \Phi(1)}{\partial \lambda_{p1}} + \frac{\partial A(1)}{\partial \lambda_{p1}} = 0. \] (53) (54)

We shall drop the label 1 in the subscript for simplicity. The evolution equations can be obtained by using Eqs. (29) and (30),
\[ \frac{\dot{\lambda}_p}{\lambda_p} - \frac{\lambda}{\lambda} - \frac{3\eta_s}{2\eta_p} \frac{1}{\lambda_p} \frac{\dot{\lambda}}{\lambda} = -\frac{1}{4\tau} \frac{\lambda_p^2 + \frac{2\alpha \sqrt{\lambda}}{\lambda_p}}{\lambda_p^2 + \frac{1}{2\lambda_p}}, \] (55)
\[ \frac{\dot{\lambda}_p}{\lambda_p} - \frac{\lambda}{\lambda} = -\frac{1}{2\tau} \frac{\lambda_p^2 - \frac{1}{\lambda_p}}{\lambda_p^2 + \frac{1}{2\lambda_p}}. \] (56)

We consider the late stage when polymers are strongly stretched \( \lambda_p \gg 1 \), so \( 1/\lambda_p \) terms can be neglected. The evolution equations are simplified as
\[ \frac{\dot{\lambda}_p}{\lambda_p} - \frac{\lambda}{\lambda} = -\frac{1}{4\tau} \frac{\lambda_p^2 + 2\alpha \sqrt{\lambda}}{\lambda_p^2}, \] (57)
\[ \frac{\dot{\lambda}_p}{\lambda_p} - \frac{\lambda}{\lambda} = -\frac{1}{2\tau}. \] (58)

We immediately obtain the following relation between \( \lambda \) and \( \lambda_p \)
\[ \lambda_p^2 = 2\alpha \sqrt{\lambda}. \] (59)

Equations (57) and (58) can then be solved as
\[ \lambda = \lambda_e \exp \left[ \frac{2}{3\tau} (t - t_e) \right], \] (60)
\[ \lambda_p^2 = 2\alpha \lambda_e^{1/2} \exp \left[ \frac{1}{3\tau} (t - t_e) \right]. \] (61)

The above equations indicates that both \( \lambda \) and \( \lambda_p \) increase exponentially. The quantities \( (t_e, \lambda_e) \) are values at the start of the exponential behavior. Equation (60) implies that the string radius decreases exponentially with a time constant \( 3\tau \),
\[ R(t) = R_e \exp \left[ -\frac{1}{3\tau} (t - t_e) \right]. \] (62)

The tensile force is given by Eq. (32)
\[ \frac{T}{\pi R^2} = 3\eta_\varepsilon \dot{\varepsilon} + G(\lambda_p^2 - \frac{1}{\lambda_p}) + \frac{\gamma}{R}. \] (63)
There are three contributions to the tensile force: The first is from the solvent viscosity, which in general is much smaller than the other two terms and can be neglected. The second is from the polymer elasticity, and the last one comes from the surface tension. Writing the last two terms in (63) explicitly (while neglecting the small term of $1/\lambda_p$)

$$G\lambda_p^2 = 2G\alpha\lambda^{1/2}_1 \exp\left[\frac{1}{3\tau}(t - t_e)\right],$$

$$\frac{\gamma}{R} = G\alpha\lambda^{1/2}_1 \exp\left[\frac{1}{3\tau}(t - t_e)\right],$$

we obtain the tensile stress

$$\frac{T}{\pi R^2} \simeq 3G\alpha\lambda^{1/2}_1 \exp\left[\frac{1}{3\tau}(t - t_e)\right] = \frac{3\gamma}{R}.$$ (66)

C. Comparison to previous results

We now compare our theory with the classical theory of Entov and Hinch [16]. They considered the time evolution of a uniformly stretched viscoelastic string by setting up the force balance equations in axial ($z$) and radial ($r$) direction.

$$\frac{T}{\pi R^2} = \sigma_{zz} - p + \frac{2\gamma}{R},$$

$$0 = \sigma_{rr} - p + \frac{\gamma}{R},$$

where $p$ is the pressure in the solution, and $\sigma_{zz}$ and $\sigma_{rr}$ are components of the stress tensor, which are related to $c_{zz}$ and $c_{rr}$ by the constitutive equations. The above two equations include 5 unknowns, $T, p, c_{zz}, c_{rr}$ and $R$. This is supplemented by two evolution equations for $c_{zz}$ and $c_{rr}$. Hence the number of equations is 4, but the number of unknowns is 5. One equation is missing.

To close the equation, Entov and Hinch assumed an extra equation $\sigma_{zz} - p = 0$, and derived the following results

$$R(t) = R_e \exp\left[-\frac{1}{3\tau}(t - t_e)\right],$$

$$\frac{T}{\pi R^2} = \frac{2\gamma}{R}.$$ (70)

Since the exponential behavior of Eq. (69) was found to agree well with experiments, the theory has been regarded as a successful classical theory for the beads-on-string phenomena.
On the other hand, their assumption $\sigma_{zz} - p = 0$ has been questioned for its validity. Stelter et al. \cite{35} solved the problem using a different condition $\sigma_{zz} - p = \gamma/R$. They obtained the same exponential decay for $R(t)$, but different numerical coefficient for the tension $T/\pi R^2$. In fact, one can show that any assumption of the form $\sigma_{zz} - p = \chi \gamma/R$ ($\chi$ being a certain numerical constant) gives the same exponential decay for the string radius. The polymer extension, on the other hand, will depend on $\chi$,

$$
\lambda_p = \sqrt{1 + \chi \alpha^{1/2} \lambda_e^{1/4}} \exp \left[ \frac{1}{b R}(t - t_e) \right].
$$

(71)

Here we derived the missing equation using the Onsager principle. The physics behind our equation (71) is the a dynamical coexistence condition between the string and the bead. This condition is similar to the phase coexistent condition in equilibrium. However, it must be noted that we are dealing with non-equilibrium process, and that the proper quantity to be minimized is the total Rayleighian \cite{18}.

Clasen et al. \cite{14} conducted a numerical analysis for the time evolution of the entire filament including both the bead and the string. Using the numerical results, they showed that the tensile force is given by Eq. (66), not by Eq. (70). Therefore, we believe that the coexistence condition (51) we have used to derive Eq. (66) is the equation which should replace the controversial equation of Entov and Hinch. The immediate consequence is that the polymer chains are more stretched in the thinning process, as the front factor in Eq. (71) is equal to $\sqrt{2}$, instead of 1 from Entov and Hinch.

In Fig. 5, we show a comparison between our results and numerical results of Clasen et al.\cite{14} Our results are obtained by numerically solving the evolution equations (55) and (56). The parameters are $\alpha = 40$ and $\eta_p/\eta_s = 3.0$. Since in our framework, the initial phase-separation happens over a very short time, our results only give the evolution which starts at $\lambda(t = 0) = \lambda_p(t = 0) = (2\alpha)^{2/3}$.

VI. CONCLUSION

In conclusion, we have developed a framework to analyze the viscoelastic fluid based on Onsager principle, and showed explicitly how to apply this framework to the beads-on-string structure formation in a viscoelastic filament. Using the Oldroyd-B model for the polymer chain, we derived evolution equations for the viscoelastic filaments. Without using any
FIG. 5: Comparison between the results from Onsager principle [Eqs. (55) and (56)] and the numerical results of Clasen [14]. The parameters are $\alpha = 40$ and $\eta_p/\eta_s = 3.0$. In Ref. [14], the unit of the time is the capillary time $\tau_\gamma = (\rho a^3/\gamma)^{1/2}$, while we used the polymer’s relaxation time $\tau$. The difference in the time units leads to the appearance of Deborah number ($De = \tau/\tau_\gamma = 94.9$) in the $x$-axis.

assumptions on the axial stress, we were able to derive the exponential thinning based on the coexistence condition [51]. Most of our results agree with the classical theory of Entov and Hinch [16], but there are differences:

(i) the tensile force acting on the string [Eqs. (66) and (70)].

(ii) the elongation of the polymer chains during the exponential thinning [Eqs. (71)].

In these differences, our results agree with the numerical solution of Clasen et al. [14].

In Ref. [14], the derivation of the coexistence condition requires integrating the surface tension through the transition region between the string and the bead. Here we have used the Onsager principle to arrive the same condition, and the derivation seems to be simpler. The coexistence condition [51] we have used in this paper is derived from the expression of Rayleighian [48]. This Rayleighian consists of the string part (which is assumed to be uniform) and the bead part (which is assumed to be in equilibrium), and we ignore the
contribution arising from the transition region between the string part and the bead part. If the volume of the transition region is finite and does not increase with time, ignoring the contribution of the transition region is justified because the volume of the string part is proportional to the length and can be very large. In the present problem, the fluid flows from string to bead and quickly relaxes to equilibrium in the bead. In such a situation, the transition region will not grow in time, and the coexistence condition we have used is justified. However, in other situations, the transition region can grow in time. For example, if the distance between the beads is increased quickly, the fluid will flow from bead to string. The entering fluid cannot adjust itself to the string part quickly, and form a transition region. In such a case, the volume of the transition region grows in time, and we cannot ignore the contribution of this part. Therefore the coexistence condition (51) is not generally valid: it is justified only when the Rayleighian associated with the transition region can be ignored.

In the present problem, we may estimate the Rayleighian associated with the transition region [36, 37], and extend the present work to the cases where the dissipation in the transition region cannot be neglected. This is our ongoing work.
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Appendix A: Onsager principle on Oldroyd-B model

We consider the viscoelasticity of polymer fluids when the entanglement effect is not important. A polymer chain is represented by a dumbbell consisting of two segments connected by a spring with the spring constant $k$. Let $\mathbf{r}_1$ and $\mathbf{r}_2$ be the position vectors of the two segments. The potential energy of the dumbbell is written as

$$U(\mathbf{r}_1, \mathbf{r}_2) = \frac{k}{2}(\mathbf{r}_1 - \mathbf{r}_2)^2. \quad (A1)$$

We assume that the medium surrounding the segments is a Newtonian fluid. Suppose the fluid is flowing with velocity gradient tensor $\kappa$. The flow field is then given by $\kappa(t) \cdot \mathbf{r}$. 
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The conformation of the dumbbell is specified by the distribution function \( \Psi(r_1, r_2, t) \). We shall derive the time evolution equation for the distribution function \( \Psi \) using Onsager principle.

When a segment moves in a flow field, there is a contribution to the energy dissipation due to relative motion between the segment and the surrounding fluid. Most simply, this can be written as \( \zeta(\dot{r}_i - \kappa \cdot r_i)^2 \), where \( \zeta \) is the friction constant, and \( (\dot{r}_i - \kappa \cdot r_i) \) is the relative motion of the segment with respect to the surrounding fluid. Hence the energy dissipation per volume is given by

\[
\Phi = n_p \frac{1}{2} \int \int d^3r_1 d^3r_2 \left[ \zeta (\dot{r}_1 - \kappa \cdot r_1)^2 + \zeta (\dot{r}_2 - \kappa \cdot r_2)^2 \right] \Psi,
\]

where \( n_p \) is the number density of the dumbbell.

It is more convenient to express \( r_1 \) and \( r_2 \) in terms of the position of the center of mass \( \mathbf{R} = (r_1 + r_2)/2 \) and the end-to-end vector \( \mathbf{r} = r_2 - r_1 \) as

\[
r_1 = \mathbf{R} - \frac{1}{2} \mathbf{r}, \quad r_2 = \mathbf{R} + \frac{1}{2} \mathbf{r}.
\]

Equation (A2) is then written as

\[
\Phi = n_p \frac{1}{2} \int d\mathbf{R} d\mathbf{r} \left[ 2\zeta (\dot{\mathbf{R}} - \kappa \cdot \mathbf{R})^2 + \frac{1}{2} \zeta (\dot{\mathbf{r}} - \kappa \cdot \mathbf{r})^2 \right] \Psi.
\]

Since the dumbbells are homogeneously distributed in the solution, we may simply write \( \Psi(\mathbf{R}, \mathbf{r}, t) \) as \( \psi(\mathbf{r}, t) \) and neglect the motion of the center of mass. The energy dissipation function is then written as

\[
\Phi = n_p \frac{1}{2} \int d\mathbf{r} \frac{1}{2} \zeta (\dot{\mathbf{r}} - \kappa \cdot \mathbf{r})^2 \psi.
\]

The free energy and its time derivative are given by

\[
A = n_p \int d\mathbf{r} \left[ k_B T \ln \psi + U \psi \right],
\]

\[
\dot{A} = n_p \int d\mathbf{r} \left[ k_B T (\ln \psi + 1) + U \right] \dot{\psi}.
\]

Using the relation

\[
\dot{\psi} = \frac{\partial \psi}{\partial t} = -\frac{\partial}{\partial \mathbf{r}} \cdot (\dot{\mathbf{r}} \psi),
\]

and integration by parts, Eq. (A7) is written as

\[
\dot{A} = n_p \int d\mathbf{r} \dot{\mathbf{r}} \psi \frac{\partial}{\partial \mathbf{r}} \left( k_B T \ln \psi + U \right).
\]
Minimizing $\mathcal{R} = \Phi + \dot{A}$ with respect to $\dot{r}$, we have

$$\frac{1}{2} \zeta (\dot{r} - \kappa \cdot r) + \frac{\partial}{\partial r}(k_B T \ln \psi + U) = 0,$$

(A10)

$$\dot{r} = -\frac{2}{\zeta} \left( k_B T \frac{\partial \ln \psi}{\partial r} + \frac{\partial U}{\partial r} \right) + \kappa \cdot r.$$  

(A11)

Therefore the time evolution equation (A8) for $\psi(r,t)$ becomes

$$\frac{\partial \psi}{\partial t} = \frac{\partial}{\partial r} \cdot \left( \frac{2k_B T}{\zeta} \frac{\partial \psi}{\partial r} + \frac{2k}{\zeta} r \psi - \kappa \cdot r \psi \right).$$  

(A12)

Let $c_{\alpha\beta} = \frac{k}{k_B T} \langle r_\alpha r_\beta \rangle$, Eq. (A12) results in the evolution equation for $c$

$$\dot{c} - \kappa \cdot c - c \cdot \kappa' = -\frac{1}{\tau}(c - I),$$  

(A13)

where $\tau = \zeta/4k$ is the relaxation time.

The polymer contribution to the stress tensor is given by $\sigma^{(p)} = \partial \mathcal{R} / \partial \kappa$,

$$\sigma^{(p)}_{\alpha\beta} = -n_p \zeta \int d\dot{r}_\alpha (\dot{r}_\alpha - \kappa_{\alpha\mu} r_\mu) r_\beta \psi$$

$$= n_p \int d\dot{r} \left[ k_B T \frac{\partial \psi}{\partial r_\alpha} r_\beta + kr_\alpha r_\beta \psi \right]$$

$$= -n_p k_B T \delta_{\alpha\beta} + n_p k \langle r_\alpha r_\beta \rangle.$$  

(A14)

This gives the constitutive equation of Oldroyd-B model

$$\sigma^{(p)} = G(c - I),$$  

(A15)

where $G = n_p k_B T$ is the shear modulus.

1. **Direct derivation of the c-tensor form**

Assuming the solution of the diffusion equation (A12) is

$$\psi(r,t) = (2\pi)^{-3/2} [\det c(t)]^{-1/2} \exp \left( -\frac{1}{2} c^{-1} : rr \right).$$  

(A16)

The free energy is given by

$$A = n_p \int d\dot{r} (k_B T \psi \ln \psi + \psi U) = n_p \langle k_B T \ln \psi + U \rangle = \frac{1}{2} n_p k_B T [\text{Tr} c - \ln \det(c)]$$  

(A17)
We rescale $c$ such that at equilibrium $c = I$,

$$A = \frac{1}{2} G \left[ \text{Tr}(c) - \ln \det(c) \right],$$  \hspace{1cm} (A18)

$$\dot{A} = \frac{1}{2} G \text{Tr}[(I - c^{-1}) \cdot \dot{c}].$$  \hspace{1cm} (A19)

The energy dissipation is given by the minimum of

$$\Phi = n_p \frac{\zeta}{2} (v - \kappa \cdot r)^2,$$  \hspace{1cm} (A20)

under the constraint

$$\dot{c} = \frac{k}{k_B T} \langle \nu r + rv \rangle.$$  \hspace{1cm} (A21)

We obtain $v$ by assuming

$$v(r) = V \cdot r,$$  \hspace{1cm} (A22)

where $V$ is a tensor. Substitute above expression in Eq. (A20),

$$\Phi = n_p \frac{\zeta}{2} \langle r \cdot (V^t - \kappa^t) \cdot (V - \kappa) \cdot r \rangle = G \tau \text{Tr}[c \cdot (V^t - \kappa^t) \cdot (V - \kappa)].$$  \hspace{1cm} (A23)

From Eqs. (A21) and (A22),

$$\dot{c} = V \cdot c + c \cdot V^t.$$  \hspace{1cm} (A24)

The free energy (A19) becomes

$$\dot{A} = \frac{G}{2} \text{Tr}[(I - c^{-1}) \cdot (V \cdot c + c \cdot V^t)] = G G \text{Tr}[(c - I) \cdot V].$$  \hspace{1cm} (A25)

The Rayleighian is

$$\mathcal{R} = G \tau \text{Tr}[(c \cdot (V^t - \kappa^t) \cdot (V - \kappa)] + G \text{Tr}[(c - I) \cdot V].$$  \hspace{1cm} (A26)

Onsager principle requires $\partial \mathcal{R} / \partial V = 0$,

$$2G \tau (V - \kappa) \cdot c + G(c - I) = 0,$$  \hspace{1cm} (A27)

$$V = \kappa - \frac{1}{2 \tau} (I - c^{-1}).$$  \hspace{1cm} (A28)

From Eqs. (A21) and (A28), we obtain the time evolution of $c$

$$\dot{c} - \kappa \cdot c - c \cdot \kappa^t = -\frac{1}{\tau} (c - I).$$  \hspace{1cm} (A29)

Equations (A26) and (A28) give the constitutive equation

$$\sigma = \frac{\partial \mathcal{R}}{\partial \kappa} = -G \tau (V - \kappa) \cdot c = G(c - I).$$  \hspace{1cm} (A30)
2. Convenient form of the c-tensor formalism

Let

\[ V = \kappa + X \cdot c^{-1}, \]

(A31)

From Eq. (A24),

\[ \dot{c} = V \cdot c + c \cdot V^t = \kappa \cdot c + X + c \cdot \kappa^t + X^t, \]

(A32)

\[ X + X^t = \dot{c} - \kappa \cdot c - c \cdot \kappa^t \equiv \hat{\dot{c}}. \]

(A33)

It can be shown at the minimum, \( X \) is symmetric

\[ X = \frac{1}{2} \hat{\dot{c}}, \quad V - \kappa = \frac{1}{2} \hat{\dot{c}} \cdot c^{-1}, \quad V^t - \kappa^t = \frac{1}{2} c^{-1} \cdot \hat{\dot{c}}^t \]

(A34)

The dissipation (A23) is

\[ \Phi = \frac{G\tau}{4} \text{Tr}(c \cdot c^{-1} \cdot \hat{\dot{c}}^t \cdot \hat{\dot{c}} \cdot c^{-1}) = \frac{G\tau}{4} \text{Tr}(\hat{\dot{c}}^t \cdot \hat{\dot{c}} \cdot c^{-1}) \]

(A35)

We finally arrive the final expression for the dissipation and the free energy

\[ \Phi = \frac{G\tau}{4} \text{Tr}[c^{-1}(\hat{\dot{c}}^t - \kappa \cdot c - c \cdot \kappa^t)(\hat{\dot{c}} - \kappa \cdot c - c \cdot \kappa^t)], \]

(A36)

\[ A = \frac{1}{2} G[\text{Tr}(c) - \ln \det(c)] \]

(A37)

\[ \dot{A} = \frac{1}{2} G \text{Tr}[(I - c^{-1}) \cdot \hat{\dot{c}}] \]

(A38)

The Rayleighian is given by \( \mathcal{R} = \Phi + \dot{A} \). The evolution equations are given by \( \partial \mathcal{R} / \partial \dot{c} = 0 \)

\[ \dot{c} - \kappa \cdot c - c \cdot \kappa^t = -\frac{1}{\tau}(c - I). \]

(A39)

The stress tensor is given by

\[ \sigma = \frac{\partial \mathcal{R}}{\partial \kappa} = G(c - I). \]

(A40)

Appendix B: Derivation of one-dimensional equations by Onsager principle

In this section, we derive the one-dimensional evolution equations using Onsager principle. Our derivation is based on the Oldroyd-B model, assuming that the polymeric liquid column is described by the radius \( h(z, t) \), and the polymer configuration \( c_{rr}(z, t) \) and \( c_{zz}(z, t) \), which
are the radial and axial components, respectively. The corresponding dynamic variables are \(v(z, t)\), the averaged velocity in \(z\)-direction, and the material derivative of \(c\)-tensor

\[
D_t c_{aa} = \frac{D c_{aa}}{D t} = \frac{\partial c_{aa}}{\partial t} + v \frac{\partial c_{aa}}{\partial z}.
\]  

(B1)

In the discussion of Sec. III A, the \(c\)-tensor is a constant along the \(z\)-axis, so \(D_t c = Dc/Dt\) and \(\partial c/\partial t\) coincide.

The original derivation of one-dimensional equations were given in Ref. [22] and quoted in Ref. [14]. We list them here for reference, using our notations.

\[
\frac{\partial h^2}{\partial t} + \frac{\partial }{\partial z}(vh^2) = 0, \tag{B2}
\]

\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial z} = \frac{1}{h^2} \frac{\partial }{\partial z} \left[ h^2 \left( K + 3 \eta_s \frac{\partial v}{\partial z} + \sigma^{(p)}_{zz} - \sigma^{(p)}_{rr} \right) \right], \tag{B3}
\]

\[
K = \gamma \left( \frac{1}{h(1 + h^2)^{1/2}} + \frac{h_{zz}}{(1 + h^2)^{3/2}} \right), \tag{B4}
\]

\[
\frac{\partial \sigma^{(p)}_{zz}}{\partial t} + v \frac{\partial \sigma^{(p)}_{zz}}{\partial z} = 2 \frac{\partial v}{\partial z} \sigma^{(p)}_{zz} + 2G \frac{\partial v}{\partial z} - \sigma^{(p)}_{zz}, \tag{B5}
\]

\[
\frac{\partial \sigma^{(p)}_{rr}}{\partial t} + v \frac{\partial \sigma^{(p)}_{rr}}{\partial z} = - \frac{\partial v}{\partial z} \sigma^{(p)}_{rr} - G \frac{\partial v}{\partial z} - \sigma^{(p)}_{rr}. \tag{B6}
\]

The first equation (B2) is the continuity equation to ensure the volume conservation. The second equation (B3) is the force balance equation, where \(K\) [given by Eq. (B4)] is related to the surface curvature and \(h_z\) indicates the partial derivative \(\partial h/\partial z\). The last two equations (B5) and (B6) are the evolution equations for the polymer contribution to the stress tensor \(\sigma^{(p)}\); only the diagonal terms are considered here.

We proceed with Onsager principle. The dissipation function is given by Eq. (20) but the integration is performed in the cylindrical coordinates

\[
\Phi = \int \pi h^2 \left[ \frac{3}{2} \eta_s \left( \frac{\partial v}{\partial z} \right)^2 + \frac{\eta_p}{4c_{zz}} \left( D_t c_{zz} - 2 \frac{\partial v}{\partial z} c_{zz} \right)^2 + \frac{\eta_p}{2c_{rr}} \left( D_t c_{rr} + \frac{\partial v}{\partial z} c_{rr} \right)^2 \right] dz. \tag{B7}
\]

The variation of the dissipation function is

\[
\delta \Phi = \int \pi \left\{ \frac{\partial }{\partial z} \left[ h^2 \left( -3 \eta_s \frac{\partial v}{\partial z} + \eta_p \left( D_t c_{zz} - 2 \frac{\partial v}{\partial z} c_{zz} \right) - \eta_p \left( D_t c_{rr} + \frac{\partial v}{\partial z} c_{rr} \right) \right) \right] \right\} \delta vdz
+ \int \pi h^2 \left[ \frac{\eta_p}{2c_{zz}} \left( D_t c_{zz} - 2 \frac{\partial v}{\partial z} c_{zz} \right) \right] \delta(D_t c_{zz})dz
+ \int \pi h^2 \left[ \frac{\eta_p}{c_{rr}} \left( D_t c_{rr} + \frac{\partial v}{\partial z} c_{rr} \right) \right] \delta(D_t c_{rr})dz. \tag{B8}
\]
The polymer contribution to the free energy is

\[ A_p = \int \pi h^2 \left[ \frac{1}{2} G \left( c_{zz} + 2c_{rr} - \ln c_{zz} c_{rr}^2 \right) \right]. \]  \hspace{1cm} (B9)

The time derivative of \( A_p \) is

\[ \dot{A}_p = \int \pi \frac{\partial h^2}{\partial t} \left[ \frac{1}{2} G \left( c_{zz} + 2c_{rr} - \ln c_{zz} c_{rr}^2 \right) \right] \, dz + \int \pi h^2 \frac{\partial}{\partial t} \left[ \frac{1}{2} G \left( c_{zz} + 2c_{rr} - \ln c_{zz} c_{rr}^2 \right) \right] \, dz. \]  \hspace{1cm} (B10)

Substitute Eq. (B2) into the first term on the RHS of Eq. (B10), and perform an integration by part

\[
\int \pi \frac{\partial h^2}{\partial t} \left[ \frac{1}{2} G \left( c_{zz} + 2c_{rr} - \ln c_{zz} c_{rr}^2 \right) \right] \, dz
= - \int \pi \frac{\partial (h^2)}{\partial z} \left[ \frac{1}{2} G \left( c_{zz} + 2c_{rr} - \ln c_{zz} c_{rr}^2 \right) \right] \, dz
= \int \pi h^2 \frac{1}{2} G \left( 1 - \frac{1}{c_{zz}} \frac{\partial c_{zz}}{\partial z} + (2 - \frac{2}{c_{rr}}) \frac{\partial c_{rr}}{\partial z} \right) \, dz.
\]

Using Eq. (B11), the second term on RHS of Eq. (B10) can be written as

\[
\int \pi h^2 \frac{\partial}{\partial t} \left[ \frac{1}{2} G \left( c_{zz} + 2c_{rr} - \ln c_{zz} c_{rr}^2 \right) \right] \, dz
= \int \pi h^2 \left[ \frac{1}{2} G \left( 1 - \frac{1}{c_{zz}} \frac{\partial c_{zz}}{\partial t} + (2 - \frac{2}{c_{rr}}) \frac{\partial c_{rr}}{\partial t} \right) \right] \, dz
= \int \pi h^2 \left[ \frac{1}{2} G \left( 1 - \frac{1}{c_{zz}} \right) (D_t c_{zz} - v \frac{\partial c_{zz}}{\partial z}) + (2 - \frac{2}{c_{rr}}) (D_t c_{rr} - v \frac{\partial c_{rr}}{\partial z}) \right] \, dz.
\]

The final result is

\[ \dot{A}_p = \int \pi h^2 \left[ \frac{1}{2} G \left( 1 - \frac{1}{c_{zz}} \right) D_t c_{zz} + (2 - \frac{2}{c_{rr}}) D_t c_{rr} \right] \, dz. \]  \hspace{1cm} (B11)

The variation of \( A_p \) is

\[ \delta \dot{A}_p = \int \pi h^2 \left[ \frac{1}{2} G (1 - \frac{1}{c_{zz}}) \delta (D_t c_{zz}) dz + \int \pi h^2 G (1 - \frac{1}{c_{rr}}) \delta (D_t c_{rr}) dz. \]  \hspace{1cm} (B12)

The surface contribution to the free energy is

\[ A_\gamma = \gamma \int 2\pi h (1 + h_z^2)^{1/2} dz. \]  \hspace{1cm} (B13)

The time derivative of \( A_\gamma \) is

\[
\dot{A}_\gamma = \gamma \int 2\pi \left[ \frac{\partial h}{\partial t} (1 + h_z^2)^{1/2} + hh_z (1 + h_z^2)^{-1/2} \frac{\partial h}{\partial z} \right] \frac{\partial h}{\partial t} \, dz
= \gamma \int 2\pi \left[ \frac{\partial h}{\partial t} (1 + h_z^2)^{1/2} + hh_z (1 + h_z^2)^{-1/2} \frac{\partial h}{\partial z} \left( \frac{1}{2h} \frac{\partial (h^2)}{\partial z} \right) \right] \, dz
= \gamma \int 2\pi \left[ \frac{\partial h}{\partial t} (1 + h_z^2)^{1/2} + \pi hh_z (1 + h_z^2)^{-1/2} \left( \frac{h_z \frac{\partial (h^2)}{\partial z}}{h^2} - \frac{1}{h} \frac{\partial (h^2)}{\partial z^2} \right) \right] \, dz. \]  \hspace{1cm} (B14)

25
The first term in Eq. (B14) is

\[
\begin{align*}
\gamma & \int 2\pi \frac{\partial h}{\partial t} (1 + h_z^2)^{1/2} dz \\
& = \gamma \int 2\pi \left(-\frac{1}{2h} \frac{\partial (vh^2)}{\partial z}\right) (1 + h_z^2)^{1/2} dz \\
& = -\gamma \int \pi \frac{(1 + h_z^2)^{1/2}}{h} d(vh^2) \\
& = \gamma \int \pi vh^2 \frac{\partial}{\partial z} \left(\frac{(1 + h_z^2)^{1/2}}{h}\right) dz \\
& = \gamma \int \pi v \left[h_z h_{zz}(1 + h_z^2)^{-1/2} - h_z(1 + h_z^2)^{1/2}\right] dz
\end{align*}
\]

(B15)

The second term in Eq. (B14) is

\[
\begin{align*}
\gamma & \int \pi hh_z (1 + h_z^2)^{-1/2} \left(\frac{h_z}{h^2} \frac{\partial (vh^2)}{\partial z}\right) dz \\
& = \gamma \int \pi \left(\frac{h_z^2(1 + h_z^2)^{-1/2}}{h}\right) d(vh^2) \\
& = -\gamma \int \pi vh^2 \frac{\partial}{\partial z} \left(\frac{h_z^2(1 + h_z^2)^{-1/2}}{h}\right) dz \\
& = \gamma \int \pi v \left[(h_z^3 - 2hh_z h_{zz})(1 + h_z^2)^{-1/2} + hh_z^3 h_{zz}(1 + h_z^2)^{-3/2}\right] dz
\end{align*}
\]

(B16)

The third term in Eq. (B14) is

\[
\begin{align*}
\gamma & \int \pi hh_z (1 + h_z^2)^{-1/2} \left(-\frac{1}{h} \frac{\partial^2 (vh^2)}{\partial z^2}\right) dz \\
& = -\gamma \int \pi h_z (1 + h_z^2)^{-1/2} d \left(\frac{\partial (vh^2)}{\partial z}\right) \\
& = \gamma \int \pi \frac{\partial (vh^2)}{\partial z} \frac{\partial}{\partial z} \left(h_z(1 + h_z^2)^{-1/2}\right) dz \\
& = \gamma \int \pi \left(h_{zz}(1 + h_z^2)^{-1/2} - h_z h_{zz}(1 + h_z^2)^{-3/2}\right) d(vh^2) \\
& = -\gamma \int \pi vh^2 \frac{\partial}{\partial z} \left[h_{zz}(1 + h_z^2)^{-1/2} - h_z h_{zz}(1 + h_z^2)^{-3/2}\right] dz \\
& = \gamma \int \pi vh^2 \left[-h_{zz}(1 + h_z^2)^{-1/2} + (3h_z h_{zz} + h_z h_{zzz})(1 + h_z^2)^{-3/2} - 3h_z^3 h_{zzz}(1 + h_z^2)^{-5/2}\right] dz
\end{align*}
\]

(B17)
Combining above three equations, we can obtain

\[ \dot{\gamma} = \gamma \int \pi v \left[ -h_z(1 + h_z^2)^{-1/2} + (h_z^3 - h h_z h_{zz} - h^2 h_{zzz})(1 + h_z^2)^{-3/2} 
+ (h h_z^3 h_z + 3 h^3 h_z^2 + h^2 h_z^2 h_{zzz})(1 + h_z^2)^{-3/2} - 3 h^2 h_z^3 h_{zzz}^2(1 + h_z^2)^{-5/2} \right] dz \]

\[ = \gamma \int \pi v \left[ -h_z - 2 h^3 - h^2 - h h_z h_{zz} - h^2 h_{zzz} - h h_z h_{zzz} - h^2 h_z^2 h_{zzz} + 3 h^2 h_z^2 h_{zzz}^2(1 + h_z^2)^{-5/2} \right] dz \]

\[ = -\gamma \int \pi v \left[ h_z(1 + h_z^2)^{-1/2} + (h h_z h_{zz} + h^2 h_{zzz})(1 + h_z^2)^{-3/2} - 3 h^2 h_z^2 h_{zzz}^2(1 + h_z^2)^{-5/2} \right] dz \quad (B18) \]

From Eq. (B19), we can get

\[ \frac{\partial}{\partial z}(h^2 K) = \gamma \frac{\partial}{\partial z} \left[ h(1 + h_z^2)^{-1/2} + h h_z(1 + h_z^2)^{-3/2} \right] \]

\[ = \gamma \left[ h_z(1 + h_z^2)^{-1/2} + (h h_z h_{zz} + h^2 h_{zzz})(1 + h_z^2)^{-3/2} 
- 3 h^2 h_z^2 h_{zzz}^2(1 + h_z^2)^{-5/2} \right]. \]

(B19)

Comparing Eqs. (B17) and (B18), we can arrive

\[ \dot{A}_\gamma = -\int \pi v \frac{\partial (h^2 K)}{\partial z} \delta v dz. \quad (B20) \]

The variation of \( \dot{A}_\gamma \) is

\[ \delta \dot{A}_\gamma = -\int \pi \frac{\partial (h^2 K)}{\partial z} \delta v dz. \quad (B21) \]

Using Eqs. (B12) and (B21), we can write the variation of Rayleighian \( \mathcal{R} = \Phi + \dot{A}_p + \dot{A}_\gamma \) with respect to \( D_t \epsilon_{\alpha\alpha} \)

\[ \frac{\delta \mathcal{R}}{\delta (D_t \epsilon_{zz})} = 0 \quad \Rightarrow \quad D_t c_{zz} - 2 \frac{\partial v}{\partial z} c_{zz} + \frac{1}{\tau} (c_{zz} - 1) = 0, \quad (B22) \]

\[ \frac{\delta \mathcal{R}}{\delta (D_t \epsilon_{rr})} = 0 \quad \Rightarrow \quad D_t c_{rr} + \frac{\partial v}{\partial z} c_{rr} + \frac{1}{\tau} (c_{rr} - 1) = 0. \quad (B23) \]

These can be rewritten in term of polymer contributions to the stress tensor \( \sigma^{(p)}_{\alpha\alpha} = G(\epsilon_{\alpha\alpha} - 1) \)

\[ \frac{\partial \sigma^{(p)}_{zz}}{\partial t} + v \frac{\partial \sigma^{(p)}_{zz}}{\partial z} = 2 \frac{\partial v}{\partial z} \sigma^{(p)}_{zz} + 2G \frac{\partial v}{\partial z} - \sigma^{(p)}_{zz}, \quad (B24) \]

\[ \frac{\partial \sigma^{(p)}_{rr}}{\partial t} + v \frac{\partial \sigma^{(p)}_{rr}}{\partial z} = - \frac{\partial v}{\partial z} \sigma^{(p)}_{zz} - G \frac{\partial v}{\partial z} - \sigma^{(p)}_{rr}. \quad (B25) \]

These are the same as Eqs. (B5) and (B6).

Using Eq. (B8), we can write the variation of Rayleighian \( \mathcal{R} = \Phi + \dot{A}_p + \dot{A}_\gamma \) with respect to \( v \)

\[ \frac{\delta \mathcal{R}}{\delta v} = 0 \quad \Rightarrow \quad \frac{\partial}{\partial z} \left[ h^2 \left( K + 3 \eta \frac{\partial v}{\partial z} + \sigma^{(p)}_{zz} - \sigma^{(p)}_{rr} \right) \right] = 0. \quad (B26) \]
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This equation agrees with Eq. [B3] if the inertial terms are negligible.
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