Deep Joint Transmission-Recognition for Multi-View Cameras
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Abstract—We propose joint transmission-recognition schemes for efficient inference at the wireless edge. Motivated by the surveillance applications with wireless cameras, we consider the person classification task over a wireless channel carried out by multi-view cameras operating as edge devices. We introduce deep neural network (DNN) based compression schemes which incorporate digital (separate) transmission and joint source-channel coding (JSCC) methods. We evaluate the proposed device-edge communication schemes under different channel SNRs, bandwidth and power constraints. We show that the JSCC schemes not only improve the end-to-end accuracy but also simplify the encoding process and provide graceful degradation with channel quality.
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I. INTRODUCTION

The number of Internet of Things (IoT) devices has been growing expeditiously across the globe. From smart home devices to wearable technologies, the applications of IoT devices are diverse as well as unprecedented. As of 2019, the percentage of businesses that make use of IoT technologies has increased from 13% in 2014 to about 25% [1]. As each generation of the IoT devices comes with more reliable connectivity, better sensors, more computing power and greater data storage capacity, the growth of IoT technologies is expected to accelerate even further.

Currently, most IoT devices operate as wireless sensors at the edge: they collect data, preprocess it and offload to an edge (or cloud) server. One of the main challenges in such setting is that the IoT devices are typically power and memory constrained – meaning they can only carry out a limited amount of computations, which makes the resource allocation problem challenging. In the scenario considered in this paper, the computations of interest are imposed by a deep neural network (DNN). In this work, we consider multi-view cameras, whose fields of vision overlap, to carry out person classification task at the wireless network edge\(^1\). Additionally, since the cameras and the edge server communicate through a wireless channel, this transmission poses another challenge as it establishes a significant bottleneck as well as leads to latency and consumption of considerable energy by the resource-constrained cameras.

Some recent works [2], [3], [4] demonstrate the potential of splitting DNNs between the edge devices and the server. The practical objective of splitting the network is to make sure that the subnetwork deployed on IoT devices accommodates for their inherent limited computational and storage resources.

Furthermore, although Shannon’s separation theorem proves the optimality of the separate design of source and channel codes in the infinite blocklength regime, the joint source-channel coding (JSCC) is known to improve the performance and robustness in practical communication systems [5]. Considering real-time constraints, this makes deep JSCC scheme attractive for realistic distributed learning and inference scenarios such as the one considered in this work. Our contributions can be summarized as follows:

- We propose a DNN training strategy for joint device-edge classification task using deep JSCC.
- We propose an autoencoder-based architecture for intermediate feature compression under noisy and bandwidth-limited channel conditions.
- We evaluate the proposed schemes on person classification task, under different channel SNRs, bandwidth and power constraints.

II. METHODS

In this section, we analyze two different paradigms for the task of person classification at the wireless edge carried out by multi-view cameras: digital (separate) scheme, shown in Fig. 2, and JSCC-based approaches, shown in Fig. 3, 4 and 5. Section II-A describes the classification baseline, which is used both by the digital and JSCC schemes that are described in Section II-B and II-C, respectively. The section concludes with a description of multi-step training strategy, which was shown to be well-suited for the JSCC approaches.

Considering the nature of surveillance applications, stringent bandwidth values will be considered – this means that features output by a DNN, instead of the original images, will be transmitted over the wireless channel. Since extracting such feature vectors increases the computational load on edge

\(^{1}\)For a more formal construction, let us denote \(x_1, x_2\) as a pair of images from two different cameras and \(H(x_1, x_2)\) as their joint entropy. Given that the contents of these images are correlated due to overlapping fields of vision of the cameras, we have:

\[ I(x_1, x_2) = H(x_1) + H(x_2) - H(x_1, x_2) \geq 0 \]

Motivated by this observation, we seek a compression model to jointly compress the features of these correlated images.
of the channel input vector, we impose an average power constraint \( P = 1 \). For every channel input vector, we impose an average power constraint of \( P = 1 \), i.e. \( \frac{1}{N} \sum_{i=1}^{N} x_i^2 \leq P \). Accordingly, the channel SNR is then defined as:

\[
\text{SNR} = 10 \log_{10} \left( \frac{P}{\sigma_{\text{noise}}^2} \right) \text{ (dB)}.
\]

To compare JSCC approaches with the digital (separate) alternative, Shannon capacity formula is used, that is:

\[
C = \frac{1}{2} \log_2 \left( 1 + \frac{P}{\sigma_{\text{noise}}^2} \right),
\]

which yields the minimum SNR requirement that allows us to send \( C \) bits through the channel, under the assumption that the ideal source and channel codes are in use.

A. Classification baseline

Given an image, our goal is to identify the people appearing in that image. For this task, we employ a DNN that outputs a multi-hot encoded vector. For the classification baseline, we employ a pretrained ResNet-18 [6] for each camera followed by three fully-connected layers with Batch Normalization (BN) and rectified linear unit (ReLU) activation layers added after each of them (see Fig. 1). We will refer to this architecture as the classification baseline in the following parts.

B. Digital (Separate) Transmission of Extracted Features

An overview of the digital (separate) scheme is provided in Fig. 2. After using the Baseline Part I to extract the intermediate feature vector, we pass it through the lossy feature encoder, which consists of a single fully-connected layer. The obtained latent representation is then quantized, compressed by the arithmetic coder and transmitted through the channel to the edge server, where it is passed through the Baseline Part II in order to predict the unique person IDs.

To ensure that the quantization step is differentiable, we adopt the quantization noise from [7] during the training phase. Specifically, we add a uniform noise to each element in the latent representation, as follows:

\[
Q(r) = r + U \left( -\frac{1}{2}, \frac{1}{2} \right),
\]

where \( Q(\cdot) \) is the approximated quantization, \( r \) is the latent representation and \( U(\cdot, \cdot) \) is the uniform noise vector. During inference, each element in the latent representation rounded to the nearest integer on which the arithmetic coding is subsequently performed.

The arithmetic coding we implement is based on estimating the distribution of the quantized latents. Assuming that the vector elements \( q_i \in q = Q(r) \) are i.i.d with some probability mass function (PMF) of \( p(q) \), we first-order approximate \( p(q) \) as a continuous-valued probability density function \( p_c(q) \) as:

\[
p_c(q) = \sum_{k=1}^{K} \alpha_k \frac{1}{\sigma_k \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{q - \mu_k}{\sigma_k} \right)^2},
\]

where \( K \) is the number of Gaussian mixtures, \( \sigma_k \) are mixture scales, \( \mu_k \) are mean values and \( \alpha_k \) are the corresponding mixture weights. We experiment with \( K \in \{1, 2, 3\} \) in this paper since these values are found to be performing well for small \( C \) values in Equation (2). Finally, we evaluate PMF \( p(q) \) at discrete values \( q \in \mathbb{Z} \) by integrating \( p_c(q) \) over \([q - \frac{1}{2}, q + \frac{1}{2}]\) in order to obtain:

\[
p(q) = \int_{q-\frac{1}{2}}^{q+\frac{1}{2}} p_c(x) dx = F_c \left( q + \frac{1}{2} \right) - F_c \left( q - \frac{1}{2} \right),
\]

where \( F_c \) is the cumulative density function of the distribution \( p_c(q) \).

The arithmetic encoded version of the quantized latent representation is then transmitted to the server using a channel code. Since any channel coding scheme introduces some degree of error, we assume capacity achieving channel codes over the channel in order to obtain an upper bound on the performance for the digital scheme that employs the architecture shown in Fig. 2.

1) Loss Function: In order to achieve a reasonable performance trade-off between the person classification task and the compression rate, we define the loss as weighted sum of the two objectives, which we aim to minimize:

\[
L = l_{\text{cross-entropy}} - \lambda \cdot \log_2 p(q),
\]

where \( l_{\text{cross-entropy}} \) and \( p(q) \) refer to cross-entropy loss between predicted IDs and ground truth for person classification task, and the PMF of the quantized vector \( q \) respectively. In this work, we experiment with small \( \lambda \) values such that \( \lambda \in [0.001, 0.045] \) in order to obtain a reasonable accuracy. We also allow different dimensionality for the latent representation, between 4 and 16.
2) **Training Strategy:** The entire network in Fig. 2 is trained end-to-end with the cross-entropy loss for 50 epochs, using SGD with Nesterov momentum of 0.9, learning rate of 0.01 and $L_2$ penalty weighted by $5 \cdot 10^{-4}$. We reduce the learning rate by a factor of 0.1 every 10 epoch. Note that the arithmetic coding is implemented only for testing and therefore bypassed during the training phase.

**C. JSCC of Extracted Features**

Inspired by [4] and [8], we evaluate four classification schemes at the wireless edge, which all include an autoencoder-based network for intermediate feature compression combined with deep JSCC scheme: device-edge models employing Joint Decoding + Orthogonal Multiple Access, Joint Decoding + Non-Orthogonal Multiple Access, Joint Encoding and Joint Encoding + Non-Orthogonal Transmission\(^2\), shown in Fig. 4 and 5. By applying edge detection schemes onto multi-nodes of the network, we aim to the reduce channel bandwidth requirements, compared to a single node setup.

In order to make a fair comparison, we also investigate sending the feature vectors separately. Referring to this as Single Users device-edge model, an overview of the architecture is provided in Fig. 3.

1) **Autoencoder architecture:** The proposed autoencoder architecture is shown in Fig. 6. Its goal is to compress the feature vectors in order to reduce communication overhead.

\(^2\)Note that the use of the word *joint* in this case does not refer to the JSCC scheme. From now on, we will use this word to refer to both concepts and we will not be explicit as long as the context dictates its meaning.
Fig. 4: An overview of the evaluated joint decoding schemes. The baseline is split between the IoT devices and the edge server at the same splitting point indicated in Fig. 1. The intermediate feature vector is compressed and sent through the wireless channel by the autoencoder architecture in Fig. 6. Note that for the Joint Decoding + Orthogonal Multiple Access scheme, the bandwidth allocation is set to be equal for both users. For the implementation of the Joint Decoding + Non-Orthogonal Multiple Access scheme, we replace the concatenation operation in the figure by the element-wise summation of the output of two encoders, which both have the dimensionality of $B$ given a bandwidth budget of $B$. Note that for the evaluated orthogonal and non-orthogonal multiple access approaches, we impose an average power constraint of $P = 1$ for every channel input vector and also an equal power allocation for both users. In the following parts, we will refer to these models as the J-Dec + OMA and J-Dec + NOMA for the cases of orthogonal and non-orthogonal multiple access schemes, respectively.

as well as the on-device computational load, thanks to its asymmetrical structure (similar to the one discussed in [4]). The fully-connected layers are either followed by Batch Normalization (BN), Generalized Divisive Normalization (GDN) or Inverse Generalized Divisive Normalization (IGDN) [9], [10] for the sake of Gaussianizing the data. We particularly employ GDN/IGDN layers since they are shown to be suitable for density modelling [9], [10] and are also used in the state-of-the-art image compression schemes such as [11].

2) Training strategy: The training strategy for the evaluated JSCC approaches in Fig. 3, 4 and 5 consists of three steps. Firstly, we pretrain the classification baseline in Fig. 1 with cross-entropy loss for 30 epochs, using SGD with Nesterov momentum of 0.9, learning rate of 0.01 and $L_2$ penalty weighted by $5 \cdot 10^{-4}$. The learning rate is reduced by a factor of 0.1 every 10 epoch. Secondly, each image from the training set is passed through the Baseline Part I, shown in Fig. 1, in order to extract all the possible intermediate feature vectors at the splitting point. These feature vectors are then used to pretrain the autoencoder, shown in Fig. 6, with $L_1$ loss for 50 epochs, using SGD with Nesterov momentum of 0.9, learning rate of 0.1 and $L_2$ penalty weighted by $5 \cdot 10^{-4}$. The learning rate is reduced by a factor of 0.1 after 20th and 40th epochs. Note that AWGN channel model is incorporated during training of the autoencoder so that the autoencoder is able to learn the robust transmission of feature vectors.

Thirdly, the entire network is trained end-to-end by combining Baseline Parts I and II, and placing the pretrained autoencoder at the splitting point shown in Fig. 1. Similar to the first step, the network is trained with cross-entropy loss for 50 epochs, using SGD with Nesterov momentum of 0.9, learning rate of 0.01 and $L_2$ penalty weighted by $5 \cdot 10^{-4}$. Likewise, the learning rate is reduced by a factor of 0.1 every 10 epoch.

Instead of single-step training the networks directly, the proposed multi-step training strategy allows the JSCC models to achieve superior classification accuracy, even with significantly low channel bandwidths (similar to the one discussed in [12]).

III. RESULTS

In this section, we discuss the performance of the evaluated JSCC approaches and compare it with the digital (separate) transmission paradigm. Before presenting the results, the experimental setup, along with the motives for the dataset choice, is discussed first.

A. Experimental setup

To assess the performance of the proposed architectures for the person classification task, we use the ‘WILDTRACK’ dataset [13], where there are 7 static cameras whose fields of view are overlapping within one another3. One of the main characteristics of the ‘WILDTRACK’ dataset is that the cameras captured a realistic setup of walking pedestrians in front of the main building of ETH Zurich, Switzerland [13]. Furthermore, the high precision joint-camera calibration and synchronization of the ‘WILDTRACK’ dataset surpasses those of the PETS 2009 [14], which has been recognized as a challenging benchmark dataset at the time of publishing. Although the EPFL-RLC [15], another multi-view dataset, improves the joint-calibration accuracy and synchronization of multi-camera setup, compared to the PETS 2009, it provides annotations

3Annotated dataset can be downloaded from: https://www.epfl.ch/labs/cvlab/data/data-wildtrack/
Fig. 5: An overview of the evaluated joint encoding schemes. The baseline is split between the IoT devices and the edge server at the same splitting point for both models indicated in Fig. 1. The intermediate feature vector is compressed and sent through the wireless channel by the autoencoder architecture in Fig. 6. At the server side, the received feature vector is decoded and the edge server completes the forward pass in order to predict the unique person IDs. Unlike the Joint Encoding scheme, the Joint Encoding + Non-Orthogonal Transmission model employs two distinct encoders. The channel symbols for Fig. 5b is implemented as \( s = s_1 + s_2 \), where \( s_K \) denotes the channel symbols for Camera \( K \). We will refer to these models shown in Fig. 5a and 5b as the \( J-Enc1 \) and \( J-Enc2 \) in the following parts, respectively.

Fig. 6: Proposed autoencoder architecture for the JSCC schemes. Fully-connected layer parameters are denoted as: input size \( \times \) output size. \( N \), \( B \) and PReLU in the figure correspond to input dimension, channel bandwidth and parametric rectified linear unit, respectively.

only for a small subset of the total frames, making it unsuitable for deep-learning-based multi-view detection schemes [13].

The ‘WILDTRACK’ dataset provides annotations for 400 synchronized frames for each of the 7 static cameras, using a frame rate of 2 fps. Note that original resolution of the images is 1920 \( \times \) 1080 and on average, there are 20 pedestrians on each frame [13]. Due to unbalanced nature of labels in the ‘WILDTRACK’ dataset, the loss function for the classification baseline and for the entire device-edge models is chosen to be weighted cross-entropy\(^4\), which aims to optimize the metric:

\[
\text{Balanced Accuracy} = \frac{\text{TPR} + \text{TNR}}{2},
\]

for all class predictions, where TPR and TNR stand for True Positive Rate and True Negative Rate, respectively.

\(^4\)We used the PyTorch implementation of BCEWithLogitsLoss, which is documented at: https://pytorch.org/docs/stable/nn.html
In order to ensure that one needs to effectively transmit the intermediate feature vectors coming from both cameras for configurations in Fig. 4 and 5, we define a correlation metric, $r_{corr}$, to choose which pair of overlapping cameras to use for the evaluation of the proposed schemes:\(^5\)

\[ r_{corr}(j, k) = \frac{1}{N} \sum_{i=1}^{N} \frac{|\text{Cam}_{j,i} \cup \text{Cam}_{k,i}|}{|\text{Cam}_{j,i}| + |\text{Cam}_{k,i}|}, \tag{8} \]

where $\text{Cam}_{j,i}$ refers to the set of people appearing at Camera $j$ for $i^{th}$ frame. Note that $N = 400$ for the ‘WILDTRACK’ dataset. After calculating this correlation metric for all combinations of two cameras from the ‘WILDTRACK’, we find that the pair of Camera 4 and 5 has the highest $r_{corr}$ value of 0.911\(^6\). In order to make sure that the feature compression of the selected cameras is as nontrivial as possible, we choose Camera 4 and 5 to assess the performance of the proposed JSCC approaches for the task of person classification.

To make a fair comparison among the JSCC approaches discussed in Section II-C, we define an evaluation metric for the Single Users scheme, $\text{acc}_{sep}$, for a given bandwidth budget of $B$ as the following\(^7\):

\[ \text{acc}_{sep}(B) = \frac{1}{|E|} \sum_{e \in E} \max_{b_1, b_2 \in B} \left( w_4 \cdot \text{acc}_{4,b_1} + w_5 \cdot \text{acc}_{5,b_2} \right), \tag{9} \]

where

\[ w_4 = \frac{|ID_4|}{|ID_4| + |ID_5|}, \]
\[ w_5 = \frac{|ID_5|}{|ID_4| + |ID_5|}, \]
\[ E : \text{set of independent experiments}, \]
\[ B : \text{set of evaluated bandwidths}, \]
\[ \text{acc}_{k,b} : \text{mean balanced accuracy across all classes for Camera } k \text{ at bandwidth } b, \]
\[ ID_k : \text{set of all people appearing at Camera } k. \]

This metric ensures that the Single Users has the flexibility to choose the best bandwidth allocation given a bandwidth budget of $B$ — this provides an upper bound on the performance that can be achieved by the JSCC scheme shown in Fig. 3. We will refer to this metric as Optimal Combination in the following parts.

We provide a table of definitions for the evaluated JSCC approaches in Table 1. In our experiments, we use the same SNR value for the training and testing phases. In the following parts, the results shown for the JSCC approaches are the median (i.e. Q2) of 100 different evaluations carried out for each bandwidth and SNR combination considered. If shown, the error bar edges correspond to the lower and upper quartiles (i.e. Q1 and Q3). For the digital scheme, the best accuracy is kept across different values of $C$ in Equation (2).
| Short Name                  | JSCC Scheme                                                                 |
|----------------------------|------------------------------------------------------------------------------|
| Single Users + Eq.BW       | Single Users with equal bandwidth allocation for both users                  |
| Single Users + Opt.BW      | Single Users evaluated with Optimal Combination                              |
| J-Dec + OMA                | Joint Decoding + Orthogonal Multiple Access with equal power allocation for both users |
| J-Dec + NOMA               | Joint Decoding + Non-Orthogonal Multiple Access with equal power allocation for both users |
| J-Enc1                     | Joint Encoding                                                              |
| J-Enc2                     | Joint Encoding + Non-Orthogonal Transmission                                 |

**TABLE I:** Table of definition for the evaluated JSCC approaches.

**B. Performance for Different Methods**

We plot the accuracy achieved by the JSCC and digital schemes as a function of various channel SNRs in Fig. 8a, 8b and 8c. As seen, the JSCC approaches outperform both the digital scheme and Single Users + Eq.BW in all of the scenarios considered. Differently from the digital scheme, the J-Enc1, J-Dec + OMA and J-Dec + NOMA closely approach J-Enc2 at the high SNR regime, but fail to achieve a similar performance for smaller values of SNR. For bandwidth budgets of $B \in \{32, 48, 64\}$, the schemes J-Enc2, J-Enc1, J-Dec + OMA and J-Dec + NOMA perform better than the Single Users + Opt.BW, notably for smaller values of SNR.

**C. Performance for Different Channel SNRs**

In this experiment, we investigate the effect of varying the channel SNR on the JSCC approaches. The accuracy as a function of channel bandwidth is shown in Fig. 9, 10 and 11 for different SNR values of 0 and $-3$ dB. As seen in Fig. 9 and 11, the J-Enc2 achieves the best performance across the bandwidth range considered for both SNR values. Although the Single Users + Opt.BW closely approaches the J-Dec + NOMA and J-Enc2 with increasing channel bandwidth allocation, it fails to be as robust as the other proposed JSCC schemes, especially for SNR = $-3$ dB. From Fig. 10, we can conclude that the schemes J-Dec + OMA and J-Dec + NOMA perform similarly across evaluated channel bandwidth values, both achieving better accuracy than the Single Users + Opt.BW. As seen in Fig. 11, one can argue that although the J-Enc2 scheme beats the J-Dec + NOMA for evaluated channel bandwidth and SNR ranges, the reason that the schemes J-Enc2 and J-Dec + NOMA perform better than the Single Users + Opt.BW is due to joint decoding.

**D. Performance for Different Bandwidths**

In the last experiment, we examine the effect of the channel bandwidth on the J-Enc2. The accuracy as a function of channel SNR is plotted in Fig. 12 for different channel bandwidth values of 16, 32, 48, 64. It can be observed that the accuracy increases considerably as more channel bandwidth is allocated, but the relative gain diminishes as the channel bandwidth approaches the original feature dimension. From Fig. 12, it can be claimed that the bandwidth choice of $B = 48$ is best in terms of balancing the trade-off between the accuracy and allocated bandwidth.

**Fig. 8:** Comparison of performance for different approaches for $B \in \{32, 48, 64\}$. For the Single Users + Opt.BW scheme, the metric Optimal Combination is evaluated for $B \in \{2, 4, 6, \ldots, 62\}$ in Equation (9).

**IV. Conclusions**

In this work, we studied person classification task at the wireless edge carried out by power-constrained multi-view cameras, with overlapping fields of view. Firstly, we intro-
Fig. 9: Accuracy as a function of the channel bandwidth for \( \text{SNR} \in \{-3, 0\} \) dB. For the Single Users + Opt.BW scheme, the metric *Optimal Combination* is evaluated for \( B \in \{2, 4, 6, \ldots, 62\} \) in Equation (9).

Fig. 10: Accuracy as a function of the channel bandwidth for \( \text{SNR} \in \{-3, 0\} \) dB. For the Single Users + Opt.BW scheme, the metric *Optimal Combination* is evaluated for \( B \in \{2, 4, 6, \ldots, 62\} \) in Equation (9).

Fig. 11: Accuracy as a function of the channel bandwidth for \( \text{SNR} \in \{-3, 0\} \) dB. For the Single Users + Opt.BW scheme, the metric *Optimal Combination* is evaluated for \( B \in \{2, 4, 6, \ldots, 62\} \) in Equation (9).

Produced a digital (separate) scheme which employed quantization and arithmetic coding for feature compression. Aiming to exploit the correlation between the fields of view of the cameras by joint encoding and/or joint decoding, we proposed JSCC schemes for robust transmission of feature vectors. These schemes incorporated an autoencoder-based architecture for intermediate feature compression. The JSCC approaches achieve a satisfactory classification accuracy even with extremely limited bandwidth and power constraints. This was achieved with a multi-step training strategy. The JSCC schemes also achieve superior results in comparison to the digital scheme under the evaluated SNR and bandwidth constraints. As a future work, we plan to provide an extensive evaluation of the proposed approaches at various DNN splitting points as well as to investigate various layers and different activation functions for the autoencoder architecture.
In order to address the limited computational resources of the power-constrained IoT devices, we will also aim to incorporate pruning into the joint training phase.
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