Do charged-pions condense in a magnetic field with rotation?
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We revisit the condensation scenario of charged pions in external magnetic field and rotation, which was first considered by Y. Liu and I. Zahed. Based on the Ginzburg-Landau analysis of the Nambu–Jona-Lasinio model, we find that the charged-pion condensation takes place only when both a strong coupling constant and negatively large baryon chemical potential are applied. Besides, our numerical calculation shows that the chiral restoration induced by the interplay between magnetic field and rotation (i.e., the rotational magnetic inhibition) interrupts the formation of the charged-pion condensate. This suggests that the analysis of such condensation requires a careful treatment of the inner structure of pions, which was not taken into account before. We also discuss the underlying physical mechanism of our finding and the indication of charged-rho condensation.

I. INTRODUCTION

In the last few decades, quark matter under a magnetic background has attracted many attentions in a wide range of physical systems from the early universe to the neutron stars and heavy ion collision experiments. One of the active research topics is the anomalous chiral transport phenomena caused by the quantum anomaly in a magnetic field, for example, the chiral magnetic effect (CME) [1, 2] and its cousins. Their experimental searches are the frontiers of the recent heavy-ion collision physics [3–5]. The magnetic response of quark matter also strongly affects the phase structure of quantum chromodynamics (QCD). A lot of interesting phenomena have been discussed in this context, e.g., the magnetic catalysis of chiral condensate [6–8], inverse magnetic catalysis at finite temperature [9, 10] and density [11], and others [12–22].

Additionally, various properties of rotating relativistic matter have been actively discussed, motivated by extremely strong fluid vorticity found in heavy-ion collisions [23–25] via the spin polarization of spinful particles [26, 27]. Such a vorticity can generate the parity violating current called the chiral vortical effect (CVE) [28–31], which is analogous to the CME. It is also revealed that rotation affects even the phase structure of QCD [32–42]. In a uniformly rotating system at finite temperature and/or density, angular velocity plays a role as an effective chemical potential, and thus suppresses the spin-0 pairing of quarks [33]. On the other hand, it is confirmed that such a rotational effect on thermodynamics is invisible at zero temperature and density [34, 35, 37]. In Refs. [40, 43], the authors showed that under a nonmagnetic rotation the ground state exhibits a vortex structure under sufficiently rapid rotation.

On top of these, a remarkable property of rotating matter is that combined with magnetic field, rotation creates more fruitful QCD phase structure. In Ref. [32], Fukushima and the present authors found, from the Nambu–Jona-Lasinio (NJL) model analysis, that the chiral condensate decreases as magnetic field increasing, and eventually the chiral symmetry is restored. This novel phenomenon was named the “rotational magnetic inhibition”, as an analogy to the magnetic inhibition phenomenon in the finite density system. Furthermore, it is argued in Refs. [39, 44] that the interplay between magnetic field and rotation can induce a charged-pion condensation. The essential idea is that such a combined effect leads to an energy splitting between $\pi^+$ and $\pi^-$, if pions are taken into account as point-like particles (see Section II). Namely, an effectively isospin chemical potential is induced. As a result, a charged-pion Bose-Einstein condensation (BEC) takes place, similarly to that induced in a finite isospin density system [45–48].

In the above argument of the charged-pion condensate, however, it is unclear whether the point-particle picture is safely admitted. Indeed, it would be expected that the inner structure is important, in the following two senses. First, due to the rotational magnetic inhibition, magnetic field and rotation would suppress not only the chiral condensate but also the charged-pion condensate. Second, since both magnetic field and rotation tend to align the angular momenta of the paired quark and antiquark, the magnetized and rotating quark system energetically disfavors the condensation of charged-pion, which is a spin-0 composite state.

The main purpose of this paper is to quantify how the quark dynamics affects the charged-pion condensation induced in magnetic field and rotation. For this reason, we perform the Ginzburg-Landau analysis of the $\pi^\pm$ fields in the two-flavor NJL model. We find that within this analysis, the charged-pion BEC is not observed for a small
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Arate the hadronic degrees of freedom from the quarks. The appearance of the baryon density contains a contribution from chiral anomaly such that $n_B \sim \Omega B/(4\pi^2)$ [34, 50], which persists even in low-energy effective theory due to anomaly matching. Thus, even if we disregard the inner quark structure of pions, a finite baryon density still exists.

II. GENERAL ARGUMENTS

First let us review the condensation mechanism of the point-like particle $\pi^\pm$ [39, 44]. We consider the magnetized and rotating cylindrical system with a magnetic field $\vec{B} = B\hat{z}$, angular velocity $\Omega = \Omega\hat{z}$, and the transverse system radius $R$. In this paper, we always assume $e > 0$ and $B > 0$ and $\Omega > 0$. The dispersion relations of the pions are given by

$$E_{\pi^\pm} = \sqrt{eB(2n+1) + p_z^2 + m^2} + \Omega l,$$

(1)

where $n$ ($l$) is the quantum number of the Landau levels (angular momentum). The above dispersion implies that $\pi^\pm$ is affected by an effective chemical potential $\pm \Omega l$. Therefore the lowest Landau level (LLL) $\pi^+$ forms a Bose condensate when $\mu_N = N\Omega$ (with $N$ being the magnetic flux, and thus the maximum value of $l$) exceeds $m_0 = \sqrt{m^2 + eB}$. Besides, as $\Omega$ increased, a higher Landau level $\pi^+$ may Bose-condense; see Refs. [39, 44] for more details. The condensate is possibly inhomogeneous as discussed in [49]. We note that the condition $\Omega \lesssim 1/R \ll \sqrt{eB}$ is implicitly assumed: the first inequality is due to the causality, and the second one is to make the Landau quantization sensible [32].

This picture cannot be applicable, however, when pions are regarded as composite spin-0 particles of quarks and antiquarks (especially, in a large magnetic field). Our results are regarded as composite spin-0 particles of quarks and antiquarks with a $\Lambda^-$ and antiquarks (especially, in a large magnetic field). This picture cannot be applicable, however, when pions are regarded as composite spin-0 particles of quarks and antiquarks.

We consider $\pi^+$, which comprise a $u$ quark and a $\bar{d}$ antiquark with their angular momenta (both the spin and the orbital one) antiparallel to each other. Since the magnetic field and rotation would tend to align the angular momenta of $u$ and $\bar{d}$, the $\pi^+$ condensate is suppressed. In addition, if a magnetic field is strong enough, the chiral restoration also takes place via the rotational magnetic inhibition [32] with an effective baryon chemical potential $\sim N\Omega^{-1}$. It is hence necessary to discuss the charged-pion condensation in the language of quarks.

In the rest of this article, we will use an NJL model to study the above two competing effects. The NJL model lacks the confinement and has no scale like $\Lambda_{\text{QCD}}$ to separate the hadronic degrees of freedom from the quarks. The results from the NJL model may differ from that of QCD, but usually provide useful insights to QCD physics, especially those related to symmetry breaking. The $\pi^+$ condensate in NJL model is considered as $\langle d\bar{\gamma}^5 u \rangle$, which can smoothly change from the condensates of loosely correlated pairs to tightly bound bosons upon tuning the coupling constant or densities, a.k.a., BCS (Bardeen-Cooper-Schrieffer)-BEC crossover. For a wide range of the coupling constant, we do not observe qualitatively different results, so in the following we present our results for a few fixed coupling constant.

We note that the charged-pion condensation also triggers an electric superconductivity, which always obstructs the penetration of the magnetic field (the Meissner effect). As a result, there are two possibilities: the magnetic field is repelled from the charged-pion condensate, and thus it cannot induce pion condensation at all; or the magnetic field penetrates into the condensate from, e.g. the magnetic vortices if it is a type-II superconductor, to turn the system very inhomogeneous. These issues will not be discussed in the following.

III. DIRAC EQUATION

We start from the Dirac equation in rotating frame with a magnetic field $\vec{B}$. The frame is rotating with a constant angular velocity $\Omega = \Omega\hat{z}$, which can be described by the metric tensor

$$g_{\mu\nu} = \begin{pmatrix} 1 - r^2\Omega^2 & \Omega y & -\Omega x & 0 \\ \Omega y & -1 & 0 & 0 \\ -\Omega x & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix},$$

(2)

with $r^2 = x^2 + y^2$. The Dirac equation in such a frame is

$$\left[i\gamma^\mu(\partial_{\mu} + iqA_{\mu} + \Gamma_{\mu}) - m + \mu\gamma^0\right]\psi(x) = 0,$$

(3)

where $A_{\mu}$ is the background gauge field in the rotating frame, $q$ the charge of the Dirac fermion, $\mu$ the fermion chemical potential. The spin connection $\Gamma_{\mu}$ is defined by

$$\Gamma_{\mu} = -\frac{1}{4}\omega_{\mu ab}\sigma^{ab},$$

$$\omega_{\mu ab} = g_{\alpha\beta}e_\alpha^a(\partial_{\mu}e_\beta^b + \Gamma_{\nu}^b e_\beta^\nu),$$

(4)

$$\sigma^{ab} = \frac{1}{2} [\gamma^a, \gamma^b].$$

The Greek and the Latin indices stand for the curved and local Lorentz coordinates, respectively. The vierbein field $e_\mu^a$ is chosen to be

$$e_0^e = e_1^e = e_2^e = e_3^e = 1, \quad e_0^u = g\Omega, \quad e_0^u = -x\Omega.$$

(5)

1 The appearance of the baryon density contains a contribution from chiral anomaly such that $n_B \sim \Omega B/(4\pi^2)$ [34, 50], which persists even in low-energy effective theory due to anomaly matching. Thus, even if we disregard the inner quark structure of pions, a finite baryon density still exists.

2 For a rotating superconductor, the superfluid velocity is entangled with the magnetic field, which makes the discussion of the Meissner effect more involved. But the main implication to the charged-pion condensation is unchanged.
and other components are zero.

We now consider the situation that a constant magnetic field is set to be along the rotating axis. In the non-rotating Minkowski spacetime with the coordinate \((t', x', y', z')\), the magnetic field is along the \(z'\)-axis, i.e., \(\vec{B} = B\hat{z'}\). We adopt the symmetric gauge \(A_0' = (0, By'/2, -Bx'/2, 0)\), then get the gauge potential in the rotating frame by a coordinate transformation: \(A_\mu(x) = (-\frac{1}{2} B\Omega r^2, \frac{1}{2} By, -\frac{1}{2} Bx, 0)\). Thus, the Dirac equation is written as

\[
i\partial_t \psi = (\hat{\mathcal{H}}_D - \Omega \hat{J}_z - \mu) \psi,
\]

\[
\hat{\mathcal{H}}_D = -i\gamma^0 \gamma^1 \left( \partial_x + i q B\frac{y}{2} \right) - i\gamma^0 \gamma^2 \left( \partial_y - i q B\frac{x}{2} \right) - i\gamma^0 \gamma^3 \partial_z + m \gamma^0,
\]

\[
\hat{J}_z = iy \partial_x - ix \partial_y + \frac{\sigma_z}{2} = -i\partial_y + \frac{\sigma_z}{2}.
\]

(6)

A uniformly rotating system must be finite-sized. We consider a cylindrical system with a radius \(R\) satisfying the causality constraint \(\Omega R < 1\), and suppose that an appropriate boundary condition is imposed. For \(qB > 0\), the solutions can be written as

\[
\psi_s^{(a)} = \frac{1}{\sqrt{\pi R^2 N_{l,k}}} \frac{1}{\sqrt{2\varepsilon}} e^{-i(a\zeta - \Omega_j \mu)t} \psi_s^{(a)}
\]

(7)

with \(\varepsilon = \sqrt{2qB\lambda_{l,k} + p_z^2 + m^2}\) and \(\lambda_{l,k}\) being the \(k\)-th eigenvalue of the radial Hamiltonian for angular momentum quantum number \(l\). Also \(a = \pm\) stands for positive or negative frequency solution, \(s = \pm\) represents the spin state, and \(j = l + 1/2\). Note that \(\lambda_{l,k}\) and \(N_{l,k}\) depend on what type of boundary condition is imposed [22]. The eigenfunctions of \(\hat{\mathcal{H}}_D\) with the eigenvalue \(a\varepsilon\) reads 3

\[
\Psi_+^{(+)} = \frac{e^{ip_z z}}{\sqrt{\varepsilon + m}} \begin{pmatrix} (\varepsilon + m)\phi_{l,k} & 0 \\ p_{z,\phi_{l,k}} & \sqrt{2qB\lambda_{l,k} + p_z^2 + m^2} \phi_{l,k} \end{pmatrix},
\]

(8)

\[
\Psi_+^{(-)} = \frac{e^{ip_z z}}{\sqrt{\varepsilon + m}} \begin{pmatrix} 0 & (\varepsilon + m)\phi_{l,k} \\ -p_{z,\phi_{l,k}} & -\sqrt{2qB\lambda_{l,k} + p_z^2 + m^2} \phi_{l,k} \end{pmatrix},
\]

(9)

\[
\Psi_-^{(+)} = \frac{e^{-ip_z z}}{\sqrt{\varepsilon + m}} \begin{pmatrix} 0 & -(\varepsilon + m)\phi_{l,k} \\ p_{z,\phi_{l,k}} & \sqrt{2qB\lambda_{l,k} + p_z^2 + m^2} \phi_{l,k} \end{pmatrix},
\]

(10)

\[
\Psi_-^{(-)} = \frac{e^{-ip_z z}}{\sqrt{\varepsilon + m}} \begin{pmatrix} (\varepsilon + m)\phi_{l,k} & 0 \\ -p_{z,\phi_{l,k}} & 0 \end{pmatrix},
\]

(11)

Here we have introduced

\[
\phi_{l,k} = e^{i\theta\Omega}\Phi(l; k, 1; \frac{1}{2} qB r^2),
\]

\[
\varphi_{l,k} = \text{sgn}(j) e^{i(j+1)\theta}\Phi(l+1; k - 1, \frac{1}{2} qB r^2),
\]

(12)

where

\[
\Phi_l(\lambda, x) = \frac{1}{|l|!} \left[ \frac{\Gamma(\lambda + l + 1)}{\Gamma(\lambda + 1)} \right]^{\frac{\text{sgn}(j)}{2}} x^{|j|} e^{-x/2}
\]

(13)

\[
\times {}_1 F_1(-\lambda + \frac{|l|-l}{2}, |l| + 1, x)
\]

with \({}_1 F_1\) the Kummer’s function of the first kind. If \(\lambda\) is integer, i.e. \(R \to \infty\), we have

\[
\Phi_l(\lambda, x) = \left[ \frac{\lambda!}{(\lambda + l)!} \right]^{\frac{\text{sgn}(j)}{2}} x^{|j|} e^{-x/2} L_{|l|-|\lambda|/2}(x)
\]

(14)

with \(L_n\) the Laguerre polynomials. We can construct the propagator from the solutions,

\[
S(x, x') = i \int \frac{dp_0 dp_2}{(2\pi)^2} \sum_{l = -\infty}^{\infty} \sum_{k = -\infty}^{\infty} \frac{1}{\pi R^2 N_{l,k}^2} e^{-i(p_0 - \Omega_j \mu)t} \frac{1}{p_0^2 - \varepsilon^2 + i\varepsilon} S(p_0),
\]

(15)

with \(\Delta x = x - x'\) and

\[
S(p_0) = \begin{pmatrix} \mathcal{M}_+ & N \\ -\mathcal{N} & -\mathcal{M}_- \end{pmatrix},
\]

(16)

\[
\mathcal{M}_\pm = (\pm p_0 + m) \begin{pmatrix} \phi\phi' & 0 \\ 0 & \varphi\varphi' \end{pmatrix},
\]

(17)

\[
\mathcal{N} = \begin{pmatrix} -p_\varphi\phi' & i\sqrt{2qB\lambda_{l,k}} \phi\varphi' \\ i\sqrt{2qB\lambda_{l,k}} \phi'\varphi & p_\varphi\phi' \end{pmatrix}.
\]

(18)

Here we have abbreviated \(\phi_{l,k}(x)\) by \(\phi\), \(\phi_{l,k}^*(x')\) by \(\phi^*\), and so on.

The propagator for \(qB < 0\) is obtained from Eq. (15). The difference between the propagators for \(qB > 0\) and \(qB < 0\) appears only in the sign of angular momentum; when the sign of \(qB\) changes, a charged particle moves to an opposite direction and its spin is also flipped. For this reason, we take the complex conjugate of \(S(p_0)\), interchange \(\phi\) and \(\varphi\), and replace \(e^{i\Omega t}\) with \(e^{-i\Omega t}\). Then we can construct the propagator for \(qB < 0\), as follows:

\[
\tilde{S}(x, x') = i \int \frac{dp_0 dp_2}{(2\pi)^2} \sum_{l = -\infty}^{\infty} \sum_{k = -\infty}^{\infty} \frac{1}{\pi R^2 N_{l,k}^2} e^{-i(p_0 - \Omega_j \mu)t} \frac{1}{p_0^2 - \varepsilon^2 + i\varepsilon} \tilde{S}(p_0),
\]

(19)

with

\[
\tilde{S}(p_0) = \begin{pmatrix} \tilde{\mathcal{M}}_+ & \tilde{N} \\ -\tilde{\mathcal{N}} & -\tilde{\mathcal{M}}_- \end{pmatrix},
\]

(20)

\[
\tilde{\mathcal{M}}_\pm = (\pm p_0 + m) \begin{pmatrix} \varphi^*\varphi' & 0 \\ 0 & \phi^*\phi' \end{pmatrix},
\]

(21)

\[
\tilde{\mathcal{N}} = \begin{pmatrix} -p_\phi\phi' & i\sqrt{2qB\lambda_{l,k}} \phi^*\varphi' \\ i\sqrt{2qB\lambda_{l,k}} \varphi^*\phi & p_\phi\phi' \end{pmatrix}.
\]

(22)

3 Note that the present convention is different from that in Ref. [22].
The sign difference in front of $\Omega j$ in $S(p_0)$ and $\tilde{S}(p_0)$ implies that $\Omega j$ can be regarded as an effective isospin chemical potential. The same is true for charged scalar particles, as seen in the dispersion (1) [39]. We should mention that this effective isospin chemical potential is induced only if both magnetic field and rotation are applied. Indeed, when $B = 0$, the symmetry $j \leftrightarrow -j$ is restored, so $\Omega j$ cannot be interpreted as an isospin chemical potential; and when $\Omega = 0$, there is simply no such effective chemical potential.

### IV. SCHWINGER PHASE

The Dirac propagator in a constant magnetic field is in general gauge dependent (the results presented in Sec. III is for the symmetric gauge). In Minkowski spacetime, the gauge dependence is completely incorporated by the Schwinger phase. This is true also for the rotating frame as we show in the following, and the generalization to an arbitrary curved spacetime will be present elsewhere.

The Schwinger phase $\Theta(x, x')$ is defined through $S(x, x') = e^{i\Theta(x, x')}S_{\text{inv}}(x, x')$ so that $\Theta(x, x) = 0$ is satisfied and $S_{\text{inv}}$ is gauge invariant. The condition $\Theta(x, x) = 0$ means that the Schwinger phase is independent of the path connecting $x$ and $x'$. As a biscalar, $\Theta(x, x')$ is invariant under coordinate transformation. The expression in rotating frame can thus be obtained from the usual Schwinger phase in Minkowski spacetime. For a constant $F_{\mu\nu}$ (i.e., $\nabla_{\mu}F_{\mu\nu} = 0$ with the covariant derivative $\nabla_{\mu}$), the result is

$$\Theta(x, x') = -q \int_{x}^{x'} \left[ A_\mu(z) + \frac{1}{2} F_{\mu\rho} \nabla_\rho s(z, x') \right] dz^\mu , \quad (23)$$

where the integral is along an arbitrary path from $x$ to $x'$. We have introduced the Synge’s world function $s(a, b)$, which is half the squared geodesic distance between $a$ and $b$ [51]:

$$s(a, b) = \frac{1}{2} \int_{0}^{1} g_{\mu\nu}(\xi(\tau)) \frac{d\xi^\mu}{d\tau} \frac{d\xi^\nu}{d\tau} d\tau , \quad (24)$$

with $\xi^\mu(0) = a^\mu$ and $\xi^\mu(1) = b^\mu$. This is reduced to $s(a, b) = (1/2)g_{\mu\nu}(a-b)^\mu(a-b)^\nu$ in Minkowski spacetime. We can verify the path independence of $\Phi(x, x')$, by showing that the curl of the integrand in Eq. (23) vanishes after substituting the relation $\nabla_\mu s(a, b) = g_{\mu\nu}(a)^\nu$.

When we choose the integral path as the geodesic from $x$ to $x'$, the second term in Eq. (23) vanishes because $\nabla_\mu s(z, x)$ is tangent to the geodesic. We are left with a neat expression for the Schwinger phase

$$\Theta(x, x') = -q \int_{x}^{x'} A_\mu(z) dz^\mu \quad (25)$$

with geodesic being the integral path. See Appendix A for an explicit representation of the geodesic in rotating frame.

To end this section, we show how the Schwinger phase can be factored out. For simplicity, we focus on an unbounded system, where the fermion propagator is computed with the following replacement [32]:

$$\lambda \in \mathbb{N}, \quad \frac{1}{\pi R^2 N l_k} \rightarrow |qB|, \quad -\lambda \leq l \leq -\lambda + N \quad (26)$$

with $N = [qBS/2\pi]$. We should note that $N$’s of $u$ and $d$ quarks are different because so are their charges: $q_u = 2e/3$ and $q_d = -e/3$. Also we consider that magnetic field is strong enough to justify the LLL approximation. Summing over all $l$’s under the replacement $N \rightarrow \infty$, then we arrive at

$$S_{\text{LLL}}(x_1, x_2) = i\chi \int \frac{dp_0 dp_2}{(2\pi)^2} \frac{e^{-i(p_0 - \Omega/2 - \mu)\Delta t + ip_2\Delta z}}{p_0^2 - p_2^2 - m^2 + ic} \times (p_0 \gamma^0 - p_2 \gamma^3 + m)(1 + i\gamma^1 \gamma^2) , \quad (27)$$

$$\chi(x_1, x_2) = \exp \left[ \frac{i}{2} qB r_1 r_2 \sin \Delta \vartheta - \frac{1}{4} qB C^2 \right], \quad (28)$$

$$C^2 = r^2 - 2r_1 r_2 \cos \Delta \vartheta + r_1^2 , \quad (29)$$

where we define $\Delta \vartheta = \Delta \vartheta + \Omega \Delta t$. Here we notice that the first term in Eq. (28) is the Schwinger phase with the integral path along the geodesic:

$$-q \int_{x_1}^{x_2} A_\mu dz^\mu = \frac{1}{2} qB r_1 r_2 \sin \Delta \vartheta , \quad (30)$$

where we employ the symmetric gauge. It should be noticed here that the second term in Eq. (28) is gauge invariant. We note that

$$\int_{0}^{1} \sqrt{g_{\mu\nu}(a)} \frac{d\xi^\mu}{d\tau} \frac{d\xi^\nu}{d\tau} d\tau = \sqrt{\Delta l^2 - C_{\perp}^2 - \Delta z^2} . \quad (31)$$

This implies that $C_{\perp}$ is just the perpendicular distance measured in Minkowski spacetime. For $\Omega = 0$, Eq. (27) reproduces the usual LLL Dirac propagator under a constant magnetic field in Minkowski spacetime.

### V. CONDENSATES

In this section, we will use the two-flavor NJL model to analyze the chiral condensate and charged-pion condensate. For zero current quark mass, the NJL Lagrangian in rotating frame is

$$\mathcal{L}_{\text{NJL}} = \bar{\psi}iD\psi + \frac{G}{2} \left[ (\bar{\psi}\gamma^5 \psi)^2 + (\bar{\psi}i\gamma^5 \bar{\psi})^2 \right] , \quad (32)$$

$$iD = i\gamma^\mu \nabla_\mu + \mu_B \gamma^0 \gamma^5 . \quad (33)$$
Here $\psi = (u, d)^T$ is the two flavor quark field, $\nabla_\mu = \partial_\mu + iQA_\mu + \Gamma_\mu$ the covariant derivative, $\mu_B$ (1/3 of) the baryon chemical potential, $Q = \text{diag}(q_u, q_d) = \text{diag}(2\epsilon/3, -\epsilon/3)$ the charge matrix in flavor space, and $\bar{\sigma}$ the Pauli matrix. In the mean field approximation, the one-loop effective action reads

$$\Gamma(\sigma, \vec{\pi}) = -\int d^4x \frac{\sigma^2 + \vec{\pi}^2}{2G} - i\text{Tr} \ln(iD - \sigma - i\gamma^5\vec{\pi} \cdot \vec{\sigma}),$$

(33)

where we introduce $\sigma = -G(\bar{\psi}\psi)$ and $\vec{\pi} = -G(\bar{\psi}\gamma^5\vec{\pi}\psi)$. While the presence of the magnetic field spoils the $SU(2) \otimes SU(2)$ symmetry, its diagonal part remains. This fact allows us to eliminate the neutral pion condensate by a chiral rotation. Hereafter we will always assume $\pi^0 = \pi^3 = 0$.

Now let us employ the imaginary-time formalism. Then the effective action transforms into the thermodynamic potential

$$V_{\text{eff}}(\sigma, \vec{\pi}) = -i \frac{1}{\beta V} \Gamma_E(\sigma, \vec{\pi}),$$

(34)

with $\Gamma_E$ being the one-loop effective action after the Wick rotation to Euclidean spacetime. For the current setup, it is practically hard to find the global minimum of $V_{\text{eff}}(\sigma, \vec{\pi})$, which corresponds to the ground state. Instead, we will first calculate the minimum of $V_{\text{eff}}(\sigma, \vec{0})$, and then analyze its stability against the charged-pion fluctuation. In other words, we perform the Ginzburg-Landau expansion up to the second order in the pion fields. This is justified for the analysis around a second-order or a weak first-order phase transition, which is enough for our purpose. The thermodynamic potential that we examine is thus written as

$$V_{\text{eff}} = V_{\text{eff}}^{(0)} + V_{\text{eff}}^{(2)} + \ldots,$$

$$V_{\text{eff}}^{(0)} = \frac{1}{\beta V} \int d^4x E \sigma^2 - \frac{1}{\beta V} \text{Tr} \ln(iD - \sigma),$$

(35)

$$V_{\text{eff}}^{(2)} = \frac{1}{\beta V} \int d^4x E \frac{[\vec{\pi}^2]}{2G} - \frac{1}{2\beta V} \text{Tr}[(iD - \sigma)^{-1}\gamma^5\vec{\pi} \cdot \vec{\sigma}]^2.$$

The linear terms do not appear due to the invariance of $\Gamma(\sigma, \vec{\pi})$ under the $\mathbb{Z}_2$ transformation $\vec{\pi} \to -\vec{\pi}$. We note that each term in Eq. (35) is gauge invariant, as the gauge transformation leads to $A_\mu \to A_\mu + \partial_\mu \alpha(x)$ and $\pi^\pm(x) \to e^{\pm i\alpha(x)} \pi^\pm(x)$.

Let us prepare several parameter choices in our NJL model analysis. For the numerical calculation in this section, we choose the model parameters as

$$G = 11\Lambda^{-2}, \quad 17\Lambda^{-2}, \quad R = 30\Lambda^{-1}.$$  

(36)

Besides, we note that the NJL model is nonrenormalizable. Hereafter, when we carry out the momentum sum, we shall implicitly introduce the following smooth cutoff regulator [32, 52]:

$$f(k_f; \Lambda, \delta\Lambda) = \frac{\sinh(\Lambda/\delta\Lambda)}{\cosh(k_f/\delta\Lambda) + \cosh(\Lambda/\delta\Lambda)}$$

(37)

with $k_f = \sqrt{2\eta_f B\lambda + \mu_f^2}$ and $f = u, d$. Here $\Lambda$ is the UV cutoff scale, and $\delta\Lambda$ characterizes the smoothness of the UV cutoff, which we choose

$$\delta\Lambda = 0.05\Lambda.$$  

(38)

The parameter choice in Eqs. (36)-(38) is almost the same as that in Ref. [22]. In the following, we focus on the zero density case $\mu_B = 0$ and the negatively finite density case $\mu_B < 0$. The reason why we adopt $\mu_B < 0$ will be explained in Section V B.

### A. Chiral condensate

Due to the numerical difficulty to calculate the Ginzburg-Landau coefficients, we focus on an unbounded

5 The former coupling $G = 11\Lambda^{-2}$ in the two-flavor NJL model is the same as $G = 22\Lambda^{-2}$ in the one-flavor case.
system, where Eq. (26) is applicable. The calculation of the chiral condensate in a finite cylinder with no-flux boundary condition is represented in Appendix B. We also treat $\sigma$ to be independent of the spacetime coordinate. Then the chiral condensate $\sigma$ is determined through the gap equation $\partial V^{(0)}(\sigma)/\partial \sigma = 0$, that is,

$$\frac{\sigma}{G} = \frac{1}{S} \int \frac{dp}{2\pi} \sum_{\lambda, l, a, f} \alpha_{\lambda} \varepsilon \left[ \frac{1}{2} - n_F(\varepsilon_f - a\tilde{\mu}_f) \right], \quad (39)$$

where we denote $n_F(x) = 1/(e^{\beta x} + 1)$, $\tilde{\mu}_f = \text{sgn}(q_f)\Omega j + \mu_B$, $\varepsilon_f = \sqrt{p^2 + 2q_fB\lambda + \sigma^2}$, and $\alpha_{\lambda} = 2 - \delta_{\lambda 3}$. The factor $alpha_{\lambda}$ comes from that $\Phi_{l+1}(-1, \frac{1}{2}|qB|^2) = 0$ for arbitrary $r$; in the unbounded system either the spin-up or down cannot occupy the LLL. We also note that the first and second terms in the brackets of Eq. (39) correspond to the vacuum part and the effective finite-density part with chemical potential $\tilde{\mu}_f = \text{sgn}(q_f)\Omega j + \mu_B$, respectively. At zero temperature, these terms (after the summation over $a$) are reduced as

$$\sum_a \left[ \frac{1}{2} - n_F(\varepsilon_f - a\tilde{\mu}_f) \right] \rightarrow \theta(\varepsilon_f - |\tilde{\mu}_f|). \quad (40)$$

For this reason, we expect that Eq. (39) for large $\Omega$ or $\mu_B$ has no nontrivial solution. This reflects that the effective Fermi surface induced by $\tilde{\mu}$ suppresses the low-energy mode excitation, which is required to form the chiral condensate. At the same time, we readily find that the scale to character the onset of the rotational effect is

$$\mu_N = \Omega N, \quad (41)$$

which is the rotation-induced effective chemical potential for the maximum angular momentum [32].

In Fig. 1, the upper (lower) panel shows the numerical solution for Eq. (39) at zero temperature with $G = 11A^{-2}$ ($G = 17A^{-2}$). The result with $\mu_B = 0$ and $G = 11A^{-2}$ (the black line on the upper panel) is parallel to that obtained in Ref. [32], expect for the number of flavors. We confirm from Fig. 1 that the chiral condensate is more destructed either for larger $\Omega$ or larger $\mu_B$, as we have explained below Eq. (40). The destructions of the condensate by rotation correspond to the rotational magnetic inhibition [32].

At the end of this subsection, we discuss the difference between the rotational effects on each flavor. From Eq. (40), we find that a $j$-mode of $u$ quark receives the finite-density effect with $\tilde{\mu}_u = \Omega j - |\mu_B|$, while the one of $d$ with $\tilde{\mu}_d = -\Omega j - |\mu_B|$. Hence, it might seem that the rotational effect on $u$ and $d$ behaves only as an effective isospin chemical. On top of this, however, the rotational effect involves the aspect of the baryon chemical potential. The main reason is because the upper bound of $l$ for each flavor are different, i.e., $l \lesssim N$ with $N \sim 2eBS/3$ for $u$ and with $N \sim eBS/3$ for $d$. The rotational effect on $u$ thus differ from that on $d$, which affect charged-pion condensate as we will discuss in the following.

### B. Charged-pion condensate

To calculate $V^{(2)}_{\text{eff}}$, we make the following ansatz for the two-pion function:

$$\pi^+(x')\pi^-(x) = \exp \left[ ie \int_x^{x'} A_\mu dz^\mu \right] \tilde{\pi}^+(x')\tilde{\pi}^-(x), \quad (42)$$

where the integral path is along the geodesic between $x$ and $x'$, and $\pi^+(x')\tilde{\pi}^-(x)$ is gauge invariant. In other words, the gauge dependent part of the correlator is assumed to be extracted only as the Wilson line. Note that although the geodesic is the most natural choice, other integral path is also possible, as in [53], which results in different conclusions from ours. See the Appendix C for comparison of two different choices. We emphasize that a similar ansatz is also employed to construct the gauge invariant two-point observables in the context of the usual electric superconductivity [54, 55]. To proceed, we further suppose $\tilde{\pi}^+$ and $\tilde{\pi}^-$ to be constant spatially and temporally. Then the second order term of the thermodynamic potential is written as

$$V^{(2)}_{\text{eff}} = C^{(2)}\tilde{\pi}^+\tilde{\pi}^-, \quad (43)$$

where $C^{(2)}$ is evaluated with the quark propagator. It is important to note that $C^{(2)}$ is gauge independent since the Schwinger phases in the quark propagators compensate the Wilson line in Eq. (42) exactly.

In vacuum, this $C^{(2)}$ could be regarded as an infrared energy squared of charged pions, as it is the coefficient in front of $\pi^+\pi^-$. This interpretation is however not directly applied to the present system. Indeed, although the charged pions has no baryon number, this $C^{(2)}$ are affected by the rotation-induced effective baryon chemical potential through the effect on the quark dynamics, as we argued below.

In the Ginzburg-Landau analysis, $C^{(2)} < 0$ characterises the instability of the $\sigma$ condensed state against the charged-pion fluctuation. Thus this is the criterion for the phase transition towards the charged-pion condensation. We can write down $C^{(2)}$, as follows:

$$C = \frac{q_u B|q_d B|}{S} \int \frac{dp}{2\pi} \sum_{\lambda_u, l_u, \lambda_d, l_d} \sum_a \varepsilon_a \left( \frac{g_u - g_d}{e_a^2 - e_d^2} \right), \quad (44)$$

where $C^{(2)}$ is defined as follows:

$$C^{(2)} = \frac{1}{2G} + C$$

with

$$C = \frac{q_u B|q_d B|}{S} \int \frac{dp}{2\pi} \sum_{\lambda_u, l_u, \lambda_d, l_d} \sum_a \varepsilon_a \left( \frac{g_u - g_d}{e_a^2 - e_d^2} \right).$$
\[ gf = \varepsilon_f \left[ 2q_f B \lambda_f I_1 - \text{sgn} \left( j_u j_d \right) \sqrt{2q_u B \lambda_u} \sqrt{2|q_d B| \lambda_d I_2} \right] \]
\[ \times \left\{ \frac{1}{2} - n_f (\varepsilon_f - a \mu_f) \right\}, \]
\[ I_1 = \int_0^\infty dr \int_0^\infty r' dr' r J_{j_u + j_d} \left( \frac{1}{2} e B r r' \right) \]
\[ \times \left[ \Phi^\dagger_u(r) \Phi^\dagger_u(r') \Phi^\dagger_d(r') \Phi^\dagger_d(r') + \Phi^\dagger_u(r) \Phi^\dagger_u(r') \Phi^\dagger_d(r') \Phi^\dagger_d(r') \right], \]
\[ I_2 = 2 \int_0^\infty dr \int_0^\infty r' dr' r J_{j_u + j_d} \left( \frac{1}{2} e B r r' \right) \]
\[ \times \Phi^\dagger_u(r) \Phi^\dagger_u(r') \Phi^\dagger_d(r') \Phi^\dagger_d(r'). \]

(45)

Here we denote \( j_f = l_f + 1/2 \) as the total angular momentum, and \( J_l(x) \) represents the first kind of the Bessel function. Also we introduced shorthand notations: \( \Phi^\dagger_l(r) = \Phi_{l_f}(\lambda_f, \frac{1}{2} j_f B |r^2|) \) and \( \Phi^\dagger_{l+1}(r) = \Phi_{l_f+1}(\lambda_f - 1, \frac{1}{2} j_f B |r^2|) \).

We note that again the (effective) finite-density effect enters into Eq. (44), as well as the gap equation (39). In this sense, similarly to the chiral condensate \( \sigma \), the low-energy mode accumulation is necessary to generate the pion condensate; otherwise, we have \( C_2 \simeq (2G)^{-1} > 0 \), and thus no pion condensate is generated. In Fig. 2, we present the zero-temperature numerical results of \( C^{(2)} \) with \( |q_d B| = 0.1 \Lambda^{-2} \). The results for \( G = 11 \Lambda^{-2} \) \((G = 17 \Lambda^{-2})\) are plotted in the upper (lower) panel. We note that there is a numerical cost to increase the precisions of \( I_1 \) and \( I_2 \), which are the multi-integration of products of highly oscillating functions. The nonsmooth behaviors in Fig. 2 is hence the numerical artifacts that comes from less precisions of such evaluations.

Let us first look at the \( \mu_B = 0 \) case, which corresponds to the black lines in Fig. 2. Although the strong magnetic field \( eB = 0.1 \Lambda^2 \) generates a lot of the zero modes (the Landau quantization), it also increases a constituent quark mass \( \sigma \) (the magnetic catalysis). That is, the low-energy modes never contribute to \( C^{(2)} \) unless the chiral restoration takes place due to an effective finite density effect (the rotational magnetic inhibition). This is nothing but a Silver Blaze phenomenon; the rotational effect on microscopic quantities at zero temperature becomes visible only if the effective chemical potential \( \mu_{\text{eff}} \sim \Omega N \) exceeds the infrared threshold \( \sigma (\Omega = 0) \). This is the reason why the \( \mu_B = 0 \) case in Fig. 2 involves plateau behaviors around small \( \Omega \) regions. Also we have numerically checked that at zero baryon chemical potential, arbitrary strong \( B \) leads to \( C^{(2)} > 0 \) irrelevantly to the strength of \( \Omega \). At the zero density system, hence, the charged-pion condensate is disfavored [56, 57]. This fact is consistent with the argument based on the spin-alignment of \( u \) and \( d \) in magnetic field and rotation; two fermions with the parallelly aligned spins cannot form the spin-0 composite states.

On the other hand, for a negatively large \( \mu_B \), the chiral condensate is washed out, as seen in Fig. 1. In this case, the low-energy modes can contribute to \( C^{(2)} \). Therefore \( C^{(2)} \) decreases only if \( \sigma \) also does, which we find from Figs. 1 and 2. This is plausible if we would regard \( C^{(2)} \) as the charged-pion mass, which is partially determined by the chiral condensate [58] except for the magnetic-induced part. We also mention that the plateaus in the lower panel represent a Silver Blaze phenomena for the effective chemical potential \( \mu_N + \mu_B = \Omega N + \mu_B \).

Furthermore, when the coupling constant is strong enough, \( |C| \) exceeds \((2G)^{-1}\) and thus the pion condensation can be realized. In Fig. 2, the relevant case is only the result with \( \mu_B = -0.7 \Lambda^2 \) and \( G = 17 \Lambda^{-2} \) (the red line in the lower panel). This is understandable in the sense that condensate cannot be formed in a weakly interacting system and mimics a BCS to BEC type crossover. We note that a large \( \mu_B \) that overwhelms the rotational effects would always destroy mesonic condensations. Only if we choose a negative \( \mu_B \) to let \( \sigma \) disappear earlier, there will be a window allowing charged-pion condensation.

Here we explain why the negative chemical potential is required for the charged-pion condensation. As we have mentioned already in Section VA, rotation affects each flavor not only as an effective isospin chemical potential but also as an effective baryon chemical potential. Let us schematically define them as \( \mu_{\text{rot}}^u = \mu_{\text{isospin}}^u + \mu_{\text{baryon}}^u \) and \( \mu_{\text{rot}}^d = -\mu_{\text{isospin}}^d + \mu_{\text{baryon}}^d \). For \( \mu_B = 0 \), there is a mismatch of the Fermi surfaces of \( u \) and \( d \) (namely,
\(\mu_{\text{rot}}^u - |\mu_{\text{rot}}^d| = 2\mu_{\text{baryon}}^\text{rot}\), and the charged-pion condensate \(\langle \pi \rangle = \langle \bar{d}\gamma_5 u \rangle\) would have a finite momentum [59]. Such a condensate is inconsistent with our homogeneous ansatz as Eq. (43). This is the reason why we get \(C^{(2)} > 0\) for \(\mu_B = 0\). However, if we apply \(\mu_B < 0\) to compensate \(\mu_{\text{baryon}}^\text{rot} > 0\), the Fermi-surface mismatch is eliminated. Then, the rotating magnetized system effectively behaves as a purely isospin density system, where a homogeneous charged-pion condensate forms [45–48]. Indeed, it can be checked that the critical baryon chemical potential \(|\mu_B| \sim 0.7\Lambda\) is of the same order as \(\mu_N = \Omega N\) [32]. The above argument is based on the dynamics of quarks inside pion. This is the stark difference from Ref. [39], which focuses on the pion dynamics.

VI. DISCUSSION

In this paper, we revisited the possibility of a charged-pion condensation in a magnetic field with rotation. We first discussed the gauge dependence of the Dirac propagator in curved spacetime and show that the Schwinger phase is given by a Wilson line along the geodesic. Then we calculated the second-order coefficient in charged-pion field in the Ginzburg-Landau expansion of the two flavor NJL model. We find that, at zero baryon chemical potential, the charged-pion condensation is unlikely to happen in a wide region of the parameters. The essential reason is because the interplay between magnetic field and rotation generates, in addition to an effective isospin chemical potential, an effective baryon chemical potential, which implies a mismatch of the Fermi surfaces of \(u\) and \(d\). However, turning on a negative baryon chemical potential to compensate such a mismatch, we do find that charged-pion condensation may happen for certain values of angular velocity and magnetic field. Our result reveals that the microscopic structure of pion is important due to the presence of an effective baryon chemical potential, which is not introduced in the pion dynamics.

We should mention that our analysis does not totally exclude the possibility of charged-pion condensation. We mainly focus on the homogeneous charged-pion condensate, and show that such condensate is formed only in a system with a large chemical potential. Under large rotation, the system becomes highly inhomogeneous. This could for example yield the situation that a vortex structure with the condensate could locate only at the region very close to boundary [49]. Since it is quite nontrivial to incorporate such inhomogeneous configuration in our Ginzburg-Landau analysis, we will leave it for future study.

As a by-product, we also studied the chiral condensate in a finite cylinder with no-flux boundary condition in Appendix B, as an extension of the analysis in Ref. [22] to a rotating system. We find that due to the centrifugal force, the chiral condensate is suppressed near the boundary, and there is a nontrivial competition between the rotational magnetic inhibition and the surface magnetic catalysis.

Some comments are in order: (1) Our Ginzburg-Landau analysis would not be rigorous for a large \(|\mu_B|\), which could leads to a strong first-order phase transition. Nevertheless, our numerical studies provide a clearer underlying picture of the charged-pion condensation in finite \(eB\) and \(\Omega\). (2) The charged-pion condensate triggers also an electric superconductivity, which may repel the magnetic field. This disfavors the formation of the charged-pion condensate itself, especially in small magnetic field. For large magnetic field, a vortex lattice may form to accommodate the magnetic field, if it is a type-II superconductor. It will be interesting to explore these phenomena. (3) Our analysis suggests that the condensation of charged spin-one particles (such as \(\rho\)) may be favored by a rotation with a magnetic field. This mechanism differs from the ones in pure magnetic field and finite isospin chemical potential; The former may suffer from the constraint due to Vafa-Witten theorem [16]; In the latter case, the inevitable pion condensate may make \(\rho\) harder to condense [60]. We emphasize that the \(\rho\) condensation under rotation is not prohibited by the Vafa-Witten theorem, because the presence of rotation violates the positivity of the Dirac determinant. We leave this topic to future works.
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Appendix A: Geodesic curve in a rotating frame

We derive the geodesic between two points \(x_1\) and \(x_2\) in a rotating frame in this appendix. The geodesic equation is

\[
\frac{d^2 x^\mu}{d\tau^2} + \Gamma^\mu_{\nu\rho} \frac{dx^\nu}{d\tau} \frac{dx^\rho}{d\tau} = 0, \tag{A1}
\]

where \(\sigma\) is the affine parameter. For the \(t\) and \(z\) coordinates, the solutions are

\[
t(\tau) = t_1 + (t_2 - t_1)\tau, \\
z(\tau) = z_1 + (z_2 - z_1)\tau, \tag{A2}
\]

which is the same as that in the Minkowski coordinate. For the transverse coordinates,

\[
\frac{d^2 x}{d\tau^2} - \Omega^2 t^2 x - 2\Omega\Delta t \frac{dy}{d\tau} = 0, \\
\frac{d^2 y}{d\tau^2} - \Omega^2 t^2 y - 2\Omega\Delta t \frac{dx}{d\tau} = 0, \tag{A3}
\]
where $\Delta t = t_2 - t_1$. Introducing $\xi = x + iy$ we get
\[
\ddot{\xi} - \Omega^2 \Delta t^2 \xi + 2i \Omega \Delta t \dot{\xi} = 0. \tag{A4}
\]
The solution is
\[
\xi = C_1 e^{-i(\Omega \Delta t + \phi_1)} + C_2 e^{-i(\Omega \Delta t + \phi_2)}, \tag{A5}
\]
i.e.,
\[
x(\tau) = C_1 \cos(\Omega \Delta t + \phi_1) + C_2 \tau \cos(\Omega \Delta t + \phi_2),
\]
\[
y(\tau) = -C_1 \sin(\Omega \Delta t + \phi_1) - C_2 \tau \sin(\Omega \Delta t + \phi_2), \tag{A6}
\]
where $C_1$, $C_2$, $\phi_1$ and $\phi_2$ can be determined by the condition
\[
x(0) = x_1, \quad x(1) = x_2, \\
y(0) = y_1, \quad y(1) = y_2. \tag{A7}
\]

Finally, we have
\[
C_1 = r_1, \quad \phi_1 = -\theta_1,
\]
\[
C_2^2 = r_2^2 - 2r_1 r_2 \cos(\Delta \theta + \Omega \Delta t) + r_1^2 \equiv C_1^2,
\]
\[
\phi_2 = -\Omega \Delta t - \arctan \frac{r_1 \sin(\theta_1 - \Omega \Delta t) - r_2 \sin \theta_2}{r_1 \cos(\theta_1 - \Omega \Delta t) - r_2 \cos \theta_2}.
\]

**Appendix B: Inhomogenous Chiral Condensate in a Cylinder**

In a finite cylinder with transverse radius $R$, the thermodynamic potential $V_{\text{eff}}^{(0)}$ becomes the functional of $\sigma(r)$ due to the breaking of the translational invariance. Accordingly, the gap equation for $\sigma(r)$ reads $\delta V_{\text{eff}}^{(0)} / \delta \sigma(r) = 0$. Now we employ the local density approximation, where $|\partial_r \sigma(r)|$ is supposed to be negligible compared with $\sigma(r)^2$ \cite{33}. Then the gap equation is reduced to
\[
\frac{\sigma(r)}{G} = \int \frac{dp_z}{2\pi} \sum_{l,k} \sum_{a=0}^{d} \sum_{f=u,d} \frac{\sigma(r)}{2\varepsilon_f(r)} \times \left[ \frac{1}{2} - n_F(\varepsilon_f(r) - a\tilde{\mu}_f) \right] \frac{\Phi_1^f(r)^2 + \Phi_2^f(r)^2}{\pi R^2 N_{\text{f}}^2}, \tag{B1}
\]
where $\varepsilon_f(r) = \sqrt{p_z^2 + 2|q_f| B|\lambda_{l,k} + \sigma(r)|^2}$. Note that $\lambda_{l,k}$ depends on $q$ when a boundary condition is imposed. Here we adopt the same boundary condition as \cite{22}.
\[
\Phi_1^f(R) = 0 \quad \text{for} \quad l \geq 0
\]
\[
\Phi_1^f(R) = 0 \quad \text{for} \quad l \leq -1. \tag{B2}
\]

This is one of the conditions so that the incoming $u$- and $d$-quark current fluxes (i.e., the isospin current flux) vanishes individually at the boundary $r = R$, or equivalently, so that the hermiticity of the Hamiltonian is respected. In the numerical calculation we choose the regulator \eqref{37} and the parameters \eqref{36}, \eqref{38} \cite{6}.

The result for $\sigma(r)$ is shown in Fig. 3. We also show the case with $\Omega = 0$, which has been thoroughly studied in Ref. \cite{22}. The surface magnetic catalysis is clearly seen \cite{7}. Once the rotation is turned on, the rotational suppression first occurs in the region far away from the rotating axis where the centrifugal force is large. Also the rotational effect is enhanced toward the center, as $\Omega$ increases. On the other hand, at the vicinity of the boundary, the chiral condensate is amplified by the surface magnetic catalysis, but with its effective region shrinking with increasing $\Omega$; thus we observe a coexistence of and competition between the rotational magnetic inhibition and surface magnetic catalysis \cite{22, 32}.

**Appendix C: Another Choice of the Integral Path**

In Section IV we have shown that the integral path in the Schwinger phase should be the geodesic. For the sake of comparison, we in this appendix choose another integral path for the Schwinger phase. This also results in a corresponding change of the integral path in Eq. \eqref{42}. This path from $x_1$ to $x_2$ is specified by
\[
(t_1, x_1, y_1, z_1) \rightarrow (t_1, 0, 0, z_1) \rightarrow (t_2, 0, 0, z_2) \rightarrow (t_2, x_1, y_1, z_2) \rightarrow (t_2, x_2, y_2, z_2), \tag{C1}
\]
\[\text{6} \quad \text{In this section, we employ only the larger coupling constant } G = 17\Lambda^{-2}.\]
\[\text{7} \quad \text{The numerical result at the vicinity of the boundary obviously contradicts the local density approximation. This strong enhancement of } \sigma \text{ however comes from a number of accumulating modes at } r \sim R. \text{ In this sense, this magnetic response is expected to be qualitatively unchanged even with stronger inhomogeneity of } \sigma \text{ (see Ref. [22] for a detailed discussion).}\]
where the arrows mean being connected by geodesics. Then the integral is

$$i q \int_{x_1}^{x_2} A_\mu dx^\mu = \frac{1}{2} q B r_1 r_2 \sin \Delta \theta, \quad (C2)$$

which has the same expression as the Schwinger phase in the Minkowski coordinate, except that the coordinates here correspond to rotating frame. This formula is used in Ref. [53].

The numerical result in this case is shown in Fig. 4. We find that $C^{(2)}$ begins to decrease with increasing $\Omega$, and the charged-pion condensation can happen without adding a negative baryon chemical potential. However, we still find that in certain region a negative baryon chemical potential can catalyze the charged-pion condensation.

FIG. 4. Chiral condensate $\sigma$ and Ginzburg-Landau coefficient $C(2)$ as a function of the angular velocity for $|qdB| = 0.1A^2$ with the integral path given in Eq. (C1). The temperature is zero, and we choose $G = 17A^{-2}$.
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