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Abstract—Recent research advances in salient object detection (SOD) could largely be attributed to ever-stronger multi-scale feature representation empowered by the deep learning technologies. The existing SOD deep models extract multi-scale features via the off-the-shelf encoders and combine them smartly via various delicate decoders. However, the kernel sizes in this commonly-used thread are usually “fixed”. In our new experiments, we have observed that kernels of small size are preferable in scenarios containing tiny salient objects. In contrast, large kernel sizes could perform better for images with large salient objects. Inspired by this observation, we advocate the “dynamic” scale routing (as a brand-new idea) in this paper. It will result in a generic plug-in that could directly fit the existing feature backbone. This paper’s key technical innovations are two-fold. First, instead of using the vanilla convolution with fixed kernel sizes for the encoder design, we propose the dynamic pyramid convolution (DPConv), which dynamically selects the best-suited kernel sizes w.r.t. the given input. Second, we provide a self-adaptive bidirectional decoder design to accommodate the DPConv-based encoder best. The most significant highlight is its capability of routing between feature scales and their dynamic collection, making the inference process scale-aware. As a result, this paper continues to enhance the current SOTA performance. Both the code and dataset are publicly available at https://github.com/wuzhenyuabuaa/DPNet.

Index Terms—Dynamic scale routing, scale-aware feature aggregation, salient object detection.

I. INTRODUCTION

SALIENT object detection (SOD) aims to identify the most visually attractive objects from a given image, which can be applied to video edit [1], photo cropping [2] and semantic segmentation [3]. Early SOD literatures [4], [5], [6], [7] have primarily followed the bottom-up methodology, which typically relies on various hand-crafted saliency cues. However, the common nature of these hand-crafted features is not generic in essence, so they tend to yield unsatisfactory performance in complex scenarios. In the deep learning era, the advent of convolutional neural networks (CNNs), which is essentially top-down, significantly improves the conventional hand-crafted approaches with ever stronger feature representation, meanwhile the overall computational speed also gets boosted after the widespread deployment of the seminal fully convolutional networks (FCNs) [8], where the time-consuming fully connected layers are replaced by convolutional layers. To date, various FCN-based end-to-end SOD models have been proposed, whose key technical innovations could be coarsely categorized as follows: modifying loss functions [9], [10], [11], utilizing edge labels [11], [12], [13], [14], [15], combining with depth information [16], [17], [18], devising attention-based fusion [19], [20], [21], [22], [23], adopting progressive training [9], [24], [25], and exploring the appropriate multi-scale feature aggregation [9], [10], [26], [27], [28].

Although remarkable progress has been achieved, there remain big challenges for the existing SOD models to meet the requirements in real-world applications, where failure cases keep occurring. Through our extensive and careful studies of existing literature (and also augmented by our most recent experiments), we have observed one critical factor, which has long been ignored in previous literature, could have the potential to continue to enhance the SOD performance. This factor hinges upon the fact that the existing SOD models usually perform their convolutional operations using the pre-defined kernels of fixed sizes for all images, and inappropriate kernel sizes most likely cause failure cases. For example, successful detections of large salient objects tend to appear in those layers using large kernel sizes, while kernels with small sizes are preferable for other images. We believe this is a chicken-and-egg problem since the widely-used training process and network are completely scale-unaware. We attribute this phenomenon as “scale confusion”, which causes learning ambiguity and encoding difficulty towards a perfect inference, as shown in Fig. 1.

Previous models [9], [10], [26], [27], [28] have attempted to alleviate this dilemma by collecting multi-scale features obtained from each layer of an encoder in a “static” fashion, i.e., kernels’ sizes are all fixed during the whole process. The features provided by a static encoder usually have a very the unique characteristic, i.e., each of which respectively represents its own individual scale independently. Thus, given the existing state-of-the-art (SOTA) models, these scale-specific features shall be considered equally important in advance, with the hope that their decoders could automatically formulate a series of feature combination rules in pursuit of a near-
Fig. 1. Two most representative illustrations of activation maps at Conv5_3 of ResNet50. As can be seen in the first two rows, the salient bird, which is a relatively small-sized object, could get massive false-alarms in its surroundings if we use a large kernel size (e.g., 9 × 9), yet a small kernel size (e.g., 3 × 3) can easily achieve better detection. Large kernel sizes are preferable to the big objects, as expected.

optimal full feature complement towards the desired learning objective. In fact, the nature of this naive “feature combining” is a variant of the well-known weighted summation, which selectively integrates all saliency cues revealed in different reception fields, where the weights are formulated during the online learning process. But the problem is that this widely-used learning process is completely static with its own shortcoming since the SOD’s problem domain is extremely large, so those implicitly learned feature combination rules are essentially too sparse to have a compact fit. Instead of continuing to seek better feature combination weights in the learning process pertinent to the existing SOTA encoders, our current thought is to replace the widely-used static kernels with possible dynamically-adjusted ones in an encoder to combat this dilemma.

In this paper, we propose a novel yet effective dynamic pyramid network (DPNet), which comprises two technical innovations relevant to both the encoder and decoder respectively. As for the encoder’s design, we have newly devised the dynamic pyramid convolution (DPConv) to address the challenge in the current widely-used paradigm, where the “static” convolutional kernels are replaced by “dynamic” ones. We refer readers to Fig. 3, which illustrates the differences between our DPConv and the widely-used common threads for a better understanding. The primary differences of the proposed DPConv can be highlighted as follows. First, it provides the flexibility of choosing eligible feature scales at the encoding stage, while the existing methods can only resort to their decoders for an appropriate scale combination. Second, the proposed DPConv could directly serve as a generic plug-in for the existing feature backbone with a consistent and enhanced performance (refer to Table II for the quantitative evidence).

As for the decoder design, we present a novel self-adaptive bidirectional decoder (see Fig. 5), which also follows the same “dynamic” rationale, whose goal is to achieve scale-aware feature combination. Most of the existing decoders usually utilize the static one-directional feature aggregation, which either complements low-level tiny details with high-level coarse localization information, or vice versa. Since they have adopted the conventional static encoders (i.e., with fixed kernel sizes), their decoders’ input could individually represent different feature scales, making the static one-directional feature aggregation reasonable and feasible. To better match the new attribute of DPConv, it calls for a novel decoder design which could combine them densely and dynamically in both directions, and that’s why we devised the self-adaptive bidirectional decoder to perform feature collection in both bottom-up and top-down fashions.

Extensive quantitative experiments have verified that the proposed DPNet significantly outperforms the existing SOTA models on six popular datasets under various evaluation metrics. As shown in Fig. 2, on the DUTS-TE [32] dataset, our DPNet shows 1.6% improvement in terms of max F-measure over the second best CTDNet21 [33], while the computational costs are essentially the same. In addition, our DPNet achieves higher than GateNet20 [34] (88.7 → 91.6%), and the number of parameters of DPNet is only 27.1 million, which is 4.8× fewer than that of GateNet20. In summary, this paper makes the following salient contributions:

- We have conducted an in-depth investigation into the relationship between kernel sizes and the model’s SOD performance, which rise to a possible technical solution of using dynamic kernel sizes with more potential to break the current SOTA performance bottleneck.
- Motivated by this dynamic rationale, we have also devised the new DPConv, which could serve as a generic plug-in. This solution addresses the challenge of the widely-used paradigm built upon static convolutional kernels, making
the features obtained from the encoder completely scale-aware.

- We have also afforded a delicate solution for the decoder design, which turns the static feature aggregation into a dynamic one. Collectively, we present a feasible roadmap with the potential to guide future research in the improved design of DPConv-compatible decoders. We also conducted extensive quantitative evaluations to confirm the effectiveness of each participating component adopted in our new paradigm.

II. RELATED WORKS

A. Deep SOD Model

Existing SOD approaches can be divided into two groups: conventional handcrafted and deep learning-based. Early non-deep learning SOD works usually follow the bottom-up methodology, which collects low-level handcrafted features (e.g., color contrast [5], background prior [35]) to formulate the final detection. However, these works tend to show poor generalization ability, and their results in complex scenarios are extremely worse. More content regarding this topic can be found in [36].

After entering the deep learning era, more and more CNNs based works achieved impressive results in various computer vision tasks, and the deep learning based SOD has received extensive research attentions [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48]. Although these methods achieved promising performances against the handcrafted ones, they still have various limitations, e.g., both computation and memory costs are relatively high. To improve it, FCNs [8] based works formulate the SOD task as a pixel-wise end-to-end binary classification, and ever since then, this methodology has dominated the whole SOD research field in terms of both accuracy and efficiency. Subsequent works mainly focused on appropriately aggregating multi-scale features toward the given learning objective. Most of them [26], [27], [49], [50], [51], [52] followed the encoder-decoder structure. The encoder, also known as the feature backbone, extracts features in a “static” manner — each of its convolutional layers strictly correlates to a fixed scale, and thus these features together could be able to span a multi-scale feature space. Thus, the primary target of the decoder is to formulate a series of decision-making rules in this feature space for the given SOD task. We shall review some most representative works.

Hou et al. [53] proposed to integrate both high-level and low-level features via one-directional cross-scale short connections. Different to [53], which only uses features in specific levels, Zhang et al. [26] performed the bi-directional feature integration, which could interact with low-level features and high-level features, achieving the mutual complementary status. Similarly, Wang et al. [25] proposed a novel multi-scale feature refinement scheme, which could be able to polish its features progressively. Pang et al. [10] proposed an interactive integration network which fuses multi-scale features to deal with the prevalent scale variation issue. Chen et al. [54] proposed a global context-aware progressive aggregation network, which integrates low-level details, high-level semantics, and global contexts in an interweaved way. As pointed by the [55], exploring dynamic network structures in SOD is promising for improving efficiency and effectiveness. Wang et al. [52] integrated both top-down and bottom-up saliency inferences in an iterative and cooperative manner.

The works most relevant to us are [52] and [56]. Our DPNet has three main differences with the [52]: 1) From the perspective of motivation, our DPNet was designed to solve the “scale confusion” phenomenon while the [52] was proposed to mimic the human visual information processing, i.e., bottom-up and top-down processing. 2) From the perspective of function, our DPNet focus on “dynamically” generating better feature representation according to the content of the given input image while the [52] was proposed to learn the complementary features by aggregating low-level and high-level features. 3) From the perspective of decoder, our DPNet adopt the Bidirectional Cross-Fusion Module (BiCFM) while the [52] use employ RNN for top-down/bottom-up inference. In addition, our BiCFM has two main differences with the BiFPN [56] in network structure. 1) Each node of our BiCFM module has two sets of features while the top and bottom node of BiFPN has one input edge with no feature fusion. 2) Moreover, our BiCFM and the BiFPN has different cross-scale feature fusion module, i.e., Cross Feature Module (CFM) v.s. Weighted Feature Fusion (WFF). Formally, give a list...
of cross-scale features \(F^{in}_{i,1}, F^{in}_{i,2}, \ldots\), where \(F^{in}_{i,l}\) represents the feature at level \(l_i\). Compared with WFF, our CFM avoids redundant information introduced to \(F^{in}_{i,l}\) and \(F^{in}_{i,l+1}\), which may pollute the original features and bring adverse effect to the generation of saliency maps. By multiple feature crossings, \(F^{in}_{i,l}\) and \(F^{in}_{i,l+1}\) will gradually absorb useful information from each other to complement themselves, i.e., noises of \(F^{in}_{i,l}\) will be suppressed and boundaries of \(F^{in}_{i,l+1}\) will be sharpened.

### B. Dynamic Network

In contrast to the standard paradigm which uses fixed kernel sizes, dynamic CNNs [57], [58], [59], [60], [61], [62], [63], [64] use dynamic modules, kernels, width or depth conditioned on the given input.

One representative line is to learn an auxiliary controller to determine which network’s components should be skipped. As one of the pioneering works, Bolukbasi et al. [57] devised an adaptive network evaluation scheme which adaptively chooses the most valuable network’s components. In an associative reinforcement learning setting, SkipNet [58] and BlockDrop [59], which adopted very similar ideas to that of [57], proposed to learn policy networks to dynamically determine their networks’ architectures.

Another line is to determine the model’s capacity dynamically. DCNet [60] proposed to generate convolution kernels dynamically via a linear layer. DFNet [61] introduced a new framework, the dynamic filter network, where spatial filters are generated dynamically to suppress spatial redundancy. CondConv [62] and DCNet [63] proposed to replace the static convolution kernels by a linear combination of \(n\) experts with an identical kernel size. Theoretically, CondConv and DCNet belong to linear aggregation, which is insufficient to provide powerful adaptation ability to fit all its given learning objectives. In contrast, we propose the DPConv, which aggregates information from multiple different kernel sizes to provide the flexibility of choosing eligible feature scales, ensuring a more effective multi-scale feature representation.

SKNet [64] proposed a novel Selective Kernel convolution to improve the efficiency and effectiveness of object recognition by adaptive kernel selection in a soft-attention manner. Our DPConv has two main differences from the SKNet. 1) From the perspective of motivation, our DPConv was designed to solve the “scale confusion” phenomenon, while the SKNet was proposed to mimic the receptive fields of neurons in the primary visual cortex of the human visual system. 2) From the implementation perspective, our DPConv consists of a set of pyramid convolution \([3 \times 3, \ldots, N \times N]\) while SK convolution only consists of kernel size \(3 \times 3\) and \(5 \times 5\). Thus, the SK convolution is only a special case of our DPConv. In addition, our DPNet is more lightweight than SKNet (parameters: 27.1M v.s 27.5M).

### III. Dynamic Pyramid Convolution

To address the “scale confusion” as shown in Fig. 1, we present a novel plug-and-play module, i.e., dynamic pyramid convolution (DPConv), which can deal with the scale confusion by “dynamically” generating better feature representation according to the content of the given input image. The proposed DPConv is flexible in choosing eligible feature scales while retaining a very small parameter size.

Our rationale is mainly based on the following insights: the receptive fields of neurons in the primary visual cortex are not “static” but “dynamically” modulated by various stimuli. Analogously, the receptive field sizes of one convolutional layer should also be dynamically adjusted accordingly. The proposed DPConv consists of a group of “pyramidal convolution (Sec. III-A)” and “dynamic routing (Sec. III-B)”. A detailed illustration of DPConv’s structure can be seen in Fig. 4.

#### A. Pyramid Convolution

In a classic convolutional layer, a series of pre-defined kernels with fixed sizes (e.g., \(3 \times 3\)) is used for all input examples. In our pyramid convolution block, we replace the \(3 \times 3\) filters with a group of pyramidal kernels (e.g., \([3 \times 3, \ldots, K_m, K_m]\)), and the exact kernel number is defined by the hyperparameter \(m\).

For any given input feature tensor \(X\), we apply a series of convolutions \([W_1, W_2, \ldots, W_m]\) to each individual input feature, then the intermediate feature representation of each convolution group is \(y_i = W_i \times X\), and \(i \in \{1, 2, \ldots, m\}\). By using these “pyramidal” convolutions, the learning capacity can be increased. Besides, the proposed pyramid convolution using multiple kernels with different sizes has a unique advantage, i.e., it enables each convolution block to be inner multi-scale.

However, a plain implementation of pyramid convolution could lead to additional parameters. To make the pyramid convolution block more efficient, we resort to the group convolution [65], where the total parameter number of a standard convolution \((S_{para})\) is:

\[
S_{para} = C_{out} \times C_{in} \times K^2, \tag{1}
\]

While after being replaced by group convolution, the parameter number becomes:

\[
G_{para} = \sum_{i=1}^{m} \left( \frac{C_{out}}{g_i} \times \frac{C_{in}}{g_i} \times K_i^2 \right), \tag{2}
\]

where \(K\) represents kernel size, \(g\) is the group size, \(C_{in}\) and \(C_{out}\) are the number of input and output channels, respectively.

Here we shall explore the potential ranges of \(g\) and \(K\) to ensure a lightweight implementation. For simplicity, in our pyramid convolution block, we constraint the output channel numbers of each convolution level to be the same, thus the \(G_{para}\) can be expanded to:

\[
G_{para} = \frac{C_{out}}{m} \times \frac{C_{in}}{g_1} \times (K_1)^2 + \ldots + \frac{C_{out}}{m} \times \frac{C_{in}}{g_m} \times (K_m)^2. \tag{3}
\]

Based on Eq. 1 and Eq. 2, we can establish the condition to ensure a lightweight design of the proposed pyramidal group convolution in the following Proposition.
Fig. 4. Network detail of the proposed DPConv block, where the key technical innovations include 1) pyramid convolution (Sec. III-A) and 2) dynamic routing (Sec. III-B).

Proposition 1: The total parameter number of the proposed pyramidal group convolution can be more lightweight than that of the standard convolution in most cases.

Proof: The problem can be interpreted as:

\[ g_{\text{para}} \leq s_{\text{para}}. \]  \( (4) \)

We can expand both sides of Eq. 4 by using Eq. 1 and Eq. 2, and it leads to

\[ \left\{ C_{\text{out}} \times \frac{C_{\text{in}}}{g_1} \times (K_1)^2 + \ldots + C_{\text{out}} \times \frac{C_{\text{in}}}{g_m} \times (K_m)^2 \right\} \leq C_{\text{out}} \times C_{\text{in}} \times K^2, \]  \( (5) \)

which can be reduced to

\[ \left( \frac{K_1}{K} \right)^2 \times \frac{1}{g_1} + \ldots + \left( \frac{K_m}{K} \right)^2 \times \frac{1}{g_m} \leq m, \]  \( (6) \)

and, finally, it can be reached to the following condition:

\[ g_i > \left( \frac{K_i}{K} \right)^2, \quad i \in \{1, 2, \ldots, m\}. \]  \( (7) \)

It is easy to see that Eq. 7 is a very generic condition which can be ensured easily, showing the proposed pyramidal group convolution can be more lightweight than that of the standard convolution yet with better learning capacity.

\[ \square \]

B. Dynamic Routing

To enable the proposed DPConv to have similar capabilities as humans—we humans could automatically adjust the focused range of our field of view (FOV), we devise the dynamic routing, which routings between different kernel sizes, aiming for a finer control towards the receptive fields.

As shown in Fig. 4, the key idea of our dynamic routing is simple and straightforward, where we utilize the channel-wise attention of the grouped pyramidal convolution’s original input \( X \) to dynamically control the routing process, which can be detailed as follows.

We gather the global contextual information with channel-wise statistics by using global average pooling (GAP). This process embeds the input \( X \in \mathbb{R}^{1 \times C_{\text{in}} \times H \times W} \) to a learnable latent vector \( Z \in \mathbb{R}^{1 \times C_{\text{in}}} \) by performing GAP on \( X \) over the spatial dimension, where \( C_{\text{in}} \) denotes the channel number of the input tensor \( X \). Thus, the \( c \)-th component of \( Z \) can be detailed as follows:

\[ Z(1, c) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} X(1, c, i, j). \]  \( (8) \)

One could apply \( Z \) as the channel-wise attention to the grouped pyramidal convolution directly since the value of each element in \( Z \) represents the importance of the corresponding feature slice in \( X \). However, we shall perform an additional embedding regarding \( Z \) via an MLP consisting of two fully-connected layers, a non-linearity ReLU, and a softmax operation.

There are two reasons for this implementation: 1) this MLP enables the latent vector \( Z \) to be learnable, making our routing process to be dynamical and completely different to the widely-used static attention mechanism; 2) to ensure a generic nature, this MLP can convert \( Z \) to an arbitrary dimension, since there exist cases that, if the grouping process allows overlap between channels, the channel numbers of the grouped pyramidal convolutions is different to the original input.

The dynamic weights \( \alpha \) for the grouped pyramidal convolution can be formulated as follows:

\[ \alpha = \text{Softmax} \left( FC \left( \text{ReLU} \left( FC(Z) \right) \right) \right), \]  \( (9) \)

where \( \alpha \in \mathbb{R}^{1 \times C_{\text{group}}} \) and, in our implementation, we set \( C_{\text{group}} = C_{\text{in}} \) for simplicity.

In sharp contrast to the classic residual bottlenecks, which are limited to fixed kernel sizes, we can dynamically route between kernels with different sizes by using \( \alpha \) as the sole indicator. The output \( Y \) of this dynamic routing process can
Fig. 5. The architecture of our DPNet consists of three key modules: 1) DPRestNet-50 generates customized scale-aware features, 2) N BiCFMs are stacked to fuse these features bidirectionally, and 3) the DWF module is applied for dynamic feature collection.

be represented as follows:

\[ Y = X + \text{Concat}(\alpha_1 \times (W_1 \ast X), \alpha_2 \times (W_2 \ast X), \ldots, \alpha_m \times (W_m \ast X)) \]  

where \( \ast \) represents the convolution operation, and \( \text{Concat} \) denotes the concatenation operation.

In summary, the final version of our DPConv has three distinguished merits: 1) it provides the flexibility of adaptively choosing different feature scales; 2) it consumes less memory and computational resources; 3) it can replace the conventional convolutional layer directly without additional network modification.

As a plug-and-play module, the DPConv can be easily combined with ResNet, coined DPreResNet. The most relevant one is Res2Net [31], Fig. 3 shows an overall comparison, where Res2Net explores multi-scale information of each convolution layer. Our DPreResNet is different from Res2Net in both motivation and internal structure. In contrast, our goal is to generate feature representation according to the input image, and thus this could be more consistent with the real human attention mechanism.

IV. DPCONV-MATCHED DECODER

As previously mentioned, the proposed DPCConv addresses the “scale confusion” problem (Fig. 1) partly by generating scale-aware feature representation. Another issue that deserves further investigation is how to use these scale-aware features for the SOD task appropriately.

The main difference between features respectively obtained from DPreResNet and other SOTA backbones are that, in SOTA backbones, each convolution layer has its distinct scale information. In contrast, in our DPreResNet, multi-scale information of each convolution layer might get mixed. Therefore, the widely-used network design — delicately interacting between multi-scale information via static short-connections, is not an optimal choice for the DPCConv-based DPreResNet. Instead, we shall consider the feature collection process densely and dynamically.

Here we present the DPCConv-matched decoder, whose technical innovations include: 1) bidirectional cross-scale fusion module (BiCFM, Sec. IV-A) and 2) dynamic weighted feature (DWF, Sec. IV-B). Fig. 5 shows the architecture overview, and we call this entire network as dynamic pyramid network (DPNet), and, clearly, DPNet is made of DPRestNet encoder and DPCConv-matched decoder.

A. Bidirectional Cross-Scale Fusion Module (BiCFM)

Generally, w.r.t. our human visual system, high-level neurons are usually applied for the salient object localization, while those low-level ones are more likely to be activated by local textures and patterns [66]. Following this rationale, previous decoders [51], [67] have adopted the top-down path, where the cross fusion module (CFM [9], see Fig. 6-A) is one of the most representatives. However, the conventional one-directional feature collection process is not suitable for the DPCConv-based DPreResNet, since features generated by DPCConv are no longer belonging to single scales, where cross-scale information exists in each encoder layer. Besides, some previous studies (e.g., [67]) have also indicated that low-level features could also be able to help the localization process. Thus, we shall consider collecting multi-scale features in a bi-directional manner.

We propose the bidirectional cross-scale fusion module (BiCFM), and its structure can also be found in Fig. 5. Unlike the existing top-down fusion modules (e.g., CFM), the proposed BiCFM can collect multi-scale information in bottom-up aggregation paths. To be more specific, it starts from the
penultimate lowest level ($X_u^4$) and gradually approaches $X_u^5$, where $u$ denotes the $u$-th bidirectional structure.

We use $V_u^i$ and $Q_{i+1}^u$ to denote the newly generated lateral and vertical features respectively corresponding to $X_u^i$. In the bottom-up path, each CFM block takes a lateral feature $X_u^i$ and a vertical feature $Q_u^i$ to generate the new feature $V_u^i$. Moreover, we introduce shortcut connections from the original input (e.g., $X_u^5$) to BiCFM’s output, which requires no additional computational cost yet leads to better feature representation. We treat each bidirectional (top-down and bottom-up) path as one building block and repeat the same block multiple times to enable more efficient feature fusion. Thus, there are $N$ BiCFMs stacked sequentially in our decoder, and the exact choice of $N$ will be explored in Table VII.

### B. Dynamic Weighted Fusion (DWF)

A common way for saliency inference could be directly upsampling the multi-scale features to the same size as the input image and then combining them via element-wise summation or concatenation.

Previous decoders [25], [26] have treated all multi-scale features equally without considering their characteristics. In our DPResNet, those multi-scale features generated by our DPConv are already scale-aware, some of which are more helpful than others. Thus, the final inference stage should follow the dynamic routing rationale also, i.e., to automatically select those really valuable features. Therefore, we propose the dynamic weighted fusion (DWF) module, which learns the importance of each of its input.

As shown in Fig. 6-B, we take the 4-th level, for instance, all features in other levels (e.g., $V_j^N$, where $j \neq 4$) are resized to an identical size as that of the 4-th level. Next, a dynamic weighted fusion operation is introduced to fuse features from different levels selectively, and this process can be detailed as follows:

$$V_{4}^{out} = \omega_1 \times V_{2 \to 4}^N + \omega_2 \times V_{3 \to 4}^N + \omega_3 \times V_4^N + \omega_4 \times V_{5 \to 4}^N,$$

where $V_{i \to j}^N$ denotes the features resized from level $i$ to level $j$, and $\omega \in \mathbb{R}^{1 \times C_{out}}$ is a learnable weight vector, which follows an identical rationale to $\alpha$ mentioned in Eq. 9, and $\omega$ is defined as:

$$Softmax\left(FC\left(ReLU\left(FC\left(P\right)\right)\right)\right) \rightarrow \omega,$$

where $GAP$ is the global average pooling operation; $\omega_i$ is normalized via softmax, which represents the importance of each input channel. Features in other levels proceed in a similar way. This method dynamically aggregates the features at all levels toward the given SOD objective.

### C. DPNet Vs. SOTA SOD Models

To highlight our innovations, we shall provide an in-depth discussion regarding the relationship between our DPNet and the existing SOTA SOD models from the perspective of encoder and decoder designs.

W.r.t. the encoder, most of the existing SOTA models have directly adopted the off-the-shelf ResNet as their feature backbones, where the ResNet was designed for image recognition tasks rather than dense prediction tasks (e.g., our SOD task). Instead of using the off-the-shelf ResNet directly, we propose the DPConv-based DPResNet, which could alleviate the scale confusion problem by providing scale-aware feature representation.

In view of the decoder’s design, ITSD20 [52] and BMP18 [51] are the two most relevant works to our DPNet. Beyond using a bidirectional architecture simply as BMP18, our DPNet has additionally considered the discrepancy between features of different scales via the proposed BiCFM, which simultaneously takes advantage of low-level features in detail retaining and high-level features in localization.

On the other hand, unlike ITSD20, which treats all its intermediate features equally in the final inference period, our model has designed a novel dynamic weighted fusion module to route between the scale-aware features provided by DPResNet selectively. And this dynamic process makes our encoder suit the proposed DPResNet well while being more consistent with the real human visual system.
V. EXPERIMENTS

A. Implementation Details

Following the existing SOTA methods [9], [15], [20], [22], we use the DUTS-TR [32] as the training set, and other sets are utilized to evaluate the proposed network. The proposed DPResNet first trained on the ImageNet, and then finetuned on the DUTS-TR dataset. During the training stage, random horizontal flipping, random crop, and multi-scale input images were used as data augmentation to avoid over-fitting. During the testing stage, images are resized to 352×352 and then fed into the proposed DPNet to obtain predictions "without" any other post-processing (e.g., CRF). We use PyTorch to implement our model. Mini-batch stochastic gradient descent is used to optimize the whole network, and the batch size, momentum, and weight decay are assigned to {32, 0.9, 5e-4} respectively. We use the warm-up and linear decay strategies with a maximum learning rate 0.005 for the DPResNet backbone and 0.05 for other parts to train our model and stop training after 32 epochs on an NVIDIA GTX 2080 GPU.

Following the previous work [9], we use weighted cross entropy loss (∑i=1N(Lwbc+Lwio)) and weighted IoU loss (∑j=2M(12j−1(Lwbc+Lwio))), to measure the residuals between predicted saliency maps and ground truths. Besides, the widely-used multi-level supervision is applied as auxiliary losses. Our decoder consists of N BiCFMs with M levels in total, thus the total loss function (Ltotal) is calculated as follows:

\[ L_{total} = \frac{1}{N} \sum_{i=1}^{N} (L_{wbc}^i + L_{wio}^i) + \sum_{j=2}^{M} \frac{1}{2j-1} (L_{wbc}^j + L_{wio}^j), \]

where \( M = 5 \) and the exact value of \( N \) will be determined via ablation study.

B. Datasets and Evaluation Metrics

We have evaluated the performance of the proposed method on six commonly-used benchmark datasets, including DUTS-TE [32], DUT-OMRON [76], ECSSD [77], HKU-IS [78], and PASCAL-S [79].

Meanwhile, five widely-used metrics have been adopted to evaluate our method, including the Precision-Recall (PR) curves, the F-measure curves, Mean Absolute Error (MAE), weighted F-measure [80], S-measure [81] and E-measure [82].

C. Comparison With the SOTA Models

We have compared our proposed DPNet with SOTA models, including RSBNet22 [68], CTDNet21 [33], PSGL21 [70], PFNet21 [69], SAMNet21 [71], GCPANet20 [54], MINet20 [10], F3Net20 [9], RANet20 [73], MRNet20 [83], GateNet20 [34], EGNNet19 [14], CPD-19 [23], PoolNet19 [74], AFNet19 [12]. Instead of copying and pasting the performance score from the original paper, we evaluate these SOTA models by using the same Code with the authors provided saliency maps (except for the MRNet20).

1) Quantitative Comparisons: To demonstrate the effectiveness of the proposed DPNet, we compare the DPNet with SOTA methods in terms of five metrics in Table I. As can be seen, the proposed DPNet consistently outperforms all other competitors in terms of different metrics on all datasets, even though some methods [14], [33] have used edge information as the extra supervision. In particular, in terms of \( F_\beta \) and MAE, the performances are improved by 1.9% and 5% respectively over the second best method PFNet21 [69] on DUTS-TE.

Further, we have also provided the standard PR and F-measure curves in Fig. 7. From these curves, we can observe that DPNet consistently outperforms all other models under different thresholds, showing that the proposed method is more robust than other models even on challenging datasets such as DUT-OMRON [76].

2) Visual Comparison: To further illustrate the advantages of the proposed DPNet, we provide some representative examples of our model along with other SOTA models for visual comparisons. As shown in Fig. 8, our DPNet can handle various challenging scenarios, including cluttered background (1st row), occlusion (2nd row), small objects (3rd row) and underwater objects (4th row). Compared with other competitors, the saliency maps generated by our DPNet are more accurate.

3) Integrating DPConv Into SOTA Models: Since the proposed DPConv block doesn’t need a specific network structure, we can easily integrate it into the existing SOTA SOD networks without special adjustment, where we take four most representative ones here, i.e., F3Net20 [9], MINet20 [10], CPD19 [23], and PoolNet19 [74]. The corresponding models are referred to as F3Net20-DP, MINet20-DP, CPD19-DP and PoolNet19-DP, respectively. For a fair comparison, we retrain those models by using the original codes with the same configurations instead of directly using the generated saliency maps provided by the authors.

As shown in Table II, these SOD models equipped with our DPConv could achieve persistent performance gains over the raw versions. In particular, F3Net20-DP has an improvement of 1.5% in terms of \( F_\beta \) on the DUT-OMRON dataset. Similarly, MINet20-DP outperforms MINet20 [10] by 1.3% on DUT-OMRON in terms of \( F_\beta \). We conclude that the proposed DPConv is more effective than the standard residual block when processing multi-scale information, which also demonstrates the effectiveness of the DPConv block.

To further illustrate the advantages of the proposed DPResNet, we newly conducted experiments on polyp segmentation with the SOTA model, i.e., SANet [84]. As shown in Fig. 10, our SANet with DPResNet can produce more accurate and complete segmentation maps in various scenarios. These experimental results further demonstrate the versatility of the DPResNet.

To understand the multi-scale representation capability of DPResNet, we introduce the commonly-used class activation mapping (CAM) to explain why the predicted saliency maps of our DPResNet are better than that of the ResNet based one. Concretely, we visualize the CAM by using Grad-CAM [85], which is a simple yet effective method to visualize image
TABLE I

| Methods      | DUT-OMRON    | DUTS-TE     | ECSSD       | HKU-IS      | PASCAL-S     |
|--------------|--------------|-------------|-------------|-------------|--------------|
|              | $F_\beta$ MAE W-F$_5$ S-m E-m | $F_\beta$ MAE W-F$_5$ S-m E-m | $F_\beta$ MAE W-F$_5$ S-m E-m | $F_\beta$ MAE W-F$_5$ S-m E-m | $F_\beta$ MAE W-F$_5$ S-m E-m |
| DPNet(Ours)  | 83.7 049 770.835.876 916 029 849 912.921 958 028 935 937.944 954 023 920 934.942 912 072 817 856.867 |
| RSBNet22 [68]| 80.0 046 754.835.861 89.0 035 828 797.917 944 033 915 922.951 938 027 908 919.955 897 077 795 836.831 |
| PSNet21 [69] | 82.0 055 742.843.815 89.0 036 819 892.873 952 031 914 930.919 943 026 903 924.919 899 079 798 843.848 |
| CTDNet21 [33]| 82.0 052 746.844.825 89.0 037 824 892.888 950 032 910 924.924 941 027 903 921.928 901 080 796 841.846 |
| PSGL21 [70]  | 81.0 052 742.833.846 88.0 036 819 883.902 949 032 910 925.939 938 027 902 920.939 896 081 793 837.831 |
| SAMNet21 [71]| 80.0 065 648.830.688 86.0 058 682 848.712 928 050 834 897.801 915 045 811 898.786 857 113 724 803.765 |
| JCS21 [72]   | 82.0 051 752.843.864 89.0 032 832 899.915 945 030 919 930.940 936 026 904 923.913 900 082 795 850.854 |
| GCPANet20 [54]| 82.0 056 708.839.779 88.0 038 787 890.835 949 035 890 926.887 938 031 866 915.873 898 077 790 847.833 |
| GaeNet20 [34]| 82.0 056 698.838.767 87.0 038 771 888.816 949 035 822 920.881 938 031 866 915.873 898 077 760 831.818 |
| MiNet20 [10] | 81.0 056 719.833.798 84.0 038 797 883.852 943 034 903 923.906 935 029 888 919.901 889 083 779 833.835 |
| F3Net20 [9]  | 81.0 053 720.839.803 89.0 036 801 888.864 945 033 902 924.915 937 028 890 917.912 958 080 789 840.843 |
| RANet20 [73] | 79.0 058 671.825.742 87.0 044 743 874.776 941 042 866 917.844 928 036 846 908.841 866 078 757 847.812 |
| CPD19 [23]   | 79.0 056 705.825.766 86.0 044 769 868.838 939 057 889 918.925 925 054 866 906.886 844 089 771 828.827 |
| Pool19 [74]   | 80.0 054 696.831.775 89.0 037 775 868.819 949 035 890 926.877 936 030 873 919.870 902 081 781 847.826 |
| AFNet19 [12]  | 79.0 057 690.826.760 86.0 046 747 866.785 935 042 867 914.849 923 036 848 905.839 855 086 772 833.810 |
| EGN19 [14]   | 81.0 053 701.841.760 88.0 040 769 886.802 947 037 887 923.870 935 031 870 918.860 891 090 777 835.821 |
| BASNet19 [28] | 80.0 057 752.836.857 89.0 048 793 865.886 942 037 904 916.938 929 032 889 909.936 876 092 776 819.834 |
| PFAN19 [75]   | 80.0 051 753.841.864 87.0 041 787 874.825 922 047 856 904.857 926 035 892 913.938 919 077 781 841.838 |

Fig. 7. The 1st and 2nd columns show the performance of the proposed DPNet with other SOTA models in terms of PR and F-measure curves respectively. The last column shows the average precision, recall, and F-measure scores.

regions with the strongest responses, i.e., the salient objects in our case.

As shown in Fig. 9, compared with ResNet-50, the CAM generated by DPResNet-50 tends to cover the whole objects, while the CAM of ResNet-50 only covers the objects partially. In addition, the proposed DPResNet-50 can simultaneously localize multiple objects with accurate activation maps, and such ability in localizing the most discriminative regions makes it potentially suitable for the pixel-wise SOD task.

4) Going Deeper With DPResNet: Previous works [29], [87] indicated that deeper networks have more powerful feature representation capability. To validate such ability of our model, we compare the SOD performance of the DPResNet with SOTA models, including ResNet [29], DenseNet [86], Inception-V4 [30], and Res2Net [31]. Three groups of results are shown in Table III.

- In the 1st group, our DPResNet-50 shows 1.8% better performance than ResNet-50 in terms of $F_\beta$ averagely without using additional parameters and FLOPs. Also, our DPResNet-50, which could obtain a better balance between accuracy and efficiency, achieves 1.4% higher F-measure than Res2Net-50. In the 2nd group, our DPResNet-101 achieves better performance than the Inception-V4 (82.6→84.7%) on DUT-OMRON in terms of $F_\beta$ while reducing the
Fig. 8. Visual comparison of the proposed DPNet with other SOTA SOD models, where saliency maps produced by our model are more accurate and complete in various challenging scenarios.

TABLE II

| Method     | DUT-OMRON | DUTS-TE |
|------------|-----------|---------|
|            | $F_3$ S-m MAE | $F_3$ S-m MAE |
| F3Net20 [9] | 813 0.839 0.55 | 891 0.888 0.36 |
| F3Net20-DP | 828 0.845 0.55 | 899 0.896 0.35 |
| MiNet20 [10] | 803 0.830 0.56 | 887 0.885 0.37 |
| MiNet20-DP | 816 0.839 0.51 | 896 0.890 0.34 |
| PoolNet19 [74] | 796 0.825 0.55 | 874 0.876 0.41 |
| PoolNet19-DP | 809 0.836 0.54 | 887 0.878 0.38 |
| CPD19 [23] | 787 0.799 0.54 | 854 0.839 0.45 |
| CPD19-DP | 790 0.816 0.53 | 864 0.853 0.44 |

TABLE III

| Backbone   | DUT-OMRON | DUTS-TE | #Params | #FLOPs |
|------------|-----------|---------|---------|--------|
|            | $F_3$ S-m MAE | $F_3$ S-m MAE |
| DPResNet-50 (Ours) | 837 0.853 0.49 | 916 0.912 0.29 | 27.1M | 9.2G |
| ResNet-50 [29] | 819 0.834 0.60 | 892 0.889 0.35 | 27.8M | 4.9G |
| DenseNet-121 [86] | 825 0.844 0.57 | 893 0.889 0.39 | 11.1M | 8.2G |
| Res2Net50 [31] | 823 0.844 0.55 | 900 0.895 0.36 | 27.9M | 9.6G |
| DPResNet-101 (Ours) | 847 0.861 0.48 | 918 0.914 0.28 | 44.7M | 12.6G |
| ResNet-101 [29] | 823 0.844 0.58 | 894 0.890 0.36 | 46.7M | 13.2G |
| Inception-V4 [30] | 826 0.850 0.49 | 908 0.905 0.30 | 59.7M | 16.5G |
| DenseNet-169 [86] | 825 0.845 0.57 | 896 0.892 0.37 | 16.7M | 8.7G |
| Res2Net101 [31] | 836 0.852 0.49 | 907 0.903 0.31 | 47.4M | 13.4G |
| DPResNet-152 (Ours) | 847 0.864 0.47 | 920 0.915 0.27 | 59.1M | 16.0G |
| ResNet-152 [29] | 827 0.848 0.53 | 901 0.898 0.33 | 62.4M | 16.9G |
| DenseNet-201 [86] | 837 0.855 0.50 | 906 0.899 0.33 | 22.4M | 9.7G |

Fig. 9. Visualization of class activation mapping [85], using DPResNet-50 and ResNet-50 as backbone networks.

computational cost by almost 25%. In the 3rd group, the DPResNet-152 also outperforms the ResNet-152 while costing 5% less computation. When compared with the DenseNet, our DPResNet achieves better performance than DenseNet at the expense of more parameters. Noticing that, breaking the upper limit of performance is often more important than using fewer parameters. Thus, our method aims at breaking such performance upper bound by using as few parameters as possible.

In a word, the proposed DPResNet achieves significant performance gains over other multi-scale representation methods, suggesting the effectiveness of our proposed DPConv for the SOD task.

5) Efficiency Analysis: In the previous Sec. III, we have shown the computational cost of DPConv over the vanilla convolution. Here we extensively compare the proposed method with others in terms of F-measure, parameters,
FLOPs, model size and FPS with other popular methods which have publicly released their codes, and these methods are RSBNet22 [68], CTDNet21 [33], PSGL21 [70], PFSNet21 [69], GateNet20 [34], GCPANet20 [54], MINet20 [10], CPD19 [23], PoolNet19 [74], and EGNet19 [14]. The input sizes are set according to either their papers or the default implementations, and we employ the torchstat1 as the analyzer tool to compute the total number of network parameters and FLOPs. As shown in Fig. 2 and Fig. 11, our DPNet achieves better performance and efficiency than most previous methods on the DUTS-TE [76]. In particular, our proposed DPNet achieves comparable computational cost with RSBNet22 [68], CTDNet21 [33] and PFSNet21 [69], while it improves the F-measure score by 1.7% averagely. Our DPNet model also significantly outperforms GateNet20 [34], GCPANet20 [54], MINet20 [10], CPD19 [23], EGNet19 [14], and PoolNet19 [74], in both F-measure and computational cost. For instance, MINet20 [10] achieves 88.4% F-measure with 162.4 millions of parameters and 87.1 GFLOPs. Compared to MINet20, our DPNet improves the F-measure by 3.2%, using about 6x fewer parameters and 9.5x fewer FLOPs.

Furthermore, we have also conducted a comparison regarding FPS in the 3rd column of Fig. 11. To ensure a fair comparison, all compared SOTA models were evaluated on the same machine. Among the compared real-time models, our approach also achieves competitive performance with 45 FPS on an NVIDIA GTX 2080 GPU.

6) Comparison With SOTA Dynamic Models: As shown in Table IV, we also compared our DPNet with the recent proposed CondConv [62] and DCNet [63]. As we can see, the proposed DPNet consistently outperforms the CondConv and DCNet. Concretely, our DPNet has an improvement of 1.1% in terms of \( F_\beta \) on ECSSD dataset. Similarly, the proposed DPNet outperforms DCNet by 1.6% on the ECSSD in terms of \( F_\beta \). These experiments demonstrate that the proposed DPNet is more effective than the previous dynamic networks.

7) Statistics of Object Size: As shown in Fig. 12, we calculate the object size statistics of the DUTS-TE, DUT-OMRON, ECSSD, HKU-IS, and PASCAL-S datasets. Formally, we define the object size \( S \) by computing the proportion of foreground \( F \) against the whole image \( I \).

\[
S = \frac{F}{I}
\]

We define the Small Object with \( S < 0.1 \), Middle Object with \( 0.1 \leq S \leq 0.25 \), and Large Object with \( 0.25 < S \). According to the statistics, small objects, middle objects and large objects account for 34.1%, 43.4%, and 22.5% of the entire dataset, respectively. The results show that the Fig. 1 of our original manuscript is not a special case. And small and large objects account for more than 56% of the entire dataset.
TABLE V
COMPONENT EVALUATION IN TERMS OF MAX F-MEASURE, S-MEASURE AND MAE ON FIVE COMMONLY USED DATASETS. THE BEST RESULTS ARE SHOWN IN BOLD FONT

| ResNet50 | CFM | BiCFM | DPConv | DWF | DUT-OMRON | DUTS-TE |
|----------|-----|-------|--------|-----|-----------|---------|
| ✓        | ✓   | ✓     | ✓      | ✓   | .810      | .833    |
| ✓        | ✓   | ✓     | ✓      | ✓   | .818      | .841    |
| ✓        | ✓   | ✓     | ✓      | ✓   | .823      | .842    |
| ✓        | ✓   | ✓     | ✓      | ✓   | .829      | .850    |
| ✓        | ✓   | ✓     | ✓      | ✓   | .831      | .848    |
| ✓        | ✓   | ✓     | ✓      | ✓   | .825      | .844    |
| ✓        | ✓   | ✓     | ✓      | ✓   | .837      | .853    |

**TABLE VI**
RESULTS OF DPRESNET-50 WITH DIFFERENT COMBINATIONS OF KERNELS

| K3 | K5 | K7 | K9 | K11 | DUT-OMRON | DUTS-TE |
|----|----|----|----|-----|-----------|---------|
| ✓  | ✓  | ✓  | ✓  | ✓   | .824      | .848    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .823      | .850    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .821      | .848    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .816      | .842    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .806      | .835    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .827      | .850    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .831      | .848    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .837      | .853    |
| ✓  | ✓  | ✓  | ✓  | ✓   | .832      | .849    |

**D. Component Evaluation**
Since our model consists of multiple components (i.e., DPConv, BiCFM, and DWF), we shall explore the exact contribution of each of these components. Table V shows the component evaluation results. We start from the {ResNet50+CFM} as the baseline and then progressively extend it with different combinations. The {ResNet50+CFM} is inherently limited by its weak multi-scale feature representation and one-directional feature propagation, and thus it performs the worst. By replacing CFM with our BiCFM (in the 2nd row), we achieve 0.8% improvement in F-measure on the DUT-OMRON. We then replace the vanilla convolution with the proposed DPConv (in the 4th row), improving about 1.3% in F-measure with fewer parameters and FLOPs. Finally, we add the DWF to the model, achieving the best results.

As we can be seen, the model with all components has achieved the best performance, which demonstrates the necessity of each component for the proposed model to obtain the best SOD results. Besides, we have also evaluated the effect of the dynamic routing mechanism in the last two rows of Table V. With the dynamic routing, our DPNet achieves consistent performance enhancement.

**E. Combination of Different Kernels in DPConv**
We investigate how the combination of different kernels influences saliency performance. Here, we adopt five commonly-used kernels $3 \times 3$, $5 \times 5$, $7 \times 7$, $9 \times 9$, and $11 \times 11$. For simplicity, we use “K$n$” to represent the $n \times n$ kernel. The quantitative results are shown in Table VI. We make the following observations.

First, for the case with single-scale kernels, the trade-off between kernel size and performance is a concave curve, where performance rises up and then slowly goes down. In particular, K5 achieves its best performance, i.e., 1.6% higher than K3 in terms of F-measure on the DUTS-TE set. We attribute this improvement to the enlarged receptive field. When increasing the kernel size, the model detects non-salient regions, resulting in performance degradation.

Second, when the adopted kernel types are increased, the performance usually improves, except for the K11. This can be attributed to the dynamic routing mechanism, and we shall give an intuitive explanation by visualizing the activation maps at Conv5_3 level for different scale kernels. As shown in Fig. 14, each activation map has its own detecting pattern, yet these maps generally complement each other, indicating the optimal features representation can be captured via the proposed scale routing.

Third, further integrating K11 into a model, there will be slight performance degradation. One possible reason is that the proposed DPConv can already capture the multi-scale feature representation well by using kernel size from K1 to K9. If we further integrate the K11 into PPCConv, it will introduce unnecessary feature perturbation, resulting in slight performance degradation. To strike the performance trade-off, we eventually choose the {K3, K5, K7, K9} combination.

**F. BiCFM Number (N)**
The BiCFM number $N$ (Sec. IV-A) is an important hyperparameter for our model. We conduct a series of experiments on DUT-OMRON and DUTS-TE to study their effects. We gradually increase $N$ from 1 to 4 and evaluate their performance scores of F-measure, S-measure and MAE. As shown in Table VII, we empirically find that the optimal setting for the number of BiCFM is $N = 2$ (the 2nd column).

**G. Analysis and Interpretation**
To further reveal how DPConv works, we analyze the weight score by training our model in different image scales. Concretely, we take all images from the DUTS-TR set and then progressively enlarge the image size from $1 \times 20\times$. Fig. 13 illustrates the learned weights for different input scales in DPConv layers.

We first calculate the averaged weights for different kernels (K3, K5, K7, and K9) in each channel in the DPConv layer. Fig. 13 shows the weight scores in all channels for Conv2_3, Conv3_4, Conv4_6, and Conv5_3. As we can see, when the...
selected images’ sizes are enlarged, the weights for the small kernel (K3) tend to decrease, yet the weights for the large kernel (K9) get increased, which suggests that the dynamic routing can adaptively select appropriate feature representation according to the input images. We can easily find that the larger the input image is, the more attention will be assigned to kernels with large sizes (e.g., K7 and K9). In stage 5, such differences start to shrink.

In addition, a series of experiments have been conducted to verify our claim: the optimal feature representation is conditioned on the network’s input. To this end, we begin with using the popular ResNet-50 as the baseline and replacing the regular K3 convolution with K5, K7, and K9, respectively. We present some typical activation maps at Conv5_3 level in Fig. 14. We have the following observations. First, feature representation with one type of kernel cannot achieve optimal performance. For instance, the horses (in the 1st row) are falsely activated in large kernel size (K9), but they can be predicted better in small kernels. In the last row, the large salient regions, which prefer larger receptive fields, are better activated with a large kernel size (K9). Second, different kernels tend to focus on different feature scales, which are complementary to each other. Third, compared with the conventional settings, the proposed model with dynamic routing can simultaneously highlight salient regions and compress non-salient nearby surroundings.

This evidence suggested that generating feature representation conditioned on the input sample is promising.

Fig. 13. Average kernels’ scores for three different image sizes: 1.0×, 1.5× and 2.0×.

Fig. 14. Visual interpretation of our proposed DPConv at the Conv5_3 stage. K3-K9 denote the models equipped with different kernel sizes, e.g., K3 denotes the response maps using a 3 × 3 kernel. “Ours” represent the response maps using the proposed DPConv.

H. Limitations

After taking a deeper look at the predicted saliency maps, we find that our DPNet tends to detect all possible saliency regions. The main reasons are two-fold: 1) there are many controversial annotations scenes (people have different opinions about which is the salient object), which also confuses our DPNet as well as other SOTA models (e.g., PFSNet21 and GCPANet20). 2) our DPNet contains multi-scale kernel size convolution layer, which can capture saliency objects with arbitrary size. For instance, in the 1st row, our model can highlight the salient object completely, but it was confused by the tree trunk behind the bird. In the 2nd row, all methods falsely detect the boat behind the camel as the salient object.

VI. Conclusion

In this paper, we attempt to tackle the “scale confusion” problem that is ubiquitous in all SOD-relevant tasks. We sought a novel design of a DPConv layer, which tries to revolutionize existing static convolutions with a novel
dynamic routing mechanism. The newly-proposed DPConv is a generic plug-in for any existing standard convolutional layer without much modification. The dynamic nature of the proposed DPConv ensures its features are scale-aware, thus formulating implicit decision rules to automatically bias towards those most useful scales. Moreover, to better match the DPConv-based encoder, we focused on a novel decoder’s design inspired by the same dynamic rationale. The new decoder could dynamically collect scale-aware features in a bidirectional cross-scale fashion, significantly improving the SOTA SOD performance. Extensive experiments on six benchmarks confirm the superiority of our proposed model with a much better trade-off between performance and model efficiency.
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