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The process $e^+e^- \rightarrow \eta'J/\psi$ is observed for the first time with a statistical significance of 8.6$\sigma$ at center-of-mass energy $\sqrt{s} = 4.226$ GeV and 7.3$\sigma$ at $\sqrt{s} = 4.258$ GeV using data samples collected with the BESIII detector. The Born cross sections are measured to be $(3.7 \pm 0.7 \pm 0.3)$ and $(3.9 \pm 0.8 \pm 0.3)$ pb at $\sqrt{s} = 4.226$ and 4.258 GeV, respectively, where the first errors are statistical and the second systematic. Upper limits at the 90% confidence level of the Born cross sections are also reported at other 12 energy points.

PACS numbers: 13.25.Gv, 13.66.Bc, 14.40.Pq, 14.40.Rt

I. INTRODUCTION

The region of center-of-mass (c.m.) energies above the open charm threshold is of great interest due to the richness of charmonium states, whose properties are not well understood. Until now, the vector states $\psi(3770)$, $\psi(4040)$, $\psi(4160)$, and $\psi(4415)$ are well established experimentally in the hadronic cross section in $e^+e^-$ annihilation [1] and match very well with the calculation in the quark model of charmonium [2]. By exploiting the initial state radiation (ISR) process, the B-factories BaBar and Belle discovered several new charmonium-like vector states, the $Y(4260)$, $Y(4360)$, and $Y(4660)$, via their decays into the hidden-charm final states $\pi^+\pi^-J/\psi$ or $\pi^+\pi^-\psi(3686)$ [3 7], while there are no corresponding structures observed in the cross sections to open-charm or inclusive hadronic final states. In contrast, the decay of the excited $\psi$ states into the above two hidden-charm final states has not been observed to date. The overpopulation of the vector states between 4.0 and 4.7 GeV/$c^2$ triggered many discussions about the nature of these states and the possible discovery of new kinds of hadrons [8].

Besides the $\pi^+\pi^-$ hadronic transitions, information on other hadronic transitions will provide further insight on the internal structure of these charmonium and charmonium-like states. CLEO-c, BESIII, and Belle measured the cross section of $e^+e^- \rightarrow \eta J/\psi$ [9], which has significant contribution from the $\psi(4040)$ and $\psi(4160)$ decays and is different from the prediction in Ref. [12], which is obtained by considering virtual charmed meson loops. Treating $\eta$ and $\eta'$ with the Light-Cone approach and $J/\psi$ with non-relativistic QCD, and together with the contribution of the resonance decays, the authors of Ref. [13] can reproduce the measured $e^+e^- \rightarrow \eta J/\psi$ line shape and predict the production cross section of the analogous process $e^+e^- \rightarrow \eta'J/\psi$ at c.m. energies $\sqrt{s}$ from 4.3 to 5.3 GeV.

To check the theoretical predictions [13] and to search for potential $\eta'J/\psi$ transitions from charmonium and charmonium-like states, we measure the process $e^+e^- \rightarrow \eta'J/\psi$ with the data taken at BESIII. The CLEO-c experiment searched for this process with data at c.m. energies $\sqrt{s}$ from 3.970 to 4.260 GeV and did not observe the signal [3].

In this paper, we report measurements of the Born cross section for $e^+e^- \rightarrow \eta'J/\psi$ at 14 energy points $\sqrt{s}$ from 4.189 to 4.600 GeV [14]. The data samples are collected with the BESIII detector [15] operating at the BEPCII storage ring. The total integrated luminosity is about 4.5 fb$^{-1}$, which is measured using large angle Bhabha events with an uncertainty of 1% [16]. In the analysis, the $J/\psi$ is reconstructed through its decays into lepton pairs $J/\psi \rightarrow \ell^+\ell^-$ ($\ell = e$ or $\mu$), while the $\eta'$ is reconstructed in two decay channels, $\eta' \rightarrow \eta\pi^+\pi^-$ (with $\eta \rightarrow \gamma\gamma$) and $\eta' \rightarrow \gamma\pi^+\pi^-$. 
II. DETECTOR AND MONTE CARLO SIMULATION

The BESIII [15] detector is a general purpose spectrometer at the BEPCII accelerator [17] for studies of hadron spectroscopy and physics in the $\tau$-charm energy region [18]. The design peak luminosity of the double-ring $e^+e^-$ collider, BEPCII, is $10^{35}$ cm$^{-2}$s$^{-1}$ at $\sqrt{s} = 3.77$ GeV with a beam current of 0.93 A.

The BESIII detector with a geometrical acceptance of 93% of 4$\pi$ consists of the following main components: 1) a main drift chamber (MDC) equipped with 6796 signal wires and 21884 field wires arranged in a small cell configuration with 43 layers working in a gas mixture of He (40%) and C$_3$H$_6$ (60%). The single wire resolution on average is 135$\mu$m, and the momentum resolution for charged particles in a 1 T magnetic field is 0.5% at 1 GeV; 2) a time-of-flight system (TOF) for particle identification made of 176 pieces of 5 cm thick, 2.4 m long plastic scintillators arranged as a cylinder with two layers for the barrel, and 96 fan-shaped, 5 cm thick, plastic scintillators for two end-caps. The time resolution is 80 ps in the barrel, and 110 ps in the end-caps, corresponding to a $K/\pi$ separation at 2\sigma level up to about 1.0 GeV; 3) an electromagnetic calorimeter (EMC) made of 6240 CsI(Tl) crystals arranged in a cylindrical shape, complemented by two endcaps. The energy resolution is 2.5% in the barrel and 5% in the endcaps at 1.0 GeV; the position resolution is 6 mm in the barrel and 9 mm in the endcaps at 1.0 GeV. The time resolution of the EMC is 50 ns. 4) a muon chamber system (MUC) in the iron flux return yoke of the solenoid, made of resistive plate chambers (RPC) arranged in 9 layers in the barrel and 8 layers in the endcaps, with a resolution of 2 cm.

In order to optimize the selection criteria, determine the detection efficiency and estimate potential background contributions, Monte Carlo (MC) simulated data samples are generated using a GEANT4-based [19] software, which takes into account the detector geometry and material description, the detector response and signal digitization, as well as the records of the detector running conditions and performances. The signal MC samples of $e^+e^- \rightarrow \eta' J/\psi$ are generated at each c.m. energy point assuming that the Born cross section follows a Breit-Wigner (BW) function for the $\psi(4160)$ resonance and a polynomial term for the final-state particles and to reduce the potential background. For the background study, inclusive MC samples including the $Y(4260)$ decays, ISR production of the vector charmonium states, continuum production of hadrons and QED processes are generated with KKMC [20, 21] at $\sqrt{s} = 4.258, 4.416,$ and 4.600 GeV. For the inclusive MC samples, the main known decay modes are generated with EVTGEN [21], and the remaining events associated with charmonium decays are generated with the LUNDCHARM [22] model, while continuum hadronic events are generated with PYTHIA [23].

III. EVENT SELECTION AND STUDY OF BACKGROUND SHAPE

The candidate events of $e^+e^- \rightarrow \eta' J/\psi$ are required to have four charged tracks with zero net charge. All charged tracks are required to be well reconstructed in the MDC with good helix fit quality and to satisfy $|\cos \theta| < 0.93$, where $\theta$ is the polar angle of the track in the laboratory frame. The charged tracks are required to originate from the interaction region with $R_\eta < 1.0$ cm and $|R_z| < 10.0$ cm, where $R_\eta$ and $R_z$ are the distances of closest approach of the charged track to the interaction point perpendicular to and along the beam direction, respectively. A charged track with momentum less than 0.8 GeV is assigned to be a pion candidate, while a track with momentum larger than 1.0 GeV is assigned to be a lepton candidate. Electron and muon separation is carried out by the ratio $E/p$ of energy deposited in the EMC and momentum measured in the MDC. For electron candidates, we require an $E/p$ ratio larger than 0.8, while for muon candidates, the $E/p$ ratio is required to be less than 0.4.

Photon candidates are reconstructed from showers in the EMC crystals. The minimum energy of photon is required to be 25 MeV in the barrel ($|\cos \theta| < 0.80$) or 50 MeV in the end-cap ($0.86 < |\cos \theta| < 0.92$). To eliminate showers produced by charged particles, the angle between the shower and the nearest charged track is required to be greater than 20 degrees. EMC cluster timing is further required to be between 0 and 700 ns to suppress electronic noise and energy deposits unrelated to the event. The number of good photon candidates is required to be at least 1 for $\eta' \rightarrow \gamma \pi^+\pi^-$ and at least 2 for $\eta' \rightarrow \eta \pi^+\pi^-$. For $\eta' \rightarrow \gamma \pi^+\pi^-$, a four-constraint (4C) kinematic fit is performed on the four selected charged tracks ($\pi^+\pi^-e^+e^-$ or $\pi^+\pi^-$ $\mu^+\mu^-$) and one good photon candidate to improve the momentum and energy resolutions of the final-state particles and to reduce the potential background. If there is more than one photon in an event, the one resulting in the minimum $\chi^2_{4C}$ of the kinematic fit is retained for further study. The $\chi^2_{4C}$ is required to be less than 40. For $\eta' \rightarrow \eta \pi^+\pi^-$, a five-constraint (5C) kinematic fit is performed on the four charged tracks ($\pi^+\pi^-e^+e^-$ or $\pi^+\pi^-\mu^+\mu^-$) and two good photon candidates, with the additional constraint on the invariant mass of $\gamma \gamma$ to be equal to the $\eta$ nominal mass [1]. For events with more than two photons, the combination with the minimum $\chi^2_{5C}$ is chosen. The $\chi^2_{5C}$ is required to be less than 40.

Besides the requirements described above, the following selection criteria are applied to select the signal. For the decay channel $\eta' \rightarrow \gamma \pi^+\pi^-$, in order to eliminate the backgrounds from ISR processes with $\psi(3686)$ in the final state or from the process $e^+e^- \rightarrow \pi^+\pi^- J/\psi$ with Final State Radiation (FSR) from the leptons, the invariant mass of $\pi^+\pi^- J/\psi (M(\pi^+\pi^- J/\psi))$...
and the invariant mass of the system recoiling against \(\pi^{+}\pi^{-}\) \((M_{\text{recoll}}(\pi^{+}\pi^{-}))\) are required to be out of the regions \(3.65 < M(\pi^{+}\pi^{-}-J/\psi) < 3.71 \text{ GeV}/c^2\) and \(3.05 < M_{\text{recoll}}(\pi^{+}\pi^{-}) < 3.15 \text{ GeV}/c^2\), respectively. For the decay channel \(\eta' \rightarrow \eta\pi^{+}\pi^{-}\), the corresponding distributions are required to be out of the regions \(3.67 < M(\pi^{+}\pi^{-}-J/\psi) < 3.71 \text{ GeV}/c^2\) and \(3.65 < M_{\text{recoll}}(\pi^{+}\pi^{-}) < 3.69 \text{ GeV}/c^2\) to eliminate the background reactions \(e^+e^- \rightarrow \eta\psi(3086) \rightarrow \pi^{+}\pi^{-}\eta J/\psi\) and \(e^+e^- \rightarrow \pi^{+}\pi^{-}\psi(3686) \rightarrow \pi^{+}\pi^{-}\eta J/\psi\), respectively.

After applying the above selection criteria, Fig. 1 shows the invariant mass distribution of \(\ell^+\ell^-\) for events with the invariant mass of \(\gamma(\eta)\pi^{+}\pi^{-}\) within the \(\eta'\) signal and sideband regions for the data samples at \(\sqrt{s} = 4.226\) and \(4.258\text{ GeV}\). Here, the \(\eta'\) signal region is defined as \((0.94, 0.98) \text{ GeV}/c^2\), while \(\eta'\) sideband regions are \((0.90, 0.94) \text{ GeV}/c^2\) and \((0.98, 1.02) \text{ GeV}/c^2\). The \(J/\psi\) signals are observed clearly at both energy points. According to the MC study, the small peaking background visible in the sideband distribution around the \(J/\psi\) mass comes from \(e^+e^- \rightarrow \gamma_{\text{ISR}}\pi^{+}\pi^{-}/J/\psi\), which does not produce peaking background in the distribution of \(M(\gamma\pi^{+}\pi^{-})\). The mass window requirement \(3.07 < M(\ell^+\ell^-) < 3.13 \text{ GeV}/c^2\) is used to select \(J/\psi\) signal for further study. After imposing all these selection criteria, the background contribution is investigated with the inclusive MC samples. The dominant backgrounds are found to be those with the same final states as the signal events but without \(\eta'\) or \(J/\psi\) intermediate states, and can not be eliminated completely.

IV. SIGNAL DETERMINATION

After applying all of the above selection criteria except for the \(\eta'\) mass window requirement, the invariant mass distributions of \(\gamma\pi^{+}\pi^{-}\) and \(\eta\pi^{+}\pi^{-}\) for \(J/\psi \rightarrow e^+e^-\) and \(J/\psi \rightarrow \mu^+\mu^-\) individually as well as the combination of four channels are shown in Fig. 2 and Fig. 3 for the data at \(\sqrt{s} = 4.226\) and \(4.258\text{ GeV}\), respectively. The \(\eta'\) is observed clearly in the combined distribution. The background is a flat distribution in the \(\gamma\pi^{+}\pi^{-}\) invariant mass; this is verified by studying the corresponding distributions of the events in the \(J/\psi\) sideband region and of the MC samples. The invariant mass distribution of the \(\eta\pi^{+}\pi^{-}\) channel is essentially background free.

To determine the signal yields, a simultaneous fit to the invariant mass of \(\gamma(\eta)\pi^{+}\pi^{-}\) with an unbinned maximum likelihood method is performed for the four different channels. The total signal yield, denoted as \(N_{\text{tot}}\), is a free parameter in the fit. The signal yields for the individual decay modes are constrained by assuming the same production cross section for \(e^+e^- \rightarrow \eta'J/\psi\) and determined to be \(N_{\text{tot}} \times B(\eta') \times B(J/\psi) \times \epsilon\), where \(B(\eta')\) and \(B(J/\psi)\) are the decay branching fractions of \(\eta'\) and \(J/\psi\), respectively, and \(\epsilon\) is the corresponding detection efficiency. The \(\eta'\) signal is described by a MC simulated shape convolved with a Gaussian function to take into account the mass resolution difference between data and the MC simulation; the parameters of the Gaussian function are free but constrained to be the same for the different channels. The background is described with a linear function, and its normalization factors are allowed to vary in different channels.

Projections of the mode-by-mode and combined fit results at \(\sqrt{s} = 4.226\text{ GeV}\) are shown in Fig. 4. The \(\chi^2/\text{ndf}\) for the combined result is 0.9, where sparsely populated bins are combined so that there are at least seven counts per bin in the \(\chi^2\) calculation and ndf is the number of degrees of freedom. The fit yields \(N_{\text{obs}} = 36.5 \pm 6.9\), and the statistical significance of the \(\eta'\) signal is determined to be 8.6\(\sigma\) by comparing the log-likelihood values with and without \(\eta'\) signal included in the fit and taking the change of the number of free parameters into account. A similar fit process is performed for the data at \(\sqrt{s} = 4.258\text{ GeV}\), and corresponding results are shown in Fig 4. The \(\chi^2/\text{ndf}\) for the combined result is 0.94, the fit yields \(N_{\text{obs}} = 30.0 \pm 6.2\) and the statistical significance of the \(\eta'\) signal is 7.3\(\sigma\).

The same event selection criteria are applied to the data samples taken at the other 12 energy points.
Figure 2 depicts the scatter plot of \( M(\gamma\pi^+\pi^-/\gamma\pi^+\pi^-) \) and shows the combined result. The dots with error bars and the (green) shaded histograms represent events from data within the \( J/\psi \) signal and sideband regions, respectively. The solid lines show the fit results, while the dashed lines represent the background.

V. CROSS SECTION RESULTS

The Born cross section is calculated with

\[
\sigma^B = \frac{N_{\text{obs}}}{L_{\text{int}} \cdot (1 + \delta) \cdot |1 + \Pi|^2 \cdot \sum_{i=1}^{4} \epsilon_i B_i}, \tag{1}
\]

where \( L_{\text{int}} \) is the integrated luminosity, \( \epsilon_i \) is selection efficiency for the \( i \)th channel estimated from the MC simulation, \( B_i \) is the product branching fraction of the intermediate states for the \( i \)th channel taken from the Particle Data Group [1], \( |1 + \Pi|^2 \) is the vacuum polarization factor [22] and \( (1 + \delta) \) is the radiative correction factor, which is defined as

\[
1 + \delta = \int_0^1 \frac{\sigma(s(1 - x))F(x, s)dx}{\sigma(s)} \tag{2}
\]
The radiative correction changes the total cross section, and emission of additional photons affects the efficiency of selection. Here, \( x \) is the ratio between radiative photon’s energy and the center of mass energy, \( F(x,s) \) is the radiator function, which is obtained from a QED calculation [26] with an accuracy of 0.1\%, and \( \sigma(s) \) is the line shape of the cross section for \( e^+e^- \rightarrow \eta' J/\psi \), which is described by a constant-width relativistic BW function, i.e.,

\[
\sigma(m) = |A_{\psi(4160)}(m) \cdot \sqrt{\Phi(m)/\Phi(M)}|^2,
\]

where

\[
A_{\psi(4160)}(m) = \sqrt{\frac{12\pi\Gamma_{ee}\Gamma_{tot}}{m^2 - M^2 + iM\Gamma_{tot}}} E(\psi(4160) \rightarrow \eta' J/\psi).
\]

Figure 5 shows the measured Born cross sections for \( e^+e^- \rightarrow \eta' J/\psi \) over the energy region studied in this work. Assuming that the \( \eta' J/\psi \) signals come from the \( \psi(4160) \) decay, the cross section is fitted with a constant-width relativistic BW function, i.e.,

\[
\sigma(m) = |A_{\psi(4160)}(m) \cdot \sqrt{\Phi(m)/\Phi(M)}|^2,
\]

where \( A_{\psi(4160)}(m) \) represents the contribution of \( \psi(4160) \rightarrow \eta' J/\psi \) and \( \Phi(m) \) is the 2-body phase space factor. Here, \( A_{\psi(4160)}(m) \) is written as below:

The resonant parameters (the mass \( M \), the total width \( \Gamma_{tot} \) and the electron partial width \( \Gamma_{ee} \)) of the \( \psi(4160) \) and the branching ratio for \( \psi(4160) \rightarrow \eta' J/\psi \) are taken from PDG [1] and fixed in the fit. The \( \chi^2/\text{ndf} \) is 0.9, which means the measurement supports our assumption. The second resonance, \( \psi(4415) \) [1], is also...
TABLE I: Summary of the values used to calculate the Born cross section of $e^+e^- \rightarrow \eta'J/\psi$. The upper limits are at the 90% C.L.

| $\sqrt{s}$ (GeV) | $N^{\text{obs}}$ | $L_{\text{int}}$ (pb$^{-1}$) | $1+\delta$ | $\sum_{i=1}^{4} \epsilon_{i} B_{i}$ (10$^{-3}$) | $|1+\Pi^{t}|$ | $\sigma^{\text{m}}$ (pb) |
|------------------|------------------|---------------------|-----------|------------------|------------------|------------------|
| 4.189            | 3.8 ± 2.3 (< 8.7) | 43.1                | 0.857     | 1.01             | 1.056            | 9.7 ± 5.8 ± 0.6 (< 24) |
| 4.208            | 2.6 ± 3.2 (< 13.3)| 54.6                | 0.885     | 1.04             | 1.057            | 4.9 ± 6.1 ± 0.4 (< 27) |
| 4.217            | 1.0 ± 1.7 (< 6.2) | 54.1                | 0.902     | 1.00             | 1.057            | 1.9 ± 3.3 ± 0.2 (< 13) |
| 4.226            | 36.5 ± 6.9       | 1047.3              | 0.919     | 0.98             | 1.056            | 3.7 ± 0.7 ± 0.3       |
| 4.242            | 0.8 ± 1.4 (< 5.3) | 55.6                | 0.945     | 0.95             | 1.056            | 1.5 ± 2.7 ± 0.2 (< 11) |
| 4.258            | 30.0 ± 6.2       | 825.7               | 0.969     | 0.91             | 1.054            | 3.9 ± 0.8 ± 0.3       |
| 4.308            | 2.2 ± 1.5 (< 5.9)| 44.9                | 1.036     | 0.81             | 1.052            | 5.6 ± 3.8 ± 0.3 (< 16) |
| 4.358            | 3.0 ± 2.3 (< 7.9)| 539.8               | 1.114     | 0.77             | 1.051            | 0.6 ± 0.5 ± 0.1 (< 1.7) |
| 4.387            | 2.1 ± 2.1 (< 8.3)| 55.2                | 1.162     | 0.73             | 1.051            | 4.3 ± 4.3 ± 0.3 (< 18) |
| 4.416            | 10.8 ± 4.1 (< 15.9)| 1028.9              | 1.191     | 0.71             | 1.053            | 1.2 ± 0.5 ± 0.1 (< 2.0) |
| 4.467            | 5.9 ± 4.1 (< 14.8)| 109.9               | 1.161     | 0.72             | 1.055            | 6.1 ± 4.2 ± 0.5 (< 17) |
| 4.527            | 1.4 ± 1.3 (< 5.3)| 110.0               | 1.002     | 0.81             | 1.055            | 1.5 ± 1.4 ± 0.1 (< 6.1) |
| 4.575            | 0.0 ± 1.7 (< 9.0)| 47.7                | 0.907     | 0.90             | 1.055            | 0.0 ± 4.2 ± 0.4 (< 24) |
| 4.600            | 1.2 ± 2.3 (< 7.9)| 566.9               | 0.880     | 0.92             | 1.055            | 0.3 ± 0.5 ± 0.1 (< 2.1) |

(a) The uncertainty from integrated luminosity measurement using large angle Bhabha ($e^+e^- \rightarrow e^+e^-$) scattering is estimated to be 1.0% [15].

(b) The systematic uncertainty due to the background shape is estimated by varying the background shape from a linear function to a second order Chebyshev polynomial. The difference in the signal yields is taken as the systematic uncertainty.

(c) The systematic uncertainty due to the fit range is estimated by varying the fit range from $[0.86, 1.04]$ GeV/$c^2$ to $[0.87, 1.05]$ GeV/$c^2$ or $[0.85, 1.03]$ GeV/$c^2$. The largest change in the signal yields is taken as the systematic uncertainty.

Since the relative signal yields for each individual decay mode $i$ is constrained by the weight factor $\epsilon_{i} B_{i}$ / $\sum_{i=1}^{4} \epsilon_{i} B_{i}$ in the fit procedure, the uncertainties due to $\epsilon_{i}$ or $B_{i}$ affect not only $\epsilon_{i} B_{i}$ but also $N^{\text{obs}}$. Taking both terms into account, we change the values of $\epsilon_{i}$ or $B_{i}$, then refit the data. The change of the measured cross section is taken as the systematic uncertainty. The following systematic uncertainties are estimated by this method except for the tracking efficiency. Because the four decay channels have the same, fully correlated, uncertainty on the tracking efficiency, this uncertainty will not affect the fit result. Most of these uncertainties are energy independent, except that associated with ISR correction. We use the uncertainties determined with data at the high-statistics energy point $\sqrt{s} = 4.226$ GeV as the systematic uncertainties for all the samples.

(d) The ISR correction factors are obtained by a QED calculation using the cross section measured by this analysis, which is parameterized by a BW function for $\psi(4160)$ plus a polynomial function. The ISR correction factors are calculated iteratively until they become stable. To estimate the uncertainty due to the ISR correction factor, the measured cross section is also parameterized by a BW function or a polynomial function. The largest discrepancy between the results with alternative assumption and the nominal value is taken as the systematic uncertainty.

(e) The uncertainty due to photon reconstruction effi-

![FIG. 5: Fit to the Born cross section $\sigma(e^+e^- \rightarrow \eta'J/\psi)$ with a $\psi(4160)$ resonance (red curve), or a combination of $\psi(4160)$ and $\psi(4155)$ resonances (green curve). The uncertainties are statistical only.](image-url)
ciency is 1.0% per photon. Therefore, we vary the values of $\epsilon_i$ up or down by $1\% \times N_\gamma$ and refit the data, where $N_\gamma$ is the number of photons in the final state. The maximum change of the measured cross section is taken as the systematic uncertainty.

(f) The discrepancy of tracking efficiency between the MC simulation and the data is estimated to be 1.0% per charged track from a study of $e^+e^- \rightarrow \pi^+\pi^- J/\psi$ and $e^+e^- \rightarrow 2(\pi^+\pi^-)$. There are 4 charged tracks in the candidate events, 4.0% is adopted as the changed value for $\epsilon_i$, so the total uncertainty in the final results is 4.0%.

(g) The mass resolution discrepancy between the MC simulation and the data will introduce an uncertainty when we apply a mass window requirement on the invariant mass distribution of the lepton pairs. This uncertainty is estimated using the control sample $e^+e^- \rightarrow \gamma\text{ISR}\psi(3686) \rightarrow \gamma\text{ISR}\pi^+\pi^- J/\psi$ with $J/\psi \rightarrow e^+e^-$ or $\mu^+\mu^-$. The same $J/\psi$ mass window [3.07, 3.13] GeV/$c^2$ is required for both the data and the MC sample, and the discrepancy in efficiency between the MC simulation and the data is (1.0 ± 1.1)% and (2.9 ± 1.6)% for $J/\psi \rightarrow e^+e^-$ and $\mu^+\mu^-$, respectively. After refitting the data, the large change on the measured cross section with respect to the nominal value is taken as the systematic uncertainty.

(h) The uncertainty associated with the kinematic fit arises from the inconsistency of track helix parameters between the data and the MC simulation. Therefore, the three track parameters $\phi_0$, $\kappa$, and $\tan \lambda$ are corrected in the signal MC samples. The correction factors are obtained by comparing their pull distributions in a control sample between data and MC simulation [28]. The difference of the detection efficiency between the samples with and without the helix correction affects the weight factors. The data is refitted and the resulting difference on the Born cross section with respect to the nominal value is taken as the systematic uncertainty.

(i) The branching fractions of $J/\psi \rightarrow e^+e^-/\mu^+\mu^-$, $\eta' \rightarrow \gamma\pi^+\pi^-/\eta\pi^+\pi^-$, and $\eta \rightarrow \gamma\gamma$ are changed independently. The sum in quadrature of all individual uncertainties on the Born cross section is taken as the systematic uncertainty.

(j) Final state radiation affects both the lepton pair invariant mass distribution and the efficiency of the kinematic fit; its systematic uncertainty is taken into account. The uncertainties related with the requirements to veto backgrounds are negligibly small, and the uncertainties from other sources such as the $E/p$ ratio requirement for electron and muon separation, the vacuum polarization and c.m. energy measurement are estimated to be less than 1% and are neglected in this analysis.

The sources of systematic uncertainty and their contributions are summarized in Table I. The total systematic uncertainty is the sum in quadrature of all individual uncertainties.

VII. SUMMARY

In summary, the process $e^+e^- \rightarrow \eta' J/\psi$ is investigated using data samples collected with the BESIII detector at 14 c.m. energies from 4.189 to 4.600 GeV. Significant $e^+e^- \rightarrow \eta' J/\psi$ signals are observed at $\sqrt{s} = 4.226$ and 4.258 GeV for the first time, and the corresponding Born cross sections are measured to be $(3.7 \pm 0.7 \pm 0.3)$ and $(3.9 \pm 0.8 \pm 0.3)$ pb, respectively. The upper limits of Born cross sections at the 90% C.L. are set for the other 12 c.m. energy points where no significant signal is observed. The measured cross sections support the hypothesis that signal events of $\eta' J/\psi$ come from $\psi(4160)$ decays; the contribution of $\psi(4415)$ is not evident.

Compared with the Born cross section of $e^+e^- \rightarrow \eta J/\psi$, the measured Born cross section of $e^+e^- \rightarrow \eta' J/\psi$ is much smaller, which is in contradiction to the calculation in Ref. [14]. There are two possible reasons contributing to this discrepancy. The cross section of $e^+e^- \rightarrow \eta' J/\psi$ is investigated at an order of $O(\alpha_s^3)$, therefore, higher order correction might need to be considered; additionally, the proportion of gluonic admixture in $\eta'$ need to be further studied to make certain the contribution of a gluonium component on the results.
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