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Abstract—Vertex based and spectral based GSP sampling has been studied recently. The literature recognizes that methods in one domain do not have a counterpart in the other domain. This paper shows that in fact one can develop a unified graph signal sampling theory with analogous interpretations in both domains just like sampling in traditional DSP. To achieve it, we introduce a spectral shift $M$ acting in the spectral domain rather than shift $A$ that acts in the vertex domain. This leads to a GSP theory that starts from the spectral domain, for example, linear shift invariant (LSI) filtering in the spectral domain is with polynomial filters $P(M)$. We then develop GSP vertex and spectral domain dual versions for each of the four standard sampling steps of subsampling, decimation, upsampling, and interpolation. We show how GSP sampling reduces to DSP sampling when the graph is the directed time cycle graph. Simple examples illustrate the impact of choices that are available in GSP sampling.
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I. INTRODUCTION

With time signals, samples are referenced to or indexed by time, while with images by pixels. Time takes value in a subset of the integers $\mathbb{Z}$ and pixels in a subset of the Cartesian product $\mathbb{Z} \times \mathbb{Z}$. These are regular indexing structures. With modern applications, data is often indexed by irregular structures like graphs. Graph Signal Processing (GSP) [1–4] has been developed in the last decade to study graph (indexed) data. GSP as in [1,3,4] begins with a graph interpretation of Discrete Signal Processing (DSP) where the signal time samples become data indexed by the nodes of a directed cycle graph $\mathbb{Z}$. This interpretation is then extended [1,3,4] to data indexed by the nodes of arbitrary directed or undirected graphs $G = (V, E)$ defined by $N \times N$ adjacency matrix $A$. These references [1,3,4] extend several DSP concepts to GSP, including graph shift, graph filtering, graph Fourier transform (GFT), graph frequency, and graph filter response. In GSP, the adjacency matrix $A$ becomes the shift operator, and it plays in GSP the same role that the time shift $\tau^{-1}$ plays in DSP.

Reference [2] presents an alternative “spectral domain” development of GSP that is restricted to data indexed by nodes of undirected graphs. It starts from spectral decompositions of the data in terms of the eigenfunctions of a variational operator, the graph Laplacian $L$. For undirected graphs, $L$ and $A$ have the same eigendecomposition and, for undirected graphs, the spectral analysis is equivalent for the two approaches.

The approach in [1,3,4] develops GSP to parallel DSP as much as possible. For example, in DSP linear shift invariant (LSI) filters are finite degree polynomials of the shift $\tau^{-1}$. Likewise, LSI filters in GSP are matrix polynomials in $A$ [1,3,4]. This approach to GSP is intuitively pleasing: 1) new concepts in GSP are often designed as natural extensions of DSP concepts; 2) GSP is a generalization of DSP, i.e., when the underlying graph $G$ is a cyclic graph, GSP becomes DSP; and 3) GSP leads to reinterpretation of well known DSP results and sheds new light on DSP facts that are commonly taken for granted. These points will become apparent in this paper.

Recently, [5] reviews comprehensively the existing methods for graph sampling. According to [5], “two definitions [of graph sampling] can be possible ... ” and current theories are either in the vertex or in the graph spectral domain, with no simple analogy between them. This stands in contrast with the dualism between time and frequency domain approaches to sampling. The reference identifies the “[I]nterconnection between vertex and spectral representations of sampling ...” as an open issue worthy of further study. It further asks how “can these sampling approaches be described in a more unified way beyond a few known special cases?” stating that “This may lead to a more intuitive understanding of graph signal sampling.” Our paper deals with this open issue.

Paper contributions. Below, we discuss how to pick a sampling signal or sampling set, but we do not claim it to be original. Other available methods in the literature can be used. We summarize our contributions.

- GSP sampling—the dualism between vertex and spectral representations of sampling. Our presentation of graph sampling parallels the traditional sampling of discrete time signals [6]. The paper shows for graph sampling i) how it is analogous to the Shannon-Nyquist and shift-invariant sampling of time signals; and ii) how and when it deviates given the intrinsic differences between GSP and DSP constructs. Safeguarding the distinctions, we replicate the dualism between time and frequency sampling operations in DSP with a similar dualism between GSP sampling operations in the vertex...
and the graph spectral domains. For every sampling operation, we present its vertex domain interpretation and its spectral domain interpretation. When GSP becomes DSP, we point out which among several alternative choices of the sampling set leads to the Shannon-Nyquist uniform sampling of time signals.

We detail our contributions to the GSP sampling and reconstruction steps: subsampling, decimation, upsampling, and interpolation (shown in figure 1).

- **Graph subsampling**: LSI spectral filtering. Subsampling of a graph signal is multiplication in the vertex domain of the graph signal $s$ by a zero-one graph sampling signal $\delta^{\text{spl}}$. To determine the graph spectral domain operation that is dual to multiplication of graph signals in the vertex domain, we introduce graph LSI filtering in the graph spectral domain. Namely, we introduce graph convolution in the spectral domain by a polynomial spectral filter $P(M)$ using a new graph spectral shift $M$ that we define. This dualizes multiplication of graph signals in the vertex domain with graph convolution or graph filtering in the spectral domain. Further, spectral shift $M$ defines a new spectral graph whose nodes now index the graph Fourier coefficients by the graph frequencies. The interesting point is that subsampling by $\delta^{\text{spl}}$ is in the spectral domain achieved by LSI spectral filtering (by $P(M)$) just like in DSP sampling.

- **Graph subsampling**: Spectral replication. Like in DSP, in GSP we show that the spectrum of the subsampled signal is a set of (distorted) replicas of the lowpass spectrum of the original signal, with no aliasing if sampling rate is at least the “GSP Nyquist” rate.

- **Graph decimation**. Decimation downsizes the original graph from a graph of order $N$ to a graph of order $K$. This is determined by i) the choice of sampling signal (and sampling set), and ii) by the $K$ nonzero components of the graph spectrum of the signal. This follows standard procedure, for example [7]. Just like for DSP, this step expands the spectrum of the decimated graph signal to the full band (which is now reduced to a smaller number of graph frequencies). But, even though where the graph spectrum is nonzero is given or assumed, there are several choices for the sampling signal, and so for the decimated graph. We illustrate why and what choices lead to the uniform sampling in DSP. In DSP, certain choices preserve the nature of the graph, i.e., both the original and the decimated graph are cycle graphs (of different orders), while other choices lead to a decimated graph that is no longer cyclic. In GSP, this is hardly the case. For general graphs, the decimated and original graphs are very different.

- **Reconstruction**: upsampling. The upsampling with reinsertion of zeros in the decimated graph signal, and the reconstruction of the original $N$th-order graph follows the same steps in GSP and DSP. Like in DSP, it leads to a contracted signal spectrum in GSP, i.e., a signal spectrum that is zero in $N-K$ components.

- **Reconstruction**: interpolation by spectral filtering and ideal LSI (vertex) filtering. Perfect reconstruction in GSP sampling, assuming no aliasing, is obtained like in DSP by spectral filtering, but in two distinct steps. First, with a spectral filter $Q$ that is not necessarily LSI, followed by LSI vertex ideal filtering. When the graph is cyclic and GSP becomes DSP, the reconstruction filter $Q$ becomes trivially a gain of $K$, and the LSI vertex ideal sampling is the Shannon ideal filter with a sinc function as impulse response (in the vertex domain).

**Fig. 1.** The sampling and reconstruction steps in this paper. Each step is considered in both vertex and spectral domains.

**Brief review of the literature on GSP sampling.** In the last decade, there has been a robust literature on GSP sampling. With a few exceptions, these works assume undirected graphs. Due to space limitations, we highlight a few main points and refer to the references and their bibliography for a more comprehensive review. Most of the work has been concerned with choosing the sampling set and developing recovery methods that address issues like noise, or aliasing, or robustness to computational errors, or speed of computation. These are important issues, but are not our focus. Our paper is concerned with what is lacking [5], namely, presenting a unified GSP sampling theory and the analogy (duality) between vertex and spectral GSP sampling operations, just like for DSP sampling. Still, a brief review of the literature helps put our work in context.

References [8,9] consider subspaces of bandlimited signals (Paley-Wiener spaces) and show that signals supported by undirected graphs can be perfectly reconstructed from values in a sampling set $S$, termed uniqueness set. Critically sampled graph signals restricted to undirected $k$-regular bipartite graphs are considered in [10] that proposes two-channel wavelet filter banks for perfect reconstruction. General undirected graphs are approximated by a decomposition in terms of $k$-regular bipartite graphs. Papers [11]–[14] consider choosing $S$ for stable reconstruction and methods that avoid spectral decompositions of the graph Laplacian. While the previous references apply to undirected graphs, [15] shows that a necessary and sufficient condition for perfect reconstruction is for the sampling set to choose $K$ linearly independent rows from $K$ columns of the inverse graph Fourier transform. The paper shows that random sampling chooses with high probability for Erdős Rényi graphs a sampling set from which perfect reconstruction can be achieved. This reference also shows that sampling preserves first order differences on the sampled nodes. In [7], various sampling schemes are considered including uniform sampling, experimentally designed sampling, and active sampling. Random sampling for undirected graphs is also studied in [16] that presents a condition in terms of the invertibility of a $K\times K$ kernel matrix corresponding to rows and columns selected by a determinantal point process.
Reference [17] derives an uncertainty principle for graph signals and conditions for recovery of bandlimited signals from a subset of the samples. In [18], the authors propose a sampling scheme that uses as input observations taken at a single node and corresponds to sequential applications of the graph-shift operator. Beyond sampling of bandlimited signals, [19] considers piecewise constant signals on undirected graphs and [20] smooth signals, with recovery by a Lasso like procedure. Reference [21] reconstructs time signals from projections on low rank approximation subspaces, with [22] extending it to undirected graph signals. Reference [23] presents a spectral domain sampling where the spectrum of the subsampled signal replicates the bandlimited spectrum of the original signal. But the method in [23] does not respect the traditional concept of sampling, namely, discarding samples in the vertex domain and reconstructing the original signal from the samples kept. In fact, the sampled signal in [23] not only keeps all samples of the original signal, but also distorts them.

Our paper does not claim novelty in finding the sampling set \( S \). We assume that \( S \) is given. In DSP, this is similar to assuming a particular sampling scheme, say, uniform sampling (keeping every \( K \)th sample). In DSP, the following duality holds: 1) subsampling in the frequency domain is linear shift invariant filtering leading to spectral replication, and 2) reconstruction is by ideal lowpass filtering. Likewise, extending the DSP sampling framework to GSP sampling in a natural way, we show similar duality: 1) GSP subsampling in the vertex domain is LSI filtering in the spectral domain, leading to spectral replication, and 2) when is GSP reconstruction achieved by LSI filtering. To develop this, we introduce a spectral shift \( M \), a spectral graph \( G_{sp} \), spectral GSP filtering, and other concepts, and show we choose alternatives in GSP replicate Shannon-Nyquist sampling in DSP.

Guide to paper. Section II reviews basic GSP concepts. Section III introduces spectral shift \( M \), its properties, and \( G_{sp} \), a dual to GSP from the spectral domain point of view, derived from \( M \). Section IV considers GSP subsampling and GSP decimation in both vertex and spectral domains. Section V considers GSP upsampling and interpolation. Finally, section VI concludes the paper.

II. Primer on GSP

We provide a brief review of GSP following [1,4], see also [24]. As a motivation, we start by casting DSP of time signals of finite length \( N \) (equivalently, periodic time signals) in the context of GSP. We collect the \( N \) time signal samples \( s_0, s_1, \ldots, s_{N-1} \) in the vector \( s = [s_0 \ s_1 \ \ldots \ s_{N-1}]^T \). Consider a cycle graph of \( N \) nodes and let each signal sample \( s_n \) be indexed by a node of the graph (left of Figure 2).
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Fig. 2. Ring graph: Left: graph signal \( s \); right: its shifted \( A \cdot s \).

For this graph, the adjacency matrix is cyclic

\[
A = \begin{bmatrix}
0 & 0 & \ldots & 0 & 1 \\
1 & 0 & \ldots & 0 & 0 \\
\vdots & 1 & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & 0
\end{bmatrix}
\]

In GSP, the adjacency matrix \( A \) in (1) is also the matrix representation of the DSP shift \( z^{-1} \). we shift the signal \( s \) by multiplication with the shift \( A \) to get the shifted signal \( A \cdot s \), shown on the right of Figure 2.

The Fourier transform for finite time signals is the Discrete Fourier Transform (DFT). It can be found through the eigendecomposition of the shift matrix \( A \):

\[
A = \text{DFT}^{-1} \cdot A \cdot \text{DFT} = \text{DFT}^H \cdot A \cdot \text{DFT}.
\]

In (2), \( A \) is the diagonal matrix of eigenvalues of \( A \):

\[
\lambda = \begin{bmatrix}
\lambda_0 \\
\ddots \\
\lambda_{N-1}
\end{bmatrix}, \quad \lambda_k = e^{-j \frac{2\pi k}{N}}, \quad k = 0, \ldots, (N - 1),
\]

and the DFT is the discrete Fourier transform matrix

\[
\text{DFT} = \frac{1}{\sqrt{N}} \begin{bmatrix}
1 & 1 & \ldots & 1 \\
1 & e^{-j \frac{2\pi}{N}} & \ldots & e^{-j \frac{2\pi (N-1)}{N}} \\
\vdots & \vdots & \ddots & \vdots \\
1 & e^{-j \frac{2\pi (N-1)}{N}} & \ldots & e^{-j \frac{2\pi (N-1)(N-1)}{N}}
\end{bmatrix}.
\]

By (3), the DFT is symmetric and unitary, so \( \text{DFT}^H = \text{DFT}^{-1} \) as used in (2).

The spectrum of \( A \), i.e., its eigenvalues \( \{e^{-j \frac{2\pi k}{N}}\}_{0 \leq k \leq N-1} \), are the frequencies\(^2\) of \( A \). The columns\(^2\) of \( \text{DFT}^H \) are the eigenvectors of \( A \). They are the spectral components or harmonics of time signals.

Remark 1. The subindex \( k \) may refer to the \( k \)th vector or the \( k \)th entry of a vector. The context should remove the ambiguity. Our convention is to start indices from 0.

Graph Shift. GSP [1,4] extends DSP to indexing sets \( V \) that are the vertex sets of arbitrary directed or undirected graphs \( G = (V, E) \). The graph signal \( s \in \mathbb{C}^N \) assigns a data sample \( s_n \) to vertex or node \( n \in V \), \( n = 0, \ldots, N - 1 \). Following [1], the graph shift is the adjacency matrix \( A \). We shift \( s \) by applying shift \( A \) to \( s \), i.e., \( A \cdot s \).

In this paper, unless otherwise stated, we assume:

\(^2\)In DSP, it is also common to refer to \( \omega_k = \frac{2\pi k}{N} \) as the frequencies rather than to the eigenvalues \( \lambda_k \).

\(^3\)Other authors consider other shifts, e.g., the symmetric and positive semi-definite graph Laplacian \( \mathcal{L} \) that is restricted to undirected graphs, or unitary variations of \( A \) that sacrifice locality \[25,26\].
Assumption 1 (Diagonalizability). $A$ is diagonalizable.

Diagonalizability holds if $A$ is symmetric or has distinct eigenvalues. We explicitly state when we assume the latter.

Assumption 2 (Distinct eigenvalues). Shift $A$ has distinct eigenvalues.

Graph Fourier Transform (GFT). Let the eigendecomposition of arbitrary shift $A$ have

$$A = \text{GFT}^{-1} \cdot \Lambda \cdot \text{GFT},$$

where $\Lambda$ is the diagonal matrix of the eigenvalues $\{\lambda_k\}_{0 \leq k \leq N-1}$ of $A$ and $\text{GFT}^{-1}$ is the matrix of its eigenvectors $\{v_k\}_{0 \leq k \leq N-1}$. The graph Fourier Transform (GFT) is the matrix $\text{GFT}$ in (4). The eigenvectors $\lambda_k$ are the graph frequencies and the eigenvectors are the graph spectral components (like the harmonics for time signals).

Remark 2 (Uniqueness: GFT and $\Lambda$). The eigendecomposition of a matrix is defined up to permutation of its eigenvalues and normalization of its eigenvectors. We assume that, when referring to the eigendecomposition of $A$, this ordering and normalization have been fixed, so $\Lambda$, GFT, and $\text{GFT}^{-1}$ have been uniquely defined by (4).

Graph impulse. In DSP, the impulse $\delta_0 = [1 \cdots 0]^T \rightarrow \delta_0 = \frac{1}{\sqrt{N}} 1$. In GSP, we have a choice when defining the graph impulse—either make it impulsive in the vertex domain or flat in the spectral domain. The first choice ties the graph impulse to picking the vertex where it is nonzero, while the second forces no such choice (constant across all frequencies). Let 1 be the column vector of all ones. We define the graph impulse through its GFT as

$$\delta_0^{\text{flat}} \rightarrow \delta_0^{\text{mat}} = \frac{1}{\sqrt{N}} 1.$$

Filtering in the frequency domain. Filtering in the spectral domain then becomes:

$$\tilde{t} = P(\lambda) \cdot \tilde{s} = (P(\lambda) \cdot 1) \odot \tilde{s} = p(\lambda) \odot \tilde{s}$$

where $\odot$ is the Hadamard or pointwise or componentwise product of the frequency response $P(\lambda)$ and $\tilde{s}$.

Equations (5) and (8) are the equivalent versions of filtering in the vertex and spectral domains in GSP: graph filtering in the vertex domain multiplies the vector signal $s$ by the matrix filter $P(A)$. In the spectral domain, it is the product of the diagonal matrix filter $P(\lambda)$ with the graph Fourier transformed $\tilde{s}$, or, equivalently, it is the pointwise product $\odot$ of the graph frequency response $p(\lambda)$ with $\tilde{s}$.

LSI filter $P(A)$ and its frequency response $h$. Given a polynomial filter $P(A)$ with coefficients $p = [p_0 \cdots p_{N-1}]$, equation (7) gives the frequency response $p(\lambda)$ of $P(A)$. The next result is the reverse: given a frequency response $\tilde{h}$, determine the filter $P_h(A)$.

Result 1. The filter $P_h(A)$ with frequency response $\tilde{h}$ is

$$P_h(A) = \text{GFT}^{-1} \text{diag} \left[ \tilde{h} \right] \text{GFT}.$$  

Proof. By (6), $\tilde{h} = P_h(A) \cdot 1$. Then, $P_h(A) = \text{diag} [\tilde{h}]$ and the result follows.

We refer to $P_h(A)$ as the LSI filter associated with $h$ or $\tilde{h}$. Result 1 gives $P_h(A)$ as a matrix filter. The next result gives it as a LSI or polynomial filter.

Result 2 (LSI filter associated with $\tilde{h}$). Let the vector of coefficients of $P_h(A)$ be $p_h = [p_0 \cdots p_{N-1}]^T$. Then, under assumption of distinct eigenvalues, $p_h$ is the solution to

$$\mathcal{V}_d p_h = \tilde{h}$$

where $\mathcal{V}_d$ is the Vandermonde matrix of eigenvalues of $A$: $\mathcal{V}_d = [\lambda^0 \lambda^1 \cdots \lambda^{N-1}] = \begin{bmatrix} 1 & \lambda_0 & \cdots & \lambda_0^{N-1} \\ \vdots & \vdots & & \vdots \\ 1 & \lambda_{N-1} & \cdots & \lambda_{N-1}^{N-1} \end{bmatrix}$.

Equation (10) defines the vector $\lambda$ of eigenvalues and its powers $\lambda^n$ as Hadamard products of itself $n$ times

$$\lambda = [\lambda_0 \lambda_1 \cdots \lambda_{N-1}]^T,$$

and $\lambda^n = \lambda \odot \cdots \odot \lambda$.

Proof. The proof follows because $P_h(A) \cdot 1 = \mathcal{V}_d \cdot p_h$.

For DSP, the Vandermonde is (apart a normalizing factor) the DFT matrix, and (9) shows that in DSP $p_h$ is the inverse DFT of $\tilde{h}$, i.e., the impulse response of $P(A)$.

III. GSP$_{sp}$: Spectral Shift and Spectral GSP

To show for GSP sampling the vertex/ spectral dualism in DSP sampling and to show the explicit relationship between graph sampling in the vertex and in the graph spectral domains, we introduce graph convolution or graph filtering in the spectral domain. In particular, we define linear shift invariant graph filters in the graph spectral domain as polynomials $P(M)$ of a spectral shift $M$. The
operator $M$ shifts the graph spectrum $\tilde{\mathbf{s}}$ of a signal $s$. This section establishes such an $M$.

We start by recalling the DSP properties of shifting a signal in the time and frequency domains [6]:

$$s_{n-1} \xrightarrow{f} e^{-j\frac{2\pi}{N}m} s_m$$

(11)

$$e^{j\frac{2\pi}{N}m} s_n \xrightarrow{f} \tilde{s}_{m-1}.$$  

(12)

These equations show that shifting in the time domain multiplies the Fourier coefficient $\tilde{s}_m$ by the eigenvalue $\lambda_m = e^{-j\frac{2\pi}{N}m}$ of the shift $A$. Likewise, shifting in the frequency domain multiplies the signal sample $s_k$ by $\lambda_k = e^{j\frac{2\pi}{N}k}$, the complex conjugate of the eigenvalue $\lambda_k$ of $A$. Collecting the time samples $s_k$ in the vector signal $s$ and the Fourier coefficients $\tilde{s}_m$ in vector $\tilde{s}$, equations (11) and (12) lead to

$$A \cdot s \xrightarrow{f} \Lambda \cdot \tilde{s}.$$  

(13)

$$\Lambda^* \cdot s \xrightarrow{f} \begin{bmatrix} \tilde{s}_{N-1} \\ \tilde{s}_0 \\ \vdots \\ \tilde{s}_{(N-1)-1} \end{bmatrix} = A \cdot \tilde{s}.$$  

(14)

Equation (13) shows that shifting signal $s$ in the vertex (time) domain multiplies $\tilde{s}$ by the diagonal matrix $\Lambda$ of the eigenvalues of $A$. Similarly, equation (14) shows that shifting vector $\tilde{s}$ in the frequency domain multiplies $s$ by $\Lambda^*$, the diagonal matrix of the conjugate eigenvalues of $A$.

The DFT of the left side of (14) is its right-hand side. Inserting $\text{DFT}^H \cdot \text{DFT}$ as below, get

$$\text{DFT} \cdot \Lambda^* \cdot \text{DFT}^H \cdot \text{DFT} \cdot s = \begin{bmatrix} \tilde{s}_{N-1} \\ \tilde{s}_0 \\ \vdots \\ \tilde{s}_{(N-1)-1} \end{bmatrix} = A \cdot \tilde{s}.$$  

(15)

The middle vector in (15) is of course the shifted (by one) $\tilde{s}$ and the right-hand side equation in (15) is the same as the right-hand side equation in (14). The `surprise' here is that the left-hand side of (15) indicates that the shifted (by one) $\tilde{s}$ is also obtained by multiplying $\tilde{s}$ by a new spectral shift $M$. We readily recognize that in this case $M = A^*$ and since $A$ is real the DSP spectral shift is $M = A$.

Because it will be important in the sequel, we write together the dual pairs, equation (13) that shifts in time, and the equation that shifts in frequency, resulting from combining equation (14) and the left-hand side of (15):

$$A \cdot s \xrightarrow{f} \Lambda \cdot \tilde{s}.$$  

(16)

$$\Lambda^* \cdot s \xrightarrow{f} M \cdot \tilde{s}.$$  

(17)

### A. Spectral shift $M$

We define the graph spectral shift $M$ in GSP so that (16) and (17) are preserved and remain invariant in GSP.

**Definition 1 (GSP: Spectral shift $M$)**. Let the vertex graph shift $A$ be diagonalized in (4), with $\Lambda$ the diagonal matrix of eigenvalues, and $s$, $\tilde{s}$, and $y = \Lambda^* \tilde{s}$ be given. Then, the graph spectral shift $M$ is the operator defined by

$$\Lambda^* \cdot \tilde{s} \xrightarrow{f} M \cdot \tilde{s}.$$  

(18)

By this definition, the DSP duality (16) and (17) holds for GSP shifting in the vertex and spectral graph domains. The next result gives an explicit expression for $M$.

**Result 3 (GSP: Spectral shift $M$)**. The shift $M$ is

$$M = \text{GFT} \cdot \Lambda^* \cdot \text{GFT}^{-1}.$$  

(19)

**Proof.** The proof mimics the steps going from (14) to (15). If: Multiply on the left by $\text{GFT}^{-1}$ the right-hand side of (18) and insert $\text{GFT} \cdot \text{GFT}^{-1}$ between $M$ and $\tilde{s}$

$$\text{GFT}^{-1} \cdot M \cdot \text{GFT} \cdot \text{GFT}^{-1} \cdot \tilde{s}.$$  

(20)

Now replacing $M$ in (20) by its expression in (19), canceling terms, and recognizing that $\text{GFT}^{-1} \cdot \tilde{s} = s$, we get the left-hand side of (18) as desired.

**Only if**: Start from definition (1). Multiply the left-hand side of (18) by $\text{GFT}$ and insert between $\Lambda^*$ and $s$ the product $\text{GFT}^{-1} \cdot \text{GFT}$. Get

$$\text{GFT} \cdot \Lambda^* \cdot \text{GFT}^{-1} \cdot \text{GFT} \cdot s = M \cdot \tilde{s}.$$  

(21)

Since (21) holds for every $s$, and for every $\tilde{s}$, conclude from (22) $M = Q = \text{GFT} \cdot \Lambda^* \cdot \text{GFT}^{-1}$, proving the result. 

Definition (1) generalizes $M$ in DSP as presented in (15) since the DFT is the DFT in DSP and the DFT is unitary.

**Remark 4.** Reference [30] defines a different spectral shift, requiring it to satisfy a number of properties like permutation invariance, seldom verified. The reference uses $\Lambda$ rather than $\Lambda^*$ in (19). For example, with time signals, our GSP definition (1) reduces to the DSP definition in (15) and leads to $M = A$ as observed before. In contrast, the spectral shift $M'$ in [30] leads to a spectral shift that is $M' = \Lambda^T \cdot \Lambda$. In DSP and time signals, $A^T \neq A$, $A^T$ reverses the direction of the cycle graph and of time.

While for DSP, $M = A$, in GSP $M$ may not equal $A$ [28-29]. The next result addresses when $M = A$ for GSP.

**Result 4 (GSP: $A = M$).** Let $A$ be real and normal. Then $A = M$ if $\text{GFT}^T = \text{GFT}$.

**Proof.** For $A$ normal, real, and $\text{GFT}$ symmetric,

$$A = \text{GFT}^* \cdot A \cdot \text{GFT} = \text{GFT} \cdot A^* \cdot \text{GFT} = M,$$

since $\text{GFT}^{-1} = \text{GFT}^H$. This proves the result. 

Result (4) is sufficient for $A = M$. If in addition the eigenvalues of $A$ are nonzero, then we get a necessary condition.

**Result 5 (GSP: $A = M$).** Let $A$ be real, normal, and have nonzero eigenvalues. Then $A = M$ only if $\text{GFT}^T = \text{GFT}$.
Proof. Now, \( M = A = A^* \) only if
\[
\text{GFT} \cdot A^* \cdot \text{GFT}^T = \text{GFT}^T \cdot A \cdot \text{GFT} = \text{GFT} \cdot A^* \cdot \text{GFT}.
\]
Multiply the leftmost and rightmost sides of the equation by \( \text{GFT}^T \) on the left and by \( \text{GFT} \) on the right:
\[
A^* = \text{GFT}^H \cdot \text{GFT}^T \cdot A^* \cdot \text{GFT} \cdot \text{GFT}.
\]
For all the eigenvalues nonzero, this holds only if
\[
\text{GFT}^H \cdot \text{GFT}^T = I = A^* \cdot \text{GFT}.
\]
Taking the transpose on the left, since \( I^T = I \), get
\[
\text{GFT} \cdot A^* = I = A^* \cdot \text{GFT},
\]
which is true only if \( GFT^{-1} = GFT^* \). Since the inverse is unique, \( GFT^H = GFT^* \), implying \( \text{GFT}^T = \text{GFT} \).

We define LSI filtering in the spectral domain.

**Product of signals and LSI spectral filtering.** LSI polynomial spectral filtering in the spectral domain is matrix-vector multiplication of a polynomial filter \( P(M) \)
\[
P(M) = p_0 I + p_1 M + \cdots + p_{N-1} M^{N-1}, \tag{23}
\]
with vector \( \tilde{s} \)
\[
\tilde{t} = P(M) \cdot \tilde{s} = \left[ p_0 I + p_1 M + \cdots + p_{N-1} M^{N-1} \right] \cdot \tilde{s}.
\]

**Vertex domain product–spectral convolution.** Consider the duality between product and convolution.

**Result 6** (Vertex domain product–spectral convolution).
\[
p(\lambda^*) \odot s = P(\lambda^*) \cdot s \xrightarrow{\text{GFT}} P(M) \cdot \tilde{s}. \tag{24}
\]

The proof follows from the eigendecomposition of \( P(M) \).

**Graph ‘vertex’ response.** In analogy to the frequency response of a LSI filter \( P(A) \) given in \( \Box \), we let the “vertex response” of the filter \( P(M) \) to be \( p(\lambda^*) \) defined in \( \Box \).

**LSI filter \( P_s(M) \) and its vertex response \( s \).** Similarly to result \( \Box \) and result \( \Box \), we determine LSI filter \( P_s(M) \) from “vertex response” \( s \). Let the coefficients of \( P_s(M) \) be \( p_s = [p_0 \ldots p_{N-1}] \).

**Result 7** (Matrix \( P_s(M) \)). The LSI filter \( P_s(M) \) with vertex response \( s \) is
\[
P_s(M) = \text{GFT \ diag } [s] \ \text{GFT}^{-1}. \tag{25}
\]

Proof. The result follows from realizing that \( P_s(\lambda^*) = GFT^{-1} P_s(M) \text{GFT} = \text{diag } [s] \).

**Result 8** (LSI spectral filter with vertex response \( s \)).

Under assumption \( \Box \) the vector \( p_s \) of coordinates of the LSI spectral filter \( P_s(M) \) with vertex response \( s \) is
\[
V_A^* \cdot p_s = s. \tag{26}
\]

where the Vandermonde matrix \( V_A \) is given in \( \Box \).

**Spectral convolution.** To interpret steps in sampling in the spectral domain, we define convolution of two spectral signals. Let \( \odot \) represent (circular) convolution. The next result tells us how to compute convolution.

**Result 9** (Spectral convolution of two signals). Consider spectral signals \( \tilde{s} \) and \( \tilde{t} \) and their corresponding LSI filters \( P_s(M) \) and \( P_t(M) \), where \( M \) is the spectral shift. Then
\[
\tilde{u} = \tilde{s} \odot \tilde{t} = P_s(M) \cdot \tilde{t} = P_t(M) \cdot \tilde{s} \tag{27}
\]
\[
\tilde{u} = \tilde{s} \odot \tilde{t} = P_s(M) P_t(M) \cdot \delta_{\text{sp},0}^{\text{flat}} \tag{28}
\]
\[
\tilde{u} = \tilde{s} \odot \tilde{t} = u = s \odot t \tag{29}
\]

where we define the spectral domain impulse \( \delta_{\text{sp},0}^{\text{flat}} = \frac{1}{\sqrt{N}} 1 \), to be flat (constant) in the vertex domain.

Equation \( \Box \) shows spectral convolution of \( \tilde{s} \) and \( \tilde{t} \) as filtering of \( \tilde{s} \) (or \( \tilde{t} \)) with LSI filter \( P_t(M) \) (or \( P_s(M) \)), while \( \Box \) shows spectral convolution of the two signals as the impulse response of the LSI filter \( P_s(M) P_t(M) \). Equation \( \Box \) shows spectral convolution in the spectral domain as pointwise multiplication in the vertex domain.

**B. Vertex shift \( A \) and graph spectral shift \( M \): Equivariance**

For graph \( G = (V,E) \), adjacency \( A \) is defined up to a relabelling of the vertices by permutation \( \Pi_1 \). Denote a quantity with respect to a new relabelling by \( (\cdot)’ \). Then
\[
A’ = \Pi_1 \cdot A \cdot \Pi_1^T
\]
\[
s’ = \Pi_1 \cdot s.
\]
To see how \( \Pi_1 \) affects the graph spectral shift \( M \), we first consider how \( \Pi_1 \) impacts the GFT and \( A \).

Eigendecomposing \( A’ \), from \( \Box \), get two forms
\[
A’ = \Pi_1 \cdot GFT^{-1} \cdot \Pi_2^T \cdot \Pi_1 \cdot A \cdot \Pi_2 \cdot GFT \cdot \Pi_1^T = \Pi_1 \cdot GFT^{-1} \cdot \Lambda \cdot GFT \cdot \Pi_1^T
\]
where \( \Pi_2 \) is unitary. These lead to two alternatives
\[
\text{GFT}’ = \Pi_2 \cdot \text{GFT} \cdot \Pi_1^T
\]
\[
\text{GFT}” = \text{GFT} \cdot \Pi_1^T
\]
with \( \Lambda \) is either one of the two:
\[
\Lambda’ = \Pi_2 \cdot \Lambda \cdot \Pi_2^T
\]
\[
\Lambda” = \Lambda.
\]
In \( \Box \), \( \Pi_2 \) must be a permutation matrix to keep \( \Lambda’ \) diagonal with the same eigenvalues as \( \Lambda \). For each of the two definitions of the GFT, the graph Fourier transform \( \tilde{s} \) of \( s \) after relabelling with \( \Pi_1 \)
\[
\tilde{s}’ = \text{GFT}’ \cdot s’ = \Pi_2 \cdot \text{GFT} \cdot \Pi_1^T \cdot \Pi_1 \cdot s = \Pi_2 \cdot \tilde{s}
\]
\[
\tilde{s}” = \text{GFT}” \cdot s’ = \text{GFT} \cdot \Pi_1^T \cdot \Pi_1 \cdot s = \tilde{s}.
\]
The first definition permutes the graph Fourier transform \( \tilde{s} \) by \( \Pi_2 \). The second leaves \( \tilde{s} \) invariant. The question is which GFT should be adopted: \( \Box \) or \( \Box \).

To resolve this, we look at a simple DSP example. Consider, for example, \( N = 3 \), \( s = [s_0 \ s_1 \ s_2]^T \), and a circular shift of the nodes to get \( s’ = [s_2 \ s_0 \ s_1]^T \). If we
use GFT" and \( \Lambda" = \Lambda \) from (32) and (34),

\[
\Lambda^* \Pi_1 \cdot \mathbf{s} = \begin{bmatrix}
1 & e^{-j\frac{2\pi}{3}} & e^{-j\frac{4\pi}{3}} \\
0 & s_2 & s_0 \\
0 & s_1 & s_1
\end{bmatrix} \cdot \begin{bmatrix}
1 & e^{-j\frac{2\pi}{3}} & e^{-j\frac{4\pi}{3}} \\
0 & s_2 & s_0 \\
0 & s_1 & s_1
\end{bmatrix} \cdot \begin{bmatrix}
1 & e^{-j\frac{2\pi}{3}} & e^{-j\frac{4\pi}{3}} \\
0 & s_2 & s_0 \\
0 & s_1 & s_1
\end{bmatrix} \cdot \mathbf{s} = \begin{bmatrix}
0 & s_2 & 0 \\
0 & s_0 & 0 \\
0 & s_1 & 0
\end{bmatrix} (35)
\]

In (35), the time samples are multiplied by the wrong phase shift, for example, time sample \( s_2 \) is multiplied by 1 instead of \( e^{-j\frac{2\pi}{3}} \). We now consider computing \( \mathbf{s}' \) from (30), GFT' from (31) and \( \Lambda' \) from (33). Get

\[
\Pi_2 \cdot \Lambda^* \cdot \Pi_2^T \cdot \Pi_1 \cdot \mathbf{s} = \begin{bmatrix}
1 & e^{-j\frac{2\pi}{3}} & e^{-j\frac{4\pi}{3}} \\
0 & s_2 & s_0 \\
0 & s_1 & s_1
\end{bmatrix} \cdot \begin{bmatrix}
1 & e^{-j\frac{2\pi}{3}} & e^{-j\frac{4\pi}{3}} \\
0 & s_2 & s_0 \\
0 & s_1 & s_1
\end{bmatrix} \cdot \begin{bmatrix}
1 & e^{-j\frac{2\pi}{3}} & e^{-j\frac{4\pi}{3}} \\
0 & s_2 & s_0 \\
0 & s_1 & s_1
\end{bmatrix} \cdot \mathbf{s} = \begin{bmatrix}
0 & s_2 & 0 \\
0 & s_0 & 0 \\
0 & s_1 & 0
\end{bmatrix} (36)
\]

For the right hand side in (36) to be the correct shifts as shown, \( \Pi_2^T \Pi_1 \) needs to cancel and \( \Pi_2 = \Pi_1 \). We conclude that, after relabeling the vertices of the graph by \( \Pi_1 \), the GFT should be given by (31) and not by (32), with \( \Pi_1 = \Pi_2 \). The eigenvalue matrix \( \Lambda \) should also then be permuted as in (33), with \( \Pi_1 = \Pi_2 \). Also, when \( \Pi_1 = \Pi_2 = I \), we obtain \( A' = A \) and the original eigendecomposition of \( A \).

We can now determine how relabeling nodes impacts \( M \).

Result 10 (Equivalence to permutation). When nodes of \( G \) are permuted by \( \Pi \), shifts \( A \) and \( M \) are conjugated

\[
A' = \Pi \cdot A \cdot \Pi^T \quad \text{and} \quad M' = \Pi \cdot M \cdot \Pi^T .
\]

Proof. The equivalence of \( A \) to permutation was already proven in [11]. We now consider the equivalence of \( M \).

From definition [11] the action of \( M \) on \( \tilde{s} \) is the vector \( y = \Lambda^* \tilde{s} \) in the vertex domain. This spectral shifting property multiplies the vertex domain component \( s_n \) by the conjugate of the graph frequency \( \lambda_n \). If we relabel the labeling of the nodes by \( \Pi \), then \( \Lambda^* \) is conjugated by \( \Pi \), i.e., \( \Lambda' \) is given by (33), in order to preserve the spectral shifting property. This forces the graph Fourier transform GFT to also be conjugated by \( \Pi \) as given by (31). Similarly, we can conclude that GFT' is conjugated by \( \Pi \). Putting these together leads to the equivalence of \( M \) to permutation \( \Pi \) as asserted by the result.

Result 10 is pleasing, it shows that \( A \) and \( M \) are impacted similarly: both are equivariant to \( \Pi \).

Remark 5 (Scrambling vertex and spectral domains). In DSP, time and frequencies are usually implicitly ordered. This is so natural that DSP seldom explicitly discusses the indexing of the time samples or the indexing of the Fourier coefficients: the signal \( (s_0, s_1, \ldots, s_{N-1}) \) is an ordered \( N \)-tuple, exactly like \( (\hat{s}_0, \hat{s}_1, \ldots, \hat{s}_{N-1}) \) is an ordered \( N \)-tuple. So, it may seem strange that in GSP one needs to share the ordering adopted for the vertices of the graph and/or for the graph frequencies. But actually this should not surprise us. Even in DSP, there are applications where it is useful to permute signal samples either in time or frequency. One such early technique for securing voice communication used scrambling [37][32]. In simple terms, speech samples are scrambled to change their order. At the receiver, a descrambling block is required to reorder the speech samples. Other secure communications use scrambling in the frequency domain, or in other transform domains. This is to illustrate that although time signals and their spectra are naturally ordered by the time and frequency indices, reordering or permuting the samples in time or frequency have found applications in DSP. The important point is that scrambling requires then a descrambling block. In other words, the transmitter and receiver have a way to share their labeling scheme of the signal samples or of the spectral samples. Likewise, in GSP, different researchers working with the same graph need to share their node labeling to make sense of the graph signal. Likewise, if they share the graph spectrum, they must also share their labeling of graph frequencies to know the GFT' that inverts the spectrum.

C. GSPsp: Dual Graph Signal Processing

The shifts \( A \) and \( M \) play twin or dual roles; just as GSP is built from \( A \), we build a dual GSPsp from \( M \).

Data and spectral graphs. As adjacency matrices, \( A \) and \( M \) define graphs: shift \( A \) determines the (data) graph \( G \) whose node index is the data sample \( s_n \), while the spectral shift \( M \) defines a new graph, the spectral graph \( G_{sp} = (V_{sp}, E_{sp}) \), whose node \( m \) (the graph frequency \( \lambda_m \), \( m = 0 \ldots N - 1 \)) indexes the graph Fourier coefficient \( \hat{s}_m \) of the data. As shown at the beginning of this section III in DSP, \( G \) and \( G_{sp} \) are cycle graphs—the time samples are indexed by the time ticks (vertices of \( G \)), the spectral coefficients are indexed by the frequencies (vertices of \( G_{sp} \)).

GFTsp: Spectral GFT. Since \( M \) is diagonalized in (19),

\[
GFT_{sp} = GFT^{-1} .
\]

The spectral GFTsp of the spectral graph signal \( \tilde{s} \) is

\[
\tilde{s} = GFT_{sp} \cdot \hat{s} = GFT^{-1} \cdot \tilde{s} = s .
\]

LSI (linear shift invariant) spectral filters: Since \( M \) is diagonalizable, LSI spectral filters \( P_{sp}(M) \) are polynomial see equation (23) and result 6.

Example 1 (Star graph). Consider A for the star graph

\[
A = \begin{bmatrix}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Its eigenvalues are \( \pm \sqrt{N - 1} \) with multiplicity 1 and 0 with algebraic and geometric multiplicities \( N - 2 \). The GFT

\[
GFT = \frac{1}{\sqrt{N - 1}} \begin{bmatrix}
\frac{\sqrt{N - 1}}{2} & \frac{-\sqrt{N - 1}}{2} \\
\frac{\sqrt{N - 1}}{2} & \frac{\sqrt{N - 1}}{2} \\
\frac{-\sqrt{N - 1}}{2} & \frac{-\sqrt{N - 1}}{2} \\
\frac{\sqrt{N - 1}}{2} & \frac{-\sqrt{N - 1}}{2} \\
\frac{-\sqrt{N - 1}}{2} & \frac{-\sqrt{N - 1}}{2}
\end{bmatrix}
\]

\[
GFT_{sp} = GFT^{H} \quad \text{GFT}^{H}
\]

\[\text{Note that the graph and values defined on the graph do not depend on indexing. These entities exist independently of the indexing. It is only when researchers use matrices (e.g., the adjacency matrix) to represent the graph and vectors (e.g., the graph signal) to represent graph values that they need to choose an indexing.}
\]

\[\text{In the sequel, we will usually ignore the subindexing sp.}\]
This GFT diagonalizes A. To develop it, note that the characteristic polynomial of A is \( \Delta(\lambda) = \lambda^{N-2}(\lambda - (N - 1))^2 \) and that the eigenvectors of A are the same as \( A^2 \). Matrix \( A^2 \) is block diagonal, with a scalar minor \( N - 1 \) and a matrix minor \( 1_{N-1} \cdot 1_{N-1}^T \). The latter is circulant and diagonalized by DFT on \( N-1 \). The spectral shift for the star graph follows, shown for \( N = 5 \) in Figure 3.

\[
M = \frac{1}{\sqrt{N-1}} \begin{bmatrix}
\frac{N}{2} & -1 & 1 & \cdots & 1
\frac{1}{\sqrt{2}} & 1 & \cdots & 1
\frac{1}{\sqrt{2}} & 1 & \cdots & 1
\end{bmatrix}
\]

Fig. 3. Star graph: Shifts A and M for \( N = 5 \).

IV. GSP SAMPLING: SUBSAMPLING AND DECIMATION

In DSP, sampling of bandlimited signals \( s \) include: 1) subsampling that zeroes samples of \( s \) (e.g., every other sample) to get a subsampled signal \( s_d \); 2) downsampling that discards zeroed samples in \( s_d \) to get the decimated signal \( s_{d_d} \); and 3) reconstruction that \( s_b \) upsamples \( s_d \) by inserting the zeros discarded to get back the upsampling signal \( s_b \); and \( s_{b_b} \) interpolates by ideal lowpass filtering \( s_d \) to get \( s_{b_b} \). All these steps have interpretations in both time and frequency.

Likewise, we consider the equivalent sequence of steps in GSP sampling—subsampling, decimation, and reconstruction—and develop for each step dual interpretations in the vertex and graph spectral domains. To achieve these dual interpretations, we extend current GSP theory with new concepts and constructs. Further, we show explicitly which choices among alternatives have to be made in GSP sampling to obtain DSP sampling when the graph is the cyclic graph. These choices are implicit and taken for granted in DSP. Our work provides further insights and interpretations into DSP.

In this and the next section, A is the adjacency matrix of a \( N \) node arbitrary graph. Let \( \| \|_0 \) be the \( \ell_0 \) pseudo-norm, i.e., the number of nonzero entries of \( \hat{s} \). Let \( s \) be bandlimited with bandwidth \( K \), i.e., \( \| s \|_0 \leq K \). For ease of notation, we assume the last \( N - K \) entries of \( \hat{s} \) are zero, i.e., \( \hat{s} = [\hat{s}_K \hat{s}_{N-K}]^T \), where \( \hat{s}_{N-K} = 0 \) and that \( K \) divides \( N \).

This section considers first the sampling set in subsection IV-A, subsampling in subsection IV-B, and decimation in subsection IV-C. In all these subsections, we provide vertex and spectral domain GSP interpretations that parallel DSP.

A. Sampling Set S

We refer to section I that reviews the significant work in defining the sampling set \( S \). In our context, with \( K | N \) and finite graphs, the sampling set \( S \) is the minimum set of vertices indexing the signal samples that enables perfect reconstruction of bandlimited signals from the corresponding decimated signal \( s_d \).

Choice of sampling set \( S \): We assume that the graph signal \( s \) is lowpass and bandlimited to \( K \). To fix notation, we briefly describe one method to determine the sampling set \( S \), or its characteristic graph signal \( \delta(s) \), a vector of zeros and ones. When \( s \) is bandlimited, knowing \( s \) at the vertices in \( S \) allows for perfect reconstruction of \( s \). This is the decimated or downsampled version \( s_d \) of \( s \).

Result 11 (Sampling set). With the notation and assumptions above, let graph \( G = (V, E) \), \( |V| = N \) whose nodes index bandlimited graph signals \( s \) with bandwidth \( K \), \( K | N \). Then, there is a sampling set \( S \) with cardinality \( K \) and indicator signal \( \delta(s) \) such that \( s \) is perfectly reconstructed from its samples indexed by vertices in \( S \).

Proof. The proof can be found in [8,9]. In our paper, we consider one method of finding a sampling set and comment on its nonuniqueness.

We start with the Fourier relation between the signal \( s \) and its Fourier transform \( \hat{s} \) and block partition rowwise the GFT matrix as indicated below:

\[
\text{GFT} s = \hat{s} \iff \begin{bmatrix}
\text{GFT}_K \\
\text{GFT}_{N-K}
\end{bmatrix} s = \begin{bmatrix}
\hat{s}_K \\
\hat{s}_{N-K}
\end{bmatrix} \tag{37}
\]

with the top \( K \) rows of the GFT in \( \text{GFT}_K : K \times N \) and the bottom \( N - K \) rows in \( \text{GFT}_{N-K} : (N - K) \times N \). Given that \( \text{GFT} \) is full rank, \( \text{GFT}_K \) and \( \text{GFT}_{N-K} \) are full rank.

Taking \( \hat{s}_{N-K} = 0 \) in (37), we get

\[
\text{GFT}_{N-K} s = \hat{s}_{N-K} = 0. \tag{38}
\]

Solving (38) determines \( N - K \) components of \( s \) (so-called pivot variables) in terms of the other \( K \) components (so-called free variables). There are many alternative possible sets of \( N - K \) pivots and \( K \) free variables, i.e., this split is not unique. There are also different ways to determine these sets. We illustrate with Gauss Elimination (GE) as just one method.

GE determines \( N - K \) linearly independent rows and columns of \( \text{GFT}_{N-K} \), reducing it to row echelon form:

\[
\text{GFT}_{N-K} s = \hat{s}_{N-K} \iff \text{GE} : \text{GFT}_{N-K} \Pi_{\text{col}} \cdot \Pi_{\text{col}} s = 0. \tag{39}
\]

In (39), \( E \) represents the row operations that reduce the \( \text{GFT}_{N-K} \) row echelon form. Matrix \( E : (N - K) \times (N - K) \)
is the product of elementary matrices and so it is full rank. Partition the row echelon form of \( \text{GFT}_{N-K} \) as
\[
E \cdot \text{GFT}_{N-K} \Pi' \text{col} = [B_{11} B_{12}],
\]
with \( B_{11} : (N-K) \times (N-K) \) upper triangular with ones on the diagonal, and \( B_{12} : (N-K) \times K \). The matrix \( \Pi' \text{col} \) is a permutation representing possible column swapping.

Let
\[
\Pi' \text{col} s = \begin{bmatrix} s_{N-K} \\ s_K \end{bmatrix}.
\]
Replacing (40) in (39) and using the partitioning of \( \Pi' \text{col} s \) in (41), equation (39) becomes:
\[
[B_{11} B_{12}] \begin{bmatrix} s_{N-K} \\ s_K \end{bmatrix} = 0.
\]
Since \( B_{11} \) is invertible, (42) leads to
\[
s_{N-K} = -B_{11}^{-1} \cdot B_{12} \cdot s_K.
\]
This determines \( s_{N-K} \) from \( s_K \). The vector \( s_{N-K} \) collects the \( N-K \) pivot entries and \( s_K \) collects the \( K \) free variables. This shows that, given the free variables \( s_K \), we recover:
\[
\Pi' \text{col} s = -B_{11}^{-1} \cdot B_{12} \cdot s_K.
\]

With \( S \) the set of indices of the free variables \( s_K \) \(|S| = K \) and \( \delta^{(\text{spl})} \) its indicator signal, the result follows.

**Remark 6** \((S \text{ not unique})\). Applying GE to (38), we can permute rows and columns of \( \text{GFT}_{N-K} \), leading to different choices of pivots and free variables. Hence, \( S \) and \( \delta^{(\text{spl})} \) are not unique. Regardless of the choice for \( S \), \(|S| = \| \delta^{(\text{spl})} \|_0 = K \) equals the number of degrees of freedom in (38) and the bandwidth of \( \delta^{(\text{spl})} \).

**Result 12** \((S \text{ and } \delta^{(\text{spl})})\). Under the set-up of result 11, given the sampling set \( S \), the sampling signal \( \delta^{(\text{spl})} \) is unique and the signal samples indexed by \( S \) uniquely determine \( \delta^{(\text{spl})} \).

This result is of course tautologic since \( \delta^{(\text{spl})} \) is the characteristic signal of \( S \) and (43) shows how to recover \( \delta^{(\text{spl})} \) from \( s_K \). We make it explicit for easy future reference that the degrees of freedom are in choosing \( S \). Once chosen, the sampling signal is fixed and \( \delta^{(\text{spl})} \) uniquely determined.

**B. GSP Subsampling by LSI Filtering**

This section shows that GSP and DSP subsampling have equivalent vertex and spectral domain dual interpretations.

Assume sampling set \( S \) and its sampling graph signal \( \delta^{(\text{spl})} \) have been chosen. In DSP, uniform ideal subsampling \( s \) in the vertex domain is multiplication of \( s \) by a train of pulses \( \delta^{(\text{spl})} \). In the spectral domain, it is convolution (or LSI filtering) by a periodic train of pulses. We now discuss subsampling in GSP.

Let \( G = (V, E) \), with shift \( A \) and spectral shift \( M \). Let \( s_\delta \) be the subsampled graph signal obtained from \( s \). Its \( K \) nonzero entries are the entries indexed by vertices in \( S \).

**Result 13** \((\text{GSP subsampling as LSI filter})\). Under assumption 3 \(\text{GSP subsampling in the spectral domain is LSI filtering}
\[
s_\delta = \delta^{(\text{spl})} \odot s \xrightarrow{\Psi} P_{\delta^{(\text{spl})}}(M) \cdot \tilde{s} = \tilde{s}_\delta
\]

**Proof.** Subsampling is pointwise multiplication
\[
s_\delta = \delta^{(\text{spl})} \odot s
\]
in the vertex domain, which is the left-hand side of (44).

To show it is LSI filtering in the spectral domain, we need to show that the GFT of \( s_\delta \) is obtained by polynomial filtering \( \tilde{s} \). By result 9 and equation (29), pointwise multiplication of \( \delta^{(\text{spl})} \) and \( s \) in the vertex domain is convolution in the graph spectral domain. By (27), the convolution is filtering \( \tilde{s} \) with the LSI polynomial filter \( P_{\delta^{(\text{spl})}}(M) \). We only need to show that, given the sampling signal \( \delta^{(\text{spl})} \), \( P_{\delta^{(\text{spl})}}(M) \) is well defined.

By result 7 and equation (25), \( P_{\delta^{(\text{spl})}}(M) \) is given by
\[
P_{\delta^{(\text{spl})}}(M) = \text{GFT diag} \left[ \delta^{(\text{spl})} \right] \text{GFT}^{-1},
\]
with coefficients \( p_{\delta^{(\text{spl})}} \) given by equation (26):
\[
\mathcal{V}^*_A \cdot p_{\delta^{(\text{spl})}} = \delta^{(\text{spl})}.
\]

By assumption 2 of distinct eigenvalues, the Vandermonde matrix \( \mathcal{V}_A \) is full rank and (46) has a unique solution:
\[
p_{\delta^{(\text{spl})}} = \mathcal{V}^{-1}_A \delta^{(\text{spl})}
\]
Hence, \( p_{\delta^{(\text{spl})}} \) and \( P_{\delta^{(\text{spl})}}(M) \) are well defined, proving the result.

In DSP, it is well known that the spectrum of the subsampled signal \( s_\delta \) is the nonzero spectrum \( \tilde{s}_K \) of \( s \) replicated \( N-K \) times. In other words, in the spectral domain DSP subsampling is convolution with a train of equispaced spectral pulses. We now wish to show that the graph spectrum \( \tilde{s}_\delta \) of the subsampled signal \( s_\delta = \delta^{(\text{spl})} \odot s \) is given by (possibly filtered) copies of the nonzero spectrum of \( s \), i.e., \( \tilde{s}_K \). At first sight, this is not obvious. In fact, the spectral domain LSI filter \( P_{\delta^{(\text{spl})}}(M) \) with coefficients \( p_{\delta^{(\text{spl})}} = [p_0 p_1 \cdots p_{N-1}]^T \) given by (46) is
\[
P_{\delta^{(\text{spl})}}(M) \equiv p_0 I + p_1 M + \cdots + p_{N-1}M^{N-1}.
\]
Then,
\[
\tilde{s}_\delta = \left( p_0 I + p_1 M + \cdots + p_{N-1}M^{N-1} \right) \begin{bmatrix} \tilde{s}_K \\ 0_{N-K} \end{bmatrix}.
\]

This shows \( \tilde{s}_\delta \) is a superposition of replicas of \( \tilde{s}_K \), which could overlap. We show this is not the case, if the bandlimited graph signal is sampled at graph Nyquist rate \( K \).

**Result 14** \((\text{Replication: GSP spectrum of subsampled } s_\delta)\). The spectrum \( \tilde{s}_\delta \) of the subsampled \( s_\delta \) corresponds to \( \frac{K}{N} \) \((\text{filtered, possibly distorted}) \) copies of the nonzero spectrum \( \tilde{s}_K \) of \( s \). Sampling at the “graph” Nyquist rate \( K \), aliasing does not occur.

We start with preliminary notation before the proof. Assume the sampling set \( S \) has been chosen with given
sampling graph signal \( \delta^{(\text{spl})} \). Without loss of generality, to make the presentation easier, assume reordering the vertices of the graph by permutation \( \Pi \) so that
\[
\delta^{(\text{spl})} = \left[ I_{N-K}^T \right]^T.
\]
(48)

Permutation \( \Pi \) conjugates A, GFT, and GFT\(^{-1} \). We will ignore \( \Pi \). Partition GFT, GFT\(^{-1} \), and \( P_{\delta^{(\text{spl})}}(M) \):
\[
\begin{align*}
\text{GFT} &= \begin{bmatrix} \text{GFT}_K & \text{GFT}_N-K \end{bmatrix} \\
\text{GFT}^{-1} &= \begin{bmatrix} \text{GFT}^{-1}_K & \text{GFT}^{-1}_{N-N-K} \end{bmatrix} \\
\end{align*}
\]
(49)
\[
\begin{align*}
P_{\delta^{(\text{spl})}}(M) &= \begin{bmatrix} P_{\delta^{(\text{spl})}}(M)_K & P_{\delta^{(\text{spl})}}(M)_{N-N-K} \end{bmatrix}.
\end{align*}
\]
(50)

In (49), (50), and (53), the partitions are columnwise, not rowwise as in (47) and the left blocks are \( N \times K \) and the right blocks \( N \times (N-K) \). In (50) and (52), the subindices give the dimensions of each subblock of GFT and GFT\(^{-1} \). E.g., GFT\(_K\) is the top left \( K \times K \) subblock of the GFT.

**Proof.** Recall the filter \( P(M)\delta^{(\text{spl})} \) given by (45). Using (49) and (51) in (45), get
\[
P_{\delta^{(\text{spl})}}(M) = \begin{bmatrix} \text{GFT}_K \text{GFT}^{-1}_{N-N-K} \end{bmatrix} = \begin{bmatrix} \text{GFT}_K \text{GFT}^{-1}_{K,K} \text{GFT}^{-1}_{(N-K),(N-K)} \end{bmatrix}.
\]
(53)

Now, using the bandlimitedness of \( \tilde{s} \) and \( \delta^{(\text{spl})} \) as in (48) in equation (44) of result [13], we get
\[
\begin{align*}
\delta^{(\text{spl})} \odot \delta &= \begin{bmatrix} S_K \end{bmatrix}_0 \tilde{P}_{\delta^{(\text{spl})}}(M) \cdot \tilde{s} = \text{GFT}_K \text{GFT}^{-1}_{K,K} \tilde{s}_K.
\end{align*}
\]
(54)

Taking the GFT of the left-hand side of (54), we get
\[
\tilde{s}_K = \text{GFT} \begin{bmatrix} S_K \end{bmatrix}_0 = \begin{bmatrix} \text{GFT}_K \text{GFT}^{-1}_{K,K} \tilde{s}_K \end{bmatrix} = \begin{bmatrix} [\text{GFT}_K]_I \text{GFT}^{-1}_{K,K} & \cdots & \text{GFT}_K \text{GFT}^{-1}_{I-K,K} \end{bmatrix} \tilde{s}_K,
\]
(55)

where we partitioned the \( N \times K \) matrix \( \text{GFT}_K \) into \( \frac{N}{K} \) blocks \( \{ \text{GFT}_K \}_i \), \( i = 0, \ldots, \frac{N}{K}-1 \), where block \( \{ \text{GFT}_K \}_i \) collects the \( K \) rows \( iK, iK+1, \ldots, (i+1)K-1 \). Then (50) shows that \( \tilde{s}_\delta \) has \( \frac{N}{K} \) copies of \( \text{GFT}_K \) \( \text{GFT}^{-1}_{K,K} \tilde{s}_K \) as we wanted to show. Since each of the \( \frac{N}{K} \) blocks of \( \tilde{s}_\delta \) is a (filtered) replica of \( \tilde{s}_K \) obtained by multiplying it with a \( K \times K \) matrix block, no aliasing occurs.

**Example 2** (Circulant graphs). Interpret \( P_{\text{repl}} \) as a circulant matrix. Its eigendecomposition is
\[
P_{\text{repl}} = \text{DFT diag} \left[ \delta^{(\text{spl})} \right] \text{DFT}^{-1},
\]
(57)

where \( \delta^{(\text{spl})} \) is uniformly sampling every \( \frac{N}{K} \) values.

Consider that the graph is also given by circulant adjacency matrices but now with distinct eigenvalues. The graph Fourier transform is again GFT = DFT. Then, pre- and post-multiplying \( P_{\text{repl}} \) in (57) by GFT\(^{-1} \) and GFT
\[
\text{GFT}^{-1} P_{\text{repl}} \text{GFT} = \text{diag}(\delta^{(\text{spl})}),
\]
(58)

which is diagonal. The replicating filter \( P_{\text{repl}} \) can then be written as a polynomial of \( M \) and is thus, LSI.

We illustrate with the specific graph in figure 4. Its adjacency matrix \( A \) is circulant. In this example, every node of the graph is connected to its next node, its fourth

---

10This samples uniformly every \( \frac{N}{K} \) keeping \( K \) samples and zeroing \( \frac{N}{K} - 1 \) samples in between.
next node and its sixth next node. By result 4, $A = A_\text{c} + A_0 + A_6^6$ = DFT$^H$ ADFT = M where $A_\text{c}$ is the adjacency matrix of the 8 × 8 cyclic graph in (1). $\Lambda = \text{diag}(\lambda)$, $\lambda = [3, -0.29, -0.893, -0.609, -0.419]$.[5]

**Example 3 (Kronecker Product).** Write $P_{\text{repl}}$ as

$$P_{\text{repl}} = \left[\begin{array}{c} 11^T \\ \hline \end{array}\right]_N \otimes I_K$$

where $\otimes$ is the Kronecker product and $[11^T]_N$ is a $\frac{N}{K} \times \frac{N}{K}$ matrix of all 1s. This yields the eigendecomposition

$$P_{\text{repl}} = \text{diag} \left( \left[ \begin{array}{c} I^T_K, 0^T_{N-K} \end{array} \right] \right) \left( DFT_{\frac{N}{K}} \otimes V_K \right) \left( DFT^{-1}_{\frac{N}{K}} \otimes V_K^{-1} \right),$$

where $V_K$ is any invertible matrix.

Consider graphs with adjacency matrix $A = A_K \otimes B$ with unique eigenvalues where $A_K$ is the $\frac{N}{K}$ node cycle graph and $B$ is any node graph. The GFT of this graph is DFT$^H_{\frac{N}{K}} \otimes V_K$ where $V_K$ is the GFT of $B$. So:

$$GFT^{-1} P_{\text{repl}} GFT = \text{diag}(\delta^{(\text{spl})}) = \text{diag}\left( \left[ I^T_K, 0^T_{N-K} \right] \right)$$

is diagonal. The replicating filter $P_{\text{repl}}$ can be written as a polynomial of $M$ and is thus, LSI.

We illustrate this example with the graph in figure 3, with adjacency matrix, $A = A_4 \otimes B$ where $A_4$ is the four node cycle graph and $B = [b_0 b_1 b_2]$ with $b_0 = [0 1 0]^T$, $b_1 = [1 1 1]^T$, and $b_2 = [1 0 0]^T$. The eigendecompositions of $B$ and $A$ are

$$B = GFT_B^{-1} \Lambda B GFT_B$$

$$\Lambda = \text{diag}(\lambda_B), \lambda_B = [1.893, -0.419 + 0.609j, -0.419 - 0.609j]^T$$

$$GFT_B^{-1} = \begin{bmatrix} -0.594 & 0.676 & 0.676 \\ -0.707 & -0.402 - 0.172j & -0.402 + 0.172j \\ -0.384 & 0.119 + 0.581j & 0.119 - 0.581j \end{bmatrix}$$

$$A = GFT_A^{-1} \Lambda_A GFT_A, \quad GFT_A = DFT_4 \otimes GFT_B$$

$$\Lambda_A = \text{diag}\left[ \begin{array}{c} \lambda_A^1, \lambda_A^2, \lambda_A^3 \end{array} \right].$$

Then,

$$M = (DFT_4 \otimes GFT_B) \Lambda_A \left( DFT_H^4 \otimes GFT_B^{-1} \right).$$

Let $P_{\text{repl}}(M)$ be the replicating filter in Theorem 7 with $K = 3$. We have

$$\text{diag}(\delta^{(\text{spl})}) = GFT_A^{-1} P_{\text{repl}}(M) GFT_A = [1, 1, 1, 0, 0, \ldots, 0]^T.$$
of the GFT, \( \tilde{\mathbf{s}} = \left[ \mathbf{s}_K^T \ 0_{(N-K)}^T \right]^T \) is uniquely determined from \( s \) and hence from \( s_K \). This also determines \( \tilde{s}_K \) uniquely from \( s_K \). Since \( \tilde{s}_K \) is a \( K \times K \) linear relation between \( s_K \) and \( \tilde{s}_K \), we conclude that \( GFT_{KK}^{-1} \) is full rank and thus invertible. Since \( s_d = s_K \) and \( GFT_d = GFT_{KK} \), we also get from \( \tilde{s}_K \) that \( s_d = \tilde{s}_K \). The proof is complete.

Consider graph \( G_d \) with adjacency \( A_d \) indexing \( s_d \).

**Result 16** (Decimated graph \( A_d \)). Let bandlimited \( \tilde{s} = \left[ \mathbf{s}_K^T \ 0_{(N-K)}^T \right]^T \) and the sampling signal \( \delta^{(spl)} \) as in (48), and \( GFT_d = GFT_{KK} \). Then the decimated graph \( A_d \) is

\[
A_d = GFT_d^{-1} \cdot A_d \cdot GFT_d = GFT_{KK}^{-1} \cdot A_d \cdot GFT_{KK} \tag{62}
\]

where \( A_d = \text{diag} \{ A_0, \ldots, A_{K-1} \} \).

**Proof.** We first determine the eigenvalues of the decimated graph. From (26), the signal \( s \) is a linear combination of the powers of the vector \( \lambda^* = [\lambda_0^* \lambda_1^* \ldots \lambda_{N-1}^*]^T \)

\[
s = p_0 1 + p_1 \lambda^* + \ldots + p_{N-1} \lambda^*(N-1).
\]

Then, the sampled signal is

\[
\delta^{(spl)} \odot s = \delta^{(spl)} \odot \left( p_0 1 + p_1 \lambda^* + \ldots + p_{N-1} \lambda^*(N-1) \right)
\]

\[
= p_0 \left( \delta^{(spl)} \odot 1 \right) + \ldots + p_{N-1} \left( \delta^{(spl)} \odot \lambda^*(N-1) \right). \tag{63}
\]

In (63), powers of vector \( \lambda^n \) of eigenvalues are sampled by \( \delta^{(spl)} \), zeroing out \( N-K \) eigenvalues. Let \( A_d \) be the vector of non zeroed \( K \) eigenvalues (same ordering). They are the eigenvalues of \( A_d \). Then \( A_d \) follows as in (62). \( \blacksquare \)

**Remark 7** (Sampling eigenvalues). When sampling \( s \) using \( \delta^{(spl)} \), the eigenvalues are sampled the same way. The chosen eigenvalues do not depend on which components of \( \tilde{s} \) are zero, only on the choice of the sampling set.

We finally consider the stretched spectrum of \( s_d \).

**Result 17** (GSP: Stretching). Given the set-up of the previous result, with \( s \) bandlimited, \( \tilde{s} = \left[ \mathbf{s}_K^T \ 0_{(N-K)}^T \right]^T \), the spectrum of the decimated signal \( s_d \) is stretched over the full range of frequencies of the decimated graph \( A_d \).

**Proof.** By result 16, we see that the spectrum of the decimated signal \( s_d \) is \( \tilde{s}_d = \tilde{s}_K \), and it occupies the full band \( A_d \) of eigenvalues of the decimated graph \( A_d \). \( \blacksquare \)

Note that \( A_d \) is a subset of eigenvalues of \( A \), so stretching has the same interpretation in both DSP and GSP.

The next example illustrates how to derive the DSP vertex (time) and frequency interpretations for \( s_d \) when the graph is the time directed cycle graph.

**Example 4** (DSP Example). Sample uniformly \( s \) defined on cycle graph with adjacency \( A \), taking every \( N \) samples. Let decimated signal be \( s_d = s_K \) and \( \tilde{s} = \left[ \mathbf{s}_K^T \ 0_{(N-K)}^T \right]^T \).

The eigenvalues of \( A \) are \( \lambda_k = e^{-j \frac{2\pi}{N} k} \). Sampling uniformly produces \( \lambda_{d,r} = e^{-j \frac{2\pi}{N} r} = e^{-j \frac{2\pi}{K} r}, r = 0,1,\ldots,K-1 \). These are the eigenvalues of the \( K \) node cycle graph \( C_K \) illustrating the need to sample uniformly. Not sampling uniformly does not choose the eigenvalues of \( C_K \). Finally, the decimated graph is \( A_d = \text{DFT}_d^{-1} \cdot A_d \cdot \text{DFT}_d \), the \( K \) node cycle graph \( C_K \) where \( \text{DFT}_d \) is the \( K \times K \) DFT in (3).

This shows again for DSP that the spectrum of the subsampled signal \( s_d = \frac{N}{K} \) replicas of the low pass spectrum \( \tilde{s}_K \). Using (61) and Theorem 7

\[
P_{\delta^{(spl)}}(M) \tilde{s} = GFT_K s_K = \begin{bmatrix} \text{DFT}_d \cdot \tilde{s}_K \end{bmatrix} = \begin{bmatrix} \tilde{s}_K \\
\end{bmatrix} = \begin{bmatrix} \tilde{s}_K \\
\end{bmatrix}.
\]

**Remark 8** (DSP: Stretching). The original signal is at \( N \) frequencies \( 2\pi l/N, l = 0,1,\ldots,N-1 \), while the decimated signal is at \( K \) frequencies, \( 2\pi l/K, l = 0,1,\ldots,K-1 \). This “stretches” the signal spectrum to fill the \( 2\pi \) range.

V. GSP SAMPLING: UPSAMPLING AND INTERPOLATION

We assume the same set-up as described in the introduction to section IV. We start in subsection V-A with upsampling. Then in subsection V-B we address the conditions of when does a given sampling signal \( \delta^{(spl)} \) lead to perfect reconstruction, and finally in subsection V-C we explore GSP interpolation as filtering.

A. Reconstruction: Upsampling

Upsampling in DSP reintroduces the zeros into the \( K \times 1 \) signal, \( s_d \), producing the sampled \( N \times 1 \), \( s_d \). The \( K \) node cycle graph becomes the \( N \) node cycle graph. We emphasize that in DSP we know: 1) the larger and decimated graphs \( (N \) and \( K \) node cycle graphs) and their adjacency matrices \( A \) and \( A_d \); 2) the positions of the zeros when adding the zeros back into \( s_d \); 3) the eigenvalues of \( A \) and \( A_d \); and 4) the DFT \( N \) and DFT \( K \).

In GSP, to upsample, we also need to know 1) both the original and downsampled graphs \( G \) and \( G_d \) and their adjacency matrices \( A \) and \( A_d \); 2) the positions of the zeros when adding the zeros back into \( s_d \); 3) \( A \) and \( A_d \); and 4) \( GFT \) and \( GFT_d \). Then, upsampling starts with padding zeros to \( s_d \) to produce \( s_d \) in the vertex domain. In the spectral domain, we obtain \( P(M) \tilde{s} \). Now, \( \tilde{s} \) no longer extends over the frequency range of \( A \) since it is bandlimited.

B. Reconstruction: Perfect reconstruction

Let \( s \leq \tilde{s} \). Assume \( s \) has bandwidth \( K \), i.e., \( \|s\|_0 \leq K \), and that after possible permutation \( \tilde{s} = \left[ \mathbf{s}_K^T \ 0_{(N-K)}^T \right]^T \) with \( \tilde{s}_{N-K} = 0 \). By result 12 there is a sampling set \( \tilde{s} \) with characteristic function \( \delta^{(spl)} \) such that perfect reconstruction is possible from the samples \( s_d \) in \( \tilde{s} \), i.e., \( s = s_r \), with \( s_r \) reconstructed from \( s_d \), for example, using (43).

Now we address a different question for bandlimited \( s \) with bandwidth \( K \). Let the sampling signal \( \delta^{(spl)} \) have \( \|\delta^{(spl)}\| = K \). The question is when does \( \delta^{(spl)} \) lead to perfect reconstruction of \( s \). In other words, when can we recover \( s \) from \( s_d = s_K \) where \( s_K \) is obtained by discarding the zeros of the subsampled \( s_d = \delta^{(spl)} \odot s \).

Let \( \delta^{(spl)} = \left[ \mathbf{s}_K^T \ 0_{(N-K)}^T \right]^T \) and recall \( P_{\delta^{(spl)}}(M) \) in (53). Let \( P_{\delta^{(spl)}}(M) \) be its first \( K \) columns in its partition (54).
Result 18 (Rank of $P_{\delta^{(spl)}}(M)_K$). Then
\[
\text{rank}\left[P_{\delta^{(spl)}}(M)_K\right] = \text{rank}\left(GFT_K GFT^{-1}_{KK}\right) = K
\]
iff the $K \times K$ square matrix $GFT^{-1}_{KK}$ is invertible.

Proof. Only if: We have rank (GFT$_K$) = $K$ and rank ($P_{\delta^{(spl)}}(M)_K$) $\leq$ min (rank (GFT$_K$), rank (GFT$^{-1}_{KK}$)). Then, if GFT$^{-1}_{KK}$ not invertible, its rank $< K$, and rank($P_{\delta^{(spl)}}(M)_K$) $< K$.

If: If rank (GFT$^{-1}_{KK}$) = $K$ $\implies$ rank ($P_{\delta^{(spl)}}(M)_K$) = rank (GFT$_K$) = $K$.

Result 19 (Perfect reconstruction sampling condition).

Without loss of generality, let $\delta^{(spl)} = \left[\begin{matrix} 1^T_K & 0^T_{N-K} \end{matrix}\right]^T$. Assume $\tilde{s}_{N-K} = 0$. The signal $s$ can be perfectly reconstructed from $s_d = s_K$ iff $\text{rank} (GFT^{-1}_{KK}) = K$.

Proof. With $s$ lowpass,
\[
\delta^{(spl)} \odot s = \delta^{(spl)} \odot \left[ \begin{array}{c} s_K \\ s_{N-K} \end{array} \right] = \left[ \begin{array}{c} s_K \\ 0_{N-K} \end{array} \right] = \text{GFT}^{-1} P_{\delta^{(spl)}}(M)_K \tilde{s}_K = \text{GFT}^{-1} \text{GFT}_K \tilde{s}_K = \left[ \begin{array}{c} \text{GFT}^{-1}_{KK} \\ 0_{N-K} \end{array} \right] \tilde{s}_K.
\]

(64)

Given $s_d = s_K$, $\tilde{s}_K$ is determined from (64) iff GFT$^{-1}_{KK}$ is invertible, from which $s$ is perfectly reconstructed.

This result seems repetitive when contrasted with result 15 and equation (61). The difference is that in result 15 and equation (61) we assume that $\delta^{(spl)}$ corresponds to a sampling set $S$ for which we know we can reconstruct perfectly $s$ from $s_d$, while here we are given a $\delta^{(spl)}$ and have to find conditions for perfect reconstruction of $s$ from $s_d$.

Result 19 provides how to reconstruct in the spectral domain, shown in result 20.

Result 20 (Reconstruction in spectral domain). Under result 17 assumptions, let bandlimited $s$ with bandwidth $K$ be decimated to $s_d = s_K$. Then $s$ is reconstructed by
\[
\tilde{s}_K = \left[ \text{GFT}^{-1}_{(KK)} \right]^{-1} s_K \implies s = \text{GFT}^{-1} \left[ \begin{array}{c} \tilde{s}_K \\ 0_{N-K} \end{array} \right].
\]

The proof follows from result 19 and (64).

Partitioning GFT$^{-1}$ as in (52), get from result 20
\[
s = \left[ \begin{array}{c} I_K \\ \text{GFT}^{-1}_{(N-K)K} \text{GFT}^{-1}_{(KK)} \end{array} \right] s_K.
\]

This shows it is possible to recover $s$ from $s_d = s_K$. But, like for DSP and Shannon reconstruction, it is important to find equivalent filtering interpretations for reconstruction, in both the vertex and the spectral domains. The next subsection explores this.

C. Reconstruction: Interpolation as Filtering

Result 20 shows one way to reconstruct $s$ from $s_d = s_K$. In DSP, Shannon’s Sampling Theorem reconstructs the signal by ideal lowpass filtering the upsampled signal. Likewise, we consider a GSP filtering approach to reconstruct $s$ from the upsampled $s_d$. This parallels section IV-B where downsampling is by LSI spectral filtering, see (44), result 13. We show that reconstruction from an upsampled signal can be achieved by spectral domain filtering, but, in contrast with section IV-B, the reconstruction filter is not in general LSI.

Result 21 (Reconstruction by filtering). Let $s$ be bandlimited with bandwidth $K$, $\tilde{s} = \left[ \begin{matrix} 1^T_K & 0^T_{N-K} \end{matrix} \right]$. Let $\delta^{(spl)} = \left[ \begin{matrix} 1^T_K & 0^T_{N-K} \end{matrix} \right]^T$ be the sampling signal for sampling set $S$, and $s$ be decimated to $s_d = s_K$ by $\delta^{(spl)}$. Then reconstruct $s$ by filtering upsampled $s_d$ as follows:
\[
s = P_{\delta^{(spl)}}(A) \cdot F \cdot s_d \xrightarrow{\text{F}} \left[ \begin{array}{c} 1_K \\ 0_{N-K} \end{array} \right] \odot Q \cdot \tilde{s}_{\delta}.
\]

(65)

where $Q = \left[ \begin{array}{cc} Q_{KK} & Q_{K(N-K)} \\ Q_{K(N-K)} & Q_{(N-K)N} \end{array} \right]$, $F = \text{GFT}^{-1} \cdot Q \cdot \text{GFT}$

(66)

\[
P(A) = \text{GFT}^{-1} \left[ \begin{array}{c} I_K \\ 0_{N-K} \end{array} \right] Q_{(N-K)N} \text{GFT}
\]

(68)

where $B_{K(N-K)}$ and $B_{(N-K)N}$ are non prescribed.

We interpret the result before proving it. The left side of (65) reconstructs $s$ by filtering in the vertex domain the upsampled $s_d$. The right-hand side, reconstructs $\tilde{s}$ by filtering in the spectral domain the upsampled $\tilde{s}_d$. Equation (65) gives GSP reconstruction in the spectral domain as filtering with filter $Q$ followed by lowpass LSI ideal filtering (Hadamard product with $[1^T_K \ 0^T_{N-K}]$) $\cdot$ LSI spectral filtering.

In the vertex domain (left side of (65)), we have first the non LSI filtering by $F$, followed by the ideal lowpass LSI filter $P(A)$, whose frequency response is $[1^T_K \ 0^T_{N-K}]$. In DSP, as we will show below, $Q$ and $F$ are trivial filters, and reconstruction is limited to ideal lowpass $P(A)$ (impulse response is the discrete sinc) with flat frequency response over the signal band. In (65), the reconstruction filter $Q$ is not necessarily LSI, i.e., not necessarily polynomial in the spectral shift $M$. Certain blocks like $Q_{(N-K)N}$ are not constrained. Its equivalent in the vertex domain is filter $F$ that again is not, in general, LSI, i.e., not polynomial in $A$.

On the other hand, $\left[ \begin{array}{c} 1_K \\ 0_{N-K} \end{array} \right]$, is an ideal lowpass LSI filter whose vertex equivalent is the LSI polynomial filter $P(A)$.

Proof. By result 7 and (25) and graph signal $\delta^{(spl)}$
\[
P_{\delta^{(spl)}}(M) = \text{GFT} \text{diag } \left[ \delta^{(spl)} \right] \text{GFT}^{-1}.
\]

Since $\|\delta^{(spl)}\|_0 = K$, rank ($P_{\delta^{(spl)}}$) = $K$. From (44), result 15
\[
P_{\delta^{(spl)}}(M) \left[ \begin{array}{c} \tilde{s}_K \\ 0_{N-K} \end{array} \right] = \tilde{s}_\delta.
\]

(69)
\[ Q \cdot P_{\delta^{(sp)}}(M) \begin{bmatrix} \tilde{s}_K \\ 0_{N-K} \end{bmatrix} = Q \cdot \tilde{s}_\delta \]

from which \( \tilde{s}_K = \tilde{s}_\delta K \). The ideal lowpass filter \( \begin{bmatrix} 1^T_k \\ 0_{N-K} \end{bmatrix} \) still recovers \( \begin{bmatrix} \tilde{s}_K \\ 0_{N-K} \end{bmatrix} \) whose GFT\(^{-1} \) reconstructs \( s \).

The left-hand side in (65) follows since spectral filtering and ideal lowpass filtering in the spectral domain is in the vertex domain filtering by \( P(A) \) given in (68).

**Remark 9.** 1) The \( Q \) obtained by GJ-E in the proof of result \( 27 \) is not unique, and there are other methods to design a spectral filter \( Q \) such that \( Q \cdot P_{\delta^{(sp)}}(M) \) has the block form in (67). 2) If there is column swapping in GJ-E, then one needs to account for a permutation \( \Pi \). 3) In the block form of (67), only the \( I_{K \times K} \) block matters, since the zero block in the lowpass signal \( \tilde{s} \) multiplies \( P_{K(N-K)} \) and the ideal lowpass filter filters out \( P_{N-K} \). This provides degrees of freedom in designing spectral filter \( Q \). 4) By row and column permutation, we can rearrange \( P_{\delta^{(sp)}} \) so that its block \( P_{\delta^{(sp)}}(M)_{K \times K} \) is invertible. Then,

\[ Q = \begin{bmatrix} P_{\delta^{(sp)}}(M)_{K \times K}^{-1} & 0_{K \times N-K} \\ Q_{(N-K) \times N} \end{bmatrix} \]

Can be used, with \( Q_{(N-K) \times N} \) designed to possibly achieve other design considerations. 5) Result \( 27 \) reconstructs \( s \) by filtering from its decimated \( s_\delta \) and upsampling \( s_\delta \) versions, paralleling the DSP uniform sampling reconstruction by ideal lowpass filtering. In general \( Q \) is not LSI, i.e., a polynomial in \( M \). Given the degrees of freedom in \( Q \), one can in some cases find a LSI version of \( Q \), in which case reconstruction in GSP is, like in DSP, achieved by LSI filtering, see next example.

**Example 5.** Consider the five node star graph in Example \( 7 \) with bandlimited \( (K = 2) s = [-23333]^T \), \( \tilde{s} = [1 20000]^T \). Let \( \delta^{(sp)} = [1 10000]^T \). By (69),

\[ P_{\delta^{(sp)}}(M) = \frac{1}{4} M^2 = \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{bmatrix} \]

\[ B_{11} = \begin{bmatrix} .625 & -.375 \\ -.375 & .625 \end{bmatrix}, B_{12} = .177 \begin{bmatrix} 1 \\ 1 \end{bmatrix}, B_{22} = .25 I_3. \]

Since \( B_{11} \) is invertible, a possible filter is \( Q = \text{blockdiag} \{ Q_{11}, 4 I_3 \} \), with \( Q_{11} = [q_1 q_2] \), \( q_1 = [2.5 1.5]^T \) and \( q_2 = [1.5 2.5]^T \). This \( Q \) is LSI, \( Q = 4 I_5 - 75 M - 375 M^2 \).

The ideal lowpass filter \( \begin{bmatrix} 1^T_2 \\ 0_{3} \end{bmatrix} \) is in the vertex domain \( P(A) = \frac{1}{4} A^2 \).

Reconstruction: Signal \( s \) is reconstructed from \( s_\delta \) and \( \tilde{s}_\delta \) in the vertex and spectral domains, both by LSI filtering:

\[ \begin{bmatrix} 1 \\ 4 \end{bmatrix} 2^{(sp)} \begin{bmatrix} \tilde{s}_\delta \\ s_\delta \end{bmatrix} = \begin{bmatrix} Q \end{bmatrix} 2^{(sp)} \begin{bmatrix} \tilde{s}_\delta \\ s_\delta \end{bmatrix} \]

**D. DSP from GSP: Nyquist-Shannon Sampling**

To illustrate the impact of different GSP choices, we consider a simple example when \( G \) is the cycle graph and with DSP Nyquist-Shannon sampling. Let \( N = 4 \), signal \( s \) with four values, bandlimited with \( K = 2 \), and sampled uniformly. \( A \) is the directed cycle graph of 4 nodes. As shown in section \( III \) \( A = M \). Also, in DSP, since the eigenvalues are all unique, multiplication in one domain is filtering in the other with a polynomial filter, either \( P(A) \) or \( P(M) \).

Nyquist-Shannon sampling is illustrated by:

\[ P(A) \xrightarrow{\text{sinc}} \frac{1}{4} A^2 \begin{bmatrix} 1 \\ 4 \end{bmatrix} 2^{(sp)} \begin{bmatrix} \tilde{s}_\delta \\ s_\delta \end{bmatrix} = \begin{bmatrix} Q \end{bmatrix} 2^{(sp)} \begin{bmatrix} \tilde{s}_\delta \\ s_\delta \end{bmatrix} \]

where \( I_2 \) is the 2-dimensional identity. Colors indicate same operation in both domains.

We show how Nyquist-Shannon recovery derives from GSP sampling. Let \( Q_2 \) be the upper half of \( Q \). The condition on filter \( Q \) is for its upper half to satisfy

\[ Q_2 P(M) = Q_2 \frac{1}{2} I_2 = I_2 \]

(71)

where filters are indexed by their dimension. We consider three different GSP choices for \( Q_2 \) that satisfy (71).

1. \( Q_2 = \frac{1}{2} I_2 \). We can fill in the bottom \( N-K \) rows of \( Q \) to produce a \( Q \) that is LSI \( \text{[11]} Q = 2 \text{blockdiag} \{ I_2, I_2 \} = 2 I_4 \). This \( Q \) is equivalent to multiplying \( s_\delta \) by \( 2[1, 1, 1, 1]^T \) in the time domain. Thus, \( Q \) yields the following recovery:

\[ \begin{bmatrix} 1 \\ 2 \end{bmatrix} 2^{(sp)} \begin{bmatrix} \tilde{s}_\delta \\ s_\delta \end{bmatrix} = \begin{bmatrix} Q \end{bmatrix} 2^{(sp)} \begin{bmatrix} \tilde{s}_\delta \\ s_\delta \end{bmatrix} \]

(72)

By moving the factor of 2 in (72) from \( Q \) to the low-pass filter, and similarly moving the factor of 2 from \( Q \) to low into the sinc, we achieve the traditional Nyquist-Shannon sampling recovery in (70). Equation (70) is a simplified version of (72), removing the filter \( Q \) since it is the identity.

\[ \text{[11]} \] An LSI filter in the time domain is \( P(A) \) and in the frequency domain is \( P(M) \). Since \( A \) is the directed cycle graph adjacency matrix and \( M = A \), all LSI filters in DSP are circulant matrices.
2. \( Q_2 = [I_2 \ I_2] \). Choose the remaining \( N - K \) rows of \( Q \) to produce LSI filter \( Q = 1 \cdot 1^T \otimes I_2 \), a matrix with four \( I_2 \) blocks. This \( Q \) is equivalent to multiplying \( s_\delta \) by \([2, 0, 0, 0]^T = 2 \delta_0^{(spt)}\) in the time domain.

\[
P(A) \quad Q_{\text{in time } \delta^{(spt)}} \quad s_\delta \quad \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ \end{bmatrix} \quad \frac{\mathcal{F}}{} \quad \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ \end{bmatrix} \quad P(M) \quad \tilde{s}_\delta \quad (73)
\]

Since \( QP(M) = 2P(M) \), move the factor of 2 from \( Q \) in time into the sinc and move the 2 in \( 2P(M) \) into the low-pass filter in (73). By doing so, achieve traditional Nyquist-Shannon sampling recovery in (70). Equation (70) is a simplified version of (73) by replacing \( QP(M) \) with \( 2P(M) \).

3. \( Q_2 = 2 \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ \end{bmatrix} \). Now \( Q \) cannot be LSI since the main diagonal must be constant. Filter \( Q \) is equivalent to multiplying by a filter \( \text{DFT}^{-1}Q\text{DFT} \) in the time domain. Since \( Q \) is not LSI, the time domain filter is not diagonal and not pointwise multiplication.

This example looked at three different possibilities for \( Q_2 \). The first two choices for the upper part of \( Q \), \( Q_2 \), lead to LSI \( Q \). \( Q_2 \) lead to Nyquist-Shannon recovery. The third \( Q_2 \) does not lead to an LSI filter, but can be used to recover the signal.

All \( Q_2 \) use some values of \( s_\delta \) to recover the signal. The first \( Q_2 \) uses the first and second values. The second \( Q_2 \) uses all four values. The third \( Q_2 \) uses the first and fourth values. This is shown in figure 6. Also, one might consider using the pseudoinverse of \( P(M)_2 \) as in [22]. The pseudoinverse of \( P(M)_2 \) in (71) is the second \( Q_2 \) considered above. It does indeed solve (71), but it is only one of possible choices as illustrated by the theory above.

In DSP Nyquist-Shannon Sampling, \( Q \) can be chosen as \( \frac{N}{2}I_N \). The upper block of \( Q \) is \( Q_K = I_K \) followed by \( 0_K \) matrices, scaled by \( \frac{N}{K} \), as shown in (72). This factor can be merged into the lowpass filter and \( Q \) removed because it is the identity matrix. Thus, Nyquist-Shannon sampling recovery is a special, simplified case, where the \( Q \) is the identity and is removed. However, the example shows that GSP allows for other upper blocks of \( Q, Q_K \), including non-LSI ones that recover \( s \) and that are not considered by traditional Nyquist-Shannon sampling.

E. Connection to Frequency Domain Sampling in [22, 23]

The frequency domain sampling proposed in [22, 23] does not correspond to the traditional concept of sampling as we explain now using our spectral filtering approach. In [23], let \( U_0^* \) be the GFT for the original undirected graph and \( U_1 \) be GFT\(^{-1} \) for the sampled graph. Bandlimited graph signal \( s \) with band \( K \) is sampled in the frequency domain by:

\[
f = U_1Q_1U_0^*s, \quad \text{with } Q_1 = [I_{N/K} \ I_{N/K} \ \ldots \ \ I_{N/K}]
\]

where \( f \) is the sampled signal. Matrix \( Q_1 \) produces \( f \) whose GFT spectrum is replicated like in DSP Nyquist-Shannon sampling. Matrix \( Q_1 \) is a decimated version of filter \( Q = [Q_1^T \ \ldots \ Q_T^T]^T \) with \( K \times K \) blocks. Filtering with \( Q \) in the frequency domain multiplies by \( GFT^{-1}Q\text{GFT} \) in the vertex domain. Since \( Q \) is circular, real, and symmetric \( Q = \text{DFT}^H \cdot A^* \cdot \text{DFT} = \text{DFT} \cdot A \cdot \text{DFT}^H \). This is equivalent to multiplying in the vertex domain by \( \tilde{Q} = \text{DFT}^{-1} \cdot \text{DFT}^H \cdot A^* \cdot \text{DFT}^H \cdot \text{DFT} \). In general \( GFT^{-1} \neq \text{DFT}^* \) and \( GFT^{-1} \cdot \text{DFT} \neq I \). So, \( Q \) is not diagonal, and it cannot subsample in the vertex domain (keep some and discard other signal values). Because of this, filtering in the spectral domain with the approach in [23] requires knowledge and distorts all of the signal\(^{\text{a}}\) samples in the vertex domain. This is different from recoverability in traditional sampling where only a decimated signal is used.

VI. CONCLUSION

The literature on graph sampling is quite robust. Several approaches address the design of the sampling set \( S \) and develop alternative recovery methods. Some are developed in the vertex domain, others in the spectral domain. But the vertex and spectral domain sampling methods are not related lacking the dualism in DSP sampling. The goal of this paper is to present a unifying theory for GSP sampling showing the analogy and dualism between the vertex and spectral domain versions of all standard sampling steps. We introduce a graph spectral shift \( M \) and develop a spectral graph signal processing theory that is the dual of the vertex based GSP. We then show that GSP vertex subsampling is LSI filtering in the spectral domain with polynomials \( P(M) \), decimation replicates the spectrum of the decimated signal, and interpolation is achieved by filtering operations in both vertex and spectral domains. Examples illustrate the impact of choices that can be made in GSP and show how GSP sampling becomes DSP sampling when the graph is the directed cycle time graph.
