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ABSTRACT

With the growing pace of using Deep Learning (DL) to solve various problems, securing these models against adversaries has become one of the main concerns of researchers. Recent studies have shown that DL-based malware detectors are vulnerable to adversarial examples. An adversary can create carefully crafted adversarial example to evade DL-based malware detectors. In this paper, we propose Mal2GCN, a robust malware detection model that uses Function Call Graph (FCG) representation of executable files combined with Graph Convolution Network (GCN) to detect Windows malware. Since FCG representation of executable files is more robust than raw byte sequence representation, numerous proposed adversarial example generating methods are ineffective in evading Mal2GCN. Moreover, we use the non-negative training method to transform Mal2GCN to a monotonically non-decreasing function; thereby, it becomes theoretically robust against appending attacks. We then present a black-box source code-based adversarial malware generation approach that can be used to evaluate the robustness of malware detection models against real-world adversaries. The proposed approach injects adversarial codes into the various locations of malware source codes to evade malware detection models. The experiments demonstrate that Mal2GCN with non-negative weights has high accuracy in detecting Windows malware, and it is also robust against adversarial attacks that add benign features to the Malware source code.

1 INTRODUCTION

Despite their excellent performance of Deep Learning (DL) models in various tasks, it has been shown that adversarial examples can easily fool them. Adversarial examples are carefully-crafted inputs that cause the target model to misclassify them [1, 2, 3, 4, 5]. This vulnerability of deep learning models also exists in the cybersecurity domain, such as DL-based malware detection models. These malware detection models have been shown to be easily fooled by well-crafted adversarial manipulations to the malware binaries [6, 7, 8, 9, 10, 11, 12].

Defending against adversarial examples is an urgent task, and models must become robust against attacks before being deployed in the real world, especially in security-related fields such as malware detection. Recently, different approaches have been proposed to build robust malware detection models, such as using adversarial training [13], detecting adversarial examples [14], and the non-negative training method [15]. However, recent studies have shown these approaches are still vulnerable to simple adversarial example generation methods, and there is still a need for a robust malware detection model that cannot be easily evaded by adversaries.

We propose Mal2GCN, a robust malware detection model that uses Function Call Graph (FCG) representation of executable files combined with Graph Convolution Network (GCN) to detect Windows malware. Recent studies have shown that the raw byte sequence of executable files is not a robust representation for detecting malware [16]. This representation does not consider the functionality of the executables and only relies on the patterns in the byte sequence. Therefore, models that use raw byte sequence representation are simply evaded by adding benign patterns to the byte sequence of malware, such as appending attacks [9, 6, 17]. Mal2GCN uses FCG representation of executable files and combines it with GCN to better represent the functionality and relation between different modules of executable files than raw byte sequence. Hence, adding benign patterns to the byte sequence of malware without changing its functionality can not evade Mal2GCN; thereby, numerous proposed adversarial example generating methods are ineffective in evading Mal2GCN. Moreover, we use the non-negative training method [15] to transform Mal2GCN to a monotonically non-decreasing function. Hence, Mal2GCN becomes theoretically robust against attacks that append or inject junk or benign codes into malware source code. To evaluate the robustness of Mal2GCN, we also present a black-box source code-based adversarial malware generation approach that injects adversarial codes into the malware source code. The generated adversarial malware can be used to evaluate the robustness of malware detection models against more complex attacks. The main contributions of this work are as follows:

- We argue and demonstrate that Function Call Graph (FCG) is more robust and accurate representation for malware detection than raw byte sequence representation.
- We propose Mal2GCN, a robust and accurate malware detection model. Non-negative Mal2GCN is a monotonically non-decreasing function, which is theoretically robust against numerous adversarial malware attacks.
- We present the first black-box adversarial malware generation approach based on injecting benign-looking codes into the malware source codes.
• We create a new comprehensive dataset for malware detection, which will be publicly available for researchers.

The rest of the paper is organized as follows. In Sec. 2, graph convolutional networks and adversarial examples are explained. Sec. 3 reviews previous studies on malware detection. It also reviews adversarial example attacks and defenses in the malware detection domain. Mal2GCN is introduced in Sec. 4. In Sec. 5, the adversarial source code generation approach is presented. In Sec. 6, the dataset is presented. Sec. 7 evaluates the performance of Mal2GCN and its robustness against the adversarial source code generation attack. Sec. 8 discusses the limitation of this study, and lastly, in Sec. 9, this study is concluded with discussion on achievements and future research directions.

2 Background

The graph convolutional networks and adversarial examples are explained in this section.

2.1 Graph Convolutional Networks (GCNs)

One of the most popular methods to use graph structures in machine learning is graph embedding. Graph embedding maps a graph into an embedded space in which the graph structural information and graph properties are maximally preserved. The amount of information that is preserved in the resulting embedded graph depends on how powerful the graph embedding algorithm is [18]. Graph Convolutional Network (GCN) is one of the approaches for graph embedding. GCN takes a graph as input in which each node has a corresponding feature vector that represents the features of that node and follows a recursive neighborhood aggregation where each node aggregates feature vectors of its neighbors to compute its embedded feature vector. After $k$ iterations of aggregation, a node’s final embedded feature vector captures the structural information within that node’s $k$-hop neighborhood. After the embedded feature vector of each node of the graph is calculated, a readout function, such as sum, average, or maximum, is applied on these vectors to calculate the feature vector of the entire graph [19]. Lastly, we can use this feature vector for classifying the graph using a neural network model. Figure 1 shows an example of graph classification using GCN. A GCN can be formulated as follows:

$$H^{(l+1)} = \phi(D^{-\frac{1}{2}}ADB^{-\frac{1}{2}}H^{(l)}W^{(l)})$$

where $H^{(l)}$ is the feature vector for the $l^{th}$ layer of the neural network, $\phi$ is a non-linear function, $W^{(l)}$ is the weight matrix for the $l^{th}$ layer, and $D$ and $A$ represent the degree matrix and adjacency matrix, respectively. The $D$ and $A$ are the altered version of $\tilde{D}$ and $\tilde{A}$ in which a self-connection is added to each node of the graph. The shape of the input $H^{(0)}$ is $n \times d$, where $n$ is the number of nodes in the graph and $d$ is the dimension of the initial feature vector for the nodes, which is dependent on the problem. If the GCN has $m$ layers, $H^{(m)}$ represents the final embedded feature vectors of nodes.

2.2 Adversarial Examples

An adversarial example is a malicious input that causes a machine learning model to make a false prediction [1, 2, 3, 4, 5]. Generally, an adversarial example is created by adding a small perturbation to a natural sample. Suppose that the label of natural sample $x$ is $y$, adversarial example $x'$ for victim classifier $f$ is defined as follows:

$$x' = x + \xi \quad s.t. \quad f(x') = y', \; y \neq y', \; x' \in \text{domain}(x) \quad (2)$$

where $\xi$ is the perturbation. The proposed attacks to generate adversarial examples can be divided into black-box and white-box categories. In the white-box setting, the adversary has access to the model parameters; thereby, she can use the gradient of the victim model parameters to generate adversarial examples. In the black-box setting, the adversary does not have access to the victim model parameters, and she only can send a query to the victim model and receive the prediction. Therefore, it is more difficult to conduct a successful attack in the black-box setting, but the attack is more realistic, considering it is very rare for attackers to have access to the malware detection model parameters.

3 Related Work

This section reviews the most prominent malware detection methods, adversarial example attacks, and defenses presented so far in the malware detection domain.

3.1 Malware Detection

So far, there have been various DL-based models proposed for malware detection, and these models depend on various features extracted from malware executables using static and/or dynamic analysis. One of the most popular DL-based malware detection models is MalConv [20]. MalConv takes the entire executable file as input and embeds each byte into an 8-dimensional vector. It then uses Convolutional Neural Networks (CNNs) to determine the probability that the executable file might be malware. Using graph-based features to solve the problem of malware detection has also gained popularity in recent years [21, 22, 23, 24, 25, 26, 27, 28, 29]. There are mainly three types of graph information that have been used by recent research for malware detection: function call graph (FCGs) [21, 29], system call dependency graphs [22], and control flow graphs (CFGs) [24, 27]. The function call graph is a directed graph in which each node represents a function in the program, and an edge from node $a$ to node $b$ corresponds to function $a$ calling function $b$ at some point. The system call dependency graph is a directed graph, in which each node represents a system call, and an edge from node $a$ to node $b$ corresponds to the data
dependency between them, meaning the input of system call \( a \) depends on system call \( b \). The control flow graph is a directed graph that represents all the possible execution paths that can be taken during the program execution. Each node represents a basic block, and each directed edge corresponds to a possible control flow between the basic blocks.

In recent years, using Graph Neural Networks (GNNs) to embed graph structures into a feature vector has gained popularity [19]. Researchers have also used GNNs to embed various types of graphs into a feature vector to solve the problem of malware detection or classification [22, 23, 24, 30, 31]. Although graph neural networks can be used to learn powerful representations of graphs, they are still vulnerable to attacks, and using them alone will not make our malware detection model robust against attacks [32].

3.2 Adversarial Malware Generation

This section reviews the most prominent white-box and black-box approaches for generating adversarial examples against malware detectors presented in the previous studies.

3.2.1 White-Box Attacks

Grosse et al. [33] proposed a gradient-based white-box attack against a malware classifier that takes the binary vector \( x \in \{0, 1\}^m \) as input that represent the corresponding malware, and the output is \( F(x) = [F_1, F_2] \), which \( F_1 \) and \( F_2 \) correspond to probability of input being a malware or benign executable, respectively. They used the gradient of the loss function with respect to the parameters of the DL-based classifier to generate adversarial malware by converting some of the 0’s in the input feature vector to 1’s. The main difference between their work and the previous adversarial generation methods was the restriction of not being able to remove features from the input because that will cause the malware to lose its original functionality. Al-Dujaili et al. [13] improved this idea and proposed four new gradient-based methods to generate adversarial malware, called \( dFGS^M, rFGS^M, BGA^1, \) and \( BCA^5 \), which outperformed the previous study. Kolosnjaji et al. [9] proposed a white-box attack against the MalConv model. They append adversarial bytes that were calculated using the gradient to different parts of the PE file without causing the malware to lose its original functionality. Kruek et al. [34] extend the work of Kolosnjaji et al. and propose a method for constructing the malware sample, given the adversarial example embedding.

3.2.2 Black-Box Attacks

Rigaki et al. [35] presented a method to modify a malware to generate adversarial network traffic that causes a machine learning-based IPS to misclassify the malicious traffic as benign. They used Generative Adversarial Networks to convert malicious C&C network traffic to benign-looking traffic such as network traffic of Facebook. Hu et al. [7] used a Generative Adversarial Network to convert the malware’s feature vector to a feature vectors similar to benign executables. The authors represented each malware executable as a binary feature vector associated with the malware’s Import Address Table (IAT). They then used the trained generator to add new adversarial functions to IAT in order to bypass an IAT-based malware detection model.

As explained by Kawai et al. [36], the main drawbacks of [7] is that they use the same feature quantities for learning malware detection as they do for generating adversarial malware. They also used multiple malware instead of one, which affects the performance of avoidance. To resolve these issues, Kawai et al. used differentiated learning methods with the different feature quantities and only used one malware to generate adversarial malware. Anderson et al. [8] used reinforcement learning to generate adversarial malware. They trained an agent to find optimal modification to malware that can cause the target malware detection model to misclassify different malware as benign. Vaya et al. [37] improved this idea and combined the reinforcement learning with the generative adversarial network proposed by Hu et al. [7] to improve the success rate of attack. Demetrio et al. [17] proposed a genetic programming approach to evade static malware detectors in the black-box setting. The proposed attack is more query efficient compared to their previous works, and it guarantees to preserve the functionality of the original executable. They also added a penalty for the size of the injected adversarial payload to reduce the size of perturbation. Abusnaina et al. [38] proposed a method to generate adversarial malware against a graph-based IoT malware detection model. This model extracts 23 features from the corresponding graph, such as the number of nodes, and uses them as the input to the model to detect malware. To attack this model, they selected six different graphs from the benign and malicious samples based on the graph size and then combined them to generate adversarial examples.

3.3 Defending Against Adversarial Malware Attacks

Following the emergence of adversarial examples, various defenses have been proposed. One of the most popular approaches to make models robust against adversarial examples is adversarial training. In this approach, adversarial examples are used during training to make the model robust against them. Al-Dujaili et al. [13] proposed four different white-box methods to generate adversarial malware, then showed that by doing adversarial training with each method, the model will become robust against that specific method of adversarial malware generation. Zhang et al. [39] and Sadeghzadeh et al. [40] emphasized the limitations of adversarial training and showed that adversarially trained models can still remain vulnerable to adversarial examples. Many researchers in recent years have used adversarial training to make their malware detection models robust [41, 42, 43, 44, 45], but as showed by [13, 39], these models are still vulnerable to adversarial examples that are generated using novel approaches.

One other similar defense method used in some of the recent studies is training a separate model to detect adversarial examples [14]. In this method, the input of the model is first given to the adversarial example detection model. If the input is detected as an adversarial example, it will be discarded and will receive a malicious label; otherwise, the input will be given to the main model for detection. However, similar to the adversarial training method, if the attacker changes the adversarial generation method and uses novel approaches to generate adversarial examples, the model will no longer be able to detect them. Demontis et al. [46] first showed the vulnerabilities of an Android based malware detector, called Drebin [47], against adversarial examples. They then proposed a robust training approach,
which its underlying idea is to enforce the classifier to learn a evenly distributed feature weights, therefore the attackers will no longer be able to bypass the models with small and simple modifications. Lastly, Fleshman et al. [15] proposed a novel approach to defend against adversarial example attacks, and they trained a robust model called Non-Negative Weight MalConv. They showed their model is resistant against recently proposed attacks, such as the appending attack proposed by [9]. To make a binary classifier such as a malware detection model robust against adversarial example attacks, they proposed to restrict the model only to learn non-negative weights. This will cause the model only to predict based on the parts of the input feature vector that cause the output of the model to go towards label 1 (malware). Nevertheless, other studies [16, 48, 49] show that non-negative MalConv model is still vulnerable to appending attacks.

4 Mal2GCN

We propose Mal2GCN, a robust and accurate malware detection approach using deep graph convolutional networks combined with non-negative weights training method. Mal2GCN employs the function call graphs of executables as input to the GCN and uses the API calls and the referenced strings inside each function to calculate the feature vector for each node (function). It uses a two-layer Graph Convolutional Network (GCN), combined with a Graph Classifier (GClf) to detect malware. All steps required for classifying an executable using Mal2GCN are explained in the following.

4.1 API and Strings Extraction

With the help of IDA pro [50], Mal2GCN extracts all the call instructions in each function and detects whether the destination of a call instruction is a library function or not. The library function could either be a local function, which happens when the library is statically linked to the executable during compilation, or could be a non-local function that is resolved using the Import Address Table (IAT) [51] or in the case of .NET executables is resolved using metadata tables [52]. Statically linked library functions are detected with the help of IDA Pro’s Fast Library Identification and Recognition Technology (FLIRT) [53]. After extracting all the API calls inside each function, Mal2GCN gathers the lower case name of every used API and string. If a string has more than 30 characters, we only use the first 30 characters, and if it has less than 4 characters, we throw it away.

4.2 Feature Vector Embedding

In order to convert the list of API calls and strings inside each function to a feature vector, Mal2GCN uses the Bag of Words (BoW) approach [54]. The Bag of Words approach takes a document as input and breaks it into words. These words are also known as tokens, and the process is called tokenization. Unique tokens collected from all processed documents then constitute to form an ordered vocabulary. Finally, a vector with a length of the vocabulary size is created for each document, and every value represents the frequency of a particular token appearing in the corresponding document.

For each function, Mal2GCN generates two sentences, one sentence is for the API calls in which every word is the name of one of the API call destinations inside that function, and the other sentence is for all the strings referenced inside that function. After generating these two sentences for each function, Mal2GCN uses the Bag of Words approach to convert each sentence to a feature vector and finally concatenates these two feature vectors together to generate the initial feature vector for each function. Considering the existence of a very large number of possible APIs and an infinite number of possible strings, we first need to limit the APIs and strings used by Mal2GCN to create the vocabulary. In order to do so, we first gather the most common APIs and strings in the executable files of our training set. Afterward, we use the random forest algorithm to find the top 500 most influential APIs and strings and use them as our vocabulary, so in total, the size of our vocabulary is 1000. Therefore, every function is represented by a vector with the size of 1000. Each entry in the resulting feature vector corresponds to a specific API or a specific string, and its value corresponds to the number of times that API or string has been used in that function. Figure 2 shows an example of feature extraction and vector embedding.

![Figure 2: An example of feature extraction from PE executables, and embedding them into vectors for an executable with two functions.](image)

4.3 Graph Classification

After calculating the initial feature vector for each function, we construct the Function Call Graph (FCG) for the executable using IDA pro. If any non-library function with a name that includes "main" is found by IDA’s automatic analysis, such as "WinMain" or "Main", we mark it as our main function, and if such a function is not found, we mark the function being pointed to by the entry point as our main function. Afterward, if we find any isolated function, which happens when IDA pro cannot find any reference to a function, we connect them to the main function, making sure they can also participate in neighborhood aggregation. The resultant FCG is given to a two-layer GCN, and the output of the GCN is an embedded vector for each node (function). Mal2GCN averages all the embedded feature vectors of nodes and uses the resultant vector as the feature vector of the graph. The graph feature vector is given to a neural network, called Graph Classifier (GClf), to calculate the probability of input being malware. Figures 3 and 4 show an example of classifying a malware using Mal2GCN.

4.4 Mal2GCN Robustness

Evading DL-based malware detectors has a low cost for adversaries, and they can evade these detectors with little effort. Our
goal is to increase the cost of evading Mal2GCN by using the FCG representation of executable files and the non-negative training method. Since FCG representation pertains to malware’s functionality and not just the raw byte sequence, a large number of adversarial malware generation approaches, such as the byte appending attacks [9, 6, 17], are ineffective in evading Mal2GCN. Attacking appending bytes at the end or the end of some sections or headers of the PE structure. Since Mal2GCN only takes the referenced strings and APIs in each function as input, such appending attacks do not affect Mal2GCN input and its decision. However, we indicate in section 7.2 that Mal2GCN is vulnerable to the adversarial source code attack, injecting benign-looking code into malware’s source code. In order to make our model robust against such attacks, Mal2GCN uses the non-negative method proposed by Fleshman et al. [15] to restrict GCN and Gclf only to learn non-negative weights in each layer. Fleshman et al. [15] restrict MalConv weights to non-negative values and propose non-negative MalConv model to defend MalConv model against appending attacks. The authors argue that nothing can be added to an executable file to make it seem more benign to the non-negative MalConv model. In other words, increasing the input of non-negative MalConv can only increase the probability of the input being malware. Although the authors have expected Non-negative MalConv to be theoretically robust against appending attacks, other studies [16, 48, 49] demonstrate that Non-negative MalConv is vulnerable to appending attacks. We investigated the vulnerability of non-negative MalConv and found that because of the embedding layer in MalConv, this model cannot be transformed to a monotonically non-decreasing function, even if the embedding layer weights are restricted to non-negative values. Since Mal2GCN only includes fully connected and pooling layers, it can be transformed to a monotonically non-decreasing function by restricting its weights to non-negative values. In the following, we indicate that Mal2GCN becomes a monotonically non-decreasing function by restricting its weights to non-negative values.

A neural network is a combination of several layers so that each layer is an affine transformation of inputs followed up by a non-linear function. Neural network $F$ with $m$ layers can be formulated as follows:

$$F = F_m \circ F_{m-1} \circ ... \circ F_1$$

subject to

$$h^\ell = F_t(h^{\ell-1}) = \phi(W^\ell h^{\ell-1} + b^\ell)$$

where $F_t$ is the function of the $t^{th}$ layer of neural network, $h^\ell$, $W^\ell$, and $b^\ell$ are the output, weights, and biases of the $t^{th}$ layer of neural network, respectively, and $\phi$ is a non-linear function, called activation function. Notably, $h^0$ is the input of neural network ($x$), and $h^m$ is the output of neural network ($\hat{y}$). Except for the last layer of Gclf, Mal2GCN uses ReLU function as the activation function of all layers. Mal2GCN uses sigmoid function as the activation function of the last layer of Gclf, and thus, the Mal2GCN output $\hat{y}$ is in the range $[0,1]$, which indicates the probability of input $x$ being malware. Since the range of ReLU function is non-negative, and the bag of words method generates non-negative feature vectors, the input of all layers of Mal2GCN is non-negative. In the non-negative training method, the weights of each layer are restricted to non-negative values ($W^\ell \geq 0$). Regarding the non-negativity of weights and input of each layer, the affine transformation $(W^\ell h^\ell + b^\ell)$ is a monotonically non-decreasing function. Moreover, the ReLU, sigmoid, and pooling functions, such as average, are also monotonically non-decreasing functions. Therefore, each layer of Mal2GCN with non-negative weights is a monotonically non-decreasing function. Since Mal2GCN with non-negative weights is a combination of several monotonically non-decreasing functions, it is also a monotonically non-decreasing function. Hence, the probability of the input being malware $\hat{y}$ is increased by increasing input $x$. In other words, an adversary can only increase the probability of the executable being malware by adding benign APIs or strings to the malware source code.

Non-negative Mal2GCN theoretically guarantees that if the non-adversarial version of malware is classified correctly, injecting or appending benign-looking code inside malware functions cannot fool it. The Non-negativity of Mal2GCN causes the model to only focus on malicious indicators in the function call graph; therefore, adding junk or benign features to the source code, such as benign API calls or strings, can only increase the probability of the input being malware. If adversaries want to evade non-negative Mal2GCN, they must change the pattern of malicious behaviors of malware, which greatly increases the cost of attack compared to appending attacks. To force Mal2GCN to only learn non-negative weights, we convert the negative weights to zeroes after each epoch. This causes the model to focus only on the features that drive the model towards the output of 1 (malware), which are malicious.
features of the input graph. Through our experiments, we found out that restricting one of the GCN or the GCIf is not enough to make Mal2GCN robust, and only when both are restricted to non-negative weights, the model becomes fully robust against benign code injection attacks.

5 Adversarial Source-Code Generation

Past research has mostly focused on generating adversarial examples by modifying the compiled executable, but in the real-world, adversaries have access to their own malware source code and they can use various techniques to obfuscate their source code so the compiled executable becomes similar to benign executables and thus avoid detection. Therefore, to evaluate the robustness of malware detection models against real-world adversaries, we need to also evaluate their robustness against source code modification. In this article, we present a black-box adversarial source code generation approach that injects adversarial code segments into various parts of the source code. The contents of these code segments, such as strings and API calls, are chosen in such a way that makes these injected adversarial code segments very similar to benign source codes. All the API calls and strings that are used in these injected code segments change with every injection, and the arguments given as input to these injected API calls change as well, therefore each generated adversarial malware differs vastly from the previous ones. Each injected adversarial code segment contains two parts, Opaque predicates and Block content.

Opaque predicates: The content of each adversarial code segment starts with either an if or a while statement, and the adversarial codes are injected inside the code block of these statements. Before each code block, there will be some calculations, and the result of these calculations will be used in the condition statement of the succeeding if or while. We adjust the values used in these calculations so that the result of the expression inside the condition statement will always become false. Therefore the content of code segments will never get executed, and thus these injected codes do not change the behavior of the malware. To defeat simple deobfuscation and branch prediction techniques, our adversarial source code generator has the ability to use the returned values from various APIs and environment variables to calculate numbers with a known range and later use these calculated numbers in the condition statements. This means that the deobfuscator needs to properly emulate most of the possible APIs and environment variables, which can be very expensive to predict the result of the condition statement. For example, we first use Environment.OS Version.Version.Major to get the MajorVersion of the underlying MS-windows, which is a number between 0 and 10, and then multiply it by a random number between 1 and 100; therefore, the result will always be between 1 and 1000. We store the resulting value in variable₁, and also generate another random number that is bigger than 10000 and store it in variable₂. Finally, inside the condition statement of the succeeding if or while, we check to see if variable₁ is bigger than variable₂, and only execute the code block if it is. Therefore this method defeats simple deobfuscation techniques that do not emulate all the possible APIs and environment variables.

Block content: We inject various benign API calls, string assignments, and random calculations inside the injected code segments. If any of the arguments in any of the injected API calls is a string or an array of strings, we replace it with benign strings, and if it is an integer or float, we replace it with a random number. We use IDA pro [50] to collect the list of benign APIs and strings from the benign samples in the training dataset, and the details of which are explained in Section 6. We use the benign APIs and strings inside the injected code segments to make the program’s source code similar to benign programs. Doing this will also make the compiled executable similar to benign programs as well, and as we will show in the evaluation section, this technique will cause vulnerable malware detection models to misclassify adversarial malware as benign.

After generating the adversarial source codes, we compile them to gather the final adversarial executables. Figure 5 shows an example of injecting two adversarial code segments, and its effect on the source code.

Figure 5: An example of adversarial code injection effect on source code.

Figure 6 shows an example of adversarial code injection and its effect on function call graph. In this figure, red nodes are functions that have mostly malicious operations. We define malicious operations as operations that are mostly used by malware, such as DLL injection or keylogging. Green nodes are functions with mostly benign operations, which are operations that are mostly used by benign programs, such as getting the user input or printing messages, and blue nodes are functions with the same amount of malicious operations as benign operations. The proposed adversarial code generation approach adds adversarial codes into various parts of a malicious function, making it similar to benign functions. In this example, we inject adversarial codes into functions F1 and F2, causing them to become a function with mostly benign operations. Figure 7 shows an example of adversarial code injection effect on the control flow graph of a function. The green lines in this figure show the destination of a basic block if the jump condition is met, red lines are the destination if the jump condition is not met, and black lines are unconditional jumps. Therefore, in the case of injected adversarial codes, the condition is never met and only one of the paths are executed.
6 Dataset and Setup

In this section, we first describe how we collect our benign and malware datasets in detail. Afterward, we describe the pre-processing and the training phase of Mal2GCN.

6.1 Malware Dataset

The malware dataset is obtained through the VirusShare repository [55]. Considering that benign files might also exist in the dataset collected through VirusShare, we also use the VirusTotal service [56] to remove any executable that had less than 20 detections. Afterward, we use AVClass [57] to find the family names for the malware in our dataset. Our dataset contains more than 300 different malware families, and the most common malware families are shown in Figure 8.

6.2 Benign Dataset

The common method for creating a benign dataset is to collect the executables of the Windows operating systems. However, only using executables being found on a fresh Windows operating system installation causes the model to become overfitted on specific features that only exist in the system executables of Windows. Hence, it makes the reported results unreliable because the model might only be looking for simple Windows-related features, such as existence of “Microsoft” string in the executable, to label a file as benign. Also, this method makes the model much easier to evade since adding simple features such as the Windows-related strings can cause the model to be fooled and label a malware as benign.

To overcome this issue, we gather benign executables from two different sources:

- **Windows system executables:** We gather all the PE executables in the fresh installation of different versions of Windows, from Windows XP to Windows 10, including 32-bit and 64-bit executables. Considering there are various types of PE files, we only gathered PE files that have the .exe, .dll, or .sys extensions.

- **Crawled benign executables:** We write a crawler to collect executable files from various software downloading websites such as freewarefiles [58]. One important thing to consider regarding the downloaded executable from these websites is that most of them are installers and not the real executable of the application. For example, most developers will use installers such as Inno Setup [59] to compress and pack various PE files of their application into one installer executable. Therefore, only using these collected files without unpacking them will cause the model to get overfitted to simple features in specific installers. To overcome this issue, we use UniExtractor [60] to unpack the executables that exist in the crawled files and gather the real executables that were packed inside the installers. After the unpacking phase and gathering all the benign executables, we use the VirusTotal service to remove any executable with more than two detections.

6.3 Preprocessing and Data Gathering

The final dataset contains 58157 PE files, from which 30975 PE files are malware, and 27182 PE files are benign. We develop an IDA Pro script for collecting various types of information from the executable files in our dataset. To use the script efficiently, we also develop a python program with multi-processing capa-
We first need to select a malware whose source code is available to generate adversarial malware. Crypters are adversarial source code generation method \[66\], we specifically selected a crytper for generating malware to evaluate the model. We use the source code of Lime Crypter to generate adversarial source codes. Afterward, we compile all the generated adversarial malware source codes with the help of batch scripting and generate the final adversarial malware. We also turn off the optimization while compiling the adversarial source codes to make sure non of the injected code segments gets removed because of the compiler’s optimization.

To gather APIs and strings being injected inside the adversarial code segments, we collect the most common APIs and strings in the benign Windows system executables in our dataset. We chose to only use Windows system executable files, because any attacker in the real world also has access to these files, considering that the attacker only needs to install different versions of Windows operating system in order to gather these executable files, just as we did. Considering that Lime Crypter source code is written in C#, we first use Detect It Easy \[67\] to find .NET based executables, and then use our IDA pro script to gather the most common APIs among them, and then use the strings tool to find the ascii and unicode strings. Finally, we collect two lists, the list of benign strings and the list of benign APIs, and use them to generate the content of the adversarial code segments. Each generated adversarial malware can have from 10% to 500% overhead in terms of lines that are added to its source code, and the location of injected adversarial codes changes in each sample.

7 Evaluation

We use Deep Graph Library (DGL) \[68\] on top of the PyTorch platform to train Mal2GCN. PE dataset is split into train, validation, and test sets, and they contain 38977, 9590, and 9590 PE files, respectively. In order to generate the DGL graphs for each program, we use the function call lists being gathered using IDA pro and iterate through all of these lists to add edges based on local function calls. We use the Adam optimizer with the batch size of 32 and early stopping with the patience of 3 to train Mal2GCN. We fine-tune the other hyperparameters of Mal2GCN using the validation set. The list of hyperparameters and their chosen values is shown in Table 1. The default values proposed in \[20, 15\] are used to train the MalConv and the non-negative MalConv. All models are trained in a maximum of 100 epochs. All experiments are done on a machine with an Intel Core i7-6700k CPU, Geforce GTX 980Ti GPU, and 32 GB RAM. We first evaluate the performance of MalConv and Mal2GCN in various settings on the test set of our dataset and then evaluate the robustness of those models against adversarial malware.

7.1 MalConv and Mal2GCN Performance

Table 2 shows the performance of MalConv and Mal2GCN in terms of accuracy, precision, recall, and F1 score in various settings. When a model is trained in a non-negative fashion, we denote it by appending “+” to its name, and when a model is adversarially trained, we denote it by appending “-AT” to its name. The models in Table 2 are explained in the following:

- Mal2GCN: The Mal2GCN model is normally trained, and the model is free to learn any weight.
As shown in Table 2, Mal2GCN outperforms MalConv in all settings. The performance hit of restricting the model to non-negative weights is vastly reduced in Mal2GCN, and using this restriction will only cause the reduction of 1% in the accuracy, therefore making it more practical to use. Figure 11 shows the ROC curves and AUC of MalConv and Mal2GCN in various settings. Table 3 shows the runtime of every step in Mal2GCN. Note that generating the graphs using IDA pro is optional, and the input graphs can be generated using any tool or framework. In a real-world scenario, such as in a malware detection engine, these graphs can be generated using highly optimized algorithms, which are much faster than running an IDA pro script. Nevertheless, as runtime has not been our main concern, we used IDA pro to generate the graphs.

Table 1: Hyperparameters Selection for Mal2GCN.

| Hyperparameter       | Search Range     | Best Value |
|----------------------|------------------|------------|
| # of GCN layers      | [1, 2, 3]        | 2          |
| # of GClf hidden layers | [0, 1, 2, 3] | 1          |
| GCN layer 1 size     | [10, 250, 500, 1000] | 500        |
| GCN layer 2 size     | [10, 250, 500, 1000] | 250        |
| GClf hidden layer size | [32, 64, 128, 256] | 64         |
| Graph readout type   | [avg, sum, max] | avg        |
| Learning rate        | [0.008, 0.08, 0.8] | 0.008      |

Table 2: Comparision of Accuracy, Precision, Recall, and F1 Score of Mal2GCN and MalConv in Various Settings.

| Model          | Accuracy(%) | Precision(%) | Recall(%) | F1 Score(%) |
|----------------|-------------|--------------|-----------|-------------|
| MalConv        | 94.98       | 98.17        | 93.14     | 95.59       |
| MalConv-AT     | 95.72       | 98.27        | 94.34     | 96.26       |
| MalConv+       | 90.50       | **99.26**    | 84.37     | 91.21       |
| Mal2GCN        | 97.44       | 99.44        | 97.16     | 97.80       |
| Mal2GCN-AT     | **98.15**   | 99.06        | **97.76** | **98.41**   |
| Mal2GCN+       | 96.41       | 98.68        | 95.12     | 96.87       |

- **Mal2GCN-AT**: Besides natural samples, we also give 2000 adversarial malware generated using our approach to the model during training.
- **Mal2GCN+**: We apply the non-negative weight restriction to the GCN and the GClf layers during training.
- **MalConv**: The MalConv model is trained as explained in [20], and the model is free to learn any weight.
- **MalConv-AT**: The same aforementioned 2000 adversarial malware is used to adversarially train the MalConv model.
- **MalConv+**: The non-negative weight restriction is applied to all the layers of the MalConv model during training, as explained in [15].

As shown in Table 2, Mal2GCN outperforms MalConv in all of the settings. The performance hit of restricting the model to non-negative weights is vastly reduced in Mal2GCN, and using this restriction will only cause the reduction of 1% in the accuracy, therefore making it more practical to use. Figure 11 shows the ROC curves and AUC of MalConv and Mal2GCN in various settings. Table 3 shows the runtime of every step in Mal2GCN. Note that generating the graphs using IDA pro is optional, and the input graphs can be generated using any tool or framework. In a real-world scenario, such as in a malware detection engine, these graphs can be generated using highly optimized algorithms, which are much faster than running an IDA pro script. Nevertheless, as runtime has not been our main concern, we used IDA pro to generate the graphs.

Figure 11: Receiver Operating Characteristics (ROC) curves and Area Under Curves (AUCs) of malware detection models.

Table 3: Average of runtime in different steps of the classification.

| Step                                           | Avg Runtime |
|------------------------------------------------|-------------|
| Call graph and feature extraction using IDA pro | 0.28 sec. per app |
| Generating DGL graphs                          | 0.025 sec. per app |
| Classifying using Mal2GCN with DGL graphs      | 0.014 sec. per app |

7.2 Robustness Against Adversarial Malware

We generate 2000 adversarial malware using the proposed adversarial code injection approach and evaluate the robustness of models against them. Table 4 shows the accuracy of MalConv and Mal2GCN on adversarial malware, called robust accuracy. The result demonstrates that Mal2GCN is more robust than MalConv in all settings. Mal2GCN+ has the highest robust accuracy and is able to detect 100% of the generated adversarial malware. It is also shown that adversarial training is not enough to make the models robust against adversarial malware, and using non-negative weights is a much better defense against complex attacks in terms of robustness. We think the main reason for the lack of robustness in adversarially trained malware detection models is the high number of ways an adversary can perturb the malware. In the image classification domain, it is supposed that the perturbation size is bounded by a distance metric, such as $L_p$-norms. However, there is no restriction on the size, content, and location of perturbation in the malware detection domain, and an adversary can generate several adversarial malware being vastly different from each other. As shown in the results, the generated adversarial malware also evade the MalConv+ model with a success rate of 99.92%, having a higher evasion success rate than attacking MalConv. We conjecture that this is because of the fact that the proposed adversarial malware generation approach injects codes into various parts of the source code, causing the compiled executable and its corresponding byte sequence to be vastly different from the non-adversarial executables; therefore, many of the sequences of bytes that MalConv looks for as an indicator of maliciousness no longer exist, and using non-
negative weights in this scenario will only cause the reduction of performance. To evaluate the impact of non-negativity on the robustness of Mal2GCN, we consider two other versions of Mal2GCN that are explained in the following:

- **Mal2GCN-GClf+**: This model enforces the non-negative weights only on the GClf layers.
- **Mal2GCN-GCN+**: This model enforces the non-negative weights only on the GCN layers.

As shown in table 5, enforcing non-negative weights at the GCN layers causes the model to become very robust against the generated adversarial malware, but still very few of them can bypass the model. If the non-negative weights are enforced at GClf layers, the model becomes even less robust than the default Mal2GCN model, which is interesting and shows that GCN layers have more impact on the robustness of Mal2GCN.

We also measured the amount of overhead that is required for each default model to get bypassed, and the results are shown in Figure 12. The overhead is based on the number of adversarial lines added to the malware source code in this figure. As seen, MalConv is fully bypassed with less than 50% overhead, but to fully bypass the default Mal2GCN, more than 500% overhead is required, which shows that even without the non-negative constraints, Mal2GCN is still hard to bypass for adversaries. The results of Table 4 and Figure 12 demonstrate that FCG representation is more robust than raw byte sequence representation of executable files for malware detection.

**Robustness against other attacks**: Many other adversarial malware attacks have been proposed in recent years. Most of them are based on the idea of appending attacks [9, 6, 17]. As mentioned in Section 4.4, such appending attacks do not affect Mal2GCN because they do not change the FCG of executable files. Note that Mal2GCN detects a call instruction as an API call when it properly references a function inside the current PE’s Import Address Table (IAT), or in the metadata tables in case of .NET executables, or when the destination is the start of a statically linked library function which was detected by FLIRT. Moreover, these call instructions need to be inside a local function located by IDA pro. Therefore, appending bytes at the end of executable sections will not change the FCG of executable files and thus the Mal2GCN decision. There are also other attacks that use reinforcement learning and Generative Adversarial Networks (GAN) to modify the PE structure, but as these attacks do not modify the source code and the referenced strings and APIs inside each function [8, 37, 7], they do not modify the FCG of executable files either. The only modification in these attacks that could affect Mal2GCN is packing it with UPX, which can be easily defeated by unpacking the sample before giving it to Mal2GCN.

**Discussion and Limitations**

Although we showed that Mal2GCN+ could resist junk/benign code injection attacks, just like any other static-based model, this model is vulnerable against attacks that target static malware detector limitations, such as its weakness against packed executables [69]. Adversaries can also use other methods to bypass static malware detectors, such as dynamically loading libraries, calling their functions on runtime, finding the library function addressed by parsing the Thread Environment Block (TEB) [70], and encrypting strings and decrypting them on runtime. As a workaround, we could run the program in a sandbox to capture the function call graph and APIs during runtime, but running a program inside a sandbox is not always possible, especially when analyzing a large number of files. The solution to this limitation is using emulators to emulate the program for a maximum number of instructions, and therefore overcome the limitation of static methods and also be able to analyze a large number of files [71, 72, 73].

**Conclusion and Future Work**

In this paper, we first presented Mal2GCN, a robust and accurate malware detection model that uses Graph Convolutional Network (GCN) with non-negative weights. Mal2GCN uses Function Call Graph (FCG) of executable files. We demonstrated that FCG representation of executable files is more robust than raw byte sequence representation. Since FCG representation does not rely on the raw byte sequence of executable files and is related to the true functionality of the malware, numerous adversarial malware generating methods, such as appending attacks, are ineffective in evading Mal2GCN. We also used...
the non-negative training method to increase the robustness of Mal2GCN against our proposed attack that injects adversarial code into the various part of the malware source code without altering the true functionality of the malware. In future works, we will present Emu2GCN, which will use emulation to generate the FCG of executable files. This approach will eliminate many shortcomings of static malware detection methods, including their vulnerability against custom packers and API obfuscations.
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