Orthogonal series and limit theorems for canonical $U$- and $V$-statistics of stationary connected observations

Abstract

The limit behavior is studied for the distributions of normalized $U$- and $V$-statistics of an arbitrary order with canonical (degenerate) kernels, based on samples of increasing sizes from a stationary sequence of observations satisfying $\varphi$- or $\alpha$-mixing. The corresponding limit distributions are represented as infinite multilinear forms of a centered Gaussian sequence with a known covariance matrix.
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1 Introduction. Preliminary results

In the present paper, we study the limit behavior of the distributions of normalized canonical $U$- and $V$-statistics based on stationary observations under $\varphi$- or $\alpha$-mixing. The approach based on a kernel representation of the statistics under consideration as a multiple series, is quite similar to the approach in [11] where the analogous results were obtained for independent observations. First of all, introduce some definitions and notions (see [8, 9]).

Definition 1. Let $\mathcal{X}$ be a measurable space with a measure $\mu$. We say that the measure $\mu$ has a countable basis if there exists a countable family

$$\mathfrak{A} := \{A_n; \ n = 1, 2, \ldots\}$$

of measurable subsets (a countable basis of the measure $\mu$) such that, for every $M \in \mathcal{A}$ and any $\varepsilon > 0$, there is $A_k \in \mathfrak{A}$ such that

$$\mu(M \Delta A_k) \leq \varepsilon.$$

For example, if $\mathcal{X}$ is a separable metric space and $\mathcal{A}$ is the corresponding Borel $\sigma$-field then every $\sigma$-finite measure on $\mathcal{A}$ has a countable basis.

Let $X_1, X_2, \ldots$ be a stationary sequence of random variables defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and taking values in an arbitrary measurable space $\mathcal{X}$. Denote by $F$ the distribution of $X_1$. In the sequel, we consider only the distributions on $\mathcal{A}$ which have a countable basis. In addition to the stationary sequence introduced above, we need an auxiliary sequence $\{X_i^*\}$ consisting of independent copies
of $X_1$. Denote by $L_2(\mathcal{X}^m, F^m)$ the space of measurable functions $f(t_1, \ldots, t_m)$ defined on the corresponding Cartesian power of the space $\{\mathcal{X}, \mathcal{A}\}$ with the corresponding product-measure and satisfying the condition $\mathbb{E} f^2(X_1^*, \ldots, X_m^*) < \infty$.

**Definition 2.** A function $f(t_1, \ldots, t_m) \in L_2(\mathcal{X}^m, F^m)$ is called canonical (or degenerate) if

$$\mathbb{E}_{X_k^*} f(X_1^*, \ldots, X_m^*) = 0 \ a.s.$$  \hspace{1cm} (1)

for every $k$, where $\mathbb{E}_{X_k^*}$ is the conditional expectation given the random variables $\{X_i^*; i \neq k\}$.

Define a canonical Von Mises statistic by the formula

$$V_n \equiv V_n(f) := n^{-m/2} \sum_{1 \leq j_1, \ldots, j_m \leq n} f(X_{j_1}, \ldots, X_{j_m}),$$  \hspace{1cm} (2)

where the function $f(t_1, \ldots, t_m)$ (the so-called kernel of the statistic) is canonical. For independent $\{X_i\}$, such statistics called canonical $V$-statistics as well, are studied during last sixty years (see the reference and examples of such statistics in [9]). For the first time, some limit theorems in the bivariate case were obtained in [10, 6]. In addition to $V$-statistics, the so-called $U$-statistics were studied as well:

$$U_n \equiv U_n(f) := n^{-m/2} \sum_{1 \leq i_1 \neq \cdots \neq i_m \leq n} f(X_{i_1}, \ldots, X_{i_m})$$  \hspace{1cm} (3)

or

$$U_n^0 := n^{-m/2} \sum_{1 \leq i_1 < \cdots < i_m \leq n} f_0(X_{i_1}, \ldots, X_{i_m}).$$  \hspace{1cm} (4)

Notice that, in addition, the kernel $f_0$ in (4) is assumed to be symmetric (or invariant with respect to all permutations of the variables).

The main difference of $U$-statistics from $V$-statistics is that, in the region of summation of the corresponding multiple sums (3) and (4), the so-called diagonal subspaces are absent, i. e., all the subscripts are pairwise distinct. If the distribution $F$ of the random variable $X_1$ has no atoms then setting the kernel to be zero on all the diagonal subspaces, we can easily reduce $U$-statistics in (3) to $V$-statistics (2). Moreover, it is easy to see that formulas (3) and (4) for $U$-statistics are equivalent: If in (4) we set

$$f_0(t_1, \ldots, t_m) := \sum f(t_{i_1}, \ldots, t_{i_m}),$$

where the sum is taken over all permutations $i_1, \ldots, i_m$ of the numbers $1, \ldots, m$, then we reduce the representation in (3) to that in (4).

Notice also that any $U$-statistic is represented as a finite linear combination of canonical $U$-statistics of orders from 1 to $m$ (called a Höffding decomposition, see [9]).
This fact allows us to reduce an asymptotic analysis of arbitrary \( U \)-statistics to that for canonical ones.

If the distribution \( F \) is arbitrary (in particular, it contains atoms) that \( U \)-statistics in (3) or (4) admit recurrent representations as linear combinations of canonical \( V \)-statistics and \( U \)-statistics of smaller orders. In other words, we can represent any canonical \( U \)-statistic as a linear combination of canonical \( V \)-statistics. This is a key remark to study the limit behavior of the distributions of \( U \)-statistics.

In this connection, note an important role of the \( V \)-statistics with splitting kernels:

\[
f(t_1, \ldots, t_m) = h_1(t_1)h_2(t_2) \cdots h_m(t_m)
\]

since, in this case, the corresponding \( V \)-statistic is represented in the form

\[
V_n = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} h_1(X_i) \cdots \frac{1}{\sqrt{n}} \sum_{i=1}^{n} h_m(X_i),
\]

where \( \mathbb{E}h_k(X_1) = 0 \) and \( \mathbb{E}h_k^2(X_1) < \infty \). So, under some dependency conditions of the random variables \( \{X_j\} \), one can apply the multivariate central limit theorem which describes the weak limit of the \( V \)-statistic under consideration as the product \( \prod_{j=1}^{m} \rho_j \), where \( \{\rho_j; j \leq m\} \) are centered Gaussian random variables with the covariance matrix

\[
\mathbb{E} \rho_i \rho_j = \mathbb{E} h_i(X_1)h_j(X_1) + \sum_{k=1}^{\infty} \left( \mathbb{E} h_i(X_1)h_j(X_{k+1}) + \mathbb{E} h_j(X_1)h_i(X_{k+1}) \right)
\]

provided that the series on the right-hand side of this equality exists. It is clear that these arguments are not essentially changed when the kernel of a \( V \)-statistic can be represented as a linear combination (maybe infinite) of splitting kernels (see the proof of Theorem 2). The same argument may be applied to \( U \)-statistics with such kernels due to the above-mentioned connection of \( U \)- and \( V \)-statistics. This approach was applied to prove some well-known results on asymptotic analysis of \( U \)-statistics of independent observations \( \{X_j\} \).

In this connection, recall some classic results connected with expansion of a canonical function into a multiple orthogonal series with respect to an orthogonal basis of the Hilbert space \( L_2(\mathcal{X}, F) \). Since the distribution \( F \) has a countable basis, the Hilbert space \( L_2(\mathcal{X}, F) \) is separable. It means that, in this space, there exists a countable orthonormal basis. Put \( e_0(t) \equiv 1 \). Using the Gram — Schmidt orthogonalization \([8]\), one can construct an orthonormal basis in \( L_2(\mathcal{X}, F) \) containing the constant function \( e_0(t) \). Denote by \( \{e_i(t)\}_{i \geq 0} \) such basis. Then \( \mathbb{E}e_i(X_1) = 0 \) for every \( i \geq 1 \) due to the orthogonality of all the other basis elements to the function \( e_0(t) \). The normalizing condition means that \( \mathbb{E}e_i^2(X_1) = 1 \) for all \( i \geq 1 \). Notice
that the collection of functions
\[ \{ e_{i_1}(t_1)e_{i_2}(t_2) \cdots e_{i_m}(t_m); \ i_1, i_2, \ldots, i_m = 0, 1, \ldots \} \]
is an orthonormal basis in the Hilbert space \( L_2(\mathfrak{X}^m, F^m) \) (for example, see [8]).

Thus, one can represent the kernel \( f(t_1, \ldots, t_m) \) of the statistics under consideration as a multiple orthogonal series in \( L_2(\mathfrak{X}^m, F^m) \):

\[ f(t_1, \ldots, t_m) = \sum_{i_1, \ldots, i_m = 0}^{\infty} f_{i_1, \ldots, i_m} e_{i_1}(t_1) \cdots e_{i_m}(t_m), \tag{6} \]

where the series on the right-hand side of equality (6) converges in the norm of \( L_2(\mathfrak{X}^m, F^m) \). Moreover, if the coefficients \( \{ f_{i_1, \ldots, i_m} \} \) are absolutely summable then, due to the B. Levi theorem and the simple estimate \( E|e_{i_1}(X_1^*) \cdots e_{i_m}(X_m^*)| \leq 1 \), the series in (6) converges almost surely with respect to the distribution \( F^m \) of the vector \( (X_1^*, \ldots, X_m^*) \).

Consider the case \( m = 2 \) and the integral linear operator with a symmetric kernel \( f \in L_2(\mathfrak{X}^2, F^2) \) mapping the space \( L_2(\mathfrak{X}, F) \) into itself. Since this linear operator is completely continuous and self-conjugate, in the separable Hilbert space \( L_2(\mathfrak{X}, F) \), there exists an orthonormal basis consisting of eigenvectors of this integral operator and, for this basis, representation (6) for \( m = 2 \) is valid. Multiply by an arbitrary element \( e_k(t_2) \) the both sides of (6) and integrate these modified parts with respect to the distribution \( F(dt_2) \). Taking orthogonality of the basis elements into account we obtain the new identity

\[ \lambda_k e_k(t_1) = \sum_{i=0}^{\infty} f_{i,k} e_i(t_1), \]

where \( \lambda_k \) is the corresponding eigenvalue. From here it immediately follows that \( f_{k,k} = \lambda_k \) and \( f_{i,k} = 0 \) for \( i \neq k \). Therefore, for this basis in the case \( m = 2 \), formula (6) has the form

\[ f(t_1, t_2) = \sum_{k=0}^{\infty} \lambda_k e_k(t_1)e_k(t_2), \tag{7} \]

which was repeatedly employed by many authors.

Notice also the following property of canonical kernels.

**Proposition 1.** If \( f(t_1, \ldots, t_m) \) is a canonical kernel then \( e_0(t) \) is absent in expansion (6), i. e., expansion (6) has the form

\[ f(t_1, \ldots, t_m) = \sum_{i_1, \ldots, i_m = 1}^{\infty} f_{i_1, \ldots, i_m} e_{i_1}(t_1) \cdots e_{i_m}(t_m). \tag{8} \]
Proof. Denote
\[ f_N(t_1, \ldots, t_m) = \sum_{i_1, \ldots, i_m = 0}^N f_{i_1 \ldots i_m} e_{i_1}(t_1) \ldots e_{i_m}(t_m). \]
It is clear that
\[ \mathbb{E}_{X^*} f_N(X_1^*, \ldots, X_m^*) = \sum_{i_1, \ldots, i_m = 0}^N f_{i_1 \ldots i_m} e_{i_1}(X_1^*) \ldots e_{i_k-1}(X_{k-1}^*) e_{i_k+1}(X_{k+1}^*) \ldots e_{i_m}(X_m^*). \]
Taking degeneracy condition (\( \Pi \)) into account, we obtain, as \( N \to \infty \),
\[ \mathbb{E}(\mathbb{E}_{X^*} f_N(X_1^*, \ldots, X_m^*))^2 = \mathbb{E}(\mathbb{E}_{X^*}(f(X_1^*, \ldots, X_m^*) - f_N(X_1^*, \ldots, X_m^*))^2 \leq \mathbb{E}\mathbb{E}_{X^*}(f(X_1^*, \ldots, X_m^*) - f_N(X_1^*, \ldots, X_m^*))^2 \to 0. \]
In other words, as \( N \to \infty \),
\[ \mathbb{E} \left( \sum_{i_1, \ldots, i_m = 0}^N f_{i_1 \ldots i_k-1,0,i_{k+1},\ldots,i_m} e_{i_1}(X_1^*) \ldots e_{i_k-1}(X_{k-1}^*) e_{i_k+1}(X_{k+1}^*) \ldots e_{i_m}(X_m^*) \right)^2 \]
\[ = \sum_{i_1, \ldots, i_m = 0}^N f_{i_1 \ldots i_k-1,0,i_{k+1},\ldots,i_m}^2 \to 0 \]
due to the orthonormality of the basis functions. The last relation means that all the coefficients \( f_{i_1 \ldots i_k-1,0,i_{k+1},\ldots,i_m} \) vanish for all \( k = 1, \ldots, m \) and all the subscripts \( i_1, \ldots, i_{k-1}, i_{k+1}, \ldots, i_m \).

Notice also that if the kernel \( f(t_1, t_2) \) in (\( \Pi \)) is canonical then the constant function \( e_0(t) \) is the eigenfunction corresponding to the eigenvalue \( \lambda_0 = 0 \) of the integral operator. So, in this case, the summation in (\( \Pi \)) starts with \( k = 1 \).

Thus, after replacement of the vector \((t_1, \ldots, t_m)\) by the independent observations \((X_1^*, \ldots, X_m^*)\), the partial sums of the series on the right-hand side of (8) (or of (7) in the case \( m = 2 \)) mean-square converge to the random variable \( f(X_1^*, \ldots, X_m^*) \) and hence they converge in distribution. However, in the present paper, we deal with dependent observations for which this property in general is not valid.

2 The main results for weakly dependent observations

In the present paper, we study stationary sequences \( \{X_j\} \) satisfying certain mixing conditions. Recall the definitions of the most popular mixing conditions. For \( j \leq k \), denote by \( \mathcal{M}_j^k \) the \( \sigma \)-field of all events generated by the random variables \( X_j, \ldots, X_k \).
Definition 3. A sequence \( X_1, X_2, \ldots \) satisfies \( \alpha \)-mixing (or strong mixing) if
\[
\alpha(i) := \sup_{k \geq 1} \sup_{A \in \mathcal{M}_k^1, B \in \mathcal{M}_{k+i}^\infty} |\mathbb{P}(AB) - \mathbb{P}(A)\mathbb{P}(B)| \to 0 \quad \text{as} \quad i \to \infty.
\]

Definition 4. A sequence \( X_1, X_2, \ldots \) satisfies \( \varphi \)-mixing (or uniformly strong mixing) if
\[
\varphi(i) := \sup_{k \geq 1} \sup_{A \in \mathcal{M}_k^1, B \in \mathcal{M}_{k+i}^\infty} \frac{|\mathbb{P}(AB) - \mathbb{P}(A)\mathbb{P}(B)|}{\mathbb{P}(A)} \to 0 \quad \text{as} \quad i \to \infty.
\]

Definition 5. A sequence \( X_1, X_2, \ldots \) satisfies \( \psi \)-mixing if
\[
\psi(i) := \sup_{k \geq 1} \sup_{A \in \mathcal{M}_k^1, B \in \mathcal{M}_{k+i}^\infty} \frac{|\mathbb{P}(AB) - \mathbb{P}(A)\mathbb{P}(B)|}{\mathbb{P}(A)\mathbb{P}(B)} \to 0 \quad \text{as} \quad i \to \infty.
\]

It is clear that the sequences \( \{\alpha(i)\}, \{\varphi(i)\}, \) and \( \{\psi(i)\} \) are nondecreasing and \( \psi \)-mixing is stronger than \( \varphi \)-mixing which in turn implies \( \alpha \)-mixing.

In the sequel, in the case of \( \varphi \)-mixing, we assume that
\[
\sum_{k=1}^{\infty} \varphi^{1/2}(k) < \infty. \quad (9)
\]

Note that this known condition provides the central limit theorem for the corresponding stationary sequences (for example, see [1]).

Introduce also the following restriction on finite-dimensional distributions of the stationary sequence \( \{X_i\} \).

**\((AC)\)** For every collection of pairwise distinct subscripts \( (j_1, \ldots, j_m) \), the distribution of \( (X_{j_1}, \ldots, X_{j_m}) \) is absolutely continuous with respect to the distribution of \( (X_1^*, \ldots, X_m^*) \).

Notice that this restriction will be nontrivial only for sequences under \( \alpha \)- or \( \varphi \)-mixing because, in the case of \( \psi \)-mixing, by induction on \( m \), from Definition 5 we can easily deduce the inequality
\[
P(X_{j_1} \in A_1, \ldots, X_{j_m} \in A_m) \leq \left(1 + \psi(1)\right)^m \prod_{k=1}^{m} P(X_k \in A_k)
\]

which is valid for every collection of Borel subsets \( (A_1, \ldots, A_m) \) and for every pairwise distinct subscripts \( (j_1, \ldots, j_m) \). From here condition \((AC)\) immediately follows.
Remark 1. As was mention before, the condition

$$\sum_{i_1,\ldots,i_m=1}^{\infty} |f_{i_1,\ldots,i_m}| < \infty$$ (10)

implies convergence of the series in (5) almost surely with respect to the distribution of the vector \((X_1^\ast, \ldots, X_m^\ast)\). So, under condition (AC), this convergence is valid almost surely with respect to the distribution of the random vector \((X_{j_1}, \ldots, X_{j_m})\).

In other words, if condition (AC) is fulfilled then, for any pairwise distinct subscripts \(j_1, \ldots, j_m\), we can substitute the random variables \(X_{j_1}, \ldots, X_{j_m}\) for \(t_1, \ldots, t_m\) in (8).

Remark 2. Under restriction (10), one can sometimes obtain the above-mentioned multiple series expansions without any restrictions like (AC) on joint distributions of the initial stationary sequence. For example, if the kernel \(f(t_1, \ldots, t_m)\) is continuous in \(\mathbb{R}^m\) and all the basis functions \(e_k(t)\) are continuous and bounded uniformly in \(k\) then, under condition (10), equality (3) is transformed into the identity in \(\mathbb{R}^m\) (see the proof of Theorem 2 below). Therefore, in this identity, one can substitute arbitrarily dependent random variables \(X_{j_1}, \ldots, X_{j_m}\) (in particular, for coinciding subscripts \(j_k\)) for the arguments \(t_1, \ldots, t_m\).

As an example of expansion (8) which is everywhere valid, consider the following symmetric kernel canonical with respect to the \([-1,1]\)-uniform distribution:

$$f^\ast(t, s) := \text{sign}(ts) \min\{|t|, |s|\}.$$ (11)

This is the covariance function of the Gaussian process \(W(t)\) defined on \([-1, 1]\), where \(W(t)\) is a standard Wiener process on the positive half-line. The eigenvalues of the corresponding covariance operator, i.e., of the integral operator with the kernel \(f^\ast(t, s)\) in the Hilbert space \(L_2[-1,1]\), are calculated by the same formula as that for the eigenvalues of the covariance operator of a standard Wiener process: \(\lambda_k = \left(\pi(k - 1/2)\right)^{-2}, k = 1, 2, \ldots\) (for example, see \([5], 8.6\]). The corresponding eigenfunctions in (8) which form an orthonormal basis (together with the constant function \(e_0(t) \equiv 1\) in \(L_2[-1,1]\) are calculated by the formula \(e_k(t) = \sqrt{2} \sin\left(\pi(k - 1/2)t\right), k = 1, 2, \ldots\).

It is easy to see that this example satisfies the conditions of Remark 2. So, for arbitrarily dependent random variables \(X_1\) and \(X_2\) with the \([-1,1]\)-uniform distribution of each \(X_i\), the random variable \(f^\ast(X_1, X_2)\) can be represented in such a way:

$$f^\ast(X_1, X_2) = \sum_{k=1}^{\infty} \frac{2 \sin\left(\pi(k - 1/2)X_1\right) \sin\left(\pi(k - 1/2)X_2\right)}{\pi^2(k - 1/2)^2},$$ (11)
and the series absolutely converges everywhere.

Under ϕ-mixing for the sequence \( \{X_i\} \) but without the restrictions mentioned in Remarks 1 and 2, in general one cannot use expansions (7) or (8). Such mistake is contained in [4] (see also [9]), where it is claimed that, in the case of ϕ-mixing stationary observations for \( m = 2 \), under condition (9) only but without any restrictions like (AC) and the regularity condition mentioned in Remark 2, the following assertion is valid:

\[
U_n \xrightarrow{d} \sum_{k=1}^{\infty} \lambda_k (\tau_k^2 - 1),
\]

where \( \{\lambda_k\} \) are the eigenvalues of the integral operator with the symmetric kernel \( f(t_1, t_2) \), which are assumed to be summable (i.e., under condition (10)), and \( \{\tau_k\} \) is a Gaussian sequence of centered random variables with the covariances

\[
E \tau_k \tau_l = E e_k(X_1) e_l(X_1) + \sum_{j=1}^{\infty} \left[ E e_k(X_1) e_l(X_{j+1}) + E e_l(X_1) e_k(X_{j+1}) \right],
\]

where \( \{e_k(t)\} \) are the eigenfunctions corresponding to the eigenvalues \( \{\lambda_k\} \) and forming an orthonormal basis in \( L_2(\mathcal{X}, F) \) (actually, the first summand on the right-hand side (13) is the Kronecker symbol \( \delta_{k,l} \)). In (12) and in the sequel, we admit degeneracy of some random variables \( \tau_i \). In other words, we add to the class of Gaussian distributions the all weak limits when the variance tends to zero. Actually, the similar agreement is contained in [1]. To prove relation (12) in [4] the author use the expansion of the kernel \( f(t_1, t_2) \) in series (7) with respect to the basis \( \{e_k(t)\} \). Due to the above-mentioned arguments, we could now substitute the independent observations \( X_i^* \) and \( X_j^* \) for the variables \( t_1 \) and \( t_2 \). The same is true for a pair \( X_i \) and \( X_j \) from a stationary sequence satisfying condition (AC). However, in [4], the author substituted a pair \( X_i \) and \( X_j \) from an arbitrary stationary sequence under ϕ-mixing with restriction (9) only. But under this replacement, the above-mentioned equalities may be not fulfilled with a nonzero probability. Moreover, in this case, the limit law in (12) may change the form. The idea of constructing examples of such a kind is very simple: We need to construct a stationary sequence \( \{X_i\} \) with a non-atomic marginal distribution, such that its elements \( X_i \) and \( X_j \) coincide with nonzero probability for some subscripts \( i \neq j \). We then can change the values of \( f \) on diagonal subspaces to break the above-mentioned identities with a nonzero probability when we replace the arguments \( X_i^* \) and \( X_j^* \) of the kernel with the dependent pair \( X_i \) and \( X_j \). The corresponding construction is contained in the proof of the following assertion.

**Proposition 2.** There exist a stationary sequence \( \{X_i\} \) and a canonical kernel \( f(t_1, t_2) \) satisfying all the restrictions in [4]. However, under substituting the observations \( X_1 \)
and $X_2$ for $t_1$ and $t_2$ respectively, the series in (7) does not coincide with the kernel. Moreover, the weak limit for the distributions of the $U$-statistics differs from (12).

So, under certain conditions (say, conditions (10) and (AC)), $U$-statistic (3) can be represented as the following multiple series converging almost surely:

$$U_n = n^{-m/2} \sum_{i_1, \ldots, i_m=1}^{\infty} f_{i_1, \ldots, i_m} \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}).$$

Further analysis is similar to that in the i.i.d. case, i.e., it is reduced to extraction of $V$-statistics with splitting kernels from the multiple sum on the right-hand side of this identity. The main fragment of the proof in [11] is as follows: The value

$$U_n(e_{i_1} \cdots e_{i_m}) = n^{-m/2} \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m})$$

is represented as a linear combination of products of the values

$$\frac{1}{\sqrt{n}} \sum_{j=1}^{n} e_i(X_j), \frac{1}{n} \sum_{j=1}^{n} e_{i_1}(X_j)e_{i_2}(X_j), \ldots, \frac{1}{n^{k/2}} \sum_{j=1}^{n} e_{i_1}(X_j) \cdots e_{i_k}(X_j).$$

The proof has a combinatorial character and does not depend on joint distributions of the random variables $\{X_j\}$. Further we apply the corresponding laws of large numbers as well as the central limit theorem and the following simple assertion.

**Proposition 3.** Let $\Phi(x, y), x \in \mathbb{R}^k, y \in \mathbb{R}^r$, be a continuous function. Let $\{\zeta_n\}$ be an arbitrary sequence of random vectors in $\mathbb{R}^k$ weakly converging to some random vector $\zeta$. Let $\{\eta_n\}$ be a sequence of random vectors in $\mathbb{R}^r$ defined on a common probability space with $\{\zeta_n\}$, which converge in probability to a constant vector $c_0$. Then the following weak convergence is valid:

$$\Phi(\zeta_n, \eta_n) \xrightarrow{d} \Phi(\zeta, c_0).$$

In the present paper, $\Phi(x, y)$ is a polynomial of components of vectors $x$ and $y$, and the sequence $\zeta_n$ is defined by the formula

$$\zeta_n := \left\{ n^{-1/2} \sum_{j=1}^{n} e_1(X_j), \ldots, n^{-1/2} \sum_{j=1}^{n} e_N(X_j) \right\},$$

and $\eta_n$ is the finite collection

$$\left\{ n^{-k/2} \sum_{j=1}^{n} e_{i_1}(X_j) \cdots e_{i_k}(X_j); \ 2 \leq k \leq m, \ i_1, \ldots, i_k \leq N \right\};$$
here $N$ is an arbitrary natural number.

So, under the condition $f(t_1, \ldots, t_m) \in L_2(\mathcal{X}^m, F^m)$, in the case of i.i.d. random variables $\{X_i\}$, it was proved in [11] that

$$U_n \xrightarrow{d} \sum_{i_1, \ldots, i_m = 1}^{\infty} f_{i_1, \ldots, i_m} \prod_{j=1}^{\infty} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j),$$

(14)

where $\{\tau_i\}$ is a sequence of independent random variables having the standard Gaussian distribution, $\nu_j(i_1, \ldots, i_m) := \sum_{r=1}^{m} \delta_{j_{i_r}}$, and $H_k(x)$ are Hermite polynomials defined by the formula

$$H_k(x) := (-1)^k e^{x^2/2} \frac{d^k}{dx^k} \left( e^{-x^2/2} \right)$$

or by the recurrent formula

$$H_0(x) \equiv 1, \quad H_1(x) = x,$$
$$H_{n+1}(x) = xH_n(x) - nH_{n-1}(x).$$

Thus, $H_k(x)$ is a polynomial of degree $k$ and the product on the right-hand side of (14) can be represented in the form

$$\prod_{j=\min\{i_k\}}^{\max\{i_k\}} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j) = H_{r_1}(\tau_{j_1}) \cdots H_{r_s}(\tau_{j_s}),$$

(15)

where the natural numbers $r_s$ and $j_s$ are defined by the relation $r_s = \sum_{l=1}^{s} \delta_{j_{i_l}}$, and at that, $\sum_{l<s} r_l = m$ and $\min\{i_k\} \leq j_l \leq \max\{i_k\}$ for all $l \leq s$. Therefore, the right-hand of (15) is a polynomial of degree $m$ of the variables $\tau_{j_1}, \ldots, \tau_{j_s}$ and with coefficients having a universal upper bound depending on $m$ only.

The goal of the present paper is to prove limit representations of the form (14) in the case of weakly dependent random variables $\{X_i\}$.

Introduce some additional restrictions on the mixing coefficients and the basis functions in the expansion in (14). In the sequel, we assume that the stationary sequence $\{X_i\}$ satisfies either $\alpha$-mixing or $\varphi$-mixing, and moreover, the orthonormal basis $\{e_i(t)\}$ in $L_2(\mathcal{X}, F)$ with the original element $e_0(t) \equiv 1$, satisfies the following additional restrictions:

1. In the case of $\varphi$-mixing, we assume condition (9) to be satisfied and

$$\sup_i \mathbb{E}\left| e_i(X_1) \right|^m < \infty;$$

(16)
2. In the case of $\alpha$-mixing, we assume that, for some $\varepsilon > 0$ and an even number $c \geq m$,

\[ \sup_i \mathbb{E} \left| e_i(X_1) \right|^{m+\varepsilon} < \infty, \quad (17) \]

\[ \sum_{k=1}^{\infty} k^{c-2} \alpha^{\varepsilon/(c+\varepsilon)}(k) < \infty. \quad (18) \]

Further, introduce a sequence of Gaussian centered random variables $\{\tau_i\}$ with the covariances

\[ \mathbb{E} \tau_k \tau_l = \mathbb{E} e_k(X_1)e_l(X_1) + \sum_{j=1}^{\infty} \left[ \mathbb{E} e_k(X_1)e_l(X_{j+1}) + \mathbb{E} e_l(X_1)e_k(X_{j+1}) \right]. \quad (19) \]

It is easy to see that, due to orthonormality of the basis $\{e_k\}$, we have

\[ \mathbb{E} \tau_k^2 = 1 + 2 \sum_{j=1}^{\infty} \mathbb{E} e_k(X_1)e_k(X_{j+1}), \]

\[ \mathbb{E} \tau_k \tau_l = \sum_{j=1}^{\infty} \left[ \mathbb{E} e_k(X_1)e_l(X_{j+1}) + \mathbb{E} e_l(X_1)e_k(X_{j+1}) \right], \quad k \neq l. \]

The existence of the series in (19) follows from the above-mentioned restrictions on the mixing coefficients, and it will be proved later. In what follows, the Gaussian sequence $\{\tau_i\}$ will play a role of the weak limit as $n \to \infty$ for the sequence

\[ \left\{ n^{-1/2} \sum_{j=1}^{n} e_1(X_j), \ n^{-1/2} \sum_{j=1}^{n} e_2(X_j), \ldots \right\}. \]

The main results of the present paper are contained in the following two theorems.

**Theorem 1.** Let one of the following two conditions be fulfilled:

1. The stationary sequence $\{X_i\}$ satisfies $\varphi$-mixing, (9), and (16);
2. The stationary sequence $\{X_i\}$ satisfies $\alpha$-mixing, (17), and (18).

Then, for any canonical kernel $f(t_1, \ldots, t_m) \in L_2(\mathbb{X}^m, \mathbb{F}^m)$, under conditions (16) and (AC), the following assertion holds:

\[ U_n(f) \xrightarrow{d} \sum_{i_1, \ldots, i_m=1}^{\infty} f_{i_1, \ldots, i_m} \prod_{j=1}^{\infty} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j), \quad (20) \]

where $U_n(f)$ is a statistic of the form (3) and the centered Gaussian sequence $\{\tau_i\}$ has the covariance matrix defined in (19).
Theorem 2. Let $X$ be a separable metric space and let a canonical kernel $f(t_1, \ldots, t_m)$ be continuous (in every argument) everywhere on $X^m$, and let it satisfy (10). Moreover, if all the basis functions $e_k(t)$ in (8) are continuous and uniformly bounded in $t$ and $k$, and one of the two conditions of Theorem 1 is valid then, as $n \to \infty$,

$$V_n(f) \overset{d}{\to} \sum_{i_1, \ldots, i_m = 1}^{\infty} f_{i_1, \ldots, i_m} \tau_{i_1} \cdots \tau_{i_m},$$

(21)

where the Gaussian sequence $\{\tau_i\}$ is defined in Theorem 1.

Remark 3. It is known that, in the i.i.d. case, condition (10) of absolutely summability of the coefficients in the series expansion of the kernel can be weakened up to summability of the coefficients squared [11, 9]. In the same time, in limit theorems for the corresponding $V$-statistics, the latter condition does not describe the limit behavior since to define the weak limit, we need the existence of moments of the kernel on all the diagonal subspaces. For example, under the regularity conditions only (without (10)) of Theorem 2 for bivariate $V$-statistics, the assumption of finiteness of $\mathbb{E}\left|f(X_1, X_1)\right|$ is equivalent to summability of the sequence $\lambda_k \equiv f_{k,k}$ in representation (7), say, if all $\lambda_k$ are positive. However, in the i.i.d. case, for the kernels of a bigger order, we need no summability of the coefficients $f_{i_1, \ldots, i_m}$ on the set of all pairwise distinct subscripts.

As is noted in Proposition 4 below, in the case of dependent observations, we cannot omit the above-mentioned restriction regarding summability of the coefficients $f_{i_1, \ldots, i_m}$ on the diagonal subspaces for $U$-statistics as well.

Proposition 4. There exist a stationary 1-dependent sequence $\{X_i\}$ satisfying condition (AC), and a canonical kernel $f(t_1, t_2) \in L_2(X^2, F^2)$ such that the weak limit of the corresponding $U$-statistics does not exist.

Remark 4. In [2], in the case of dependent observations, another approach was proposed for description of the limit distribution of canonical Von Mises statistics as a multiple stochastic integral of the kernel under consideration, with respect to increments of a centered Gaussian process with a covariance function defined by joint distributions of the random variables $\{X_i\}$. In the i.i.d. case, such dual description of the limit law is well known (for example, see [9]).

However, the stationary sequence $\{X_i\}$ in [2] must satisfy a stronger $\psi$-mixing condition. In the same time, in contrast to the present paper, condition (10) and the regularity conditions for the kernel and the basis functions of Theorem 2 were replaced in [2] with the more natural condition of integrability of the kernel on all the
diagonal subspaces. Note that the above-mentioned regularity condition and (10) imply the boundedness of the kernel under consideration, i.e., the above-mentioned condition of the kernel integrability on the diagonal subspaces in [2] is fulfilled.

It is not clear importance of restriction (10) outside the diagonal subspaces (i.e., on the set of all pairwise distinct subscripts) to approximate $U$- and $V$-statistics of an arbitrary order for dependent trials.

Mention also the important particular case when the bivariate kernel of a $V$-statistic is represented as an inner product $f(x,y) = (x,y)$ in a separable Hilbert space. In this case, the corresponding Von Mises statistic coincides with the Euclidian norm squared of a normalized sum of weakly dependent centered observations and we deal with the Central Limit Theorem (with respect to the class of all centered balls) for Hilbert-space-valued weakly dependent observation which was proved under various mixing conditions and the existence of the moment $E(X_1,X_1)$ (for example, see [12]).

3 Proof of Theorems 1 and 2 and Propositions 2 and 4

First of all, we formulate the following two auxiliary assertions which are versions of the classical Rosenthal moment inequality for sums of independent random variables.

**Theorem 3** (A [13]). Let $\xi_i$ be a sequence of centered random variables having finite moments of order $t \geq 2$ and satisfying $\varphi$-mixing with the restriction $\varphi := \sum_{k=1}^{\infty} \varphi^{1/2}(2^k) < \infty$. Then, for $t \geq 2$, the following inequality holds:

$$E \max_{1 \leq k \leq n} |S_k|^t \leq (tc(\varphi))^t \left( \sum_{i=1}^{n} E|\xi_i|^t + \left( \sum_{i=1}^{n} E|\xi_i|^2 \right)^{t/2} \right),$$

where the constant $c(\varphi)$ depends on $\varphi$ only.

**Theorem 4** ([3]). Let $\xi_i$ be a sequence of centered random variables with finite moments of order $t \geq 2$ satisfying $\alpha$-mixing and let, for some $\varepsilon > 0$ and even $c \geq t$, the following condition be fulfilled:

$$\sum_{k=1}^{\infty} k^{c-2} \alpha^{\varepsilon/(c+\varepsilon)}(k) < \infty.$$

Then there exists a constant $C$ depending on $t$ and the mixing coefficient $\alpha(k)$, such
that
\[ \mathbb{E}|S_n|^t \leq C \max \left( \sum_{k=1}^{n} \left( \mathbb{E}|\xi_k|^{t+\varepsilon} \right)^{t/(t+\varepsilon)}, \left( \sum_{k=1}^{n} \left( \mathbb{E}|\xi_k|^{2+\varepsilon} \right)^{2/(2+\varepsilon)} \right)^{t/2} \right). \]

**Proof of Theorem 1.** Consider the following partial sum for the above-mentioned multiple series expansion of the kernel \( f(t_1, \ldots, t_m) \):

\[ f_N(t_1, \ldots, t_m) := \sum_{1 \leq i_1, \ldots, i_m \leq N} f_{i_1, \ldots, i_m} e_{i_1}(t_1) \cdots e_{i_m}(t_m). \]

It is clear that, due to linearity of the functional \( U_n(\cdot) \), we have

\[ U_n(f_N) = \sum_{1 \leq i_1, \ldots, i_m \leq N} f_{i_1, \ldots, i_m} U_n(e_{i_1} \cdots e_{i_m}), \]

where

\[ U_n(e_{i_1} \cdots e_{i_m}) := n^{-m/2} \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}). \]

Further, by analogy with the above-mentioned arguments for independent observations, we represent the \( U \)-statistic as a sum of Von Mises statistics in which of them the summation is taken over all the subscripts (not necessarily pairwise distinct). Further, changing the order of summation, we start to study the random variables

\[ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} e_i(X_j), \frac{1}{n} \sum_{j=1}^{n} e_{i_1}(X_j)e_{i_2}(X_j), \ldots, \frac{1}{n^{k/2}} \sum_{j=1}^{n} e_{i_1}(X_j) \cdots e_{i_k}(X_j). \]

For each \( k > 2 \), these sums converge to zero in probability as \( n \to \infty \) since, by condition (16), there exists the finite moment \( \mathbb{E}|e_{i_1}(X_j) \cdots e_{i_k}(X_j)| \). Hence, by the law of large numbers for weakly dependent random variables, the following convergence is valid:

\[ \frac{1}{n} \sum_{j=1}^{n} e_{i_1}(X_j) \cdots e_{i_k}(X_j) \to \mathbb{E}e_{i_1}(X_j) \cdots e_{i_k}(X_j) \text{ in probability.} \]

So, for \( k > 2 \), we obtain

\[ \frac{1}{n^{k/2}} \sum_{j=1}^{n} e_{i_1}(X_j) \cdots e_{i_k}(X_j) \to 0 \text{ in probability.} \]

Therefore, the summands containing such sums as factors, converge to zero in probability as well. For \( k = 2 \), we also apply the law of large numbers to the sums
mentioned. Due to orthonormality of the basis, this limiting values coincide with the Kronecker symbol \( \delta_{i,k} \). Therefore, the limiting form of the partial sum is quite similar to that in the i.i.d. case:

\[
U_n(f_N) \xrightarrow{d} \sum_{1 \leq i_1, \ldots, i_m \leq N} f_{i_1, \ldots, i_m} \prod_{j=1}^{\infty} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j) =: \eta_{\infty N},
\]

where the random variables \( \{\tau_k\} \) have joint Gaussian distributions with the covariance matrix defined in \( (19) \). The last assertion is a consequence of the multivariate Central Limit Theorem for finite-dimensional projections of empirical processes based on stationary observations and indexed by the family of functions \( \{e_k\} \). In turn, the last result follows from the univariate CLT for stationary sequences and from the Cramér – Wold method to reduce the multivariate case to the univariate one \( [1, \text{Theorem 20.1}] \).

Further, using the well-known covariance inequalities for stationary sequences, we prove finiteness of the covariance we need.

(a) For \( \varphi \)-mixing, from \( [7, 17.2.3] \) and condition \( (9) \) it follows that

\[
|\mathbb{E} \tau_k \tau_l| \leq \left| \mathbb{E} e_k(X_1)e_l(X_1) \right| + \sum_{j=1}^{\infty} \left[ \left| \mathbb{E} e_k(X_1)e_l(X_{j+1}) \right| + \left| \mathbb{E} e_l(X_1)e_k(X_{j+1}) \right| \right] \\
\leq \delta_{k,l} + 2 \sum_{j=1}^{\infty} \varphi^{1/2}(j) < \infty.
\]

(b) For \( \alpha \)-mixing, due to \( [7, 17.2.2] \) and condition \( (18) \), we have

\[
|\mathbb{E} \tau_k \tau_l| \leq \left| \mathbb{E} e_k(X_1)e_l(X_1) \right| + \sum_{j=1}^{\infty} \left[ \left| \mathbb{E} e_k(X_1)e_l(X_{j+1}) \right| + \left| \mathbb{E} e_l(X_1)e_k(X_{j+1}) \right| \right] \\
\leq \delta_{k,l} + C \sum_{j=1}^{\infty} \alpha^{\epsilon/(2+\epsilon)}(j) < \infty.
\]

Notice that, in cases (a) and (b), the covariances \( \mathbb{E} \tau_k \tau_l \) uniformly bounded.

We now represent the prelimit and limit statistics in such a way:

\[
U_n(f) = U_n(f_N) + U_n(f - f_N),
\]

\[
\eta_{\infty} = \eta_{\infty N} + \overline{\eta_{\infty N}},
\]

where

\[
\overline{\eta_{\infty N}} := \sum_{\max\{i_k\}>N} f_{i_1, \ldots, i_m} \prod_{j=1}^{\infty} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j).
\]
Prove that, as $N \to \infty$, the random variables $U_n(f - f_N)$ and $\tau_{\infty N}$ converge to zero in mean. It is clear that

$$\mathbb{E} \left| \tau_{\infty N} \right| \leq \sum_{\max \{i_k \} > N} |f_{i_1, \ldots, i_m}| \cdot \mathbb{E} \left| \prod_{j=1}^{\infty} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j) \right|,$$

where, as was noted before, $\prod_{j=1}^{\infty} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j)$ is a polynomial of order $m$ of the variables $\tau_{j_1}, \ldots, \tau_{j_m}$ (see the notation in (15)), and all the coefficients of the polynomial depending on the multiplicity $r_1$ of subscripts in a fixed collection $(i_1, \ldots, i_m)$, have a universal upper bound depending only on $m$. The absolute moment of each monomial of this polynomial is bounded uniformly in $i_1, \ldots, i_m$. It suffices to show this property for the high-order member of the polynomial. Instead, by Hölder’s inequality and relation $\sum_{i \leq s} r_i = m$, we have

$$\mathbb{E} \left| \tau_{r_{j_1}}^{r_1} \cdots \tau_{r_{j_s}}^{r_s} \right| \leq \left( \mathbb{E} \left| \tau_{j_1} \right|^m \right)^{r_1/m} \cdots \left( \mathbb{E} \left| \tau_{j_s} \right|^m \right)^{r_s/m}.$$

Since the variances of the limit Gaussian random variables $\tau_i$ are uniformly bounded, their absolute moments of order $m$ are uniformly bounded as well. Hence, the moment $\mathbb{E} \left| \prod_{j=1}^{\infty} H_{\nu_j(i_1, \ldots, i_m)}(\tau_j) \right|$ is bounded uniformly over all $i_1, \ldots, i_m$. Therefore, condition (10) implies the limit relation $\mathbb{E} \left| \tau_{\infty N} \right| \to 0$ as $N \to \infty$.

Consider now the series tail in the expansion of $U$-statistic. We have

$$\mathbb{E} \left| U_n(f - f_N) \right| = n^{-m/2} \mathbb{E} \left| \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} (f(X_{j_1}, \ldots, X_{j_m}) - f_N(X_{j_1}, \ldots, X_{j_m})) \right|$$

$$= n^{-m/2} \mathbb{E} \left| \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} \sum_{\max \{i_k \} > N} f_{i_1, \ldots, i_m} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}) \right|$$

$$= n^{-m/2} \mathbb{E} \left| \sum_{\max \{i_k \} > N} \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} f_{i_1, \ldots, i_m} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}) \right|$$

$$\leq n^{-m/2} \mathbb{E} \left| f_{i_1, \ldots, i_m} \right| \mathbb{E} \left| \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}) \right|$$

$$= \sum_{\max \{i_k \} > N} \left| f_{i_1, \ldots, i_m} \right| \mathbb{E} \left| \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}) \right| \cdot n^{-m/2} \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}).$$

Consider the value

$$n^{-m/2} \sum_{1 \leq j_1 \neq \cdots \neq j_m \leq n} e_{i_1}(X_{j_1}) \cdots e_{i_m}(X_{j_m}). \quad (22)$$
Due to summability of the coefficients $|f_{i_1, \ldots, i_m}|$, it suffices to prove the uniform boundedness over all $i_1, \ldots, i_m$ of the value in (22). As before, we add and subtract into the multiple sum in (22) summations over diagonal subspaces obtaining a linear combination of monomials of the form

$$\frac{\sum_{j=1}^n e_{l_1}(X_j) \cdots e_{l_{m_1}}(X_j)}{n^{m_1/2}} \times \cdots \times \frac{\sum_{j=1}^n e_{l_{m_1+\cdots+m_{k-1}+1}}(X_j) \cdots e_{l_m}(X_j)}{n^{m_k/2}},$$

where $(l_1, \ldots, l_m)$ is a permutation of the multiindex $(i_1, \ldots, i_m)$ and the natural number $m_i$ satisfies the relation $m_1 + \cdots + m_k = m$, $k \leq m$, and the number of such monomials is bounded by a number depending on $m$ only. Thus, proving the uniform boundedness of the absolute moment of such monomials we now prove the uniform boundedness of the absolute moment of the value in (22). We have

$$\mathbb{E} \left| \frac{\sum_{j=1}^n e_{l_1}(X_j) \cdots e_{l_{m_1}}(X_j)}{n^{m_1/2}} \times \cdots \times \frac{\sum_{j=1}^n e_{l_{m_1+\cdots+m_{k-1}+1}}(X_j) \cdots e_{l_m}(X_j)}{n^{m_k/2}} \right|^{m_0/m},$$

where $m_0 = 0$. Prove that each of the factors above is uniformly bounded. Without loss of generality, one can verify this only for the first factor. Since in general the summands $e_{l_1}(X_j) \cdots e_{l_{m_1}}(X_j)$ are not centered, we consider separately the following two cases.

First, let $m_1 = 1$. In this case, we estimate moments of a sum of centered weakly dependent random variables. Under $\varphi$-mixing, we use Theorem A. Then

$$\mathbb{E} \left| \frac{1}{\sqrt{n}} \sum_{j=1}^n e_i(X_j) \right|^m \leq C_0(m) \left( \frac{1}{n} \sum_{j=1}^n \mathbb{E} \left( e_i(X_j)^2 \right) \right)^{m/2} + n^{-m/2} \sum_{j=1}^n \mathbb{E} \left| e_i(X_j) \right|^m\right) \leq C_0(m) \left( 1 + n^{-(m/2+1)} C(m) \right) \leq C_0(m) \left( 1 + C(m) \right).$$

Under $\alpha$-mixing, by Theorem B, we obtain

$$\mathbb{E} \left| \frac{1}{\sqrt{n}} \sum_{j=1}^n e_i(X_j) \right|^m \leq C_0(m) \left( \frac{1}{n} \sum_{j=1}^n \left( \mathbb{E} \left| e_i(X_j)^{2+\varepsilon} \right|^{2/(2+\varepsilon)} \right)^{m/2} + C_0(m)n^{-m/2} \sum_{j=1}^n \left( \mathbb{E} \left| e_i(X_j)^{m+\varepsilon} \right| \right)^{m/(m+\varepsilon)} \right) \leq C_1(m).$$
Now, let $m_1 \geq 2$. Then, by the arithmetical convexity inequality for sums and by Hölder’s inequality, we obtain the following simple estimate:

$$E\left| \sum_{j=1}^{n} e_{t_1}(X_j) \cdots e_{t_{m_1}}(X_j) \right|^{m/m_1} \leq n^{m/m_1} n^{-m/2} E\left| e_{t_1}(X_1) \cdots e_{t_{m_1}}(X_1) \right|^{m/m_1} \leq \sup_i E|e_i(X_1)|^m.$$ 

Thus,

$$E\left| U_n(f - f_N) \right| \leq C \sum_{\max\{i_k\} > N} |f_{i_1,\ldots,i_m}| \to 0 \text{ as } N \to \infty.$$

Theorem 1 is proved.

**Proof of Theorem 2.** Without loss of generality, we assume that the separable metric space $\mathfrak{X}$ is the support of the distribution $F$. It means that the space $\mathfrak{X}$ does not contain open balls having zero $F$-measure. Since all the basis functions $e_k(t)$ in (8) are continuous and bounded uniformly in $t$ and $k$, by the Lebesgue theorem on dominated convergence, these above facts imply continuity of the series in (8) under condition (10). It is easy to see that, in this case, the equality in (8) turns into the identity of the variables $t_1, \ldots, t_m$ since equality of two functions on an everywhere dense subset of $\mathfrak{X}$ implies their coincidence everywhere in $\mathfrak{X}$. Therefore, we can replace the variables $t_1, \ldots, t_m$ in identity (8) with arbitrarily dependent observations, in particular, coincident ones. This is a principal distinction from the proof of the previous theorem. Hence, for the all elementary events, the following representation holds:

$$V_n(f) = \sum_{i_1,\ldots,i_m=1}^{\infty} f_{i_1,\ldots,i_m} n^{-1/2} \sum_{j=1}^{n} e_{i_1}(X_j) \cdots n^{-1/2} \sum_{j=1}^{n} e_{i_m}(X_j).$$

Further arguments actually repeat the arguments (even in a simpler version) of the proof of Theorem 1. Theorem 2 is proved.

**Proof of Proposition 2.** Let $\{Y_i; i \geq 1\}$ be a sequence of independent random variables uniformly distributed on $[-1,1]$, and let $\{\xi_i; i \geq 1\}$ be a sequence of independent symmetric Bernoulli random variables which are independent of $\{Y_i\}$ as well. Set $X_i = Y_{i+\xi_i}$. The random variables $\{X_i\}$ form a stationary 1-dependent sequence. Notice that, in this case, the random variables $X_i$ are uniformly distributed on $[-1,1]$ as well. Thus, the stationary sequence $\{X_i\}$ satisfies $\varphi$-mixing condition and the restriction in (9). It is clear that, for the corresponding independent copies $X_1^*$ and $X_2^*$, we have $P(X_1^* = X_2^*) = 0$, but for the originals, we obtain

$$P(X_1 = X_2) = P(\xi_1 = 1) P(\xi_2 = 0) = 1/4.$$
Notice that, in the example under consideration, the basis functions and the coefficients in the series expansion in (8) do not depend on the values of the kernel \( f \) on the diagonal due to continuity of the marginal distribution. Let

\[
\sup_{|t_1|, |t_2| \leq 1} \left| f(t_1, t_2) \right| \leq 1.
\]

Now, change the diagonal values setting \( f(t, t) \equiv 1 + \beta \), for all \( t \in [-1, 1] \), where \( \beta > 0 \). Then \( P(f(X_1, X_2) = 1 + \beta) = 1/4 \). In the same time, the series on the right-hand side of (8) does not depend on \( \beta \).

It is easy to show that, in the example under consideration, the limit law will essentially differs from (12). Instead, represent the bivariate \( U \)-statistic with the symmetric canonical kernel \( f(t_1, t_2) \) in the form

\[
U_n = 2 \sum_{i<n} f(X_i, X_{i+1}) + \tilde{U}_n. \tag{23}
\]

Limit behavior of the first sum on the right-hand side (23) is simply studied since the random variables \( \{f(X_i, X_{i+1}); i \geq 1\} \) form 2-dependent stationary sequence for which the strong law of large numbers is valid. Hence, as \( n \to \infty \), the limit relation

\[
2 \sum_{i<n} f(X_i, X_{i+1}) \to 2\mathbb{E} f(X_1, X_2) = \mathbb{E} f(Y_1, Y_1)/2 \tag{24}
\]

holds with probability 1. Under the above-mentioned restrictions on the kernel, the limit equals \( \frac{1+\beta}{2} \).

The statistic \( \tilde{U}_n \) is based on the random variables \( f(X_i, X_j) \) under the condition \( |i - j| \geq 2 \) which provides independence of the random variables \( X_i \) and \( X_j \). Since the distribution of \( \tilde{U}_n \) (hence, and the limit one if it exists) does not depend on \( \beta \), this proves the assertion.

We now compute the above-mentioned limit law for the sequence \( \{\tilde{U}_n\} \) under absolutely summability of the sequence \( \{\lambda_k\} \) in the series expansion in (7) for the kernel \( f(t_1, t_2) \) under consideration. Notice that the kernel with the indicated properties exists (see the example after Remark 2 in the previous section). We note once again that, in the example under consideration, all the eigenvalues \( \lambda_k \) and all the basis functions \( e_k(t) \) do not depend on the diagonal values of the kernel (i. e., do not depend on \( \beta \) under the additional above-mentioned restrictions on the kernel). Since the statistic \( \tilde{U}_n \) consists only of the random values \( f(X_i, X_j) \) under the condition \( |i - j| \geq 2 \) which provides independence of the random variables \( X_i \) and \( X_j \),
we can replace \( f(X_i, X_j) \) with the corresponding double series from (7). Then

\[
\tilde{U}_n = \frac{1}{n} \sum_{i,j \leq n : |i-j| \geq 2} \sum_{k \geq 1} \lambda_k e_k(X_i) e_k(X_j)
\]

\[
= \sum_{k \geq 1} \lambda_k \left\{ \left( \frac{1}{\sqrt{n}} \sum_{i \leq n} e_k(X_i) \right)^2 - \frac{2}{n} \sum_{i<n} e_k(X_i) e_k(X_{i+1}) - \frac{1}{n} \sum_{i \leq n} e_k^2(X_i) \right\}
\]

\[
\xrightarrow{d} \sum_{k \geq 1} \lambda_k \left( \tau_k^2 - \frac{3}{2} \right),
\]

(25)

where \( \{\tau_k\} \) is a centered Gaussian sequence with covariances (19). To compute the weak limit as \( n \to \infty \), we use, first, the fact of the weak convergence of the collection of sequences (in other words, their finite-dimensional distributions) \( \{\frac{1}{\sqrt{n}} \sum_{i \leq n} e_k(X_i) ; k \geq 1\} \) to the Gaussian limit \( \{\tau_k ; k \geq 1\} \), second, the laws of large numbers both for the 1-dependent and 2-dependent stationary sequences \( \{e_k^2(X_i) ; i \geq 1\} \) and \( \{e_k(X_i) e_k(X_{i+1}) ; i \geq 1\} \) respectively, taking into account Proposition 3 as well as the relations \( \mathbb{E}e_k^2(X_1) = 1 \) and \( \mathbb{E}e_k(X_1)e_k(X_2) = 1/4 \) for all \( k \geq 1 \). Moreover, we used simple upper bounds for the absolute moments of remainders of the series in (25). So, from (23)–(25) we obtain the form of the limit law:

\[ U_n \xrightarrow{d} \mathbb{E}f(Y_1, Y_1)/2 + \sum_{k \geq 1} \lambda_k \left( \tau_k^2 - 3/2 \right). \]

The right-hand side coincides with (12), say, under the conditions of Remark 2 (or of Theorem 2) but does not coincide under the above-mentioned restrictions on diagonal values of the kernel \( f \). Proposition 2 is proved.

Proof of Proposition 4. Define the 1-dependent stationary sequence \( \{X_i\} \) by the scheme of Proposition 2 using i.i.d. random variables \( \{Y_i\} \) with the following distribution (different from that in Proposition 2):

\[ Y_1 = \begin{cases} 
   k & \text{with probability } p_k = 2^{-k-1}, \\
   -k & \text{with probability } p_k = 2^{-k-1}
\end{cases} \]

for all natural \( k \). We assume that \( \mathcal{X} \) coincides with the support of the distribution \( F \), i.e., with the set of all nonzero integers. It is easy to verify that the stationary sequence \( \{X_i\} \) satisfies condition (AC) since, under an arbitrary dependence of the components of the vector \( (X_{i_1}, \ldots, X_{i_m}) \), the support of its distribution is contained in the support of the \( m \)-variate distribution of \( (X^*_1, \ldots, X^*_m) \).
Consider in $L_2(\mathcal{X}, F)$ the sequence of functions

$$ e_0 \equiv 1; $$
$$ e_k(t) = \begin{cases} 2^{k/2} & \text{if } t = k; \\ -2^{k/2} & \text{if } t = -k; \\ 0 & \text{otherwise.} \end{cases} $$

It is clear that this sequence is an orthonormal basis in the space $L_2(\mathcal{X}, F)$. Let $\{\lambda_k\}_{k \geq 1}$ be an arbitrary sequence of positive numbers summable squared. Define a symmetric canonical kernel $f(t, s)$ by the formula

$$ f(t, s) := \sum_{k=1}^{\infty} \lambda_k e_k(t)e_k(s). $$

It is clear that

$$ f(k, l) = \begin{cases} \lambda_{|k|2^{|k|}} & \text{if } k = l; \\ -\lambda_{|k|2^{|k|}} & \text{if } k = -l; \\ 0 & \text{otherwise.} \end{cases} $$

Moreover, $\{\lambda_k\}$ and $\{e_k(t)\}$ are the respective eigenvalues and eigenfunctions of the integral operator with the kernel $f(t, s)$.

We now employ the expansion in (23). Using the same arguments as in (25), we obtain

$$ \tilde{U}_n \overset{d}{\to} \sum_{k=1}^{\infty} \lambda_k (\tau_k^2 - 3/2), \quad (26) $$

where $\{\tau_k\}$ is a Gaussian sequence with covariances (19) which, in the case under consideration, are calculated in such a way: $E\tau_k\tau_l = 0$ if $k \neq l$, and $E\tau_k^2 = 3/2$, i.e., the limit sequence consists of independent centered Gaussian random variables with the common variance 3/2. Therefore, by the Kolmogorov Three Series theorem (for example, see [3]), the series on the right-hand side of (26) converges almost surely; we need only summability squared of the sequence $\{\lambda_k\}$ at that. Consider in detail the limit behavior of the first sum in expansion (23). To transform this sum, use the following simple identity:

$$ f(X_i, X_{i+1}) = \xi_i(1 - \xi_{i+1})f(Y_{i+1}, Y_{i+1}) + \xi_i\xi_{i+1}f(Y_{i+1}, Y_{i+2}) $$
$$ + (1 - \xi_i)\xi_{i+1}f(Y_i, Y_{i+2}) + (1 - \xi_i)(1 - \xi_{i+1})f(Y_i, Y_{i+1}). $$
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Every term of the fourth summands on the right-hand side of this identity is the \(i\)th member of the corresponding 1- or 2-dependent stationary sequence. Hence, for each partial sum consisting of these summands except the first one, the strong law of large numbers is applicable and the corresponding normalized sums tend to zero almost surely due to degeneracy of the kernel. However, the law of large numbers is not applicable to the sum consisting of the summands \(\nu_i := \xi_i(1 - \xi_{i+1})f(Y_{i+1}, Y_{i+1})\) since the expectation \(E\nu_1 = \frac{1}{4} \sum k \lambda_k\) may be infinite. In this case, the limit behavior of the first sum on the right-hand side of (23) is described by the following

**Lemma 1.** Let \(\{\mu_k\}\) be a sequence of i.i.d. nonnegative random variables with infinite expectations. Then

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k \leq n} \mu_k = \infty.
\]

almost surely.

The proof of this simple assertion is a direct consequence of the Borel — Kantelli lemma since the condition \(E\mu_1 = \infty\) is equivalent to divergence of the series \(\sum k \mathbb{P}(\mu_k > Nk)\) for an arbitrary fixed \(N > 0\). From here we immediately conclude that

\[
\lim \inf \frac{1}{n} \sum_{k \leq n} \mu_k > N
\]

almost surely which was to be proved.

Notice that the requirement of nonnegativity of the summands is essential. The corresponding counterexample is constructed by i.i.d. random variables \(\mu_k\) with the Cauchy distribution.

Since the nonnegative identically distributed random variables \(\{\nu_k\}\) form a 1-dependent stationary sequence, splitting the corresponding partial sum into two ones (each of them consists of independent summands), we easily reduce the problem to that described above.

Thus, in the case under consideration, the existence of a finite weak limit for the \(U\)-statistics is equivalent to summability of the coefficients \(\{\lambda_k\}\). Proposition 4 is proved.
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