Abstract—Scalability remains one of the biggest challenges to the adoption of permissioned blockchain technologies for large-scale deployments. Namely, permissioned blockchains typically exhibit low latencies, compared to permissionless deployments—however at the cost of poor scalability. As a remedy, various solutions were proposed to capture “the best of both worlds”, targeting low latency and high scalability simultaneously. Among these, blockchain sharding emerges as the most prominent technique. Most existing sharding proposals exploit features of the permissionless model and are therefore restricted to cryptocurrency applications. A few permissioned sharding proposals exist, however, they either make strong trust assumptions on the number of faulty nodes or rely on trusted hardware or assume a static participation model where all nodes are expected to be available all the time. In practice, nodes may join and leave the system dynamically, which makes it challenging to establish how to shard and when.

In this work, we address this problem and present MITOSIS, a novel approach to practically improve scalability of permissioned blockchains. Our system allows the dynamic creation of blockchains, as more participants join the system, to meet practical scalability requirements. Crucially, it enables the division of an existing blockchain (and its participants) into two—reminiscent of mitosis, the biological process of cell division. MITOSIS inherits the low latency of permissioned blockchains while preserving high throughput via parallel processing. Newly created chains in our system are fully autonomous, can choose their own consensus protocol, and yet they can interact with each other to share information and assets—meeting high levels of interoperability. We analyse the security of MITOSIS and evaluate experimentally the performance of our solution when instantiated over Hyperledger Fabric. Our results show that MITOSIS can be ported with little modifications and manageable overhead to existing permissioned blockchains, such as Hyperledger Fabric. As far as we are aware, MITOSIS emerges as the first workable and practical solution to scale existing permissioned blockchains.

I. INTRODUCTION

Blockchains and decentralized applications thereof are evolving rapidly. The initial wave of interest in cryptocurrencies, initiated with Bitcoin [14], envisioned permissionless blockchains as an ideal solution to realize trustless payments over the Internet, allowing peers to exchange assets without the intermediation of financial institutions. Despite the initial fame, Bitcoin and follow-up permissionless systems have been found to suffer a number of shortcomings [9], precluding their adoption for real-world applications. A major obstacle to their widespread adoption is rooted in their probabilistic consistency and liveness guarantees, offering a rather weak notion of “eventual consensus”. Concretely, although blocks are generated at a regular pace, the blockchain nodes cannot be certain that these blocks are stable in the ledger—they can only become more confident that a given block will not be reverted as more blocks are added “on top” of it. Probabilistic finality of blocks directly reflects on the ledger in terms of transaction-confirmation time. This means that transactions cannot be confirmed with certainty, and after being included to the ledger, high-confidence confirmation is possible only once they are deep enough in the blockchain. Since confirmation time is slow, latency and throughput of permissionless systems are extremely limited compared to that of classical consensus protocols. In contrast, permissioned blockchains provide finality, meaning that once a block is included to the blockchain, it is already final (i.e., no rollback will be possible later on). This makes permissioned blockchains an attractive, faster alternative to permissionless solutions, particularly for realistic deployments. It is no surprise that prominent financial institutions are exploring permissioned blockchains to improve their services and modernize their businesses [6], and legal aspects of cryptocurrencies are being discussed [19]. On the downside, permissioned-based consensus protocols scale rather poorly in the number of consensus nodes, which limits their deployment to small- and medium-scale scenarios.

Major efforts in the blockchain space have been devoted to improving scalability, with blockchain sharding being the most prominent proposal. Blockchain sharding refers to the generic paradigm of employing multiple blockchains in parallel, the “shards”, operating different and more lightweight instances of the same consensus protocol. The idea is that running parallel instances allows boosting the transaction throughput roughly by a factor equal to the number of shards. Notwithstanding the efficiency gain, popular solutions (such as Elastico [13], Omniledger [10], RapidChain [25], and Monoxide [23]) can hardly meet both scalability and security requirements [3]. In fact, most sharding proposals are designed for, and exploit features of, the permissionless model, which considerably restricts their practical suitability to cryptocurrency applications. To the best of our knowledge, all sharding proposals assume a
Our solution is inspired by mitosis, the cell division process in biology in which a parent cell divides into two or more child cells: we propose a novel mechanism, dubbed MITOSIS, to practically give birth to new blockchains by splitting an existing one. Based on this intuitive approach to create new blockchains, we investigate the necessary conditions so that the chain-splitting process can be operated securely. Particularly, we analyse how trust assumptions on the parent chain impact the security of the child chains, and identify sufficient requirements on the parent chain, in terms of tolerated faults, to ensure consistency and liveness for both child chains despite crash-or Byzantine failures, thereby enabling to bootstrap trust from the parent chain to its child chains.

MITOSIS leverages parallelism in order to scale permissioned blockchains with dynamic membership (i.e., where new users can join at any time), as it allows increasing the number of system participants arbitrarily while preserving the high throughput of a small-scale system. Moreover, MITOSIS enables different blockchains to communicate with each other, meeting high standards for blockchain interoperability. This means that users belonging to different blockchains can easily interact, e.g., to transfer assets from one blockchain to another. Our design particularly supports knowledge transfer and asset transfer across blockchains [26], thereby letting users prove statements about the state of their chain to users of different chains, as well as to move asset from one chain to another. Our system also offers a chain-fusion procedure that, opposite to division, combines two blockchains into one (as in the fusion of cells), in case some of the blockchains significantly shrink in size.

Our contributions can be summarized as follows:

- We present MITOSIS, a methodology to create new blockchains by recursively splitting an existing system into two child systems. We employ MITOSIS to develop a flexible permissioned blockchain ecosystem for large-scale deployment, in which blockchains can self-organize to keep the system scalable and functional. Based on its increased dynamism, our solution improves upon sharding and is in fact compatible with existing schemes supporting sharding, by additionally allowing the dynamic creation of heterogeneous shards.
- We analyse the security requirements for blockchain splitting, particularly in terms of tolerated faults, and we discuss techniques to instantiate chain division such that the robustness requirements are met.
- We show how to integrate our proposal in Hyperledger Fabric which only supports homogenous shards (with no communication between shards).

As far as we are aware, MITOSIS is the first complete and practical blockchain system which securely enables the creation of new blockchains as the need arises, and allows them to evolve over time to meet specific scalability requirements. We believe that such a model fits very well with the current deployments of permissioned blockchains, such as Hyperledger Fabric, as it enables the creation of a flexible, scalable, and secure system for permissioned blockchains.

The remainder of this paper is organized as follows. In Section II we discuss the problem statement in detail. We present our solution in Section III, and analyse its security in Section IV. In Section V we discuss a practical instantiation of our blockchain ecosystem based on Hyperledger Fabric. We discuss implementation details in Section VI, and we report on the performance of our MITOSIS instantiation based on an empirical evaluation. We conclude the paper in Section VII.

II. Problem Statement & Background

In this section, we discuss in detail the problem addressed by our work. Along the way, we also introduce background concepts and terminology.

A. Distributed Consensus

A blockchain protocol allows users to agree on a totally ordered sequence of transactions, i.e., a decentralized transaction ledger, to enable a consistent execution of these transactions in a distributed system. Blockchains are therefore instantiations of total-order broadcast (a.k.a. consensus) protocols. Their main properties are expressed in terms of consistency, meaning that the various participants agree on the ledger state, and liveness, ensuring that transactions are included to the local ledgers of participants relatively quickly. Distributed consensus protocols are designed to be resilient to a limited number of failures, thereby tolerating crashes and Byzantine faults respectively.1 Namely, crash-fault and Byzantine-fault tolerance (CFT, resp. BFT) require consistency and liveness to hold despite some of the participants being faulty.

Depending on the participation model, blockchains can be categorized into permissionless, run among anonymous and mutually untrusted participants, and permissioned, where users

1A Byzantine participant may deviate from the prescribed protocol in arbitrary ways, and even be controlled by an attacker.
TABLE I: Evaluation of existing sharding solutions and our proposal (cf. Section III) according to the criteria: Participation Model, Transaction Model, Support for Heterogeneous Shards; Support for Dynamic Sharding; Support for Shard Fusion.

| Protocol               | Participation Model | TX Model | Heterogeneous Shards | Dynamic Sharding | Shard Fusion |
|------------------------|---------------------|----------|----------------------|------------------|--------------|
| OmniLedger [10]        | Permissionless      | UTXO     | x                    | x                | x            |
| RapidChain [25]        | Permissionless      | UTXO     | x                    | x                | x            |
| Monoxide [23]          | Permissionless      | UTXO     | x                    | x                | x            |
| Horizontal channels [2] | Permissioned       | UTXO     | x                    | x                | x            |
| AHL [7]                | Permissioned        | account-based | x            | x               | x            |
| SharPer [1]            | Permissioned        | account-based | x            | x               | x            |
| Mitosis (this work)    | Permissioned        | account-based | ✓            | ✓               | ✓            |

have explicit identities known to everybody at the protocol outset. Permissionless blockchains provide a relatively weak consistency property; a transaction is more likely to be stable the deeper it is the ledger. Such probabilistic guarantee implies a slow confirmation time—about 10 minutes for Bitcoin and 5 minutes for Ethereum—which severely limits throughput to at most tens of transactions per second (tps) for Bitcoin and Ethereum. In contrast, permissioned blockchains can use classical consensus protocols, which offer finality and therefore provide a much lower latency—popular consensus implementations can confirm thousands of transactions per second [12]. On the downside, consensus protocols require a few rounds of interaction among all participants, requiring high communication complexity to reach agreement on each block entry (typically $O(n^2)$ where $n$ is the number of participants), which severely hinders scalability. For instance, increasing the number of consensus nodes from 50 to 100 reduces the throughput from around 1000 to 100 tps.

B. Challenges in Scaling Permissioned Blockchains

Scalability remains the major challenge for the adoption of permissioned blockchains in real-world applications. Most existing solutions, e.g., FastBFT [12] and Hotstuff [24], aim at reducing the communication complexity. Despite improving performance, all these solutions still rely on a classical consensus algorithm at their core, and the effective scalability gain is limited to one order of magnitude at best (from a few tens to hundreds of nodes). Other scalability proposals fall in the domain of permissionless systems. Broadly, these proposals provide “on-chain” (or “layer 1”) solutions such as sharding and DAG-based protocols [17], [21], [22], that directly operate on the consensus layer, and “off-chain” (or “layer 2”) solutions, e.g., payment channels [16], [18] and side-chains [4], [11], which handle the smart-contract layer only. In this work, we focus on Layer 1 solutions.

Sharding appears as the most promising on-chain method to improve scalability and performance of blockchain protocols, with prominent instantiations such as RapidChain [25] and Monoxide [23]. These solutions are designed for the permissionless model, particularly, they assume a UTXO model which does not generalize beyond cryptocurrency applications. In the context of permissioned blockchains, Androulaki et al. [2] propose horizontal channels envisioned for Hyperledger Fabric. This proposal however also relies on the UTXO model, for enabling fast cross-shard transactions, hence its applicability to Fabric and other permissioned systems is unclear. Besides, it implements sharding at the smart-contract layer and not on the consensus layer.

A sharding proposal built on Fabric is Attested HyperLedger (AHL) [7]. In AHL, each shard runs an optimized consensus protocol based on PBFT [5], requiring consensus nodes to run trusted hardware to prevent Byzantine nodes from equivocating, thereby reducing the tolerated faults from $\frac{n-1}{3}$ to $\frac{n-1}{2}$ (this is similar to FastBFT [12]). In the same vein, SharPer [1] aims at improving scalability of sharded permissioned blockchains, however, it dramatically limits the number of tolerated faults (e.g., $f < \frac{n}{2}$ for Byzantine faults) and leverages this assumption to deterministically create $\sqrt{n}$ shards that provably meet the consensus bound (this is analogous to the deterministic assignment scheme we discuss in Section III-D). The only solution we are aware of that proposes a dynamic sharding approach is GearBox, a concurrent and independent work by David et al. [8] that leverages the safety-liveness dichotomy to decrease the shard size while preserving security. GearBox uses a control chain (which is assumed to be always live) to monitor the progress of the other shards, and it triggers shard reconfigurations dynamically whenever a deadlock is detected.

All the aforementioned solutions follow a common theme: they assume a large, fixed set of nodes and make it scale via sharding. This entails partitioning the set of nodes into $m$ subsets—where $m$ is the number of shards—at the protocol onset, and parallelize transaction processing among the $m$ shards, with the effect of boosting throughput roughly by a factor $m$. These solutions make the implicit assumption that all participating nodes are fixed upfront and keep participating in the consensus throughout the lifetime of the system. Moreover, existing sharding solutions are rigid in enforcing all shards to be homogeneous, i.e., they run the same consensus protocol and ensure security under the same conditions. Some applications may however benefit from a more flexible sharding scheme that allows different shards to run different consensus protocols, so that each shard can choose the best option given local conditions. This is particularly true under a dynamic-participation model, where new participants may join and existing participants may leave the system. Various works in the permissionless model recognise that dynamic participation is desirable in practice. However, to the best of our knowledge, existing sharding solutions do not offer support for dynamic participation. Under a dynamic participation model, it is not clear a priori how to shard, and when, in order to ensure optimal throughput. Existing sharding systems instead assume
that these optimal conditions are known at initialization time. We believe these limitations may challenge the adoption of sharding in practice.

Ideally, a truly scalable system should be able to dynamically adapt to external conditions, triggering sharding under high participation, and being able to merge shards in case of low participation. To the best of our knowledge, currently there is no solution for permissioned blockchains that can reactively self-organize to meet optimal performance.

III. MITOSIS: Overview and Design

In this section we present MITOSIS, our proposal to realize a secure, scalable, and flexible system of autonomous and interoperable blockchains. Our goal is to design an effective approach to mitigate the scalability challenges in permissioned blockchains (cf. Section II). MITOSIS can be instantiated within existing permissioned blockchain frameworks with minimal modifications, as we discuss in Section V and show empirically in Section IV.

A. System Model and Assumptions

We assume the standard blockchain communication model where users communicate with each other over a partially synchronous network. We consider a permission-based model, where explicit registration is required for becoming a member of the system. Conforming with most existing permissioned blockchains, users can have the following roles: Clients, or regular users, utilize the service provided by the blockchain. They submit requests in the form of transactions (e.g., a trading request in financial applications). Validators, or blockchain nodes, verify the clients’ transactions and commit them to the blockchain, so that the corresponding requests are processed. For the sake of abstraction, we assume a membership service maintaining members’ information in a dedicated registry, so that members can retrieve information on-demand. The registry provides a means to identify members among each others, and acts as a discovery mechanism for new members. Upon registering, a user \( u \) obtains an account \( A_u \) linking the user’s identity \( u \), the corresponding public key \( p_k_u \), and possibly additional information about the user, depending on the application.

B. Overview of MITOSIS

In MITOSIS, we envision a blockchain ecosystem with multiple blockchains running autonomously. Each chain \( C \) comprises a set of users \( U_C \) sharing a given business logic. The clients of a chain \( C \) issue transactions, which are included to the transaction ledger \( L_C \)—distributed across blockchain nodes. The ledger is an ordered sequence of transactions, agreed upon by the validators running a dedicated consensus protocol. We denote by \( V_C \subseteq U_C \) the validator set of chain \( C \). In the rest of the paper, we refer to the size of the validator set, denoted by \( |V_C| \), as the size of chain \( C \). Every validator \( v \in V_C \) is expected to store its own local copy \( L_{C,v} \) of the ledger, and to participate in the consensus protocol for extending the ledger with new transactions.

Each chain in MITOSIS can adopt its own consensus protocol regardless of the choice of other chains, operating as an autonomous system. Different blockchains can however interact with each other, e.g., to transfer assets across different chains. Interoperability among the various chains is enabled through dedicated functionalities that let a chain read from, or (conditionally) write to, the state of another chain. Our system allows blockchains to form and evolve dynamically as new members join the system.

At the core of MITOSIS is a mechanism that lets the various blockchains to self-organize and dynamically create new sibling chains, as the need comes. Essentially, an existing blockchain may trigger the division of itself in order to increase throughput by parallelising the processing of transactions. In contrast to blockchain sharding, where “parallel processing” translates to the various shards splitting the load of transaction processing under the same consensus, our solution can be seen as a way to realize fully autonomous shards which operate independently of each other and possibly under different consensus protocols. Moreover, our system triggers chain division dynamically and only for those chains experiencing a performance congestion, therefore offering higher flexibility. In Figure 1 we provide a high-level illustration of how (the set of validators of) the blockchains in our system evolve, as new participants join, compared to blockchain sharding. MITOSIS enables parallelising the processing of transactions, as in sharding, while also keeping the size of each shard small (in our case, a “shard” consists of an autonomous permissioned blockchain).

Here, the main obstacle to keeping the shard size small when splitting is to prevent faulty nodes from concentrating in one shard, as this may lead to a violation of the consensus bounds. This is the main challenge that all sharding systems need to overcome. To do so, existing sharding techniques refresh all shards periodically, running dedicated reconfiguration protocols. In contrast, MITOSIS triggers chain division recursively, creating two sibling chains at a time, and a new division is triggered only once a given chain has become sufficiently large (cf. Figure 1). Crucially, a chain becomes “sufficiently large” by extending its set of nodes, roughly doubling in size, and the newly added nodes have the effect of re-balancing the faulty ratio, thereby ensuring that division does not compromise robustness. More specifically, the new nodes who join the system are faulty according to a given ratio \( \frac{2}{n} \)—strictly below the threshold tolerated by the consensus protocols adopted in the chains. Therefore, even if one chain-splitting operation led to the creation of a “more faulty” chain, i.e., with a faulty ratio slightly above \( \frac{2}{n} \) (which can happen with a small probability), doubling the size of such chain by adding new nodes pushes the ratio “back” to \( \frac{1}{n} \).

We proceed with describing the various routines to create and evolve chains in our system in Section III-C. In Section III-E, we also discuss how to enable cross-chain communications among the various chains in the system.
C. Chain Management

**Chain creation.** This process enables the creation of a blockchain “from scratch” (in contrast to creating it via chain division, which we describe later). It requires setup among a set of users to establish the configuration of a new blockchain, which include: a unique identifier $C$ for the chain, a set of validators $V_C$, the specification of a consensus protocol $\Pi_C$, a set $C_S$ of clients (where $U_C = C_S \cup V_C$ provides all users in $S$), and the initial distribution of assets $A[u]_{u \in U_S}$ among users in $C$. As MITOSIS is application-agnostic, we abstract away this phase and declare a chain $C$ to be created upon request of the relevant (registered) validators in $V_C$. Compactly,

$$L_C[0] \leftarrow \text{ChainCreation}(V_C, \langle \text{config} \rangle)$$  \hspace{1cm} (1)

indicates the creation of chain $C$, with validator set $V_C$ and configuration specified in $\langle \text{config} \rangle$. Upon completion of this phase, all validators in $V_C$ are provided with the genesis block $L_C[0]$—which summarizes pertinent information about the chain. They can hence start running the blockchain and extending the ledger.

**Joining a chain.** This procedure is necessary when a user $u$ wishes to become a member of a given chain $C$. For clients, it is sufficient to submit a registration transaction directly to the validators $V_C$. However, if $u$ wants to become a validator of $C$, the request is first examined by the existing validators against some pre-established access-control policies and, if the request fulfils the policies, a configuration update is triggered for including $u$ to $V_C$, leading an actual reconfiguration step to update $V_C \leftarrow V_C \cup \{u\}$. The update is recorded in the registry.

**Chain division.** This is the core procedure of our system, and the most crucial for security (as we analyse in Section IV). It enables the division of a blockchain $C$, dubbed *parent chain*, for “giving birth” to two new chains $C_1$ and $C_2$, the *child chains*. Concretely, it triggers the partitioning of the validator set $V_C = V_{C_1} \cup V_{C_2}$, so that the validators in $V_{C_i}$ become members of child chain $C_i$. In this way, it maintains manageable validator sets with optimal size and, therefore, optimal throughput. Chain division is inspired by the biological process of cell division, i.e., *mitosis*, that creates two child cells from a parent cell.

The chain-division process may be triggered by various events, depending on the application scenario and consensus implementation. For instance, the system could be set to support a maximum chain size $n_{max}$: in this case, chain division is requested as soon as one of the system’s chains $C$ reaches the pre-established maximum size $|V_C| \geq n_{max}$. Alternatively, the system could monitor the transaction throughput of each chain and trigger chain division in case the measurements show a significant and long-lasting throughput drop. Our system does not make any restriction in this regard. Since our solution is application-agnostic, we abstract away the specific mechanism used and assume an implicit triggering event.

We specify the instructions for each validator $v_i \in V$ to execute the chain division process in Algorithm 1.

Let $C$ be the parent chain and let $V$ be its validator set. The division process is initiated by any validator $v_i$ that, upon observing the pre-established condition for division (i.e.,
Algorithm 1 Chain Division process.

1: procedure ChainDivision(C, V) \> Code for \( v_i \in V \)
2: \quad \text{upon trigger event do:}
3: \quad \quad send \((\text{DIVIDE}, C, v_i)\) to all \( v_j \in V \)
4: \quad \quad \text{upon deliver} \((\text{DIVIDE}, C, \text{initiator})\) do:
5: \quad \quad \quad Verify trigger event
6: \quad \quad \quad if initializer \( \neq v_i \) do:
7: \quad \quad \quad \quad Verify initializer \( \in V \)
8: \quad \quad \quad \quad \( s_i \leftarrow \text{Sign}(pk_i, \text{DIVIDE}, C, \text{initiator}) \)
9: \quad \quad \quad \quad send \((\text{DIVIDE}, C, \text{initiator}), s_i)\) to all \( v_j \in V \)
10: \quad \quad \quad \quad \text{acks} \leftarrow \emptyset
11: \quad \quad \quad \text{upon deliver} \((\text{DIVIDE}, C, \text{initiator}), s_j)\) from \( v_j \) do:
12: \quad \quad \quad \quad Verify \( s_j \) for message \((\text{DIVIDE}, C, \text{initiator})\)
13: \quad \quad \quad \quad \text{acks} \leftarrow \text{acks} \cup \{s_j\}
14: \quad \quad \text{upon} \(|\text{acks}| \geq \text{quorum}\) do:
15: \quad \quad \quad \text{trigger} \((V_1, V_2) \leftarrow \text{ChainDivision.Assign}(V)\)
16: \quad \quad \quad \text{trigger} \((C_1, C_2) \leftarrow \text{ChainDivision.Reconfig}(C)\)
17: end procedure

\( \text{trigger event} \) in line 2), issues a division request to all validator in \( V_C \). As soon as a validator \( v_j \) receives the division request, it verifies that the triggering event happened and, if this is the case, broadcast an acknowledgment to proceed with chain division (cf. line 9). The acknowledgment is a signature, under \( v_j \)’s registered signing key, of the division request. After sufficiently many acknowledgements have been collected (cf. line 14), specifically, at least \( \text{quorum} \) many depending on the consensus protocol (a typical choice could be \( \text{quorum} \geq (1 - \alpha)|V| \) where \( \alpha \) is the tolerated failure threshold), chain division proceeds with the actual split of the chain \( C \) and its validator set \( V_C \).

This second phase comprises: a validator assignment scheme denoted by \( \text{ChainDivision.Assign} \), to split \( V \) into two subsets \( V_1 \) and \( V_2 \), the validator sets for the child chains to be created; and a reconfiguration protocol denoted by \( \text{ChainDivision.Reconfig} \), for replacing the original blockchain \( C \) with two new chains \( C_1 \) and \( C_2 \) and making sure the child chains are initialized consistently with the parent chain. Compactly:

\[
(V_1, V_2) \leftarrow \text{ChainDivision.Assign}(V) \quad (2)
\]

\[
(C_1, C_2) \leftarrow \text{ChainDivision.Reconfig}(C) \quad (3)
\]

Algorithm \( \text{ChainDivision.Assign} \) defines a method to partition \( V \) into \( V_1 \) and \( V_2 \). For robustness purposes, the assignment method should be robust in the sense of ensuring that for each child chain, the faulty participants in \( V_i \) are below \( \alpha_i|V_i| \), where \( \alpha_i \) is the tolerated failure threshold for the consensus protocol of chain \( C_i \), i.e., the maximum tolerated fraction of non-c!orrect participants. The assignment of validators is crucial for robustness in the presence of faulty processes, as we discuss in greater detail in Section III-D (and analyse formally in Section IV).

Once the assignment of validators to sets \( V_1 \) and \( V_2 \) has been established, the validators in \( V_1 \) set up a new blockchain \( C_1 \); this step is similar to the creation of a new chain “from scratch”, with the exception that both blockchains \( C_1 \) and \( C_2 \) must be consistent with the state of their parent blockchain \( C \). Namely, the state of each child chain \( C_i \) is fully described by its ledger \( L_{C_i} \), and the latter reproduces all information about validators and assets registered in \( L_C \), for all validators \( v \in V_{C_i} \).

Notice that, to ensure consistency of the child ledgers with the parent ledger, it is necessary that all (honest) validators agree on the state of ledger \( L_C \) prior to initiating the reconfiguration protocol.

Upon initialization of both child chains \( C_1 \) and \( C_2 \), the corresponding validators issue a configuration-update request to the membership service, so that the division of chain \( C \), with corresponding creation of chains \( C_1 \) and \( C_2 \), is registered. Upon completion of this step, the newly created chains can start operating. From this moment on, they proceed autonomously and independently of each other.

Chain fusion. Complementing the chain-division procedure, \textsc{Mitosis} also supports a fusion operation that creates a single set of validators \( V' \) by merging two existing validator sets \( V_1 \) and \( V_2 \). Similarly, to chain division, this operation triggers a reconfiguration step aimed at replacing the two blockchains \( C_1 \) and \( C_2 \) with a new blockchain \( C' \). Unlike chain division, chain fusion does not present any particular challenge in terms of robustness. However, when combining heterogeneous chains that use different consensus protocols, in particular, that guarantee correctness for different failure thresholds \( \alpha_1 \neq \alpha_2 \), the resulting merged chain will be resilient to the smallest failure ratio, i.e., \( \alpha' \leq \min\{\alpha_1, \alpha_2\} \).

D. Validator Assignment Scheme

The validator assignment scheme is a crucial subroutine of the chain division process (cf. Section III-C), as it determines which validators in the parent chain \( C \) are assigned to which of the child chains. Its design depends on the ratio \( \beta \) of (crash- or Byzantine) failures in the parent chain (i.e., \( f = \beta |V| < \alpha |V| \)), as well as on the tolerated thresholds \( \alpha_1 \) and \( \alpha_2 \) for the two child chains. Namely, the assignment scheme must ensure the ratio of failing participants is below \( \alpha_i \) in both child chains. We discuss two alternatives, a deterministic assignment and a randomized assignment.

**Deterministic Assignment.** The robustness condition is automatically fulfilled by assuming a more conservative bound on the fraction of tolerated faults in \( V \). Namely, if the consensus protocol run by chain \( C_i \) can tolerate a number of faulty nodes below \( \alpha_i|V_i| \), then requiring a bound \( f < \frac{\alpha_i}{2} |V| \) in the parent chain, where \( f \) is the number of faulty nodes in \( V \), suffices to guarantee robustness in both child chains. That is, the conditions for consistency and liveness are met regardless of how the validators are assigned to the child chains. One such deterministic assignment scheme could simply rank validators in \( V \) (e.g., following the lexicographic order of the validator’s identifiers), hence assign the first \( n/2 \) validators in the ranking to \( V_1 \), and the other validators to \( V_2 \).
Randomized Assignment. An alternative method to assign validators to the child chains could leverage randomization to distribute the failing nodes between \( V_1 \) and \( V_2 \) according to the ratio \( \alpha_1 : \alpha_2 \), so that the failure ratios are preserved with high probability. Compared to a deterministic assignment scheme, using randomization allows to tolerate a higher number of faults in \( C \), at the price of providing probabilistic security guarantees. We analyse sufficient conditions for the security of chain division under a randomized assignment scheme in Section IV. Crucially, in the case of malicious nodes controlled by an attacker, the scheme must also prevent Byzantine nodes from biasing the randomness used—to prevent the attacker from influencing the selection of validators and gather all of its nodes in one chain (we call this a “Byzantine gathering”). One such robust assignment scheme could rank validators based on publicly available randomness extracted from the blockchain, e.g., by cryptographically hashing each validators’ identifier with recent blockchain content.

E. Cross-chain Communication

So far, we discussed the relevant routines to manage the various chains in the system, at the blockchain level, which only involve the validators maintaining the platform. In the sequel, we discuss the services provided by MITOSIS to clients. Besides standard transaction processing within one chain, our system support the communication between different chains, thereby letting clients issue cross-chain transactions. Concretely, we provide two smart-contract functionalities that clients can use to communicate with (the clients of) other chains: transfer of knowledge and transfer of asset.

Transfer of Knowledge (ToK). This functionality allows proving a statement, defined through a predicate \( P \), about a given blockchain. The predicate can be evaluated on a source chain \( C_s \) using local information, and is then shown to be correct on a target chain \( C_t \). The ToK protocol is run between two participants, a client \( P \) that acts as a prover, and a third party (another client or a blockchain) in the role of a verifier \( V \). It is defined by the following two algorithms:

1) ToK.GenerateProof(\( P, \tau \)), which receives as input a predicate \( P \) and a tag \( \tau \), and returns a valid proof \( \pi \) if the predicate is true, otherwise it returns an error \( \perp \).
2) ToK.VerifyProof(\( \pi, \tau \)), which receives as input a proof \( \pi \), a tag \( \tau \), and returns a verdict \( v \in \{0,1\} \) about the validity of the proof.

The protocol is as follows: \( P \) retrieves a freshness tag \( \tau \) from \( V \) and invokes ToK.GenerateProof(\( P, \tau \)) for a pre-established predicate \( P \). If this invocation returns an error, the transfer of knowledge fails—either the predicate is incorrect, or it requires information which is unavailable to \( P \). Otherwise, a proof \( \pi \) for the validity of \( P \) is generated, hence \( P \) can forward \( \pi \) to \( V \). The verifier finally invokes ToK.VerifyProof(\( \pi, \tau \)) to validate the provided proof. A negative outcome means that either the predicate is not valid (specifically: no valid quorum in chain \( C_s \) has signed the predicate) or it is not fresh (i.e., the tag is no longer valid).

Transfer of Asset (ToA). This functionality enables the transfer of a given asset from one chain to another. We build ToA based on Transfer of Knowledge, using an additional locking mechanism. We define ToA through the following algorithms:

1) ToA.Lock(\( a, A_t, C_t \)), which locks an asset \( a \) (on source chain \( C_s \)) so that it can be later retrieved on target chain \( C_t \) by address \( A_t \). Invoking this function makes the asset temporarily unavailable in chain \( C_s \), until the transfer is resolved. A successful call to ToA.Lock triggers a transfer of knowledge about the inclusion of a lock transaction in chain \( C_s \), and it generates a proof \( \pi_{\text{lock}} \) that the asset has been locked.
2) ToA.Claim(\( \pi_{\text{lock}} \)) which verifies the proof \( \pi_{\text{lock}} \) and, if the proof is valid, it creates the associated asset in chain \( C_t \) and links it to address \( A_t \). Regardless of whether the proof is valid or not (i.e., the verdict is either \( v = 1 \) or \( v = 0 \)), the corresponding transaction along with \( v \) is recorded into chain \( C_t \). A ToK returns a proof \( \pi_{\text{claim}} \) in case of success, or a proof \( \pi_{\text{abort}} \) if the claim has failed.
3) ToA.Resolve(\( \pi \)) which completes the ToA process by either rolling back the locking in case of abort (\( \pi = \pi_{\text{abort}} \)), or deleting the locked asset in \( C_s \) (if \( \pi = \pi_{\text{claim}} \)). Invalid proofs are discarded, and do not change the state of the locked asset.

We will describe how to integrate the two functionalities just described within existing permissioned blockchains in Section V.

IV. Security Analysis

In this section, we analyse the security of MITOSIS for the case of a randomized assignment of validators, identifying sufficient conditions for preventing gatherings of faulty nodes (cf. Section III-D). Specifically, we determine how many faulty participants can be tolerated in the parent chain to ensure that violations of the security bounds in the child chains are unlikely.

Let \( V \) be the validator set of the parent chain, let \( |V| = n \), and let \( V_1 \) and \( V_2 \) denote the validator sets of the derived child chains, with \( n_i = |V_i| \).

Let \( f \) denote the number of faulty nodes in \( V \). We assume that the number of faulty participants in the parent chain is bounded by a constant fraction of the overall participant, i.e., \( f < \alpha n \) for some protocol-specific threshold \( 0 \leq \alpha \leq \frac{1}{2} \). For instance, \( \alpha = \frac{1}{3} \) for asynchronous BFT consensus, meaning that the protocol can tolerate up to 33% Byzantine faults.\(^2\)

The security of chain division requires the consensus bound to hold for the child chains, too: if \( f_i \) denotes the number of faulty nodes in \( V_i \), then we require \( f_i < \alpha n_i \) for \( i = 1, 2 \), where \( \alpha_1 \) and \( \alpha_2 \) depend on the consensus protocols run by the individual chains.

In the rest of this section, we assume for simplicity the same consensus bounds for all three chains, i.e., \( \alpha = \alpha_1 = \alpha_2 \), and

\(^2\)Different protocols might tolerate a different fraction of faulty nodes, for instance, \( \alpha = 1/2 \) suffices for synchronous BFT protocols and asynchronous CFT protocols.
let chain division split $V$ into two halves, i.e., $n_i = \frac{n}{2}$. Notice that if the number of faults in $V$ is just below the tolerated threshold, i.e., $f = \lfloor \alpha (n - 1) \rfloor$, preserving security after splitting requires that the sibling chains contain exactly $f_1 = \frac{f}{2}$ faulty nodes each. Although a randomized assignment is likely to distribute the faulty nodes equally among the two sibling chains, statistical fluctuations may create an imbalance—leading to violating the consensus bound in one of the sibling chains. In contrast, if the fraction of faulty participants in $V$ is sufficiently small—strictly below the consensus bound—the sibling chains still meet the consensus bounds with high probability.\(^3\) Below we formalize this intuition.

Let $f = \beta n$ be the actual number of faulty participants in the parent chain, with $\beta < \alpha$. We assume a randomized process that assigns each validator in $V$ to either of the sets $V_1$ and $V_2$ uniformly at random, subject to the restriction that $n_1 = n_2 = \frac{n}{2}$. For the sake of analysis, we consider $\frac{n}{2}$ nodes being selected uniformly at random from $V$ (without replacement) and assigned to $V_1$, and have the remaining nodes assigned to $V_2$. Then the number of faulty nodes assigned to each sibling chain, $f_1$ and $f_2$, are dependent random variables with relation $f_1 + f_2 = f$ and hypergeometric distribution $f_i \sim H(n, f, \frac{n}{2})$, which we recall below.

Table II summarizes the relevant variables and symbols used throughout the analysis.

| Variable | Description | Requirements |
|----------|-------------|--------------|
| $n$      | Number of nodes in $V$ | - |
| $\alpha$ | Threshold of tolerated faults in $V$ | $f < \alpha n$ |
| $f$      | Number of faulty nodes in $V$ | - |
| $\beta$  | Actual fraction of faulty nodes in $V$ | $f = \beta n$ |
| $n_i$    | Number of nodes in $V_i$ | $n_1 = n_2 = \frac{n}{2}$ |
| $\alpha_i$ | Threshold of tolerated faults in $V_i$ | $f_i = \alpha_i \frac{n}{2}$ |
| $f_i$    | Number of faulty nodes in $V_i$ | $f_1 + f_2 = f$ |

\(^3\)A similar argument applies to the committee selection in sharding protocols.

For $0 \leq t \leq n \frac{M}{N}$, the following tail bounds hold:

\[
\Pr [X \geq \mathbb{E}[X] + t n] \leq e^{-2t^2n} \tag{7}
\]

\[
\Pr [X \leq \mathbb{E}[X] - t n] \leq e^{-2t^2n} \tag{8}
\]

**Probability of violating security:** We are interested in the probability that security is violated in either of the child chains:

\[
\Pr [f_1 \geq \alpha n_1 \lor f_2 \geq \alpha n_2]. \tag{9}
\]

By the relation $f_1 + f_2 = f$, and using the parametrization $f = \beta n$, we obtain

\[
\Pr [f_1 \geq \alpha \frac{n}{2} \lor f_1 \leq \beta n - \alpha \frac{n}{2}]. \tag{10}
\]

By the assumptions made, we have $\beta n - \alpha \frac{n}{2} < \alpha \frac{n}{2}$, hence the two events \{\(f_1 \geq \alpha \frac{n}{2}\)\} and \{\(f_1 \leq \beta n - \alpha \frac{n}{2}\)\} are disjoint. Therefore:

\[
\Pr \left[ f_1 \geq \alpha \frac{n}{2} \lor f_1 \leq \beta n - \alpha \frac{n}{2} \right] =
\Pr \left[ f_1 \geq \alpha \frac{n}{2} \right] + \Pr \left[ f_1 \leq \beta n - \alpha \frac{n}{2} \right]. \tag{11}
\]

We proceed with evaluating the two terms in Equation (11) separately, observing that $\mathbb{E}[f_1] = \beta \frac{n}{2}$ and using the tail bounds for the hypergeometric distribution. For the upper tail, we have:

\[
\Pr \left[ f_1 \geq \alpha \frac{n}{2} \right] = \Pr \left[ f_1 \geq (\alpha - \beta) \frac{n}{2} + \beta \frac{n}{2} \right]
= \Pr \left[ f_1 \geq \mathbb{E}[f_1] + (\alpha - \beta) \frac{n}{2} \right] \leq e^{-2(\alpha - \beta)^2n}. \tag{12}
\]

We obtain a similar expression for the lower tail:

\[
\Pr \left[ f_1 \leq \beta n - \alpha \frac{n}{2} \right] = \Pr \left[ f_1 \leq \mathbb{E}[f_1] - (\alpha - \beta) \frac{n}{2} \right] \leq e^{-2(\alpha - \beta)^2n}. \tag{15}
\]

We observe that for realistic values of $n$ (i.e., $n \leq 200$), the tail bounds from equations (12)-(16) are not tight, leading to a conservative estimation for the probability of violating security. In other words, the number of tolerated faulty participants in practice is higher than that derived with the analytic bound. This is well visible in Figure 2, where we plot the probability of violating security in a sibling chain, for $n \in \{10, 50, 100, 200\}$ and $\alpha_i \in \{\frac{1}{3}, \frac{1}{2}\}$, along with the corresponding upper bounds. We approximated the exact values using the cumulative probability:

\[
\Pr \left[ f_1 \geq \alpha_i n \right] = \sum_{k=\alpha_i \frac{n}{2}}^{\beta n} \frac{\binom{\beta n}{k} \left( \frac{n-\beta n}{2} \right)^k}{\left( \frac{n}{2} \right)}. \tag{17}
\]

Based on the analysis above, we observe that chain division is guaranteed to preserve security, with high probability, as long as the actual faulty ratio $\beta$ is below 25% when the maximum faulty ratio $\alpha_i$ is 33%, and similarly, for $\beta$ below 40% when $\alpha_i$ is 50%. Moreover, as the size of the parent chain increases, MITOSIS can tolerate a higher faulty ratio.
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We implemented the transfer of asset as detailed below.

a) ToA.Lock(a, Aτ, Cτ): The locking mechanism may vary with each use case, and it may follow different logics for each asset. In our evaluation setup, we added a locked field to the properties of our assets. When locking an asset, locked is set to TRUE and the chaincode prevents any additional modification of the asset corresponding asset. The locking mechanism further includes a target chain Cτ and an address Aτ in order to prevent double spending. The proof is built as a proof of knowledge that the asset has indeed been locked.

b) ToA.Claim(πlock): An asset can be claimed on the destination chain as long as the tag τ of the knowledge proof is correct, in which case the asset is automatically transferred to the intended address Aτ. If the tag is incorrect, or the address is invalid, then the transaction fails “successfully”, the failure is recorded to the chain, and a proof πabort can be retrieved. Lastly, if the transaction is successful, the asset is transferred to the target address Aτ. A success transaction πclaim can then be generated to finalize the transfer on the original chain.

c) ChainDivision: We implemented the chain-division process in Fabric as a two-step process: first we create a new chain with the same state of the parent chain, then we assign the different peers between the two chain according to the assignment scheme in Section III-D.

V. INTEGRATION IN HYPERLEDGER FABRIC

Hyperledger Fabric is a popular and modular operating system for the deployment of permissioned blockchains, developed within an open-source community effort hosted by the Linux Foundation. Fabric introduces a novel architecture that separates transaction execution from consensus (i.e., transaction ordering). Namely, the Fabric architecture uses the execute-order-validate paradigm, which is in sharp contrast with the traditional order-execute approach used in prior blockchain and state-machine replication (SMR) deployments. Such a paradigm shift is the key enabler for the modularity and flexibility of Fabric. The flexible and modular design of Fabric supports “pluggable” consensus, making it particularly attractive for different applications and use cases. The Fabric architecture allows expressing flexible trust assumptions: all clients are untrusted (i.e., they are considered as potentially malicious), while peers are grouped into organizations such that mutual trust is assumed within each organization. This model is suitable for accommodating diverse application-specific requirements, as it is the case for our satellite chain ecosystem.

We implemented MITOSIS on top of Fabric, using Raft [15] for the underlying consensus protocol as it is one of the most widely-deployed CFT protocols. We implemented three functionalities: Transfer of Knowledge, Transfer of Asset, and Chain Division (cf. Section III), which we describe below.

We implemented two versions of the Transfer of Knowledge functionality: the first is a generic proof based on predicates evaluated using data known by the chaincode; the second one is a transaction inclusion proof.

ToK.GenerateProof(P, τ): A chaincode evaluates the predicate P and returns verdict v ∈ {0, 1}. We consider as a sufficient proof the endorsement collection about the latter evaluation, i.e., π is a collection of signatures for a quorum of peers in the source chain. The tag τ is included in the signed statement, to ensure freshness of the information.

ToK.VerifyProof(π, τ): Under our assumptions that the verifying client is always able to recompute the correct quorum of a given chain, the verification of π is simply a verification that the τ is correct, that the signatures are valid and that the set of signers forms a valid quorum. Proofs can be verified by any device (e.g. computer/mobile device) or a blockchain (through a chaincode).

We implemented the transfer of asset as detailed below.

a) ToA.Lock(a, Aτ, Cτ): The locking mechanism may vary with each use case, and it may follow different logics for each asset. In our evaluation setup, we added a locked field to the properties of our assets. When locking an asset, locked is set to TRUE and the chaincode prevents any additional modification of the asset corresponding asset. The locking mechanism further includes a target chain Cτ and an address Aτ in order to prevent double spending. The proof is built as a proof of knowledge that the asset has indeed been locked.

b) ToA.Claim(πlock): An asset can be claimed on the destination chain as long as the tag τ of the knowledge proof is correct, in which case the asset is automatically transferred to the intended address Aτ. If the tag is incorrect, or the address is invalid, then the transaction fails “successfully”, the failure is recorded to the chain, and a proof πabort can be retrieved. Lastly, if the transaction is successful, the asset is transferred to the target address Aτ. A success transaction πclaim can then be generated to finalize the transfer on the original chain.

c) ChainDivision: We implemented the chain-division process in Fabric as a two-step process: first we create a new chain with the same state of the parent chain, then we assign the different peers between the two chain according to the assignment scheme in Section III-D.
Fig. 3: Performance of MITOSIS functionalities: size and latency for proof of knowledge generation (Figures 3a–3b), verification (Figures 3d–3c), and for cross-chain asset transfer (Figures 3e–3f), with respect to an increasing number of peers in each chain.

VI. IMPLEMENTATION AND EVALUATION

In this section, we evaluate the performance of our MITOSIS based on Hyperledger Fabric.

A. Implementation Setup

We initialize a Fabric network with \( n \) peers and \( n \) orderers inside docker containers, for up to 44 nodes, and we then proceed with a chain split resulting in \( \frac{n}{2} \) peers for each sibling chain. Since the underlying consensus, Raft, is a CFT protocol, the number of faults in each sibling chain must be below 50\% (i.e., \( \alpha_i = \frac{1}{2} \) in our analysis, cf. Figure 2b). Recall that, as shown in Figure 2b, MITOSIS preserves security with probability below 0.05 for \( n = 44 \) as long as the faulty ratio \( \beta \) in the parent chain is below 40\%, i.e., as long as up to \( f = 17 \) peers are faulty.

In each chain, we install the two following chaincodes: a chain manager, for verifying proofs and monitoring the current chain configuration, and an asset manager, which is responsible for cross-chain transfers. We evaluate the time required for dividing chains, as well as for generating and verifying cross-chain transfers, for both asset and knowledge transfers.

For each experiment, we deploy the different docker con-
tainers on one server equipped with 6-Core Intel Xeon E-2176G and 128 GB RAM. We consider different configurations by varying the number of nodes, for $2 \leq n \leq 44$, and we measure the performance of the various operations for each configuration. In the case of transfer of knowledge, we measure the performance of the individual operations (i.e., proof generation and proof verification). As for the performance of asset transfer, we measure the overall latency for an end-user to transfer an asset from one chain another. Finally, we evaluate chain division by measuring the total downtime caused by this operation.

**B. Evaluation Results**

The results of our evaluation are shown in Figure 3 (each datapoint averages the results of at least 5 independent runs). Every plot illustrates the performance trend of a given operation as the number of peers $n$ increases. More specifically, Figure 3a shows the size of a proof of knowledge while Figure 3b depicts the time required to generate the proof. Figures 3c and 3d show the time required to verify a proof, off-chain (i.e. locally) and on-chain (i.e. by a smart contract), respectively. Finally, Figures 3e and 3f show proof size and latency required to perform a cross-chain transfer, compared to regular in-chain transfers.

**Impact of chain splitting.** The chain-division operation triggers a complex process that requires running a validator assignment scheme and a reconfiguration process to set up the two sibling chains. In additional experiments, we measured the latency of the chain division process in terms of incurred downtime while the division process is ongoing. Our experiments show that the chain-splitting latency grows linearly with the number of peers in the parent chain, e.g., it is about 35 seconds for a parent chain containing $n = 10$ peers, and about 72 seconds for $n = 20$, which is negligible compared to the frequency of chain splitting, which may range between days and months. The linear dependency can be partly due to the bootstrapping of each container, which approximatively takes constant time. We argue that the downtime incurred is manageable, especially because division happens rarely.

**Performance of Transfer of Knowledge.** In Figure 3a, we analyze the size of a proof of knowledge. Since a proof consists of the concatenation of the various peers’ signatures, its size grows linearly with the number of nodes. An optimized implementation would aggregate the signatures rather than simply concatenating them, allowing to go from linear to constant size. This is a limitation of the current Fabric implementation—which does not allow aggregation. Notice that the transaction inclusion proof is roughly twice as big as the generic proof: indeed, the inclusion proof contains i) a fully endorsed original transaction, and ii) an endorsement that such transaction has been executed, thereby combining endorsement collections twice. Finally, the latency to generate and to verify a proof, respectively, are shown in Figures 3b–3d. We observe a similar trend in all cases: the latency grows linearly with the number of nodes, again because of the non-aggregated signatures to be collected, resp. verified, for all peers. Besides, notice that verifying an off-chain proof (Figure 3c) is much faster than an on-chain verification (Figure 3d), on average by a factor of 4, due to the amount of endorsements to be collected for on-chain transactions in Fabric. We emphasize that these costs are Fabric-specific, and hence are shared among all cross-chain transfer implementations.

**Performance of Cross-chain transfer.** Figures 3e shows the average size for a cross-chain asset transfer, combining 3 messages for lock, claim, and validate operations, and illustrates also the size of an in-chain transaction (that changes the ownership of an asset within the same chain) for comparison. Similarly, Figure 3f reports the latency of a cross-chain asset transfer, measured as the time interval starting with the generation of a lock transaction until the corresponding validate transaction has been fully ordered. Again, both size and latency scale linearly with the number of peers, being the asset transfer based on three knowledge transfers (i.e., the same arguments as above apply).

**VII. Conclusion**

Scalability remains one of the major challenges that hinders the adoption of permissioned blockchains in real-world applications. While the literature features a number of contributions that propose the reliance on sharding within permissioned blockchains, all existing solutions make the implicit assumption that all participating nodes are fixed upfront and keep participating in the consensus throughout the lifetime of the system.

In this paper, we presented, MITOSIS, the first solution for permissioned blockchains that supports the dynamic construction of shards, allows nodes to join and leave shards at will, and enables heterogenous shards to form and interact. Inspired by cell mitosis, MITOSIS triggers sharding under high participation, and merges shards in case of low participation. As far as we are aware, MITOSIS emerges as the first solution for permissioned blockchains that allows nodes to reactively self-organize to meet optimal performance.

We analyzed the security of MITOSIS and showed that, under mild assumptions on the number of faults among participants, our proposal to dynamically create shards via chain-division does not compromise the security of the blockchain ecosystem. We also implemented MITOSIS and integrated it within Hyperledger Fabric. Our evaluation results show that MITOSIS incurs little modifications and negligible overhead when integrated with Hyperledger Fabric.
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