Modulating internal transition kinetics in responsive macromolecules by collective crowding
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Abstract

Packing and crowding are used in biology as mechanisms to (self-)regulate internal molecular or cellular processes based on collective signalling. Here, we study how the transition kinetics of an internal ‘switch’ of responsive macromolecules is modified collectively by their spatial packing. We employ Brownian dynamics simulations of a model of ‘responsive colloids’ (RCs), in which an explicit internal degree of freedom – here, the particle size – moving in a bimodal energy landscape responds self-consistently to the density fluctuations of the crowded environment. We demonstrate that populations and transition times for the two-state switching kinetics can be tuned over one order of magnitude by ‘self-crowding’. An exponential scaling law derived from a combination of Kramers’ and liquid state perturbation theory is in very good agreement with the simulations.
Over the last two decades the phenomenon of macromolecular crowding has attracted great attention because of its large effects on biomolecular mobility, reactions, structure and dynamics [1–5]. In particular, crowding leads to variations of (two-state) folding energy landscapes and kinetics, typically leading to more compact molecular states and speeding up folding times [6–9]. In fact, it was proposed that cells can regulate and maintain a relatively constant level of packing of macromolecules to tune molecular processes, which was termed 'homeocrowding' as an acronym of macromolecular crowding homeostasis [10].

Similar mechanisms play decisive roles also on larger scales, for example, in bacterial 'quorum sensing', which is the self-regulation of internal gene expression rates in response to fluctuations in overall cell-population density [11]. These fascinating collective effects are inspiring for the design of 'intelligent' synthetic materials, where soft and responsive particles, e.g., polymer-based hydrogels, potentially mimic these effects for discovering new functionalities, such as advanced time responses, feedback and adaptivity [12, 13]. In particular, the colloid/polymer duality of soft microgels [14, 15] and their stimuli-triggered conformational switching [16] open new avenues for creating programmable, self-regulating materials.

Despite the progress in this field, our understanding is still based on relatively simple soft matter concepts such as excluded volume, depletion interactions, or scaled particle theory [10, 17]. In other words, in conventional theoretical studies of macromolecular crowding the crowders are hard and inert, while in reality they are soft and responsive. Like in bacteria, control by crowding is collective and self-consistent, affecting the crowder and the crowded simultaneously [11]. Physical models that self-consistently address crowding effects and their consequence on internal processes, such as internal transitions or reactions, are still absent. A promising approach in this regard is the explicit consideration of internal degrees of freedom (DOFs) which can respond to environmental changes [18–23], including local density fluctuations [24].

In this letter, we study collective crowding effects for a single macromolecular species ('self-crowding') employing a model of Responsive Colloids (RCs) [19, 24]. The latter explicitly resolves an internal 'property' DOF that responds self-consistently to changes in the local packing. As a case study, we focus on the two-state switching kinetics of the size of the macromolecule, modeling, for example, conformational transitions in globular protein folding [6–8], switching of intrinsically disordered proteins (IDPs) [25] or synthetic supramolecular polymers [26], or bimodal hydrogel volume transitions [12, 27, 29]. We find
that populations and the transition times between the two sizes (small and large) modified by packing density spread over one order of magnitude. Importantly, we develop a scaling theory based on a combination of Kramers’ escape \cite{30} and liquid state perturbation theory \cite{31} extended to RCs. The theory is in very good agreement with the calculated kinetics and provides useful, experimentally testable scaling laws for a general class of Hamiltonians.

We consider $N$ interacting particles in a volume $V$ with number density $\rho = N/V$ in absence of any external fields. The coarse-grained RC Hamiltonian is defined as \cite{19}

$$H(r^N, \sigma^N) = \sum_{i}^{N} \psi(\sigma_i) + \frac{1}{2} \sum_{i \neq j}^{N} \phi(r_i, r_j; \sigma_i, \sigma_j),$$

(1)

and describes the energy of the microstate of the configuration $\{r_i, \sigma_i\} = \{x_i\}$, where the $r_i$ and $\sigma_i$ are positions and sizes of particle $i = 1..N$, respectively. The first term on the right-hand-side carries the one-body contribution to the energy associated with changes in the size $\sigma$. Thus, it represents the energy landscape $\beta \psi(\sigma) = -\ln p(\sigma)$, where $p(\sigma)$ is the corresponding probability distribution, and $\beta = 1/k_B T$ the inverse thermal energy. We refer to $p(\sigma)$ as the parent distribution since it describes the intrinsic internal polydispersity of an isolated particle. To model two-state kinetics, we choose a bimodal form of the explicit, double-Gaussian form

$$p(\sigma) = \frac{1}{\sqrt{2\pi} \delta_1 \delta_2} \left[ c \delta_1 e \left( -\frac{1}{2} \left( \frac{\sigma - \mu_1}{\delta_1} \right)^2 \right) + 1 - c \delta_2 e \left( -\frac{1}{2} \left( \frac{\sigma - \mu_2}{\delta_2} \right)^2 \right) \right].$$

(2)

This and its corresponding energy landscape $\psi(\sigma)$ are shown in Fig. 1(a), highlighting the energy minima $\mu_1, \mu_2$, and the local maximum, defining the transition state (TS). In going from continuous distributions to the two-state (small (S) versus large (L)) picture, we consistently use the TS as the state boundary. In our study, $c = 0.5$, $\mu_1 = 0.63\sigma_0$, $\mu_2 = 1.0\sigma_0$, and $\delta_1 = \delta_2 \equiv \delta = 0.1\sigma_0$, with unit length $\sigma_0$ set to 1.0. The choice leads to an unperturbed activation energy barrier $E_0^a \simeq 1k_B T$ (Fig. 1(a)).

The second term in Eq. 1 represents the two-body, effective pair potential, $\phi(r_i, r_j; \sigma_i, \sigma_j)$, which is explicitly dependent on both the positions and the property of the interacting RCs. Here, we choose the Hertzian potential

$$\phi(r; \sigma_i, \sigma_j) = \epsilon \left( 1 - \frac{r}{\sigma_{ij}} \right)^{5/2} \Theta \left( 1 - \frac{r}{\sigma_{ij}} \right),$$

(3)

where $\Theta$ is the Heaviside step function, $\epsilon$ dictates the magnitude of the interaction, $r = |r_j - r_i|$ is the interparticle distance, and $\sigma_{ij} = (\sigma_i + \sigma_j)/2$. The Hertzian potential reflects
the soft, purely repulsive interactions between spherical elastic colloids with diameter \( \sigma_i \), widely used to describe swollen microgels \[32–35\]. For our RC system we choose \( \beta \epsilon = 500 \), which is in the typical range for modeling real experimental systems \[34\].

The equilibrium probability distribution of sizes in the dispersion is defined as \( N(\sigma; \rho) = \frac{1}{N} (\sum_{i=1}^{N} \delta(\sigma - \sigma_i)) \) by the canonical ensemble average. It represents the emergent property distribution accounting for the effects of interactions among RCs. It is a central in our study, because

\[
\beta \psi(\sigma; \rho) = -\ln N(\sigma; \rho)
\]

(4)

defines the crowding-modified energy landscape, which tunes the internal two-state switching. Fig. 1(b) exemplifies the modified energy barrier \( E_{a SL} \) for S to L transitions. Since we have a Hamilton system with explicit response of the sizes, the modification of the energy landscape is collective and self-consistent.

We assume both the translation and the size dynamics to be overdamped and propagated by Brownian dynamics (BD) \[36\], as

\[
x_i(t + \Delta t) = x_i(t) + \frac{D_{l,i}}{k_B T} F_i(t) \Delta t + \xi_i,
\]

(5)

where \( \Delta t \) is the simulation timestep. \( F_i = -\nabla_i H \) is the generalized force experienced by \( i \)-th particle from pairwise interactions given Hamiltonian \( H \), Eq. (1), and \( \nabla = \left( \partial/\partial x, \partial/\partial y, \partial/\partial z, \partial/\partial \sigma \right) \) is a 4-gradient. The term \( \xi_i \) represents stochastic forces stemming from the solvent fluctuations. For the evolution along a coordinate \( l = x, y, z, \sigma \), the corresponding component \( \xi_l \) is drawn from a Gaussian distribution with mean \( \langle \xi_l \rangle = 0 \) and variance \( \langle \xi_l^2 \rangle = 2D_l \Delta t \), which is strictly \( \delta \)-correlated in time and obeys the standard fluctuation-dissipation theorem \[37\]. For translation (\( l = x, y, z \)), the diffusivity \( D_{l,i} \) in Eq. (5) is defined in units \( \sigma_0^2/\tau_{BD} \), where \( \tau_{BD} \) sets our unit (Brownian) time scale. The diffusion is related to the friction coefficient \( \zeta_{l,i} \) through \( D_{l,i} = k_B T/\zeta_{l,i} \). We assume the latter to follow the Stokes-Einstein relation \( \zeta_{l,i} \propto \sigma_i \), as recently verified for conformationally fluctuating proteins \[38\]. Setting the time scale of size (\( \sigma \)) fluctuations, we define \( D_\sigma = \alpha \sigma_0^2/\tau_{BD} \) and use the parameter \( \alpha \) (same for all particles) to tune the intrinsic time scale of internal switching.

We simulate fully periodic systems in the canonical (\( NVT \)) ensemble comprising \( N = 512 \) RCs for \( \alpha = (0.001, 0.01, 0.1, 1.0, 10.0) \) and particle densities in the range from the low density limit (LDL), \( \rho \sigma_0^3 \to 0 \), up to \( \rho \sigma_0^3 = 1.91 \). The LDL is approximated by simulating
FIG. 1. (a) Parent distribution $p(\sigma)$ of size $\sigma$ (solid) and corresponding energy landscape $\psi(\sigma)$ (dashed) at dilute (single-particle) conditions. Locations of energy minima ($\mu_1, \mu_2$) and the corresponding transition state (TS) are shown, separating small (S, blue) and large (L, red) states. (b) Example emergent distribution $N(\sigma; \rho)$ (solid) and corresponding energy landscape $\tilde{\psi}(\sigma; \rho)$ (dashed). The crowding changes the activation energy from $E^0_a$ in (a) to $E^0_{aSL}$ in (b). (c, d) Representative snapshots of system configurations under dilute and crowded conditions, respectively. The color gradient from blue (small sizes) to red (large sizes) visualizes the dynamical sizes according to the distributions in the top panels (note the scale bars).

Responsive macromolecules are typically immersed in a solvent and are performing Brownian movements. The energy landscape is modified by the crowding to $E^0_{aSL}$ for S to L transitions. Since we have a Hamilton system with explicit response of the sizes, the modification of the energy landscape is collective and self-consistent.

Simulation snapshots with particle size distributions resolved by color are illustrated in Figs. 1(c) and (d). More simulation details are given elsewhere [39].
FIG. 2. (a) Emergent size distributions $N(\sigma; \rho)$, (b) energy landscapes $\tilde{\psi}(\sigma; \rho)$, and (c) RDF $g(r)$ for varying number densities $\rho$. The distributions in (a) can be well fitted to bimodal distributions of form of Eq. (2) [39], which we take to compute $\tilde{\psi}(\sigma; \rho)$ in (b) using Eq. (4). The inset in (b) shows the population ratio between small (S) and large (L) states versus $\rho$, calculated from integrations over the distribution, $n_S/n_L = \int_{-\infty}^{TS} N(\sigma) d\sigma / \int_{-\infty}^{\infty} N(\sigma) d\sigma$. The dashed gray line in (c) shows the theoretical estimate in the LDL given by $g(r) \approx \int d\sigma' \int d\sigma \sigma' p(\sigma') \exp [-\beta \phi(\sigma; \sigma')]$.

Resulting emergent size distributions $N(\sigma; \rho)$ are presented in Fig. 2(a). At dense packing, the particles are compressed and the bimodal distribution shifts to stabilize smaller sizes. For all densities, the $N(\sigma; \rho)$ distributions also fit well to bimodal Gaussians (Eq. (2)) [39]. Fig. 2(b) shows the crowding-modified landscapes $\beta \tilde{\psi}(\sigma; \rho) = -\ln N(\sigma; \rho)$ computed using the fitted $N(\sigma; \rho)$ distributions. Small sizes are substantially stabilized over the larger states with increasing density, with small-to-large population ratios exceeding a factor of 10, see the inset of Fig. 2(b). This is in agreement with earlier computational studies which reported crowding induced coil-to-globule transitions of two-state biopolymer systems consistent with experiments [3]. Importantly, the transition barriers are drastically modified by packing, which is the key to characterize the changes in the transition kinetics.

For further analysis, we introduce the two-body density-size distribution function [19], $g(\mathbf{x}, \mathbf{x}') \equiv g(r; \sigma, \sigma')$. By integrating out $\sigma$ and $\sigma'$ [19], we recover the usual radial distribution function (RDF) $g(r)$, which represents the average over the polydisperse distributions. Due to the - on average - smaller size of the particles, the first peak of the RDF, shown in Fig. 2(c), shifts to smaller interparticle distances with increasing $\rho$. The first peak grows for higher density as expected from enhanced packing correlations, although the decreasing particle size counterbalances this effect. This can be rationalized by the effective packing fraction, defined as $\eta = \pi \rho (\sigma^3)/6$ [24], which approaches sublinear behavior with increasing $\rho$ [39].
Such a weak scaling with density may indeed facilitate homeocrowding as hypothesized for biological cells [10].

From our simulations we directly access the mean first passage times (MFPTs) $\tau^{\text{FP}}$ for \textit{small to large} (SL) or \textit{large to small} (LS) transitions from time series analysis [39, 40]. For our overdamped systems, Kramers’ escape theory applies [30], which essentially reads

$$\tau^{\text{FP}}(\alpha, \rho) \sim \alpha^{-1} \exp(-\beta E^a(\rho)),$$

where $E^a(\rho)$ is the energy barrier obtained from $\tilde{\psi}(\sigma; \rho)$, cf. Fig. 2(b). To check the prefactor scaling with $\alpha$, we plot first the SL-MFPT, $\tau^{\text{FP}}_{\text{SL}}$, as a function of $\alpha$ in Fig. 3(a). Indeed, we observe a clear $\alpha^{-1}$ dependence for all densities, that is, the intrinsic time scale of $\sigma$ simply scales the MFPT linearly.

The density-dependence of the MFPTs, though, is non-trivial and dictated by self-crowding induced changes to $\tilde{\psi}(\sigma; \rho)$, and consequently the changes in the activation energies $E^a(\rho)$ (see Figs. 1(a,b) and 2(b)). In particular, the SL transition slows because of an increasing energy barrier with density, while the LS transition accelerates. The calculated energy barriers are presented in Fig. 3(b). They depend apparently linearly on the density, changing by up to a factor 2-3, due to the compression of the energy landscapes. This change of activation energy results in a drastic, almost one-order-of magnitude spread of all MFPTs versus density, as presented in Fig. 3(c) as a log-lin plot. We observe that the MFPTs depend exponentially on the crowding density. [We note here that we find, as expected, the exponential relationship between times $\tau^{\text{FP}}$ and energy $E^a$ holds across all $\rho$ [39], as predicted by Kramers’, Eq. (6).] At a critical density of about $\rho \sigma^3_0 \approx 1.7$ the transition vanishes in our systems because the L-state becomes unstable, as indicated by the saddle point in the distribution. Here, $\tau^{\text{FP}}_{\text{LS}}$ accordingly approaches zero, which can be interpreted as a completely stabilized (folded or globule) S-state.

The LS-transition can be identified with a folding transition from coil to globule states [7, 8]; qualitatively consistent with our results, it was demonstrated experimentally and through simulations that crowding enhances biomolecular folding rates by a multiple, while unfolding rates decrease [6, 8]. Similarly, large crowders speed up two-state polymer looping kinetics in DNA models [9]. Note, however, that the latter systems dealt with inert, non-responsive crowders while in our homo-crowding case the system responds collective and self-consistent, i.e., the internal kinetics responds \textit{in quorum} for all particles in the same way.
where $E_a(\alpha)$ is the energy barrier obtained from $\langle \frac{\partial \phi(r;\sigma,\sigma')}{\partial \sigma} \rangle g(r;\sigma,\sigma')$. To check the prefactor scaling behavior, Eq. (6).

(a) Simulation MFPTs of small to large (SL) size switching (in units of the Brownian time scale $\tau_{BD}$) versus $\alpha$ at various densities shown using log-log scale. The dashed gray line denotes the $\alpha^{-1}$ Kramers’ scaling behavior, Eq. (5).

(b) Comparison of theory (lines) and simulations (sim., red squares) of the activation energy $E^a(\alpha)$ versus density $\rho$. (c) Comparison of theory and simulations of the MFPT (scaled by the LDL) as a function of $\rho$, using a log-lin scale.

The LS-transition can be identified with a folding transition from coil to globule states [7, 7].

Employing the modified free energy landscape $\tilde{\psi}(\sigma)$ in Kramers’ theory, Eq. (6), we obtain following linear forms in $\rho$ for the activation energies, $E_{SL}^a \approx \tilde{\psi}(\mu_3) - \tilde{\psi}(\mu_1) = E_0^a + \frac{\nu_{SL}}{3} \rho \sigma_0^3$ and $E_{LS}^a \approx \tilde{\psi}(\mu_3) - \tilde{\psi}(\mu_2) = E_0^a - \frac{\nu_{LS}}{3} \rho \sigma_0^3$ with $\beta E_0^a = 1.019$, and $\nu_{SL} = 0.557$ and $\nu_{LS} = 0.697$ from evaluation of Eq. (8) [39]. The theoretical results are shown through lines in Fig. 3(b) and compare very well with the simulations.
Applying Kramer’s rule, $\tau^{\text{FP}} \propto \exp(\beta E_a)$, now leads to MFPT predictions

$$
\tau^{\text{FP}}_{\text{SL}}(\rho) \propto (\exp(\tilde{\nu}_{\text{SL}}))^\rho \quad \text{and} \quad \tau^{\text{FP}}_{\text{LS}}(\rho) \propto (\exp(\tilde{\nu}_{\text{LS}}))^{-\rho},
$$

with $\tilde{\nu}_{\text{SL}} = \nu_{\text{SL}} \sigma_3^3 / \beta$ and $\tilde{\nu}_{\text{LS}} = \nu_{\text{LS}} \sigma_3^3 / \beta$, establishing exponential scaling laws for the dependence of the MFPT on the packing density. As with the activation energies, the theoretical predictions for $\tau^{\text{FP}}$ are in very good agreement with the computational results, cf. Fig. 3(c). From the nature of the perturbation theory, the scaling laws are quite universal for any pair potential in the LDL. In our case, however, it works up to surprisingly high densities. The reason lies on one hand in the softness of the Hertzian pair potential, featuring only weakly correlated RDFs, cf. Fig. 2. On the other hand, our parent distribution is relatively broad, perturbing the energy landscape of the internal DOF only linearly in leading order, cf. Eq. (8).

Our work provides a general methodical framework for studying the effects of (homeo)-crowding on the internal kinetics in complex responsive systems; this may include multi-component mixtures, complex (polymodal) energy landscapes, and various internal DOFs. It will be fascinating to add internal activity [41] into the RC model to study actively self-regulated crowding effects. For example, internally fueled switching of hydrogel properties [12, 27, 28] are expected to lead to complex collective nonequilibrium effects [42, 43] and may be programmable to mimic the quorum sensing displayed by bacterial populations [11, 13].
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