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ABSTRACT

Online shopping is difficult for people with motor impairments. Proprietary software can emulate mouse and keyboard via head tracking. Smartphones are easier to carry indoors and outdoors compared to bulky laptop or desktop devices. However, head tracking solutions are not common for smartphones. To address this, we implement and open source button that is sensitive to head movements tracked from the front camera of iPhone X. This allows developers to integrate in eCommerce applications easily without requiring specialized knowledge. Other applications include gaming and use in hands-free situations such as during cooking, auto-repair. We built a sample online shopping application that allows users to easily browse between items from various categories and take relevant action just by head movements. We present results of user studies on this sample application and also include sensitivity studies based on two independent tests performed at 3 different distances to the screen.
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1 INTRODUCTION

According to Pew Research Center in 2016 [54] 80% of Americans shop online. Shopping at stores can be cumbersome as consumers do not prefer to be present at stores physically for several reasons [25]. In addition, there are also specific barriers [56] that make in-store shopping harder for people with motor impairments. We believe that online shopping would address this problem since it requires considerably less effort to interact with a digital devices to buy an item than to travel to the nearest store. But even this task is hard to complete for people with motor impairments. They are required to operate a pointer with a mouse-like device or tapping a certain point on the touch screen [15, 40, 50, 62]. According to The Centers for Disease Control and Prevention, there are 39.5 million adult Americans with some sort of physical functioning difficulty [17] and they potentially have difficulties during shopping, both in-store and online.

Proprietary software can emulate mouse and keyboard via head tracking. However, such solution is not common on smartphones. Modern smartphones such as iPhone X are packed with various sensors and abundant computing power. Unlike desktop and laptop computers, they are also much easier to carry around. Therefore, it is natural to make head tracking based interaction available on smartphones. For example, a button, which is typically sensitive to touch, could capture head tracking motion and activate when tracking region falls within its extent. Currently, it is difficult for
developers to achieve this since it requires special expertise. Our hope is to make it easy for application developers to use buttons that capture head tracking events. This will make basic activities such as shopping easily accessible to people with motor impairments. Also, this could be extended to other situations demanding hand-free browsing.

We create such a button and plan to open source the project so that developers could easily integrate to their own projects. Using our software, users could interact with the application only by head movement. This requires significantly less effort compared to using touchscreen. We build our application on top of the state-of-the-art ARKit 2 [21] toolkit. Our work shows that the Augmented Reality tools can be used for assistive technology.

In this paper, we focus on its application as an assistive tool mainly for people with motor impairments. To illustrate the use of such modality, we provide an online shopping experience for everyone through a mobile application. Although our initial motivation was developing an accessible online shopping application, the scope of possible use cases includes other applications such as gaming and hands-free situations such as during cooking, auto-repair. A great variety of mobile applications can be empowered with a touch-free design by employing our ready-to-use interface module.

2 KEY CONTRIBUTIONS
The contributions of this work are:
- An open-source solution for mobile user interfaces that provides hands-free interaction with smartphones. The code is completely open-sourced and will be available soon. It features an accurate mapping from 3D head pose to a virtual pointer, a dwelling function to generate hands-free touch events, a sample practice interface and a demo application for online shopping experience. Anyone should be able to extend our work and/or develop hands-free applications by integrating their design with our UI components.
- Design of a mobile user interface for online shopping that can benefit everyone including the users with motor impairments. To the best of our knowledge, this research is the first one that highlights the defined problem and proposes a practical solution to developing a working product.

3 RELATED WORKS
Our goal is to make basic activities such as shopping accessible to everyone via smartphone, including people with motor impairments. We first revisit most of the related work on online shopping and walk through several well-known eCommerce platforms prior to our study. In addition, we will also review interface requirements that are employed in online shopping and existing methods that try to meet these requirements.

Assistive Technology
WebAIM [61] lists several selection and pointing methods as the mainstream assistive technologies.

Selection Methods: Adaptive switches with any kind replace a necessary button pressing for mouse clicking, tapping or for a more specific function like in use of a screen scanning solution. By design, adaptive switches are larger buttons that can be attached anywhere from floor to wheelchair headrests and can be hit by appropriate body parts. Tecla [57] lists 7 most common switches as adaptive switch, including several types of buttons, joysticks, Sip-and-Puff tools and blink recognizers. The mobile platform, iOS by Apple [23] where we develop our application also has built-in features like touch screen tapping as a switch and a front camera-based switch that detects very simple head movements as trigger in addition to the support of external switches.

Dwelling function is a selection mechanism rather than an assistive tool by itself. Most of solutions tend to have dwelling function as a replacement for switches we mentioned above because these solutions are designed to provide a completely hands-free interaction and greater mobility by not relying on any external switch. Instead, they require the user to hover over a target in graphical user interfaces for an activation time to select the target. As several comparative studies [33, 66] show, dwelling method is quite slower than clicking method for selection. It also has the Midas Touch problem, unintentional selection due to ‘pointing-hold’ on a random target and this issue limits the design graphical user interface since bigger targets are necessary [46].

Pointing Methods: Adaptive Pointing Devices are several adaptive mouse solutions with different shapes and sizes to provide easier use in the market in addition to larger touchpad and touchscreens that recognize customized gestures like Mott et al. [41] suggest. While these solutions provide greater accessibility than standard input devices, they still require fine physical ability that majority of people with motor impairments do not have. Also, having an external device or an extra large touchscreen counteracts the logic of complete mobility that our approach brings.

Screen Scanning mechanisms scan in a specific order along horizontal and vertical axes of the screen in a loop until the user selects the desired target by a switch. Although this is the only practical interaction technique when the user has no physical ability, it functions as a single switch only in the worst cases. This is the least efficient pointing method in terms of time since the system needs to scan two dimensional targets in one dimension and the cost of missing item selection during the scan is the twice of looping time which
would be very long when the number of items is considerably large. Like most of today’s popular operating systems have, iOS also has a built-in scanning mechanism, Switch Control, [23] that supports both item and point scanning. **Gaze-tracking:** The gaze-based pointing methods calculate an approximate gaze point by tracking the movement of eye components where the user has no other physical ability. In these unfortunate cases, gaze-based techniques [27, 34, 64] connect the user to the outside world by building a direct communication. There are also other gaze-based solutions with more sophisticated interaction [14, 23, 39, 42] that allows users to play games and browse the web. But these solutions generally require to use a well-calibrated external device under a fixed lighting condition. Also, comparisons between head-based and gaze-based interactions [4, 28] conclude that head-based techniques are more voluntary, stable and have greater accuracy while gaze-based techniques would be faster for some specific tasks like typing [18]. Despite experimental studies [20, 26, 49] that have potential to increase its accuracy on mobile platforms, the practical mobile usage of gaze-based interactions are still limited. **Head-based Pointing:** Head-mounted stylus has a long history. It is used as a writing tool by attaching a regular pencil at the edge of the stylus. Today, we still have physical head-mounted styluses [48] for touchscreens and sophisticated products like Quha Zono [45] and Glassouse [19]. Besides physical devices, an important number of today’s alternative pointing methods employ visual-based interactions [35] that detect and track a voluntary movement of a body part [53] for two-dimensional pointing. Betke et al. [5] show that visual tracking of body features, especially facial [e.g. face, nose, eyebrow], can be a successful pointing tool for people with motor impairments. Mauri et al. [38] also review assistive technologies for the same user group and conclude that visual-based systems would be the only way of computer interaction for some users. Advantages include flexibility and lower cost over other traditional assistive technologies. Today, there are many successful applications of head-based pointing in assistive technology (e.g. Camera Mouse [44], Smyle Mouse [30], Enable Viacam [36], HeadMouse Nano [13], EVA Facial Mouse [37]). In addition to assistive technology, we would also like to highlight the huge potential of head-based tracking in other areas, including desktop GUIs [6], wearable computing [9], and VR 3D user interface [8, 12, 28].

**Evaluation of head-tracking on mobile:** Today, there are also ready-to-use mobile head-tracking solutions such as EVA Facial Mouse [37] and Essential Accessibility [2] available on mobile platforms that rely on head-tracking and provide considerably free control of the mobile environment without any external devices, nor requiring a sensitive calibration. But these kind of products are only available on Android. On the other hand, we find that recent studies [1, 51–53] that evaluate head-tracking on mobile devices tend to use iOS as their experimental environments. In their first study, Roig-Maimó et al. [53] propose two similar tasks to evaluate head-tracking, a picture-revealing puzzle game for pointing and a item selection task for different sized items. In their most recent work, Roig-Maimó et al. [52] applies an user performance evaluation through Fitts’ law for a mobile head-tracking interface by following the multidirectional tapping test described in the ISO standard [24] after his non-ISO study [51]. To the best of our knowledge, these are the first and still only Fitts’ law studies on user performance of head-tracking interfaces with mobile devices. **Augmented Reality**

Augmented Reality (AR) is another exciting field and there are several recent developments [3, 7] that potentially transform the way people play games [31, 59] or experience online shopping [55, 63]. The most popular mobile platforms (e.g. iOS and Android) encourage their developers to build more integrated applications with AR by providing ready-to-use native AR development kits (e.g. ARKit [21], ARCore [29]). Smart phone manufacturers like Apple upgraded the features (i.e. TrueDepth Camera [22]) of their products to support AR applications. While these exciting advancements are happening right now, we have discovered a smart way to benefit from these recent improvements for everyone. The augmented facial expressions/masks are one of the most common applications of AR and rely on the sophisticated Computer Vision tasks such as precise head pose tracking and facial gesture detection [10, 11] including gaze. Recently, Apple released iPhone X with its front TrueDepth Camera [22] to support further advanced AR features available in the ARKit 2 [21]. This toolkit serves as black-box on complicated head pose and face tracking and provides precise localization in 3D space. AR developers can easily access these measurements in few lines of code. In our work, we utilize ARKit 2 to develop an Assistive Technology that relies on the same measurements and project from real world coordinates to screen coordinates.

**Online Shopping Interfaces**

Online shopping has been growing incredibly fast [58] and keep expanding its tentacles globally ever since the dot com boom in the 1990’s [60]. Nowadays, more and more consumers choose to go shopping online instead of in-store as it allows them to shop 24/7 from anywhere and to compare the products more easily among a greater varieties [25]. Monsuwe et al. [47] also points out additional factors that encourage consumers to shop online. These include situational factors, product characteristics, previous online shopping
experiences, and trust in online shopping besides ease of its use.

For both online and in-store shopping, consumers need to search for a specific product among many other choices, choose the desired ones and compare them until final checkout. Any online shopping service needs the functionality of showing multiple products and allowing the user to select desired choices. Since the number of listing products cannot fit the screen size of devices in most cases, almost any Graphical User Interface (GUI) design for online shopping relies on scrolling to allow the user browse enough number of products.

4 DESIGN PROCESS

Initial Observations

These were our observations prior to start of this work. Firstly, people with motor impairments have several difficulties during shopping. We overview the literature and discuss our findings in the Introduction section. Current interface of online shopping application has its own barriers for people with motor impairments since it heavily relies on standard interaction methods. We highlighted this limitation in the related work subsection. Besides, standard interaction methods (i.e. selection, pointing and typing) need to be carefully adapted for people with motor impairments. Although sophisticated interactions introduced to Virtual and Augmented Reality inspired our work, they are nothing short of limitation in the mobile environment. We surveyed relevant interaction methods individually in corresponding subsections under Related Work and try to choose the most optimal solution. Among alternative interaction methods for people with motor impairments, there are only a few that provide true mobility. This is especially true on iOS platform where open-source tool for hands-free pointing is sparse. Although Apple ARKit is mainly intended for entertainment e.g. Pokemon Go and Animoji, we saw the potential of taking advantage of its head/face tracking capability to empower mobile interface with hands-free option.

Design Requirements

The aforementioned observations and the urgent need to enable motor-impaired person using mobile device with minimum effort inspired us to create a mobile hands-free control without any auxiliary hardware that can be easily integrated into existing applications. To be specific:

- **Hands-free** is a must-have as we want to empower the conventional mobile applications to be accessible to everyone including motor-impaired persons while reducing the friction in target-pointing and -selection.
- **Auxiliary-free** Any external device or sensor brings additional cost and undermines mobility in most cases.

- **Mobile-friendly** Nowadays, smartphones are ubiquitous and has become the main source of information we consume everyday. Being mobile-friendly means we can maximize the benefits of our heads-free control on the most common platform and be influential in numerous existing and future mobile applications.

Design Decisions

Next, we make the following design decisions to meet each requirement in the most compact way.

**Interaction Methods.** We propose a Completely mobile solution to the defined problem. After comprehensive literature search, we concluded that people with motor impairments have serious difficulty to use regular mobile devices and that the solutions rely on external devices, thus limiting mobility scientifically. To make our solution hands-free and auxiliary-free, we evaluate all possible methods for human-computer interaction in the Related Work section. These comparisons led us to pick head-based **pointing** with dwelling function for **selection**. With this combination, we make sure our solution relies only on the embedded features of the device - specifically the front camera, since the methods we prefer are visual-based interaction methods.

**Application for Online Shopping.** We would like to enable people with motor impairments to be able to shop online on smartphone and feel independent. We design an online shopping application that requires minimum effort to interact with. To keep our design even simpler, we build only browse-based shopping application that allows users to browse products across categories. This also eliminates other complex tasks such as searching and ranking which are required for a regular online shopping application. While a browse-only shopping application does not provide a complete shopping experience, it is still important since our approach will be one of the very first assistive eCommerce applications. Also, since we open source this project, anyone could extend its functionality by adding searching logic on top of our work.

**Development Environment.** With the intention of developing a mobile online shopping that only depends on visual-based interaction, head-tracking specifically, we searched for the most appropriated environment that has the necessary functionalities. Instant head-tracking is still a challenging task on mobile devices since it relies on power-hungry video processing and ability to capture high quality video through front-facing camera. This solution is not practical on many mobile device with limited resource and lead us to focus on the most recent product releases only. iPhone X has TrueDepth Camera [22], an impressive feature. It was originally designed to support advanced AR applications on iOS 11 and accessible through Apple’s ARKit 2 [21], an AR development SDK.
ARKit 2 implements efficient on-device head-tracking and exposes precise measurements of several facial landmarks to the developer. The biggest advantage of this setup is that it only relies on the device’s built-in components without requiring extra accessories. This is power efficient and portable. Our open-source head-based interface components on iOS were built on top of ARKit 2. Even though the tools we built exist only on the most recent iPhone model, which may limit its usability, according to the report of Strategy Analytics [43], iPhone X is the world’s best-selling smart phone model, shipping an impressive 16 million units during the first quarter of 2018. These numbers together with the promising future of AR applications lead us to believe that most of the smartphones on the market would intend to adopt similar features in the near future. Overall, a smart phone based solution is more affordable, portable, and more beneficial than many of the common external solutions that heavily rely on separate gaze or head-tracking gadget.

5 SYSTEM DESIGN AND IMPLEMENTATION

Head-based Pointing

To meet our design requirements, we first implement a hands-free, auxiliary-free, mobile-friendly interaction system. Our system consists of two main modules. A module for head-based pointing, and a customized UI module for the interaction with on-screen pointer and feedback visualization.

Head-tracking. ARKit 2 comes with stable head-tracking capability where the 3D location, orientation of the tracked head can be queried at each AR session through ARFaceAnchor object. Abbaszadegan et al. [1] used the same technique to highlight the potential of using the TrueDepth front-facing camera of an iPhone X for tracking.

Head-to-pointer Mapping. However, the limitation of ARKit head-tracking is that it does not provide additional information regarding the location on the screen at which the head or nose is pointing. To bridge this gap between 3D head posture and pointing location on the phone screen, we designed an intuitive virtual stylus model to give user stable control of their pointing direction and instant feedback of the pointing location on screen. Figure 2 illustrates how the model works. To aid calculation of pointing location, we model the phone screen as a 2D plane perpendicular to the z-axis at position $z=0$. A proxy ray is spawned from the head center and passes through the nose. The ray-plane intersection is then calculated and is considered as the pointing location. Another possible solution is to project nose position directly on the screen and take its screen space coordinates as pointing location. We found that in practice the virtual stylus model takes into consideration the distance between head and phone, which allows distance-based sensitivity adjustment. Such feature is adorable as it adapts to UI interface that features widgets/controls that vary in size, shape, and gap. To compute the intersection, let $p_0 \in \mathbb{R}^4$ denote the homogeneous coordinates of the original head position in the object space, and $W \in \mathbb{R}^{4 \times 4}$ denote the world transformation matrix from ARFaceAnchor object updated at each frame. The initial virtual stylus direction is denoted by $d_0 \in \mathbb{R}^3$ and points to the negative z direction perpendicular to the screen. At each frame, the head center is updated to $p = W \cdot p_0$ and the pointing direction is updated to $d = W \cdot d_0$. The resulting ray-plane intersection $b$ in Normalized Device Coordinate (NDC) space $[0, 1] \times [0, 1]$ is then calculated by $b = p + d \times t$, where $t = -p.z/d.z$. We further apply viewport transformation to map the NDC coordinates to the screen space that can be used for UI widget intersection test.

Pointer Visualization. To give user instant visual feedback on head-pointing, we visualize the location as an on-screen cross-hair using Apple SpriteKit API. Specifically, to cover the full screen and to provide precise tracking feedback, we add to our application a UIHeadGazeView layer that inherits from SKView to make UIHeadGazeView a Spritikit Scene

Figure 2: Mobile head tracking architecture to control button using head “pointing”. We created a set of modules to extend native UIKit to handle head tracking, pointer visualization, head gaze event detection, triggering and forwarding.
object that serves as a canvas on rendering 2D geometry on the screen to represent pointing location.

**UI Module**

**Selection Method.** Native UI widgets implemented by the Apple UIKit package only react to user physical touch event such as touch down, touch up, pinch, etc. Unfortunately, there is nothing to support interacting with the UI from mid-air. This requires a new definition of interaction for head-based pointer and native UI components. To bridge this gap between the pointing location and interaction with existing UI, we defined several interactions and implemented them through a set of customized UI widgets on top of Apple UIKit so that they can be seamlessly integrated into new iOS applications or extend the existing one with minimum effort. For example, in Swift, we created a `UIHoverableButton` class by extending iOS’ default `UIButton` class to respond to the pointer interaction. Such customized button senses the pointer’s location change and triggers hovering events whenever the pointer enters the button, and will further trigger selection event if the pointer has been hovering beyond a user specified time interval, hence dwelling. During pointer hovering, a user customized animation effect can be added to the `UIHoverableButton` to serve as visual cue on the elapsed hovering duration. For instance, by gradually increasing the button size or gradually filling the background with different colors. See Figure 1 for illustration.

Besides `UIHoverableButton`, there are other customized classes implemented to extend native UIKit to support head tracking, pointer visualization, head gaze event detection, triggering and forwarding. The inter-module connection is illustrated in Figure 2. At high level, `UIHeadGazeViewController` keeps track of head motion and passes the head’s world transformation matrix to `UIHeadGazeView`. `UIHeadGazeView` then computes the head-to-pointer mapping, updates current pointer location, and notifies the registered event recognizer `UIHeadGazeRecognizer` about the updates. These updates are encapsulated in a `UIHeadGazeEvent` object. The design follows iOS UIKit protocol and blends into regular event handling scheme. Such design requires minimum effort to modify existing code base to support our head-based pointing feature.

User can select different types of `UIHeadGazeEvent` depending on how long the pointer needs to hover over a button before triggering the corresponding type of `UIHeadGazeEvent`. We currently have predefined two types based on the length of the dwelling duration: glance (1 sec) and gaze (2 secs). Trade-off has to be made on setting the duration, as longer duration reduces the chance of accidental clicking but increases latency. By default the duration is 1 second (glance). This configuration reduces the amount of accidental clicking of unintended buttons while maintaining the interaction at high throughput. Furthermore, to avoid unintentional repeated clicks on the same buttons, the button is configured not to emit another `UIHeadGazeEvent` until the pointer re-enters that button. With this limitation, the user has to move the pointer away from the button to emulate touch up before they can re-click the button if needed. While this is an extra effort for intentional re-clicking, the effort is actually negligible compared to the one incurred by undoing the unintentional re-clicking, which normally requires clicking different buttons to reverse it.

**Simple Online Shopping Interface Design**

Once we completed the implementation of our head-based interaction system, we integrated this system into a simple shopping application to allow motor impaired person to shop online.

**Product Browsing Page.** Our shopping application starts with a product browsing page which takes up the main screen of the application (figure 1). We present one product at a time on the screen with a reasonably large photo along with title and price information. At the bottom of the screen are the three action buttons which allow users to share item on social media, checkout item, or add item to shopping cart. Each of the three action buttons brings up a separate hands-free page for the subsequent process. For the interest of space, we focus our discussion on the main product view page. Items are organized in a 2D grid and grouped in each row by their category. The item view is surrounded by four direction buttons that allow users to browse through items (horizontal swipe) and categories (vertical swipe). Users are presented with one cell of the grid at a time while they can swipe the item via "clicking" the direction buttons.

**Open Source.** We open-sourced the head-based pointing solution with advanced mobile UI components compatible with head-based pointing. We believe such generic library can benefit both researchers and developers in many different use cases. Through a sample online shopping application, we addressed several design concerns and showed practicality of our solution.

**6 EXPERIMENTS**

Beyond the online shopping application we implement, we believe that the primary contribution of this work is the open-source tools for head-based pointing on iOS which is one of the most common mobile platforms all around the World. To see the first user experience and understand the relative performance, usability, and user preference of these tools, we conducted a field experiment with 75 able-bodied participants during an internal showcase of our organization. Despite we state our target user group as people with motor impairments, anyone would benefit from a hands-free
interaction with smart phones. Notice that the physical abilities of people with motor impairments varies a lot from person to person and the assistive technology solutions they currently use would also vary. In this case, there is high possibility of unfair evaluation of the proposed system by only limited number of people with motor impairments. We believe that providing a baseline evaluation of this system with able-bodied participants would be an important contribution since the results would inspire the community for the future works. In addition to the field study, we also recruited 27 able-bodied participants for a lab-based user study to test our head-based interface for possible future work not limited by online shopping. Finally, we conducted a simpler experiment by hiring a person (24, male) with motor impairments to try the same interface and provide his feedback for comparison.

Participants
We conducted 2 separate experiments. In the field study, we recruited 75 able-bodied unpaid participants (35 female, 40 male) to experience our online shopping app. We randomly picked the participants during a crowded event and solicit their initial feedback on our approach right after they played with the app. In the lab based study, we recruited 27 able-bodied unpaid participants from our organization and involved them in an instructed user study. Among them, 16 were male and 11 were female. In both experiments, the participants had no prior experience with head-based pointing methods, nor dwelling function. They were from different ages with various races. Some of them wore glasses during the experiment. With this diverse group of participants, we intended to get a realistic insight into the learnability and usability of the system from novice adopters of the technology since this methodology is uncommon, especially on mobile. These studies are insightful on the practicality of our approach to a real-world application such as an online shopping solution.

Design and Procedure
For the lab-based study, We implemented a separate UI design as a single mobile application and conducted the experiment by running this App on an Apple iPhone X running iOS 11.2 with a resolution of $1125 \times 2436$ px and a pixel density of 458 ppi. This corresponds to a resolution of $375 \times 812$ Apple points (pt) which is an abstract unit that covers two pixels on retina devices. The camera was also the iPhone X’s embedded 7-megapixel front-facing TrueDepth Camera [22]. We fixed the position of the phone by placing it on a holder in portrait mode. The participants were required to sit against the phone at 3 different distances for each test. We placed the phone on a holder which was attached to an adjustable table. Before the experiment, participants were also informed of the purpose and instructed to complete the tasks. The experiment lasted about 15 minutes per participant.

The user study App for this experiment had 5 different screens (figure 3) to show in order during each session. Our user study App opens with a welcome screen with the instructions of the overall experiment. Then, we have an unlimited practice session that allows the participants to get familiar with head-based pointing. We have two consecutive tests with different layouts on separate pages to get different feedbacks on the performance of participants. During the experiment, we also collected the timestamps of the participant’s each action and the position of the cursor for analysis. At the end of this experiment, we also asked each participant to fill a questionnaire for recording their user experience. The experiment is carried out on two layouts with three distances: Near (11 to 15 inches), Mid (15 to 19 inches), Far (19 to 23 inches).
Test 1 (Numbers) was designed for densely packed targets around the center of screen (figure 3c). The first test screen contains 10 targets that were labeled from zero to nine by digits similar to the numeric keypads. In addition to highlighting the next target in orange by the predefined order, we also displayed the whole desired sequence on the upper part of screen and colored the sequence accordingly. The desired order was [12345678901928376405], we especially selected this sequence to catch participants’ performance on vertical, horizontal and diagonal trials with different lengths.

Test 2 (Alphabets) was with targets uniformly distributed across the screen (figure 3d). We aimed to see the reachability of targets which positioned on different parts of the screen. Test 2 had 15 same-sized targets which were labeled by the letters, from A to N. The targets had almost the same distances to their neighbors and were required to be selected in the alphabetic order. Here, we expected that the participants could select the targets around the center of the screen easily while it could be hard to select the targets far from the center, especially the targets at the bottom.

In total, there were 27 participants × 3 distances × (20 + 15 targets) = 2835 trials in our user study.

Results

Our lab-based study tended to precisely evaluate the practicality of the proposed interaction. Therefore, we applied a quite similar study with Fitts’ Law [16] since it is the standard way to evaluate this kind of approaches and derive the dependent measure throughput (Fitts’ index of performance) as part of the comparison and evaluation [51].

Objective Evaluation. We calculated throughput (TP) as follows:

\[
TP = \frac{\text{Effective index of difficulty}}{\text{Movement time}} = \frac{ID_e}{MT},
\]

where \(ID_e\) is derived from the movement amplitude \(A\) and effective target width \(W_e\) and \(MT\) is averaged movement time per trial over a sequence. They have units “bits” and “seconds” respectively, the units of TP are “bits per second (bps)”. The effective index of difficulty is also a measurement of the difficulty and user precision in completing a task:

\[
ID_e = \log_2\left(\frac{A}{W_e}\right) + 1,
\]

where \(A\) is the movement amplitude, the distance between the centers of two consecutive targets and \(W_e\) is the effective target width, calculated from the width distribution of selection coordinates made by a participant over a sequence of trials which is calculated as below:

\[
W_e = 4.133 \cdot S_x,
\]

Note that we used the standard-deviation method to calculate throughput [32]. This is because our specific design utilizes dwelling function and has no error rate [65]. Also, we followed Roig-Maimó’s [51] equations and applied our own Non-ISO tests. A detailed description of the calculation of throughput can be found in [51, 65]. We show the summary result of dwell time and throughput in Fig. 5. The top row shows average dwell time of all users at the 3 distances. The box and whisker plot goes from the lower to upper quartile values of the dwell time data collected from all users at all 3 distances, with a line at the median. The whiskers extends from the box to indicate the data range. The median value of the data range are plotted in black, while mean values per distance are shown in the legend. We also follow the same fashion to show throughput per motion sequence in the middle row. Finally, at the bottom row we show throughput per user averaged over all motion sequences.

For the Numbers test, it is worth noting that it is easier for the participants to navigate in the Near range compared to the Near range, and most participants completed the test in the shortest time under the Far range setting. This is because the spacing between the buttons are relatively large in this test. If the users are operating at a closer distance to the screen, it requires more head movements to control the cursor to move across larger distances. This is especially true when the participants perform large diagonal movements from number 0 to 1 or from 1 to 9. On the contrary, for the Alphabets test, participants complete under the Near setting in shortest amount of time with highest throughput. As the button size and spacing become smaller (See Fig. 3), it is easier to navigate in the Near range as it offers more precise control. The above observations can also be verified at the bottom plot from Fig. 5. For the Numbers experiment, throughputs are generally higher at far distances, while for the Alphabets experiment, throughputs are usually higher at near distances. In addition to throughput calculation, we also studied the direction of selection points with respect to buttons at different locations (see Fig. 4). We calculated the eigen-vectors of selection point coordinates on the covariance matrix to see if there is a pattern. We found that for the first column of buttons, statistics show that most users point to the left side. This may indicate that the participants are trying to position the cursor more towards the left side of the screen and most of the cursors overshoot the center position of the buttons. For the center column of the buttons, the eigen-vectors show a pattern of a path placed more towards the right side. For the third and final column, most participants tend to reverse the path more towards the left side in order to hit the buttons sequentially. On the third row, the pattern changed compared to the previous two rows, indicating participants getting more familiar with the app and thus exhibit better control.
Subjective Evaluation: We applied a questionnaire to the participants of our lab-based study right after their individual sessions. 96.3% of participants considered moving cursor by head was easy and normal. Majority of them also reported that the selection method was normal. 48.1% reported there was no scientific difference between the difficulty of selection based on the target regions (upper, lower and middle portions of the screen on portrait mode). Only 18.5% thought the lower region was hardest to reach while 29.6% disagreed and said the targets at the upper region was hardest to select. Majority of the participants claimed practicing our tests by keeping the distance at mid from the phone was easier to use our system while 29.6% said far distance was easier.

Our single participant with motor impairments also completed both tests and experienced the shopping App. He completed the first test slower than other participants since he had difficulty to keep his head stable for dwelling. He shows average performance on the second test as he gets more familiar with dwelling and the software interface. At the end, he found our system quite practical for several use-cases including typing. He also reported that our system’s pointing accuracy is quite better than the software he uses on a daily basis for communication which runs on Windows via a web-cam.

We also applied a questionnaire to the participants who experienced our online shopping interface during the field study. We sought their initial thoughts about the proposed hands-free online shopping App. Among 75 participants, 51 of them thought this is a useful idea. 41.3% reported our App was easy to use even though they were not familiar with this interaction method. 31 participants also found it enjoyable while 5 of the participants could not find a use case and said this solution is not for them. Only 9.3% claimed moving the cursor by head was hard for them while 52% thought it was easy and 38.7% thought it was normal to practice. Furthermore, 50 participants reported that this solution would fit somebody’s needs they know.

Discussion

We saw that online shopping has several barriers for people with motor impairments. Our design led us to address this problem with a hands-free, auxiliary-free, completely mobile online shopping sample application. Our application allows users to browse several deals from different categories and buy/share the desired products. Users do not need any external device, nor a fine calibration step for using our approach. This eliminates the need of touch screen which requires fine motor control. The initial user feedback also shows that this interaction with an online shopping application is practical and enjoyable. Beyond this application, we actually proposed our hands-free interface components as an open-source solution so that developers may incorporate head tracking into their mobile applications, not limited to eCommerce. Our open-source solution can be used in several applications from communication tools for people with motor impairments to a hands-free recipe or DIY application.

Our lab-based study suggests keeping the phone at mid-distance (15 to 19 inches) from the face increases the interaction quality and is more comfortable since it provides an accurate and robust interaction. There is a trade-off between cursor speed and stableness. To be specific, small phone-to-head distance requires bigger head movements that can easily cause fatigue but delivers fine control with higher stableness, while larger distance requires minor head movements but with higher precision and stable head movements which is potentially stressful as well. Future work on head-based interaction may consider this fact and design its interface accordingly. Another fact is that, while majority of the participants reported that there was no scientific difference between the difficulty of selection based on the target regions, we concluded that the targets around the center of the screen are more reachable than the targets on the lower portion of the screen since there are higher throughput values for the center sequence of Alphabets test (see Fig. 5). This is natural since pitching the head up or down is relatively more uncomfortable task than yawing the head left or right. Placing the frequently visited targets around the screen center while reserving the lower portion for information display or for less commonly used targets like the ones in our design (Fig. 1) would provide a more ergonomic interaction via head-based pointing on mobile and keeps the amount of uncomfortable pitching tasks to the minimum.

We highlight the potential of the proposed approach as an important number of people who experienced our approach considered it useful for them in several use cases such as baby feeding or fixing automobile with dirty hands. In addition to able-bodied user group, our single participant with motor impairments was also able to practice precise target selection on such a small screen for the very first time. He also

Figure 4: Analysis of dwell points. (a-b) Randomly selected dwell points from a participant. (c-e) Directions of eigenvectors derived from dwell point coordinates.
reported that a hands-free interaction with smart phones is especially a serious need for any wheelchair rider even if they have fine hand control since they also would like to keep interacting with their phones while moving. In so many cases like this, our open-sourced hands-free UI components would be really helpful for developers to build new applications in consideration of these needs. Therefore, future work would be developing any kind of mobile applications on top of our framework or adding new head-pointing sensitive UI components to our open-sourced tool set.

7 CONCLUSION

In this work, we proposed an open-source solution for mobile phones to enable an easy-to-use interface for buttons that are sensitive to head pointing.

We hope that this open source will make it easier for developers to incorporate head tracking into applications not limited to eCommerce. This includes socially impactful applications for users with motor control disabilities. It also allows hands-free applications such as following recipe while cooking or fixing a car while following an instructional manual. Fun applications like gaming can also consume this.

Figure 5: Analysis of dwell time and throughput. Top: elapsed time per motion sequence averaged over all participants. Middle: throughput per motion sequence averaged over all participants. We also show box and whisker plot for data collected from all participants at each sequence. The range plot shows median of the range of a set of data collected from all participants across all 3 distances. Bottom: throughput per participant averaged over all motion sequences, sorted by throughput averaged across all distances. Note that for the numbers experiment, the throughput is generally higher at far distances, while for the alphabets experiment, throughputs are usually higher at near distances. See Sec. 6 for details.
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