Human–machine metacommunication towards development of a human-like agent: A short review
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Abstract: This article briefly reviews the research works related to metacommunication. Metacommunication is a term meaning “communication on communication,” which is related to marginal communication such as conveying recognition, comprehension, and evaluation of an interlocutor’s words. Herein, several research works are reviewed from the metacommunication point of view.
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1. INTRODUCTION

Artificial intelligence (AI) technology has drastically advanced in this decade. The development of an AI agent that behaves like a human is one of the ultimate goals of AI research. There has been much effort devoted to developing such an agent. However, it is still difficult to develop a completely human-like agent. Thus, researchers have developed technologies for increasing human likeness from various aspects, such as learning ability [1,2], communication and reasoning in a game [3], emotional expression in a chatbot [4], and appearance [5]. This article addresses the communication channel between a machine and a user.

Most spoken dialog systems assume that the user of the system is ready to talk with the system, and the system gives a prompt utterance to the user, expecting the user to reply to the prompt immediately. This assumption makes sense for task-oriented systems such as interactive voice response systems [6] or an information kiosk [7]. However, current spoken dialog systems, such as “smart speakers” and “intelligent personal assistants” [8], are not only task-oriented voice interfaces but also “chatbots” [9]. When used as a non–task-oriented chatbot, the user does not necessarily have a clear goal of the conversation. To realize a spoken dialog system that can make “human-like” conversation under such a situation, we must make the system be conscious of the relationship between the system and the user. In other words, a “communication channel” between the system and the user is necessary.

When we make conversation with other persons, we are always conscious of the channel to an interlocutor, and we interchange information on the “state” of the channel, such as the floor and turn-taking, what topic is preferred, and whether the listener is actually listening to the speaker’s words or not. These kinds of interchanges are called “metacommunication.” This article reviews the research work on the human–machine interaction from the metacommunication point of view, and the future direction of human–machine metacommunication research towards the realization of a human-like conversational agent is discussed.

2. CONCEPT OF METACOMMUNICATION

2.1. What is Metacommunication?

In this article, the term “metacommunication” denotes all aspects of communication related to the communication itself.

The word “metacommunication” was coined by Bateson [10]. He defined the word metacommunication as “communication that refers to communication.” Since there is no consensus on the definition of metacommunication, some researchers refer to only verbal communication on communication (such as confirmation utterances) as “metacommunication” and nonverbal communication as “paracommunication” [11], while others refer to all communicative acts that refer to communication as “metacommunication” [12]. Herein the latter stance is adopted. “Metacommunication” means not only the intentional communication but also the unintentional expression of one’s state and the perception of the relationship from the expression, such as the physical distance between two
persons, gaze and facial expressions, filler words, and disfluency.

2.2. Why Metacommunication is Important

Consider a situation where a user is verbally ordering something to a robot, but the robot does not respond to the voice command. If the robot does not take any action, it is difficult for the user to understand what is happening. There are many possibilities of the cause, such as the robot has failed to recognize the voice command because of environmental noise, the robot cannot understand the command because the user used out-of-vocabulary words, or the microphone of the robot is malfunctioning.

If the robot presents behavior such as saying “I could not hear you” or emits a beep sound indicating a recognition failure, the user can take an appropriate next action, such as repeating the voice command. Such action of the robot is unrelated to the target task of the robot. Instead, it is a the robot behavior to express the status of the communication channel between the user and the robot. This is an example of human–machine metacommunication.

Not only the “machine-to-human” case, but the “human-to-machine” case, where a machine understands the human’s cognition of the communication channel, is also useful. For example, when a person moves toward a communication robot, it might mean that the person wants to talk with the robot. Considering a communication robot that chats with a person, it is not an easy task to determine when the robot should start and finish the talk. The system needs to observe the user’s multimodal behavior and perceive cues of metacommunication to judge whether the user wants to continue the talk or not.

3. EXAMPLES OF METACOMMUNICATION

There are many aspects of metacommunication. The following issues are especially important in realizing human-like spoken dialog systems.

3.1. Appearance

The appearance of a system, such as its height and figure (such as human, robot, animal, or cartoon), affects the social relationship between the system and the user. Thus, the system’s appearance should be designed in accordance with the purpose of the system. Martini et al. [5] investigated the relationship between the appearance of a robot and the impression of humans regarding the robot. From the point of view of the spoken dialog system, Bickmore and Cassell [13] described the effect of displaying the figure of the agent of the spoken dialog system. Their result was that the figure was effective when the dialog was simple, whereas it had no effect when the user conducted a complicated dialog. Miyake and Ito [14] compared the linguistic feature of the speech in dialogs with and without the agent’s figure.

In addition to the figure of the agent, the height of the agent also affects the psychological relationship between the agent and a human. As an effect of a person’s height, it is known that taller persons have higher income [15]. Furthermore, in video-based communication, placing the display at a higher position affects the conversation [16]. These results suggest that the physical height of an agent is an important factor of a spoken dialog system. Hiroi and Ito investigated the best height of a conversational robot and concluded that the best height was about 30 cm lower than the eye level of humans [17].

3.2. Establishment and Termination of the Conversation

Starting and finishing the conversation are important issues for spoken dialog systems, but most systems avoid this issue by assuming that the user has the initiative in establishing and finishing the dialog. When a user greets the system, it means that the user wants to make new conversation with the system. In the situation where the system establishes the dialog, however, it is important for the system to know when it can talk to the user. Hudson et al. proposed to estimate the “interruptibility” (to what degree the system can interrupt the user to start a dialog) of a user on the basis of sensor information [18]. It is also important for a robot to know how to approach the user and initiate conversation [19].

3.3. Keeping a Conversation Channel Connected

While the system and the user are talking, it is required for both sides of the conversation to keep the conversation channel connected. If one of the talkers were to suddenly become silent, the conversation channel would be closed and the conversation would finish. Proper turn-taking and backchannel help to keep the conversational channel connected [20]. Backchannel prediction [21] is an important issue for realizing natural human–machine conversation. It is also known that synchrony of the gaze [22] and body movement [23] is observed during a conversation. These multimodal behaviors should be considered when developing a visual conversational agent or a conversational robot.

3.4. Noise-Adaptive Behavior Control

Environmental noise is one cause of hindering smooth interaction. Usually, noise-robust speech recognition methods are employed to cope with environmental noise [24]. As an alternative way, several systems change dialog acts adaptively in accordance with the noise level. The dialog system developed by Ito et al. [25] changes the vocabulary and dialog strategy so that the system uses a smaller
vocabulary to increase the recognition rate. Chandramohan and Pietquin incorporated the noise level into the features of the Markov decision process to determine the next dialog act [26]. These kinds of behavior control can also be seen as examples of metacommunication.

3.5. Awareness and Understanding of the Conversation

In a conversation, a speaker observes the interlocutor’s behavior and perceives whether the interlocutor understands the speaker’s words, or whether he/she can answer the speaker’s question or not. Confirmation is the most basic metacommunication employed by most task-oriented dialog systems. Confirmation is a kind of metacommunication because a confirmation is not an activity to convey new information; rather, it is an activity to share already-conveyed information. Most task-oriented spoken dialog systems perform confirmation after collecting all information needed to accomplish the task. Some systems employ a dialog strategy that adaptively determines whether the systems should make the confirmation or not. For example, Ultes et al. [27] developed a dialog system that observed the “interaction quality (IQ),” which indicates how smooth the dialog is and determines the confirmation behavior in accordance with the value of IQ.

The ability of a human to know whether the interlocutor knows specific information is called “feeling of another’s knowing” (FOAK) [28]. This kind of ability to estimate the metacognitive state of the interlocutor is indispensable for a dialog system to realize a human-like conversational agent. There are only a few research works in this field, for example, Chiba et al. attempted to discriminate what kind of difficulty the speaker has when the speaker does not give a response [29]. Recognizing the awareness and understanding of a speaker is especially important in multiparty conversation [30].

3.6. Interest and Evaluation of Conversation

A human speaker is also able to perceive whether the interlocutor is interested in the conversation [31], and whether he/she agrees with what the speaker says. Not only understanding the user’s behavior but also expressing the system’s mental status to the user is an important issue [32]. Buschmeier and Kopp [33] developed a system for estimating the listener’s mental state using a Bayesian network. The states estimated by this system include the understanding, acceptance, or agreement with the speaker’s statement.

Emotion in conversation is a similar concept to the interest and evaluation of the conversation. Emotion is said to be useful in enhancing the rapport between the user and the system [34]. Yang et al. investigated the user impression of dialog systems that employ animated agents with or without emotional expressions [35]. They found that the agent showing emotional behavior was perceived to be more intelligent, more empathetic and more conscious.

4. TOWARDS A HUMAN-LIKE CONVERSATIONAL AGENT

There have been many research attempts to develop human-like conversational agents [36], such as a humanoid robot [37] and animated face [38]. These works focus on how to replicate human behavior precisely. In addition to the precise replication of human behavior, it seems to be important to consider the meaning of the behaviors of an agent from a metacommunication point of view. It is known that not only a human-like appearance but also natural behavior such as eye contact affects the perception of the agent by humans [39]. Changing the behavior of a robot (the “embodied cues”) while interacting with a human affects the performance of the human [40]. These research works reveal the importance of the metacommunicative behavior of an agent.
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