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Abstract
Generative adversarial networks have been very successful in generative modeling, however they remain relatively hard to optimize compared to standard deep neural networks. In this paper, we try to gain insight into the optimization of GANs by looking at the game vector field resulting from the concatenation of the gradient of both players. Based on this point of view, we propose visualization techniques that allow us to make the following empirical observations. First, the training of GANs suffers from rotational behavior around locally stable stationary points, which, as we show, corresponds to the presence of imaginary components in the eigenvalues of the Jacobian of the game. Secondly, GAN training seems to converge to a stable stationary point which is a saddle point for the generator loss, not a minimum, while still achieving excellent performance. This counter-intuitive yet persistent observation questions whether we actually need a Nash equilibrium to get good performance in GANs.

1 Introduction
Deep neural networks have exhibited large success in many applications (Krizhevsky et al., 2012). This success has motivated many studies of their non-convex loss landscape (Choromanska et al., 2015; Kawaguchi, 2016; Li et al., 2018b), which, in turn, has led to many improvements, such as better initialization and optimization methods (Glorot and Bengio, 2010; Kingma and Ba, 2015).

While most of the work on studying non-convex loss landscapes has focused on single objective minimization, some recently introduced models require the joint minimization of several objectives, making them intrinsically different. Among these models is the generative adversarial network (GAN) (Goodfellow et al., 2014) which is based on a two-player game formulation and has achieved state-of-the-art performance on some generative modeling tasks such as image generation (Brock et al., 2019).

In this paper, we focus on the optimization landscape of GANs and attempt to clarify to what extent they are intrinsically different from the standard loss surfaces that are common, for instance, in supervised learning tasks. Furthermore, we elaborate on why the visualization of the loss surfaces of both players may provide wrong intuitions. We argue that instead of studying the loss surface, we should study the game vector field (i.e., the concatenation of each player’s gradient), which can provide better insights to the problem. We introduce a new tool that we call Path-angle, which helps
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us describe the nature of the game vector field close to a stationary point. The core questions we want to address may be summarized as the following:

Is the landscape of GANs fundamentally different from standard loss surfaces of deep networks, and do existing training methods find local Nash equilibria?

We experimentally show that the landscape of GANs is fundamentally different from the standard loss surfaces of deep networks. Furthermore, we provide evidence that existing GAN training methods do not converge to a local Nash equilibrium. More precisely, our contributions are the following: (i) We propose studying the game vector field to understand training dynamics in GANs, as opposed to studying the loss surfaces of each player (ref. §2.2). (ii) We formalize the notion of rotation that can appear around the optimum in games but not in minimization in Theorem 1. (iii) We introduce a novel visualization tool for the game vector field, which we call Path-angle and that captures the rotational and attractive behaviors near local stationary points (ref. §3.2). (iv) We observe experimentally on both a mixture of Gaussians and MNIST datasets that a variety of GAN formulations have a significant rotational behavior around their locally stable stationary points (ref. §4.1). (v) We provide empirical evidence that existing training procedures find stable stationary points that are saddle points, not minima, for the loss function of the generator (ref. § 4.2).

Related work. Improving the training of GANs has been an active research area in the past few years. Most efforts in stabilizing GAN training have focused on formulating new objectives (Arjovsky et al., 2017), or adding regularization terms (Gulrajani et al., 2017; Mescheder et al., 2017, 2018). In this work, we try to characterize the difference in the landscapes induced by different GAN formulations and how it relates to improving the training of GANs.

Recently, Nagarajan and Kolter (2017); Mescheder et al. (2018) show that a local analysis of the eigenvalues of the Jacobian of the game can provide guarantees on local stability properties. However, their theoretical analysis is based on some unrealistic assumptions such as the generator’s ability to fully capture the real distribution. In this work, we assess experimentally to what extent these theoretical stability results apply in practice.

The stable points of the gradient dynamics in general games have been studied independently by Mazumdar and Ratliff (2018) and Adolphs et al. (2018). They notice that the locally stable stationary point of some games are not local Nash equilibria. In order to reach a local Nash equilibrium, Adolphs et al. (2018); Mazumdar et al. (2019) develop techniques based on second order information. In this work, we argue that reaching local Nash equilibria may not be as important as one may expect and that we do achieve good performance at a locally stable stationary point.

Several works have studied the loss landscape of deep neural networks. Goodfellow et al. (2015) proposed to look at the linear path between two points in parameter space and show that neural networks behave similarly to a convex loss function along this path. Draxler et al. (2018) proposed an extension where they look at nonlinear paths between two points and show that local minima are connected in deep neural networks. Another extension was proposed by (Li et al., 2018a) where they use contour plots to look at the 2D loss surface defined by two directions chosen appropriately. In this paper, we use a similar approach of following the linear path between two points to gain insight about GAN optimization landscapes. However, in this context, looking at the loss of both players along that path may be uninformative. We propose instead to look, along a linear path from initialization to best solution, at the game vector field, particularly at its angle w.r.t. the linear path, the Path-angle.

Another way to gain insight into the landscape of deep neural networks is by looking at the Hessian of the loss; this was done in the context of single objective minimization by (Dauphin et al., 2014; Sagun et al., 2016, 2017; Alain et al., 2019). Compared to linear path visualizations which can give global information (but only along one direction), the Hessian provides information about the loss landscape in several directions but only locally. The full Hessian is expensive to compute and one often has to resort to approximations such as computing only the top-k eigenvalues. While, the Hessian is symmetric and thus has real eigenvalues, the Jacobian of a game vector field is significantly different since it is in general not symmetric, which means that the eigenvalues belong to the complex plane. In the context of GANs, Mescheder et al. (2017) introduced a gradient penalty and use the eigenvalues of the Jacobian of the game vector field to show its benefits in terms of stability. In our work, we compute these eigenvalues to assess that, on different GAN formulations and datasets, existing training procedures find a locally stable stationary point that is a saddle point for the loss function of the generator.
2 Formulations for GAN optimization and their practical implications

2.1 The standard game theory formulation

From a game theory point of view, GAN training may be seen as a game between two players: the discriminator $D_\theta$ and the generator $G_\varphi$, each of which is trying to minimize its loss $L_D$ and $L_G$, respectively. Using the same formulation as Mescheder et al. (2017), the GAN objective takes the following form (for simplicity of presentation, we focus on the unconstrained formulation):

$$\theta^* \in \arg \min_{\theta \in \mathbb{R}^p} L_G(\theta, \varphi^*) \quad \text{and} \quad \varphi^* \in \arg \min_{\varphi \in \mathbb{R}^d} L_D(\theta^*, \varphi). \quad (1)$$

The solution $(\theta^*, \varphi^*)$ is called a Nash equilibrium (NE). In practice, the considered objectives are non-convex and we typically cannot expect better than a local Nash equilibrium (LNE), i.e., a point at which (1) is only locally true (see e.g. (Adolphs et al., 2018) for a formal definition). Ratliff et al. (2016) derived some derivative-based necessary and sufficient conditions for being a LNE. They show that, for being a local NE it is sufficient to be a differential Nash equilibrium:

**Definition 1** (Differential NE). A point $(\theta^*, \varphi^*)$ is a differential Nash equilibrium (DNE) iff

$$\|\nabla_\theta L_G(\theta^*, \varphi^*)\| = \|\nabla_\varphi L_D(\theta^*, \varphi^*)\| = 0, \quad \nabla^2_\theta L_G(\theta^*, \varphi^*) \succ 0 \quad \text{and} \quad \nabla^2_\varphi L_D(\theta^*, \varphi^*) \succ 0 \quad (2)$$

where $S \succ 0$ if and only if $S$ is definite positive.

Being a DNE is not necessary for being a LNE because a local Nash equilibrium may have Hessians that are only semi-definite. NE are commonly used in GANs to describe the goal of the learning procedure (Goodfellow et al., 2014): in this definition, $\theta^*$ (resp. $\varphi^*$) is seen as a local minimizer of $L_G(\cdot, \varphi^*)$ (resp. $L_D(\theta^*, \cdot)$).

Under this view, however, the interaction between the two networks is not taken into account. This is an important aspect of the game stability that is missed in the definition of DNE (and Nash equilibrium in general). We illustrate this point in the following section, where we develop an example of a game for which gradient methods converge to a point which is a saddle point for the generator’s loss and thus not a DNE for the game.

2.2 An alternative formulation based on the game vector field

In practice, GANs are trained using first order methods that compute the gradients of the losses of each player. Following Gidel et al. (2019), an alternative point of view on optimizing GANs is to jointly consider the players’ parameters $\theta$ and $\varphi$ as a joint state $\omega := (\theta, \varphi)$, and to study the vector field associated with these gradients, which we call the game vector field

$$v(\omega) := \begin{bmatrix} \nabla_\theta L_G(\omega) \quad \nabla_\varphi L_D(\omega) \end{bmatrix}^T \quad \text{where} \quad \omega := (\theta, \varphi). \quad (3)$$

With this perspective, the notion of DNE is replaced by the notion of locally stable stationary point (LSSP). Verhulst (1989, Theorem 7.1) defines a LSSP $\omega^*$ using the eigenvalues of the Jacobian of the game vector field $\nabla v(\omega^*)$ at that point.

**Definition 2** (LSSP). A point $\omega^*$ is a locally stable stationary point (LSSP) iff

$$v(\omega^*) = 0 \quad \text{and} \quad \Re(\lambda) > 0, \quad \forall \lambda \in \text{Sp}(\nabla v(\omega^*)). \quad (4)$$

where $\Re$ denote the real part of the eigenvalue $\lambda$ belonging to the spectrum of $\nabla v(\omega^*)$.

This definition is not easy to interpret but one can intuitively understand a LSSP as a stationary point (a point $\omega^*$ where $v(\omega^*) = 0$) to which all neighbouring points are attracted. We will formalize this intuition of attraction in Theorem 1. In our two-player game setting, the Jacobian of the game vector field around the LSSP has the following block-matrices form:

$$\nabla v(\omega^*) = \begin{bmatrix} \nabla^2_\theta L_G(\omega^*) & \nabla_\varphi \nabla_\theta L_G(\omega^*) \\ \nabla^2_\varphi \nabla_\theta L_D(\omega^*) & \nabla^2_\varphi L_D(\omega^*) \end{bmatrix} = \begin{bmatrix} S_1 & B \\ A & S_2 \end{bmatrix}, \quad (5)$$

\footnote{Note that, in practice, the joint vector field (3) is not a gradient vector field, i.e., it cannot be rewritten as the gradient of a single function.}
We plot \( L \) and show (see §B.2) that \((\theta^*_1, \theta^*_2, \varphi^*) = (1, 1, 0) \) is a locally stable stationary point but is not a DNE: the generator loss at the optimum \((\theta_1, \theta_2) \rightarrow L_G(\theta_1, \theta_2, \varphi^*) = \theta_2^2 - \frac{1}{2} \theta_1^2 \) is not at a DNE because it has a clear descent direction, \((1, 0)\). However, if the generator follows this descent direction, the dynamics will remain stable because the discriminator will update its parameter, rotating the saddle and making \((1, 0)\) an ascent direction. We call this phenomenon dynamic stability: the loss \( L_G(\cdot, \varphi^*) \) is unstable for a fixed \( \varphi^* \) but becomes stable when \( \varphi \) dynamically interacts with the generator around \( \varphi^* \).

A mechanical analogy for this dynamic stability phenomenon is a ball in a rotating saddle—even though the gravity pushes the ball to escape the saddle, a quick enough rotation of the saddle would trap the ball at the center (see Thompson et al., 2002 for more details). This analogy has been used to explain Paul’s trap (Paul, 1990): a counter-intuitive way to trap ions using a dynamic electric field. In Example 1, the parameter \( \varphi \) explicitly controls the rotation of the saddle.

This example illustrates the fact that the DNE corresponds to a notion of static stability: it is the stability of one player’s loss given the other player is fixed. Conversely, LSSP captures a notion of dynamic stability that considers both players jointly.

By looking at the game vector field we capture these interactions. Fig. 1b only captures a snapshot of the generator’s loss surface for a fixed \( \varphi \) and indicates static instability (the generator is at a saddle point of its loss). In Fig. 1a, however, one can see that, starting from any point, we will rotate around the stationary point \((\varphi^*, \theta^*_1) = (0, 1)\) and eventually converge to it.

The visualization of the game vector field reveals an interesting behavior that does not occur in single objective minimization: close to a LSSP, the parameters rotate around it. Understanding this phenomenon is key to grasp the optimization difficulties arising in games. In the next section, we formally characterize the notion of rotation around a LSSP and in §3 we develop tools to visualize it in high dimensions. Note that gradient methods may converge to saddle points in single objective minimization, but these are not stable stationary points, unlike in our game example.

### 2.3 Rotation and attraction around locally stable stationary points in games

In this section, we formalize the notions of rotation and attraction around LSSP in games, which we believe may explain some difficulties in GAN training. The local stability of a LSSP is characterized

\[ L_G(\cdot, \varphi^*) \]
by the eigenvalues of the Jacobian $\nabla v(\omega^*)$ because we can linearize $v(\omega)$ around $\omega^*$:

$$v(\omega) \approx \nabla v(\omega^*)(\omega - \omega^*).$$

(6)

If we assume that (6) is an equality, we have the following theorem.

**Theorem 1.** Let us assume that (6) is an equality and that $\nabla v(\omega^*)$ is diagonalizable, then there exists a basis $P$ such that the coordinates $\tilde{\omega}_j(t) := [P(\omega(t) - \omega^*)]_j$ have the following behavior,

1. For $\lambda_j \in \text{Sp}\nabla v(\omega^*)$, $\lambda_j \in \mathbb{R}$, we observe pure attraction: $\tilde{\omega}_j(t) = e^{-\lambda_j t} \tilde{\omega}_j(0)$.
2. For $\lambda_j \in \text{Sp}\nabla v(\omega^*)$, $\mathbb{R}(\lambda_j) = 0$, we observe pure rotation: $\begin{bmatrix} \tilde{\omega}_j(t) \\ \tilde{\omega}_{j+1}(t) \end{bmatrix} = R_{\lambda_j t} \begin{bmatrix} \tilde{\omega}_j(0) \\ \tilde{\omega}_{j+1}(0) \end{bmatrix}$.
3. Otherwise, we observe both: $[\tilde{\omega}_j(t) \quad \tilde{\omega}_{j+1}(t)]^T = e^{-\text{Re}(\lambda_j) t} R_{\text{Im}(\lambda_j) t} [\tilde{\omega}_j(0) \quad \tilde{\omega}_{j+1}(0)]^T$.

The matrix $R_\varphi$ corresponds to a rotation of angle $\varphi$ (see §A.1 for details). Note that we re-ordered the eigenvalues such that the complex conjugate eigenvalues form pairs: if $\lambda_j \notin \mathbb{R}$ then $\lambda_{j+1} = \overline{\lambda}_j$.

This theorem shows that the dynamics of $\omega(t)$ can be decomposed in a particular basis into attractions and rotations over components that do not interact between each other. Rotation does not appear in single objective minimization around a local minimum, because the eigenvalues of the objective are always real. In the following section, we introduce a new tool in order to assess the magnitude of the rotation around a LSSP compared to the attraction to this point.

3 Visualization for the vector field landscape

Neural networks are parametrized by a large number of variables and visualizations are only possible using low dimensional plots (1D or 2D). We first present a standard visualization tool for deep neural network loss surfaces that we will exploit in §3.2.

3.1 Standard visualizations for the loss surface

One way to visualize a neural network’s loss landscape is to follow a parametrized path $\omega(\alpha)$ that connects two parameters $\omega, \omega'$ (often one is chosen early in learning and another one is chosen late in learning, close to a solution). A path is a continuous function $\omega(\cdot)$ such that $\omega(0) = \omega$ and $\omega(1) = \omega'$. Goodfellow et al. (2015) considered a linear path $\omega(\alpha) = \alpha \omega + (1 - \alpha) \omega'$.

More complex paths can be considered to assess whether different minima are connected (Draxler et al., 2018).

3.2 Proposed visualization: Path-angle

We propose to study the linear path between parameters early in learning and parameters late in learning. We illustrate the extreme cases for the game vector field along this path in simple examples in Figure 2(a-c): pure attraction occurs when the vector field perfectly points to the optimum (Fig. 2a) and pure rotation when the vector field is orthogonal to the direction to the optimum (Fig. 2b). In practice, we expect the vector field to be in between these two extreme cases (Fig. 2c). In order to determine in which case we are, around a LSSP, in practice, we propose the following tools.

**Path-norm.** We first ensure that we are in a neighborhood of a stationary point by computing the norm of the vector field. Note that considering independently the norm of each player may be misleading: even though the gradient of one player may be close to zero, it does not mean that we are at a stationary point since the other player might still be updating its parameters.

**Path-angle.** Once we are close to a final point $\omega'$, i.e., in a neighborhood of a LSSP, we propose to look at the angle between the vector field (3) and the linear path from $\omega$ to $\omega'$. Specifically, we monitor the cosine of this angle, a quantity we call *Path-angle*:

$$c(\alpha) := \frac{(\omega' - \omega)_v}{|\omega' - \omega||v_\alpha|} \quad \text{where} \quad v_\alpha := v(\alpha \omega' + (1 - \alpha) \omega), \ \alpha \in [a, b].$$

(7)

Usually $[a, b] = [0, 1]$, but since we are interested in the landscape around a LSSP, it might be more informative to also consider further extrapolated points around $\omega'$ with $b > 1$. 
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A path-angle relative to the computation of the eigenvalues of a Jacobian is a constant matrix: $v(\omega) = \begin{bmatrix} S_1 & B \\ A & S_2 \end{bmatrix} (\omega - \omega^*)$ and thus $\nabla v(\omega) = \begin{bmatrix} S_1 & B \\ A & S_2 \end{bmatrix}$ $\forall \omega$. (8)

Depending on the choice of $S_1, S_2, A$ and $B$, we cover the following cases:

- **$S_1, S_2 > 0, A = B = 0$:** eigenvalues are real. Thm. 1 ensures that we only have attraction. Far from $\omega^*$, the gradient points to $\omega^*$ (See Fig. 2a) and thus $c(\alpha) = 1$ for $\alpha \ll 1$ and $c(\alpha) = -1$ for $\alpha \gg 1$. Since $\omega'$ is not exactly $\omega^*$, we observe a quick sign switch of the Path-angle around $\alpha = 1$. We plotted the average Path-angle over different approximate optima in Fig. 2a (see appendix for details).

- **$S_1, S_2 = 0, A = -B^T$:** eigenvalues are pure imaginary. Thm. 1 ensures that we only have rotations. Far from the optimum the gradient is orthogonal to the direction that points to $\omega$ (See Fig. 2b). Thus, $c(\alpha)$ vanishes for $\alpha \ll 1$ and $\alpha \gg 1$. Because $\omega'$ is not exactly $\omega^*$, around $\alpha = 1$, the gradient is tangent to the circles induced by the rotational dynamics and thus $c(\alpha) = \pm 1$. That is why in Fig. 2b we observe a bump in $c(\alpha)$ when $\alpha$ is close to 1.
Figure 3: Path-angle computed on MoG and MNIST, see Appendix C.3 for details on how the path-angle is computed. For MoG the ending point is a generator which has learned the distribution. For MNIST we indicate the Inception score (IS) at the ending point of the interpolation. Notice the “bump” in path-angle (close to $\alpha = 1.0$), characteristic of games rotational dynamics, and absent in the minimization problem (d). Details on error bars in §C.3.

- General high dimensional LSSP (4). The dynamics display both attraction and rotation. We observe a combination of the sign switch due to the attraction and the bump due to the rotation. The higher the bump, the closer we are to pure rotations. Since we are performing a low dimensional visualization, we actually project the gradient onto our direction of interest. That is why the Path-angle is significantly smaller than 1 in Fig. 2c.

4 Numerical results on GANs

Losses. We focus on two common GAN loss formulations: we consider both the original non-saturating GAN (NSGAN) formulation proposed in Goodfellow et al. (2014) and the WGAN-GP objective described in Gulrajani et al. (2017). We also considered the WGAN (Arjovsky et al., 2017) in our mixture of Gaussians experiments (see §C.1 for detail on how to handle clipping).

Datasets. We first propose to train a GAN on a toy task composed of a 1D mixture of 2 Gaussians (MoG) with 10,000 samples. For this task both the generator and discriminator are neural networks with 1 hidden layer and ReLU activations. We also train a GAN on MNIST, where we use the DCGAN architecture (Radford et al., 2016).

Optimization methods. For the mixture of Gaussian (MoG) dataset, we used the full-batch extragradient method (Korpelevich, 1976; Gidel et al., 2019). We also tried to use standard batch gradient descent, but this led to unstable results indicating that gradient descent might indeed be unable to converge to stable stationary points (see §C.4). On MNIST, we tested both Adam (Kingma and Ba, 2015) and ExtraAdam (Gidel et al., 2019), which showed similar qualitative behavior (see §C.5). We present here the results for Adam as it is the standard stochastic method used in the literature. As recommended by Heusel et al. (2017), we chose different learning rates for the discriminator and the generator. All the hyper-parameters and precise details about the experiments can be found in §C.1.

4.1 Evidence of rotation around locally stable stationary points in GANs

We first look at the path-angles (Fig. 3) and at the eigenvalues of the Jacobian of the game vector field (Fig. 4) for the different models and datasets. For contrast, we also plot what the Path-angle looks like for a neural network minimization objective, where we expect to only observe a sign switch as in Fig. 2a. To do so we fixed the generator after some number of steps and optimize fully the discriminator until convergence. We plot its path angle (only containing the gradient of the discriminator) in Fig. 3d. As expected, we see a similar pattern as in Fig. 2a.
Our first observation is that all the GAN objectives on both datasets have a non-zero rotational component. This can be seen by looking at the Path-angle in Fig. 3, where we always observe a bump, and this is also confirmed by the large imaginary part of the eigenvalues in Fig. 4. The rotational component is clearly visible in Fig. 3c, where we see no sign switch and a clear bump similar to Fig. 2b. On the MNIST-trained NSGAN and WGAN-GP in Fig. 3, we observe a combination of a bump and a sign switch similar to Fig. 2c. Also Fig. 4 clearly shows the existence of imaginary eigenvalues with large magnitude. Looking more closely at the eigenvalues, we observe that NSGAN tends to have a few eigenvalues with very large positive real part that dominate and a few imaginary eigenvalues with much smaller magnitude Fig. 4a and 4c. On the contrary, WGAN-GP has eigenvalues with very large imaginary parts and relatively small real eigenvalues (Fig. 4b and 4d). This shows that different GAN objectives can lead to very different landscapes, and has implications in terms of optimization. In particular, WGAN-GP takes much longer to reach a LSSP. This may be due to the large imaginary parts of the eigenvalues compared to NSGAN.

### 4.2 The locally stable stationary points of GANs are not local Nash equilibria

According to Fig. 4, the points we are considering are locally stable. Indeed, we can clearly observe that the top eigenvalues all have positive real parts. To check if these points are also local Nash equilibria (LNE) we compute the eigenvalues of the Hessian of each player independently. If all the eigenvalues of each player are positive, it means that we have reached a DNE. Since the computation of the full spectrum of the Hessians is expensive, we restrict ourselves to the top-k eigenvalues with largest magnitude: exhibiting one significant negative eigenvalue is enough to indicate that the point considered is not in the neighborhood of a LNE. Results are shown in Fig. 5, from which we make several observations. First, we see that the generator never reaches a local minimum but...
instead finds a saddle point. This means that the algorithm converges to a LSSP which is not a LNE, while achieving good results with respect to our evaluation metrics. This raises the question whether convergence to a LNE is actually needed or if converging to a LSSP is sufficient to reach a good solution. We also observe a large difference in the eigenvalues of the discriminator when using the WGAN-GP v.s. the NSGAN objective. In particular, we find that the discriminator in NSGAN converges to a solution with very large positive eigenvalues compared to WGAN-GP. This shows that the discriminator in NSGAN converges to a much sharper minimum. This is consistent with the fact that the gradient penalty acts as a regularizer on the discriminator and prevents it from becoming too sharp.

5 Discussion

In this paper, we have shown that the optimization landscapes of GANs typically have rotational components specific to games. It implies new optimization challenges that do not arise in single objective minimization. We argue that these rotational components are part of the reason why GANs are challenging to train, in particular that the instabilities observed during training may come from such rotations close to LSSP. Thus, optimization methods specifically tailored to handle these rotations may greatly improve GAN training. This could explain why averaging and extragradient have been shown as promising methods to improve performances (Gidel et al., 2019; Yazıcı et al., 2019). We also notice that using different GAN objectives leads to significantly different landscapes. In particular NSGAN leads to a much sharper landscape (eigenvalues with larger real parts), a characteristic that in standard supervised learning task was shown to lead to worse performance. On the opposite, Gradient Penalty has eigenvalues with relatively small real values but with very large imaginary parts. We believe that this raises an important question of what may be “good” properties of a LSSP that we expect to yield a well-performing generator. Finally, across different GAN formulations and datasets, we consistently observe that GANs do not converge to local Nash equilibria. Instead the generator often ends being at a saddle point of the generator loss function. But in practice these LSSP achieve really good generator performance metrics, which leads us to question whether we actually need a Nash equilibrium to get good performance in GANs.
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A Proof of theorems and propositions

A.1 Proof of Theorem 1

Let us recall the theorem of interest:

**Theorem’ 1.** Let us assume that (6) is an equality and that $\nabla v(\omega^*)$ is diagonalizable, then there exists a basis $P$ such that the coordinates $\hat{\omega}(t) := P(\omega(t) - \omega^*)$ have the following behavior:

1. For $\lambda_j \in \text{Sp}(\nabla v(\omega^*))$, $\lambda_j \in \mathbb{R}$, we observe pure attraction: $\hat{\omega}_j(t) = e^{-\lambda_j t} \hat{\omega}_j(0)$.
2. For $\lambda_j \in \text{Sp}(\nabla v(\omega^*))$, $\Re(\lambda_j) = 0$, we observe pure rotation: $\begin{bmatrix} \hat{\omega}_j(t) \\ \hat{\omega}_{j+1}(t) \end{bmatrix} = \begin{bmatrix} R_{\lambda_j} & 0 \\ 0 & R_{\lambda_j} \end{bmatrix} \begin{bmatrix} \hat{\omega}_j(0) \\ \hat{\omega}_{j+1}(0) \end{bmatrix}$.
3. Otherwise, we observe both: $\begin{bmatrix} \hat{\omega}_j(t) \\ \hat{\omega}_{j+1}(t) \end{bmatrix} = e^{-\Re(\lambda_j) t} R_{\Re(\lambda_j)}^{i \Im(\lambda_j)} \begin{bmatrix} \hat{\omega}_j(0) \\ \hat{\omega}_{j+1}(0) \end{bmatrix}$.

The matrix $R_{\omega}$ corresponds to a rotation of angle $\phi$. Note that, we re-ordered the eigenvalues such that the complex conjugate eigenvalues form pairs: if $\lambda_j \notin \mathbb{R}$ then $\lambda_{j+1} = \bar{\lambda}_j$.

**Proof.** The ODE we consider is,

$$\frac{d\omega(t)}{dt} = \nabla v(\omega^*)(\omega(t) - \omega^*)$$

(9)

The solution of this ODE is

$$\omega(t) = e^{-(t-t_0)\nabla v(\omega^*)}(\omega(t_0) - \omega^*) + \omega^*$$

(10)

Let us now consider $\lambda$ an eigenvalue of $\text{Sp}(\nabla v(\omega^*))$ such that $\Re(\lambda) > 0$ and $\Im(\lambda) \neq 0$. Since $\nabla v(\omega^*)$ is a real matrix and $\Im(\lambda) \neq 0$ we know that the complex conjugate $\bar{\lambda}$ of $\lambda$ belongs to $\text{Sp}(\nabla v(\omega^*))$. Let $u_0$ be a complex eigenvector of $\lambda$, then we have that,

$$\nabla v(\omega^*)u_0 = \lambda u_0 \quad \Rightarrow \quad \nabla v(\omega^*)u_0 = \bar{\lambda} u_0$$

(11)

and thus $\bar{u}_0$ is a eigenvector of $\bar{\lambda}$. Now if we set $u_1 := u_0 + \bar{u}_0$ and $i u_2 := u_0 - \bar{u}_0$, we have that

$$e^{-t \nabla v(\omega^*)}u_1 = e^{-t \lambda} u_0 + e^{-t \lambda} \bar{u}_0 = \text{Re}(e^{-t \lambda}) u_1 + \text{Im}(e^{-t \lambda}) u_2$$

$$e^{-t \nabla v(\omega^*)}i u_2 = e^{-t \lambda} u_0 - e^{-t \lambda} \bar{u}_0 = i(\text{Re}(e^{-t \lambda}) u_2 - \text{Im}(e^{-t \lambda}) u_1)$$

(12)

(13)

Thus if we consider the basis that diagonalizes $\nabla v(\omega^*)$ and modify the complex conjugate eigenvalues in the way we described right after (11) we get the expected diagonal form in a real basis. Thus there exists $P$ such that

$$\nabla v(\omega^*) = PD P^{-1}$$

(14)

where $D$ is the block diagonal matrix with the block decribed in Theorem 1.

A.2 Being a DNE is neither necessary or sufficient for being a LSSP

Let us first recall Example 1.

**Example 2.** Let us consider $L_G$ as a hyperbolic paraboloid (a.k.a., saddle point function) centered in $(1,1)$ where $(1, \varphi)$ is the principal descent direction and $(-\varphi, 1)$ is the principal ascent direction, while $L_D$ is a simple bilinear objective.

$$L_G(\theta_1, \theta_2, \varphi) = (\theta_2 - \varphi \theta_1 - 1)^2 - \frac{1}{2}(\theta_1 + \varphi \theta_2 - 1)^2, \quad L_D(\theta_1, \theta_2, \varphi) = \varphi(5\theta_1 + 4\theta_2 - 9)$$

We want to show that $(1, 1, 0)$ is a locally stable stationary point.

**Proof.** The game vector field has the following form,

$$v(\theta_1, \theta_2, \varphi) = \begin{pmatrix} (2\varphi^2 - 1)\theta_1 - 3\varphi \theta_2 + 2\varphi + 1 \\ (2 - \varphi^2)\theta_2 - 3\varphi \theta_1 - 2 + \varphi \\ 5\theta_1 + 4\theta_2 - 9 \end{pmatrix}$$

(15)
Thus, \((\theta_1^*, \theta_2^*, \varphi^*) := (1, 1, 0)\) is a stationary point (i.e., \(v(\theta_1^*, \theta_2^*, \varphi^*) = 0\)). The Jacobian of the game vector field is
\[
\nabla v(\theta_1, \theta_2, \varphi) = \begin{pmatrix}
2\varphi^2 - 1 & -3\varphi & 2 - 3\theta_2 \\
-3\varphi & 2 - \varphi^2 & 1 - 3\theta_1 \\
5 & 4 & 0
\end{pmatrix},
\]
and thus,
\[
\nabla v(\theta_1^*, \theta_2^*, \varphi^*) = \begin{pmatrix}
-1 & 0 & -1 \\
0 & 2 & -2 \\
5 & 4 & 0
\end{pmatrix}.
\]
We can verify that the eigenvalues of this matrix have a positive real part with any solver (the eigenvalues of a \(3 \times 3\) always have a closed form). For completeness we provide a proof without using the closed form of the eigenvalues. The eigenvalues \(\lambda_1, \lambda_2 \in \mathbb{C}\) are given by the roots of its characteristic polynomial,
\[
\chi(X) := |X + 1 & 0 & 1 | = X^3 - X^2 + 11X - 2.
\]
This polynomial has a real root in \((0, 1)\) because \(\chi(0) = -2 < 0 < 9 = \chi(1)\). Thus we know that, there exists \(\alpha \in (0, 1)\) such that,
\[
X^3 - X^2 + 11X - 2 = (X - \alpha)(X - \lambda_1)(X - \lambda_2).
\]
Then we have the equalities,
\[
\alpha \lambda_1 \lambda_2 = 2
\]
\[
\alpha + \lambda_1 + \lambda_2 = 1.
\]
Thus, since \(0 < \alpha < 1\), we have that,
- If \(\lambda_1\) and \(\lambda_2\) are real, they have the same sign \(\lambda_1 \lambda_2 = 2/\alpha > 0\) and thus are positive \((\lambda_1 + \lambda_2 = 1 - \alpha > 0)\).
- If \(\lambda_1\) is complex then \(\lambda_2 = \bar{\lambda}_1\) and thus, \(2\Re(\lambda_1) = \lambda_1 + \lambda_2 = 1 - \alpha > 0\).

Example 1 showed that LSSP did not imply DNE. Let us construct an example where a game have a DNE which is not locally stable. Consider the non-zero-sum game with the following respective losses for each player,
\[
L_1(\theta, \phi) = 4\theta^2 + (\frac{1}{2} \phi^2 - 1) \cdot \theta \quad \text{and} \quad L_2(\theta, \phi) = (4\theta - 1)\phi + \frac{1}{6} \phi^3.
\]
This game has two stationary points for \(\theta = 0\) and \(\phi = \pm 1\). The Jacobian of the dynamics at these two points are
\[
\nabla v(0, 1) = \begin{pmatrix}
1 & 1/2 \\
2 & 1/2
\end{pmatrix} \quad \text{and} \quad \nabla v(0, -1) = \begin{pmatrix}
1 & -1/2 \\
2 & -1/2
\end{pmatrix}
\]
Thus,
- The stationary point \((0, 1)\) is a DNE but \(\text{Sp}(\nabla v(0, 1)) = \{\frac{3\pm\sqrt{17}}{4}\}\) contains an eigenvalue with negative real part and so is not a LSSP.
- The stationry point \((0, -1)\) is not a DNE but \(\text{Sp}(\nabla v(0, 1)) = \{\frac{1\pm\sqrt{2}}{4}\}\) contains only eigenvalue with positive real part and so is a LSSP.

B Computation of the top-k Eigenvalues of the Jacobian

Neural networks usually have a large number of parameters, this usually makes the storing of the full Jacobian matrix impossible. However the Jacobian vector product can be efficiently computed by using the trick from (Pearlmutter, 1994). Indeed it’s easy to show that \(\nabla v(\omega)u = \nabla v(\omega)^T u\).

To compute the eigenvalues of the Jacobian of the Game, we first compute the gradient \(v(\omega)\) over a subset of the dataset. We then define a function that computes the Jacobian vector product using automatic differentiation. We can then use this function to compute the top-k eigenvalues of the Jacobian using the \texttt{sparse.linalg.eigs} functions of the Scipy library.
C Experimental Details

C.1 Mixture of Gaussian Experiment

Dataset. The Mixture of Gaussian dataset is composed of 10,000 points sampled independently from the following distribution

\[ p_D(x) = \frac{1}{2} N(2, 0.5) + \frac{1}{2} N(-2, 1) \]

where \( N(\mu, \sigma^2) \) is the probability density function of a 1D-Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \). The latent variables \( z \in \mathbb{R}^d \) are sampled from a standard Normal distribution \( N(0, I_d) \). Because we want to use full-batch methods, we sample 10,000 points that we re-use for each iteration during training.

Neural Networks Architecture. Both the generator and discriminator are one hidden layer neural networks with 100 hidden units and ReLU activations.

WGAN Clipping. Because of the clipping of the discriminator parameters some components of the gradient of the discriminator’s gradient should not be taken into account. In order to compute the relevant path angle we apply the following filter to the gradient:

\[
1 \{ (|\varphi| = c) \text{ and } (\text{sign} \nabla \varphi L_D(\omega) = -\text{sign} \varphi) \}
\]

where \( \varphi \) is clipped between \(-c\) and \(c\). If this condition holds for a coordinate of the gradient then it mean that after a gradient step followed by a clipping the value of the coordinate will not change.

| Hyperparameters for WGAN-GP on MoG |
|-----------------------------------|
| Batch size                        | 10,000 (Full-Batch) |
| Number of iterations              | 30,000              |
| Learning rate for generator       | \( 1 \times 10^{-2} \) |
| Learning rate for discriminator   | \( 1 \times 10^{-1} \) |
| Gradient Penalty coefficient      | \( 1 \times 10^{-3} \) |

| Hyperparameters for NSGAN on MoG  |
|-----------------------------------|
| Batch size                        | 10,000 (Full-Batch) |
| Number of iterations              | 30,000              |
| Learning rate for generator       | \( 1 \times 10^{-1} \) |
| Learning rate for discriminator   | \( 1 \times 10^{-1} \) |

C.2 MNIST Experiment

Dataset We use the training part of MNIST dataset LeCun et al. (2010) (50K examples) for training our models, and scale each image to the range \([-1, 1]\).

Architecture We use the DCGAN architecture Radford et al. (2016) for our generator and discriminator, with both the NSGAN and WGAN-GP objectives. The only change we make is that we replace the Batch-norm layer in the discriminator with a Spectral-norm layer Miyato et al. (2018), which we find to stabilize training.

Training Details

| Hyperparameters for NSGAN with Adam |
|-------------------------------------|
| Batch size                          | 100 |
| Number of iterations                | 100,000 |
| Learning rate for generator         | \( 2 \times 10^{-4} \) |
| Learning rate for discriminator     | \( 5 \times 10^{-5} \) |
| \( \beta_1 \)                       | 0.5 |
### Hyperparameters for NSGAN with ExtraAdam

| Hyperparameter                   | Value       |
|----------------------------------|-------------|
| Batch size                       | $= 100$     |
| Number of iterations             | $= 100,000$|
| Learning rate for generator      | $= 2 \times 10^{-4}$ |
| Learning rate for discriminator  | $= 5 \times 10^{-5}$ |
| $\beta_1$                       | $= 0.9$     |

### Hyperparameters for WGAN-GP with Adam

| Hyperparameter                   | Value       |
|----------------------------------|-------------|
| Batch size                       | $= 100$     |
| Number of iterations             | $= 200,000$|
| Learning rate for generator      | $= 8.6 \times 10^{-5}$ |
| Learning rate for discriminator  | $= 8.6 \times 10^{-5}$ |
| $\beta_1$                       | $= 0.5$     |
| Gradient penalty $\lambda$      | $= 10$      |
| Critic per Gen. iterations $\lambda$ | $= 5$      |

### Hyperparameters for WGAN-GP with ExtraAdam

| Hyperparameter                   | Value       |
|----------------------------------|-------------|
| Batch size                       | $= 100$     |
| Number of iterations             | $= 200,000$|
| Learning rate for generator      | $= 8.6 \times 10^{-5}$ |
| Learning rate for discriminator  | $= 8.6 \times 10^{-5}$ |
| $\beta_1$                       | $= 0.9$     |
| Gradient penalty $\lambda$      | $= 10$      |
| Critic per Gen. iterations $\lambda$ | $= 5$      |

**Computing Inception Score on MNIST**  We compute the inception score (IS) for our models using a LeNet classifier pretrained on MNIST. The average IS score of real MNIST data is 9.9.

**C.3 Path-Angle Plot**

We use the path-angle plot to illustrate the dynamics close to a LSSP. To compute this plot, we need to choose an initial point $\omega$ and an end point $\omega'$. We choose the $\omega$ to be the parameters at initialization, but $\omega'$ can more subtle to choose. In practice, when we use stochastic gradient methods we typically reach a neighborhood of a LSSP where the norm of the gradient is small. However, due to the stochastic noise, we keep moving around the LSSP. In order to be robust to the choice of the end point $\omega'$, we take multiple close-by points during training that have good performance (e.g., high IS in MNIST). In all of figures, we compute the path-angle (and path-norm) for all these end points (with the same start point), and we plot the median path-angle (middle line) and interquartile range (shaded area).

**C.4 Instability of Gradient Descent**

For the MoG dataset we tried both the extragradient method (Korpelevich, 1976; Gidel et al., 2019) and the standard gradient descent. We observed that gradient descent leads to unstable results. In particular the norm of the gradient has very large variance compared to extragradient this is shown in Fig. 6.
Figure 6: The norm of gradient during training for the standard GAN objective. We observe that while extra-gradient reaches low norm which indicates that it has converged, the gradient descent on the contrary doesn’t seem to converge.

C.5 Additional Results on MNIST

Figure 7: Path-angle and Eigenvalues computed on MNIST with ExtraADAM.