The search of unconventional magnetic and nonmagnetic states is a major topic in the study of frustrated magnetism. Canonical examples of those states include various spin liquids and spin nematics. However, discerning their existence and the correct characterization is usually challenging. Here we introduce a machine-learning protocol that can identify general nematic order and their order parameter from seemingly featureless spin configurations, thus providing comprehensive insight on the presence or absence of hidden orders. We demonstrate the capabilities of our method by extracting the analytical form of nematic order parameter tensors up to rank 6. This may prove useful in the search for novel spin states and for ruling out spurious spin liquid candidates.

One such arena may be found in frustrated spin and spin-orbital-coupled systems [18]. These systems have rich phase diagrams, supporting various spin nematic (multipolar ordered) [19–28] and spin liquid phases [29–35]. However, to distinguish these two types of phases is often tricky, since both of them are invisible to conventional magnetic measurements. Indeed, there have been steady reports of “hidden” multipolar orders from a magnetically disordering state [36–38]. Moreover, identifying the right characterization of a spin-nematic order can also be a nontrivial task. For instance, in the low temperature phase of the classical Heisenberg-Kagomé antiferromagnet, a hidden quadrupolar order was found first [36], followed by the realization of an additional octupolar order [37] and its optimal order parameter [39, 40].

The aforementioned multipolar orders are only the simplest ones admitted by the subgroup structure of \(O(3)\). There are indeed myriads of more complicated multipolar orders where even the abstract classification of their order parameters has only been accomplished two years ago [49–51]. Along with the diverse interactions and lattice geometries in frustrated systems, identifying or ruling out certain orders becomes a difficult task for traditional methods, as there is no general rule to anticipate their presence or type. Machine Learning then promises to cover a broad class of tentative orders without such prior knowledge. Further, if the machine is interpretable, its result, e.g. the order parameter, can even be used as input to traditional methods.

In this Rapid Communication, we present a kernel method to probe general classical \(O(3)\)-breaking multipolar orders, and implement it by interpretable support vector machines (SVMs) [52]. We demonstrate its capacity by detecting various emergent multipolar orders up to rank 6 and extracting their analytical order parameters. In comparison to other machine learning schemes, such as neural networks, our method is strong interpretable and stable against diverse data sets and varying parameters.

Model and samples. We generate the training and testing samples by a gauge theory which can effectively simulate all possible \(O(3)\)-breaking multipolar orders. The theory is defined by the Hamiltonian \(H\) on a cubic lattice. At each lattice site \(i\), there are three \(O(3)\) spins, \(S^\alpha_i = (S^x_{i,y}, S^y_{i,z}, S^z_{i,x})\), labeled by a ‘color’ index \(\alpha \in \{1, m, n\}\). These spins form local orthogonal triads and can represent general spin rotations. In addition, at each bond \((i,j)\), there is a matrix gauge field, \(U_{ij}\), which takes values from a three-dimensional point group \(G\) and mediates the interaction between neighboring spins, \(U_{ij} \in G \subset O(3)\). \(J\) is a coupling matrix. (See SM [54] for more details.)

The gauge fields in Eq. \(1\) are used to control the nature of an emergent multipolar order. For example, by choosing \(G = D_{\infty h}\) or \(G = D_3\), it will respectively recover the quadrupolar and (in-plane) octupolar order with the same order parameter as their realization on a kagomé or triangular lattice [39–41]. This gives us the flexibility to validate our method against diverse and complicated multipolar orders.

The input data to the SVM are raw spin configurations \(x = \{S^\alpha_m\}\). We prepare these configurations by
performing classical Monte Carlo simulations on Eq. [1], even though the origin of the data is in principle arbitrary. The simulations typically have been performed on lattices with volume $V = 16^3$, with about $0.4 \sim 4 \times 10^5$ total samples.

**SVM for multipolar orders.** The detection of a potential multipolar order is formulated as a supervised binary classification. First, we collect a set of raw configurations $\{x^{(k)}\}$ at temperatures $T^{(k)}$, serving as the training data, and assign each configuration a binary label, $y^{(k)} = \pm 1$. These labels correspond to a disordered and an ordered class, and are determined comparing $T^{(k)}$ to a discriminatory temperature $T_{\text{disc}}$. $T_{\text{disc}}$ does not need to coincide with the critical temperature $T_c$ since the SVM is robust against misclassified data.

Then the sequential minimal optimization algorithm [55] is used to solve the underlying quadratic problem. Consequently, we gain access to a decision function which predicts the label $y$ of a new sample $x$. The decision function is formally defined as

$$d(x) = \sum_k \lambda_k y_k K(x^{(k)}, x), \quad y = \text{sgn}(d(x)).$$  \hspace{1cm} (2)

$K(x^{(k)}, x)$ is a kernel function which maps the raw data to an auxiliary space where the data are separable by a hyperplane. $\lambda_k$ are essentially Lagrange multipliers and are learnt during training. They can be understood as the weight of a training sample $x^{(k)}$ entering in the definition of the separating hyperplane (samples with $\lambda \neq 0$ are referred to as support vectors).

As realized in Ref. [52], in addition to serving as a binary classifier, the decision function may also be regarded as some physical observable, given its form and meaning by the choice of the kernel function. Nonetheless, standard SVM kernels are introduced mainly for general applications in computer science, such as image classifications, and may not be optimal for physical systems. Instead, one may consider introducing kernels that are designed with specific physical problems in mind.

This is particularly suitable for the probing of a potential multipolar order. Mathematically, a multipolar order can generally be described by a tensor. This allows us to define a kernel which is sensitive to general $O(3)$-breaking multipolar order,

$$K(x', x) = [\phi(x') \cdot \phi(x)]^2,$$  \hspace{1cm} (3)

$$x = \{S^\alpha_{i,a}\} \mapsto \phi(x) = \{\{S^\alpha_{a_1} \cdots S^\alpha_{a_n}\}_{cl}\}. \hspace{1cm} (4)$$

Here $\phi(x)$ is an (explicit) mapping that maps the raw spin configuration to monomials of degree $n$. ${\ldots}_{cl}$ denotes a lattice average performed up to a finite spin cluster. $\mu$ corresponds to collective indices $\mu = (\alpha_1, \ldots, \alpha_n; a_1, \ldots, a_n)$, $a_1, \ldots, a_n \in \{x, y, z\}$, and $\alpha_1, \ldots, \alpha_n$ run over spins with a cluster. The spin cluster is used simply to reduce the computational complexity. It is based on the property that a local order can be defined by a finite number of local fields. (We will discuss the choice of the spin cluster below.)

With this kernel, the decision function Eq.[3] can be expressed as

$$d(x) = \sum_k \lambda_k y_k [\phi(x^{(k)}) \cdot \phi(x)]^2 = \sum_{\mu\nu} C_{\mu\nu} \phi_\mu \phi_\nu, \hspace{1cm} (5)$$

$$C_{\mu\nu} = \sum_k \lambda_k y_k \langle S_{a_1}^{\alpha_1} \cdots S_{a_n}^{\alpha_n}\rangle \langle S_{a_1}'^{\alpha_1} \cdots S_{a_n}'^{\alpha_n}\rangle_{cl}. \hspace{1cm} (6)$$

$C_{\mu\nu}$ denotes a coefficient matrix constructed by support vectors and their weights, from which we can either identify an order and its analytical order parameter, or exclude the existence of an order.

To that end, the problem now lies in finding the explicit coordinates $c_\alpha$ of a tensor $\Omega$ in a space $\mathcal{V}$ spanned by tensor bases of rank $n$,

$$\Omega = \sum_\alpha c_\alpha S^{\alpha_1} \otimes S^{\alpha_2} \otimes \ldots \otimes S^{\alpha_n}. \hspace{1cm} (7)$$

As a tentative order parameter of a multipolar order with the ground state manifold $O(3)/G$, this tensor needs to be invariant under the point group $G$. Thus the relevant bases and their coefficients need to be correctly identified. If an order is detected, $C_{\mu\nu}$ develops a “pattern” where this information can be systematically inferred. Otherwise, it exhibits seemingly random noise from overfitting.

In other words, $C_{\mu\nu}$ defines the contraction of $\phi_\mu$ and $\phi_\nu$ in Eq.[3]. Consequently, the decision function can be related to the squared magnitude of the underlying order, $d(x) \sim \|\Omega\|^2 = \text{Tr} (\Omega \cdot \Omega)$, where $\|\Omega\|^2$ is a tensor analogue of the Frobenius inner product.

The dimension of the tensor space depends on the number of spins, $r$, in the spin cluster as $\dim(\mathcal{V}) = r^n$. A proper choice of the spin cluster will minimize the computational effort. However, in cases where such a choice is not obvious, one can use a large spin cluster, and $C_{\mu\nu}$ will exhibit a periodic pattern from which the optimal cluster can then be inferred. In the case of the gauge theory Eq. [1], the three spins forming a local triad, $\{S_i, S_i', S_i''\}$, serve as such a cluster.

**High-rank orders.** We now apply the SVM equipped with the kernel Eq.[3] to probe an emergent tetrahedral ($T_d$), dodecahedral ($D_{10}$), octahedral ($O_h$) and icosahedral ($I_h$) order. They represent the most complicated multipolar orders, going beyond the quadrupolar ($D_{2h}$) and the in-plane octupolar ($D_{3h}$) order. It is important to emphasize that no prior knowledge about the existence and type of a potential multipolar order is required.

We start with the tetrahedral ($T_d$) order, training the SVM successively at the lowest ranks. The discriminatory temperature $T_{\text{disc}}$ is taken to be the ideal $T_c$ for now (cf. Ref. [56]), but situations $T_{\text{disc}} \neq T_c$ will be discussed later.
After training, the decision functions are measured for new testing samples. The results are shown in Fig. 1 by plotting $\sqrt{d(x)}$. Clearly, the decision function exhibits only noise for lower ranks $n = 1, 2$, but converges at $n = 3$, indicating that an order is captured at this rank.

We then extract the order parameter from the corresponding $C_{\mu \nu}$ matrix. At rank 3, the general expression of the tensor $\mathcal{O}$ in Eq. (7) involves 27 basis tensors of the form $T^{(3)}_{\alpha \beta \gamma \delta} = S^{\alpha \beta} \otimes S^{\gamma \delta}$. As shown in Fig. 2(a), these divide $C_{\mu \nu}$ into 27-by-27 blocks, and each block can be identified by their color indices as $[\alpha_1 \alpha_2 \alpha_3; \alpha'_1 \alpha'_2 \alpha'_3]$. Only blocks with mutually exclusive color indices have nonvanishing entries. From this we can recognize the relevant basis tensors entering the definition of the underlying order parameter. Furthermore, those blocks also exhibit an identical weight, by which the coefficients in $\mathcal{O}$ are also identified. Thus the entire $C_{\mu \nu}$ matrix then corresponds to contracting two tensors, $\mathcal{O}(T) = \sum_{\alpha \beta \gamma \delta} T^{(3)}_{\alpha \beta \gamma \delta} T^{(3)}_{\alpha' \beta' \gamma' \delta'}$ which is exactly the tetrahedral order parameter [50]. Consistently, the decision function is related to its norm squared, $d(x) \sim \|\mathcal{O}(T)\|^2$, up to linear rescaling.

We now zoom into the details of a nontrivial block, e.g., the [lmm; lmn] shown in Fig. 2(b). Its entries correspond to all possible contractions of two basis tensors $T^{(3)}_{\alpha \beta \gamma \delta}$ and $T^{(3)}_{\alpha' \beta' \gamma' \delta'}$. These include proper contractions such as $T^{(3)}_{\alpha \beta \gamma \delta} T^{(3)}_{\alpha' \beta' \gamma' \delta'}$ and self-contractions such as $T^{(3)}_{\alpha \beta \gamma \delta} T^{(3)}_{\alpha' \beta' \gamma' \delta'}$ which contract at least one pair of indices on the same tensor. The former type is consistent with the Frobenius inner product $\text{Tr}(T^{(3)}_{\alpha \beta \gamma \delta} T^{(3)}_{\alpha' \beta' \gamma' \delta'})$, and has nontrivial contributions to the decision function. In contrast, the self-contractions only contribute a trivial constant to the decision function and can be systematically identified and removed by a least-squares fit, as shown in Fig. 2(c).

FIG. 1. The square root of the decision function, $\sqrt{d(x)}$, trained at different ranks for the tetrahedral order. The true order parameter curve is shown for comparison, and $d(x)$ has been rescaled linearly, such that their endpoints match up. Insufficient tensor ranks do not result in a meaningful order parameter.

The key insight here is that, if a multipolar order is detected, its order parameter can be inferred from the “coordinates” of nontrivial blocks and their relative weights, regardless of the details within each block. Hence, the interpretation of $C_{\mu \nu}$ is rather straightforward.

This also holds true for the more complicated orders. In Fig. 3, we show such block structures of $C_{\mu \nu}$ for the octahedral ($O_h$) and dodecahedral ($T_h$). For both cases, the order is learnt at rank 4, and each block (pixel) is again identified by the spin color indices $[\alpha_1 \alpha_2 \alpha_3; \alpha'_1 \alpha'_2 \alpha'_3]$. The coordinates of the dominant blocks featuring four identical color indices ($O_h$) and two mutually exclusive pairs of identical color indices ($T_h$), respectively. Correspondingly, their interpretations give rise to the ordering tensors, $\mathcal{O}(O_h) = T^{(4)}_{\text{III}} + T^{(4)}_{\text{mnnn}}$ and $\mathcal{O}(T_h) = T^{(4)}_{\text{llll}} + T^{(4)}_{\text{mnnn}} + T^{(4)}_{\text{nlll}}$ [49]. In particular, $\mathcal{O}(T_h)$ is a partially symmetric tensor and has six equivalent definitions generated by permuting its color.
 indices. Interestingly, SVM captures all these variants exhaustively. Moreover, the subdominant blocks in Fig. 3 effectively remove the trace of $O(O_h)$ and $O(T_h)$, which does not change the decision function but is desirable in terms of SVM’s optimization objective. Such blocks do not occur in Fig. 2, in the $T_d$ case as $O(T_d)$ is traceless.

We also examined the icosahedral ($I_h$) order which is arguably the most complicated multipolar order breaking the $O(3)$ symmetry. We captured this order with a rank-6 kernel and extracted the rank-6 ordering tensor, $O(I_h)$, from the block structure of the learnt $C_{\mu\nu}$, $O(I_h) = \sum_\text{cyc} \left[ S^6 \right] + \sum_{\{+,-,\}} \left( \frac{1}{2} S^m \pm \frac{1}{2} S^n \right) \left[ S^6 \right]$ where $\sum_\text{cyc}$ runs over cyclic permutations of three color indices. This coincides with the exact result \cite{26} in which $\varphi = \frac{\sqrt{5}+1}{2} \approx 1.61803$ is the golden ratio. In comparison, we extracted a value of $\varphi = 1.61784$ (see the SM \cite{54} for details).

**Performance.** To quantify the performance of SVM, we introduce a deviation metric, $\delta$, defined by the element-wise discrepancy between the learnt $C_{\mu\nu}$ and the theoretical one, $C_{\mu\nu}^\dagger$, $\delta := \frac{||C_{\mu\nu} - C_{\mu\nu}^\dagger||_F}{||C_{\mu\nu}^\dagger||_F} \geq 0$. The tetrahedral order is taken as an example, but the general features are also valid for the other aforementioned orders.

In Fig. 4 we demonstrate the dependence of $\delta$ on the number of training samples. Interestingly, the expected block structure of $C_{\mu\nu}$ has already emerged at as little as 300 samples, which is sufficient to infer the underlying order parameter. We emphasize that $\delta$ is a rather sensitive deviation metric. Empirically, with a deviation $\delta \approx 0.5$, the measured decision function $d(x)$ remains in decent agreement with the true order parameter curve (Fig. 1).

Figure 5 shows $\delta$ against the discrepancy of the assumed $T_{\text{disc}}$ from the real $T_c$. We remark on the low level of error even for an estimate that is off by as much as $|\tau| \sim 40\%$, where $\tau = \frac{T_{\text{disc}} - T_c}{T_c}$. This robustness of the SVM facilitates applications where the locus of the phase transition is not known a priori. Moreover, a crude $C_{\mu\nu}$ learnt with large $|\tau|$ can in turn guide a better estimate of $T_c$, as a well behaved $d(x)$ is still obtained, reminiscent of the learning-by-confusion scheme \cite{5}. Additionally, as seen from Fig. 4 a crude $C_{\mu\nu}$ may already suffice for an appropriate inference of the potential order parameter by which one could further derive more sensitive measurements of a phase transition, such as the susceptibility and Binder cumulant.

**Concluding remarks.** We have presented an interpretable kernel method to probe emergent multipolar orders and their analytical order parameter, which demands no prior knowledge about their existence. We demonstrated its capabilities by addressing the most intricate representatives of these orders, and showed its stability against uncertainty regarding phase boundary
and modest amounts of training data. Our method can be used to detect the “hidden” multipolar orders in frustrated spin and orbital systems, especially when the presence of such orders is obscured by complex interactions and lattice structures. Alternatively, it can also provide more exhaustive scrutiny towards spin liquid candidates, in comparison with conventional methods for excluding symmetry-breaking orders. Furthermore, although we exclusively use SVMs in this work, our kernel can also be employed by other kernel methods such as kernel principle component analysis.

Note added in proof. In a followup work, we have further developed the method to cope with multiple (coexisting) orders and to explore unknown phase diagrams.}
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THE EFFECTIVE GAUGE THEORY

The effective gauge theory, Eq. (1), can be expressed in component form where Einstein summation is understood,

\[ H = \sum_{(i,j)} J^{\alpha\beta}_{ab} S^\alpha_{i,a} U^\beta_{ij} S^\gamma_{j,b}. \]  

(S1)

It is reminiscent of the Hamiltonian of generalized exchange interaction of nearest-neighboring spins, \( H_{ex} = \sum_{(i,j)} J_{ab} S_{i,a} S_{j,b} \). However, owing to the presence of gauge fields \( U_{ij} \), Eq. (1) possesses a local symmetry defined by the gauge transformation

\[ S^\alpha_{i,a} \rightarrow \Lambda_i^\alpha S^\alpha_{i,a}, \quad U^\beta_{ij} \rightarrow \Lambda_i^\beta U^\beta_{ij} \Lambda_j^\beta, \quad \forall \Lambda_i, \Lambda_j \in G. \]  

(S2)

Correspondingly, the global \( O(3) \) symmetry of Eq. (1) is defined as

\[ S^\alpha_{i,a} \rightarrow S^\alpha_{i,a} \Omega_{a'a}, \quad \forall \Omega \in O(3). \]  

(S4)

The general form of the coupling \( J^{\alpha\beta}_{ab} \) is constrained by the gauge symmetry,

\[ J^{\alpha\beta}_{ab} = \Lambda^\alpha_{a'a} J^\beta_{ab} \Lambda^\beta_{b'b} \quad \forall \Lambda \in G. \]  

(S5)

However, to realize a multipolar order, it is sufficient to work with the isotropic limit \( J^{\alpha\beta}_{ab} = J^{\alpha\beta}_{ab} \). The sign of \( J \) is not critical as it may be absorbed by a gauge transformation.

As the gauge symmetry cannot break spontaneously \( \delta_{2} \), the model Eq. (1) develops multipolar order with ground state manifold \( O(3)/G \). Different types of multipolar orders can thus be realized by simply varying the gauge symmetry \( G \). This is convenient for us to generate training and testing samples to validate our method against various complicated orders. However, the origin of these data is arbitrary to our method.

COMPLEXITY AND REDUNDANCY OF THE MONOMIAL MAPPING

In order for the data \( \{x\} \) to become separable by a linear classifier such as SVM, one has to map it to a (typically) higher-dimensional feature space. By virtue of the kernel trick, this mapping does not have to be known explicitly, as it is sufficient to be able to calculate inner products in that feature space. The kernel function \( K(x', x) \) then acts as a stand-in for the inner product. The kernel trick is expressed as

\[ K(x', x) = K_{quad}(\phi(x'), \phi(x)) = [\phi(x') \cdot \phi(x)]^2. \]  

(S6)

However, it turns out that the monomial mapping actually reduces the dimension of the feature space and it is therefore prudent to carry it out explicitly and to rely on the kernel trick only for the implicit mapping to an indeed higher-dimensional space due to the quadratic kernel.

The kernel we propose in the main text is a composition of the quadratic kernel \( K_{quad} \) with the monomial mapping \( \phi \), cf. Eq. (1):

\[ K(x', x) = K_{quad}(\phi(x'), \phi(x)) = [\phi(x') \cdot \phi(x)]^2. \]  

(S6)

However, it turns out that the monomial mapping actually reduces the dimension of the feature space and it is therefore prudent to carry it out explicitly and to rely on the kernel trick only for the implicit mapping to an indeed higher-dimensional space due to the quadratic kernel.

In particular, by eliminating redundant elements, i.e. including the monomial \( \langle S^\alpha_{a_1} S^\alpha_{a_2} \cdots S^\alpha_{a_r} \rangle \) in \( \phi(x) \) if and only if \( (a_1, a_1) \leq (a_2, a_2) \leq \cdots \leq (a_{\ell}, a_{\ell}) \) with some arbitrary ordering imposed on color-component tuples, the dimension of \( \phi(x) \) is given by the multiset coefficient

\[ \text{dim } \phi(x) = \binom{3r}{n} = \binom{3r+n-1}{n} = \frac{(3r+n-1)!}{n!(3r-1)!}. \]  

(S7)

Table S1 explicitly demonstrates the growth of the configuration vector with rank.

By contrast, \( \text{dim } x \) is extensive in volume and—in case of the gauge model—will outgrow \( \text{dim } \phi(x) \) for lattices as small as \( L \geq 7 \) even when the rank-6 mapping is used.

The explicit mapping of the configuration vector \( x \) to monomials thus provides a substantial advantage by removing the dependence on the lattice size, but comes with the downside that \( \text{dim } \phi(x) \) depends on the tensor rank \( n \) which needs to be fixed when sampling configurations from the Monte Carlo simulation.

For the interpretation of the coefficient tensor, we find it more beneficial to include redundant elements to avoid obfuscating the block structure discussed in the main text. The multiplicity, i.e. the number of equivalent permutations, is given by the multinomial coefficients

\[ m_{(a_1, a_1), \ldots, (a_n, a_n)} = \binom{n}{k_1, k_2, \ldots} = \frac{n!}{k_1! k_2! \ldots}, \]  

(S8)

where \( k_1 + k_2 + \cdots + k_{3r} = n \) count the occurrences of each of the \( 3r \) possible index values. We include the square
overfitting ← ν → more regularized

ICOSAHEDRAL ORDER

The icosahedral \((I_h)\) order is captured by SVM with a rank-6 kernel, and we extract a coefficient matrix whose elements are denoted by \(C_{\mu\nu} = C_{\alpha\beta} = C_{a_1...a_6,b_1...b_6}.\) This coefficient matrix is divided into 729-by-729 blocks, identified by their color indices \([\alpha, \beta]\). The underlying order parameter tensor is again inferred from the coordinates and the relative weight between non-vanishing blocks. There are different ways to define the weight of a block. For example, one can perform a summation over the \(l\) spin component indices for a given block \([\alpha, \beta]\) as \(B^{\alpha\beta} = \sum_{ab} C_{\alpha\beta}^{ab}\), where \(B^{\alpha\beta}\) forms a reduced coefficient matrix. Alternatively, one can also define the weight by the Frobenius norm of the corresponding block, \(F^{\alpha\beta} = \sqrt{\sum_{ab} (C_{\alpha\beta}^{ab})^2}\). We have adopted both definitions and verified that the interpretations of the resulting reduced matrices lead to the same tensor. Moreover, we note that the reduced coefficient matrices are only used to facilitate the interpretation.

In terms of the reduced coefficient matrix, namely the block structure of the \(C_{\mu\nu}\) matrix, we extract the icosahedral order parameter, \(Q^{(I_h)}\), in the form of

\[
Q^{(I_h)}_{\text{SVM}} = 0.48657 S^{\otimes 6} - S^{\otimes 4} S^{\otimes 2} + 0.51608 S^{\otimes 4} S^{\otimes 2} + 0.48450 S^{\otimes 2} S^{\otimes 2} S^{\otimes 2} + \ldots,
\]

which contains 183 terms in total, including all the combinations where each color index occurs an even number of times. (See the supplementary data for the full tensor.) The coefficients of these terms are normalized against the \(S^{\otimes 6} S^{\otimes 2}\) term, but this choice is arbitrary. For comparison, the exact icosahedral ordering tensor, \(Q^{(I_h)}_{\text{ext}}\), is defined as [49]
where \( \varphi = \sqrt{\frac{5+1}{2}} \) is the golden ratio and \( \sum_{\text{cyc}} \) sums over cyclic permutations of \( \{S^1, S^m, S^n\} \). The second term in the first line of the above equation is introduced to make \( O_{\text{ext}}^{(I_h)} \) traceless, and \( \sum_{\text{comb}} \) runs over all non-equivalent combinations of the color indices. This only differs from the ordering tensor learnt by SVM in terms of a global normalization factor as indicated in the second line of Eq. (S11). Moreover, by solving equations of the relative ratios between terms, we obtain an approximate value of 1.61784 for the golden ratio.