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Abstract

Recovering a planted vector $v$ in an $n$-dimensional random subspace of $\mathbb{R}^N$ is a generic task related to many problems in machine learning and statistics, such as dictionary learning, subspace recovery, principal component analysis, and non-Gaussian component analysis. In this work, we study computationally efficient estimation and detection of a planted vector $v$ whose $\ell_4$ norm differs from that of a Gaussian vector with the same $\ell_2$ norm. For instance, in the special case where $v$ is an $N\rho$-sparse vector with Bernoulli–Gaussian or Bernoulli–Rademacher entries, our results include the following:

(1) We give an improved analysis of a slight variant of the spectral method proposed by Hopkins, Schramm, Shi, and Steurer (2016), showing that it approximately recovers $v$ with high probability in the regime $n\rho \ll \sqrt{N}$. This condition subsumes the conditions $\rho \ll 1/\sqrt{n}$ or $n\sqrt{\rho} \lesssim \sqrt{N}$ required by previous work up to polylogarithmic factors. We achieve $\ell_\infty$ error bounds for the spectral estimator via a leave-one-out analysis, from which it follows that a simple thresholding procedure exactly recovers $v$ with Bernoulli–Rademacher entries, even in the dense case $\rho = 1$.

(2) We study the associated detection problem and show that in the regime $n\rho \gg \sqrt{N}$, any spectral method from a large class (and more generally, any low-degree polynomial of the input) fails to detect the planted vector. This matches the condition for recovery and offers evidence that no polynomial-time algorithm can succeed in recovering a Bernoulli–Gaussian vector $v$ when $n\rho \gg \sqrt{N}$.
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1 Introduction

Suppose that an $n$-dimensional subspace of $\mathbb{R}^N$ contains a planted vector $v$ and is otherwise uniformly random. Under what conditions can we efficiently recover $v$ given (a basis of) the subspace? In particular, when the vector $v$ is sparse, the task becomes finding the sparsest vector in the subspace. There has been significant interest in studying this generic problem in recent years [DH14, BKS14, QSW16, HSSS16, QZL+20] due to its own interest and its connection to a variety of problems in machine learning and statistics. For example, finding a sparse vector in a subspace is related to sparse principal component analysis [dKNS20], non-Gaussian component analysis [BKS+06], clustering in the Gaussian mixture model [DDW21], and the spiked transport model [NWR19]. It is also a subtask of algorithms for dictionary learning [SWW12, SQW15]. See the survey [QZL+20] for other recent advances in planted vector recovery and connections to other problems. In this work, we take a statistical-computational point of view to study the problems of estimating and detecting the planted vector $v$ in the subspace using computationally efficient algorithms. After presenting our models and main results, we discuss in detail a wide range of related work in Section 2.

1.1 Models

To characterize the conditions for efficient estimation of a planted vector in a subspace, let us consider two observation models. Throughout the paper, $N$ and $n$ will denote positive integers with $1 \leq n \leq N$ and $N \geq N_0$ for a sufficiently large absolute constant $N_0$.

**Model 1.1** (Gaussian basis). Fix a vector $v \in \mathbb{R}^N$ to be estimated. For $n \leq N$, let $Y \in \mathbb{R}^{N \times n}$ be the matrix whose first column is $v$ and whose other $n-1$ columns are i.i.d. $\mathcal{N}(0, \frac{1}{N}I_N)$ vectors. Let $Q \in \mathbb{R}^{n \times n}$ be an arbitrary orthogonal matrix. Suppose that we observe the matrix $\tilde{Y} = YQ$.

The column span of $\tilde{Y}$ is an $n$-dimensional subspace of $\mathbb{R}^N$ which contains $v$ as the planted vector and is otherwise uniformly random. Note that the columns of $Y$ are scaled to have approximately unit norms. Correspondingly, the interesting scenario is when $v$ is roughly a unit vector. Compared to the above model where we observe a Gaussian basis of the subspace, a more practical and harder problem is to find the planted vector given an arbitrary basis of the subspace. Since we can orthonormalize any given vector, it suffices to consider the following observation model.

**Model 1.2** (Orthonormal basis). Fix a unit vector $v \in \mathbb{R}^N$ to be estimated. For $n \leq N$, let $Y \in \mathbb{R}^{N \times n}$ be the matrix whose first column is $v$ and whose other $n-1$ columns are i.i.d. $\mathcal{N}(0, \frac{1}{N}I_N)$ vectors. Suppose that we observe an arbitrary matrix $\hat{Y} \in \mathbb{R}^{N \times n}$ whose columns form an orthonormal basis for the column span of $Y$.

It is without loss of generality to assume that the vector $v$ has unit norm in Model 1.2, because the norm of $v$ is unidentifiable when an arbitrary basis is given. Our main results in Section 3 require fairly minimal assumptions on the structure of $v$. However, in order to discuss precise conditions for finding a planted (sparse) vector and compare to previous work, we will focus especially on the cases where $v$ has Bernoulli–Gaussian or Bernoulli–Rademacher entries, defined as follows.

**Definition 1.3** (Bernoulli–Gaussian vector). We say that a random vector $v \in \mathbb{R}^N$ is a Bernoulli–Gaussian vector with parameter $\rho \in (0, 1]$ and write $v \sim \text{BG}(N, \rho)$, if the entries of $v$ are i.i.d. with

$$
\begin{cases}
  v_i = 0 & \text{with probability } 1 - \rho, \\
  v_i \sim \mathcal{N}(0, \frac{1}{\sqrt{\rho}}) & \text{with probability } \rho.
\end{cases}
$$


**Definition 1.4** (Bernoulli–Rademacher vector). We say that a random vector $v \in \mathbb{R}^N$ is a Bernoulli–Rademacher vector with parameter $\rho \in (0,1]$ and write $v \sim \text{BR}(N, \rho)$, if the entries of $v$ are i.i.d. with

$$
v_i = \begin{cases} 
0 & \text{with probability } 1 - \rho, \\
1/\sqrt{N \rho} & \text{with probability } \rho/2, \\
-1/\sqrt{N \rho} & \text{with probability } \rho/2.
\end{cases}
$$

The scaling in the above definitions is chosen so that $\|v\| \approx 1$. Note that the smaller $\rho$ is, the sparser $v$ is (in expectation). In particular, $\rho = 1$ corresponds to the densest case: $\text{BG}(N,1)$ reduces to the Gaussian distribution $\mathcal{N}(0, 1/2I_N)$, and $\text{BR}(N,1)$ reduces to the distribution of a vector with independent Rademacher entries. The knowledge of the sparsity parameter $\rho$ is not required for our estimators of $v$ in Section 3, but we assume that $\rho$ is known in other parts of the paper to ease the discussion.

### 1.2 Problems and Main Results

We consider two types of problems: *estimation* and *detection* of the planted vector in the subspace. We are interested in the regime where $N$ is growing and the other parameters $n$ and $\rho$ may depend on $N$.

**Problem 1.5** (Estimation). Observing the matrix $\tilde{Y}$ under Model 1.1 or the matrix $\tilde{Y}$ under Model 1.2, we aim to estimate or exactly recover the planted vector $v$ (with high probability), up to an unidentifiable sign flip.

**Problem 1.6** (Detection). For parameters $n \leq N$ and $\rho \in (0,1]$, define the following null and planted distributions respectively:

- Under $\mathcal{Q}$, observe $\tilde{Y} \in \mathbb{R}^{N \times n}$ whose entries are i.i.d. $\mathcal{N}(0, \frac{1}{n})$ random variables.
- Under $\mathcal{P}$, first draw $v \sim \text{BG}(N, \rho)$ and $Q \in \mathbb{R}^{n \times n}$ a uniformly random orthogonal matrix, and then observe $\tilde{Y} = YQ$ according to Model 1.1.

We aim to test between the hypotheses $\mathcal{Q}$ and $\mathcal{P}$ (with vanishing error probability).

Note that we are focusing on the case $v \sim \text{BG}(N, \rho)$ for the detection task. We remark that if $\rho = 1$ then the planted model $\mathcal{P}$ coincides with the null model $\mathcal{Q}$ by the rotational invariance of Gaussian vectors.

Estimation in Model 1.2 is at least as difficult as estimation in Model 1.1 (since orthonormalizing the columns of $\tilde{Y}$ reduces Model 1.1 to Model 1.2). Also, for $v \sim \text{BG}(N, \rho)$, estimation in Model 1.1 is at least as difficult as detection (which we justify formally in Section 4.1). Therefore, to characterize the optimal condition for finding a planted Bernoulli–Gaussian vector in a subspace, it suffices to provide an upper bound for estimation under Model 1.2 and a matching lower bound for detection (Problem 1.6). Our main results in the case $v \sim \text{BG}(N, \rho)$ can be summarized in the following informal theorem.

**Theorem 1.7** (Informal statement of main results). The critical condition for efficient recovery of a planted vector $v \sim \text{BG}(N, \rho)$ in an $n$-dimensional random subspace of $\mathbb{R}^N$ is $n\rho \ll \sqrt{N}$, in the following sense:

- "Upper bound": Assume Model 1.2 with $v = v'/\|v'\|$, where $v' \sim \text{BG}(N, \rho)$. If $n\rho \ll \sqrt{N}$, $n \ll N$, and $\rho$ is bounded away from 1, then a spectral method can be used to accurately estimate $v$ entrywise with high probability.
- "Lower bound": Consider Problem 1.6. If $n\rho \gg \sqrt{N}$, then no algorithm from a class of spectral and low-degree methods can distinguish between $\mathcal{Q}$ and $\mathcal{P}$ with vanishing error probability.

In the above informal theorem, we have omitted secondary assumptions and polylogarithmic factors for readability. See Sections 3.3 and 4.2 for the full, rigorous statements. In light of the lower bound, we conjecture that in the regime $n\rho \gg \sqrt{N}$, no polynomial-time algorithm can estimate the planted vector $v$ consistently with high probability; see Section 4.2 for further discussion. Throughout, our focus is on the
case $n \ll N$, i.e., the dimension of the subspace is small compared to that of the ambient space. In Model 1.1 (but not Model 1.2), the regime $n > N$ makes sense but our upper and lower bounds do not match and so the critical condition remains open.

Our results in Section 3.3 also include an analogous upper bound for Bernoulli–Rademacher (instead of Bernoulli–Gaussian) vectors with the following differences: $\rho$ must now be bounded away from $1/3$ instead of $1$, and the estimation guarantee can be strengthened to exact recovery of $v$ (with high probability) due to the discreteness of $v$. An earlier version of this paper [MW21] gave a matching lower bound for detection of Bernoulli–Rademacher vectors, showing failure of spectral and low-degree methods when $n\rho \gg \sqrt{N}$; we have chosen to omit this here in light of the discussion on lattice basis reduction in Section 2.

Let us now introduce the spectral method for recovering $v$ under Model 1.2, which is a slight variant of the spectral method proposed by Hopkins, Schramm, Shi, and Steurer [HSSS16]. Let $\tilde{y}_i^\top$ be the $i$th row of the matrix $\tilde{Y} \in \mathbb{R}^{N \times n}$ that we observe. Define an $n \times n$ matrix

$$
\tilde{M} := \sum_{i=1}^{N} \left( \|\tilde{y}_i\|^2 - \frac{n-1}{N} \right) \tilde{y}_i \tilde{y}_i^\top - \frac{3}{N} I_n.
$$

Let $\tilde{u}$ be the leading eigenvector of $\tilde{M}$ with unit norm, that is, the eigenvector whose associated eigenvalue has the largest magnitude. Our main upper bound (Theorem 3.2) shows that, up to a sign flip of $\tilde{u}$, the vector $\tilde{Y} \tilde{u}$ is entrywise close to the planted vector $v$ with high probability.

Note that the matrix $\tilde{M}$ above has entries that are degree-four polynomials in the entries of the input $\tilde{Y}$. Intuitively, this spectral method is designed to exploit the fact that the planted vector has an $\ell_4$ norm differing from that of a Gaussian vector of the same $\ell_2$ norm; we explain in Section 5.1 how this works on a more technical level. Simpler spectral methods (e.g. based only on the first two or three moments of $\tilde{Y}$) are doomed to fail because in our primary examples of interest (planted Bernoulli–Gaussian or Bernoulli–Rademacher vector), the planted vector has entries whose 1st, 2nd, and 3rd moments match that of a Gaussian, and so the 4th moment of the data is the first to contain useful information.

A related and much simpler algorithm is to threshold the values $\|\tilde{y}_i\|^2$ in order to identify the support of $v$. Since $\|\tilde{y}_i\|^2 = v_i^2 + n/N + O(\sqrt{n}/N)$, this method succeeds when $\rho \ll 1/\sqrt{n}$. However, since $n \leq N$ this is sub-optimal compared to our condition $n\rho \ll \sqrt{N}$.

### 1.3 Statistical Reformulations

As we will show in the proof of Lemma 6.2, Model 1.1 can be restated in the following equivalent form. This model is sometimes called non-Gaussian component analysis (e.g. [BKS+06, DK21, DH22]), which we discuss further in Section 2.

**Model 1.8** (Non-Gaussian component analysis). Fix a vector $v \in \mathbb{R}^N$ to be estimated. For $n \leq N$, draw a random vector $u$ from the uniform distribution over the unit sphere in $\mathbb{R}^n$. Conditional on $u$, draw independent samples $\tilde{y}_1, \ldots, \tilde{y}_N$ where $\tilde{y}_i \sim N(v_i u, \frac{1}{N}(I_n - uu^\top))$. Suppose that we observe the matrix $\tilde{Y} \in \mathbb{R}^{N \times n}$ whose rows are $\tilde{y}_1^\top, \ldots, \tilde{y}_N^\top$.

In other words, instead of viewing the $n$ columns of $\tilde{Y}$ as a basis of a subspace, we now view the $N$ rows of $\tilde{Y}$ as independent samples. Note that here the planted direction $u$ corresponds the first row of the matrix $Q$ in Model 1.1. Moreover, each vector $\tilde{y}_i$ has a component of size $v_i$ along the direction $u$, and is Gaussian in all directions orthogonal to $u$. As a result, recovering the hidden direction $u$ is called non-Gaussian component analysis (particularly in the case where $v$ has entries drawn i.i.d. from some non-Gaussian distribution).

This equivalent model brings a few benefits. Conceptually, Model 1.8 fits better in the typical statistical framework, where $n$ is the dimension, $N$ is the sample size, and the rows of $\tilde{Y}$ are the independent samples. Technically, estimating the planted vector $v$ boils down to estimating the planted direction $u$, which is what the spectral estimator is doing. Furthermore, our proof of the low-degree lower bounds adedit(see Section 6) is greatly simplified by working with Model 1.8 instead of Model 1.1, as it eliminates the need to work with high-order moments of a random orthogonal matrix $Q$. 
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We note that the assumption \( n \leq N \) in Model 1.8 is not necessary from the perspective of non-Gaussian component analysis, but it is natural from the perspective of a planted vector in a subspace (since the subspace must have smaller dimension than the ambient space) and so our focus will be on the case \( n \leq N \); we will in fact often take the liberty of assuming \( n \ll N \).

Despite the equivalence of Models 1.1 and 1.8, let us emphasize that Model 1.2 (where we observe an orthonormal basis) is strictly more general than both. Our upper bounds for Model 1.2 in Section 3.2 require additional proof ideas to address the complication introduced by the orthonormalization.

**Remark 1.9 (Noisy model).** In Model 1.8, we can potentially add noise to the observations: Suppose that instead of \( \tilde{y}_i \), we observe \( \tilde{y}_i + z_i \) for \( z_i \sim N(0, \frac{\sigma^2}{N} I_n) \). Each observation now has distribution \( N((v_i + z_i^\top)u, \frac{1+\sigma^2}{N} (I_n - uu^\top)) \). The problem then becomes recovering the vector \( \tilde{v} \) with entries \( \tilde{v}_i = v_i + z_i^\top u \) given independent observations from \( N(\tilde{v}_i u, \frac{1+\sigma^2}{N} (I_n - uu^\top)) \), which (by rescaling) is simply an instance of the original problem. Moreover, our upper bounds in Section 3 are valid for any fixed planted vector without a distributional assumption, so the same spectral method can be used to estimate \( \tilde{v} \) with theoretical guarantees. If \( v \) possesses structure—for example, it is sparse—then we can further threshold the estimator of \( \tilde{v} \) to obtain an estimator of \( v \). We will not discuss the noisy case further in this work.

Another way of reformulating the planted vector problem is through the language of principal component analysis (PCA) [CLMW11, dKNS20]. Recall the matrix \( Y = [v g_2 \cdots g_n] \) from Model 1.1, where \( g_2, \ldots, g_n \) are i.i.d. \( N(0, \frac{1}{N} I_N) \) vectors. Let \( \tilde{v} = v - g_1 \) where \( g_1 \) is another independent \( N(0, \frac{1}{N} I_N) \) vector. Hence \( Y = [\tilde{v} 0 \cdots 0] + G \) where \( G = [g_1 \cdots g_n] \). Let \( u \in \mathbb{R}^n \) denote the first row of the orthogonal matrix \( Q \in \mathbb{R}^{n \times n} \). Then we can view Model 1.1 as a spiked component with additive Gaussian noise: We observe \( \tilde{Y} = YQ = \tilde{v}u^\top + Z \), where \( Z = GQ \) has i.i.d. \( N(0, \frac{1}{N} I_N) \) columns.

A related viewpoint taken by [dKNS20] is to write \( \tilde{Y} = vu^\top + Z - g_1u^\top \). Now the planted signal is \( v \) instead of \( \tilde{v} \), and the extra term \( -g_1u^\top \) is thought of as an adversarial perturbation. In this sense, the planted vector problem is a hard instance for robust sparse PCA; see Section 6.3 of [dKNS20].

### 1.4 Organization

In Section 2, we discuss related models and results in the literature. In Section 3, we study estimation of a planted vector in a subspace assuming either Model 1.1 or 1.2. In particular, we provide entrywise error bounds for the spectral estimator and establish the conditions for recovery of a planted Bernoulli–Gaussian or Bernoulli–Rademacher vector. In Section 4, we turn to the problem of detecting a planted vector in a subspace. We establish lower bounds for a class of spectral and low-degree methods that match our upper bounds for the estimation problem. The proofs of our results are provided in Sections 5 and 6, as well as in the appendix.

### 1.5 Notation

For a positive integer \( k \), let \([k] := \{1, 2, 3, \ldots, k\} \). We use \( C \) and \( c \), possibly with subscripts, to denote positive constants. We are interested in the regime where the ambient dimension \( N \) is growing and the other parameters \( n \) and \( \rho \) may depend on \( N \). We use standard asymptotic notation \( O(\cdot), o(\cdot), \Omega(\cdot), \omega(\cdot); \) more precisely, \( O(\cdot) \) and \( \Omega(\cdot) \) hide constant factors (not depending on \( N, n, \rho \), \( o(1) \) stands for a quantity that depends only on \( N \) and tends to 0 as \( N \to \infty \), and \( \omega(1) \) stands for a quantity that depends only on \( N \) and tends to \( \infty \) as \( N \to \infty \). We use \( \tilde{O}(\cdot) \) to hide a polylogarithmic factor, that is, a factor \((\log N)^C\) for an absolute constant \( C > 0 \). (Throughout, we assume \( N \geq 3 \) so that \( \log N > 1 \).) We write \( a \ll b \) to mean \( a \leq \frac{b}{(\log N)^C} \) for an absolute constant \( C > 0 \). Let \( \land \) and \( \lor \) denote the min and the max operator between two real numbers respectively. We define the sign function \( \text{sign}(\cdot) \) by \( \text{sign}(x) = 1 \) when \( x > 0 \); \( \text{sign}(x) = -1 \) when \( x < 0 \); and \( \text{sign}(x) = 0 \) when \( x = 0 \). We use \( 1\{A\} \) to denote the \( \{0, 1\} \)-valued indicator for an event \( A \). We use the convention \( N = \{0, 1, 2, \ldots\} \).

We use \( \|v\| \) to denote the Euclidean norm of a vector \( v \) and use \( \|M\| \) to denote the spectral (operator) norm of a matrix \( M \). We use \( \|v\|_p \) to denote the \( \ell_p \) norm of a vector \( v \) where \( p \geq 0 \). Given a symmetric
matrix \( M \), the leading eigenvalue of \( M \) refers to the eigenvalue that has the largest magnitude, and the leading eigenvector of \( M \) refers to the eigenvector associated with the leading eigenvalue. All eigenvectors in consideration are taken to be unit vectors unless otherwise specified. We use \( I_k \) to denote the \( k \times k \) identity matrix. For a vector \( u \), we will sometimes say that a statement is true “up to a sign flip of \( u \)”, by which we mean the statement is either true for \( u \) or \(-u\).

2 Related Work

Recovery of a planted vector in a subspace has been widely studied in recent years and is related to many other problems in the literature, which we now discuss.

Planted Sparse Vector

Qu, Sun, and Wright [QSW16] showed that, information-theoretically, a non-convex \( \ell_1/\ell_2 \) minimization program recovers the planted vector \( v \) as long as \( \rho \leq c \) and \( n \ll cN \) for a sufficiently small constant \( c > 0 \). However, \( \ell_1/\ell_2 \) minimization may be computationally infeasible, and existing polynomial-time algorithms can only recover \( v \) under stronger assumptions. Qu, Sun, and Wright showed in the same work that, if \( \rho \leq c \) and \( n \ll N^{1/4} \) where \( \ll \) hides a logarithmic factor, then a non-convex approach based on alternating directions recovers \( v \) with high probability. In the regime \( \rho \ll 1/\sqrt{n} \) and \( n \ll cN \), Demanet and Hand [DH14] proposed an \( \ell_1/\ell_\infty \) minimization program which recovers \( v \) with high probability and can be solved efficiently using linear programming. The logarithmic factors in this result were improved by d’Orsi et al. [dKNS20] using semidefinite programming, under a more general model for sparse PCA with adversarial perturbations. Also recall from the end of Section 1.2 that a much simpler thresholding algorithm also achieves the same mean the statement is either true for \( u \) or \(-u\).

Comparison to Hopkins et al. (2016)

Since our spectral method is a slight variant of the one proposed in [HSSS16], let us emphasize the improvements over this work. First, [HSSS16] studies the matrix \( \tilde{M} \) in (1) without the last term \(-\frac{1}{N}I_N\). This centering turns out to be essential for recovering a Rademacher vector \( v \sim BR(N, \rho) \) with \( \rho = 1 \), in which case we show that \( v \) can be recovered using the bottom eigenvalue of \( \tilde{M} \) provided that \( n \ll \sqrt{N} \); this dense case was not treated in [HSSS16].

Second, our analysis is sharper and more delicate than that of [HSSS16] in order to achieve the condition \( n\rho \ll \sqrt{N} \) rather than \( n \ll \sqrt{N} \). This improvement is not so difficult for the case of a Gaussian basis, but requires new ideas for the case of an orthonormal basis. One key ingredient is a sharper bound on how much the “leverage scores” (the norms of the rows of the observed matrix) change when orthonormalizing a Gaussian basis. Specifically, our Equation (17a) improves upon Lemma B.4 in [HSSS16]: for example, if \( N \leq \tilde{O}(n) \) and \( \|v\|_\infty \leq \tilde{O}(\frac{1}{\sqrt{n}\rho}) \), then (17a) gives a bound of order \( \tilde{O}(\frac{1}{\sqrt{N}\rho} + \frac{1}{n\rho}) \) while Lemma B.4 in [HSSS16] gives a trivial bound of order \( \tilde{O}(1) \).

Finally, we establish an entrywise bound on the estimation error \( \hat{Y} \hat{u} - v \), which is stronger than the \( \ell_2 \) error bound in [HSSS16]. This requires a new leave-one-out analysis which is perhaps the most involved proof in this work; see the proof of Theorem 3.2. Thanks to the entrywise error bound, we can threshold \( \hat{Y} \hat{u} \) to recover a Bernoulli–Rademacher vector exactly, improving over the results on approximate recovery in [BKS14, HSSS16].
Non-Gaussian Component Analysis

Model 1.8 and variants are often referred to as non-Gaussian component analysis (NGCA), the problem of finding a low-dimensional non-Gaussian subspace in high-dimensional Gaussian data. Various algorithmic results exist; see e.g. [BKS+06, Bea14, VX11, TV18, GS19] and references therein. However, prior work has not pinned down the precise conditions for recovery that we establish here, focusing instead on coarser-grained objectives such as achieving polynomial sample complexity in certain variations of the model.

Starting from the work of [DKS17], various special cases of NGCA have been shown to be computationally hard in the statistical query model, suggesting a statistical-to-computational gap. In contrast to our work, the focus has been on settings where the planted non-Gaussian distribution matches many moments of a Gaussian.

The connection between NGCA and recovering a planted vector in a subspace (i.e., the equivalence between Models 1.1 and 1.8 discussed in Section 1.3) seems to have gone largely unnoticed, with one exception being Section 6.3 of [dKNS20].

A further generalization of NGCA is the spiked transport model of [NWR19]. Here, two high-dimensional distributions are assumed to differ only on a low-dimensional subspace (but the marginals need not be Gaussian). The results of [NWR19] establish the optimal statistical rate for estimating the Wasserstein distance between the two distributions, and give evidence for statistical-to-computational gaps via the statistical query model.

Related Spectral Methods

We discuss here a few related results that have also used the spectral method of [HSSS16] or variants thereof. First, the spectral method in Algorithm 8.1 of [dKNS20] is a generalization of this spectral method for a related sparse PCA model. After the initial version of our work appeared, a few other relevant results have emerged. Davis et al. [DDW21] use the same spectral method for clustering a mixture of Gaussians with unknown covariance, a problem which includes Model 1.1 with $v \sim \text{BR}(N, 1)$ as a special case. Even more recently, Dudeja and Hsu [DH22, Section 6.2] gave a higher-order generalization of the spectral method which can solve NGCA when the planted non-Gaussian distribution has $k$th moment differing from that of a Gaussian; the basic version of the spectral method that we study here corresponds to $k = 4$.

Eigenvector Perturbation

Our entrywise bound on the error of the spectral estimator is akin to $\ell_\infty$ bounds for eigenvector perturbation, which have been widely studied in recent years [KX16, FWZ18, CTP19, AFWZ20, Lei19]. In particular, leave-one-out analysis is a useful technique for establishing bounds in the $\ell_\infty$ norm. See the survey [CCFM20] for more recent developments in spectral methods and a discussion on the framework of leave-one-out analysis. Our analytic method is therefore a contribution to this line of research.

Dictionary Learning

Finding a planted sparse vector in a subspace is a subroutine of several algorithms for dictionary learning [SWW12, BKS14, SQW15]; see more references in the survey [QZL+20]. While our results in this work are specific to recovering a planted vector, we remark that maximizing the $\ell_1$ norm over unit vectors is a general strategy for recovering a sparse vector. It can be realized via non-spectral methods and has been successfully applied to problems such as dictionary learning and blind source separation [BKS14, ZM20, ZYL+20]. We believe this class of methods deserve further study because, despite their methodological success, there are very few results regarding their optimality under statistical models.

Low-degree Lower Bounds

The framework we adopt for probing the computational complexity of hypothesis testing tasks is to prove unconditional lower bounds against the class of low-degree polynomial algorithms (which includes a large
class of spectral methods). This idea arose from a line of work on the sum-of-squares hierarchy [BHK+19, HS17, HKP+17, Hop18] (see also [KWB19] for a survey) and has proven successful at explaining statistical-to-computational gaps in many classical settings: For problems such as planted clique, community detection, sparse PCA, tensor PCA, and more, the conjectured “hard” regime (where no polynomial-time algorithms are known) coincides precisely with the regime in which low-degree polynomial algorithms have been proven to fail. In this work, we show low-degree hardness of the planted vector detection problem (Problem 1.6) with \(v \sim \text{BG}(N, \rho)\) in the regime \(n\rho \gg \sqrt{N}\). This implies in particular that any spectral method from a large class must fail in this regime (see Theorem 4.4), providing a strong converse to our upper bounds. Thus, when \(n\rho \gg \sqrt{N}\), the planted vector problem suffers from a computational barrier akin to many other settings in the literature, leading us to expect that no polynomial-time algorithm can succeed in this regime; see Section 4.2 for further discussion (and see the discussion on lattice basis reduction below for an important caveat).

We now discuss some related lower bounds. Prior to our work, there were low-degree lower bounds suggesting hardness of Problem 1.6 in the specific regime \(n = \Omega(N)\) and \(\rho \gg 1/\sqrt{N}\); see Remark 2.4 of [DKWB20]. Our results generalize this substantially by allowing \(n \ll N\). There are also existing lower bounds against the related (but incomparable) class of sum-of-squares algorithms in the case \(v \sim \text{BR}(N, 1)\) when \(n \gg N^{2/3}\) [GJJ+20, DDW21], which is sub-optimal compared to our condition \(n \gg \sqrt{N}\). After the initial version of our work appeared, we became aware of a recent low-degree lower bound by d’Orsi et al. [dKNS20, Theorem 6.7], showing hardness of detecting a particular planted vector under similar conditions to our result; one advantage of our result is that we treat all low-degree polynomials rather than just multilinear ones, which is crucial for proving failure of spectral methods (Theorem 4.4). A byproduct of our lower bound that may be of independent interest is a general-purpose formula (Lemma 6.4) for low-degree analysis of NGCA problems with an arbitrary non-Gaussian planted distribution and an arbitrary prior on the planted direction. We also remark that after the initial appearance of this work, Dudeja and Hsu [DH22, Section F.4] gave a similar low-degree lower bound for NGCA which gives sharp results even when the planted non-Gaussian distribution matches many moments of a Gaussian; similar results are also implicit in [DKP+21].

Lattice Basis Reduction

After the initial version of this work, a new algorithmic result appeared for recovering a discrete vector, e.g., \(v \sim \text{BR}(N, \rho)\), under Model 1.8 (or equivalently, Model 1.1). Specifically, a method based on the Lenstra–Lenstra–Lovász lattice basis reduction algorithm has been developed independently by Diakonikolas and Kane [DK21] and Zadik et al. [ZSWB21]. This method exactly recovers \(v \sim \text{BR}(N, \rho)\) in polynomial time provided that \(N \geq n + 1\), which seemingly challenges our conclusion that the fundamental condition for polynomial-time recovery is \(n\rho \ll \sqrt{N}\). However, the lattice basis reduction crucially relies on \(v\) being discrete (or extremely close to discrete); in particular, it does not apply to the Bernoulli–Gaussian case \(v \sim \text{BG}(N, \rho)\). Moreover, lattice basis reduction does not fall in the scope of spectral or low-degree methods, so it does not contradict our lower bounds (the initial version of our work [MW21] gave a low-degree lower bound for the case \(v \sim \text{BR}(N, \rho)\)).

In hindsight, this new algorithmic development does not undermine the low-degree framework: It was already established that low-degree algorithms are only conjectured to be optimal (among all polynomial-time algorithms) for problems that have at least a constant amount of “noise” per input [Hop18]; see Section 1.3 of [ZSWB21] for discussion. In light of this, we still expect that \(n\rho \ll \sqrt{N}\) is the fundamental condition for polynomial-time recovery when \(v\) has entries that are sufficiently noisy, e.g., Bernoulli–Rademacher convolved with a Gaussian of small constant variance, or Bernoulli–Gaussian. We have chosen to consider the Bernoulli–Gaussian prior for our low-degree lower bounds so as to avoid this issue of noise.
3 Spectral Estimation of a Planted Vector

To study estimation of a planted vector in a subspace, we first consider Model 1.1 where a Gaussian basis of the subspace is given, in Section 3.1. Then, in Section 3.2, we turn to Model 1.2 where an arbitrary orthonormal basis is given and show that our algorithmic guarantees continue to hold. We then apply the general upper bound to the Bernoulli-Gaussian and Bernoulli-Rademacher models in Section 3.3.

3.1 Estimation from a Gaussian Basis

First, let $v$ be a fixed vector in $\mathbb{R}^N$. Under Model 1.1, to estimate the planted vector $v$, we consider the $n \times n$ matrix

$$\tilde{M} := \sum_{i=1}^{N} \left( \|\tilde{y}_i\|^2 - \frac{n-1}{N} \right) \tilde{y}_i \tilde{y}_i^\top - \frac{3}{N} I_n, \tag{2}$$

where $\tilde{y}_i^\top$ denotes the $i$th row of the observed matrix $\tilde{Y}$. Let $\tilde{u}$ be the leading eigenvector of $\tilde{M}$. Then the vector $\tilde{Y} \tilde{u}$ is an estimator of the planted vector $v$. The following theorem gives conditions under which $\tilde{Y} \tilde{u}$ is guaranteed to be close to $v$ entrywise with high probability (up to a sign flip).

**Theorem 3.1.** Fix any constant $c > 0$. Assume Model 1.1 with $v$ satisfying $\|v\| = 1$ and $\|v\|_4 \geq \frac{3}{\sqrt{N}}$. Suppose that

$$\epsilon := \frac{1}{\|v\|_4^2 N^{3/2}} + \frac{\|v\|_\infty}{\|v\|_4^2} \sqrt{\frac{n}{N}} \ll 1. \tag{3}$$

Let $\tilde{y}_j^\top$ be the $j$th row of $\tilde{Y}$ for $j \in [N]$, and let $\tilde{u}$ be the leading eigenvector of the matrix $\tilde{M}$ defined in (2). Up to a sign flip of $\tilde{u}$, it holds with probability $1 - N^{-\omega(1)}$ that

$$|\tilde{y}_j^\top \tilde{u} - v_j| \leq \tilde{O}\left( \epsilon \cdot \left( |v_j| + \frac{1}{\sqrt{N}} \right) \right) \quad \text{for all } j \in [N], \tag{4}$$

and, as a result,

$$\|\tilde{Y} \tilde{u} - v\| \leq \tilde{O}(\epsilon). \tag{5}$$

Recall that we use the notation $\ll$ to hide a polylogarithmic factor in $N$. We also use $\tilde{O}$ to hide polylogarithmic factors in $N$, as well as a factor of $1 + 1/c$. Moreover, for simplicity we restrict our attention to the case where $v$ has exactly unit norm. In fact, these simplifications can be lifted; see Theorem A.10 in the appendix for a more precise version of the bound (5).

To interpret the above theorem, first note that the matrix $\tilde{M}$ defined by (2) is entrywise a degree-four polynomial of the observations. Therefore, it is not surprising that the result depends on the $\ell_4$ norm of $v$. Moreover, $\mathbb{E} \|g\|_4^4 = 3/N$ for $g \sim \mathcal{N}(0, I_N)$, so it is natural to assume that $\|v\|_4^4$ is bounded away from $3/N$, or else we cannot hope to identify $v$ using the first four moments alone. If $\|v\|_4^2 \geq \frac{3}{\sqrt{N}}$, then the leading eigenvalue of $\tilde{M}$ will be the maximum eigenvalue (which is positive); if $\|v\|_4^2 \leq \frac{3}{\sqrt{N}} - \frac{1}{\sqrt{N}}$, then the leading eigenvalue will be the minimum eigenvalue (which is negative). The $\ell_4$ norm of a unit vector $v \in \mathbb{R}^N$ can be viewed as an analytic notion of sparsity: We always have $1/N \leq \|v\|_4 \leq 1$, and the larger $\|v\|_4^4$ is, the “sparser” $v$ is. Hence, the bound (5) says that it is easier to estimate a sparser vector planted in a random subspace, as expected.

We remark that the term $\frac{1}{\|v\|_4^2 N^{3/2}}$ in the definition of $\epsilon$ dominates the term $\frac{\|v\|_\infty}{\|v\|_4^2} \sqrt{\frac{N}{N}}$ in some important cases:

- First, in the regime $n \ll \sqrt{N}$ (where the result of [HSSS16] applies), we can use the bound $\|v\|_\infty \leq \|v\|_4$ to show that $\frac{1}{\|v\|_4^2 N^{3/2}} \ll 1$ implies $\frac{\|v\|_\infty}{\|v\|_4^2} \sqrt{\frac{N}{N}} \ll 1$.

- Second, suppose that $\|v\|_\infty^2 \leq \tilde{O}(\sqrt{n}/N)$. Note that this is a natural condition because if $v$ has an entry $v_i^2 \gg \sqrt{n}/N$, then $|v_i|$ can already be estimated accurately using $\|\tilde{y}_i\|^2 = v_i^2 + n/N + \tilde{O}(\sqrt{n}/N)$.
alone. Under this condition, the bound \( \|v\|_4^2 \leq \|v\|_\infty^2 \leq \|v\|_4^2 \) yields \( \frac{\|v\|_\infty}{\|v\|_4} \sqrt{N} \leq \frac{\|v\|_4}{\|v\|_4} \sqrt{N} \leq \tilde{O} \left( \frac{1}{\|v\|_4^4} \right) \).

Furthermore, note that (4) is an entrywise bound for estimating each coordinate of \( v \). The average entry size of a dense unit vector is \( 1/\sqrt{N} \), while the nonzero entries of a sparse vector typically have larger sizes. Hence the error \( \varepsilon (|v_j| + \frac{1}{\sqrt{N}}) \) of estimating \( v_j \) is indeed small. Finally, summing the squares of the entrywise errors in (4) yields (5).

### 3.2 Estimation from an Orthonormal Basis

We now study estimation of a planted vector in a subspace given an arbitrary orthonormal basis of the subspace as in Model 1.2. The following result is comparable to Theorem 3.1 for the Gaussian basis, and much of the discussion in the previous section also applies here.

**Theorem 3.2.** Fix any constant \( c > 0 \). Assume Model 1.2 with \( v \) satisfying \( \|v\|_4^4 - \frac{3}{N} \geq c \). Suppose that

\[
\varepsilon := \frac{1}{\|v\|_4^4} \frac{n}{N^{3/2}} + \|v\|_\infty \sqrt{n} \frac{1}{N} < 1. \tag{6}
\]

Let \( \hat{y}_j^\top \) be the \( j \)th row of \( \hat{Y} \) for \( j \in [N] \), and let \( \hat{u} \) be the leading eigenvector of the matrix \( \hat{M} \) defined in (1). Up to a sign flip of \( \hat{u} \), it holds with probability \( 1 - o(1) \) that

\[
|\hat{y}_j^\top \hat{u} - v_j| \leq \tilde{O} \left( \varepsilon \cdot (|v_j| + \frac{1}{\sqrt{N}}) \right) \quad \text{for all } j \in [N],
\]

and, as a result,

\[
\|\hat{Y} \hat{u} - v\| \leq \tilde{O} (\varepsilon).
\]

The proof of the above theorem constitutes an important part of our theoretical contribution. In order to deal with the orthonormalized columns of \( \hat{Y} \) and capture the correct dependency on the parameters, we establish a series of delicate estimates based on the Sherman–Morrison formula in Section 5.2. In particular, we use moments of an inverse Wishart matrix together with Chebyshev’s inequality to establish Lemma 5.6 (see the proof of Lemma A.12 in the appendix), a step that is not needed for the Gaussian basis or in the prior work [HSSS16]. This also gives rise to the error probability \( o(1) \) in the above result instead of the stronger \( N^{-\omega(1)} \) as in the previous subsection. We do not think that this is fundamental, but improving the error probability to \( N^{-\omega(1)} \) in Lemma 5.6 would require more technical work. With the estimates proved in Section 5.2, we eventually establish Theorem 3.2 in Section 5.3 using a careful leave-one-out analysis.

### 3.3 Application to Special Planted Vectors

To further clarify the above theorems, we establish corollaries for the special cases where the planted vector \( v \) has Bernoulli–Gaussian or Bernoulli–Rademacher entries as in Definitions 1.3 and 1.4, respectively. First, we have the following result for estimating a planted Bernoulli–Gaussian vector.

**Corollary 3.3.** Assume Model 1.2 with \( v = v' / \|v'\| \) and \( v' \sim \text{BG}(N, \rho) \). Fix a constant \( c \in (0, 0.1) \). Suppose that \( \frac{1}{N} \ll \rho \leq 1 - c \) and

\[
\xi := \frac{n \rho}{\sqrt{N}} + \sqrt{\frac{n}{N}} \ll 1.
\]

Let \( \hat{y}_j^\top \) be the \( j \)th row of \( \hat{Y} \) for \( j \in [N] \), and let \( \hat{u} \) be the leading eigenvector of the matrix \( \hat{M} \) defined in (1). Up to a sign flip of \( \hat{u} \), it holds with probability \( 1 - o(1) \) that

\[
|\hat{y}_j^\top \hat{u} - v_j| \leq \tilde{O} \left( \frac{\xi}{\sqrt{N} \rho} \right) \quad \text{for all } j \in [N],
\]
and\[
\|\hat{Y}\hat{u} - v\| \leq O(\xi).
\]
In the above corollary, we assume \( \rho \gg \frac{1}{N} \) to ensure that \( v \sim \text{BG}(N, \rho) \) is nonzero with high probability. Moreover, recall that if \( \rho = 1 \), then \( \text{BG}(N, \rho) \) reduces to the Gaussian distribution \( N(0, \frac{1}{N}I_N) \), so it is impossible to distinguish \( v \) from other Gaussian vectors in the subspace. The above result says that, if the planted vector \( v \) is \( N\rho \)-sparse where \( \rho \leq 1 - c \), and the dimension of the subspace \( n \) is small compared to the ambient dimension \( (n \ll N) \) and
\[
n\rho \ll \sqrt{N},
\]
then we can estimate \( v \) consistently. Note that a nonzero entry of \( v \sim \text{BG}(N, \rho) \) is of order \( \frac{1}{\sqrt{N\rho}} \), so the entrywise error \( O\left(\frac{\xi}{\sqrt{N\rho}}\right) \) is indeed much smaller if \( \xi \ll 1 \).

The next result specializes to the Bernoulli–Rademacher case. By virtue of the entrywise error bound in Theorem 3.2 and the discrete nature of the planted vector \( v \), we are able to exactly recover \( v \) up to a sign flip.

**Corollary 3.4.** Assume Model 1.2 with \( v = v'/\|v'\| \) and \( v' \sim \text{BR}(N, \rho) \). Fix a constant \( c \in (0, 0.1) \). Suppose that \( \rho \gg \frac{1}{N} \), \( |\rho - \frac{1}{N}| \geq c \), and
\[
n\rho \frac{\rho}{\sqrt{N}} + \sqrt{\frac{n}{N}} \ll 1.
\]
Let \( \hat{y}_j \) be the \( j \)th row of \( \hat{Y} \) for \( j \in [N] \), and let \( \hat{u} \) be the leading eigenvector of the matrix \( \hat{M} \) defined in (1). Up to a sign flip of \( \hat{u} \), it holds with probability \( 1 - o(1) \) that
\[
\frac{\hat{v}}{\|\hat{v}\|} = v \quad \text{where} \quad \hat{v} := \text{sign}(\hat{Y}\hat{u}) \cdot 1 \left\{ |\hat{Y}\hat{u}| \geq 0.5 \cdot \max_{i \in [N]} \left( |\hat{Y}\hat{u}|_i \right) \right\},
\]
where the functions \( \text{sign}(\cdot) \) and \( 1\{|\cdot| \geq \text{const}\} \) are applied entrywise.

Note that the estimator \( \hat{v}/\|\hat{v}\| \) does not depend on \( \rho \), so we do not need to know the sparsity in order to recover the planted vector \( v \).

In contrast to the Bernoulli–Gaussian case, here even in the densest case \( \rho = 1 \) where the planted vector \( v \) has Rademacher entries, the estimator still recovers \( v \) exactly as long as \( n \ll \sqrt{N} \). This is because the \( \ell_4 \)-norm of a Bernoulli–Rademacher vector \( v \sim \text{BR}(N, \rho) \) differs from that of a Gaussian vector whenever \( \rho \) is bounded away from \( 1/3 \). When \( \rho = 1/3 \), that is, when \( E\|v\|_4^4 \) coincides with that of a Gaussian vector, the spectral method based on degree-four polynomials is not expected to work. After the initial version of this work, a degree-six spectral method was shown to solve the case \( \rho = 1/3 \) when \( n \ll N^{1/3} \), along with a matching low-degree lower bound [DH22, Section 6.2]. Also, as discussed in Section 2, new results appearing after the the initial version of this work [DK21, ZSWB21] gave an algorithm for recovering a Bernoulli–Rademacher vector under the weaker condition \( N \geq n + 1 \) using completely different (and non-spectral) methodology that relies heavily on \( v \) being (nearly) discrete.

## 4 Detection of a Planted Vector and Low-Degree Lower Bounds

Next, we turn to Problem 1.6, detection of a planted Bernoulli–Gaussian vector in a subspace.

### 4.1 Reduction from Detection to Estimation

We first give a polynomial-time reduction showing that the estimation problem is at least as hard as the detection problem. That is, we show that any algorithm \( \bar{v} \) for the estimation problem can be turned into an algorithm \( \bar{\psi} \) for the detection problem that succeeds in the same regime of parameters.
Theorem 4.1. Consider Problem 1.6. Fix a constant $c_1 \in (0, 0.1)$. There exist constants $C_2, C_3, c_2 > 0$ depending only on $c_1$ such that the following holds. Suppose that $\frac{1}{\sqrt{n}} \ll \rho \leq 1 - c_1$ and $N \geq C_4 n$. Let $	ilde{v} = \tilde{v}(\tilde{Y}) \in \mathbb{R}^N$ be any estimator of $v$ that takes values in the column span of $\tilde{Y}$. Define a test

$$
\tilde{\psi} := \begin{cases} 
Q & \text{if } \|\tilde{v}\|_1/\|\tilde{v}\| - \sqrt{2N/\pi} < c_1\sqrt{N}/4, \\
\mathcal{P} & \text{if } \|\tilde{v}\|_1/\|\tilde{v}\| - \sqrt{2N/\pi} \geq c_1\sqrt{N}/4.
\end{cases}
$$

If $\tilde{v}$ satisfies $\|\tilde{v} - v\| \leq c_3$ with probability at least $1 - \delta$ over $\mathcal{P}$, then $\tilde{\psi}$ distinguishes between $Q$ and $\mathcal{P}$ with error probability at most $\delta + N^{-\omega(1)}$; that is,

$$
P_P \{\tilde{\psi} = Q\} + P_Q \{\tilde{\psi} = \mathcal{P}\} \leq \delta + N^{-\omega(1)}.
$$

Recall that in Problem 1.6, if $\rho = 1$, then the planted model $\mathcal{P}$ coincides with the null model $Q$. Now suppose that $\rho$ is bounded away from 1. The contrapositive of the above reduction says that, if there is no polynomial-time algorithm to distinguish between $Q$ and $\mathcal{P}$ with vanishing error, then there is no polynomial-time algorithm to estimate $v$ consistently with high probability. In the next subsection, we give evidence that the detection problem is computationally hard when $n\rho \gg \sqrt{N}$. In light of Theorem 4.1, this suggests that the estimation problem is also computationally hard in that regime. As a result, we conjecture that our upper bounds for estimation cannot be improved.

Remark 4.2. We note that our results do not formally rule out spectral and low-degree algorithms for estimating $v$. Instead, our evidence for hardness of estimation takes the form of a two-step argument: The failure of spectral and low-degree methods for detection (proved in the next section) leads us to conjecture that there is no polynomial-time algorithm for detection; this conjecture (if true) combined with Theorem 4.1 implies that there is no polynomial-time algorithm for estimation. It may be possible to directly analyze the power of low-degree polynomials for estimation as in [SW22], but we have not attempted this here.

4.2 Spectral Test and Lower Bounds

We now identify the regime in which the detection problem can be solved by spectral methods. To put our lower bound in perspective, we first show that if $n\rho \ll \sqrt{N}$ then the spectral method (2) solves the detection problem. This follows readily from our existing analysis of the estimation problem (and is also implicit in the prior work of [HSSS16], as discussed at the end of Section 2.1 of [HSSS16]).

Theorem 4.3. Consider Problem 1.6. Fix a constant $c \in (0, 0.1)$. Suppose that $\frac{1}{\sqrt{n}} \ll \rho \leq 1 - c$, $n \ll N$, and

$$
n\rho \ll \sqrt{N}.
$$

Let $\tilde{M}$ be defined by (2). Then it holds that

$$
P_P \left\{\|\tilde{M}\| < \frac{c}{\sqrt{N}n}\right\} + P_Q \left\{\|\tilde{M}\| > \frac{c}{4\sqrt{N}n}\right\} \leq N^{-\omega(1)}.
$$

As a result, in the regime $n\rho \ll \sqrt{N}$, thresholding $\|\tilde{M}\|$ at the level $\frac{c}{4\sqrt{N}n}$ succeeds in distinguishing between $\mathcal{P}$ and $Q$ with error probability $N^{-\omega(1)}$.

Note that the entries of $\tilde{M}$ are degree-four polynomials in the input variables (the entries of $\tilde{Y}$). A priori, we might hope to construct a better spectral method by choosing different polynomials, perhaps of higher degree. Our next result shatters these hopes, showing that when $n\rho \gg \sqrt{N}$, no spectral method of polynomial dimension and bounded-degree entries can distinguish between $\mathcal{P}$ and $Q$ with error probability $N^{-\omega(1)}$. This provides a converse to Theorem 4.3.
Theorem 4.4. Consider Problem 1.6. For any constants \( \ell \geq 1, d \geq 1, \epsilon \in (0,1) \), there exist constants \( N_0, C > 0 \) such that the following holds. Let \( N \geq N_0 \), let \( M = M(\tilde{Y}) \) be any real symmetric matrix of dimension at most \( N^\ell \) whose entries are polynomials of degree at most \( d \) in the entries of the observation \( \tilde{Y} \), and let \( t > 0 \) be any choice of threshold. If
\[
n\rho \gg \sqrt{N},
\]
then it is impossible for \( M \) to simultaneously satisfy both of the following:
\[
\begin{align*}
& \mathbb{P}\{ \| M \| < (1 + \epsilon) t \} \leq \frac{1}{2}, \text{ and} \\
& \mathbb{P}\{ \| M \| > t \} \leq N^{-C}.
\end{align*}
\]
Together, Theorems 4.3 and 4.4 characterize the limits of spectral methods for the detection problem (modulo some technical conditions, such as \( n \ll N \) and the requirement that the error probability be at most \( N^{-C} \) instead of merely \( o(1) \)). While it is conceivable that a different class of polynomial-time algorithms could break the \( n\rho \gg \sqrt{N} \) barrier, we find this unlikely because spectral methods seem to be optimal among all known polynomial-time algorithms for a wide array of high-dimensional detection problems with hidden low-dimensional structures (so long as the problems are sufficiently “noisy-robust”); see [HKP+17].

While the subsequent works [DK21, ZSWB21] break the \( n\rho \gg \sqrt{N} \) barrier for \( v \sim \text{BR}(N,\rho) \) using lattice basis reduction, the methodology relies strongly on \( v \) taking (nearly) discrete values and does not apply to \( v \sim \text{BG}(N,\rho) \).

In order to prove failure of spectral methods, we actually prove failure of an even larger class of algorithms, namely low-degree polynomials. This follows a framework proposed by [HS17, HKP+17, Hop18] (see also [KWB19] for a survey). Let \( \mathbb{R}[y]_{\leq D} \) denote the space of polynomials \( \mathbb{R}^{N \times n} \to \mathbb{R} \) (that is, multivariate polynomials whose variables are the entries of an \( N \times n \) matrix) of degree at most \( D \). We aim to understand the degree-\( D \) “advantage”
\[
\text{Adv}_{\leq D} := \max_{f \in \mathbb{R}[y]_{\leq D}} \frac{\mathbb{E}_P[f]}{\sqrt{\mathbb{E}_Q[f^2]}}.
\]
This is often called the norm of the low-degree likelihood ratio, although we do not use this term here because the likelihood ratio may not exist in our setting. This quantity can be thought of as measuring the detection power of the best possible degree-\( D \) polynomial \( f \), where \( f \) takes the observed matrix \( \tilde{Y} \) as input and aims to output a large value under \( P \) and a small (close to zero) value under \( Q \). If \( \text{Adv}_{\leq D} \) remains bounded as \( N \to \infty \) for some \( D = D(N) \) that grows super-logarithmically in \( N \), this means that no logarithmic-degree polynomial can effectively separate \( P \) from \( Q \), which is considered evidence that no polynomial-time algorithm can perform detection with vanishing error probability (see [Hop18, KWB19]). The following result shows that the planted vector problem is low-degree hard in this sense whenever \( n\rho \gg \sqrt{N} \).

Theorem 4.5. Consider Problem 1.6. For any constant \( C_1 > 0 \), there exists a constant \( C_2 = C_2(C_1) > 0 \) such that if \( n\rho \geq \sqrt{N} (\log N)^{C_2} \) and \( D \leq (\log N)^{C_1} \), then \( \text{Adv}_{\leq D} \leq 2 \).

Theorem 4.4 will be deduced from Theorem 4.5 using a straightforward connection (made formal in [KWB19]) between spectral methods and logarithmic-degree polynomials: For a symmetric matrix \( M \) and an integer \( k = O(\log N) \), the polynomial \( \text{Tr}(M^{2k}) \) serves as a good approximation to \( \| M \|^{2k} \). The proof of Theorem 4.5 is where most of the technical work takes place (see Sections 6.2 and 6.3). In particular, we reformulate Problem 1.6 as Problem 6.1 (a fairly general variant of Model 1.8). Then, we establish a key ingredient of the proof—a new formula (Lemma 6.4) for \( \text{Adv}_{\leq D} \) in Problem 6.1. Finally, by carefully controlling each term in this formula, we complete the proof in Section 6.3.

Before ending the section, we remark that all the results in this section are valid with very minor changes if the planted vector \( v \) is Bernoulli–Rademacher \( \text{BR}(N,\rho) \) instead of Bernoulli–Gaussian \( \text{BG}(N,\rho) \) in model \( \mathcal{P} \) in Problem 1.6. The only difference is that in Theorems 4.1 and 4.3, instead of assuming \( \rho \leq 1 - c \) for a constant \( c > 0 \), we require \( \rho \) to be bounded away from a different constant (2/3 and 1/3, respectively). The proofs carry over with straightforward modifications; for details, see an earlier version of this work [MW21].
5 Proofs of Upper Bounds

In this section, we prove Theorem 3.2 and establish other results along the way that provide intuition behind our upper bounds. The proofs of Theorem 3.1 and Corollaries 3.3 and 3.4 are deferred to the appendix.

5.1 A First Result and its Implication

As a first step towards proving upper bounds for our spectral estimator, we show that the matrix \( \tilde{M} \) defined in (2) is approximately rank-one.

**Proposition 5.1.** Fix a vector \( \mathbf{v} \in \mathbb{R}^N \). For \( i \in [N] \), define \( \mathbf{y}_i^\top = (\mathbf{v}_i^\top \mathbf{b}_i^\top) \) for i.i.d. \( \mathbf{b}_i \sim \mathcal{N}(0, \frac{1}{N} \mathbf{I}_n) \). Define an \( n \times n \) matrix

\[
M = \sum_{i=1}^{N} \left( \|\mathbf{y}_i\|^2 - \frac{n-1}{N} \right) \mathbf{y}_i \mathbf{y}_i^\top - \frac{3}{N} \mathbf{I}_n.
\]

There is a universal constant \( C > 0 \) such that the following holds. For any \( \delta \in (0, 1) \), define a quantity

\[
\eta = \eta(N, n, \mathbf{v}, \delta) := C \left( (\|\mathbf{v}\| + 1) \frac{n \sqrt{\log(N/\delta)}}{N^{3/2}} + \frac{n \log(N/\delta)}{N} \right) + \frac{n \log(N/\delta) + \log^2(N/\delta)}{N}
\]

where \( \eta \) and \( \|\mathbf{v}\| - \frac{3}{N} \) can be seen as the noise level and the signal level respectively. (Again, the discrepancy between \( \|\mathbf{v}\|_4^4 \) and the corresponding quantity for a Gaussian vector is naturally the signal level.) To see how the above order of error is related to the order of error (3) in Theorem 3.1, we state a simple lemma whose proof is deferred to Section A.3.

**Lemma 5.2.** Let \( c > 0 \) and let \( \mathbf{v} \) be a unit vector \( \mathbf{v} \in \mathbb{R}^N \) such that \( \|\mathbf{v}\|_4^4 - \frac{3}{N} \geq \frac{c}{N} \). Then

\[
\frac{1}{\|\mathbf{v}\|_4^4 - \frac{3}{N}} \left( \frac{n}{N^{3/2}} + \frac{n}{N} \mathbf{b}_i \sqrt{\mathbf{b}_i} \sqrt{\mathbf{b}_i} + \frac{n}{N} \right) \leq 9 + 3c \frac{n}{N} \sqrt{n} \left( \frac{n}{N} \mathbf{b}_i \sqrt{\mathbf{b}_i} \sqrt{\mathbf{b}_i} + \frac{n}{N} \right)
\]

provided that the right-hand side is at most 1.
As a result, if \( \|v\| = 1 \), \( \|v\|^2_2 - \frac{3}{N} \geq \frac{\eta}{N} \), and \( \eta = \eta(N, n, v, N^{-\omega(1)}) \), then

\[
\frac{\eta}{\|v\|^2_2 - \frac{3}{N}} \leq \frac{1}{\|v\|^2_2 - \frac{3}{N}} \cdot \tilde{O}\left(\frac{n}{N^{3/2}} + \|v\|^2_2 \frac{\sqrt{n}}{N} + \|v\|^2_6 \frac{n}{\sqrt{N}} + \|v\|^2_\infty \frac{n}{N}\right)
\]

\[
\leq \tilde{O}\left(\frac{1}{\|v\|^2_2 \frac{3}{N}} + \|v\|^2_\infty \frac{n}{\sqrt{N}}\right),
\]

which is why we have the bound (5).

### 5.2 Setup and Lemmas for the Orthonormal Case

We now establish some notation and preliminary results for estimation of a planted vector from an orthonormal basis. Assume that \( N \geq Cn \) for a sufficiently large constant \( C > 0 \) throughout this section. Fix a unit vector \( v \in \mathbb{R}^N \). Let \( Y_i = \left(v_i \ b_i^\top\right) \) be the rows of \( Y \) defined in Model 1.2, where \( b_i \) are i.i.d. \( N(0, \frac{1}{N} I_{n-1}) \) vectors for \( i \in [N] \). Let \( b_i \in \mathbb{R}^n \) be defined by \( b_i^\top = (0 \ b_i^\top) \). Let \( e_1 \) be the first standard basis vector in \( \mathbb{R}^n \).

Define

\[
A := \sum_{i=1}^N y_i b_i^\top, \quad B := \sum_{i=1}^N b_i b_i^\top.
\]

Moreover, for \( i \in [N] \), define

\[
A_{-i} := \sum_{j \in [N] \setminus \{i\}} y_j b_j^\top + v_i^2 e_1^\top, \quad B_{-i} := \sum_{j \in [N] \setminus \{i\}} b_j b_j^\top.
\]

We write \( A_{-1} = (A_{-i})^{-1} \) and \( B_{-1} = (B_{-i})^{-1} \). The following results hold, and their proofs can be found in Section A.6.

**Lemma 5.3.** It holds with probability \( 1 - N^{-\omega(1)} \) that,

\[
\|A - I_n\| = \tilde{O}\left(\sqrt{\frac{n}{N}}\right).
\]

**Lemma 5.4.** It holds with probability \( 1 - N^{-\omega(1)} \) that, for every \( i \in [N] \),

\[
e_1^\top A^{-1} e_1 = \frac{1}{1 - n/N} + \tilde{O}\left(\frac{\sqrt{n}}{N}\right),
\]

\[
e_1^\top A^{-1} b_i = -\frac{v_i n}{N - n} + \tilde{O}\left(\sqrt{n}n\right),
\]

\[
\tilde{b}_i^\top A^{-1} b_i = \tilde{b}_i^\top B_{-1} b_i + \frac{v_i^2 n^2}{N(N - n)} + \tilde{O}\left(|v_i| n^{3/2} + \frac{n}{N^2}\right),
\]

\[
y_i^\top A^{-1} y_i = y_i^\top B_{-1} b_i + (1 - n/N) v_i^2 + \tilde{O}\left(|v_i| \sqrt{n} + \frac{n}{N^2}\right).
\]

**Lemma 5.5.** It holds with probability \( 1 - N^{-\omega(1)} \) that, for any distinct \( i, j \in [N] \),

\[
|e_1^\top (A^{-1} - A_{-1}^{-1}) e_1| \leq \tilde{O}\left(\sqrt{n} \frac{n}{N} + \frac{n}{\sqrt{N}}\right),
\]

\[
|y_i^\top (A^{-1} - A_{-1}^{-1}) y_i| \leq \tilde{O}\left(\frac{n}{N^2} + |v_i| \cdot |v_j| \frac{\sqrt{n}}{N} + (|v_i| + |v_j|) \frac{n}{N^2} + v_i^2 v_j^2 \frac{n}{N^2} + v_i^2 v_j^2 \frac{n}{N^2} + v_i^2 \frac{\sqrt{n}}{N}\right).
\]
Lemma 5.6. It holds with probability $1 - o(1)$ that, for every $i \in [N],$

\[
|y_i^\top A^{-1} y_i - \|y_i\|^2| = \tilde{O} \left( \frac{n}{N^{3/2}} + |v_i| \sqrt{\frac{n}{N}} + v_i^2 \frac{n}{N} \right), \tag{17a}
\]

\[
|y_i^\top A^{-1} y_i - \frac{n}{N}| = \tilde{O} \left( \frac{\sqrt{n}}{N} + v_i^2 \right), \tag{17b}
\]

\[
|\tilde{b}_i^\top A^{-1} \tilde{b}_i - \frac{n}{N}| = \tilde{O} \left( \frac{\sqrt{n}}{N} + v_i^2 \frac{n^2}{N^2} \right). \tag{17c}
\]

5.3 Proof of Theorem 3.2

Throughout the proof, we condition on the event of probability $1 - o(1)$ that the bounds (10), (14), (15), (16), and (17) all hold.

Change of basis

Let $A$ and $B$ be the matrices defined in (12). Define

\[ \overline{y}_i = A^{-1/2} y_i \quad \text{for } i \in [N], \]

and let $\overline{Y}$ be the $N \times n$ matrix whose $i$th row is $\overline{y}_i^\top$, that is, $\overline{Y} = YA^{-1/2}$. Note that

\[ \overline{Y}^\top \overline{Y} = A^{-1/2}Y^\top YA^{-1/2} = A^{-1/2}AA^{-1/2} = I_n, \]

so the columns of $\overline{Y}$ form an orthonormal basis of the column span of $Y$. The same is true for the columns of $\hat{Y}$ observed in Model 1.2, so there exists an orthogonal matrix $Q \in \mathbb{R}^{n \times n}$ such that $\hat{Y}Q = \overline{Y}$, that is,

\[ Q^\top \hat{y}_i = \overline{y}_i \quad \text{for } i \in [N]. \]

Let us define an auxiliary matrix

\[ M' := A^{1/2}Q^\top \hat{M} QA^{1/2}. \]

By the definition of $\hat{M}$ in (1) and the relation $A^{1/2}Q^\top \hat{y}_i = A^{1/2} \overline{y}_i = y_i$, we obtain

\[ M' = \sum_{i=1}^{N} \left( y_i^\top A^{-1} y_i - \frac{n-1}{N} \right) y_i y_i^\top - \frac{3}{N} A. \tag{18} \]

Let $\mathbf{u}'$ be the leading eigenvector of $M'$ so that $\tilde{\mathbf{u}} = \frac{QA^{1/2} \mathbf{u}'}{\|QA^{1/2} \mathbf{u}'\|}$. Then we have

\[ \hat{Y} \tilde{\mathbf{u}} = \left( \hat{Y} QA^{1/2} \right) \left( A^{-1/2}Q^\top \tilde{\mathbf{u}} \right) = \frac{Y \mathbf{u}'}{\|QA^{1/2} \mathbf{u}'\|}. \]

It follows from (14) that $\frac{1}{\|QA^{1/2} \mathbf{u}'\|} = 1 + \tilde{O}(\sqrt{\frac{n}{N}})$ and therefore

\[ \hat{y}_j^\top \tilde{\mathbf{u}} = y_j^\top \mathbf{u}' \left( 1 + \tilde{O} \left( \sqrt{\frac{n}{N}} \right) \right). \tag{19} \]

It remains to analyze $y_j^\top \mathbf{u}'$. 
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Setting up the leave-one-out analysis

To study $y_j^\top u'$, we employ a leave-one-out analysis. In addition to the matrices $M$ and $M'$, we will define auxiliary matrices $F^{(j)}$, $G^{(j)}$, and $H^{(j)}$; as we will show, all the five matrices are close to $(\|v\|_F^2 - \frac{n}{N})e_1e_1^\top$.

Recall that $y_j^\top = (v_j, b_j^\top)$ where $b_j \sim N(0, \frac{1}{B_0} I_{n-1})$. As before, let $b_j \in \mathbb{R}^n$ be the vector defined by $\overline{b}_j = (0, b_j^\top)$. Let $A_{-j}$ be defined by (13). Define matrices

$$F^{(j)} := \sum_{i \in [N] \setminus \{j\}} \left( y_i^\top A_{-j}^{-1} y_i - \frac{n+2}{N} \right) y_i y_i^\top + v_j^4 \left( e_1^\top A_{-j}^{-1} e_1 \right) e_1 e_1^\top,$$

$$G^{(j)} := F^{(j)} + \left( y_j^\top A_{-j}^{-1} y_j - \frac{n+2}{N} \right) \overline{b}_j \overline{b}_j^\top,$$

and

$$H^{(j)} := \sum_{i \in [N] \setminus \{j\}} \left( y_i^\top A_{-j}^{-1} y_i - \frac{n+2}{N} \right) y_i y_i^\top + \left( y_j^\top A_{-j}^{-1} y_j - \frac{n+2}{N} \right) y_j y_j^\top.$$

Since

$$\left( y_j^\top A_{-j}^{-1} y_j - \frac{n+2}{N} \right) y_j y_j^\top \nonumber$$

$$= v_j^4 \left( e_1^\top A_{-j}^{-1} e_1 \right) e_1 e_1^\top + v_j^2 \left( 2v_j \cdot e_1^\top A_{-j}^{-1} \overline{b}_j + \overline{b}_j A_{-j}^{-1} \overline{b}_j - \frac{n+2}{N} \right) e_1 e_1^\top$$

$$+ v_j \left( y_j^\top A_{-j}^{-1} y_j - \frac{n+2}{N} \right) (e_1 \overline{b}_j + \overline{b}_j e_1^\top) + \left( y_j^\top A_{-j}^{-1} y_j - \frac{n+2}{N} \right) \overline{b}_j \overline{b}_j^\top,$$

it is not hard to see that

$$H^{(j)} - G^{(j)} \nonumber$$

$$= v_j^4 \left( A_{-j}^{-1} - A_{-j}^{-1} \right) e_1 \cdot e_1 e_1^\top + v_j^2 \left( 2v_j \cdot e_1^\top A_{-j}^{-1} \overline{b}_j + \overline{b}_j A_{-j}^{-1} \overline{b}_j - \frac{n+2}{N} \right) e_1 e_1^\top$$

$$+ v_j \left( y_j^\top A_{-j}^{-1} y_j - \frac{n+2}{N} \right) (e_1 \overline{b}_j + \overline{b}_j e_1^\top).$$

Moreover, in view of (18), (12), and (22), we have

$$M' - H^{(j)} = \sum_{i \in [N] \setminus \{j\}} y_i^\top (A_{-j}^{-1} - A_{-j}^{-1}) y_i \cdot y_i y_i^\top.$$

By (8) and (18), we also have

$$M' - M = \sum_{i=1}^N \left( y_i^\top A_{-j}^{-1} y_i - \|y_i\|^2 \right) y_i y_i^\top - \frac{3}{N} (A - I_n),$$

Let $f$ and $g$ be the leading eigenvectors of $F^{(j)}$ and $G^{(j)}$ respectively, where we suppress the dependency of $f$ and $g$ on $j$ for brevity. By virtue of the definition of $F^{(j)}$ in (20), $y_j$ is independent from $F^{(j)}$ and thus from $f$. This independence allows us to study $y_j^\top f$. Then, to study $y_j^\top u'$, we write

$$y_j^\top u' = y_j^\top f + y_j^\top (g - f) + y_j^\top (u' - g)$$

so that

$$|y_j^\top u' - v_j| \leq |y_j^\top f - v_j| + \|y_j\| \cdot \|g - f\| + \|y_j\| \cdot \|u' - g\|.$$
Spectral norm bounds

We now show that the matrices $F^{(j)}, G^{(j)}, H^{(j)}, M'$, and $M$ are all close to each other in spectral norm. By (21), (17b), and $\|b_j\|^2 = \tilde{O}(n/N)$, we have

$$\|G^{(j)} - F^{(j)}\| \leq \left| y_j^\top A^{-1} y_j - \frac{n + 2}{N} \right| \|b_j\|^2 \leq \tilde{O}\left( \frac{n^{3/2}}{N^2} + \frac{v_j^2 n}{N} \right).$$ (27)

Next, it follows from (23) that

$$\|H^{(j)} - G^{(j)}\| \leq v_j^4 \cdot |e_1^\top (A^{-1} - A^{-1}_{-j}) e_1| + 2|v_j|^3 \cdot |e_1^\top A^{-1} b_j| + v_j^2 \cdot \left| b_j^\top A^{-1} b_j - \frac{n + 2}{N} \right| + 2|v_j| \cdot \left| y_j^\top A^{-1} y_j - \frac{n + 2}{N} \right| \cdot \|b_j\|.$$

To bound the terms on the right-hand side, we apply (16a), (15b), (17c), and (17b) to obtain

$$\|H^{(j)} - G^{(j)}\| \leq \tilde{O}\left( \frac{v_j^2 n}{N} + v_j^2 \sqrt{\frac{n}{N}} + |v_j|^3 \frac{\sqrt{n}}{N} + v_j^2 \frac{n^2}{N^2} + |v_j| \frac{n}{N^{3/2}} + |v_j|^3 \frac{\sqrt{n}}{N} \right) \leq \tilde{O}\left( \frac{v_j^2 n}{N} + |v_j|^3 \frac{\sqrt{n}}{N} + v_j^2 \frac{\sqrt{n}}{N} + |v_j| \frac{n}{N^{3/2}} \right).$$ (28)

Moreover, by (24), (16b), and (14), we have

$$\|M' - H^{(j)}\| \leq \left\| \sum_{i \in [N] \setminus \{j\}} |y_i^\top (A^{-1} - A^{-1}_{-j}) y_i| \cdot y_i y_i^\top \right\| \leq \tilde{O}\left( \frac{n}{N^2} + |v_j| \cdot \|v\|_{\infty} \frac{\sqrt{n}}{N} + \|v\|_{\infty} \frac{n}{N^2} + v_j^2 \|v\|^2_{\infty} \frac{n}{N} + \|v\|^2_{\infty} \frac{\sqrt{n}}{N} \right) \times \left\| \sum_{i \in [N] \setminus \{j\}} y_i y_i^\top \right\|. $$

Since $\left\| \sum_{i \in [N] \setminus \{j\}} y_i y_i^\top \right\| \leq \|A\| + \|y_j\|^2 \leq \tilde{O}(1) + v_j^2 + |b_j|^2 = \tilde{O}(1)$, it follows that

$$\|M' - H^{(j)}\| \leq \tilde{O}\left( \frac{n}{N^2} + |v_j| \cdot \|v\|_{\infty} \frac{\sqrt{n}}{N} + \|v\|_{\infty} \frac{n}{N^2} + v_j^2 \|v\|^2_{\infty} \frac{n}{N} + \|v\|^2_{\infty} \frac{\sqrt{n}}{N} \right).$$ (29)

Finally, in view of (25), (17a), and (14), it holds that

$$\|M' - M\| \leq \left\| \sum_{i=1}^{N} |y_i^\top A^{-1} y_i - \|y_i\|^2| \cdot y_i y_i^\top \right\| + \frac{3}{N} \|A - I_n\| \leq \tilde{O}\left( \frac{n}{N^{3/2}} + \|v\|_{\infty} \frac{\sqrt{n}}{N} + \|v\|^2_{\infty} \frac{n}{N} \right) \cdot \left\| \sum_{i=1}^{N} y_i y_i^\top \right\| + \frac{1}{N} \cdot \tilde{O}\left( \frac{\sqrt{n}}{N} \right) \leq \tilde{O}\left( \frac{n}{N^{3/2}} + \|v\|_{\infty} \frac{\sqrt{n}}{N} + \|v\|^2_{\infty} \frac{n}{N} \right).$$ (30)

It is not hard to see that the bounds (27), (28), (29), and (30) sum to

$$\tilde{O}\left( \|v\|_{\infty} \frac{\sqrt{n}}{N} + \|v\|_{\infty} \frac{\sqrt{n}}{N} + \frac{n}{N^{3/2}} + \|v\|^2_{\infty} \frac{n}{N} \right) \leq \tilde{O}(\kappa),$$
where
\[ \kappa := \frac{n}{N^{3/2}} + \|v\|_2^2 \sqrt[4]{\frac{n}{N}} + \|v\|_2^2 \sqrt[4]{\frac{n}{N}} + \|v\|_{\infty} \sqrt[4]{\frac{n}{N}}. \] (31)

In addition, recall that \( \|M - (\|v\|_2^4 - \frac{3}{N}) e_1 e_1^\top\| \leq \eta \leq \tilde{O}(\kappa) \) by (10). Furthermore, by Lemma 5.2 and assumption (6), we have
\[ \frac{\kappa}{\|v\|_4^4 - \frac{3}{N}} \leq O\left( \frac{1}{\|v\|_4^4} + \frac{\|v\|_\infty}{\|v\|_4^4} \sqrt{\frac{n}{N}} + \frac{\|v\|_\infty}{\|v\|_4^4} \sqrt{\frac{n}{N}} \right) \]
\[ \leq O\left( \frac{1}{\|v\|_4^4} + \frac{\|v\|_\infty}{\|v\|_4^4} \sqrt{\frac{n}{N}} \right) \ll 1, \] (32)
where we have used the fact \( \|v\|_4^4 \geq 1/N \) (since \( v \) is a unit vector) to bound the third term by the second. Therefore, the auxiliary matrices \( F^{(j)}, G^{(j)}, H^{(j)}, \) and \( M' \) are all close to \( (\|v\|_4^4 - \frac{3}{N}) e_1 e_1^\top \). In particular, the gap between the two largest singular values of each of these matrices is larger than \( 0.9 \|v\|_4^4 - \frac{3}{N} \), and the eigenvectors \( f, g, u', \) and \( u \) (of \( F^{(j)}, G^{(j)}, M', \) and \( M \) respectively) can be chosen to be close to \( e_1 \) so that there is no sign ambiguity.

**Eigenvector perturbation**

More precisely, by the Davis–Kahan theorem (Lemma B.8), we have
\[ \|f - e_1\| \leq 6 \frac{\|F^{(j)} - M\|}{\|v\|_4^4 - \frac{3}{N}} \leq \tilde{O}(\kappa) \] (33)
and, in view of (29) and (28),
\[ \|u' - g\| \leq 6 \frac{\|M' - H^{(j)}\| + \|H^{(j)} - G^{(j)}\|}{\|v\|_4^4 - \frac{3}{N}} \]
\[ \leq \frac{1}{\|v\|_4^4 - \frac{3}{N}} \times \tilde{O}\left( \frac{n}{N^2} + |v_j| \cdot \|v\|_{\infty} \sqrt[4]{\frac{n}{N}} + \|v\|_{\infty} \frac{n}{N} + v_j^2 \|v\|_{\infty} \sqrt[4]{\frac{n}{N}} + |v_j| \frac{n}{N^{3/2}} \right). \] (34)

Furthermore, since \( b_j \) is independent from \( F^{(j)} \) and thus from \( f \), we have \( b_j^\top f \sim \mathcal{N}(0, \|f_{-1}\|^2/N) \) conditional on \( F^{(j)} \), where \( f_{-1} \) denotes the subvector of \( f \) with its first entry removed. Consequently, by (33),
\[ \left| b_j^\top f \right| \leq \tilde{O}\left( \frac{\|f_{-1}\|}{\sqrt{N}} \right) \leq \tilde{O}\left( \frac{\kappa}{\sqrt{N}} \right) \ll \tilde{O}\left( \frac{1}{\sqrt{N}} \right) \] (35)
with conditional probability \( 1 - N^{-\omega(1)} \). Let us further condition on (35). Then, by (21), Lemma A.9, and (17b), we obtain
\[ \|g - f\| \leq \frac{6}{\|v\|_4^4 - \frac{3}{N}} \left| y_j^\top A^{-1} y_j - \frac{n + 2}{N} \right| \cdot |b_j| \cdot b_j^\top f \]
\[ \leq \frac{1}{\|v\|_4^4 - \frac{3}{N}} \tilde{O}\left( \frac{\|v\|_{\infty} + v_j^2}{\sqrt{N}} \cdot \frac{n}{N} \cdot \frac{1}{\sqrt{N}} \right) \]
\[ \leq \frac{1}{\|v\|_4^4 - \frac{3}{N}} \tilde{O}\left( \frac{n}{N^2} + v_j^2 \frac{\sqrt{n}}{N} \right). \] (36)
Finishing the proof

Finally, it follows from (33) and (35) that

$$|y_j^T f - v_j| \leq |v_j|(1 - f_1) + |b_j^T f| \leq \frac{O(\kappa)}{||v||^4} \left( |v_j| + \frac{1}{\sqrt{N}} \right).$$

Plugging this together with (34), (36), and $||y_j||^2 = v_j^2 + \tilde{O}(n/N)$ into (26), we get

$$|y_j^T u' - v_j| \leq \frac{\tilde{O}(\kappa)}{||v||^4} \left( |v_j| + \frac{1}{\sqrt{N}} \right) + \tilde{O} \left( v_j^2 + \frac{n}{N} \right) \cdot \frac{1}{||v||^4} \times$$

$$\tilde{O} \left( \frac{n}{N^2} + |v_j| \cdot ||v||_{\infty} \sqrt{n/N} + ||v||_{\infty} \frac{\sqrt{n}}{N^2} + v_j^2 ||v||_{\infty}^2 \frac{n}{N} + ||v||_{\infty}^2 \frac{\sqrt{n}}{N} + |v_j| \frac{n}{N^{3/2}} \right)$$

$$\leq \frac{\tilde{O}(\kappa)}{||v||^4} \left( |v_j| + \frac{1}{\sqrt{N}} \right).$$

This combined with (19) yields

$$|y_j^T \tilde{u} - v_j| \leq |y_j^T u' - v_j| + \tilde{O} \left( |y_j^T u'| \sqrt{n/N} \right)$$

$$\leq \frac{\tilde{O}(\kappa)}{||v||^4} \left( |v_j| + \frac{1}{\sqrt{N}} \right) + \tilde{O} \left( |v_j| \sqrt{n/N} \right),$$

which completes the proof in view of (32), along with the fact $||v||_{\infty} = ||v||_{\infty} \cdot ||v|| \geq ||v||_{\infty}^2$.

6 Proofs of Lower Bounds

We prove Theorems 4.4 and 4.5 in this section and defer the proofs of Theorems 4.1 and 4.3 to the appendix.

6.1 Proof of Theorem 4.4

Assume on the contrary that for some $\ell \geq 1$, $d \geq 1$, $\epsilon \in (0, 1)$, such an $M$ exists. First note that the assumption $\mathbb{P}_P \{ \|M\| \geq (1 + \epsilon)t \} \geq 1 - \frac{4}{n}$ implies $\mathbb{E}_P \|M\| \geq (1 + \epsilon/2)t$. By Theorem 4.4 of [KWB19], if $k \in \mathbb{N}$ satisfies $N^{-C} \leq \frac{1}{2} \cdot 3^{-4kd}$ then $\text{Adv}_{\leq 2kd} \geq N^{-t}(1 + \epsilon/2)^{2k}$ (the requirement in [KWB19] that $P$ be absolutely continuous with respect to $Q$ is not actually needed). By Theorem 4.5, we have a universal constant $C_2 > 0$ such that if $n\rho \geq \sqrt{N} (\log N)^{C_2}$ and $2kd \leq (\log N)^2$, then $\text{Adv}_{\leq 2kd} \leq 2$. Seeking a contradiction, choose

$$k = \left\lfloor \frac{\ell \log N + \log 2}{2 \log(1 + \epsilon/2)} \right\rfloor + 1$$

so that $N^{-\ell}(1 + \epsilon/2)^{2k} > 2$. Since $k = O(\log N)$, we can choose $N_0$ large enough so that $2kd \leq (\log N)^2$ for all $N \geq N_0$. Finally, using again that $k = O(\log N)$, we can choose $C$ large enough so that $N^{-C} \leq \frac{1}{2} \cdot 3^{-4kd}$ for all $N \geq N_0$.

6.2 Setup and Lemmas for Low-Degree Lower Bounds

We begin by restating Problem 6.1 in an equivalent form based on Model 1.8. Recall that in Model 1.8, we observe i.i.d. samples $\tilde{y}_i \in \mathbb{R}^n$, each of which has a non-Gaussian component along a planted direction $u$ and is otherwise Gaussian.

**Problem 6.1.** Let $U$ be a distribution over the unit sphere in $\mathbb{R}^n$, and let $\nu$ be a distribution over $\mathbb{R}$. Define the following null and planted distributions:

- **Null Distribution:** $\tilde{y}_i \sim U$.
- **Planted Distribution:** $\hat{y}_i = u \sim \nu$.

We wish to test whether the distribution is in an equivalent form based on Model 1.8. This completes the proof.
• Under $Q$, observe i.i.d. samples $\tilde{y}_1, \ldots, \tilde{y}_N \sim \mathcal{N}(0, I_n)$.

• Under $P$, first draw $u \sim \mathcal{U}$ and i.i.d. $x_1, \ldots, x_N \sim \nu$. Conditional on $u$ and $\{x_i\}$, draw independent samples $\tilde{y}_1, \ldots, \tilde{y}_N \in \mathbb{R}^n$ where $\tilde{y}_i \sim \mathcal{N}(x_i u, I_n - uu^\top)$.

Suppose that we observe the matrix $\tilde{Y} \in \mathbb{R}^{n \times n}$ with rows $\tilde{y}_1^\top, \ldots, \tilde{y}_N^\top$. Our goal is to test between the hypotheses $Q$ and $P$.

In other words, in the planted distribution $P$, the samples (conditional on $u$) have distribution $\nu$ in the direction $u$ (in the sense that $(\tilde{y}_i, u) \sim \nu$) but are Gaussian in all other directions (in the sense that $(\tilde{y}_i, w) \sim \mathcal{N}(0, 1)$ for any unit vector $w \perp u$). Next, we will show that this problem is equivalent to our original detection problem if $U$ is uniform on the sphere and $\nu = \mathcal{BG}(1, \rho)$. Recall that by Definition 1.3, a Bernoulli–Gaussian variable $x \sim \mathcal{BG}(1, \rho)$ is defined by

$$
\begin{align*}
    \begin{cases}
        x = 0 & \text{with probability } 1 - \rho, \\
        x \sim \mathcal{N}(0, 1/\rho) & \text{with probability } \rho.
    \end{cases}
\end{align*}
$$

(37)

**Lemma 6.2.** When $U$ is the uniform distribution over the unit sphere in $\mathbb{R}^n$ and $\nu = \mathcal{BG}(1, \rho)$ as defined in (37), Problem 6.1 is equivalent to Problem 1.6 up to a rescaling of $\tilde{Y}$. In particular, the quantity $\text{Adv}_{\leq D}$ defined in (7) is the same for the two problems.

**Proof.** We claim that, under either $Q$ or $P$, the observation $\tilde{Y}$ in Problem 6.1 is equal in distribution to $\sqrt{N}$ times the observation in Problem 1.6, and thus the two detection problems are equivalent. This claim is trivial under $Q$. Now consider $\tilde{Y} = YQ$ drawn from $P$ in Problem 1.6. Let $u^\top$ be the first row of $Q$, which is a uniformly random unit vector. Conditional on $Q$ and $\nu \sim \mathcal{BG}(N, \rho)$, the rows $\tilde{y}_i^\top$ of $\tilde{Y}$ are independently distributed as $\tilde{y}_i \sim \mathcal{N}(v_i u, \frac{1}{N}(I_n - uu^\top))$. Also note that $\nu$ has i.i.d. entries distributed as $\frac{1}{\sqrt{N}}\nu = \frac{1}{\sqrt{N}}\mathcal{BG}(1, \rho)$. As a result, this matrix $\tilde{Y}$ is equal in distribution to $\frac{1}{\sqrt{N}}$ times the matrix $\tilde{Y}$ in Problem 6.1 as desired. Finally, the quantity $\text{Adv}_{\leq D}$ defined in (7) is invariant under a rescaling, so $\text{Adv}_{\leq D}$ is the same for the two problems.

We will make use of the **Hermite polynomials** (see e.g., [Sze39]), which are orthogonal polynomials for the Gaussian distribution. Let $\mathbb{N} := \{0, 1, 2, \ldots\}$. Let $\{h_k\}_{k \in \mathbb{N}}$ denote the Hermite polynomials, normalized so that $\mathbb{E}_{z \sim \mathcal{N}(0, 1)}[h_k(z)h_\ell(z)] = 1_{k=\ell}$. For example, the first few Hermite polynomials are

$$
\begin{align*}
    h_0(z) &= 1, \\
    h_1(z) &= z, \\
    h_2(z) &= \frac{1}{\sqrt{2}}(z^2 - 1), \\
    h_3(z) &= \frac{1}{3!}(z^3 - 3z), \\
    h_4(z) &= \frac{1}{4!}(z^4 - 6z^2 + 3).
\end{align*}
$$

The following lemma consists of standard facts about Hermite polynomials.

**Lemma 6.3.** The Hermite polynomials $\{h_k\}$ satisfy

• $h_k(x + z) = \sum_{\ell=0}^k \sqrt{\frac{\ell!}{k!}} \binom{k}{\ell} x^{k-\ell} h_\ell(z)$, and

• for $x \geq -1$, $\mathbb{E}_{y \sim \mathcal{N}(0, 1+x)}[h_k(y)] = \begin{cases} 
    (k-1)!/(k!)^{1/2} x^{k/2} & \text{k even,} \\
    0 & \text{k odd.}
\end{cases}$
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We will also make use of the multivariate Hermite polynomials $H_\alpha : \mathbb{R}^{N \times n} \to \mathbb{R}$, which are indexed by $\alpha \in \mathbb{N}^{N \times n}$ and defined by $H_\alpha(y) := \prod_{i=1}^{N} \prod_{j=1}^{n} h_{\alpha_{ij}}(y_{ij})$. Letting $|\alpha| := \sum_{i=1}^{N} \sum_{j=1}^{n} \alpha_{ij}$, we have that \{ $H_\alpha$ \}$_{|\alpha| \leq D}$ is a basis for the subspace of polynomials $\mathbb{R}^{N \times n} \to \mathbb{R}$ of degree at most $D$. Furthermore, if $y \in \mathbb{R}^{N \times n}$ has i.i.d. $\mathcal{N}(0, 1)$ entries, these polynomials are orthonormal in the sense that

$$\mathbb{E}[H_\alpha(y)H_\beta(y)] = \mathbb{1}_{\alpha=\beta}.$$ 

We now establish a general formula for $\text{Adv}_{\leq D}$, which is the key to our low-degree lower bounds.

**Lemma 6.4.** Consider the distribution $\mathcal{P}$ in Problem 6.1 and suppose the first $D$ moments of $\nu$ are finite. For $\alpha \in \mathbb{N}^{N}$, let $|\alpha| := \sum_{i=1}^{N} \alpha_{i}$. Then

$$\text{Adv}_{\leq D} = \sum_{d=0}^{D} \sum_{\alpha \in \mathbb{N}^{N}} \mathbb{E}[(u, u')^d] \sum_{|\alpha| = d} \prod_{i=1}^{N} \mathbb{E}_{x \sim \nu}[h_{\alpha_{i}}(x)]^2$$

(38)

where $u$ and $u'$ are drawn independently from $\mathcal{U}$.

The above result generalizes some formulas that have appeared before in the literature. In the case where $\mathcal{U}$ is arbitrary and $\nu$ is $\mathcal{N}(0, 1 + \beta)$ for some $\beta \geq -1$, Problem 6.1 becomes the spiked Wishart model and (38) reduces to Lemma 5.9 of [BKW20]. Also, in the case where $u \sim \mathcal{U}$ is i.i.d. Unif($\{ \pm 1/\sqrt{n} \}$) and $\nu$ is arbitrary, the calculations in Appendix B of [MRX20] yield a formula that is similar to (38).

The proof of Lemma 6.4 below follows the standard strategy of expanding the likelihood ratio $L = \frac{d\mathcal{P}}{d\nu}$ in the basis of Hermite polynomials, but with an additional trick that helps to simplify the calculations: We first decompose $\|L_{\leq D}\|^2$ as the sum of many terms (indexed by $u, u'$) and use a different Hermite basis (aligned with $u, u'$) for each term.

**Proof of Lemma 6.4.** We first use a limiting argument to restrict to the case where $\nu$ is absolutely continuous (with respect to Lebesgue measure). If this is not the case, fix $N, n, D, \mathcal{U}, \nu$ and consider a sequence \{ $\nu_m$ \}$_{m \in \mathbb{N}}$ of absolutely continuous measures whose first $D$ moments converge to those of $\nu$, and define $\mathcal{P}_m$ to be the planted distribution from Problem 6.1 with $\nu_m$ in place of $\nu$. This means that for every $k \leq D$, $\mathbb{E}_{x \sim \nu_m}[h_k(x)] \to \mathbb{E}_{x \sim \nu}[h_k(x)]$ as $m \to \infty$. Also, for every $\alpha \in \mathbb{N}^{N \times n}$ with $|\alpha| \leq D$, $\mathbb{E}_{y \sim \mathcal{P}_m}[H_\alpha(y)] \to \mathbb{E}_{y \sim \mathcal{P}}[H_\alpha(y)]$ as $m \to \infty$. Finally, $\text{Adv}_{\leq D}$ is a continuous function of the values $\mathbb{E}_{\mathcal{P}}[H_\alpha]$; see Lemma A.14. As a result, it is sufficient to prove (38) in the case that $\nu$ is absolutely continuous, so we will assume that the likelihood ratio $L = \frac{d\mathcal{P}}{d\nu}$ exists in the sequel.

For functions $f, g : \mathbb{R}^{N \times n} \to \mathbb{R}$, define the inner product $\langle f, g \rangle := \mathbb{E}_{y \sim \mathcal{P}}[f(y)g(y)]$ and the associated norm $\|f\| = \sqrt{\langle f, f \rangle}$. Now

$$\text{Adv}_{\leq D} = \max_{f \in \mathbb{R}[y]_{\leq D}} \frac{\langle f, L \rangle}{\|f\|} = \frac{\langle L_{\leq D}, L \rangle}{\|L_{\leq D}\|} = \|L_{\leq D}\|$$

where $f_{\leq D}$ denotes the orthogonal projection (with respect to $\langle \cdot, \cdot \rangle$) of a function $f$ onto $\mathbb{R}[y]_{\leq D}$ (the subspace of polynomials $\mathbb{R}^{N \times n} \to \mathbb{R}$ of degree at most $D$), and $L(y) := \frac{d\mathcal{P}}{d\nu}(y)$ is the likelihood ratio. Let $\mathcal{P}_u$ denote the distribution of $y \sim \mathcal{P}$ conditioned on a particular choice of $u$, and let $L_u(y) := \frac{d\mathcal{P}_u}{d\nu}(y)$ so that $L(y) = \mathbb{E}_{u \sim \mathcal{U}} L_u(y)$. We have

$$\|L_{\leq D}\|^2 = \langle L_{\leq D}, L_{\leq D} \rangle = \mathbb{E}_{u, u'} \langle L_u^{\leq D}, L_{u'}^{\leq D} \rangle = \mathbb{E}_{u, u'} \langle L_u^{\leq D}, L_{u'}^{\leq D} \rangle$$

(39)

where $u, u' \sim \mathcal{U}$ independently.

We now fix $u, u'$ and focus on computing $\langle L_u^{\leq D}, L_{u'}^{\leq D} \rangle$. It will be helpful to work in an orthonormal basis $\{ e_1, \ldots, e_n \}$ for which $u = e_1$ and $u' = \tau e_1 + \sqrt{1 - \tau^2} e_2$ where $\tau := \langle u, u' \rangle$. Recall from above that an
orthonormal basis for \( \mathbb{R}[y] \leq D \) is given by the multivariate Hermite polynomials \( \{ H_\alpha \}_{|\alpha| \leq D} \), where \( \alpha \in \mathbb{N}^{N \times n} \). Thus,
\[
\langle L_u^{\leq D}, L_u^{\leq D} \rangle = \sum_{|\alpha| \leq D} \langle L_u, H_\alpha \rangle \langle L_u', H_\alpha \rangle.
\] (40)

Also,
\[
\langle L_u, H_\alpha \rangle = \mathbb{E}_{y \sim P_u}[H_\alpha(y)] = \mathbb{I}_{\alpha \text{ supported on entries } (i,1)} \prod_{i=1}^{N} \mathbb{E}_{z \sim P_u}[h_{\alpha_i}(x)]
\]
using the assumption \( u = e_1 \) along with the facts \( h_0(z) = 1 \) and \( \mathbb{E}_{z \sim N(0,1)}[h_k(z)] = 0 \) for \( k > 0 \). In particular, the only \( \alpha \)'s that contribute to the sum in (40) are those that are supported only on entries of the form \((i,1)\). For an \( \alpha \) of this type,
\[
\langle L_{u'}, H_\alpha \rangle = \mathbb{E}_{y \sim P_{u'}}[H_\alpha(y)] = \prod_{i=1}^{N} \mathbb{E}_{z \sim N(0,1)}[h_{\alpha_i}(\tau x + \sqrt{1 - \tau^2}z)].
\]

This can be simplified using the facts in Lemma 6.3:
\[
\mathbb{E}_{x \sim P_{u'}}[h_k(\tau x + \sqrt{1 - \tau^2}z)] = \sum_{\ell = 0}^{k} \sqrt{\frac{\ell!}{k!}} \binom{k}{\ell} (\tau x)^{k-\ell} \mathbb{E}_x[h_\ell(\sqrt{1 - \tau^2}z)]
\] (41)
\[
= \sum_{\ell = 0}^{k} \sqrt{\frac{\ell!}{k!}} \binom{k}{\ell} (\tau x)^{k-\ell} \mathbb{I}_{\ell \text{ even}}(\ell - 1)!!(\ell!)^{-1/2}(1 - \tau^2)^{\ell/2}
\] (42)

where the last step follows by comparing (42) with the left-hand side of (41) in the case \( \tau = 1 \).

Putting it all together,
\[
\langle L_u^{\leq D}, L_u^{\leq D} \rangle = \sum_{|\alpha| \leq D} \prod_{i=1}^{N} \mathbb{E}_{x \sim P_u}[h_{\alpha_i}(x)] \tau^{\alpha_1} \mathbb{E}_{x \sim P_u}[h_{\alpha_1}(x)] = \sum_{d=0}^{D} \tau^d \sum_{|\alpha| = d} \prod_{i=1}^{N} \mathbb{E}_{x \sim P_u}[h_{\alpha_i}(x)]^2.
\]

The result now follows from (39), recalling \( \tau := \langle u, u' \rangle \). \( \square \)

### 6.3 Proof of Theorem 4.5

By Lemma 6.2, it suffices to study the quantity \( \text{Adv}_{\leq D} \) for Problem 6.1, where \( U \) is uniform on the sphere and \( \nu \) is \( \text{BG}(1, \rho) \). According to Lemma 6.4, to bound \( \text{Adv}_{\leq D}^2 \), we need to compute the term \( \mathbb{E}[\langle u, u' \rangle^d] \).

**Lemma 6.5.** Let \( u \) and \( u' \) be independent uniform random vectors on the unit sphere in \( \mathbb{R}^n \). For \( d \in \mathbb{N} \), if \( d \) is odd, then \( \mathbb{E}[\langle u, u' \rangle^d] = 0 \), and if \( d \) is even, then
\[
\mathbb{E}[\langle u, u' \rangle^d] = \frac{\Gamma(d/2) \Gamma(d+1/2)}{\sqrt{\pi} \Gamma(d/2)} \leq (d/n)^{d/2}.
\]

**Proof.** Since \( u \) and \( u' \) are uniformly random and independent, it holds that
\[
\mathbb{E}[\langle u, u' \rangle^d] = \mathbb{E}[\langle u, e_1 \rangle^d] = \mathbb{E}[u_1^d],
\]
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where \( e_1 \) is the first standard basis vector in \( \mathbb{R}^n \) and \( u_1 \) is the first entry of \( u \). By symmetry, the expectation is zero if \( d \) is odd. We assume that \( d \) is even in the sequel.

Before proceeding, let us recall an identity in calculus [GR14, 3.251.1]:

\[
\int_{-1}^{1} x^{a-1} (1 - x^2)^{b-1} \, dx = B \left( \frac{a}{2}, b \right) = \frac{\Gamma \left( \frac{a}{2} \right) \Gamma (b)}{\Gamma \left( \frac{a}{2} + b \right)}
\]

(43)

where \( a \) is a positive odd integer, \( b > 0 \), \( B \) denotes the beta function, and \( \Gamma \) denotes the gamma function.

Let \( f_1 \) denote the PDF of \( u_1 \). Then \( f_1(x) \, dx \) is proportional to surface area of the belt on the unit sphere with the first coordinate in \([x, x + dx]\). As a result, \( f_1(x) \) is proportional to \( \frac{(1 - x^2)^{\frac{n-2}{2}}}{\sqrt{1 - x^2}} = (1 - x^2)^{\frac{n-2}{2}}. \)

Applying (43) with \( a = 1 \) and \( b = \frac{n-1}{2} \), together with the fact that \( \int_{-1}^{1} f_1(x) \, dx = 1 \), we get

\[
f_1(x) = \frac{\Gamma \left( \frac{n}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{n+1}{2} \right)} (1 - x^2)^{\frac{n-2}{2}}.
\]

Finally, we apply (43) with \( a = d + 1 \) and \( b = \frac{n-1}{2} \) to obtain

\[
\mathbb{E}[u_1^d] = \int_{-1}^{1} x^d f_1(x) \, dx = \frac{\Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{d+1}{2} \right) \Gamma (d+1)}{\sqrt{\pi} \Gamma \left( \frac{n+1}{2} \right) \Gamma (d+1)} = \frac{\Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{d+1}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{n+1}{2} \right)}
\]

To obtain the final bound, it suffices to note that

\[
\frac{\Gamma \left( \frac{n}{2} \right)}{\Gamma \left( \frac{n+1}{2} \right)} = \frac{1}{\left( \frac{n}{2} + 1 \right) \cdots \left( \frac{n+d}{2} \right)} \leq \frac{1}{(n/2)^{d/2}}
\]

and

\[
\Gamma \left( \frac{d+1}{2} \right) \leq \Gamma \left( \frac{d}{2} + 1 \right) = (d/2)! \leq (d/2)^{d/2}.
\]

We collect basic estimates regarding the Hermite polynomials in the following lemma.

**Lemma 6.6.** For the Bernoulli–Gaussian variable \( x \sim BG(1, \rho) \) defined in (37), we have

\[
\mathbb{E}[h_k(x)] = 0 \quad \text{if } k \text{ is odd,} \quad \mathbb{E}[h_0(x)] = 1, \quad \mathbb{E}[h_2(x)] = 0.
\]

Moreover, there exists a universal constant \( C > 0 \) such that for any \( k \geq 4 \) and \( \rho \in (0, 1] \),

\[
(\mathbb{E}[h_k(x)])^2 \leq k^{2k} \rho^{2-k}.
\]

(45)

**Proof.** The claim \( \mathbb{E}[h_k(x)] = 0 \) for odd \( k \) follows from the symmetry of \( x \sim BG(1, \rho) \) and the fact that odd-degree Hermite polynomials are odd functions. Also, we have

\[
\mathbb{E}[h_0(x)] = \mathbb{E}[1] = 1, \quad \mathbb{E}[h_2(x)] = \mathbb{E} \left[ \frac{1}{\sqrt{2}} (x^2 - 1) \right] = \frac{1}{\sqrt{2}} \left( \rho - \frac{1}{\rho} \right) = 0.
\]

Next, let \( c_r \) be the coefficient of \( z^r \) in the polynomial \( \sqrt{k!} h_k(z) \). Since \( \mathbb{E}[x^0] = 1 \) and \( \mathbb{E}[x^r] = \rho^{1-r/2}(r-1)!! \) for any even integer \( r \geq 2 \), we have \( |\mathbb{E}[x^r]| \leq \rho^{1-r/2}(r-1)!! \) for any \( k \geq 2 \) and \( 0 \leq r \leq k \). Therefore, for \( k \geq 2 \),

\[
|\mathbb{E}[h_k(x)]| = \frac{1}{\sqrt{k!}} \left| \sum_{r=0}^{k} c_r \mathbb{E}[x^r] \right| \leq \frac{(k-1)!!}{\sqrt{k!}} \rho^{1-k/2} \sum_{r=0}^{k} |c_r| \leq \rho^{1-k/2} \sum_{r=0}^{k} |c_r|.
\]
Lemma 6.7. For \( \alpha \in \mathbb{N}^N \), let \( |\alpha| = \sum_{i=1}^N \alpha_i = \|\alpha\|_1 \), and let \( \|\alpha\|_0 \) be the size of the support of \( \alpha \). For \( m \in [d] \), define a set
\[
A(d, m) := \{ \alpha \in \mathbb{N}^N : |\alpha| = d, \|\alpha\|_0 = m, \alpha_i \in \{0\} \cup \{4, 6, 8, 10, \ldots \} \text{ for all } i \in [N] \}. \tag{46}
\]
Then we have \( |A(d, m)| \leq N^m d^{d/2} \).

Proof. Since there are \( \binom{N}{m} \) ways to choose the support of \( \alpha \in A(d, m) \), and with the support fixed, there are at most \( m^d/2 \) ways to distribute the mass of \( \alpha \), it is easily seen that
\[
|A(d, m)| \leq \left( \frac{N}{m} \right) \cdot m^{d/2} \leq N^m d^{d/2}.
\]

We are ready to prove Theorem 4.5.

Proof of Theorem 4.5. Define \( A(d, m) \) as in (46). For \( \alpha \in \mathbb{N}^N \) with \( |\alpha| = d \) and \( \|\alpha\|_0 = m \), if \( \alpha \notin A(d, m) \), then we must have \( E[h_{\alpha_i}(x)] = 0 \) for some \( i \in [N] \) by (44). On the other hand, for \( \alpha \in A(d, m) \), we obtain from (45) that
\[
\prod_{i=1}^N (E[h_{\alpha_i}(x)])^2 \leq \prod_{i \in [N], \alpha_i \neq 0} \alpha_i^{2\alpha_i} \rho^{2-\alpha_i} \leq d^{2d} \rho^{2m-d}. \tag{47}
\]
It follows that for \( d \geq 4 \),
\[
\sum_{\|\alpha\|=d} \prod_{\alpha \in [N]} (E[h_{\alpha_i}(x)])^2 = \sum_{m=1}^{\lfloor d/4 \rfloor} \sum_{\alpha \in A(d, m)} \prod_{i=1}^N (E[h_{\alpha_i}(x)])^2 \leq \sum_{m=1}^{\lfloor d/4 \rfloor} |A(d, m)| \cdot d^{2d} \rho^{2m-d} \leq N^m d^{d/2} d^{2d} \rho^{2m-d}
\]
by (47) and Lemma 6.7. Since we assume \( N \rho \geq d \rho \gg \sqrt{N} \), it holds that \( N \rho^2 \geq 2 \). Then, computing the above sum yields
\[
\sum_{\|\alpha\|=d} \prod_{\alpha \in [N]} (E[h_{\alpha_i}(x)])^2 \leq d^{5d/2} N \rho^{-d} (N \rho^2)^{\lfloor d/4 \rfloor} - 1 \frac{1}{N \rho^2 - 1} \leq d^{5d/2} N \rho^2 - d (N \rho^2)^{\lfloor d/4 \rfloor} 2d^{5d/2} N^{d/4} \rho^{-d/2}.
\]
This together with Lemma 6.5 gives
\[
\mathbb{E}[(u, u')^d] \sum_{\alpha \in \mathbb{N}^d} \prod_{i=1}^N (\mathbb{E}[h_{\alpha_i}(x)])^2 \leq (d/n)^{d/2} \cdot 2d^{d/2} N^{d/4} \rho^{-d/2} = 2 \left( \frac{d^2 N}{n^2 \rho^2} \right)^{d/4}.
\]
Finally, combining this with Lemma 6.4, we obtain
\[
\text{Adv}_D^\infty = \sum_{d=0}^D \mathbb{E}[(u, u')^d] \sum_{\alpha \in \mathbb{N}^d} \prod_{i=1}^N (\mathbb{E}[h_{\alpha_i}(x)])^2 \leq 1 + 2 \sum_{d=4}^D \left( \frac{d^2 N}{n^2 \rho^2} \right)^{d/4}.
\]
It suffices to have the above sum bounded by 2 when \( D = (\log N)^{C_1} \) for a constant \( C_1 > 0 \). This is true provided \( n \rho \geq \sqrt{N} (\log N)^{C_2} \) for a sufficiently large constant \( C_2 = C_2(C_1) > 0 \) so that \( \frac{\delta^2 N}{n^2 \rho^2} \leq \frac{1}{4} \).

\[\text{A} \quad \text{Additional Proofs}\]

\[\text{A.1 Proof of Proposition 5.1}\]

By the definition of \( M \) in (8), we have
\[
M = \sum_{i=1}^N \left( v_i^2 + \|b_i\|^2 - \frac{n-1}{N} \right) y_i b_i^\top - \frac{3}{N} I_n = \sum_{i=1}^N \left( v_i^2 + \|b_i\|^2 - \frac{n-1}{N} \right) \left[ \begin{array}{c} v_i^2 \\ v_i b_i \\ b_i^2 \end{array} \right] - \frac{3}{N} \left[ \begin{array}{c} 1 \\ 0 \\ b_{n-1} \end{array} \right],
\]
so
\[
M - \left( \|v\|_4^4 - \frac{3}{N} \right) e_1 e_1^\top = \sum_{i=1}^N \left( \|b_i\|^2 - \frac{n-1}{N} \right) \left[ \begin{array}{c} v_i^2 \\ v_i b_i \\ b_i^2 \end{array} \right]
+ \sum_{i=1}^N \left( v_i^2 + \|b_i\|^2 - \frac{n-1}{N} \right) \left[ \begin{array}{cc} 0 & v_i b_i \\ v_i b_i & 0 \end{array} \right]
+ \sum_{i=1}^N \left( v_i^2 + \|b_i\|^2 - \frac{n-1}{N} \right) \left[ \begin{array}{cc} 0 & 0 \\ 0 & b_i b_i^2 \end{array} \right] - \frac{3}{N} \left[ \begin{array}{c} 1 \\ 0 \\ b_{n-1} \end{array} \right] - \frac{3}{N} \left[ \begin{array}{c} 0 \\ 0 \\ I_{n-1} \end{array} \right].
\]
As a result,
\[
\left\| M - \left( \|v\|_4^4 - \frac{3}{N} \right) e_1 e_1^\top \right\| \leq \sum_{i=1}^N \left( \|b_i\|^2 - \frac{n-1}{N} \right) \left\| v_i \right\|^2
+ 2 \left\| \sum_{i=1}^N v_i^3 b_i \right\| + 2 \left\| \sum_{i=1}^N \left( \|b_i\|^2 - \frac{n-1}{N} \right) v_i b_i \right\|
+ \left\| \sum_{i=1}^N v_i^2 b_i b_i^\top - \frac{1}{N} I_{n-1} \right\| + \left\| \sum_{i=1}^N \left( \|b_i\|^2 - \frac{n-1}{N} \right) b_i b_i^\top - \frac{2}{N} I_{n-1} \right\|.
\]

Lemmas A.1–A.5 below provide bounds on the five terms on the right-hand side of the above inequality respectively. Hence, there is a universal constant \( C > 0 \) such that for any \( \delta \in (0, 1) \),
\[
\left\| M - \left( \|v\|_4^4 - \frac{3}{N} \right) e_1 e_1^\top \right\| \leq C \left( \left\| v \right\|_4^2 \frac{\sqrt{n \log(N/\delta)}}{N} + \frac{\|v\|_6^3}{\sqrt{N}} \left( \sqrt{n} + \log(N/\delta) \right) \right)
+ \left( \left\| v \right\| + 1 \right) \frac{n \sqrt{\log(N/\delta)}}{N^{3/2}} + \left\| v \right\|_\infty \frac{n \log^{1/2}(N/\delta)}{N^{3/2}}
+ \left\| v \right\|_\infty \frac{n \log(N/\delta) + \log^2(N/\delta)}{N} + \frac{1}{N} \left\| \left\| v \right\|^2 - 1 \right\| + \frac{(n \log(N/\delta))^{3/2}}{N^2} \right).
\]
with probability at least $1 - \delta$, where we have omitted repetitive bounds of the same or lower order for brevity using the assumption $N \geq \log^2(N/\delta)$. Moreover, using the fact $2xy \leq x^2 + y^2$ for $x, y \in \mathbb{R}$ and the assumption $N \geq \log^2(N/\delta)$, we obtain
\[
\|v\|_{\infty} \frac{n \log^{5/2}(N/\delta)}{N^{3/2}} \leq \|v\|_{\infty} \frac{n \log(N/\delta)}{N} + \frac{n \log^4(N/\delta)}{N^2} \leq \|v\|_{\infty} \frac{n \log(N/\delta)}{N} + \frac{n \sqrt{\log(N/\delta)}}{N^{3/2}}.
\]
Further simplification using the above bound yields
\[
\left\| M - \left( \frac{3}{N} \right) e_1 e_1^T \right\| \leq C \left( \|v\| + 1 \right) \frac{n \sqrt{\log(N/\delta)}}{N^{3/2}} + \|v\|_{\infty} \left( \sqrt{n \log(1/\delta)} + \sqrt{n \log(1/\delta)} \right)
\]}

with probability at least $1 - \delta$.

**Proof.** Since $N\|b_i\|^2$ is a chi-square random variable with $n - 1$ degrees of freedom, we have
\[
E \exp \left( \lambda \left( N\|b_i\|^2 - (n-1) \right) \right) = \left( \frac{e^{-\lambda}}{\sqrt{1 - 2\lambda}} \right)^{n-1} \leq e^{2(n-1)\lambda^2}
\]

for $\lambda \in [-1/3, 1/3]$. Hence, by definition (90), $N\|b_i\|^2 - (n-1)$ is a sub-exponential random variable with parameter $C_1\sqrt{n}$ for a constant $C_1 > 0$. By Bernstein’s inequality (Lemma B.1), we obtain
\[
\left| \sum_{i=1}^{N} v_i^2 (N\|b_i\|^2 - (n-1)) \right| \leq C_2 \left( \|v\|_{\infty}^2 \sqrt{n \log(1/\delta)} + \|v\|_{\infty}^3 \sqrt{n \log(1/\delta)} \right)
\]

with probability at least $1 - \delta$ for a constant $C_2 > 0$. Dividing both sides by $N$ finishes the proof.

**Lemma A.2.** There is a universal constant $C > 0$ such that for any $\delta \in (0, 1)$,
\[
\left\| \sum_{i=1}^{N} v_i^3 b_i \right\| \leq C \frac{\|v\|_{\infty}^3}{\sqrt{N}} \left( \sqrt{n} + \sqrt{n \log(1/\delta)} \right)
\]

with probability at least $1 - \delta$.

**Proof.** Since $\sum_{i=1}^{N} v_i^3 b_i \sim N \left( 0, \frac{\|v\|_{\infty}^6}{N} I_{n-1} \right)$, by the tail bound for the chi-square distribution (Lemma B.5),
\[
\left\| \sum_{i=1}^{N} v_i^3 b_i \right\|^2 \leq \left( \frac{\|v\|_{\infty}^6}{N} \right) \left[ n + C_1 \left( \sqrt{n \log(1/\delta)} + \log(1/\delta) \right) \right]
\]

with probability at least $1 - \delta$ for a constant $C_1 > 0$. Taking the square root on both sides completes the proof. \qed
Lemma A.3. There is a universal constant $C > 0$ such that for any $\delta \in (0, 1)$,

$$
\left\| \sum_{i=1}^{N} \left( \|b_i\|^2 - \frac{n-1}{N} \right) v_i b_i \right\| \leq C \left( \|v\| \sqrt{\frac{n \log(N/\delta)}{N^{3/2}}} + \|v\|_{\infty} \frac{n \log^{5/2}(N/\delta)}{N^{3/2}} \right)
$$

with probability at least $1 - \delta$.

Proof. We will apply the matrix Bernstein inequality with truncation (Lemma B.3) with the $n \times 1$ matrices $S_i = (\|b_i\|^2 - \frac{n-1}{N}) v_i b_i$. For each $i \in [N]$, let us define an event

$$
\mathcal{E}_i = \left\{ \|b_i\|^2 - \frac{n-1}{N} \leq C_1 \sqrt{n \log(N/\delta) + \log(N/\delta)} \right\}
$$

so that $P(\mathcal{E}_i) \geq 1 - \delta/N^2$ for a constant $C_1 > 0$ by Lemma B.5. Moreover, we define

$$
\tilde{S}_i = \left( \|b_i\|^2 - \frac{n-1}{N} \right) v_i b_i \cdot 1_{\{\mathcal{E}_i\}}.
$$

The entries of $S_i$ and $\tilde{S}_i$ have distributions symmetric around zero, so $E[S_i] = E[\tilde{S}_i] = 0$. In addition,

$$
\left\| \tilde{S}_i \right\| \leq C_2 |v_i| \sqrt{n \log(N/\delta) + \log(N/\delta)} \leq C_3 \|v\|_{\infty} \frac{n \sqrt{\log(N/\delta) + \log^3(N/\delta)}}{N^{3/2}} \approx L
$$

for constants $C_2, C_3 > 0$.

Moreover, to bound the variance

$$
\sigma^2 := \sum_{i=1}^{N} E[S_i S_i^\top] \vee \sum_{i=1}^{N} E[\tilde{S}_i \tilde{S}_i^\top] = \sum_{i=1}^{N} E \left[ \left( \|b_i\|^2 - \frac{n-1}{N} \right)^2 v_i^2 \|b_i\|^2 \cdot 1_{\{\mathcal{E}_i\}} \right],
$$

we compute

$$
E \left[ \left( \|b_i\|^2 - \frac{n-1}{N} \right)^2 \|b_i\|^2 \cdot 1_{\{\mathcal{E}_i\}} \right] \leq E \left[ \left( \|b_i\|^2 - \frac{n-1}{N} \right)^2 \|b_i\|^2 \right]
$$

$$
= E \left[ \|b_i\|^6 \right] - 2 \frac{n-1}{N} E \left[ \|b_i\|^4 \right] + \frac{(n-1)^2}{N^2} E \left[ \|b_i\|^2 \right]
$$

$$
= \frac{1}{N^3} \left[ (n-1)(n+1)(n+3) - 2(n-1)^2(n+1) + (n-1)^3 \right]
$$

in view of the moments of the chi-square distribution (Lemma A.6). Hence we obtain

$$
\sigma^2 \leq \sum_{i=1}^{N} v_i^2 \frac{2(n-1)(n+3)}{N^3} = \|v\|^2 \frac{2(n-1)(n+3)}{N^3}.
$$

Lemma B.3 implies that

$$
\sum_{i=1}^{N} S_i \leq C_4 \left( \|v\| \sqrt{\log(N/\delta) + L \log(N/\delta)} \right)
$$

with probability at least $1 - \delta$ for a constant $C_4 > 0$. Combining this with the above bound on $\sigma^2$ and the definition of $L$, we complete the proof. \qed
Lemma A.4. There is a universal constant $C > 0$ such that for any $\delta \in (0, 1)$,
\[
\left\| \sum_{i=1}^{N} v_i^2 b_i b_i^\top - \frac{1}{N} I_{n-1} \right\| = C \left( \sqrt{n \log(N/\delta)} \|v\|_4^2 + \frac{n \log(N/\delta) + \log^2(N/\delta)}{N} \|v\|_\infty^2 \right) + \frac{1}{N} \|v\|^2 - 1
\]
with probability at least $1 - \delta$.

Proof. We will apply the matrix Bernstein inequality with truncation (Lemma B.3) with symmetric matrices $S_i = v_i^2 b_i b_i^\top$. Let us define the event $E_i$ according to (48) for each $i \in [N]$. Recall that the constant $C_1$ in the definition is chosen so that $\mathbb{P}\{E_i\} \geq 1 - \delta/N^2$.

Moreover, we define
\[
\tilde{S}_i = v_i^2 b_i b_i^\top \cdot 1(E_i).
\]

Note that all the off-diagonal entries of $S_i$ have distributions symmetric around zero and all the diagonal entries are identically distributed. The same is true for $\tilde{S}_i$ as well. Hence we have
\[
\mathbb{E}[S_i] = \alpha_i I_{n-1}, \quad \mathbb{E}[\tilde{S}_i] = \beta_i I_{n-1}
\]
for scalars $\alpha_i, \beta_i \in \mathbb{R}$. Let us denote the $j$th entry of $b_i$ by $b_{i,j}$ and compute
\[
\alpha_i = \mathbb{E}[v_i^2 b_{i,j}^2] = \frac{v_i^2}{N}.
\]

Moreover, we have
\[
\alpha_i - \beta_i = \mathbb{E}[v_i^2 b_{i,j}^2] - \mathbb{E}[v_i^2 b_{i,j}^2 \cdot 1(E_i)] = v_i^2 \mathbb{E}[b_{i,j}^2 \cdot 1(E_i^c)] \leq v_i^2 \mathbb{E}[\|b_i\|^2 \cdot 1(E_i^c)].
\]

By Lemma A.7, the expectation $\mathbb{E}[\|b_i\|^2 \cdot 1(E_i^c)]$ is very small in view of our definition of $E_i$. More precisely, as long as $C_1$ in the definition (48) is chosen to be larger than some universal constant, we can make $\mathbb{E}[\|b_i\|^2 \cdot 1(E_i^c)]$ smaller than $N^{-10}$, so that
\[
\Delta := \left\| \mathbb{E}[S_i] - \mathbb{E}[\tilde{S}_i] \right\| = \alpha_i - \beta_i \leq \|v\|_\infty^2 N^{-10}.
\]

On the event $E_i$ defined by (48), we have
\[
\left\| \tilde{S}_i - \mathbb{E}[\tilde{S}_i] \right\| \leq \|v_i^2 b_i b_i^\top - 1(E_i)\| + \|\beta_i I_{n-1}\|
\leq C_2 v_i^2 \frac{n + \log(N/\delta)}{N} + |\alpha_i| + |\alpha_i - \beta_i|
\leq C_3 \|v\|_\infty^2 \frac{n + \log(N/\delta)}{N} =: L
\]
for constants $C_2, C_3 > 0$.

Next, we bound the variance in the matrix Bernstein inequality. We have
\[
\mathbb{E}[\tilde{S}_i^2] = \mathbb{E} [v_i^4 \|b_i\|^2 b_i b_i^\top \cdot 1(E_i)] = \gamma_i I_{n-1}
\]
for a scalar $\gamma_i \in \mathbb{R}$ by the same argument as before. Moreover,
\[
\gamma_i \leq \mathbb{E}[v_i^4 \|b_i\|^2 b_{i,j}^2] = v_i^4 \frac{n + 1}{N^2}
\]
by Lemma A.6. Therefore, the variance is
\[
\sigma^2 = \left\| \sum_{i=1}^{N} \left( \mathbb{E}[\tilde{S}_i^2] - \mathbb{E}[\tilde{S}_i] \right) \right\| = \left\| \sum_{i=1}^{N} (\gamma_i I_{n-1} - \beta_i^2 I_{n-1}) \right\| \leq \sum_{i=1}^{N} \gamma_i \leq \sum_{i=1}^{N} v_i^4 \frac{n + 1}{N^2} = \|v\|_\infty^2 \frac{n + 1}{N^2}.
\]
Lemma B.3 implies that
\[
\left\| \sum_{i=1}^{N} v_i^2 b_i b_i^\top - \frac{1}{N} I_{n-1} \right\| \leq \left\| \sum_{i=1}^{N} \left( v_i^2 b_i b_i^\top - \frac{v_i^2}{N} I_{n-1} \right) \right\| + \left\| \sum_{i=1}^{N} \frac{v_i^2}{N} I_{n-1} - \frac{1}{N} I_{n-1} \right\|
\]
\[
= \left\| \sum_{i=1}^{N} (S_i - \mathbb{E}[S_i]) \right\| + \frac{1}{N} \left\| \left\| v \right\|^2 - 1 \right\|
\]
\[
\leq C_4 \left( \sigma \sqrt{\log(N/\delta)} + L \log(N/\delta) + N\Delta \right) + \frac{1}{N} \left\| \left\| v \right\|^2 - 1 \right\|
\]
with probability at least $1 - \delta$ for a constant $C_4 > 0$. Combining this with the above estimates for $\sigma^2$, $L$, and $\Delta$, we complete the proof. \hfill \Box

**Lemma A.5.** There is a universal constant $C > 0$ such that for any $\delta \in (0, 1)$,
\[
\left\| \sum_{i=1}^{N} \left( \left\| b_i \right\|^2 - \frac{n-1}{N} \right) b_i b_i^\top - \frac{2}{N} I_{n-1} \right\| \leq C \left( \frac{n \sqrt{\log(N/\delta)}}{N^{3/2}} + \frac{(n \log(N/\delta))^{3/2} + \log^3(N/\delta)}{N^2} \right)
\]
with probability at least $1 - \delta$.

**Proof.** The proof is very similar to that of the previous lemma, but let us present it for completeness. We will again apply the matrix Bernstein inequality with truncation (Lemma B.3) with symmetric matrices $S_i = (\left\| b_i \right\|^2 - \frac{n-1}{N}) b_i b_i^\top$. Let us define the event $\mathcal{E}_i$ according to (48) for each $i \in [N]$. Recall that the constant $C_1$ in the definition is chosen so that $\mathbb{P}\{\mathcal{E}_i\} \geq 1 - \delta/N^2$. Moreover, we define
\[
\tilde{S}_i = \left( \left\| b_i \right\|^2 - \frac{n-1}{N} \right) b_i b_i^\top \cdot \mathbf{1}(\mathcal{E}_i).
\]

Note that all the off-diagonal entries of $S_i$ have distributions symmetric around zero and all the diagonal entries are identically distributed. The same is true for $\tilde{S}_i$ as well. Hence we have
\[
\mathbb{E}[S_i] = \alpha I_{n-1}, \quad \mathbb{E}[\tilde{S}_i] = \beta I_{n-1}
\]
for scalars $\alpha, \beta \in \mathbb{R}$. Let us denote the $j$th entry of $b_i$ by $b_{i,j}$ and compute
\[
\alpha = \mathbb{E} \left( \left| \left\| b_i \right\|^2 - \frac{n-1}{N} \right| b_{i,1}^2 \right) = \mathbb{E} \left[ \left| \left\| b_i \right\|^2 \right| b_{i,1}^2 \right] - \frac{n-1}{N} \mathbb{E} \left[ b_{i,1}^2 \right] = \frac{n+1}{N^2} - \frac{n-1}{N^2} = \frac{2}{N^2}
\]
using Lemma A.6. Moreover, we have
\[
\alpha - \beta = \mathbb{E} \left( \left| \left\| b_i \right\|^2 - \frac{n-1}{N} \right| b_{i,1}^2 \right) - \mathbb{E} \left( \left| \left\| b_i \right\|^2 - \frac{n-1}{N} \right| b_{i,1}^2 \cdot \mathbf{1}(\mathcal{E}_i) \right) = \mathbb{E} \left( \left| \left\| b_i \right\|^2 - \frac{n-1}{N} \right| b_{i,1}^2 \cdot \mathbf{1}(\mathcal{E}_i) \right)
\]
so
\[
|\alpha - \beta| \leq \mathbb{E} \left[ \left| \left\| b_i \right\|^2 \right| b_{i,1}^2 \cdot \mathbf{1}(\mathcal{E}_i) \right] + \frac{n-1}{N} \mathbb{E} \left[ b_{i,1}^2 \cdot \mathbf{1}(\mathcal{E}_i) \right]
\]
\[
= \frac{1}{n-1} \sum_{j=1}^{n-1} \left( \mathbb{E} \left[ \left| \left\| b_i \right\|^2 \right| b_{i,j}^2 \cdot \mathbf{1}(\mathcal{E}_i) \right] + \frac{n-1}{N} \mathbb{E} \left[ b_{i,j}^2 \cdot \mathbf{1}(\mathcal{E}_i) \right] \right)
\]
\[
= \frac{1}{n-1} \left( \mathbb{E} \left[ \left| \left\| b_i \right\|^4 \right| \cdot \mathbf{1}(\mathcal{E}_i) \right] + \frac{n-1}{N} \mathbb{E} \left[ \left| \left\| b_i \right\|^2 \right| \cdot \mathbf{1}(\mathcal{E}_i) \right] \right).
\]

By Lemma A.7, the quantities $\mathbb{E} \left[ \left| \left\| b_i \right\|^4 \right| \cdot \mathbf{1}(\mathcal{E}_i) \right]$ and $\mathbb{E} \left[ \left| \left\| b_i \right\|^2 \right| \cdot \mathbf{1}(\mathcal{E}_i) \right]$ are very small in view of our definition of $\mathcal{E}_i$. More precisely, as long as $C_1$ in the definition (48) is chosen to be larger than some universal constant, we can make both $\mathbb{E} \left[ \left| \left\| b_i \right\|^4 \right| \cdot \mathbf{1}(\mathcal{E}_i) \right]$ and $\mathbb{E} \left[ \left| \left\| b_i \right\|^2 \right| \cdot \mathbf{1}(\mathcal{E}_i) \right]$ smaller than $\frac{1}{2} \cdot N^{-10}$, so that
\[
\Delta := \left\| \mathbb{E}[S_i] - \mathbb{E}[\tilde{S}_i] \right\| = |\alpha - \beta| \leq N^{-10}.
\]
On the event $E_i$ defined by (48), we have

$$\left\| \bar{S}_i - \mathbb{E}[\bar{S}_i] \right\| \leq \left\| \left( \left\| b_i \right\|^2 - \frac{n-1}{N} \right) b_i b_i^\top \cdot 1\{E_i\} \right\| + \|\beta I_{n-1}\|$$

\[
\leq C_2 \frac{\sqrt{n \log(N/\delta) + \log(N/\delta)}}{N} \cdot \frac{n + \log(N/\delta)}{N} + |\alpha| + |\alpha - \beta|
\]

for constants $C_2, C_3 > 0$.

Next, we bound the variance in the matrix Bernstein inequality. We have

$$\mathbb{E}\left[ \bar{S}_i^2 \right] = \mathbb{E}\left[ \left( \left\| b_i \right\|^2 - \frac{n-1}{N} \right)^2 \| b_i \|^2 b_i b_i^\top \cdot 1(E_i) \right] = \gamma I_{n-1}$$

for a scalar $\gamma \in \mathbb{R}$ by the same argument as before. Moreover,

$$\gamma \leq \mathbb{E} \left[ \left( \left\| b_i \right\|^2 - \frac{n-1}{N} \right)^2 \| b_i \|^2 b_i b_i^\top \right]$$

$$\leq \mathbb{E} [\| b_i \|^6 b_i b_i^\top] - \frac{2(n-1)^2}{N^2} \mathbb{E} \left[ \| b_i \|^4 b_i b_i^\top \right] + \left( \frac{n-1}{N} \right)^2 \mathbb{E} \left[ \| b_i \|^2 b_i b_i^\top \right]$$

$$= \frac{1}{N^4} \left[ (n+1)(n+3)(n+5) - 2(n-1)(n+1)(n+3) + (n-1)^2(n+1) \right]$$

$$= \frac{2(n+1)(n+11)}{N^4}$$

by Lemma A.6. Therefore, the variance is

$$\sigma^2 = \sum_{i=1}^{N} \mathbb{E}[\bar{S}_i^2 - \mathbb{E}[\bar{S}_i]^2] = \| N (\gamma I_{n-1} - \beta^2 I_{n-1}) \| \leq N \gamma \leq \frac{2(n+1)(n+11)}{N^3}.$$

Lemma B.3 implies that

$$\left\| \sum_{i=1}^{N} \left( \left\| b_i \right\|^2 - \frac{n-1}{N} \right) b_i b_i^\top - \frac{2}{N} I_{n-1} \right\| \leq C_4 \left( \sigma \sqrt{\log(N/\delta)} + L \log(N/\delta) + N \Delta \right)$$

with probability at least $1 - \delta$ for a constant $C_4 > 0$. Combining this with the above estimates for $\sigma^2$, $L$, and $\Delta$, we complete the proof.

**Lemma A.6.** Given a Gaussian vector $g \sim N(0, I_n)$, we have that, for any positive integer $k$,

$$\mathbb{E} \left[ \| g \|^{2k} \right] = n(n+2)(n+4) \cdots (n+2k-2)$$

and

$$\mathbb{E} \left[ \| g \|^{2k-2} g_i^2 \right] = (n+2)(n+4) \cdots (n+2k-2).$$

**Proof.** The first claim is simply the formula for the $k$th moment of the chi-square distribution with $n$ degrees of freedom. For the second claim, note that

$$n \mathbb{E} \left[ \| g \|^{2k-2} g_i^2 \right] = \sum_{i=1}^{N} \mathbb{E} \left[ \| g \|^{2k-2} g_i^2 \right] = \mathbb{E} \left[ \| g \|^{2k} \right],$$

so the result follows from the first claim.
Lemma A.7. Let $X$ be a chi-square random variable with $n$ degrees of freedom. For $B > 0$, define an event

$$\mathcal{E} = \{ |X - n| \leq B \}.$$ 

Then there exist universal constants $C, c > 0$ such that

$$\mathbb{E} [X^2 \cdot 1\{\mathcal{E}^c\}] \leq C \left( n^2 e^{-cB^2/n} + (B \vee n)e^{-c(B \vee n)} \right)$$

and

$$\mathbb{E} [X \cdot 1\{\mathcal{E}^c\}] \leq C \left( ne^{-cB^2/n} + e^{-c(B \vee n)} \right).$$

Proof. If $B \geq n$, then we have

$$\mathbb{E} [X^2 \cdot 1 \{ X \leq n - B \}] = 0$$

and

$$\mathbb{E} [X^2 \cdot 1 \{ X \geq n + B \}] = \int_{B}^{\infty} 2(n + t) \cdot \mathbb{P} \{ X \geq n + t \} \, dt \leq C_1 \int_{B}^{\infty} (n + t) \exp (-ct) \, dt \leq C_2 Be^{-c_1B}$$

for universal constants $C_1, C_2, c_1 > 0$.

If $B < n$, then we have

$$\mathbb{E} [X^2 \cdot 1 \{ X \leq n - B \}] \leq n^2 \mathbb{P} \{ X \leq n - B \} \leq n^2 e^{-c_2B^2/n}$$

for a universal constant $c_2 > 0$, and

$$\mathbb{E} [X^2 \cdot 1 \{ X \geq n + B \}] = \int_{B}^{n} 2(n + t) \cdot \mathbb{P} \{ X \geq n + t \} \, dt + \int_{n}^{\infty} 2(n + t) \cdot \mathbb{P} \{ X \geq n + t \} \, dt$$

$$\leq C_3 n^2 e^{-c_3B^2/n} + C_3 ne^{-c_3n}$$

for universal constants $C_3, c_3 > 0$.

Combining the two parts finishes the proof of the first bound. The second bound is proved similarly. \qed

A.2 Bounds in the Euclidean Norm

We first establish an error bound in the Euclidean norm for our spectral estimator. Although this result is essentially subsumed by the entrywise error bound in Theorem 3.1, we hope the much simpler proof provides clearer intuition.

Theorem A.8. Assume Model 1.1. Let $\tilde{u}$ be the leading eigenvector of the matrix $\tilde{M}$ defined in (2). There exists a universal constant $C > 0$ such that the following holds. Let $\delta \in (0, 1)$ and suppose that $N \geq \log^2 (N/\delta)$. Then, up to a sign flip of $\tilde{u}$, we have

$$\|\tilde{Y} \tilde{u} - v\| \leq C(\|v\| + 1) \cdot \frac{\eta}{\|v\|_F^2 - \frac{1}{N}}$$

with probability at least $1 - \delta$, where $\eta = \eta(N, n, v, \xi, \delta)$ is defined in (9).

Proof. Recall Model 1.1 and the definition of $\tilde{M}$ in (2). Let $y_i^T$ and $\tilde{y}_i^T$ be the $i$th row of $Y$ and $\tilde{Y}$ respectively, for $i \in [N]$. Then we have $\tilde{y}_i = Q^T y_i$. Furthermore, let

$$M = Q \tilde{M} Q^T = \sum_{i=1}^{N} \left( \|\tilde{y}_i\|^2 - \frac{n - 1}{N} \right) Q\tilde{y}_i\tilde{y}_i^T Q^T - \frac{3}{N} I_n = \sum_{i=1}^{N} \left( \|y_i\|^2 - \frac{n - 1}{N} \right) y_i y_i^T - \frac{3}{N} I_n$$
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which is precisely the matrix defined in \((8)\), and let \(\mathbf{u}\) be the leading eigenvector of \(M\) so that \(\tilde{\mathbf{u}} = Q^T \mathbf{u}\). Then we have
\[ ||\tilde{\mathbf{Y}} \mathbf{u} - \mathbf{v}|| = ||\mathbf{Y} \mathbf{u} - \mathbf{Y} \mathbf{e}_1|| \leq ||\mathbf{Y}|| \cdot ||\mathbf{u} - \mathbf{e}_1|| \leq (||\mathbf{v}|| + ||\mathbf{Y}^{-1}||) ||\mathbf{u} - \mathbf{e}_1||,\]
where \(\mathbf{Y}_{-1} \in \mathbb{R}^{N \times (n-1)}\) denotes the submatrix of \(\mathbf{Y}\) with its first column removed. The Davis–Kahan theorem (Lemma B.8) and Proposition 5.1 together imply that, up to a sign flip of \(\mathbf{u}\),
\[ ||\mathbf{u} - \mathbf{e}_1|| \leq \frac{2\sqrt{2}}{||\mathbf{v}|| + \frac{3}{N}} \cdot ||M - \left(||\mathbf{v}|| - \frac{3}{N}\right) e_1 e_1^T|| \leq \frac{2\sqrt{2} \eta}{||\mathbf{v}|| + \frac{3}{N}},\]
with probability at least \(1 - \delta\), where \(\eta\) is defined in \((9)\). Moreover, by a standard bound on the spectral norm of a matrix with Gaussian entries (see, for example, Theorem 4.4.5 of [Ver18]), we have
\[ ||\mathbf{Y}^{-1}|| \leq C \left(1 + \sqrt{\frac{\log(1/\delta)}{N}}\right) \leq 2C \]
with probability at least \(1 - \delta\) for a constant \(C > 0\). Combining the above three bounds completes the proof. 

\[\Box\]

A.3 Proof of Lemma 5.2

By the assumption \(||\mathbf{v}|| \leq \frac{3}{N}\), it holds that
\[ \left(||\mathbf{v}|| - \frac{3}{N}\right) \geq \left(||\mathbf{v}|| - \frac{3}{N}\right) \cdot \frac{3}{N} + \left(||\mathbf{v}|| - \frac{3}{N}\right) \geq \inf_{t \leq \frac{3}{N}} \frac{t}{\frac{3}{N}} \cdot ||\mathbf{v}|| \geq \frac{3 + c}{3} \cdot ||\mathbf{v}||.\]

Consequently, it suffices to bound
\[ \frac{3 + c}{3} \left(\frac{n}{N^{3/2}} + \frac{1}{N^{1/2}} \cdot \frac{\sqrt{n}}{N} + \frac{n}{N} \cdot \frac{n}{N}\right).\]

We have
- \(\frac{1}{\frac{\sqrt{n}}{N}} \geq \frac{\sqrt{n}}{N} \sqrt{\frac{n}{N}}\) since \(||\mathbf{v}|| \geq \frac{1}{\sqrt{n}}\) for any unit vector \(\mathbf{v}\);
- \(\frac{\frac{\sqrt{n}}{N}}{\frac{\sqrt{n}}{N}} \geq \frac{\sqrt{n}}{N} \frac{\sqrt{n}}{N}\) since \(||\mathbf{v}||^3 \leq ||\mathbf{v}||^3 \frac{3}{N}\);
- \(\frac{\frac{\sqrt{n}}{N}}{\frac{\sqrt{n}}{N}} \geq \frac{\sqrt{n}}{N} \sqrt{\frac{n}{N}}\) since (due to the fact \(\frac{2n}{N} \geq 3\)) it is assumed that \(\frac{\sqrt{n}}{N} \frac{\sqrt{n}}{N} \leq 1\).

Combining the above bounds completes the proof.

A.4 Rank-One Perturbation

As a preparation for proving our upper bounds, we state a bound for eigenvector perturbation under a rank-one update. Recall that for a symmetric matrix, the singular values are simply the absolute values of the eigenvalues. The following form of the Davis–Kahan theorem for rank-one perturbation is known; for example, see the original proof by Davis and Kahan [DK70], or more recent versions such as Theorem 8.5 of [Wai19] and Theorem 2.2.1 of [CCFM20]. We provide a self-contained proof for completeness.

Lemma A.9. Fix a symmetric matrix \(A \in \mathbb{R}^{n \times n}\), a scalar \(\rho \in \mathbb{R}\), and a vector \(\mathbf{b} \in \mathbb{R}^{n \times n}\). Let \((\lambda_1, \mathbf{u}_1)\) be the leading eigenpair of \(A\). Let \(\Delta > 0\) denote the gap (i.e., absolute difference) between the largest and the second largest singular value of \(A\). Let \(\tilde{\mathbf{u}}_1\) be the leading eigenvector of \(A + \rho \mathbf{b} \mathbf{b}^T\). Suppose that \(|\rho| \cdot ||\mathbf{b}||^2 \leq \Delta/4\). Up to a sign flip of \(\tilde{\mathbf{u}}_1\), we have
\[ ||\mathbf{u}_1 - \tilde{\mathbf{u}}_1|| \leq 2\sqrt{2} \frac{|\rho| \cdot ||\mathbf{b}|| \cdot ||\mathbf{b}^T \mathbf{u}_1||}{\Delta}.\]
Proof. Let \( A = U A U^\top \) be the eigendecomposition of \( A \), and let \((\tilde{\lambda}_1, \tilde{u}_1)\) be the leading eigenpair of \( A + \rho b b^\top \). Then we have
\[
\tilde{\lambda}_1 \tilde{u}_1 = (A + \rho b b^\top) \tilde{u}_1 = A \tilde{u}_1 + \rho b b^\top \tilde{u}_1.
\]
Note that \( I_n = U_\perp U_\perp^\top + u_1 u_1^\top \) where \( U_\perp \in \mathbb{R}^{n \times (n-1)} \) denotes the submatrix of \( U \) with its first column \( u_1 \) removed. Multiplying the above equation by \( U_\perp^\top \) from the left yields
\[
\tilde{\lambda}_1 U_\perp^\top \tilde{u}_1 = \Lambda_{-1} U_\perp^\top \tilde{u}_1 + \rho U_{-1}^{\top} b b^\top (U_{-1} U_\perp^\top + u_1 u_1^\top) \tilde{u}_1
= \Lambda_{-1} U_\perp^\top \tilde{u}_1 + \rho U_\perp^{\top} b b^\top U_\perp U_{-1}^\top \tilde{u}_1 + \rho U_{-1}^{\top} b b^\top u_1 u_1^\top \tilde{u}_1,
\]
where \( \Lambda_{-1} \in \mathbb{R}^{(n-1) \times (n-1)} \) denotes the principal submatrix of \( \Lambda \) with its first row and first column removed. Rearranging terms, we obtain
\[
(\tilde{\lambda}_1 - \Lambda_{-1} - \rho U_{-1}^{\top} b b^\top U_{-1}) U_\perp^\top \tilde{u}_1 = \rho U_{-1}^{\top} b b^\top u_1 u_1^\top \tilde{u}_1.
\]
Assume \( \lambda_1 \geq 0 \) without loss of generality. By Weyl’s inequality and the triangle inequality, we have \( \tilde{\lambda}_1 - \lambda_i \geq \lambda_1 - \lambda_i - |\rho| \cdot \|b\|^2 \) for any eigenvalue \( \lambda_i \) of \( A \), and so
\[
\tilde{\lambda}_1 I_n - \Lambda_{-1} - \rho U_{-1}^{\top} b b^\top U_{-1} \geq \tilde{\lambda}_1 I_n - \Lambda_{-1} - |\rho| \cdot \|b\|^2 I_n - \geq (\Delta - 2|\rho| \cdot \|b\|^2) I_n \geq (\Delta/2) I_n
\]
by the assumption \( |\rho| \cdot \|b\|^2 \leq \Delta/4 \), where \( \geq \) denotes the Loewner order. Moreover, we have
\[
\|\rho U_{-1}^{\top} b b^\top u_1 u_1^\top \tilde{u}_1\| \leq |\rho| \cdot \|b\| \cdot \|b^\top u_1\| \cdot 1.
\]
Combining the above three displays yields
\[
\|U_\perp^\top \tilde{u}_1\| \leq 2 |\rho| \cdot \|b\| \cdot \|b^\top u_1\| / \Delta.
\]
Let \( \Theta(u_1, \tilde{u}_1) \) denote the angle between \( u_1 \) and \( \tilde{u}_1 \). In view of the relation
\[
\|u_1 - \tilde{u}_1\| \leq \sqrt{2} \sin \Theta(u_1, \tilde{u}_1) = \sqrt{2} \|U_\perp^\top \tilde{u}_1\|
\]
(which holds up to a sign flip of \( \tilde{u}_1 \)), the proof is complete. \(\square\)

A.5 Proof of Theorem 3.1

We now prove the entrywise error bound (4) in Theorem 3.1. It is an immediate consequence of the following more precise theorem with explicit logarithmic factors.

Theorem A.10. Assume Model 1.1. Let \( \bar{y}_j^\top \) be the \( j \)th row of \( \bar{Y} \) for \( j \in [N] \), and let \( \bar{u} \) be the leading eigenvector of the matrix \( \bar{M} \) defined in (2). There exist universal constants \( c > 0 \) and \( C > 0 \) such that the following holds. Let \( \delta \in (0, 1) \). Suppose that \( N \geq \log^7 (N/\delta) \) and
\[
\eta \leq c, \quad (50)
\]
where \( \eta = \eta(N, n, v, \delta) \) is defined in (9). Then it holds with probability at least \( 1 - \delta \) that, up to a sign flip of \( \bar{u} \), for all \( j \in [N] \), we have
\[
|\bar{y}_j^\top \bar{u} - v_j| \leq C \eta \frac{\sqrt{\log(N/\delta)}}{\sqrt{N}} \left( |v_j| + \frac{\sqrt{\log(N/\delta)}}{\sqrt{N}} \right). \quad (51)
\]
Proof of Theorem 3.1. Take $\delta = N^{-\log N}$ and $\|v\| = 1$ in the above theorem. As we have seen in (11), it holds that

$$\frac{\eta}{\|v\|^2 - \frac{n - 1}{N}} \leq \tilde{O}\left(\frac{1}{\|v\|_2^2 N^{3/2}} + \|v\|_\infty \sqrt{\frac{n}{N}}\right)$$

by Lemma 5.2. Therefore, Theorem 3.1 follows immediately.

Proof of Theorem A.10. Following the notation in the proof of Theorem A.8, we have $\tilde{Y} \tilde{u} = Y u$ where $u$ and $\tilde{u}$ are the leading eigenvectors of $M$ and $\tilde{M}$ respectively. Therefore, for $j \in [N]$, it suffices to study $y_j^\top u = \tilde{y}_j^\top \tilde{u}$, where $y_j$ is the $j$th row of $Y$. The proof is based on a leave-one-out analysis.

Setting up the leave-one-out analysis
Recall that $y_j = (v_j b_j^\top)$ where $b_j \sim N(0, \frac{1}{N} I_{n - 1})$, so

$$\left(\|y_j\|^2 - \frac{n - 1}{N}\right) y_j y_j^\top = \left(v_j^2 + \|b_j\|^2 - \frac{n - 1}{N}\right) \begin{bmatrix} v_j^2 & v_j b_j \top & b_j v_j \top \end{bmatrix}.$$ 

Let $e_1$ be the first standard basis vector in $\mathbb{R}^n$, and define a matrix

$$M(j) := \sum_{i \in [N] \setminus \{j\}} \left(\|y_i\|^2 - \frac{n - 1}{N}\right) y_i y_i^\top - \frac{3}{N} I_n + v_j^2 e_1 e_1^\top.$$ 

Furthermore, let $\tilde{b}_j$ be the vector in $\mathbb{R}^n$ defined by $\tilde{b}_j^\top = (0, b_j^\top)$, and define a matrix

$$L(j) := M(j) + \left(v_j^2 + \|b_j\|^2 - \frac{n - 1}{N}\right) \tilde{b}_j \tilde{b}_j^\top.$$ 

In view of the definition of $M$ in (8) and the above three equations, we can write

$$M = L(j) + v_j^2 \begin{bmatrix} 0 & v_j b_j \top & b_j v_j \top \end{bmatrix} + \left(v_j^2 + \|b_j\|^2 - \frac{n - 1}{N}\right) \tilde{b}_j \tilde{b}_j^\top.$$ 

Let the leading eigenvectors of $M(j)$, $L(j)$, and $M$ be denoted by $u^{(j)}$, $w^{(j)}$, and $u$ respectively. Then we have

$$y_j^\top u = y_j^\top u^{(j)} + y_j^\top (w^{(j)} - u^{(j)}) + y_j^\top (u - w^{(j)})$$

and thus

$$|y_j^\top u - v_j| \leq |y_j^\top u^{(j)} - v_j| + \|y_j\| \cdot \|w^{(j)} - u^{(j)}\| + \|y_j\| \cdot \|u - w^{(j)}\|.$$ 

The key to the leave-one-out analysis is that $y_j$ is independent of $u^{(j)}$, so it is easy to analyze $y_j^\top u^{(j)}$. In addition, it is not hard to bound $\|u - w^{(j)}\|$. The interesting part of the proof is to analyze $\|w^{(j)} - u^{(j)}\|$ by studying the rank-one update (52). Combining all these pieces then yields our final result regarding $y_j^\top u$.

Spectral norm bounds
Define an event

$$\mathcal{E}_1 := \left\{\left\|M - \left(\|v\|_2^2 - \frac{3}{N}\right) e_1 e_1^\top\right\| \leq \eta\right\}$$

where $\eta = \eta(N, n, v, \delta)$ is defined in (9). By Proposition 5.1, we know that $\mathcal{E}_1$ occurs with probability at least $1 - \delta$. Next, by standard concentration for the chi-square distribution (Lemma B.5), there exists a constant $C_1 > 0$ such that the event

$$\mathcal{E}_2 := \left\{\left\|b_j\|^2 - \frac{n - 1}{N}\right\| \leq C_1 \frac{\sqrt{n} \log(N/\delta) + \log(N/\delta)}{N} \text{ for all } j \in [N]\right\}$$
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occurs with probability at least $1 - \delta$. On the event $\mathcal{E}_2$, we have
\[
\|b_j\| \leq C_2 \frac{\sqrt{n} + \sqrt{\log(N/\delta)}}{\sqrt{N}}
\]
for some constant $C_2 > 0$ (this can be seen by squaring both sides of (56)). As a result,
\[
\|M - L^{(j)}\| \leq 2|v|_3 \|b_j\| + v_j \left| \frac{n - 1}{N} \right| + 2|v_j| \left| \frac{n - 1}{N} \right| \|b_j\| \\
\leq C_3 \left( |v|_3 \frac{\sqrt{n} + \sqrt{\log(N/\delta)}}{\sqrt{N}} + |v_j| \frac{n \sqrt{\log(N/\delta)} + \log^{3/2}(N/\delta)}{N^{3/2}} \right) =: \eta_2(j)
\]
for a constant $C_3 > 0$ and $\eta_2(j) = \eta_2(N, n, v, \delta)$, where the first inequality follows from (53), and the second inequality follows from the definition of $\mathcal{E}_2$ and applying the inequality $2xy \leq x^2 + y^2$ for $x, y \in \mathbb{R}$ a few times. Furthermore, in view of (52), we have on the event $\mathcal{E}_2$ that
\[
\|L^{(j)} - M^{(j)}\| \leq v_j^2 \|b_j\|^2 + \left| \frac{n - 1}{N} \right| \|b_j\|^2 \\
\leq C_4 \left( v_j^2 \frac{\sqrt{n} + \log(N/\delta)}{N} + \frac{n^{3/2} \sqrt{\log(N/\delta)} + \log^2(N/\delta)}{N^2} \right) =: \eta_3(j)
\]
for a constant $C_4 > 0$ and $\eta_3(j) = \eta_3(N, n, v, \delta)$.

Using $|v|^3 \leq \|v\|^6$, $|v_j| \leq \|v\|_{\infty}$, and the inequality $2xy \leq x^2 + y^2$, it is not hard to see that
\[
\eta_2(j) + \eta_3(j) \leq \eta
\]
for all $j \in [N]$, provided that the constant $C$ in (9) is taken to be sufficiently large. Therefore, on the event $\mathcal{E}_1 \cap \mathcal{E}_2$, it follows from (55), (57) and (58) that
\[
\left\| M^{(j)} - \left( \frac{\|v\|^4}{N} - \frac{3}{N} \right) e_1 e_1^\top \right\| \leq 2\eta.
\]
Moreover, under the assumption (50) with $\epsilon$ sufficiently small, the matrices $M$, $L^{(j)}$, and $M^{(j)}$ are all close to $\left( \frac{\|v\|^4}{N} - \frac{3}{N} \right) e_1 e_1^\top$ on the event $\mathcal{E}_1 \cap \mathcal{E}_2$. In particular, by Weyl’s inequality the gap between the leading singular value and any other singular value of each of these matrices is larger than $\frac{1}{2} \left| \frac{\|v\|^4}{N} - \frac{3}{N} \right|$. Recall that $\mathbf{u}^{(j)}$, $\mathbf{w}^{(j)}$, and $\mathbf{u}$ denote the leading eigenvectors of $M^{(j)}$, $L^{(j)}$, and $M$ respectively. The Davis–Kahan theorem (Lemma B.8) together with (57) and (60) then implies that $\mathcal{E}_1 \cap \mathcal{E}_2 \subseteq \mathcal{E}_3 \cap \mathcal{E}_4$ where
\[
\mathcal{E}_3 := \left\{ \|\mathbf{u} - \mathbf{w}^{(j)}\| \leq \frac{6\eta_2(j)}{\|v\|^4 - \frac{3}{N}} \text{ for all } j \in [N] \right\},
\]
\[
\mathcal{E}_4 := \left\{ \|\mathbf{u}^{(j)} - e_1\| \leq \frac{12\eta}{\|v\|^4 - \frac{3}{N}} \text{ for all } j \in [N] \right\},
\]
if we choose the signs of the eigenvectors so that they are all close to $e_1$. Also, we have $\mathbb{P}\{\mathcal{E}_3 \cap \mathcal{E}_4\} \geq \mathbb{P}\{\mathcal{E}_1 \cap \mathcal{E}_2\} \geq 1 - 2\delta$.

**Rank-one perturbation**

We now study $\|\mathbf{w}^{(j)} - \mathbf{u}^{(j)}\|$ using the rank-one update (52) and Lemma A.9. As discussed above, on the event $\mathcal{E}_1 \cap \mathcal{E}_2$, the gap between the largest and the second largest singular value of $M^{(j)}$ is at least $\frac{1}{2} \left| \frac{\|v\|^4}{N} - \frac{3}{N} \right|$. Also, we have
\[
\left| \frac{n - 1}{N} \right| \|b_j\|^2 \leq \eta_3(j) \leq \frac{1}{8} \left| \frac{\|v\|^4}{N} - \frac{3}{N} \right|
\]
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by (58), (59), and (50). Therefore, Lemma A.9 can be applied to give
\[
||w^{(j)} - u^{(j)}|| \leq \frac{4\sqrt{2}}{||v||_4^2 - \frac{1}{\delta}} \left| v^2 + ||b||^2 - \frac{n - 1}{N} \right| \cdot ||b|| \cdot ||b^T u^{(j)}||. \tag{62}
\]
Let \(u_{-1}^{(j)}\) denote the subvector of \(u^{(j)}\) with its first entry removed. Conditioning on any instance of \(M^{(j)}\) such that the event \(E_4\) occurs, we have \(b_j^T u^{(j)} \sim \mathcal{N}(0, \frac{1}{N} ||u_{-1}^{(j)}||^2)\) where \(||u_{-1}^{(j)}|| \leq \frac{12\eta}{||v||_4^2 - \frac{1}{\delta}}\). Hence, there exists a constant \(C_5 > 0\) such that the event
\[
E_5 := \left\{ ||b_j^T u^{(j)}|| \leq C_5 \frac{\eta \sqrt{\log(N/\delta)}}{||v||_4^2 - \frac{1}{\delta}} \sqrt{N} \right\}
\]
occurs with probability at least \(1 - 3\delta\). On the event \(E_2 \cap E_5\), it follows from (62) and (50) that
\[
||w^{(j)} - u^{(j)}|| \leq \frac{C_6}{||v||_4^2 - \frac{1}{\delta}} \left( v_j^2 + \sqrt{\frac{\log(N/\delta)}{N}} + \sqrt{\frac{\log(N/\delta)}{N}} \right) \frac{\eta \sqrt{\log(N/\delta)}}{||v||_4^2 - \frac{1}{\delta}} \sqrt{N}
\]
\[
\leq \frac{C_7}{||v||_4^2 - \frac{1}{\delta}} \left( v_j^2 \frac{\sqrt{\log(N/\delta) + \log(N/\delta)}}{N} + \frac{n \log(N/\delta) + \log^2(N/\delta)}{N^2} \right) =: \frac{\eta_4(j)}{||v||_4^2 - \frac{1}{\delta}} \tag{63}
\]
for constants \(C_6, C_7 > 0\) and \(\eta_4(j) = \eta_4(N, n, v_j, \delta)\).

**Finishing the proof**

Finally, on the event \(E_4 \cap E_5\), we have
\[
|y_j^T u^{(j)} - v_j| \leq |v_j| \cdot \left| 1 - u_j^{(j)} \right| + |b_j^T u^{(j)}| \leq \frac{C_8 \eta}{||v||_4^2 - \frac{1}{\delta}} \left( |v_j| + \frac{\sqrt{\log(N/\delta)}}{\sqrt{N}} \right) \tag{64}
\]
for a constant \(C_8 > 0\). On the event \(E_1 \cap E_2 \cap E_3 \cap E_4 \cap E_5\) which occurs with probability at least \(1 - 3\delta\), we combine (54), (64), (56), (63), and (61) to obtain
\[
|y_j^T u - v_j| \leq \frac{C_8 \eta}{||v||_4^2 - \frac{1}{\delta}} \left( |v_j| + \frac{\sqrt{\log(N/\delta)}}{\sqrt{N}} \right) + \left( |v_j| + C_2 \frac{\sqrt{n + \sqrt{\log(N/\delta)}}}{\sqrt{N}} \right) \frac{\eta_4(j) + 6 \eta_2(j)}{||v||_4^2 - \frac{1}{\delta}}.
\]
Comparing the above bound to our final result (51), we see that it remains to show that the second summand on the right-hand side is dominated by the first. To this end, first note that \(\eta_4(j) + 6 \eta_2(j) \leq 7 \eta\) using (59), (63), and (9), provided that the constant \(C\) in (9) is taken to be sufficiently large. Moreover, we have
\[
\frac{\sqrt{n + \sqrt{\log(N/\delta)}}}{\sqrt{N}} \cdot \eta_4(j)
\]
\[
= C_7 \frac{\sqrt{n + \sqrt{\log(N/\delta)}}}{\sqrt{N}} \left( v_j^2 \frac{\sqrt{\log(N/\delta) + \log(N/\delta)}}{N} + \frac{n \log(N/\delta) + \log^2(N/\delta)}{N^2} \right)
\]
\[
\leq C_9 \left( |v_j| \cdot |v_j| n \frac{\sqrt{\log(N/\delta) + \log^{3/2}(N/\delta)}}{N^{3/2}} + \frac{\sqrt{\log(N/\delta)}}{\sqrt{N}} \frac{n^{3/2} + \log^2(N/\delta)}{N^2} \right)
\]
\[
\leq C_9 \cdot \left( \frac{|v_j| \cdot \sqrt{\log(N/\delta)}}{\sqrt{N}} \right) \cdot \eta
\]
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for a constant $C_9 > 0$, and
\[
\frac{\sqrt{n} + \sqrt{\log(N/\delta)}}{\sqrt{N}}, \eta_2(j)
\]
\[
= C_3 \frac{\sqrt{n} + \sqrt{\log(N/\delta)}}{\sqrt{N}} \left( |v_j| \sqrt{n} \frac{\sqrt{\log(N/\delta)} + \log^{3/2}(N/\delta)}{N^{3/2}} \right) + |v_j| \frac{n\sqrt{\log(N/\delta) + \log^2(N/\delta)}}{N^2}
\]
\[
\leq C_{10} \cdot |v_j| \left( |v_j| \frac{n \log(N/\delta) + \log^2(N/\delta)}{N} \right)
\]
\[
\leq C_{10} \cdot |v_j| \cdot \eta
\]
for a constant $C_{10} > 0$. Combining the above estimates yields
\[
|y_j^T u - v_j| \leq \frac{C_{11} \eta}{\sqrt{v_j^2 - \frac{1}{N}}} \left( \sqrt{v_j^2 + \frac{\log(N/\delta)}{N}} \right)
\]
for a constant $C_{11} > 0$. \hfill \Box

### A.6 Preliminaries for the Orthonormal Case

We now prove lemmas stated in Section 5.2.

**Proof of Lemma 5.3.** By the definitions of $A$ and $B$ in (12), we have
\[
A - I_n = \sum_{i=1}^{N} \left[ v_i^T v_i b_i b_i^T \right] - I_n = \begin{bmatrix} 0 & w^T \\ w & B - I_{n-1} \end{bmatrix},
\]
where $w = \sum_{i=1}^{N} v_i b_i$. Therefore, $\|A - I_n\| \leq 2\|w\| + \|B - I_{n-1}\|$. Lemmas B.5 and B.7 can then be applied to bound $\|w\|$ and $\|B - I_{n-1}\|$ respectively to the desired order. \hfill \Box

**Lemma A.11.** Fix vectors $x, y \in \mathbb{R}^N$, and define $\alpha := \langle x, y \rangle$. Let $P \in \mathbb{R}^{N \times N}$ denote the projection matrix for orthogonal projection onto a uniformly random $n$-dimensional subspace of $\mathbb{R}^N$. Then with probability $1 - N^{-\omega(1)}$,
\[
\left| x^T P y - \alpha \frac{n}{N} \right| \leq \|x\| \cdot \|y\| \cdot \tilde{O} \left( \frac{\sqrt{N}}{N} \right).
\]

**Proof.** Without loss of generality, we may assume that $x$ and $y$ are unit vectors. Furthermore, by rotational invariance, it is equivalent to take $x, y$ to be uniformly random unit vectors conditional on $\langle x, y \rangle = \alpha$, and take $P$ to be the projection matrix for orthogonal projection onto a fixed $n$-dimensional subspace—we will choose simply the span of the first $n$ standard basis vectors. We can sample $(x, y)$ as follows. First let $x = \tilde{x}/\|\tilde{x}\|$ where $\tilde{x} \sim \mathcal{N}(0, \frac{1}{N}I_N)$. Then sample $z$ orthogonal to $x$ via
\[
\tilde{z} \sim \mathcal{N}(0, \frac{1}{N}I_N), \quad \pi \sim \tilde{z} - \langle \tilde{z}, x \rangle x, \quad z = \pi/\|\pi\|.
\]
Finally, let $y = \alpha x + \sqrt{1 - \alpha^2} z$ so that $\langle x, y \rangle = \alpha$. By standard concentration, we have with probability $1 - N^{-\omega(1)}$,\[
\left| \|\tilde{x}\| - 1 \right| \leq \tilde{O} \left( \frac{1}{\sqrt{N}} \right), \quad \left| \|\tilde{z}\| - 1 \right| \leq \tilde{O} \left( \frac{1}{\sqrt{N}} \right), \quad \left| \langle \tilde{x}, \tilde{z} \rangle \right| \leq \tilde{O} \left( \frac{1}{\sqrt{N}} \right),
\]
and as a result,
\[
\left| \|\pi\| - 1 \right| \leq \tilde{O} \left( \frac{1}{\sqrt{N}} \right).
\]
Leveraging our convenient choice for \( P \), we also have with probability \( 1 - N^{-\omega(1)} \),

\[
\left| x^\top P \bar{x} - \frac{n}{N} \right| = \left| \sum_{i=1}^n \bar{x}^2_i - \frac{n}{N} \right| \leq \tilde{O} \left( \frac{\sqrt{n}}{N} \right),
\]

\[
\left| \bar{x}^\top P \bar{z} \right| = \left| \sum_{i=1}^n \bar{x}_i \bar{z}_i \right| \leq \tilde{O} \left( \frac{\sqrt{n}}{N} \right).
\]

As a result,

\[
x^\top P y = \alpha x^\top P x + \sqrt{1 - \alpha^2 x^\top P z} = \frac{\alpha}{\|x\|} \bar{x}^\top P \bar{x} + \frac{\sqrt{1 - \alpha^2}}{\|x\|} x^\top P(\bar{z} - \langle \bar{z}, x \rangle x)
\]

\[
= \frac{\alpha}{\|x\|} \bar{x}^\top P \bar{x} + \frac{\sqrt{1 - \alpha^2}}{\|x\|\|\bar{z}\|} \bar{x}^\top P \bar{z} - \frac{\sqrt{1 - \alpha^2}}{\|x\|\|\bar{z}\|} \langle \bar{z}, \bar{x} \rangle \bar{x}^\top P \bar{x}.
\]

Using the bounds from above,

\[
\left| x^\top P y - \frac{n}{N} \right| \leq \tilde{O} \left( \alpha \frac{n}{N^{3/2}} + \alpha \frac{\sqrt{n}}{N} + \frac{\sqrt{n}}{N^{3/2}} + \frac{n}{N^{3/2}} \right) \leq \tilde{O} \left( \frac{\sqrt{n}}{N} \right)
\]

as desired. \( \square \)

**Proof of Lemma 5.4.** Since

\[
A = \sum_{i=1}^N \begin{bmatrix} v_i^2 & v_i b_i^\top \\ v_i b_i & b_i b_i^\top \end{bmatrix} = \begin{bmatrix} 1 & w^\top \\ w & B \end{bmatrix}
\]

where \( w := \sum_{i=1}^N v_i b_i \),

by a standard formula for the inverse of a block matrix, we have

\[
A^{-1} = \begin{bmatrix}
(1 - w^\top B^{-1}w)^{-1} & -(1 - w^\top B^{-1}w)^{-1} w^\top B^{-1}B^{-1} - B^{-1} w(1 - w^\top B^{-1}w)^{-1}w^\top B^{-1} \\
B^{-1} w(1 - w^\top B^{-1}w)^{-1} & B^{-1} + B^{-1} w(1 - w^\top B^{-1}w)^{-1}w^\top B^{-1}B^{-1}
\end{bmatrix}.
\]

Therefore, letting

\[
\Phi := w^\top B^{-1}w, \quad \phi_i := w^\top B^{-1}b_i \quad \text{for} \ i \in [N],
\]

we obtain

\[
e_i^\top A^{-1} e_i = \frac{1}{1 - \Phi}.
\]

\[
e_i^\top A^{-1} b_i = -\frac{\phi_i}{1 - \Phi}.
\]

\[
b_i^\top A^{-1} b_i = b_i^\top B^{-1} b_i + \phi_i^2 \frac{1}{1 - \Phi},
\]

\[
y_i^\top A^{-1} y_i = b_i^\top B^{-1} b_i + \phi_i^2 \frac{1}{1 - \Phi} - 2v_i \phi_i + \frac{v_i^2}{1 - \Phi} = b_i^\top B^{-1} b_i + \frac{(\phi_i - v_i)^2}{1 - \Phi}.
\]

Let \( U \) denote the \( N \times (n - 1) \) matrix with rows \( b_i^\top \). Define \( P = U(U^\top U)^{-1}U^\top \), which is the projection matrix for orthogonal projection onto the column span of \( U \). Since \( B = U^\top U \), \( w = U^\top v \), and \( b_i = U^\top e_i \) where \( e_i \) is the \( i \)th standard basis vector in \( \mathbb{R}^N \), we see that

\[
\Phi = v^\top P v, \quad \phi_i = v^\top P e_i.
\]
Since the column span of $U$ is a uniformly random $(n-1)$-dimensional subspace of $\mathbb{R}^N$, we have by Lemma A.11 that with probability $1 - N^{-\omega(1)}$,
\[
\left| \Phi - \frac{n}{N} \right| \leq \tilde{O}\left(\frac{\sqrt{n}}{N}\right), \quad \left| \phi_i - \frac{n}{N} \right| \leq \tilde{O}\left(\frac{\sqrt{n}}{N}\right),
\]
and as a result,
\[
\left| \frac{1}{1 - \Phi} - \frac{1}{1 - n/N} \right| \leq \tilde{O}\left(\frac{\sqrt{n}}{N}\right).
\]
Plugging these bounds into (67) yields
\[
\begin{align*}
c_1^T A^{-1} e_1 &= \frac{1}{1 - n/N} + \tilde{O}\left(\frac{\sqrt{n}}{N}\right), \\
c_1^T A^{-1} \tilde{b}_i &= -\frac{v_in}{N(1 - n/N)} + \tilde{O}\left(|v_i|\frac{n\sqrt{n}}{N} + \frac{1}{1 - n/N} \frac{\sqrt{n}}{N} + \frac{n^2}{N} \right), \\
\tilde{b}_i^T A^{-1} \tilde{b}_i &= b_i^T B^{-1} b_i + v_i^2 \frac{n^2}{N^2} \frac{1}{1 - n/N} + \tilde{O}\left(\left(v_i^2 \frac{n^2}{N^2} + \frac{n}{N} + |v_i| \frac{n}{N} + \frac{\sqrt{n}}{N}\right) \frac{\sqrt{n}}{N}\right), \\
y_i^T A^{-1} y_i &= b_i^T B^{-1} b_i + \left(v_i \frac{n}{N} - v_i\right)^2 \frac{1}{1 - n/N} + \tilde{O}\left(\left(v_i^2 + |v_i| \frac{\sqrt{n}}{N^2} + \frac{n}{N}\right) \frac{\sqrt{n}}{N} + |v_i| \frac{\sqrt{n}}{N} + \frac{n}{N^2}\right),
\end{align*}
\]
as desired. \hfill \Box

**Proof of Lemma 5.5.** Part of the proof is very similar to that of Lemma 5.4, so we will omit some computations. Since
\[
A_{-j} = \sum_{i \in [N] \setminus \{j\}} \begin{bmatrix} v_i^T & v_i b_i^T \end{bmatrix} + v_j e_1^T e_1^T = \begin{bmatrix} 1 & w_{-j}^T \end{bmatrix} B_{-j}^{-1} w_{-j},
\]
letting
\[
\Phi_{-j} := w_{-j}^T B_{-j}^{-1} w_{-j}, \quad \phi_{-j}^i := w_{-j}^T b_{-j}^{-1} b_i \quad \text{for } i \in [N] \setminus \{j\},
\]
we obtain from the formula for the inverse of a block matrix that, for any $i \in [N] \setminus \{j\}$,
\[
\begin{align*}
e_1^T A_{-j}^{-1} e_1 &= \frac{1}{1 - \Phi_{-j}}, \\
y_i^T A_{-j}^{-1} y_i &= b_i^T B_{-j}^{-1} b_i + \frac{(\phi_{-j}^i - v_i)^2}{1 - \Phi_{-j}}.
\end{align*}
\]
Let $\Phi$ and $\phi_i$ be defined by (66). As a result of (67a), (67d), and (71),
\[
e_1^T (A^{-1} - A_{-j}^{-1}) e_1 = \frac{\Phi - \Phi_{-j}}{(1 - \Phi)(1 - \Phi_{-j})},
\]
(72a)
\begin{equation}
y_i^\top (A^{-1} - A_{-j}^{-1}) y_i = b_i^\top (B^{-1} - B_{-j}^{-1}) b_i + \frac{(\phi_i - v_i)^2 - (\phi_{-j}^{(i)} - v_{-j})^2}{1 - \Phi} + (\phi_{-j}^{(i)} - v_{-j})^2 \left( \frac{1}{1 - \Phi} - \frac{1}{1 - \Phi_{-j}} \right),
\end{equation}

where the last step follows from the Sherman–Morrison formula.

Let \( U_{-j} \) denote the \((N - 1) \times (n - 1)\) matrix with rows \( b_i^\top \) for \( i \in [N] \setminus \{j\} \). Let \( P_{-j} = U_{-j} (U_{-j}^\top U_{-j})^{-1} U_{-j}^\top \), which is the projection matrix for orthogonal projection onto the column span of \( U_{-j} \). Since \( B_{-j} = U_{-j}^\top U_{-j} \), \( w_{-j} = U_{-j}^\top v_{-j} \) where \( v_{-j} \) is the subvector of \( v \) with its \( j \)th entry removed, and \( b_i = U_{-j}^\top e_i \) where \( e_i \) is the \( i \)th standard basis vector in \( \mathbb{R}^{N-1} \) indexed by \( i \in [N] \setminus \{j\} \), we see that

\[
\Phi_{-j} = v_{-j}^\top P_{-j} v_{-j}, \quad \phi_{-j}^{(i)} = v_{-j}^\top P_{-j} e_i.
\]

Since the column span of \( U_{-j} \) is a uniformly random \((n - 1)\)-dimensional subspace of \( \mathbb{R}^{N-1} \), we have by Lemma A.11 that with probability \( 1 - N^{-\omega(1)} \),

\[
|\Phi_{-j} - \|v_{-j}\| \frac{2n}{N}| \leq \tilde{O}(\frac{\sqrt{n}}{N}), \quad |\phi_{-j}^{(i)} - v_{-i} \frac{n}{N}| \leq \tilde{O}(\frac{\sqrt{n}}{N}),
\]

and as a result,

\[
\left| \frac{1}{1 - \Phi_{-j}} \right| \leq \tilde{O}(1).
\]

Plugging (68), (69), (73), and (74) into (72a) yields that, with probability \( 1 - N^{-\omega(1)} \),

\[
|e_i^\top (A^{-1} - A_{-j}^{-1}) e_i| \leq \tilde{O}(\frac{v_j^2 \frac{n}{N} + \sqrt{n}}{N}),
\]

proving (16a). Next, plugging (68), (69), (73), and (74) into (72b) yields that, with probability \( 1 - N^{-\omega(1)} \),

\[
y_i^\top (A^{-1} - A_{-j}^{-1}) y_i = -\frac{(b_i^\top B_{-j}^{-1} b_j)^2}{1 + b_j^\top B_{-j}^{-1} b_j} + \tilde{O}\left(\left|\phi_i - \phi_{-j}^{(i)}\right| \left|v_i + \frac{\sqrt{n}}{N}\right| + \left|v_{-j} + \frac{\sqrt{n}}{N}\right| \frac{n}{N} \right)\left(\frac{v_j^2 \frac{n}{N} + \sqrt{n}}{N}\right).
\]

Let \( w \) be defined as in (65). To bound (75), note that by (66), (70), and the Sherman–Morrison formula,

\[
\phi_i - \phi_{-j}^{(i)} = w^\top (B^{-1} - B_{-j}^{-1}) b_i + (w_{-j})^\top B_{-j}^{-1} b_i = -\frac{(w^\top B_{-j}^{-1} b_j)(b_i^\top B_{-j}^{-1} b_j)}{1 + b_j^\top B_{-j}^{-1} b_j} + v_j^\top B_{-j}^{-1} b_i.
\]

By Lemma B.7, we have \( \|B_{-j}^{-1}\| \leq 2 \) with probability \( 1 - N^{-\omega(1)} \). Together with Lemma B.5, this implies

\[
|b_j^\top B_{-j}^{-1} b_j| \leq \|b_j\|^2 \|B_{-j}^{-1}\| \leq \tilde{O}(n/N)
\]

with probability \( 1 - N^{-\omega(1)} \). Moreover, by the independence of \( b_j \) from \( b_{-j} \), we have \( b_i^\top B_{-j}^{-1} b_j \sim \mathcal{N}(0, \|B_{-j}^{-1}\|^2 / 2N) \) conditional on \( b_j \) and \( B_{-j} \). As a result,

\[
|b_i^\top B_{-j}^{-1} b_j| \leq \tilde{O}\left(\frac{\|B_{-j}^{-1}\|}{\sqrt{N}}\right) \leq \tilde{O}\left(\frac{\|b_j\|}{\sqrt{N}}\right) \leq \tilde{O}\left(\frac{\sqrt{n}}{N}\right)
\]

with probability \( 1 - N^{-\omega(1)} \). Next, we have \( w = w_{-j} + v_j b_j \), where \( w_{-j} = \sum_{i \in [N] \setminus \{j\}} v_i b_i \) so that \( \|w_{-j}\|^2 = \tilde{O}(n/N) \) with probability \( 1 - N^{-\omega(1)} \). Since \( b_j \) is independent from \( w_{-j} \) and \( B_{-j} \), we have \( w_{-j}^\top B_{-j}^{-1} b_j \sim \mathcal{N}(0, \|B_{-j}^{-1}\|^2 / 2N) \) conditional on \( w_{-j} \) and \( B_{-j} \). As a result,

\[
|w^\top B_{-j}^{-1} b_j| \leq |v_j b_j^\top B_{-j}^{-1} b_j| + |w_{-j}^\top B_{-j}^{-1} b_j| \leq \tilde{O}\left(|v_j| \frac{n}{N}\right) + \tilde{O}\left(\frac{\|B_{-j}^{-1}\|^2 / 2N}{\sqrt{N}}\right) \leq \tilde{O}\left(|v_j| \frac{n}{N} + \sqrt{n}\right).
\]
with probability $1 - N^{-\omega(1)}$. Then (77), (78), (79), and (76) together imply

$$
\frac{(b_i^T B^{-1}_i b_j)^2}{1 + b_i^T B^{-1}_i b_j} = \tilde{O} \left( \frac{n}{N^2} \right), \quad |\phi_i - \phi_j| = \tilde{O} \left( |v_j| \frac{\sqrt{n}}{N} + \frac{n}{N^2} \right).
$$

Combining these bounds with (75), we obtain that, with probability $1 - N^{-\omega(1)}$,

$$
|y_i^T (A^{-1} - A^{-1}_-) y_i| \leq \tilde{O} \left( \frac{n}{N^2} + \left( |v_i| \frac{\sqrt{n}}{N} + \frac{n}{N^2} \right) \left( |v_j| + \frac{\sqrt{n}}{N} \right) + \left( v_i^2 + \frac{n}{N^2} \right) \left( v_j^2 + \frac{n}{N^2} \right) \right) \\
\leq \tilde{O} \left( \frac{n}{N^2} + |v_i| \cdot |v_j| \frac{\sqrt{n}}{N} + \left( |v_i| + |v_j| \right) \frac{n}{N^2} + v_i^2 v_j^2 \frac{n}{N^2} + v_i^2 \frac{n^2}{N^3} + v_i^2 \frac{\sqrt{n}}{N} \right),
$$

which proves (16b).

\[
\square
\]

\textbf{Lemma A.12.} It holds with probability $1 - o(1)$ that, for every $i \in [N]$,

$$
\left| \text{Tr} (B^{-i}) - \frac{n - 1}{1 - n/N} \right| \leq \tilde{O} \left( \sqrt{\frac{n}{N}} \right).
$$

\textbf{Proof.} Note that $NB$ follows the Wishart distribution with $N$ degrees of freedom and covariance $I_{n-1}$, and so $\frac{1}{N} B^{-1}$ follows the inverse Wishart distribution (with the same parameters). We will make use of the following formulas for moments of the inverse Wishart distribution [Pre05]:

$$
E \left[ (B^{-1})_{ii} \right] = \frac{1}{1 - n/N},
$$

$$
\text{Var} \left( (B^{-1})_{ii} \right) = \frac{2N^2}{(N - n)^2(N - n - 2)},
$$

$$
\text{Cov} \left( (B^{-1})_{ii}, (B^{-1})_{jj} \right) = \frac{2N^2}{(N - n + 1)(N - n)^2(N - n - 2)}, \quad i \neq j.
$$

As a result, we conclude

$$
E \left[ \text{Tr}(B^{-1}) \right] = \frac{n - 1}{1 - n/N},
$$

$$
\text{Var} \left( \text{Tr}(B^{-1}) \right) = \sum_{i=1}^{n-1} \text{Var} \left( (B^{-1})_{ii} \right) + 2 \sum_{1 \leq i < j \leq n-1} \text{Cov} \left( (B^{-1})_{ii}, (B^{-1})_{jj} \right) \leq \tilde{O} \left( \frac{n}{N} + n^2 \right) \leq \tilde{O} \left( \frac{n}{N} \right).
$$

By Chebyshev’s inequality, we obtain

$$
\left| \text{Tr}(B^{-1}) - \frac{n - 1}{1 - n/N} \right| \leq \tilde{O} \left( \sqrt{\frac{n}{N}} \right). \tag{80}
$$

We now compare $\text{Tr}(B^{-1}_i)$ to $\text{Tr}(B^{-1})$. Using the Sherman–Morrison rank-one update formula and the cyclic property of the trace,

$$
\text{Tr}(B^{-1}) = \text{Tr} \left( B^{-1}_i - \frac{B^{-1}_i b_i b_i^T B^{-1}_i}{1 + b_i^T B^{-1}_i b_i} \right) = \text{Tr}(B^{-1}_i) - \frac{b_i^T B^{-2}_i b_i}{1 + b_i^T B^{-1}_i b_i}.
$$

We have with probability $1 - N^{-\omega(1)}$ that $\|b_i\|^2 = \tilde{O}(n/N)$ and $\|B^{-1}_i\| = \tilde{O}(1)$, which implies

$$
\left| \text{Tr}(B^{-1}_i) - \text{Tr}(B^{-1}) \right| \leq \tilde{O} \left( \frac{n}{N} \right).
$$

The result follows by combining this with (80). \[
\square
\]
Lemma A.13. It holds with probability $1 - o(1)$ that, for every $i \in [N]$,
\[ |b_i^T B^{-1} b_i - \|b_i\|^2| \leq \tilde{O}\left(\frac{n}{N^{3/2}}\right).\]

Proof. Using the Sherman–Morrison rank-one update formula,
\[ b_i^T B^{-1} b_i = b_i^T \left( B^{-1}_i - \frac{B^{-1}_i b_i b_i^T B^{-1}_i}{1 + b_i^T B^{-1}_i b_i} \right) b_i = \psi_i - \frac{\psi_i^2}{1 + \psi_i} = \frac{\psi_i}{1 + \psi_i} \]  \hspace{1cm} (81)
where
\[ \psi_i := b_i^T B^{-1}_i b_i.\]

Note that $b_i$ is independent from $B^{-1}_i$. Let us first condition on $B^{-1}_i$. Then we have
\[ \mathbb{E}[\psi_i | B^{-1}_i] = \frac{\text{Tr}(B^{-1}_i)}{N}. \]

Moreover, by the Hanson–Wright inequality (Lemma B.4), we obtain that with probability $1 - N^{-\omega(1)}$ over $b_i$,
\[ |\psi_i - \frac{\text{Tr}(B^{-1}_i)}{N}| \leq \|B^{-1}_i\|_F \cdot \tilde{O}\left(\frac{1}{N}\right) \leq \|B^{-1}_i\|_F \cdot \tilde{O}\left(\frac{\sqrt{n}}{N}\right), \]  \hspace{1cm} (82)
\[ |\psi_i - \frac{\|b_i\|^2}{1 - n/N}| \leq \frac{\text{Tr}(B^{-1}_i)}{N} - \frac{I_{n-1}}{N(1 - n/N)} b_i \leq \frac{\text{Tr}(B^{-1}_i)}{N} - \frac{n - 1}{N(1 - n/N)} \|B^{-1}_i - \frac{I_{n-1}}{1 - n/N}\|_F \cdot \tilde{O}\left(\frac{\sqrt{n}}{N}\right). \]  \hspace{1cm} (83)

Next, Lemma B.7 gives that, with probability $1 - N^{-\omega(1)}$, for all $i \in [N],$
\[ \|B^{-1}_i - \frac{I_{n-1}}{1 - n/N}\| \leq \|B^{-1}_i - I_{n-1}\| + O\left(\frac{n}{N}\right) \leq \tilde{O}\left(\frac{\sqrt{n}}{N}\right), \]
and Lemma A.12 gives that, with probability $1 - o(1)$, for all $i \in [N],$
\[ \left| \frac{\text{Tr}(B^{-1}_i)}{N} - \frac{n}{N - n} \right| \leq \left| \frac{\text{Tr}(B^{-1}_i)}{N} - \frac{n - 1}{N(1 - n/N)} \right| + O\left(\frac{n}{N^2}\right) \leq \tilde{O}\left(\frac{\sqrt{n}}{N^{3/2}}\right). \]

Combining the above two bounds with (82) and (83) respectively, we obtain that, with probability $1 - o(1)$, for all $i \in [N],$
\[ |\psi_i - \frac{n}{N - n}| \leq \tilde{O}\left(\frac{\sqrt{n}}{N}\right) \implies \left| \frac{1}{1 + \psi_i} - \left(1 + \frac{n}{N - n}\right)^{-1} \right| \leq \tilde{O}\left(\frac{\sqrt{n}}{N}\right), \]  \hspace{1cm} (84)
\[ |\psi_i - \frac{\|b_i\|^2}{1 - n/N}| \leq \tilde{O}\left(\frac{n}{N^{3/2}}\right). \]  \hspace{1cm} (85)

Finally, plugging the bounds (84), (85), and $\|b_i\|^2 \leq 2n/N$ (with probability $1 - N^{-\omega(1)}$ by Lemma B.5) into (81) yields
\[ b_i^T B^{-1} b_i = \psi_i - \frac{\|b_i\|^2}{1 - n/N} \left(1 + \frac{n}{N - n}\right)^{-1} + \Lambda_i = \|b_i\|^2 + \Lambda_i \]
for an error term that satisfies
\[ |\Lambda_i| \leq \tilde{O}\left(\frac{n}{N^{3/2}} + \frac{n^{3/2}}{N^2}\right) \leq \tilde{O}\left(\frac{n}{N^{3/2}}\right) \]
as desired. \[\square\]
Proof of Lemma 5.6. Combining (15d) and Lemma A.13, we have with probability $1 - o(1)$ that for every $i \in [N],$

$$\left| y_i^TA^{-1}y_i - \|y_i\|^2 \right| \leq \left| b_i^T B^{-1}b_i + (1 - n/N)\|v_i\|^2 - \|b_i\|^2 \right| + O\left(\frac{n}{N^2} + \|v_i\|\frac{\sqrt{n}}{N} \right)$$

$$\leq \|v_i\|^2 \frac{n}{N} + O\left(\frac{n}{N^{3/2}} + \|v_i\|\frac{\sqrt{n}}{N} \right),$$

which proves (17a). Moreover, we have $\|v_i\|^2 - n/N = O\left(\frac{\sqrt{n}}{N}\right)$ with probability $1 - N^{-\omega(1)}$ by Lemma B.5. Then (17b) follows from the concentration of $\|y_i\|^2 = v_i^2 + \|b_i\|^2.$

Similarly, by (15c) and Lemma A.13, we have with probability $1 - o(1)$ that for every $i \in [N],$

$$\left| b_i^TA^{-1}b_i - \frac{n}{N} \right| \leq \left| b_i^T B^{-1}b_i - \frac{n}{N} \right| + O\left(\frac{n}{N^{3/2}} + \|v_i\|\frac{\sqrt{n}}{N} \right)$$

$$\leq \|b_i\|^2 - \frac{n}{N} + O\left(\frac{n}{N^{3/2}} \right) + O\left(\frac{n^3/2}{N^2} + \frac{n}{N^2} \right)$$

$$\leq \tilde{O}\left(\frac{\sqrt{n}}{N} + \|v_i\|^2 \frac{n^2}{N^2} \right),$$

which finishes the proof.

A.7 Proof of Corollary 3.3

By assumption, we have $\frac{1}{N} \ll \rho \leq 1 - c$ for a constant $c \in (0, 0.1).$ Since $v' \sim BG(N, \rho)$ and $v = v'/\|v'\|,$ both vectors $v$ and $v'$ are supported on a set $S \subseteq [N]$ with $|S| \sim Binomial(N, \rho).$ Since $\rho \gg 1/N,$ it follows from Lemma B.2 that with probability $1 - N^{-\omega(1)},$

$$|S| - N\rho \leq \tilde{O}\left(\frac{\sqrt{N\rho}}{\sqrt{N}} \right).$$

Conditional on $S,$ the nonzero entries of $v'$ are independent $N\left(0, \frac{1}{N\rho}\right)$ variables. As a result, it follows from a standard maximal inequality and Lemma B.6 (with $p = 2, 4$) that

$$\|v'\|_\infty \leq \tilde{O}\left(\frac{1}{\sqrt{N\rho}} \right), \quad \|v'\|_2 - \frac{|S|}{N\rho} \leq \tilde{O}\left(\frac{\sqrt{|S|}}{N\rho} \right), \quad \|v'\|_4 - \frac{3|S|}{(N\rho)^2} \leq \tilde{O}\left(\frac{\sqrt{|S|}}{(N\rho)^2} \right),$$

with probability $1 - N^{-\omega(1)}$ conditional on $S.$ Therefore, with probability $1 - N^{-\omega(1)},$ we have

$$\|v'\|_2 - 1 \leq \tilde{O}\left(\frac{1}{\sqrt{N\rho}} \right), \quad \|v'\|_4 - \frac{3}{N\rho} \leq \tilde{O}\left(\frac{1}{(N\rho)^{3/2}} \right),$$

from which it follows that

$$\|v\|_\infty = \frac{\|v'\|_\infty}{\|v'\|} \leq \tilde{O}\left(\frac{1}{\sqrt{N\rho}} \right), \quad \|v\|_4 = \frac{\|v'\|_4}{\|v'\|} \geq \frac{2}{N\rho}.$$  \hspace{1cm} (86)

With the above estimates established, we now verify the assumptions of Theorem 3.2 (so that it can be applied). First, by (86),

$$\|v'\|_4^2 - \|v\|_4^2 = \|v'\|_4^2 \cdot \left(1 - \frac{1}{\|v'\|_4^2} \right) = \|v'\|_4^2 \cdot \left(\frac{\|v'\|_2^2 - 1}{\|v'\|_4^2} \cdot \frac{\|v'\|_2^2 + 1}{\|v'\|_4^2} \right) \leq \tilde{O}\left(\frac{1}{(N\rho)^{3/2}} \right),$$

and, as a result,

$$\|v\|_4^2 - \frac{3}{N} \geq \frac{3}{N\rho} - \frac{3}{N\rho} - \|v'\|_4^2 \geq \frac{3}{N\rho} - \frac{3}{N\rho} \geq \frac{3}{N\rho} \geq \frac{2c}{N}$$
since \( \rho \leq 1 - c \). Second, combining (87) with the assumption \( \xi = \frac{n\rho}{\sqrt{N}} + \sqrt{\frac{\rho}{N}} \ll 1 \), we see that \( \epsilon = \frac{1}{\|v\|_2^2} + \frac{\|v\|_4^2}{\|v\|_2^2} \sqrt{\frac{\rho}{N}} \) defined in Theorem 3.2 satisfies
\[
\epsilon \leq \tilde{O} \left( N \rho \frac{n}{N^{3/2}} + \sqrt{\frac{n}{N}} \right) = \tilde{O}(\xi) \ll 1.
\]
Consequently, by Theorem 3.2, up to a sign flip of \( \tilde{u} \), it holds with probability \( 1 - o(1) \) that
\[
\|\tilde{y}_j^T \tilde{u} - v_j\| \leq \tilde{O} \left( \epsilon \cdot \left( |v_j| + \frac{1}{\sqrt{N}} \right) \right) \leq \tilde{O} \left( \frac{\xi}{\sqrt{N} \rho} \right)
\]
for all \( j \in [N] \), and
\[
\|\tilde{Y} \tilde{u} - v\| \leq \tilde{O}(\xi).
\]

A.8 Proof of Corollary 3.4

By assumption, we have \( \rho \gg \frac{1}{N} \) and \( |\rho - \frac{1}{N}| \geq c \) for a constant \( c \in (0, 0.1) \). Since \( v' \sim \mathcal{BR}(N, \rho) \), by Lemma B.2, there is an event \( \mathcal{E} \) of probability \( 1 - N^{-\omega(1)} \) on which
\[
\|v\|_0 - N \rho = \|v\|_0 - N \rho \leq \tilde{O} \left( \sqrt{N \rho} \right),
\]
where \( v = v'/\|v'|| \). Note that the nonzero entries of \( v \) are \( \pm 1/\sqrt{\|v\|_0} \), so we obtain
\[
\|v\|_2^2 \leq \frac{2}{N \rho}, \quad \|v\|_2 \geq \frac{1}{2N \rho}, \quad \|v\|_4 \geq \frac{3}{N \rho}.
\]
Conditional on the event \( \mathcal{E} \), the quantity \( \epsilon \) defined in (6) satisfies
\[
\epsilon = \tilde{O} \left( N \rho \frac{n}{N^{3/2}} + \sqrt{\frac{n}{N}} \right) \leq \tilde{O} \left( \frac{n \rho}{\sqrt{N}} + \sqrt{\frac{n}{N}} \right) \ll 1
\]
by the assumption \( \frac{n \rho}{\sqrt{N}} + \sqrt{\frac{n}{N}} \ll 1 \). By Theorem 3.2, up to a sign flip of \( \tilde{u} \), it holds with probability at least \( 1 - o(1) \) that
\[
|\tilde{y}_j^T \tilde{u} - v_j| \leq \tilde{O} \left( \epsilon \cdot \left( |v_j| + \frac{1}{\sqrt{N}} \right) \right) \leq \tilde{O} \left( \epsilon \cdot \frac{1}{\sqrt{N} \rho} \right) \ll \frac{1}{\sqrt{N} \rho}
\]
for all \( j \in [N] \). Since the nonzero entries of \( v \) are \( \pm 1/\sqrt{\|v\|_0} = \pm 1/\sqrt{N \rho} \), we can exactly recover the support of \( v \) and the signs of its entries by thresholding at the level \( 0.5 \cdot \max_{i \in [N]} |\tilde{y}_i^T \tilde{u}| \). A normalization then recovers \( v \).

A.9 Proof of Theorem 4.1

We first show that the test \( \tilde{y} \) succeeds under distribution \( \mathcal{P} \) (in Problem 1.6). We have \( v \sim \mathcal{BG}(N, \rho) \), and so there is a random subset \( S \subset [N] \) with support size \( |S| \sim \text{Binomial}(N, \rho) \) and, conditional on \( S \), the restriction of \( v \) on \( S \) is a \( N(0, \frac{1}{\sqrt{N \rho} I_S}) \) vector. Since \( \rho \gg 1/N \), it follows from Lemma B.2 that with probability \( 1 - N^{-\omega(1)} \),
\[
|S| - N \rho \leq \tilde{O} \left( \sqrt{N \rho} \right).
\]
Further, conditional on \( S \), it follows from Lemma B.6 (with \( p = 1, 2 \)) that with probability \( 1 - N^{-\omega(1)} \),
\[
\|v\|^2 - \frac{|S|}{N \rho} \leq \tilde{O} \left( \sqrt{\frac{|S|}{N \rho}} \right), \quad \|v\|_1 - |S| \sqrt{\frac{2}{\pi N \rho}} \leq \tilde{O} \left( \sqrt{\frac{|S|}{N \rho}} \right).
\]
The above bounds together imply that, with probability $1 - N^{-\omega(1)}$,

$$\|v\|^2 - 1 \leq \tilde{O}\left(\frac{1}{\sqrt{N\rho}}\right), \quad \|v\|_1 - \sqrt{\frac{2}{\pi} N\rho} \leq \tilde{O}(1).$$

Since $\|\tilde{v} - v\| \leq c_3$ by assumption, we obtain

$$\|\tilde{v}\| - 1 \leq \|v\| - 1 + \|\tilde{v} - v\| \leq 2 c_3$$

and

$$\|\tilde{v}\|_1 - \sqrt{\frac{2}{\pi} N\rho} \leq \|v\|_1 - \sqrt{\frac{2}{\pi} N\rho} + \|\tilde{v} - v\|_1 \leq \tilde{O}(1) + \sqrt{N}\|\tilde{v} - v\| \leq 2 c_3 \sqrt{N}.$$

Combining the above two bounds yields

$$\frac{\|\tilde{v}\|_1 - \sqrt{\frac{2}{\pi} N\rho}}{\|\tilde{v}\|} \leq \frac{\|v\|_1 - \sqrt{\frac{2}{\pi} N\rho}}{\|v\|} + \frac{\|\tilde{v}\|_1 - \|\tilde{v}\|_1}{\|\tilde{v}\|} \leq 2 c_3 \sqrt{N} + \|\tilde{v}\|_1 \left|\frac{1}{\|\tilde{v}\|} - 1\right| \leq 5 c_3 \sqrt{N}.$$

If $\rho \leq 1 - c_1$ and $c_3 = c_3(c_1) > 0$ is sufficiently small, then we have

$$\frac{\|\tilde{v}\|_1 - \sqrt{\frac{2}{\pi} N\rho}}{\|\tilde{v}\|} \geq \sqrt{\frac{2}{\pi} N} - \sqrt{\frac{2}{\pi} N\rho} - \frac{\|\tilde{v}\|_1 - \|\tilde{v}\|_1}{\|\tilde{v}\|} \geq \sqrt{\frac{2}{\pi} N} \cdot \frac{c_1}{2} - 5 c_3 \sqrt{N} \geq \frac{c_1}{4} \sqrt{N}.$$

Therefore, the test $\tilde{\psi}$ succeeds in identifying $\mathcal{P}$ with probability at least $1 - \delta - N^{-\omega(1)}$.

We now show that $\tilde{\psi}$ succeeds under distribution $\mathcal{Q}$. Now the matrix $\tilde{Y}$ has i.i.d. $N(0, \frac{1}{\pi} I_N)$ entries. Thus, by Lemma B.9, for any constant $c_4 > 0$,

$$\mathbb{P}\left\{ \max_{u \in \mathbb{R}^n} \left| \frac{\|\tilde{Y} u\|}{\|u\|} - 1 \right| \geq c_4 \right\} \leq N^{-\omega(1)}$$

and

$$\mathbb{P}\left\{ \max_{u \in \mathbb{R}^n} \left| \frac{\|\tilde{Y} u\|_1}{\|u\|} - \sqrt{\frac{2N}{\pi}} \right| \geq c_4 \sqrt{N} \right\} \leq N^{-\omega(1)},$$

provided $N \geq C_2 n$ for a constant $C_2 = C_2(c_4) > 0$. As a result, with probability $1 - N^{-\omega(1)}$, we have

$$\left| \frac{\|\tilde{Y} u\|_1}{\|\tilde{Y} u\|} - \sqrt{\frac{2N}{\pi}} \right| \leq \left| \frac{\|\tilde{Y} u\|_1}{\|u\|} - \sqrt{\frac{2N}{\pi}} \right| + \left| \frac{\|\tilde{Y} u\|_1}{\|\tilde{Y} u\|} - \frac{\|\tilde{Y} u\|_1}{\|u\|} \right| \leq c_4 \sqrt{N} + \frac{\|\tilde{Y} u\|_1}{\|u\|} \left|\frac{\|u\|}{\|\tilde{Y} u\|} - 1\right| \leq 2 c_4 \sqrt{N}$$

for every nonzero $u \in \mathbb{R}^n$, provided $c_4$ is sufficiently small. In particular, since $\tilde{v}$ is in the column span of $\tilde{Y}$, we have $\tilde{v} = \tilde{Y} u$ for some $u \in \mathbb{R}^n$. The test $\tilde{\psi}$ then succeeds in identifying $\mathcal{Q}$ with probability at least $1 - N^{-\omega(1)}$, provided $c_4 = c_4(c_1) > 0$ is sufficiently small.

### A.10 Proof of Theorem 4.3

Under $\mathcal{P}$ in Problem 1.6, by Proposition 5.1, it holds with probability at least $1 - \delta$ that

$$\left| \|\tilde{M}\| - \|v\|_4^4 - \frac{3}{N} \right| = \left| \|M\| - \|v\|_4^4 - \frac{3}{N} \right| \leq \eta,$$

where $\eta$ is defined by (9). Since $v \sim \mathcal{B}(N, \rho)$ where $\frac{1}{\rho} \ll \rho \leq 1 - c$, similar to the proof of Corollary 3.3, we can use Lemmas B.2 and B.6 to show that the following holds with probability $1 - N^{-\omega(1)}$: 
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• \( \|v\|_0 \leq 2N\rho \);
• \( \|v\|_\infty \leq \tilde{O}(\frac{1}{\sqrt{N}\rho}) \);
• \( |\|v\|_2^2 - 1| \leq \tilde{O}(\frac{1}{\sqrt{N}\rho}) \);
• \( \|v\|_4^4 \leq \|v\|_0 \|v\|_\infty^4 \leq \tilde{O}(\frac{1}{N\rho}) \);
• \( \|v\|_6^6 \leq \|v\|_0 \|v\|_\infty^6 \leq \tilde{O}(\frac{1}{(N\rho)^{3/2}}) \);

and, crucially,

\[
\left| \|v\|_4^4 - \frac{3}{N} \right| \geq \frac{3}{N\rho} - \frac{3}{N} - \left| \|v\|_2^2 - \frac{3}{N\rho} \right| \geq \frac{3}{N} - \frac{1}{\rho} - \tilde{O}\left(\frac{1}{(N\rho)^{3/2}}\right) \geq \frac{2c}{\sqrt{N}}.
\]  

(89)

Then the quantity \( \eta \) defined in (9) satisfies

\[
\frac{\eta}{\|v\|_4^4 - \frac{3}{N}} \leq \frac{N\rho}{2c} \cdot \tilde{O}\left(\frac{n}{N3/2} + \frac{\sqrt{n}}{N3/2} \frac{\sqrt{N\rho}}{\rho} + \frac{\sqrt{n}}{N3/2} \frac{\sqrt{N\rho}}{\rho} + \frac{n}{N2} \frac{\sqrt{N\rho}}{\rho} + \frac{n3/2}{N} \frac{\sqrt{N\rho}}{\rho} + \frac{1}{N3/2} \frac{\sqrt{N\rho}}{\rho}\right)
\leq \tilde{O}\left(\frac{np}{\sqrt{N}} + \frac{\sqrt{n}}{\sqrt{N}}\right) \leq \frac{1}{2}
\]

by the assumptions \( n\rho \ll \sqrt{N} \) and \( n \ll N \). Combining the above bound with (88) and (89) gives

\[
\|\tilde{M}\| \geq \left| \|v\|_4^4 - \frac{3}{N} - \eta \geq \frac{1}{2} \right| \|v\|_4^4 - \frac{3}{N} \geq \frac{c}{\sqrt{N}}.
\]

Under \( Q \) in Problem 1.6, we continue to let \( M \) be defined by (8) so that

\[
\|\tilde{M}\| = \|M\| = \left\| \sum_{i=1}^{N} \left( \|y_i\|^2 \frac{-n}{N} \right) y_i y_i^\top - \frac{3}{N} I_n \right\|
\leq \left\| \sum_{i=1}^{N} \left( \|y_i\|^2 \frac{n}{N} \right) y_i y_i^\top - \frac{2}{N} I_n \right\| + \left\| \sum_{i=1}^{N} \frac{1}{N} y_i y_i^\top - \frac{1}{N} I_n \right\|
\]

where \( y_i \) are i.i.d. \( \mathcal{N}(0, \frac{1}{N} I_n) \) vectors. Therefore, we can apply Lemmas A.5 and B.7 to bound the two terms respectively to obtain

\[
\|\tilde{M}\| \leq \tilde{O}\left(\frac{n}{N3/2} + \frac{n3/2}{N} \frac{\sqrt{N\rho}}{\rho} + \frac{\sqrt{n}}{N3/2} \frac{\sqrt{N\rho}}{\rho} \right) \leq \tilde{O}\left(\frac{n}{N3/2}\right) \leq \frac{c}{4N\rho}
\]

with probability \( 1 - N^{-\omega(1)} \), under the condition \( n\rho \ll \sqrt{N} \).

### A.11 Preliminaries for the Lower Bounds

We state and prove some preliminary results that are used in Section 6.2.

**Lemma A.14.** Consider the distribution \( \mathcal{P} \) in Problem 6.1 and suppose the first \( D \) moments of \( \nu \) are finite. Then

\[
\text{Adv}^2_{\exists \alpha} = \sum_{\alpha \in \mathbb{N}^{\times n}, |\alpha| \leq D} \left( \mathbb{E}_{y \sim \mathcal{P}} [H_\alpha(y)] \right)^2.
\]
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Proof. A polynomial \( f : \mathbb{R}^{N \times n} \to \mathbb{R} \) of degree at most \( D \) can be expanded as \( f = \sum_{|\alpha| \leq D} \hat{f}_\alpha H_\alpha \) where \( \alpha \in \mathbb{N}^{N \times n} \) and \( \hat{f}_\alpha \in \mathbb{R} \). Let \( c_\alpha = \mathbb{E}_\mathcal{P}[H_\alpha] \). Treating \( \hat{f} \) and \( c \) as vectors indexed by \( \alpha \), we have from (7) that

\[
\text{Adv}_{\leq D} = \max_{f} \frac{\langle \hat{f}, c \rangle}{\|f\|}
\]

and so the optimizer is \( \hat{f} = c \), from which the result \( \text{Adv}_{\leq D} = \|c\| \) follows. \( \square \)

B Probability and Linear Algebra Tools

We state some basic tools from probability and linear algebra, all of which are standard. Recall that (see, for example, Proposition 2.7.1 of [Ver18]) a random variable \( X \) is sub-exponential with parameter \( K > 0 \) if

\[
\mathbb{E}[\exp(\lambda X)] \leq \exp(K^2 \lambda^2), \quad \text{for all } \lambda \in [-1/K, 1/K].
\]

Lemma B.1 (Bernstein’s inequality for sub-exponential distributions, Theorem 2.8.1 of [Ver18]). Let \( X_1, \ldots, X_N \) be independent, zero-mean random variables. Suppose that \( X_i \) is sub-exponential with parameter \( K_i > 0 \) for each \( i \in [N] \). Then there exists a universal constant \( C > 0 \) such that for any \( \delta \in (0, 1) \), we have

\[
P \left\{ \sum_{i=1}^{N} X_i \geq C \left( \sqrt{\sum_{i=1}^{N} K_i^2 \cdot \log \frac{1}{\delta}} + \max_{i \in [N]} K_i \cdot \log \frac{1}{\delta} \right) \right\} \leq \delta.
\]

Lemma B.2 (Bernstein’s inequality for bounded distributions, Theorem 2.8.4 of [Ver18]). Let \( X_1, \ldots, X_N \) be independent, zero-mean random variables such that \( |X_i| \leq K \) almost surely for a constant \( K > 0 \) and each \( i \in [N] \). Then there exists a universal constant \( C > 0 \) such that for any \( \delta \in (0, 1) \), we have

\[
P \left\{ \sum_{i=1}^{N} X_i \geq C \left( \sqrt{\sum_{i=1}^{N} \mathbb{E}[X_i^2] \cdot \log \frac{1}{\delta}} + K \cdot \log \frac{1}{\delta} \right) \right\} \leq \delta.
\]

Lemma B.3 (Matrix Bernstein with truncation). Let \( S_1, \ldots, S_N \) be independent \( n_1 \times n_2 \) random matrices. For each \( i \in [N] \), suppose that there is an event \( \mathcal{E}_i \) measurable with respect to \( S_i \) such that \( P(\mathcal{E}_i^c) \geq 1 - \delta_1 \) for \( \delta_1 \in (0, 1) \) and \( \|S_i - \mathbb{E}[S_i]\| \leq L \) almost surely, where \( S_i := S_i \cdot 1(\mathcal{E}_i) \). Let \( \sigma > 0 \) be defined so that

\[
\sigma^2 = \left\| \sum_{i=1}^{N} \left( \mathbb{E}[S_i S_i^\top] - \mathbb{E}[S_i^\top] \mathbb{E}[S_i] \right) \right\| \vee \left\| \sum_{i=1}^{N} \left( \mathbb{E}[S_i^\top S_i] - \mathbb{E}[S_i^\top] \mathbb{E}[S_i] \right) \right\|.
\]

Moreover, suppose that \( \|\mathbb{E}[S_i] - \mathbb{E}[S_i]\| \leq \Delta \) for a fixed \( \Delta > 0 \) and all \( i \in [N] \). Then for any \( \delta_2 \in (0, 1) \),

\[
P \left\{ \left\| \sum_{i=1}^{N} (S_i - \mathbb{E}[S_i]) \right\| \geq 2\sigma \sqrt{\log \frac{n_1 + n_2}{\delta_2} + \frac{4L}{3} \log \frac{n_1 + n_2}{\delta_2} + N\Delta} \right\} \leq N\delta_1 + \delta_2.
\]

Proof. Applying the matrix Bernstein inequality (Theorem 1.6.2 of [Tro15]) to \( \tilde{S}_i \), we obtain

\[
P \left\{ \left\| \sum_{i=1}^{N} (\tilde{S}_i - \mathbb{E}[\tilde{S}_i]) \right\| \geq 2\sigma \sqrt{\log \frac{n_1 + n_2}{\delta_2} + \frac{4L}{3} \log \frac{n_1 + n_2}{\delta_2}} \right\} \leq \delta_2.
\]

Using that \( \|\mathbb{E}[S_i] - \mathbb{E}[\tilde{S}_i]\| \leq \Delta \) and that \( S_i = \tilde{S}_i \) with probability at least \( 1 - \delta_1 \), we can complete the proof by a triangle inequality and a union bound. \( \square \)
Lemma B.4 (Hanson–Wright [RV13]). Let $X \sim \mathcal{N}(0,I_n)$ and fix a matrix $H \in \mathbb{R}^{n \times n}$. There exists a universal constant $C > 0$ such that for any $\delta \in (0,1)$,

$$\mathbb{P} \left\{ \left| X^\top H X - \mathbb{E}[X^\top H X] \right| \geq C \left( \|H\|_F \sqrt{\log(1/\delta)} + \|H\| \log(1/\delta) \right) \right\} \leq \delta.$$ 

Lemma B.5 (Chi-square tail bound). Let $Y$ be a chi-square random variable with $n$ degrees of freedom. There exists a universal constant $C > 0$ such that for any $\delta \in (0,1)$,

$$\mathbb{P} \left\{ |Y - n| \geq C \left( \sqrt{n \log(1/\delta)} + \log(1/\delta) \right) \right\} \leq \delta.$$ 

Lemma B.6 ($\ell_p$-norm of a Gaussian vector). Let $Z$ be a $\mathcal{N}(0,I_n)$ Gaussian vector, and let $Z_1$ denote its first entry. Fix a positive integer $p$. There exists a constant $C_p > 0$ such that for any $\delta \in (0,1),

$$\mathbb{P} \left\{ \left| \|Z\|_p^p - n \mathbb{E}[|Z_1|^p] \right| \geq C_p \sqrt{n \log^{p/2}(1/\delta)} \right\} \leq \delta.$$ 

Proof. Concentration of a polynomial of Gaussians is a well-studied topic (see, e.g., [Lat06]). The above simple bound follows immediately from Theorem 1.9 of [SS12].

Lemma B.7 (Sample covariance concentration, (5.25) of [Ver10]). Let $X_1, \ldots, X_N$ be i.i.d. $\mathcal{N}(0,I_n)$ vectors. There exists a universal constant $C > 0$ such that for any $\delta \in (0,1),

$$\mathbb{P} \left\{ \left| \frac{1}{N} \sum_{i=1}^N X_i X_i^\top - I_n \right| \geq C \left( \frac{\sqrt{n + \log(1/\delta)}}{N} + \frac{n + \log(1/\delta)}{N} \right) \right\} \leq \delta.$$ 

Lemma B.8 (Davis–Kahan, Theorem 4 of [OVW18]). Let $A$ and $B$ be $n \times n$ matrices. Let $u$ and $v$ be the leading left (or right) singular vectors of $A$ and $B$ respectively. Let $\Delta > 0$ denote the gap between the largest and the second largest singular value of $A$. Up to a sign flip of $v$, we have

$$\|u - v\| \leq \sqrt{2} \sin \Theta(u,v) \leq 2 \sqrt{2 \frac{\|A - B\|}{\Delta}}.$$ 

Lemma B.9. Let $G$ be an $n \times n$ matrix with i.i.d. standard Gaussian entries. For any constant $c_1 > 0$, there exist constants $C_2, c_3 > 0$ such that if $N \geq C_2 n$, then

$$\mathbb{P} \left\{ \max_{u \in \mathbb{R}^n} \frac{\|Gu\|}{\|u\|} - \sqrt{n} \geq c_1 \sqrt{N} \right\} \leq 2 \exp(-N) \quad \text{(91)}$$

and

$$\mathbb{P} \left\{ \max_{u \in \mathbb{R}^n} \frac{\|Gu\|_1}{\|u\|} - \sqrt{\frac{2}{\pi}} N \geq c_1 N \right\} \leq 2 \exp(-c_3 N). \quad \text{(92)}$$

Proof. First, (91) is a consequence of Theorem 4.6.1 of [Ver18]. Second, (92) follows from Lemma A.14 of [QSW16]. To be more precise, the error probability in Lemma A.14 of [QSW16] has the form $2 \exp(-c_3 n)$ with $n$ in the exponent, but it is easy to see from the proof that the error probability is in fact at most $2 \exp(-c_3 N).$
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