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Abstract

This paper introduces pixel-wise prediction based visual odometry (PWVO), which is a dense prediction task that evaluates the values of translation and rotation for every pixel in its input observations. PWVO employs uncertainty estimation to identify the noisy regions in the input observations, and adopts a selection mechanism to integrate pixel-wise predictions based on the estimated uncertainty maps to derive the final translation and rotation. In order to train PWVO in a comprehensive fashion, we further develop a data generation workflow for generating synthetic training data. The experimental results show that PWVO is able to deliver favorable results. In addition, our analyses validate the effectiveness of the designs adopted in PWVO, and demonstrate that the uncertainty maps estimated by PWVO is capable of capturing the noises in its input observations.
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1. Introduction

Visual odometry (VO) is the process of inferring the correspondence of pixels or features via analyzing the associated camera images, and determining the position and orientation of a robot. Conventionally, the process of VO takes raw RGB images as inputs, derives the correspondence from them, and estimates the changes in translation and rotation of the camera viewpoints between consecutive image frames. This process enables a robot to derive its entire trajectory from its observed images over a period of time. In the past decade, there have been a number of VO methods proposed in the literature [1–22, 26–29]. The requirement of estimating such changes from raw images, however, often causes those methods to suffer from the existence of noises coming from moving objects, as the correspondence extracted from those moving objects might not be directly related to the motion of the camera viewpoint. This leads to degradation in accuracy when performing VO, and limits previous methods to further improve.

In order to deal with the above issue, the objectives of this paper are twofold: (1) validating the fact that the noises from moving objects would degrade the performance of VO, and (2) investigating and proposing an effective approach to mitigate the impacts from them. Instead of embracing VO frameworks that are based on raw RGB inputs [1–22, 26–29], in this work, we focus the scope of our discussion on deriving relative translation and rotation from intermediate representations [23–25, 30, 31], which include extracted optical flow maps, depth maps, as well as known camera intrinsic. Specifically, we aim to derive and validate our method based on clear intermediate representations, decoupling the influences of inaccurate features and correspondence from from the feature extraction processes.

The first step toward the aforementioned objectives is to develop a mechanism that allows the noises of moving objects from those intermediate representations to be either filtered out or suppressed. Past researchers have explored three different directions: (i) semantic masks, (ii) attention mechanisms, and (iii) uncertainty estimation. Among them, semantic masks require another separate segmentation model to discover potential moving objects (e.g., cars, pedestrians, etc.) [32–35]. Attention mechanisms seek the clues of possible candidates from intermediate representations [26–29, 32–39], which include extracted optical flow maps, depth maps, as well as known camera intrinsic. Specifically, we aim to derive and validate our method based on clear intermediate representations, decoupling the influences of inaccurate features and correspondence from from the feature extraction processes.

不确定性估计，另一方面，隐式地捕捉了噪声并使得模型能够对观测到的随机性作出响应 [11, 22, 40–45]. 所有这些方向都已经在视觉定位的领域中得到尝试。尽管如此，以前的努力已经集中在从原始输入观测值中预测单个的平移和旋转值，忽略所隐藏的更丰富的信息。因此，我们提出采用不确定性估计作为杠杆，利用这种信息，并进一步将视觉定向扩展到基于像素-级的预测。这种概念可以被视为注意力机制的一个隐式形式。

与传统视觉定位方法不同，图像-级
prediction based VO (or simply "PWVO" hereafter) is designed as a dense prediction task, which evaluates the values of translation and rotation for every pixel in its input observations. PWVO first performs predictions for all pixels in the input observations, and then integrates these local predictions into a global one. As PWVO is based on pixel-wise predictions, such a nature allows it to suppress noisy regions through the usage of uncertainty maps. The regions with high uncertainty are likely to be noises (e.g., moving objects), and should not be considered in the final global prediction. As a result, a weighting and selection strategy is specifically tailored for PWVO to aggregate the local predictions from its input pixels.

In order to validate the advantages of PWVO, we further develop a data generation workflow, which features a high degree of freedom to generate intermediate representations for PWVO. The workflow is fully configurable, and allows various setups of camera intrinsic, viewpoint motion, extrinsic range, as well as a diverse range of the number, size, and speed for moving objects. Such a flexibility enables the training data to be comprehensive, and prevents PWVO from overfitting to the setups of a certain existing dataset. In our experiments, we examine the effectiveness of PWVO in terms of its accuracy, saliency maps, as well as factorized optical maps. We further present a set of ablation analyses to justify the design decisions adopted by PWVO. The main contribution of this paper is the introduction of pixel-wise predictions in VO, and the dataset generation workflow.

The paper is organized as follows. Section 2 reviews the related work in the literature. Section 3 walks through the PWVO framework and its components. Section 4 describes the dataset generation workflow. Section 5 reports the experimental results. Section 6 discusses the limitations and future directions. Section 7 concludes the paper. Please note that the essential background material, hyperparameter setups, additional results, and our reproducible source codes are offered in the supplementary material.

2. Related Work

Traditional VO methods are based on multiview geometry. According to the algorithms adopted by them, these methods can be roughly categorized into either feature-based [46–48] or direct [49–51] methods. The former involves correspondences between image frames by using sparse key points, while the latter attempts to recover camera poses by minimizing the image warping photometric errors. Both categories suffer from the scale drift issue if the absolute depth scale is unknown. The authors in [2, 3] pioneered the usage of convolutional neural networks (CNNs) to learn camera pose estimation with various types of loss functions and model architectures. The authors in [5, 10, 15, 16] proposed to directly regress six degrees of freedom (6-DoF) camera poses through weighted combinations of position and orientation errors. Methods employing geometric re-projection errors [13] and visual odometry constraints [10, 18, 19] were also introduced in the literature. Moreover, the authors in [17, 20] attempted to train their models with extra synthetic data, while the authors in [4] trained their VO models from videos using recurrent neural networks. Furthermore, the technique proposed in [5] adopted an end-to-end approach that merges camera inputs with inertial measurement unit (IMU) readings using an LSTM network. Most of these image-based localization methods perform VO via retrieving information from input images. As a result, feature extraction is critical to their performance, which in turn impacts their generalizability to challenging scenarios. To reduce the impacts from feature extraction stages, some researchers [23–25] proposed to use optical flow maps as inputs instead of RGB images. The authors in [24] further proposed to utilize autoencoder networks to learn a better representations for their optical flow maps. To eliminate the noises from input observations, a number of researchers have investigated attention based VO methods [21, 26–28, 32, 36–38] and uncertainty based VO methods [22, 41, 44, 45] as well to mitigate the impacts of moving objects from their input observations.

3. Methodology

In this section, we first formally define our problem formulation, and provide an overview of the PWVO framework. Next, we describe the two constituent stages in PWVO. Finally, we introduce the refinement strategy as well as the total loss term, and elaborate on the rationale behind them.

3.1. Problem Formation

Given an optical flow field $F_{\text{total}} \in \mathbb{R}^{H \times W \times 2}$, depth maps $(D_i, D_{i+1}) \in \mathbb{R}^{H \times W \times 1}$, two dimensional pixel coordinates $x \in \mathbb{R}^{H \times W \times 2}$, and the camera intrinsic $K_i \in \mathbb{R}^{3 \times 3}$, the proposed PWVO framework aims at predicting a tuple of camera rotation $\gamma_i \in \mathbb{R}^3$ and translation $\phi_i \in \mathbb{R}^3$, where $i$ denotes the frame index, and $H, W$ represent the height and width of the input frames, respectively.

In order to achieve the above objective, PWVO first performs pixel-wise predictions of the camera motion $(\bar{R}_i, \bar{T}_i)$, where $\bar{R}_i \in \mathbb{R}^{H \times W \times 3}$ and $\bar{T}_i \in \mathbb{R}^{H \times W \times 3}$ correspond to the pixel-wise rotation and translation maps, respectively. In addition, PWVO further generates an uncertainty map tuple $(\bar{U}^R_i, \bar{U}^T_i)$, where $\bar{U}^R_i \in \mathbb{R}^{H \times W \times 3}$ and $\bar{U}^T_i \in \mathbb{R}^{H \times W \times 3}$, to reflect the uncertainty (i.e., noises) in the input observations. The predicted $(\bar{R}_i, \bar{T}_i)$ are then used along with $(\bar{U}^R_i, \bar{U}^T_i)$ to derive the final $(\gamma_i, \phi_i)$.

3.2. Overview of the PWVO Framework

Fig. 1 illustrates the proposed PWVO framework, which consists of two stages: (i) an encoding stage and (ii) a pixel-wise prediction stage. The function of the encoding stage is
to encode the inputs (i.e., $F_{i}^{\text{total}}$, $D_i$, $D_{i+1}$, and $x$) by a series of convolutional operations into a feature embedding $\psi$, which bears the motion information concealed in the inputs. This embedding is then forwarded to the pixel-wise prediction stage to generate $(\hat{R}_i, \hat{T}_i)$ and $U_i$ by two separated branches. The uncertainty map $U_i$ is utilized to reflect the noises contained in the inputs. On the other hand, the predicted $(\hat{R}_i, \hat{T}_i)$ and $U_i$ are later fed into a selection module, which employs a patch selection procedure to mitigate the impacts of the regions that may potentially contain moving objects by referring to $U_i$, and aggregates the weighted predictions to derive the final $(\hat{\gamma}_i, \hat{\phi}_i)$. In order to further refine the predicted $(\hat{\gamma}_i, \hat{\phi}_i)$, PWVO additionally reconstructs an ego flow prediction $F_{i}^{\text{ego}} \in \mathbb{R}^{H \times W \times 2}$ as well as a depth map $D_{i+1} \in \mathbb{R}^{H \times W \times 1}$ based on $(\hat{\gamma}_i, \hat{\phi}_i)$. The reconstructed $F_{i}^{\text{ego}}$, $D_{i+1}$, and $(\hat{\gamma}_i, \hat{\phi}_i)$ are then compared against their corresponding ground truth labels $F_{i}^{\text{ego}}$, $D_{i+1}$, and $(\gamma_i, \phi_i)$ respectively to optimize the model parameters $\theta$ in PWVO through backward propagation.

3.3. Encoding Stage

The encoding stage forwards $F_{i}^{\text{total}}$, $D_i$, $D_{i+1}$, and $x$ through three distinct branches, which are then followed by an encoder to transform the concatenated feature embeddings from the outputs of the three branches into $\psi$. In addition to the flow and depth information, the last branch of the encoding stage is designed to encapsulate the positional clues of $x$. This encapsulation process allows PWVO to learn translation dependence [52], and is expressed as:

$$X_i^p = K_i^{-1} x_i^p, K_i \in \mathbb{R}^{3 \times 3}, x_i^p \in \mathbb{R}^3, N \in \mathbb{R}^{(H \times W)},$$  \hspace{1cm} (1)

where $p$ denotes the pixel index, $X_i^p$ represents the three dimensional coordinates in the film space, and $N$ is the pixel number $H \times W$. Eq. (1) reveals that the third branch of the encoding stage allows the information of the camera intrinsic and $x$ to be carried over to $\psi$. This can potentially benefit PWVO to possess better understanding about positioning and translation dependence, as the motion features provided by $F_{i}^{\text{total}}$ and the coordinate information offered by $x$ can complement each other.

3.4. Pixel-Wise Prediction Stage

The pixel-wise prediction stage first utilizes two decoders $\text{Decoder-rt}$ and $\text{Decoder-un}$, as depicted in Fig. 1, to upsample $\psi$ to $(\hat{R}_i, \hat{T}_i)$ and $(\hat{U}_i^R, \hat{U}_i^T)$, respectively. In the following subsections, we elaborate on the distribution learning procedure and the selection module.

3.4.1 Distribution Learning

The distribution learning procedure in PWVO aims at learning the posterior probability distributions of rotation and translation at each pixel. Assume that the noises are modeled as Laplacian, this procedure can be carried out by leveraging the concept of heteroscedastic aleatoric uncertainty of deep neural networks (DNNs) discussed in [40]. More specifically, $(\hat{R}_i, \hat{T}_i)$ and $(\hat{U}_i^R, \hat{U}_i^T)$ are learned together by minimizing the loss terms $\mathcal{L}_i^R$ and $\mathcal{L}_i^T$ for all pixels, which can be expressed as the following:

$$\mathcal{L}_i^R = \frac{1}{N} \sum_{p=1}^{N} \mathcal{E}^{R}(\hat{\gamma}_i, \hat{\phi}_i^p) + \log(\hat{U}_i^R(p)), \hspace{1cm} (2)$$

$$\mathcal{L}_i^T = \frac{1}{N} \sum_{p=1}^{N} \mathcal{E}^{T}(\hat{\phi}_i, \hat{\phi}_i^p) + \log(\hat{U}_i^T(p)), \hspace{1cm} (3)$$

where $\mathcal{E}^{R}(x, y) = \|x - y\|$ and $\mathcal{E}^{T}(x, y) = \|\langle x \rangle - \langle y \rangle\| + \|(x) - (y)\|^2$ serve as loss function for rotation and translation, respectively, $\langle \cdot \rangle$ denotes the Euclidean normalization vector, and $(\hat{R}_i^p, \hat{T}_i^p)$ and $(\hat{U}_i^R(p), \hat{U}_i^T(p))$ represent the means and variances of the probability distributions of rotation and translation at pixel $p$, respectively. Please note that $(\hat{U}_i^R(p), \hat{U}_i^T(p))$ are learned implicitly, and the second terms in Eqs. (2) and (3) regulate the scales of them. The loss functions allow PWVO to adapt its uncertainty estimation for different pixels, which in turn enhance its robustness to noisy data or erroneous annotations.
In practice, Decoder-un is modified to predict log variance, and Eqs. (2)-(3) are reformulated as follows:

\[
\hat{L}_i^R = \frac{1}{N} \sum_{p=1}^{N} \exp(-\hat{s}_i^R(p)) \cdot \mathcal{E}^R(\gamma_i, \hat{R}_i^p) + \hat{s}_i^R(p), \tag{4}
\]

\[
\hat{L}_i^T = \frac{1}{N} \sum_{p=1}^{N} \exp(-\hat{s}_i^T(p)) \cdot \mathcal{E}^T(\varphi_i, \hat{T}_i^p) + \hat{s}_i^T(p). \tag{5}
\]

where \(\hat{s}_i^R(p) = \log(\hat{U}_i^R(p))\), \(\hat{s}_i^T(p) = \log(\hat{U}_i^T(p))\). This modification allows the training progress of PWVO to be stabler than the original formulation, as it avoids errors resulted from division by zero. Moreover, the exponential mapping enables PWVO to regress unconstrained \(\hat{s}_i^R(p)\) and \(\hat{s}_i^T(p)\), as \(\exp(\cdot)\) guarantees the outputs to be positive.

### 3.4.2 Selection Module

Fig. 2 illustrates the mechanism behind the selection module, which aims to derive \((\tilde{\gamma}_i, \tilde{\varphi}_i)\) from \((R_i, T_i)\) and \((\hat{U}_i^R(p), \hat{U}_i^T(p))\). It adopts a hierarchical derivation procedure, in which \(H \times W\) pixels of a frame are first grouped into \(h \times w\) patches of size \(k \times k\) pixels, where \(h = H/k, w = W/k\). The rotation, translation, and uncertainty maps for each patch can then be directly extracted from the original ones, and are represented as \((\tilde{r}_{l,m}, \tilde{t}_{l,m})\) and \((\tilde{u}_{l,m}, \tilde{u}_{l,m})\), where \(l\) and \(m\) denote the row and the column indices of a certain patch. The selection module next selects the pixel with the lowest uncertainty value within each patch, represented as: \(p_{l,m}^R = \text{argmin}(\tilde{u}_{l,m}^R), p_{l,m}^T = \text{argmin}(\tilde{u}_{l,m}^T)\), where \(p_{l,m}^R\) and \(p_{l,m}^T\) are the pixel indices corresponding to patch \((l, m)\). They are used to derive the final \((\tilde{\gamma}_i, \tilde{\varphi}_i)\) as:

\[
\tilde{\gamma}_i = \frac{1}{h} \sum_{l=1}^{h} \frac{1}{w} \sum_{m=1}^{w} \mathcal{W}_{l,m}^R \cdot \tilde{r}_{l,m}(p_{l,m}^R), \tag{6}
\]

\[
\mathcal{W}_{l,m}^R = \frac{\exp(\tilde{u}_{l,m}^R(p_{l,m}^R))}{\sum_{l=1}^{h} \sum_{m=1}^{w} \exp(\tilde{u}_{l,m}^R(p_{l,m}^R))}. \tag{7}
\]

\[
\tilde{\varphi}_i = \frac{1}{h} \sum_{l=1}^{h} \frac{1}{w} \sum_{m=1}^{w} \mathcal{W}_{l,m}^T \cdot \tilde{t}_{l,m}(p_{l,m}^T), \tag{8}
\]

\[
\mathcal{W}_{l,m}^T = \frac{\exp(\tilde{u}_{l,m}^T(p_{l,m}^T))}{\sum_{l=1}^{h} \sum_{m=1}^{w} \exp(\tilde{u}_{l,m}^T(p_{l,m}^T))}. \tag{9}
\]

The advantage of the hierarchical procedure is that it enforces \((\tilde{\gamma}_i, \tilde{\varphi}_i)\) to be derived from all the patches from the entire image instead of focusing on a certain local region.

### 3.5. Refinement and Total Loss Adopted by PWVO

In order to further refine the predicted \((\tilde{\gamma}_i, \tilde{\varphi}_i)\), PWVO additionally reconstructs \(\hat{F}_{ego}^i\) and \(\hat{D}_{t+1}\) based on \((\tilde{\gamma}_i, \tilde{\varphi}_i)\), and compare them against their ground truth labels \(F_{ego}^i\) and \(\hat{D}_{t+1}\) to optimize the model parameters in both stages of PWVO. The total loss of PWVO can be formulated as:

\[
\hat{L}_i^{\text{total}} = \hat{L}_i^R + \hat{L}_i^T + \hat{L}_i^D + \hat{L}_i^F, \tag{10}
\]

\[
\hat{L}_i^D = \frac{1}{N} \sum_{p=1}^{N} \| \hat{F}_{ego}^i(p) - F_{ego}^i(p) \|_2
\]

\[
\hat{L}_i^F = \frac{1}{N} \sum_{p=1}^{N} \| (\hat{1} / \hat{D}_{t+1} \hat{K}_i \hat{M}_i \hat{X}_i^p - \hat{X}_i^p) - (\hat{F}_{ego}^i(p)) \|_2. \tag{11}
\]

As a result, \(\hat{L}_i^F\) implicitly introduces geometric constraints for improving the estimation of \((\tilde{\gamma}_i, \tilde{\varphi}_i)\).

### 4. Data Generation Workflow

In this section, we introduce our data generation workflow for generating synthetic training data. The workflow is developed to be fully configurable, with an aim to provide various setups of camera intrinsic \(K\), background depth \(D_{t}\), where \(t\) represents the current timestep, as well as diverse combinations of the motions of the camera and the moving objects. Fig. 3 illustrates the data generation workflow.
which consists of five distinct steps. Step 1 initializes a $K$ by sampling from a distribution, which is detailed in the supplementary material. Step 2 randomly generates a $D$ based on the focal lengths in $K$. Step 3 randomly initializes the rotation $\gamma$ and translation $\varphi$ for the camera and a set of moving objects, and use them to derive their corresponding transformation matrices $M$. Subsequently, in Step 4, each transformation matrix is forwarded along with $K$ and $D$, to a rigid flow module to derive a rigid flow map $F^{\text{rigid}}$. The derivation procedure can be formulated as:

$$F^{\text{rigid}} = \frac{1}{2} \mathbf{K}(\mathbf{D}) \mathbf{K}^{-1} \mathbf{x} - \mathbf{x}, \quad M = \begin{bmatrix} \mathbf{r}(\gamma) & \varphi \\ 0 \mathbf{I} & 1 \end{bmatrix}$$ (10)

where $\mathbf{r}(\cdot)$ represents the function that transforms a Euler angle to a rotation matrix. Please note that the rigid flow map derived from the camera motion is referred to as the ego flow map $F^{\text{ego}}$, while the rigid flow maps derived from the motions of the moving objects correspond to the object flow maps $F^{\text{obj}}$. Finally, Step 5 combines all the flow maps together to obtain the total flow map $F^{\text{total}}$. The generated $F$, $K$, $D$, and $M$ are all used in Eq. (8) for training the model parameters in PWVO.

5. Experimental Results

In this section, we present the setups, the quantitative and qualitative results, and a set of analyses.

5.1. Experimental Setup

In order to evaluate the performance of PWVO, the effectiveness of each component of PWVO, as well as the proposed data generation workflow, we design a number of experiments based on the following experimental setups. We train PWVO on a dataset of 100k samples generated by the proposed data generation workflow, and evaluate the trained PWVO on the validation sets of Sintel [54] and the TartanAir [55]. The detailed configuration for generating the training dataset is provided in the supplementary material. The trained PWVO is then evaluated using the following baselines that adopt different mechanisms for suppressing noisy regions in the input observations. Next, we ablative examine the effectiveness of the components in PWVO. Therefore, all of our quantitative results are evaluated on the validation set of Sintel [54], as it includes moving objects in the optical flow data samples.

5.2. Quantitative Results

In this section, we first compare PWVO against two baselines that adopt different mechanisms for suppressing noisy regions in the input observations. Next, we ablative examine the effectiveness of the components in PWVO. The primary objective of our paper is to investigate an effective VO method for suppressing the noises from moving objects contained in inputs. Although the TartanAir dataset [55] consists of lots of training data, its optical flow samples do not contain moving objects, making it inappropriate for our experiments. Therefore, all of our quantitative results are evaluated on the validation set of Sintel [54], as it includes moving objects in the optical flow data samples.

| Method               | EPE   | $R_{\text{err}}$ | $T_{\text{err}}$ |
|----------------------|-------|------------------|------------------|
| VONet [56]           | 0.909 | 0.110            | 0.061            |
| VONet + self-att. [27]| 0.894 | 0.117            | 0.076            |
| PWVO (naive)         | 0.829 | 0.091            | 0.061            |
| PWVO                 | 0.626 | 0.081            | 0.043            |

Table 1: Comparison of PWVO and the baselines in terms of $R_{\text{err}}$, $T_{\text{err}}$, and EPE. It can be observed that PWVO outperforms the two baselines as well as PWVO (naive) by noticeable margins.
5.2.1 Comparison of PWVO and the Baselines

In this experiment, we compare PWVO against VONet [56] and its variant with self-attention mechanism [27], which are employed as the baselines and are denoted as VONet and VONet + self-att., respectively. VONet is implemented using a similar architecture as the encoding stage of PWVO, and directly predicts rotation and translation from \( \hat{\psi} \). For PWVO, we consider two different configurations: PWVO (naive) and PWVO, where the former directly derives \( (\hat{\gamma}_i, \hat{\varphi}_i) \) from \( (\hat{R}_i, \hat{T}_i) \) by performing an average operation instead of using the selection module. Moreover, PWVO (naive) does not take into account the uncertainty maps in its \( \hat{\mathcal{L}}^D \) and \( \hat{\mathcal{L}}^T \), and simply resorts to \( L^1 \) and \( L^2 \) losses when optimizing its \( D_{i+1} \) and \( \hat{F}^\text{ego} \), respectively. The comparison results are shown in Table 1. It can be observed that both versions of PWVO are able to outperform the baselines in terms of \( R_{err} \), \( T_{err} \), and EPE, validating the effectiveness of the pixel-wise prediction mechanism.

5.2.2 The Effectiveness of the Components in PWVO

In this section, we ablatively examine the effectiveness of each component of PWVO by gradually incorporating them into the framework. The results are reported in Table 2. Please note that \( \hat{\mathcal{L}}^D \) and \( \hat{\mathcal{L}}^T \) are the uncertainty maps used in \( \mathcal{L}^D \) and \( \mathcal{L}^T \), which are detailed in the supplementary material. It can be observed that, when simply incorporating the pixel-wise design into VONet without uncertainty estimation, the performance degrades slightly. However, when incorporating both the pixel-wise design and the uncertainty estimation for \( \hat{\mathcal{L}}^R \) and \( \hat{\mathcal{L}}^T \), PWVO (naive) becomes capable of outperforming VONet, indicating that the proposed pixel-wise design is complementary to the uncertainty estimation strategy. The results also reveal that the performance of the model keeps increasing when each new component is added, validating that all them are crucial for PWVO.

5.2.3 Importance of the Reconstruction Loss \( \hat{\mathcal{L}}^F \)

In this section, we validate the importance of the reconstruction loss discussed in Section 3.5. Our hypothesis is that incorporating an additional reconstruction loss term \( \hat{\mathcal{L}}^F \) could introduce geometric constraints for improving the performance of PWVO. To validate the assumption, we train the baselines and PWVO with and without the reconstruction loss \( \hat{\mathcal{L}}^F \) and analyze their results, which are summarized in Table 3. It can be observed that, with the help of the reconstruction loss, nearly all the approaches are able to further enhance their performance in terms of EPE, \( R_{err} \), and \( T_{err} \). This evidence thus supports our hypothesis that optimizing PWVO with \( \hat{\mathcal{L}}^F \) is indeed beneficial.

5.3. Qualitative Results

In this section, we examine the qualitative results for validating the designs adopted by PWVO.

5.3.1 Examination of the Ability for Dealing with Noises through Saliency Map

Fig. 4 compares PWVO and the baseline VONet from the perspective of their saliency maps, which highlight the pixels that contribute to the predictions of \( (\hat{\gamma}_i, \hat{\varphi}_i) \). The first column shows an input \( F^\text{total} \) and its corresponding \( F^\text{obj} \) from Sintel, the second column depicts the saliency maps of VONet and PWVO using their integrated gradients [57], and the third column overlaps the saliency maps with \( F^\text{obj} \). It can be observed that the highlighted pixels of VONet’s saliency map are widely scattered, and cover both the object regions and the background. In contrast, the highlighted pixels of PWVO’s saliency map only fall on the background. This observation thus confirms our hypothesis that PWVO is capable of effectively suppressing the influence of noises when performing VO tasks.

5.3.2 Examination of the Uncertainty Map

In order to examine if the uncertainty maps predicted by PWVO can correctly capture moving objects from their background, we further showcase an example selected from Sintel and visualize its input \( F^\text{total} \), \( F^\text{ego} \), and \( F^\text{obj} \) in the
put observations, allowing the selection module to suppress validate our hypothesis that the uncertainty maps adopted moving objects in the data samples. These two examples the final (\(\tilde{\gamma}_i, \tilde{\phi}_i\)). Please note that in these two figures and Fig. 5 of the main manuscript, the error maps \(F_{\text{ego}} - F_{\text{ego}}\) are normalized to allow the regions of differences to be visualized, since the original error values are relatively small.

6. Limitations and Future Directions

Albeit effective, PWVO still has limitations in certain hard scenarios. For example, in the case that moving objects cover most of the regions in the input observations, PWVO might be misled and treats them as \(F_{\text{ego}}\). This is due to the lack of sufficient reference information to derive the motion of the camera, which might lead to severe negative impacts on other contemporary VO techniques as well. The future direction of this research is to further extend PWVO to incorporate random occlusion masks or noises into the input observations, and introduce more challenging scenarios to the data generation workflow to reflect more difficult scenarios. From the experimental evidence presented in this paper, we believe that pixel-wise prediction is a promising avenue to explore and investigate in the realm of VO, and may lead to further breakthrough in many benchmarks.

7. Conclusion

In this paper, we proposed the concept of utilizing pixel-wise predictions in VO. To achieve this objective, we developed a PWVO framework, which integrates pixel-wise predictions based on the estimated uncertainty maps to derive the final (\(\tilde{\gamma}_i, \tilde{\phi}_i\)). In order to provide comprehensive data for training PWVO, we designed a fully configurable data generation workflow for generating synthetic training data. In our experiments, we presented results evaluated on the validation set of Sintel. The results demonstrated that PWVO can outperform the baselines in terms of \(R_{\text{err}}, T_{\text{err}},\) and EPE. In addition, our analyses validated the effectiveness of the components adopted by PWVO, and demonstrated that the designs adopted in PWVO can indeed capture the noises, and suppress the influence from them.
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Figure 6: Evaluation of PWVO on the validation set of Sintel.
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Figure 7: Evaluation of PWVO on the validation set of TartanAir.
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