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Abstract. The XXZ Heisenberg chain is considered for two specific limits of the anisotropy parameter: $\Delta \to 0$ and $\Delta \to -\infty$. The corresponding wave functions are expressed in terms of symmetric Schur functions. Certain expectation values and thermal correlation functions of the ferromagnetic string operators are calculated over the basis of $N$-particle Bethe states. The thermal correlator of the ferromagnetic string is expressed through the generating function of the lattice paths of random walks of vicious walkers. A relationship between the expectation values obtained and the generating functions of strict plane partitions in a box is discussed. An asymptotic estimate of the thermal correlator of the ferromagnetic string is obtained in the zero temperature limit. It is shown that its amplitude is related to the number of plane partitions.

§1. Introduction

1.1. XXZ Heisenberg chain. A system of spin $1/2$ particles occupying sites of a one-dimensional lattice, widely known as the quantum XYZ Heisenberg chain [1], has attracted considerable attention both in theoretical and mathematical physics, and it has been thoroughly investigated for a long time [2]–[8]. The quantum inverse scattering method, developed for solving integrable models of quantum field theory and statistical physics [9, 10], has also been employed to investigate the XYZ Heisenberg chain [11, 12]. An important special case of the XYZ model, the so-called XXZ spin chain, also attracts considerable attention [13, 14, 18–20]. The Hamiltonian of the XXZ magnet was diagonalized by the coordinate Bethe Ansatz method in [3]–[5]. The algebraic Bethe Ansatz was used in [11] to solve the XXZ model. The calculation of correlation functions of the model in question in the framework of the algebraic Bethe Ansatz has required serious efforts [13–17].

The random walks is a classical problem both for combinatorics and statistical physics. The problem of enumeration of the paths made by the so-called vicious walkers on the one-dimensional lattice was formulated and investigated in detail by Fisher [21]. This problem still continues to attract considerable attention of physicists and mathematicians [22–34].
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Random walks on a one-dimensional periodic lattice can be related to the correlation functions of the XX Heisenberg magnet. Certain operator averages taken over the ferromagnetic state of the XX model play a role of the generating functions of the number of paths traced by vicious walkers. The enumeration problem for trajectories of vicious walkers in terms of correlation functions of the XX model has been studied in the series of papers [35]–[38]. The approach of [35]–[38] will be explored further in the present paper. We shall consider two limits of the XXZ spin chain from the viewpoint of random walks of vicious walkers, as well as from the viewpoint of enumeration of boxed plane partitions.

We start with the XXZ model defined on the one-dimensional lattice consisting of $N + 1$ sites labeled by elements of the set $\mathcal{M} \equiv \{0 \leq k \leq N, k \in \mathbb{Z}\}$, $M + 1 = 0 \pmod{2}$. In the absence of an external magnetic field, the corresponding spin Hamiltonian is defined as follows:

$$\hat{H}_{XXZ} = -\frac{1}{2} \sum_{k=0}^{M} \left( \sigma^+_k \sigma^+_k + \sigma^+_k \sigma^-_k + \Delta \left( \sigma^-_k \sigma^-_k - 1 \right) \right),$$

where the parameter $\Delta \in \mathbb{R}$ describes the internal anisotropy of the model. For instance, the choice $\Delta = \pm 1$ corresponds to the so-called isotropic XXX spin chain solved in [2].

The local spin operators $\sigma^\pm_k = \frac{1}{2} (\sigma^x_k \pm i \sigma^y_k)$ and $\sigma^z_k$, depending on the lattice argument $k \in \mathcal{M}$, are defined as $(M + 1)$-fold tensor products as follows:

$$\sigma^\#_k = \sigma^0 \otimes \ldots \otimes \sigma^0 \otimes \sigma^\#_{k} \otimes \sigma^0 \otimes \ldots \otimes \sigma^0,$$

where $\sigma^0$ is the $2 \times 2$ unit matrix, and $\sigma^\#$ at the $k$th place denotes a Pauli matrix, $\sigma^\# \in \mathfrak{su}(2)$ (the superscript $\#$ implies either $x, y, z$ or $\pm$). Therefore, the spin operators act over the state-space $\mathcal{H}_{M+1}$ given by the tensor product of $M + 1$ copies of the linear spaces $\mathfrak{h}_k \equiv \mathbb{C}^2$ : $\mathcal{H}_{M+1} = \bigotimes_{k=0}^{M} \mathfrak{h}_k$. The commutation rules for the spin operators are given by the relations

$$[\sigma^+_k, \sigma^-_l] = \delta_{k,l} \sigma^z_l, \quad [\sigma^z_k, \sigma^z_l] = \pm 2 \delta_{k,l} \sigma^z_l.$$

The linear space $\mathbb{C}^2$ is spanned over the spin “up” and “down” states ($|\uparrow\rangle$ and $|\downarrow\rangle$, respectively), providing a natural basis so that

$$|\uparrow\rangle \equiv \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |\downarrow\rangle \equiv \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$

The space $\mathcal{H}_{M+1}$ is spanned over the state vectors $\otimes_{k=0}^{M} |s\rangle_k$, where $s$ means either $\uparrow$ or $\downarrow$. The periodic boundary conditions $\sigma^\#_{k+(M+1)} = \sigma^\#_k$ are assumed.

To represent $N$-particle state vectors $|\Psi_N(u_1, \ldots, u_N)\rangle$ of the model, let the sites with spin “down” states be labeled by the coordinates $\mu_i$, $1 \leq i \leq N$. These coordinates form a strict partition $\mu \equiv (\mu_1, \mu_2, \ldots, \mu_N)$, where $\mu_1 > \mu_2 > \cdots > \mu_N \geq 0$. There is a correspondence between each partition and the corresponding sequence of zeros and units of the form: $\{e_k \equiv e_k(\mu)\}_{k \in \mathcal{M}}$, where $e_k \equiv \delta_{k, \mu_n}$, $1 \leq n \leq N$. This correspondence enables another convenient expression for the strict partitions: $\mu = (M^e, \ldots, 1^e, 0^e)$. Here it is meant that any nonnegative integer $k \in \mathcal{M}$ appears $e_k$ times in the present configuration, and the condition $\sum_{k=0}^{M} e_k = N$ is respected. The Hamiltonian (1) is diagonalized via the following Ansatz:

$$|\Psi_N(u)\rangle = \sum_{\{e_k(\mu)\}_{k \in \mathcal{M}}} \chi^{XXZ}_\mu(u) \prod_{k=0}^{M} (\sigma^z_k)^{e_k} |\uparrow\rangle,$$
where the sum is taken over $C^N_M$ strict partitions $\mu$. The state $|\uparrow\rangle$ in (3) is the fully polarized state with all spins “up”: $|\uparrow\rangle \equiv \bigotimes_{n=0}^{M} |\uparrow\rangle_n$. Moreover, it is proposed to use bold-faced letters as short-hand notation for appropriate $N$-tuples of numbers: for instance, $\mathbf{u}$ instead of $(u_1, \ldots, u_N)$, etc. Therefore, the wave function $\chi_{\mu}^{XXZ}(\mathbf{u})$ in (3) takes the form

\begin{equation}
\chi_{\mu}^{XXZ}(\mathbf{u}) = \sum_{S_{p_1,p_2,\ldots,p_N}} A_S(\mathbf{u}) u_{p_1}^{2\mu_1} u_{p_2}^{2\mu_2} \cdots u_{p_N}^{2\mu_N},
\end{equation}

where summation over all elements of the symmetric group of permutations $S_{p_1,p_2,\ldots,p_N} \equiv S(1, 2, \ldots, N_{p_1}, p_2, \ldots, N_{p_N})$. The amplitude $A_S$ is given by the product

\begin{equation}
A_S(\mathbf{u}) \equiv \prod_{1 \leq j < i \leq N} \frac{1 - 2\Delta u_i^2 + u_j^2}{u_i^2 - u_j^2}.
\end{equation}

The state vectors (3) are eigenstates of the Hamiltonian (1), $\hat{H}_{XXZ} |\Psi_N(\mathbf{u})\rangle = E_N(\mathbf{u}) |\Psi_N(\mathbf{u})\rangle$, if and only if the variables $u_l$ ($1 \leq l \leq N$) satisfy the Bethe equations

\begin{equation}
u_i^{2(M+1)} = (-1)^{N-1} \prod_{k=1}^{N} \frac{1 - 2\Delta u_i^2 + u_k^2 u_i^2}{1 - 2\Delta u_k^2 + u_i^2 u_k^2}.
\end{equation}

The corresponding eigenenergies are given by

\begin{equation}
E_N(\mathbf{u}) = -\frac{1}{2} \sum_{i=1}^{N} (u_i^2 + u_i^{-2} - 2\Delta).
\end{equation}

1.2. Outline of the limiting models and setting of the problem. In our paper we shall consider two special cases of the $XXZ$ model, namely the $\Delta \to 0$ and $\Delta \to -\infty$ limits. The $\Delta \to 0$ limit, known as the $XX$ Heisenberg chain, is most popular and most studied [6], [40]–[46]. The Hamiltonian of the $XX$ model describes the nearest-neighbor interactions of spin “up” $|\uparrow\rangle$ and spin “down” $|\downarrow\rangle$ states located on sites of the periodic chain in a zero magnetic field; it has the form

\begin{equation}
\hat{H}_{XX} \equiv -\frac{1}{2} \sum_{k=0}^{M} (\sigma_k^- \sigma_{k+1}^+ + \sigma_{k+1}^- \sigma_k^+).
\end{equation}

It is crucial that the system described by the Hamiltonian (3) is equivalent to free fermions [41]. The case of the $XX$ magnet can also be deduced by taking the limit of infinite on-site repulsion in the boson Hubbard model (the “hard-core” bosons) [47]. Therefore, the $XX$ model is of interest for investigating the (quantum) phase diagram of the Hubbard model, as well as for description of the Frenkel excitons [48]. In the past few years, the $XX$ model has attracted attention in connection with quantum information theory and computation theory [49, 50].

The state vector of the $XX$ model and the corresponding Bethe equations are obtained at $\Delta = 0$ from (3) and (6), respectively. Up to an irrelevant prefactor, the wave functions of the model are equal to

\begin{equation}
\chi_{\mu}^{XX}(\mathbf{u}) = \det(u_j^{2\mu_k})_{1 \leq j,k \leq N} \prod_{1 \leq n<j \leq N} (u_j^2 - u_n^2)^{-1},
\end{equation}

and the Bethe equations (see (11)) look like the following:

\begin{equation}
u_j^{2(M+1)} = (-1)^{N-1}, \quad 1 \leq j \leq N.
\end{equation}
The substitution $u_j^2 = e^{i \theta_j}$ brings these equations to the exponential form,

$e^{i(M+1)\theta_j} = (-1)^{N-1}$,

with the solutions

$\theta_j = \frac{2\pi}{M+1} \left( I_j - \frac{N-1}{2} \right)$,

where the $I_j$ are integers or half-integers, depending on whether $N$ is odd or even. It suffices to consider a set of $N$ different numbers $I_j$ satisfying $M \geq I_1 > I_2 > \cdots > I_N \geq 0$. The notation $\theta$ for the $N$-tuple $(\theta_1, \theta_2, \ldots, \theta_N)$ of the solutions (12) will be especially convenient below in order to stress that we are concerned with the solution of the Bethe equation. Otherwise, it is appropriate to use $u$ as an indication that an arbitrary set of parameters is meant. From (7) it follows that the eigenenergies of the $XX$ model are equal to

$E_{XX}^N(\theta) = -\sum_{j=1}^{N} \cos \theta_j = -\sum_{j=1}^{N} \cos \left( \frac{2\pi}{M+1} \left( I_j - \frac{N-1}{2} \right) \right)$.

The ground state of the model corresponds to the following solutions of the Bethe equations:

$\theta_j = \frac{2\pi}{M+1} \left( N - j - \frac{N-1}{2} \right), \quad 1 \leq j \leq N.$

The strong anisotropy (SA) limit as $\Delta \rightarrow -\infty$ for the $XXZ$ model is less studied [4], [8], [51]–[54]. In this limit, the behavior of the system is described by the effective Hamiltonian that is formally equivalent to the $XX$ Hamiltonian supplied with a requirement forbidding two spin “down” states to occupy any pair of nearest-neighboring sites [51, 52]:

$\hat{H}_{SA} = -\frac{1}{2} \sum_{k=0}^{M} P(\sigma_{k+1}^0 \sigma_k^+ + \sigma_{k+1}^+ \sigma_k^-) P,$

where the projector $P$ cuts out the states with the spin “down” at any pair of nearest-neighboring sites: $P \equiv \prod_{k=0}^{M}(1 - \hat{q}_{k+1} \hat{q}_k)$. The local projectors onto the spin “up” and “down” states are of the form

$\hat{q}_k \equiv \frac{1}{2} (\sigma_k^0 + \sigma_k^-), \quad \hat{q}_k \equiv \frac{1}{2} (\sigma_k^0 - \sigma_k^-), \quad \hat{q}_k + \hat{q}_k = \mathbb{1}, \quad k \in \mathcal{M},$

where the operators $\sigma_k^\#$ are defined by (2).

In the limit $\Delta \rightarrow -\infty$, the wave function (4) takes the form

$\chi_{SA}^{\mu}(u) = \det(u_j^{2(\mu_k - N + k)})_{1 \leq j,k \leq N} \prod_{1 \leq n \leq N \leq \mu_1} (u_n - u_n^*)^{-1},$

where the coordinates of the spin “down” states form a strict decreasing partition $\mu$ (as in (4) and (9)), i.e., $M \geq \mu_1 > \mu_2 > \cdots > \mu_N \geq 0$. Formula (17) shows that the wave function is not equal to zero if and only if the elements $\mu_i$, $1 \leq i \leq N$, satisfy the exclusion condition: $\mu_i > \mu_{i+1} + 1$. It is crucial that in the limit in question, the occupation of nearest sites is forbidden, and the hard-core diameter, equal to the duplicated intersite separation, arises. The Bethe equations of the model take the form

$e^{i(M+1-N)\theta_k} = (-1)^{N-1} \prod_{j=1}^{N} e^{-i\theta_j}, \quad 1 \leq k \leq N,$
and have the solutions
\begin{equation}
\theta_j = \frac{2\pi}{M + 1 - N} \left(I_j - \frac{N - 1}{2} - P\right),
\end{equation}
where \( P \equiv \frac{1}{2\pi} \sum_{j=1}^{N} \theta_j \), and the \( I_j \) are integers or half-integers, depending on \( N \) being odd or even, and satisfy the condition \( M - N \geq I_1 > I_2 > \cdots > I_N \geq 0 \). The ground state of the model is defined by the solutions
\begin{equation}
\theta_j = \frac{2\pi}{M + 1 - N} \left(N - j - \frac{N - 1}{2}\right)
\end{equation}
with \( P = 0 \). The eigenenergy of the model is
\begin{equation}
E_N(\theta) = - \sum_{j=1}^{N} \cos \left(\frac{2\pi}{M + 1 - N} \left(I_j - \frac{N - 1}{2} - P\right)\right).
\end{equation}

The two limits \( \Xi \) and \( \Omega \) are similar in that their wave functions are expressible through the Schur functions \([55]\):
\begin{equation}
S_{\lambda}(x) \equiv S_{\lambda}(x_1, x_2, \ldots, x_N) = \frac{\det(x_j^\lambda N-k)_{1 \leq j, k \leq N}}{\det(x_j^N-k)_{1 \leq j, k \leq N}}
\end{equation}
\begin{equation}
= \det(x_j^{\lambda_k+N-k})_{1 \leq j, k \leq N} \prod_{1 \leq n < l \leq N} (x_l - x_n)^{-1},
\end{equation}
where \( \lambda \) denotes a partition \((\lambda_1, \lambda_2, \ldots, \lambda_N)\), which is an \( N \)-tuple of nonincreasing nonnegative integers, \( L \geq \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq 0 \). Indeed, any strict partition \( M \geq \mu_1 > \mu_2 > \cdots > \mu_N \geq 0 \) and a nonstrict partition \( M + 1 - N \geq \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq 0 \) (denoted as \( \mu \) and \( \lambda \), respectively) can be related by the formula \( \mu_j = \lambda_j - N + j \), where \( 1 \leq j \leq N \). In other terms, \( \lambda = \mu - \delta \), where \( \delta \) is the strict partition \((N-1, N-2, \ldots, 1, 0)\). So, the wave function of the \( XX \) model \([9]\) can be represented as
\begin{equation}
\chi^{XX}_{\mu}(u) = S_{\lambda}(u^2).
\end{equation}

Any strict partition \( \mu \) with elements respecting the exclusion condition \( \mu_i > \mu_{i+1} + 1 \) is connected with a nonstrict partition \( \tilde{\lambda} \) by the relation \( \tilde{\lambda} = \mu - 2\delta \), where \( M + 2(1 - N) \geq \tilde{\lambda}_1 \geq \tilde{\lambda}_2 \geq \cdots \geq \tilde{\lambda}_N \geq 0 \). Therefore, equation \( \Omega \) takes the form
\begin{equation}
\chi^{SA}_{\mu}(u) = S_{\lambda}(u^2).
\end{equation}

It is useful to recall a graphical picture (see Figure 1) of the correspondence between the strict partitions \( \mu \) and the nonstrict partitions \( \lambda \) used in \([23]\). Namely, with each partition \( \lambda \) we associate a set of \( N \)-tuples \( \Theta(\lambda) \) as follows \([59]\):
\[ \Theta(\lambda) = \left\{ \lambda_j - j + \frac{1}{2} | 1 \leq j \leq N \right\} \subset \mathbb{Z} + \frac{1}{2}. \]

On the other hand, any nonstrict partition \( \lambda \) can be represented as a rectangular table (the Young table) consisting of \( N \) columns so that, for all \( i \), \( \lambda_i \) is the height of the \( i \)th column \((\lambda_i \leq M - N + 1)\). We shift each element of the set \( \Theta(\lambda) \) by \( N + \frac{1}{2} \). Then we assign the resulting numbers to the projections along the vertical dashed lines onto the horizontal axis. The set of points on the horizontal axis is precisely the strict partition \( \mu \). For instance, the diagram in Figure 1 is drawn for \( M = 8 \) and \( N = 4 \), and we have \( \lambda = (5, 3, 2, 2) \) and \( \mu = (8, 5, 3, 2) \).
In our paper we shall study the thermal correlation function of the states (to be called ferromagnetic strings) with no spins down on the last \( n + 1 \) sites of the lattice. We are going to consider the expectation value defined by the ratio

\[
T(\theta, n, \beta) \equiv \frac{\langle \Psi_N(\theta) \mid \Pi_n e^{-\beta \tilde{H}} \Pi_n \mid \Psi_N(\theta) \rangle}{\langle \Psi_N(\theta) \mid \Psi_N(\theta) \rangle}, \quad \Pi_n = \prod_{j=M-n}^{M} \tilde{q}_j,
\]

where \( \beta \in \mathbb{C} \), and the projector \( \Pi_n \) is expressed in terms of \( \tilde{q}_j \). Also, \( \tilde{H} \) in (24) denotes either \( \tilde{H}_{XX} \) (see (3)), or \( \tilde{H}_{SA} \) (see (15)), and \( \theta \) indicates that the eigenstate \( \mid \Psi_N(\theta) \rangle \) is calculated for the solution of the Bethe equation (11) or (18), respectively.

Our calculations will be based on the similarity of the problem under consideration and the enumeration problem for admissible lattice paths made by random vicious walkers. We shall extensively use the following relation for the Schur functions (22), which is due to the Binet–Cauchy formula [56]:

\[
\sum_{\lambda \subseteq \{L^N\}} S_\lambda(x_1^2, \ldots, x_N^2) S_\lambda(y_1^2, \ldots, y_N^2) = \det(T_{jk})_{1 \leq j, k \leq N} \prod_{1 \leq k < j \leq N} (y_j^2 - y_k^2)^{-1} \prod_{1 \leq m < l \leq N} (x_l^2 - x_m^2)^{-1}.
\]

The entries of the matrix \( T_{jk} \) are of the form

\[
T_{jk} = \frac{1 - (x_ky_j)^2(2N+L)}{1 - (x_ky_j)^2}.
\]

Summation in (26) goes over all nonstrict partitions \( \lambda \) into at most \( N \) parts each of which does not exceed \( L : L \geq \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq 0 \). The notation for the range of summation in (26) will be extensively used in the rest of the paper.
2.1. The Bethe states and form factors. Before calculating \( \mathcal{T}(\theta, n, \beta) \) (see (25)), we apply our approach to more familiar examples. First, we specialize, with regard to (23), the state vector (3) and its conjugate as follows:

\[
|\Psi_N(u)\rangle = \sum_{\lambda \subseteq ((M+1-N)^N)} S_\lambda(u^2) \prod_{k=0}^{M} (\sigma_k^-)^{e_k} |\hat{n}\rangle,
\]

(28)

\[
\langle \Psi_N(v) | = \sum_{\lambda \subseteq ((M+1-N)^N)} \langle \hat{n} | \prod_{k=0}^{M} (\sigma_k^+)^{\bar{e}_k} S_\lambda(v^{-2}),
\]

where the summation is over all nonstrict partitions \( \lambda \) related to the nonstrict partitions \( \mu = \lambda + \delta \). Because of the orthogonality relation

\[
\langle \hat{n} | \prod_{k=0}^{M} (\sigma_k^-)^{e_k} \prod_{l=0}^{M} (\sigma_l^+)^{\bar{e}_l} |\hat{n}\rangle = \prod_{n=0}^{M} \delta_{e_n e_n},
\]

the scalar product of the state vectors (28) takes the form

\[
\langle \Psi_N(v) | \Psi_N(u)\rangle = \sum_{\lambda \subseteq ((M+1-N)^N)} S_\lambda(v^{-2})S_\lambda(u^2) = \frac{\det(T_{kj})_{1 \leq k, j \leq N}}{\mathcal{V}(u^2)\mathcal{V}(v^{-2})}.
\]

(29)

In (29) we use the notation for the Vandermonde determinant,

\[
\mathcal{V}(u^2) = \prod_{1 \leq m < j \leq N} (u_j^2 - u_m^2),
\]

while the entries \( T_{kj} \) of the matrix of size \( N \times N \) are of the form

\[
T_{kj} = \frac{1 - (u_k^2/v_j^2)^{M+1}}{1 - u_k^2/v_j^2}.
\]

(31)

Equations (29) and (31) are specifications of (26) and (27), respectively. On the solutions (12), the entries (31) are equal to \( T_{jk} = (M+1)\delta_{jk} \), where the l’Hospital rule is taken into account on the principal diagonal. We use the exponential parametrization for the solutions of the Bethe equations in a compact form:

\[
u^2 = e^{i\theta}, \quad e^{i\theta} = (e^{i\theta_1}, e^{i\theta_2}, \ldots, e^{i\theta_N}),
\]

(32)

where the “angle” notation (12) or (19) is meant. Thus, the answer for the squared norm \( \mathcal{N}^2(\theta) \equiv \langle \Psi_N(\theta) | \Psi_N(\theta)\rangle \) of the Bethe eigenvector (28) looks like

\[
\mathcal{N}^2(\theta) = \frac{(M+1)^N}{\mathcal{V}(e^{i\theta})\mathcal{V}(e^{-i\theta})} = \frac{(M+1)^N}{\prod_{1 \leq m < i \leq N} 2(1 - \cos(\theta_i - \theta_m))}.
\]

(33)

Now we turn to the ratio

\[
\mathcal{T}(v, u, n) = \frac{\langle \Psi_N(v) | \bar{P}_n | \Psi_N(u)\rangle}{\mathcal{N}(v)\mathcal{N}(u)},
\]

(34)

where the projector \( \bar{P}_n \) is defined in (25), and \( \mathcal{N}^2(u) = \langle \Psi_N(u) | \Psi_N(u)\rangle \) for an arbitrary parametrization of the state vectors. Using (28), we calculate:

\[
\bar{P}_n | \Psi_N(u)\rangle = \sum_{\lambda \subseteq ((M-N-n)^N)} S_\lambda(u^2) \left( \prod_{k=M-n}^{M} (\sigma_k^-)^0 \right) \left( \prod_{k=0}^{M-n-1} (\sigma_k^-)^{\bar{e}_k} \right) |\hat{n}\rangle,
\]

(35)
where the summation goes over the nonstrict partitions \( \lambda \) respecting the condition \( M - N - n \geq \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq 0 \). Taking (28) and (35) into account, and using the Binet–Cauchy formula, we calculate the numerator in (34):

\[
\langle \Psi_N(v) \mid \vec{H}_n \mid \Psi_N(u) \rangle = \sum_{\lambda \in (\{(M-N-n)^*\}) \lambda} S_{\lambda}(v^{-2}) S_{\lambda}(u^{2})
\]

(36)

\[
= \frac{1}{V(u^{2})V(v^{-2})} \det \left( \frac{1 - (u_k^{2}/v_j^{2})^{M-n}}{1 - u_k^{2}/v_j^{2}} \right)_{1 \leq j, k \leq N}.
\]

Assume that the sets of parameters \( v \) and \( u \) in (34) coincide and consist of the solutions (12). Then, the expression \( T(\theta, n) \equiv T(e^{i\theta/2}, e^{i\theta/2}, n) \) is related to what is called the emptiness formation probability, which provides the probability of formation of a string of the empty (i.e., spin “up”) states on the last \( n + 1 \) sites of the lattice. Eventually, formula (34) leads to \( T(\theta, n) \) in the same determinantal form as in (31) (see therein for more references):

\[
T(\theta, n) = \det \left( \left(1 - \frac{n + 1}{M+1}\right) \delta_{jk} + \frac{1 - e^{i(\theta_j - \theta_k)(n+1)}}{(M+1)(1 - e^{i(\theta_k - \theta_j)})} (1 - \delta_{jk}) \right)_{1 \leq j, k \leq N},
\]

(37)

where the parameters \( \theta_l \equiv \theta \), \( 1 \leq l \leq N \), correspond to the parametrization (12).

2.2. Thermal correlator of the ferromagnetic string and random walks of vicious walkers. We turn to a calculation of the following expectation value:

\[
T(v, u, \beta) = \frac{\langle \Psi_N(v) \mid \vec{H}_n \ e^{-\beta \vec{H}_{xx}} \ \vec{H}_n \mid \Psi_N(u) \rangle}{N(v)N(u)},
\]

(38)

which clearly reduces to \( T(v, u, n) \) (see (34)) at \( \beta = 0 \). However, our aim is to obtain \( T(\theta, n, \beta) \) (see (28)) simply by taking the arguments \( u \) and \( v \) in (38) that coincide with one and the same solution (12).

We use the technique presented above to calculate the numerator in (38). Using formula (34) (and its conjugate), we obtain

\[
\langle \Psi_N(v) \mid \vec{H}_n \ e^{-\beta \vec{H}_{xx}} \ \vec{H}_n \mid \Psi_N(u) \rangle = \sum_{\lambda L, \lambda R \in (\{(M-N-n)^*\})} S_{\lambda L}(v^{-2}) S_{\lambda R}(u^{2}) F_{\mu^L; \mu^R}(\beta).
\]

(39)

Summations in (39) run over the nonstrict partitions \( \lambda^L \) and \( \lambda^R \) of the same kind as in (35). The superscripts \( L \) and \( R \) are only to distinguish two independent summations. The corresponding strict partitions \( \mu^L \) and \( \mu^R \) are defined as follows: \( \mu^{L,R} = \lambda^{L,R} + \delta \), where \( \delta \equiv (\delta_1, \delta_2, \ldots, \delta_N) \), \( \delta_j = N - j \). The notation \( F_{\mu^L; \mu^R}(\beta) \) implies the following average:

\[
F_{\mu^L; \mu^R}(\beta) \equiv F_{\mu^L_1; \mu^R_1; \mu^L_2; \mu^R_2; \ldots; \mu^L_N; \mu^R_N}(\beta)
\]

(40)

\[
= \langle \langle \sigma^{+}_{\mu^L_1} \sigma^{+}_{\mu^R_1} \cdots \sigma^{+}_{\mu^L_N} \sigma^{+}_{\mu^R_N} e^{-\beta \vec{H}_{xx}} \sigma^{-}_{\mu^L_1} \sigma^{-}_{\mu^R_1} \cdots \sigma^{-}_{\mu^L_N} \sigma^{-}_{\mu^R_N} \ r \rangle \rangle,
\]

which is none other than the \( 2N \)-point correlation function over the ferromagnetic state. It is related to enumeration of the admissible trajectories that are traced by \( N \) vicious walkers traveling over sites of the one-dimensional chain (35–38).

Indeed, let \( |P_K(\mu^L_1, \ldots, \mu^L_N) \rightarrow \mu^R_1, \ldots, \mu^R_N) \rangle \) be the number of trajectories consisting of \( K \) links made by \( N \) vicious walkers in the random turns model. Here, the initial and final positions of the walkers on the sites are given, respectively, by elements of the strict decreasing partitions \( \mu^L_1 > \mu^L_2 > \cdots > \mu^L_N \) and \( \mu^R_1 > \mu^R_2 > \cdots > \mu^R_N \). We introduce the notation \( D^N_k \) for the operator of differentiation of order \( K \) with respect to \( \ell \) at the point...
\[ \ell = 0 \] Then, the application of the operator \( D_{\beta/2}^K \) to the correlator \((40)\) results in an average of the type

\[
\langle \hat{\eta} | \sigma_{\mu_1^+} \sigma_{\mu_2^+} \cdots \sigma_{\mu_k^+} (-2\hat{H}_{XX})^K \sigma_{\mu_1^-} \sigma_{\mu_2^-} \cdots \sigma_{\mu_N^-} | \hat{\eta} \rangle.
\]

In \((36)\) it was established that this average leads to the numbers \(|P_K(\mu_1^R, \ldots, \mu_N^R \rightarrow \mu_1^L, \ldots, \mu_N^L)|\) with the help of the commutation relation

\[
[H_{XX}, \sigma_{\mu_R^+} \sigma_{\mu_R^-} \cdots \sigma_{\mu_R^-}] = \sum_{k=1}^{N} \sigma_{\mu_R^+} \cdots \sigma_{\mu_{k-1}^-} [H_{XX}, \sigma_{\mu_k^-}] \sigma_{\mu_{k+1}^-} \cdots \sigma_{\mu_R^-}.
\]

The nonintersection condition for trajectories of the walkers is expressed by the vanishing of the correlation function \((40)\) for any pair of coinciding indices \(\mu_k^R\) or \(\mu_k^L\). Thus, we conclude that the average \((39)\) turns out to be the generating function of the polynomials

\[ \mu \] (recall that in \((36)\) it was established that this average leads to the numbers \(| \langle \hat{\eta} | e^{-\beta H_{XX}} \hat{\eta} \rangle \rangle \)

Equation \((43)\) was considered in \((36)\) in the case of the periodic boundary condition with respect to the lattice argument and with the initial condition

\[
F_{\mu_1^R, \mu_2^R, \ldots, \mu_N^R} (0) = \prod_{k=1}^{N} \delta_{\mu_k^R, \mu_k^L}.
\]

The solution of \((43)\) can be expressed as the determinant of the matrix \((F_{k,l}(\beta))_{1 \leq k,l \leq N}\) \((35)\) \((39)\):

\[
F_{\mu_1^R, \mu_2^R, \ldots, \mu_N^R, \mu_1^L, \mu_2^L, \ldots, \mu_N^L} (\beta) = \det (F_{\mu_k^R, \mu_k^L} (\beta))_{1 \leq k,l \leq N},
\]

where the entries satisfy the following difference-differential equation:

\[
\frac{d}{d\beta} F_{k,l}(\beta) = \frac{1}{2} (F_{k+1,l}(\beta) + F_{k-1,l}(\beta)).
\]

A similar equation can also be obtained for the fixed index \(l\).

It can be checked that the transition amplitude \((\langle \hat{\eta} | e^{-\beta H_{XX}} \sigma_{\mu_R^-} | \hat{\eta} \rangle)\) respects \((19)\); see \((35)\) \((38)\). This average can be viewed as the generating function of the number of walks with random turns of a single pedestrian traveling between the \(l\)th and the \(k\)th sites of a (periodic) chain \((30)\) \((35)\). The solution of \((45)\) can be written as the sum

\[
F_{k,l}(\beta) \equiv \frac{1}{M+1} \sum_{s=0}^{M} e^{\beta \cos \phi_s} \phi_s (k-l),
\]
where the parametrization \( \phi_s = \frac{2\pi s}{M+1} \) is used. The periodicity condition with respect of the lattice argument and the “initial” condition \( F_{k,l}(0) = \delta_{k,l} \) are imposed.

Using \( \phi_{s} \) and \( \phi_{s}^{T} \), we reexpress \( \phi_{s} \) in terms of the Schur functions \( S_{\lambda} \) and the Vandermonde determinants \( V \) as follows [35]:

\[
F_{\mu^{t};\mu^{e}}(\beta) = \frac{1}{(M+1)^N} \sum_{M \geq k_{1} > k_{2} > \cdots > k_{N} \geq 0} e^{\beta \sum_{i=1}^{N} \cos(\phi_{k_{i}})} \times V(e^{i\phi}) V(e^{-i\phi}) S_{\lambda^{L}}(e^{i\phi}) S_{\lambda^{R}}(e^{-i\phi}).
\]

The parametrization \( \phi_{s}, 0 \leq s \leq M \), used in \( \phi^{T} \), is the same as in \( \phi_{s} \). We continue to use boldface letters to denote \( N \)-tuples of numbers: for instance, \( \phi \) corresponds to \( (\phi_{k_{1}}, \phi_{k_{2}}, \ldots, \phi_{k_{N}}) \).

The range of summation in \( \phi_{s} \) is taken as follows: \( \lambda^{L}, \lambda^{R} \subseteq ((M - N - n)^{N}) \). Then we obtain

\[
\langle \Psi_{N}(\mathbf{v}) | \bar{H}_{n} e^{-\beta \bar{H}_{XX}} \bar{H}_{n} | \Psi_{N}(\mathbf{u}) \rangle = \frac{1}{(M+1)^N V(u^2)V(v^2)} \sum_{M \geq k_{1} > k_{2} > \cdots > k_{N} \geq 0} e^{\beta \sum_{i=1}^{N} \cos(\phi_{k_{i}})} \times \det \left( 1 - \frac{(e^{i\phi_{k_{i}} - i\phi_{k_{j}}} - 1)^{M-n}}{1 - e^{i\phi_{k_{i}}} v_{j}^{2}} \right) \delta_{i,j} \leq N \det \left( 1 - \frac{(u_{p} e^{-i\phi_{k_{i}}} - 1)^{M-n}}{1 - u_{p} e^{-i\phi_{k_{i}}}} \right) \delta_{i,j} \leq N.
\]

The Binet–Cauchy formula enables us to evaluate \( \phi_{s} \) as follows:

\[
\langle \Psi_{N}(\mathbf{v}) | \bar{H}_{n} e^{-\beta \bar{H}_{XX}} \bar{H}_{n} | \Psi_{N}(\mathbf{u}) \rangle = \frac{1}{V(u^2)V(v^2)} \det \left( \frac{F_{k,l}(\beta)}{v_{l}^{2k_{l}} v_{j}^{2k_{j}}} \right)_{1 \leq i,j \leq N},
\]

where \( F_{k,l}(\beta) \) is defined by \( \phi_{s}^{T} \). Clearly, relation \( 50 \) at \( \beta = 0 \) reduces to \( \phi_{s} \). The expression for \( T(\theta, n, \beta) \) (see \( \phi_{s} \)) can be obtained straightforwardly from \( \phi_{s} \) with coinciding parameters \( \mathbf{u} = \mathbf{v} \) (which are solutions of the Bethe equations) with the help of \( N^{2} \) (see \( \phi_{s}^{T} \)):

\[
T(\theta, n, \beta) = \frac{1}{(M+1)^N} \det \left( \frac{F_{k,l}(\beta) e^{i(\theta_{i} - k \theta_{j})}}{v_{l}^{2k_{l}} v_{j}^{2k_{j}}} \right)_{1 \leq i,j \leq N}.
\]

§3. Strongly anisotropic XXZ chain

3.1. The Bethe state vectors and their form factors. We turn to the strong anisotropy limit, \( \Delta \to -\infty \), which is described by the Hamiltonian \( \bar{H}_{SA} \) (see \( \phi_{s}^{T} \)). The corresponding state vector is given by equation \( \phi_{s} \):

\[
| \Psi_{N}(\mathbf{u}) \rangle = \sum_{\lambda^{L} \subseteq ((M-2(N-1))^{N})} S_{\lambda}(u^{2}) \prod_{k=0}^{M} (\sigma_{k}^{+})^{\epsilon_{k}} | \phi \rangle,
\]

where \( S_{\lambda}(u^{2}) \) is as in \( \phi_{s}^{T} \), and the summation goes over all nonstrict partitions. Summation over the strict partitions \( \mu \) with elements respecting the condition \( \mu_{i} > \mu_{i+1} + 1 \) is
equivalent to that over the nonstrict partitions $\tilde{\lambda}$, where $\tilde{\lambda} = \mu - 2\delta$ and $M + 2(1 - N) \geq \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq 0$. The scalar product of the state vector (51) by its conjugate (defined much as in (28)) is given by the relation looking, in its turn, like (29):

$$\langle \Psi_N(v) | \Psi_N(u) \rangle = \sum_{\tilde{\lambda} \subseteq \{(M-2(N-1))^N\}} S_{\tilde{\lambda}}(v^{-2})S_{\tilde{\lambda}}(u^2) = \frac{\det(T_{kj}))_{1 \leq k,j \leq N}}{V(u^2)V(v^{-2})},$$

where the entries $T_{kj}$ take the form:

$$T_{kj} = \frac{1 - (u_k^2/v_j^2)^{M-N+2}}{1 - u_k^2/v_j^2},$$

and the notation (30) for the Vandermonde determinant is used. When the sets of parameters $v$ and $u$ on the left-hand side of (52) coincide, the Bethe equations (18) allow us to express the entries (53) as follows: $T_{kj} = 1 + (M - N + 1)\delta_{jk}$. Therefore, the norm of the Bethe eigenvectors $N^2(\theta) = \langle \Psi_N(\theta) | \Psi_N(\theta) \rangle$ is given by

$$N^2(\theta) = \frac{(M+1)(M+1-N)^{N-1}}{V(e^{i\theta})V(e^{-i\theta})} = \frac{(M+1)(M+1-N)^{N-1}}{\prod_{1 \leq m < l \leq N} 2(1 - \cos(\theta_l - \theta_m))},$$

The exponential parametrization (19) is used in (54) in the compact form (32). It can be shown that the scalar product $\langle \Psi_N(\theta) | \Psi_N(\theta) \rangle$ (see (32)) vanishes (i.e., the state vectors are orthogonal) provided the parameters $u$ and $v$ are independent Bethe solutions.

The numerator of the ratio (34) is calculated in the same way as in Subsection 2.1, i.e., with the help of the Binet–Cauchy formula:

$$\langle \Psi_N(\theta) | \bar{H}_n | \bar{H}_n | \Psi_N(\theta) \rangle = \sum_{\tilde{\lambda} \subseteq \{(M-2(N-1))^N\}} S_{\tilde{\lambda}}(v^{-2})S_{\tilde{\lambda}}(u^2)$$

$$= \frac{1}{V(u^2)V(v^{-2})} \det \left( \frac{1 - (u_k^2/v_j^2)^{M-N-n+1}}{1 - u_k^2/v_j^2} \right)_{1 \leq k,j \leq N}.$$

After using (54) and (55), the answer for (34), taken on the solutions of the Bethe equation (19) (i.e., the emptiness formation probability), takes the following form:

$$\mathcal{T}(\theta, n) = \frac{M - N + 1}{M + 1} \times \det \left( \left( 1 - \frac{n}{M - N + 1} \right) \delta_{jk} + \frac{1 - e^{in(\theta_j - \theta_k)}}{(M - N + 1)(1 - e^{i(\theta_k - \theta_j)})} (1 - \delta_{jk}) \right)_{1 \leq k,j \leq N}.$$

3.2. Thermal correlator of ferromagnetic string. We proceed to a calculation of the average $\mathcal{T}(v, u, n, \beta)$ (see (38)), where the Hamiltonian $\bar{H}_X$ is replaced by $\bar{H}_{SA}$ (see (15)). Using formula (51) (and its conjugate), we obtain the corresponding numerator of (38):

$$\langle \Psi_N(\theta) | \bar{H}_n e^{-\beta \bar{H}_{SA}} \bar{H}_n | \Psi_N(\theta) \rangle = \sum_{\tilde{\lambda} \subseteq \{(M-2(N-1))^N\}} S_{\tilde{\lambda}}(v^{-2})S_{\tilde{\lambda}}(u^2) F_{\tilde{\mu}^L; \tilde{\mu}^R}(\beta),$$

where $F_{\tilde{\mu}^L; \tilde{\mu}^R}(\beta)$ is the 2N-point correlation function over the ferromagnetic state given, practically, by (10), except that $\bar{H}_X$ as in (8) is replaced by $\bar{H}_{SA}$. The summations in (57) go over the nonstrict partitions $\tilde{\lambda}^L$ and $\tilde{\lambda}^R$ of the same kind as, e.g., in (52). The corresponding strict partitions $\tilde{\mu}^L$ and $\tilde{\mu}^R$ are defined as $\tilde{\mu}^{L,R} = \tilde{\lambda}^{L,R} + 2\delta$, where $\delta$ denotes the partition $(N - 1, N - 2, \ldots, 0)$. It is crucial that now the lattice indices $\tilde{\mu}^L$,
\( \bar{\mu}^R \) respect the exclusion requirement: occupation of nearest sites is forbidden. Moreover, an analog of (12) can be written as follows:

\[
\mathcal{T}_{\beta/2}^N \left[ (\Psi_N(v) \mid \Pi_n \ e^{-\beta \widetilde{H}_{\text{size}}} \Pi_n \mid \Psi_N(u)) \right]
\]

\[
= \sum_{\lambda^k, \lambda^k \subseteq ((M-2N-n+1)N)} [P_K(\bar{\mu}^R \rightarrow \bar{\mu}^L)] S_{\lambda^k}(v^{-2}) S_{\lambda^k}(u^2).
\]

The solutions of the Bethe equation (15) provide a complete set of eigenstates [52]. Taking the orthogonality of the corresponding states into account, we can arrive at resolution of the identity operator:

\[
\mathbb{I} = \sum_{\{\theta\}} N^{-2}(\theta) \mid \Psi_N(\theta) \rangle \langle \Psi_N(\theta) \mid,
\]

where the summation is over all independent solutions of the Bethe equation (15), and the squared norm \( N^2(\theta) \) is given by (21). We shall calculate (54), inserting (59) in the left-hand side of (57) and applying (55). We employ the formula

\[
\langle \Psi_N(v) \mid e^{-\beta \widetilde{H}_{\text{size}}} \mid \Psi_N(\theta) \rangle = \langle \Psi_N(v') \mid \Psi_N(\theta) \rangle e^{-\beta E_N(\theta)},
\]

where the energy \( E_N(\theta) \) is given by (21). Using (55), finally we obtain

\[
\langle \Psi_N(v) \mid \Pi_n e^{-\beta \widetilde{H}_{\text{size}}} \Pi_n \mid \Psi_N(u) \rangle
\]

\[
= \frac{1}{(M+1)(M+1-N)^{N-1}} V(u^2)V(v^{-2}) \sum_{M-N \geq I_1 \geq I_2 \geq \ldots \geq I_N \geq 0} e^{\beta E_N(\theta)}
\]

\[
\times \det \left( \frac{1 - (e^{i\theta}v_j^{-2})M-N-n+1}{1 - e^{i\theta}v_j^{-2}} \right)_{1 \leq i,j \leq N} \det \left( \frac{1 - (e^{-i\theta}u_l^{-2})M-N-n+1}{1 - u_l^{-2}} \right)_{1 \leq l,p \leq N},
\]

where the summation is taken over the ordered sets \( \{I_k\}_{1 \leq k \leq N} \) that parametrize solutions (15). The answer for \( \mathcal{T}(\theta, n, \beta) \) (see [25]) can be obtained with the help of (21) and (60), where we should put \( u^2 = v^2 = e^{i\theta} \), with \( \theta \) being the solution (20) for the ground state of the Bethe equations.

\[ \S 4. \text{Boxed plane partitions} \]

We shall show that the scalar products of the state vectors and the emptiness formation probability are related to the generating functions of the boxed plane partitions.

An array \( (\pi_{i,j})_{i,j \geq 1} \) of nonnegative integers that are monotone nonincreasing as functions of both \( i \) and \( j \) \( (i, j \in \{1, 2, \ldots\}) \) is called a plane partition \( \pi \); see [55]. The integers \( \pi_{i,j} \) are called the parts of the plane partition, and \( |\pi| = \sum_{i,j \geq 1} \pi_{i,j} \) is its volume. Each plane partition has a three-dimensional diagram which can be interpreted as a collection of stacks of unit cubes (three-dimensional Young diagram). The height of the stack with coordinates \((i, j)\) is equal to the part \( \pi_{i,j} \) of the plane partition. If we have \( i \leq r, j \leq s, \) and \( \pi_{i,j} \leq t \) for all cubes of a plane partition, we say that this plane partition is contained in a box with side lengths \( r, s, t \). If \( \pi_{i,j} > \pi_{i+1,j}, \) i.e., if the parts of a plane partition \( \pi \) are decaying along each column, then \( \pi \) is called a column strict plane partition. A partition \( \pi \) that decays along each column and each row \( (\pi_{i,j} > \pi_{i+1,j} \) and \( \pi_{i,j} > \pi_{i,j+1} \) \) will be called a strict plane partition. The element \( \pi_{1,1} \) of a strict plane partition \( \pi \) satisfies the condition \( \pi_{1,1} \geq 2r - 2 \) if all \( i, j \) do not exceed \( r \).

An arbitrary plane partition in a box of size \( r \times r \times t \) can be transformed into a column strict plane partition in a box of size \( r \times r \times (t + r - 1) \) by the following procedure: to
an array \((\pi_{i,j})_{i,j \geq 1}\), we add the \(r \times r\) matrix

\[
\pi_{\text{cspp}} = \begin{pmatrix}
    r - 1 & r - 1 & \cdots & r - 1 \\
    r - 2 & r - 2 & \cdots & r - 2 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & 0
\end{pmatrix},
\]

which corresponds to a minimal column strict plane partition. The volumes of the column strict plane partition and the corresponding plane partition are related by the formula

\[(61) \quad |\pi_{\text{cspp}}| = |\pi| + \frac{N^2(N - 1)}{2}.
\]

An arbitrary plane partition in a box of size \(r \times r \times t\) can be transformed into a strict plane partition in a box of size \(r \times r \times (t + 2r - 2)\): to an array \((\pi_{i,j})_{i,j \geq 1}\), we can add the \(r \times r\) matrix

\[
\pi_{\text{spp}} = \begin{pmatrix}
    2r - 2 & 2r - 3 & \cdots & r - 1 \\
    2r - 3 & 2r - 4 & \cdots & r - 2 \\
    \vdots & \vdots & \ddots & \vdots \\
    r - 1 & r - 2 & \cdots & 0
\end{pmatrix},
\]

which corresponds to a minimal strict plane partition. The volumes of the strict plane partition and the corresponding plane partition are related by the formula

\[(62) \quad |\pi_{\text{spp}}| = |\pi| + N^2(N - 1).
\]

The partition function of the three-dimensional Young diagrams, or in other words, the generating function of plane partitions is equal to

\[(63) \quad Z(q) = \sum_{|\pi|} q^{|\pi|},
\]

where \(q\) is a weight, and the summation is over all plane partitions in a box. Formulas \[(61)\] and \[(62)\] provide the relationship between partition functions of plane partitions of different types. The generating functions of the column strict and strict plane partitions placed into a box of size \(N \times N \times M\) are equal to

\[
Z_{\text{cspp}}(q) = q^{\frac{N^2}{2}(N-1)} \prod_{1 \leq j,k \leq N} \frac{1 - q^{M+1+j-k}}{1 - q^{j+k-1}},
\]

\[
Z_{\text{spp}}(q) = q^{N^2(N-1)} \prod_{1 \leq j,k \leq N} \frac{1 - q^{M+3-j-k}}{1 - q^{j+k-1}},
\]

respectively.

The scalar product \[(29)\] is related to the partition function of the column strict three-dimensional Young diagrams placed into an \(N \times N \times M\) box. Indeed, the parametrizations \(v_j = q^{-\frac{j}{2}}\) and \(u_j = q^{\frac{j-N}{2}}\) give the following:

\[
\langle \Psi_N(q^{-\frac{j}{2}}, \ldots, q^{-\frac{N}{2}}) | \Psi_N(1, \ldots, q^{\frac{N-1}{2}}) \rangle
\]

\[
= \sum_{\lambda \subseteq \{(M+1-N)^N\}} S_{\lambda}(q^N, \ldots, q^{N-1}) S_{\lambda}(1, \ldots, q^{N-1})
\]

\[
= \frac{1}{V(q, \ldots, q^N)V(1, \ldots, q^{N-1})} \det \left( \frac{1 - s^j + k - 1}{1 - q^j + k - 1} \right)_{1 \leq j,k \leq N},
\]

where the determinant is taken over all \(1 \leq j,k \leq N\).
where \( s = q^{M+1} \), and

\begin{equation}
V^{-1}(q, \ldots, q^N) \prod_{i \leq j \leq N} (1 - q^{j-k})^{-2}.
\end{equation}

The determinant in \( N \) was calculated in the paper \( N \) in connection with the alternating sign matrices enumeration problem:

\begin{equation}
\det \left( \frac{1 - s^{j+k-1}}{1 - q^{j+k-1}} \right)_{1 \leq j, k \leq N} = q^{\frac{N}{2} - (N-1)(2N-1)} \prod_{k=1}^{N} \left( 1 - q^{j-k} \right)^{2} \prod_{k,j=1}^{N} \frac{1 - sq^{j-k}}{1 - q^{j+k-1}}.
\end{equation}

Using \( N \), \( N \), and \( N \), for \( N \) we obtain:

\begin{equation}
\langle \Psi_N(q^{-\frac{1}{2}}, \ldots, q^{-\frac{N}{2}}) \mid \Psi_N(1, \ldots, q^{-\frac{N-1}{2}}) \rangle = q^{-N^2(N-1)} Z_{cpp}(q).
\end{equation}

Thus, formula \( N \) says that the scalar product of two state vectors coincides at \( q = 1 \) with the number of column strict partitions in a box of size \( N \times N \times M \), i.e., with \( Z_{cpp}(1) \).

The same parametrizations \( v_j = q^{-\frac{j}{2}} \) and \( u_j = q^{\frac{j-1}{2}} \) enable us to express the scalar product \( N \) corresponding to the strong anisotropy limit. The same representation as before is valid, though now we have \( s = q^{M-N+2} \), while the range of summation over \( \tilde{\lambda} \) takes the form

\( \tilde{\lambda} \subseteq \{(M - 2(N - 1))^N\} \).

Taking \( N \) into account, we obtain

\begin{equation}
\langle \Psi_N(q^{-\frac{1}{2}}, \ldots, q^{-\frac{N}{2}}) \mid \Psi_N(1, \ldots, q^{-\frac{N-1}{2}}) \rangle = q^{-N^2(N-1)} Z_{cpp}(q),
\end{equation}

where \( Z_{cpp}(q) \) is the generating function of the strict plane partitions \( N \). The corresponding value of the scalar product at \( q = 1 \) coincides with the number of strict plane partitions \( Z_{cpp}(1) \).

Now we turn to the expectation value of the ferromagnetic string \( N \). In the present parametrization, we can use \( N \) and \( N \) to get

\begin{equation}
\langle \Psi_N(q^{-\frac{1}{2}}, \ldots, q^{-\frac{N}{2}}) \mid \Pi_n \mid \Psi_N(1, \ldots, q^{-\frac{N-1}{2}}) \rangle = \sum_{\lambda \subseteq \{(M-N-n)^N\}} S_{\lambda}(q, \ldots, q^N) S_{\lambda}(1, \ldots, q^{N-1}) \prod_{k,j=1}^{N} \frac{1 - sq^{j-k}}{1 - q^{j+k-1}},
\end{equation}

where \( s = q^{M-n} \); i.e., \( N \) differs from \( N \) in the sense that \( n + 1 \) is subtracted from \( M + 1 \). The box containing the plane partitions is now of smaller maximal height: \( N \times N \times (M - n - 1) \). The expectation value on the left-hand side of \( N \), being viewed as \( q \to 1 \), “counts” the number of plane partitions of smaller height. The same is true for the case of strong anisotropy, and \( N \) takes the form

\begin{equation}
\langle \Psi_N(q^{-\frac{1}{2}}, \ldots, q^{-\frac{N}{2}}) \mid \Pi_n \mid \Psi_N(1, \ldots, q^{-\frac{N-1}{2}}) \rangle = \sum_{\tilde{\lambda} \subseteq \{(M-2N-n+1)^N\}} S_{\tilde{\lambda}}(q, \ldots, q^N) S_{\tilde{\lambda}}(1, \ldots, q^{N-1}) \prod_{k,j=1}^{N} \frac{1 - sq^{j-k}}{1 - q^{j+k-1}},
\end{equation}

where \( s = q^{M-N-n+1} \).
§5. Low Temperature Asymptotics

We pass to the case of sufficiently long $XX$-chains, i.e., $M \gg 1$ while $N$ is moderate: $M \gg N \gg 1$. Now the correlator $F_{k,l}(\beta)$ is approximately given by the modified Bessel function instead of (46):

\[ F_{k,l}(\beta) = I_{k-l}(\beta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{\beta \cos \phi} e^{i(k-l)\phi} d\phi. \]

In the limit of small “temperature” ($1/\beta \to 0$) and for moderate values of $m \equiv |k-l|$, we use the known asymptotics of the Bessel function, obtaining

\[ F_{k,l}(\beta) \approx e^{\frac{\beta}{2\pi} \left( 1 - \frac{4m^2 - 1}{8\beta} + \ldots \right)} \]

i.e., the power decay is governed by the critical exponent $\xi = -1/2$.

Since summations can be replaced by integrations for sufficiently large $M$, from (59) and (17) we get

\[ \langle \Psi_N(v) | \Pi_n e^{-\beta H_{XX}} \Pi_n | \Psi_N(u) \rangle \]

\[ \approx \mathcal{P}(\beta^2, 1) \mathcal{P}(1, u^2) \frac{e^{\beta N}}{(2\pi)^N N!} \]

\[ \times \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} e^{-\beta N} d\phi_1 \cdots d\phi_N \]

\[ \frac{e^{\beta N}}{(2\pi)^N N!} \prod_{1 \leq k < l \leq N} |\phi_k - \phi_l|^2. \]

The boldface argument 1 in the sum, say $\mathcal{P}(\beta^2, 1)$, implies that $S_\lambda(e^{\pm i\phi})$ in (18) is replaced by $S_\lambda(1, \ldots, 1)$, provided that the $N$-tuple of exponentials $e^{\pm i\phi}$ is replaced by the $N$-tuple of units. The corresponding value of the Schur function can be obtained [55]:

\[ S_\lambda(1, \ldots, 1) = \frac{\prod_{1 \leq k < l \leq N}(\lambda_l - \lambda_l + k)}{N! (N-1)! (N-2)! \cdots 1!}. \]

The right-hand side of (76) coincides with the dimension $d_\lambda \equiv \dim \pi_\lambda$ of the unitary irreducible representations of the unitary group $U(N)$ that corresponds to the signature of $\lambda$, i.e., $d_\lambda = S_\lambda(1, \ldots, 1)$ [57]. The Schur functions provide a basis of the ring of symmetric polynomials in $N$ variables [55].

The integral in (74) is the Mehta integral [58] of the Gaussian unitary ensemble of random matrices. Its value is known, and the estimate for the right-hand side of (75) takes the form

\[ \langle \Psi_N(v) | \Pi_n e^{-\beta H_{XX}} \Pi_n | \Psi_N(u) \rangle \approx \mathcal{P}(\beta^2, 1) \mathcal{P}(1, u^2) \frac{e^{\beta N}}{(2\pi)^N N!} \prod_{n=1}^{N} \frac{\Gamma(n)}{(2\pi)^{n/2}}. \]

We consider the case where $u^2$ and $v^2$ in (77) are solutions of the Bethe equations [10]. The approximate estimates $u^2 = e^{i\theta} \approx 1$ and $v^{-2} = e^{-i\theta} \approx 1$ are valid for $1 \ll N \ll M$. \[ \]
Thus, the limiting form of (77) looks like

\[
\langle \Psi_N(1,\ldots,1) | \bar{P}_n e^{-\beta \bar{H}_{XX}} \bar{P}_n | \Psi_N(1,\ldots,1) \rangle
\]

\[
\simeq \left( \sum_{\lambda \subseteq \{(M-N-n)^N\}} d_\lambda^0 d_\lambda^1 \right)^2 e^{\beta N} \beta^{N/2} \prod_{n=1}^{N} \left( \frac{\Gamma(n)}{(2\pi)^{1/2}} \right).
\]

This estimate is proportional to the square of (70) at \( q = 1 \), i.e., to the square of the number of boxed plane partitions of size \( N \times N \times (M - n - 1) \). As a result, the ratio of the average \( T(\theta, n, \beta) \) (see (25)) to the partition function of the \( XX \) model \( Z \) \([39]\) can be estimated as follows:

\[
\frac{T(\theta, n, \beta)}{Z} \simeq \text{const} \times \left( \prod_{k,j=1}^{N} \frac{M - n + j - k}{j + k - 1} \right)^2 e^{-\beta E_{XX}^N_{0}} \beta^{N/2},
\]

where \( E_{XX}^N_{0} \) is the ground state energy of the \( XX \) model. In the same limit, the generating function \( [42] \) is specified as follows:

\[
D_{\beta/2}^K \left[ \langle \Psi_N(1,\ldots,1) | \bar{P}_n e^{-\beta \bar{H}_{XX}} \bar{P}_n | \Psi_N(1,\ldots,1) \rangle \right] = \sum_{\lambda^L, \lambda^R \subseteq \{(M-N-n)^N\}} |P_K(\mu^R \rightarrow \mu^L)| d_{\lambda^L} d_{\lambda^R},
\]

where the strict and nonstrict partitions are related by \( \mu^{L,R} = \lambda^{L,R} + \delta \) (see, e.g., \([39]\)).

In the case of strong anisotropy, we use (71) to obtain a similar estimate that demonstrates the proportionality to the square of the number of strict plane partitions in a box of size \( N \times N \times (M - n - N) \):

\[
\frac{T(\theta, n, \beta)}{Z} \simeq \text{const} \times \left( \sum_{\lambda \subseteq \{(M-2N-n+1)^N\}} d_\lambda^0 d_\lambda^1 \right)^2 e^{-\beta E_0^{SA}} \beta^{N/2},
\]

where \( E_0^{SA} \) is the corresponding ground state energy. Relation (69) is specified as follows:

\[
D_{\beta/2}^K \left[ \langle \Psi_N(1,\ldots,1) | \bar{P}_n e^{-\beta H_{SA}} \bar{P}_n | \Psi_N(1,\ldots,1) \rangle \right] = \sum_{\lambda^L, \lambda^R \subseteq \{(M-2N-n+1)^N\}} |P_K(\tilde{\mu}^R \rightarrow \tilde{\mu}^L)| d_{\lambda^L} d_{\lambda^R},
\]

where \( \tilde{\mu}^{L,R} = \lambda^{L,R} + 2\delta \) (see (57)).

§6. Discussion

The \( XXZ \) Heisenberg chain has been considered for two specific limits of the anisotropy parameter: \( \Delta \rightarrow 0 \) and \( \Delta \rightarrow -\infty \). The corresponding state vectors are expressed in terms of symmetric Schur functions. Certain expectation values and thermal correlation functions of the ferromagnetic string operators have been calculated over the basis of \( N \)-particle Bethe states. The expectation values obtained are of the type of the emptiness formation probability. The thermal correlator of the ferromagnetic string operator is expressed through the generating function of the lattice paths of random walks of vicious walkers. The thermal correlator in question turns out to be the generating function of certain polynomials built up from the Schur polynomials. A relationship between the
expectation values obtained and the generating functions of boxed plane partitions is discussed. An asymptotic estimate of the thermal expectation value of the ferromagnetic string is obtained in the limit of zero temperature for $\Delta = 0$. These estimates are expressed in terms of the dimension of the irreducible representations of the group $U(N)$.
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