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Abstract—Sustaining real-world human-robot interactions requires robots to be sensitive to human behavioural idiosyncrasies and adapt their perception and behaviour models to cater to these individual preferences. For affective robots, this entails learning to adapt to individual affective behaviour to offer a personalised interaction experience to each individual. Continual Learning (CL) has been shown to enable real-time adaptation in agents, allowing them to learn with incrementally acquired data while preserving past knowledge. In this work, we present a novel framework for real-world application of CL for modelling personalised human-robot interactions using a CL-based affect perception mechanism. To evaluate the proposed framework, we undertake a proof-of-concept user study with 20 participants interacting with the Pepper robot using three variants of interaction behaviour: static and scripted, using affect-based adaptation without personalisation, and using affect-based adaptation with continual personalisation. Our results demonstrate a clear preference in the participants for CL-based continual personalisation with significant improvements observed in the robot’s anthropomorphism, animacy and likeability ratings as well as the interactions being rated significantly higher for warmth and comfort as the robot is rated as significantly better at understanding how the participants feel.

Index Terms—Continual Learning, Affective Robotics, Wellbeing, Facial Affect, Human-Robot Interaction

I. INTRODUCTION AND RELATED WORK

Social and affective robots are designed to interact in human-centred environments, learning to sustain closed-loop interactions with humans. Acting as assistants [1], tutors or coaches [2], [3], and companions that offer personalised conversational capabilities [4], they need to sense and understand human behaviour and learn to support them with context-appropriate social interactions, aiding and even fostering their cognitive and socio-emotional wellbeing [5]. This entails socio-emotional adaptability in affective robots that may allow them to not only adapt to real-world interactions with individuals but also provide them personalisation interaction experiences by adapting to individual context and behaviour [4], [6], [7]. Developing sensitivity towards specific verbal and non-verbal human behaviours [8], [9] while learning to respond dynamically and appropriately enables social robots to offer personalised and naturalistic human-robot interactions [10].

Humans use affect to convey meaning and intent in conversations using several outward signals [11] such as facial expressions [12], body gestures [13] or speech intonations [14]. For affective robots, it is essential to interpret such affective signalling to gather a contextual understanding of their interactions with humans. This may enable them to adapt their own behaviours during interactions to appropriately reflect the users’ affective state, engaging them in meaningful conversations [10], [15]. However, this may not be easy in all situations owing to the unpredictability of human-centred environments resulting from changing environmental conditions and interaction contexts and the inherent uncertain and subjective nature of human affective expression [16].

Affective Robotics research explores how embedding robots with an understanding of human affective behaviour may allow them to facilitate meaningful interactions that enhance an individual’s experience with the robot [17]. Yet, most approaches make use of off-the-shelf affect perception models that, despite providing state-of-the-art results on benchmarks, are not able to adapt to the dynamics of real-time interactions. Any adaptation in the model requires a large amount of computational resources as they need to be trained, from scratch in most cases, with large amounts of data. This may not be feasible, especially when applied on resource-constrained devices such as robots in real-world situations [8], [18].

Continual Learning (CL) [8], [19], [20] for robots focuses, instead, on adapting to changing contexts and shifts in inherent data distributions. It aims to instil long-term adaptability in agents integrating novel information, acquired incrementally during interactions with the environment, while balancing past knowledge [20]. For affective robots, this entails adapting and personalising to individual socio-emotional behaviours over repeated interactions with the users, learning to adapt their own behaviours in the process. The desiderata for continually adapting affective robots thus becomes to model personalisation capabilities that allow robots to be sensitive to individual differences in affective behaviours [7], [21] and model context-appropriate behaviours during interactions [8], [22], [23].

In our previous work [8], we provide a theoretical framework for CL for affective robotics, proposing two specific components of such interactions; personalised affect per-
ception and context-appropriate behavioural learning, that allow robots to continually learn and adapt in real-world situations. Enabling personalised affect perception requires robots to adapt their perception towards individual users, accounting for individual differences in expression and other characteristic attributes [7]. Several approaches achieve this by considering contextual attributes such as gender and culture [4] to learn person-specific feature representations [4], [24], or learning individualised affective memories [21] that encode the robot’s affective experience interacting with an individual, or simultaneously learning personalised (forming an episodic memory) and generalised (forming a semantic memory) representations [7] that may allow robots to adapt towards each individual while preserving a generalised understanding of human affective expression across individuals and contexts. Furthermore, using such personalised models to encode the users’ affective state as a contextual affordance, robots may dynamically model and adapt their interactions with the users instead of following the same static and scripted interaction for each user [22], [25]. Such personalised interactions are expected to enhance the users’ experience interacting with the robot, offering a naturalistic interaction experience.

Extending our theoretical formulations presented in [8], in this work, we present a practical framework for real-world application of continual learning for enabling personalised Human-Robot Interaction (HRI) for affective robots. The presented framework enables a multi-modal interaction, with speech recognition capabilities to parse user responses, and a CL-based facial affect perception model [7] that personalises its learning towards each individual’s expressions. A dialogue manager allows to structure the interactions into different interaction states based on the interaction context. The robot uses its evaluation of participants’ affective behaviour to model state-transitions, personalising interactions to individual preferences and employs Natural Language Generation (NLG) to generate naturalistic responses towards the participants. To evaluate the contribution of CL-based personalisation towards how the participants’ impressions of the robot, we implement another version of the framework, for comparison, switching the CL-based model with the FaceChannel [26], [27], an off-the-shelf state-of-the-art facial affect perception model that still encodes the participants’ facial affect, albeit without any personalisation. Furthermore, a control condition is implemented by completely ‘switching off’ affective adaptation and always following a static and scripted interaction flow, ignoring the participants’ affective responses. For the proof-of-concept user study, 20 participants interact with three versions of the Pepper robot, in a between-subjects design; (i) following a static and non-adaptive interaction script, (ii) using affective adaptation without personalisation, or (iii) using CL-based affective adaptation with personalisation. Our results demonstrate that using CL-based personalisation improves participants’ impressions of the robot for anthropomorphism, animacy and likeability while offering warm and comfortable interactions by being sensitive to the participants feelings.

II. THE INTERACTION SCENARIO

Enabling personalised interaction capabilities in affective robots can be beneficial for HRI across a variety of interaction contexts. In particular, we explore sensing and adapting to human affective behaviour in a one-off Positive Psychology (PP)-based [28], [29] interaction session where the Pepper Robot requests participants to reflect upon recent events in their lives that may invoke positive feelings in them.

We develop a script for the interaction scenario in collaboration with a professional psychologist to mitigate situations or utterances from the robot that may risk invalidating or patronising the participants. This also allows us to improve the interaction, clarifying prompts for participants to share their experiences, and determine the appropriate amount of robot utterances. Participant responses are modelled in two ways; ‘Yes/No’ questions determining the flow of the interactions, and open-ended ‘descriptive’ questions where the participants talk about their experiences in as much detail as they deem appropriate. Participants’ affective behaviour during the descriptive questions is observed and used to select appropriate robot responses using empathetic utterances [30] that are reflective of the participants’ affective state. Each interaction with the participants consists of three exercises or tasks:

1) The robot asks participants to talk about 2 impactful things or events in their lives from the past two weeks, why these events may have happened and how the events made them feel.
2) Focusing on developing gratitude to increase positive affect and subjective happiness, the robot asks the participant to recall 2 things that they felt grateful for in the recent past.
3) The robot then asks the participants to describe 2 recent accomplishments, the strengths applied to accomplish these, and how these made them feel.

After the interaction, the robot asks participants for verbal and survey-based feedback using a tablet.

III. THE PROPOSED FRAMEWORK

To facilitate interactions with Pepper, we implement a modular framework that enables multi-modal interaction capabilities in the robot (see Fig. 1). This allows us to selectively employ different functionalities as needed to implement different variations in robot behaviours. All modules are implemented on Pepper as Robot Operating System (ROS) modules communicating with each other.

A. Face Detection and Obtaining Ground Truth

We use Pepper’s on-board RGB-camera (from the forehead) to record participants’ behaviour at 30 FPS with a resolution of 640 × 480. OpenCV Face Detection3 is used to detect and crop-out the participants’ face from the recorded images. These face images are passed to the FaceChannel [26], [27] to annotate the participants’ real-time facial expressions in

1https://www.softbankrobotics.com/emea/en/pepper
2http://wiki.ros.org/melodic
3https://github.com/opencv/opencv
terms of valence, representing the positive or negative nature of their expression and arousal, representing the intensity, normalised to $\in [-1, 1]$, providing ground truth evaluations. Each annotated frame provides labelled data to be used by the CL-based personalisation model. These annotated frames are published as ROS parameters to be processed by the rest of the system. For affect-based adaptation without personalisation, annotations over the last 5 seconds ($5 \times 30 = 150$ frames) of each dialogue provide an evaluation of the participants’ affective responses towards the robot and are used to modulate the interaction flow (see Section III-C1).

**B. Continual Learning for Personalised Affect Perception**

For personalised affect perception we use the CLIFER framework [7], initially evaluated only on benchmark datasets, by extending its imagination model for dimensional facial expression editing [31] and applying it in the context of HRI. CLIFER implements a Growing Dual-Memory (GDM)-based architecture [32] that allows for incrementally personalising the robot’s perception model towards an individual. It consists of an episodic (GDM-E) and a semantic (GDM-S) memory, both of which use a Growing When Required (GWR) neural network with Gamma-filtering [32] for a semi-supervised processing of facial features for affect perception [7]. While the episodic memory learns instance-level variations, personalising to the participants’ current expressions during the interactions, the semantic memory learns concept-level abstractions for long-term retention of knowledge over repeated interactions with a participant. Imagination in CLIFER allows for the simulation of additional facial images for a participant by conditionally translating their face to represent different affective annotations using a Conditional Adversarial Auto-Encoder (CAAE)-based adversarial learning model [7], [31]. These generated images augment learning in the dual-memory
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**Fig. 1:** The Proposed Framework: Continual Learning for Personalised Human-Robot Interactions.

**Fig. 2:** Adapting CLIFER [7] for Imagining participant faces for a range of arousal-valence values.
GDM model that personalises towards each individuals’ expressions.

During the interactions, from each response by the participant, we randomly sample 10 FaceChannel-annotated images of the participant, and for each of these images, CLIFER imagines or simulates 49 additional facial images (see Fig. 2), corresponding to arousal and valence values ranging from \((-0.75, 0.75)\) (values capped at \([-0.75, 0.75]\) to avoid extremes). The additional \(10 \times 49 = 490\) images, along with the original 10 images, are then passed through the encoder to generate feature representations that are used to update the GDM-based learning model. As the robot interacts with the participant, it is able to simulate imagined contact [33] over a wide-range of affective contexts, personalising towards their expressions. For real-time affect perception, we use the episodic memory representations to summarise the arousal-valence predictions over the last 5 seconds \((5 \times 30 = 150)\) frames of each dialogue and publish them as ROS parameters to be used by the dialogue manager to modulate the interaction flow.

C. Dialogue Management

1) Interaction State Manager: We model a bi-directional interaction where Pepper listens to the participants’ responses appropriately by generating naturalistic and congruous responses. For this, we implement a Finite-state Machine (FSM)-based dialogue manager using the SMACH\(^4\) ROS library. The interactions consist of 7 different dialogue states, starting with Introduction \((S_1)\) followed by the three interaction states tagged as Impactful \((S_2)\), Grateful \((S_3)\) and Accomplishments \((S_4)\) (see Section II). After the three interactions, the participants provide a verbal Feedback \((S_5)\), fill out the Survey \((S_6)\) questionnaires and finally end the session by saying Goodbye \((S_7)\).

Under each of the interaction states \((S_2, S_3 \text{ and } S_4)\), participants respond to open-ended descriptive questions about their recent experiences. The robot encodes their facial affect using arousal-valence predictions from the CLIFER (or the FaceChannel, depending on the condition) model and divides the dialogue states further, mapping them to the four quadrants \((Q_1: \text{positive valence & positive arousal, } Q_2: \text{negative valence & positive arousal, } Q_3: \text{negative valence & negative arousal, } \text{and } Q_4: \text{positive valence & negative arousal})\) of the Complex Model of affect [34], to determine robot responses. An additional Neutral dialogue-state is mapped for arousal-valence values in \([-0.10, 0.10]\). These sub-states extend the dialogue with the robot adapting its responses based on the participants’ affective behaviour. State transitions are adapted to generate appropriate robot responses by traversing these sub-states for each interaction state. For instance, if a participant expresses positive arousal and valence \((Q_1)\) while talking about impactful events \((S_2)\), the robot utters an additional positive response such as, “That sounds great, I’m happy for you.” to express its understanding of their affective state, before returning to the interaction script \((S_2 \xrightarrow{Q_1} S_3)\). For the static and scripted interactions, such affective dialogue is not held and the robot strictly follows the interaction script, transiting from one interaction state to the other directly \((S_2 \rightarrow S_3)\).

2) Speech Recognition: To capture participant responses during the interactions, we use the Python Speech Recognition Library\(^5\), built on top of Google ASR. For the ‘Yes/No’ questions, we implement keyword-spotting to capture variations of affirmative (yes, yeah, yep, OK; fine, aye, definitely, certainly, exactly, of course, positive, sure) and negative (no, nope, na, never, nah, nay) user responses. These responses are used by the state manager to model state-transitions between dialogue states \((S_1 \rightarrow S_7)\). Other user responses to the open-ended descriptive questions are also captured and logged but do not affect the interaction flow.

3) Natural Language Generation (NLG): For each interaction state in the dialogue manager, pre-defined sentence dictionaries are used by the NLG module to generate corresponding robot responses. The dialogue manager is tasked with determining the interaction state (and the affective sub-state, depending on the condition) and selecting the sentence to be uttered by the robot. A total of \(120+\) robot responses are scripted, split into several sentence dictionaries, each mapped to a given dialogue state (see Fig. 1 for some examples). Pepper’s in-built Text-to-Speech (TTS) Python library\(^6\) is used to generate robot responses.

D. Gesture Modelling

During the interactions, Pepper is designed to generate certain upper-body gestures by manipulating its joints (head, shoulders, elbows, wrists and hands) to make the interactions seem more naturalistic [35], [36]. These gestures are performed as the robot welcomes the participants, asks a question, responds to their affective expressions (only for the adaptive interactions), and at the end of the experiment to say goodbye. All gestures (see Fig. 3 for examples) are pre-defined in Choregraphe\(^7\) after consulting the psychologist to mitigate negative feelings in the participants.

IV. PROOF-OF-CONCEPT: USER STUDY

A. Set-up

The participants are sat in front of Pepper with a low table separating the two, in order to keep the participants’ personal

---

\(^4\)http://wiki.ros.org/smach

\(^5\)https://github.com/liber/speech_recognition

\(^6\)http://doc.aldebaran.com/2-5/naoqi/audio/altexttospeech.html

\(^7\)http://doc.aldebaran.com/2-4/software/choregraphe/index.html
space (see Fig. 4). Two cameras capture the interaction, placed facing the participant and Pepper, respectively, while Pepper’s on-board RGB camera is used to capture the participants’ facial affect. An external microphone is placed on the table in front of the participant to accurately record their voice. Pepper’s on-board speakers are used to communicate with the participants. Additionally, a tablet is placed on the table for the participants to fill out the survey questionnaires.

B. Participants

A total of 22 participants were recruited for the user study amongst the students and members of the university. However, some technical issues during the interaction led to data from 2 participants being dropped from the analyses. Thus, the evaluations presented here consist of data from $N = 20$ participants (12 female, 5 male, 3 not disclosed) aged $26.70 \pm 3.68$ years from 12 different nationalities. The majority of the participants ($N = 13$) indicated little to no prior experience with humanoid robots. As the interaction was modelled around wellbeing and PP exercises, only a non-clinical population was sought making sure that none of the participants were undertaking any mental health treatment or medication. All participants were asked to fill in the General Anxiety Disorder (GAD7) [39] and Participant Health Questionnaire (PHQ9) [40] before they were enrolled in the experiments to make sure no participants were experiencing high anxiety or depression. This screening resulted in several participants not being able to participate in the study creating an imbalance in the gender distribution as well as the condition groups. Before the study, participants were also asked to watch 2 videos of Pepper showing its interaction capabilities, in order to familiarise them with the robot. All participants provided informed consent for their participation and the usage of their data for post-study analyses. The participants were compensated in the form of Amazon vouchers. The consent form, study-design and the experimental protocol was approved by the Departmental Ethics Committee.

C. Experiment Conditions

Following a between-subjects design, each participant is randomly allocated to one of three conditions where each interaction lasts for $\approx 12$ minutes, depending upon their responses.

1) C1 - Static and Scripted Interaction: In this condition, the interaction between the participant and the robot follows the pre-defined script where the robot’s responses do not take into account the participants’ affective responses and the robot always responds in an anodyne manner. A total of 5 participants were allocated to this condition.

2) C2 - Affect-based Adaptation without Personalisation: To evaluate if embedding adaptation in the robot influences its interactions with the participants, in this condition, we employ the FaceChannel affect perception model, to determine participants’ affective expressions. Starting from the same initial state in the dialogue manager as C1, the affect perception outcome is used to modulate robot responses in the interaction states ($S_2, S_3$ and $S_4$) to adapt to the interaction. A total of 9 participants were allocated to this condition.

3) C3 - Affect-based Adaptation with Continual Personalisation: In this condition, instead of the pre-trained FaceChannel model, the CLIFER model is employed to determine the affective state expressed by the participant during interactions (see Section III-B). As the interaction progresses, the model continually personalises towards the individual participant’s facial expressions. This personalised affect prediction is used to modulate the robot’s responses towards each participant. A total of 6 participants were allocated to this condition.

D. Questionnaires

To evaluate interactions with the robot, the participants completed a three-part questionnaire consisting of questions from the GODSPEED [37] (measuring robot anthropomorphism, animacy, likeability, perceived intelligence and perceived safety) and RoSAS [38] (measuring people’s perceptions of the robot for warmth, competence, and (dis) comfort) questionnaires, along with customised questions on whether Pepper understood what they said or how they felt and adapted its behaviour accordingly.

E. Results

To evaluate whether affective adaptation with continual personalisation enhances the participants’ interactions with Pepper, we examine how they rate the robot during the interactions, compared to affective adaptation without personalisation as well as the control condition following a static interaction script. Following a between-subjects design, we compare the participants’ evaluation of the robot under the three conditions. First, the three conditions are compared using the Kruskal-Wallis H Test [41] to measure significant differences between the three conditions in terms of the participants’ ratings for the robot. For the the dimensions with significant differences, as a post-hoc analysis, pair-wise non-parametric one-tailed Mann-Whitney U Test [42] is conducted comparing C1 vs. C2, C2 vs. C3, and C1 vs. C3. Bonferroni correction is applied to all the statistical comparisons conducted. In each figure, * represents $p < 0.05$ and ** represents $p < 0.01$. Here we present the main outcomes of these evaluations:

1) GODSPEED: Our results show that both C2 and C3 are, on average, rated higher than C1 across all the GODSPEED evaluations (see Fig. 5a) indicating a clear preference with the participants towards an adaptive Pepper that is sensitive to
their affective expressions. Furthermore, we see that continual personalisation (C3) is rated significantly higher than the static interaction (C1) for the anthropomorphism ($U = 0.5, p = 0.004$), animacy ($U = 1.0, p = 0.006$), and likeability ($U = 2.0, p = 0.011$) of the robot. Investigating the underlying dimensions for GODSPEED (see Fig. 6a), C3 is rated significantly higher than C1 on conscious ($U = 2.5, p = 0.007$), pleasant ($U = 2.0, p = 0.005$) and nice ($U = 2.0, p = 0.005$) dimensions while also being rated higher than C2 on the pleasant ($U = 5.5, p = 0.004$) and nice ($U = 8.5, p = 0.012$) dimensions. C2, on the other hand, is also rated higher than C1 on the conscious ($U = 5.0, p = 0.008$) and responsive ($U = 5.5, p = 0.011$) dimensions.

2) RoSAS: Similar results are witnessed on the RoSAS evaluations as well, where C2 and C3 are rated better than C1 across all evaluations (see Fig. 5b). Here too C3 performs the best being rated significantly higher than C1 for warmth ratings ($U = 2.0, p = 0.010$) and significantly lower for discomfort ratings ($U = 29.0, p = 0.006$). C2, on the other hand, is rated significantly higher for warmth ratings ($U = 4.5, p = 0.009$) than C1. A deeper look into the underlying dimensions for RoSAS (see Fig. 6b) tells a similar story as the GODSPEED evaluations as C3 is consistently rated higher, on average, than both C1 and C2. It is rated significant less awkward ($U = 30.0, p = 0.003$) and more feeling ($U = 2.0, p = 0.008$) than C1. On the other hand, C2 is rated significantly more responsive ($U = 5.5, p = 0.011$) and more feeling ($U = 5.5, p = 0.008$) than C1.

3) Customised Questions: Customised questions are used to measure specific aspects of the interactions with Pepper such as its ability to understand what the user said, how they felt, and whether it adapted towards the participant. Pepper
under C3 is rated higher than C2 and C1 across all dimensions with a significant difference witnessed in terms of understanding how the participants felt ($U = 1.0, p = 0.005$), during the interactions. C2 is also rated significantly higher than C1 in understanding how the participants felt ($U = 5.5, p = 0.009$). These results underscore Pepper’s ability, under C2 and C3 to be sensitive towards participants’ affective behaviour during the interactions.

V. CONCLUSION

In this work, we design and implement a novel CL-based framework on a physical robot to enable continual personalisation capabilities, and undertake a proof-of-concept study for wellbeing coaching. To the best of our knowledge, this is the first study evaluating how continual personalisation capabilities in affective robots can improve participants’ evaluation of them, improving their experiences with the robots.

Our results from the proof-of-concept user study show that a robot that adapts its behaviour by taking into account the affective behaviour of the participants (C2 and C3) is preferred, on average, over a static, non-adaptive (C1) one. Furthermore, embedding continual personalisation capabilities in the robot (C3) significantly improves participants’ impressions of the robot across several dimensions such as anthropomorphism, animacy, likeability, warmth and comfort and improves its perceived understanding of the participants’ affective experience during the interactions. For PP-oriented wellbeing coaching, these are promising results as the expectation from such robots would be to offer positive experiences to the participants. Starting from a warm and comfortable interactions where the robot empathises with how the participants feel allows for them to open up to the coaching provided, especially with the enhanced likeability of the robot. This is evidenced in the reduced awkwardness during the interactions with C3 being rated significantly higher in terms of being pleasant, nice and feeling towards the participants. Starting from a generalised understanding of human facial affect, CL-based personalisation towards each individual user ensures that the robot is able to accurately sense and understand their affective state during the interactions, enabling a dynamic and robust interaction with the participants, essential for wellbeing coaching.

Even though adapting the interactions based on the participants’ affective responses under both C2 and C3 offers improvements over making the robot always follow a static script, using CL to personalise the robots’ affect perception towards each participant makes these improvements significant. This is witnessed across evaluations where C3, on average, achieves the highest ratings. Thus, continual personalisation may become an important capability for robots interacting with individuals, especially under wellbeing scenarios, where the robot is expected to be sensitive to their affective behaviour and adapt its behaviour accordingly. Such adaptation can have a positive impact on the interactions with the robot ‘empathising’ [30] with the participants and adapting the interaction based on their affective behaviour.

A. Limitations and Future Work

This proof-of-concept evaluation constitutes preliminary results from a larger study aimed at investigating interactions with personalisable affective robots over repeated interactions. Here, we only investigate a one-off interaction to determine whether CL-based personalisation improves the participants’ interaction experience under wellbeing settings. Even though our evaluations provide promising results in favour of continual personalisation, further analyses will focus on evaluating longitudinal interactions over multiple sessions to determine whether these effects hold under long-term HRI settings.

The screening of participants to make sure we were working with only a non-clinical population meant that several potential participants needed to be dropped from the user-study, leading to an imbalance in the gender distribution of the participants with more females participating in the study. Furthermore, technical issues during the experiments meant the data from some participants needed to be excluded from the analyses. This led to further imbalance in the distribution of the populations assigned randomly to each condition. Future work would also focus on balancing these distributions for the participants for the longitudinal experiments.

Furthermore, we use a uni-modal affect perception for the robot evaluating only their facial expressions. This may not be sufficient as participants’ verbal responses and their body gestures may also include important information about their affective responses during the interaction. Thus, future work should explore multi-modal affect perception to better evaluate the participants’ affective responses. Furthermore, integrating more advanced Natural Language Processing (NLP) capabilities will strengthen active listening capabilities for the robot, improving its contextual understanding of the interaction.
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