ABSTRACT

In biomedical engineering, earthquake prediction, and underground energy harvesting, it is crucial to indirectly estimate the physical properties of porous media since the direct measurement of those are usually impractical/prohibitive. Here we apply the physics-informed neural networks to solve the inverse problem with regard to the nonlinear Biot’s equations. Specifically, we consider batch training and explore the effect of different batch sizes. The results show that training with small batch sizes, i.e., a few examples per batch, provides better approximations (lower percentage error) of the physical parameters than using large batches or the full batch. The increased accuracy of the physical parameters, comes at the cost of longer training time. Specifically, we find the size should not be too small since a very small batch size requires a very long training time without a corresponding improvement in estimation accuracy. We find that a batch size of 8 or 32 is a good compromise, which is also robust to additive noise in the data. The learning rate also plays an important role and should be used as a hyperparameter.
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1 Introduction

The volumetric displacement of a porous medium caused by the changes in fluid pressure inside the pore spaces is essential for many applications including groundwater flow, underground heat mining, fossil fuel production, earthquake mechanics, and biomedical engineering [1,2,3,4,5,6,7]. Such volumetric deformation may impact the hydraulic
storability and permeability of porous material, which in turn, influences the fluid flow field. This coupling between fluid flow and solid deformation can be captured through the application of Biot’s equations of poroelasticity [8,9]. The Biot’s equations can be solved analytically for simple cases [10,11], using finite volume discretization [12,13], or more commonly by applying finite element methods [14,15,16,17,18,19] for complex systems. The last two methods, however, require significant computational resources and, therefore, may not be suitable to handle an inverse problem [20,21].

In the past decades, deep learning has been successfully applied to many applications [22,23,24] because of its capability to handle highly nonlinear problems [25]. This technique, in general, requires a significantly large data set to reach a reasonable accuracy [26], hindering its applicability to many scientific and industrial problems [27]. Recently, the idea of encoding the physical laws into the architectures and loss functions of the deep neural network – so-called Physics Informed Neural Network (PINN) – has been successfully applied to computational fluid mechanics problems [28,29,30] and the coupled solid and fluid problem [31]. The published results illustrate that by incorporating the physical laws, the neural network can provide good approximations with a limited data set.

Developing a fast and reliable method for parameter estimation in the case of Biot’s equations is desirable because the physical properties of the porous media are nontrivial and costly to measure as the media of interest usually locate in areas difficult to access such as inside living organisms or deep underground [32,33]. Therefore, a non-intrusive or indirect measurement combined with an inverse model is highly beneficial [34,35]. Since the coupled fluid and solid mechanics process is highly nonlinear [14,16,33], it is a suitable problem to consider in the context of deep learning algorithms. Our previous study has shown that the PINN model could solve the nonlinear Biot’s equations for both forward and inverse modeling using full-batch training and limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm as a minimization algorithm [31]. This study extends our previous model to the batch training focusing on the inverse problem of the nonlinear Biot’s equations because the batch training may provide more accurate results since it might avoid local minimum [36].

### 2 Governing equations

We consider an initial-boundary value problem of a poromechanical process, which couples solid deformation and fluid flow problems. Let \( \Omega \subset \mathbb{R}^d (d \in \{2, 3\}) \) be the domain of interest in \( d \)-dimensional space that is bounded by boundaries, \( \partial \Omega \). Note that we only focus on \( d = 2 \) in this paper. The \( \partial \Omega \) can be decomposed to displacement and traction boundaries, \( \partial \Omega_u \) and \( \partial \Omega_t \), respectively, for the solid deformation problem. For the fluid flow problem, \( \partial \Omega \) is decomposed to pressure and flux boundaries, \( \partial \Omega_p \) and \( \partial \Omega_q \), respectively. The time domain is denoted by \( \mathbb{T} = (0, T] \) with \( T > 0 \).

The coupling between the fluid flow and solid deformation can be captured through the application of Biot’s equations of poroelasticity, which is composed of two balance equations [8,9]. The first equation is the linear momentum balance equation, as shown below:

\[
\nabla \cdot \left( 2\mu_l \varepsilon(u) + \lambda_l u I \right) + \alpha \nabla \cdot p I - \rho g = f \quad \text{in} \quad \Omega \times \mathbb{T},
\]

\[
\mathbf{u} = \mathbf{u}_D \quad \text{on} \quad \partial \Omega_u \times \mathbb{T},
\]

\[
\mathbf{\sigma} \cdot \mathbf{n} = \mathbf{\sigma}_D \quad \text{on} \quad \partial \Omega_t \times \mathbb{T},
\]

\[
\mathbf{u} = \mathbf{u}_0 \quad \text{in} \quad \Omega \quad \text{at} \quad t = 0,
\]

where \( \lambda_l \) and \( \mu_l \) are Lamé constants, \( \mathbf{u} \) is displacement, \( I \) is the second-order identity tensor, \( p \) is fluid pressure, \( \rho \) is the fluid density, \( \mathbf{g} \) is a gravitational vector, and \( f \) is a sink/source term for this momentum balance equation. The \( \rho g \) term, or in other words, the body force, is neglected in this study. \( \mathbf{u}_D \) is the prescribed displacement at the boundaries. \( \alpha \) denotes Biot’s coefficient defined as [37]:

\[
\alpha := 1 - \frac{K}{K_s},
\]
where $K$ is the bulk modulus of a rock matrix, $K_s$ is bulk rock matrix material (e.g., solid grains). $\sigma$ is the total stress defined as:

$$\sigma := 2\mu \varepsilon + \lambda u I,$$

and $\sigma_D$ is the prescribed traction at the boundaries. Assuming infinitesimal displacements, the strain, $\varepsilon(u)$, is defined as:

$$\varepsilon(u) := \frac{1}{2} (\nabla u + \nabla^T u).$$

The second equation is the mass balance equation, which is given as:

$$\left( \phi c_f + \frac{\alpha - \phi}{K_s} \right) \frac{\partial p}{\partial t} + \alpha \frac{\partial \nabla \cdot u}{\partial t} - \nabla \cdot \mathcal{N}[\kappa](\nabla p - \rho g) = g \text{ in } \Omega \times \mathbb{T},$$

$$p = p_D \text{ on } \partial \Omega_p \times \mathbb{T},$$

$$-\mathcal{N}[\kappa](\nabla p - \rho g) \cdot n = q_D \text{ on } \partial \Omega_q \times \mathbb{T},$$

$$p = p_0 \text{ in } \Omega \text{ at } t = 0,$$

where $\phi$ is initial porosity and remains constant throughout the simulation (the volumetric deformation is represented by $\partial \nabla \cdot u / \partial t$), $c_f$ is fluid compressibility, $g$ is sink/source, $p_D$ and $q_D$ are specified pressure and flux, respectively, $\kappa$ is hydraulic conductivity, and $\mathcal{N}[]$ is a nonlinear operator. In this paper, we simplify our problem by taking $\Omega = [0, 1]^2$, $\mathbb{T} = [0, 1]$, and choose the exact solution in $\Omega$ as:

$$u(x, y, t) := \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} \sin(x + y + t) \\ \cos(x + y + t) \end{bmatrix},$$

for the displacement variable where $u$ and $v$ are displacements in $x$- and $y$-direction, respectively. Note that because we focus on the 2-Dimensional domain, $u(x, y, t)$ is composed of two spatial components. For the pressure variable, we choose

$$p(x, y, t) := e^{(x+y+t)}.$$

Here $x$, $y$, and $t$ represent points in $x$-, $y$-direction, and time domain, respectively. The choice of the $\mathcal{N}[\kappa]$ function is selected to represent the change in a volumetric strain that affects the porous media conductivity, and it is adapted from [38, 39]. $\mathcal{N}[\kappa]$ then takes the form:

$$\mathcal{N}[\kappa] := \kappa_0 e^{\varepsilon_v}$$

where $\kappa_0$ represent initial rock matrix conductivity. We assume $\kappa_0$ to be a scalar in this paper, i.e., $\kappa_0 = \kappa_0$. $\varepsilon_v$ is the total volumetric strain defined as:

$$\varepsilon_v := \text{tr}(\varepsilon).$$

All the physical constants are set to 1.0; and subsequently, $f$ is chosen as:

$$f(x, y, t) := \begin{bmatrix} f_u(x, y, t) \\ f_v(x, y, t) \end{bmatrix},$$

where

$$f_u(x, y, t) := -4.0 \sin(x + y + t) - 2.0 \cos(x + y + t) - e^{(x+y+t)},$$

$$f_v(x, y, t) := -4.0 \cos(x + y + t) + 2.0 \cos(x + y + t) - e^{(x+y+t)},$$

$$f_v(x, y, t) := -4.0 \sin(x + y + t) + 2.0 \cos(x + y + t) - e^{(x+y+t)},$$

$$f_v(x, y, t) := -4.0 \cos(x + y + t) - 2.0 \sin(x + y + t) - e^{(x+y+t)}.$$
The source term of the mass balance equation, Eq \((8)\), is chosen as:

\[
g(x, y, t) := \left( \cos (x + y + t) + \sin (x + y + t) - 1 \right) e^{\cos(x+y+t)-\sin(x+y+t)+x+y+t} - \cos (x + y + t) + e^{x+y+t} - \sin (x + y + t),
\]

(19)
to satisfy the exact solution. Furthermore, the boundary conditions and initial conditions are applied using Eqs \((12)\) and \((13)\).

We generate the exact solution points, Eqs \((12)\) and \((13)\), based on a rectangular mesh \(\Omega = [0, 1]^2\) with 99 equidistant intervals in both \(x-\) and \(y-\)direction, i.e., \(\Delta x = \Delta y\). Using 49 equidistant temporal intervals, in total, we have 500000 examples. We draw \(n\) training examples randomly. Subsequently, we split the remaining examples equally for validation and test sets. Assuming we have 500000 solution points for the sake of illustration, we use 100 examples to train the model; we then have 499500 examples for both the validation and the test sets. We now formulate the two governing equations, Eqs. \((1)\) and \((8)\), in a parametrized form \([21]\) which will serve as the physics-informed constraints \([31]\) to our neural network:

\[
\Pi_u = \nabla \cdot \left[ 2\theta_1 e(u) + \theta_2 u I \right] + \theta_3 \nabla \cdot p I - f \text{ in } \Omega \times T,
\]

(20)

\[
\Pi_p = \theta_4 \frac{\partial p}{\partial t} + \theta_5 \nabla \cdot u I - \theta_5 \nabla \cdot e^\nu (\nabla p - \rho g) - g \text{ in } \Omega \times T,
\]

(21)

where

\[
\theta_1 = \mu_1, \quad \theta_2 = \lambda_1, \quad \theta_3 = \alpha, \quad \theta_4 = \phi c_f + \frac{\alpha - \phi}{K_s}, \text{ and } \theta_5 = \kappa_0.
\]

(22)

3 Physics-informed neural networks

This paper is an extension of our previous work \([31]\). Therefore, due to the limited space, we give only a short description of the physics-informed neural network architecture and its loss function. Detailed information can be found in \([31]\). Our network architecture used in this problem is illustrated in Fig \(1\). The main idea of solving inverse modeling using PINN is that we want to estimate a set of \(\theta\), Eq. \((22)\) from a known set of examples/measurements relating the input space \(x, y, t\), to the output space \(u, v, p\) and \(\rho f\). Specifically, we train a neural network to predict \(u, v, p\) from given values of \(x, y, t\), and during training, the set of \(\theta\) parameters are learned along with the weights (\(W\)) and biases (\(b\)) of the network itself. In other words, the reasoning behind solving the inverse problem is that we expect the unknown \(\theta\) to converge towards their true values during training.

The loss function applied with the PINN scheme is composed of two parts (here we use a mean squared error - \(MSE\) as the metric). The error on the training data \((MSE_b)\) and the mean square value of the regularization term given by the physics-informed function \((MSE_{II})\):

\[
MSE = MSE_b + MSE_{II},
\]

(23)

where

\[
MSE_{II} = MSE_{II_w} + MSE_{II_p},
\]

(24)

where

\[
MSE_b = \frac{1}{N_b} \sum_{i=1}^{N_b} \left[ |u(x_b, y_b, t_b) - u^i|^2 + |v(x_b, y_b, t_b) - v^i|^2 + |p(x_b, y_b, t_b) - p^i|^2 \right],
\]

(25)
Figure 1: Neural network architecture used for solving an inverse problem of the nonlinear Biot’s equations. There are three inputs, \(x, y, \) and \(t\), and three outputs, \(u, v, \) and \(p\). \(N_{hl}\) refers to the number of hidden layers and each hidden layer is composed of \(N_n\) neurons. Each neuron (e.g., \(H_{1,1}, \ldots, H_{1,N_n}\)) is connected to the nodes of the previous layer with adjustable weights (W) and also has an adjustable bias (b). In the inverse problem, the \(\theta\) parameters act as adjustable variables along with W and b.

\[
\text{MSE}_{u} = \frac{1}{N_{\Pi}} \sum_{i=1}^{N_{\Pi}} \| u_i(x_i^{\Pi}, y_i^{\Pi}, t_i^{\Pi}) \|_2^2, \\
\text{MSE}_{p} = \frac{1}{N_{\Pi}} \sum_{i=1}^{N_{\Pi}} \| p_i(x_i^{\Pi}, y_i^{\Pi}, t_i^{\Pi}) \|_2^2.
\]

where \(N_{\Pi}\) represents the number of training data relating input space to output space, and \(N_{\Pi}\) represents the collocation points used to estimate the physical constraint term – see Fig. 2. The \(N_{\Pi}\) data points can be sampled/measured from the whole domain, i.e., \(\Omega \times T\). All this data can contribute to both the \(\text{MSE}_{b}\) and \(\text{MSE}_{\Pi}\), i.e., \(\{\cdot\}_b = \{\cdot\}_\Pi\) and \(N_{\Pi} = N_{\Pi}\), terms of the loss function. Also, we may include an extra set of \(\{\cdot\}_\Pi\) (i.e., data where we would have no measured values), which would contribute only to the \(\text{MSE}_{\Pi}\) term.

To minimize Eq. 23, we train the neural network using the adaptive moment estimation (ADAM) algorithm [40]. List 3 presents a code snippet used in this study. We will explore the performance as a function of the learning rate and batch size, while the other hyperparameters such as the number of hidden layers, \(N_{hl}\), and number of neurons per layer, \(N_n\), are fixed at 6 and 20, respectively, as these settings were found to perform well for full batch training [31]. Besides, since there are many hyperparameters one could adjust in the training process, to see the effects of each specific parameter on training dynamics, we will use the one-factor-at-a-time method. The learning rate is a configurable hyper-parameters in the gradient descent method, and it is used to specify the amount that the weights...
(W and b) are updated during the backpropagation phase. If the learning rate is too high, the model becomes unstable, while if it is too small, the model takes a long time to converge. We use the following definition in our study [36]:

$$\text{batch size} = \begin{cases} 1, & \text{SGD} \\ 1 < x < N_{tr}, & \text{batch} \\ N_{tr}, & \text{full - batch} \end{cases}$$

(28)

where SGD denotes Stochastic Gradient Descent. Note that we shuffle our training examples (validation and test sets are not altered) at every epoch. Note that one epoch is one complete presentation of the training data set to the learning algorithm. The neural networks are built on the Tensorflow platform [41]. Besides, all training used in this study is performed on a single thread, Xeon Processor 2650v4.

```python
import tensorflow as tf
import numpy as np

class PhysicsInformedNN:
    def __init__(self, x, y, t, u, v, p, layers, **kwargs):
        self.learning_rate = learning_rate
        self.optimizer_Adam = tf.train.AdamOptimizer(learning_rate=self.learning_rate)
        self.train_op_Adam = self.optimizer_Adam.minimize(self.loss_mean)

    def train_batch(self, nIter, batch_size):
        x_full, y_full, t_full, u_full, v_full, p_full = self.x, self.y, self.t, self.u, self.v, self.p
        for i in range(nIter):
            x_full, y_full, t_full, u_full, v_full, p_full = self.shuffle(x_full, y_full, t_full, u_full, v_full, p_full)
            for j in range(np.ceil(len(self.x) / batch_size).astype(int)):
                idx_i = j*batch_size
                idx_e = (j+1)*batch_size
                tf_dict = {self.x_tf: self.x[idx_i:idx_e], self.y_tf: self.y[idx_i:idx_e],
                           self.t_tf: self.t[idx_i:idx_e],
                           self.u_tf: self.u[idx_i:idx_e], self.v_tf: self.v[idx_i:idx_e],
                           self.p_tf: self.p[idx_i:idx_e]},
```

Figure 2: Illustration of the input space for training the PINN when applied to the inverse problem.
Listing 1: Illustration of code snippet used in this study. The learning rate and batch size are hyperparameters.

def shuffle(self, x_full, y_full, t_full, u_full, v_full, p_full):
s = np.arange(x_full.shape[0])
np.random.shuffle(s)
return x_full[s], y_full[s], t_full[s], u_full[s], v_full[s]

4 Stochastic gradient descent, batch, or full-batch

The comparison among SGD (batch size = 1), batch (batch size = 32), and full-batch training results is presented in Fig 3. The learning rate is fixed at 0.0005. Fig 3a shows that the MSE of the SGD method decays slowly and fluctuates when epoch > 1000. The MSE of the full-batch training needs $10^5$ epochs to reach the level the SGD obtains after only 5000 epochs. The batch training seems to have the best performance among these three methods. Fig 3b shows the average percentage errors of $\theta$, confirming that batch training performs better as a function of the number of epochs.

![Graph showing comparison of stochastic gradient descent, batch, and full-batch training effect w.r.t. mean square errors and average percentage errors.](image)

Next, we compare the wall time measured at epoch = 5000, and the results are shown in Table 1. The SGD training has a much higher wall time than the batch and full-batch training. Note that wall time or elapsed time is measured from the start to the end of each process. Moreover, the full-batch training requires the least wall time. We observe that the batch training results in the best accuracy for both $u$, $v$, and $p$ and $\theta$ while it, however, requires a reasonable wall time. In the following, we will explore the batch training in more detail.

| Method      | avg. time/100 epochs | total time (5000 epochs) |
|-------------|----------------------|--------------------------|
| SGD         | 5876 s.              | 299699 s.                |
| batch       | 262 s.               | 13139 s.                 |
| full-batch  | 69 s.                | 3479 s.                  |

5 Effect of batch size on training dynamics

The effect of batch size on training dynamics is presented in Fig 4. Here, we use batch size = 8, 32, and 128. Note that the learning rate is fixed at 0.0005 for this study. From Fig 4 one can observe that with the larger batch sizes, both the dynamics of the mean square errors and the percentage errors of $\theta$ become smoother (less fluctuations). With a fixed number of the epoch, the batch size of 128 has the worst accuracy, while the batch size of 8 produces the largest fluctuations. Using the batch size of 32, we here obtain the best performance with respect to minimizing the loss functions.
Figure 4: Illustration of the effect of batch size on training dynamics: (a) batch size of 8 – mean square errors of the loss functions, (b) – percentage errors of $\theta$, (c) batch size of 32 – mean square errors of the loss functions, (d) – percentage errors of $\theta$, (e) batch size of 128 – mean square errors of the loss functions, (f) – percentage errors of $\theta$. The learning rate is fixed at 0.0005.

The comparison of the accuracy of the trained model, when tested on the validation set as a function of the batch size, is shown in Fig 5. The results illustrate that using the batch size of 32 generally produces the most accurate results, while the trained model with the batch size of 128 has the least accurate results.
6 Effect of learning rate on training dynamics

Next, we investigate the effect of the learning rate on training behavior. Here, we examine three different learning rates, 0.001, 0.0005, and 0.0001, respectively. The results are shown in Fig 6. Note that the batch size is fixed at 32 in this investigation. As expected, when the learning rate increases, the oscillation in both mean square errors and percentage errors of \( \theta \) become more substantial.

The accuracy of the trained model, when tested on the validation set, is presented in Fig 7. Generally, the trained model using the learning rate of 0.0005 yields the most accurate results.

7 Effect of weights and biases initialization on training dynamics

In the previous sections, we found that the trained model with batch size = 32 and learning rate = 0.0005 generally provides the most accurate predictions of \( u, v, p \), and the estimations of the set \( \theta \). However, as mentioned in [31], PINN training depends heavily on the initializations of \( W \) and \( b \). Hence, we present the effects of \( W \) and \( b \) initializations in Fig 8. Note that we use “Xavier initialization” for all of our simulations. Since Xavier initialization is stochastic, the sets of initial \( W \) and \( b \) are different with different seed numbers. The goal here is to illustrate that with different initial sets of \( W \) and \( b \), the training behavior of each initialization is different, and, as mentioned in [31], one could report an average of the results instead of one single outcome. Here, we use batch size = 32 and learning rate = 0.0005. As expected, the convergent paths are different among different initializations.

Even though the convergent paths among different initializations are dissimilar, the accuracy of the trained model tested against the validation set for \( u, v, \) and \( p \) and true values for a set of \( \theta \) is not much different, as shown in Fig 9.
Figure 6: Illustration of effect of learning rate on training dynamics: (a) learning rate of 0.001 – mean square errors of the loss functions, (b) – percentage errors of $\theta$, (c) learning rate of 0.0001 – mean square errors of the loss functions, (d) – percentage errors of $\theta$. The batch size is fixed at 32. Please refer to Fig 4c-d for the results of the learning rate of 0.0005.

Figure 7: Illustration of the accuracy of the trained model tested using the validation set ($u$, $v$, and $p$) and the true values of the physical parameters ($\theta_1$, $\theta_2$, $\theta_3$, $\theta_4$, and $\theta_5$): (a) $L^2$ errors of $u$, $v$, and $p$ and (b) percentage errors of $\theta_1$, $\theta_2$, $\theta_3$, $\theta_4$, and $\theta_5$. Please refer to Fig 4c-d for the results of the learning rate of 0.0005.
Figure 8: Illustration of the effect of weights and biases initialization on training dynamics: (a) init1 – mean square errors of the loss functions, (b) – percentage errors of $\theta$, (c) init3 – mean square errors of the loss functions, (d) – percentage errors of $\theta$. The batch size is fixed at 32, and the learning rate is fixed at 0.0005. Please refer to Fig 4c-d for the results of init2.

Figure 9: Illustration of the accuracy of the trained model tested using the validation set ($u$, $v$, and $p$) and the true values of the physical parameters ($\theta_1$, $\theta_2$, $\theta_3$, $\theta_4$, and $\theta_5$): (a) L2 errors of $u$, $v$, and $p$ and (b) percentage errors of $\theta_1$, $\theta_2$, $\theta_3$, $\theta_4$, and $\theta_5$. Please refer to Fig 4c-d for the results of init2.
8 Effect of noise on model behavior

Next, we perform a systematic study of the effect of additive noise in data, which is created from the true data as follows [28]:

\[ X_{\text{noise}} = X_{\text{true}} + \epsilon S(X_{\text{true}}) G(0, 1), \]  

(29)

where \( X_{\text{noise}} \) and \( X_{\text{true}} \) is the vector of the data with and without noise, respectively. The \( \epsilon \) determines the noise level, \( S(\cdot) \) represents a standard deviation operator, \( G(0, 1) \) is a random value, which is sampled from the Gaussian distribution with mean and standard deviation of zero and one, respectively. The noise generated from this procedure is fully random and uncorrelated.

The illustration of the accuracy of the trained model (in percentage error) tested using the true values of the physical parameters (\( \theta \)) with different noise levels is shown in Table 3. We follow the procedure proposed by [31] as we average our results shown in Table 3 over six realizations (different initializations of \( W \) and \( b \)). As expected, this table illustrates that when the noise level goes up, the model accuracy decreases. The batch size of 8 or 32 provides the best accuracy.

Table 3: Illustration of the accuracy of the trained model (in percentage error) tested using the true values of the physical parameters (\( \theta_1, \theta_2, \theta_3, \theta_4, \) and \( \theta_5 \)) with different noise level

| batch size | Noise 0% | Noise 1% | Noise 5% | Noise 10% |
|------------|----------|----------|----------|-----------|
| 8          | 0.13     | 0.17     | 0.56     | 0.97      |
| 32         | 0.33     | 0.94     | 2.99     | 4.54      |
| 128        | 12.43    | 12.83    | 11.36    | 9.23      |
| full-batch | 64.10    | 64.11    | 64.20    | 64.12     |
| 8          | 13.11    | 14.70    | 29.13    | 34.62     |
| 32         | 6.82     | 7.20     | 12.40    | 24.87     |
| 128        | 23.51    | 24.85    | 30.62    | 36.64     |
| full-batch | 47.60    | 47.67    | 47.70    | 47.86     |
| 8          | 2.06     | 2.41     | 4.84     | 6.01      |
| 32         | 1.18     | 1.67     | 3.63     | 4.99      |
| 128        | 7.74     | 8.12     | 7.94     | 8.26      |
| full-batch | 69.76    | 69.35    | 69.10    | 69.54     |
| 8          | 0.53     | 0.58     | 0.43     | 0.72      |
| 32         | 0.72     | 0.97     | 2.19     | 3.59      |
| 128        | 13.25    | 13.60    | 13.67    | 11.99     |
| full-batch | 32.99    | 32.97    | 33.09    | 33.13     |
| 8          | 7.74     | 8.66     | 16.24    | 19.58     |
| 32         | 5.46     | 6.01     | 10.56    | 19.23     |
| 128        | 31.69    | 32.81    | 33.14    | 31.03     |
| full-batch | 97.49    | 97.45    | 97.50    | 97.46     |

9 General discussion

From the above findings, we see that batch training may enhance the accuracy of the PINN model for physical parameter estimation. The possible applications of this model range from estimating rock properties, e.g., porosity, permeability, bulk modulus, Biot’s coefficient, and Poisson ratio, from a lab setting to the field scale when the measurement fields of pressure and displacement are available. There are still main challenges to be addressed in the field application since the pressure or displacement information can only be obtained at some spatial coordinates where wells are drilled. The first one involves an incomplete dataset, i.e., displacements or pressure data points are not available at the same spatial and temporal coordinates. Moreover, a biased sampling situation is needed to investigate to represent the case where we only measure data points at specific wells.

Even though we only apply PINN with batch training for the Biot’s system in this study, the PINN approach has been successfully applied to other (multi)physics problems such as fluid dynamics [27, 28], solid mechanics [42], and (multi)phase flow in porous media [43]. PINN, in general, requires much less training data comparing to the traditional artificial neural network [28]. It may be worth applying to other types of physics or enhancing conventional numerical methods, as mentioned in [44].
10 Conclusion

This paper extends the physics-informed neural network for solving an inverse problem of nonlinear Biot’s equations presented in [31] to batch training. Our results show that batch training may provide better accuracy for the predicted values of the neural network and the estimated physical parameters (Section 4). One, however, should be aware of the tradeoff between accuracy and training time when selecting the optimal batch size. The smaller the batch size, the higher the training time (Section 5). On the other hand, if the batch size is too large, the model accuracy is decreased (Section 5). The learning rate also plays an important role and accordingly is a vital hyperparameter (Section 6). We also note that since the PINN model is stochastic, the final results varied with different initializations. The general trend, however, remains the same (Section 7). The batch training (batch size = 8 or 32) also tolerates noisy data and still predicts the physical parameters with a percentage error of less than 25% with a noise level of 10% (Section 8). In a future study, transfer learning and batch normalization will be explored as the means of reducing the batch training time.
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