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I. INTRODUCTION

A. Motivation

The question of how far away are two quantum objects (states, measurements, or channels) is of both fundamental and practical importance. That question is often phrased in terms of the statistical distinguishability of probability distributions corresponding to two objects in question (which is a problem of classical hypothesis testing [2]). Indeed, the most common distances, such as trace distance or diamond norm distance, are based on optimal protocols for such statistical discrimination. However, those protocols have limitations. In general, they might require a lot of resources (e.g., high-depth circuits) [3], thus they are not necessarily practical. Another perspective on the limitations of common distance measures comes from a study of noise on quantum devices. Specifically, a distance between a theoretical (ideal) model of an object in question, and a model for its experimental (noisy) implementation, can be used to study the potential effects of experimental imperfections on the protocol one wishes to implement. When that is the case, the distances based on optimal state/measurement/channel discrimination in fact inform about the worst-case performance of a protocol. However, in practice, one does not necessarily expect the worst-case to be representative of a typical device’s performance (an in-depth study of the effects of noise on protocols involving random circuits that exploits average-case distances is presented in an accompanying manuscript [1]).

With this motivation in mind, we propose distance measures of distance based on average statistical distinguishability using random quantum circuits. Operationally, if the average-case distance between a pair of quantum objects is significant, this implies that they can be (statistically) distinguished almost perfectly using just a few implementations of random circuits. This provides a natural interpretation analogous to conventional distances, but we consider averages over random circuits instead of optimal scenarios. Such quantifiers can be more suitable for studying the performance of NISQ devices’ performance than the above-mentioned conventional distances characterizing worst-case performance. In particular, one of the most promising near-term applications of quantum computing are hybrid quantum-classical variational algorithms [4], such as Quantum Approximate Optimization Algorithm (QAOA) [5], [6], [7] and Variational Quantum Eigensolver (VQE) [8], [9], [10]. Since NISQ devices are expected to suffer from a significant amount of noise, it is instrumental to understand how it can affect such algorithms (see, e.g., [11], [12], [13], [14]). Our distance measures might prove particularly useful in this context because, as explained later, the random circuits we consider form unitary designs. Recently it was realized...
that circuits appearing in variational algorithms are expected to have, on average, design-like properties. Thus we expect average-case quantum distances to be a good metric to quantify the average performance of such algorithms [15].

The manuscript is accompanied by a shorter paper that summarizes all the main results and contains a discussion of practical applications of average-case distances, as well as exhaustive numerical studies (including random circuits with QAOA-like structure) [1].

B. Summary of Results

In this work, we study the average Total-Variation (TV) distance between measurement outputs (statistics) of two quantum processes, in which quantum objects of interest are intertwined with random quantum circuits. TV distance is well known to quantify the statistical distinguishability of two probability distributions. In general, as TV distance is not a polynomial function of underlying probability distributions, the relevant averages are hard to calculate. However, we derive lower and upper bounds for average TV distance and show that both bounds differ only by dimension-independent constants. The derivation of upper bounds requires the calculation of 2nd moments of quantities of interest, and lower bounds are derived using 2nd and 4th moments. Formally, this means that to get both upper and lower bounds, the random circuits must form an approximate 4-design. Importantly, our results are valid also for any (approximate) $k$-design with $k \geq 4$. The particular choice of 4-designs is of purely technical origin – as remarked above, our proof techniques require 4th-degree polynomials to get lower bounds on average TV distance, while for upper bounds already 2-designs suffice. The above implies that for a broad family of random quantum circuits, the average TV distance is approximated, up to the known relative error, by a simple explicit function of the objects that we wish to compare (states, measurements, or channels). These functions, which we call average-case quantum distances, define a bona fide distance measures with multiple desired properties, such as subadditivity w.r.t. to tensor products, joint convexity, or (restricted) data processing inequalities. Importantly, all of the proposed distances (between states, measurements, and channels) can be expressed via simple degree two polynomials in objects in question and can be easily explicitly computed for systems of moderate dimension. No optimization is needed as opposed to diamond norm distance between channels [16] or operational distance between measurements [17]. Notably, all of the distances utilize the Hilbert-Schmidt (HS) norm in some way. This gives the HS norm an operational interpretation that it did not possess before (especially for quantum states for which average-case distance is proportional to HS distance).

Finally, so-defined average-case quantum distances have sound operational interpretation. Namely, if a TV distance is bounded from below by a constant $c$ (here proportional to average-case quantum distance), then there exists a strategy that uses random circuits which distinguishes between two objects with probability at least $\frac{1}{2} (1 + c)$ in single-shot scenario. Thus from the Hoeffding bound, it follows that having access to multiple copies (samples) allows to exponentially quickly approach the success probability of discrimination equal to 1 using a simple majority vote.

C. Related Works

Let us now comment on some of the commonly used distances. The study of similarity measures between quantum objects has a long history [2], [18], and thus there are a lot of different metrics currently used in the field. Some of the most popular distances are based on the optimal statistical distinguishability of quantum objects – this includes trace distance between states [19], the operational distance between measurements [17], as well as diamond norm distance between channels [19]. While in those distances the optimization is done over all possible operations, there has been an interest also in distinguishability under restricted sets of operations – such as local POVMs for discrimination of quantum states [20], [21]. Recently, a quantum Wasserstein distance of order 1 was proposed as a measure of distance between quantum states. It generalizes a classical Wasserstein distance based on the Hamming weight and captures the notion of similarity of quantum states based on differences between their marginals [22].

For quantum states, the other very common similarity measure is quantum fidelity, which induces distance between states known as Bures distance [23], [24]. When one wants to compare a unitary channel (quantum gate) with a general channel (noisy implementation of a gate), the relevant notions are worst-case [2] and average-case gate fidelity [25], [26], [27], [28], [29]. In both cases, the relevant optimization/averaging is over all quantum states. For distance measures between measurements, one of the natural choices is to treat measurement as a quantum-classical channel and compute diamond norm distance [17], [30]. In the context of detector tomography sometimes the fidelities between theoretical and experimental POVM’s elements were considered [31], [32], [33]. When the target measurement is a computational basis, it is customary to use single-qubit error probabilities as a simplified quantifier of measurement’s quality [34]. See [18] for an extensive overview of distinguishability measures between quantum objects.

The distance measures introduced by us rely on random quantum circuits which have many applications in the context of practical quantum computing. A notable example is shadow tomography, where random circuits are exploited to estimate multiple properties of quantum states with relatively low sample complexity [35], [36], [37], [38], [39]. Another example are generalizations of the classical randomized-benchmarking scheme [40], [41], [42], [43] that use random circuits to estimate averaged quality metrics of quantum gates [44], [45], [46].

In Ref. [47] the authors prove that two states distant in Hilbert-Schmidt norm can be distinguished by a POVM constructed from approximate 4-design. Our proofs concerning average TV distances for quantum states and measurements were inspired by the proofs therein. In Ref. [48] the authors derived lower bounds (also containing HS distance) for TV distance in the same scenario for Haar-random POVMs, investigating applications for hidden subgroup problems. In Ref. [49] the “total operational distance” between states was introduced. It is based on the differences in obtained
statistics when one performs mutually complementary projective measurements (see Ref. [49] for the notion of complementarity that is used). Importantly, the authors show that such distance is equivalent to HS distance between states of interest.

D. Structure of the Paper

Let us now outline the structure of the paper. We start by introducing necessary theoretical concepts in Section II. This includes a discussion of common distance measures based on optimal statistical distinguishability, exact and approximate unitary $k$-designs, as well as stating several auxiliary Lemmas. From those, Lemma 5 is one of the important technical results of the work. In Section III we define the average Total-Variation distance between two states, measurements, and channels. We also outline the general methodology of the proofs presented in the main section of our work – Section IV. In that section, we prove the main results of our work. Namely, that the average Total-Variation distances between quantum objects can be approximated by explicit functions of the objects in question – quantum states in Theorem 1, quantum measurements in Theorem 2, and quantum channels in Theorem 3. Those functions are what we call average-case quantum distances. The main section is followed by Section V where we prove that average-case quantum distances possess a variety of desired properties, such as subadditivity, joint convexity, and restricted data-processing inequalities – summarized in Table I for states, Table II for measurements, and Table III for channels. In this section, we also prove asymptotic separations between average-case and worst-case distances, together with examples that saturate derived bounds. In Section VI we study exemplary scenarios where average-case quantum distances can be calculated analytically. We also show that average-case distances can be used to study the average convergence of noisy distribution to uniform (trivial) distribution. We conclude the paper with Section VII where we discuss possible future research directions.

II. THEORETICAL BACKGROUND

In this section, we give theoretical background for our main results. We start by introducing basic concepts and notation. Then we discuss in detail common distance measures based on optimal statistical distinguishability, and we recall notions of exact and approximate unitary $k$-designs. Finally, we state a number of auxiliary lemmas that will prove useful in later parts of the work.

A. Notation and Basic Concepts

We start by recalling basic quantum-mechanical concepts used throughout the paper. We will be interested in $d$-dimensional Hilbert space $\mathcal{H}_d \cong \mathbb{C}^d$. We will omit subscript “d” if the dimension is not of importance. By $\text{Hermitian}(\mathcal{H}_d)$ we denote a space of Hermitian operators on $\mathcal{H}_d$. A quantum state $\rho$ is a positive-semi-definite operator with a trace equal to 1. We denote set of all quantum states on $\mathcal{H}_d$ as $\mathcal{D}(\mathcal{H}_d)$, and subset of pure states as $\mathcal{S}(\mathcal{H}_d)$. An $n$-outcome POVM [50] (Positive Operator-Valued Measure, or simply a quantum measurement) $M$ is a tuple of $n$ operators (called effects) $M = (M_1, \ldots, M_n)$ that fulfill $M_i \geq 0$ and $\sum_{i=1}^n M_i = \mathbb{I}_d$.

where $\mathbb{I}_d$ is an identity on $\mathcal{H}_d$. The set of all $n$-outcome POVMs on $\mathcal{H}_d$ will be denoted as $\mathcal{M}_{\text{comp}}(\mathcal{H}_d) = \{(\{\{1\}, \ldots, \{d\}\})\}$. A quantum channel $\Lambda$ is a linear CPTP (Completely-Positively Trace-Preserving) map [2]. Trace-preserving condition means that for any quantum state $\rho$, $\Lambda(\rho) \in \mathcal{D}(\mathcal{H}_d)$, we have $\text{tr}(\Lambda(\rho)) = \text{tr}(\rho)$. Complete-positivity means that $(\Lambda \otimes \mathbb{I}_d) \rho \geq 0$ for any $d'$ and any $\rho \in \mathcal{D}(\mathcal{H}_{d''})$, where $\mathbb{I}_d$ denotes identity channel on $\mathcal{H}_d$. Quantum channel $\Lambda$ is described via corresponding Choi-Jamiołkowski state defined as $\mathcal{J}_\Lambda := (\mathbb{I}_d \otimes \Lambda)(|\Phi^+\rangle\langle\Phi^+|)$, where we extend Hilbert space by its copy and act with channel $\Lambda$ on a half of the maximally entangled state $|\Phi^+\rangle := \frac{1}{\sqrt{d}} \sum_{i=1}^d |ii\rangle$. We denote the set of all quantum channels from $\mathcal{H}$ to itself as $\mathcal{CPTP}(\mathcal{H}_d)$. A quantum channels $\Phi \in \mathcal{CPTP}(\mathcal{H}_d)$ is called unital if $\Phi(\tau_d) = \tau_d$, where $\tau_d$ is the maximally mixed state in $\mathcal{H}_d$. When quantum state $\rho \in \mathcal{D}(\mathcal{H}_d)$ undergoes process $\Lambda \in \mathcal{CPTP}(\mathcal{H}_d)$ followed by measurement described by POVM $\mathcal{M} \in \mathcal{P}(\mathcal{H}_d, n)$, the probability of outcome labeled as “$i$” is given by Born’s rule $p(i|\rho, \Lambda, \mathcal{M}) = \text{tr}(\Lambda(\rho)M_i)$.

In the next subsection, we define distances induced by the following norms. Denote by $L(\mathcal{H}_d)$ a space of linear operators on $\mathcal{H}_d$. Then for $A \in L(\mathcal{H}_d)$, the trace norm is defined as

$$||A||_1 = \text{tr} \left( \sqrt{AA^\dagger} \right).$$

(1)

For a channel $\Lambda \in \mathcal{CPTP}(\mathcal{H}_d)$, the diamond norm is defined through optimization of a trace norm as

$$||\Lambda||_d = \max_{A \in L(\mathcal{H}_d), ||A||_1 \leq 1} ||(\Lambda \otimes \mathbb{I}_d) A||_1.$$  

(2)

B. Worst-Case Distance Measures

Total-Variation Distance between two probability distributions $p = \{p_i\}_{i=1}^n$ and $q = \{q_i\}_{i=1}^n$ is defined by

$$\text{TV}(p, q) = \frac{1}{2} \sum_{i=1}^n |p_i - q_i|.$$  

(3)

The TV distance quantifies the maximal statistical distinguishability of $p$ and $q$. Specifically, in a task when we are asked to decide whether the provided samples come from $p$ or $q$ (where both are promised to be given with probability $\frac{1}{2}$), the optimal success probability (i.e., probability of correctly guessing using the best possible strategy) is $\frac{1}{2} \left( 1 + \text{TV}(p, q) \right)$ [2]. In quantum mechanics, the analogous task is to distinguish between two quantum objects, which can be either states, measurements, or channels (and, again, both are promised to be given with probability $\frac{1}{2}$), provided samples from the probability distributions that the objects of interest generate (via Born’s rule). In all cases, the optimal success probability of performing this task is related to the optimal (maximized) TV distance between relevant probability distributions. This success probability is given by similar formula $\frac{1}{2} \left( 1 + d(\alpha_1, \alpha_2) \right)$, where $\alpha_1$ and $\alpha_2$ denote two objects to be distinguished, and the distance $d(\cdot, \cdot)$ depends on the scenario.

In Fig. 1, we pictorially present the most important distances based on optimal statistical distinguishability.
In the task where we want to distinguish between quantum states \( \rho \) and \( \sigma \), we optimize over measurements (POVMs) performed on them, and the relevant distance is \textit{trace distance} defined as \[ d_{tr}(\rho, \sigma) = \sup_{M \in \mathcal{P}(\mathcal{H})} TV\left(\rho^M, \sigma^M\right) = ||\rho - \sigma||_1, \tag{4} \]

where by \( \rho^M \) we denote probability distribution obtained via Born’s rule when measurement \( M \) is performed on state \( \rho \). In this case, the optimal measurement, known as Helstrom’s measurement, is projective with 2 outcomes [51].

In the case of quantum measurements, we want to decide whether the measurement performed is a POVM \( M \) or \( N \), and we are optimizing over input states. The relevant distance is so called \textit{operational distance} defined as [17], [52], and [30] \[ d_{op}(M, N) = \sup_{\rho \in \mathcal{D}(\mathcal{H})} TV\left(\rho^M, \rho^N\right). \tag{5} \]

Finally, for distinguishing between two quantum channels \( \Lambda \) and \( \Gamma \), we are optimizing over both input states (with ancillae) and measurements. In this case, the relevant distance is known as \textit{diamond distance} defined as [2] \[ d_\diamond(\Lambda, \Gamma) = \sup_{\rho \in \mathcal{D}(\mathcal{H}^{\otimes 2})} TV\left(\rho^{\Lambda,M}, \rho^{\Gamma,M}\right), \tag{6} \]

where we extended channel \( \Lambda \otimes \mathcal{I}_d \) via identity channel \( \mathcal{I}_d \) acting on ancillary system. While for the above distance, we do not have a simple expression as a function of underlying objects, its calculation can be formulated as an SDP program that can be efficiently computed for moderate system sizes [16].

C. Exact and Approximate Unitary \( k \)-Designs

In our work, we will be interested in expected values (integrals) \( \mathop{\mathbb{E}}_{\beta \sim \nu} f(\beta) = \int_{U(\mathcal{H})} d\mu(\beta) f(\beta) \) of a random variable \( f \) with respect to the measure \( \nu \) defined on unitary group \( U(\mathcal{H}) \). The measure \( \nu \) on unitary group induces measure on the set of pure quantum states in the following way – choose arbitrary fixed state \( \psi_0 \) and apply to it unitary \( U \sim \nu \) drawn from measure \( \nu \), obtaining random state \( \psi = U \psi_0 U^\dagger \). In short, we denote \( \psi \sim \nu_\psi \). The unique left-and right-invariant probability measure on \( U(\mathcal{H}) \) is known as the Haar measure and it will be denoted as \( \mu \). Random states obtained from the induced measure on states are called Haar-random states and the corresponding measure will be denoted by \( \mu_\psi \). Instrumental in our considerations, will be the notion of (approximate) unitary \( 4 \)-designs. Unitary \( k \)-designs are, by definition, measures on \( U(\mathcal{H}) \) that reproduce averages of Haar measure \( \mu \) on balanced polynomials of degree \( k \) in entries of \( U \) [47]. For approximate \( k \)-designs these averages agree only approximately, and the quantitative notion of approximation can be defined differently (see, e.g. [53]). Here we adapt the notion of approximation based on the diamond norm. We say that a measure \( \nu \) on \( U(\mathcal{H}) \) is \( \delta \)-approximate \( k \)-design if \[ \|T_{k,\nu} - T_{k,\mu}\|_1 \leq \delta, \tag{7} \]

where \( T_{k,\nu} \) is the quantum channel acting on \( \mathcal{H}^{\otimes k} \) defined as \[ T_{k,\nu}(\rho) = \int_{U(\mathcal{H})} d\nu(U) U^\otimes k \rho(U^\dagger)^\otimes k \]. An important example of approximate \( k \)-designs are the 1D architecture random quantum circuits formed from arbitrary universal gates that randomly couple neighboring qubits. These circuits approximate \( k \)-designs efficiently with the number of qubits \( N \) [54], [55], [56]. Specifically, \( \delta \)-approximate \( 4 \)-designs are generated by local random quantum circuits of depth \( O\left(N \left(N + \log \frac{1}{\delta}\right)\right) \) and by the random brickwork architecture in depth \( O\left(N + \log(1/\delta)\right) \), with moderate numerical constants (see Table 1 of [56] for the exact scaling).

D. Auxiliary Lemmas

We will be interested in bounding from below and from above the expected values of some random variables. In bounding from above, we will use the following

\textit{Lemma 1 (Jensen’s Inequality [57])}: Let \( f \) be a concave function, and \( X \) be a random variable. Then we have
\[ f\left(\mathbb{E}[X]\right) \geq \mathbb{E}[f(X)]. \tag{8} \]

On the other hand, in bounding from below, we will use the following

\textit{Lemma 2 (Berger’s Inequality [58])}: Let \( X \) be a random variable with well-defined second and fourth moments. Then we have
\[ \frac{\mathbb{E}[X^2]^2}{\mathbb{E}[X^4]} \leq \mathbb{E}|X|. \tag{9} \]

We will also make use of the following auxiliary lemmas.

\textit{Lemma 3 (Auxiliary Integral Involving \( k \)-th Moment [59, Prop. 6]):} Let \( X \in \text{Herm}(\mathcal{H}_d)^{\otimes k} \) and \( \mu \) be a Haar measure.
Then we have
\[ \mathbb{E} \text{tr} \left( U \otimes k |i⟩⟨i| (U^†)^{\otimes k} X \right) = \frac{1}{(d+k-1)} \text{tr} \left( \mathbb{P}^{(k)}_{\text{sym}} X \right), \]
where \( \mathbb{P}^{(k)}_{\text{sym}} \) is the projector onto \( k \)-fold symmetric subspace \( \mathcal{H}_{\text{sym}}^{(k)} \subset \mathcal{H}^{\otimes k} \).

**Corollary 1 (Auxiliary Integral for the 2nd Moment):** Let \( X \in \text{Herm}(\mathcal{H}_d) \). Then we have
\[ \mathbb{E} \text{tr} \left( |i⟩⟨i| (U^*U)^{\otimes k} \right) = \frac{1}{d(d+1)} \left( \text{tr}(X^2) + \text{tr}(X)^2 \right). \]

**Proof:** The above identity follows from Lemma 3. We use the identities \( \mathbb{P}^{(2)}_{\text{sym}} = \frac{1}{2} (\mathbb{I} + \mathcal{S}) \) and \( \text{tr}(\mathcal{S} \rho \otimes \rho) = \text{tr}(\rho^2) \), where \( \mathcal{S} \) denotes the swap operator acting on \( \mathcal{H}^{\otimes 2} \).

**Lemma 4 (Lemma 2 From [60]):** Let \( X \in \text{Herm}(\mathcal{H}) \). Let \( \mathcal{P}_s \mathcal{Y}^n k \) be the orthogonal projection onto the \( k \)-fold symmetric subspace \( \mathcal{H}_{\text{sym}}^{(k)} \subset \mathcal{H}^{\otimes k} \). We then have the following inequality
\[ \text{tr} \left( X^{\otimes 2} \mathbb{P}^{(2)}_{\text{sym}} \right) \leq C \text{tr} \left( Y^{\otimes 2} \mathbb{P}^{(2)}_{\text{sym}} \right)^2, \]
where \( C = 10.1 \).

**Lemma 5 (Inequality Involving Two Operators and Projections Onto 2-Fold Symmetric Subspaces):** Let \( X, Y \in \text{Herm}(\mathcal{H}) \). Let \( \mathbb{P}^{(2)}_{\text{sym}} \) denotes the orthogonal projector onto \( k \)-fold symmetrization of \( \mathcal{H}_{\text{sym}}^{(k)} \subset \mathcal{H}^{\otimes k} \). We then have the following inequality
\[ \text{tr} \left( X^{\otimes 2} \otimes Y^{\otimes 2} \mathbb{P}^{(4)}_{\text{sym}} \right) \leq C \text{tr} \left( Y^{\otimes 2} \mathbb{P}^{(2)}_{\text{sym}} \right) \text{tr} \left( Y^{\otimes 2} \mathbb{P}^{(2)}_{\text{sym}} \right), \]
where \( C = 13/6 \).

**Remark 1:** Note that the constant appearing on the right-hand side of (13) is slightly worse than the one from (12).

### III. Methodology

The goal of this section is to provide an overview of the main results of this work. We will describe the notion of average Total-Variation, and the general methodology for proofs given in Section IV.

#### A. Average Total Variation Distances

We will be interested in establishing bounds for average Total-Variation distance between probability distributions generated by two quantum objects (states, measurements, or general channels). The average will be taken over an ensemble of random circuits. These notions are represented pictorially in Fig. 2, and we will now formally define them.

Consider a general quantum protocol that consists of a state preparation, an evolution of the system, and a quantum measurement. Now we consider average Total-Variation distance between two quantum objects:

1. **(States)** Two quantum states \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \) are fixed, rotated by a random unitary, and measured in the computational basis. Let us denote by \( p_{\mathcal{U}}^{(\rho, \sigma)} \) probability distribution obtained in this process, i.e., \( p_{\mathcal{U}}^{(\rho, \sigma)} = \text{tr} \left( |i⟩⟨i| \mathcal{U} \rho \mathcal{U}^† \right) \). The average TV distance between \( \rho \) and \( \sigma \) is
\[ \text{TV}_{\text{av}}(\rho, \sigma) := \mathbb{E} \text{TV} \left( p_{\mathcal{U}}^{(\rho, \sigma)}, p_{\mathcal{U}}^{(\rho, \sigma)} \right). \]

2. **(Measurements)** Two \( n \)-outcome quantum measurements \( M, N \in \mathcal{P}(\mathcal{H}, n) \) are fixed, while states are taken to be random. Let us denote by \( p_{\mathcal{M}, \psi}^{(M, \psi)} \) probability distribution obtained in this process, i.e., \( p_{\mathcal{M}, \psi}^{(M, \psi)} = \text{tr} \left( M_i \psi_0 \mathcal{V}^† \right) \), where \( \psi_0 \) is a fixed pure state. The average TV distance between \( M \) and \( N \) is
\[ \text{TV}_{\text{av}}(M, N) := \mathbb{E} \text{TV} \left( p_{\mathcal{M}, \psi}^{(M, \psi)}, p_{\mathcal{N}, \psi}^{(N, \psi)} \right). \]

3. **(Channels)** Two quantum channels \( \Lambda, \Gamma \in \mathcal{CPTP}(\mathcal{H}) \) are fixed. The input state is taken to be a random pure state \( \mathcal{V} \psi_0 \mathcal{V}^† \) for fixed \( \psi_0 \). The output state is rotated by an independent random unitary \( \mathcal{U} \) (hence we have random unitary rotations before and after the application of a channel), followed by measurement in the standard basis. Let us denote by \( p_{\mathcal{M}, \psi}^{(\Lambda, \psi, \mathcal{U})} \) probability distribution obtained in this process, i.e., \( p_{\mathcal{M}, \psi}^{(\Lambda, \psi, \mathcal{U})} = \text{tr} \left( |i⟩⟨i| \mathcal{U} \Lambda (\mathcal{V} \psi_0 \mathcal{V}^†)^{\mathcal{U}^†} \right) \). The average TV distance between \( \Lambda \) and \( \Gamma \) is
\[ \text{TV}_{\text{av}}(\Lambda, \Gamma) := \mathbb{E} \text{TV} \left( p_{\mathcal{M}, \psi}^{(\Lambda, \psi, \mathcal{U})}, p_{\mathcal{N}, \psi}^{(\Gamma, \psi, \mathcal{U})} \right). \]

**Remark 2:** If the average TV distance is bounded from below by a constant \( c \), then there exists a strategy that uses random circuits which distinguishes between two objects with probability at least \( \frac{1}{2}(1 + c) \) in single-shot scenario. Thus, by the virtue of Hoeffding’s inequality, having access to \( s \) copies (samples) gives an error probability of the majority vote strategy dropping as \( 2 \exp(-\frac{s}{2}) \). We note that while the lower bound implies existence of such strategy, it does not tell what is the exact protocol for realizing this success probability.

**Remark 3:** The value of the average TV distance for quantum states can be reinterpreted as TV-distance of output statistics resulting from a measurement of a single POVM with effects \( M_i = \nu_j |i⟩⟨i| U_j \), where \( \nu_j \) is the probability of occurrence of circuit \( U_j \) in the ensemble \( \nu \) (for simplicity of presentation we assume that the ensemble \( \nu \) is discrete). This POVM can be interpreted as a convex combination [61] of projective measurements \( M_j \) with effects \( M_j = U_j |i⟩⟨i| U_j \). Analogous interpretation holds also for the average TV distances for quantum measurements and channels – they can be interpreted as TV distances between output statistics of the corresponding randomized protocols [47]. Recall from Remark 2 that a lower bound on average TV distance implies that such randomized protocol distinguishes between quantum states with high probability. We note that it immediately follows that there also exists a deterministic (not randomized) optimal distinguishability protocol that achieves the same success probability.
B. General Methodology of Proofs

Consider a general quantum protocol that results in probability distribution $p^{α,β}$ where $α$ denotes a fixed quantum object (state, measurement, or channel), and $β$ is a random variable (usually specifying quantum circuit) distributed according to the probability distribution $ν$ (typically Haar measure, approximate $k$-design, or random instances of variational circuits). See Fig. 3 for illustration. We will be interested in bounding quantities of the type

$$TV_{av}(α_1, α_2) := \mathbb{E}_{β ∼ ν} TV(p^{α_1, β}, p^{α_2, β}).$$  \hspace{1cm} (17)

For example, in the case of the distance between quantum states, $α$ would correspond to two fixed quantum states that we want to calculate the distance between, and $β$ would correspond to random quantum measurements (as in Eq. (14)).

To estimate $TV_{av}(α_1, α_2)$ from above we first expand

$$\mathbb{E}_{β ∼ ν} TV(p^{α_1, β}, p^{α_2, β}) = \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}_{β ∼ ν} |p_i^{α_1, β} - p_i^{α_2, β}|,$$ \hspace{1cm} (18)

and use Jensen’s inequality (see Lemma 1) for the concave function $f(x) = \sqrt{x}$ to upper bound the average of each of the summands

$$TV_{av}(α_1, α_2) \leq \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^2.$$

(19)

To establish a lower bound for $TV_{av}(α_1, α_2)$ we will apply Berger’s inequality (see Lemma 2) to random variables $x_i = p_i^{α_1, β} - p_i^{α_2, β}$ and insert the obtained result to (18). Importantly, in Section IV it will turn out that for probabilities and measures involved in our considerations, we will have

$$\mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^4 \leq C \left[ \mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^2 \right]^2,$$  \hspace{1cm} (20)

where $C > 0$ is a constant independent of the dimension of the Hilbert space or the number of measurement outcomes. This fact, together with Berger’s inequality (Eq. (9)), yields the bound

$$\frac{1}{C^{1/2}} \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^2 \leq TV_{av}(α_1, α_2).$$

(21)

Therefore, we have

$$\frac{1}{C^{1/2}} \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^2 \leq TV_{av}(α_1, α_2)$$

$$\leq \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^2,$$

(22)

which makes it clear that to calculate both lower and upper bounds for average TV distance we will need to calculate $\mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^2$. Importantly, since both bounds will differ only by a constant (independent of dimension), it will motivate the introduction of average-case quantum distances defined as

$$d_{av}(α_1, α_2) := \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}_{β ∼ ν} (p_i^{α_1, β} - p_i^{α_2, β})^2.$$  \hspace{1cm} (23)

Fortunately, as will be shown in Section IV, such terms can be expressed via simple, explicit functions of the quantum objects that we want to calculate the distance between, provided that $ν$ forms an approximate 4-design.

Remark 4: We note that depending on the perspective one adopts, either the upper bound or lower bound on average TV distance might be of particular interest. Namely, if one wishes to compare the ideal implementation of some protocol with its noisy version, then the upper bound might be satisfactory. In such a scenario, the ensemble of random circuits suffices to be approximate 2-design, since only 2nd moments are needed for its calculation. On the other hand, for statistical distinguishability, the lower bound is important (see Remark 2) and thus 4-design property is necessary.

IV. AVERAGE-CASE QUANTUM DISTANCES

In this section, we present our main technical results. We prove that if random circuits form approximate unitary 4-designs, the average TV distances (see Section III) can be approximated, up to the relative error, by simple functions that can be expressed by degree-2 polynomials in quantum objects in question. We provide explicit expressions for those functions (which we call average-case quantum distances), as well as numerical constants for the relative errors. The proofs given in this section concern exact unitary 4-designs, while derivations for approximate designs are relegated to Appendix B of SM.
A. Quantum States

Let $p^{\rho,U}$ denote the probability distribution obtained when the state $\rho$ undergoes a unitary transformation according to $U$ and is subsequently measured in the computational basis of $\mathcal{H}_d$. In other words $p^{\rho,U}_i = \operatorname{tr}(\langle i | i U \rho U^\dagger \rangle)$, where $\{|i\rangle\}_{i=1}^d$ is a computational basis of $\mathcal{H}_d$.

Theorem 1 (Average-Case Distinguishability of Quantum States): Let $\rho, \sigma \in D(\mathcal{H}_d)$ be states on $\mathcal{H}_d$ and let $U$ be a random unitary in $\mathcal{H}_d$ drawn from measure $\nu$ that forms a $\delta$-approximate 4-design, with $\delta := \frac{\delta'}{d^2}$, $\delta' \in [0, \frac{1}{4}]$. We then have the following inequalities

$$\ell(\delta') \cdot d^a_{av}(\rho, \sigma) \leq \mathbb{E}_{U \sim \nu} \operatorname{TV}(p^{\rho,U}, p^{\sigma,U}) \leq u(\delta') \cdot A \cdot d^a_{av}(\rho, \sigma),$$

where we define the average-case quantum distance between states

$$d^a_{av}(\rho, \sigma) = \frac{1}{2} \sqrt{\operatorname{tr}([\rho - \sigma]^2)} = \frac{1}{2} \|\rho - \sigma\|_{HS},$$

and $a = 0.31$, $A = \sqrt{\frac{d}{d+1}} \leq 1$, $\ell(\delta') = \sqrt{\frac{(1 - \frac{\delta'}{d})}{1 + \delta'}}$, $u(\delta') = \left(1 + \frac{\delta}{\pi} \right)^{\frac{3}{2}}$.

Proof: In what follows we prove a version of the theorem for exact 4-designs (i.e., setting $\delta = 0$). We start by proving the upper bound in (24). To this aim, we utilize the upper bound in (19) (from Jensen’s inequality) to obtain

$$\operatorname{TV}_{av}(\rho, \sigma) \leq \frac{1}{2} \sum_{i=1}^d \mathbb{E}_{U \sim \nu} \operatorname{tr}(\langle i | i U \Delta U^\dagger \rangle)^2,$$

where we set $\Delta = \rho - \sigma$. Using the assumed 2-design property of $\nu$ and the standard techniques of Haar measure integration (cf. Corollary 1) we get

$$\mathbb{E}_{U \sim \nu} \operatorname{tr}(\langle i | i U \Delta U^\dagger \rangle^2) = \frac{1}{d(d + 1)} \operatorname{tr}(\Delta^2),$$

which follows directly from Eq. (11) and the fact that $\Delta$ is traceless. Inserting the above into (26) we obtain the upper bound from (24).

In order to prove the lower bound we use Berger’s inequality (cf. Eq. (9)) for variable $X = \operatorname{tr}(U \langle i | i U^\dagger \Delta)$:

$$\mathbb{E}_{U \sim \nu} \operatorname{tr}(U \langle i | i U^\dagger \Delta) \geq \left(\frac{\mathbb{E}_{U \sim \nu} \operatorname{tr}(U \langle i | i U^\dagger \Delta)^2}{\mathbb{E}_{U \sim \nu} \operatorname{tr}(U \langle i | i U^\dagger \Delta)^2}\right)^{3/2}.$$

The numerator of the above fraction contains a power of the second moment already calculated in Eq. (27), hence we get that it is equal to $K = \frac{1}{(d + 1)} \operatorname{tr}(\Delta^2)^{3/2}$. To get the upper bound for the denominator, we first note that from Lemma 3 it follows directly that the denominator is equal to $L = \left(\frac{d^3}{4}\right)^{-1} \operatorname{tr}(\mathbb{P}_{sym} \Delta \otimes 4)$, where $\mathbb{P}_{sym}$ is a projector onto the 4-fold symmetric subspace of $\mathcal{H}_d$. Now we get

$$\mathbb{E}_{U \sim \nu} \operatorname{tr}(\mathbb{P}_{sym} \Delta \otimes 4) \leq C \left(\frac{\mathbb{E}(\mathbb{P}_{sym} \Delta \otimes 2)}{2} \right)^2 = \frac{C}{4} \left(\mathbb{E}(\Delta^2)\right)^2,$$

with $C = 10.1$. The inequality above is a direct application of Lemma 4, while the equality follows from the fact that $\Delta$ is traceless and explicit form of $\mathbb{P}_{sym}$. Inserting everything into Eq. (28) we obtain

$$\mathbb{E}_{U \sim \nu} \operatorname{tr}(U \langle i | i U^\dagger \Delta) \geq \frac{K}{L} \geq \frac{w}{d} \sqrt{\operatorname{tr} \Delta^2},$$

for $w = \sqrt{4 \frac{d^3}{4} \frac{(d + 1)^2}{(d + 1)} \frac{1}{4}} \geq 0.31 = a$. Finally, summing over $i = 1, \ldots, d$, we obtain lower bound on average TV distance

$$\mathbb{E}_{U \sim \nu} \frac{1}{2} \sum_{i=1}^d \operatorname{tr}(U \langle i | i U^\dagger \Delta) \geq a \frac{1}{2} ||\Delta||_{HS},$$

which concludes the proof. □

Remark 5: The proof of Theorem 1 is inspired by the proof of Theorem 4 from [47] where Berger inequality was used to prove that two states far apart in Hilbert-Schmidt norm can be information-theoretically distinguished by a POVM constructed from approximate 4-design.

Remark 6: We note that in existing literature, the trace distance was usually preferred to the Hilbert-Schmidt distance, one of the reasons being the lack of an operational interpretation for the latter. The above considerations provide such an interpretation for H-S distance in terms of average statistical distinguishability between quantum states, thus providing a sound physical motivation for its use.

Remark 7: We note that random quantum circuits in the 1D architecture formed from arbitrary universal gates that randomly couple neighboring qubits, generate approximate $k$-designs efficiently with the number of qubits $N$ [54], [55], [56]. Specifically, $\delta$-approximate 4-designs are generated by the 1D random brickwork architecture in depth $O(N + \log(1/\delta))$, with moderate numerical constants [56]. This implies that ensembles appearing in Theorem 1 can be easily realized. Furthermore, it is expected that some of the classes of variational quantum circuits are expected to have, on average, unitary design-like properties [15]. This suggests that average-case quantum distances might be used to quantify the average-case performance of hybrid quantum-classical algorithms. Naturally, the same remarks hold for Theorem 2 for measurements and Theorem 3 for channels.
B. Quantum Measurements

Let \( P^{\Psi,\psi} \) denote the probability distribution of a quantum process in which a fixed pure quantum state \( \psi_0 \) on \( \mathcal{H}_d \) is evolved according to unitary \( V \) and is subsequently measured via a \( n \)-outcome POVM \( M = (M_1, M_2, \ldots, M_n) \). In other words \( P^{\Psi,\psi} = \text{tr}(V\psi_0 V^\dagger M_i) \).

**Theorem 2 (Average-Case Quantum Distance Between Quantum Measurements):** Let \( M, N \) be \( n \)-outcome POVMs on \( \mathcal{H}_d \) and \( V \) be a random unitary on \( \mathcal{H}_d \) drawn from measure \( \nu \) that forms a \( \delta \)-approximate 4-design, with \( \delta := \frac{\delta'}{2\pi}, \delta' \in [0, \frac{\pi}{2}] \). Then we have the following inequalities

\[
\ell(\delta') \ a \ d_{av}^m(M, N) \leq \mathbb{E}_{\nu} \text{TV}(P^{\Psi,\psi}, P^{N,\psi_0}) \leq u(\delta') \ A \ d_{av}^m(M, N),
\]

where we define the average-case quantum distance between measurements

\[
d_{av}^m(M, N) = \frac{1}{2d} \sum_{i=1}^n \sqrt{\|M_i - N_i\|^2_{HS} + \text{tr}(M_i - N_i)^2}. \tag{33}
\]

and \( a = 0.31, A = \sqrt{\frac{d}{d+1}} \leq 1, \ell(\delta') = \sqrt{\frac{(1 - \frac{\delta'}{2\pi})^2}{1 + \delta'}}, u(\delta') = \left( 1 + \frac{\delta'}{2\pi} \right)^{\frac{1}{2}}. \tag{32}

**Proof:** In what follows we prove a version of the theorem for exact 4-designs. The proof is almost exactly the same as of Theorem 1. We can define \( \Delta_i = M_i - N_i \), and \( \Delta_i \) having role of previous \( \Delta \), namely in each summand appearing in the TV distance is of the form \( |\text{tr}(V\psi_0 V^\dagger \Delta_i)\text{tr}(V\psi_0 V^\dagger \Delta_j)\text{tr}(V\psi_0 V^\dagger \Delta_k)\text{tr}(V\psi_0 V^\dagger \Delta_l)| \).

We now note that arbitrary fixed pure state \( \psi_0 = U_0 \langle 0 | 0 \rangle U_0^\dagger \) is unitarily equivalent to computational basis state via some unitary \( U_0 \), and that Haar measure is invariant under transformation \( U \rightarrow UU_0 \). From these facts, it follows that we can apply exactly the same steps as for proof of Theorem 1. For the second moment, we obtain

\[
\mathbb{E}_{\psi \sim \nu^d} \text{tr}(\psi \Delta_i)^2 = \frac{1}{d(d+1)} (\text{tr}(\Delta_i^2) + \text{tr}(\Delta_i)^2), \tag{34}
\]

which differs from Eq. (27) by additional summand, because now \( \Delta_i \) is not necessarily traceless. The rest of the steps is exactly analogous to the proof of Theorem 1. \( \square \)

C. Quantum Channels

Let \( P^{\Lambda,\psi,\psi_0, U} \) be the probability distribution associated to a quantum process in which a fixed pure state \( \psi_0 \in \mathcal{S}(\mathcal{H}) \) is transformed by unitary transformation \( V \), channel \( \Lambda \), unitary \( U \), and is subsequently measured in the computational basis of \( \mathcal{H}_d \). In other words we have \( P^{\Lambda,\psi,\psi_0, U} = \text{tr}(\langle \psi | U \Lambda (V\psi_0 V^\dagger)U^\dagger | \psi \rangle) \).

**Theorem 3 (Average-Case Distinguishability of Quantum Channels):** Let \( \Lambda, \Gamma \) be quantum channels acting on \( \mathcal{H}_d \), be a distribution on \( \mathcal{U}(\mathcal{H}_d^2) \) forming \( \delta \)-approximate 4-design for \( \delta = \frac{\delta'}{4\pi} \). Then we have the following inequalities

\[
\ell(\delta') \ a \ d_{av}^{ch}(\Lambda, \Gamma) \leq \mathbb{E}_{\psi \sim \nu^d} \mathbb{E}_{U \sim \nu^d} \text{TV}(P^{\Lambda,\psi,\psi_0, U}, P^{\Gamma,\psi,\psi_0, U}) \leq u(\delta') \ A \ d_{av}^{ch}(\Lambda, \Gamma), \tag{35}
\]

where we defined the average-case quantum distance between channels

\[
d_{av}^{ch}(\Lambda, \Gamma) := \frac{1}{2} \left\| \mathcal{J}_\Lambda - \mathcal{J}_\Gamma \right\|^2_{HS} + \text{tr}((\Lambda - \Gamma)|\tau_d|^2), \tag{36}
\]

and \( a = 0.087, A = \frac{d}{d+1} \leq 1, \ell(\delta') = \left( 1 - \frac{\delta'}{4\pi} \right)^3, u(\delta') = 1 + \frac{\delta'}{4\pi}. \)

**Proof:** In what follows we prove a version of a theorem for the exact 4-designs (i.e., setting \( \delta = 0 \)). In order to simplify the notation we will use the notation \( \Delta := \Lambda - \Gamma \) (note that \( \Delta \) is a superoperator and has a different meaning than \( \Delta \) used in the proof of Theorem 1). We will make use of the Theorem 1 which implies that for fixed \( \psi \) in \( \mathcal{S}(\mathcal{H}) \) the following inequalities hold

\[
\frac{a}{2} \left\| \Delta |\psi\rangle \langle \psi| \right\|_{HS} \leq \mathbb{E}_{U \sim \nu^d} \text{TV}(P^{\Lambda,\psi,\psi_0, U}, P^{\Gamma,\psi,\psi_0, U}), \tag{37}
\]

\[
\frac{A}{2} \left\| \Delta |\psi\rangle \langle \psi| \right\|_{HS} \geq \mathbb{E}_{U \sim \nu^d} \text{TV}(P^{\Lambda,\psi,\psi_0, U}, P^{\Gamma,\psi,\psi_0, U}). \tag{38}
\]

In what follows we prove bounds on \( \mathbb{E}_{\psi \sim \nu^d} \left\| \Delta |\psi\rangle \langle \psi| \right\|_{HS} = \mathbb{E}_{\psi \sim \nu^d} \left\| \Delta |\psi\rangle \langle \psi| \right\|_{HS} \). We first establish the upper bound by employing Jensen’s inequality

\[
\mathbb{E}_{\psi \sim \nu^d} \left\| \Delta |\psi\rangle \langle \psi| \right\|_{HS} \leq \mathbb{E}_{\psi \sim \nu^d} \text{tr}(\Delta |\psi\rangle ^2). \tag{39}
\]

The average of \( \text{tr}(\Delta |\psi\rangle ^2) \) can be computed explicitly using the 2-design property and Lemma 3. We first rewrite using the same trick as in the proof of Corollary 1

\[
\mathbb{E}_{\psi \sim \nu^d} \left\| \Delta |\psi\rangle \langle \psi| \right\|_{HS} = \mathbb{E}_{\psi \sim \nu^d} \left\| \Delta |\psi\rangle \langle \psi| \right\|_{HS}, \tag{40}
\]

which differs from Eq. (27) by additional summand, because now \( \Delta \) is not necessarily traceless. The rest of the steps is exactly analogous to the proof of Theorem 1. \( \square \)
To prove the lower bound integrate both sides of (37) and apply Berger’s inequality for $X_{\psi} = \| \Delta[\psi] \|_{HS} = \sqrt{\text{tr}(\Delta[\psi]^2)}$

$$E_{\psi \sim \mu_S} \| \Delta[\psi] \|_{HS} \geq \left( \frac{E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2)}{E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2)^{1/2}} \right)^{3/2}. \quad (44)$$

We proceed by rewriting the integral in the denominator of the above expression

$$E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2) = \frac{4}{(d^2+1)^2} \ E_{\psi \sim \mu_S \| \psi \|_{HS}^2} \ E_{\psi \sim \mu_S \| \phi \|_{HS}^2} \text{tr} \left( \psi_{\sym}^{(4)} \Delta[\psi]^2 \Delta[\phi]^2 \right). \quad (45)$$

where we used the identity $2 \text{tr} \psi_{\sym}^{(4)} XY = \text{tr}(X) \text{tr}(Y) + \text{tr}(XY) \text{tr}(XY^*) + \text{tr}(YX) \text{tr}(X^*Y^*)$, and $\text{tr}(\Delta[\psi]) = 0$. By expanding $\Delta[\psi]^{(4)} = \Delta^{\otimes4}[\psi^{(4)}]$ and integrating over $\psi$ (cf. Lemma 3) we obtain

$$E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2) = \frac{4}{(d^2+1)^2} \ E_{\psi \sim \mu_S \| \psi \|_{HS}^2} \ E_{\psi \sim \mu_S \| \phi \|_{HS}^2} \text{tr} \left( \psi_{\sym}^{(4)} \Delta^{\otimes4} \psi_{\sym}^{(2)} \otimes \phi_{\sym}^{(2)} \right). \quad (46)$$

Substituting $\psi_{\sym}^{(4)} = (d+1)^2 E_{\psi \sim \mu_S \| \psi \|_{HS}^2} \ E_{\psi \sim \mu_S \| \phi \|_{HS}^2} \text{tr} \left( \psi_{\sym}^{(4)} \Delta[\psi]^2 \Delta[\phi]^2 \right)$.

We now utilize Lemma 5 to upper bound the function inside the integral

$$\text{tr} \left( \psi_{\sym}^{(4)} \Delta[\psi]^2 \Delta[\phi]^2 \right) \leq C \text{tr}(\psi_{\sym}^{(2)} \Delta[\psi]^2 \psi_{\sym}^{(2)} \Delta[\phi]^2), \quad (48)$$

where $C = \frac{13}{6}$. Inserting this into (47) and carrying over the integrals over $\psi$ and $\phi$ (with the help of Corollary 1) we get

$$E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2)^2 \leq \frac{4C}{(d^2+1)^2} \ E_{\psi \sim \mu_S \| \psi \|_{HS}^2} \ E_{\psi \sim \mu_S \| \phi \|_{HS}^2} \text{tr} \left( \psi_{\sym}^{(2)} \Delta[\phi]^2 \psi_{\sym}^{(2)} \right)^2. \quad (49)$$

We now calculate

$$\text{tr} \left( \psi_{\sym}^{(2)} \Delta[\phi]^2 \psi_{\sym}^{(2)} \right) = \left( \frac{d+1}{2} \right) \ E_{\psi \sim \mu_S} \text{tr} \left( \psi_{\sym}^{(2)} \Delta[\psi]^2 \right)$$

$$= \left( \frac{d+1}{2} \right) \ E_{\psi \sim \mu_S} \text{tr} \left( \Delta[\psi]^2 \right)$$

$$= \left( \frac{d+1}{2} \right) \ E_{\psi \sim \mu_S} \text{tr} \left( \Delta[\psi]^2 \right). \quad (50)$$

In the first equality, we used the fact that since $\mu_S$ forms a 2-design we can substitute the projector onto 2-fold symmetric subspace with corresponding (renormalized) average. In the second equality, we exploited the fact that the states of the type $\psi^{(2)} \otimes \phi^{(2)}$ are in an invariant subspace of $\mathbb{P}_{\sym}^{(2)}$. Third equality follows directly from Corollary 1 and fact that $\text{tr}(\Delta[\psi]) = 0$. Combining (49) and (50) we obtain

$$E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2) \leq \frac{C(d+1)^2}{(d^2+1)^2} \ E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2)^2. \quad (51)$$

Inserting the above bound into (44) gives

$$\sqrt{E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2)} \geq b_d \sqrt{E_{\psi \sim \mu_S} \text{tr}(\Delta[\psi]^2)^2}, \quad (52)$$

with $b_d = \frac{1}{\sqrt{d^2+1}} \sqrt{\frac{(d+2)(d+3)}{(d+1)^2}}$. Integrating both sides of (37) over $\psi \sim \nu_S$ and using the above inequality we finally obtain

$$a_{ch} \ d_{av}^ch(\Lambda, \Gamma) \leq \ E_{\psi \sim \mu_S} \ E_{\psi \sim \mu_S} \text{tr}(\psi_{\sym}^{(4)} \Delta[\psi]^2 \psi_{\sym}^{(2)} \otimes \phi_{\sym}^{(2)} \Delta[\phi]^2), \quad (53)$$

with $a_{ch} = a \cdot b_d \approx 0.087$.

Remark 8: We note that one can view quantum states and measurements as special types of quantum channels. While for state preparation channels the operational procedure of discrimination is equivalent and one gets the same expression (see Example 11), for measurements it is not the case (this is because for measurement channels one can average only over input states). Moreover, in the case of $\delta$-approximate designs, applying the above Theorem 3 for the average-case distance between state preparation channels gives worse than Theorem 1 constants and functional dependence on $\delta$. This approach thus leads to less tight bounds for states than treating them separately.

### V. Properties of Distance Measures

While expressions for average-case distances introduced in Section IV might seem abstract (especially in the case of measurements and channels), it turns out that they share multiple desired properties with common distances used in quantum information [2], [62]. In particular, our distances indeed fulfill metric axioms, they are subadditive with respect to tensor products, and have a joint convexity property. They are also non-increasing under unital quantum channels. Finally, the average-case quantum distance between unital channels possesses two additional physically well-motivated properties – stability (it does not change when both channels are extended by identity channel) and chaining (distance between compositions of multiple channels is at most the sum of distances between constituting channels) [62]. In this section, we state and prove those properties for states (Section V-A), measurements (Section V-B), and channels (Section V-C). To make navigation easier, each subsection starts with a table of properties, a comparison with relevant worst-case distance, and the text reference in which the properties are proved – Table I for states, Table II for measurements, and Table III for channels.

#### A. Quantum States

The following Table I summarizes properties of the average-case quantum distance between states and compares them to the worst-case trace distance.

**Lemma 6 (d_{av} Fulfils Axioms of a Metric):** Let $d_{av}^s$, denote average distances between states (Eq. (55)). Then $d_{av}^s$ satisfies axioms of a metric in space of quantum states. Specifically, it satisfies the triangle inequality, symmetry, and identity of indiscernibles:

$$d_{av}^s(\rho, \sigma) \leq d_{av}^s(\rho, \tau) + d_{av}^s(\tau, \sigma) \quad \text{for all } \rho, \sigma, \tau \in \mathcal{D}(\mathcal{H}_{dim}) \quad (54)$$

$$d_{av}^s(\rho, \sigma) = d_{av}^s(\sigma, \rho) \quad \text{for all } \rho, \sigma \in \mathcal{D}(\mathcal{H}_{dim}) \quad (55)$$

$$d_{av}^s(\rho, \sigma) = 0 \iff \rho = \sigma \quad \text{for all } \rho, \sigma \in \mathcal{D}(\mathcal{H}_{dim}). \quad (56)$$

**Proof:** The result follows directly from the fact that $d_{av}^s$ is a Hilbert Schmidt distance. \qed
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Lemma 7 (\(d_{av}^s\) Is Subadditive): For arbitrary quantum states \(\rho_1, \sigma_1 \in \mathcal{D}(\mathcal{H}), \rho_2, \sigma_2 \in \mathcal{D}(\mathcal{H})\), we have

\[
d_{av}^s(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) \leq d_{av}^s(\rho_1, \sigma_1) + d_{av}^s(\rho_2, \sigma_2).
\] (57)

Proof: The proof follows from the triangle inequality and multiplicativity with respect to the tensor product, i.e.,

\[
\|\rho_1 \otimes \rho_2 - \sigma_1 \otimes \sigma_2\|_{HS} = \|\rho_1 \otimes (\rho_2 - \sigma_2) - (\sigma_1 - \rho_1) \otimes \sigma_2\|_{HS} \\
\leq \|\rho_1\|_{HS}\|\rho_2 - \sigma_2\|_{HS} + \|\sigma_1\|_{HS}\|\sigma_1 - \rho_1\|_{HS} \\
\leq \|\rho_2 - \sigma_2\|_{HS} + \|\sigma_1 - \rho_1\|_{HS}.
\] (58)

Lemma 8 (\(d_{av}^s\) Has Joint-Convexity Property): For arbitrary sets of quantum states \(\{\rho_\alpha\}_\alpha\), \(\{\sigma_\alpha\}_\alpha\) and probability distributions \(\{p_\alpha\}\), we have

\[
d_{av}^s\left(\sum_\alpha p_\alpha \rho_\alpha, \sum_\alpha p_\alpha \sigma_\alpha\right) \leq \sum_\alpha p_\alpha d_{av}^s(\rho_\alpha, \sigma_\alpha).
\] (59)

Proof: The proof follows directly from triangle inequality,

\[
d_{av}^s\left(\sum_\alpha p_\alpha \rho_\alpha, \sum_\alpha p_\alpha \sigma_\alpha\right) = \left\|\sum_\alpha p_\alpha \rho_\alpha - \sum_\alpha p_\alpha \sigma_\alpha\right\|_{HS} \\
\leq \sum_\alpha p_\alpha \left\|\rho_\alpha - \sigma_\alpha\right\|_{HS} = \sum_\alpha p_\alpha d_{av}^s(\rho_\alpha, \sigma_\alpha).
\] (60)

Lemma 9: (Data-Processing Inequalities for Average-Case Distance Between States): Average-case distance between states is monotonic with respect to unital channels, i.e., for unital \(\Phi\), we have

\[
d_{av}^s(\rho, \sigma) \geq d_{av}^s(\Phi(\rho), \Phi(\sigma)).
\] (61)

Proof: We begin the proof by reminding celebrated Uhlmann theorem [63], that for unital channel \(\Phi\) and a Hermitian operator \(H\), we have

\[
\Phi(H) \prec H,
\] (62)

where the majorization relation above can be seen as a majorization between real vectors of eigenvalues. We also note, that using the fact, that Hilbert-Schmidt norm is a Schur-convex function of eigenvalues, we get

\[
d_{av}^s(\rho, \sigma) \geq d_{av}^s(\Phi(\rho), \Phi(\sigma)).
\] (63)

Lemma 10 (Separation Between \(d_{av}^s\) and \(d_{tr}\)): Let \(\rho, \sigma \in \mathcal{H}_d\) be quantum states. Then from standard inequalities between 1 and 2 norms, it follows that

\[
d_{av}^s(\rho, \sigma) \leq d_{tr}(\rho, \sigma) \leq \sqrt{d} d_{av}^s(\rho, \sigma).
\] (64)

We now consider an example that attains the bound in Lemma 10.

Example 1 (Two Orthogonal Maximally Mixed States of Rank \(\frac{d}{2}\)): Consider two states \(\rho, \sigma \in \mathcal{H}_d\), such that \(\rho = \frac{I_d}{d}, \sigma = \frac{\sigma_{d'}}{d'}\), where \(d' = \frac{d}{2}\) and \(\text{tr}(\rho\sigma) = 0\). Direct calculation yields

\[
d_{av}^s(\rho, \sigma) = \frac{1}{\sqrt{d}},
\]

\[
d_{tr}(\rho, \sigma) = 1.
\] (65)
Clearly, the above shows that in the asymptotic limit, the average-case distance between states goes to 0. From the perspective of statistical distinguishability, it means that the states can be distinguished perfectly with optimal strategy, while randomized strategy fails dramatically.

B. Quantum Measurements

The following Table II summarizes properties of the average-case quantum distance between measurements and compares them to the worst-case operational distance. For POVMs M and N, symbol M ⊗ N denotes a POVM with effects \{ M_i ⊗ N_j \}, i, j. Pre-processing channel \( \Gamma \) acts on the state just before measurement M. This is equivalent to performing new POVM with effects transformed via dual channel \( \Gamma^*(M_i) \) on the original state [64]. The fact that channel \( \Gamma \) is trace-preserving implies that dual channel \( \Gamma^* \) is unital, which ensures that \( \{ \Gamma^*(M_i) \} \) i a proper POVM. The post-processing stochastic map described by matrix \( \Lambda \) transforms POVM’s effects as \( M_i \rightarrow \sum_j \Lambda_{ij} M_j \) (this can be interpreted as classical post-processing of classical outputs of the measurement).

Example 2 (Counterexample for Data-Processing Inequality for Quantum States): Consider two mixed states \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \) from previous Example 1. Now consider a non-unital quantum channel \( \Lambda : (\rho) = |0\rangle \langle 0 | \) and \( \Lambda (\sigma) = |1\rangle \langle 1 | \). Explicit computation combined with results of previous example yields

\[
d_{av}^m (\Lambda (\rho), \Lambda (\sigma)) = \frac{1}{\sqrt{2}} > \frac{1}{\sqrt{d}} = d_{av}^m (\rho, \sigma),
\]

for \( d > 2 \).

Lemma 11 (\( d_{av}^m \) Fulfils Axioms of a Metric): Let \( d_{av}^m \), denote average distances between quantum measurements (Eq. (33)). Then \( d_{av}^m \) satisfies axioms of a metric in space of POVMs. Specifically, it satisfies the triangle inequality, symmetry, and identity of indiscernibles:

\[
d_{av}^m (M, N, L) \leq d_{av}^m (M, L) + d_{av}^m (L, N) \quad \text{for all} \quad M, N, L \in \mathcal{P}(\mathcal{H})
\]

\[
d_{av}^m (M, N) = d_{av}^m (N, M) \quad \text{for all} \quad M, N \in \mathcal{P}(\mathcal{H})
\]

\[
d_{av}^m (M, N) = 0 \iff M = N \quad \text{for all} \quad M, N \in \mathcal{P}(\mathcal{H}).
\]

Note, that \( d_{av}^m (M, N) \) is absolute homogeneous, i.e. if we extend the definition of \( d_{av}^m \) to arbitrary collections of operators, we see, that \( d_{av}^m (sM, sN) = |s|d_{av}^m (M, N) \).

Proof: We note first that according to Eq. (33), \( d_{av}^m (M, N) \) is proportional to the sum of non-negative terms of the form

\[
\sqrt{\| M_i - N_j \|_{HS}^2 + \text{tr}(M_i - N_j)^2}.
\]

First, we note, that both terms, treated as a functions \( (M, N) \rightarrow \| M - N \|_{HS} \) and \( (M, N) \rightarrow \| \text{tr}(M - N) \| \) satisfies triangle inequality, moreover the function \( (a, b) \rightarrow \sqrt{|a|^2 + |b|^2} \) is subadditive and increasing in each argument. Therefore \( d_{av}^m (M, N) \) obeys triangle inequality. Symmetry, absolute homogeneity, and identity of indiscernibles follow from direct inspection.

Lemma 12 (\( d_{av}^m \) is Subadditive): For arbitrary quantum measurements \( M_1, N_1 \in \mathcal{P}(\mathcal{H}_d, n) \), \( M_2, N_2 \in \mathcal{P}(\mathcal{H}_d', n') \), we have

\[
d_{av}^m (M_1 \otimes M_2, N_1 \otimes N_2) \leq d_{av}^m (M_1, N_1) + d_{av}^m (M_2, N_2).
\]

Proof: By triangle inequality we have

\[
d_{av}^m (M_1 \otimes M_2, N_1 \otimes N_2) \\
\leq d_{av}^m (M_1 \otimes M_2, N_1 \otimes M_2) + d_{av}^m (N_1 \otimes N_2, N_1 \otimes M_2).
\]

Now we consider one of the terms from the right-hand side of the inequality above and bound it by

\[
d_{av}^m (M_1 \otimes M_2, N_1 \otimes M_2) \leq d_{av}^m (M_1, N_1).
\]

The above inequality follows from direct calculations, since \( d_{av}^m \) is a sum of square roots of the formulas for a single effect, for which we can write

\[
\| (M_1)_i \otimes (M_2)_j - (N_1)_i \otimes (M_2)_j \|_{HS}^2 \\
+ \text{tr}((M_1)_i \otimes (M_2)_j - (N_1)_i \otimes (M_2)_j)^2 \\
= \| (M_1)_i - (N_1)_i \|_{HS}^2 \| (M_2)_j \|_{HS}^2 \\
+ \text{tr}((M_1)_i - (N_1)_i)^2 \text{tr}((M_2)_j)^2 \\
\leq \text{tr}((M_2)_j)^2 (\| (M_1)_i - (N_1)_i \|_{HS}^2 + \text{tr}((M_1)_i - (N_1)_i)^2).
\]

Combining the terms above together with the fact, that \( \sum_j \text{tr}(M_2)_j = d' \), we obtain Eq. (73). Similarly, we can bound \( d_{av}^m (N_1 \otimes N_2, N_1 \otimes M_2) \leq d_{av}^m (N_2, M_2) \) which, together with Eq. (72) gives us the result.

Lemma 13 (\( d_{av}^m \) has Joint-Convexity Property): For arbitrary sets of quantum measurements \( \{ M_\alpha \}_\alpha, \{ N_\alpha \}_\alpha \) and probability distributions \( \{ p_\alpha \} \), we have

\[
d_{av}^m \left( \sum_\alpha p_\alpha M_\alpha, \sum_\alpha p_\alpha N_\alpha \right) \leq \sum_\alpha p_\alpha d_{av}^m (M_\alpha, N_\alpha).
\]

Proof: The proof is analogous to the one for states and follows from triangle inequality, and absolute homogeneity:

\[
d_{av}^m \left( \sum_\alpha p_\alpha M_\alpha, \sum_\alpha p_\alpha N_\alpha \right) \\
\leq \sum_\alpha p_\alpha d_{av}^m (M_\alpha, N_\alpha).
\]

Lemma 14 (Data-Processing Inequalities for Average-Case Distance Between Measurements): Average-case distance between quantum measurements is monotonic with respect to unital pre- and general post-processing, i.e. for a stochastic matrix \( \Lambda \) and a general unital CPTP map \( \Phi \), we have

\[
d_{av}^m (\Lambda \circ \Phi, \Lambda \circ \Phi) \leq d_{av}^m (M, N).
\]

Proof: We will show, that the average-case distance between measurements is monotonic with respect to post-processing. Since the outcome of a measurement is classical, we will consider only classical post-processing, given by a stochastic matrix \( \Delta \). We denote by \( \Delta_j = M_j - N_j \). We will use the fact, that each term in the sum which defines \( d_{av}^m (M, N) \),
is absolutely homogeneous and obeys the triangle inequality (see Eq. (33) and discussion under Eq. (70))
\[
d_{\text{av}}^m(\Lambda \circ M, \Lambda \circ N)
= \frac{1}{2d} \sum_{i=1}^{n} \sqrt{\left(\sum_j \Lambda_{ij}\Delta_j^2\right)^2 + \left(\text{tr} \sum_j \Lambda_{ij}\Delta_j\right)^2}
\leq \frac{1}{2d} \sum_{i,j} \Lambda_{ij} \sqrt{\text{tr}(\Delta_j)^2 + (\text{tr} \Delta_j)^2}
= \frac{1}{2d} \sum_{j} \text{tr}(\Delta_j)^2 = d_{\text{av}}^m(M, N). \tag{78}
\]

In order to show that the average-case distance between quantum measurements is monotonic with respect to unital pre-processing, we consider a general unital CPTP map $\Phi$. Next, since $\Phi^*$ is also unital and CPTP. Recall that we can look at the adjoint action of the channel on the effects of $M$ as
\[
\text{tr} M_i \Phi(\rho) = \text{tr} \Phi^*(M_i) \rho.
\tag{79}
\]

The fact that $\Phi^*$ is unital assures us that $M'$ with effects $\{\Phi^*(M_i)\}$ forms a POVM. Now we consider the basic terms, which define $d_{\text{av}}^m$, first we see (again using Uhlmann’s theorem [63] and Schur convexity of HS-norm)
\[
\|\Phi^*(\Delta_j)\|_{\text{HS}} \leq \|\Delta_j\|_{\text{HS}}. \tag{80}
\]

Next, since $\Phi^*$ is trace-preserving we have
\[
\text{tr}(\Phi^*(\Delta_j))^2 = \text{tr}(\Delta_j)^2,
\tag{81}
\]

which finishes the proof of monotonicity with respect to the unital pre-processing. \qed

**Lemma 15** (Separation Between $d_{\text{av}}^m$ and $d_{\text{op}}$): For any quantum measurements $M, N \in \mathcal{P} (\mathcal{H}_d)$, we have
\[
a d_{\text{av}}^m(M, N) \leq d_{\text{op}}(M, N) \leq d d_{\text{av}}^m(M, N), \tag{82}
\]

where $a = 0.31$.

**Proof:** The lower bound follows from Theorem 2. For the upper bound, we directly calculate
\[
d_{\text{op}}(M, N) = \frac{1}{2} \max \rho \sum_i |\text{tr}(M_i - N_i)\rho| \leq \frac{1}{2} \sum_i \sqrt{\|M_i - N_i\|_{\text{HS}}^2 + \text{tr}(M_i - N_i)^2} = d d_{\text{av}}^m(M, N).
\]

The following example attains bound in Lemma 15 up to a constant.

**Example 3** (Swapping Two Outcomes of Standard Measurement): Consider computational-basis measurement $P$ in $\mathcal{H}_d$ with effects $P_i = |i\rangle\langle i|$, and second measurement $M$ that is obtained from $P$ by exchanging the first two effects, leaving others intact, i.e., $M_1 = |0\rangle\langle 0|$, $M_2 = |1\rangle\langle 1|$, and $M_i = |i\rangle\langle i|$ for $i = 3, \ldots, d$. In this scenario, direct calculation yields
\[
d_{\text{av}}^m(P, M) = \sqrt{\frac{1}{d^2}}
\]

The above implies that in the asymptotic limit, similarly to Example 1 for states, considered measurements can be distinguished perfectly with optimal strategy, while randomized one will not work. On the other hand, if we interpret the second measurement $M$ as a noisy version of target $P$, then this peculiar type of noise (that swaps two measurement outcomes) will not highly affect the results of generic experiments.

We note that the above example, together with asymptotic separation, can be easily generalized to a scenario where the second measurement, instead of swapping only 2 outcomes of $P$, swaps some constant number of them.

**Example 4** (Counterexample for Data-Processing Inequality for Quantum Measurements): Consider POVMs $P$ and $M$ from previous Example 3. Consider now a non-unital channel $\Lambda$ that regardless of the input state prepares a state $|1\rangle\langle 1|$ (which is a possible choice for optimal discriminator of POVMs $M$ and $P$). Dual action of this channel on POVM’s effects is $\Lambda'(M_i) = \text{tr}(M_i |1\rangle\langle 1|) I$. A direct calculation, together with results from the previous example, yields
\[
d_{\text{av}}^m(P \circ \Lambda, M \circ \Lambda) = \sqrt{1 + \frac{1}{d^2}} > \sqrt{2} \frac{1}{d} = d_{\text{av}}^m(P, M). \tag{83}
\]

### C. Quantum Channels

The following Table III summarizes properties of the average-case quantum distance between channels and compares it to the worst-case diamond-norm distance. Compared to previous Tables, here we also consider two additional properties relevant for quantum channels, namely stability and chaining [62] which for average-case distance hold for unital quantum channels. Stability means that a given distance measure does not change if a channel is extended by an identity channel. In other words, trivial extensions of maps by an ancillary system do not affect their distance measure. Chaining means that the distance between multiple compositions of a channel is at most the sum of the distances between the constituting channels. If one sequence is a composition of target gates, and the other is their noisy version, this property implies that the total error is at most additive in a given distance measure.

**Lemma 16** ($d_{\text{av}}^m$ Fulfils Axioms of a Metric): Let $d_{\text{av}}^m$, denote average distances between channels (Eq. (36)). Then $d_{\text{av}}^m$ satisfies axioms of a metric in space of quantum channels. Specifically, it satisfies the triangle inequality, symmetry, and identity of indiscernibles:
\[
d_{\text{av}}^m(\Lambda, \Gamma) \leq d_{\text{av}}^m(\Lambda, \Phi) + d_{\text{av}}^m(\Phi, \Gamma) \text{ for all } \Lambda, \Gamma, \Phi \in \mathcal{CPTP}(\mathcal{H}_d) \tag{84}
\]
\[
d_{\text{av}}^m(\Lambda, \Gamma) = d_{\text{av}}^m(\Gamma, \Lambda) \text{ for all } \Lambda, \Gamma \in \mathcal{CPTP}(\mathcal{H}_d) \tag{85}
\]
\[
d_{\text{av}}^m(\Lambda, \Gamma) = 0 \iff \Lambda = \Gamma \text{ for all } \Lambda, \Gamma \in \mathcal{CPTP}(\mathcal{H}_d). \tag{86}
\]

Note, that $d_{\text{av}}^m(\Lambda, \Gamma)$ is absolute homogeneous, i.e.,
\[
d_{\text{av}}^m(s\Lambda, s\Gamma) = |s|d_{\text{av}}^m(\Lambda, \Gamma).
\]

**Proof:** Note that $d_{\text{av}}^m$ is a function of a distance measure $(\|J_{\Lambda} - J_{\Gamma}\|_{\text{HS}}$ and a term $\sqrt{\text{tr}(\Lambda - \Gamma)^2}$, which treated as a function obeys triangle inequality. Since the function $(a, b) \mapsto \sqrt{|a|^2 + |b|^2}$ is subadditive and increasing in each argument, thus $d_{\text{av}}^m$ obeys triangle inequality. Symmetry
and identity of indiscernibles follow from direct inspection. □

Lemma 17 (\(d^\text{ch}_{av}\) is Subadditive): For arbitrary quantum channels \(\Lambda_1, \Gamma_1 \in \text{CTP}(\mathcal{H}), \Lambda_2, \Gamma_2 \in \text{CTP}(\mathcal{D}^d)\), we have

\[
\begin{align*}
  d^\text{ch}_{av}(\Lambda_1 \otimes \Lambda_2, \Gamma_1 \otimes \Gamma_2) & \leq d^\text{ch}_{av}(\Lambda_1, \Gamma_1) + d^\text{ch}_{av}(\Lambda_2, \Gamma_2). 
\end{align*}
\]

Proof: We begin with triangle inequality

\[
\begin{align*}
  d^\text{ch}_{av}(\Lambda_1 \otimes \Lambda_2, \Gamma_1 \otimes \Gamma_2) & \leq d^\text{ch}_{av}(\Lambda_1 \otimes \Lambda_2, \Gamma_1 \otimes \Lambda_2) + d^\text{ch}_{av}(\Gamma_1 \otimes \Gamma_2, \Gamma_1 \otimes \Lambda_2). 
\end{align*}
\]

(88)

Now we consider

\[
\begin{align*}
  d^\text{ch}_{av}(\Lambda_1 \otimes \Lambda_2, \Gamma_1 \otimes \Lambda_2) & = \sqrt{||J_{\Lambda_1 \otimes \Lambda_2} - J_{\Gamma_1 \otimes \Lambda_2}||_{HS}^2 + \text{tr}((\Lambda_1 - \Gamma_1) \otimes \Lambda_2)^2}. 
\end{align*}
\]

(89)

First, we note that \(J_{\Lambda_1 \otimes \Lambda_2}\) is permutationally similar to \(J_{\Lambda_1} \otimes J_{\Lambda_2}\), fact, we have \(J_{\Lambda_1 \otimes \Lambda_2} = S_{23}(J_{\Lambda_1} \otimes J_{\Lambda_2})S_{23}\), where \(S_{23}\) is the swap of the second and third subsystems, i.e., \(\Lambda_1\)-input system and \(\Lambda_2\)-output system. Therefore

\[
\begin{align*}
  ||J_{\Lambda_1 \otimes \Lambda_2} - J_{\Gamma_1 \otimes \Lambda_2}||_{HS} & = ||J_{\Lambda_1} \otimes J_{\Lambda_2} - J_{\Gamma_1} \otimes J_{\Lambda_2}||_{HS} \\
  & = ||J_{\Lambda_1} - J_{\Gamma_1}||_{HS} ||J_{\Lambda_2}||_{HS} \\
  & \leq ||J_{\Lambda_1} - J_{\Gamma_1}||_{HS}. 
\end{align*}
\]

(90)

Next, we note

\[
\begin{align*}
  \text{tr}((\Lambda_1 - \Gamma_1) \otimes \Lambda_2)^2 & = \text{tr}(\Lambda_1 - \Gamma_1)^2 \text{tr}(\Lambda_2)^2 \\
  & \leq \text{tr}(\Lambda_1 - \Gamma_1)^2. 
\end{align*}
\]

(91)

Combining the above we get

\[
\begin{align*}
  d^\text{ch}_{av}(\Lambda_1 \otimes \Lambda_2, \Gamma_1 \otimes \Lambda_2) & \leq ||J_{\Lambda_1} - J_{\Gamma_1}||_{HS}^2 + \text{tr}(\Lambda_1 - \Gamma_1)^2 = d^\text{ch}_{av}(\Lambda_1, \Gamma_1). 
\end{align*}
\]

(92)

We can analogously bound \(d^\text{ch}_{av}(\Gamma_1 \otimes \Gamma_2, \Gamma_1 \otimes \Lambda_2) \leq d^\text{ch}_{av}(\Gamma_2, \Lambda_2)\) and using Eq. (88) we obtain the result. □

Lemma 18 (\(d^\text{ch}_{av}\) has Joint-Convexity Property): For arbitrary sets of quantum channels \(\{\Lambda_\alpha\}_\alpha\), \(\{\Gamma_\alpha\}_\alpha\) and probability distributions \(\{p_\alpha\}\), we have

\[
\begin{align*}
  d^\text{ch}_{av}(\sum_{\alpha} p_\alpha \Lambda_\alpha, \sum_{\alpha} p_\alpha \Gamma_\alpha) & \leq \sum_{\alpha} p_\alpha d^\text{ch}_{av}(\Lambda_\alpha, \Gamma_\alpha). 
\end{align*}
\]

(93)

Proof: The proof is analogous to the one for states and measurements, and follows from the triangle inequality and absolute homogeneity of \(d^\text{ch}_{av}\). □

Lemma 19 (Data-Processing Inequalities for Average-Case Distance Between Channels): Average-case distance between quantum channels is monotonic with respect to unital pre- and postprocessing, i.e., for unital maps \(\Phi_1, \Phi_2\), we have

\[
\begin{align*}
  d^\text{ch}_{av}(\Phi_1 \circ \Lambda \circ \Phi_2, \Gamma \circ \Phi_1) & \leq d^\text{ch}_{av}(\Lambda, \Gamma). 
\end{align*}
\]

(94)

Proof: The inequality related to the postprocessing follows directly from analogous results for states. In order to show monotonicity with respect to preprocessing inequality we write, for unital \(\Phi\)

\[
\begin{align*}
  d^\text{ch}_{av}(\Lambda \circ \Phi, \Gamma \circ \Phi) & = \frac{1}{2} \sqrt{||J_{\Lambda \circ \Phi} - J_{\Gamma \circ \Phi}||_{HS}^2 + \text{tr}((\Lambda - \Gamma)(\frac{I}{d})^2}. 
\end{align*}
\]

(95)

We can consider only the term \(||J_{\Lambda \circ \Phi} - J_{\Gamma \circ \Phi}||_{HS}\), since the second one does not change under preprocessing by a unital map. First, we write a norm in terms of superoperators, i.e.

\[
\begin{align*}
  ||J_{\Lambda \circ \Phi} - J_{\Gamma \circ \Phi}||_{HS} & = ||(\hat{\Lambda} - \hat{\Gamma})(\hat{\Phi})||_{HS}, 
\end{align*}
\]

(96)

where \(\hat{\Lambda}\) denotes the superoperator matrix ( [19]) of channel \(\Lambda\). Now we use inequality

\[
\begin{align*}
  ||AB||_\infty & \leq ||A||_HS ||B||_\infty 
\end{align*}
\]

(97)

and write

\[
\begin{align*}
  ||J_{\Lambda \circ \Phi} - J_{\Gamma \circ \Phi}||_{HS} & \leq ||\hat{\Lambda} - \hat{\Gamma}||_{HS} ||\hat{\Phi}||_\infty. 
\end{align*}
\]

(98)

Now since for any unital map we have \(||\hat{\Gamma}||_\infty = 1\) (see [65, Theorem 1]), we obtain the result. □

Lemma 20 (Stability Property of Average-Case Distance Between Unital Channels): Average-case distance between unital quantum channels fulfills stability property [62], i.e., for unital maps \(\Lambda, \Gamma\), and identity channel \(I\) acting on arbitrary dimension, we have

\[
\begin{align*}
  d^\text{ch}_{av}(\Lambda \otimes I, \Gamma \otimes I) & = d^\text{ch}_{av}(\Lambda, \Gamma). 
\end{align*}
\]

(99)

Proof: For unital channels we have \(d^\text{ch}_{av}(\Lambda, \Gamma) = \frac{1}{2} ||\Lambda - \Gamma||_{HS} \). We now recall that for any channels \(\Lambda, \Gamma\), Choi matrix \(J_{\Lambda \otimes \Gamma}\) is permutationally similar to \(J_{\Lambda} \otimes J_{\Gamma}\). This allows to rewrite HS norm as

\[
\begin{align*}
  ||J_{\Lambda \otimes I} - J_{\Gamma \otimes I}||_{HS} & = ||(\Lambda - \Gamma) \otimes I||_{HS} \\
  & = ||\Lambda - \Gamma||_{HS} ||I||_{HS} = ||\Lambda - \Gamma||_{HS},
\end{align*}
\]

which concludes the proof. □

Remark 9: For generic, non-unital channels, the expression for the average-case distance has an additional term \(\text{tr}((\Gamma - \Lambda)(\frac{1}{d}))^2\). If we extend our channels by identity \(I_d\) on dimension \(d\), ‘non-unitality’ term changes to \(\text{tr}((\Gamma - \Lambda) \otimes I_d)(\frac{1}{d^2})^2\). Therefore, the contribution to the average-case distance of the ‘non-unitality’ decreases as \(d^2\) increases. Note that this scenario corresponds to channel discrimination (via random circuits) with the use of an ancillary system.

Lemma 21 (Chaining Property of Average-Case Distance Between Unital Channels): Average-case distance between unital quantum channels fulfills chaining property [62], i.e. for unital maps \(\Lambda_1, \Lambda_2, \Gamma_1, \Gamma_2\), we have

\[
\begin{align*}
  d^\text{ch}_{av}(\Lambda_1 \circ \Lambda_2, \Gamma_1 \circ \Gamma_2) & \leq d^\text{ch}_{av}(\Lambda_1, \Gamma_1) + d^\text{ch}_{av}(\Lambda_2, \Gamma_2). 
\end{align*}
\]

(100)
Proof: To prove the theorem, we apply triangle inequality followed by data-processing inequality for unital channels (Lemma 19)
\[
\begin{align*}
\text{d}_{av}^\text{ch}(A_1 \circ A_2, \Gamma_1 \circ \Gamma_2) \\
&\leq \text{d}_{av}^\text{ch}(A_1 \circ A_2, \Gamma_1 \circ \Gamma_2) + \text{d}_{av}^\text{ch}(A_1 \circ A_2, A_1 \circ A_2) \\
&\leq \text{d}_{av}^\text{ch}(A_1, \Gamma_1) + \text{d}_{av}^\text{ch}(A_2, \Gamma_2).
\end{align*}
\] (101)

Remark 10: We note that for generic, non-unital channels, the chaining property of average-case distance does not hold. To see that, we note that if we choose channels \(A_1 = \Gamma_1\) to be the same, the chaining property effectively reduces to data-processing inequality, which we know does not hold for generic channels (see below for a counterexample).

Lemma 22 (Separation Between \(d_{av}^\text{ch}\) and \(d_o\)): For any quantum measurements \(\Lambda, \Gamma \in \text{CPTP}(\mathcal{H}_d)\), we have
\[
a_{av}^\text{ch}(\Lambda, \Gamma) \leq d_o(\Lambda, \Gamma) \leq d^2 \text{d}_{av}^\text{ch}(\Lambda, \Gamma),
\] (102)

where \(a_{av}^\text{ch} = 0.087\).

Proof: The lower bound is a consequence of Theorem 3, note that the constant here can be improved. To show the other inequality we begin with the upper bound for diamond norm (see [66, Thm. 2] and [67, Prop. 1]), which for Hermiticity preserving operations can be written in our notation as
\[
d_o(\Lambda, \Gamma) \leq \frac{d}{2} \|\text{tr}_2(|\mathcal{J}_\Lambda - \mathcal{J}_\Gamma|)\|_\infty,
\] (103)

Next express the operator norm via maximization over pure states on the first subsystem
\[
\|\text{tr}_2(|\mathcal{J}_\Lambda - \mathcal{J}_\Gamma|)\|_\infty = \max_{\psi \in S(\mathcal{H}_d)} \| \text{tr}(\psi \otimes I_d |\mathcal{J}_\Lambda - \mathcal{J}_\Gamma|) \|.
\] (104)

Applying Cauchy-Schwarz inequality to the above we obtain
\[
\|\text{tr}_2(|\mathcal{J}_\Lambda - \mathcal{J}_\Gamma|)\|_\infty \leq \max_{\psi \in S(\mathcal{H}_d)} \| \psi \otimes I_d \|_{HS}, \|\mathcal{J}_\Lambda - \mathcal{J}_\Gamma\|_{HS} = \sqrt{d}, \|\mathcal{J}_\Lambda - \mathcal{J}_\Gamma\|_{HS}.
\] (105)

Combining the above we obtain the desired result
\[
d_o(\Lambda, \Gamma) \leq \frac{d}{2} \sqrt{d}, \|\mathcal{J}_\Lambda - \mathcal{J}_\Gamma\|_{HS} \leq d^2 \text{d}_{av}^\text{ch}(\Lambda, \Gamma).
\] (106)

Example 5 (Separation Example): Let us consider even dimensional Hilbert space \(\mathcal{H}_d\) and a Hermitian matrix \(A\), such that \(\text{tr} A = 0\) and \(A^2 = I_d\). Next, we define a pair of channels \(\Lambda\) and \(\Gamma\) by their Jamiołkowski states as
\[
\begin{align*}
\mathcal{J}_\Lambda &= \frac{1}{d^2}, I_d^{\otimes d}, \\
\mathcal{J}_\Gamma &= \frac{1}{d^2}, I_d^{\otimes d} - \frac{1}{d^2} \psi \langle \psi \otimes A, \\
\end{align*}
\] (107)

where \(\psi \in S(\mathcal{H}_d)\) is an arbitrary pure state. The diamond norm between \(\Lambda\) and \(\Gamma\) can be calculated easily, using an alternative formula for the diamond norm for Hermiticity preserving operations (see e.g. [68, Eqn. (11)]), i.e.,
\[
\|\Lambda - \Gamma\|_o = d \max_{\rho \in D(\mathcal{H}_d)} \| (\sqrt{\rho} \otimes I) \mathcal{J}_\Lambda - (\sqrt{\rho} \otimes I) \mathcal{J}_\Gamma \|_1 = d \max_{\rho \in D(\mathcal{H}_d)} \| (\sqrt{\rho} \otimes I) \frac{1}{d^2} \rho \langle \psi \otimes A)(\sqrt{\rho} \otimes I) \rho \|_1 = 1.
\] (108)

The average distance can be evaluated as
\[
\begin{align*}
\text{d}_{av}^\text{ch}(\Lambda, \Gamma) &= \frac{1}{2} \sqrt{\|\mathcal{J}_\Lambda - \Gamma\|_{HS}^2 + \|\Lambda(1/d) - \Gamma(1/d)\|_{HS}^2}, \\
&= \frac{1}{2} \sqrt{\frac{1}{d^4} \|\psi \langle \psi \otimes A\|_{HS}^2 + \frac{1}{d^4} \|\text{tr}_2(\psi \langle \psi \otimes A)\|_{HS}^2}, \\
&= \frac{1}{2} \sqrt{\frac{1}{d^2} \|A\|_{HS}^2 + \|A\|_{HS}^2} = \frac{\sqrt{2}}{2d^2}.
\end{align*}
\] (109)

Which gives us finally the separation of order \(d^2\),
\[
\frac{1}{2} = \sqrt{\frac{1}{2d^2} \|A\|_{HS}^2} = \frac{\sqrt{2}}{2d^2} \text{d}_{av}^\text{ch}(\Lambda, \Gamma).
\] (110)

Example 6 (Counterexample for General Post-Processing Monotonicity for Quantum Channels): Consider two state-preparation channels acting on \(N\)-qubit system as \(\Lambda(\rho) = \text{tr}(\rho) |0\rangle \langle 0| \otimes \frac{1}{\sqrt{2^{N-1}}}\) and \(\Gamma(\rho) = \text{tr}(\rho) |1\rangle \langle 1| \otimes \frac{1}{\sqrt{2^{N-1}}}\), for any input state \(\rho \in D(\mathcal{H})\). Then we have
\[
\text{d}_{av}^\text{ch}(\Lambda, \Gamma) = \frac{1}{2} \sqrt{2} \frac{1}{d^2} = \text{d}_{av}^\text{ch}(\Lambda, \Gamma).
\] (111)

where expression for average-case distance follows from the direct calculation, and the value of diamond norm follows from the fact that channels always prepare states that are orthogonal on first qubits, and thus can be perfectly distinguished.

Now consider additional non-unital conditional state-preparation channel \(\Lambda\) that acts as \(\Lambda(|0\rangle \langle 0| \otimes \sigma) = \psi\) and \(\Lambda(|1\rangle \langle 1| \otimes \sigma) = \psi^\perp\) for any \(\sigma\), where \(\psi, \psi^\perp\) are two orthogonal pure states. Note that the composed action of the channels reduces to state-preparation channels \(\Lambda \circ \Lambda(\rho) = \psi\) and \(\Lambda \circ \Gamma(\rho) = \psi^\perp\) for any \(\rho\). Direct computation together with Eq. (111) yields
\[
\text{d}_{av}^\text{ch}(\Lambda \circ \Lambda, \Lambda \circ \Gamma) = \frac{1}{2} \sqrt{2} \frac{1}{d^2} = \text{d}_{av}^\text{ch}(\Lambda, \Gamma).
\] (112)

Example 7 (Counterexample for General Pre-Processing Monotonicity for Quantum Channels): Consider two perfectly distinguishable unitary channels of size \(d > 2\), \(\Lambda_U : \rho \mapsto U \rho U^\dagger\) and \(\Lambda_V : \rho \mapsto V \rho V^\dagger\).

The average distance can be calculated directly and is equal to (see also Example 12)
\[
\text{d}_{av}^\text{ch}(\Lambda_U, \Lambda_V) = \frac{1}{2} \sqrt{2} - \frac{2}{d^2} \|\text{tr} U^\dagger V\|_2^2.
\] (113)

Since channels \(\Lambda_U\) and \(\Lambda_V\) are perfectly distinguishable, let \(\psi\) be the optimal discriminator, i.e. the state for which \(\psi \langle U^\dagger V \psi\rangle = 0\). Note, that in the case of unitary channels, one does not need to attach an additional system in order to perform optimal discrimination. Now we consider a channel \(\Gamma : \rho \mapsto \text{tr}(\rho) |\psi\rangle \langle \psi|\), which prepares the optimal discriminator. We then have
\[
\mathcal{J}_{\Lambda_U \circ \Gamma} = \frac{1}{d} \otimes U |\psi\rangle \langle \psi| U^\dagger, \\
\mathcal{J}_{\Lambda_V \circ \Gamma} = \frac{1}{d} \otimes V |\psi\rangle \langle \psi| V^\dagger.
\] (114)

Direct computation yields the following result
\[
\text{d}_{av}^\text{ch}(\Lambda_U \circ \Gamma, \Lambda_V \circ \Gamma).
\]
Finally, we obtain, that the data processing inequality for general preprocessing does not hold.

\[
d_{\text{av}}(U \circ \Gamma, U \circ \Gamma) > d_{\text{av}}(U, U).
\]  

(116)

If we choose \( U = \mathbb{I}, V = \text{diag}(1, -1, 1, \ldots, 1) \) we get

\[
d_{\text{av}}^\text{ch}(U, U) = \frac{3}{2} \sqrt{2} - \frac{2}{\sqrt{n}} (d - 2) = \frac{3}{2} \sqrt{2 (d - 1)}.
\]

In fact, similar calculations can be performed on any distinguishable channels, with the pre-processing channel chosen to be the preparation of the optimal discriminator.

VI. EXAMPLES

In previous parts of the work, we discussed some specific scenarios in which scaling of average-case quantum distances with system size provided some insight into various areas of quantum information. In this part, we investigate some further exemplary scenarios, and we provide a discussion of some of the consequences of our findings.

A. Convergence to Uniform Distribution

One particularly interesting consequence of our main theorems is that average-case distances allow to easily study the convergence of the average Total-Variation distance between the noisy distribution and the uniform distribution. To this aim, one needs to calculate an average-case distance between a noisy state, measurement, or channel, and the maximally mixed state, trivial POVM, or maximally depolarizing channel, respectively. We summarize those observations in the following Lemmas 23, 24, 25 – the proofs follow directly from Theorems 1, 2, and 3, respectively. In what follows we denote uniform distribution as \( \mathbf{p}^\text{uniform} \), meaning \( \mathbf{p}_{\text{uniform}} = \frac{1}{d} \mathbb{I} \) for all \( i = 1, \ldots, d \). All of the above Lemmas follow directly from Theorem 1 (states), Theorem 2 (measurements), and Theorem 3.

Lemma 23 (Noisy States – Convergence to Uniform Distribution): Let \( \psi \) be a pure state and \( \Lambda \) a quantum channel. Then we have

\[
\mathbb{E}_{U \sim \nu} \text{TV}(\mathbf{p}^{\Lambda(\psi), U}, \mathbf{p}^\text{uniform}) \approx d_{\text{av}}^\text{ch}(\Lambda(\psi), \frac{\mathbb{I}}{d}).
\]

(117)

In the above, the \( \approx \) sign means the approximation in a sense of Eq. (24). The notation \( \mathbf{p}^{\Lambda(\psi), U} \) is the same as for Theorem 1.

From the above, it follows that the convergence of noisy distribution to the uniform in random circuits setting is controlled by the purity of the output state. For quantum measurements and channels, we have similar expressions.

Lemma 24 (Noisy Measurements – Convergence to Uniform Distribution): Let \( M \) be a generic \( d \)-outcome quantum measurement on \( d \)-dimensional space, and \( M^2 \) a trivial POVM s.t. \( M_i^2 = \frac{1}{d} \) for each \( i = 1, \ldots, d \). Then we have

\[
\mathbb{E}_{V \sim \nu} \text{TV}(\mathbf{p}^{M, \psi, V}, \mathbf{p}^\text{uniform}) \approx d_{\text{av}}^\text{ch}(M, M^2)
\]

(118)

In the above, the \( \approx \) sign means the approximation in a sense of Eq. (32). The notation \( \mathbf{p}^{M, \psi, U} \) is the same as for Theorem 2.

Lemma 25 (Noisy Channels – Convergence to Uniform Distribution): Let \( \Lambda \) be a generic quantum channel and \( \Lambda_{\text{dep}} \) be a maximally depolarizing channel, i.e., \( \Lambda_{\text{dep}}(\rho) = \frac{1}{d} \mathbb{I} \) for any state \( \rho \). Then we have

\[
\mathbb{E}_{V \sim \nu} \mathbb{E}_{U \sim \nu} \text{TV}(\mathbf{p}^{\Lambda, \psi, U}, \mathbf{p}^\text{uniform}) \approx d_{\text{av}}^\text{ch}(\Lambda, \Lambda_{\text{dep}})
\]

(119)

B. More Examples

Example 8 (Two Pure States): For two pure states \( \psi \) and \( \phi \) we have

\[
d_{\text{av}}^\text{ch}(\psi, \phi) = \frac{1}{\sqrt{2}} \sqrt{1 - \text{tr}(\psi \phi)},
\]

\[
d_{\text{tr}}(\psi, \phi) = \sqrt{1 - \text{tr}(\psi \phi)}.
\]

(120)

Therefore, in this case, we see that \( d_{\text{av}}(\psi, \phi) = \frac{1}{\sqrt{2}} d_{\text{tr}}(\psi, \phi) \), which gives only constant separation between average-case and worst-case scenarios.

The consequences of the above example are twofold, depending on the perspective we adopt. First, if we wish to perform a task of state discrimination between two pure states, then the above identity implies that there exists a strategy that uses random quantum circuits that is worse than the optimal strategy only by a constant. Second, if we treat \( \psi \) as our target state and \( \phi \) as its noisy version affected by unwanted unitary rotation, then this type of noise will highly affect the quality of our results. Specifically, for generic quantum states, it will behave similarly to the worst-case scenario.

Example 9 (Pauli Eigensystems and Separable Pauli Noise): Consider state \( \psi_{\text{pauli}} = \bigotimes_{i=1}^N |\pm r_i\rangle \langle \pm r_i| \), where \( r_i \in \{x, y, z\} \), i.e., \( |\pm r_i\rangle \) is any Pauli eigensystem on qubit \( i \) (with eigenvalue +1 or -1). Consider separable Pauli channel \( \Lambda_{\text{pauli}} = \bigotimes_{i=1}^N \Lambda_{\text{pauli}}^i \), where single-qubit channel is \( \Lambda_{\text{pauli}}^i(\rho) = \sum_{j=1}^d j \sigma_j \rho_j \sigma_j^\dagger \) with \( j \in \{1, x, y, z\} \), \( \sigma_1 = \mathbb{I} \), and \( \sigma_2 = \sigma_3 = 0 \), \( \sum_j j \rho_j^{(i)} = 1 \). Define \( q(i) = \frac{1}{q(i)} + \frac{q(i)}{\gamma(i)} \), i.e., a probability of applying on qubit \( i \) a gate that stabilizes the state of that qubit (namely, either identity or Pauli matrix of which \( |\pm r_i\rangle \) is an eigenstate). Furthermore, assume that for each qubit \( i \) we have \( q(i) \leq \frac{1}{2} \). Then we have

\[
d_{\text{av}}^\text{ch}(\Lambda_{\text{pauli}}(\psi_{\text{pauli}}), \frac{\mathbb{I}}{d}) = \frac{1}{\sqrt{2}} \sqrt{\Pi_{i=1}^N (1 - 2q(i)(1 - q(i)))} - \frac{1}{d},
\]

(121)

\[
d_{\text{tr}}^\text{ch}(\Lambda_{\text{pauli}}(\psi_{\text{pauli}}), \psi_{\text{pauli}}) = \frac{1}{2} \sqrt{1 - 2\Pi_{i=1}^N q(i)} + \Pi_{i=1}^N (1 - 2q(i)(1 - q(i))),
\]

(122)

Proof: We start by analyzing the effects of Pauli noise on single-qubit Pauli eigensystem. We first write
above state has two eigenvalues which are 1, which for assumed regime

\[ \sigma \text{tr} \rho \text{purities. For a single qubit, the purity of a noisy state is easy to handle. To this aim, we use the fact that for both states are simultaneously diagonalizable). Having this noiseless Pauli eigenstate is simply } | \rangle | \rangle \text{, where } T = \Lambda \text{, }
\]

\[ = \frac{1}{2} \left( \frac{1}{2} \left( \rho_{ii}^p + \rho_{ii}^r \right) - 1 \right) = \frac{1}{2} \left( \frac{1}{2} q_{ii}^{(i)} - 1 \right), \]  

(123)

where \( p_{ii}^{(i)} \) and \( p_{ii}^{(i)} \) are error probabilities corresponding to two Pauli matrices that are not \( \sigma_i \). We now notice that the above state has two eigenvalues which are \( \frac{1}{2} (1 \pm 2 | q_{ii}^{(i)} - 1 |) \), which for assumed regime \( q_{ii}^{(i)} \geq \frac{1}{2} \) gives eigenvalues \( q_{ii}^{(i)} \) and \( 1 - q_{ii}^{(i)} \).

To get Eq. (121) we refer to Lemma 23 and use the fact that the purity of separable states is a product of purities. For a single qubit, the purity of a noisy state is

\[ \text{tr} \left( A^{\text{pauli}} (| \pm r_i \rangle \langle \pm r_i |)^2 \right) = (q_{ii}^{(i)})^2 + (1 - q_{ii}^{(i)})^2 = 1 - 2 q_{ii}^{(i)}(1 - q_{ii}^{(i)}), \]  

which for multiple qubits yields Eq (121).

To get Eq. (122), we first diagonalize all noisy Pauli states, getting global state represented as

\[ \otimes_{i=1}^N \left( q_{ii}^{(i)} | 0 \rangle \langle 0 | + (1 - q_{ii}^{(i)}) | 1 \rangle \langle 1 | \right). \]  

In this basis, the noiseless Pauli eigenstate is simply \( | 0 \rangle \langle 0 | \otimes N \) (note that both states are simultaneously diagonalizable). Having this in mind, we want to decompose the distance between states \( \| A^{\text{pauli}} (\psi^{\text{pauli}}) - \psi^{\text{pauli}} \|_{HS} \) into parts that are easy to handle. To this aim, we use the fact that for any states \( \rho \) and \( \tilde{\rho} \), the HS distance can be written as

\[ \| \rho - \tilde{\rho} \|_{HS}^2 = \text{tr} \rho^2 + \text{tr} \tilde{\rho}^2 - 2 \text{tr} (\rho \tilde{\rho}). \]  

In our case \( \rho = A^{\text{pauli}} (\psi^{\text{pauli}}) \) and \( \tilde{\rho} = \psi^{\text{pauli}} \). Since the Pauli state is pure we get \( \text{tr} \rho^2 = 1 \), while the purity of \( \rho \) was already calculated above. The cross-term can be evaluated by recalling that in basis we consider Pauli eigenstate is simply \( | 0 \rangle \langle 0 | \otimes N \), we thus need to simply take the value of the first matrix element of \( \rho \), obtaining \( \text{tr} (\rho \tilde{\rho}) = \Pi_i q_{ii}^{(i)} \). Summing up and inserting into the definition of average-case distance yields Eq. (122). \( \square \)

We now consider a scenario where our target POVM is computational-basis measurement \( P \), and we wish to calculate its distance from some other POVM \( M \). This choice is motivated by the fact that in quantum computing the computational-basis measurement is often a model for ideal detector \( [2] \), and \( M \) can be thought of as of its noisy implementation. In particular, we consider a situation in which \( M = T P \), where \( T \) is a left-stochastic map, i.e., its columns are probability distributions. Such noise is equivalent to classical post-processing of ideal statistics (i.e., probabilities one would have obtained on \( P \)), hence we call it classical noise. This is a practically relevant scenario, as it has been experimentally observed that classical noise is a dominant type of readout noise in contemporary quantum devices based on superconducting qubits [69].

We now define, in analogy to average-case quantum distance, the average-case classical distance between POVMs \( M \) and \( N \)

\[ d_{av}^{c\text{lassical}} (M, N) := \mathbb{E}_{|k\rangle \langle k|} \text{TV} (p (|k\rangle \langle k|, M), p (|k\rangle \langle k|, N)), \]  

(124)

where by \( \mathbb{E} \) we denote average over all classical deterministic states \( |k\rangle \langle k| \). The above distance turns out to be a helpful tool in investigating some of the properties of average-case quantum distances for quantum measurements. In our considerations about distances between measurements, the following Lemma 26 and Lemma 27 proved useful.

**Lemma 26 (Average-Case Quantum vs Classical Distance):** Let \( P \) be measurement in computational basis, and \( T \) arbitrary stochastic map, i.e., \( \sum_i T_{ij} = 1 \). Define POVM TP via \( (T P)_i = \sum_j T_{ij} P_j \). Then we have

\[ \frac{1}{2} d_{av}^{c\text{lassical}} (TP, P) \leq d_{av}^m (TP, P). \]  

(125)

**Proof:** We start by directly computing classical distance from Eq. (124)

\[ d_{av}^{c\text{lassical}} (TP, P) \]  

\[ = \frac{1}{2d} \sum_{k=1}^d \sum_{i=1}^d | \text{tr} (\langle k | (\sum_j T_{ij} | j\rangle \langle j | - | i\rangle \langle i |)) | \]  

\[ = \frac{1}{2d} \sum_{k=1}^d \sum_{i=1}^d |T_{ik} - \delta_{ik}| \]  

\[ = \frac{1}{2} \sum_{k=1}^d \left( T_{kk} \sum_{i \neq k} 1 - T_{kk} + T_{ik} \right) = \frac{1}{2d} \sum_{k=1}^d 2(1 - T_{kk}) \]  

\[ = 1 - \frac{\text{tr} (T)}{d}, \]  

(126)

where we used the fact that \( T \) is left-stochastic, hence \( \sum_i T_{ik} = 1 - T_{kk} \). Now we notice that

\[ d_{av}^m (TP, P) \]

\[ = \frac{1}{2d} \sum_{k=1}^d \sqrt{(1 - T_{kk})^2 + (1 - \sum_j T_{ij})^2 + \sum_{k \neq i} T_{ik}^2} \]  

\[ \geq \frac{1}{2d} \sum_{k=1}^d \sqrt{(1 - T_{kk})^2} = \frac{1}{2} \left( 1 - \frac{\text{tr} (T)}{d} \right), \]  

(129)

thus the expression on the RHS of Eq. (127) is exactly equal to \( \frac{1}{2} d_{av}^{c\text{lassical}} (TP, P) \), which concludes the proof. \( \square \)

**Lemma 27 (Distance of Classical Part of the Measurement Noise):** Let \( M \) be an arbitrary \( d \)-outcome POVM, and \( P \) measurement in the computational basis. Decompose \( M \) as \( M = TP + \Delta \), where \( T \) is a POVM obtained by taking only diagonal elements of operators \( M \), i.e., \( (TP)_i := \text{diag}(M_i) \). Then we have

\[ d_{av}^m (TP, P) \leq d_{av}^m (M, P). \]  

(130)

**Proof:** Consider the action of the (dual of) completely dephasing noise \( \Lambda_{\text{d}} \) on POVMs’ effects, namely \( \Lambda_{\text{d}} (M_i) = (TP)_i \) (this is because, to begin with, we defined \( T \) as diagonal part of POVM \( M \)). Since dephasing noise is unital and it preserves computational-basis measurement \( P \), the above property follows directly from data-processing inequality for unital pre-processing of quantum measurements proved in Lemma 14. \( \square \)

**Remark 11:** We note that while the decomposition of POVM \( M = TP + \Delta \) into diagonal and off-diagonal parts may seem arbitrary, it has been in fact previously used in the...
context of measurement error mitigation. In particular, the TP can be interpreted as a “classical part” of the noise and if we are able to reconstruct T (for example, using Diagonal Detector Tomography), we can use it to reduce the noise via classical post-processing of the statistics estimated on faulty detector M [13], [70], [71].

Corollary 2: By combining Lemma 26 with Lemma 27, we immediately get that for any POVM decomposed into the diagonal and off-diagonal part as \( M = T P + \Delta \), its distance from standard measurement can be bounded from below via

\[
d_{av}^m(M, P) \geq \frac{1}{2} d_{av}^{classical}(TP, P). \tag{131}
\]

Let us now consider a simplified scenario where target POVM is the computational-basis measurement, and its noisy version corresponds to local, symmetric classical noise.

Example 10 (Computational Basis and Local Symmetric Bitflip): Let \( P \) denote measurement in computational basis and its noisy version \( T^{sym}P \) affected by noise \( T = \otimes_{i=1}^N \Lambda_i^{(sym)} \), where \( \Lambda_i^{(sym)} \) denotes local stochastic noise describing symmetric bitflip specified by parameter \( p_i \) (bitflip error probability). In this case, we have

\[
d_{av}^m(T^{sym}P, P) = \frac{1}{2} \sqrt{1 - 2\Pi_{i=1}^N (1 - p_i) + \Pi_{i=1}^N (1 - 2p_i(1 - p_i))}, \tag{132}
\]

\[
d_{op}(T^{sym}P, P) = 1 - \Pi_{i=1}^N (1 - p_i), \tag{133}
\]

\[
d_{av}^m(T^{sym}P, M^T) = \frac{1}{2} \sqrt{\Pi_{i=1}^N (1 - 2p_i(1 - p_i)) - \frac{1}{d}}, \tag{134}
\]

where \( N \) is the number of qubits.

Proof: To obtain (132) we calculate explicitly

\[
d_{av}^m(P, TP) = \frac{1}{2d} \sum_{i=1}^d \sqrt{(1 - T_{ii})^2 + (1 - \sum_j T_{ij})^2 + \sum_{k \neq i} T_{ik}^2}, \tag{135}
\]

where the first equality follows from the fact that T is bistochastic. Then we notice that for identical symmetric bitflip, each term on RHS is the same, namely for each \( i \) we have

\[
(1 - T_{ii}^{sym})^2 + \sum_{k \neq i} (T_{ik}^{sym})^2 = 1 - 2T_{ii}^{sym} + \sum_k (T_{ik}^{sym})^2. \tag{136}
\]

Furthermore, from the product structure of T it follows that

\[
T_{kk}^{sym} = \Pi_{i=1}^N (1 - p_i), \tag{137}
\]

\[
\sum_k (T_{ik}^{sym})^2 = \Pi_{i=1}^N ((1 - p_i)^2 + p_i^2). \tag{138}
\]

Summing over \( i = 1, \ldots, d \) yields Eq. (132).

To compute (133) we notice that in case of (any) stochastic noise T affecting standard measurement we have

\[
d_{op}(TP, P) = \max_j (1 - T_{jj}), \tag{139}
\]

which after substituting \( T_{jj} \) from Eq. (137) yields Eq. (133).

To obtain Eq. (134), we first notice that multiqubit symmetric bitflip is represented by a bistochastic map that does not change trace — thus second term in Eq. (118) vanishes. Then we calculate explicitly the purity of \( i \)th effect as

\[
\text{tr} \left( (T^{sym}P)_i^2 \right) = \sum_k (T_{ik}^{sym})^2. \tag{140}
\]

Combining the above observations with Eq. (137) yields Eq. (134).

Lemma 28 (Computational Basis and Local Asymmetric Bitflip): Consider a noisy version \( T^{sym}P \) of computational basis measurement \( P \), where \( T^{sym} = \otimes_{i=1}^N T_i^{sym} \) is a separable, asymmetric stochastic map. For each qubit \( i \), such a map is characterized by two parameters, \( p_i(1|0) \) and \( p_i(0|1) \), specifying the probability of erroneously measuring 1 (0) if the input state was \( |0\rangle \) (|1\rangle). Define average error probability

\[
q_i^{av} = \frac{p_i(1|0) + p_i(0|1)}{2}, \tag{141}
\]

and corresponding symmetric bitflip map \( T_i^{sym} = (1 - q_i^{av})I + q_i^{av} \sigma_x \), together with global map \( T^{av} = \otimes_{i=1}^N T_i^{av} \). Then we have

\[
d_{av}^m(T^{av}P, M) \leq d_{av}^m(T^{sym}P, P), \tag{142}
\]

\[
d_{av}^m(T^{av}P, M^T) \leq d_{av}^m(T^{sym}P, M^T). \tag{143}
\]

Proof: The proof uses data-processing inequality for unital channels and stochastic post-processing proved in Lemma 14. The idea is to present a strategy that “symmetrizes” stochastic noise on each qubit via randomized measurements and post-processing (while not changing computational basis measurement \( P \) or trivial POVM \( M^T \)). Consider a strategy that applies combinations of X and I gates uniformly at random just before measurement, and then applies a post-processing strategy that combines the outcomes of measurements to “undo” the effects of the unital channel. Namely, for each qubit, if the applied gate was I do nothing, and if it was X then flip the outcome. Working out Kraus operators for this process shows that it corresponds to a CPTP, unital map. Finally, it follows from a direct calculation that if the initial POVM was \( T^{sym}P \), now the implemented POVM is exactly \( T^{av}P \). Clearly, such a strategy does not affect the computational basis measurement (nor a trivial POVM \( M^T \)). Recalling Lemma 14 concludes the proof.

We note that the above strategy was used for single-qubit error mitigation in Ref. [72], and more general multi-qubit versions were considered in the context of noise characterization and mitigation in Refs. [73], [74], [75].

From the Lemma 28 it follows that when studying the separation between asymmetric stochastic noise and ideal measurement in the computational basis, one can instead study symmetric noise with “average” error probability (Eq. (141)), which is easier to handle computationally. The same holds for studying the separation from the uniform distribution. The usefulness of this comes from the fact that asymmetric bitflip is a more realistic model of measurement noise than symmetric bitflip, (see, e.g., [13], [70]).

We now consider a few interesting scenarios for distances between channels.

Example 11 (Two Arbitrary State Preparation Channels): Denote by \( \Lambda_\gamma \) and \( \Lambda_\sigma \) the state preparation channels that
regardless of the input state always prepare state $\rho \in D(\mathcal{H}_d)$ or $\sigma \in D(\mathcal{H}_d)$, respectively. Then we have

$$d_{av}^{ch}(\Lambda_{\rho}, \Lambda_{\sigma}) = \sqrt{1 + \frac{1}{d}} \frac{1}{2}\|\rho - \sigma\|_{HS}.$$  

(144)

**Example 12 (Two Arbitrary Unitary Channels):** Denote by $\Lambda_U$ and $\Lambda_V$ the unitary channels associated with unitaries $U$ and $V$, i.e., $\Lambda_U(\rho) = U\rho U^\dagger$ for any state $\rho \in D(\mathcal{H}_d)$. Then we have

$$d_{av}^{ch}(\Lambda_U, \Lambda_V) = \sqrt{1 - \frac{1}{d}} \frac{1}{2}\|\text{tr}(UU^\dagger V^\dagger V)\|^2.$$  

(145)

**Example 13 (Identity Channel and Separable Unitary Rota-**

tions): Let $I$ denote identity channel, and $\Lambda_V$ be unitary channel corresponding to separable rotation $V = \bigotimes_{j=1}^N \exp(i n_j \cdot \sigma_j \frac{\phi_j}{\sqrt{2}})$, where $|n_j| = 1$ and $\phi_j > 0$. Assume that $\sum_{j=1}^N \phi_j \leq \frac{\pi}{2}$. Define $\phi_{max} = \max_j \phi_j$ and $\phi_{min} = \min_j \phi_j$. Then we have

$$d_{av}^{ch}(I, \Lambda_V) \leq \sqrt{N} \frac{\phi_{max}}{\sqrt{2}},$$  

(146)

$$d_{2}(I, \Lambda_V) \geq \frac{1}{\sqrt{2}} N\phi_{min}.$$  

(147)

To obtain the above, we first note that since distances are unitarily invariant, we can rotate each unitary so it is a phase shift gate with angle $\phi_j$. To get the first inequality, we calculate explicitly (see Example 12)

$$d_{av}^{ch}(I, \Lambda_V) = \sqrt{\frac{1}{2} (1 - \prod_{j=1}^N \cos^2(\frac{\phi_j}{\sqrt{2}}))}.$$  

Then we use the inequality $\cos^2(x) \leq \frac{1}{2}$ for $0 \leq x \leq \pi$, and employ inequalities $\cos^2(x) \geq 1 - x^2$ and $1 - x^2 \geq 1 - x$ for $0 \leq x \leq 1$. To get the second inequality we calculate the diamond norm explicitly $d_2(I, \Lambda_V) = 2|\sin(\sum_{j=1}^N \phi_j / 2)|$ and employ inequality $|\sin(x)| \geq \frac{x}{2\sqrt{2}}$ for $x \in [0, \frac{\pi}{2}]$.

From derivations in the above example, it follows that if we adopt the perspective of average-case statistical distinguishability, any local coherent noise (when the target operation is identity) can be viewed simply as a phase shift error. Furthermore, for angles such that $\phi_{max} = \frac{\pi}{2}$, we see that worst-case distance grows quadratically faster than average-case.

**Example 14 (Separable Pauli Noise in the Middle of the Circuit):** Consider separable Pauli channel $\Lambda^{\text{pauli}}$ defined in Example 9. Then we have

$$d_{av}^{ch}(\Lambda^{\text{pauli}}, \Lambda_{\text{dep}}) = \frac{1}{2} \sqrt{\prod_{i=1}^N |p_i|^2 - 1},$$  

(148)

$$d_{av}^{ch}(\Lambda^{\text{pauli}}, I) = \frac{1}{2} \sqrt{1 + \prod_{i=1}^N |p_i|^2 - 2\prod_{i=1}^N p_i^2},$$  

(149)

where $\|p_i\|_2^2 = \sum_j (p_{ij})^2$ is a Euclidean norm of the vector of noise coefficients on ith qubit.

**Proof:** To begin the proof, we notice that the Pauli noise is a mixed unitary channel and is thus unitil. Since both completely depolarizing and identity channels are unital as well, in both average-case distances the terms that relate to the action on maximally-mixed state equal 0. We are therefore left with the task of calculating Hilbert-Schmidt norms of relevant Choi matrices.

To show that Eq. (148) holds, we note that the purity of separable Choi state is a product of purities – this follows from the fact that any Choi matrix of product channel is permutationally similar to a tensor product of Choi matrices of those channels. We thus need to consider only single-qubit purity (note that this is analogous to proof for states in Example 9). Denote by $\mathcal{J}_\text{pauli}^{(i)}$, a Choi matrix of Pauli channel on qubit $i$. By directly evaluating the action of that channel on operators of the form $|k\rangle\langle l|$ (recall the definition of Choi matrix) we explicitly write down matrix representation of $\mathcal{J}_\text{pauli}^{(i)}$ and calculate

$$\text{tr} \left( \mathcal{J}_\text{pauli}^{(i)} \right)^2 = \frac{1}{4} \left( \text{tr} \left( \Lambda^{\text{pauli}}_\rho (|0\rangle\langle 0|) \right)^2 + \text{tr} \left( \Lambda^{\text{pauli}}_\rho (|1\rangle\langle 1|) \right)^2 + 2 \text{tr} \left( \Lambda^{\text{pauli}}_\rho (|0\rangle\langle 1|) \left( \Lambda^{\text{pauli}}_\rho (|0\rangle\langle 1|) \right)^{\dagger} \right) \right).$$  

(150)

From direct evaluation, we get that

$$\text{tr} \left( \Lambda^{\text{pauli}}_\rho (|k\rangle\langle k|) \right)^2 = (p_{1k} + p_{2k})^2 + (p_{3k} + p_{4k})^2$$  

(151)

and

$$\text{tr} \left( \Lambda^{\text{pauli}}_\rho (|l\rangle\langle l|) \right) = (p_{1l} - p_{2l})^2 + (p_{3l} - p_{4l})^2$$  

(152)

for $k \neq l$. Summing up everything we get that cross-terms cancel and $||\mathcal{J}_\text{pauli}^{(i)}||_{HS}^2 = \sum_j p_j = ||\rho||_{HS}^2$ which combined with Lemma 25 yields Eq. (148).

To get Eq. (149) we follow an identical strategy as for Example 9. Namely, we recall the fact that for any states $\rho$ and $\tilde{\rho}$, the HS distance can be written as $||\rho - \tilde{\rho}||_{HS} = \text{tr} \rho^2 + \text{tr} \tilde{\rho}^2 - 2 \text{tr}(\rho \tilde{\rho})$. Now in our case $\rho = \mathcal{J}_\text{pauli}$ and $\tilde{\rho} = \mathcal{J}_I$. The Choi of the identity channel is a maximally-entangled state, its purity is thus equal to 1, while the purity of the Choi of the noisy channel was already calculated above. To evaluate cross-term, we note that it factorizes into a product of single-qubit terms (as for purity, it follows from the permutational equivalence between the Choi matrix of a product channel and the tensor product of Choi matrices), each of them being equal to

$$\text{tr} \left( \mathcal{J}_\text{pauli}^{(i)} \mathcal{J}_I^{(i)} \right) = \frac{1}{4} \sum_{k, l \in \{0, 1\}} \text{tr} \left( \Lambda^{(i)} (|k\rangle\langle l|) |l\rangle \langle k| \right).$$  

(153)

This evaluates to

$$\text{tr} \left( \Lambda^{(i)} (|k\rangle\langle k|) |k\rangle \langle k| \right) = p_{1k}^{(i)} + p_{2k}^{(i)},$$  

(154)

and

$$\text{tr} \left( \Lambda^{(i)}_\rho (|l\rangle\langle l|) |l\rangle \langle l| \right) = p_{1l}^{(i)} - p_{2l}^{(i)},$$  

(155)

for $k \neq l$. Summing up we obtain $\text{tr} \left( \mathcal{J}_\text{pauli}^{(i)} \mathcal{J}_I^{(i)} \right) = p_{1k}^{(i)}$. Combining all of the above with the definition of average-case distance yields Eq. (149).

**VII. OPEN PROBLEMS**

Our work leaves many interesting problems left for future research. The first important question one can ask is how to estimate average-case quantum distances in an easy-to-implement setting. The natural candidate seems to be
randomized-benchmarking types of experiments, as they also employ unitary designs [29], [41]. It would be also very interesting to connect quantum average-case distances with commonly used figures of merit used to assess the quality of quantum devices. Those include measures such as average fidelity [41] (which is perhaps the most widely used quality measure), unitarity of quantum channels [29], [76], [77], or partitioned trace distances [78]. We note that the partitioned trace distances share with the average-case distances the property of being non-increasing under unital channels, which might suggest a deeper connection between the two. Furthermore, one can ask whether similar results can be obtained for different functions of output probability distributions such us classical fidelity or f-divergences [79], [80]. Another natural direction to pursue is to obtain better constants that appear in bounds (for example by considering higher moments) relating the average TV distance with the quantum average-case distance. Another straightforward research direction is to check how the average-case quantum distances compare with worst-case distances for small subsets of qubits in actual quantum devices. For example, for pairs of qubits full Quantum Process Tomography [2] (or even Gate Set Tomography [81]) is possible, therefore one would be able to calculate the distances directly from objects in question. Such studies could provide some insight into what to expect from existing devices in worst and average-case scenarios.
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