Unsteady Shallow Meandering Flows in Rectangular Reservoirs: A Modal Analysis of URANS Modelling
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**Abstract**

Shallow flows are common in natural and human-made environments. Even for simple rectangular shallow reservoirs, recent laboratory experiments show that the developing flow fields are particularly complex, involving large-scale turbulent structures. For specific combinations of reservoir size and hydraulic conditions, a meandering jet can be observed. While some aspects of this pseudo-2D flow pattern can be reproduced using a 2D numerical model, new 3D simulations, based on the unsteady Reynolds-Averaged Navier-Stokes equations, show consistent advantages as presented herein. A Proper Orthogonal Decomposition was used to characterize the four most energetic modes of the meandering jet at the free surface level, allowing comparison against experimental data and 2D (depth-averaged) numerical results. Three different isotropic eddy viscosity models (RNG $k$-$\varepsilon$, $k$-$\varepsilon$, $k$-$\omega$) were tested. The 3D models accurately predicted the frequency of the modes, whereas the amplitudes of the modes and associated energy were damped for the friction-dominant cases and augmented for non-frictional ones. The performance of the three turbulence models remained essentially similar, with slightly better predictions by RNG $k$-$\varepsilon$ model in the case with the highest Reynolds number. Finally, the Q-criterion was used to identify vortices and study their dynamics, assisting on the identification of the differences between: i) the three-dimensional phenomenon (here reproduced), ii) its two-dimensional footprint in the free surface (experimental observations) and iii) the depth-averaged case (represented by 2D models).
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1. Introduction

Rectangular shallow reservoirs are hydraulic structures commonly used as storm basins, sedimentation tanks, service reservoirs, aquaculture ponds, among other applications (Liu et al., 2013; Oca and Masaló, 2007; Zhang et al., 2014). Complex turbulent flow fields occur in such reservoirs, involving symmetric, asymmetric or meandering jets (Stovin and Saul, 2000; Dewals et al., 2008; Kantoush et al., 2008; Dufresne et al., 2010a; Camnasio et al., 2011; Peltier et al., 2014a). These flow characteristics directly affect the operation of the reservoirs. For instance, the amount and location of sediment deposits strongly depends on the flow pattern (Adamsson et al., 2003; Dufresne et al., 2010b; Sébastian et al., 2015; Isenmann et al., 2017). The hydraulic and geometric conditions leading to symmetric and asymmetric jets were extensively studied experimentally (Aloui and Souhar, 2000; Camnasio et al., 2011; Canbazoglu and Bozkir, 2004; Dufresne et al., 2010a; Kantoush et al., 2008; Mullin et al., 2003; Oca and Masaló, 2007), numerically (Camnasio et al., 2013; Dewals et al., 2008; Dufresne et al., 2011; Esmaeili et al., 2016; Khan et al., 2013; Peltier et al., 2015; Peng et al., 2011; Stovin and Saul, 2000) and analytically (Westhoff et al., 2018). In contrast, less attention was given to the case of a meandering jet, despite its engineering relevance. This type of jet is made of large-scale energetic turbulent structures, which enhance the lateral momentum transfer between the jet and the rest of the flow (Chen and Jirka, 1999). As a consequence, meandering jets promote wider lateral spreading of sediment deposits and an overall increase in the reservoir trapping efficiency.

Within the flow, turbulent coherent structures are spatially distributed, articulating the momentum transfer via their characteristic life cycle (Berkooz et al., 1993; Buffin-Bélanger et al., 2013). These macroscale productive features can be understood as the skeleton of turbulence (Franca et al., 2021). The Proper Orthogonal Decomposition (POD) is a tool that
can be used to identify these highly energetic structures (Berkooz et al., 1993). So far, only Peltier et al. (2014a; b) performed systematic laboratory experiments to define the conditions of occurrence of meandering jets, and characterize the corresponding flow fields using POD. Similarly, only Peltier et al. (2015) performed computational modelling of meandering jets in rectangular shallow reservoirs and compared the numerical predictions with the experimental observations using the POD analysis. However, the study of Peltier et al. (2015) relies on a 2D shallow-water model (Camnasio et al., 2014; Erpicum et al., 2009), assuming hydrostatic pressure distribution and uniform velocity profiles over the water depth. These simplifications lead to disregarding the possible effects of secondary flow and other 3D flow features.

Other researchers have conducted full 3D simulations of shallow reservoir flows; see for instance the Lake Binaba study of Abbasi et al. (2016), focused on daily-unsteady thermal fluxes where the unsteadiness is driven by daily boundary condition changes. Another example is the 3D numerical analysis of Haun et al. (2013) of the suspended sediment distribution and bed level changes in the Angostura hydropower reservoir in Costa Rica. Seasonal variability in the study of Haun et al. (2013) was represented by a constant water level and inflow discharge and, hence, turbulent-unsteady flows were not directly addressed. Haun and Olsen (2012) conducted a 3D numerical modelling of a flushing operation in the same reservoir, with detailed time resolution, yet for a shorter period than Haun et al. (2013). Haun and Olsen (2012) suggested that a 3D approach presents advantages over a 2D one, since secondary currents can be reproduced together with “vertical recirculation zones and other flow features where the velocity profile is non-logarithmic”. However, no previous 3D numerical study has dealt with flows in shallow reservoirs at a scale where unsteadiness is driven by turbulent instabilities. Can this unsteadiness be reproduced by 3D (time-averaged) numerical models? And, if they can, which is the expected accuracy?
The answers to these questions are not straightforward and, therefore, here we aim at providing new insights into the ability of 3D unsteady Reynolds-Averaged Navier-Stokes (URANS) equations to better predict the unsteady properties of meandering jets in rectangular shallow reservoirs. As a case study, we used the same four flow conditions as experimentally studied by Peltier et al. (2014b) – which served for the 2D numerical workbench of Peltier et al. (2015). Mesh sensitivity was assessed and three of the nowadays most commonly used turbulence models, namely RNG $k-\varepsilon$, $k-\varepsilon$ and $k-\omega$, were tested.

2. Methods

2.1. URANS equations

We used here the URANS equations, which may explicitly reproduce time-dependent flow features as long as the averaging window is considerably smaller than the characteristic time-scale of the unsteadiness (pp. 36-37 of Wilcox, 2006; Rodi, 2017; Spalart, 2000). Among others, Ge and Sotiropoulos (2005) as well as Khosronejad et al. (2012) applied URANS to capture vortical structures in the flow in the vicinity of piers, while Palkin et al. (2016) successfully computed the vortex shedding frequency in the flow detachment downstream of a circular pier, except for low frequency modulations. Here, we embrace a URANS model because it is of utmost engineering interest: most possibly, during the next 10 years, future hydrodynamic studies focused on reservoirs will use URANS modelling instead of more detailed approaches such as Large Eddy Simulations (LES) given the space and time dimensions involved.

The simulations were conducted using the commercial Computational Fluid Dynamics (CFD) package FLOW-3D®. A second order monotonicity preserving explicit advection scheme (Van Leer, 1977) was used, together with an explicit scheme for the viscous terms, and the Generalized Minimal Residual method (GMRES, see projection methods in Saad, 2003) with
Krylov subspace dimension 15 (based on authors previous experience, see for instance Valero et al., 2018, or Valero and Bung, 2016 using a smaller Krylov subspace), to solve the sparse linear systems resulting from the Finite Volume Method discretization (Versteeg and Malalasekera, 2007). The Volume of Fluid (VOF) method, as described by Hirt and Nichols (1981), was used for the free surface tracking. Solid boundaries are represented within the mesh using the FAVOR porosity-based technique of Hirt and Sicilian (1985). Smooth wall conditions are assumed in all calculations.

2.2. Turbulence closure

Three turbulence models (RNG $k$-$\epsilon$, $k$-$\epsilon$ and $k$-$\omega$) were used here. They are among the most widely used in engineering. They are linear eddy viscosity models – i.e. based on a linear relation between turbulent stresses and velocity gradients (Rodi, 2017). Maximum turbulent length-scale was limited to 7 % of the inlet flow depth of each simulation, which is a typically accepted value in practice (Pope, 2000). This parameter establishes the minimum energy dissipation, which occurs in regions of lower turbulence. Differently from the study on shallow reservoir instabilities of Dewals et al. (2008), no perturbation is intentionally introduced in the inlet. However, it is believed that minor numerical artefacts can lead to small numerical perturbations introduced in the flow variables. Consequently, small perturbations can be present in the flow even if they are not deliberately introduced. It is expected that these perturbations (of numerical nature) remain small and are only amplified by the flow equations; in the same manner as physically-based appearing perturbations grow (see perturbations’ sensitivity study of Valero et al., 2017).

2.3. Case study

A rectangular shallow reservoir was used as a case study (Fig. 1). The reservoir geometry corresponds to the experimental setup of Peltier et al. (2014b), which was also used in the 2D
numerical study of Peltier et al. (2015). The reservoir has a length $L = 1$ m and a width $B = 0.98$ m. The inlet channel is 2 m long and $b = 0.08$ m wide. The outlet channel has the same width as the inlet channel and is 0.13 m long. The corresponding shape factor (Dufresne et al. 2010a) is $SF = L/\Delta B^{0.6} b^{0.4} = 4.43$; with $\Delta B$ the width of the sudden expansion.

Figure 1. Geometry of the considered rectangular shallow reservoir.

The flow rate ($Q$) and flow depth ($H$) were prescribed at the inlet, while only the flow depth was prescribed at the downstream boundary condition. Consistently with Peltier et al. (2014b), four cases of meandering flow were investigated, as detailed in Table 1. They correspond to two different frictional regimes (labelled F and NF, standing respectively for “frictional” and “non frictional”) and two transitional cases in between (labelled FT and NFT).
Table 1. Flow parameters of the four considered cases.

| ID  | Q (10^3 m^3/s) | H (cm) | U (m/s) | F (-) | R (10^3) | S (-) | Friction regime          |
|-----|----------------|--------|---------|-------|----------|-------|--------------------------|
| F   | 0.125          | 1.25   | 0.125   | 0.36  | 4.7      | 0.18  | Frictional               |
| FT  | 0.250          | 1.80   | 0.174   | 0.41  | 8.4      | 0.10  | Frictional close transition |
| NFT | 0.500          | 2.75   | 0.227   | 0.44  | 14.8     | 0.06  | Non-frictional close transition |
| NF  | 1.000          | 4.20   | 0.298   | 0.46  | 21.2     | 0.03  | Non-frictional           |

In the four cases, the inlet Froude number F (based on the depth-averaged velocity U) corresponds to subcritical flow but remains well above 0.21, which is a critical value for the occurrence of a meandering jet (Peltier et al., 2014a). In contrast, the inlet Reynolds number R and the frictional number S (Dufresne et al., 2010a; b) differ substantially between the cases. Cases F and FT have smaller Reynolds numbers compared to cases NFT and NF. Depending on the friction number, contrasting jet behaviours and types of coherent structures are expected due to distinct driving mechanisms, as extensively described by Peltier et al. (2014b), as well as in the supplementary material.

Cell resolution was set to 1 cm per 1 cm in the horizontal plane, whereas the vertical resolution was systematically varied to assess mesh sensitivity (nine levels of refinement, as shown in Table 2). Fixed cell resolution in the horizontal plane aims at simplifying the POD analyses; however, it is still finer (or equivalent) than any previous numerical model conducted in the past for similar flow conditions, and matches the horizontal resolution of Peltier et al. (2015), to which model results are compared.
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**Table 2.** Vertical cell resolution for the mesh sensitivity analysis.

| Δz (cm) | F  | NF |
|---------|----|----|
|         | RNG k − ε | RNG k − ε |
| 0.81    | X  |    |
| 0.65    | X  |    |
| 0.54    | X  |    |
| 0.46    | X  |    |
| 0.41    | X  | X  |
| 0.36    | X  |    |
| 0.33    | X  | X  |
| 0.30    | X  |    |
| 0.27    | X  | X  |

All conducted simulations (26 in total), are composed of a first stage where statistically stationary flow conditions are reached over a simulation time of 180 s. After that time, the flow field is deemed independent of the initial flow conditions. The solution at the last time step of this simulation was then used as the initial condition for a second simulation of 360 s in which velocities were stored with a 25 Hz frequency, which coincides with the experimental sample rate used in the study of Peltier et al. (2014b). This second stage is used to produce data for the subsequent analysis, for which 9,000 velocity fields were extracted near the free surface level (at the first cell immediately underneath). After extraction, in-house Python routines were used to convert velocity fields into the appropriate format to run the POD code of Peltier et al. (2014b), which was applied only inside the shallow reservoir area (without considering the inlet/outlet channel flow).
2.4. Proper Orthogonal Decomposition

Turbulent structures and their respective energy are discriminated through a modal decomposition method (i.e., POD) that decomposes $N$ fluctuating velocity fields $- u'_i(x, t)$, after removing the ensemble average velocity field from the instantaneous velocity fields $-$ into an optimal basis of $M$ spatial modes and $M$ temporal coefficients ($M \leq N$) according to the following relationship:

$$ u'_i(x, t) = \sum_m a_m(t) \varphi_m(x) $$  \hspace{1cm} (1)

with $a_m$ being an orthogonal basis of temporal coefficients (modal coefficients) and $\varphi_m$ being an orthonormal basis of spatial functions (spatial modes). Here, $t$ and $x$ represent the time and space coordinates vector, respectively.

Coherent structures (the most energetic) are represented by the first modes of the POD. Each mode detected by POD can be described in terms of frequencies, amplitudes, and energy (Sirovich 1987, Berkooz et al., 1993; Pope, 2000). $a_m$ functions incorporate characteristic frequencies ($f_m$) and the energy level captured by each mode ($E_m$) can be obtained by squaring Eq. (1). Given that the velocity fields for an ensemble of $N$ measurements are known, coefficients of Eq. (1) can be obtained following a least-squares procedure.

In the following, $a_m$ are presented for the $m$ first most energetic modes in the ensemble of $N$ velocity fields analysed for each simulation and $f_m$ are the frequencies at which they happen. The code used here is based on the snapshots method (Sirovich, 1987), as implemented by Peltier et al. (2014b).
3. Results

3.1. Mesh Sensitivity Analysis

Use of the POD allows extraction of the most energetic modes, with their corresponding frequencies and amplitudes. As the analysis is focused on the frequencies, amplitudes and associated energies, mesh sensitivity analysis was also conducted using the POD results instead of other mean flow variables. For completeness of the analysis, results of Peltier et al. (2015) are also included in the following comparisons.

Nine different vertical cell resolutions were explored for mesh sensitivity purposes (Table 2). Mesh sensitivity has been assessed for the two frictional regimes (F and NF), using the RNG $k-e$ turbulence model. Given the larger number of simulations performed for case F, discussion will focus on it, whereas similar observations hold for case NF. It is herein assumed that an intermediate level of uncertainty may hold for the transitional cases and that the other considered eddy viscosity models behave likewise.
Figure 2. Mesh sensitivity analysis for case F: a) modal frequency and b) modal energy; extracted from POD analysis of the ten most energetic modes. Experimental uncertainty up to 0.05 Hz for the frequencies (Peltier et al., 2014b).

Figure 2a shows that most of the tested cell resolutions predicted well the four most energetic frequencies ($f_m, m = 1, 2, 3$ and $4$). It can also be observed that minor differences between simulations in the lower modes ($m$) are accompanied of larger differences in higher modes, presenting a large scatter roughly after $m = 6$. Figure 2b shows the energy predictions for the ten most energetic modes ($E_m, m = 1$ to $10$), which hold the biggest part of the flow energy (up to 80 % of the turbulence kinetic energy, according to Peltier et al., 2014b). Figure 2 shows that there is some scatter for different refinement levels, with approximately half the solutions falling above the experimental data and half falling below, intermittently, without a clear dependence on the mesh refinement. Solutions oscillate around a mean level that seems to fall within the experimental uncertainty in the case of frequencies, for which the uncertainty level is known. It is remarkable that both, the coarser and finer meshes, are similarly close to the experimental data, under- and overpredicting the experimental modal energies (Fig. 2b). It is here hypothesized that this variance could be related to small uncontrolled numerical imperfections (for instance, due to the FAVOR obstacle recognition) that lead to early development or detection of first modes at different energy levels. As shown in Fig. 2b, energy is transferred from these modes to the subsequent ones with a reasonably stable rate ($\partial E_m / \partial m$). This energy transfer is similar to the experimental case study, despite the increased eddy viscosity of the simulations. This is consistent with the commonly accepted fact that at low frequencies viscosity plays a negligible effect, thus largest flow structures should not be significantly distorted by the eddy viscosity.
Although the first frequency remains stable with cell refinement, amplitudes ($a_m$) present some oscillations, leading to larger (quadratic) differences in energies (Fig. 2b). Developing vortexes may affect the frequencies of surrounding vortexes and differences are cumulated with increasing modes.

It must be noted that the POD algorithm orders the modes starting from the most energetic one. This does not imply that a similar level of energy at a given mode in a different simulation corresponds spatially to the same vortex. A small increase in the amplitude of a vortex can push it forward in the modal order. The described process may affect the numerical uncertainty that simulations hold (so that there is a mean and variance of the process, being each simulation just a sample). Therefore, classic numerical uncertainty analyses, as for instance that proposed by Celik et al. (2008), would fail to assess the discretization uncertainty. Similar observation holds for case NF, although a more limited number of simulations were run.

The particular mesh resolution herein chosen ($\Delta z = 0.33$ cm) for the results was not based on the best performance of the simulations – in terms of energies, it undeniably belongs to the group of the lower performing cases – but on the observation that the behaviour remained similar for finer resolutions as well. This cell size was used for all other cases presented in the following results analysis. The vertical discretization for the case F is considerably coarse, yet it has been shown above that no differences were observed with finer meshes. The rest of the cases have larger flow depths, and for a fixed cell size, the number of finite volumes per depth is consequently larger. Note that the mesh sensitivity study presented here involves nine levels of refinement, and it focuses on frequencies and energies of the most energetic modes of the flow. This is beyond common practices, since no previous mesh sensitivity analysis in other Computational Fluid Dynamics studies considers the frequencies and energies of POD modes as indicators of convergence.
3.2. Frequencies, Amplitudes and Energy

Three different turbulence models were tested against the experimental data of Peltier et al. (2014b). For the sake of comparison and analysis, the 2D depth-averaged numerical results of Peltier et al. (2015) and three-dimensional modelling without turbulence viscosity ($\nu_t = 0$) are also reported herein. All three turbulence models tested seem to perform likewise, with differences probably falling within the uncertainty related to small uncontrolled numerical artefacts.

Figure 3 shows that frequency is generally well reproduced for the four most energetic modes, which is accompanied by a satisfactory result for amplitudes as well (Fig. 4). Larger differences can be observed for the energies (Fig. 5), which scale with the square of the amplitudes.

![Figure 3](attachment:image.png)

**Figure 3.** Frequency ($f_m$) associated to the four most energetic modes, obtained for cases F, FT, NFT, NF with $\Delta z = 0.33$ cm.
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**Figure 4.** Amplitude ($a_m$) associated to the four most energetic modes, obtained for cases F, FT, NFT, NF with $\Delta z = 0.33$ cm.

**Figure 5.** Energy ($E_m$) associated to the four most energetic modes, obtained for cases F, FT, NFT, NF with $\Delta z = 0.33$ cm.

Frequencies prediction with the 3D model for cases F and NFT are excellent, with a very good prediction as well of the two most energetic frequencies of cases FT and NF. For $m = 3$ and 4 of cases FT and NF, the lower performing frequencies, major differences between turbulence models arise. Frequencies associated to $m = 1$ and 2 of case NF, seem to be exchanged with modes $m = 3$ and 4 for the RNG $k$-$\varepsilon$ model. Similarly, WOLF 2D and no turbulent viscosity
3D model are able to capture two of the four first modes frequencies, except for case NFT. WOLF 2D results are generally lesser satisfactory than 3D model results, except for $m = 1$ and 2 in case FT and for $m = 3$ and 4 in case F. For $m = 3$ and 4 in case FT and $m = 1$ and 2 in case NF, WOLF 2D gives similar results to the RNG $k-\varepsilon$ model. In other cases, WOLF 2D behaves more like no turbulent viscosity 3D model, except for $m = 1$ and 2 in case F and $m = 3$ and 4 in case NF. Since the POD code orders by energies, frequencies could still be in good agreement but allocated to different modes due to differences in energies, thus resulting in a mismatch. It is noteworthy that for the case with no turbulent viscosity, only $m = 1$ and 2 of case FT and $m = 3$ in case F are satisfactorily predicted. Hence, eddy viscosity not only helps predicting mean variables, as it is well-known, but it concurrently improves the estimation of fluctuating quantities and does not produce a damping of the frequencies. This is remarkable, as eddy viscosity models are regarded as “steady” models, which have been empirically calibrated against mean variables. Furthermore, the eddy viscosity hypothesis implies that Reynolds stresses principal axis are coinciding with those of the mean strain rate (Wilcox, 2006). This does not hold true for flows with sudden changes in the mean strain rate, strong streamline curvature or secondary currents (Wilcox, 2006). Predictive deterioration of isotropic eddy viscosity models may appear in regions of high turbulence anisotropy (Kang and Sotiropoulos, 2012).

Amplitudes are shown in Fig. 4. It can be observed that with increasing Reynolds number, amplitudes also grow and amplitudes of the first two modes are generally 100 to 400% larger than third and fourth modes. This is typical for meandering flows due to the interaction of two kinds of instabilities: sinuous and varicose modes (see Peltier et al., 2014b), being the first one responsible of the meandering nature of the flow and the second one of the lateral spreading. The relation between the first two modes and the subsequent ones typically holds for the three
tested turbulence models, with some differences arising in case NF for $k-\varepsilon$ and $k-\omega$ models. It cannot be confirmed that turbulent viscosity produces a damping of the fluctuation intensity as the no turbulent viscosity case occasionally over- or underpredicts the amplitudes further than the three tested turbulence models.

Except for case NF, the amplitudes prediction is commonly improved in the three-dimensional modelling option, despite the flow being markedly two-dimensional. This can be due to 3D velocity profiles developing in confined regions, such as in the developing shear layer immediately in the entry of the basin. This localized phenomenon may impact the downstream development of the large-scale structures and incorporation to 2D models may result complicated. Another explanation could be linked to the three-dimensionality of the large-scale structures. It has been traditionally suggested that in shallow reservoirs the turbulent structures are bounded in the vertical direction by the limited depth. Besides, turbulent structures are subject to bed friction effects. In a shallow flow, the friction is described by the frictional number $S$ and higher values denote increasing relevance of flow resistance on the overall flow (Table 1). With decreasing $S$, three-dimensionality may play a more significant role and thus turbulent structures should only be considered pseudo-two-dimensional. Results for modal energies can be understood in a similar manner (Fig. 5), regardless of larger differences when compared to the experimental data. Best agreement for the largest Reynolds number case (NF) is obtained using WOLF 2D or RNG $k-\varepsilon$ model.

4. Discussion

4.1. Suitability of Reynolds Averaged Models for Unsteady Flows

When applying Reynolds Averaging over the flow equations, a certain time smoothing over a large enough time window is applied. Conversely, LES methods use a spatial filtering approach, which allows time to remain free of strict mathematical operations. Rodi (2017)
argued that when a URANS model produces low eddy viscosity (given the similarity with LES equations), the URANS calculations could be able to resolve the unsteady motion. However, Rodi (2017) also suggested that frequently eddy viscosity in URANS models is large and damping of turbulent motions is produced. Conversely, the POD analysis in this study showed that no shift is produced in terms of frequencies, and amplitudes are reasonably reproduced for the two most energetic modes. Furthermore, damping and enhancement may happen indifferently (Figs. 4 and 5), which might be consistent with the dual role of viscosity: stabilizing due to dissipation and a subtler destabilizing role (pp 160, Drazin, 2002).

One fundamental limitation of the employed URANS models is that eddy viscosity is commonly considered as a scalar, instead of a tensor. Other available models addressing this issue are Reynolds stress transport models. The gain in universality comes on the expense of adding complexity and closure terms to the model equations (Wilcox, 2006). This handicaps development and calibration of those models and, as Slotnick et al., (2014) argue, they lack robustness and are often less accurate than standard eddy viscosity models.

### 4.2. Performance Assessment

A relative error ($e$) for a given variable ($\xi$) can be estimated as:

$$ e = \frac{\xi - \xi_{\text{Exp}}}{\xi_{\text{Exp}}} $$

with $\xi_{\text{Exp}}$ being the reciprocal, experimentally determined value of variable $\xi$. Correspondingly, a performance/accuracy indicator $\phi(\xi)$ can be expressed as:

$$ \phi(\xi) = 1 - |e(\xi)|; \quad \text{for } e(\xi) < 1 $$

$$ \phi(\xi) = 0; \quad \text{otherwise} $$
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which ranges from 0 to 1 (lowest and highest performance). The reader may note that with Eq. (3) any relative error larger than 100% is considered to result in \( \phi(\xi) = 0 \). This accuracy indicator has been computed for all simulated cases and previous WOLF 2D results of Peltier et al. (2015), as shown in Fig. 6. It can be observed that the performance of the 3D model is similar or superior to the two-dimensional model and accuracy remains more stable along all considered cases, except NF. Performance of \( k-\omega \) is similar to \( k-\varepsilon \) and both curves regularly overlap. For the RNG \( k-\varepsilon \) model, results were close to the other two turbulence models with slightly improved performance for the highest Reynolds number case (NF). Yet, differences between the three turbulence models are smaller than differences induced by small meshing changes (Fig. 2) and thus, performance of the three turbulence models should be deemed identical. A combined “mean” (average) result of the three turbulence models is also incorporated in the performance assessment analysis of Fig. 6, highlighting the expected behaviour of a two equations eddy viscosity model (indistinctly of its name). It must be noted that the results presented in this study do not allow generalisation to other cases, but the predictions of the used URANS models consistently showed good accuracy for frequencies, regardless of the turbulence model used.

4.3. Three-dimensional flow structure

Clear differences between the performance of three-dimensional (FLOW-3D©) and two-dimensional modelling (WOLF 2D) were observed, as shown in Fig. 6. Understanding the mechanisms of occurrence of these unstable/turbulent flow cases may help formulating more accurate two-dimensional turbulence models, which in turn can run faster and over larger domains than 3D modelling, allowing the modeller to make an informed decision on the model to be used. Differences may arise due to the vertical velocity component, despite turbulent structures commonly being bounded by the depth. Nonetheless, even coarser resolutions in \( z \) –
with lower capacity to capture the associated velocities – already showed good capabilities to predict frequencies and energies distributions (Fig. 2a, b) better than the two-dimensional approach. Vertical profiles of mean velocities extracted at different reservoir points, however, showed a typical power law profile and thus, it is of higher interest to check unsteady velocity profiles and, more conveniently, the three-dimensional strain and vorticity fields.

A simple technique allowing detection of vortices is the Q-criterion technique (Hunt et al. 1988). This technique uses the vorticity (Ω) and strain rate (S) to define the parameter Q (Hunt et al., 1988; Haller, 2005):

\[
Q = \frac{1}{2} [||Ω||^2 - ||S||^2]
\]  

When \(Q > 0\), the norm of the vorticity tensor dominates over that of the rate of strain and vortices can be discerned. \(Q\) parameter was obtained for the simulated cases and exemplary vortical structures are shown in Fig. 7 and in the supplementary material, both for the highest and lowest Reynolds number cases. It must be noted that results in the previous section were presented for \(Δz = 0.33\) cm, whereas \(Δz = 0.27\) cm is used together with the Q-criterion technique to render vortexes. Resolution is here changed for the sake of visualization, given that smoother vortex surfaces can be observed. Differences on energy and frequencies between these two simulations were presented in Fig. 2.
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**Figure 6.** Performance assessment (Eq. 3) of the studied three-dimensional turbulence hypotheses and two-dimensional approach (WOLF 2D) of Peltier et al. (2015). “Mean” corresponds to the mean of the results of all three considered turbulence models.

In the inlet channel, a streamwise vortex can be readily observed. The jet entering the basin creates two side regions of large vorticity that insufflate the jet core with small, yet strong, vortical structures that meander around the jet axis. Additionally, transverse velocity profiles had different inflection points at different depths, being this inflection points responsible of instabilities development. Thus, three-dimensional process is a more complex process than the depth-averaged one. Some vortices crawl against the free surface (where the POD was applied) whereas others vanish, never reaching it. Vortices have a three-dimensional body and the centre of gravity could be located at different depths, arbitrarily far from the free surface. The resulting two-dimensional vortical structures occurring in the free surface plane are, simply, the footprint of a more complex phenomenon occurring under the surface; which cannot be directly captured by a depth-averaged model. This could explain limitations of two-dimensional modelling in capturing some pseudo-two-dimensional turbulent structures.
Naturally, stronger fluctuations occur in the case NF than F as, in the former case, shallowness prevents lateral spreading of the turbulent structures. Intensity of the vortices decreases through the reservoir. For the higher Reynolds number case (NF), it can also be observed that vortexes accumulate upstream of the outlet, which is not able to flush them out and some are fed to the recirculation regions while others are stretched around the basin outlet edges, recurrently increasing their intensity. The vortex stretching in the outlet is produced intermittently, at left and right sides, following the inner dynamics of the basin.

Figure 7. Large-eddy identification with the Q-criterion for RNG $k$-$\varepsilon$; $\Delta z = 0.27$ cm and cases a) F and b) NF. The different colours correspond to different $Q$ isosurfaces, from darker to clearer a) $Q = 40, 20, 12.5, 2.5$ Hz$^2$ and b) $Q = 200, 100, 50, 10$ Hz$^2$. 
5. Conclusions

Four different meandering flow conditions (F, FT, NFT, NF of Table 1) were studied numerically in a shallow rectangular reservoir with the purpose of assessing the performance of three-dimensional URANS together with three turbulence models (RNG $k-\varepsilon$, $k-\varepsilon$ and $k-\omega$). A POD technique was used to extract modal frequencies, amplitudes and energies associated to the most energetic modes. They were compared to a previous experimental study of Peltier et al. (2014b) and 2D depth-averaged numerical results presented by Peltier et al. (2015). The frequencies computed with the three-dimensional models, ensemble-averaged, for the four most energetic modes reproduced $88.7\%$ of experimental data, while some differences arise for the predicted amplitudes and even to a greater extent for the energies, reproducing respectively $70.7\%$ and $47.7\%$ of the experimental results. The three considered turbulence models showed similar performance, with improvements in the predictions when compared to 2D modelling (Fig. 6), that remained at $48.4\%$, $65.1\%$, $46.3\%$ for the frequencies, amplitudes and energies. It is noteworthy that the mesh resolution chosen ($\Delta z = 0.33$ cm) was not based on the best performance of the simulations; undoubtedly, it is representative of the group of the lower performing cases (Fig. 2a,b).

Use of three-dimensional modelling allowed capturing localized effects that remained undetected in previous two-dimensional studies, and that can impact downstream development of 2D large-scale structures. Q-criterion was used to identify vortexes and describe their dynamics (Fig. 7), elucidating on the complexity of the flow. It was found that the three-dimensional flow produces a more intermittent two-dimensional footprint in the free surface, where the POD was conducted. Also, other mechanisms such as 3D vortex stretching may affect the overall unsteady motion of the shallow reservoir.
Here, the focus was set on an engineering perspective, by comparing a widely used 3D modelling strategy (URANS, mesh design, turbulence closures) to previous 2D results. Future research should investigate the ability of more advanced 3D modelling approaches in resolving the flow variables.
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Notation

*The following symbols are used in this paper:*

**Acronyms:**

CFD  Computational Fluid Dynamics

F  Frictional regime

FT  Frictional close to transition regime

LES  Large Eddy Simulation

NF  Non-frictional regime

NFT  Non-frictional close to transition regime

POD  Proper Orthogonal Decomposition

SF  Shape Factor

URANS  Unsteady Reynolds-Averaged Navier-Stokes

VOF  Volume of Fluid

**Roman:**

$a_m$  Amplitude associated to mode $m$
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| Symbol | Description |
|--------|-------------|
| $B$    | Width of the shallow reservoir |
| $b$    | Width of the inlet channel |
| $E_m$  | Energy associated to mode $m$ |
| $e$    | Relative error |
| $F$    | Froude number |
| $f_m$  | Frequency associated to mode $m$ |
| $H$    | Flow depth |
| $k$    | Turbulence kinetic energy |
| $L$    | Length of the shallow reservoir |
| $M$    | Number of spatial modes and temporal coefficients |
| $m$    | Mode obtained with the POD technique |
| $N$    | Number of fluctuating velocity fields |
| $Q$    | Q-criterion parameter |
| $Q$    | Flow rate |
| $R$    | Reynolds number |
| $S$    | Strain rate tensor |
| $S$    | Frictional number |
| $T$    | Time window |
| $t$    | Time |
| $U$    | Depth-averaged velocity |
| $u'_i$ | Instantaneous velocity fluctuation |
| $x$    | Coordinate vector |

*Greek:*

| Symbol | Description |
|--------|-------------|
| $\Delta B$ | Width of the sudden expansion |
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| Symbol | Description                  |
|--------|------------------------------|
| Δző     | Cell size resolution in the depth direction |
| ε       | Turbulence dissipation        |
| νₜ      | Eddy (turbulent) viscosity    |
| 𝜉       | Numerically obtained variable |
| 𝜉ₑₓᵖ   | Experimental value of the numerical variable 𝜉 |
| 𝜙       | Performance indicator        |
| 𝜑ₘ     | Empirical basis              |
| Ω       | Vorticity tensor             |
| 𝜔       | Specific dissipation         |

**Supplemental material**

Large-eddy identification using the Q-criterion for RNG k-ε, Δz = 0.27 cm.

Video S1. Case F. Q isosurface colours correspond to: Q = 40, 20, 12.5, 2.5 Hz².

Video S2. Case NF. Q isosurface colours correspond to: Q = 200, 100, 50, 10 Hz².
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