Application of one-factor copula with Durante generators to high-dimensional data: empirical study on stock market of China
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Abstract. This paper investigates the performance of one-Factor copula with Durante generators (FDG copula) in high-dimensional applications. We use data with 28, 102 and 227 dimensions respectively to compare the mean absolute error in three cases. The results show that estimation error decreases as dimension increases, which means the higher the dimension, the better this model performs. Empirically, we measure the dependence between industrial sectors in Chinese stock market by FDG copulas. It is found that Machinery and equipment sector has the largest dependence coefficients with other sectors. In addition, by comparing the results before and during the COVID-19 pandemic, we find that the epidemic strengthened the connection between the Computer and Media industry and other industries. FDG copulas, tractable and flexible, suits well for high-dimensional estimation. Potential of its application to other fields remains to be discovered.

1. Introduction

Copulas [1] are mathematical functions used to form joint univariate/multivariate distribution functions. When we have the distribution of all random variables, we can use copula functions to model the dependence structures between them. There are many parametric families of copula, such as Gaussian copula, Archimedean copula, and elliptical copula. Different copula families allow for different dependence structure. Copula-based models provide a great deal of flexibility in modeling multivariate distributions, allowing the researcher to specify the models for the marginal distributions separately from the dependence structure (copula) that links them to form a joint distribution [2]. Copulas have been widely used in finance to model risk. Recently, they are being used within machine learning to help generate synthetic tabular data. Its flexibility and convenience making it popular especially in high-dimensional applications.

The most common copula models for high dimensional data include but not limit to Archimedean copulas, such as Gumbel copula [3] and Clayton copula [4], elliptical copulas and pair copulas, like C-Vine and D-Vine copula [5]. Some of these models are flexible but not easy to compute while others are tractable but have constraints. In 2013, Krupskii and Joe [6] proposed the concept of factor copulas that can handle multivariate data with tail dependence and tail asymmetry, properties that the multivariate normal copula does not possess. Factor copula models based on latent variables is a good
alternative for modelling high-dimensional data as it provides a wide range of dependence and allow for different types of tail behavior. In 2015, Mazo et al. [7] proposed the one-Factor copula with Durante generators (FDG copula) by changing the linking copula in the original model to the Durante class [8]. This model possesses all the advantages of one-factor copula. Besides, taking Durante linking copulas allow computation of the integral in one-factor copula model and the resulting multivariate copula is nonparametric.

In this study, we intend to uncover the estimation ability of FDG copulas in high-dimensional applications. By applying this model to data of different dimensions and comparing the estimation error, we can assess its performance and see whether it is applicable to real datasets. In the empirical study, we measure the dependence between 28 industrial sectors in the stock market of China. Comparison of correlation strength between industries is made to investigate the impact of COVID-19. This paper explores the potential of FDG copulas in high-dimensional applications. Our empirical results will also provide useful information for market participants to help them manage portfolios.

In the remainder of this paper, section 2 describes the data and Section 3 presents the methodology. Empirical results are shown in Section 4 and conclusion is made in Section 5.

2. Data
In this study, we use daily stock prices of industrial sectors in Chinese stock market. According to SWS Research, industries in China could be classified at three levels. The first level contains 28 sectors, and the second extends the number to 102. In the third level, the classification is refined to include 227 sectors. In the comparative analysis, we use data of three levels over the period from January 1, 2019 to April 30, 2021. By applying FDG copulas to data of different classes, we can see how this model responds to the increase in dimension. In the empirical study, only the first-level data from September 3, 2018 to April 30, 2021 are used. Data before January 2, 2020 is treated as pre-event period and from January 2, 2020 onward as COVID-19 period. Thus, we are able to analyze the impact of COVID-19 to dependence between industrial sectors on the stock market of China. For computation, our data are transformed to log return form by \( r_t = \ln R_t - \ln R_{t-1} \) where \( R_t \) is the stock price at day \( t \).

Table 1 summarizes the data of 28 industries before and after the outbreak of COVID-19. For most of the industries, standard deviation is greater during the pandemic than that before the COVID-19. Values of skewness and kurtosis indicate that data of all industries do not obey normal distribution. The significant results of Jarque-Bera statistics also provide evidence for non-normal distribution.

| Industrial Sector                        | Mean | Max  | Min  | S.D.  | Skewness | Kurtosis | J-B    |
|------------------------------------------|------|------|------|-------|----------|----------|--------|
| Agriculture, forestry, Animal husbandry and fishery before | 0.001 | 0.056 | 0.063 | 0.018 | 0.173 | 4.473 | 30.71* |
| after | 0.000 | 0.066 | 0.098 | 0.019 | 0.132 | 5.690 | 106.58* |
| Mining before | 0.000 | 0.047 | 0.062 | 0.014 | 0.666 | 5.950 | 140.55* |
| after | 0.011 | 0.061 | 0.096 | 0.017 | 0.327 | 6.534 | 188.40* |
| Chemical industry before | 0.000 | 0.047 | 0.076 | 0.015 | 0.591 | 6.094 | 147.19* |
| after | 0.001 | 0.043 | 0.089 | 0.016 | 0.828 | 6.131 | 183.04* |
| Steel before | 0.001 | 0.050 | 0.068 | 0.015 | 0.237 | 5.542 | 89.71* |
| after | 0.001 | 0.073 | 0.103 | 0.018 | 0.194 | 7.354 | 278.64* |
| Non-ferrous metal before | 0.000 | 0.067 | 0.074 | 0.017 | 0.466 | 6.228 | 151.50* |
| after | 0.002 | 0.065 | 0.098 | 0.022 | 0.274 | 4.131 | 23.01* |
| Electron component before | 0.001 | 0.059 | 0.086 | 0.020 | 0.172 | 4.447 | 29.70* |
| after | 0.001 | 0.055 | 0.102 | 0.022 | 0.783 | 5.441 | 122.64* |
| Home appliances before | 0.001 | 0.063 | 0.071 | 0.016 | 0.009 | 5.351 | 74.13* |

* denotes significance at the 0.05 level.
| Category                     | 0.001 | 0.052 | 0.090 | 0.017 | 0.605 | 5.386 | 104.40* |
|-----------------------------|-------|-------|-------|-------|-------|-------|---------|
| Food and beverage          | 0.001 | 0.059 | 0.086 | 0.018 | 0.189 | 5.677 | 98.07*  |
| Textile and garment        | 0.002 | 0.047 | 0.085 | 0.019 | 0.749 | 4.876 | 84.08*  |
| Light-manufacturing        | 0.000 | 0.048 | 0.066 | 0.013 | 0.724 | 6.890 | 231.14* |
| Medical biology            | 0.000 | 0.033 | 0.074 | 0.013 | 0.625 | 6.063 | 159.60* |
| Public utilities           | 0.000 | 0.046 | 0.076 | 0.015 | 0.720 | 6.556 | 197.51* |
| Transportation             | 0.001 | 0.039 | 0.100 | 0.015 | 1.286 | 9.374 | 688.81* |
| Real estate                | 0.000 | 0.050 | 0.063 | 0.015 | 0.167 | 4.235 | 21.97*  |
| Commerce                   | 0.000 | 0.044 | 0.061 | 0.012 | 0.720 | 9.904 | 725.31* |
| Catering and Tourism       | 0.001 | 0.072 | 0.097 | 0.015 | 0.720 | 9.904 | 725.31* |
| Others                     | 0.000 | 0.052 | 0.069 | 0.014 | 0.447 | 6.426 | 168.22* |
| Building materials         | 0.000 | 0.041 | 0.086 | 0.014 | 0.722 | 7.301 | 300.19* |
| Architectural ornament      | 0.002 | 0.075 | 0.096 | 0.027 | 0.282 | 4.221 | 26.40*  |
| Electrical equipment        | 0.001 | 0.057 | 0.079 | 0.017 | 0.607 | 5.746 | 120.95* |
| National defense and military | 0.001 | 0.042 | 0.075 | 0.015 | 0.565 | 5.279 | 94.33*  |
| Computer                   | 0.001 | 0.053 | 0.064 | 0.016 | 0.225 | 4.641 | 38.84*  |
| Media                      | 0.000 | 0.081 | 0.092 | 0.016 | 0.082 | 5.170 | 63.53*  |
| Communication              | 0.000 | 0.050 | 0.074 | 0.014 | 0.451 | 6.795 | 204.17* |
| Banking                    | 0.000 | 0.080 | 0.102 | 0.014 | 0.419 | 13.148| 1511.95*|
| Non-bank finance           | 0.000 | 0.071 | 0.077 | 0.021 | 0.366 | 4.093 | 25.26*  |
| Automobile                 | 0.000 | 0.057 | 0.077 | 0.022 | 0.178 | 5.371 | 83.81*  |
| Mechanical equipment       | 0.000 | 0.053 | 0.093 | 0.018 | 0.738 | 5.669 | 135.62* |

Notes: An asterisk (*) indicates rejection of the null hypothesis at 1%.
3. Methodology
To obtain marginal distributions, ARMA-GJR-GARCH (1,1) is adopted. Then FDG copulas are implemented to model joint distribution and measure the dependence coefficients. All the following calculations are done in R Software.

3.1. ARMA-GJR-GARCH (1,1)
In this model, ARMA (Auto Regressive Moving Average) describes weakly stationary stochastic time series in terms of autoregression and moving average. GJR-GARCH [9] (the Glosten-Jagannathan-Runkle Generalized Auto Regressive Conditional Heteroskedasticity), which considers the negative lever effect, models asymmetric volatility. The ARMA-GJR-GARCH (1,1) model is expressed as

\[ r_t = c + \varphi r_{t-1} + \rho \varepsilon_{t-1} + \varepsilon_t \] (1)

with

\[ \sigma_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \gamma \mathbb{I}_{\varepsilon_{t-1}<0} \varepsilon_{t-1}^2 + \beta \sigma_{t-1}^2 \] (2)

where \( r_t \) is the stock return at time \( t \); \( \varepsilon_t \) is the return residual; \( \sigma_t^2 \) is the variance of \( \varepsilon_t \); \( \gamma \) is the lever effect and

\[ \mathbb{I}_{\varepsilon_{t-1}} = \begin{cases} 0 & \text{if } \varepsilon_{t-1} \geq 0, \\ 1 & \text{if } \varepsilon_{t-1} < 0. \end{cases} \] (3)

Note that \( \varepsilon_t = z_t \sigma_t \) where \( z_t \) are i.i.d variables of standard innovation. Equation (1) and (2) are applied to obtain the cumulative distribution function (CDF) for each stock. We use three possible distributions— skewed normal distribution, skewed student-t distribution and skewed generalized t distribution to fit the data and the best one for each stock is selected by Bayesian information criterion (BIC).

Since the marginal distributions in copulas should be uniform \([0,1]\), we need to transform the CDFs by standardizing the error terms through

\[ \tilde{\varepsilon}_t = \frac{\varepsilon_t}{\sigma_t}. \] (4)

3.2. FDG copulas
FDG copula is embedded in the framework of one-factor models [10]. The class of FDG copulas is constructed by choosing appropriate linking copulas for the one-factor copula model.

Let \( U = (U_1, ..., U_d) \) be the margins obtained from ARMA-GJR-GARCH (1,1) with \( U_t \sim U(0,1) \). In one factor copula model, \( U_1, ..., U_d \) are assumed to be conditionally independent given the latent variable \( U_0 \). Then the one factor copula is given by

\[ C(u_1, ..., u_d) = \int_0^1 C_{i\mid 0}(u_1|u_0) ... C_{d\mid 0}(u_d|u_0) du_0 \] (5)

where \( C_{i\mid 0} \) is the joint distribution of \((U_0, U_i)\) and \( C_{i\mid 0}(\cdot \mid u_0) \) is the conditional distribution of \( U_i \) given \( U_0 = u_0 \) for \( i = 1, ..., d \). Note that

\[ C_{i\mid 0}(\cdot \mid u_0) = \frac{\partial C_{i\mid 0}}{\partial u_0}. \] (6)

In FDG copula model, the class of linking copulas \( C_{i\mid 0} \) which link the factor \( U_0 \) to the variables \( U_i \) is the Durante class. This class allows the calculation of integral in equation (5). It takes the form of

\[ C(u, v) = \min(u, v) f(\max(u, v)) \] (7)

where \( f: [0,1] \to [0,1] \), the generator of \( C \), is a differentiable and increasing function such that \( f(1) = 1 \) and \( t \mapsto f(t)/t \) is decreasing. Function \( f \) takes different form in different parametric families.

Mazo et al. [7] gave four examples of families— FDG-CA (with Cuadras-Augé generators), FDG-F (with Fréchet generators), FDG-sinus (with Durante-sinus generators) and FDG-exponential (Durante-exponential generators). They also introduced a new family of extreme-value copulas which is calculated in FDG copula case, called EV-FDG. In this study, we only adopt FDG-CA, FDG-F, and their extreme value copula EV-FDG-CAF because the other two families do not fit our data. The Cuadras Augé allows for upper but no lower tail dependence and the Fréchet family allows for both.
3.2.1. **FDG-CA.** In equation (7),
\[ f_i(t) = t^{1-\theta_i}, \quad \theta_i \in [0,1]. \] (8)
A copula belonging to the Durante class with generator (8) gives rise to the well-known Cuadras Augé copula with parameter \( \theta_i \) [11]. The Spearman’s \( \rho \) and Kendall’s \( \tau \) in this family are
\[ \rho_{ij} = \frac{\theta_i \theta_j}{5 - \theta_i - \theta_j} \] (9)
and
\[ \tau_{ij} = \begin{cases} \theta_i \theta_j \left( \theta_i \theta_j + 6 - 2(\theta_i + \theta_j) \right) & \text{if } \theta_i + \theta_j \neq 1 \\ \frac{\theta(\theta - 1)(\theta^2 - \theta - 4)}{8} & \text{if } \theta = \theta_i = 1 - \theta_j. \end{cases} \] (10)
And upper tail dependence coefficients are given by
\[ \lambda^{(u)}_{ij} = 0 \text{ and } \lambda^{(u)}_{ij} = \theta_i \theta_j. \] (11)

3.2.2. **FDG-F.** In equation (7),
\[ f_i(t) = (1 - \theta_i)t + \theta_i, \quad \theta_i \in [0,1]. \] (12)
A copula belonging to the Durante class with generator (12) gives rise to the well-known Fréchet copula with parameter \( \theta_i \) [12]. The Spearman’s \( \rho \), upper and lower tail dependence coefficients and Kendall’s \( \tau \) in this family are given by
\[ \rho_{ij} = \lambda_{ij} = \lambda^{(u)}_{ij} = \theta_i \theta_j \] (13)
and
\[ \tau_{ij} = \frac{\theta_i \theta_j (\theta_i \theta_j + 2)}{3}. \] (14)
We can see that upper and lower tail dependence are equal. This is a property of tail symmetry.

3.2.3. **EV-FDG-CAF.** A copula \( C_{\#} \) is an extreme-value copula if there exists a copula \( \tilde{C} \)
\[ C_{\#}(u_1, ..., u_d) = \lim_{n \to \infty} \tilde{C}^n \left( \frac{1}{u_1}, ..., \frac{1}{u_d} \right), u_1, ..., u_d \in [0,1]^d. \] (15)
In EV-FDG-CAF, the \( C_{\#,ij} \) is a Cuadras-Augé copula with parameter (and therefore extremal dependence coefficient) \( \lambda_i \lambda_j \). In equation (15),
\[ C_{\#,ij}(u_i, u_j) = \min(u_i, u_j) \max(u_i, u_j)^{1-\lambda_i \lambda_j}. \] (16)
After we measure the dependence by different families with above equations, we compute the mean absolute error (MAE) to assess the accuracy of each family. The MAE, defined by
\[ \text{MAE}_e = \frac{1}{p} \sum_{i < j} \left| \hat{r}_{ij} - r(\hat{\theta}_i, \hat{\theta}_j) \right| \] (17)
where \( \text{MAE}_e \) is the MAE computed by Kendall’s \( \tau \) or Spearman’s \( \rho \); \( p \) is the number of variable pairs; \( \hat{r}_{ij} \) is the empirical estimator and \( r(\hat{\theta}_i, \hat{\theta}_j) \) is the value computed through FDG copulas.

4. **Empirical Results**

4.1. **Performance of FDG copulas in different dimensions**
As mentioned above, there are 28 first-level industries, 102 second-level industries and 227 third-level industries. When we measure the dependence between sectors by FDG copulas with data of three levels, there are 28, 102 and 227 dimensions, respectively. We measure Spearman’s \( \rho \) and Kendall’s \( \tau \) by three copula families and calculate their MAE in three cases. Comparing the value of MAE at different dimensions, we can assess the accuracy of FDG copulas. The smaller MAE is, the more...
accurate the model is. Values of MAE of three copula families and at three dimensions are presented in Table 2. The results show that no matter for which copula families, $MAE_\rho$ and $MAE_\tau$ are decreasing with the increase in dimensions. When dimension increases from 28 to 102, the change in $MAE_\rho$ is not obvious, which is the case for three copula families. Only when dimension increases to 227 does the difference show in $MAE_\rho$. Unlike $MAE_\rho$, $MAE_\tau$ is more sensitive to the increase in dimensions. From 28 to 102 and 102 to 227, decrease in $MAE_\tau$ is diminishing. For example, when dimension increases by 74, $MAE_\tau$ of FDG-CA decreases 1.4%. When the dimension increases by 125, $MAE_\tau$ of FDG-CA decreases by 1%. In general, FDG copulas are stable and suit well for high-dimensional applications.

| Table 2. MAE of FDG-CA, FDG-F and EV-FDG-CAF in high-dimensional applications. |
|---------------------|---------|-------|-------|
| FDG copulas         | Dimension | $MAE_\rho$ | $MAE_\tau$ |
| FDG-CA              | D=28     | 0.050  | 0.076  |
|                     | D=102    | 0.049  | 0.062  |
|                     | D=227    | 0.043  | 0.052  |
| FDG-F               | D=28     | 0.050  | 0.092  |
|                     | D=102    | 0.049  | 0.076  |
|                     | D=227    | 0.043  | 0.065  |
| EV-FDG-CAF          | D=28     | 0.050  | 0.077  |
|                     | D=102    | 0.049  | 0.063  |
|                     | D=227    | 0.043  | 0.053  |

It is worth mentioning that FDG-sinus only works for first-level industrial data and FDG-exponential does not fit the data at all. Thus, these two are not adopted in the empirical analysis and the reason why they are not applicable remain to be discovered in future studies.

4.2. Dependence between industrial sectors

Following the test of estimation ability, we apply FDG copulas in empirical analysis. Since the classification of second and third level of industries is too detailed, we adopt data of first-level industries where there are 28 sectors. Dependence is measure by three types of FDG copulas and $MAE_\tau$ is computed to select the best family for each period. Table 3 shows that FDG-CA which allows for upper tail dependence is more suitable for both periods, because its $MAE_\tau$ are the smallest.

| Table 3. $MAE_\tau$ of FDG-CA, FDG-F and EV-FDG-CAF. |
|---------------------|---------|-------|-------|
| Period              | FDG-CA  | FDG-F | EV-FDG-CAF |
| Before COVID-19     | 0.0923  | 0.1102| 0.0928  |
| COVID-19            | 0.0715  | 0.0847| 0.0721  |

| Table 4. Top five sectors with highest dependence coefficients in pre-event period. |
|-----------------|---------|-------|-------|
| Sector          | Spearman’s Rho | Kendall’s Tau | Upper tail dependence |
| Machinery and equipment | 0.804 | 0.738 | 0.844 |
| Chemical        | 0.790 | 0.719 | 0.833 |
| Light manufacturing | 0.786 | 0.714 | 0.830 |
| Commerce        | 0.782 | 0.709 | 0.826 |
| Transportation  | 0.774 | 0.700 | 0.820 |

Empirical results estimated by FDG-CA are displayed in Table 4 and 5 and Figure 1 and 2. In Table 4, we demonstrate the mean values of dependence coefficients of top five sectors before COVID-19 pandemic. Machinery and equipment sector has the largest dependence coefficients. This is not surprising because this sector provides materials and products for most of other industries, such as Mining, Steel, and light manufacturing. Similar to Machinery and equipment sector, Chemical
industry supplies important materials for industries like Agriculture, Pharmaceuticals, Building materials and National defense and military. Light manufacturing, Commerce and Transportation are all closely related to people’s daily life. Thus, they occupied important position in all industries.

Table 5. Top five sectors with highest dependence coefficients in COVID-19 period.

| Sector                | Spearman’s Rho | Kendall’s Tau | Upper tail dependence |
|-----------------------|----------------|---------------|-----------------------|
| Machinery and equipment | 0.671          | 0.579         | 0.731                 |
| Chemical              | 0.657          | 0.564         | 0.719                 |
| Light manufacturing   | 0.643          | 0.549         | 0.707                 |
| Computer              | 0.603          | 0.505         | 0.672                 |
| Media                 | 0.601          | 0.503         | 0.670                 |

During the COVID-19 period (Table 5), Machinery and equipment, Chemical and Light manufacturing remained to be the most correlated industries. However, Commerce and Transportation are replaced by Computer and Media industry. We believe that this change is not naturally happened over time but should be attributed to the COVID-19 pandemic. As is known, after the outbreak of the disease, China imposed a lockdown throughout the country. Even though it lasted for no more than three months, people’s outdoor activity and traveling have been strictly restricted. For a long time, people could only work, study and spend their leisure time at home. This situation brought up the need for computers and media devices because communication with the outside world is mostly through the media and the Internet. Although stock market in China has experienced small turbulence at the early stage of the COVID-19 pandemic, it stayed strong and stable, compared with stock market in the United States and some European countries. Normally in the crisis period, correlation between industrial sectors will be strengthened due to systemic risk. However, we find that values in Table 5 are smaller than that in Table 4, which means that the correlations became weaker during the epidemic. This may be because economic production activities have been restricted, especially in the first half of year 2020, which leads to a decrease in correlations between industries.

![Diagram](Diagram1.png)

**Figure 1.** Five sectors most correlated with Machinery and equipment sector in pre-event period.

From 2018 to 2021, Machinery and equipment sector has the closest relationship with other industries. So, we listed five sectors that are most related with it in two periods in Figure 1 and Figure 2, respectively. Values in the bracket are Kendall’s tau dependence coefficients. The sectors and their rankings are the same as that in Table 4 and Table 5. In the pre-event period, Machinery and equipment and Architectural ornament since the former provides raw materials and equipment for the latter. This closeness was broken and replace by Communication industry during the COVID-19 pandemic Like Computer and Media, Communication played a critical role on account of the constraints for people’s daily life.
5. Conclusions
In this paper, we first applied FDG copulas to data with three different dimensions and examined its accuracy in three cases. It is found that this model performs better with the increase in dimensions. Then we analysed the dependence between 28 industrial sectors with data of daily stock prices from September 3, 2018 to April 30, 2021. The results show that Machinery and equipment sector has the strongest correlation with other industries. Meanwhile, the COVID-19 pandemic is found to have influenced the dependence to some extent. Under the epidemic, Computer, Media, and Communication sectors play more important roles. It is suggested that investors in the stock market could manage their portfolios in these industries as well as Machinery and equipment, Chemical and Light manufacturing. High upper tail dependence coefficients between them means high possibility of making profit from these sectors simultaneously.
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