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Abstract

We discuss the microscopical justification of dissipation in model nonrelativistic Fermi
and Bose systems with weak local interactions above phase transitions. The dynamics
of equilibrium fluctuations are considered in Keldysh – Schwinger framework. We show
that the dissipation is related to pinch singularities of the diagram technique. Using
Dyson – Schwinger equation and the two-loop approximation we define and calculate the
attenuation parameter which is related to exponentiality of Green’s functions decay. We
show that the attenuation parameter is the microscopic analogue of the Onsager kinetic
coefficient and it is related to attenuation in the excitation spectrum.

1 Introduction

Theoretical description of dissipation phenomena and dynamics of fluctuations in quantum
many-body systems is an interesting and important problem of modern theoretical and experi-
mental physics [1–4]. Physically, the nature of dissipation is related to interactions between the
system and its environment. However, to fully understand this phenomenon, a more detailed
theoretical consideration is required. Historically, the first attempts to describe dissipation from
the first principles of quantum mechanics apparently were made by Feynman and Vernon [5,6].
The proposed approach was to couple the system (finite-dimensional in the simplest case) with
a model environment, for example, with a system of harmonic oscillators [7]. In some cases,
dissipation effects in systems with a model environment can be studied by obtaining the exact
solution. Further research in this area led to the creation of open quantum systems theory [8].
The main tool of this formalism is the so-called Lindblad equation [9–11]. It is a generalization of
the standard Neumann equation for the density matrix to the case of Markovian dissipative
and non-Hamiltonian evolution [12]. This equation is the von Neumann equation with addi-
tional terms. These terms model the interactions between the system and the environment.
The standard problems of this formalism are the choice of the explicit form of additional terms
for various models and the complexity of the microscopic justification of this choice.

As is known, dissipation is standardly described in terms of kinetic coefficients. The stan-
dard result on the kinetic coefficients microscopic structure are the Green – Kubo formu-
las [1, 2, 13, 14]. The correlators arising within this approach have an extremely complex
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structure and their calculation is usually available only within the framework of numerical simulation [15–17]. The detailed derivation of the general formula for the kinetic coefficients of linear hydrodynamics in the Mori’s projecting operators can be found in [1, 2]. The generalization of Mori’s method to a nonlinear case was done in [18], but this approach has not been widely applied yet. Note that the methods of the linear response theory (in particular including formulas of the Green – Kubo type) applied to quantum systems use the method of the temperature Green’s functions analytic continuation [19]. However, in complicated situations using purely temperature-based methods seems less clear compared to the time-dependent Green’s functions at finite temperature [20], which directly take into account the dynamics.

We are interested in constructing hydrodynamics from the first principles and microscopic Hamiltonian using field-theoretical methods [21]. The motivation for this study is the standard problem of critical dynamics associated with the ambiguity of choosing the correct system of phenomenological hydrodynamic equations (the most well-known family of models includes A, B, C . . . models) that describe the relaxation of the order parameter [22]. Sometimes the choice between phenomenological models is quite difficult, and the question arises whether it is possible to build such a model based on the microscopic picture. For example, in work [23] for \( \lambda \)-transition in Bose system it was shown from microscopic consideration\(^1\) that the simplest model A is the correct hydrodynamic model, while phenomenological considerations pointed to a more complex F model. Following the ideas of paper [23], our goal is to generalize this result to the case of an arbitrary equilibrium state.

In this paper we study the structure of kinetic coefficients in quantum many-body systems and calculate them. To demonstrate the main ideas, we consider the dynamics of equilibrium fluctuations in a simplified Fermi or Bose system with weak local structureless interactions. A natural tool for constructing a perturbation theory in this case is the formalism of time-dependent Green’s functions at a finite temperature. The dynamics of these Green’s functions is given on the Keldysh – Schwinger contour. The main ideas of this framework and the relevant literature can be found in [2, 20, 25–32]. It was found that, starting from the second order of the perturbation theory, the so-called “pinch” singularities occur (singularities on large time scales of a special form) [19, 33–37] for the time-dependent Green’s functions at a finite temperature. These singularities are specific for quantum field theory\(^2\). The diagrams containing the singularities were regularized and calculated in the two-loop approximation. It was noted that this procedure followed by “dressing” the regularization parameter according to the Dyson equation makes it possible to prove the existence of exponential in time decay of the total two-point Green’s function. That was not observed at the level of propagators. That is, the presence of pinch singularities in this system leads to attenuation in the quasiparticle spectrum. In this paper, in the two-loop approximation we show that it is possible to explicitly calculate the exponential decay factor as a function of temperature and chemical potential.

The article is organized as follows. In section 2 we discuss the general technique of time-dependent Green’s functions at a finite temperature for the microscopic model Hamiltonian of a Fermi or Bose system with weak local interactions. In section 3 we discuss the dissipation emergence mechanism for this system using the Dyson equation. The attenuation parameter is determined and calculated in the two-loop approximation. In Appendix A we discuss some technical details of the asymptotic analysis of integrals arising from the “dressing” procedure. In Appendix B we give the first coefficients of the Taylor series expansion in terms of the frequencies of some Feynman diagrams.

\(^1\)The similar analysis for spin systems on a cubic lattice was done in [24].

\(^2\)Note that the similar singularities of the Keldysh perturbation theory were noticed when describing the dynamics of relativistic particles on a curved space-time background [38–41].
2 Time-dependent Green’s functions at finite temperature

We consider non-relativistic Fermi or Bose many-body system with weak local interactions “density – density” type. To illustrate of our ideas, the specific form of the interaction potential is not important, but the calculation of Feynman diagrams becomes more complicated in a general situation. Thus, we work in the local interactions approximation. The generalization of our technique for arbitrary non-local potential is straightforward. We suppose that the system is homogeneous and isotropic in space. The well-known standard Hamiltonian [42, 43] of this system is given by

\[ \hat{H} = \int d\mathbf{x} \hat{\psi}^+(\mathbf{x}, t) \left( -\frac{\Delta^2}{2m} - \mu \right) \hat{\psi}(\mathbf{x}, t) + g \int d\mathbf{x} \, \hat{\psi}^+(\mathbf{x}, t) \hat{\psi}(\mathbf{x}, t) \hat{\psi}^+(\mathbf{x}, t) \hat{\psi}(\mathbf{x}, t). \]  

(1)

Here \( m \) is the mass of particles, \( \hat{\psi} \) and \( \hat{\psi}^+ \) are fermion or boson field operators, \( g \) is the coupling constant\(^4\), \( \mu \) is the chemical potential. Unless otherwise indicated, all integrals in this paper are assumed to be taken with infinite limits. The sum over the spin indices of the field operators is implied.

We describe the dynamics of fluctuations in the system within the formalism of time-dependent Green’s functions at the finite temperature. In this framework, the standard objects are 2-\( n \) point Green’s functions

\[ G_{2n} = \text{Sp} \left( T \left[ \hat{\psi}(\mathbf{x}_{2n}, t_{2n}) \ldots \hat{\psi}(\mathbf{x}_n, t_n) \hat{\psi}^+(\mathbf{x}_{n-1}, t_{n-1}) \ldots \hat{\psi}^+(\mathbf{x}_2, t_2) \hat{\psi}^+(\mathbf{x}_1, t_1) \right] \hat{\rho} \right), \]  

(2)

where \( \text{Sp} \) is the trace operation in the quantum mechanical sense, \( \hat{\rho} \) is the density operator which describes the distribution in the system at an initial moment of time \( t_{\text{in}} \). Quantum fields are considered in the Heisenberg representation:

\[ \hat{\psi}(\mathbf{x}, t_k) = e^{i\hat{H}(t_k-t_{\text{in}})} \hat{\psi}(\mathbf{x}) e^{-i\hat{H}(t_k-t_{\text{in}})}, \quad k = 1, 2 \ldots 2n, \]  

(3)

where \( \hat{\psi}(\mathbf{x}) \) is an operator equal to the field operator in the Schrödinger representation at initial moment of time \( t_{\text{in}} \). It is convenient not to fixing the total number of particles, thus we assume that density matrix \( \hat{\rho} \) describes the big canonical ensemble with an inverse temperature \( \beta = 1/T \) and the chemical potential \( \mu \). We assume that the temperature \( T \) and the chemical potential \( \mu \) define a system without anomalous averages. Further consideration is only valid in this situation. The diagram technique for Green functions (2) is discussed in works \[23,44,45\] in terms of the operator formalism \[46\]. This framework is complicated, so we take the functional integral point of view. The diagram technique may be obtained by considering the following generating functional \[47\]

\[ \int \mathcal{D} \psi^+ \mathcal{D} \psi \ e^{iS + A^+ \psi + A \psi^+}. \]  

(4)

Here \( A \) and \( A^+ \) are the field sources, the symbol \( \mathcal{D} \) denotes the functional integration, \( \psi \) and \( \psi^+ \) are fermionic or bosonic fields. The action \( S \) can be written in the form

\[ S = \int_C \left[ \hat{\psi}^+(\mathbf{x}, t) \left( i\partial_t + \frac{\Delta}{2m} + \mu \right) \hat{\psi}(\mathbf{x}, t) - g \left( \hat{\psi}^+(\mathbf{x}, t) \hat{\psi}(\mathbf{x}, t) \hat{\psi}^+(\mathbf{x}, t) \hat{\psi}(\mathbf{x}, t) \right) \right]. \]  

(5)

where \( C \) is the Keldysh – Schwinger contour \[48–50\] (see Figure 1). The form of the action

\(^3\)In this paper \( \hbar = 1 \) and Boltzmann constant \( k_B = 1 \).

\(^4\)It could be negative in Fermi systems.
the continuity conditions of the fields on the Keldysh–Schwinger contour. The third condition for bosons and sign in the lower position is used for fermions. The first two conditions (6) are hereinafter we use the shorthand notation ± and +, where sign in the upper position is used for bosons and sign in the lower position is used for fermions. The first two conditions (6) are the continuity conditions of the fields on the Keldysh–Schwinger contour. The third condition is the standard anti-symmetry of fermionic fields and symmetry of bosonic fields similar to the one in the theory of temperature Green functions [46].

By \( \langle \ldots \rangle_0 \) we denote the averaging of fields with gaussian weight \( \exp (-S_0) \). Here \( S_0 \) is the part of the action (5), quadratic in fields, and multiplied by \( -i \). The propagators

\[
\langle \psi_i(x, t) \psi_j^+(x', t') \rangle_0 \equiv G_{ij+}(x, t, x', t')
\]

are defined as the solutions of the matrix equation [46]

\[
\left( \partial_t - i \frac{\Delta}{2m} - i \mu \right) \begin{pmatrix}
\langle \psi_R \psi_{R}^+ \rangle_0 \\
\langle \psi_A \psi_{A}^+ \rangle_0 \\
\langle \psi_T \psi_{T}^+ \rangle_0
\end{pmatrix} = \begin{pmatrix}
\delta(t - t') \delta(x - x') & 1 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\langle \psi_R \psi_{R}^+ \rangle_0 \\
\langle \psi_A \psi_{A}^+ \rangle_0 \\
\langle \psi_T \psi_{T}^+ \rangle_0
\end{pmatrix}
\]

which is consistent with the boundary conditions (6). The propagators carry the indices

\[ i, j \in \{ R, A, T \} \]

of the corresponding fields. Solving (7) in time–momentum space, we obtain

\[
G_{RR} = (\theta(t - t') \pm n(\varepsilon)) e^{-i\varepsilon(t-t')}, \quad G_{RA} = \pm n(\varepsilon) e^{-i\varepsilon(t-t')}, \quad G_{RT} = \pm n(\varepsilon) e^{-i\varepsilon(t-t')},
\]

(8)
\[
G_{AA} = (-\theta(t' - t) \mp n(-\varepsilon)) e^{-i\varepsilon(t-t')}, \quad G_{AR} = \mp n(-\varepsilon) e^{-i\varepsilon(t-t')}, \quad G_{AT} = \pm n(\varepsilon) e^{-i\varepsilon(t-t')},
\]

(9)
\[
G_{TT} = (\theta(t - t') \pm n(\varepsilon)) e^{-i\varepsilon(t-t')}, \quad G_{TR} = \mp n(-\varepsilon) e^{-i\varepsilon(t-t')}, \quad G_{TA} = \mp n(-\varepsilon) e^{-i\varepsilon(t-t')}.
\]

(10)

where \( \theta(t - t') \) is the Heaviside step function, \( n(\varepsilon) = (e^{\beta \varepsilon} - 1)^{-1} \) is the average occupation number of the level with energy \( \varepsilon = p^2/2m - \mu \), \( p \) is the momentum (with respect to \( x - x' \)).

Following Keldysh method and using the freedom of choice of time moments \( t_{in} \) and \( t_f \) it is convenient to set the limits \( t_{in} \to -\infty, t_f \to +\infty \). It is customary to facilitate the use of the Fourier transform. After passing the limit the system becomes homogeneous in time (see
Figure 2: The Keldysh – Schwinger contour in the limit of $t_{in} \to -\infty$, $t_f \to +\infty$.

It is also consistent with the logic of the hydrodynamic consideration in the sense that we are interested in the limit of large time scales. The initial equilibrium distribution turns out to be given in the infinitely distant past. Due to the specific form of the propagators and Keldysh limit, the perturbation theory contains specific singularities of the “pinch” type \[51\] for the models similar to (5) \[23, 47\]. To discuss them, it is convenient to switch to the new fields called Keldysh variables \[48\]:

$$
\xi = \frac{\psi_R + \psi_A}{\sqrt{2}}, \quad \eta = \frac{\psi_R - \psi_A}{\sqrt{2}}, \quad \xi^+ = \frac{\psi_R^+ + \psi_A^+}{\sqrt{2}}, \quad \eta^+ = \frac{\psi_R^+ - \psi_A^+}{\sqrt{2}}.
$$

In these variables the propagators are significantly simplified:

$$
G_{\eta\xi^+} = -e^{-i\varepsilon(t-t')}\theta(t' - t), \quad G_{\xi\eta^+} = e^{-i\varepsilon(t-t')}\theta(t - t'), \quad G_{\xi\xi^+} = e^{-i\varepsilon(t-t')}(1 \pm 2n(\varepsilon)), \quad G_{\eta\eta^+} = 0,
$$

$$
G_{\xi T\xi^+} = \mp\sqrt{2}n(-\varepsilon)e^{-i\varepsilon(t-t')}, \quad G_{T\eta^+} = 0.
$$

Let the interaction $S_{int}$ be the part of the original action, non-quadratic in fields. In terms of the Keldysh variables the interaction can be written in the form \[47\]

$$
S_{int} = g(\xi^+\xi^+\eta + \xi^+\xi^+\xi + \xi^+\eta^+\eta + \eta^+\xi^+\eta).
$$

Introduce the following graphic notation

$$
G_{\eta\xi^+} = \begin{array}{c} \longrightarrow \end{array}, \quad G_{\xi\eta^+} = \begin{array}{c} \longleftarrow \end{array}, \quad G_{\xi\xi^+} = \begin{array}{c} \longrightarrow \end{array}.
$$

Taking into account the graphic notation (16), the interaction structure (15) leads to the presence of the following vertices in the diagram technique:

$$
\begin{array}{c} \longrightarrow \end{array}, \quad \begin{array}{c} \longrightarrow \end{array}, \quad \begin{array}{c} \longrightarrow \end{array}, \quad \begin{array}{c} \longrightarrow \end{array}.
$$

Notice that any diagrams with closed arrow cycles vanish\(^5\), similar to the Wyld diagram technique \[52\].

\section{3 Pinch singularities and dissipation}

It can be shown that the diagram technique discussed above contains specific pinch singularities \[19, 33–37\]. For example, consider the following diagram in time – momentum representation:

$$
\begin{array}{c} \longrightarrow \end{array} = \mp\zeta g^2 \left(\frac{2\pi}{(2\pi)^3}\right)^3 \int dkdq \ e^{-i\varepsilon(k)(t-t')}(1 \pm 2n(k))e^{-i\varepsilon(q)(t-t')} \times \left(1 \pm 2n(q)\right)e^{i\varepsilon(p-k-q)(t-t')}\theta(t - t').
$$

\(^5\)It follows from the retarded and the advanced structure of the propagators $G_{\eta\xi^+}$ and $G_{\xi\eta^+}$. 

Here $p$ is the external momentum, $\zeta$ takes the value 1 in the bosonic case and $3/2$ in fermionic case. Considering this diagram at zero external momentum and zero frequency we get

$$
\left| p=0, \omega=0 \right| = \int_{-\infty}^{\infty} d(t-t') \left| p=0 \right| = \frac{-\zeta g^2}{(2\pi)^{6}} \int d\mathbf{k} d\mathbf{q} \left( \pi \delta(\varepsilon(\mathbf{k} + \mathbf{q}) - \varepsilon(\mathbf{k}) - \varepsilon(\mathbf{q})) + \frac{i}{\varepsilon(\mathbf{k} + \mathbf{q}) - \varepsilon(\mathbf{k}) - \varepsilon(\mathbf{q})} \right) \times
$$

$$
(1 \pm 2n(\mathbf{k}))(1 \pm 2n(\mathbf{q})).
$$

(19)

The imaginary part of this integral contains the singularity on the surface given by the equation $\varepsilon(\mathbf{k} + \mathbf{q}) - \varepsilon(\mathbf{k}) - \varepsilon(\mathbf{q}) = 0$. Such anomalous behavior at large times is called a pinch singularity. It can be shown by a straightforward calculation [23] that such singularities of order $g^2$ are contained in the diagrams.

We denote the sum of the above two-loop diagrams in the momentum – frequency representation as $I(p, \omega)$. It can also be shown that the sums over the “ear” type diagrams are free from pinch singularities. We do not consider these diagrams, since they are only additions to the chemical potential.

In order to deal with the pinch singularities we introduce the regulator $\gamma$ in the propagators [23, 45]

$$
e^{-i\varepsilon(t-t') \rightarrow e^{-i\varepsilon(t-t') - \gamma |t-t'|}}.
$$

(20)

The introduction of this type of a regulator corresponds to the addition of a weak attenuation to the system. It is convenient to choose the attenuation parameter as a function of momentum $\gamma = \gamma(p)$. We choose the attenuation parameter to be of the form $\gamma(p) = \alpha p^2 / 2m$, where the dimensionless parameter $\alpha \rightarrow 0$ when the regularization is removed. Physically, this choice of $\gamma(p)$ form reflects the fact that the renormalized parameter $\alpha$ is analogous to the hydrodynamical kinetic Onsager coefficient [22, 53]. For example, the widely known $A$ model of critical dynamics has the same form of exponential time decay [22, 54–57]. Moreover, in $A$ model the role of $\alpha$ is played by the Onsager coefficient. This is the motivation for our choice of the $\gamma(p)$ form. In the Keldysh – Schwinger formalism, the analogue of hydrodynamic equations are the Schwinger equations (see [58]). After introducing the regularization, the free part of the action can be written in the form [47]

$$
S_0 = -i\eta^\dagger\left(2\gamma(1 \pm 2n)\right)\eta - i\xi^\dagger\left(\partial_t + i\varepsilon - \gamma\right)\eta - i\eta^\dagger\left(\partial_t + i\varepsilon + \gamma\right)\xi.
$$

(21)

$\text{6}$This factor in the symmetry coefficient is related to the presence of summation over spin indices in the fermionic case.

$\text{7}$With external lines similar to the diagram (18).

$\text{8}$Up to the factor $1/2n$. 

6
A natural tool for the analysis of the attenuation is the Dyson equation \[22,46\]

\[ D^{-1} = K - \Sigma, \quad (22) \]

where $D$ is the matrix of the Green’s functions, $K$ is the matrix of the action quadratic form, $\Sigma$ is the self energy. The idea is to find a loop contribution to the regulator\(^9\) (in the limit $\alpha \rightarrow 0$), using the Dyson equations (22). With our choice of $\gamma(p)$ this contributions need to be real and proportional to $p^2$. If such a contribution exists, then the full Green’s functions have an exponential in time decay (20) even after removing the regularization. Notice that the self-energy may contain corrections of higher orders in $p^2$, which give extra attenuation factors. However, since we are interested in the large-scale behavior in the regime of small $p$ and $\omega$ (the hydrodynamic limit), the higher corrections can be neglected.

For carrying out the “dressing” procedure it is convenient to consider the matrix element

\[ D_{\eta^+\xi}^{-1} = i\omega + i\varepsilon + \gamma - \Sigma_{\eta^+\xi}, \quad (23) \]

where $D_{\eta^+\xi}^{-1}$, $\Sigma_{\eta^+\xi}$ are the matrix elements of $D^{-1}$ and $\Sigma$, related to the fields $\eta^+$ and $\xi$. For the reasons given above, it makes sense to consider the expression for $\Sigma_{\eta^+\xi}$ in the hydrodynamic limit, approximating its self energy by its Taylor series in the vicinity of $\omega = 0$, $p = 0$. To analyze the effects of dissipation, it is sufficient to keep only the first nontrivial terms of the expansion proportional to $\omega$ and $p^2$. After passing the limit $\alpha \rightarrow 0$ the equation (23) in hydrodynamic limit may be written in the form

\[ D_{\eta^+\xi}^{-1} = (1 + a_1 + ia_2)i\omega + (i + ib_1 + b_2)p^2 - i\mu(c_1 + ic_2) \quad (24) \]

in $g^2$ order of perturbation theory. Here $a_i, b_i, c_i$, $i \in \{1, 2\}$ are some functions of arguments $T$ and $\mu$. It follows from the $\Sigma_{\eta^+\xi}$ loop contributions (see Appendix A). Since the loop corrections we are interested in are proportional to $g^2$, the contributions of $a_1$ and $b_1$ can be neglected in the equation (24). After that, we define the “dressed” attenuation parameter in $g^2$ order as

\[ \tilde{\alpha} = \text{Re} \left( \frac{i + ib_1 + b_2}{1 + a_1 + ia_2} \right) \approx b_2 + a_2. \quad (25) \]

Note that the contributions responsible for the emergence of the imaginary part of the chemical potential are possible. However, chemical potential can not have the imaginary part according to Neumann equation. The resolution of the apparent paradox lies in the fact that the Dyson equation is, in fact, a self-consistency equation. Thus, one needs to add some terms in the Dyson equation that ensure that the chemical potential is real.

In accordance with the logic of the hydrodynamic description let us expand $I(p, \omega)$ in a power series around $p = 0$, $\omega = 0$:

\[ I(p, \omega) \approx I(p = 0, \omega = 0) + \omega \cdot \frac{\partial I(p = 0, \omega)}{\partial \omega} \bigg|_{\omega = 0} + p_i p_j \cdot \frac{\partial^2 I(p, \omega = 0)}{\partial p_i \partial p_j} \bigg|_{p = 0}, \quad (26) \]

where $p_i$ is the $i$-th component of $p$. A sum over the repeated indices is implied. There are no terms in the expansion linear in the momentum components in the cause of homogeneity of the system. It is also possible to significantly simplify the further analysis by substituting $\mu = 0$ into the denominators of the integrands of all the terms in the expansion (26). This is possible if we switch from considering the hydrodynamic variable $\omega$ to the more natural hydrodynamic variable $\omega - \mu$.

\(^9\)We call this procedure “dressing”.
To pass to the zero frequency in the momentum-time representation it is sufficient to integrate the corresponding diagrams over the time difference in infinite limits. After this procedure, the sum of the diagrams at $\omega = 0$ is given by (see Appendix B)

$$I(p, \omega = 0) = \mp 2\zeta g^2 \frac{2n(k)n(q) \mp 2n(p - k - q) - 4n(k)n(p - k - q)}{(2\pi)^6} \int dk dq \frac{2n(k)n(q) \mp 2n(p - k - q) - 4n(k)n(p - k - q)}{[i(\tilde{\epsilon}(p - k - q) - \tilde{\epsilon}(k) - \tilde{\epsilon}(q)) - \gamma(k) - \gamma(q) - \gamma(p - k - q)]^2}. \tag{27}$$

Here $\tilde{\epsilon}(p) = p^2/2m$. Analogously, the derivative of $I(p, \omega)$ with respect to frequency can be written in the form

$$\left. \frac{\partial I(p, \omega)}{\partial \omega} \right|_{\omega=0} = \mp 2i\zeta g^2 \frac{2n(k)n(q) \mp 2n(p - k - q) - 4n(k)n(p - k - q)}{(2\pi)^6} \int dk dq \frac{2n(k)n(q) \mp 2n(p - k - q) - 4n(k)n(p - k - q)}{[i(\tilde{\epsilon}(p - k - q) - \tilde{\epsilon}(k) - \tilde{\epsilon}(q)) - \gamma(k) - \gamma(q) - \gamma(p - k - q)]^2}. \tag{28}$$

Here the factor $i$ appears as a result of the transition from the momentum – frequency representation to the momentum – time representation. The term $I(p = 0, \omega = 0)$ is not interesting for us because in the Dyson equation this term is only an addition to the chemical potential.

Thus, taking the necessary derivatives, the contributions from (26) give that the “dressed” attenuation parameter can be written as$^{10}$

$$\left. \frac{\partial I(p = 0, \omega)}{\partial \omega} \right|_{\omega=0} = \mp 2i\zeta g^2 \frac{2m^2}{(2\pi)^6} \int dk dq \frac{f(k, q)}{[i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2)]^2}, \tag{29}$$

$$\left. \frac{\partial^2 I(p, \omega = 0)}{\partial p_i \partial p_j} \right|_{p=0} = \delta_{ij} \mp 2i\zeta g^2 \frac{m}{(2\pi)^6} \int dk dq \left(- \frac{if(k, q)}{[i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2)]^2} + \frac{2f_i(p, k)}{3[i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2)]^3} + \frac{if_2(k, q)}{3[i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2)]^3} \right). \tag{30}$$

Here

$$f(p, k, q) = 2n(k)n(q) \mp 2n(p - k - q) - 4n(k)n(p - k - q),$$

$$f(k, q) = f(p, k, q) \big|_{p=0},$$

$$\left. \partial_p \partial_p f(p, k, q) \right|_{p=0} \equiv f_1(k, q) \cdot \delta_{ij}, \quad \left. \partial_p f(p, k, q) \right|_{p=0} \equiv (k_j + q_j) \cdot f_2(k, q),$$

$\delta_{ij}$ is the Kronecker delta, $k_i$ and $q_i$ are the $i$-th components of the vectors $k$ and $q$. For homogeneity, all terms $(k_i + q_i) \cdot (k_j + q_j)$ in the integrands were replaced by $\delta_{ij}/3 \cdot (k + q)^2$. Note that the real part of (30) and (29) arises due to the introduction of the regularization (20). The corresponding expressions for $\alpha = 0$ do not contain the real part.

Following the logic above, it is necessary to find a term of the asymptotics of the real part of the integrals (29-30) that does not disappear when the regularization is removed. According to (25), this real part contribute to the $\gamma$ renormalization. This asymptotic analysis is rather complicated due to the extremely nonuniform behavior of the integrals (29-30) with respect to the $\alpha$ parameter. At the moment, there is no general theory for such type of integrals. Integrals of a similar type were considered in the articles [59–61]. It can be shown (see Appendix A)

$^{10}$We give these expressions up to contributions which goes to 0 when $\alpha \to 0$.  
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that in the limit $\alpha \to 0$ the real parts of (30) and (29) behave as\(^{11}\) $\mathcal{O}(1)$. The explicit form of the “dressed” attenuation parameter can be written as

$$\tilde{\alpha} = g^2 m^2 T^2 F(T/\mu),$$

(31)

where $F(T/\mu)$ is the dimensionless function. Its numerical values for the bosonic and fermionic cases are presented in the Figures 3(a)-3(c) with the extra factor $T^2/\mu^2$. It can be seen that in the bosonic case there is a region of the parameter $T/\mu$ where $\tilde{\alpha}$ becomes negative. These values of $\tilde{\alpha}$ are not possible due to the instability of the system. The description of this region is apparently impossible due to the presence of a phase transition ($\mu = 0$ at $T \neq 0$). The case of bosons with a positive chemical potential is not considered for standard reasons.

4 Conclusion

In this paper we presented a microscopic justification of dissipation within the model of the equilibrium non-relativistic Fermi or Bose many-body system with the weak local interactions. The results of works [23,45] were generalized to the case of an arbitrary equilibrium state above the critical point. It was shown that the time decay of 2-point Green’s functions arises from

\(^{11}\)That is, they do not go to 0 when $\alpha \to 0$. 

Figure 3: The function $F(T/\mu)$ in case of (a) fermions with positive $\mu$; (b) fermions with negative $\mu$; (c) bosons with negative $\mu$. 
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the loop contributions which contain pinch singularities. The natural way to show this is to introduce a regularization that provides exponential decay of the propagators and to “dress” the regularization parameter using the Dyson equation. The form of this attenuation is chosen similar to well-known semi-phenomenological hydrodynamic models (for example, model A of critical dynamics). In accordance with this, the “dressed” regularization parameter $\tilde{\alpha}$, which we called the attenuation parameter, can be considered a microscopic analogue of the Onsager kinetic coefficient. It is shown that in this model this parameter is proportional to $O(g^2)$, i.e. these effects appear in the two-loop approximation. This explains why the dissipation-type effects have not been discovered earlier in the framework of one-loop approximations (such as the Hartree or Hartree – Fock [62]). The attenuation parameter was calculated as a function of temperature and chemical potential in $g^2$ order. When calculating $\tilde{\alpha}$, the main difficulty was the asymptotic analysis of a certain class of integrals that depend extremely nonuniformly on the regularization parameter. Note that the construction of a general theory for this types of integrals can be an interesting problem in the framework of asymptotic analysis.

The technique of time-dependent Green’s functions at a finite temperature provides ample opportunities for calculating damping characteristics in the case of more realistic interaction potentials in weakly coupled Fermi and Bose systems. It is possible to use the described formalism in other models of statistical mechanics and condensed matter physics. For example, it seems prospective to consider from this point of view the dissipative regime of a system of two-dimensional massless relativistic fermions, which is a low-energy approximation for a system of conduction electrons in graphene [63,64].
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Appendix A. Asymptotic analysis of the limit $\alpha \to 0$

Let us simplify the integrals (29-30). For example, we consider the simplest contribution to (30),

$$I_1 = \mp 2 \zeta g^2 m \frac{f_1(k, q)}{(2\pi)^6} \int \frac{d\mathbf{k} d\mathbf{q}}{i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2)}.$$  \hspace{1cm} (32)

Another contributions to (29) and (30)

$$I_2 = \pm 2 \zeta g^2 m \frac{1}{(2\pi)^6} \int \frac{d\mathbf{k} d\mathbf{q}}{i(k \cdot q) - \frac{2}{3}(k + q) \cdot i f_1(k, q)} \bigg[i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2) \bigg]^2;$$  \hspace{1cm} (33)

$$I_3 = \frac{\pm 4 \zeta g^2 m}{3(2\pi)^6} \int \frac{d\mathbf{k} d\mathbf{q}}{f(k, q) \cdot (k + q)^2} \bigg[i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2) \bigg]^3;$$  \hspace{1cm} (34)

$$I_4 = \frac{\pm 2 \zeta g^2 m^2}{(2\pi)^6} \int d\mathbf{k} d\mathbf{q} \frac{f(k, q)}{[i(k \cdot q) - \alpha(k^2 + k \cdot q + q^2)]^2}.$$  \hspace{1cm} (35)

are simplified in the same way. Consider the real part of (32):

$$\Re(I_1) = \frac{\pm 2 \zeta g^2 m}{(2\pi)^6} \int \frac{\alpha(k^2 + k \cdot q + q^2) f_1(x, y)}{(k \cdot q)^2 + \alpha^2(k^2 + k \cdot q + q^2)^2} d\mathbf{k} d\mathbf{q}.$$  \hspace{1cm} (36)

Do a linear change of the variables

$$k = \frac{1}{\sqrt{2}}(x + y), \quad q = \frac{1}{\sqrt{2}}(x - y).$$

There are no scalar products of different vectors in these variables,

$$\Re(I_1) = \frac{\pm 4 \zeta g^2 m}{(2\pi)^6} \int d\mathbf{x} d\mathbf{y} \frac{\alpha(3x^2 + y^2) f_1(x, y)}{(x^2 - y^2)^2 + \alpha^2(3x^2 + y^2)^2}. $$  \hspace{1cm} (37)

Hereinafter we accept the convention that after a coordinate transformation the functions will be denoted by the same letter, fixing the changes by replacing the old arguments with the new ones. For example, here $f_1(k, q) \to f_1(x, y)$.

Use spherical coordinates. The integrand in (37) depends on $x = |x|, \ y = |y|$ and angle $\theta$ between $x$ and $y$. Integrals over other variables can be calculated trivially,

$$\Re(I_1) = \frac{\pm 8 \zeta g^2 m}{8\pi^4} \int_{-1}^{1} \int_{0}^{\infty} \int_{0}^{\infty} dc ds dt \frac{\alpha\sqrt{st}(3s + t) f_1(s, t, c)}{(s - t)^2 + \alpha^2(3s + t)^2}.$$  \hspace{1cm} (38)

Change the variables $\{x^2 = s, \ y^2 = t, \ \cos \theta = c\}$ in (38)

$$\Re(I_1) = \frac{\pm 4 \zeta g^2 m}{8\pi^3} \int_{-1}^{1} \int_{0}^{\infty} \int_{0}^{\infty} dc ds dt \frac{\alpha\sqrt{st}(3s + t) f_1(s, t, c)}{(s - t)^2 + \alpha^2(3s + t)^2}.$$  \hspace{1cm} (39)

Integrating by parts over $s$ and passing the limit $\alpha \to 0$ we get

$$\Re(I_1) = \frac{\pm 4 \zeta g^2 m}{8\pi^3} \int_{-1}^{1} \int_{0}^{\infty} \int_{0}^{\infty} dc ds dt \text{sign}(s - t) \sqrt{i} \partial_s \left(\sqrt{s} f_1(s, t)\right). $$  \hspace{1cm} (40)
Here sign($s - t$) is the sign function. The boundary terms are equal to 0 on limits $s = 0$ and $s = \infty$. Using one more integration by parts and translating the derivative with respect to $s$ to the sign function, the integral can be rewritten as

$$\text{Re}(I_1) = \frac{\pm 8\zeta g^2 m}{89\pi^3} \int_{-1}^{1} dc \int_{0}^{\infty} ds dt \delta(s - t) \sqrt{st} f_1(s,t).$$

(41)

The other integrals are simplified in the similar way. It is only necessary to increase the number of integrations by parts over such variables so that nontrivial boundary terms do not arise. Making these calculations we get:

$$\text{Re}(I_2) = \frac{\pm \zeta g^2 m}{12\pi^3} \int_{-1}^{1} dc \int_{0}^{\infty} ds dt \delta(s - t) \sqrt{t} \partial_s \left( \sqrt{3} (3f(s,t) - 4sf_2(s,t)) \right),$$

(42)

$$\text{Re}(I_3) = \frac{\pm \zeta g^2 m}{3\pi^3} \int_{-1}^{1} dc \int_{0}^{\infty} ds dt \delta(s - t) \sqrt{t} \partial_t \partial_s \left( s^{3/2} \sqrt{t} f(s,t) \right),$$

(43)

$$\text{Im}(I_4) = \frac{\pm \zeta g^2 m^2}{4\pi^3} \int_{-1}^{1} dc \int_{0}^{\infty} ds dt \delta(s - t) \partial_s \partial_t \left( \sqrt{st} f(s,t) \right).$$

(44)

Integrals over $c$ can be calculated analytically using computer algebra systems. Then, in (41-43), if $\mu > 0$, it is necessary to calculate the integration over the variable $s$ using the $\delta$-function. If $\mu < 0$, it is necessary to do it over the variable $t$. This allows us to avoid the emergence of square roots from negative expressions. After performing these integrations the problem is reduced to the calculation of one-dimensional integrals. It is convenient to write the sum of the remaining expressions as the product of a dimensionless function and the dimensional prefactor:

$$m \cdot \text{Re}(I_1 + I_2 + I_3) + \text{Im}(I_4) = g^2 m^2 T^2 F(T/\mu).$$

(45)

Here the integrals are nondimensionalized by rescaling of the variables $\{s,t\} \rightarrow \{ms/\beta, mt/\beta\}$. After that the function $F(T/\mu)$ can be calculated numerically as a one-dimensional integral for each value of the parameter $T/\mu$. Its numerical values are given in the main text.

### Appendix B. First coefficients of Feynman diagram expansions around $\omega = 0$.  

In this section, the coefficients of the expansion in frequency in the zeroth and linear order of the Feynman diagrams that arise in the work are given. Linear coefficients are denoted here

---

12The function $f_1$ as function of $s$ decays exponentially at the infinity.

13Note that according to (25) it is the imaginary part of $I_4$ that contributes to the damping.

14Mathematica, Maple and others.
as \( \{ \cdot \} \). The integration variable \( t - t' \) is denoted by \( \tau \).

\[
\left. \frac{1}{\omega} = \mp \frac{\zeta g^2}{(2\pi)^6} \int_0^\infty d\tau \int dkdq (1 \pm 2n(k)) (1 \pm 2n(q)) \times \exp \left( i\tau (\epsilon(p-k-q) - \epsilon(k) - \epsilon(q)) - |\tau| (\gamma(k) + \gamma(q) + \gamma(p-k-q)) \right) =
\]

\[
= \mp \frac{\zeta g^2}{(2\pi)^6} \int dkdq \frac{(1 \pm 2n(k)) (1 \pm 2n(q))}{i(\epsilon(p-k+q) - \epsilon(k) - \epsilon(q)) - \gamma(k) - \gamma(q) - \gamma(p-k-q)}.
\]

\[
\left. \frac{1}{\omega} = \pm \frac{2\zeta g^2}{(2\pi)^6} \int_0^\infty d\tau \int dkdq (1 \pm 2n(k)) (1 \pm 2n(p-k-q)) \times \exp \left( i\tau (\epsilon(p-k-q) - \epsilon(k) - \epsilon(q)) \right) \times \exp \left( - |\tau| (\gamma(k) + \gamma(q) + \gamma(p-k-q)) \right) =
\]

\[
= \mp \frac{\zeta g^2}{(2\pi)^6} \int dkdq \frac{1}{i(\epsilon(p-k+q) - \epsilon(k) - \epsilon(q)) - \gamma(k) - \gamma(q) - \gamma(p-k-q)}.
\]

\[
\left. \frac{1}{\omega} = \mp \frac{\zeta g^2}{(2\pi)^6} \int_0^\infty d\tau \int dkdq \tau (1 \pm 2n(k)) (1 \pm 2n(q)) \times \exp \left( i\tau (\epsilon(k+q) - \epsilon(k) - \epsilon(q)) - |\tau| (\gamma(k) + \gamma(q) + \gamma(k+q)) \right) =
\]

\[
= \mp \frac{\zeta g^2}{(2\pi)^6} \int dkdq \frac{(1 \pm 2n(k)) (1 \pm 2n(q))}{i(\epsilon(p-k+q) - \epsilon(k) - \epsilon(q)) - \gamma(k) - \gamma(q) - \gamma(p-k-q)}^2.
\]

\[
\left. \frac{1}{\omega} = \pm \frac{2\zeta g^2}{(2\pi)^6} \int_0^\infty d\tau \int dkdq \tau (1 \pm 2n(k+q)) \times \exp \left( i\tau (\epsilon(k+q) - \epsilon(k) - \epsilon(q)) - |\tau| (\gamma(k) + \gamma(q) + \gamma(k+q)) \right) =
\]

\[
= \pm \frac{2\zeta g^2}{(2\pi)^6} \int dkdq \frac{(1 \pm 2n(k+q))}{i(\epsilon(p-k+q) - \epsilon(k) - \epsilon(q)) - \gamma(k) - \gamma(q) - \gamma(p-k-q)}^2.
\]

\[
\left. \frac{1}{\omega} = \mp \frac{\zeta g^2}{(2\pi)^6} \int_0^\infty d\tau \int dkdq \tau \times \exp \left( i\tau (\epsilon(k+q) - \epsilon(k) - \epsilon(q)) - |\tau| (\gamma(k) + \gamma(q) + \gamma(k+q)) \right) =
\]

\[
= \mp \frac{\zeta g^2}{(2\pi)^6} \int dkdq \frac{1}{i(\epsilon(p-k+q) - \epsilon(k) - \epsilon(q)) - \gamma(k) - \gamma(q) - \gamma(p-k-q)}^2.
\]
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