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Abstract. High performance but unverified controllers, e.g., artificial intelligence-based (a.k.a. AI-based) controllers, are widely employed in cyber-physical systems (CPSs) to accomplish complex control missions. However, guaranteeing the safety and reliability of CPSs with this kind of controllers is currently very challenging, which is of vital importance in many real-life safety-critical applications. To cope with this difficulty, we propose in this work a Safe-visor architecture for sandboxing unverified controllers in CPSs operating in noisy environments (a.k.a. stochastic CPSs). The proposed architecture contains a history-based supervisor, which checks inputs from the unverified controller and makes a compromise between functionality and safety of the system, and a safety advisor that provides fallback when the unverified controller endangers the safety of the system. Both the history-based supervisor and the safety advisor are designed based on an approximate probabilistic relation between the original system and its finite abstraction. By employing this architecture, we provide formal probabilistic guarantees on preserving the safety specifications expressed by accepting languages of deterministic finite automata (DFA). Meanwhile, the unverified controllers can still be employed in the control loop even though they are not reliable. We demonstrate the effectiveness of our proposed results by applying them to two (physical) case studies.

1. Introduction

Motivations. Cyber-physical systems (CPSs) are complex heterogeneous systems combining both cyber (computation and communication) and physical components, which tightly interact with each other in a feedback loop. In the past few decades, stochastic CPSs have received significant attention since they provide a powerful modeling framework for describing many engineering systems operating in noisy environments, including traffic networks, transportation systems, power grids, and so on. Nowadays, many high performance but unverified controllers (e.g., deep neural network or black-box controllers from third parties) are widely employed to accomplish complex missions for stochastic CPSs. Nevertheless, the application of such controllers makes it increasingly challenging to ensure the overall safety of CPSs. In particular, ensuring safety is essential for safety-critical applications, in which system’s failures (e.g., collision) are not acceptable.

To cope with this issue, we propose a correct-by-construction architecture, namely Safe-visor architecture 1, for sandboxing (AI-based) unverified controllers at runtime to ensure the safety of physical systems. The proposed architecture employs a safety advisor and supervisor (cf. Figure 1). At runtime, the supervisor checks control inputs provided by the unverified controllers. These inputs would only be accepted when they are not disobeying the safety rules defined in the sandboxing mechanism. Otherwise, inputs from the safety advisor would be applied to the system to ensure the overall safety. It is worth mentioning that the term sandbox 2 here is an idea borrowed from the computer security community. In general, the sandbox is a common mechanism that ensures the security of CPSs containing untested and untrusted software components. A verified sandbox is designed to isolate these components from the critical part of a host machine in a sandbox control environment, including its operating system. Consequently, an untrusted controller can only actuate the plant through a tightly-monitored interface so that the plant would not be endangered by accidental or malicious harm caused by the unverified controllers.
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In this paper, we focus on stochastic CPSs that can be modeled as general Markov decision processes (gMDPs) with continuous/uncountable state and input sets. Moreover, we are interested in those safety specifications modeled by the accepting languages of deterministic finite automata (DFA), which is a powerful tool for characterizing complex safety properties, e.g., those expressed as linear temporal logic formulae over finite traces (a.k.a. LTL\(_F\) formulae). To provide safety guarantees for physical systems, the Safe-visor architecture specifies verifiable safety rules for the unverified controller. At runtime, the safety advisor is responsible for providing an advisory input that maximizes the probability of satisfying the safety specification of interest. Meanwhile, the supervisor checks the input given by the unverified controller at every time instant according to the same safety specification. The unverified inputs would only be accepted when they follow their corresponding rules; otherwise, the supervisor would accept the advisory input from the safety advisor. Note that the unverified controller is designed to realize some tasks which are much more complex than just keeping the system safe. Accordingly, the safety advisor would only be used if the unverified controller tries to perform some harmful actions. Therefore, using our proposed architecture, one can exploit the functionalities offered by the unverified controller while preventing the system from being unsafe.

Although we focus on enforcing safety specifications for systems with arbitrary types of unverified controllers, our proposed results can be potentially leveraged to provide safety guarantees over unverified AI-based controllers, which are becoming increasingly important to tackle complex control problems for CPSs. Recent results show that the application of AI-based controllers gives rise to many reliability problems, which could lead to catastrophic consequences with unexpected actions. Our work here provides a system level, correct-by-construction architecture to ensure the overall safety of the AI-based controlled systems.

Related Works. In the setting of discrete-space systems, e.g., reactive systems, the work in proposes a shield to enforce some safety properties at runtime. For systems with continuous state and input sets, plenty of results are applicable to deterministic systems concerning simple invariance properties, in which systems are expected to stay within a fixed safety set. A Simplex architecture is proposed in that enables the application of unverified, high-performance controllers in the control loop by using a Lyapunov-function-based elliptic recovery region (a.k.a. safety invariant set). This region is associated with a verified, linear, state-feedback controller, which serves as a high-assurance controller. Later, this architecture is further developed in to handle uncertainty and bounded-time delay in the system dynamics, as well as undetectable cyber attacks.

Note that in the Simplex architecture, the Lyapunov-function-based elliptic recovery region is usually very conservative and, therefore, unnecessarily restricts the use of high-performance controllers. However, high-performance controllers are expected to be applied as often as possible. To provide more flexibility for high-performance controllers, results in employ reachability analysis to enlarge the recovery region. Although some of these results are still called “Simplex design”, they are quite different from the basic idea of Simplex architecture as in. In Simplex architecture, high-assurance and high-performance controllers are both designed for the same tasks and are different in terms of the performance of finishing those tasks. By enlarging the recoverable region as in, the high-assurance controller is no longer able...
to finish the same tasks as the high-performance one but only ensures that the system would not leave the desired safety set. Thus, high-assurance controllers in these results work similarly to the safety advisor of the Safe-visor architecture in our paper. As mentioned, however, these results only work for deterministic systems and simple invariance properties.

Results in [25, 26, 27, 28, 29] improve the robustness of systems concerning safety in which AI-based controllers are applied, but they do not provide any formal safety guarantee. Meanwhile, results in [30, 31, 32, 33, 34, 35, 36, 37, 38, 39] provides formal safety guarantees for AI-based controllers regarding simple invariance properties; a few recent results also handle complex logical properties for systems with continuous state and input sets, e.g., [40] for deterministic systems, and [41, 42] for stochastic systems. In these results, formal guarantees are achieved by adequately cooperating the desired properties in the reward functions and guiding the learning process.

Contributions. In this paper, we propose abstraction-based approaches for designing the Safe-visor architecture as in Figure 1 with respect to safety properties modeled by DFAs, which are more general than simple invariance properties. A limited subset of the provided results in this paper has been recently presented in [1]. Our proposed approach here differs from the one in [1] in three main directions:

(i) We propose new history-based supervisors in the Safe-visor architecture by enlarging the class of safety specifications that can be expressed by the accepting languages of deterministic finite automata (DFA), whereas [1] handles only simple invariance properties;
(ii) By employing $(\epsilon, \delta)$-approximate probabilistic relations proposed in [3] while designing the history-based supervisor, we provide formal guarantees for probabilities of satisfying desired specifications. Meanwhile, the results in [1] do not consider the effect of state set’s discretization on the provided safety guarantee so that the guarantee can only be validated via experiments;
(iii) Our proposed method allows constructing a reduced-order model for the original system when synthesizing the safety advisor and supervisor. As a result, our method applies to large-scale systems, which was not the case in [1]. This issue is crucial since the complexity of synthesizing a safety advisor via a finite abstraction grows exponentially with respect to the dimension of the system’s state set.

Additionally, we also compare our approaches with related results in the literature. In comparison with those results that adapt shielding approach in the learning process to ensure safety (e.g., [15, 30, 32], as discussed above in the related works), our approaches decouple the desired safety properties from the reward functions in the learning process so that the provided safety guarantee is valid for AI-based controllers trained with arbitrary learning methods. Particularly, our methods are applicable when the reward functions for the control tasks are challenging to be designed (e.g., [43]), while satisfying some safety properties are still required. Compared with those results that also decouple the desired safety properties from the synthesis of the unverified controllers (e.g., Simplex architecture in [19, 24], see detailed discussion above in the related works), our proposed results are the first to deal with stochastic CPSs with continuous state and input sets while ensuring safety properties modeled by DFAs. Although [12, 13, 14] also enforce safety specifications that are modeled by automata, they are only applicable to discrete-space systems.

It is also worth noting that a running example is provided throughout the paper to demonstrate our theoretical results more intuitively.

Organization. The remainder of the paper is structured as follows. In Section 2, we provide preliminary discussions on notations, models, and the underlying problems to be solved in this work. In Section 3, we first present $(\epsilon, \delta)$-approximate probabilistic relations between original models and their finite abstractions. Then, we provide the design of Safe-visor architecture, including the design of the safety advisor and the supervisor. Finally, we apply our proposed results to two case studies in Section 4 and conclude our work in Section 5.
2. Problem Formulation

2.1. Preliminaries. A probability space in this work is presented by $(\hat{\Omega}, \mathcal{F}_\hat{\Omega}, \mathbb{P}_\hat{\Omega})$, where $\hat{\Omega}$ is the sample space, $\mathcal{F}_\hat{\Omega}$ is a sigma-algebra on $\hat{\Omega}$ which comprises subsets of $\hat{\Omega}$ as events, and $\mathbb{P}_\hat{\Omega}$ is a probability measure that assigns probabilities to events. Random variables introduced here are measurable functions $X : (\hat{\Omega}, \mathcal{F}_\hat{\Omega}) \rightarrow (S_X, \mathcal{F}_X)$ such that any random variable $X$ induces a probability measure on its space $(S_X, \mathcal{F}_X)$ as $\mathbb{P}(A) = \mathbb{P}_\hat{\Omega}(A)$ for any $A \in \mathcal{F}_X$. We directly present the probability measure on $(S_X, \mathcal{F}_X)$ without explicitly mentioning the underlying probability space and the function $X$ itself.

A topological space $S$ is called a Borel space if it is homeomorphic to a Borel subset of a Polish space (i.e., a separable and completely metrizable space). One of the examples of Borel space is Euclidean spaces $\mathbb{R}^n$. Any Borel space $S$ is assumed to be endowed with a Borel $\sigma$-algebra denoted by $\mathcal{B}(S)$. We denote by $\mathbb{P}(S, \mathcal{B}(S))$ the set of probability measures on the measurable space $(S, \mathcal{B}(S))$. A map $f : X \rightarrow Y$ is measurable whenever it is Borel measurable. A map $f : X \rightarrow Y$ is universally measurable if the inverse image of every Borel set under $f$ is measurable with respect to every complete probability measure on $X$ that measures all Borel subsets of $X$.

2.2. Notations. We use $\mathbb{R}$ and $\mathbb{N}$ to denote sets of real and natural numbers, respectively. These symbols are annotated with subscripts to restrict the sets in a usual way, e.g., $\mathbb{R}_{\geq 0}$ and $\mathbb{N}_{\geq 1}$ denote sets of non-negative real numbers and positive integers, respectively. In addition, $\mathbb{R}^{n \times m}$ with $n, m \in \mathbb{N}_{\geq 1}$ denotes the vector space of real matrices with $n$ rows and $m$ columns. For $a, b \in \mathbb{R}$ (resp. $a, b \in \mathbb{N}$) with $a \leq b$, the closed, open and half-open intervals in $\mathbb{R}$ (resp. $\mathbb{N}$) are denoted by $[a, b]$, (a, b] and [a, b), respectively. Given $N$ vectors $x_i \in \mathbb{R}^n$, $n_i \in \mathbb{N}_{\geq 1}$, and $i \in \{1, \ldots, N\}$, we use $x = [x_1; \ldots; x_N]$ to denote the corresponding column vector of dimension $\sum_n n_i$. We denote respectively by $0_n$ and $1_n$ column vectors in $\mathbb{R}^n$ with all elements equal to 0 and 1. Symbols $I_n$ and $0_n$ denote identity and zero matrices in $\mathbb{R}^{n \times n}$, respectively. Moreover, $\|x\|$ denotes Euclidean norm of $x$. Given sets $X$ and $Y$, a relation $R \subseteq X \times Y$ is a subset of the Cartesian product $X \times Y$ that relates $x \in X$ with $y \in Y$ if $(x, y) \in R$, which is equivalently denoted by $xRy$. Given a set $M = X_1 \times X_2 \times \ldots \times X_n$ and vector $m = (x_1, x_2, \ldots, x_n) \in M$ with $x_i \in X_i$, we define $m_{X_i} = x_i$. Moreover, given a set $X$, $X_\mathbb{N}$ denotes the Cartesian product among the countable infinite number of set $X$. Given functions $f : X \rightarrow Y$ and $g : Y \rightarrow Z$, we denote by $g \circ f : X \rightarrow Z$ the composite function of $f$ and $g$. Additionally, $\mathcal{N}(\cdot | \mu, \Sigma)$ indicates the normal distribution with mean $\mu$ and covariance matrix $\Sigma$, and $\delta_d(\cdot | c)$ indicates Dirac delta distribution centered at $c$.

2.3. General Markov Decision Processes. In this work, the stochastic systems we are interested in can be formulated as a class of general Markov decision processes (gMDPs) that evolve over continuous or uncountable state sets. This class of models generalizes the usual notion of MDPs $\mathbb{H}$ by adding an output set over which properties of interest are defined.

Definition 2.1. (gMDP) A general Markov decision process is a tuple

$$\mathcal{D} = (X, U, x_0, T, Y, h),$$

(2.1)

where,

- $X \subseteq \mathbb{R}^n$ is a Borel set as the state set of the system. We denote by $(X, \mathcal{B}(X))$ the measurable space with $\mathcal{B}(X)$ being the Borel $\sigma$-algebra on the state set;
- $U \subseteq \mathbb{R}^m$ is a Borel set as the input set of the system;
- $x_0 \in X$ is the initial state;
- $T : \mathcal{B}(X) \times X \times U \rightarrow [0, 1]$ is a conditional stochastic kernel that assigns to any $x \in X$ and $u \in U$, a probability measure $T(\cdot | x, u)$ on the measurable space $(X, \mathcal{B}(X))$. This stochastic kernel specifies probabilities over executions $\{x(k), k \in \mathbb{N}\}$ of the gMDP such that for any set $X \in \mathcal{B}(X)$ and any $k \in \mathbb{N}$, $\mathbb{P}(x(k + 1) \in X | x(k), u(k)) = \int_X T(dx(k + 1) | x(k), u(k))$;
- $Y \subseteq \mathbb{R}^q$ is a Borel set as the output set of the system;
Alternatively, a gMDP $\mathcal{D}$ as in (2.1) can be described by difference equations

$$\mathcal{D}: \begin{cases} x(k+1) = f(x(k), u(k), \varsigma(k)), \\ y(k) = h(x(k)), \end{cases} \quad k \in \mathbb{N},$$

where $x(k) \in X$, $u(k) \in U$, $y(k) \in Y$, and $\varsigma := \{\varsigma(k) : \hat{\Omega} \to V, k \in \mathbb{N}\}$ is a sequence of independent and identically distributed (i.i.d.) random variables from the sample space $\hat{\Omega}$ to a set $V$. Then, the evolution of a gMDP can be described by its paths and output sequences as defined below.

**Definition 2.2.** (Path) A path of a gMDP $\mathcal{D} = (X, U, x_0, T, Y, h)$ is

$$\omega = (x(0), u(0), \ldots, x(k-1), u(k-1), x(k), \ldots),$$

where $x(k) \in X$ and $u(k) \in U$ with $k \in \mathbb{N}$. We denote by $\omega_x = (x(0), x(1), \ldots, x(k), \ldots)$ and $\omega_u = (u(0), u(1), \ldots, u(k), \ldots)$ the subsequences of states and inputs in $\omega$, respectively.

**Output Sequence** The corresponding output sequence is denoted by

$$y_\omega = (y(0), y(1), \ldots, y(k), \ldots),$$

with $y(k) = h(x(k))$. Moreover, we denote by $\omega_k$ the path up to the time instant $k$ and, respectively, by $\omega_{x_k}$, $\omega_{u_k}$, and $y_{\omega_k}$ its corresponding state, input, and output (sub)sequences.

**Example 1.** (Running Example) In this paper, a system with two cars, which is adapted from [44], is served as a running example. This example is depicted in Figure 2 and can be modeled by the following set of stochastic difference equations:

$$\mathcal{D}: \begin{cases} x(k+1) = Ax(k) + Bu(k) + R\varsigma(k), \\ y(k) = Cx(k), \end{cases} \quad k \in \mathbb{N},$$

with

$$A = \begin{bmatrix} 1 & -0.15 \\ 0 & 0.6 \end{bmatrix}, \quad B = [0; 0.006], \quad R = [0.03; 1; 0], \quad C = [1; 0; 0]^T.$$

Here, $x(k) = [x_1(k); x_2(k); x_3(k)]$ is the state of the system, in which $x_1(k)$, $x_2(k)$, and $x_3(k)$ denote the distance between cars, and velocities of follower and leader cars, respectively. Input $u(k) \in [-8, 8]$ is the external actuation of the follower car. Besides, $\varsigma(k)$ is a sequence of standard Gaussian random variable that models the unpredictable changes in the leader car’s velocity and in the distance between two cars, and $y(k)$ represents the output of the system.

The space of all infinite paths $\Omega = (X \times U)^\mathbb{N}$ along with their product $\sigma$-algebra $(\mathcal{B}(X) \times \mathcal{B}(U))^\mathbb{N}$ is called a canonical sample space for the gMDP. In this paper, we are interested in Markov policies for controlling gMDPs, which determine the input at the time instant $k$ only based on the state at the same time instant, i.e., $x(k)$. This is formalized in the next definition.

**Definition 2.3.** (Markov Policy [45]) Consider a gMDP $\mathcal{D} = (X, U, x_0, T, Y, h)$. A Markov policy $\rho$ is a sequence $\rho = (\rho_0, \rho_1, \ldots)$ of universally measurable maps $\rho_k : X \to U$ with

$$\rho_k(U \mid \omega_k) = \rho_k(U \mid \omega_{x_k}(k)) = 1,$$

for all $\omega_k \in \Omega$ with $k \in \mathbb{N}$. We use $\mathcal{P}$ to denote the set of all Markov policies. Accordingly, we denote by $\mathcal{P}^H$ the set of all Markov policies within time horizon $[0, H - 1]$. 
Next, we propose a more general set of control strategies, with which inputs are provided based on paths of the gMDP via a memory state. The definition here is adapted from [44] by allowing the memory and output update map to be time dependent.

**Definition 2.4.** (Control Strategy) A control strategy for a gMDP \(\mathcal{D} = (X,U,x_0,T,Y,h)\) is a tuple
\[
\mathcal{C} = (M,U,Y,H,m_0,\pi_M,\pi_Y),
\] (2.3)
where,
- \(M\) is a Borel set as the memory state set;
- \(U \subseteq \mathbb{R}^s\) is a Borel set as the observation set;
- \(Y \subseteq U\) is a Borel set as the output set;
- \(H \subseteq \mathbb{N}\) is the time domain;
- \(m_0 \in M\) is the initial memory state;
- \(\pi_M : M \times U \times H \to \mathcal{P}(M,B(M))\) is a memory update function;
- \(\pi_Y : M \times H \to \mathcal{P}(Y,B(Y))\) is an output update function.

Given a gMDP \(\mathcal{D}\) and a control strategy \(\mathcal{C}\), the controlled gMDP is denoted by \(\mathcal{C} \times \mathcal{D}\). Additionally, we denote by \(\mathbb{P}_\mathcal{D}\) (resp. \(\mathbb{P}_{\mathcal{C},\mathcal{D}}\)) the probability measure over the space of output sequences of \(\mathcal{D}\) (resp. \(\mathcal{C} \times \mathcal{D}\)). In the next subsection, we proceed with presenting the safety properties of interest in this paper.

**2.4. Deterministic Finite Automata.** As mentioned in the introduction, we focus on a larger class of specifications in this work (compared to [1]) to describe the safety properties. Such specifications can be characterized by the accepting languages of DFAs, as formalized in the following definition.

**Definition 2.5.** (DFA) A DFA is a tuple \(\mathcal{A} = (Q,q_0,\Pi,\tau,F)\), where \(Q\) is a finite set of states, \(q_0 \in Q\) is the initial state, \(\Pi\) is a finite set of alphabet, \(\tau : Q \times \Pi \to Q\) is a transition function, and \(F \subseteq Q\) is a set of accepting states.

A finite word \(\sigma = (\sigma_0,\sigma_1,\ldots,\sigma_{k-1}) \in \Pi^k\) accepted by \(\mathcal{A}\) if there exists a finite state run \(q = (q_0,q_1,\ldots,q_k) \in Q^{k+1}\) such that \(q_{i+1} = \tau(q_i,\sigma_i), \sigma_i \in \Pi\) for all \(0 \leq i < k\) and \(q_k \in F\). The set of words accepted by \(\mathcal{A}\) is called the language of \(\mathcal{A}\) and denoted by \(\mathcal{L}(\mathcal{A})\). Next, we show that how a gMDP \(\mathcal{D}\) as in [44] can be connected to a DFA \(\mathcal{A}\) using a measurable labelling function.

**Definition 2.6.** (Labelling Function) Given a gMDP \(\mathcal{D} = (X,U,x_0,T,Y,h)\) and a DFA \(\mathcal{A} = (Q,q_0,\Pi,\tau,F)\), we define a measurable labelling function \(L : Y \to \Pi\) and a function \(L_H : Y^H \to \Pi^H\) as follows. Consider a finite output sequence \(y_{\omega(H-1)} = (y(0),y(1),\ldots,y(H-1)) \in Y^H\) of \(\mathcal{D}\) with some \(H \in \mathbb{N}_{\geq 1}\). The trace of \(y_{\omega(H-1)}\) over \(\Pi\) is \(\sigma = L_H(y_{\omega(H-1)}) = (\sigma_0,\sigma_1,\ldots,\sigma_{H-1})\), where \(\sigma_k = L(y(k))\) for all \(k \in [0,H-1]\). Moreover, \(y_{\omega(H-1)}\) is accepted by \(\mathcal{A}\), denoted by \(y_{\omega(H-1)} \models \mathcal{A}\), if \(L_H(y_{\omega(H-1)}) \in \mathcal{L}(\mathcal{A})\).

Since we model the desired safety property with a DFA \(\mathcal{A}\), we evaluate the performance of the gMDP concerning this property in terms of \(\mathbb{P}_\mathcal{D}\{y_{\omega(H-1)} \models \mathcal{A}\}\) within a bounded-time horizon. To this end, we construct a product gMDP based on \(\mathcal{D}\) and \(\mathcal{A}\), which is defined as follows.

**Definition 2.7.** (Product gMDP [44]) Given a gMDP \(\mathcal{D} = (X,U,x_0,T,Y,h)\), a DFA \(\mathcal{A} = (Q,q_0,\Pi,\tau,F)\), and a labelling function \(L : Y \to \Pi\), the product of \(\mathcal{D}\) and \(\mathcal{A}\) is a gMDP and defined as
\[
\mathcal{D} \otimes \mathcal{A} = \{\bar{X},\bar{U},\bar{x}_0,\bar{T},\bar{Y},\bar{h}\},
\] (2.4)
where
- \(\bar{X} := X \times Q\) is the state set;
- \(\bar{U} := U\) is the input set;
- \(\bar{x}_0 := (x_0,\bar{q}_0)\) is the initial state with
\[
\bar{q}_0 = \tau(q_0, L \circ h(x_0));
\] (2.4)
2.5. Problem Formulation. In this paper, we focus on two different problems according to different types of safety specifications of interest. In the following, we denote by \( \eta \) the maximal tolerable probability of violating the safety specification which is acceptable. For some safety specifications, e.g., those expressed as co-safe-LTL\(_F\) properties \([47]\), all infinite output sequences that satisfy this type of specifications have a finite good prefix.

Accordingly, we build a DFA \( A \) which accepts all good prefixes to model the safety specifications of this kind. Accordingly, we focus on a problem of robust satisfaction as follows.

**Problem 2.8.** (Robust Satisfaction) Consider a gMDP \( D \) as in (2.1). The problem of robust satisfaction with respect to the parameter \( \eta \) is to design a Safe-visor architecture as in Figure 3 for \( D \) such that

\[
P_D \{ y_{\omega_H} \models A \} \geq 1 - \eta, \tag{2.5}\]

where \( A \) is a DFA that accepts all good prefixes of the desired safety specification.

Meanwhile, for some other safety specifications, e.g., those expressed as safe-LTL\(_F\) properties \([47]\), all infinite output sequences that violate these specifications have a finite bad prefix. In this case, we model these specifications with a DFA \( A \) that accepts all bad prefixes. Correspondingly, we are interested in a problem of worst-case violation as defined below.

**Problem 2.9.** (Worst-case Violation) Consider a gMDP \( D \) as in (2.1). The problem of worst-case violation with respect to the parameter \( \eta \) is to design a Safe-visor architecture as in Figure 3 for \( D \) such that

\[
P_D \{ y_{\omega_H} \models A \} \leq \eta, \tag{2.6}\]

where \( A \) is a DFA that accepts all bad prefixes of the desired safety specification.

**Example 1** (continued). We are interested in the following safety specification \( \psi \): (i) Within 8 time instances, the system output should reach [0, 3] and then stay within [0, 3] for 3 time instances after it reaches [0, 3]; (ii) the output should not exceed [0, 10]. The DFA modeling \( \psi \) is shown in Figure 3. Accordingly, we focus on the problem of robust satisfaction corresponding to this DFA.

3. Design of Safe-visor Architecture

In this section, we discuss the design of Safe-visor architecture in great detail. The proposed framework consists of designing a safety advisor based on a given safety specification, and a supervisor that detects...
the unverified controller’s harmful behaviors and decides the input fed to the system (either the one from the unverified controller or the safety advisor). Prior to designing the architecture, we first present an approximate probabilistic relation that plays a crucial role in providing a formal safety guarantee in our setting.

3.1. Approximate Probabilistic Relations between gMDPs. First, we define the notation of $\delta$-lifted relation over general state spaces, which lays the foundation of defining the approximate probabilistic relation between gMDPs.

**Definition 3.1.** $(\delta$-Lifted Relation [3]) Let $X, \hat{X}$ be two sets with associated measurable spaces $(X, B(X))$ and $(\hat{X}, \hat{B}(\hat{X}))$, and $\mathcal{R}_\delta \subseteq \mathcal{P}(X, B(X)) \times \mathcal{P}(\hat{X}, \hat{B}(\hat{X}))$ be a $\delta$-lifted relation between two probability distributions over $B(X)$ and $B(\hat{X})$. Given a relation $\mathcal{R} \subseteq X \times \hat{X}$ that is measurable, i.e., $\mathcal{R} \in B(X \times \hat{X})$, and probability distribution $\Phi$ and $\Theta$ defined over $(X, B(X))$ and $(\hat{X}, \hat{B}(\hat{X}))$, respectively, we have $(\Phi, \Theta) \in \mathcal{R}_\delta$, denoted by $\Phi \mathcal{R}_\delta \Theta$, if there exists a lifting $\mathcal{L}$ with a probability space $(X \times \hat{X}, B(X \times \hat{X}), \mathcal{L})$ such that

- $\forall X \in B(X)$, $\mathcal{L}(X \times \hat{X}) = \Phi(X)$;
- $\forall \hat{X} \in B(\hat{X})$, $\mathcal{L}(X \times \hat{X}) = \Theta(\hat{X})$;
- $\mathcal{L}(\mathcal{R}) \geq 1 - \delta$, i.e., for the probability space $(X \times \hat{X}, B(X \times \hat{X}), \mathcal{L})$, it holds that $x \mathcal{R} \hat{x}$ with the probability of at least $1 - \delta$.

Next, we provide conditions under which we establish an $(\epsilon, \delta)$-approximate probabilistic relation between two gMDPs based on the $\delta$-lifted relation between their probability measures.

**Definition 3.2.** ($(\epsilon, \delta)$-Approximate Probabilistic Relation [44]) Consider two gMDPs $\mathcal{D} = (X, U, x_0, T, Y, h)$ and $\mathcal{\hat{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})$ with the same output set. System $\mathcal{\hat{D}}$ is $(\epsilon, \delta)$-stochastically simulated by $\mathcal{D}$, denoted by $\mathcal{\hat{D}} \preceq^\epsilon_\delta \mathcal{D}$, if there exist a measurable relation $\mathcal{R} \subseteq X \times \hat{X}$ and a Borel measurable stochastic kernel $\mathcal{L}_T(\cdot \mid x, \hat{x}, \hat{u})$ on $X \times \hat{X}$ such that:

- $\forall (x, \hat{x}) \in \mathcal{R}$, $\|y - \hat{y}\| \leq \epsilon$, with $y = h(x)$ and $\hat{y} = \hat{h}(\hat{x})$;
- $\forall (x, \hat{x}) \in \mathcal{R}$ and $\forall \hat{u} \in \hat{U}$, there exists $u \in U$ such that $T(\cdot \mid x, u) \mathcal{R} \hat{T}(\cdot \mid \hat{x}, \hat{u})$ with lifting $\mathcal{L}_T(\cdot \mid x, \hat{x}, \hat{u})$;
- $x_0 \mathcal{R} \hat{x}_0$.

Consider a gMDP $\mathcal{D}$ that models the original stochastic systems. When building the Safe-visor architecture, we would first construct a finite abstraction of $\mathcal{D}$, denoted by $\mathcal{\hat{D}}$, which is also a gMDP but with finite state and input sets. Accordingly, the $(\epsilon, \delta)$-approximate probabilistic relation in Definition 3.2 is used to quantify the similarity between $\mathcal{D}$ and $\mathcal{\hat{D}}$, which is the key insight for providing a formal safety guarantee. The second condition of Definition 3.2 implicitly implies that there exists an interface function $\nu$:

$$\nu : X \times \hat{X} \times \hat{U} \rightarrow U,$$

such that the state probability measures are in the $\delta$-lifted relation after one transition, when the control input $\hat{u}$ for $\mathcal{\hat{D}}$ is refined to $u$ for $\mathcal{D}$ using this function. Intuitively, $\delta$-lifted relation between the state probability measures of $\mathcal{D}$ and $\mathcal{\hat{D}}$ indicates that the Euclidean distance between their outputs, i.e., $y$ and $\hat{y}$, is not larger than $\epsilon$, with a probability of at least $1 - \delta$ at each time step. This distance-based $\delta$-lifted relation is the key for providing the safety guarantee. With this relation, one can control $y$ indirectly by controlling $\hat{y}$ while keeping $y$ sufficiently closed to $\hat{y}$ with some probability. It is also worth noting that we need to ensure $u$ belongs to $U$ for $\mathcal{D}$ so that the second condition in Definition 3.2 is fulfilled. Therefore, we need to use the set

$$\hat{U}' = \{ \hat{u} \in \hat{U} \mid \nu(x, \hat{x}, \hat{u}) \in U \text{ for all } (x, \hat{x}) \in \mathcal{R} \},$$

as the input set of the finite abstraction when synthesizing controllers for the abstraction. To ensure a non-empty $\hat{U}'$, one can adopt the methods in [49, Section 4.3], in which elements in $\hat{U}'$ are first decided and then accommodated in the search for the $(\epsilon, \delta)$-approximate probabilistic relation. We illustrate the ingredients of Definition 3.2 in Figure 4 to provide more intuition for the $(\epsilon, \delta)$-approximate probabilistic relation between two gMDPs.
So far, we provided the required conditions for establishing $(\epsilon, \delta)$-approximate probabilistic relations. The remaining problem is how to build a finite abstraction for the original model so that such a relation between two systems exists. To do so, one can employ a similar approach as in [50], in which continuous state and input states of mMDPs are partitioned via finite numbers of bounded cells. Representative points are then selected for these partitions, based on which the finite abstraction is constructed. We refer the interested readers to [52, 53, 48] and references therein for more details. Additionally, compositional techniques (see [49, Section 4]) can also be leveraged to further alleviate the complexity issue. As a future direction, we plan to design the Safe-visor architecture based on finite abstractions that are constructed in a compositional manner.

In particular, our proposed approach is independent of the methods for finding such a relation. Instead, we focus on synthesizing the architecture based on the finite abstraction given the $(\epsilon, \delta)$-approximate probabilistic relation.

Figure 4. Relation $\mathcal{R}$ is defined over the state sets of $\mathcal{D}$ and $\hat{\mathcal{D}}$. Stochastic kernel $\mathcal{L}_T$ specifies the relation between $\zeta$ and $\hat{\zeta}$ which affects $\mathcal{D}$ and $\hat{\mathcal{D}}$, respectively. Interface function $\nu(x, \hat{x}, \hat{u})$ is employed for the controller refinement.

Remark 3.3. The degree of model-order reduction depends on the specific methods for constructing the reduced-order model, as well as the topology of the original system. We refer interested readers to [52, 53, 48] and references therein for more details. Additionally, compositional techniques (see [54] and references therein) can also be leveraged to further alleviate the complexity issue. As a future direction, we plan to design the Safe-visor architecture based on finite abstractions that are constructed in a compositional manner.

Example 1 (continued). For constructing the finite abstraction, we follow the methods in [49, Section 4.1]. We first construct a reduced-order version for the original model with scalar state and input sets via balance truncation as implemented in MATLAB. This results in a reduced-order model

$$\hat{\mathcal{D}}_r; \begin{cases} \hat{x}_r(k+1) = \hat{A}_r \hat{x}_r(k) + \hat{B}_r \hat{u}_r(k) + \hat{R}_r \zeta(k), \\ \hat{y}_r(k) = \hat{C}_r \hat{x}_r(k), \end{cases} \quad k \in \mathbb{N},$$

where $\hat{A}_r = 1$, $\hat{B}_r = 0.3469$, and $\hat{C}_r = 1$ (the index $r$ signifies the reduced-order version of the original model), with a reduction matrix $P = [1; 0.76; 0]$. Additionally, $\hat{R}_r$ would be selected later when establishing the approximate probabilistic relation. Then, we construct a finite abstraction of the reduced-order model by considering $\hat{X}_r = [0, 10]$ as state set of $\hat{\mathcal{D}}_r$, and uniformly dividing this set into 100 partitions. Moreover, we uniformly partition the input set into cells whose lengths are 0.03. For establishing $(\epsilon, \delta)$-approximate probabilistic relation, we apply the method in [49, Section 4.3]. We set $U' = \{ \hat{u} \in \hat{U} | -0.3 \leq \hat{u} \leq 0.3 \}$, $\delta = 0.01$, and the expected range of $\epsilon$ as $[0.05, 1]$. Then, the finite abstraction is $(\epsilon, \delta)$-stochastically simulated.
by original model with the relation \( R = \{(x, \hat{x})(x - P\hat{x})^T M(x - P\hat{x}) \leq \epsilon^2\} \) where
\[
M = \begin{bmatrix}
2.4021 & -0.2239 & 0.2239 \\
-0.2239 & 0.03576 & -0.03576 \\
0.2239 & -0.03576 & 0.03576
\end{bmatrix},
\]
\( \epsilon = 0.7984 \), and the interface function is \( \nu(x, \hat{x}, \hat{u}) := K(x-P\hat{x})+D\hat{x}+R\hat{u} \) with \( K = [7.5764; -1.2399; 1.2399]^T \), \( D = 0.1852 \), and \( R = 0.2530 \). Moreover, we select \( \hat{R}_r = 0.0159 \) as in \[49\] (4.39), and construct the lifting stochastic kernel for this relation such that the noise term in the original and finite systems are the same.

With the running example, we also show how one can improve the scalability issue by constructing a reduced-order model. We now construct the finite abstraction of the original model without any model order reduction by considering \( X = [0, 10]^3 \). Then, we uniformly partition this region with grids whose sizes are \((0.1, 0.1, 0.1)\) and divide the original input set into 20 partitions for a fair comparison with the reduced-order model setting. The number of states and the required memory for saving the stochastic kernels of the finite abstractions in both cases are shown in Table 1. When a reduced-order model is built, we are able to construct the Safe-visor architecture with respect to the desired safety specification (see the discussion in Section 3.4). Meanwhile, we only need around 1.55 MB to save the stochastic kernel thanks to the reduced-order model and, hence, the reduction in the number of states of the finite abstraction. On the contrary, without constructing a reduced-order model, we need \( 10^8 \) times more memory to save the stochastic kernel, which is not tractable.

Remark 3.4. In general, by reducing the quantization parameters (i.e. the size of the cells for constructing the finite abstraction) in partitioning the continuous state sets, a better safety guarantee can be provided by the safety advisor, but at the cost of increasing the execution time of the supervisor. This is shown with an example in Section 3.2.

3.2. Safety Advisor. In this work, we synthesize a robust controller with a method adapted from \[49\] Section 5 as the safety advisor in the Safe-visor architecture. Note that \[49\] focuses on synthesizing robust controllers for two and a half player games \[55\] (e.g., stochastic systems with adversary input selected by rational agent). However, gMDP in this paper can be treated as a game without any adversary inputs (i.e., one and a half player games) so that the method in \[49\] is still applicable to the problem of interest in this paper. As shown in Figure 5 (left), we first synthesize a Markov policy \( \rho \) for the gMDP \( \hat{\mathcal{D}} \otimes \mathcal{A} \). We then construct a control strategy \( \mathcal{C}_\rho \) based on \( \rho \) as depicted in Figure 6 (right). In runtime, when a state \( x \) of \( \mathcal{D} \) is fed to \( \mathcal{C}_\rho \):

(i) State \( \hat{x} \) of \( \hat{\mathcal{D}} \) is first updated according to \( x \) and the conditional kernel \( \mathcal{L}_T \). Then, the state \( q \) of \( \mathcal{A} \) is updated according to the output function \( h(x) \) of \( \mathcal{D} \) and transition function \( \tau \) of \( \mathcal{A} \);
(ii) \( \hat{u} \) is provided by \( \rho \) based on \( \hat{x} \) and \( q \), and is refined to \( \mathcal{D} \) via the interface function \( \nu \) as in (3.1).

Here, we formally define the construction of \( \mathcal{C}_\rho \) as follows.

**Definition 3.5.** (Construction of \( \mathcal{C}_\rho \)) Given a Markov policy \( \rho = (\rho_0, \rho_1, \ldots, \rho_{H-1}) \) for \( \hat{\mathcal{D}} \otimes \mathcal{A} \), we construct \( \mathcal{C}_\rho = (M, \tilde{U}, \tilde{Y}, \tilde{H}, \tilde{m}_0, \tilde{\pi}_M, \tilde{\pi}_Y) \) for \( \mathcal{D} \), with

\[
\begin{align*}
\tilde{M} & = X \times \hat{X} \times Q; \\
\tilde{U} & = X; \\
\tilde{Y} & = U; \\
\end{align*}
\]

\[1\] We allocate 8 bytes for each entry of the stochastic kernel to be stored as a double-precision floating-point.
Remark 3.6. The conditional stochastic kernel (3.3) can be obtained by decomposing the lifting kernel $\mathcal{L}_T(dx \times dx' \mid x, \hat{x}, \hat{u})$ in Definition 3.2 as $\mathcal{L}_T(dx' \mid \hat{x}, \hat{u}) \mathcal{L}_T(dx \mid x', \hat{x}, \hat{u})$. This decomposition is feasible according to [56, Corollary 3.1.2].

Before synthesizing $\rho$ for $\hat{D} \otimes A$, we raise the following assumption that is required for the $(\varepsilon, \delta)$-approximate probabilistic relation.

**Assumption 3.7.** Consider gMDPs $D = (X, U, x_0, T, h)$ and $\hat{D} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, h)$ with $\hat{D} \subseteq \delta D$ as in Definition 3.2. We assume that

$$\int_{\hat{X}} \mathcal{L}_T(dx' \mid x, \hat{x}, \hat{x}', \nu(x, \hat{x}, \hat{u})) \geq 1 - \delta$$

holds for all $x, \hat{x}' \in \hat{X}$, with $\hat{X}' = \{x' \in X \mid (x', \hat{x}') \in \hat{R}\}$ and $\mathcal{L}_T(dx' \mid x, \hat{x}, \hat{x}', \nu(x, \hat{x}, \hat{u}))$ being the conditional probability of $x' \in X$ given $x$, $\hat{x}$, $\hat{x}'$ and the interface function $\nu(x, \hat{x}, \hat{u})$.

Assumption 3.7 is similar to [49, Assumption 5.2]. This assumption assumes that all states in the abstraction are coupled into the $\delta$-lifted relation, and at every time instant $k$, $\mathbb{P}\{(x', \hat{x}') \in \hat{R} \mid (x, \hat{x}) \in R\} \geq 1 - \delta$ holds for all $\hat{x} \in \hat{X}$ with the interface function, where $(x, \hat{x})$, $(x', \hat{x}')$ are the state pairs at time instants $k$ and $k + 1$, respectively. Considering all available results for constructing $(\varepsilon, \delta)$-approximate probabilistic relation [44, 57, 58, 49], Assumption 3.7 does not introduce extra subtlety in practice. In all those results,
although they do not explicitly need this assumption, the existence of an \((\epsilon, \delta)\)-approximate probabilistic relation is in fact guaranteed by forcing Assumption 3.7 (c.f. [44] Section 4, Condition A3). [58] Theorem 3 and [49] equation (A.1)). Here, we adopt the results in [49] for synthesizing the safety advisor since they provide a less conservative guarantee than the ones proposed in [44] (see [49] Lemma 5.6, Corollary 5.7). Next, we proceed with discussing how to synthesize a Markov policy \(\rho\) for the gMDP \(\mathcal{D} \otimes \mathcal{A}\) given an \((\epsilon, \delta)\)-approximate probabilistic relation.

**Problem of Robust Satisfaction.** For the problem of robust satisfaction as in Problem 2.8 consider a gMDP \(\mathcal{D} = (X, U, x_0, T, Y, h)\) and its finite abstraction \(\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})\), a DFA \(\mathcal{A}\) that characterizes the desired safety specification and the product gMDP \(\mathcal{D} \otimes \mathcal{A}\) as in Definition 2.7. Given a Markov policy \(\rho = (\rho_0, \rho_1, \ldots, \rho_{H-1})\) defined over the time horizon \([0, H]\), we define a cost-to-go function \(\bar{V}^\rho_{n+1}(\hat{x}, q) = 1\) when \(q \in F\), and \(\bar{V}^\rho_{n+1}(\hat{x}, q) = 0\) when \(q \notin F\), and recursively compute \(\bar{V}^\rho_{n+1}(\hat{x}, q)\) as

\[
\bar{V}^\rho_{n+1}(\hat{x}, q) := \begin{cases} (1 - \delta) \sum_{\hat{x}' \in \hat{X}} \bar{V}^\rho_n(\hat{x}', q(\hat{x}', q)) \bar{T}(\hat{x}' | \hat{x}, \rho_{H-n-1}(\hat{x}, q)), & \text{if } q \notin F; \\ 1, & \text{if } q \in F, \end{cases} \tag{3.5}
\]

with

\[
q(\hat{x}', q) := \arg \min_{q' \in Q} \bar{V}^\rho_n(\hat{x}', q'), \tag{3.6}
\]

where

\[
Q'_t(\hat{x}') := \{q' \in Q \mid \exists x \in X \text{ s.t. } q' = \tau(q, L \circ h(x)) \text{ with } h(x) \in N(\hat{h}(\hat{x}'))\}, \tag{3.7}
\]

and

\[
N(\hat{y}) := \{y \in Y \mid \|y - \hat{y}\| \leq \epsilon\}. \tag{3.8}
\]

With this notion, we propose the following theorem that provides the safety guarantee associated with \(\rho\) for the problem of robust satisfaction.

**Theorem 3.8.** Consider gMDPs \(\mathcal{D} = (X, U, x_0, T, Y, h)\) and \(\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})\) with \(\hat{\mathcal{D}} \preceq^\delta \mathcal{D}\), and a DFA \(\mathcal{A} = (Q, q_0, \Pi, \tau, F)\) characterizing the desired safety property. For any Markov policy \(\rho\) designed for \(\hat{\mathcal{D}} \otimes \mathcal{A}\) and a control strategy \(\hat{C}_\rho\) of \(\mathcal{D}\) constructed based on \(\rho\) as in Definition 3.4, we obtain

\[
\mathbb{P}_{\mathbf{C}_\rho \otimes \mathcal{A}}\{\exists k \leq H, y_{xk} = [A]\} \geq \bar{V}^\rho_H(\hat{x}_0, q_0), \tag{3.9}
\]

with \(y_{xk}\) being output sequences of \(\mathcal{D}\) up to the time instant \(H\), \(\bar{V}^\rho_H(\hat{x}_0, q_0)\) computed as in (3.5), and \(q_0 = \tau(q_0, L \circ h(x_0))\).

Theorem 3.8 is adapted from [49] Theorem 5.3 with some modification and can therefore be proved similarly. Since the safety advisor is responsible for maximizing the safety probability, we are interested in a \(\rho \in \mathcal{P}^H\) that maximizes \(\bar{V}^\rho_H(\hat{x}_0, q_0)\) as in (3.9). The following proposition shows how such a Markov policy can be synthesized.

**Proposition 3.9.** Consider gMDPs \(\mathcal{D} = (X, U, x_0, T, Y, h)\) and \(\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})\) with \(\hat{\mathcal{D}} \preceq^\delta \mathcal{D}\), and a DFA \(\mathcal{A} = (Q, q_0, \Pi, \tau, F)\). The Markov policy \(\rho^* = (\rho^*_0, \rho^*_1, \ldots, \rho^*_{H-1})\) maximizes \(\bar{V}^\rho_H(\hat{x}_0, q_0)\) as in (3.9), with

\[
\rho^*_H-n-1 \in \arg \max_{\rho_{H-n-1} \in \mathcal{P}} (1 - \delta) \sum_{\hat{x}' \in \hat{X}} \bar{V}^\rho_n(\hat{x}', q^*(\hat{x}', q)) \bar{T}(\hat{x}' | \hat{x}, \rho_{H-n-1}(\hat{x}, q)), \tag{3.10}
\]

for all \(n \in [0, H - 1]\). Here, we denote by \(\bar{V}^\rho_n(\hat{x}, q)\) the cost-to-go function associated with \(\rho^*\), and this function can be recursively computed as

\[
\bar{V}^\rho_{n+1}(\hat{x}, q) := \begin{cases} \max_{\rho_{H-n-1} \in \mathcal{P}} (1 - \delta) \sum_{\hat{x}' \in \hat{X}} \bar{V}^\rho_n(\hat{x}', q^*(\hat{x}', q)) \bar{T}(\hat{x}' | \hat{x}, \rho_{H-n-1}(\hat{x}, q)), & \text{if } q \notin F; \\ 1, & \text{if } q \in F, \end{cases} \tag{3.11}
\]
initialized by $\tilde{V}^n_0(\hat{x}, q) = 1$, when $q \in F$, and $\tilde{V}^n_0(\hat{x}_0, q) = 0$ otherwise, where

$$q^*(\hat{x}', q) := \arg \min_{q' \in Q'_1(\hat{x}')} \tilde{V}^n(\hat{x}', q')$$

and $Q'_1(\hat{x}')$ is the set as in (3.7).

**Problem of Worst-case Violation.** For the problem of worst-case violation as in Problem 2.9 consider a Markov policy $\rho = (\rho_0, \rho_1, \ldots, \rho_{H-1})$ defined over the time horizon $[0, H]$. We define a cost-to-go function $V^\rho_n: \hat{X} \times Q \to [0, 1]$ which maps each state of $\hat{\mathcal{D}} \otimes A$ at the time instant $H-n$ to a real number. Here, $V^\rho_{n+1}(x, q)$ is recursively computed as

$$V^\rho_{n+1}(x, q) := \begin{cases} (1 - \delta) \sum_{\hat{x}' \in \hat{X}} V^\rho_n(\hat{x}'(\hat{x}', q), q(\hat{x}', q)) \hat{T}(\hat{x}' | \hat{x}, \rho_{H-n-1}(\hat{x}, q)) + \delta, & \text{if } q \notin F; \\ 1, & \text{if } q \in F, \end{cases}$$

initialized by $V^\rho_0(\hat{x}, q) = 1$, when $q \in F$, and $V^\rho_0(\hat{x}, q) = 0$ otherwise, where

$$q(\hat{x}', q) := \arg \max_{q' \in Q'_1(\hat{x}') \cap \rho} V^\rho_n(\hat{x}', q'),$$

and $Q'_1(\hat{x}')$ is the set as in (3.7). Similar to Theorem 3.8 next theorem provides the safety guarantee associated with $\rho$ for the problem of worst-case violation.

**Theorem 3.10.** Consider gMDPs $\mathcal{D} = (X, U, x_0, T, Y, h)$ and $\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})$ with $\hat{\mathcal{D}} \preceq_d \mathcal{D}$, and a DFA $A = (Q, q_0, \Pi, \tau, F)$ characterizing the desired safety property. For any Markov policy $\rho$ designed for $\hat{\mathcal{D}} \times A$ and a control strategy $C_\rho$ of $\mathcal{D}$ constructed based on $\rho$ as in Definition 3.5 we obtain

$$P_{C_\rho \times \mathcal{D}}(\exists k \leq H, y_{\rho,k} \models A) \leq V^n_H(\hat{x}_0, q_0),$$

where $y_{\rho,H}$ is the output sequences of $\mathcal{D}$ up to the time instant $H$, $V^n_H(\hat{x}_0, q_0)$ is computed as in (3.13), and $q_0 = \tau(q_0, L \circ h(x_0))$.

Theorem 3.10 is adapted from [19] Theorem 5.8 with some modification and its proof is omitted here due to the lack of space. As for the problem of worst-case violation, the safety advisor is responsible for minimizing the probability of violating the desired safety specifications. Thus, we are interested in a $\rho \in P^H$ that minimizes $V^n_H(\hat{x}_0, q_0)$ in (3.15). We discuss in the following proposition how to synthesize such a Markov policy.

**Proposition 3.11.** Consider gMDPs $\mathcal{D} = (X, U, x_0, T, Y, h)$ and $\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})$ with $\hat{\mathcal{D}} \preceq_d \mathcal{D}$, and a DFA $A = (Q, q_0, \Pi, \tau, F)$. The Markov policy $\rho_\ast = (\rho_{\ast 0}, \rho_{\ast 1}, \ldots, \rho_{\ast H-1})$ minimizes $V^n_H(\hat{x}_0, q_0)$ in (3.15), with

$$\rho_{\ast H-n} \in \arg \min_{\rho_{H-n-1} \in P} \left( (1 - \delta) \sum_{\hat{x}' \in \hat{X}} V^n_{\ast n}(\hat{x}', q_{\ast n}(\hat{x}', q)) \hat{T}(\hat{x}' | \hat{x}, \rho_{H-n-1}(\hat{x}, q)) + \delta \right),$$

for all $n \in [0, H-1]$. Here, we denote by $V^n_{\ast n}(\hat{x}, q)$ the cost-to-go function associated with $\rho_{\ast}$. We initialize it with $V^n_{\ast 0}(\hat{x}, q) = 1$, when $q \in F$, $V^n_{\ast 0}(\hat{x}, q) = 0$, when $q \notin F$, and recursively compute it as

$$V^n_{\ast n+1}(\hat{x}, q) := \begin{cases} \min_{\rho_{H-n-1} \in P} \left( (1 - \delta) \sum_{\hat{x}' \in \hat{X}} V^n_{\ast n}(\hat{x}', q_{\ast n}(\hat{x}', q)) \hat{T}(\hat{x}' | \hat{x}, \rho_{H-n-1}(\hat{x}, q)) + \delta \right), & \text{if } q \notin F; \\ 1, & \text{if } q \in F, \end{cases}$$

where

$$q_{\ast n}(\hat{x}', q) := \arg \max_{q' \in Q'_1(\hat{x}') \cap \rho_{\ast n}} V^n_{\ast n}(\hat{x}', q'),$$

and $Q'_1(\hat{x}')$ is a set as in (3.7).

Finally, we summarize the construction of safety advisor as follows:
For the problem of robust satisfaction, we synthesize a Markov policy $\rho^*$ as in (3.10). Then, we construct a control strategy $C_{\rho^*}$ as in Definition 3.5 based on $\rho^*$ and apply $C_{\rho^*}$ as the safety advisor. As for the problem of worst-case violation, we construct a control strategy $C_{\rho_s}$ as in Definition 3.5 based on a Markov policy $\rho_s$ synthesized as in (3.16), and employ $C_{\rho_s}$ as the safety advisor.

Since both $\rho^*$ and $\rho_s$ are look-up tables that are computed offline, the safety advisor can be applied efficiently at runtime.

3.3. Design of Supervisor. In general, the proposed supervisor takes two steps to decide whether to accept the input from the unverified controller, denoted by $u_{uc}(k)$, at every time instant $k$:

- **Step 1:** Check whether the $(\epsilon, \delta)$-approximate probabilistic relation will still hold between the finite abstraction and the original system assuming that $u_{uc}(k)$ is accepted. If the relation will not hold, reject $u_{uc}(k)$ without going through Step 2 and feed input provided by the safety advisor, denoted by $u_{safe}$, to the system $\mathcal{D}$.
- **Step 2:** Estimate the probability of violating the desired safety specification, denoted by $E_{pv}(k)$, assuming that $u_{uc}(k)$ is accepted. Accept $u_{uc}(k)$ only if $E_{pv}(k) \leq \eta$; otherwise, feed $u_{safe}$ to the system $\mathcal{D}$.

We illustrate in Figure 6 (left) the Safe-visor architecture with the safety-advisor proposed in Section 3.2 and the Supervisor in this subsection. Different from Figure 5 (right), $\hat{u}'$ that is fed to the abstraction $\hat{\mathcal{D}}$ is decided by the Supervisor, instead of $\rho$. Concretely, if $u_{uc}(k)$ is rejected, we have $\hat{u}' = \hat{u}$, with $\hat{u}$ being the input provided by $\rho$; otherwise, we need to select $\hat{u}' \in \hat{U}'$ for $\hat{\mathcal{D}}$, with $\hat{U}'$ as in (3.2) (we would elaborate on how to select such $\hat{u}'$ later). Step 1 ensures that $u_{uc}(k)$ would only be accepted if there exists $\hat{u}'$ such that the safety guarantee based on the $(\epsilon, \delta)$-approximate probabilistic relation still holds. Checking Step 1 can be performed by virtue of the following proposition.

**Proposition 3.12.** Consider a gMDP $\mathcal{D} = (X, U, x_0, T, Y, h)$ and its finite abstraction $\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})$ with $\hat{\mathcal{D}} \preceq_{\mathcal{D}} \mathcal{D}$. If $u_{uc}(k)$ is applied to $\mathcal{D}$ at the time instant $k$, the $(\epsilon, \delta)$-approximate probabilistic relation still holds between $\mathcal{D}$ and $\hat{\mathcal{D}}$ at the time instant $k+1$ if the set

$$U_f = \left\{ \hat{u} \in \hat{U}' \mid \mathbb{P}\{(x', \hat{x}') \in \hat{R}\} \geq 1 - \delta, \text{ with } x' = f(x(k), u_{uc}(k), \varsigma(k)), \hat{x}' = \hat{f}(\hat{x}(k), \hat{u}, \hat{\varsigma}(k)) \right\}$$

is not empty, with $\hat{U}'$ as in (3.2). Here, $f$ and $\hat{f}$ are transition maps of $\mathcal{D}$ and $\hat{\mathcal{D}}$ as in (2.2), respectively. Moreover, $x(k) \in X$, $\hat{x}(k) \in \hat{X}$, $\varsigma(k)$ and $\hat{\varsigma}(k)$ are current states of $\mathcal{D}$ and $\hat{\mathcal{D}}$, noise affecting $\mathcal{D}$ and $\hat{\mathcal{D}}$, respectively.
For the problem of robust satisfaction, if the supervisor is designed such that we have maximal tolerable probability of violating the desired safety specification (in (3.16) (for problem of worst-case violation) due to the acceptance of unverified controllers. Consider the running mechanism. Here, \( \hat{\epsilon} \) can be equivalently described by a controlled gMDP \( \hat{\epsilon} \times \mathcal{D} \). Therefore, we can find out whether there exists \( \hat{\epsilon} \in \hat{U} \) such that

\[
\| Ax(k) + Bu_{uc}(k) + R_{\epsilon}(k) - P(\hat{A}\hat{x}(k) + \hat{B}\hat{r} + \hat{R}\hat{z}(k)) \|_M \leq \epsilon
\]  

(3.20)

holds for all \( \| \epsilon \| \leq \chi^{-1}(1 - \delta) \) with \( \delta = 0.01 \) (cf. Section 3.1, Example 1). \( \hat{\epsilon} \) is the chi-square inverse cumulative distribution function with one degree of freedom. Note that (3.20) holds when

\[
\| \varphi - P\hat{B}\hat{r}\hat{u} \|_M \leq \epsilon - \gamma,
\]  

(3.21)

with \( \varphi = Ax(k) + Bu_{uc}(k) - P\hat{A}\hat{x}(k) \) and

\[
\gamma = \max_{\| \epsilon \| \leq \chi^{-1}(0.99), \beta \in \Delta} \| (R - P\hat{R})\epsilon + P\beta \|_M.
\]

Next, we proceed with discussing how to obtain \( \mathcal{E}_{\hat{\epsilon}}(k) \) in Step 2. First, the Safe-visor architecture as in Figure 4 (left) can be equivalently described by a controlled gMDP \( \hat{\epsilon} \times \mathcal{D} \) as in Figure 6 (right) according to its running mechanism. Here, \( \mathcal{C}_{\hat{\epsilon}} \) (the yellow region) is a control strategy constructed as in Definition 3.5 based on a Markov policy \( \rho' \), which differs from \( \rho \) as in (3.10) (for problem of robust satisfaction) or \( \rho_* \) as in (3.16) (for problem of worst-case violation) due to the acceptance of unverified controllers. Consider the maximal tolerable probability of violating the desired safety specification (i.e., \( \eta \)) within a time horizon \([0,H]\). For the problem of robust satisfaction, if the supervisor is designed such that we have

\[
1 - \hat{V}_{\hat{\epsilon}}^{\rho'}(\hat{x}_0, \hat{q}_0) \leq \eta,
\]  

(3.22)

we are then able to ensure (2.5) by combining (3.22) and Theorem 3.8. Similarly, if we design the supervisor for the problem of worst-case violation such that

\[
\hat{V}_{\hat{\epsilon}}^{\rho'}(\hat{x}_0, \hat{q}_0) \leq \eta,
\]  

(3.23)

we can guarantee (2.6) by considering (3.23) and Theorem 3.10. Thus, a direct idea is to set \( \mathcal{E}_{\hat{\epsilon}}(k) = 1 - \hat{V}_{\hat{\epsilon}}^{\rho'}(\hat{x}_0, \hat{q}_0) \) for the problem of robust satisfaction and \( \mathcal{E}_{\hat{\epsilon}}(k) = V_{\hat{\epsilon}}^{\rho'}(\check{x}_0, \check{q}_0) \) for the problem of worst-case violation. Note that when the initial state \((\hat{x}_0, \hat{q}_0)\) and the time horizon \([0,H]\) are fixed, \( \hat{V}_{\hat{\epsilon}}^{\rho'}(\hat{x}_0, \hat{q}_0) \) and \( V_{\hat{\epsilon}}^{\rho'}(\check{x}_0, \check{q}_0) \) can be computed given \( \rho' \). The remaining problem is how to determine \( \rho' \) at runtime.

In general, determining \( \rho' \) at runtime is very challenging. At each time instant \( k \in [0,H-2] \) in each individual execution, \( \rho'_z \) are unknown for all time instant \( z \in [k,H-1] \) since the supervisor does not know which inputs the unverified controller will provide in the future. Moreover, the supervisor does not have complete information about \( \rho'_z \) for all \( z \in [0,k] \), either. In each individual execution, the system only reaches one state at each time step. Therefore, the supervisor does not know which inputs the unverified controller would offer if the system reached \( X \times Q \setminus \{ (\hat{x}(z), q(z)) \} \) at time instants \( z \in [0,k] \), let alone whether they would be accepted and what

---

2In both (3.22) and (3.23), we only focus on the case in which \( \check{q}_0 \notin F \), since \( \check{q}_0 \in F \) indicates that the accepting states are reached at the initial state, which is not of interest.
In this paper, instead of determining an unverified controller, it is checked by the following two steps:

\[ \in \mathcal{Q} \setminus \{(\hat{x}(z), q(z))\} \]

with \( \hat{x}(z) \) and \( q(z) \) being the state of \( \widehat{D} \) and \( A \) at time instant \( z \in [0, k] \), respectively.

In this paper, instead of determining \( \rho' \) and computing \( \mathcal{V}^\rho'_{\mathcal{D}}(\hat{x}_0, q_0) \) or \( \mathcal{V}^\rho'_{\mathcal{D}}(\hat{x}_0, q_0) \) at runtime, we propose a **history-based supervisor** that can provide an estimation of \( \mathcal{E}_{uv}(k) \) without requiring to know \( \rho' \) at runtime. This estimation is given with the help of history paths \( \omega_k \) of the Safe-visor architecture as in Figure 6 (left), which is defined below.

**Definition 3.13.** (History Path of Safe-visor Architecture) Consider a finite abstraction \( \widehat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h}) \), a DFA \( \mathcal{A} = (Q, q_0, \Pi, \tau, F) \) characterizing the safety property of interest and the corresponding Safe-visor architecture as in Figure 6 (left). The history path of the Safe-visor architecture up to the time instant \( k \) is denoted by

\[ \omega_k = \left( \hat{x}(0), q(0), \hat{u}(0), \hat{x}(1), q(1), \hat{u}(1), \ldots, \hat{x}(k-1), q(k-1), \hat{u}(k-1), \hat{x}(k), q(k) \right) \]

where \( \hat{x}(k) \in \hat{X}, q(k) \in Q, \) and \( \hat{u}(k) \in \hat{U} \) are states of \( \widehat{D}, A, \) and the input fed to \( \widehat{D} \) at the time instant \( k \), respectively. Moreover, we denote by \( \omega_{xk}, \omega_{qk}, \) and \( \omega_{uk} \) the subpath of \( \hat{x}, q, \) and \( \hat{u} \) corresponding to \( \omega_k \), respectively.

In general, **history-based supervisor** provides \( \mathcal{E}_{uv}(k) \) such that (3.22) or (3.23) can be respected. Consider a gMDP \( \mathcal{D} = (X, U, x_0, T, Y, h) \) and its finite abstraction \( \widehat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h}) \) with \( \widehat{\mathcal{D}} \leq \mathcal{D}, \) a DFA \( \mathcal{A} = (Q, q_0, \Pi, \tau, F), \) a labelling function \( L : Y \rightarrow \Pi \) associated with \( A \) as in Definition 2.6, and \( \eta \) to be the maximal tolerable probability of violating the desired safety specification. We discuss how such a supervisor is designed for both problems of interest in the rest of this section.

**Supervisor for the Problem of Robust Satisfaction.** Design of supervisor for the problem of robust satisfaction is formally proposed as follows.

**Definition 3.14.** (History-based Supervisor for the Problem of Robust Satisfaction) At each time instant \( k \in [0, H-1] \), given the history path \( \omega_k \) as in Definition 3.13, the feasibility of an input \( u_{uc}(k) \) from the unverified controller is checked by the following two steps:

(i) Check set \( U_f \) as in (3.19) and reject \( u_{uc}(k) \) if \( U_f \) is empty;

(ii) If \( U_f \) is not empty, estimate \( \mathcal{E}_{uv}(k) \) as

\[
\mathcal{E}_{uv}(k) = \bar{\mathcal{E}}_{uv}(k) = \prod_{z=1}^{k} \left( (1 - \delta) \sum_{\hat{x} \in \hat{X}^1(q(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)) \right)
\]

\[ \times (1 - \delta) \left( 1 - \sum_{\hat{x} \in \hat{X}} \hat{V}^*_H(\hat{x}, q^*(\hat{x}(k), q(k))) \hat{T}(\hat{x} | \hat{x}(k), \hat{u}^*) \right) + \delta + \sum_{j=1}^{k} \left( \delta \prod_{z=1}^{j} \left( \sum_{\hat{x} \in \hat{X}^1(q(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)) \right) \right), \]

with \( \hat{V}^*_H \) as in (3.11) associated with the safety advisor, \( q^* \) as in (3.12),

\[ \hat{u}^* = \arg \max_{\hat{u} \in U_f} \bar{\mathcal{E}}_{uv}(k), \]

and

\[ \hat{X}^1(q(z-1)) = \left\{ \hat{x} \in \hat{X} \mid \exists x \in X, \tau(q(z-1)), L \circ h(x) \notin F, h(x) \in N_x(\hat{h}(\hat{x})) \right\}, \]

where \( N_x(\hat{h}(\hat{x})) \) is as in (3.8). If \( \mathcal{E}_{uv}(k) \leq \eta \), the supervisor accepts \( u_{uc}(k) \) and feeds \( \hat{u}' = \hat{u}^* \) as in (3.25) to \( \widehat{D} \); otherwise, it rejects \( u_{uc}(k) \) and feeds \( \hat{u}' = \hat{u} \) to \( \widehat{D} \), with \( \hat{u} \) provided by \( \rho^*_k \) as in (3.10) associated with the safety advisor.
By applying the history-based supervisor as in Definition 3.14, we are able to guarantee (3.22) so that the problem of robust satisfaction can be solved. We formally propose this result in the next theorem.

**Theorem 3.15.** Consider a gMDP $\mathcal{D} = (X, U, x_0, T, Y, h)$ and a DFA $A = (Q, q_0, \Pi, \tau, F)$ that characterizes the desired safety specification. Employing the supervisor as in Definition 3.14 at all time instants $k \in [0, H-1]$ in the Safe-visor architecture, one has

$$P_{\mathcal{D}} \{ y_{\omega H} = A \} \geq 1 - \eta,$$

for the problem of robust satisfaction as in Problem 2.8, with $y_{\omega H}$ being output sequences of $\mathcal{D}$ up to the time instant $H$.

The proof of Theorem 3.15 is provided in $\mathbb{A}$. Here, we provide some intuition for different parts in $E_{\mu c}(k)$ in (3.24) and discuss the complexity for computing them at runtime. Generally, the estimation of $E_{\mu c}(k)$, as in (3.24) can be divided into three parts:

- **Part 1:** $\prod_{z=1}^{k} ((1 - \delta) \sum_{x \in X'_{q_{k+1}}(q_{k}(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)))$.
  Given the history path $\hat{\omega}_k$, Part 1 denotes the maximal probability of $\mathcal{D}$ not being accepted by $A$ within the time horizon $[0, k]$, while $x(z)R^x(z)$ holds for all $z \in [0, k]$. As defined in (3.26), for all $\hat{x} \in X'_{q_{k+1}}(q_{k}(z-1))$ with $q_{k}(z-1) \in Q$, there exits at least one $x$ with $xR^x$, such that $F$ is not reachable with $x(z) = x$. In another word, if $\hat{x}(z) \in X'_{q_{k+1}}(q_{k}(z-1))$, $\mathcal{D}$ may not be accepted by $A$ even when we have $x(z)R^x(z)$. Therefore, given $\hat{x}(z-1)$ and $\hat{u}(z-1)$, $(1 - \delta) \sum_{x \in X'_{q_{k+1}}(q_{k}(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1))$ denotes the maximal probability of $\mathcal{D}$ not being accepted by $A$ at the time instant $z$ while $x(z)R^x(z)$ still holds. As for the complexity of computing Part 1 at runtime, we have

$$\prod_{z=1}^{k} ((1 - \delta) \sum_{x \in X'_{q_{k+1}}(q_{k}(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1))) = \prod_{z=1}^{k} \left( (1 - \delta) \sum_{x \in X'_{q_{k+1}}(q_{k}(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)) \right).$$

On one hand, $\forall q \in Q$, set $X'_{q_{k+1}}(q)$ can be computed offline, and $\hat{T}$ is readily computed when synthesizing the safety advisor. On the other hand, at the time instant $k - 1$, Term 1 has already been computed at time instant $k - 2$. Therefore, the number of operations required for computing Part 1 at time instant $k - 1$ is proportional to the number of states in the set $X'_{q_{k+1}}(q_{k}(z-1))$.

- **Part 2:** $(1 - \delta) \sum_{x \in X} \tilde{V}_{\mathcal{D}}(\hat{x}, q^*(\hat{x}(k), q(k))) \hat{T}(\hat{x} | \hat{x}(k), \hat{u}^*)$.
  Part 2 quantifies the probability of $\mathcal{D}$ not being accepted by $A$ within time horizon $[k + 1, H]$, while (i) $x(k+1)R^x(k+1)$ holds, given $\hat{x}(k), q(k)$, and $\hat{u}(k) = \hat{u}^*$; (ii) $A$ is controlled by the safety advisor within $[k+1, H]$. Since $\tilde{V}_{\mathcal{D}}(\hat{x}, q^*(\hat{x}(k), q(k)))$ is readily computed when synthesizing the safety advisor, the number of operations required for computing Part 2 is proportional to the number of elements in set $X$ and $U_f$.

- **Part 3:** $\sum_{j=1}^{k} \delta \prod_{z=1}^{k} ((1 - \delta) \sum_{x \in X'_{q_{k+1}}(q_{k}(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)))$.
  Given the history path $\hat{\omega}_k$, Part 3 quantifies the maximal probability of $\mathcal{D}$ not being accepted by $A$ within the time horizon $[0, k]$ while $\exists z \in [1, k+1]$ such that $x(z)R^x(z)$ does not hold. Concretely, the first $\delta$ in Part 3 quantifies the $P \{ (x(1), \hat{x}(1)) \notin R | (x(0), \hat{x}(0)) \in R \}$ of the history. Moreover, the term $\delta \prod_{z=1}^{k} ((1 - \delta) \sum_{x \in X'_{q_{k+1}}(q_{k}(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)))$ represents the maximal probability of $\mathcal{D}$ not being accepted by $A$ within the time horizon $[0, j+1]$, while (i) $x(z)R^x(z)$ holds for all $z \in [0, j]$; (ii) $x(j+1)R^x(j+1)$ does not hold. One may notice that $(1 - \delta) \sum_{x \in X'_{q_{k+1}}(q_{k}(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1))$ is the same as Term 2 in Part 1. Therefore, the number of operations needed for computing Part 3 at the time instant $k - 1$ is also proportional to the number of states in the set $X'_{q_{k+1}}(q_{k}(z-1))$. 
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In conclusion, the number of operations required for computing $\mathcal{E}_{pv}(k)$ as in (3.24) is proportional to the number of elements in $\bar{X}$ and $U_f$. Consequently, $\mathcal{E}_{pv}(k)$ can be computed efficiently at runtime. We show the real-time applicability of the supervisor in the experiments in Section 4.

**Supervisor for the Problem of Worst-case Violation.** Next, we proceed with proposing the supervisor for the problem of worst-case violation.

**Definition 3.16.** (History-based Supervisor for the Problem of Worst-case Violation) At each time instant $k \in [0, H-1]$, given the history path $\bar{w}_k$ as in Definition 3.13, the validity of an input $u_{uc}(k)$ from the unverified controller is checked by the following two steps:

(i) Check the set $U_f$ as in (3.19) and reject $u_{uc}(k)$ if $U_f$ is empty;

(ii) If $U_f$ is not empty, estimate $\mathcal{E}_{pv}(k)$ as

$$\mathcal{E}_{pv}(k) = \mathcal{E}_{pv}(k) = 1 - \prod_{z=1}^{k} \left( 1 - \delta \sum_{\hat{x} \in \mathcal{X}^*_k(q(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)) \right) \times (1 - \delta) \left( 1 - \sum_{\hat{x} \in \mathcal{X}} V_{*,H-k-1}(\hat{x}, \tilde{q}_s(\hat{x}(k), q(k))) \tilde{T}(\hat{x} | \hat{x}(k), \hat{u}^*) \right),$$

(3.28)

where $\sum_{*,H-k-1}$ is as in (3.17) associated with the safety advisor, $\tilde{q}_s$ is as in (3.18),

$$\hat{u}^* = \arg\max_{\hat{u} \in U_f} \mathcal{E}_{pv}(k),$$

(3.29)

and

$$\hat{X}^*_r(q(z-1)) := \left\{ \hat{x} \in \mathcal{X} | \forall x \in \mathcal{X}, \tau(q(z-1), L \circ h(x)) \notin F, h(x) \in N_e(\hat{h}(\hat{x})) \right\},$$

(3.30)

with $N_e(\hat{h}(\hat{x}))$ as in (3.8). If $\mathcal{E}_{pv}(k) \leq \eta$, the supervisor accepts $u_{uc}(k)$ and feeds $\hat{u} = \hat{u}^*$ as in (3.29) to $\mathcal{D}$; otherwise, it rejects $u_{uc}(k)$ and feeds $\hat{u}' = \hat{u}$ to $\mathcal{D}$, with $\hat{u}$ provided by $\rho_{uc}$ as in (3.16) associated with the safety advisor.

By employing the history-based supervisor as in Definition 3.16 we are able to guarantee (3.23), which solves the problem of worst-case violation. This is formalized in the next theorem.

**Theorem 3.17.** Consider a gMDP $\mathcal{D} = (X, U, x_0, T, Y, h)$ and a DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$ characterizing the desired safety specification. Utilizing the supervisor as in Definition 3.16 at all time instants $k \in [0, H-1]$ in the Safe-visor architecture, one has

$$\mathbb{P}_\mathcal{D} \left\{ y_{wH} \models \mathcal{A} \right\} \leq \eta,$$

(3.31)

for the problem of worst-case violation as in Problem 2.1, where $y_{wH}$ are output sequences of $\mathcal{D}$ up to the time instant $H$.

The proof of Theorem 3.17 is provided in $\mathcal{A}$. Note that $\mathcal{E}_{pv}(k)$ in (3.28) denotes the maximal probability of $\mathcal{D}$ not being accepted by $\mathcal{A}$ within the time horizon $[0, H]$, given the history path $\bar{w}_k$. The term after the first minus sign in (3.28) can be divided into two components as follows:

- Component 1: $\prod_{z=1}^{k} \left( 1 - \delta \sum_{\hat{x} \in \hat{X}^*_r(q(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)) \right)$:

  Given the history path $\bar{w}_k$, Component 1 denotes the minimal probability of $\mathcal{D}$ not being accepted by $\mathcal{A}$ within the time horizon $[0, k]$, while $x(z) \not\in F \forall z \in [0, k]$. According to (3.30), for all $\hat{x} \in \hat{X}^*_r(q(z-1))$ with $q(z-1) \in Q$, there is no $x$ with $x \not\in F \forall z$ such that $F$ is reached at time step $z$. In other words, if $\hat{x}(z) \in \hat{X}^*_r(q(z-1))$, we can ensure that $\mathcal{D}$ will not be accepted by $\mathcal{A}$ at the time instant $z$ if one can ensure $x(z) \not\in F \forall z \in [0, k]$. Therefore, given $\hat{x}(z-1)$ and $\hat{u}(z-1)$, $\prod_{z=1}^{k} \left( 1 - \delta \sum_{\hat{x} \in \hat{X}^*_r(q(z-1))} \hat{T}(\hat{x} | \hat{x}(z-1), \hat{u}(z-1)) \right)$ denotes the minimal probability of $\mathcal{D}$ not being accepted by $\mathcal{A}$ at $z$ while $x(z) \not\in F \forall z \in [0, k]$ still holds.
- Component 2: $(1 - \delta)\left(1 - \sum_{\tilde{x} \in \hat{X}} \sum_{h \in H} \gamma^k u(\tilde{x}, \tilde{q}(\tilde{x}(k), q(k)))T(\tilde{x} | \tilde{x}(k), u^*)\right)$:
  Component 2 denotes the probability of $D$ not being accepted by $A$ within the time horizon $[k + 1, H]$, while (i) $x(k + 1) \not\in A\tilde{x}(k + 1)$ holds, given $\tilde{x}(k), q(k)$, and $\tilde{u}(k) = u^*$; (ii) $D$ is controlled by the safety advisor within $[k + 1, H]$.

**Algorithm 1**: Running mechanism of Safe-visor architecture.

Input: gMDP $D = (X, U, x_0, T, Y, h)$, DFA $A = (Q, q_0, \Pi, \tau, F)$, safety advisor $C_{\rho^*}$ for the problem of robust satisfaction (resp. $C_{\rho^{*}}$ for the problem of worst-case violation) as in Section 3.2 and the supervisor as in Definition 3.14 (resp. as in Definition 3.16).

1. $k = 0$, $x(0) = x_0$
2. While $k < H$
   3. If $k = 0$
      4. Initialize $\hat{x}(0) = \hat{x}_0$ such that $x_0 \not\in \mathcal{R} \hat{x}_0$
      5. Update $q(0)$ as $\tilde{q}_0 = \tau(q_0, L \circ h(x_0))$
   6. Else
      7. Update the state $x(k)$ of $D$ from the measurement
      8. Update $q(k)$ with $q(k) = \tau(q(k - 1), L \circ h(x(k)))$
      9. Update $\hat{x}(k)$ with $\mathcal{L}_T(d\hat{x}|x(k), \hat{x}(k - 1), \tilde{u}(k - 1))$
   10. Update $u_{uc}(k)$ from the unverified controller
   11. Update $u_{safe}(k)$ from $C_{\rho^*}$ (resp. $C_{\rho^{*}}$) according to $\hat{x}(k), x(k), q(k)$
   12. Feed $\hat{x}(k), x(k), q(k), u_{uc}(k)$, and $u_{safe}(k)$ to the supervisor
   13. Update $u(k)$ and $\tilde{u}(k)$ accordingly to the decision of the supervisor
   14. $k = k + 1$

Output: $u(k)$ for controlling the system $D$ at each time instant $k$.

Similar to the computation of $(3.24)$, $E_{\rho^*}(k)$ as in $(3.25)$ can be efficiently computed at runtime. In brief, the required number of operations for computing $E_{\rho^*}(k)$ in $(3.28)$ is also proportional to the number of elements in $\hat{X}$ and $U_T$. The real-time applicability of the supervisor is shown in Section 4 through an example. Finally, we summarize in Algorithm 1 the running mechanism of the Safe-visor architecture equipped with the safety advisor proposed in Section 3.2 and supervisor proposed in Section 3.3.

4. Case Studies

In this section, we apply our proposed approaches to two case studies, including the running example and a control problem regarding a DC motor. We simulate each case study with $1.0 \times 10^5$ empirical Monte Carlo runs and analyze accordingly the percentage of output sequences satisfying the desired safety specifications in the given time horizon to illustrate our theoretical bound. Additionally, we also compute the acceptance rate of the unverified controller in each case, i.e., the average percentage of inputs from the unverified controller being accepted among these runs. For comparison, we simulate them (i) using only the unverified controller and (ii) using only the safety advisor in the architecture. We show that the desired safety probability can be guaranteed by sandboxing the unverified controller with our proposed architecture. Furthermore, we compute the average execution time for our proposed architecture in both cases to show the feasibility of running this architecture in real-time. We also investigate the effect of the abstraction resolution on the safety guarantees provided by the safety advisor, as well as the execution speed of the supervisor. The experiments are performed via MATLAB 2019b, on a machine with Windows 10 operating system (Intel(R) Xeon(R) E-2186G CPU (3.8 GHz) and 32 GB of RAM).
4.2. DC Motor. In the second case study, we focus on a DC motor as in Figure 8(a), which can be described by the following difference equations:

\[ \mathcal{D}: \begin{align*}
    x(k+1) &= Ax(k) + Bu(k) + Ee^{Fx(k)} + R\varsigma(k), \\
    y(k) &= x(k),
\end{align*} \quad k \in \mathbb{N}, \tag{4.1} \]

with

\[ A = \begin{bmatrix} 0.6387 & 0.0380 \\ -0.1606 & 0.0020 \end{bmatrix}, \quad B = [0.3996; 0.4011], \quad E = [-0.2; 0], \\
F = [-0.0796; 0]^T, \quad R = \begin{bmatrix} 0.01 & 0 \\ 0 & 0.01 \end{bmatrix}. \]

Here, \( x(k) = [x_1(k): x_2(k)] \) is the state of the DC motor, in which \( x_1(k) \) and \( x_2(k) \) are the angular velocity and the armature current of the motor, respectively. Input \( u(k) \in [0, 9] \) is the voltage source applied to the motor’s armature. Additionally, we have \( \varsigma(k) = [\varsigma_1(k): \varsigma_2(k)] \), where \( \varsigma_1(k) \) and \( \varsigma_2(k) \) are standard Gaussian random variables that affect \( x_1(k) \) and \( x_2(k) \), respectively. This model is adapted from a continuous-time model of a DC-motor as in \[59\] by discretizing it with a sampling time \( \tau = 0.02 \) s and including stochasticity in the
model as an additive noise. In this case study, the DC motor is required to satisfy a safety specification \( \psi_{dc} \) within 7 minutes: (i) the armature current should be within \([0, 2.4]\); (ii) the angular velocity should stay within \([1.5\pi, 2.5\pi]\); (iii) additionally, if angular velocity reaches \([1.875\pi, 2.215\pi]\), it should stay within \([1.75\pi, 2.25\pi]\) afterwards, instead of \([1.5\pi, 2.5\pi]\). Accordingly, we build a DFA which accepts all bad prefixes of output sequences that violate \( \psi_{dc} \), as shown in Figure 8(b), and we accordingly focus on the problem of worst-case violation.

Now, we design the safety advisor for the DC motor following the proposed approach in Section 3.2. Here, we construct a finite abstraction for the model of DC motor using the results in [49, Section 4.1]. First, we uniformly partition the input set \([0, 9]\) into 40 partitions and select \(X = [1.5\pi, 2.5\pi] \times [0, 2.4]\). Then, we uniformly partition this region into 40 cells on both dimensions, which results in a finite gMDP with 1601 discrete states (1600 states correspond to the representative points of partitions, and 1 sink state) and 40 inputs.

As for establishing an \((\epsilon, \delta)\)-approximate probabilistic relation, we apply the method in [49, Section 4.3]. We set \(U' = \hat{U}, \delta = 0\), and the expected range of \(\epsilon\) as \([0.05, 1]\). Then, this finite abstraction is \((\epsilon, \delta)\)-stochastically simulated by the original model as in (4.1) w.r.t. the relation \(\mathcal{R} = \{(x, \hat{x}) | (x - \hat{x})^T (x - \hat{x}) \leq \epsilon^2\}\) with \(\delta = 0\) and \(\epsilon = 0.1138\), when the interface function

\[
\nu(x, \hat{x}, \hat{u}) := (K + bL)(x - \hat{x}) + \hat{u} + Ge^{F\hat{x}},
\]

is employed for the controller refinement. \(\mathcal{R} = \{(x, \hat{x}) | (x - \hat{x})^T M (x - \hat{x}) \leq \epsilon^2\}\) Here, \(\hat{x}\) is the state of the finite abstraction, \(K = [-0.5948; -0.0110]^T, L = [-0.0452; 0.0039]^T, G = 3.0954\), and \(b = \frac{e^{F\hat{x}} - e^{F\hat{x}}}{F(x - \hat{x})}\). The lifting stochastic kernel for this relation is constructed such that the noise terms in the original and the finite systems are the same. Now, we are ready to synthesize the safety advisor as in Section 3.2.

As for the simulation, we initialize the system at \(x_0 = [2\pi; 1.256]\) and set \(\eta = 0.001\). To ensure the last condition in Definition 3.2, we initialize the finite abstraction with \(\hat{x}_0 = [6.3225; 1.23]\). As for the unverified controller, we train a controller using deep reinforcement learning with deep deterministic policy gradient (DDPG) algorithms [60] for tracking the desired angular velocity, denoted by \(x_{1d}\). We are not providing details for the training procedure since designing and improving the performance of an (AI-based) unverified controller are out of the scope of this paper. The AI-controller is applied here for demonstration purposes. In the simulation, we set \(x_{1d} = 2.1\pi \text{rad/s}\) when \(k \in [0, 10000] \cup [12500, 21000]\) and \(x_{1d} = 1.78\pi \text{rad/s}\) when \(k \in [10000, 12500]\). The results are shown in Figure 9 and summarized in Table 2. Without sandboxing the unverified controller, all output sequences violate \(\psi_{dc}\). Meanwhile, by sandboxing the unverified controller, 100% of output sequences satisfy \(\psi_{dc}\) while 84.73% of inputs from the unverified controller can be accepted. One can readily see that the safety probability specified by \(\eta\) is respected. Simultaneously, the unverified controller can still be applied most of the time when it does not endanger the system’s safety.

![Figure 9. Simulation results for DC motor for safety specification \(\psi_{dc}\).](image-url)
Table 2. Simulation results for both case studies.

| Percentage of satisfaction (with Safe-visor architecture) | $\psi$ | $\psi_{dc}$ |
|---------------------------------------------------------|-------|------------|
| Average acceptance rate of the unverified controller     | 27.27%| 84.73%     |
| Percentage of satisfaction (without Safe-visor architecture) | 55.87%| 0%         |
| Percentage of satisfaction (when system is fully controlled by the safety advisor) | 100%  | 100%       |
| Average execution time of the supervisor (ms)            | 0.1005| 0.3782     |

Figure 10. Contours of the safety guarantee provided by the safety advisor.
Table 3. Average execution time of the supervisor with different size of grids for partitioning the continuous state set.

| Number of partitions | 10×10 | 20×20 | 30×30 | 40×40 | 50×50 | 60×60 |
|----------------------|-------|-------|-------|-------|-------|-------|
| Number of states     | 101   | 401   | 901   | 1601  | 2501  | 3601  |
| \(\epsilon\) of the relation | 0.5021 | 0.2297 | 0.1518 | 0.1138 | 0.0911 | 0.0759 |
| Average execution time (ms) | 0.2388 | 0.2579 | 0.3174 | 0.3763 | 0.4431 | 0.5041 |

In this case study, we also show the effect of the abstraction resolution on the safety guarantee provided by the safety advisor and the execution speed of the supervisor. To this end, we select 6 different abstraction resolutions for the continuous state sets (see Table 3, 10×10 means uniformly partitioning \(X = [1.5\pi, 2.5\pi] \times [0, 2.4]\) into 10 cells on both dimensions, and so on). We initialize the system at \(x_0 = [2\pi; 1.256]\) and simulate each case with \(1.0 \times 10^4\) empirical Monte Carlo runs. The average execution time of the supervisor and the probabilistic guarantee provided by the safety advisor in each case are shown in Table 3 and Figure 10, respectively. According to Table 3, the average execution time of the supervisor is increasing by reducing the quantization parameters in constructing finite abstractions. However, as shown in Figure 10, the upper bound of the probability of reaching the accepting state, which indicates a violation of the desired specification as in Figure 8(b), reduces by reducing the quantization parameters.

5. Conclusion

In this paper, we proposed a Safe-visor architecture for sandboxing (AI-based) unverified controllers in stochastic CPSs while enforcing safety properties characterized by accepting languages of deterministic finite automata. To construct the safety advisor that provides a fallback in the proposed architecture, we employed a robust controller regarding the desired safety specification. For constructing such a controller, we first synthesized a controller based on a finite abstraction that is \((\epsilon, \delta)-\)stochastically simulated by the original model. The synthesized controller is then refined over the original dynamics based on an \((\epsilon, \delta)-\)approximate probabilistic relation, which is the main key for providing the safety guarantees. To reach a compromise between safety and functionality, we utilized a history-based supervisor which checks the input provided by the unverified controller based on the history paths at runtime. The main idea for this checking was to estimate the probability of violating the desired safety specification assuming the input from the unverified controller is accepted, and compare this estimation with the maximal tolerable probability of violation. Finally, we applied our proposed architecture to two case studies. Extending the proposed methods to those systems modeled as partially observable Markov decision processes (POMDPs) is under investigation as a future work.
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To show Theorem 3.15 and Theorem 3.17, we first need to define the $n$-steps reachable state set of DFA as follows.
Definition A.1. (n-steps Reachable State Set) Given a gMDP $\mathcal{D} = (X, U, x_0, T, Y, h)$ and a DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$ with a labelling function $L : Y \to \Pi$, an n-step reachable state set $\bar{Q}_n(x_0)$ of $\mathcal{A}$ is recursively defined as

$$\bar{Q}_0(x_0) = \left\{ q \in Q \mid q = \tau(q_0, L \circ h(x_0)) \right\},$$

$$\bar{Q}_n(x_0) = \left\{ q \in Q \mid \exists q' \in \bar{Q}_{n-1}(x_0), \sigma \in \Pi \text{ s.t. } q = \tau(q', \sigma) \right\},$$

with $n \in \mathbb{N}_{>0}$.

We also need the following lemma for the proof.

Lemma A.2. Consider a gMDP $\mathcal{D} = (X, U, x_0, T, Y, h)$ and its finite abstraction $\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{x}_0, \hat{T}, \hat{Y}, \hat{h})$ with $\hat{D} \preceq \mathcal{D}$, and a DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$ that characterizes the desired safety specification. Given a Markov policy $\rho = (\rho_0, \rho_1, \ldots, \rho_{H-1})$ over the product gMDP $\hat{\mathcal{D}} \otimes \mathcal{A}$ within the time horizon $[0, H]$, one has

$$1 - V^\rho_{n+1}(\hat{x}, q) = (1 - \delta) \sum_{\hat{x} \in X'_n(q)} \left( 1 - V^\rho_n(\hat{x}, q(\hat{x})) \right) \hat{T}(\hat{x} \mid \hat{x}, \hat{u}) + \delta,$$

and

$$1 - V^\rho_{n+1}(\hat{x}, q) = (1 - \delta) \sum_{\hat{x} \in X'_n(q)} \left( 1 - V^\rho_n(\hat{x}, \bar{q}(\hat{x})) \right) \hat{T}(\hat{x} \mid \hat{x}, \bar{u}),$$

with $q \notin F$, $\bar{u} = \rho_{H-n-1}(\hat{x}, q)$, $\bar{V}^\rho_{n+1}(\hat{x}, q)$ as in (3.3), $q$ as in (3.6), $X'_n(q)$ as in (3.13), $V^\rho_{n+1}(\hat{x}, q)$ as in (3.13), $\bar{q}$ as in (3.14), and $X'_n(q)$ as in (3.30).

The proof of Lemmas A.2 can readily be derived based on (3.5), (3.6), (3.13) and (3.14). Now, we are ready to show the results of both theorems.

Proof of Theorem 3.15 For the sake of clarity of the proof, we define

$$f(\hat{x}(k), q(k)) = 1 - \sum_{\hat{x}(k+1) \in \hat{X}} \hat{V}^*_H(\hat{x}(k+1), q^*(\hat{x}(k+1), q(k))) \hat{T}(\hat{x}(k+1) \mid \hat{x}(k), \hat{u}(k)),$$

for $k \in [0, H - 1]$ with $\hat{V}^*_H(k-1)$ as in (3.11), $q^*$ as in (3.12), and $\hat{u}(k) = \rho^*_k(\hat{x}(k), q(k))$, and

$$g(\hat{x}(z-1), q(z-1)) = \hat{T}(\hat{x}(z) \mid \hat{x}(z-1), q(z-1)),$$

for $z \in [0, k]$. First, consider an initial state $(\hat{x}_0, \bar{q}_0)$. By expanding out $\hat{V}^\rho_H(\hat{x}_0, \bar{q}_0)$ up to the time instant $k \in [0, H - 1]$ with the help of (A.1), we have $1 - \hat{V}^\rho_H(\hat{x}_0, \bar{q}_0) = \theta_1(k) + \theta_2(k)$, with

$$\theta_1(k) = (1 - \delta)^{k+1} \sum_{\hat{x}(1) \in X'_1(q(0))} \sum_{\hat{x}(2) \in X'_2(q(1))} \cdots \sum_{\hat{x}(k-1) \in X'_{k-1}(q(k-2))} \sum_{\hat{x}(k) \in X'_k(q(k-1))} f(\hat{x}(k), q(k)) \times g(\hat{x}(k-1), q(k-1)) g(\hat{x}(k-2), q(k-2)) \cdots g(\hat{x}(1), q(1)) g(\hat{x}(0), q(0)),$$

and

$$\theta_2(k) = \delta \left( 1 + (1 - \delta) \left( \sum_{\hat{x}(1) \in X'_1(q(0))} q(\hat{x}(0), q(0)) \right) + (1 - \delta)^2 \left( \sum_{\hat{x}(1) \in X'_1(q(0))} \sum_{\hat{x}(2) \in X'_2(q(1))} q(\hat{x}(1), q(1)) \right) \times g(\hat{x}(0), q(0)) \right) + \ldots + (1 - \delta)^k \left( \sum_{\hat{x}(1) \in X'_1(q(0))} \sum_{\hat{x}(2) \in X'_2(q(1))} \cdots \sum_{\hat{x}(k-1) \in X'_{k-1}(q(k-2))} \sum_{\hat{x}(k) \in X'_k(q(k-1))} g(\hat{x}(k-1), q(k-1)) g(\hat{x}(k-2), q(k-2)) \cdots g(\hat{x}(1), q(1)) g(\hat{x}(0), q(0)) \right) \right).$$
Let us choose $\hat{x}^*(k) := \arg \max_{\hat{x}(k) \in X^*_k(q(k-1))} f(\hat{x}(k), q(k))$ with $q(k-1) \in \hat{Q}_{k-1}(x_0), \hat{X}^*_k(q(k-1))$ as in [3.26], and $q^*(k) = g(q(k-1), \hat{x}^*(k))$ with $g$ as in (3.6). Then, we have
\[
\sum_{\hat{x}(k) \in \hat{X}^*_k(q(k-1))} f(\hat{x}(k), q(k))g(\hat{x}(k-1), q(k-1)) \leq f(\hat{x}^*(k), q^*(k))\sum_{\hat{x}(k) \in \hat{X}^*_k(q(k-1))} g(\hat{x}(k-1), q(k-1)).
\]
Thus, proceed from (A.3), we have
\[
\theta_1(k) \leq (1 - \delta)^{k+1}\sum_{\hat{x}(1) \in X^*_1(q(0))} \left( \sum_{\hat{x}(2) \in \hat{X}^*_1(q(1))} \left( \ldots \left( \sum_{\hat{x}(k-1) \in \hat{X}^*_1(q(k-2))} \sum_{\hat{x}(k) \in \hat{X}^*_1(q(k-1))} g(\hat{x}(k-1), q(k-1)) \right) \ldots \right) g(\hat{x}(1), q(1)) \right) g(\hat{x}(0), q(0)) f(\hat{x}^*(k), q^*(k)).
\]  
Next, let us select
\[
\hat{x}^*(k-1) = \arg \max_{\hat{x}(k-1) \in \hat{X}^*_1(q(k-2))} \sum_{\hat{x}(k) \in \hat{X}^*_1(q(k-1))} g(\hat{x}(k-1), q(k-1)),
\] 
with $q(k-2) \in \hat{Q}_{k-2}(x_0)$, and
\[
q^*(k-1) = g(q(k-2), \hat{x}^*(k-1)),
\] 
with $g$ as in (3.6). With (A.6) and (A.7), we have
\[
\sum_{\hat{x}(k-1) \in \hat{X}^*_1(q(k-2))} \left( \sum_{\hat{x}(k) \in \hat{X}^*_1(q(k-1))} g(\hat{x}(k-1), q(k-1)) \right) g(\hat{x}(2), q(k-2)) \leq \left( \sum_{\hat{x}(k) \in \hat{X}^*_1(q^*(k-1))} g(\hat{x}^*(k-1), q^*(k-1)) \right) \sum_{\hat{x}(k) \in \hat{X}^*_1(q(k-2))} g(\hat{x}(k-2), q(k-2)).
\]
Therefore, from (A.5), we have
\[
\theta_1(k) \leq (1 - \delta)^{k+1}\sum_{\hat{x}(1) \in X^*_1(q(0))} \left( \sum_{\hat{x}(2) \in \hat{X}^*_1(q(1))} \left( \ldots \left( \sum_{\hat{x}(k-1) \in \hat{X}^*_1(q(k-2))} \sum_{\hat{x}(k) \in \hat{X}^*_1(q(k-1))} g(\hat{x}(k-1), q(k-1)) \right) \ldots \right) g(\hat{x}(1), q(1)) \right) g(\hat{x}(0), q(0)) f(\hat{x}^*(k), q^*(k)) \left( \sum_{\hat{x}(k) \in \hat{X}^*_1(q^*(k-1))} g(\hat{x}^*(k-1), q^*(k-1)) \right)
\]
For all $z \in [2, k - 1]$, one can choose $x^*(z - 1)$ similar to (A.6) and $q^*(z - 1)$ analogously to (A.7). Then, we have
\[
\sum_{\hat{x}(z-1) \in \hat{X}^*_1(q(z-2))} \left( \sum_{\hat{x}(z) \in \hat{X}^*_1(q(z-1))} g(\hat{x}(z-1), q(z-1)) \right) g(\hat{x}(z-2), q(z-2)) \leq \left( \sum_{\hat{x}(z) \in \hat{X}^*_1(q^*(z-1))} g(\hat{x}^*(z-1), q^*(z-1)) \right) \sum_{\hat{x}(z) \in \hat{X}^*_1(q(z-2))} g(\hat{x}(z-2), q(z-2)).
\]
Therefore, continuing from (A.8) with (A.9) for all $z \in [2, k - 1]$, we have
\[
\theta_1(k) \leq (1 - \delta)^{k+1}\left( \sum_{\hat{x}(1) \in X^*_1(q(0))} g(\hat{x}(0), q(0)) \right) \prod_{z=2}^{k} \left( \sum_{\hat{x}(z) \in \hat{X}^*_1(q^*(z-1))} g(\hat{x}^*(z-1), q^*(z-1)) \right) f(\hat{x}^*(k), q^*(k)).
\]
Similar to the idea of going from (A.5) to (A.10) with $x^*(z - 1)$ and $q^*(z - 1)$ for all $z \in [2, k - 1]$, starting from (A.4), we have
\[
\theta_2(k) \leq \delta \left( 1 + (1 - \delta) \left( \sum_{\hat{x}(1) \in X^*_1(q(0))} g(\hat{x}(0), q(0)) \right) \prod_{z=1}^{k} \left( \sum_{\hat{x}(z) \in \hat{X}^*_1(q^*(z-1))} g(\hat{x}^*(z-1), q^*(z-1)) \right) \right) + \ldots + (1 - \delta)^k \left( \sum_{\hat{x}(1) \in X^*_1(q(0))} g(\hat{x}(0), q(0)) \right) \prod_{z=k}^{\hat{x}(z) \in \hat{X}^*_1(q^*(z-1))} g(\hat{x}(z-1), q(z-1))
\]
Finally, combining (A.10) and (A.11), we have

\[ 1 - \tilde{V}'_H(\hat{x}_0, \tilde{q}_0) \leq (1 - \delta)^{k+1} \left( \sum_{\tilde{x}(1) \in \tilde{X}'_\varepsilon(q(0))} \left( \sum_{\tilde{x}(z) \in \tilde{X}'_\varepsilon(q(z-1))} \sum_{\tilde{x}(z+1) \in \tilde{X}'_\varepsilon(q(z+1))} g(\hat{x}(z), q(z)) \right) f(\hat{x}^*(k), q^*(k)) \right. \\
+ \left. \delta \left( 1 + \sum_{j=1}^{k} (1 - \delta)^j \sum_{\tilde{x}(1) \in \tilde{X}'_\varepsilon(q(0))} \prod_{j=1}^{j} \left( \sum_{\tilde{x}(z) \in \tilde{X}'_\varepsilon(q(z-1))} g(\hat{x}(z), q(z)) \right) \right) \right) \]

Note that \( \tilde{\omega}_k^j = (\hat{x}(0), q(0), \rho_0(\hat{x}(0), q(0)), \hat{x}^*(1), q^*(1), \rho_1(\hat{x}^*(1), q^*(1)), \ldots, \hat{x}^*(k), q^*(k)) \) is one of the history paths as in Definition 3.13 up to the time instant \( k \). By applying the history-based supervisor as in Definition 3.14, one can ensure that for an arbitrary path \( \tilde{\omega}_k \), one has

\[ (1 - \delta)^{k+1} \left( \sum_{\tilde{x}(1) \in \tilde{X}_\varepsilon}(\tilde{x}(0), \tilde{x}(1)) \sum_{\tilde{x}(z) \in \tilde{X}_\varepsilon(q(z-1))} g(\tilde{x}(z), q(z)) \right) f(\tilde{x}^*(k), q^*(k)) \]

Therefore, we have \( \tilde{V}'_H(\hat{x}_0, \tilde{q}_0) \geq 1 - \eta \) with the supervisor as in Definition 3.14. According to Theorem 3.8, one has \( \mathbb{P}_{\tilde{C}_\varepsilon \times \tilde{D}} \{ \tilde{z}_k \leq H, y_{\tilde{u}_k} = A \} \geq \tilde{V}'_H(\hat{x}_0, \tilde{q}_0) \) so that \( \mathbb{P}_{\tilde{D}} \{ y_{\tilde{u}_k} = A \} \geq 1 - \eta \), which completes the proof.

**Proof of Theorem 3.17**

For the sake of clarity of the proof, we define

\[ r(\hat{x}(k), q(k)) = 1 - \sum_{\tilde{x}(1) \in \tilde{X}} \sum_{\tilde{x}(z) \in \tilde{X}} \left( \sum_{\tilde{x}(z+1) \in \tilde{X}} g(\hat{x}(z), q(z)) \right) \]

for \( k \in [0, H-1] \) with \( \tilde{V}'_{H-k-1} \) as in (3.14), \( q^* \) as in (3.18), and \( \tilde{u}(k) = \rho'_k(\hat{x}(k), q(k)) \), and

\[ g(\hat{x}(z-1), q(z-1)) = \tilde{T}(\hat{x}(z) \mid \hat{x}(z-1), \rho'_{z-1}(\hat{x}(z-1), q(z-1))) \]

for \( z \in [0, k] \). Consider an initial state \((\hat{x}_0, \tilde{q}_0)\). Then, with the help of (A.2), we expand out \( \tilde{V}'_H(\hat{x}_0, \tilde{q}_0) \) up to the time instant \( k \in [0, H-1] \) as

\[ 1 - \tilde{V}'_H(\hat{x}_0, \tilde{q}_0) = (1 - \delta)^{k+1} \sum_{\tilde{x}(1) \in \tilde{X}} \sum_{\tilde{x}(z) \in \tilde{X}} \left( \sum_{\tilde{x}(z+1) \in \tilde{X}} \sum_{\tilde{x}(z+2) \in \tilde{X}} \sum_{\tilde{x}(z+3) \in \tilde{X}} \ldots \sum_{\tilde{x}(z+k-1) \in \tilde{X}} \sum_{\tilde{x}(z+k) \in \tilde{X}} g(\hat{x}(z), q(z)) \right) \]

Let us select \( \hat{x}_*(k) := \arg \min_{\tilde{x}(k) \in \tilde{X}'_\varepsilon(q(k-1))} r(\hat{x}(k), q(k)) \) with \( q(k-1) \in \tilde{Q}_{k-1}(x_0), \tilde{X}'_\varepsilon(q(k-1)) \) as in (3.30), and \( q_k(k-1) = \tilde{q}(q(k-1), \hat{x}_*(k)) \) with \( \tilde{q} \) as in (3.14). Then, we have

\[ \sum_{\tilde{x}(k) \in \tilde{X}'_\varepsilon(q(k-1))} g(\hat{x}(k-1), q(k-1)) \geq r(\hat{x}_*(k), q_k(k-1)) \sum_{\tilde{x}(k) \in \tilde{X}'_\varepsilon(q(k-1))} g(\hat{x}(k-1), q(k-1)) \]

Therefore, from (A.12), we have

\[ 1 - \tilde{V}'_H(\hat{x}_0, \tilde{q}_0) \geq (1 - \delta)^{k+1} \sum_{\tilde{x}(1) \in \tilde{X}} \sum_{\tilde{x}(z) \in \tilde{X}} \left( \sum_{\tilde{x}(z+1) \in \tilde{X}} \sum_{\tilde{x}(z+2) \in \tilde{X}} \sum_{\tilde{x}(z+3) \in \tilde{X}} \ldots \sum_{\tilde{x}(z+k-1) \in \tilde{X}} \sum_{\tilde{x}(z+k) \in \tilde{X}} g(\hat{x}(z), q(z)) \right) \]

Next, let us select

\[ \hat{x}_*(k-1) = \arg \min_{\tilde{x}(k-1) \in \tilde{X}'_\varepsilon(q(k-2))} \sum_{\tilde{x}(k) \in \tilde{X}'_\varepsilon(q(k-1))} g(\hat{x}(k-1), q(k-1)), \]

with \( q(k-2) \in \tilde{Q}_{k-2}(x_0) \), and

\[ q_k(k-1) = \tilde{q}(q(k-2), \hat{x}_*(k-1)), \]
with \( q \) as in (3.14). Then, one has
\[
    \sum_{\hat{x}(k-1) \in X'_{x,\omega}(q(k-2))} \left( \sum_{\hat{x}(k) \in X'_{x,\omega}(q(k-1))} g(\hat{x}(k-1), q(k-1)) \right) g(\hat{x}(k-2), q(k-2)) \\
\geq \left( \sum_{\hat{x}(k) \in X'_{x,\omega}(q(k-1))} g(\hat{x}(k-1), q(k-1)) \right) \sum_{\hat{x}(k) \in X'_{x,\omega}(q(k-2))} g(\hat{x}(k-2), q(k-2)).
\]
Thus, proceed from (A.13), we have
\[
    1 - \mathcal{V}^H_{\omega}(\hat{x}_0, \hat{q}_0) \geq (1 - \delta)^{k+1} \sum_{\hat{x}(1) \in X'_{x,\omega}(q(0))} \left( \sum_{\hat{x}(2) \in X'_{x,\omega}(q(1))} \left( \cdots \sum_{\hat{x}(k-1) \in X'_{x,\omega}(q(k-2))} g(\hat{x}(k-1), q(k-1)) \right) g(\hat{x}(k-2), q(k-2)) \right) \\
\times g(\hat{x}(1), q(1)) \sum_{\hat{x}(k) \in X'_{x,\omega}(q(k-1))} g(\hat{x}(k-1), q(k-1)) \right) r(\hat{x}(k), q(k)). \tag{A.16}
\]
For all \( z \in [2, k-1] \), we can select \( x_*(z-1) \) similar to (A.14) and \( q_*(z-1) \) similar to (A.15). Accordingly, we have
\[
    \sum_{\hat{x}(z-1) \in X'_{x,\omega}(q(z-1))} \left( \sum_{\hat{x}(z) \in X'_{x,\omega}(q(z-1))} g(\hat{x}(z-1), q(z-1)) \right) g(\hat{x}(z-2), q(z-2)) \\
\geq \left( \sum_{\hat{x}(z) \in X'_{x,\omega}(q(z-1))} g(\hat{x}(z-1), q(z-1)) \right) \sum_{\hat{x}(z) \in X'_{x,\omega}(q(z-2))} g(\hat{x}(z-2), q(z-2)). \tag{A.17}
\]
Then, with (A.17) for all \( z \in [2, k-1] \) and (A.16), we have
\[
    1 - \mathcal{V}^H_{\omega}(\hat{x}_0, \hat{q}_0) \geq (1 - \delta)^{k+1} \left( \sum_{\hat{x}(1) \in X'_{x,\omega}(q(0))} g(\hat{x}(0), q(0)) \right) \prod_{z=2}^{k} \left( \sum_{\hat{x}(z) \in X'_{x,\omega}(q(z-1))} g(\hat{x}(z-1), q(z-1)) \right) r(\hat{x}(k), q(k)).
\]
Note that \( \bar{\omega}_k^* = (\hat{x}(0), q(0), \rho_0(\hat{x}(0), q(0)), \hat{x}_*(1), q_*(1), \rho_1(\hat{x}_*(1), q_*(1)) \ldots \hat{x}_*(k), q_*(k)) \) is one of history paths as in Definition 3.13 up to the time instant \( k \), and the history-based supervisor as in Definition 3.16 ensures that for all history paths \( \bar{\omega}_k \), we have
\[
    (1 - \delta)^{k+1} \prod_{z=1}^{k} \left( \sum_{\bar{\omega}_{zk}(z) \in X'_{x,\omega}(\bar{\omega}_{zk}(z-1))} g(\bar{\omega}_{zk}(z-1), \bar{\omega}_{qk}(z-1)) \right) r(\bar{\omega}_{zk}(k), \bar{\omega}_{qk}(k)) \geq 1 - \eta.
\]
Therefore, we have \( \mathcal{V}^H_{\omega}(\hat{x}_0, \hat{q}_0) \geq \eta \) when applying the supervisor as in Definition 3.16. According to Theorem 3.10, one has \( P_{\mathcal{C}_\mu < D} \{ \exists k \leq H, y_{\omega_k} \models A \} \leq \mathcal{V}^H_{\omega}(\hat{x}_0, \hat{q}_0) \) so that \( P_{D} \{ y_{\omega_H} \models A \} \leq \eta \), which completes the proof.
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