In this paper, we present various systems submitted by our team *problemConquero* for SemEval-2020 Shared Task 12 “Multilingual Offensive Language Identification in Social Media”. We participated in all the three sub-tasks of OffensEval-2020, and our final submissions during the evaluation phase included transformer-based approaches and a soft label-based approach. BERT based fine-tuned models were submitted for each language of sub-task A (offensive tweet identification). RoBERTa based fine-tuned model for sub-task B (automatic categorization of offense types) was submitted. We submitted two models for sub-task C (offense target identification), one using soft labels and the other using BERT based fine-tuned model. Our ranks for sub-task A were Greek-19 out of 37, Turkish-22 out of 46, Danish-26 out of 39, Arabic-39 out of 53, and English-20 out of 85. We achieved a rank of 28 out of 43 for sub-task B. Our best rank for sub-task C was 20 out of 39 using BERT based fine-tuned model.

1 Introduction

There has been a rise in the use of offensive language on social media platforms. This discourages effective communication, which comes as a drawback against the goal of social media platforms. Hence a need to address the problem of offensive language identification arises. There has been an increasing awareness in communities to filter and moderate tweets. As huge number of users are online, it is difficult to manually moderate each and every content; hence the need for automation arises. As people from different regions, ethnicity interact with each other on online platforms, the detection of multilingual offensive language has become increasingly important. During the training phase of the competition, we started with various machine learning models and proceeded with the model in the evaluation phase, which gave us the highest macro F1 score on the development set. In this paper, we first describe the existing work that has been done for offensive language detection, our proposed approaches, and the results that we obtained. The implementation for our system is made available via Github.^

2 Problem Definition

OffensEval-2020 (Zampieri et al., 2020) consisted of 3 sub-tasks.

1. Sub-task A was to classify a tweet as offensive (OFF) or not offensive (NOT). Sub-task A was carried out in five languages: English, Danish, Greek, Turkish, and Arabic.

2. Sub-task B was a classification problem that categorized offensive labeled tweet as targeted (insult or threat) or non-targeted (swear words).

3. Sub-task C was a multi-classification problem that classified the targeted offensive tweet as individual (IND), group (GRP) or others (OTH).

---

* Authors equally contributed to this work.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: [http://creativecommons.org/licenses/by/4.0/](http://creativecommons.org/licenses/by/4.0/).

1[https://github.com/karishmaslaud/OffensEval](https://github.com/karishmaslaud/OffensEval)
3 Related Work

Offensive language detection has been studied at various levels of granularity in the form of abusive language detection (Waseem et al., 2017), hate speech detection (Schmidt and Wiegand, 2017; Kshirsagar et al., 2018) and cyberbullying (Huang et al., 2018). API’s like Perspective\(^2\) have been developed to detect content toxicity using machine learning models. Various deep learning and ensemble methods have been proposed (Pitsilis et al., 2018) to detect abusive content online. Sentiment based approaches (Brassard-Gourdeau and Khoury, 2019) have also been used to detect toxicity.

Besides English, there have been various contributions to the detection of offensive content in other languages. For Greek, Pavlopoulos et al. (2017) describe an RNN based attention model trained on the Gazetta dataset for user content moderation. Sigurbergsson and Derczynski (2019) discuss implementation of Logistic Regression, Learned-BiLSTM, Fast-BiLSTM and AUX-Fast-BiLSTM models for Danish. For Arabic, an approach based on convolution neural network and bidirectional LSTM has been proposed (Mohauouchane et al., 2019). Abozinadah and Jones Jr (2017) use a statistical approach for detecting abusive user accounts. Alakrot et al. (2018) use an SVM classifier with n-gram features. For Turkish, Özel et al. (2017) use Naïve Bayes Multinomial, kNN classifier and SVM classifier to detect cyberbullying in which the author used both emoticons and words in the text message as features. Data collection techniques and classical methods in Greek for offensive language have been discussed in Pitenis (2019).

4 Corpus Description

For OffensEval 2020, datasets were provided by the competition organizers. For sub-task A: data was provided in the form of tweets and their corresponding labels (OFF and NOT) for Arabic (Mubarak et al., 2020), Danish (Sigurbergsson and Derczynski, 2020), Turkish (Çöltekin, 2020), and Greek (Pitenis et al., 2020) languages. For the task on the English Language (Rosenthal et al., 2020), for all the three sub-tasks A, B, and C, the data was provided in the form of tweets with their corresponding mean and standard deviation values. The mean and standard deviation scores were confidence measures obtained by semi-supervised learning methods. For sub-task A, the mean score was given to how offensive a tweet was, a higher value indicating a more offensive tweet. For sub-task B, the mean score was given to how close the tweet was to being an untargeted insult (UNT) or how far the tweet was to being a targeted insult (TIN). For sub-task C, a mean score was provided for all the labels “IND”, “GRP”, and “OTH” with a higher value indicating that the tweet belonged to the given category.

Multilingual datasets provided to us were unbalanced as follows: Danish consisted of approximately 13% offensive tweets and 87 percent, not offensive tweets. Similarly, Arabic (20%: “OFF”), Turkish (19%: “OFF”), and Greek (28%: “OFF”) training datasets showed a similar ratio imbalance between “OFF” and “NOT” labeled tweets. We also made use of the OLID (Zampieri et al., 2019a) dataset provided in OffensEval 2019 (Zampieri et al., 2019b), which consisted of the English language tweets and their corresponding labels for sub-tasks A, B, and C conducted in OffensEval 2019. We used this as a validation dataset for sub-task A and error analysis in sub-tasks B and C. During the post-evaluation phase of the competition the organizers also released gold labels, which were actual test labels corresponding to the dataset against which we were evaluated for in the competition.

5 Sub-task A

5.1 Preprocessing

We tried various preprocessing techniques but went with those that gave us the best F1 score on the development set (validation set). Emoji replacement as a preprocessing technique, as suggested by Liu et al. (2019a) in OffensEval 2019, was used for Greek, Arabic, Turkish in sub-task A. We replaced emojis with their corresponding meaning using the emoji library\(^3\) (Liu et al., 2019a). Sentences were preprocessed before passing as input to the BERT model. For Greek, stop words and punctuation were removed by
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\(^2\)\url{https://www.perspectiveapi.com}

\(^3\)\url{https://github.com/carpedm20/emoji}
preprocessing with Spacy\(^4\). For Arabic and Turkish consecutive duplicate words like “@USER @USER” were reduced to a single word “@USER”.

5.2 Pre-evaluation Phase
During the pre-evaluation phase, we implemented different classical models for Greek and Danish. For Greek and Danish language, we implemented SVM, Logistic Regression, XGBoost, and Random Forest models. We also implemented kNN for Danish.

5.3 BERT Model
BERT (Devlin et al., 2018) stands for Bidirectional Encoder Representations from Transformers released by Google AI\(^5\). BERT is a Masked Language Model that jointly conditions on both the left and right context in all the layers of the transformer and hence learns deep bidirectional representations. For sub-task A, English language competition mean scores were mapped to hard labels “NOT” and “OFF”. The text data having a mean score greater than 0.5 was labeled as “OFF”. We used the BERT-Base Uncased model with a linear classifier for classifying a tweet as offensive or not offensive. The model was trained using Adam optimizer (Kingma and Ba, 2015) with weight decay and learning rate of 2e-5. We used a maximum sentence length of 64. We trained the model using an 80:20 training-validation split.

5.4 Multilingual BERT Model
BERT-Base, Multilingual Cased, is a 12 layer model trained on 104 languages. We used BERT-Base, Multilingual Cased models for Greek, Danish, Turkish, and Arabic language. For Greek, after preprocessing, we did BERT tokenization and obtained the maximum number of tokens across all the training sentences. We used this information for the truncation of sentences during training and testing. We used a maximum sentence length of 64 for Danish, Arabic and Turkish. We implemented a fine-tuned Multilingual Cased BERT-Base model with linear classifier using Adam optimizer with weight decay (L2 regularization) and a learning rate of 2e-5.

5.5 Data Augmentation Techniques
In the post-evaluation phase, we translated OLID datasets containing 4400 “OFF” labeled tweets to Greek and Danish respectively using Google cloud translate\(^6\) to increase the percentage of “OFF” tweets in Greek and Danish. The translated datasets are made available via our GitHub repository.

6 Sub-task B
6.1 Preprocessing
We gave data to the BERT model with and without preprocessing, but as we were getting better results without preprocessing of text sentences, we went ahead with that. We converted the mean probability scores to hard labels “TIN” and “UNT” depending on whichever score was maximum. If the mean score was greater than or equal to 0.5, the hard label was “UNT” else “TIN” was assigned. After using the above method out of (188975) soft labeled tweets given for sub-task B, we got approximately 20% of the tweets classified as “UNT” and 0.80% as “TIN”. We then classified the processed data with the fine-tuned RoBERTa (Liu et al., 2019b) model.

6.2 RoBERTa
RoBERTa uses a robustly optimized BERT pre-training approach. It is pre-trained with dynamically masking full sentences without the next sentence prediction loss and has a larger byte-level Byte-Pair Encoding. We passed the raw tweets without preprocessing as input to the RoBERTa model. We trained RoBERTa embedding based fine-tuned model with a linear classifier using Adam optimizer (with weight decay) and a learning rate of 3e-5. We considered the maximum sentence length of 64.

\(^4\)https://spacy.io  
\(^5\)https://github.com/google-research/bert  
\(^6\)https://cloud.google.com/translate/docs
7 Sub-task C

7.1 Preprocessing

We used two approaches for sub-task C: BERT and Soft label based approach. For the BERT model, we didn’t apply any preprocessing to the given text sentences as our tried combination of preprocessing techniques wasn’t working out well while calculating the F1 score on the validation dataset. For the soft labels model, we replaced consecutive duplicate words with a single occurrence of the same word and removed stopwords and punctuation before giving data to the model. Data is provided in form of soft labels and the mean scores that add up to 1.

7.2 BERT

We gave the data to the BERT model without applying any preprocessing. In this approach, we converted the soft labels to hard labels. The mean score given in the form of probability for the three labels was converted to “IND”, “GRP”, or “OTH” depending on which label score was maximum. After using the above method out of 188,973 soft label tweets given for sub-task C, we got approximately 80.7% of the tweets classified as “IND”, 13.2% as “GRP”, and 0.61% as “OTH”. The given data was classified using a fine-tuned BERT model. We trained the BERT model on the entire converted training dataset and used OLID as the validation dataset. The competition organizers provided an all “IND” baseline dataset during the test phase, which contained the ID of the tweet and all the labels as “IND”. We measured our model’s performance on both datasets.

7.3 Soft label

We used an LSTM (Hochreiter and Schmidhuber, 1997) based approach in which the loss function used the soft labels. Categorical cross-entropy loss is given by \[-\sum_{i=1}^{N}(p_i)\log(q_i),\] where \(p_i\) is the mean score of the label and \(q_i\) is the softmax score calculated for each class via the LSTM, at the end of the every training iteration.

8 Experiments and Results

8.1 Pre-Evaluation Phase Results

The following experiments were conducted during the pre-evaluation phase. For multilingual models, we divided the training data in 80:20 training-validation split, and a batch size of 32 was used. BERT based models were implemented using Pytorch (Paszke et al., 2019) and Huggingface\(^7\) Transformers (Wolf et al., 2019) and we have fine-tuned the BERT models using McCormick and Ryan (2019). For BERT and RoBERTa models, the F1 scores calculated for both pre and post evaluation phases is the average of the F1 scores obtained across batches for a given epoch. Similarly, for BERT and RoBERTa models, the accuracy score calculated is the average of the accuracy scores across batches for a given epoch.

**Greek:BERT** We selected the final BERT model via early stopping, which happened around 4 epochs. We used a weight decay factor of 0.01 for non-bias and non-normalization layers while fine-tuning the BERT model. We used Adam optimizer with weight decay and a learning rate of 2e-5. We also tried using the average sentence length across the corpus, but it did not lead to improvements in the F1 score hence we went with maximum sentence length. Results for sub-task A: Greek language for both BERT and classical methods based on the validation dataset are presented in Table 1.

**Greek and Danish Classical Methods** We used Scikit-learn (Pedregosa et al., 2011) toolkit for implementation. XGBoost(Chen and Guestrin, 2016) was implemented using the xgboost library\(^8\). For Greek and Danish, the data was slightly biased because the Greek and the Danish datasets contained 72 percent and 87 percent, not offensive tweets, respectively. To counter this unbalance in data we used class weight = balanced\(^9\) while implementing SVM and Logistic Regression methods. For classical methods (SVM, KNN, XGBoost and Logistic Regression), tf-idf\(^10\) unigram based features were used. Results for
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\(^7\)https://github.com/huggingface/transformers/
\(^8\)https://github.com/dmlc/xgboost
\(^9\)https://scikit-learn.org/
\(^10\)https://en.wikipedia.org/wiki/tf-idf/
sub-task A: Danish language for both BERT and classical methods on the validation dataset are presented in Table 1.

**Danish, Arabic, Turkish:** For Arabic and Turkish, we used NLTK toolkit\(^{11}\) for tweet tokenization. We used an Adam optimizer with a learning rate of 2e-5 and weight decay optimizer for fine-tuning the BERT model. Result for sub-task A: Turkish language based on BERT fine-tuned model is presented in Table 2 and the result for sub-task A: Arabic language based on BERT based fine-tuned model is presented in Table 2.

| Method                  | F1 Score | Accuracy |
|-------------------------|----------|----------|
| English(Task A)         | Bert + Linear Layer | 0.82 | 0.90 |
| English(Task B)         | Roberta + Linear Layer | 0.85 | 0.91 |

Table 1: Accuracy and macro F1 results on the sub-task A: Greek and Danish based on validation set.

| Method                  | F1 Score | Accuracy |
|-------------------------|----------|----------|
| Turkish                 | Bert + Linear Layer | 0.75 | 0.86 |
| Arabic                  | Bert + Linear Layer | 0.82 | 0.90 |

Table 2: Accuracy and macro F1 results on the sub-task A: Turkish, Arabic, English and sub-task B based on validation set.

**Sub-task A: English** We trained the English data on approx 7,500,000 tweets out of the total soft label tweets given and used the OLID (Zampieri et al., 2019a) dataset to check F1 macro. As we had resource constraints, we trained 1,000,000 data tweets in one go using a batch size of 32 tweets. We continued this procedure till 7,500,000 tweets. Result is shown in Table 2.

**Sub-task B:** For the RoBERTa model, we trained the model for 2 epochs using 80:20 train-val split on the training data. We got the result on the validation set, as indicated in Table 2. Further training the model for 3 epochs reduced the F1 score on the validation set. Therefore, we selected the model that we obtained after 2 epochs as the final model. We also checked the F1 macro on OLID and an all “TIN” labeled testing baseline dataset, and we got the F1 macro score as mentioned in Table 3.

| Dataset     | F1 Score | Accuracy |
|-------------|----------|----------|
| All TIN Baseline | 0.466 | 0.875 |
| OLID        | 0.669 | 0.901 |

Table 3: Accuracy and macro F1 results on the sub-task B based on an all “TIN” baseline and OLID dataset.

**Sub-Task C:** Using BERT based approach, we trained the model for 2 epochs. Further increasing the number of epochs decreased the F1 score on the OLID dataset; hence we went for 2 epochs. The results are shown in Table 4.

| Dataset     | F1 Score | Accuracy |
|-------------|----------|----------|
| All IND Baseline | 0.337 | 0.765 |
| OLID        | 0.302 | 0.523 |

Table 4: Accuracy and macro F1 results on the sub-task C: BERT based on an all “IND” baseline and OLID dataset.

\(^{11}\)https://www.nltk.org
Sub-Task C: Soft Labels For the soft label based approach for sub-task C, the model was trained for 3 epochs using 90:10 train-val split. Model with best validation loss in the 3 epochs was used. We implemented the model using Keras (Chollet and others, 2018). We used one hot encoded vectors embedding with a dimension of 128 as input for the given LSTM model built using Li (2017). The LSTM model had a 1D Spatial Dropout (Tompson et al., 2014) of 0.2 before the LSTM and applied a dropout of 0.2 for the inputs of the LSTM and a recurrent dropout (Gal and Ghahramani, 2015) of 0.2. Results are shown in Table 5.

| Dataset                | F1 Score | Accuracy |
|------------------------|----------|----------|
| Development Set        | 0.63     | 0.755    |
| All IND Baseline       | 0.293    | 0.784    |

Table 5: Accuracy and macro F1 results on the sub-task C:Soft Labels approach based on development set and on an all “IND” baseline.

8.2 Evaluation Phase Results

Accuracy and macro F1 results on the official test set of OffenseEval 2020 are presented in Table 6.

| Sub-task | Language | F1 Score |
|----------|----------|----------|
| A        | Arabic   | 0.802    |
| A        | Danish   | 0.697    |
| A        | Greek    | 0.812    |
| A        | Turkish  | 0.755    |
| A        | English-Bert | 0.908 |
| B        | English-Roberta | 0.556 |
| C        | English-BERT    | 0.587    |
| C        | English-Soft Label | 0.557 |

Table 6: Accuracy and macro F1 results on all sub-tasks based on the test dataset as provided by the competition organizers.

8.3 Post-Evaluation Phase Results

Data Augmentation Results The F1 score on the test gold labels after data augmentation is presented in Table 7 for Greek and Danish languages. We augmented Greek and Danish training datasets with OLID “OFF” labeled tweets translated to Greek and Danish, respectively.

| Method          | BEST F1 Score | Accuracy |
|-----------------|---------------|----------|
| BERT+Linear Greek | 0.76         | 0.842    |
| BERT+Linear Danish | 0.724       | 0.878    |

Table 7: Accuracy and macro F1 results on sub-task A on the test gold labels:Greek and Danish language trained using augmented dataset.

9 Error Analysis

9.1 Quantitative Analysis

Data Augmentation For Greek and Danish (Section 8), the data augmentation techniques using the OLID data for Greek and Danish respectively dropped the F1 score on the test dataset for Greek and improved the F1 score for Danish. However, we are not making any claims as we are still working on improving the score on the BERT models, each trained on original and augmented data.

English Language

The confusion matrices for sub-tasks A, B, and C have been implemented using scikit-learn and the seaborn library (Waskom et al., 2017).

Sub-task A For the BERT model submitted for English sub-task A, the confusion matrix for the gold labels is as shown in Figure 1 (a). We also analyzed the tweets which were offensive but misclassified as not offensive for the gold labels dataset. Some of the tweets didn’t have an offensive tone but had
incorporated some form of offensive word\textsuperscript{12}. E.g.“D**n... it’s true. RIP Toni Morrison”. For some of the not offensive tweets that were misclassified as offensive, the tweets had a strong negative tone, but words used in it were not offensive. E.g. “One thing I hate most is a liar @elongated-nose-emoji”.

**Sub-task B** For the RoBERTa model implemented for sub-task B, the confusion matrix for gold labels is as shown in Figure 1 (b). We can see that the false-negative rate of “UNT” (untargeted insult) class was approximately 77\% of the total “UNT” labels for testing. This served as a major error contributor for the F1 score for sub-task B. For the gold labels, some of the targeted tweets which were misclassified as “UNT” but were “TIN” included text sentences that described the target’s behavior or situation in an offensive manner. E.g. “The man eats like a f******g animal,” or “R**e B**y what the f**k”. Also, many of the tweets misclassified as “UNT” by our model included the offensive word “s**t” used in various connotations. Some of the untargeted tweets that were misclassified as targeted included texts that were expressive of one’s feelings or opinions in an aggressive manner or self-criticizing or self-blaming texts. E.g. “I’m the reason why a lot of s**t is the way it is .” or “Looking back at old photos of me makes me physically sick like why was I allowed to be f*gly as h**l?? Who let me do that y’all fake as f**k”.

![Confusion Matrix for sub-task A:English](image1.png)

![Confusion Matrix for sub-task B on the gold labels dataset](image2.png)

**Sub-task C** The confusion matrix corresponding to the Gold dataset for the BERT model is shown in Figure 2 (a), and for the soft labels model is shown in Figure 2 (b). For BERT model, 33\% of the “GRP” labeled tweets got predicted as “IND” and for “OTH” hardly 16\% of the true labels got classified correctly. Similarly, for the soft labels model, 38\% of the “GRP” labeled tweets got predicted as “IND” and for “OTH” hardly 12.5\% of the true labels got classified correctly. Here the imbalance in the labeled tweets got propagated to prediction time with “GRP” and “OTH” labels getting miss-classified. We also analyzed tweets that were actually “IND” but misclassified using the BERT model as either “GRP” or “OTH” for

\textsuperscript{12}offensive words have been censored while analyzing texts
the gold labeled dataset. Some of the tweets seemed to have a plural entity, and an individual was either being insulted in the tweet due to these entities or the individual was being labeled as an offensive plural entity. E.g. “@USER @USER These children become miserable in your mouth, the truth is they are taken good care of by government.”. For the soft labels model, we analyzed the tweets with their true labels as “IND” but misclassified as “GRP” or “OTH”. Some of the tweets included the word “racist” or some forms of racism in the targeted insult for the individual.

10 Future Work

10.1 BERT Bidirectional LSTM

During the post-evaluation phase, for Greek, we are working on models that focus on the addition of deep learning models on top of the frozen BERT layer using Trevett and de Pablo (2017). By addition of Bidirectional GRU (Cho et al., 2014) on top of BERT layer we got an F1 score of 0.833. By the addition of Bidirectional LSTM (Bi-LSTM) on top of the BERT layer, we got an F1 score of 0.797. After concatenation of the last 4 hidden layers of BERT for both Bidirectional GRU (Bi-GRU) and Bi-LSTM models, the F1 score was 0.819 and 0.837, respectively. The results were obtained after training each model for a maximum of 10 epochs and storing the model with the largest F1 score among the 10 epochs. These results presented in Table 8 are based on the test gold labels, and the F1 and accuracy scores are obtained by averaging across batches in an epoch (Section 8). We are still in the process of tuning the hyperparameters for getting a stable output as we are experiencing a lot of deviation in our F1 scores. We have given the best F1 score obtained after the training of the model. We are also planning to take care of the deviation using an ensemble method with different dropout rates.

| Method                                | F1 Score | Accuracy |
|---------------------------------------|----------|----------|
| BERT+Bi-GRU                           | 0.833    | 0.906    |
| BERT+Bi-GRU+ BERT Hidden Layers Concatenated | 0.819    | 0.915    |
| BERT+Bi-LSTM                          | 0.797    | 0.883    |
| BERT+Bi-LSTM + BERT Hidden Layers Concatenated | 0.837    | 0.915    |

Table 8: Accuracy and macro F1 results on the sub-task A: Greek based on different techniques

10.2 Data Augmentation Techniques

We are planning on trying other data augmentation techniques in addition to the ones proposed. One of them considers using back translations (English to language X to English, Greek to language Y to Greek) as suggested by Aggarwal et al. (2019) in their paper for English sub-tasks for OffensEval 2019. We are planning to use these methods for sub-tasks A and C to improve the macro F1 score.

11 Conclusion

In this paper, we described the approaches that we used for sub-tasks A, B, and C. We used Transformer based approaches for all sub-tasks and a soft label LSTM based approach for sub-task C. We also described our future approaches based on BERT embedding with Bi-GRU and Bi-LSTM. We are planning to use the data augmentation techniques and try to improve the F1 score on the gold labels for each sub-task. We made use of google colab 13 while developing our project, and the notebooks are made available at our GitHub page.
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