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Abstract—Wind farm needs prediction models for predictive maintenance. There is a need to predict values of non-observable parameters beyond ranges reflected in available data. A prediction model developed for one machine may not perform well in another similar machine. This is usually due to lack of generalizability of data-driven models. To increase generalizability of predictive models, this research integrates the data mining with first-principle knowledge. Physics-based principles are combined with machine learning algorithms through feature engineering, strong rules and divide-and-conquer. The proposed synergy concept is illustrated with the wind turbine blade icing prediction and achieves significant prediction accuracy across different turbines. The proposed process is widely accepted by wind energy predictive maintenance practitioners because of its simplicity and efficiency. Furthermore, this paper demonstrates the importance of embedding physical principles within the machine learning process, and also highlight an important point that the need for more complex machine learning algorithms in industrial big data mining is often much less than it is in other applications, making it essential to incorporate physics and follow “Less is More” philosophy.

Index Terms—Industrial big data, machine learning, process engineering, physical principle, prediction model, wind turbine blade icing.

I. INTRODUCTION

Manufacturing becomes more and more intelligent with the development of Big Data, Cloud Computing, Internet of Things, and Artificial Intelligence [1]. Sensors are installed to collect data at all stages of production, such as material properties, temperatures and vibrations of equipments and customer characteristics [2], [3]. The digital manufacturing transformation has led to more sensors generating large volumes of data which can be mined for many purposes. For example, engineers can improve product quality, optimize existing processes, predict emerging failures based on historical data [4], [5].

How to build generalizable predictive models is one of the major challenges in machine learning research. Predictive models should be able to handle uncertainties and generalize before industrial deployment [1], [9]. Prediction models in industrial fields are often characterized as highly nonlinear and high-dimensional.

Generally speaking, there are two ways of building prediction models for complex industrial systems [10]. One is top-down approach. The other is bottom-up approach. Top-down approach usually refers to constructing models by existing knowledge, such as Newton’s laws, aerodynamics, chemical reactions and so on. Top-down approach is also known as white-box model, or mechanistic model which is explainable, understandable and generalizable. Mechanistic model usually can’t predict well in high-resolution because of “random noises” in reality. Sometimes engineers work with problems for which there is no simple or well-understood mechanistic model that explains the phenomenon. Pure physics-based model will fall short in practical industrial setting. For example, Betz law may tell you the exact relationship between wind speed and the energy captured by a wind turbine. But 100 hundred same-type wind turbines will show 100 hundred different power curves drawn from field data [11].

Bottom-up approach is usually related with data-driven methods. Models are derived from data by data mining or machine learning algorithms, which are sometimes called black boxes or empirical models [12], [13]. For example, artificial neural networks are used to predict gearbox failures. Deep learning algorithms are used to predict wind turbine blade breakage [14], [15]. Not like mechanistic model, data-driven empirical model may not generalize, but can make accurate predictions locally (somehow memorize the data you feed into the learning algorithm). As you can imagine, a stable production system maintains the controllable process variables, such as temperatures, as closely as possible to desired targets or set points. Because the controllable variables change so little, it may be difficult to assess their real impact on target response variables. On the other hand, in industrial scenario, data mining may involve a lot of data, but that data may contain relatively little useful information about the whole picture of the problem. Data is usually unbalanced because system runs in several steady states. Furthermore, some of the relevant data may be missing, there may be transcription or recording errors resulting in outliers, or data on other important factors may not have been collected and archived.

In reality, it happens to predict beyond specific conditions where data may be available. For these reasons, a purely data-driven prediction model won’t work.

Achieving generalizable predictive models for these complex systems requires a synergistic combination of data and physics-based knowledge [16], [17]. Learning from data through the lens of physical principle is a way to bring generalizability to an otherwise intractable prediction modeling problem. It is a way to integrate physical laws and domain
knowledge. So, one promising direction is hybrid modeling. But how to embed the knowledge into the modeling process is an open research question.

Although there are hundreds of different machine learning algorithms available to build predictive models, few algorithms are designed specifically for improving model generalizability. In other words, algorithms alone are hard-pressed to learn a generalizable predictive model. However, if machine learning is viewed as a production process and final products are predictive models, new research efforts could be focused on optimizing the learning process. By scrutinizing the process and fixing potential loopholes, it is possible to wringing every last drop of value from industrial big data [18]–[21].

Fig. 1. CRISP-DM process

Generally speaking, machine learning process can be divided into several parts: business understanding and data preparation, feature engineering, machine learning algorithm selection or parameter tuning, training, validation and testing, model deployment. Cross-Industry Standard Process for Data Mining (CRISP-DM) is a standard data mining process initiated in 1999, which is adopted by industry and academia for nearly 20 years with little innovation (Fig. 1). Recent research about data mining and machine learning for predictive modeling is usually focused on algorithms innovation, such as deep learning algorithms [15].

In existing literatures, predictive models are extracted from data by supervised learning algorithms. Generalizability is considered by choosing simpler models or increasing the data set size. Specific examples are early stopping or post-pruning of decision tree algorithms [12], [22]. In this paper, generalizability of predictive models is improved through process renovation. Just like ImageNet solved the image recognition accuracy problem not by creating new machine learning algorithms, but by growing high-quality labeled image database. Physical principle is embedded into the learning process and new sub-processes are created to improve the predictive model’s generalizability. Our contribution is not creating new machine learning algorithms, but enriching the traditional data mining process. Sub-processes are developed to integrate physical principles, such as generating useful features according to physical equations, dividing machine learning problem into sub-problems. Good features based on physical principles will significantly improve prediction model’s generalizability. Physical principles could guide us to divide the prediction model into several simpler sub-models, which could be learnt easily. This paper used real-world wind turbine blade icing prediction to validate the proposed new process.

This article is structured as follows: case study background and data description are presented in Section II. Methods and processes are introduced in Section III. Section IV and Section V describes the computational processes, experiments and competition results. Implications and limitations of the study are discussed in Section VI.

II. CASE STUDY BACKGROUND AND DATA DESCRIPTION

Case study of this paper is based on China Industrial Big Data Innovation Competition in 2017, which is the first authoritative national competition in the field of industrial big data under the guidance of Ministry of Industry and Information Technology. The competition’s goal is to help companies solve realistic industrial big data problems, improve the level of smart manufacturing. The competition problem is to build blade icing prediction model for Wind Turbines (WT) from historical Supervisory Control and Data Acquisition (SCADA) data. The authors participated in the competition and achieved the second place out of nearly 1500 teams. The competition is based on blind tests which has proven the effectiveness of our method.

Predictive maintenance and prognosis health management with SCADA data is the prevailing strategy adopted by wind farm operators [8], [23], [24]. Prediction model is the key technology for wind power industry [11], [25]. Wind turbine’s tower height is increasing with the rated power output [26]. In China northern coastal or mountainous areas, a large number of wind turbines will touch the lower clouds in winter, which is very easy to freeze in the low-temperature and humid environment. Blade icing is a great threat to wind power generation and safe operation. Experience shows that blade icing will change blade shape and undermine aerodynamic characteristics, resulting in the lower efficiency and unstable production [27]–[29]. Predicting blade icing is to compare a turbine’s SCADA power curve with the theoretic one. If the SCADA power curve is significantly lower than the theoretic one, alarm is triggered and wind turbine is shut down. However, this approach isn’t working well in reality. Alarm is usually triggered too late and large area icing is already formed on the blades. The blades will suffer high risk of breakage and may cause disastrous accidents. Thus, it is necessary to have an accurate blade icing prediction model so that the alarm can be triggered in the early stage of icing and de-icing system is turned on.

The competition organizer provided 6-month SCADA data of five wind turbines (named as WTs 8, 10, 14, 15, and 21). Each wind turbine has 28 variables such as wind speed, power
TABLE I
SCADA DATA SET VARIABLES (FEATURES)

| Variables                  | Description                      |
|----------------------------|----------------------------------|
| time                       | Time stamp                       |
| wind_speed                 | Wind speed                       |
| generator_speed            | Generator speed                  |
| power                      | Active power on network side     |
| wind_direction             | Opposite wind angle              |
| wind_direction_mean        | 25 seconds average wind direction|
| yaw_position               | Yaw position                     |
| yaw_speed                  | Yaw speed                        |
| pitch1_angle               | Blade 1 angle                    |
| pitch2_angle               | Blade 2 angle                    |
| pitch3_angle               | Blade 3 angle                    |
| pitch1_speed               | Blade 1 speed                    |
| pitch2_speed               | Blade 2 speed                    |
| pitch3_speed               | Blade 3 speed                    |
| pitch1_motor_tmp           | Pitch motor 1 temperature        |
| pitch2_motor_tmp           | Pitch motor 2 temperature        |
| pitch3_motor_tmp           | Pitch motor 3 temperature        |
| acc_x                      | X-direction acceleration         |
| acc_y                      | Y-direction acceleration         |
| environment_tmp            | Ambient temperature              |
| ing_temp                   | Cabin temperature                |
| pitch3暂时_angle         | Charger 1 temperature           |
| pitch3暫時_angle         | Charger 2 temperature           |
| pitch3時_angle          | Charger 3 temperature           |
| pitch3時_angle          | Current of charger 1            |
| pitch1時_angle          | Current of charger 2            |
| pitch2時_angle          | Current of charger 3            |
| group                      | Data grouping identification     |

TABLE II
DESCRIPTION OF COMPETITION DATASETS

| Wind turbine | Total observations | Icing observations | Sampling frequency (seconds) |
|--------------|--------------------|--------------------|------------------------------|
| 15           | 393886             | 23892              | 7,10                         |
| 21           | 190494             | 10638              | 7,10                         |
| 8            | 202328             | Not disclosed      | Not disclosed                |
| 10           | 174501             | Not disclosed      | Not disclosed                |
| 14           | 163732             | Not disclosed      | Not disclosed                |

III. DATA MINING PROCESS RENOVATION WITH PHYSICAL PRINCIPLE

"Less is More" philosophy and Occam’s Razor theorem tell us to choose simple yet accurate model for engineering applications [12], [30]. In order to build generalizable prediction model, it is necessary to renovate existing data mining process by utilizing physical principle (see Fig. 2, three highlighted sub-processes). Previous research has shown that feature engineering is one of the most important machine learning process. Applied and real-world machine learning is basically feature engineering [22], [31]. It is a perfect spot to embed physical principle into feature engineering.

For complex industrial big data mining, “Divide and Conquer” strategy is good at building more accurate and simpler prediction models. As most industrial systems are running in a set of different states, it is very reasonable to divide total training data into subsets according to these states. Then for each subset of training data, applying appropriate machine
learning algorithm to learn the prediction model. As a result, it is natural to use different prediction models for different states respectively, which will have a better prediction performance than building only one prediction model. Following the “Divide and Conquer” strategy, it is necessary to build separate blade icing prediction models for low wind speed and high wind speed scenarios. It is noteworthy that “Divide and Conquer” strategy may fail if there are not enough training samples as you try to partition the training data set into too many categories.

Sometimes observations of training data set can be well explained or predicted by physical principles. In such circumstances, there is no need to use machine learning algorithm for prediction. Physical principle can be transformed into a set of “IF...THEN...” rules. For example, IF outside temperature is above some number, THEN it is impossible to have icing problem. IF wind speed is above some value AND power is above some value, THEN there is no blade icing. These rules could be called strong rules. Strong-rule filtering is a necessary process before letting machine learn. Machine learning algorithms are focused on data points which are not well explained by physical principle or domain knowledge.

Based on above discussions, traditional machine learning process is re-engineered to incorporate physical principle. Fig 2 is the new machine learning process where feature engineering guided by physical principle, strong rule filtering and data segmentation (“Divide and Conquer”) are added. Like the CRISP-DM process, this reengineered process is not a pure cascade, but allow renewal and iteration if the final data-driven prediction models don’t perform well.

### IV. Computational Process

#### A. Data Preprocessing

Icing and no-icing time periods are provided so that “normal” and “abnormal” tags are labeled for WTs 15 and 21. Table III listed the number of observations for each category. “invalid” means that the observations don’t belong to “normal” or “abnormal”, which could be discarded. For WT 15, there 23892 abnormal samples, 350255 normal samples, 19739 invalid samples. Similar pattern is shown for WT 21. It is obvious to see that the training data set is extremely unbalanced. Normal samples occupied most part of the data set. Under-sampling technique is used for preprocessing and make the training data set evenly distributed across different categories [32], [33]. As the invalid samples don’t contain useful information for icing prediction and only accounts for 0.55% of the total samples, they are deleted.

Another important task of data preprocessing is denoising. In industrial application, data collected by various sensors are usually noisy due to high-frequency sampling and sensor malfunctions. Wind turbine SCADA data used in this paper is collected every 7 seconds. But not all sensors, such as wind speed sensor, have such high precision. Therefore, moving average can smooth the original time series. Different steps (5, 10, 15, 25) of moving average are tried to denoise the training data. This paper finally selected 10-step moving average based on try and error. Besides moving average denoising, other sophisticated denoising methods, such as wavelet, could be used as well. But in this paper, it is not the focus to discuss what is the best way of denoising.

#### B. Feature Engineering

Feature engineering is essential to applied machine learning problems. A good feature is worth a thousand words. By observing density distributions of original features between normal and abnormal samples, there are some features, such as wind speed, generator speed, power and pitch motor temperature, show observable differences between normal and abnormal data sets (see Fig 3). Some features are not so distinguishing in terms of icing and no-icing, such as yaw speed and acceleration, which may not have effective classification power. The goal of feature engineering by physical principle is to generate new explainable and distinguishing features.

Mainstream wind turbine has three blades which should be theoretically controlled simultaneously. In the original SCADA data, each blade is equipped with sensors to monitor pitch angle, pitch speed, motor temperature and motor electrical
current and so on. These monitored values are basically same across three blades. So, the average values of these features may better reflect the overall blades status than using original features independently. New features such as average pitch angle, average pitch speed, average pitch motor temperature, and so on, are generated. Temperature difference between inside and outside is generated because it is a good indicator of icing. These new features are listed in Table IV.

Wind turbine blade icing is a typical physical phenomenon. Icing will change the shape of blades and thus undermine the aerodynamic properties [28], [34]. Icing is a slow physical process where the energy is accumulated over time. Wind speed, outside temperature, humidity, wind turbine height, blade shape, rated power, rotational speed and so on, all could influence when and where the icing starts. Based on physical principle, original features are transformed into new ones, such as torque, power coefficient, thrust coefficient and tip-speed ratio. Theoretically, these new features should show good distinguishing capability. The calculation methods of these new features are show in Table V. Because the original data is desensitization, it is necessary to add 5 to avoid 0 in the denominator. Note that the formula used here is not exactly the same as the one specified in physical textbook because some required coefficients or variables are not available or can’t be directly measured.

Fig 4 and Fig 5 show scatter plots of wind speed and other features, different patterns are obvious between normal and abnormal samples. Thus, the feature transformation based on physical principle is effective.

The new feature and original ones are further selected based on classical feature selection algorithm to reduce prediction model’s complexity. Final selected features are show in Table VI. The density distributions of these features under normal and abnormal conditions are shown in Fig 6.

C. Strong Rule Filtering

Based on the preliminary data exploration, blade icing mainly occurs at low wind speed, low power, low temperature and small blade angle, which can be observed in Fig 4 and Fig 5. Based on domain knowledge and physical principle, 5 rules could be derived and tell us under what conditions icing is going to happen. These 5 rules could effectively reduce the learning time by excluding noisy data and samples that are obviously not icing. So, the machine learning algorithm could focus on learning from data satisfying these rules.

- Rule 1: $x_4 < 2$; (IF wind speed is smaller than 2 THEN icing is possible);
enough, the chance of blades getting frozen is little. Upper part of Fig 7 (scatter plot of wind speed and average pitch angle) tells us that icing usually happened when blade pitch angle is controlled at a small value. The underlying reason is that only when wind speed is large enough, control system is activated to pitch blades to cast off extra wind energy.

D. Data Segmentation

As natural wind, the fuel, is not controllable, wind turbine is a complex energy conversion system and operated under different states according to predefined requirements. If wind speed is too high, larger than the cut-out speed, wind turbine will be shut down to keep safety. Cut-in wind speed is selected as the segmentation point based on physical principle. Below and above the cut-in wind speed, the operational logic of wind turbine is theoretically different. As the training data was desensitization, the exact cut-in wind speed is not clear. Segmentation points are mostly negative and 0, -0.25, -0.5, -0.5, -0.75, -1 are tried to segment the data into two subsets, one is higher than cut-in wind speed and the other is lower than cut-in wind speed. After several rounds of experiments the optimal segmentation point is determined at -0.25.

V. COMPUTATIONAL AND COMPETITION RESULTS

Table III shows the training sample distribution before balancing treatment. Using unbalanced training data set to construct prediction model will result in poor performance. Over-sampling, under-sampling and hybrid sampling are tried to equalize the training data. Computational experiments show that the optimal equalization method is under-sampling, i.e. to
randomly sample data from normal data points and put them together with icing data points to form a new training data set.

Three machine-learning classification algorithms: K Nearest Neighbors (KNN), Classification And Regression Tree (CART), and Deep Neural Network (DNN) are used for modeling. TP, TN, FN and FP (see Table VII) are calculated respectively based on testing data set and cross-validation. The scores of different algorithms are calculated by Equation 1, where $N_{normal}$ and $N_{fault}$ stand for the number of no-icing and icing data samples in the testing data set.

$$
\text{Score} = \left(1 - 0.5 \times \frac{FN}{N_{normal}} - 0.5 \times \frac{FP}{N_{fault}}\right) \times 100 \quad (1)
$$

Two sets of comparative experiments are conducted to verify the generalizability of the re-engineered machine learning process (Table VIII and Table IX). WT 15 is for training and WT 21 is for testing, and vice versa (Fig 8). Highlighted diamond indicates whether the training is based on the new sub-processes or not). Learning prediction models from one turbine and test the models on another turbine is going to give the generalization performance. In order to ensure reliability of experimental results, this paper conducted ten repeated experiments, prediction models are trained on the data of ten random under-sampling, the cross-validation scores and test scores on the other wind turbine are relatively stable. The mean score and its 3 standard deviation of 10 experiments with traditional machine learning process are show in Table VIII. Three classical machine learning algorithms all obtained very good 5-fold cross-validation training scores. However, their test scores are very low and not acceptable for practical deployment, which means that training a prediction model from WT 15 won’t work for WT 21, and vice versa. High training scores can’t guarantee the prediction model’s generalization performance due to overfitting, multiple wind turbine running states and lack of strong features.

The mean score and its standard deviation of 10 experiments with new machine learning process are show in Table IX. Compared with Table VIII, the new sub-processes based on physical principle can significantly improve the generalizability and accuracy of prediction models. “Data Segmentation” allows the machine learning algorithm to learn simple yet accurate models for different running states; “Strong Rule Filtering” prevents the machine learning algorithm overfitting noisy or “common-sense” samples; “Feature Engineering” generate powerful and explainable features for the machine learning algorithm.
During the competition, to ensure the generalizability of final prediction model, different random seeds are used to conduct repeated experiments, and selected the most stable model with highest prediction score, then it is deployed to predict the final test data set provided by the competition organizer. Through previous training and testing, the KNN model has highest prediction ability and generalize very well. Therefore, it is chosen as the prediction model for the preliminary testing and final competition. In the final blind test, our submitted results ranked the second place. The scores of the preliminary and final tests are shown in Table X. The prediction model used by the champion team is based on CNN-LSTM (Convolutional Neural Network and Long Short-Term Memory Neural Network), a deep learning algorithm, their score is 82.54, which is slightly better than our KNN’s score 82.01. However, during the final presentation in Beijing, our method is well recognized by competition judges, domain experts and industrial practitioners in terms of simplicity, computing efficiency and generalizability. As a result, our presentation score is the number one. Total runtime is about 555.6 seconds, including raw data preprocessing 160.34 seconds, feature engineering 384.72 seconds, model training 9.06 seconds, new data set testing 2.24 seconds. Running environment is 64bit-Win10, CPU i7-2600 3.4GHz, RAM 8G. The R code (448 lines) is complied with R version 64bit-3.3.2. Other contestants, i.e., the first-place team with deep learning algorithms spent more than 6 hours on preprocessing and training with similar computers.

VI. CONCLUSION

Like manufacturing an industrial equipment, this paper treats machine learning as a production process and final product is prediction model. In order to improve prediction model’s generalizability, this paper re-engineered the traditional machine learning process by integrating physical principle. Computational experiments and blind-test competition based on real-world industrial data sets prove the effectiveness of our methodology. This paper also shows that simple machine learning algorithms can compete with deep learning algorithms with the new process in industrial setting, which may shed light on an even bigger research question, is the learning process important or the learning algorithm important? Recent fast development of deep learning algorithms and their successful applications in image or speech recognition are in deep contrast with limited predictive capabilities in industrial fields. It is time to rethink machine learning in a systematic way, where high-quality data, algorithms, processes and later maintenance are all essential to successful deployment of industrial data-driven prediction models. However, this research is limited in covering depth and width of machine learning process engineering. Other sub-processes and life-cycle of prediction model management are not discussed, and could be our future research directions. Data-driven predictive models for different industries, different equipments and systems may need different machine learning processes, which is not fully researched in this paper and worthy of further investigation.

TABLE X

| Blind Test | Dataset | Score | Algorithm | Ranking |
|------------|---------|-------|-----------|---------|
| Preliminary | WT 4 | 69.23 | KNN (K=3) | 2 |
| Final      | WT 10, WT 14 | 82.01 | KNN (K=3) | 2 |
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