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Abstract

We construct a gauge theory on a noncommutative homogeneous Kähler manifold, where we employ the deformation quantization with separation of variables for Kähler manifolds formulated by Karabegov. A key point in this construction is to obtaining vector fields which act as inner derivations for the deformation quantization. We show that these vector fields are the only Killing vector fields. We give an explicit construction of this gauge theory on noncommutative $\mathbb{C}P^N$ and noncommutative $\mathbb{C}H^N$.

1 Introduction

Field theories on noncommutative spaces appear in various phenomena in physics. For example, effective theories on D-branes with NS-NS B field backgrounds give rise to gauge theories on noncommutative spaces [36]. As another example, in matrix models [2, 17], noncommutative field theories corresponding to fuzzy spaces appear when one expands the models around some classical solutions.

A typical noncommutative space is the noncommutative $\mathbb{R}^d$. Field theories on the noncommutative $\mathbb{R}^d$ have many intriguing properties. For example, there is work on the existence of noncommutative instantons [31], noncommutative scalar solitons [14], etc. as classical solutions and the appearance of UV-IR mixing [28] at the quantum level (see also the review papers [8, 33, 37], for examples). It is important
to investigate whether field theories on more generic noncommutative manifolds have similar properties. However, field theories on noncommutative manifolds are not well understood at present, except for a few examples such as, noncommutative tori, $S^2$, etc.

Several methods to construct noncommutative manifolds have been proposed, including the important approach by the deformation quantization. Deformation quantization was first introduced in [3]. After [3], several alternative methods of deformation quantization were proposed [9, 32, 12, 26]. In particular, deformation quantization of Kähler manifolds was studied in [29, 30, 5, 3]. We study gauge field theories on noncommutative Kähler manifolds based on the deformation quantization with separation of variables introduced by Karabegov to quantize Kähler manifolds [18, 19, 21].

The purpose of this paper is to construct gauge theories on noncommutative homogeneous Kähler manifolds. Field theories need to define differentials on base spaces. Note that the usual differentiations by coordinates in a noncommutative space may not be derivations; in other words, they do not satisfy the Leibniz rule for star products in general. We use inner derivations as differentials, which are defined by commutators with a function $P$ under a star product, i.e. $[P, \cdot]_*$. These operators automatically satisfy the Leibniz rule. For a generic $P$, the inner derivation $[P, \cdot]_*$ includes higher derivative terms. We investigate conditions on $P$ such that the inner derivation includes no higher derivative terms, and show that for Kähler manifolds, a necessary and sufficient condition is that $P$ is the Killing potential. For homogeneous Kähler manifolds $G/H$, there are Killing vectors $L_a$ which constitute the Lie algebra of the isometry group $G$. The Killing potential $P_a$ corresponding to $L_a$ exists, and $L_a$ is represented by the inner derivation $L_a = \{P_a, \cdot\} = -\frac{i}{\hbar}[P_a, \cdot]_*$. Using these Killing potentials, we construct a gauge theory on noncommutative homogeneous Kähler manifolds. In our previous papers [34, 35], we studied deformation quantizations with separation of variables for $\mathbb{C}P^N$ and $\mathbb{C}H^N$, and gave explicit expressions for the star products. Using these results, we describe $U(n)$ gauge theories on noncommutative $\mathbb{C}P^N$ and on noncommutative $\mathbb{C}H^N$, as examples.

The organization of this article is as follows. In section 2, after we review deformation quantization with separation of variables for Kähler manifolds proposed by Karabegov, we study differentials on noncommutative Kähler manifolds. The conditions under which inner derivations become vector fields (Killing vector fields) are provided. We then construct gauge theories on noncommutative homogeneous Kähler manifolds. In section 3, we discuss gauge theories on noncommutative $\mathbb{C}P^N$.

---

1On other types of noncommutative $\mathbb{C}P^N$, different gauge theories have been constructed. For example, a gauge theory on fuzzy $\mathbb{C}P^N$ is studied in [7, 13].
and $\mathbb{C}H^N$, as concrete examples. In section 4, we summarize our results and give some further discussion.

2 Deformation quantization of gauge theories with separation of variables

2.1 Deformation quantization with separation of variables

We briefly review the deformation quantization with separation of variables for Kähler manifolds, which proposed by Karabegov [19].

Let $\Phi$ be a Kähler potential and $\omega$ a Kähler 2-form for $N$-dimensional Kähler manifolds $M$:

$$\omega := ig_{kl}dz^k \wedge d\bar{z}^l, \quad g_{kl} := \frac{\partial^2 \Phi}{\partial z^k \partial \bar{z}^l}. \quad (2.1)$$

We denote the inverse of the metric $(g_{kl})$ as $(\bar{g}^{kl})$. We use the following abbreviations

$$\partial_k = \frac{\partial}{\partial z^k}, \quad \partial_{\bar{k}} = \frac{\partial}{\partial \bar{z}^k}. \quad (2.2)$$

Deformation quantization is defined as follows. Let $\mathcal{F}$ be a set of formal power series in $\hbar$ with coefficients of $C^\infty$ functions on $M$

$$\mathcal{F} := \left\{ f \mid f = \sum_k \hbar^k f_k, \ f_k \in C^\infty(M) \right\}, \quad (2.3)$$

where $\hbar$ is a noncommutative parameter. A star product is defined on $\mathcal{F}$ by

$$f \ast g = \sum_k \hbar^k C_k(f, g), \quad (2.4)$$

such that the product satisfies the following conditions.

1. $\ast$ is associative product.
2. $C_k$ is a bidifferential operator.
3. $C_0$ and $C_1$ are defined as

$$C_0(f, g) = fg, \quad (2.5)$$

$$C_1(f, g) - C_1(g, f) = i\{f, g\}, \quad (2.6)$$

where $\{f, g\}$ is the Poisson bracket.
4. $f \ast 1 = 1 \ast f = f$.

Moreover, $\ast$ is called a star product with separation of variables when it satisfies

$$a \ast f = af, \quad f \ast b = fb,$$

for any holomorphic function $a$ and any anti-holomorphic function $b$. Karabegov constructed a star product with separation of variables for Kähler manifolds in terms of differential operators [18, 19], as briefly explained below. For the left star multiplication by $f \in \mathcal{F}$, there exists a differential operator $L_f$ such that

$$L_f g = f \ast g.$$  \hspace{1cm} (2.8)

$L_f$ is given as a formal power series in $\hbar$

$$L_f = \sum_{n=0}^{\infty} \hbar^n A^{(n)},$$  \hspace{1cm} (2.9)

where $A^{(n)}$ is a differential operator which contains only partial derivatives by $z^i$ and has the following form

$$A^{(n)} = \sum_{k \geq 0} a^{(n;k)}_{i_1 \cdots i_k} \bar{D}^{i_1} \cdots \bar{D}^{i_k},$$  \hspace{1cm} (2.10)

where

$$D^i = g^{\bar{j}j} \partial_j.$$  \hspace{1cm} (2.11)

In particular, $a^{(n;0)}$ which is a $C^\infty$ function on $M$ acts as a multiplication operator.

Note that the differential operators $D^i$ satisfy the following relations,

$$[D^i, \bar{D}^\bar{j}] = 0,$$  \hspace{1cm} (2.12)

$$[D^i, \partial_{\bar{j}} \Phi] = \delta_{ij}.$$  \hspace{1cm} (2.13)

Karabegov showed the following theorem.

**Theorem 2.1** ([18, 19]). $L_f$ is uniquely determined by requiring the following conditions,

$$L_f 1 = f \ast 1 = f,$$  \hspace{1cm} (2.14)

$$[L_f, \partial_{\bar{t}} \Phi + h \partial_{\bar{t}}] = 0.$$  \hspace{1cm} (2.15)
Substituting the expression of $L f$ in (2.9) to the conditions (2.14) and (2.15), one obtains the following recursion relations,

$$A^{(0)} = f, \quad A^{(r)} 1 = 0, \quad (2.16)$$

$$[A^{(r)}, \partial_{\bar{t}} \Phi] = [\partial_{\bar{t}}, A^{(r-1)}], \quad (2.17)$$

for $r \geq 1$. In the case of $r = 1$, one can easily find

$$A^{(1)} = \partial_{\bar{t}} f D^{\bar{t}}, \quad (2.18)$$

where (2.13) is used. Let us observe that $a^{(r;0)} = a^{(r;1)} = 0$ for $r \geq 2$ in the expressions (2.10), namely,

$$A^{(r)} = \sum_{k \geq 2} a^{(r;k)}_{i_1 \cdots i_k} D^{\bar{i}_1} \cdots D^{\bar{i}_k}, \quad r \geq 2. \quad (2.19)$$

From the condition (2.16), $a^{(r;0)} = 0$ ($r \geq 1$) trivially obeys. We then define the twisted symbol of $A^{(r)}$ as $a^{(r)}(\xi) = \sum a^{(r;k)}_{i_1 \cdots i_k} \xi^{i_1} \cdots \xi^{i_k}$. The twisted symbol of the left hand side in (2.17) is $\partial a^{(r)}(\xi)/\partial \xi^z$ from (2.13). That of the right hand side in (2.17) does not contain the zeroth order term of $\xi$, because of $a^{(r;0)} = 0$ for $r \geq 1$. Therefore, $a^{(r)}$ ($r \geq 2$) does not contain the first order term of $\xi$. This prove the assertion.

Here is a useful theorem given by Karabegov.

**Theorem 2.2** ([18, 19]). The differential operator $L f$ for an arbitrary function $f$ is obtained from the operator $L_{\bar{t}} z^i$, which corresponds to the left * multiplication of $\bar{t} z^i$,

$$L f = \sum_{\alpha} \frac{1}{\alpha!} \left( \frac{\partial}{\partial \bar{z}} \right)^{\alpha} f (L_{\bar{z}} - \bar{z})^{\alpha}, \quad (2.20)$$

where $\alpha$ is a multi-index.

Similarly, the differential operator $R f = \sum_{n=0}^{\infty} \hbar^n B^{(n)}$ corresponding to the right * multiplication by a function $f$ contains only partial derivatives by $\bar{z}^i$ and is determined by the conditions

$$R f 1 = 1 * f = f, \quad (2.21)$$

$$[R f, \partial_{t} \Phi + \hbar \partial_{\bar{t}}] = 0. \quad (2.22)$$

$B^{(n)}$ has the following form,

$$B^{(0)} = f, \quad B^{(1)} = \partial_{\bar{t}} f D^{\bar{t}}, \quad B^{(r)} = \sum_{k \geq 2} b^{(r;k)}_{i_1 \cdots i_k} D^{i_1} \cdots D^{i_k}, \quad (2.23)$$
where $D^i = g^{ij} \partial_j$. The differential operator $R_f$ for an arbitrary function $f$ is obtained from the operator $R_{\bar{z}^i}$, which corresponds to the right $\ast$ multiplication by $z^i$,

$$R_f = \sum_{\alpha} \frac{1}{\alpha!} \left( \frac{\partial}{\partial z} \right)^\alpha f(R_z - z)^\alpha. \quad (2.24)$$

### 2.2 Derivations in deformation quantization

A differential calculus on noncommutative spaces can be constructed based on the derivations of the algebra $C^\infty(M)[[\hbar]]$ with its star product, whose derivation $d$ are linear operators satisfying the Leibniz rule, i.e. $d(f \ast g) = df \ast g + f \ast dg$. In commutative space, vector fields are obviously derivations. However first order differential operators in noncommutative space do not satisfy the Leibniz rule in general as we study in this section. In short, the reason is that the star product contains complicated coefficients of functions as saw in Section 2.1. In this subsection, we study inner derivations $L$, in particular, let $L$ be a linear differential operator such that $L(f) = [P, f] := P \ast f - f \ast P, (P, f \in C^\infty(M)[[\hbar]])$.

Note that inner derivations are not first order differential operator, since the explicit expression of the star product $[P, f]$, includes higher derivative terms of $f$ for a generic $P$. In particular, inner derivations corresponding to vector fields play an important role, when we construct field theories on noncommutative spaces. In this section, we will show the following theorem.

**Theorem 2.3.** Let $M$ be a Kähler manifold with the $\ast$ product with separation of variables given in section 2.1. Let $P \in C^\infty(M)[[\hbar]]$, $f$ be an arbitrary $C^\infty$ function on $M$ and $[P, f] = P \ast f - f \ast P$ i.e. the inner derivation of the $\ast$-product mentioned above. Then $[P, f] = i\hbar [P, f] \ast$ if and only if $D^i D^j P = 0$ and $D^\bar{z} D^{\bar{z}} P$ for all $i, j = 1, 2, \cdots, N$. Namely, higher derivative terms of $f$ in $[P, f] \ast$ vanish and this inner derivation is given by some vector field when these conditions are satisfied.

**Proof.** From the formulas (2.20) and (2.24), we find

$$[P, f] = R_f P - L_f P$$

$$= \sum_{\alpha} \left[ \frac{1}{\alpha!} (R_z - z)^\alpha P \cdot \left( \frac{\partial}{\partial z} \right)^\alpha - (L_z - \bar{z})^\alpha P \cdot \left( \frac{\partial}{\partial \bar{z}} \right)^\alpha \right] f. \quad (2.25)$$

The differential operators $L_{\bar{z}^i}$ and $R_{\bar{z}^i}$ have the following forms,

$$L_{\bar{z}^i} = \bar{z}^i + \sum_{n=1}^{\infty} \hbar^n A_i^{(n)}, \quad (2.26)$$

$$R_{\bar{z}^i} = \bar{z}^i + \sum_{n=1}^{\infty} \hbar^n B_i^{(n)}. \quad (2.27)$$
From (2.18), (2.19) and (2.23), $A_{i_1}^{(n)}$ and $B_{i_2}^{(n)}$ are given as

$$A_{i_1}^{(1)} = D_i, \quad A_{i_1}^{(r)} = \sum_{k \geq 2} \alpha_{i_1j_1 \ldots j_k}^{(r,k)} D_{j_1} \cdots D_{j_k}, \quad r \geq 2, \quad (2.28)$$

$$B_{i_2}^{(1)} = D_i, \quad B_{i_2}^{(r)} = \sum_{k \geq 2} \beta_{i_2j_1 \ldots j_k}^{(r,k)} D_{j_1} \cdots D_{j_k}, \quad r \geq 2. \quad (2.29)$$

The first order terms in $\hbar$ in the right hand side of (2.25) give the Poisson bracket $i\hbar \{P, f\}$. Looking at $(L_{z_{i_1}} - z^{i_1}) \cdots (L_{z_{i_k}} - z^{i_k})P$ for $k \geq 2$ and $P = \sum_{n=0}^{\infty} \hbar^n P^{(n)}$, we have

$$(L_{z_{i_1}} - z^{i_1}) \cdots (L_{z_{i_k}} - z^{i_k})P = \sum_{n=0}^{\infty} \sum_{m_1=1}^{\infty} \cdots \sum_{m_k=1}^{\infty} \hbar^{n+m_1+\cdots+m_k} A_{i_1}^{(m_1)} \cdots A_{i_k}^{(m_k)} P^{(n)}. \quad (2.30)$$

Assuming $[P, f] = i\hbar \{P, f\}$, namely, assuming that all terms in (2.30) vanish, we show $D_i D_j P = 0$. The terms of the order $\hbar^2$ in (2.30) exists only for $k = 2$ and has the following form,

$$A_{i_1}^{(1)} A_{i_2}^{(1)} P^{(0)} = D_{i_1} D_{i_2} P^{(0)}. \quad (2.31)$$

Hence, $D_{i_1} D_{i_2} P^{(0)} = 0$, and we find

$$\sum_{m_1=1}^{\infty} \cdots \sum_{m_k=1}^{\infty} \hbar^{n+m_1+\cdots+m_k} A_{i_1}^{(m_1)} \cdots A_{i_k}^{(m_k)} P^{(0)} = 0, \quad (2.32)$$

from the explicit forms of $A_{i_1}^{(r)}$, (2.28). As the induction assumption, we set $D_i D_j P^{(n)} = 0$ for $n = 0, 1, \ldots, r - 1$. Similar to the case of $P^{(0)}$, the following equation holds for $n = 0, 1, \ldots, r - 1$,

$$\sum_{m_1=1}^{\infty} \cdots \sum_{m_k=1}^{\infty} \hbar^{n+m_1+\cdots+m_k} A_{i_1}^{(m_1)} \cdots A_{i_k}^{(m_k)} P^{(n)} = 0, \quad (2.33)$$

and the right hand side of (2.30) becomes

$$\sum_{n=r}^{\infty} \sum_{m_1=1}^{\infty} \cdots \sum_{m_k=1}^{\infty} \hbar^{n+m_1+\cdots+m_k} A_{i_1}^{(m_1)} \cdots A_{i_k}^{(m_k)} P^{(n)}. \quad (2.34)$$

The term of the order $\mathcal{O}(\hbar^{r+2})$ in this sum exists only for $k = 2$ and has the following form,

$$A_{i_1}^{(1)} A_{i_2}^{(1)} P^{(r)} = D_{i_1} D_{i_2} P^{(r)}. \quad (2.35)$$
Thus, $D_1^i D_2^j P^{(r)} = 0$. Therefore, it is shown that $D_1^i D_2^j P = 0$ holds for all $i, j$. Similarly, $D_2^i D_1^j P = 0$ can be derived by considering $(R_z - z)^a P$.

The converse is easily shown from the above equations. ☐

Real valued functions which satisfy $D_1^i D_2^j P = 0$ and $D_2^i D_1^j P = 0$ on Kähler manifolds are known as Killing potentials [13]. The Killing potential gives a holomorphic Killing vector

$$
\zeta^i \partial_i + \zeta^i \bar{\partial}_i = \{ P, \cdot \},
$$

(2.36)

$$
\zeta^i = -ig^{ij} \partial_j P = -iD_j P,
$$

(2.37)

$$
\zeta^{\bar{i}} = ig^{\bar{i}j} \partial_j P = iD_j P.
$$

$\zeta^i$ is holomorphic, and $\zeta^{\bar{i}}$ is anti-holomorphic. The metric and the complex structure of the Kähler manifold are invariant under the transformations generated by the holomorphic Killing vectors, $\delta z^i = \zeta^i$, $\delta \bar{z}^{\bar{i}} = \zeta^{\bar{i}}$. Summarizing these facts, we have the following corollary

**Corollary 2.4.** In deformation quantization defined in Section 2.1, the inner derivations given as vector fields are the Killing vector fields $L_a = \zeta^i \partial_i + \zeta^{\bar{i}} \bar{\partial}_i$.

### 2.3 Deformed gauge theory

In the previous section, we studied inner derivations given as vector fields on noncommutative Kähler manifolds. Using this, we investigate gauge theories with a gauge group $G$ on noncommutative homogeneous Kähler manifolds $M$ given by the deformation quantization in Section 2.1. In the following, we consider $U(n)$ gauge theories for simplicity. All results in this section can be applied for any matrix groups.

At first, we introduce a noncommutative $U(n)$ transformations as a deformation of the unitary transformations. If $g \in U(n)$, then $g^\dagger g = I$, where $g^\dagger$ is the hermitian conjugate of $g$ and $I$ is the identity matrix. As a natural extension, we define $G := C^\infty(M)[[h]] \otimes GL(n; \mathbb{C})$ such that for $U = \sum_{k=0}^{\infty} h^k U^{(k)}$ and $U^\dagger = \sum_{k=0}^{\infty} h^k U^{(k)^\dagger} \in G$,

$$
U^\dagger \ast U = \sum_{n=0}^{\infty} h^n \sum_{m=0}^{n} U^{(m)^\dagger} \ast U^{(n-m)} = I.
$$

(2.38)

This condition is imposed for each order of $h$. For arbitrary $U^{(0)} \in C^\infty(M) \otimes U(n)$, (2.38) has solutions which are determined recursively at each order of $h$ [27].

---

2From several viewpoints, matrix models and its related topics studied in [22, 23, 24] are useful for understanding the gauge theory constructed in this subsection.
In noncommutative Kähler manifolds, the ordinary exterior derivative $d$ does not play an essential role, since the Leibniz rule is failed; $d(f \ast g) \neq df \ast g + f \ast dg$. To construct a covariant derivative of a gauge theory, we should adopt some derivations (operators which satisfy the Leibniz rule) instead of $d$. In particular, inner derivations are given by commutators of the star product. The space of inner derivations is infinite dimensional. Hence, if the whole space of inner derivations is used to construct gauge theories, the infinite number of gauge fields would be introduced. (See for example [10, 11].) In this article, we consider deformation quantization of a homogeneous Kähler manifold $G/H$ and choose a subalgebra of the Lie algebra of inner derivations. Then, we construct a deformation quantization of gauge theories on $G/H$ whose covariant derivatives are derived from inner derivations corresponding to the Killing vector fields.

In a homogeneous Kähler manifold $G/H$, there are the holomorphic Killing vector fields $L_a = \zeta^i_a(z)\partial_i + \zeta^{\bar{i}}_a(\bar{z})\partial_{\bar{i}}$ corresponding to the Lie algebra of the isometry group $G$, 

$$[L_a, L_b] = if_{abc}L_c,$$  

(2.39)

where $a$ is an index of the Lie algebra of $G$ and $f_{abc}$ is its structure constant. There exists the Killing potential $P_a$ corresponding to $L_a$, $L_a = \{P_a, \cdot \}$. As stated in the previous section, the Killing vector $L_a$ can be described by $\ast$-commutator and satisfy the Leibniz rule,

$$L_a = -\frac{i}{\hbar}[P_a, \cdot]_\ast,$$  

(2.40)

$$L_a(f \ast g) = (L_a f) \ast g + f \ast (L_a g).$$  

(2.41)

The Killing vectors are normalized here as

$$\eta^{ab}\zeta^i_a\zeta^{\bar{i}}_b = g^{i\bar{j}}, \quad \eta^{ab}\zeta^i_a\zeta^j_i = 0, \quad \eta^{ab}\zeta^{\bar{i}}_a\zeta^{\bar{j}}_b = 0,$$  

(2.42)

where $\eta^{ab}$ is the inverse of the Killing form of the Lie algebra of $G$. We introduce gauge fields corresponding to $L_a$ in the following.

Let us consider a commutative homogeneous Kähler manifold $M = G/H$. We denote the indices of $TM$ as $\mu = 1, 2, \cdots, 2N$ for combining the holomorphic and anti-holomorphic indices. We define $A^{(0)}_a$ as

$$A^{(0)}_a = \zeta^\mu_a A_\mu = \zeta^i_a A_i + \zeta^{\bar{i}}_a A_{\bar{i}},$$  

(2.43)

where $A_i$ and $A_{\bar{i}}$ are gauge fields on $M$. Its curvature is defined as

$$F^{(0)}_{ab} := L_aA^{(0)}_b - L_bA^{(0)}_a - i[A^{(0)}_a, A^{(0)}_b] - if_{abc}A^{(0)}_c,$$  

(2.44)
where \([A, B] = AB - BA\). \(\mathcal{F}_{ab}^{(0)}\) is related to the curvature of \(A\), \(F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - i[A_\mu, A_\nu]\), as

\[
\mathcal{F}_{ab}^{(0)} = \zeta_a \zeta_b F_{\mu\nu}.
\]  

(2.45)

By using (2.42), it is shown that

\[
\eta^{ac} \eta^{bd} \mathcal{F}_{ab}^{(0)} \mathcal{F}_{cd}^{(0)} = g^{\mu\rho} g^{\nu\sigma} F_{\mu\nu} F_{\rho\sigma}.
\]  

(2.46)

Now, we consider a noncommutative deformation of gauge theories. We define

\[
A_a := \sum_{k=0}^{\infty} \hbar^k A_a^{(k)}
\]  

(2.47)
as a gauge field, and define its gauge transformation by

\[
A_a \rightarrow A_a' = i U^{-1} \ast \mathcal{L}_a U + U^{-1} \ast A_a \ast U.
\]  

(2.48)

Let us define a curvature of \(A_a\) by

\[
\mathcal{F}_{ab} := \mathcal{L}_a A_b - \mathcal{L}_b A_a - i [A_a, A_b]_* - i f_{abc} A_c.
\]  

(2.49)

Lemma 2.5. \(\mathcal{F}_{ab}\) transforms covariantly:

\[
\mathcal{F}_{ab} \rightarrow \mathcal{F}_{ab}' = U^{-1} \ast \mathcal{F}_{ab} \ast U.
\]  

(2.50)

Proof.

\[
\mathcal{F}_{ab}' = \mathcal{L}_a A_b' - \mathcal{L}_b A_a' - i [A_a', A_b']_* - i f_{abc} A_c'.
\]  

(2.51)

Using (2.48) and

\[
0 = \mathcal{L}_a (U^{-1} \ast U) = \mathcal{L}_a U^{-1} \ast U + U^{-1} \ast \mathcal{L}_a U
\]

which is obtained from the Leibniz rule for \(\mathcal{L}_a\), the right hand side of (2.51) is written as

\[
U^{-1} \ast \mathcal{F}_{ab} \ast U + i U^{-1} \ast [\mathcal{L}_a, \mathcal{L}_b] U + f_{abc} U^{-1} \ast \mathcal{L}_c U.
\]

Noting that \([\mathcal{L}_a, \mathcal{L}_b] = i f_{abc} \mathcal{L}_c\), we have \(\mathcal{F}_{ab}' = U^{-1} \ast \mathcal{F}_{ab} \ast U\). □

Using this lemma, we obtain the gauge invariant action.
Theorem 2.6. A gauge invariant action for the gauge field is given by

\[ S_g := \int_{\mathcal{G}/\mathcal{H}} \mu_g \ tr \left( \eta^{ac} \eta^{bd} \mathcal{F}_{ab} \ast \mathcal{F}_{cd} \right), \quad (2.52) \]

where \( \mu_g \) is a trace density.

Proof. The gauge invariance of the action is obtained by \((2.50)\) and the cyclic symmetry of the trace density. The existence of trace density, \( \int_M f \ast g \mu_g = \int_M g \ast f \mu_g \), is guaranteed in \([20]\). \qed

Scalar fields are also introduced as similar to commutative case. As an example, let us consider a complex scalar field \( \phi = \sum_k \phi^{(k)} \mu^k \) and its hermitian conjugate \( \phi^\dagger \) which transform as the fundamental representation of the gauge group,

\[ \phi \rightarrow \phi' = U^{-1} \ast \phi, \quad \phi^\dagger \rightarrow \phi^{\dagger'} = \phi^{\dagger} \ast U. \quad (2.53) \]

A covariant derivative for this scalar field is defined by

\[ \nabla_a \phi := \mathcal{L}_a \phi - i A_a \ast \phi, \quad (2.54) \]

and then this transforms covariantly;

\[ \nabla_a \phi' = U^{-1} \ast \nabla_a \phi. \quad (2.55) \]

Therefore we obtain the gauge invariant action.

Theorem 2.7. Let \( \phi \) be a fundamental representation complex scalar field and \( \phi^\dagger \) be a hermitian conjugate of \( \phi \) whose gauge transformations are given by \((2.53)\). Then, the following action is gauge invariant.

\[ S_\phi = \int_{\mathcal{G}/\mathcal{H}} \mu_g \left\{ \eta^{ab} \nabla_a \phi^{\dagger} \ast \nabla_b \phi + V(\phi^{\dagger} \ast \phi) \right\}, \quad (2.56) \]

where \( V \) is a potential as a function of one variable.

3 Gauge theories in noncommutative \( \mathbb{C}P^N \) and \( \mathbb{C}H^N \)

In this section, as examples of the deformed gauge theories defined in the previous section, we will construct noncommutative gauge theories on \( \mathbb{C}P^N \) and \( \mathbb{C}H^N \) by using deformation quantization with separation variables.
3.1 Deformation quantization with separation variables of $\mathbb{C}P^N$ and $\mathbb{C}H^N$

We recall the results for the deformation quantization with separation of variables for $\mathbb{C}P^N$ and $\mathbb{C}H^N$.

In the inhomogeneous coordinates $z^i (i = 1, 2, \cdots, N)$, the Kähler potential of $\mathbb{C}P^N$ is given by

$$\Phi = \ln (1 + |z|^2),$$

where $|z|^2 = \sum_{k=1}^{N} z^k \bar{z}^k$. The metric $(g_{ij})$ is

$$ds^2 = 2g_{ij} dz^i d\bar{z}^j,$$

and the inverse of the metric $(g^{ij})$ is

$$g^{ij} = (1 + |z|^2) \left( \delta_{ij} + z^j \bar{z}^i \right).$$

Recall that the left star multiplication for a function $f$, $L_f$, is written by using $L_{\bar{z}^l}$, (2.20). The explicit expression for $L_{\bar{z}^l}$ on $\mathbb{C}P^N$ is given by

$$L_{\bar{z}^l} = \bar{z}^l + \hbar D^l + \sum_{n=2}^{\infty} \sum_{m=2}^{n} a_m^{(n)} \partial_{j_1} \Phi \cdots \partial_{j_{m-1}} \Phi D^{\bar{j_1}} \cdots D^{\bar{j_{m-1}}} D^l,$$

$$= \bar{z}^l + \sum_{m=1}^{\infty} \alpha_m(h) \partial_{j_1} \Phi \cdots \partial_{j_{m-1}} \Phi D^{\bar{j_1}} \cdots D^{\bar{j_{m-1}}} D^l,$$

where

$$\alpha_m(t) = \sum_{n=m}^{\infty} t^n a_m^{(n)},$$

$$\alpha_1(t) = 1,$$

$$\alpha_m(t) = t^m \prod_{n=1}^{m-1} \frac{1}{1-nt} = \frac{\Gamma(1-m+1/t)}{\Gamma(1+1/t)}, \quad (m \geq 2).$$

The function $\alpha_m(t)$ actually coincides with the generating function for the Stirling numbers of the second kind $S(n, k)$, and $a_m^{(n)}$ is related to $S(n, k)$ as

$$a_m^{(n)} = S(n-1, m-1).$$
One of non-trivial star products is \( \bar{z}^i \ast z^j \),

\[
\bar{z}^i \ast z^j = \bar{z}^i z^j + \hbar \delta_{ij}(1 + |z|^2)_{2F1}(1,1;1-1/\hbar; -|z|^2) \\
+ \frac{\hbar}{1 - \hbar} \bar{z}^i z^j (1 + |z|^2)_{2F1}(1,2;2-1/\hbar; -|z|^2),
\]

(3.10)

where \( 2F1 \) is the Gauss hypergeometric function.

For \( \mathbb{C}H^N \), similar results are obtained. The Kähler potential and the metric are given by

\[
\Phi = -\ln \left(1 - |z|^2\right),
\]

(3.11)

\[
g_{ij} = \partial_i \partial_j \Phi = \frac{(1 - |z|^2) \delta_{ij} + \bar{z}^i z^j}{(1 - |z|^2)^2},
\]

(3.12)

\[
g^{\bar{j}j} = (1 - |z|^2) \left( \delta_{ij} - \bar{z}^i z^j \right).
\]

(3.13)

The operator \( L_{\bar{z}^l} \) is expanded as a power series of the noncommutative parameter \( \hbar \), and has the following explicit representation,

\[
L_{\bar{z}^l} = \bar{z}^l + \hbar \bar{D}^l + \sum_{n=2}^{\infty} \hbar^n \sum_{m=2}^{n} (-1)^{n-1} \alpha_m^{(n)} \partial_{\bar{j}_1} \Phi \cdots \partial_{\bar{j}_{m-1}} \Phi \bar{D}\bar{j}_1 \cdots \bar{D}\bar{j}_{m-1} \bar{D}^l
\]

\[
= \bar{z}^l + \sum_{m=1}^{\infty} (-1)^{m-1} \beta_m(h) \partial_{\bar{j}_1} \Phi \cdots \partial_{\bar{j}_{m-1}} \Phi \bar{D}\bar{j}_1 \cdots \bar{D}\bar{j}_{m-1} \bar{D}^l,
\]

(3.14)

where

\[
\beta_n(t) = (-1)^n \alpha_n(-t) = \frac{\Gamma(1/t)}{\Gamma(n+1/t)}.
\]

(3.15)

Then, one of non-trivial star products is \( \bar{z}^i \ast z^j \),

\[
\bar{z}^i \ast z^j = \bar{z}^i z^j + \hbar \delta_{ij}(1 - |z|^2)_{2F1}(1,1;1+1/\hbar; |z|^2) \\
- \frac{\hbar}{1 + \hbar} \bar{z}^i z^j (1 + |z|^2)_{2F1}(1,2;2+1/\hbar; |z|^2).
\]

(3.16)

We should comment on the relation between our previous results and those of preceding related works \([1, 4, 16]\).

Balachandran et al. gave an explicit expression of \( \ast \) product on fuzzy \( \mathbb{C}P^n \), using matrix regularization \([1]\). Their \( \ast \) product is expressed as a finite series. Though our \( \ast \) product is, in general, an infinite series in \( \hbar \), it coincides with Barachandran’s \( \ast \) product if we take \( \hbar = 1/L (L \in \mathbb{N}) \).

On the other hand, Bordemann et al. obtained a star product which has a similar form of an infinite series in the noncommutative parameter \( \hbar \) to our star product.
product [4]. In fact, their star product is shown to be equivalent to ours (see [34] section 3).

Also in [16], an explicit expression of a star product on fuzzy $S^2$ is given as an infinite series in a noncommutative parameter, which coincides with our expression in the case of $\mathbb{C}P^1$.

### 3.2 Differentials on noncommutative $\mathbb{C}P^N$

In this section, we study differentials in a noncommutative $\mathbb{C}P^N$ with the star product with separation of variables.

In $\mathbb{C}P^N$, the conditions $D^i D^j p = 0$ and $\bar{D}^i \bar{D}^j p = 0$ can be solved as

$$p = \frac{\alpha_i \bar{z}^i + \bar{\alpha}_i z^i + \beta_{ij} \bar{z}^i z^j}{1 + |z|^2},$$

(3.17)

where $\alpha_i$ and $\beta_{ij} = \bar{\beta}_{ji}$ are complex parameters and $|z|^2 = \sum_{i=1}^N z^i \bar{z}^i$. The number of the real parameters is $N^2 + 2N$ and these correspond to the $SU(N+1)$ isometry transformations of $\mathbb{C}P^N$. In the following, we give concrete expressions of the Killing potentials corresponding to the generators of $su(N+1)$, the Lie algebra of $SU(N+1)$.

Homogeneous coordinates of $\mathbb{C}P^N$

$$\{\xi^A | A = 0, 1, \cdots, N\} = \{\xi^0, \xi^i | i = 1, 2, \ldots, N\}$$

(3.18)

are related with inhomogeneous coordinates on the chart of $\xi^0 \neq 0$:

$$z^i = \frac{\xi^i}{\xi^0}, \quad \bar{z}^i = \frac{\bar{\xi}^i}{\xi^0}, \quad (i = 1, 2, \ldots, N).$$

(3.19)

Since Kähler potential is given by $\Phi = \ln(1 + |z|^2)$, the isometry of $SU(N+1)$ with the homogeneous coordinates is given by

$$\delta \xi^A = i \theta^a (T_a)_{AB} \xi^B, \quad \delta \bar{\xi}^A = -i \bar{\theta}^a \bar{\xi}^B (T_a)_{BA},$$

(3.20)

and its Lie derivative is given by

$$\mathcal{L}_a = -(T_a)_{AB} \left( \xi^B \frac{\partial}{\partial \xi^A} - \bar{\xi}^A \frac{\partial}{\partial \bar{\xi}^B} \right),$$

(3.21)

$$[\mathcal{L}_a, \mathcal{L}_b] = i f_{abc} \mathcal{L}_c.$$  

(3.22)
Here we introduce the generators \((T_a)_{AB}\) of \(su(N+1)\) in the fundamental representation which satisfy the following relations,

\[
[T_a, T_b] = if_{abc}T_c, \quad \text{Tr } T_a = 0, \tag{3.23}
\]

\[
\text{Tr } T_a T_b = \delta_{ab}, \tag{3.24}
\]

\[
(T_a)_{AB}(T_a)_{CD} = \delta_{AD} \delta_{BC} - \frac{1}{N+1} \delta_{AB} \delta_{CD}, \tag{3.25}
\]

where \(f_{abc}\) is the structure constant of \(SU(N+1)\), \(a = 1, 2, \ldots, N^2 + 2N\), and \(A, B = 0, 1, \ldots, N\). Generators of the isometry \(SU(N+1)\) in the inhomogeneous coordinates are given as

\[
L_a = \zeta^i_a \partial_i + \bar{\zeta}^i_a \partial_{\bar{i}}, \tag{3.26}
\]

The quadratic forms of \(\zeta^i_a\) and \(\bar{\zeta}^i_a\) become the metric,

\[
\zeta^i_a \bar{\zeta}^j_a = - \left(1 + |z|^2\right) (\delta_{ij} + z^i \bar{z}^j) = -g^{ij}, \tag{3.29}
\]

\[
\zeta^i_a \bar{\zeta}^j_a = 0, \quad \bar{\zeta}^i_a \bar{\zeta}^j_a = 0. \tag{3.30}
\]

As shown in section 2, the Killing vector fields can be represented by star commutators with the Killing potentials. In the case of \(CP^N\), using the concrete expressions of the star product in section 3.1, \(L_a\) can be written as

\[
L_a f = - \frac{i}{\hbar} [P_a, f]. \tag{3.31}
\]

\(P_a\) are obtained as

\[
P_a = -i(T_a)_{AB} \left( \frac{\bar{\xi}^A \xi^B}{|\xi|^2} - \delta_{AB} \right)
= i(T_a)_{00} \left(z^i \partial_i \Phi - 1\right) - i(T_a)_{0i} \partial_i \Phi - i(T_a)_{i0} \partial_i \Phi - i(T_a)_{ij} z^j \partial_i \Phi. \tag{3.32}
\]

Note that \(P_a\) is determined up to an additional constant. The Killing potentials \(P_a\) give a representation of the \(su(N+1)\) under the star commutator,

\[
[P_a, P_b]_s = -\hbar f_{abc}P_c. \tag{3.33}
\]
and the bilinear of $P_a$ becomes a constant,

$$P_a * P_a = -N \left( \frac{1}{N+1} + \hbar \right).$$  \hspace{1cm} (3.34)

The Killing potential $P$ in (3.17) can be written in a linear combination of $P_a$.

The star commutators between $P_a$ and a function $f$ become the Lie derivative $L_a f$ corresponding to the generator $T_a$,

$$-\frac{i}{\hbar} [P_a, f]_* = L_a f$$

$$= \left[ (T_a)_{00} \left( z^i \partial_i - \bar{z}^i \partial_i \right) + (T_a)_{0i} \left( z^i z^j \partial_j + \partial_i \right) + (T_a)_{ij} \left( -\bar{z}^j \partial_i + \bar{z}^i \partial_j \right) \right] f. \hspace{1cm} (3.35)$$

As emphasized before, since the expression of the star product has the coordinate dependence, general vector fields do not satisfy the Leibniz rule. However, the Leibniz rule trivially holds for the Killing vector fields, because they are described as the star commutators,

$$L_a (f * g) = -\frac{i}{\hbar} [P_a, f * g]_* = -\frac{i}{\hbar} [P_a, f]_* * g - \frac{i}{\hbar} f * [P_a, g] = (L_a f) * g + f * (L_a g). \hspace{1cm} (3.36)$$

### 3.3 Differentials on noncommutative $\mathbb{C}H^N$

As similar to the $\mathbb{C}P^N$, we give explicit expressions of inner derivations given by the Killing potential for $\mathbb{C}H^N$. The Killing potential satisfying $D^i D^j P = 0$ and $D^j D^i P = 0$ can be solved as

$$P = \frac{\alpha_i z^i + \bar{\alpha}_i \bar{z}^i + \beta_{ij} z^i \bar{z}^j}{1 - |z|^2}, \hspace{1cm} (3.37)$$

where $\alpha_i$ and $\beta_{ij} = \bar{\beta}_{ji}$ are complex parameters. In the following, we construct inner derivations corresponding to the isometry transformations.

We first summarize useful facts in the isometry of $\mathbb{C}H^N$. As homogeneous coordinates of $\mathbb{C}H^N$ we denote

$$\{ \zeta^A | A = 0, 1, \cdots, N \} = \{ \zeta^0, \zeta^i | i = 1, 2, \cdots, N \}, \hspace{1cm} (3.38)$$

and their relation between with inhomogeneous coordinates on the chart $\zeta^0 \neq 0$ are given by

$$z^i = \frac{\zeta^i}{\zeta^0}, \quad \bar{z}^i = \frac{\bar{\zeta}^i}{\bar{\zeta}^0}, \quad (i = 1, 2, \cdots, N). \hspace{1cm} (3.39)$$
Since the Kähler potential is given by $\Phi = -\ln(1 - |z|^2)$, there is an $SU(1,N)$ isometry. Let us summarize the notations of $SU(1,N)$. $SU(1,N)$ transformations preserve

$$|\xi|^2 = \eta_{AB}\bar{\xi}^A\xi^B,$$  \hspace{1cm} (3.40)

where the metric is defined by $(\eta_{AB}) = \text{diag.}(1,-1,\cdots,-1)$. In other words, $SU(1,N)$ is defined as

$$U \in SU(1,N) \iff U^\dagger \eta U = \eta, \quad \det U = 1.$$  \hspace{1cm} (3.41)

The Lie algebra $su(1,N)$ is defined by

$$A \in su(1,N) \iff U = e^A \in SU(1,N) \iff \eta A^\dagger \eta = -A, \quad \text{Tr}A = 0.$$  \hspace{1cm} (3.42)

As a basis, we choose $(N+1) \times (N+1)$ matrices $T_a \ (a=1,2,\ldots,N^2+2N)$ which satisfy the following relations,

$$\text{Tr}T_a = 0,$$  \hspace{1cm} (3.43)

$$\begin{align*}
\left(T_a^\dagger\right)_{00} &= -(T_a)_{00}, \\
\left(T_a^\dagger\right)_{ij} &= -(T_a)_{ij}, \\
\left(T_a^\dagger\right)_{0i} &= (T_a)_{0i}, \\
\left(T_a^\dagger\right)_{i0} &= (T_a)_{i0},
\end{align*}$$  \hspace{1cm} (3.44)

$$\text{Tr}T_aT_b = h_{ab}, \quad (h_{ab}) = \text{diag.}(1,-1,\cdots,-1,1,\ldots,1),$$  \hspace{1cm} (3.45)

$$T_a = h_{ab}T_b,$$  \hspace{1cm} (3.46)

$$[T_a,T_b] = f_{abc}T_c, \quad (f_{abc} \in \mathbb{R}),$$  \hspace{1cm} (3.47)

$$h_{ab}(T_a)_{AB}(T_b)_{CD} = \delta_{AD}\delta_{BC} - \frac{1}{N+1}\delta_{AB}\delta_{CD}.$$  \hspace{1cm} (3.48)

More explicit form of a basis is given in the appendix B. Using these notations, transformations and generators of the isometry $SU(1,N)$ in the homogeneous coordinates are obtained as

$$\delta \xi^A = \theta^a(T_a)_{AB}\xi^B, \quad \delta \bar{\xi}^A = \theta^a\bar{\xi}^B(T_a^\dagger)_{BA},$$  \hspace{1cm} (3.49)

$$\mathcal{L}_a = -\left(T_a\right)_{AB}\xi^B \frac{\partial}{\partial \xi^A} - \left(T_a^\dagger\right)_{AB}\bar{\xi}^A \frac{\partial}{\partial \bar{\xi}^B},$$  \hspace{1cm} (3.50)

$$[\mathcal{L}_a,\mathcal{L}_b] = f_{abc}\mathcal{L}_c.$$  \hspace{1cm} (3.51)

The generators of the isometry $SU(1,N)$ in the inhomogeneous coordinates are

$$\mathcal{L}_a = c_i^a \partial_i + c_i^a \bar{\partial}_i = (T_a)_{00}(z^i \partial_i - \bar{z}^i \partial_i) + (T_a)_{0i}(z^i \bar{z}^j \partial_j - \bar{z}^j \partial_i)$$

$$+ (T_a)_{i0}(-\partial_i + \bar{z}^i \bar{z}^j \partial_j) + (T_a)_{ij}(-z^i \partial_j + \bar{z}^i \partial_j),$$  \hspace{1cm} (3.52)
and
\[ \zeta^i_a := (T_a)_{00} z^i + (T_a)_{0j} z^j - (T_a)_{i0} - (T_a)_{ij} z^j, \quad (3.53) \]
\[ \zeta^j_{\bar{a}} := -(T_a)_{00} \bar{z}^j - (T_a)_{0i} + (T_a)_{j0} \bar{z}^j + (T_a)_{ji} \bar{z}^i. \quad (3.54) \]

The quadratic forms of \( \zeta^i_a \) and \( \zeta^j_{\bar{a}} \) become the metric,
\[ \zeta^i_a \zeta^j_{\bar{b}} h_{ab} = (1 - |z|^2)(\delta_{ij} - z^i z^j) = g_{ij}, \quad (3.55) \]
\[ \zeta^i_a \zeta^j_{\bar{b}} h_{ab} = 0, \quad \zeta^j_{\bar{a}} \zeta^i_{\bar{b}} h_{ab} = 0. \quad (3.56) \]

As we found in general case (or similar to the case of \( \mathbb{C}P^N \)), the Killing vector fields are written by commutators of the Killing potentials,
\[ \mathcal{L}_a f = -\frac{i}{\hbar} [P_a, f]_\star, \quad (3.57) \]
and the \( P_a \) are given by
\[ P_a = i(T_a)_{AB} \left( \frac{\eta^{AC} \xi^B \xi^C}{|\xi|^2} - \delta_{AB} \right) \]
\[ = i(T_a)_{00} (z^i \partial_i \Phi + 1) + i (T_a)_{0i} \partial_i \Phi - i (T_a)_{i0} \partial_i \Phi + i (T_a)_{ij} z^j \partial_i \Phi. \quad (3.58) \]

Note that \( P_a \) is determined up to an additional constant. The following formula is also obtained as similar to \( \mathbb{C}P^N \):
\[ P_a \ast P_b h_{ab} = -N \left( \frac{N}{N + 1} - \hbar \right). \quad (3.59) \]

### 3.4 Cyclic property of integration and actions of gauge theories

In this section, we first show the cyclic property of integration, explicitly.

**Theorem 3.1.** Let \( M \) be \( \mathbb{C}P^N \) or \( \mathbb{C}H^N \), and let \( F \) and \( G \) be arbitrary compact supported bounded smooth functions on \( M \). Then, the Riemannian volume form is a trace density with respect to the star products with separation of variables, namely we have
\[ \int_M F \ast G \sqrt{g} dz^1 \cdots dz^N d\bar{z}^1 \cdots d\bar{z}^N = \int_M G \ast F \sqrt{g} dz^1 \cdots dz^N d\bar{z}^1 \cdots d\bar{z}^N. \quad (3.60) \]
Note that the star products can be written by using the Levi-Civita connection $\nabla_i$ and $\nabla_i^*$ as

\[
F \ast G = FG + \sum_{n=1}^{\infty} c_n(h)g^{i_1j_1} \cdots g^{i_nj_n} (\nabla_{i_1} \cdots \nabla_{i_n} F) (\nabla_{j_1} \cdots \nabla_{j_n} G),
\]

(3.61)

where $c_n(h) = \alpha_n(h)/n!$ for $\mathbb{C}P^n$ and $c_n(h) = \beta_n(h)/n!$ for $\mathbb{C}H^n$ (see [34]). We use the following relations which hold for the Levi-Civita connections and the Riemannian curvature tensor on $\mathbb{C}P^n$ and $\mathbb{C}H^n$ ([25] p169):

\[
[\nabla_i, \nabla_j] = 0, \quad [\nabla_i, \nabla_j^\ast] = 0,
\]

(3.62)

\[
[\nabla_i, \nabla_j^\ast] v_k = R_{ijk}^\ast v_l, \quad [\nabla_i, \nabla_j] v_k = R_{ijk} v_l,
\]

(3.63)

\[
R_{ijk}^\ast = -c(\delta_{kl}g_{ij} + \delta_{il}g_{kj}), \quad R_{ijk} = -c(\delta_{kl}g_{ij} + \delta_{il}g_{kj}),
\]

(3.64)

\[
\nabla_m R_{ijk}^\ast = \nabla_m R_{ijk} = 0.
\]

(3.65)

Here $c = 1$ and $c = -1$ are for $\mathbb{C}P^n$ and $\mathbb{C}H^n$, respectively. To prove the theorem 3.1 we use the following lemma.

**Lemma 3.2.** For the arbitrary $C^\infty$ function $G$ on $M$,

\[
\nabla_{i_1} \cdots \nabla_{i_n} \nabla_{j_1} \cdots \nabla_{j_n} G = \nabla_{j_1} \cdots \nabla_{j_n} \nabla_{i_1} \cdots \nabla_{i_n} G.
\]

(3.66)

The proof of this lemma is given in the appendix A.

Theorem 3.1 can be shown easily by using this lemma.

**Proof.**

\[
\int d\mu F \ast G = \int d\mu \left[ FG + \sum_{n=1}^{\infty} c_n(h)g^{i_1j_1} \cdots g^{i_nj_n} (\nabla_{i_1} \cdots \nabla_{i_n} F) (\nabla_{j_1} \cdots \nabla_{j_n} G) \right]
\]

\[
= \int d\mu \left[ GF + \sum_{n=1}^{\infty} (-1)^n c_n(h)g^{i_1j_1} \cdots g^{i_nj_n} F (\nabla_{i_1} \cdots \nabla_{i_n} \nabla_{j_1} \cdots \nabla_{j_n} G) \right]
\]

\[
= \int d\mu \left[ GF + \sum_{n=1}^{\infty} (-1)^n c_n(h)g^{i_1j_1} \cdots g^{i_nj_n} F (\nabla_{j_1} \cdots \nabla_{j_n} \nabla_{i_1} \cdots \nabla_{i_n} G) \right]
\]

\[
= \int d\mu \left[ GF + \sum_{n=1}^{\infty} c_n(h)g^{i_1j_1} \cdots g^{i_nj_n} (\nabla_{i_1} \cdots \nabla_{i_n} G) (\nabla_{j_1} \cdots \nabla_{j_n} F) \right]
\]

\[
= \int d\mu G \ast F
\]

(3.67)

where $d\mu$ is the volume form on $\mathbb{C}P^n$ or $\mathbb{C}H^n$ written in (3.60). \[\square\]

---

3 Do not confuse the Levi-Civita connection $\nabla_i$ with the gauge covariant derivative (2.54).
This result is possible to be extended to functions of formal power series of bounded smooth functions with compact supports.

In section 2, we constructed a gauge theory on general noncommutative homogeneous Kähler manifolds. In particular, we consider gauge theory on the noncommutative $\mathbb{C}P^N \approx SU(1, N)/S(U(1) \times U(N))$ and $\mathbb{C}H^N \approx SU(1, N)/S(U(1) \times U(N))$ with separation of variables. In the previous section, the derivations for functions on noncommutative Kähler manifolds with isometry, and concrete expressions of the derivations for $\mathbb{C}P^N$ and $\mathbb{C}H^N$ are constructed. Using them, a gauge theory with gauge group $G$ on the coset space is constructed. In addition, trace density is given by usual volume density as we see in this section. Then the action for the gauge fields is given by

$$S_g := \int_{\mathbb{C}P^N} \sqrt{g} dz^1 \cdots dz^N \, d\overline{z}^1 \cdots d\overline{z}^N \, \text{tr} \left( F_{ab} \ast F_{cd} \eta^{ac} \eta^{bd} \right), \quad (3.68)$$

where $\text{tr}$ is trace for gauge group $G$. The gauge invariance of the action is guaranteed by (2.50) and the cyclic symmetry. The action for the scalar field are same as (2.56);

$$S_\phi = \int_{M} \sqrt{g} dz^1 \cdots dz^N \, d\overline{z}^1 \cdots d\overline{z}^N \{ \nabla_a \phi^\dagger \ast \nabla_b \phi \eta^{ab} + V(\phi^\dagger \ast \phi) \}. \quad (3.69)$$

4 Conclusions

As we showed in Section 2.2, vector fields on noncommutative spaces are not derivations in general. We proved that the vector fields satisfying the Leibniz rule are characterized as the Killing vector fields, and their operators are given by star commutators of the Killing potentials on general noncommutative Kähler manifolds for the deformation quantization with separation of variables. We focused on a gauge theory which has derivations given by order one differential operators, by only considering inner derivations which possess vector fields expressions on general homogeneous Kähler manifolds. As examples, we constructed explicit expressions for these inner derivations on $\mathbb{C}P^N$ and $\mathbb{C}H^N$. For our deformation quantization, we directly proved that integrations of $\ast$-products of functions with the volume form of the Kähler metric of $\mathbb{C}P^N$ and $\mathbb{C}H^N$ have a cyclic property. We then constructed an action functional having gauge symmetry on these manifolds.

We note that the action functionals given in this article are gauge invariants not only for noncommutative homogeneous Kähler manifolds but also for the isometry groups of general noncommutative Kähler manifolds. In this sense, gauge theories on general noncommutative Kähler manifolds are constructed in this article. However, the relation between the usual action of gauge fields (2.46) and the normalization (2.42) is obtained only for noncommutative homogeneous Kähler manifolds.
In other words, the correspondence between the gauge theories on a commutative space and the noncommutative space is clear, and it is possible to interpret the noncommutative gauge theory as a deformation of the commutative gauge theory for noncommutative homogeneous Kähler manifolds.
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A The proof of the lemma 3.2

We give the proof of the lemma 3.2

\[ \nabla_{i_1} \cdots \nabla_{i_n} \nabla_{j_1} \cdots \nabla_{j_n} G = \nabla_{j_1} \cdots \nabla_{j_n} \nabla_{i_1} \cdots \nabla_{i_n} G. \]  

(A.1)

Proof. When \( n = 1 \), trivially

\[ \nabla_{\bar{i}} \nabla_{\bar{j}} G = \nabla_{\bar{j}} \nabla_{\bar{i}} G. \]  

(A.2)

Assume \( \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_{n-1}} \nabla_{\bar{j}_1} \cdots \nabla_{\bar{j}_{n-1}} G = \nabla_{\bar{j}_1} \cdots \nabla_{\bar{j}_{n-1}} \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_{n-1}} G \). We here use the following notation for simplicity,

\[ [k, l] \equiv g_{k, j_l} \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_k} \nabla_{\bar{i}_{k+1}} \cdots \nabla_{\bar{i}_n} \nabla_{\bar{j}_1} \cdots \nabla_{\bar{j}_l} \cdots \nabla_{\bar{j}_n} G, \]  

(A.3)
where “\( \hat{A} \)” means \( A \) is removed. Then,

\[
\nabla_{i_1} \cdots \nabla_{i_n} \nabla_{j_1} \cdots \nabla_{j_n} G = \nabla_{i_1} \nabla_{j_1} \left( \nabla_{i_2} \cdots \nabla_{i_n} \nabla_{j_2} \cdots \nabla_{j_n} G \right) \\
+ \sum_{k=2}^{n} \nabla_{i_1} \cdots \nabla_{i_{k-1}} \left[ \nabla_{i_k} \nabla_{j_1} \right] \nabla_{i_{k+1}} \cdots \nabla_{i_n} \nabla_{j_2} \cdots \nabla_{j_n} G \\
= \nabla_{i_1} \nabla_{j_1} \left( \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{i_2} \cdots \nabla_{i_n} \right) G \\
+ \sum_{k=2}^{n} \nabla_{i_1} \cdots \nabla_{i_{k-1}} \left[ \sum_{l=k+1}^{n} R_{i_k j_1 j_l} \nabla_{i_{k+1}} \cdots \nabla_{i_l} \nabla_{i_{l+1}} \cdots \nabla_{i_n} \nabla_{j_2} \cdots \nabla_{j_n} G \right] \\
+ \sum_{l=2}^{n} R_{i_k j_1 j_l} \nabla_{i_{k+1}} \cdots \nabla_{i_l} \left[ \nabla_{i_{l+1}} \cdots \nabla_{i_n} \nabla_{j_2} \cdots \nabla_{j_n} G \right] \\
= \nabla_{i_1} \nabla_{j_1} \left( \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{i_2} \cdots \nabla_{i_n} \right) G \\
+ c \sum_{k=2}^{n} \left[ - \sum_{l=k+1}^{n} ([k,1] + [l,1]) + \sum_{l=2}^{n} ([k,1] + [k,l]) \right] \\
= \nabla_{i_1} \nabla_{j_1} \left( \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{i_2} \cdots \nabla_{i_n} \right) G \\
+ c \sum_{k=2}^{n} \left[ - (k-1)[k,1] - c \sum_{k=2}^{n} \sum_{l=k+1}^{n} [l,1] + c \sum_{k=2}^{n} \sum_{l=2}^{n} [k,l] \right] \\
= \nabla_{i_1} \nabla_{j_1} \left( \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{i_2} \cdots \nabla_{i_n} \right) G \\
+ c \sum_{k=2}^{n} \left[ - (k-1)[k,1] - c \sum_{l=3}^{n} \sum_{k=2}^{n-1} [l,1] + c \sum_{k=2}^{n} \sum_{l=2}^{n} [k,l] \right] \\
= \nabla_{i_1} \nabla_{j_1} \left( \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{i_2} \cdots \nabla_{i_n} \right) G \\
+ c \sum_{k=2}^{n} \left[ - (k-1)[k,1] - c \sum_{l=3}^{n} \sum_{k=2}^{n-1} [l,1] + c \sum_{k=2}^{n} \sum_{l=2}^{n} [k,l] \right] \\
= \nabla_{i_1} \nabla_{j_1} \left( \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{i_2} \cdots \nabla_{i_n} \right) G + c \sum_{k=2}^{n} [k,1] + c \sum_{k=2}^{n} \sum_{l=2}^{n} [k,l] \\
(A.4)
\]

Next, the first term in the last expression, \( \nabla_{i_1} \nabla_{j_1} \left( \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{i_2} \cdots \nabla_{i_n} \right) G \) be-
\[ \nabla_{\bar{i}_1} \nabla_{j_1} \nabla_{j_2} \cdots \nabla_{j_n} \nabla_{\bar{i}_2} \cdots \nabla_{\bar{i}_n} G = \nabla_{j_1} \cdots \nabla_{j_n} \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_n} G \]
\[ + \sum_{k=1}^{n} \nabla_{j_1} \cdots \nabla_{j_{k-1}} \left[ \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_k} \nabla_{j_{k+1}} \cdots \nabla_{j_n} \nabla_{\bar{i}_2} \cdots \nabla_{\bar{i}_n} G \right] \]
\[ = \nabla_{j_1} \cdots \nabla_{j_n} \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_n} G \]
\[ + \sum_{k=1}^{n} \nabla_{j_1} \cdots \nabla_{j_{k-1}} \left[ \sum_{l=k+1}^{n} R_{i_1 j_k j_l} \nabla_{j_{k+1}} \cdots \nabla_{j_{l-1}} \nabla_{j_{l+1}} \cdots \nabla_{j_n} \nabla_{\bar{i}_2} \cdots \nabla_{\bar{i}_n} G \right] \]
\[ + \sum_{l=2}^{n} R_{i_1 j_k j_l} \nabla_{j_{k+1}} \cdots \nabla_{j_{l-1}} \nabla_{j_{l+1}} \cdots \nabla_{j_n} \nabla_{\bar{i}_2} \cdots \nabla_{\bar{i}_n} G \]
\[ = \nabla_{j_1} \cdots \nabla_{j_n} \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_n} G \]
\[ + c \sum_{k=1}^{n} \left[ \sum_{l=k+1}^{n} ([1, k] + [1, l]) - \sum_{l=2}^{n} ([1, k] + [l, k]) \right] \]
\[ = \nabla_{j_1} \cdots \nabla_{j_n} \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_n} G \]
\[ - c \sum_{k=2}^{n} (k-1) [1, k] + c \sum_{k=1}^{n} \sum_{l=k+1}^{n} [1, l] - c \sum_{k=1}^{n} \sum_{l=2}^{n} [l, k] \]
\[ = \nabla_{j_1} \cdots \nabla_{j_n} \nabla_{\bar{i}_1} \cdots \nabla_{\bar{i}_n} G - c \sum_{l=2}^{n} [l, 1] - c \sum_{k=2}^{n} \sum_{l=2}^{n} [l, k]. \]

This completes the proof for the lemma.

\[ (A.5) \]

B  A basis of \( su(1, N) \)

A concrete basis of \( su(1, N) \), \( T_a, (a = 1, 2, \cdots, (N + 1)^2 - 1) \) is given as follows;

\[ \{ T_a \} = \{ I_{ij}, J_{ij}, H_k, I_{0i}, J_{0i} \}, \]

(B.1)
where $i, j, k = 1, 2, \ldots, N$ and $i < j$ in $I_{ij}, J_{ij}$.

\begin{align*}
I_{ij} &= \frac{1}{\sqrt{2}} (E_{ij} - E_{ji}), \quad \text{(B.2)} \\
J_{ij} &= \frac{i}{\sqrt{2}} (E_{ij} + E_{ji}), \quad \text{(B.3)} \\
H_k &= \frac{i}{\sqrt{k(k+1)}} \left( \sum_{i=1}^{k} E_{ii} - k E_{k+1,k+1} \right), \quad (E_{N+1,N+1} = E_{00}), \quad \text{(B.4)} \\
I_{0i} &= \frac{1}{\sqrt{2}} (E_{i0} + E_{0i}), \quad \text{(B.5)} \\
J_{0i} &= \frac{i}{\sqrt{2}} (E_{i0} - E_{0i}), \quad \text{(B.6)}
\end{align*}

where $(E_{AB})_{CD} = \delta_{AC} \delta_{BD}$ and $A, B, C, D = 0, 1, \ldots, N$. $I_{ij}, J_{ij}, H_k$ are anti-hermitian and $I_{0i}, J_{0i}$ are hermitian.
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