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Correlations in Einstein-Podolsky-Rosen (EPR) scenarios, captured by assemblages of unnormalised quantum states, have recently caught the attention of the community, both from a foundational and an information-theoretic perspective. The set of quantum-realisable assemblages, or abbreviated to quantum assemblages, are those that arise from multiple parties performing local measurements on a shared quantum system. In general, deciding whether or not a given assemblage is a quantum assemblage, i.e. membership of the set of quantum assemblages, is a hard problem, and not always solvable. In this paper we introduce a hierarchy of tests where each level either determines non-membership of the set of quantum assemblages or is inconclusive. The higher the level of the hierarchy the better one can determine non-membership, and this hierarchy converges to a particular set of assemblages. Furthermore, this set to which it converges contains the quantum assemblages. Each test in the hierarchy is formulated as a semidefinite program. This hierarchy allows one to upper bound the quantum violation of a steering inequality and the quantum advantage provided by quantum EPR assemblages in a communication or information-processing task.
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1 Introduction

Einstein-Podolsky-Rosen (EPR) ‘steering’ is a remarkable nonclassical feature of quantum theory [1, 2], first discussed by Schrödinger [3]. Some people understand EPR nonclassicality as a phenomenon where Alice, by performing measurements on half of a shared system, seemingly remotely ‘steers’ the quantum state of a distant Bob, in a way which has no classical explanation. A different understanding of this – endorsed by EPR themselves — is that Alice has no causal influence on the physical state of Bob’s system, and just merely updates her knowledge of the state of Bob’s system by performing a measurement on a system correlated with his. Regardless of how one should view the EPR phenomenon, the correlations that Alice and Bob observe between her measurement choices & outcomes and the state of his system are relevant not only for exploring the foundations of nature but also for the quantum information community: on the one hand, EPR scenarios show a particular way in which the world is nonclassical, opening up new pathways toward pursuing an understanding of nature itself. On the other hand, these correlations in EPR scenarios enable the certification of entanglement under relaxed assumptions [4,5], and constitute an information-theoretic resource for various cryptographic tasks [6,7].

These correlations in an EPR steering experiment are usually mathematically captured by an assemblage of possibly unnormalised quantum states, each of which representing the state of Bob’s quantum system for each of Alice’s measurement choice & outcome [8].

A recent line of research explores the possible assemblages that hypothetical theories which supersede quantum theory may allow. This has been pursued from the perspective of “constraining the possible assemblages only by the operational constraints of the EPR scenario” [9–12], and also from the perspective of identifying the assemblages that certain toy theories allow [13]. In both cases, the minimal constraint that the assemblages need to satisfy is the so-called No Signalling principle, which for the case of traditional bipartite EPR scenarios reads as follows. Let \( \sigma_{ax} \) denote the assemblage elements, where \( a \) denotes Alice’s outcome, and \( x \) denotes her choice of measurement. The No Signalling principle demands that \( \sum_a \sigma_{ax} = \sum_a \sigma_{ax'} \) for all possible pairs \((x, x')\), that is, Alice can not transfer information to Bob by leveraging her choice of measurement. It is known that there exist assemblages that satisfy the No Signalling principle, however cannot be produced by performing a quantum EPR experiment, that is, do not admit a quantum explanation [11,12]. The phenomenon of non-signalling assemblages which do not admit a quantum explanation is referred to as post-quantum steering or post-quantum EPR inference.

The logical possibility of post-quantum steering has then opened a few questions: if Alice and Bob observe an assemblage, how can they check if it has a quantum explanation without making various assumptions about their experimental setup? This question has been studied at length for Bell experiments and Kochen-Specker contextuality experiments, and suspected to be not possible to answer in full generality. Hence, tools have been developed to certify when correlations in Bell or Kochen-Specker “definitely do not admit of a quantum explanation”. These tools come as hierarchies of tests, each defined as a semidefinite program: testing one level tells you either “it does not have a quantum explanation” or “it’s unclear if it has or not a quantum explanation”. If the level you’re testing tells you the second answer, then you move on to a higher level of the hierarchy, and so on. For the case of Bell scenarios, the hierarchy of semidefinite tests was developed by Navascués, Pironio, and Acín [14], and for the case of Kochen-Specker scenarios it was developed by Acín, Fritz, Leverrier, and Sainz [15]. These hierarchies are in practice essential when assessing the best performance of quantum correlations in communication and information processing tasks and even for upper-bounding the maximum quantum violation of a Bell or Kochen-Specker inequality [16].

For the case of EPR scenarios, one hierarchy of semidefinite tests was developed by John-
ston, Mittal, Russo, and Watrous [17], in the particular case of a traditional tripartite EPR scenario with two untrusted parties. This technique was applied in the context of the so-called extended nonlocal games, to bound the maximum chance of success when playing these games with quantum resources. In our work we develop a new hierarchy of tests (defined each as a semidefinite program) that can check whether an assemblage has no quantum realisation in all the EPR scenarios we know of so far, such as traditional multipartite EPR scenarios and generalised bipartite scenarios, including Bob-with-Input scenarios and Instrumental EPR scenarios. We show that this hierarchy converges to a particular set of assemblages, but we leave it as an open question whether there is a natural definition of this set. Our hierarchy has already proven useful for identifying post-quantum assemblages in recent work [12].

2 Bipartite Bob-with-Input EPR scenario

We begin by introducing our hierarchy for semidefinite tests for the simplest case of a so-called Bob-with-Input scenario: that with only one so-called black-box party in the setup. First, we recap the main concepts for the scenario, and then we define the hierarchy of assemblages sets. We show that quantum assemblages belong to the set of assemblages defined by any level of this hierarchy, and moreover show that this is a convergent hierarchy.

2.1 Definition of this EPR scenario

The particular type of bipartite EPR scenario that we focus on here is called Bob-with-Input [12], which is defined as follows. Just like in a traditional EPR scenario, two distant parties (Alice and Bob) share a physical system. Alice performs a measurement (chosen from a set) on her share of the system, in a space-like separated way from Bob. When obtaining the outcome, Alice updates and refines her knowledge of the state of Bob’s subsystem. The additional feature of this EPR scenario, relative to the traditional one, is that here Bob can moreover influence the effective state preparation of his quantum system by choosing (from a finite set) the value of a classical variable $y$. This situation is depicted in Figure 1.

Formally, let $x \in \{1, \ldots, m_A\} =: X$ denote the choice of Alice’s measurement, $a \in \{0, \ldots, o_A - 1\} =: A$ denote the outcome of Alice’s measurement$^1$, $y \in \{1, \ldots, m_B\} =: Y$ be the choice of Bob’s input, and $d$ the dimension of the Hilbert space of the quantum system whose state is prepared by this protocol. Then, the collection of states that Bob’s system may be prepared into, called assemblage and denoted by $\Sigma$, consists of the following elements: $\{\sigma_{a|xy}\}_{a \in A, x \in X, y \in Y} \equiv \Sigma$.

Notice that this experiment is not assumed to be describable by quantum theory in full generality. Indeed, the system that Alice and Bob share may as well belong to a (hypothetical)

\[^1\text{In principle, the measurements may not need to have all the same number of outcomes, although for the purpose of this manuscript one may assume that is indeed the case without loss of generality [16].}\]
physical theory that supersedes quantum. The only constraint here is that the state of the system after the protocol is performed corresponds to a quantum state

Now, depending on what the nature of the system shared by Alice and Bob is, the assemblage may (i) be classically explainable – called LHS Bob-with-Input assemblages, (ii) be quantumly explainable – called Quantum Bob-with-Input assemblages, or (iii) simply comply with the operational constraints imposed by the mere definition of the steering scenario: that the assemblage is compatible with a common cause – called Non-signalling Bob-with-Input assemblages (see Sec. 3.1 for the specification of the so-called non-signalling constraints which define these assemblages).

This paper is motivated by the question of how to certify that an assemblage is (or rather, is not) quantumly explainable. Following the ideas of the Navascués-Pironio-Acin hierarchy [14] for Bell Scenarios, and the Steering-hierarchy for traditional steering scenarios [17], we define a collection of sets of Non-signalling assemblages, which satisfy the following properties:

• the collection forms a hierarchy, in the sense that one may order the sets so that each is contained within all the sets that precedes it in the order,
• testing membership to each set is one instance of a semidefinite program (SDP),
• the set of quantum assemblages is included within all the sets in the hierarchy.

Similarly to the hierarchies that have been developed for other scenarios [17], our method serves as a useful tool to certify post-quantum assemblages, i.e., to certify when an assemblage may not be quantumly explainable. In addition, our method also poses as a useful tool to bound the maximum quantum violation of steering inequalities in the Bob-with-Input scenario.

In the following sections we will define the hierarchy of sets, show that quantum assemblages belong to all of them, and prove that the hierarchy converges.

2.2 Definition of the hierarchy

Here we define the hierarchy of sets of assemblages in the Bob-with-Input scenario that we motivated previously. The definition of each set of assemblages will be rather mathematical and rely on the specification of (mathematical rather than physical) constraints that the assemblage elements must satisfy, where these constraints will be specified by demanding the existence of peculiar matrices with particular properties. The main ingredients in the definition of (the set of assemblages for) each level are:

• the definition of a set of words,
• the specification of equivalence relations between those words,
• the definition of a moment matrix.

Broadly speaking, the set of words will help us index the rows and columns of the so-called moment matrix (which we will define later on), and the equivalence relations between words will allow us to specify which entries of the moment matrix should be equal to one another.

The alphabet \(\Upsilon\) that we will use to define the words is composed of the following elements

\footnote{2\text{Indeed, in traditional EPR scenarios, the starting point is that Bob’s system admits an effective quantum description, even if the joint system shared with Alice may be outside quantum theory.}}

\footnote{3\text{Originally, an assemblage was defined to comply with the operational constraints of the steering scenario if it satisfied the No Signalling principle between the two parties. This has now been shown to be equivalent to demanding that the assemblage has a common cause explanation within a General Probabilistic Theory that supersedes quantum [18]. Here we adopt the latter viewpoint, for the arguments presented in Refs. [19–22].}}
A word then is a concatenation of elements drawn from \( \Upsilon \). Examples of words are \( 1|x\emptyset y,\ y\emptyset y'1|x,\ a|x y1|x', \) and \( a|x y y' \). Hereon we will denote words by the symbols \( v, w, u; \) \( \text{vw} \) will denote the concatenation of the two words (which forms a new word), and \( \text{v}\dagger \) will denote the word defined by the letters of \( v \) written in reverse order. Finally, we denote by \( S^* \) the set of all words of arbitrary length with letters drawn from \( \Upsilon \).

To determine equivalence relations between words, denoted by the symbol \( \equiv \), we first need to establish the symmetry operations on the elements of the alphabet:

- \( \text{vw} \equiv \text{v}\emptyset \text{w} \) for all \( u, w \in S^* \),
- \( \text{vv} \equiv \text{v} \) for all \( v \in \Upsilon \),
- \( a|x y y \equiv y a|x \) for all \( y, a|x \in \Upsilon \).

We say then that \( v \equiv w \) if there exists a sequence of symmetry operations that can take \( v \) to \( w \) (and vice-versa). For example, \( y \emptyset a|x \equiv a|x y \) and \( y\emptyset y'1|x \equiv 1|x y y' \), but \( a|x y y' \not\equiv y'|a|x y \) when \( y \not\equiv y' \).

Moreover, we say that a word \( v \) is null if, after applying a sequence of symmetry operations, one may find a letter \( a|x \) followed by a letter \( a'|x \) for some \( x \in \Upsilon \) and \( a \not\equiv a' \in \mathbb{A} \setminus \{0\} \). For example, the word \( 1|x y 2|x \) is null, whereas the word \( 1|x y 2|x' \) with \( x \not\equiv x' \) is not.

The next ingredient we need to set up before we can define the hierarchy is the following:

**Definition 1. The set of words \( S_n \).**

A word \( v \in S^* \) belongs to \( S_n \) if it may arise from concatenating at most \( n \) letters of the alphabet \( \Upsilon \).

For example, \( a|x \in S_3 \), while \( a|x y a|x' \not\in S_2 \) when \( x \not\equiv x' \). By \( |S_n| \) we will denote the cardinality of \( S_n \). The idea is that, for each \( n \), the words in \( S_n \) will index the rows and columns for a different moment matrix, as we see next.

Now we can define the concept of a moment matrix within the context of our hierarchy:

**Definition 2. Moment matrix of order \( n \): \( \Gamma_n \).**

Let \( \Gamma_n \) be a matrix of size \( |S_n| \times |S_n| \), whose entries are \( d \times d \) complex matrices, and whose rows and columns are indexed by the words in \( S_n \). This matrix is a moment matrix of order \( n \) if it satisfies the following properties:

\[
\Gamma_n \geq 0, \quad \Gamma_n(\emptyset, \emptyset) = \mathbb{I}_d, \quad \Gamma_n(v, w) = \Gamma_n(v' , w') \quad \text{if} \quad v\dagger w \equiv v\dagger' w', \quad \Gamma_n(v, w) = 0_d \quad \text{if} \quad v\dagger w \text{ is null}, \quad \Gamma_n(a|x, a'|x') \propto \mathbb{I}_d \quad \text{for all} \quad a|x, a'|x' \in \Upsilon, \tag{2}
\]

where \( 0_d \) is the \( d \times d \) matrix whose all entries are 0.

Let us now bring in the connection with assemblages in the Bob-with-Input scenario. A moment matrix \( \Gamma_n \) is a certificate of order \( n \) for the assemblage \( \{ \sigma_{a|x y} \}_{a\in\mathbb{A}, x\in\Upsilon, y\in\Upsilon} \) when the following conditions are met:

\[\text{Strictly speaking,} \emptyset \not\text{is a letter but rather an empty string/word, although for simplicity in the narrative we will not always insist on this jargon.}\]
Definition 3. Certificate of order $n$ for an assemblage $\Sigma$.

Let $\Sigma = \{\sigma_{a|xy}\}_{a \in A, x \in X, y \in Y}$ be a Non-signalling assemblage in the Bob-with-Input EPR scenario. A matrix $\Gamma_n$ is a certificate of order $n$ for $\Sigma$ iff $\Gamma_n$ is a moment matrix of order $n$ and the following are satisfied:

$$
\Gamma_n(\emptyset, a|x) = \text{tr} \left\{ \sigma_{a|x} \right\} I_d \quad \forall a|x \in \Upsilon, \tag{7}
$$

$$
\Gamma_n(\emptyset, y) = \frac{1}{d} \sigma_y^T \quad \forall y \in \Upsilon, \tag{8}
$$

$$
\Gamma_n(\emptyset, a|x,y) = \frac{1}{d} \sigma_{a|xy}^T \quad \forall a|x,y \in \Upsilon, \tag{9}
$$

where $\sigma_y = \sum_{a \in A} \sigma_{a|xy}$ is the marginal state on Bob’s side, and $(\cdot)^T$ denotes transposition.

This definition for a Certificate of order $n$ in a Bob-with-Input EPR scenario is inspired by those found in the literature for other phenomena (see, e.g., Refs. [15, 23] for Kochen-Specker contextuality). The idea is that the first row of the matrix $\Gamma_n$ contains all the information available from the assemblage elements $\{\sigma_{a|xy}\}$, and moreover, that the information be displayed in a way that is readily accessible in a systematic way. For example, Eq. (7) stipulates which matrix elements provide the information on the probabilities $p(a|x)$ alone, where the operator $I_d$ is needed to satisfy the fact that the entries of $\Gamma_n$ are themselves $d$-dimensional matrices. Eq. (9) and Eq. (8) tell you how to relate the entries $a|xy$ and $y$ with the assemblage elements $\sigma_{a|xy}$ and their marginals $\sigma_y$ respectively: notice that the relationship is not direct but that the operators are transposed and re-normalised – this is a necessary technicality to be able to easily construct a quantum model from the elements of $\Gamma_n$ later on.

Now we can finally define the sets of assemblages that form our hierarchy. We will denote these sets by $Q^n$:

Definition 4. Set of assemblages in level $n$ of the hierarchy: $Q^n$.

An assemblage $\Sigma$ in the Bob-with-Input EPR scenario belongs to the set $Q^n$ iff there exists a matrix $\Gamma_n$ that is a certificate of order $n$ for $\Sigma$.

It is easy to see that $\Sigma \in Q^n \Rightarrow \Sigma \in Q^{n-1}$: this follows from the fact that one can take the certificate of order $n$ for $\Sigma$, and construct from it a new matrix $\Gamma_{n-1}$ by keeping the rows/columns of $\Gamma_n$ which are labelled by the words of $S_{n-1}$. By definition, $\Gamma_{n-1}$ will be a moment matrix and satisfy the conditions to be a certificate of order $n - 1$ for $\Sigma$. It hence follows that $Q^n \subseteq Q^{n-1}$ for all $n > 1$.

Next we will show that quantum assemblages in the Bob-with-Input scenario belong to $Q^n$ for all $n$.

2.3 Quantum assemblages are $Q^n$ assemblages

In this section we will show that each level of the hierarchy is itself a relaxation of the set of quantum assemblages in the Bob-with-Input scenario. The main idea behind this proof is to, starting from a quantum assemblage, define a state and operators with which to construct a moment matrix $\Gamma_n$ that serves as a certificate of order $n$ for the original assemblage.

Some of the construction will be presented in the diagrammatic language of Ref. [24] for simplicity. Consider a quantum assemblage $\Sigma_Q = \{\sigma_{a|xy}\}_{a \in A, x \in X, y \in Y}$, and let $\rho$, $\{\Pi_{a|x}\}_{a \in A, x \in X}$, and $\{\mathcal{E}_y\}_{y \in Y}$ be a state, measurements on Alice’s system, and completely-positive trace-reserving (CPTP) maps\(^5\) on Bob’s system, respectively, that provide a realisation of the assemblage. That

\(^5\)A linear map $\Lambda$ is positive if it maps positive elements into positive elements. A linear map $\Lambda$ is in addition
\[ \sigma_{a|xy} = \begin{array}{c} \rho \\ \mathcal{E}y \\ B^{(i)} \end{array} \]

Notice that, because of the Stinespring dilation theorem [25, 26], we can always take Alice’s measurements to be projective and the state \( \rho \) to be pure, without loss of generality.

The next step is to realise that one may always find an equivalent realisation of the assemblage where Bob’s transformations are unitary ones, by dilating the CPTP maps \( \{ \mathcal{E}^y \}_{y \in \mathcal{Y}} \) and considering the corresponding auxiliary system as part of the original preparation procedure. That is,

\[ \sigma_{a|xy} = \begin{array}{c} \rho' \\ \mathcal{U}_y \\ B_{\text{aux}} \end{array} \begin{array}{c} A \\ B^{(i)} \end{array}, \] (10)

where \( \rho' = \rho \otimes \rho_{\text{aux}} \) may always be taken to be a pure state, without loss of generality.

Now, consider another system in Bob’s lab, called \( B' \), of the same dimension as \( B \). Let \( \{ \Phi_1, \Phi_2 \} \) be the joint projective measurement on \( BB' \), of two outcomes, defined as follows:

\[
\begin{align*}
\Phi_1 & = |\phi^+\rangle \langle \phi^+|, \\
\Phi_2 & = I - \Phi_1,
\end{align*}
\]

where \( |\phi^+\rangle = \frac{1}{\sqrt{d}} \sum_{j=1}^d |j\rangle_B \otimes |j\rangle_{B'} \) is the LOCC-maximally-entangled\(^6\) state for \( BB' \) [19, 22].

One may now define a family of dichotomic measurements \( \{ \Psi_{b|y} \}_{b \in \{1,2\}, y \in \mathcal{Y}} \) on the composite system \( B_{\text{aux}} \cdot B^{(i)} \cdot B' \) as follows:

\[
\begin{align*}
\Psi_{b|y} & := \begin{array}{c} \mathcal{U}_y \\ B_{\text{aux}} \end{array} \begin{array}{c} A \\ B^{(i)} \end{array} \begin{array}{c} B' \\ \Phi_b \end{array},
\end{align*}
\]

The idea is that these dichotomic measurements will allow us to construct the matrix elements of \( \Gamma_n \) that correspond to rows and columns whose labels contain the letter \( y \) (see Eq. (14) below). For this to be the case, it is crucial to notice that the measurement \( \{ \Psi_{1|y}, \Psi_{2|y} \} \), for each \( y \in \mathcal{Y} \), is a projective measurement. Indeed, in conventional notation the corresponding operator may be written as:

\[
\Psi_{b|y} = (U_y^\dagger \otimes \mathbb{I}_{B'}) (\mathbb{I}_{B_{\text{aux}}} \otimes \Phi_b) (U_y \otimes \mathbb{I}_{B'}) .
\] (11)

Therefore, the following are satisfied:

---

\text{completely-positive} if the linear map \( \Lambda \otimes \mathbb{I} \) is a positive map for any value of the dimension of the Hilbert space the identity operator \( \mathbb{I} \) acts on. Finally, a linear operator \( \Lambda \) is \text{trace-preserving} if, for each element \( v \) in its domain, the trace of the image of the element is equal to the trace of the element, i.e., \( \text{tr} \{ \Lambda[v] \} = \text{tr} \{ v \} \).

\( ^6 \)Where LOCC stands for Local Operations and Classical Communication.

---
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(i) Normalisation: \( \{ \Psi_{1|y}, \Psi_{2|y} \} \) is a complete measurement for each \( y \in \upgamma \), since:
\[
\sum_{b=1:2} \Psi_{b|y} = \left( U^\dagger_y \otimes I_{B'} \right) \left( I_{B_{aux}} \otimes I_{BB'} \right) (U_y \otimes I_{B'}) = I_{B_{aux}B(1)B'}.
\]

(ii) Hermiticity: \( \Psi_{b|y} \) is effectively a unitary applied to a state, and since unitaries preserve hermiticity then \( \Psi_{b|y} \) is Hermitian.

(iii) Idempotency: \( \Psi_{b|y} \Psi_{b|y} = \Psi_{b|y} \) since:
\[
\Psi_{b|y}^\dagger \Psi_{b|y} = \left( U^\dagger_y \otimes I_{B'} \right) \left( I_{B_{aux}} \otimes \Phi_b \right) (U_y \otimes I_{B'}) = \left( U^\dagger_y \otimes I_{B'} \right) (I_{B_{aux}} \otimes \Phi_b) (U_y \otimes I_{B'}) \equiv \Psi_{b|y}.
\]

Now we have all the ingredients to prove the main theorem of this section:

**Theorem 5. Quantum assemblages are \( \mathcal{Q}^n \) assemblages \( \forall n \in \mathbb{N} \).**

Let \( \Sigma_Q = \{ \sigma_{a|x,y} \}_{a \in \mathcal{A}, x \in \mathcal{X}, y \in \upgamma} \) be a quantum assemblage in the Bob-with-Input EPR scenario. Then \( \Sigma_Q \in \mathcal{Q}^n \forall n \in \mathbb{N} \).

**Proof.** The proof strategy is to construct a moment matrix \( \Gamma_n \) that serves as a certificate of order \( n \) for the assemblage \( \Sigma_Q \). For this, let us first define a set of operators \( \{ \mathcal{O}_y \}_{y \in \upgamma} \), labelled by the words of the set \( \mathcal{S}_n \), which act on the Hilbert space \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_{B_{aux}} \otimes \mathcal{H}_{B(1)} \otimes \mathcal{H}_{B'} \). For the case of single-letter words (i.e., \( v \in \upgamma \)), the operators are defined as:
\[
\mathcal{O}_\emptyset := I_{AB_{aux}B(1)B'}, \quad (12)
\]
\[
\mathcal{O}_{a|x} := I_{a|x} \otimes I_{B_{aux}B(1)B'} \quad \forall a|x \in \mathcal{Y}, \quad (13)
\]
\[
\mathcal{O}_y := I_{A} \otimes \Psi_{1|y} \quad \forall y \in \upgamma. \quad (14)
\]

For the case of works with multiple letters, i.e., \( v = v_1 \ldots v_k \) with \( 1 < k \leq n \) and \( v_j \in \upgamma \) \( \forall 1 \leq j \leq k \), the operators are defined as:
\[
\mathcal{O}_v := \mathcal{O}_{v_1} \ldots \mathcal{O}_{v_k}. \quad (15)
\]

Hence,
\[
\mathcal{O}_v \mathcal{O}_w = \mathcal{O}_{vw}. \quad (16)
\]

Notice also that:
\[
\mathcal{O}_\emptyset \mathcal{O}_v = \mathcal{O}_v = \mathcal{O}_v \mathcal{O}_\emptyset \quad \forall v \in \mathcal{S}_{n-1}, \quad (17)
\]
\[
\mathcal{O}_{a|x} \mathcal{O}_y = \mathcal{O}_y \mathcal{O}_{a|x} \quad \forall a|x, y \in \upgamma \quad (18)
\]
\[
\mathcal{O}_v \mathcal{O}_v = \mathcal{O}_v \quad \forall v \in \upgamma, \quad (19)
\]

therefore
\[
v \equiv w \Rightarrow \mathcal{O}_v = \mathcal{O}_w. \quad (20)
\]

In addition, \( \mathcal{O}_{a|x} \mathcal{O}_{a'|x} = 0_{\mathcal{H}} \) (i.e., the zero matrix in the Hilbert space \( \mathcal{H} \)) whenever \( a \neq a' \) for all \( x \in \mathcal{X} \). Therefore
\[
\mathcal{O}_v = 0_{\mathcal{H}} \quad \text{when } v \text{ is null}. \quad (21)
\]
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Finally, since the operators for single-lettered words are Hermitian, it follows that:

$$O^l_v = O^r_v.$$  \hfill (22)

The last object that we need to define to set up the ingredients for the proof, is a state $\hat{\rho}$ for the joint system $A \cdot B_{\text{aux}} \cdot B(\psi) \cdot B'$. Following the notation of this section, let $|\psi\rangle \langle \psi| := \rho'$ be the pure quantum state that realises the assemblage $\Sigma_Q$ as per Eq. (10). Then, define the state $\hat{\rho}$ as

$$\hat{\rho} := |\psi\rangle \langle \psi| \otimes I_{B'}.$$  \hfill (23)

With these, define a square matrix $\Gamma_n$ of dimension $|S_n|$, whose rows and columns are indexed by the words in $S_n$, as:

$$\Gamma_n(v, w) := \text{tr}_{A_{\text{aux}} B(i)} \left\{ O^l_v O^r_w \hat{\rho} \right\}. \hfill (24)$$

Notice that the elements of $\Gamma_n$ are $d \times d$ complex matrices, where $d$ is the dimension of $H_{B'}$. Next we will show that $\Gamma_n$ is a certificate of order $n$ for the assemblage $\Sigma_Q$.

Let us first begin by showing that $\Gamma_n$ is indeed a moment matrix of order $n$. For this, we need to show that its element satisfy the five sets of conditions listed in Definition 2 via Eqs. (2) to (6):

- The $(i, j)$ entry of the element $\Gamma_n(v, w)$ is

$$\Gamma_n^{i,j}(v, w) = \langle i | \text{tr}_{A_{\text{aux}} B(i)} \left\{ O^l_v O^r_w \hat{\rho} \right\} | j \rangle$$

$$= \langle i | \text{tr}_{A_{\text{aux}} B(i)} \left\{ O^l_v O^r_w |\psi\rangle \langle \psi| \otimes I_{B'} \right\} | j \rangle$$

$$= \langle i | \langle \psi| O^l_v O^r_w |\psi\rangle j \rangle.$$  \hfill (25)

Now define the vectors $|\psi_{i,v}\rangle = O_v |\psi\rangle |i\rangle$. Hence, $\Gamma_n^{i,j}(v, w) = \langle \psi_{i,v}|\psi_{i,w}\rangle$. This shows that $\Gamma$ is a Gramian matrix, and therefore positive semidefinite. Hence, Eq. (2) is satisfied.

- $\Gamma_n(0, 0) = \text{tr}_{A_{\text{aux}} B(i)} \{ I_H I_H \hat{\rho} \} = I_{B'}$, hence Eq. (3) is satisfied.

- On the one hand, $\Gamma_n(v, w) = \text{tr}_{A_{\text{aux}} B(i)} \{ O^l_v O^r_w \hat{\rho} \} = \text{tr}_{A_{\text{aux}} B(i)} \{ O^l_v \hat{\rho} \}$. On the other hand, $\Gamma_n(v', w') = \text{tr}_{A_{\text{aux}} B(i)} \{ O^l_{v'} O^r_{w'} \hat{\rho} \} = \text{tr}_{A_{\text{aux}} B(i)} \{ O^l_{v'} \hat{\rho} \}$. If $v^t w \equiv v'^t w'$, then $O^l_{v^t w} = O^l_{v'^t w'}$, and hence $\Gamma_n(v, w) = \Gamma_n(v', w')$. It follows that Eq. (4) is satisfied.

- If $v^t w$ is null, then $O^l_{v^t w} = 0_H$. Hence, $\Gamma_n(v, w) = \text{tr}_{A_{\text{aux}} B(i)} \{ O^l_{v^t w} \hat{\rho} \} = 0_H$, and so Eq. (5) is satisfied.

- For any $a|x, a'|x' \in \Upsilon$,

$$\Gamma_{a|x, a'|x'} = \text{tr}_{A_{\text{aux}} B(i)} \left\{ (\Pi_a |x\rangle \Pi_{a'} |x'\rangle \otimes I_{B_{\text{aux}} B(i)} B') \hat{\rho} \right\}$$

$$= \text{tr} \left\{ \Pi_a |x\rangle \Pi_{a'} |x'\rangle \otimes I_{B_{\text{aux}} B(i)} |\psi\rangle \langle \psi| \right\} I_{B'}. \hfill \text{(26)}$$

Hence, $\Gamma_{a|x, a'|x'} \propto I_d$ and Eq. (6) follows.

Now that we’ve shown that $\Gamma_n$ is indeed a moment matrix of order $n$, we need to show that it is moreover a certificate of order $n$ for the assemblage $\Sigma_Q$. For this, we need to now show that $\Gamma_n$ satisfies the conditions given by Eqs. (7) to (9) in Definition 3.
• For any \( a | x \in \Upsilon \),
\[
\Gamma_n(\emptyset, a | x) = \text{tr}_{ABaux}(B^{(i)}) \left\{ \mathbb{I} \Pi_{a|x} \otimes \mathbb{I}_{aux} B^{(i)} \hat{\rho} \right\}
\]
\[
= \text{tr}_{ABaux}(B^{(i)}) \left\{ \Pi_{a|x} \otimes \mathbb{I}_{aux} B^{(i)} B^{(i)} | \psi \rangle \langle \psi | \otimes \mathbb{I}_{B} \right\}
\]
\[
= \text{tr} \left\{ \Pi_{a|x} \otimes \mathbb{I}_{aux} B^{(i)} \langle \psi | \otimes \mathbb{I}_{B} \right\} \mathbb{I}_{B^{(i)}},
\]
since unitary operations are trace preserving. Hence,
\[
\Gamma_n(\emptyset, a | x) = \text{tr}_{B} \left\{ \sigma_{a|xy} \right\} \mathbb{I}_{B^{(i)}} = \text{tr} \left\{ \sigma_{a|xy} \right\} \mathbb{I}_{B^{(i)}}.
\]
where the last equality follows from the fact that the assemblage \( \Sigma_Q \) is no-signalling from Bob to Alice, by definition. Hence, Eq. (7) is satisfied.

• For any \( a | x, y \in \Upsilon \),
\[
\Gamma_n(\emptyset, a | xy) = \text{tr}_{ABaux}(B^{(i)}) \left\{ \mathbb{I} \Pi_{a|x} \otimes \Psi_{1|y} \hat{\rho} \right\}
\]
\[
= \text{tr}_{ABaux}(B^{(i)}) \left\{ \Pi_{a|x} \otimes \left( (U_{y}^{i} \otimes \mathbb{I}_{B^{(i)}}) \left( \mathbb{I}_{aux} \otimes \Phi_{1} \right) \right) \left( U_{y} \otimes \mathbb{I}_{B^{(i)}} \right) \hat{\rho} \right\}
\]
\[
= \text{tr}_{ABaux}(B^{(i)}) \left\{ \Pi_{a|x} \otimes \left( U_{y}^{i} \otimes \mathbb{I}_{B^{(i)}} \right) \left( \mathbb{I}_{aux} \otimes \Phi_{1} \right) \right\} \left\{ \Pi_{a|x} \otimes \left( U_{y} \otimes \mathbb{I}_{B^{(i)}} \right) \hat{\rho} \right\}
\]
\[
= \text{tr}_{ABaux}(B^{(i)}) \left\{ \Pi_{a|x} \otimes \left( \left( U_{y}^{i} \otimes \mathbb{I}_{B^{(i)}} \right) \left( \mathbb{I}_{aux} \otimes \Phi_{1} \right) \right) \right\} \left\{ \Pi_{a|x} \otimes \left( U_{y} \otimes \mathbb{I}_{B^{(i)}} \right) \hat{\rho} \right\}
\]
\[
= \text{tr}_{B} \left\{ \Phi_{1} \left\{ \sigma_{a|xy} \otimes \mathbb{I}_{B^{(i)}} \right\} \right\}
\]
\[
= \frac{1}{d} \sigma_{a|xy}^{T}.
\]
Hence, Eq. (9) follows.

• This last condition follows similarly from the previous one plus the fact that Alice’s measurements \( \{ \Pi_{a|x} \} \) are complete:
\[
\Gamma_n(\emptyset, y) = \text{tr}_{ABaux}(B^{(i)}) \left\{ \mathbb{I} \Pi_{a|x} \otimes \Psi_{1|y} \hat{\rho} \right\}
\]
\[
= \sum_{a \in \Lambda} \text{tr}_{ABaux}(B^{(i)}) \left\{ \mathbb{I} \Pi_{a|x} \otimes \Psi_{1|y} \hat{\rho} \right\}
\]
\[
= \sum_{a \in \Lambda} \frac{1}{d} \sigma_{a|xy}^{T}
\]
\[
= \frac{1}{d} \sigma_{y}^{T}.
\]
It hence follows that the matrix \( \Gamma_n \) satisfies the conditions of Eq. (8).
We have hence shown that the matrix \( \Gamma_n \) that we constructed is a certificate of order \( n \) for the assemblage \( \Sigma_Q \), which implies that \( \Sigma_Q \in \mathcal{Q}^{n} \), for all \( n \in \mathbb{N} \).

2.4 Convergence
Let \( \mathcal{Q} \) denote the set of all quantumly-realisable assemblage in a Bob-with-Input scenario. In the previous section we showed that \( \mathcal{Q} \subset \mathcal{Q}^{n} \forall n \in \mathbb{N} \). Here, we will show that the hierarchy \( \{ \mathcal{Q}^{n} \}_{n \in \mathbb{N}} \) converges to a set of assemblages \( \mathcal{Q}_{C} \) that therefore contains the quantum set. We
leave it an open question to check under which conditions $Q_C \equiv Q$. The proof is rather technical, and leverages algebraic techniques similar to those used in related hierarchies of semidefinite tests \[14, 15, 27\].

We start with some preliminary algebraic constructions and notations. Let $(H_B, \langle ., . \rangle_B)$ be the $d$-dimensional Hilbert space for Bob. First, we define a sequence of Hilbert spaces $(H_m)_{m \in \mathbb{N}}$ such that for each $m$ we can regard a moment matrix of order $m$ as a bounded linear operator on $H_m$. Let

$$\mathcal{M}(S, H_B) \quad (25)$$

be the vector space of all maps from the set of words $S$ to Bob’s Hilbert space $H_B$ with addition and scalar multiplication defined pointwise, i.e. adding two such maps means adding the values for each argument. For a word $v \in S$ and a vector $x \in H_B$ we define the element

$$(x \cdot [v]) \in \mathcal{M}(S, H_B) \quad (26)$$
as follows: For $w \in S$ let

$$(x \cdot [v])(w) := \begin{cases} x & \text{if } w = v \\ 0 & \text{if } w \neq v \end{cases} \quad (27)$$

Now we define $H_m$ as

$$H_m := \text{span} \{ (x \cdot [v]) | x \in H_B, v \in S_m \} \subseteq \mathcal{M}(S, H_B), \quad (28)$$
i.e. $H_m$ is the set of all maps from $S$ to $H_B$ that are 0 outside of $S_m$. The inner product on $H_m$ is defined as follows: For $f, g \in H_m$ let

$$\langle f | g \rangle := \sum_{v \in S_m} \langle f(v) | g(v) \rangle_B. \quad (29)$$

Note that the sum on the right is finite.

Now let $\Sigma$ be an assemblage such that $\Sigma \in Q^n$ for all $n$. Then for each $n$ there is a certificate $\Gamma_n$ of order $n$ for $\Sigma$. For $v, w \in S \setminus S_n$ let $\Gamma_n(v, w) := 0$. Then we can regard each $\Gamma_n$ as a bounded linear operator $\Gamma^{(m)}_n \in B(H_m)$ as follows: For $f \in H_m$ let

$$\Gamma^{(m)}_n(f) := \sum_{v, w \in S_m} ((\Gamma_n(v, w) f(w)) \cdot [v]). \quad (30)$$

Note that we will use the same definition for limit operators $\Gamma^{(m)}_\infty$ later on.

**Lemma 6.** For all natural numbers $n$ and for all words $v \in S$ we have

$$\Gamma_n(v, v) \leq \text{id}_{H_B}. \quad (31)$$

**Proof.** We prove the claim by induction on the length $l$ of $v$. For $l = 0$ we have $v = \emptyset$ and $\Gamma(\emptyset, \emptyset) = \text{id}_{H_B}$ by the definition of a moment matrix. Now let $l > 0$. Then there is a word $w$ of length $l - 1$ and a letter $c \in \Upsilon$ such that

$$v = cw. \quad (32)$$

Let

$$A := \Gamma_n(w, w)$$
$$B := \Gamma_n(v, v). \quad (33)$$
Then we have
\[ A \leq \text{id}_{\mathcal{H}_B} \]  \hspace{1cm} (34)
by the induction hypothesis and
\[ \Gamma_n(w, v) = \Gamma_n(v, w) = \Gamma_n(v, v) = B \]  \hspace{1cm} (35)
because
\[ v^\dagger v = w^\dagger ccw \equiv w^\dagger cw = w^\dagger v. \]  \hspace{1cm} (36)
It follows that
\[ 0 \leq \begin{pmatrix} A & B \\ B & B \end{pmatrix} \]  \hspace{1cm} (37)
since the matrix on the right is a contraction of the positive semidefinite matrix \( \Gamma_n \). Now this is equivalent to
\[ 0 \leq B \leq A \leq \text{id}_{\mathcal{H}_B} \]  \hspace{1cm} (38)
and thus
\[ \Gamma_n(v, v) = B \leq \text{id}_{\mathcal{H}_B} \]  \hspace{1cm} (39)
as desired.

**Lemma 7.** For all natural numbers \( n \) and for all words \( v, w \in \mathcal{S} \) we have
\[ \| \Gamma_n(v, w) \| \leq 1. \]  \hspace{1cm} (40)

*Proof.* For \( v = w \) this follows immediately from Lemma 6. For \( v \neq w \) we consider the contraction of \( \Gamma_n \) for the rows and columns corresponding to \( v \) and \( w \). Then we have
\[ 0 \leq \begin{pmatrix} \Gamma_n(v, v) & \Gamma_n(v, w) \\ \Gamma_n(w, v) & \Gamma_n(w, w) \end{pmatrix} \leq \begin{pmatrix} \text{id}_{\mathcal{H}_B} & \Gamma_n(v, w) \\ \Gamma_n(w, v) & \text{id}_{\mathcal{H}_B} \end{pmatrix}, \]  \hspace{1cm} (41)
where the first inequality follows from the positivity of \( \Gamma_n \) and the second from Lemma 6. This implies
\[ \Gamma_n(v, w) \Gamma_n(v, w) = \Gamma_n(w, v)\Gamma_n(v, w) \leq \text{id}_{\mathcal{H}_B}. \]  \hspace{1cm} (42)
This in turn implies
\[ \| \Gamma_n(v, w) \|^2 = \| \Gamma_n(v, w) \Gamma_n(v, w) \| \leq 1 \]  \hspace{1cm} (43)
from which the claim follows.

\[ \square \]

**Theorem 8.** There is a subsequence of indices \((n_k)_{k \in \mathbb{N}}\) and an infinite matrix
\[ \Gamma_\infty := (\Gamma_\infty(v, w))_{v, w \in \mathcal{S}} \]  \hspace{1cm} (44)
whose entries are in \( B(\mathcal{H}_B) \), and whose rows and columns are indexed by the words in \( \mathcal{S} \) such that for every natural number \( m \) the sequence \((\Gamma_\infty^{(m)}_{n_k})_{k \in \mathbb{N}}\) converges in the operator norm to an operator \( \Gamma_\infty^{(m)} \in B(\mathcal{H}_B) \) that is defined as in Eq. \((30)\) for \( n = \infty \) and is a certificate of order \( m \) for \( \Sigma \).
Proof. First, we choose an arbitrary basis of the Hilbert space $\mathcal{H}_B$ and an enumeration of the countable set $S^d \times S^d$. Then by Lemma 7 we may regard each moment matrix $\Gamma_n = (\Gamma_n(v, w))_{v, w \in S}$ as an element of the Banach space

$$\ell^\infty := \ell^\infty(\mathbb{N}),$$

(45)

the space of all bounded complex sequences, equipped with the supremum norm. Note that $\ell^1(\mathbb{N})$ is a continuous pre-dual space of $\ell^\infty$. By the Banach-Alaoglu-Theorem the closed unit ball of $\ell^\infty$ is therefore compact with respect to the weak-* topology. Thus, there is a subsequence of indices $(n_k)_{k \in \mathbb{N}}$ such that $\Gamma_{n_k}$ converges in the weak-* topology to an element in $\ell^\infty$ that we can identify with a matrix $\Gamma_\infty := (\Gamma_\infty(v, w))_{v, w \in S}$. Now define the operators $\Gamma^{(m)}$ as in Eq. (30). Note that for each fixed $m$ only finitely many words are actually involved in each operator. Since convergence in the weak-* topology in particular implies pointwise convergence, we get that the sequence $(\Gamma^{(m)}_{n_k})_{k \in \mathbb{N}}$ converges to $\Gamma^{(m)}_\infty$ in the operator norm of $B(\mathcal{H}_m)$. Because all constraints on a certificate behave continuously, $\Gamma^{(m)}_\infty$ must be a certificate of order $m$ for $\Sigma$. □

Theorem 8 shows that our hierarchy $\{Q^n\}_{n \in \mathbb{N}}$ converges to a set of assemblages $Q_C$ that contains the set of quantum assemblages by Theorem 5.

In order to show that every assemblage $\Sigma = \{\sigma_{a|xy}\}_{a \in A, x \in X, y \in Y} \in Q_C$ is quantum — a question that we leave open — we have to find a Hilbert space $K$, a shared state $\rho \in B(K)$, measurements for Alice $\Pi_{a|x}$, CPTP maps $\mathcal{E}^y : B(\mathcal{H}_B) \to B(\mathcal{H}_B)$ for Bob and a CPTP map $\tau : B(K) \to B(\mathcal{H}_B)$ such that

$$\sigma_{a|xy} = \mathcal{E}^y(\tau(\Pi_{a|x}\rho))$$

(46)

for all $a \in A$, $x \in X$, $y \in Y$.

In the remainder of this section we will construct some promising candidates for all the ingredients in the right-hand-side of Eq. (46) but the map $\tau$, based on the limit $\Gamma_\infty = (\Gamma_\infty(v, w))_{v, w \in S}$ established in Theorem 8. Similar to the construction of the Hilbert spaces $\mathcal{H}_m$ above, we construct a $*$-algebra $A$ from the set of words $S$. Let

$$\mathcal{M}(S, \mathbb{C})$$

(47)

be the vector space of all maps from the set of words $S$ to the complex numbers with addition and scalar multiplication defined pointwise. Now let

$$A := \{f \in \mathcal{M}(S, \mathbb{C})| \text{supp}(f) \text{ is finite}\}$$

(48)

be the subspace of all maps that vanish for all except finitely many words. For $v \in S$ we define the element

$$[v] \in A$$

(49)

as follows: For $w \in S$ let

$$[v](w) := \begin{cases} 1 & \text{if } w = v \\ 0 & \text{if } w \neq v \end{cases}$$

(50)

We further equip $A$ with a multiplication and an involution as follows: For $f, g \in A$ and $v \in S$ let

$$(f \cdot g)(v) := \sum_{u, w \in S} f(u)g(w)$$

(51)

and

$$f^\dagger(v) := f(v^\dagger)^*$$

(52)
This makes $\mathcal{A}$ a unital $*$-algebra with identity element $[0]$. Finally, let $I$ be the subspace of $\mathcal{A}$ spanned by all elements of the form

$$[uvw] - [uvw], \quad [u\ a|xy\ w] - [u\ y\ a|x\ w], \quad [u\ a|x\ a'|x\ w]$$

for $u, w \in \mathcal{S}, v \in \Upsilon, a, a' \in \mathcal{A}$ with $a \neq a'$ and $y \in \Upsilon$. Then $I$ is a twosided $*$-ideal of $\mathcal{A}$ that represents the equivalence relation between words.

Now we are ready to define a $*$-linear map on our $*$-algebra $\mathcal{A}$. Let $\Gamma = \Gamma_\infty$ be as in Theorem 8 and define

$$\varphi : \mathcal{A} \to \mathcal{B}(\mathcal{H}_B), \quad f \mapsto \sum_{v \in \mathcal{S}} f(v) \cdot \Gamma(\emptyset, v).$$

Note that this is well-defined because each $f \in \mathcal{A}$ has finite support by definition. The linearity of this map is obvious. For the compatibility with the involution we compute

$$\varphi(f^\dagger) = \sum_{v \in \mathcal{S}} f^\dagger(v) \cdot \Gamma(\emptyset, v) = \sum_{v \in \mathcal{S}} f(v^\dagger)^* \cdot \Gamma(\emptyset, v)$$

$$= \sum_{v \in \mathcal{S}} f(v^\dagger)^* \cdot \Gamma(v^\dagger, \emptyset) = \sum_{v \in \mathcal{S}} f(v^\dagger)^* \cdot \Gamma(\emptyset, v^\dagger)^\dagger$$

$$= \varphi(f)^\dagger,$$

where the third equality follows from $(v^\dagger)^\dagger \equiv \emptyset^\dagger v$.

**Proposition 9.** The $*$-linear map $\varphi$ is completely positive and $I \subseteq \ker(\varphi)$.

**Proof.** Let $n$ be a natural number and let $F = (f_{i,j})_{i,j} \in \text{Mat}_n(\mathcal{A})$. We have to show that

$$(\text{id}_n \otimes \varphi)(F^\dagger F) \in \text{Mat}_n(\mathcal{B}(\mathcal{H}_B))$$

is positive. Here $\text{id}_n$ denotes the identity map on $\text{Mat}_n(\mathcal{C})$. We choose a vector $x = (x_1, \ldots, x_n)^t \in \mathcal{H}^n_B$. Now we compute

$$\langle x | (\text{id}_n \otimes \varphi)(F^\dagger F) | x \rangle = \sum_{i,j=1}^n \langle x_i | \varphi((F^\dagger F)_{i,j}) | x_j \rangle = \sum_{i,j,k=1}^n \langle x_i | \varphi(f^\dagger_{k,i} f_{k,j}) | x_j \rangle$$

$$= \sum_{i,j,k=1}^n \sum_{v \in \mathcal{S}} \langle x_i | (f^\dagger_{k,i} \cdot f_{j,k})(v) \cdot \Gamma(\emptyset, v) | x_j \rangle$$

$$= \sum_{i,j,k=1}^n \sum_{v \in \mathcal{S}} \langle x_i | f^\dagger_{k,i}(v) \cdot f_{k,j}(w) \cdot \Gamma(\emptyset, vw) | x_j \rangle$$

$$= \sum_{i,j,k=1}^n \sum_{v \in \mathcal{S}} \langle x_i | f_{k,i}((v^\dagger)^* \cdot f_{k,j}(w) \cdot \Gamma(v^\dagger, w) | x_j \rangle$$

$$= \sum_{i,j,k=1}^n \sum_{v \in \mathcal{S}} \langle x_i | f_{k,i}(v)^* \cdot f_{k,j}(w) \cdot \Gamma(v, w) | x_j \rangle.$$

The second to last equality follows from the fact that $(v^\dagger)^\dagger w \equiv \emptyset^\dagger vw$. Now consider the set

$$\mathcal{W} = \bigcup_{i,j=1}^n \text{supp}(f_{i,j}).$$

Then $\mathcal{W}$ is a finite set. Thus there is a natural number $m$ such that $\mathcal{W} \subseteq \mathcal{S}_m$. For $k = 1, \ldots, n$ we define

$$y_k := \sum_{v \in \mathcal{S}_m} \left( \sum_{i=1}^n f_{k,i}(v) \cdot x_i \right) \cdot [v] \in \mathcal{H}_m.$$
Resuming our computation from above we have
\[
\langle x | (\text{id}_n \otimes \varphi)(F^\dagger F) | x \rangle = \sum_{i,j,k=1}^{n} \sum_{v,w \in S} \langle x_i | f_{k,i}(v)^* \cdot f_{k,j}(w) \cdot \Gamma(v, w) | x_j \rangle
\]
\[
= \sum_{k=1}^{n} \sum_{v,w \in S_m} \langle y_k(v) | \Gamma(v, w) | y_k(w) \rangle
\]
\[
= \sum_{k=1}^{n} \langle y_k | \Gamma^{(m)} \rangle | y_k \rangle \geq 0.
\] (60)

The inequality follows from the fact that \( \Gamma^{(m)} \) is a certificate of order \( m \) and thus a positive operator by Theorem 8. It remains to show that \( I \subseteq \ker(\varphi) \). Since \( \varphi \) is a linear map, we only have to show that the generators of \( I \) are elements of \( \ker(\varphi) \). However, this easily follows from the definition of a moment matrix.

By the Homomorphism Theorem and since \( I \subseteq \ker(\varphi) \), the map
\[
\psi: A/I \to B(H_B), \quad x + I \mapsto \varphi(x)
\] (61)
is well-defined, \(-\)-linear, and completely positive. It is well known that \( \psi \) is completely positive if and only if the map
\[
s_\psi: (A/I) \otimes B(H_B) \to \mathbb{C}, \quad (x + I) \otimes T \mapsto \text{tr} \left\{ \psi((a + I)T^d) \right\}
\] (62)
is a positive \(-\)-linear functional. By the GNS-construction there is a Hilbert space \( K \), a cyclic vector \( \xi \in K \), and a \(-\)-algebra homomorphism
\[
\pi: (A/I) \otimes B(H_B) \to B(K)
\] (63)
such that for all \( x \in (A/I) \otimes B(H_B) \) we have
\[
s_\psi(x) = \langle \xi | \pi(x) | \xi \rangle.
\] (64)

Now let \( K \) be the shared Hilbert space,
\[
\rho := | \xi \rangle \langle \xi | \in B(K),
\] (65)
and
\[
\Pi_{|x} := \pi((a|x) + I) \otimes \text{id}_{H_B}).
\] (66)

Once we can find an appropriate CPTP map \( \tau: B(K) \to B(H_B) \) we can further define
\[
\mathcal{E}^\tau(T) := \tau(\pi((y + I) \otimes T)).
\] (67)

The open question then is how to define \( \tau \). Take for example the case where we start from the quantum data of Theorem 5 and, as constructed there, obtain its representation in terms of a moment matrix of each order. Then, one can take such moment matrices and reverse-engineer the quantum data by applying the construction outlined between Eqs. (61) to (67) and taking the map \( \tau \) to be ‘tracing out \( H_A \) and contracting the auxiliary space \( H_{\text{aux}} \) of Bob with a vector’. Whether this sheds light on a general construction for \( \tau \) is an open question.
2.5 The hierarchy as a tool to bound quantum violations of steering inequalities

One of the main technical uses of the hierarchy of semidefinite tests that we have just defined is to bound the quantum violation of steering inequalities. The first use of our hierarchy for these purposes was presented in Ref. [12], and here we recall their results.

Consider a Bob-with-Input scenario with \(|A| = 2\), \(|X| = 3\), and \(|Y| = 2\). Now consider the steering inequality

\[
I[\Sigma] = \text{tr} \left\{ \sum_{a \in A, x \in X, y \in Y} F_{axy} \sigma_{a|x} \right\}
\]

with \(F_{axy} = \frac{1}{2}(I - (-1)^a \sigma_x)^{T_y}\), where \((\sigma_1, \sigma_2, \sigma_3) = (X, Y, Z)\) are the Pauli operators, and \(T_y\) denotes the transpose operation when \(y = 1\) (and do nothing otherwise).

The value of inequality is bounded from below, as shown in Ref. [12]. Indeed, the minimum value it can attain for non-signalling assemblages is 0, whilst the minimum value it can attain for LHS assemblages is 1.2679. The minimum value attainable with quantum assemblages is not known, but a lower bound for it can be set by using our hierarchy of semidefinite tests. As shown in Ref. [12], the first level of our hierarchy yields a value:

\[
\min_{\Sigma \in Q^1} I[\Sigma] = 0.4135.
\]

Therefore, whenever \(\Sigma\) is a quantum assemblage it will evaluate the steering functional to \(I[\Sigma] \geq 0.4135\). Conversely, whenever \(I[\Sigma] < 0.4135\) it follows that \(\Sigma\) does not admit of a quantum realisation, i.e., it is post-quantum.

3 Multipartite Bob-with-Input EPR scenarios

We now generalise our hierarchy of semidefinite tests and results to multipartite Bob-with-Input EPR scenario. The outline of this section follows similarly to the one for bipartite scenarios.

3.1 Definition of this EPR scenario

A natural question to ask is what happens if the Bob-with-Input EPR scenario includes more than one black-box party, i.e., many ‘Alices’ (see Fig. 2). This is a straightforward generalisation of the original Bob-with-Input EPR scenario, by incorporating the formal elements of multipartite traditional EPR scenarios [28,29]. In this section we will specify these multipartite Bob-with-Input scenario by presenting, for simplicity, the case of two black-box parties (Alice_1 and Alice_2). The case for more than two Alices follows straightforwardly.
Similarly to Section 2.1, for \( k \in \{1,2\} \) let \( x_k \in \{1,\ldots,m_A\} =: X \) denote the choice of Alice\( k \)'s measurement, \( a_k \in \{0,\ldots,o_A-1\} =: A \) denote the outcome of Alice\( k \)'s measurement\(^7\), \( y \in \{1,\ldots,m_B\} =: Y \) be the choice of Bob's input, and \( d \) the dimension of the Hilbert space of the quantum system whose state is prepared by this protocol. Then, the assemblage \( \Sigma_2 \) (where 2 refers to the number of Alices) consists of the following elements:

\[
\{\sigma_{a_1,a_2|x_1,x_2,y}\}_{a_1,a_2 \in A, x_1,x_2 \in X, y \in Y} \equiv \Sigma_2.
\]

We see then that a multipartite Bob-with-Input EPR scenario is specified by the number of Alices, the dimension \( d \), and the cardinalities of the sets \( A, X, \) and \( Y \).

Similarly to the bipartite case, in these multipartite setups the parties – which are distant – are assumed to perform space-like separated actions on their share of the system. At the level of the assemblages \( \Sigma_2 \), this is captured by the so-called No Signalling condition that the elements of \( \Sigma_2 \) must satisfy. In a nutshell, (i) no Alice can signal any other party by the means of her measurement choice (i.e., \( \sum_{a_1 \in A} \sigma_{a_1,a_2|x_1,x_2,y} = \sum_{a_1 \in A} \sigma_{a_1,a_2|x_1',x_2} \) for all \( x_1,x_1',x_2 \in X \) and \( y \in Y \), and similarly when summing over Alice\( 2 \)'s outcomes instead), and (ii) Bob cannot signal to any of the Alices by means of his choice of \( y \) (i.e., \( \text{tr} \left\{ \sigma_{a_1,a_2|x_1',x_2,y} \right\} = \text{tr} \left\{ \sigma_{a_1,a_2|x_1,x_2,y'} \right\} \), \( \forall a_1,a_2 \in A, x_1,x_2 \in X, y,y' \in Y \)). The assemblages \( \Sigma_2 \) that such an EPR scenario admits are therefore known as non-signalling assemblages.

An assemblage \( \Sigma_2 \) is then defined to have a quantum realisation in the Multipartite Bob-with-Input EPR scenario if the following conditions are satisfied:

**Definition 10. Quantum multipartite Bob-with-Input assemblages.**

An assemblage \( \Sigma_2 = \{\sigma_{a_1,a_2|x_1,x_2,y}\}_{a_1,a_2 \in A, x_1,x_2 \in X, y \in Y} \) in a Multipartite Bob-with-Input EPR scenario with two Alices has a quantum realisation if there exist:

- For each Alice: a Hilbert space \( \mathcal{H}_k \) (\( k \in \{1,2\} \)),
- For each Alice: a collection of \( m_A \) projective measurements of \( a_A \) outcomes each on \( \mathcal{H}_k \) – \( \{\Pi_{a_k|x_k}^{(k)}\}_{a_k \in A} \) for each \( x_k \in X \),
- A tripartite quantum system \( \rho \) in the Hilbert space \( \mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \mathcal{H}_{B(0)} \),
- A CPTP map \( \mathcal{E}_y (\mathcal{H}_{B(0)} \rightarrow \mathcal{H}_B) \) for Bob for each \( y \in Y \),

such that

\[
\sigma_{a_1,a_2|x_1,x_2,y} = \mathcal{E}_y \left[ \text{tr}_{A_1,A_2} \left\{ \Pi_{a_1|x_1}^{(1)} \otimes \Pi_{a_2|x_2}^{(2)} \otimes \mathbb{I}_B \rho \right\} \right] \quad \forall a_1,a_2 \in A, x_1,x_2 \in X, y \in Y . \tag{70}
\]

The set of all quantum realisable assemblages in a specified multipartite Bob-with-Input EPR scenario is denoted by \( Q_2 \), where here 2 refers to the number of black-box parties\(^8\).

In the following section we show how to generalise to these multipartite scenarios the hierarchy defined in Section 2.2.

### 3.2 A hierarchy for the multipartite Bob-with-Input scenario

We define a hierarchy of sets of assemblages in the multipartite Bob-with-Input EPR scenario, generalising the ideas of Section 2.2. Hereon, the number of black-box parties in the scenario will be denoted by \( N \).

The alphabet \( \Upsilon_N \) that we use to define the words is composed of the following elements:

\[
\Upsilon_N := \{\emptyset\} \cup \{a_1|x_1\}_{x_1 \in X,a_1 \in A \setminus \{0\}} \cup \ldots \cup \{a_N|x_N\}_{x_N \in X,a_N \in A \setminus \{0\}} \cup \{y\}_{y \in Y} . \tag{71}
\]

\(^7\)For simplicity in the presentation we will take the sets \( X \) and \( A \) to be the same for all the Alices. The case when these sets are different follows directly.

\(^8\)In truth, the notation for the set should also include the parameters \( (d,|A|,|X|,|Y|) \). Since this information will be clear from context in the current manuscript, we will omit such subscripts for clarity in the presentation.
The definition of words, their concatenation, and their “dagger” follows similarly from Sec. 2.2. We denote by \( \mathcal{S}_N \) the set of all words of arbitrary length with letters drawn from \( \Upsilon_N \).

The symmetry operations on the elements of the alphabet generalise to the following:

- \( \mathbf{v} \mathbf{w} = \mathbf{v} \mathbf{w} \) for all \( \mathbf{u}, \mathbf{w} \in \mathcal{S}_N \),
- \( \mathbf{v} \mathbf{v} = \mathbf{v} \) for all \( \mathbf{v} \in \Upsilon_N \),
- \( a_k|x_k|y_k \equiv y_k a_k|x_k|k \in \{1, \ldots, N\} \),
- \( a_k|x_k|a_k'|x_{k'} \equiv a_{k'}|x_{k'}|a_k|x_k|k \in \{1, \ldots, N\} \).

Two words are then said to be equivalent if there exists a sequence of symmetry operations that can take one to the other, and vice-versa, just like in Sec. 2.2. Moreover, a word \( \mathbf{v} \) is now null if, after applying a sequence of symmetry operations, one may find a letter \( a_k|x_k| \) followed by a letter \( a_k'|x_{k'}| \) for some \( x_k, x_{k'} \in \Xi, a_k \neq a_k' \in \Xi \setminus \{0\}, \) and \( k \in \{1, \ldots, N\} \).

With all this, we can now generalise to multipartite scenarios the definitions of “set of words of certain length” and “moment matrix of order \( n \)’

**Definition 11. The set of words \( \mathcal{S}^N_n \).**

A word \( \mathbf{v} \in \mathcal{S}_N \) belongs to \( \mathcal{S}^N_n \) if it may arise from concatenating at most \( n \) letters of the alphabet \( \Upsilon_N \).

**Definition 12. Moment matrix of order \( n \) with \( N \) Alices: \( \Gamma(n) \).**

Let \( \Gamma^N \) be a matrix of size \( |\mathcal{S}^N_n| \times |\mathcal{S}^N_n| \), whose entries are \( d \times d \) complex matrices, and whose rows and columns are indexed by the words in \( \mathcal{S}^N_n \). This matrix is a moment matrix of order \( n \) if it satisfies the following properties:

\[
\begin{align*}
\Gamma^N(n) & \geq 0, \\
\Gamma^N(n)(\emptyset, \emptyset) & = \mathbb{I}_d, \\
\Gamma^N(n)(\mathbf{v}, \mathbf{w}) & = \Gamma^N(n)(\mathbf{v}', \mathbf{w}') \quad \text{if} \quad \mathbf{v}^\dagger \mathbf{w} = \mathbf{v}'^\dagger \mathbf{w}', \\
\Gamma^N(n)(\mathbf{v}, \mathbf{w}) & = 0_d \quad \text{if} \quad \mathbf{v}^\dagger \mathbf{w} \text{ is null}, \\
\Gamma^N(n)(a_k|x_k, a'_k|x'_k) & \propto \mathbb{I}_d \quad \text{for all} \quad a_k|x_k, a'_k|x'_k \in \Upsilon_N \quad \text{with} \quad k, k' \in \{1, \ldots, N\},
\end{align*}
\]

where \( 0_d \) is the \( d \times d \) matrix whose all entries are 0.

Finally, the definitions of “Certificate of order \( n \) for an assemblage” and “Set of assemblages in level \( n \) of the hierarchy” generalise as follows:

**Definition 13. Certificate of order \( n \) for an assemblage \( \Sigma_N \).**

Let \( \Sigma_N = \{ \sigma_{a_1 \ldots a_N|x_1 \ldots x_N y} \}_{a_i \in \Xi, x_i \in \Xi, k \in \{1, \ldots, N\}, y \in \Upsilon} \) be a non-signalling assemblage in the multipartite Bob-with-Input EPR scenario with \( N \) black-box parties.

Let \( \Omega \subset \{1, \ldots, N\} \) be a subset of the black-box parties, and denote by \( \sigma_{a|x|y} \) the assemblage elements that result when tracing out the parties not in \( \Omega \), i.e.,

\[
\sigma_{a|x|y} \overset{def}{=} \sum_{j \notin \Omega} \sum_{a_j \in \Xi} \sigma_{a_1 \ldots a_N|x_1 \ldots x_N y}.
\]

A matrix \( \Gamma^N(n) \) is a certificate of order \( n \) for \( \Sigma_N \) if \( \Gamma^N(n) \) is a moment matrix of order \( n \) for \( N \) Alices, and the following are satisfied:

\[
\begin{align*}
\Gamma^N(n)(\emptyset, a|\mathbf{x}| \Omega) = \text{tr} \{ \sigma_{a|\mathbf{x}1} \} \mathbb{I}_d & \quad \forall a_k|x_k \in \Upsilon_N, \quad k \in \Omega, \quad \forall \Omega, \\
\Gamma^N(n)(\emptyset, y) = \frac{1}{d} \sigma^T_y & \quad \forall y \in \Upsilon_N, \\
\Gamma^N(n)(\emptyset, a|\mathbf{x}| y) = \frac{1}{d} \sigma^T_y & \quad \forall a_k|x_k, y \in \Upsilon_N, \quad k \in \Omega, \quad \forall \Omega,
\end{align*}
\]
where $\sigma_y = \sum_{a_1 \in A, \ldots, a_N \in A} \sigma_{a_1 \ldots a_N|x_1 \ldots x_N}y$ is the marginal state of Bob’s system.

**Definition 14.** Set of assemblages in level $n$ of the multipartite hierarchy: $Q^n_N$.

An assemblage $\Sigma_N$ in the multipartite Bob-with-Input scenario with $N$ black-box parties belongs to the set $Q^n_N$ if there exists a matrix $\Gamma^n_N$ that is a certificate of order $n$ for $\Sigma_N$.

Next we will show that quantum assemblages in the multipartite Bob-with-Input scenario belong to $Q^n_N$ for all $n$ and $N$.

### 3.3 Multipartite Bob-with-Input quantum assemblages are $Q^n_N$ assemblages

**Theorem 15.** $Q_N \subset Q^n_N$, $\forall n \in \mathbb{N}, \forall N$.

**Proof.** The proof of the claim follows a straight parallelism to that of Sec. 2.3. That is, we will take an arbitrary quantum assemblage $\Sigma^Q_N \in Q_N$ and show that $\Sigma^Q_N \in Q^n_N$, $\forall n \in \mathbb{N}, \forall N$.

Let $\ket{\psi} \bra{\psi} = \rho'$, $\{\Pi_{a_k|x_k}\}_{a_k \in A, x_k \in \mathcal{X}, k \in \{1, \ldots, N\}}$, and $\{U_y\}_{y \in \mathcal{Y}}$ be a pure state, projective measurements, and unitary transformations (dilations of the CPTP maps $\mathcal{E}_y$) which realise the quantum assemblage $\Sigma^Q_N$, similarly to Eq. (10):

$$
\sigma_{a_1 \ldots a_N|x_1 \ldots x_N} = \begin{array}{c}
\begin{array}{c}
\cdots \\
\triangleleft A_1 \\
\triangleleft A_N \\
\triangleright B_{aux} \\
\triangleright B_{(i)} \\
\end{array}
\end{array}.
$$

(81)

The first step is to construct the projective measurement $\{\Psi_{1|y}, \Psi_{2|y}\}$ for Bob for each $y \in \mathcal{Y}$, just as in Eq. (11).

Next, define the set of operators $\{\mathcal{O}_v\}_{v \in \mathcal{S}_n^N}$, labelled by the words of the set $\mathcal{S}_n^N$, which act on the Hilbert space $\mathcal{H} = (\otimes_{k \in \{1, \ldots, N\}} \mathcal{H}_{A_k}) \otimes \mathcal{H}_{B_{aux}} \otimes \mathcal{H}_{B_{(i)}} \otimes \mathcal{H}_{B'}$. For the case of single-letter words (i.e., $v \in \mathcal{Y}_N$), the operators are defined as:

$$
\mathcal{O}_v := \mathcal{I}_{A_1 \ldots A_N B_{aux} B_{(i)} B'}.
$$

(82)

$$
\mathcal{O}_{a_k|x_k} := \left( \bigotimes_{j<k} \mathcal{I}_{A_j} \right) \otimes \Pi_{a_k|x_k} \otimes \left( \bigotimes_{j>k} \mathcal{I}_{A_j} \right) \otimes \mathcal{I}_{B_{aux} B_{(i)} B'}, \ \forall a_k|x_k \in \mathcal{Y}_N, \ k \in \{1, \ldots, N\},
$$

(83)

$$
\mathcal{O}_y := \left( \bigotimes_{k=1:N} \mathcal{I}_{A_k} \right) \otimes \Psi_{1|y}, \ \forall y \in \mathcal{Y}_N.
$$

(84)

For the case of words with multiple letters, i.e., $v = v_1 \ldots v_r$ with $1 < r \leq n$ and $v_j \in \mathcal{Y}_N, \ \forall 1 \leq j \leq r$, the operators are defined as:

$$
\mathcal{O}_v := \mathcal{O}_{v_1} \ldots \mathcal{O}_{v_r}.
$$

(85)

Hence,

$$
\mathcal{O}_v \mathcal{O}_w = \mathcal{O}_{vw}.
$$

(86)

Notice also that:

$$
\mathcal{O}_v \mathcal{O}_w = \mathcal{O}_w \mathcal{O}_v, \ \forall v \in \mathcal{S}_n^N,
$$

(87)

$$
\mathcal{O}_{a_k|x_k} \mathcal{O}_y = \mathcal{O}_y \mathcal{O}_{a_k|x_k}, \ \forall a_k|x_k, y \in \mathcal{Y}_N, k \in \{1, \ldots, N\},
$$

(88)

$$
\mathcal{O}_{a_k|x_k} \mathcal{O}_{a_k'|x_k'} = \mathcal{O}_{a_k|x_k} \mathcal{O}_{a_k|x_k}, \ \forall a_k|x_k, a_k'|x_k' \in \mathcal{Y}_N, \ k \neq k' \in \{1, \ldots, N\},
$$

(89)

$$
\mathcal{O}_v \mathcal{O}_v = \mathcal{O}_v, \ \forall v \in \mathcal{Y}_N.
$$

(90)
For this, we need to show that its elements satisfy the five sets of conditions listed in Definition N.

In addition, for any \( k \in \{1, \ldots, N\} \), \( \mathcal{O}_{a_k|x_k} \mathcal{O}_{a'_k|x_k} = 0_{\mathcal{H}} \) (i.e., the zero matrix in the Hilbert space \( \mathcal{H} \)) whenever \( a_k \neq a'_k \) for all \( x_k \in \mathbb{X} \). Therefore

\[
\mathcal{O}_v = 0_{\mathcal{H}} \quad \text{when } v \text{ is null}.
\]

Finally, since the operators for single-lettered words are Hermitian, it follows that:

\[
\mathcal{O}_v = \mathcal{O}_{v^\dagger}.
\]

Now, define the quantum state \( \tilde{\rho} = |\psi\rangle \langle \psi| \otimes I_{B'} \), and with it define a square matrix \( \Gamma^N \) of dimension \( |\mathcal{S}_n^N| \), whose rows and columns are indexed by the words in \( \mathcal{S}_n \), as:

\[
\Gamma^N(v, w) := \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger \mathcal{O}_w \tilde{\rho} \right\}.
\]

Next we will show that \( \Gamma^N \) is a certificate of order \( n \) for the assemblage \( \Sigma^Q \).

Let us first begin by showing that \( \Gamma^N \) is indeed a moment matrix of order \( n \) for \( N \) Alices. For this, we need to show that its element satisfy the five sets of conditions listed in Definition 12 via Eqs. (72) to (76):

- The \((i, j)\) entry of the element \( \Gamma^N(v, w) \) is
  \[
  \Gamma^N(i, j)(v, w) = \langle i | \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger \mathcal{O}_w \tilde{\rho} \right\} | j \rangle
  = \langle i | \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger \mathcal{O}_w |\psi\rangle \langle \psi| \otimes I_{B'} \right\} | j \rangle
  = \langle i | \langle \psi| \mathcal{O}_v^\dagger \mathcal{O}_w |\psi\rangle | j \rangle.
  \]

Now define the vectors \( |\psi_i, v\rangle = \mathcal{O}_v |\psi\rangle |i\rangle \). Hence, \( \Gamma^N(i, j)(v, w) = \langle \psi_i, v|\psi_i, w\rangle \). This shows that \( \Gamma^N \) is a Gramian matrix, and therefore positive semidefinite. Hence, Eq. (72) is satisfied.

- \( \Gamma^N(\emptyset, \emptyset) = \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{H} \mathcal{H} \tilde{\rho} \right\} = I_{B'} \), hence Eq. (73) is satisfied.

- On the one hand, \( \Gamma^N(v, w) = \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger \mathcal{O}_w \tilde{\rho} \right\} = \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger w \tilde{\rho} \right\} \).

- On the other hand, \( \Gamma^N(v', w') = \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger w' \tilde{\rho} \right\} = \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger w' \tilde{\rho} \right\} \).

If \( v^\dagger w \equiv v'^\dagger w' \), then \( \mathcal{O}_v^\dagger w = \mathcal{O}_v^\dagger w' \), and hence \( \Gamma^N(v, w) = \Gamma^N(v', w') \). It follows that Eq. (74) is satisfied.

- If \( v^\dagger w \) is null, then \( \mathcal{O}_v^\dagger w = 0_{\mathcal{H}} \). Hence, \( \Gamma^N(v, w) = \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \mathcal{O}_v^\dagger w \tilde{\rho} \right\} = 0_d \), and so Eq. (75) is satisfied.

- For any \( a_k|x_k, a'_k'|x'_k' \in \mathcal{T}_N \), define
  \[
  \Pi^N_{a_k|x_k} := \left( \bigotimes_{j < k} \mathbb{I}_{A_j} \right) \otimes \Pi_{a_k|x_k} \otimes \left( \bigotimes_{j > k} \mathbb{I}_{A_j} \right),
  \]
  \[
  \Pi^N_{a'_k'|x'_k'} := \left( \bigotimes_{j < k'} \mathbb{I}_{A_j} \right) \otimes \Pi_{a'_k'|x'_k'} \otimes \left( \bigotimes_{j > k'} \mathbb{I}_{A_j} \right).
  \]

Hence,

\[
\Gamma^N_{a_k|x_k, a'_k'|x'_k'} = \text{tr}_{A_1...A_N B_{\text{aux}} B(i)} \left\{ \left( \Pi^N_{a_k|x_k} \Pi^N_{a'_k'|x'_k'} \otimes I_{B(i)} \right) \tilde{\rho} \right\}
= \text{tr} \left\{ \left( \Pi^N_{a_k|x_k} \Pi^N_{a'_k'|x'_k'} \otimes I_{B_{\text{aux}} B(i)} \right) |\psi\rangle \langle \psi| \right\} I_{B'}.
\]

Hence, \( \Gamma^N_{a|x,a'|x'} \propto I_d \) and Eq. (76) follows.
Now that we’ve shown that $\Gamma_N^n$ is indeed a moment matrix of order $n$, we need to show that it is moreover a certificate of order $n$ for the assemblage $\Sigma_N^Q$. For this, we need to now show that $\Gamma_N^n$ satisfies the conditions given by Eqs. (78) to (80) in Definition 13. In the following, let $\Omega \subset \{1, \ldots, N\}$ be a subset of the black-box parties.

- Consider an arbitrary word $a_\omega|x_\Omega$ composed by concatenating letters $a_k|x_k \in \Upsilon_N$ where $k \in \Omega$. Define

$$\Pi_{a_\omega|x_\Omega} := \bigotimes_{k=1}^N \left( I_{A_k} \delta_{k \notin \Omega} + \Pi_{a_k|x_k} \delta_{k \in \Omega} \right).$$

That is, $\tilde{\Pi}_{a_\omega|x_\Omega}$ is a projector in the Hilbert space of the Alices, constructed as a product of operators for each Alice, where the local operator is $I_{A_k}$ when $k \notin \Omega$, and $\Pi_{a_k|x_k}$ when $k \in \Omega$ for the corresponding letter $a_k|x_k$ that appears in $a_\omega|x_\Omega$.

Hence,

$$\Gamma_N^n(\emptyset, a_\omega|x_\Omega) = \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ I_H \tilde{\Pi}_{a_\omega|x_\Omega} \otimes I_{Baux B(\omega)} B' \hat{\rho} \right\}$$

$$= \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ \tilde{\Pi}_{a_\omega|x_\Omega} \otimes I_{Baux B(\omega)} B' \left| \psi \right\rangle \left\langle \psi \right| \otimes I_{B'} \right\}$$

$$= \text{tr} \left\{ \tilde{\Pi}_{a_\omega|x_\Omega} \otimes I_{Baux B(\omega)} \left( I_{A_1 \ldots A_N} \otimes U_y \right) \left| \psi \right\rangle \left\langle \psi \right| \left( I_{A_1 \ldots A_N} \otimes U^\dagger_y \right) \right\} I_{B'},$$

since unitary operations are trace preserving.

Notice also that $\sum_{a_\omega \in \mathcal{A}} \Pi_{a_\omega|x_k} = I_{A_k} \forall \not \in \Omega, k \in \{1, \ldots, N\}$. Hence,

$$\tilde{\Pi}_{a_\omega|x_\Omega} = \sum_{j \in \Omega} \sum_{a_j \in \mathcal{A}} \Pi_{a_j|x_1} \cdots \Pi_{a_N|x_N},$$

for any choice of $x_j \in \Omega$ for $j \notin \Omega$. It follows that

$$\Gamma_N^n(\emptyset, a_\omega|x_\Omega) = \text{tr} \left\{ \tilde{\Pi}_{a_\omega|x_\Omega} \otimes I_{Baux B(\omega)} \left( I_{A_1 \ldots A_N} \otimes U_y \right) \left| \psi \right\rangle \left\langle \psi \right| \left( I_{A_1 \ldots A_N} \otimes U^\dagger_y \right) \right\} I_{B'},$$

$$= \sum_{j \in \Omega} \sum_{a_j \in \mathcal{A}} \text{tr} \left\{ \Pi_{a_j|x_1} \otimes \cdots \otimes \Pi_{a_N|x_N} \otimes I_{Baux B(\omega)} \left( I_{A_1 \ldots A_N} \otimes U_y \right) \left| \psi \right\rangle \left\langle \psi \right| \left( I_{A_1 \ldots A_N} \otimes U^\dagger_y \right) \right\} I_{B'},$$

$$= \sum_{j \in \Omega} \sum_{a_j \in \mathcal{A}} \text{tr} B \left\{ \sigma_{a_1 \ldots a_N|x_1 \ldots x_N} \right\} I_{B'},$$

$$= \text{tr} \left\{ \sigma_{a_\omega|x_\Omega y} \right\} I_{B'}.$$

Since, by definition, $\text{tr} \left\{ \sigma_{a_\omega|x_\Omega y} \right\} = \text{tr} \left\{ \sigma_{a_\omega|x_\Omega 1} \right\}$, Eq. (78) is satisfied.

- Consider an arbitrary word $a_\omega|x_\Omega$ composed by concatenating letters $a_k|x_k \in \Upsilon_N$ where $k \in \Omega$. For any such word $a_\omega|x_\Omega$ and any $y \in \Upsilon_N$,

$$\Gamma_N^n(\emptyset, a_\omega|x_\Omega y) = \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ I_H \tilde{\Pi}_{a_\omega|x_\Omega} \otimes \Psi_1 |y \right\} \hat{\rho} \right\}$$

$$= \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ \tilde{\Pi}_{a_\omega|x_\Omega} \otimes \left( \left( U^\dagger_y \otimes I_{B'} \right) (I_{Baux} \otimes \Phi_1) (U_y \otimes I_{B'}) \right) \hat{\rho} \right\}$$

$$= \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ \left( \tilde{\Pi}_{a_\omega|x_\Omega} \otimes U^\dagger_y \otimes I_{B'} \right) (I_{A_1 \ldots A_N} \otimes I_{Baux} \otimes \Phi_1) \left( \left( I_{A_1 \ldots A_N} \otimes U_y \otimes I_{B'} \right) \hat{\rho} \right) \right\}$$

$$= \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ \left( \tilde{\Pi}_{a_\omega|x_\Omega} \otimes U^\dagger_y \otimes I_{B'} \right) \rho \right\}$$

$$= \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ \left( \tilde{\Pi}_{a_\omega|x_\Omega} \right) \rho \right\}$$

$$= \sum_{j \in \Omega} \sum_{a_j \in \mathcal{A}} \text{tr}_{A_1 \ldots A_N Baux B(\omega)} \left\{ \left( \Pi_{a_1|x_1} \cdots \Pi_{a_N|x_N} \right) |y \right\} \left\langle \psi \right| \left( \Pi_{a_1|x_1} \cdots \Pi_{a_N|x_N} \right)^\dagger \otimes U^\dagger_y \otimes I_{B'} \right\} \right\} I_{B'}.$$
for any choice of $x_j \in \mathcal{X}$ for $j \not\in \Omega$. Hence,

$$
\Gamma^N_n(\emptyset, a_\emptyset|x_\Omega y) = \sum_{j \not\in \Omega} \sum_{a_j \in A} \text{tr}_B \left\{ \Phi_1 \left( \sigma_{a_1 \ldots a_N|x_1 \ldots x_N y} \otimes I_{B'} \right) \right\} \\
= \text{tr}_B \left\{ \Phi_1 \left( \sigma_{a_\emptyset|x_\emptyset y} \otimes I_{B'} \right) \right\} \\
= \frac{1}{d} \sigma_{a_\emptyset|x_\emptyset y}.
$$

Hence, Eq. (80) follows.

- This last condition follows formally from the previous one, by taking $\Omega \equiv \emptyset$. Hence, the matrix $\Gamma^N_n$ satisfies the conditions of Eq. (79).

We have hence shown that the matrix $\Gamma^N_n$ that we constructed is a certificate of order $n$ for the assemblage $\Sigma_\Omega^Q$, which implies that $\Sigma_\Omega^Q \in Q^N_n$, for all $n \in \mathbb{N}$. \qed

### 3.4 Convergence of the multipartite Bob-with-Input hierarchy

Let $Q^N_n$ denote the set of quantumly-realisable assemblages in the multipartite Bob-with-Input scenario. In the previous section we showed that $Q_n \subseteq Q^N_n \forall n \in \mathbb{N}$. A corollary from Theorem 8 is then that the hierarchy $\{Q^N_n\}_{n \in \mathbb{N}}$ converges to a set of assemblages $Q^C_n$ that therefore contains the quantum set.

**Corollary 16.** The hierarchy $\{Q^N_n\}_{n \in \mathbb{N}}$ converges to a set of assemblages $Q^C_n$ that contains the quantum set.

**Proof.** It follows as a corollary from Theorem 8 by starting from the set of words $S^N$. \qed

**Lemma 17.** The hierarchy $\{Q^N_n\}_{n \in \mathbb{N}}$ cannot converge to the set of quantum assemblages.

**Proof.** As we show in Prop. 19 below, the correlations that the Alices obtain from an assemblage in $Q^N_n$ admit a quantum realisation in the so-called commutativity paradigm. Since these are a strict superset of the quantum correlations in the tensor-product paradigm [30], then the claim follows. \qed

We leave it as an open question to check how to characterise $Q^C_n$, for instance, whether it could be expressed as a quantum-like assemblage where the Alices perform quantum actions in the commuting paradigm rather than the tensor-product one. The challenges for proving this are fundamentally the same as in the bipartite case: how to recover a tensor product structure between the Alices and Bob’s spaces. We refer the reader back to Section 2.4.

### 4 Instrumental EPR scenarios

The Instrumental EPR scenario is one similar to the Bob-with-Input EPR scenario, but where Bob’s choice of input depends on the Alices’ measurement outcomes [31]. Despite naively seeming like this scenario allows for communication from the Alices to Bob, the particular way in which Bob uses this information (inputting it into his device, rather than actually reading it) assures that no communication happens [31]. For illustration, in the bipartite case an assemblage in this scenario reads $\{\sigma_{a|x}\}_{a \in A, x \in \mathcal{X}} = \Sigma^I$.

One possibility to deal formally with assemblages in an Instrumental EPR scenario is to think of them as a post-selected Bob-with-Input assemblage. That is, to think of the assemblage elements as $\sigma_{a|x} \leftrightarrow \sigma_{a|x a}$, where $\{\sigma_{a|x y}\}_{a \in A, x \in \mathcal{X}, y \in \mathcal{Y}}$ with $A = \mathcal{Y}$ is a non-signalling assemblage in a bipartite Bob-with-Input EPR scenario. With this in mind, one can leverage the tools from
Ref. [32] to apply our hierarchy of tests to assemblages in Instrumental EPR scenarios. The way to test quantum-explainability of instrumental assemblages is then as follows:

**Definition 18. Set of assemblages in level \( n \) of the instrumental EPR hierarchy:**

\( Q^n \).

An assemblage \( \Sigma \) in the Instrumental EPR scenario belongs to the set \( Q^n \) iff there exists an assemblage \( \Sigma \) in a Bob-with-Input EPR scenario such that

1. \( \Sigma \in Q^n \), and
2. \( \sigma_{a|x} = \sigma_{a|xa} \) with \( \sigma_{a|xa} \in \Sigma \), \( \forall \sigma_{a|x} \in \Sigma^I \).

The generalisation to instrumental EPR scenarios with more than one Alice is straightforward.

5 Our hierarchy in the context of existing work

In this section we discuss how our hierarchy fits within and compares to existing approaches to characterising quantum behaviours ‘from the outside’ in other scenarios related to generalised EPR scenarios.

5.1 The Navascués-Pironio-Acín hierarchy for correlations in Bell scenarios

Bell scenarios explore correlations between the measurement outcomes of distant parties that are only connected by a common cause (which is not necessarily in the form of a shared classical system) [16, 19]. Bell scenarios have a resemblance to EPR scenarios, in the sense that they fundamentally explore non-classical common causes, although the information that the parties use to probe the nature of the common cause they share is different from one scenario to the other: while in Bell scenarios all the parties are black-box parties, in an EPR scenario some parties (here called Bob) represent the state of their local systems by a quantum description.

Characterising quantum correlations in Bell scenarios has been an active area of research in the last couple of decades, specially for computing the maximum advantage that quantum correlations offer as a resource to enhance our performance in communication and information processing tasks. In Bell scenarios, Navascués, Pironio, and Acín [14] defined a hierarchy of semidefinite tests that converge to the set of quantum correlations. This NPA hierarchy has proven quite useful when computing upper bounds to the performance of quantum resources at some of the above-mentioned tasks [16].

One way to relate an EPR scenario with a Bell scenario is by tracing out Bob from the picture: that is, we can focus on the correlations featured by the Alices in a multipartite Bob-with-Input scenario. More precisely, given an assemblage \( \Sigma_N \) in a multipartite EPR scenario, one can compute the probabilities \( p(a_1 \ldots a_N|x_1 \ldots x_N) = \text{tr} \left\{ \sigma_{a_1 \ldots a_N|x_1 \ldots x_N y} \right\} \), which do not depend on the value of \( y \) given the no-signalling constraints that the assemblage \( \Sigma_N \) by definition satisfies. We denote by \( P_N \) the conditional probability distribution \( P_N := \{p(a_1 \ldots a_N|x_1 \ldots x_N)\}_{a_k \in A, x_k \in X, k=1 \ldots N} \).

Now the question is: given an assemblage \( \Sigma_N \in Q^N \), what can we say about the associated correlations \( P_N \)? Below we prove that, indeed, \( P_N \) satisfies the \( n \)-th level of the NPA hierarchy.

**Proposition 19.** Let \( \Sigma_N \in Q^N \) be a multipartite assemblage in a Bob-with-Input EPR scenario. The correlations \( P_N \) defined from it by taking \( p(a_1 \ldots a_N|x_1 \ldots x_N) = \text{tr} \left\{ \sigma_{a_1 \ldots a_N|x_1 \ldots x_N y} \right\} \) belongs to the \( n \)-th level of the NPA hierarchy for the associated \( N \)-partite Bell scenario.

---

9In Ref. [14] the set of quantum correlations is defined within the so-called commutativity paradigm, rather than the tensor-product paradigm that the reader might be familiar with. Similarly to the discussion in Sec. 3.4, the NPA hierarchy does not converge to the set of tensor-product quantum correlations in Bell scenarios [30].
Proof. The main idea of the proof is to take the certificate of order \( n \) associated to \( \Sigma_N \) and construct a new moment matrix from it that can act as a certificate of order \( n \) associated to the correlations \( P_N \) in the NPA hierarchy.

First, consider a subset of the elements of \( \Upsilon_N \), namely \( \tilde{\Upsilon}_N := \Upsilon_N \setminus \{ y \}_{y \in \Upsilon} \). In addition, define a subset of the set of words \( S_N^N \) as:

\[
S_N^N := \{ w \mid w \in S_N^N \text{ and } w \text{ is written with letters drawn from the alphabet } \tilde{\Upsilon}_N \}. \tag{95}
\]

Notice that \( S_N^N \) contains all and only the words that label the rows and columns of the moment matrices that act as certificates for the \( n \)-th level of the NPA hierarchy.

Let \( \Gamma_N^n \) be a certificate of order \( n \) associated to \( \Sigma_N \). From it, now define the matrix \( \tilde{\Gamma}_N^n \) as follows:

\[
\tilde{\Gamma}_N^n(v, w) := \frac{1}{d} \sum \{ \Gamma_N^n(v, w) \} \quad \forall v, w \in \tilde{S}_N^N. \tag{96}
\]

The elements of \( \tilde{\Gamma}_N^n \) that will relate to the probabilities in \( P_N \) are then:

\[
\tilde{\Gamma}_N^n(\emptyset, a_\Omega|x_\Omega) = p(a_\Omega|x_\Omega) \quad \forall \Omega,
\]

with \( \Omega \subset \{1, \ldots, N\} \) a subset of the black-box parties, and \( p(a_\Omega|x_\Omega) \) the marginal of \( P_N \) given by:

\[
p(a_\Omega|x_\Omega) \overset{\text{def}}{=} \sum_{j \notin \Omega} \sum_{a_j \in k} p(a_1 \ldots a_N|x_1 \ldots x_N). \tag{98}
\]

Notice also that \( \tilde{\Gamma}_N^n(\emptyset, \emptyset) = 1 \).

Now, since the equivalence relations between words in \( \tilde{S}_N^N \) are the same as the ones imposed in the NPA hierarchy, the only property that we still need to prove for \( \tilde{\Gamma}_N^n \) to be the desired certificate is \( \tilde{\Gamma}_N^n \geq 0 \). This follows from noticing that (i) the matrix \( \Gamma_N^n(v, w) \) when \( v, w \in \tilde{S}_N^N \) is a contraction of \( \Gamma_N^n \), and hence is positive semidefinite, and (ii) the Trace operation, together by the renormalisation by a factor of \( \frac{1}{d} \) is a completely-positive operation.

Another way to relate an EPR scenario with a Bell scenario is by allowing Bob to make measurements on his quantum system and hence become a black-box party himself. Consider then an assemblage \( \Sigma_N \in Q_N^N \), and let Bob perform the positive operator-valued measure (POVM) on his system given by the positive semidefinite operators \( \{ N_k \}_{k \in B} \), where \( B \) is the set of classical variables labelling the measurement outcomes and \( \sum_{k \in B} N_k = I_{HB} \). Then, we may define the following correlations:

\[
p(a_1 \ldots a_N k|x_1 \ldots x_N y) := \frac{1}{d} \sum \{ \Gamma_N^n(y, a_\Omega|x_\Omega) N_k \}. \]

Similarly, it follows that these correlations belong to the \( n \)-th level of the NPA hierarchy for this \((N + 1)\)-partite Bell scenario. If the Bob-with-Input assemblage is quantum, then so are the correlations.

### 5.2 The Johnston-Mittal-Russo-Watrous hierarchy for assemblages in traditional multipartite EPR scenarios

Traditional multipartite EPR scenarios can be viewed as Bob-with-Input EPR scenarios but where the number of inputs for Bob is 1, i.e. \( \Upsilon \) is the singleton set. There is an existing hierarchy
of semidefinite programs for the traditional tripartite EPR scenario developed Johnston et al. [17]. We now present and generalise this hierarchy to an arbitrary number of parties. Later, we show how it emerges as a special case of the hierarchy developed herein.

Recall the traditional multipartite EPR scenario that consists of N + 1 parties, of which N are black-box parties with input and output variables taking values within X and A respectively [11]. Here, the assemblage elements read \( \sigma_{a_1,\ldots,a_N|x_1,\ldots,x_N} \). The remaining party (Bob) holds a quantum system associated with a Hilbert space of dimension \( d \). Thus the alphabet \( \mathcal{Y}_N \) that we use to define the words (from inputs and outputs) is composed of the following elements:

\[
\mathcal{Y}_N^1 := \{ \emptyset \} \cup \{ a_1|x_1 \}_{x_1 \in X, a_1 \in A \setminus \{ 0 \}} \cup \cdots \cup \{ a_N|x_N \}_{x_N \in X, a_N \in A \setminus \{ 0 \}} .
\]

The definition of words, their concatenation, and their “dagger” follows similarly from Sec. 2.2. We denote by \( \tilde{\mathcal{S}}_N^N \) the set of all words of arbitrary length with letters drawn from \( \mathcal{Y}_N^1 \).

The symmetry operations on the elements of the alphabet generalise to the following:

- \( \mathbf{v} \mathbf{w} \equiv \mathbf{v} \mathbf{w}^{\dagger} \) for all \( \mathbf{u}, \mathbf{w} \in \tilde{\mathcal{S}}_N^N \),
- \( \mathbf{v} \mathbf{v} \equiv \mathbf{v} \) for all \( \mathbf{v} \in \mathcal{Y}_N^1 \),
- \( \mathbf{a}_k|x_k \mathbf{a}_{k'}|x_{k'} \equiv \mathbf{a}_k|x_k \mathbf{a}_{k'}|x_{k'} \) for all \( \mathbf{a}_k|x_k, \mathbf{a}_{k'}|x_{k'} \in \mathcal{Y}_N^1 \) and \( k \neq k' \in \{ 1, \ldots, N \} \).

Definitions of equivalent and null words follow similarly from Sec. 3.3. As before, with slight abuse of notation, we can specify the “set of words of certain length” and “moment matrix of order \( n \)”: Definition 20. The set of words \( \tilde{\mathcal{S}}_N^N \) --

A word \( \mathbf{v} \) belongs to \( \tilde{\mathcal{S}}_N^N \) if it may arise from concatenating at most \( n \) letters of the alphabet \( \mathcal{Y}_N^1 \).

Definition 21. Moment matrix of order \( n \) with \( N \) Alices: \( \Delta_n^{(N)} \) --

Let \( \Delta_n^{(N)} \) be a matrix of size \( |\tilde{\mathcal{S}}_N^N| \times |\tilde{\mathcal{S}}_N^N| \), whose entries are \( d \times d \) complex matrices, and whose rows and columns are indexed by the words in \( \tilde{\mathcal{S}}_N^N \). This matrix is a moment matrix of order \( n \) iff it satisfies the following properties:

\[
\begin{align*}
\Delta_n^{(N)} & \geq 0 , \\
\Delta_n^{(N)}(\mathbf{v}, \mathbf{w}) & = \Delta_n^{(N)}(\mathbf{w}, \mathbf{v}) \quad \text{if} \quad \mathbf{v}^{\dagger} \mathbf{w}^{\dagger} = \mathbf{v}^{\dagger} \mathbf{w} , \\
\Delta_n^{(N)}(\mathbf{v}, \mathbf{w}) & = 0_d \quad \text{if} \quad \mathbf{v}^{\dagger} \mathbf{w} \text{ is null},
\end{align*}
\]

where \( 0_d \) is the \( d \times d \) matrix whose all entries are 0.

Finally, the definitions of “Certificate of order \( n \) for an assemblage” and “Set of assemblages in level \( n \) of the hierarchy” are as follows:

Definition 22. Certificate of order \( n \) for an assemblage \( \Sigma_N \) --

Let \( \Sigma_N = \{ \sigma_{a_1,\ldots,a_N|x_1,\ldots,x_N} \}_{a_k \in A, x_k \in X, k \in \{ 1,\ldots,N \}} \) be a non-signalling assemblage in the multipartite traditional EPR scenario with \( N \) black-box parties [11].

Let \( \Omega \subseteq \{ 1, \ldots, N \} \) be a subset of the black-box parties, and denote by \( \sigma_{a_{\Omega}|x_{\Omega}} \) the assemblage elements that result when tracing out the parties not in \( \Omega \), i.e.,

\[
\sigma_{a_{\Omega}|x_{\Omega}} \overset{\text{def}}{=} \sum_{j \notin \Omega} \sum_{a_j \in A} \sigma_{a_1,\ldots,a_N|x_1,\ldots,x_N} .
\]

A matrix \( \Delta_n^{(N)} \) is a certificate of order \( n \) for \( \Sigma_N \) iff \( \Delta_n^{(N)} \) is a moment matrix of order \( n \) for \( N \) Alices, and the following are satisfied:

\[
\begin{align*}
\Delta_n^{(N)}(\emptyset, \emptyset) & = \rho_B , \\
\Delta_n^{(N)}(\emptyset, a_{\Omega}|x_{\Omega}) & = \sigma_{a_{\Omega}|x_{\Omega}} \quad \forall a_k|x_k \in \mathcal{Y}_N^1 , \quad k \in \Omega , \quad \forall \Omega ,
\end{align*}
\]
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where $\rho_B = \sum_{a_1 \in A_1, \ldots, a_N \in A_N} \sigma_{a_1 \ldots a_N|x_1 \ldots x_N}$ is the marginal state of Bob’s system.

**Definition 23.** Set of assemblages in level $n$ of the Johnston-Mittal-Russo-Watrous multipartite hierarchy [17]: $\mathcal{Q}_N^n$.–

An assemblage $\Sigma_N$ in the multipartite EPR scenario with $N$ black-box parties belongs to the set $\mathcal{Q}_N^n$ if there exists a matrix $\Delta_n^{(N)}$ that is a certificate of order $n$ for $\Sigma_N$.

Def. 23 presents the Johnston-Mittal-Russo-Watrous hierarchy in a notation tailored at this paper. To see how this corresponds to the original definition in Ref. [17], notice that their matrix $M^{(N)}$ has elements defined as in Eq. (32) of Ref. [17] with $M^{(N)}(\alpha, \beta) \equiv \Delta_n^{(N)}(\alpha, \beta)$ for all $\alpha, \beta \in \mathcal{S}_n^N$, since the set of words in both works is defined analogously. Finally, the various conditions on the matrix $M^{(N)}$ are defined analogously to those for the matrix $\Delta_n^{(N)}$ (e.g., our null condition in Eq. (102) is equivalent to that in Eq. (25) of Ref. [17]).

Now we show that the Johnston-Mittal-Russo-Watrous hierarchy may arise as a special case of the multipartite Bob-with-Input hierarchy introduced herein.

**Theorem 24.** Johnston-Mittal-Russo-Watrous hierarchy from the Bob-with-Input one.–

Let $\Sigma_N$ be an assemblage in a multipartite EPR scenario. Let $\mathbb{Y}$ be a singleton set and define the assemblage $\Sigma_N^\mathbb{Y}$ as that with elements $\sigma^\mathbb{Y}_{a_1 \ldots a_N|x_1 \ldots x_N} := \sigma_{a_1 \ldots a_N|x_1 \ldots x_N}$. Then,

$$\Sigma_N \in \mathcal{Q}_N^n \implies \Sigma^\mathbb{Y}_N \in \mathcal{Q}_{\mathbb{Y}}^n,$$

Conversely, let $\Sigma_N^\mathbb{Y}$ be an assemblage in a multipartite Bob-with-Input scenario where $\mathbb{Y}$ is the singleton set. Define the assemblage $\Sigma_N$ in a multipartite EPR scenario as that with elements $\sigma_{a_1 \ldots a_N|x_1 \ldots x_N} := \sigma^\mathbb{Y}_{a_1 \ldots a_N|x_1 \ldots x_N}$. Then,

$$\Sigma^\mathbb{Y}_N \in \mathcal{Q}_{\mathbb{Y}}^n \implies \Sigma_N \in \mathcal{Q}_N^n.$$

**Proof.** Let’s start from the second statement. Consider an assemblage $\Sigma_N^\mathbb{Y}$ that belongs to the set $\mathcal{Q}_{\mathbb{Y}}^n$. By definition, there exists a moment matrix $\Gamma_n^{\mathbb{Y}}$ that is a certificate of order $n$ for $\Sigma_N^\mathbb{Y}$. From $\Gamma_n^{\mathbb{Y}}$, we can now construct a matrix $\Delta_n^{(N)}$ with rows and columns labelled by words in $\mathcal{S}_n^N$, as follows:

$$\Delta_n^{(N)}(\mathbf{v}, \mathbf{w}) := d \Gamma_n^{(N)}(\mathbf{v}, \mathbf{w})^T \quad \forall \mathbf{v}, \mathbf{w} \in \mathcal{S}_n^N.$$  \hspace{1cm} (106)

By definition, since $\Gamma_n^{\mathbb{Y}}$ is a moment matrix of order $n$ for the multipartite Bob-with-Input scenario, then $\Delta_n^{(N)}$ is a moment matrix of order $n$ for the multipartite EPR scenario – one needs only to compare how the constraints of Def. 12 imply that those in Def. 21 are satisfied\(^{10}\). In addition, the definition of the elements of $\Sigma_N$ from those of $\Sigma_N^\mathbb{Y}$, together with the definition of the elements $\Delta_n^{(N)}(\emptyset, a_{\Omega}|\Omega)$, imply that $\Delta_n^{(N)}$ is a certificate of order $n$ for $\Sigma_N$. Therefore, $\Sigma_N \in \mathcal{Q}_N^n$.

Now let us prove the converse direction. We start from an assemblage $\Sigma_N$ that belongs to the set $\mathcal{Q}_N^n$. Let $\Delta_n^{(N)}$ be a moment matrix associated to $\Sigma_N$. Then one can define a matrix $\Gamma_n^{(N)}$ whose rows and columns are labelled by the words in $\mathcal{S}_n^N$ as follows:

$$\Gamma_n^{(N)}(\alpha, \beta) := \text{tr} \left\{ \Delta_n^{(N)}(\alpha, \beta) \right\} \mathbb{I}_d \quad \forall \alpha, \beta \in \mathcal{S}_n^N,$$  \hspace{1cm} (107)

$$\Gamma_n^{(N)}(\mathbf{v}, \mathbf{w}) := \frac{1}{d} \Delta_n^{(N)}(\alpha', \beta')^T \quad \forall \mathbf{v}, \mathbf{w} \in \mathcal{S}_n^N.$$  \hspace{1cm} (108)

\(^{10}\)That $\Gamma_n^{(N)} \geq 0$ follows from the fact that it arises by applying a positive map to a contraction of $\Delta_n^{(N)}$, where the latter is itself positive semidefinite.
where \( \alpha' \in \mathcal{S}_N^{\pm} \) is the word that arises from \( v \) by removing from it the letter \( y \in \mathcal{Y} \) (should it appear), and similarly for \( \beta' \).

Notice that, by construction, \( \Gamma_n^{(N)} \) satisfies the constraints in Eqs. (73) to (76) and Eqs. (78) to (80), since \( \Delta_n^{(N)} \) is a valid moment matrix for the assemblage \( \Sigma_N \). What remains to be shown is that \( \Gamma_n^{(N)} \geq 0 \).

To see that \( \Gamma_n^{(N)} \geq 0 \), let us first construct the following matrix:

\[
\gamma_n^{(N)} = \begin{bmatrix} A & A \\ A & B \end{bmatrix}, \tag{109}
\]

with

\[
A(\alpha, \beta) := \frac{1}{d} \Delta_n^{(N)}(\alpha, \beta)^T, \quad \forall \alpha, \beta \in \mathcal{S}_N^{\pm}, \tag{110}
\]

\[
B(\alpha, \beta) := d \operatorname{tr} \{ A(\alpha, \beta) \} \mathbb{I}, \quad \forall \alpha, \beta \in \mathcal{S}_N^{\pm}. \tag{111}
\]

Now define the completely-positive map \( \xi \) as:

\[
\xi[\cdot] := d \operatorname{tr} \{ \cdot \} \mathbb{I} - \cdot.
\]

One can then see that

\[
B - A = (\mathbb{I}_{|\mathcal{S}_N^{\pm}|} \otimes \xi)[A] \geq 0 \quad \text{since} \quad A \geq 0.
\]

Therefore, \( \gamma_n^{(N)} \geq 0 \). Now one only needs to see that \( \gamma_n^{(N)} \geq 0 \Rightarrow \Gamma_n^{(N)} \geq 0 \). For this, note that

\[
B(\alpha, \beta) \equiv \Gamma_n^{(N)}(\alpha, \beta), \quad \forall \alpha, \beta \in \mathcal{S}_N^{\pm}, \tag{112}
\]

\[
A(\alpha, \beta) \equiv \Gamma_n^{(N)}(\alpha, \beta y), \quad \forall \alpha, \beta \in \mathcal{S}_N^{\pm}, \tag{113}
\]

and in general

\[
\Gamma_n^{(N)}(v, wy) \equiv A(\alpha', \beta'), \quad \forall v, w \in \mathcal{S}_N^{\pm}, \tag{114}
\]

where, as before, \( \alpha' \in \mathcal{S}_N^{\pm} \) is the word that arises from \( v \) by removing from it the letter \( y \in \mathcal{Y} \) (should it appear), and similarly for \( \beta' \). This means that \( \Gamma_n^{(N)} \) can be constructed from \( \gamma_n^{(N)} \) by duplicating the rows and columns of \( \gamma_n^{(N)} \) (those pertaining to the blocks \([A, A]^T\), respectively) as many times as follows. Therefore, \( \gamma_n^{(N)} \geq 0 \Rightarrow \Gamma_n^{(N)} \geq 0 \).

### 5.3 Our hierarchy applied to traditional bipartite EPR scenarios

Applying our hierarchy to a traditional bipartite EPR scenario means applying it to a scenario with only one Alice, and where Bob has only one possible input – \( \mathcal{Y} \) is the singleton set. In this scenario, the GHJW theorem [9, 10] shows that any non-signalling assemblage has a quantum realisation. Hence, one expects that in this case our hierarchy collapses, and that the assemblages that belong to \( Q^1 \) already admit a quantum realisation. The proof of this claim is presented in Theorem 9 of Ref. [33].
6 Conclusions and outlook

In this paper we developed a hierarchy of semidefinite tests to assess whether an assemblage in Bob-with-Input EPR scenarios (and Instrumental EPR scenarios therefore) may not admit of a quantum explanation. This hierarchy allows one not only to test whether an assemblage cannot arise within a quantum EPR experiment, but also serve as a tool to compute upper bounds on the violations of steering inequalities, as well as on the performance of quantum assemblages in certain communication and information-processing tasks (including generalisations of extended nonlocal games). Our hierarchy has already been used to certify post-quantumness of some specific assemblages [12].

Looking into the future, one technical challenge is to give a natural characterisation of the set of assemblages to which the hierarchy converges. We know that the set to which it converges necessarily contains the set of quantum assemblages, but it could be larger still. Along these lines, we have shown that the NPA hierarchy can be retrieved within our hierarchy in Section 5.1. It was demonstrated in Ref. [27] that the NPA hierarchy converges to the set of correlations where parties making commuting measurements on a shared quantum state. What is the analogue to this result for all scenarios captured by our hierarchy?

On the foundational side, one interesting open question is whether our hierarchy helps to find physical principles from which to derive the set of quantum assemblages (i.e. ruling out the post-quantum ones). This could be pursued by searching for a hierarchy of physical principles whose levels are related to the levels of our hierarchy one-to-one. If such a connection is found, this will have immense implications not only in the task of “characterising quantum assemblages from physical principles” but also in the task of “characterising quantum correlations in Bell scenarios from physical principles” – an open question on which the community has done intense work over more than a decade – given the connections between the NPA hierarchy and ours.
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