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Abstract

Parallel imaging techniques have been widely used in high-field magnetic resonance imaging (MRI). Multiple receiver coils have been shown to improve image quality and allow accelerated image acquisition. Magnetic resonance imaging at ultra-low fields (ULF MRI) is a new imaging approach that uses SQUID (superconducting quantum interference device) sensors to measure the spatially encoded precession of pre-polarized nuclear spin populations at microtesla-range measurement fields. In this work, parallel imaging at microtesla fields is systematically studied for the first time. A seven-channel SQUID system, designed for both ULF MRI and magnetoencephalography (MEG), is used to acquire 3D images of a human hand, as well as 2D images of a large water phantom. The imaging is performed at 46 microtesla measurement field with pre-polarization at 40 mT. It is shown how the use of seven channels increases imaging field of view and improves signal-to-noise ratio for the hand images. A simple procedure for approximate correction of concomitant gradient artifacts is described. Noise propagation is analyzed experimentally, and the main source of correlated noise is identified. Accelerated imaging based on one-dimensional undersampling and 1D SENSE (sensitivity encoding) image reconstruction is studied in the case of the 2D phantom. Actual 3-fold imaging acceleration in comparison to single-average fully encoded Fourier imaging is demonstrated. These results show that parallel imaging methods are efficient in ULF MRI, and that imaging performance of SQUID-based instruments improves substantially as the number of channels is increased.
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1. Introduction

Parallel magnetic resonance imaging (parallel MRI) is based on simultaneous acquisition of magnetic resonance signals with multiple receiver coils, characterized by distinct spatial sensitivities. Imaging with a coil array generally offers several advantages. First, additional coils enlarge imaging field of view (FOV) by providing sensitivity in those regions where sensitivity of a single coil is low. Second, multiple coils yield higher imaging signal-to-noise ratio (SNR), because MRI signal from each voxel is acquired simultaneously by several coils. The combination of images from the individual coils may improve image quality substantially, especially if it takes into account sensitivity and noise properties of the coils. Third, an array of coils allows accelerated imaging, because the spatial encoding effect of multiple coils is independent of the gradient encoding mechanism of conventional Fourier MRI. This effect can be used to perform some portion of encoding normally done with the gradients, and thus reduce imaging time.

Parallel MRI had been used primarily for FOV and SNR improvement (see, e.g., [1-4]) until about ten years ago, when the focus of parallel imaging studies began to shift towards imaging acceleration. This transition was precipitated by the progress in MRI technology and the need for faster medical imaging. Accelerated image acquisition in parallel MRI is achieved at the expense of reduction in imaging SNR. It is usually realized by undersampling along the phase encoding direction(s) that would lead to reduced FOV and aliasing in conventional Fourier imaging. Parallel MRI reconstruction methods
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incorporate coil spatial sensitivities to generate full-FOV images without aliasing from the undersampled data acquired with multiple channels. These methods can be divided into k-space (such as SMASH [5]), image-domain (SENSE [6]), and hybrid (such as non-Cartesian SENSE [7]) approaches. They can be formulated and compared within the same theoretical framework [8,9]. Parallel imaging methods are essential in MRI applications requiring high temporal resolution, such as cardiovascular MRI [10], abdominal MRI [11], and functional MRI of the human brain [12]. Acceleration factors as high as 16 have been reported in vivo [11], and as high as 64 with phantoms [13]. Yet higher temporal resolution can be achieved if parallel imaging is combined with magnetic source localization by a large sensor array [14] used in magnetoencephalography (MEG) [15]. In clinical practice, 2- to 4-fold accelerations are more typical.

Parallel imaging methods have until recently only been applied in conventional high-field MRI. Magnetic resonance imaging at ultra-low fields (ULF MRI) is a new imaging approach that uses measurement fields in the microtesla range [16-27]. Broadening of the NMR signal linewidth is determined by absolute inhomogeneity of the magnetic field. For a fixed relative inhomogeneity, the absolute field inhomogeneity scales linearly with the field strength [16]. Because of this, ultra-low fields of modest relative homogeneity are highly homogeneous on the absolute scale, and very narrow NMR lines with high SNR are achieved [16,20,26]. This fact greatly simplifies coil design and makes it possible to construct ULF MRI systems [18,24] that are simple, inexpensive, portable, and patient-friendly. Imaging at ULF offers additional benefits, including minimized susceptibility artifacts [16], enhanced $T_1$ contrast [28], and possibility of imaging in the presence of metal [20,29]. Moreover, ULF MRI is compatible with MEG as discussed below.

Implementation of MRI at ultra-low fields encounters two problems: insufficient magnetization of a sample by microtesla fields, and low efficiency of Faraday detection at kilohertz-range frequencies. The first difficulty is typically resolved by using the pre-polarization technique [30]. In this approach, the sample is pre-polarized by a relatively strong (up to 100 mT and higher) magnetic field prior to each imaging step. The second problem can be solved if highly sensitive SQUID (superconducting quantum interference device) sensors [31] are used to measure NMR signals [32-35]. SQUIDs with untuned input circuits are typically employed [16-27], because their response is independent of frequency. Low-field images acquired using tuned SQUID pre-amplifiers [33], as well as Faraday detector coils [36,37], have also been reported, though the method of [16-27] appears to be more efficient. Despite these improvements, insufficiently high SNR remains a major limitation in present-day ULF MRI. The SNR can be improved by stronger pre-polarization, which makes the situation similar to that in conventional MRI with its quest for higher magnetic fields. The pre-polarizing field in ULF MRI, however, does not need to be very uniform, because no spin precession is measured during the pre-polarization.

One property of ULF MRI makes it particularly attractive: it can be easily combined with SQUID-based techniques for biomagnetic measurements, such as MEG [15] and magnetocardiography (MCG) [38]. It has been demonstrated by our group that ULF NMR signals, generated inside a human body, can be measured simultaneously with MEG [21] or MCG [22] signals using the same SQUID sensor.

Recently, we used a seven-channel SQUID system [23,24], specially designed for MEG and ULF MRI, to acquire the first images of the human brain at microtesla fields [25]. We also recorded auditory MEG signals during the same imaging session [25]. This result demonstrated feasibility of human brain imaging by microtesla MRI and showed that multichannel SQUID systems for combined MEG and ULF MRI of the brain are practical. Such systems can directly provide anatomical ULF MRI maps for MEG-localized neural sources. They can also greatly facilitate integration of MEG with high-field MRI and other imaging modalities, because ULF images (and thus MEG data from the same system) can be precisely matched to structural images provided by other methods.

Because MEG instruments include large arrays (typically hundreds) of SQUID sensors, parallel imaging techniques should be very efficient in ULF MRI. Parallel imaging is easier to implement at ULF than in conventional high-field MRI for two reasons. First, because ULF MRI relies on untuned SQUID detection, there is no need to minimize inductive coupling between pick-up coils. This means that any SQUID array, suitable for ULF MRI, can be used for parallel imaging. Second, because electric currents, induced inside a sample, diminish with decreasing frequency, noise properties of a ULF MRI system are essentially independent of the sample. Therefore, channel sensitivities can be accurately determined from phantom measurements. Similar to conventional high-field imaging, multiple sensors can be used at microtesla fields to improve imaging FOV, SNR, and speed. Image distortions due to concomitant gradients, however, are more pronounced at ULF, and need to be corrected as FOV increases [39-41].

In this work, the first systematic study of parallel MRI at microtesla fields is reported. The seven-channel SQUID system [23,24] is used to acquire 3D images of a human hand, as well as 2D images of a large phantom. Improvements in imaging FOV and SNR by the sensor array are illustrated for the hand images, with effects of concomitant gradients corrected and noise propagation taken into account. Actual 3-fold imaging acceleration is achieved in the phantom experiment using SENSE method [6].
2. Materials and methods

2.1 Instrumentation

All experimental results, reported in this paper, were obtained using the seven-channel SQUID system for 3D ULF MRI and MEG [23,24], depicted schematically in Fig. 1. The system includes seven second-order SQUID gradiometers with 37 mm diameter and 60 mm baseline, characterized by magnetic field resolutions of 1.2…2.8 fT/√Hz at 1 kHz [24]. The gradiometers are installed parallel to one another inside a flat-bottom liquid helium cryostat. Their pickup coils form a symmetric pattern shown in Fig. 1A with 45 mm center-to-center spacing of the neighboring coils. Each SQUID sensor is equipped with a cryoswitch [24] that protects it from transients caused by switching fields and gradients in ULF MRI experiments. All experiments are performed inside a magnetically shielded room. It should be noted that the shielded room is needed for MEG measurements only, and can be replaced with a less expensive RF screen for ULF MRI at kilohertz-range frequencies.

As mentioned in the introduction, the measurement field and encoding gradients for ULF MRI can be generated by simple and inexpensive coil systems. Schematic of our coil system is shown in Fig. 1B. The ultra-low measurement field $B_m$ is created along the Z axis by a pair of round Helmholtz coils, 120 cm in diameter. The strength of the $B_m$ field is approximately 46 µT, which corresponds to the proton Larmor frequency of about 1940 Hz. Three sets of thin rectangular coils, symmetric with respect to the system center, generate three gradients for 3D Fourier imaging (Fig. 1B). The pre-polarizing field $B_p$ in the present system is three orders of magnitude stronger than the measurement field $B_m$. It is produced by a cylindrical coil positioned below the sample. The vertical component of the $B_p$ field varies between 40 and 50 mT across the sample space.

The 3D imaging procedure, used in our experiments, is shown in Fig. 1C. Each imaging step begins with pre-polarization of a sample by the field $B_p$ during time $t_p$. The pre-polarizing field is then turned off rapidly, and the measurement field $B_m$ is applied. In the present set-up, the $B_p$ field is ramped down linearly in 6 ms, and the $B_m$ field is applied 3-4 ms later, by which time all transients, induced in the system coils by the $B_p$ pulse, are dissipated. The application of the measurement field $B_m$ perpendicular to the original direction of $B_p$ induces spin precession [24]. Imaging is then performed according to the standard 3D Fourier imaging protocol with gradient echo. Spin precession is phase encoded by two gradients, $G_z$ and $G_y$, during time $t_g$, and gradient echo is created by reversal of the frequency encoding gradient $G_x$. The echo signal is measured during the acquisition time $t_a$ with discrete sampling at 16 kHz. The sequence in Fig. 1C is repeated for all combinations of the selected $G_x$ and $G_y$ values, and a 3D image is reconstructed from the acquired data by 3D fast Fourier transform.

2.2 Imaging parameters

The seven-channel system depicted in Fig. 1 was used to perform ULF MRI of objects shown in Fig. 2. They include a human hand and a water phantom. The phantom was constructed using a polyethylene disc with flat-bottom holes (19 mm in diameter and 19 mm deep) drilled in the pattern shown (Fig. 2) with 22 mm center-to-center spacing. The holes were filled with tap water with experimentally determined transverse relaxation time $T_2^*$ $\approx$ 2.8 s. The mean relaxation time $T_2^*$ for the human hand was measured to be $\approx$ 120 ms.

In the human hand experiment, the following imaging parameters were used (Fig. 1C). The hand was pre-polarized for $t_p$=0.5 s. The gradient encoding and signal acquisition times were $t_g$=42 ms and $t_a$=84 ms, respectively. The frequency encoding gradient $G_x$ changed between ±94 µT/m (±40 Hz/cm). The phase encoding gradient $G_z$ had $N_z$=55 different values, that were equally spaced and symmetric with respect to Fig. 1. The seven-channel system for 3D ULF MRI and MEG. (A) Positions of the SQUID channels inside the cryostat, (B) schematic of the coil system, (C) 3D Fourier imaging sequence with pre-polarization and gradient echo.
$G_z=0$, with the maximum value $G_{z,\text{max}}= -G_{z,\text{min}}= 94$ μT/m (40 Hz/cm). Similarly, $N_y=9$ values were selected for the gradient $G_y$, with the maximum value $G_{y,\text{max}}= -G_{y,\text{min}}= 47$ μT/m (20 Hz/cm). These imaging parameters provided 3 mm × 3 mm × 6 mm resolution, with the 6 mm pixel size corresponding to the vertical dimension. A single scan of $k$ space included 495 measurements and required 5 min. To improve image quality, results of 12 consecutive scans were averaged. The total imaging time was about one hour. It should be noted, however, that 80% of this time was taken up by pre-polarization.

The purpose of the 2D water phantom experiment was to demonstrate imaging acceleration by using parallel image reconstruction. Parameters of the imaging procedure, therefore, were selected to maximize SNR and allow image acquisition without signal averaging. They had the following values: $t_p=4$ s, $t_0=250$ ms, $t_y=500$ ms, $G_x= \pm 23.5$ μT/m (±10 Hz/cm), $N_y=73$, $G_{z,\text{max}}= -G_{z,\text{min}}= 23.5$ μT/m (10 Hz/cm), $N_z=1$, $G_z=0$. This 2D imaging sequence provided 2 mm × 2 mm resolution in the XZ plane. Because of the long pre-polarization time required to polarize water, single-average acquisition of a full-FOV phantom image took about 6 min.

After each of the two imaging experiments, sensitivity maps of the seven channels were acquired by imaging a large uniform water phantom placed under the cryostat instead of the studied object. The imaging resolution was the same as in the main experiment. The imaging parameters were also the same except for a smaller increment value and greater number of steps $N_z$ for the $G_z$ gradient to obtain a larger FOV in the Z direction. The pre-polarization time for the uniform water phantom was at least 2 s.

2.3 Concomitant gradients

The system of seven pick-up coils, shown in Fig. 1A, provides the imaging FOV in the horizontal XZ plane that is approximately 3 times as wide as the FOV of a single coil. Because image distortions caused by concomitant gradients grow quadratically with the distance from the imaging center, they become more pronounced as FOV increases. While correction of concomitant gradient artifacts is rather complicated in the general case [39,40], it can be simplified for the imaging parameters used in our experiments.

It has been shown [41] that image distortions due to concomitant gradients can be characterized by a dimensionless parameter $\varepsilon=L(G/B_m)$, where $L$ is the object size, $G$ is the imaging gradient strength, and $B_m$ is the measurement field. The ratio $B_m/G$ is a curvature radius that describes how straight lines within the object become curved in the MRI image. In our human hand experiment, $L_x\approx L_z\approx 14$ cm and $L_y\approx 4$ cm. The parameter $\varepsilon$ for the $G_z$ gradient, $L_y(G_{z,\text{max}}/B_m)=0.04$, is thus seven times lower than for the $G_x$ gradient, $L_x(G_{z,\text{max}}/B_m)=0.3$. Because the concomitant gradient artifacts associated with $G_z$ are rather small, as shown below, the effect of $G_z$ can be safely neglected. It is sufficient, therefore, to consider a two-dimensional problem in the XZ plane.

Following the analysis of [40], we can write for the gradient echo sequence with $G_x$ and $G_z$ gradients:

$$x_{\text{MRI}} \approx x + \frac{G_x}{2B_m} z^2,$$

$$z_{\text{MRI}} \approx \left(1 + \frac{G_x}{2B_m} x\right)z + \frac{G_z}{8B_m} x^2.$$  

In these formulas, $(x, z)$ are coordinates of a voxel inside an object, $(x_{\text{MRI}}, z_{\text{MRI}})$ are coordinates of the corresponding pixel in the MRI image, $G_x$ is the readout gradient (after the reversal), and $G_z$ is a given value of the phase encoding gradient. Eq. (1) and the first term in Eq. (2) depend on the constant $G_x$, and describe geometrical deformation of the image. The last term in Eq. (2) depends on the gradient $G_z$ that takes a discrete set of values and causes blurring of the image along the $x$ direction [40]. In the human hand experiment, the ratio $G_z/2B_m$ is equal to -1.03-10⁻² cm⁻¹. For the maximum value of $|z|\approx 7$ cm, the difference $x_{\text{MRI}}-x$ is about -5 mm. The last term in Eq. (2) is four times smaller even for the largest $G_{z,\text{max}}=|G_z|$ and $|x|\approx 7$ cm, and equals 1.25 mm in that case. Therefore, the magnitude of image blurring in the worst case is less than the pixel size (3 mm). Based on these estimates, we neglect the last term of Eq. (2) in the present work.

The effect of concomitant gradients can then be described as a deformation of an image that makes lines of constant $x$ curved, and lines of constant $z$ – tilted [40]. As a result, the Fourier reconstructed image becomes pointed (i.e. convex and narrowing) in the direction of decreasing readout frequencies. The corrected image can be obtained by transformation of coordinates $(x_{\text{MRI}}, z_{\text{MRI}})$ to $(x, z)$ according to Eq. (1) and Eq. (2) (without the last term). Results of such correction are presented in Section 3.1.
2.4 Noise propagation

Sources of noise and noise propagation in multichannel ULF MRI are very different from those in conventional high-field MRI. Because array coils used for parallel imaging at high fields are inductively decoupled [2,4], noise correlations among the coils arise from electric currents induced inside a sample [2]. Elements of the noise resistance matrix, used to describe this effect, scale with the Larmor frequency as $\omega^2$ [2]. Therefore, noise correlations due to the presence of a sample are negligible at microtesla fields. The main sources of noise in ULF MRI are the SQUIDs themselves and the cryostat. The SQUID noise is Gaussian white noise [31] (the $1/f$ noise in modern low-$T_c$ SQUIDs becomes relevant below 1 Hz). The cryostat noise is Johnson noise produced by conductive components, such as the thermal shield and superinsulation. Noise correlations in multichannel SQUID systems arise from mutual inductive coupling of pick-up coils, and from the fact that the cryostat noise contributions are correlated to some degree for different channels. These sources of noise correlation are studied in Section 3.2.

Noise properties of a multichannel system can be characterized by the noise covariance matrix:

$$
\Psi_{ij} = \frac{1}{N} \sum_{m=1}^{N} n_i(m)n_j^*(m)
$$

(3)

Here, $n_i(m)$ is a noise signal value of $i$-th channel for measurement $m$, and $N$ is the total number of measurements. The noise correlation matrix is defined as

$$
\Psi_{ij}^{corr} = \Psi_{ij} / \sqrt{\Psi_{ii}\Psi_{jj}}
$$

If the noise covariance matrix and complex coil sensitivities are known, a composite image can be obtained from individual-channel images using the maximum-SNR multicoil reconstruction [2]:

$$
M = \frac{S^H \Psi^{-1} I}{S^H \Psi^{-1} S}
$$

(4)

In this formula, which is used for each pixel in the image, $I$ is a column vector consisting of pixel values from $n_C$ channels, $S$ is a vector of channel sensitivities at that pixel, $\Psi$ is the $n_C \times n_C$ noise covariance matrix, and $M$ is the resulting pixel value. This reconstruction method performs both sensitivity correction and SNR optimization. If $\Psi$ is replaced with the identity matrix, the method reduces to sensitivity correction.

SNR of a detector array can be quantified as [2]

$$
\text{SNR} = (S^H \Psi^{-1} S)^{1/2}
$$

(5)

This quantity is a measure of local SNR [2], and reflects properties of the array itself. Its inverse is sometimes referred to as the basic array noise [42]. Actual SNR values also depend on other factors such as sequence parameters. Results of applying Eqs. (4)-(5) to our experimental data are presented in Section 3.2.

2.4 SENSE image reconstruction

Accelerated image acquisition in our phantom experiment was achieved by undersampling along the phase encoding direction $Z$. Non-aliased full-FOV images were then reconstructed using SENSE method [6]. In the simplest case of 2D Fourier imaging, this method (1D SENSE) works as follows.

The number of phase encoding steps, and thus the scan time, is reduced by factor $R$, called the reduction (or acceleration) factor. This is accomplished by increasing the increment value for the phase encoding gradient $G_z$ while preserving its limiting values. The spatial resolution remains unchanged, but the imaging FOV along the phase encoding direction is reduced by the factor $R$, which causes aliasing. This means that the image signal at an aliased pixel within the reduced FOV is a superposition of up to $R$ signals corresponding to equidistant pixels in the full FOV. The SENSE image reconstruction from the undersampled data is performed in two steps. First, reduced-FOV aliased images from individual detector coils are obtained via discrete Fourier transform. Second, a non-aliased full-FOV image is reconstructed from the individual images using full-FOV sensitivity maps for all the coils. Because different coils in an array have different local sensitivities, the superposition of $R$ signals due to aliasing occurs with different weights for different coils [6], and can be undone by means of linear algebra if the number of coils is greater than $R$. This allows unfolding of the aliased images.

The unfolding step of the SENSE reconstruction is performed according to the formula [6]:

$$
M = [(S^H \Psi^{-1} S)^{-1} S^H \Psi^{-1} I]
$$

(6)

As in Eq. (4) above, $\Psi$ is the $n_C \times n_C$ noise covariance matrix of the array, and $I$ is the $n_C$ long column vector, consisting of pixel values provided by the array coils. The matrix $S$ in Eq. (6) is a $n_C \times n_A$ matrix of sensitivity values, where $n_A$ is the number of pixels superposed due to aliasing ($n_A \leq R$). $M$ is a column vector of size $n_A$ that includes values of $n_A$ equidistant pixels after the unfolding. For $R=1$, Eq. (6) reduces to Eq. (4).

The imaging acceleration, however, is achieved at the expense of reduction in signal-to-noise ratio. The SNR at a given pixel after SENSE reconstruction with a certain $R$ is related to the SNR at the same pixel in a fully encoded image as [6]

$$
\text{SNR}_R = \frac{\text{SNR}_{\text{Full}}}{\sqrt{R}}
$$

(7)
The factor $\sqrt{R}$ in the denominator results from the $R$-fold overall reduction in the acquisition time. The factor $g$ ($g \geq 1$), called the geometry factor, describes local noise amplification in the unfolded image. It depends on both $R$ and geometry of the sensor array. A simple description of SENSE method can be found, e.g., in [43]. Section 3.3 presents SENSE reconstructed images of the 2D phantom and corresponding $g$ factor maps for different values of $R$.

3. Results

In this Section, we study the benefits of using multiple channels in ULF MRI. The FOV and SNR improvements, as well as effects of concomitant gradients and noise propagation, are studied in the case of the human hand. The imaging acceleration is demonstrated for the 2D water phantom, because SNR in this case is sufficiently high and allows imaging without signal averaging.

3.1 FOV and concomitant gradient artifacts

Results of 3D imaging of the human hand at 46 $\mu$T measurement field are exhibited in Fig. 3. The experiment was performed as described in Section 2.2. Each image in Fig. 3 represents a 6 mm thick horizontal layer of the hand with the vertical position of that layer’s central plane specified by coordinate $Y$. The imaging resolution in the XZ plane is 3 mm $\times$ 3 mm. The coordinates are given with respect to the center of the imaging coil system. The cryostat bottom was located at $Y \approx 25$ mm. Each image in Fig. 3 is a composite seven-channel image, computed as a square root of the sum of squares of images from the seven individual channels with the same $Y$. The composite images were subjected to fine-mesh bicubic interpolation, followed by correction of concomitant gradient artifacts as explained below. The images in Fig. 3 are proton density images with some $T_2$ contrast (because measurement starts about 50 ms after $B_m$ is applied). They show important anatomical features of the hand, including soft tissues, joints, and bones.

Fig. 4 shows seven individual-channel images of the layer with $Y = 12$ mm. The images are exhibited with different intensity scales to emphasize the extent of each channel’s FOV. According to Fig. 4, any single channel in our system can only image a part of the hand. The array of seven channels used simultaneously, however, expands the FOV and allows high quality imaging of the whole hand.

Image distortions caused by concomitant gradients are studied in Fig. 5. This figure exhibits a sensitivity map and a 2D hand image both before (A) and after (B) the concomitant gradient correction. 3D sensitivity maps were obtained for all the channels by imaging a large and thick uniform water phantom. The map in Fig. 5 is a composite seven-channel sensitivity map for $Y = 18$ mm, corresponding to the top image layer in Fig. 3. The 2D hand image was computed from the 3D

![Fig. 3. Composite seven-channel 3D image of the human hand acquired at 46 $\mu$T.](image-url)
data as a square root of the sum of squares, with summation over seven channels and four image layers. The 2D image is considered here for the purpose of comparison with our first 2D hand image [23]. The ratio $G_s/2B_m$ in Eqs. (1) and (2) is equal to $-1.03 \times 10^{-2}$ cm$^{-1}$ in this experiment. According to Fig. 5, the sensitivity map before the correction (A) is visibly deformed: it is convex to the right and narrows from the left to the right. This is the direction (from Ch 6 to Ch 3) in which the readout frequency decreases. The
hand image (A) exhibits the same distortion, which is similar to the distortion in [23], but with the opposite direction.

Correction of concomitant gradient artifacts is performed in two steps. First, the size of the image element is reduced by fine-mesh bicubic interpolation. Then, the image coordinates are transformed from \((x_{\text{MRT}}, z_{\text{MRT}})\) to \((x, z)\) according to Eq. (1) and Eq. (2) (without the last term). Fig. 5 shows that the sensitivity map becomes more symmetric after such correction (B). It should be noted that the whole sensitivity map is slightly turned clockwise with respect to the X axis because of the imperfect orientation of the cryostat. The corrected image of the hand (B) features straight fingers and does not exhibit any obvious deformations. These results show that geometrical image distortions caused by concomitant gradients are relatively small in our experiments, and can be easily corrected in the final images.

### 3.2 Noise propagation and SNR

The experimentally determined noise covariance matrix for our seven-channel SQUID system is given in Eq. (8). Noise measurements were performed for the total time of 150 s with 16 kHz sampling rate, and the \(\Psi\) matrix was computed according to Eq. (3). The matrix elements are given in units of \((\text{mV})^2\). The matrices in Eqs. (8)-(10) are symmetric. The first observation one can make from Eq. (8) is that the noise power for channels 2-7 is higher than for channel 1. This is consistent with the previously reported noise spectra of our system [24]. The higher noise levels for channels 2-7, surrounding channel 1, are due to Johnson noise from the thermal shield (consisting of aluminum rods) between the vertical walls of the cryostat [24]. Each of the seven channels exhibited essentially the same (low) noise level when installed at the center (Ch 1 position).

\[
\Psi = \begin{bmatrix}
0.079 & 0.026 & 0.028 & 0.030 & 0.026 & 0.028 & 0.029 \\
0.202 & 0.050 & 0.015 & 0.009 & 0.015 & 0.005 & \\
0.223 & 0.064 & 0.016 & 0.011 & 0.016 & \\
0.261 & 0.058 & 0.016 & 0.012 & \\
0.197 & 0.055 & 0.015 & \\
0.246 & 0.062 & \\
0.234 & 
\end{bmatrix} \tag{8}
\]

The noise correlation matrix, Eq. (9), further explains noise properties of the system. The noise correlation between channel 1 and any of the surrounding channels is about 0.21, while the correlation between any two nearby channels next to the wall of the cryostat is about 0.25. This means that thermal noise propagates from the cryostat walls inwards. The correlations between any two remotely positioned channels are 0.05 – 0.07.

\[
\Psi_{\text{corr}} = \begin{bmatrix}
1.000 & 0.205 & 0.208 & 0.210 & 0.204 & 0.202 & 0.214 \\
0.000 & 1.000 & 0.076 & 0.047 & 0.068 & 0.251 & \\
1.000 & 0.265 & 0.074 & 0.045 & 0.071 & \\
1.000 & 0.254 & 0.065 & 0.049 & \\
1.000 & 0.250 & 0.071 & \\
1.000 & 
\end{bmatrix} \tag{9}
\]

It should be noted that these noise correlation results compare favorably with the noise correlation performance achieved in high-field MRI with phased arrays specially designed to improve SNR. It was shown in the original work on phased arrays [2] that off-diagonal elements of the electric coupling matrix, which determine noise correlation, can be as large as 0.41. It was demonstrated in the same work that, if noise correlations are completely ignored, the maximum penalty in terms of SNR is about 10% [2]. For this reason, noise correlations were neglected in many applications of phased arrays [4].

It might be interesting to consider how the noise correlation levels will change if the cryostat noise is reduced or eliminated. In this case, propagation of SQUID noise due to inductive coupling of pick-up coils will, presumably, be the main source of correlations. In the first approximation, the fraction of magnetic flux in one SQUID channel that penetrates into another is equal to \(M_p/(L_p+L_i)\), where \(M_p\) is the mutual inductance of two pick-up coils, \(L_p\) is inductance of one pick-up coil, and \(L_i\) is inductance of the SQUID input coil (in series with the pick-up coil). We calculated the magnetic coupling matrix \(k_m\) for our system of seven SQUID gradiometers. The matrix, Eq. (10), shows that magnetic flux coupling, and, therefore, noise correlation is around 0.016 for nearby channels, and of the order of 0.002 for remote channels. To check these estimates experimentally, we measured small-signal crosstalk of the channels. A small 1940 Hz sinewave test signal corresponding to 1 \(\Phi_0\) peak-to-peak was applied to each SQUID, one channel at a time.

\[
k_m = \begin{bmatrix}
1.000 & 0.014 & 0.015 & 0.017 & 0.015 & 0.017 & 0.018 \\
1.000 & 0.013 & 0.002 & 0.001 & 0.002 & 0.015 & \\
1.000 & 0.016 & 0.002 & 0.001 & 0.002 & \\
1.000 & 0.016 & 0.002 & 0.001 & 0.002 & \\
1.000 & 0.016 & 0.002 & 0.001 & 0.002 & \\
1.000 & 
\end{bmatrix} \tag{10}
\]
Amplitudes of signals at the same frequency, measured by the seven channels in the flux-locked mode, were then compared. The channels' crosstalk was always below 1%, in a general agreement with the computational estimates. These results suggest that noise correlation in multichannel ULF MRI can be much lower than in high-field MRI, provided that special low-noise cryostats are used.

Application of the maximum-SNR multicoil image reconstruction method is illustrated in Fig. 6A. The hand image in this figure was computed according to Eq. (4), with the noise covariance matrix, Eq. (8), taken into account. However, when Eq. (4) was used with \( \Psi \) set to the identity matrix, a very similar image was obtained (not shown). This fact suggests that the effect of noise correlations in our system on the quality of multichannel image reconstruction is indeed small.

Fig. 6B exhibits a map of the relative SNR, Eq. (5), with the maximum SNR value set to 10. Unlike the composite sensitivity map in Fig. 5, the map in Fig. 6B clearly shows that the SNR for channel 1 is about twice as high as that for the surrounding channels.

3.3 Demonstration of imaging acceleration

Results of the 2D phantom imaging experiment are presented in Fig. 7. The imaging was performed with 2 mm \( \times \) 2 mm resolution according to the procedure described in Section 2.2. Because the imaging gradients were relatively weak in this experiment, no correction of concomitant gradient artifacts was employed. The top row of images in Fig. 7 contains composite (square root of the sum of squares) seven-channel images acquired with different degrees of undersampling along the phase encoding direction \( Z \) characterized by the reduction factor \( R \). Single-average acquisition of the full-FOV image with \( R=1 \) included 73 phase encoding steps and required 6 min. For \( R>1 \), these values were reduced \( R \) times, as explained in Section 2.5. The number of phase encoding steps, taken symmetrically with respect to \( G_z=0 \), was \( 2\lceil 36/R \rceil +1 \), and the total imaging time was approximately \( 6/R \) min. The accelerated image acquisition based on such undersampling led to reduced FOV and aliasing, as seen in the composite images with \( R=2,3,4 \). The middle row in Fig. 7 exhibits corresponding full-FOV images reconstructed from the undersampled data using 1D SENSE method with experimentally determined sensitivity maps of the sensors. The identity matrix was used instead of \( \Psi \) in Eq. (6), but this did not significantly affect the results. The composite seven-channel 2D sensitivity map is shown as the first image in the bottom row of Fig. 7. The other images in that row are maps of the geometry factor for \( R=2,3, \) and 4.

Accoding to Fig. 7, the SENSE reconstruction provides nearly perfect phantom images for \( R=1,2, \) and 3. In the case of \( R=1 \), SENSE method reduces to sensitivity correction, Eq. (4), without unfolding. The corrected image shows more uniform intensity distribution than the composite image with \( R=1 \). The SENSE algorithm allows successful unfolding of the aliased images with \( R=2 \) and \( R=3 \), enabling accelerated image acquisition. The SENSE image with \( R=4 \), however, is marked by excessive noise. This result is consistent with behavior of the geometry factor, that quantitatively describes local noise amplification in the unfolded images. While the maximum \( g \) factor values for \( R=2 \) and \( R=3 \) are 1.20 and 2.06, respectively, the maximum value for \( R=4 \) is as high as 47. This means that the SENSE reconstruction becomes increasingly unstable for \( R \geq 4 \), suggesting that the spatial information provided by the sensor array is no longer sufficient for unfolding the aliased images.

This limitation can be easily understood if one considers the sensitivity map in Fig. 7. Because the pick-up coils in our system form a two-dimensional array and have substantially localized sensitivities, any straight line parallel to the \( Z \) axis intersects essential sensitivity regions of at most three coils. Thus, no more

---

Fig. 6. A) Image obtained using the maximum-SNR multichannel reconstruction method, taking into account noise propagation. B) Relative SNR of the seven-channel system, determined from sensitivity maps and noise matrix.
than three coils can efficiently participate in 1D SENSE reconstruction for any given set of pixels related by aliasing. As a result, the maximum practical acceleration of $R=3$ is lower than the number of channels in our system. Higher accelerations can be achieved in 3D Fourier imaging by undersampling along each of the two phase encoding directions and reconstructing images with 2D SENSE [44]. This approach, however, is not very practical with our present system, because it would require phase encoding to be performed along X, and frequency encoding – along Y direction, which is inefficient due to the limited sensitivity depth of our sensors.

It should be emphasized that the results in Fig. 7 demonstrate real imaging acceleration for the 2D water phantom. The SENSE images with $R=2$ and $R=3$ were acquired in 3 min and 2 min, respectively, while the single-average acquisition of the fully encoded image ($R=1$) took 6 min. The SENSE reconstruction, illustrated in Fig. 7, can also be applied to the human hand images, reported in this paper. However, anatomical imaging with our present system requires signal averaging, so no actual imaging acceleration can be achieved in vivo at this time.

4. Conclusion

In this work, we used our seven-channel SQUID system for 3D ULF MRI and MEG to experimentally study parallel imaging at microtesla fields. We showed that image acquisition with the sensor array instead of a single sensor substantially improves FOV and SNR in 3D anatomical imaging. Moreover, 3-fold imaging acceleration based on SENSE method was demonstrated at ULF for the first time. These results indicate that parallel imaging techniques are efficient in ULF MRI, and can significantly enhance performance of multichannel SQUID instruments. As in high-field MRI, accelerated image acquisition is the most promising application of sensor arrays at ULF. The intrinsic SNR of our present system, however, is not high enough to allow accelerated imaging in vivo. Thus, the FOV and SNR improvements by the sensor array remain the main advantages of multichannel ULF MRI. By using stronger pre-polarizing fields and reducing the cryostat noise, we should be able to increase the system SNR sufficiently to achieve imaging acceleration in human subject experiments.
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