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Abstract
In view of the influence of model errors in conventional BeiDou prediction models for clock offsets, a semiparametric adjustment model for BeiDou Navigation Satellite System (BDS) clock offset prediction that considers model errors is proposed in this paper. First, the model errors of the conventional BeiDou clock offset prediction model are analyzed. Additionally, the relationship among the polynomial model, polynomial model with additional periodic term correction, and its periodic correction terms is explored in detail. Second, considering the model errors, combined with the physical relationship between phase, frequency, frequency drift, and its period in the clock sequence, the conventional clock offset prediction model is improved. Using kernel estimation and comprehensive least squares, the corresponding parameter solutions of the prediction model and the estimation of its model error are derived, and the dynamic error correction of the clock sequence model is realized. Finally, the BDS satellite precision clock data provided by the IGS Center of Wuhan University with a sampling interval of 5 min are used to compare the proposed prediction method with commonly used methods. Experimental results show that the proposed prediction method can better correct the model errors of BDS satellite clock offsets, and it can effectively overcome the inaccuracies of clock offset correction. The average forecast accuracies of the BeiDou satellites at 6, 12, and 24 h are 27.13%, 37.71%, and 45.08% higher than those of the conventional BeiDou clock offset forecast models; the average model improvement rates are 16.92%, 20.96%, and 28.48%, respectively. In addition, the proposed method enhances the existing BDS satellite prediction method for clock offsets to a certain extent.
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Introduction
The navigation satellite is a time-based ranging system. The high-precision space-borne atomic clock is the basis of the global navigation satellite system (GNSS). By estimating and forecasting the satellite clock offset parameters of the onboard atomic clock, the time parameters of the precise onboard atomic clock are obtained. The time synchronization of the navigation system and improvement of its related service performance are significant (Guo 2006; Huang et al. 2011; Wang et al. 2017). In the process of satellite high-speed movement, the spaceborne atomic clock is highly susceptible to the external environment and its own factors, creating difficulty for it to grasp its detailed change laws. Therefore, establishing a precise atomic clock operation model is very difficult, which correspondingly results in inaccurate prediction of satellite clock offsets. In recent years, to improve the accuracy of satellite clock offset predictions, many scholars have proposed a variety of clock offset prediction models and methods, including the polynomial model (Wang et al. 2017; Wang 2017; Huang 2012) (PM), spectrum analysis model (Huang 2012; Zheng et al. 2010) (SA), gray model (Wang 2017; Huang 2012; Zhou et al. 2015) (GM(1,1)), Kalman filter model (Huang et al. 2014; Ai et al. 2016) (KF), time sequence model (Wang 2017;...
Huang 2012; Zhang et al. 2007), least squares support vector machine model (Zhang et al. 2013; Ma et al. 2017) (LSSVM), radial basis neural network model (Xiao et al. 2006) (RBF), wavelet neural network model (Huang et al. 2018; Wang et al. 2016) (WNN), and its related combined forecasting models (Cai et al. 2016), each of which has its own characteristics when performing clock forecasting (Wang 2017; Huang 2012). Among them, the quadratic polynomial model (QP) and the linear model (LP) are the most commonly used and representative because of their simple modeling and clear physical properties (Wang 2017; Huang 2012). However, because the satellite clock offset is based on multi-satellite joint orbit determination, it will be affected by satellite orbital coupling errors (Wang 2017). Moreover, the mechanical modeling of the BeiDou satellite, especially the optical pressure model, has a certain systematic deviation (Zhou et al. 2015). According to the law of error propagation, these will lead to errors in the clock offset model, which will affect the fitting effect and prediction accuracy of the QP and LP models to a certain extent. In addition, the residual of the satellite clock offset contains other colored noises other than white noise, making it difficult for conventional prediction models to fit these nonlinear and non-significant colored noises (Huang et al. 2018). These model errors also have an impact on the accuracy of prediction of satellite clock offsets.

Recently, some scholars have studied the improvement of model errors of the satellite clock offset prediction models and achieved certain results. They mainly use the spectrum analysis method (Wang 2017; Huang 2012; Zheng et al. 2010; Huang et al. 2014; Ai et al. 2016; Zhang et al. 2007, 2013; Ma et al. 2017), and the singular spectrum analysis combined with Fourier band-pass filter method (SSA + FBPF) (Xiao et al. 2006) to obtain the main period of the clock offset sequence so as to correct the periodicity of and improve the fitting and prediction accuracy of the polynomial model. However, some problems arise with correcting the model through periodic item corrections: (1) Because the correct determination of the main period term in the forecast period requires a long and stable clock offset sequence, the correction term of the main period is likely to be unreliable if it is not satisfied; (2) The method of extracting periodic terms will also affect the credibility of the periodic terms extracted from the clock offset sequence, and the effect of model correction is also related to the number of added main periodic correction terms. Sometimes the number of added periodic correction items is inappropriate, which will easily lead to the phenomenon of “over-fitting” of prediction accuracy decline. In addition, fully considering the influence of model errors on prediction modeling of the satellite clock offsets by using only periodic term correction is quite difficult, which to some extent limits the improvement of the prediction accuracy of the satellite clock offset model.

By analyzing and sorting out existing achievements, this paper introduces the semiparametric adjustment model for the clock offset prediction of BeiDou Navigation Satellite System (BDS), and proposes a prediction method for satellite clock offsets based on the semiparametric adjustment model that considers model errors. First, the relationship among the polynomial model, polynomial model with additional periodic term correction, and periodic term correction is analyzed, and the optimum principal periodic term correction is determined. Subsequently, a semiparametric adjustment model is established based on the physical relationship among the phase, frequency, frequency drift, and their periods in the clock offset sequence, which corresponds to the objective and actual changes of the satellite clock offset sequence. The model parameters are estimated using a semiparametric kernel estimation and the corresponding model errors are dynamically corrected. Finally, using the BeiDou satellite clock data available in literature (Ai et al. 2016), the method in this paper is used for experimental processing and is compared with the conventional clock offset prediction method to verify its effectiveness. The results of the example indicate that the proposed satellite clock offset prediction method can compensate for the model errors caused by determining the main period in the forecast and effectively correcting the model errors caused by other factors. Accuracy and forecasting accuracy are significantly improved compared with traditional polynomial models.

Model establishment

Basic forecasting model

The satellite-borne atomic clock currently used by BDS is mainly a cuckoo clock, and its quadratic polynomial model (QP), which includes the phase, frequency, and frequency drift (aging rate), is often used as the BDS satellite clock model (Guo 2006; Huang et al. 2011; Wang et al. 2017). It is given as

$$y(t_i) = a_0 + a_1(t_i - t_0) + a_2(t_i - t_0)^2 + \Delta_i \quad i = 1, 2, \ldots, (4)$$

where $y(t_i)$ is the satellite clock offset of the epoch time $t_i$; $a_0$, $a_1$, and $a_2$ are the satellite clock parameters, corresponding to the phase, clock speed (frequency), and clock drift (frequency drift), respectively; $t_0$ is the satellite clock reference time; $\Delta_i$ is the clock offset model error.

Periodic term model

Because an orbiting satellite is interfered by its orbit and space environment and various perturbations...
(Huang et al. 2018), the clock offset sequence of the solution contains a certain degree of periodic variation law. Therefore, the periodic term model considering the influence of the orbital period and the system's perturbation can be expressed as

\[
y(t_i) = a_0 + a_1(t_i - t_0) + a_2(t_i - t_0)^2 + \sum_{k=1}^{p} A_k \sin(2\pi f_k + \varphi_k) + \Delta_i, \quad i = 1, 2, \ldots, n
\]

where \( p \) is the total number of period items; \( k \) is the order of the period items attached; \( A_k, f_k, \) and \( \varphi_k \) are the amplitude, frequency, and phase of the corresponding period term.

In the above-mentioned periodic term model, \( f_k \) and \( p \) are mainly determined by spectrum analysis or directly based on the correlation between the significant period of the on-orbit satellite clock and the orbital period (Wang 2017; Sun et al. 2016).

### Semiparametric adjustment model considering model errors

Owing to the satellite clock offset obtained by the multi-satellite joint orbit determination, it will be affected by the coupled satellite orbit error (Wang 2017). In addition, the mechanical modeling of the BeiDou satellites, especially the optical pressure model (Zhou et al. 2015, 2016), have a certain systematic deviation, and the quality of the BeiDou satellite clock sequence, as well as other factors (such as colored noise that are not well modeled), will also have a certain degree of influence on the clock offset modeling.

First, according to the correlation between the significant period of the on-orbit satellite clock and the orbital period (Wang 2017; Sun et al. 2016), based on the correlation between the significant period of the on-orbit satellite clock and the orbital period (Wang 2017; Sun et al. 2016), have a certain systematic deviation, and the quality of the BeiDou satellite clock sequence, as well as other factors (such as colored noise that are not well modeled), will also have a certain degree of influence on the clock offset modeling, we classify other relevant systematic errors into non-parametric components \( s(t_i) \) and establish a semiparametric adjustment model that considers the model errors, for the corresponding clock offset model to be in accordance with the objective reality. Subsequently, Eq. (2) becomes

\[
y(t_i) = a_0 + a_1(t_i - t_0) + a_2(t_i - t_0)^2 + \sum_{k=1}^{p} A_k \sin(2\pi f_k + \varphi_k) + s(t_i) + \Delta_i
\]

Rewriting Eq. (3) into matrix form, the equation can be expressed as

\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_n
\end{bmatrix} =
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_n
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
A_1 \\
\vdots \\
A_p
\end{bmatrix} +
\begin{bmatrix}
s_1 \\
s_2 \\
\vdots \\
s_n
\end{bmatrix}
\begin{bmatrix}
\Delta_1 \\
\Delta_2 \\
\vdots \\
\Delta_n
\end{bmatrix}
\]

Subsequently, Eq. (4) can be rewritten into the following vector form:

\[
L = BX + S + \Delta
\]

### Model solution

In this paper, the semiparametric kernel estimation is used to solve the prediction model. First, letting \( t_k \) be any forecasting moment relative to reference time \( t_0 \), we then define the kernel weight function \( W_i(t_k) \) for the selected time \( t_k \):

\[
W_i(t_k) = \frac{K((t_k - t_i)h_{i-1}^{-1})}{\sum_{j=1}^{n} K((t_k - t_j)h_{i-1}^{-1})}, \quad i, j = 1, 2, \ldots, n; \quad k = 1, 2, \ldots, l
\]

where \( K(\bullet) \) is the selected kernel function; \( h_{i-1} \) is the corresponding window width parameter and \( h_{i-1} > 0 \); \( n \) is the number of known clock offset sequences; \( l \) is the number of clock offset sequences in the corresponding forecast period.

First, to solve the parameters, assuming that \( X \) is known, we can estimate the kernel on the non-parametric component \( S \) based on \( \{t_i, Li - b_i^T X\}_{i=1}^{n} \) as follows:

\[
\hat{s}_k = \sum_{i=1}^{n} W_i(t_k)(Li - b_i^T X)
\]

From Eq. (9), the residual of the observable \( y(t_i) \) is:

\[
v_k = b_k X + \hat{s}_k - L_k
\]

If \( M_k = (W_i(t_k))_{n \times n} \), the matrix form of the above Eq. (10) is

\[
V = (I - M_k)(BX - L), \quad P
\]

where \( I \) is the identity matrix and \( P \) is the weight matrix, which is set according to the precision of the clock offset
solution. If no such information is available, it can be set as a unit matrix. According to the least squares criterion.

\[(BX - L)^T (I - M_k)^T P(I - M_k)(BX - L) = \min\]  \hspace{1cm} (12)

Subsequently, we can convert the above formula into the following equation:

\[B^T (I - M_k)^T P(I - M_k)BX = B^T (I - M_k)^T P(I - M_k)L\]  \hspace{1cm} (13)

If \(rank(B) = t\), \(t\) is the number of unknown parameters in the corresponding clock model, and that \(B\) is the full rank matrix; thus, \(B^T (I - M_k)^T P(I - M_k)B\) is a non-singularity. If \(\hat{X}_k\) is the estimate of the parameter \(X\), the least squares estimate is then

\[\hat{X}_k = (B^T (I - M_k)^T P(I - M_k)B)^{-1} B^T (I - M_k)^T P(I - M_k)X\]  \hspace{1cm} (14)

\(\hat{X}_k\) is substituted into (9) to obtain an estimate of \(\hat{s}_k\):

\[\hat{s}_k = \sum_{i=1}^{n} Wi(ti)(Li - b_l^T \hat{X}_k) = M_k(L - B\hat{X}_k)\]  \hspace{1cm} (15)

Therefore, Eqs. (14) and (15) are estimated values of the parametric and non-parametric components of the semi-parametric kernel estimation, respectively.

In the solutions of the equations above, initially considering both the selection of the kernel function \(K(\bullet)\) and the determination of the corresponding window width \(h_n(h_n > 0)\) is necessary. Several common nuclear function selection schemes are available (Ding 2005; Zhang 2003). The window width parameters of this paper are determined by the generalized cross-validation (GCV) method (Ding 2005).

**Selection of kernel function \(K(\bullet)\)**

1. \(K_1(x) = \frac{1}{2} \exp(-|x|)\)  \hspace{1cm} (16)
2. \(K_2(x) = [\pi (1 + x^2)]^{-1}\)  \hspace{1cm} (17)
3. \(K_3(x) = \begin{cases} \frac{15}{16} (1 - x^2)^2 & (|x| \leq 1) \\ 0 & (|x| > 1) \end{cases}\)  \hspace{1cm} (18)
4. \(K_4(x) = \begin{cases} \frac{1}{\sqrt{2\pi}} \left[\frac{\sin(x/2)}{x/2}\right]^2 & (x \neq 0) \\ 0 & (x = 0) \end{cases}\)  \hspace{1cm} (19)

**Test and analysis**

**Single day forecast example**

To analyze the effect of the clock offset prediction in this paper, BeiDou satellite precision clock products, provided by the IGS Center of Wuhan University, with a sampling interval of 5 min and Modified Julian Date (MJD) from 57,631.0 to 57,632.0 (2016-8-31 0:00:00–2016-9-1 0:00:00), are tested (the C13 satellite clock offset sequence is missing during this time period). Additionally, the root mean square (RMS) value is used as the evaluation standard for clock offset modeling and prediction accuracy (Huang 2012; Zheng et al. 2010).

First, because the periodic term model is affected by the number and magnitude (or \(f_k\) and \(p\)) in the semi-parametric adjustment model that considers model errors are determined to explore the magnitude of the influence. Because of the limited space of the article and the characteristic of different constellation satellites in the BeiDou satellite navigation system (BDS), three satellites, C01 (GEO), C06 (IGSO), and C12 (MEO), were selected for the test analysis, and the following five schemes were designed:

**Scheme 1:** The satellite clock offset prediction for 12 h is conducted using the conventional QP model to the clock offset sequence of the test section.

**Scheme 2:** The satellite clock offset sequence in the test section is predicted for 12 h by adding a periodic term model with a correction term of the main period \(T_k\). The main period added is given as the average orbital period of all types of satellites: the average orbital periods for the GEO, IGSO, and MEO satellites are 23.935, 23.934, and 12.887 h, respectively (Zhou et al. 2015; Wang 2016).

**Scheme 3:** The satellite clock offset sequence is predicted for 12 h by adding a period term model with a significant main period \(f_1 \) correction term. The first significant principal period for the GEO, IGSO, and MEO satellites is 12, 24, and 12.911 h, respectively (Zhou et al. 2015; Ai et al. 2016).

**Scheme 4:** The satellite clock offset prediction is conducted by adding two significant main period \(f_1\) and \(f_2\) correction terms to the clock offset sequence of the test section. The first and second significant principal cycles for the GEO, IGSO, and MEO satellites are 12 and 24 h; 24 and 24 h; and 12.911 and 6.444 h, respectively (Zhou et al. 2015; Ai et al. 2016).

**Scheme 5:** The satellite clock offset prediction is conducted by adding three significant main period \(f_1, f_2,\) and \(f_3\) correction terms to the clock offset sequence of the test section. The first three significant main periods for the GEO, IGSO, and MEO satellites are 12, 24, and 8 h; 24, 12, and 8 h; and 12.911, 6.444, and 24 h, respectively (Zhou et al. 2015; Ai et al. 2016).
As can be seen from Table 1, the fitting accuracy of the periodic term model improved compared with the basic forecasting model (QP), and with the increase in the number of corrections added to the main periodic term, the improvement effect was more clear, indicating that the periodic term correction can improve the fitting effect of the basic forecasting model, that is, the model error of QP can be corrected to some extent. From the results of the clock offset prediction, we can see that the addition of the main period term improved the prediction accuracy of the model to a certain extent (except for C12), but the improvement of this accuracy was related to the number of corrections of the main period term. From the results of Schemes 3–5 in Table 1, we can see that for satellite C01, the prediction effect of the periodic term model was the best when only the first main periodic correction term is added.

For the clock offset for satellite C06, the prediction effect of the periodic term model was the best after adding the first two main periodic correction terms. For satellite C12, the prediction accuracy of the model became worse when the main period was added. This may be due to the fact that the periodic characteristics of the MEO satellite are not very significant, which led to the introduction of over-fitting model errors into the prediction model when the main period correction term was added, thus reducing the prediction accuracy of the periodic term model. This further indicates that the parameter \( p \) of the periodic correction term had a significant influence on the prediction effect of the periodic term model. In addition, we can see that the prediction accuracy of the three types of satellites, especially C06, was significantly reduced by adding three significant principal periods to the prediction model. This is because the quadratic polynomial model adds too many correction terms to the main period term, leading to the introduction of over-fitting (model) errors into the prediction model. This also indicates that in the periodic term model, the main period correction terms \( p \) to be added should not exceed two, or else the prediction accuracy of the model is easily lowered.

In addition, the results of Schemes 1–3 in Table 1 indicate that QP-T1(orb) and QP-T1 had better fitting accuracy than QP, but the fitting accuracy difference between QP-T1(orb) and QP-T1 was not significant. The results show that for the period term model that added one main period correction term, whether it was the first significant period of joining each satellite or the average orbit period of the satellite, the improvement effect of the fitting accuracy of the period item model was essentially the same. From the results of QP-T1(orb) and QP-T1 in Schemes 2 and 3, we can see that the prediction effect of QP-T1 was generally better than that of QP-T1(orb). This indicates that adding the first significant main period correction term of the satellite to the periodic term model was more advantageous than adding the correction term of one orbit period in the clock offset prediction. Additionally, we can see that the sensitivities of the three satellite periodic term models to the added main period \( f_k \) were different. The prediction effect adding the first significant main period correction term for satellites C06 and C12 was similar to that of adding one orbit period correction term. For satellite C01, this difference was more significant, probably because the first significant main period (i.e. 1/2 the average orbital period) of the GEO satellite was more evident than the orbital period error of the satellite.

To consider the influence of periodic errors in BDS without introducing new model errors into corresponding prediction models, this paper makes further studies. According to the experimental results, the parameters of the optimum main period correction terms were \( p = 1 \) and \( f_k = 1/T_k \), respectively (the main periods for the GEO, IGSO, and MEO satellites were 12, 24, and 12.911 h, respectively). On the basis of this periodic term model, the other model errors are also included in the non-parametric components, and the semiparametric adjustment model that considers the model errors

| Scheme category | Forecast model | C01 (GEO) | | | | | C06 (IGSO) | | | | | C12 (MEO) | | |
|-----------------|----------------|-----------|----------------|-----------|----------------|-----------|----------------|-----------|----------------|-----------|----------------|-----------|----------------|-----------|
|                 |                | Fitting accuracy | Forecast accuracy | Fitting accuracy | Forecast accuracy | Fitting accuracy | Forecast accuracy | Fitting accuracy | Forecast accuracy | Fitting accuracy | Forecast accuracy |
| Scheme 1        | QP             | 0.292      | 6.301          | 1.324      | 37.034         | 0.242      | 1.653          |           |                |           |                |
| Scheme 2        | QP-T1(orb)     | 0.188      | 10.756         | 0.980      | 14.274         | 0.194      | 1.833          |           |                |           |                |
| Scheme 3        | QP-T1          | 0.229      | 6.061          | 0.980      | 14.144         | 0.194      | 1.830          |           |                |           |                |
| Scheme 4        | QP-T2          | 0.186      | 10.104         | 0.792      | 3.493          | 0.170      | 1.732          |           |                |           |                |
| Scheme 5        | QP-T3          | 0.164      | 13.119         | 0.323      | 38.799         | 0.129      | 6.789          |           |                |           |                |

QP represents the basic prediction model; QP-T1(orb) represents the periodic term model after adding orbit period only; QP-Ti (i=1,2,3) represents the periodic term model after adding the correction of the first i main period term in turn.
of Eq. (3) is established. Short-term and ultra-short-term predictions for 24, 12, and 6 h for the clock offset sequence of one-day BDS satellite (because the satellite C13’s clock offset sequence is missing, it does not participate in the forecast) are performed, and the results are given in Table 2. Figures 1, 2, 3, 4, 5 and 6 show the fitting and prediction residual sequence of the corresponding model. Among them, the kernel function is selected as $K_4(\bullet)$ (According to the experiment, the kernel function $K_4(\bullet)$ has better prediction performance and estimation effect on the BDS clock sequence); the window width parameter $h_n$ is determined by $GCV$ methods. Furthermore, for convenience of expression, the semiparametric adjustment model that considers the model errors is represented as Semi-K.

Combined with the corresponding results of Figs. 1, 2 and 3 and Table 2, we can see that the Semi-K model had a better improvement than the QP in both the fitting accuracy and forecasting effect. Among them, the maximum and minimum fitting precisions were 0.284 and 0.043 ns, respectively, which fully proves that Semi-K could fit the BDS clock offset data better. This also illustrates the objective reality that the established model can better characterize the satellite clock difference in dynamic change relative to QP, thus better reflecting the linear characteristics of the $R_b$ clock of the BDS system.

In addition, during the test period, satellite C06’s data quality was very poor due to the impact of the big clock offset jump between the days in the process of precise orbit determination and calculation of time synchronization clock offset. As can be seen from Figs. 1 and 2, satellite C06 was more affected by the systematic error factors, and the fitting residual sequence fluctuated significantly. Figure 3 shows that satellite C06’s clock offset sequence was fitted by Semi-K. The residual sequence changes were relatively stable. Additionally, we can see that the accuracy of the clock offset sequence of other satellites was significantly improved, indicating that Semi-K can better separate the model errors in QP and QP-T1, and make the fitted residual sequence more stable.

Figures 4, 5 and 6 show that the prediction accuracy of Semi-K also significantly improved compared with QP and the corresponding QP-T1 model. Additionally, according to the analysis of the results in Table 2, Semi-K effectively corrected the model errors in the prediction stage, especially when the periodic characteristics of the satellite were not very significant; the addition of the periodic term correction would introduce new errors to the model in the prediction stage. On the contrary, Semi-K can effectively compensate for this part of the errors and accordingly achieve good forecasting results.

In addition, among the three types of satellites, the model correction effect of IGSO satellites was the most significant.

The accuracy of QP prediction was very poor when forecasting satellite C06, which is due to the large clock offset jump between the critical points of each day in the process of selecting the orbital arc segment in days during the precise orbit determination and time-synchronization clock offset calculation (Zhu et al. 2008). Table 3 and Fig. 4 clearly show that the accuracy of QP’s fitting and prediction was the worst among these satellite clocks, which also indicates that the model errors in the fitting stage had an amplification effect on the prediction phase of the clock offset, which would significantly restrict the prediction accuracy of the model. In addition,

### Table 2 Accuracy of clock offset prediction for Semi-K (Unit: ns)

| PRN | Fitting accuracy | Forecast accuracy/12 h | Forecast accuracy/6 h |
|-----|------------------|------------------------|-----------------------|
|     | QP   | QP-T1 | Semi-K     | QP   | QP-T1 | Semi-K     | QP   | QP-T1 | Semi-K     |
| C01 | 0.292 | 0.229 | 0.055 | 16.564 | 16.018 | 15.071 | 6.301 | 6.061 | 5.654 | 2.001 | 1.837 | 1.595 |
| C02 | 0.380 | 0.192 | 0.092 | 6.271 | 5.849 | 3.887 | 5.210 | 4.008 | 3.766 | 4.055 | 1.234 | 3.137 |
| C03 | 0.390 | 0.132 | 0.043 | 4.169 | 4.809 | 0.470 | 3.138 | 2.449 | 0.439 | 2.696 | 1.658 | 0.447 |
| C04 | 0.750 | 0.261 | 0.241 | 13.879 | 10.674 | 9.386 | 6.353 | 6.571 | 6.350 | 3.088 | 4.719 | 4.688 |
| C05 | 0.570 | 0.346 | 0.105 | 12.169 | 6.414 | 0.769 | 6.694 | 3.457 | 0.219 | 4.150 | 1.328 | 0.220 |
| C06 | 1.324 | 0.980 | 0.089 | 77.767 | 31.410 | 7.444 | 37.034 | 14.144 | 1.412 | 18.952 | 8.599 | 1.830 |
| C07 | 0.600 | 0.193 | 0.078 | 14.099 | 2.555 | 0.597 | 5.497 | 1.831 | 0.346 | 1.731 | 1.188 | 0.467 |
| C08 | 0.390 | 0.323 | 0.246 | 16.025 | 5.312 | 2.796 | 6.707 | 1.296 | 1.151 | 4.429 | 1.642 | 1.550 |
| C09 | 0.180 | 0.148 | 0.046 | 8.375 | 7.277 | 5.421 | 4.740 | 3.737 | 2.981 | 2.587 | 1.889 | 1.659 |
| C10 | 0.670 | 0.249 | 0.248 | 8.271 | 2.949 | 2.940 | 2.120 | 0.802 | 0.790 | 0.467 | 0.766 | 0.767 |
| C11 | 0.310 | 0.284 | 0.280 | 0.689 | 0.521 | 0.503 | 0.634 | 0.667 | 0.573 | 0.825 | 0.872 | 0.736 |
| C12 | 0.242 | 0.278 | 0.055 | 1.543 | 0.690 | 5.418 | 1.653 | 0.544 | 0.415 | 1.639 | 0.675 | 0.363 |
| C14 | 0.160 | 0.148 | 0.051 | 2.156 | 2.165 | 0.517 | 1.206 | 1.227 | 0.386 | 0.720 | 0.831 | 0.350 |

QP represents the basic prediction model; QP-T1 represents the periodic term model after adding the correction of the first main period term; Semi-K represents the semiparametric adjustment model considering model errors.
Fig. 1  Fitting residual sequence of QP model

Fig. 2  Fitting residual sequence of QP-T1 model
Fig. 3  Fitting residual sequence of Semi-K model

Fig. 4  24 h prediction residual sequence of QP model
Fig. 5 24 h prediction residual sequence of QP-T1 model

Fig. 6 24 h prediction residual sequence of Semi-K model
this proves to a certain extent that Semi-K can effectively eliminate the systematic errors in the BDS clock offset sequence, and improve the solution accuracy of the model and obtain a better prediction effect.

**Multi-day forecast example**

The forecast analysis was conducted using single-day clock offset products, and the amount of data was relatively small, to more accurately reflect the correction effect and prediction accuracy of the model. In this study, the forecasting test was conducted using the corresponding clock products of MJD 57,624.0–57,641.0 (2016-8-24 00:00:00 ~ 2016-9-10 00:00:00) available in Ai et al. (2016) for 18 days. Among them, because the clock offset sequence of MJD 57,635.0–57,636.0 has phase modulation, it did not participate in the relevant forecast, and the forecast results are shown in Figs. 7 and 8 and Table 3. Moreover, to compare the quantitative relationship between the prediction accuracy of the model before and after the improvement, the model improvement rate of Zhou et al. (2015) was introduced in this study. The corresponding results are shown in Table 4.

![Equation](20)\[ \rho = \frac{(RMS_{old} - RMS_{new})}{RMS_{old}} \times 100\% \]

where $RMS_{old}$ and $RMS_{new}$ are the RMS values of the improved front and rear models, respectively.

As can be seen from Fig. 7, the periodic term and Semi-K models significantly improved the average fitting accuracy of QP model in two weeks, which indicates that the periodic error of the clock offset sequence and other unmodeled errors had a significant impact on the fitting effect of the QP model. Among the models, Semi-K exhibited the most significant fitting effect. For satellite C06 with poor clock offset data quality, the fitting accuracy improved by at least one order of magnitude, which fully demonstrates that the Semi-K model has a good correction effect on model errors, and is more consistent with the variation characteristics of clock offset sequence. According to the prediction accuracy analysis in Fig. 8 and Table 3, the prediction accuracy of the three models decreased with the increase in the prediction duration, but the accuracy of the periodic term and Semi-K models declined more gradually than that of QP. In addition, Table 3 shows that the average prediction accuracy of the Semi-K model was 27.1037.71, and 45.08% higher than that of the conventional QP model in the clock offset prediction of the BeiDou satellite at 6, 12, and 24 h, respectively. Among the three satellites, MEO satellites had the best prediction accuracy and the best prediction performance, indicating that the quality of the clock offset data of MEO satellites is better, and their periodic characteristics and other model errors are not significant. For GEO and IGSO satellites, the prediction accuracy of the periodic term and Semi-K models improved to a higher degree than that of the MEO model, indicating that considering the correction of model errors caused by the periodic term and other factors in the clock offset prediction is necessary.

Finally, to quantitatively analyze the model improvement of the Semi-K model, Table 4 shows the result statistics of its improvement rates.

We can see from Table 4 that, with the increase in the forecast duration, the improvement effect of Semi-K on the accuracy of various satellite clock offset predictions

### Table 3 Prediction of clock offset in two weeks of Semi-K model (Unit: ns)

| Satellite type | PRN | Forecast accuracy/24 h | Forecast accuracy/12 h | Forecast accuracy/6 h |
|---------------|-----|------------------------|------------------------|-----------------------|
|               |     | QP | QP-T1 | Semi-K | QP | QP-T1 | Semi-K | QP | QP-T1 | Semi-K |
| GEO           | C01 | 12.15 | 11.79 | 11.07 | 7.34 | 7.42 | 7.21 | 5.36 | 5.50 | 5.07 |
|               | C02 | 7.16 | 6.51 | 4.73 | 4.99 | 4.24 | 3.72 | 3.83 | 3.63 | 3.20 |
|               | C03 | 2.60 | 2.45 | 2.08 | 1.91 | 1.79 | 1.65 | 1.66 | 1.59 | 1.14 |
|               | C04 | 13.53 | 10.38 | 8.34 | 8.54 | 7.30 | 6.24 | 6.38 | 5.99 | 5.49 |
|               | C05 | 13.62 | 13.05 | 7.06 | 7.83 | 8.76 | 5.20 | 4.86 | 6.36 | 4.46 |
| IGSO          | C06 | 61.59 | 25.21 | 12.36 | 33.23 | 14.22 | 7.69 | 18.50 | 9.18 | 5.67 |
|               | C07 | 11.79 | 10.45 | 7.46 | 7.07 | 6.49 | 5.21 | 5.49 | 5.05 | 4.50 |
|               | C08 | 6.48 | 6.41 | 4.66 | 4.25 | 4.06 | 3.89 | 3.71 | 3.53 | 3.43 |
|               | C09 | 10.97 | 7.33 | 6.14 | 7.86 | 5.38 | 4.98 | 6.24 | 4.82 | 4.65 |
|               | C10 | 22.51 | 22.40 | 20.86 | 10.01 | 9.75 | 8.31 | 5.78 | 5.04 | 4.79 |
| MEO           | C11 | 5.31 | 5.23 | 4.50 | 4.77 | 4.76 | 4.37 | 4.67 | 4.63 | 4.30 |
|               | C12 | 4.55 | 4.50 | 3.83 | 3.90 | 3.88 | 3.50 | 3.76 | 3.70 | 3.46 |
|               | C14 | 5.57 | 5.45 | 4.57 | 4.98 | 4.87 | 4.48 | 4.85 | 4.70 | 4.56 |
Fig. 7 Statistical fitting accuracy of Semi-K model

Fig. 8 Cylindrical stacking map predicted by Semi-K model
was more significant. The improvement rate of the average model of 6, 12, and 24 h was 16.92, 20.96, and 28.48% higher than that of the conventional QP model, respectively. The accuracy of MEO satellites with better clock quality improved by approximately 11%. The accuracy of prediction of clock offset for the IGSO satellites improved most significantly, with the accuracy increased by approximately 33%, indicating that IGSO satellites are significantly affected by model errors. Therefore, we recommend optimizing the corresponding BeiDou satellite precise orbit determination model and solution scheme to improve the accuracy of IGSO satellite orbit and clock products.

Conclusions

At present, the conventional BeiDou clock offset prediction model is affected by model errors. In this paper, a semiparametric adjustment model for BDS satellite clock offset prediction that considers model errors is proposed and constructed, and the corresponding algorithm is designed and implemented. The correction effect and prediction effect of the model are verified by comparing the BDS clock data for two weeks, and the following conclusions are drawn:

(1) To some extent, the model errors of the satellite clock offset can be corrected by the periodic term correction to improve the model fitting and prediction accuracy. However, the effect is unstable, which is significantly affected by the precision of and number of correction items for the periodic term.

(2) For the periodic term model, the parameter \( p \) of its main period correction term should not be greater than 2, or else an over-fitting (model) error is easily introduced to the model. For IGSO and MEO satellites, adding a periodic term model with the main period of the satellite’s average orbital period and a periodic term model with one main period being the first significant main period \( f_1 \) are essentially consistent in the fitting and forecasting effects; for GEO satellites, the period error of the first significant main period (1/2 average orbit period) is more significant than the orbital period error of the satellite. The effect of both cases, a period term model with a main period as the average orbital period of the satellite and the period term model with the main period as the first significant main period, is essentially consistent in the fitting accuracy, but the former has a better effect in forecast accuracy.

(3) The Semi-K prediction method in this paper can better describe the linear characteristics of the BDS system’s \( Rb \) clock to better correct the model errors contained in the BDS clock offset. With an increase in the prediction time, the model improvement rate increases, with the average model improvement rates for 6, 12, and 24 h being 16.92, 20.96, and 28.48%, respectively.

(4) According to the analysis of short-term and ultrashort-term clock offset prediction results in two weeks, the average prediction accuracies of BeiDou satellites at 6, 12, and 24 h are 27.13, 37.71, and 45.08% higher than that of the conventional QP model, respectively.

In addition, the BDS satellite clock offset prediction method, which accounts for the model errors, has certain universality for GPS, Galileo, and GLONASS systems.
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