Exact results for scattering on ultrashort plane wave backgrounds
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We give exact results for the emission spectra of both nonlinear Breit-Wheeler pair production and nonlinear Compton scattering in ultraintense, ultrashort duration plane wave backgrounds, modeled as delta-function pulses. This includes closed form expressions for total scattering probabilities. We show explicitly that these probabilities do not exhibit the power-law scaling with intensity associated with the conjectured breakdown of (Furry picture) perturbation theory, instead scaling logarithmically in the high-intensity limit.
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I. INTRODUCTION

The coupling of matter to a background field can be arbitrarily strong, requiring nonperturbative methods in the calculation of scattering amplitudes on the background. Highly symmetric backgrounds such as electromagnetic plane waves [1–3], widely used as a first model of intense laser fields [4–7], may be treated exactly for arbitrarily high field strength, allowing a great deal of analytic progress to be made in the calculation of scattering amplitudes.

However, the evaluation of observables still requires intense numerical integration. While various results have been found which allow more efficient calculation [8–10], it would be desirable to have exact results when confronting questions of a fundamental nature, such as the limits of perturbation theory in the high intensity regime; it has been conjectured that (Furry picture [11]) perturbation theory in strong fields breaks down for sufficiently high field strengths, due to a power-law scaling of higher loop processes [12–16]. If true, this would invalidate all current perturbative or semiperturbative approaches to QED in strong backgrounds [17,18]—it is thus crucial to understand precisely when the conjecture does and does not hold.

Here we have two objectives. The first is to provide some exact results for two scattering processes on ultrashort plane wave backgrounds, namely nonlinear Compton scattering [4,5,7] and nonlinear Breit-Wheeler, or stimulated, pair production [4,5,19]. By exact we mean that, although we work to first order in the fine structure constant α, our results are exact in the coupling to the background field, and also of closed form—it is this latter property which is usually unobtainable, but which is key to fulfilling our second objective: this is to obtain the high-intensity scaling of our results in light of the conjectured high-intensity breakdown.

The model on which the conjecture is based, and the starting point for many investigations of laser-matter interactions, assumes the laser fields may be treated as constant and homogeneous [4]. We consider here the opposite limit in which the field is of infinitely short duration, being modeled as a sequence of delta function pulses. The reason for focussing on this limit is that it will allow us to provide the kind of exact and closed-form results we need. (See [20] for the use of delta pulses, in combination with constant fields, to Schwinger pair production, where exact results are also obtained.)

This paper is organized as follows. In Sec. I A we review some necessary structures of QED scattering in plane wave backgrounds. In Sec. II we consider stimulated pair production in a delta-function pulse. Both the differential emission spectra and the total pair creation probability are obtained in closed form, with all integrals performed. We show that the high-intensity scaling of the probability is logarithmic, not power law. We then consider the case of two delta function pulses modeling an oscillating field. In Sec. III we turn to nonlinear Compton scattering, and find that the leading order, high intensity, behavior in an oscillating field is doubly logarithmic. We conclude in Sec. IV.

A. General structures

Consider the scattering of some collection of particles incident on a classical background field, which we here take to be a plane wave. The wave is described by the potential $e A_\mu = a_\mu (n.x)$ where $n_\mu$ is null, i.e. $n^2 = 0$. We work in lightfront coordinates, $x^\pm = x^0 \pm x^3$ and $x^\perp = \{x^1, x^2\}$. We can always choose $n.x = x^+$. We can also
choose the potential to have only nonzero "transverse" components $a_\perp$, and to obey $a_\perp(-\infty) = 0$ [21]; the derivative of $a_\perp$ then gives the electric field of the wave, while $a_\perp$ itself describes the work done on a particle entering the wave from $n.x = -\infty$ [22–24].

Scattering amplitudes in plane wave backgrounds are calculated in the Furry picture [11], see [7] for a recent introduction. In this approach, the coupling of matter to the classical background is treated as part of the "free theory," meaning that it affects the fermion propagator and the asymptotic wavefunctions (external legs of Feynman diagrams). The latter are known as "Volkov solutions" [1], call them $\psi(x)$; they can be written down without approximation for plane waves of arbitrary strength and profile, and obey the Dirac equation in that background, i.e. $(i\slashed{D} - m - \Phi)\psi = 0$. We illustrate the possible solutions with that describing an outgoing positron which has asymptotic, final momentum $q_\mu$, as will be useful below; defining $\delta a_\mu(\phi) = a_\mu(\phi) - a_\mu(\infty)$, this is

$$\psi_q(x) = \left[1 - \frac{(d\delta q(\phi))}{2n.q}\right] v_q \times \exp\left[iq.x - ia(\infty).x + \frac{i}{2n.q} \int_\phi^\infty \Phi \delta a + \delta a^2\right],$$

in which $v_q$ is the standard Dirac spinor [25].

In the Furry picture, interactions between quantum particles, i.e. the fermions and dynamically generated absorbed photons, are as usual treated in perturbation theory with respect to the fine structure constant $\alpha$. Here we work to lowest order in $\alpha$, which for the processes of interest corresponds to tree level. To illustrate, we use one of the processes on which we focus below, namely stimulated pair production. Consider a photon, momentum $l_\mu$ and polarization $e_\mu$, incident on a plane wave. Through interaction with this background, the photon produces an electron-positron pair of momenta $p_\mu$ and $q_\mu$ respectively. We write $\psi_p(x)$ and $\psi_q(x)$ for the corresponding Volkov solutions. Then the order-$\alpha$ scattering amplitude takes the form

$$S_{fi} = ie \int d^4x \psi_p(x) \phi e^{-il.x} \psi_q(x) = \frac{ie}{2} (2\pi)^3 \delta^3(q + p - l) \mathcal{M}.$$ (2)

In the second equality, the symmetry properties of plane waves [2,3] lead to the overall conservation of longitudinal $(p_\perp := (p_0 - p_3)/2)$ and transverse $(p_\perp := \{p_1, p_2\})$ momenta. The nontrivial part of the scattering amplitude, $\mathcal{M}$, is an integral over lightfront time $\phi = n.x$, of the form [21]

$$\mathcal{M} = - \int d\phi e^{i\phi} \frac{d}{d\phi} \left[\frac{\text{Spin}(a)}{i\Phi'}\right],$$ (3)
in which $\Phi$ is a real function of $\phi$ with nonvanishing $\phi$-derivative, denoted $\Phi'$, and "Spin" is a combination of spin and polarization structures which depends on $\phi$ through the background $a_\mu(\phi)$; both derive from the Volkov solutions. The explicit forms of $\Phi$ and Spin will be given below for the cases of interest.¹

Several kinds of integral arise in the calculation of scattering probabilities in plane waves. Integrals over transverse final state momenta are always Gaussian [8], and integrals over longitudinal momenta (of form $n.p$) can often be performed to give special functions [8,29]. However the $\phi$-integral in $\mathcal{M}$ cannot be performed analytically in general. There are two special cases, constant and monochromatic fields, for which symmetry allows the $\phi$-integral to be performed. However, the resulting change in form then prohibits the final state momentum integrals from being performed. In contrast to this, we will in the examples below be able to perform the $\phi$-integrals, and more, exactly.

## II. Pair Production in Delta-Function Pulses

We consider the production of an electron-positron pair, momenta $p_\mu$ and $q_\mu$ respectively, from a photon of momentum $l_\mu$, incident on a plane wave pulse. We take the electric field of the pulse to be a single peak as illustrated in Fig. 1. Such fields, called unipolar [30] or impulsive, transfer net energy-momentum to a classical particle traversing them, via a nonzero Fourier zero mode of the electric field [21]. (See [31–36] for various applications in gravity.) The specific case of interest here is a linearly polarized electric field with $E_2 = a_\perp = 0$ and, for $m$ the electron mass,

$$E_1(\phi) = \frac{m \omega \xi}{2} \text{sech}^2(\omega \phi),$$

$$a_1(\phi) = m \xi (1 + \tanh(\omega \phi)).$$ (4)

In the limit $\omega \to \infty$, see also Fig. 1, $E_1$ becomes a delta function and the potential becomes a step function,

$$E_1(\phi) \to m \xi \delta(\phi), \quad a_1(\phi) \to m \xi H(\phi).$$ (5)

Our chosen parametrization corresponds to holding fixed, in this limit, the product of the peak electric field $E_0 \sim \omega \xi$, and the effective temporal duration $\sim 1/\omega$. In other words

¹Two subtleties compared to standard literature calculations are that (i) we use the modified LSZ prescription detailed in [21,26] in order to account for unipolar fields for which the background potential may not vanish asymptotically, and (ii) we have written $\mathcal{M}$ in a regulated form [21,27] by symbolically subtracting (in a manner consistent with gauge invariance [28]) the $a_\perp \to 0$ amplitude, which is trivially vanishing. The reason is simply that this form is convenient for the calculations below.
we fix the total work done by the field \( m\xi = eE_0/\omega \); thus \( \xi \) matches the usual definition of the dimensionless intensity parameter [4,5]. In order to evaluate the pair production scattering amplitude in this limit, it is helpful to make the boundary terms in (3) explicit. We thus rewrite (3) as

\[
\mathcal{M} = -e^{i\Phi} \frac{\text{Spin}(a)}{i\Phi'} \bigg|_{-X}^{X} + \int_{-X}^{X} d\phi e^{i\Phi} \text{Spin}(a),
\]

in which \( X \) is an arbitrary positive constant. In the limit that the electromagnetic field of the pulse becomes a delta function, the Volkov solutions yield the following explicit expressions for \( \Phi \) and Spin, with \( a_\mu = m\xi \delta^1_\mu \) (for \( \delta^1_\nu \) the Kronecker delta) now a constant:

\[
\Phi = \begin{cases} 
\frac{l}{q} \phi, & \phi > 0 \\
\frac{l}{q} \phi, & \phi < 0 
\end{cases},
\]

\[
\text{Spin}(a) = \begin{cases} 
\bar{u}_p e^{i\eta q} & \phi > 0 \\
\bar{u}_p \left( 1 - \frac{\eta q}{2n . q} \right) e^{i \left( 1 + \frac{\eta q}{2n . q} \right) v_q} & \phi < 0,
\end{cases}
\]

in which \( u_p \) is the standard Dirac spinor [25] and the phase \( \Phi \) is expressed in terms of \( \bar{\pi}^\mu := q^\mu - a^\mu + m^2 q . a - a^2 / 2n . q \).

The interpretation of \( \bar{\pi}_\mu \) is that it is the initial momentum of a classical positron which has traversed the delta function pulse and has final momentum \( q_\mu \). With these results, the \( d\phi \)-integral in (6) can be performed by splitting the integration into the ranges \( \phi > 0 \) and \( \phi < 0 \). The boundary terms at \( \pm X \) are then canceled, and we lose (as we should) all dependence on the arbitrary \( X \). What remains is

\[
\mathcal{M} \to \frac{\text{Spin}_-}{i\Phi_-} - \frac{\text{Spin}_+}{i\Phi_+},
\]

in which the subscripts \( \geq \) refer to evaluation at \( \phi > 0 \) and \( \phi < 0 \), where both Spin and \( \Phi \) are constants. This compact and exact result is easily understood; it means that we only pick up contributions from across the delta function at the origin, where the arguments of \( \Phi \) and Spin jump. This is typical of situations with delta functions, and is physically sensible as it means we pick up contributions only from where the field strength is nonzero.

From here we mod-square, and average (sum) over initial (final) polarizations and spins. The resulting expression for the pair production probability is, in terms of the positron’s final momentum components \( q_\perp \) and \( u := n.q/n.l \),

\[
\mathcal{P} = \frac{a m^2}{4\pi^2} \int d^2 q_\perp \int_0^1 \frac{du}{u} (1 - u) \times \left[ \frac{1}{(l.\bar{\pi})^2 + (l.q)^2} - \frac{2}{l.\bar{\pi}.q} (1 + \xi^2 h(u)) \right],
\]

in which \( h(u) = 1/2 - 1/4u(1 - u) \). The result is, as may be expected, very similar to that obtained for scattering of a particle off an instantaneous kick, as used to exemplify infrared divergences of QED [25]. (There is no infrared divergence here.) Figure 2, left panel, shows an example of the differential emission probability

\[
\frac{u}{1 - u} \frac{d^3\mathcal{P}}{d^2 q_\perp du}.
\]

In the figure we take \( u = 1/2 \), the “symmetric point” which corresponds to the positron and electron each carrying half of the initial photon’s lightfront momentum \( n.l \). Taking \( l_\perp = 0 \), describing a head-on collision between the photon and plane wave, we observe two peaks in the positron spectrum, at momenta \( q_\perp = 0 \) and \( q_\perp = a_\perp \). A “semi-classical” explanation of this result is as follows. Assume that all particles are created at zero transverse momentum. Then positrons created in the rise of the ultrashort pulse (of which we are taking a limit) are accelerated by practically the whole field and so pick up the full possible transverse momentum \( a_\perp \) from it. Hence the spectral peak at \( q_\perp = a_\perp \). Positrons created as the field falls, on the other hand, see little of it and therefore pick up little momentum after creation. This gives the spectral peak at \( q_\perp = 0 \).

A. Total probability

In contrast to other cases, we can here perform all the final state integrals in (10) and so obtain a closed form...
expression for the total pair production probability. Consider the three terms in large square brackets in (10). In the first term, make a change of variables from $q_\perp$ to $v_\perp$ defined by $q_\perp = m v_\perp + u l_\perp + a_\perp$. Then that term becomes

$$\frac{\alpha}{\pi} \int d^2 v_\perp \int_0^1 du \frac{u(1-u)}{(1+|v_\perp|^2)^2} = \frac{\alpha}{6\pi}. \quad (12)$$

This is independent of $\xi$. A similar change of variable shows that the second term in (10) gives the same contribution. For the final term in (10), we make the same change of variable as above. The $u$-integral is then trivial, the angular integration in the $v_\perp$ plane may be performed using tangent half-angle substitution, see [37] Sec. III.613, and the $|v_\perp|$ integral can then be performed exactly (see below for details). The total probability is

$$P = \frac{\alpha}{3\pi^2} \left[ \frac{\alpha}{3\pi} \frac{\xi^2 - 1}{\xi^2 + 4} \right. \times \log \left[ 1 + \frac{\xi^4}{2} + 2\xi^2 + \xi \sqrt{\xi^2 + 4} \right] + \frac{1}{2} \xi^3 \sqrt{\xi^2 + 4} \right]. \quad (13)$$

This exact result is plotted in Fig. 2, right panel. We observe that the probability is completely independent of the initial photon energy. This reflects the fact that, because the delta pulse contains all (arbitrarily high) frequency modes which can contribute their energy to the process, a photon of any energy is capable of producing pairs in the background. While our result is exact for a delta-function pulse, it is also a first approximation to the probability in ultrashort pulses; we conclude that in such pulses the total probability of pair production will depend only weakly on initial photon energy. Note that our result does not imply a nonzero probability in the absence of the initial photon, which would be unphysical since a single plane wave cannot spontaneously produce pairs [38]; we have assumed at almost all stages of the calculation that $l_q \neq 0$ (i.e. when dividing by $l_q$, when introducing $u = n.q/n.l$, and so on). Expanding (13) for small $\xi$ shows that the probability behaves as

$$P \approx \frac{7}{18\pi} \frac{\alpha \xi^2}{\epsilon}, \quad \xi \ll 1. \quad (14)$$

We now turn to the question of how the probability (13) behaves at high intensity, or large $\xi$, in light of the conjecture discussed in the introduction. Processes in constant crossed fields (the zero frequency limit of plane waves) can scale at high intensity with powers of $\xi^{2/3}$ [12–16]. If one invokes the “locally constant field approximation” (LCFA) [4] then the power-law scaling generalizes to more general fields [39,40]. This has led to the conjecture that for sufficiently high $\xi$ the Furry expansion as used here breaks down. Due to the importance of both understanding the conjecture, and due to the many shortcomings of the LCFA [39–44] it would though be desirable to have exact analytic results from which asymptotic scalings could be obtained unambiguously.\footnote{The breakdown is normally discussed in the context of loops. One-loop processes, which already exhibit the $\xi^{2/3}$ scaling in the LCFA, [12–16] are by the optical theorem related to the tree-level process discussed above and below; studying these processes is therefore already enough to identify differences compared to constant fields or the LCFA.}

As we have a closed form result, (13), we may simply expand it for large $\xi$, finding

$$P \approx \frac{\alpha}{3\pi} + \frac{4\alpha}{3\pi} \log \xi, \quad \xi \gg 1. \quad (15)$$

Thus the probability for stimulated pair production scales logarithmically, asymptotically; there is no power-law scaling as for the same process in constant crossed fields (or as

FIG. 2. Left: an example of the differential emission probability (11) in the delta pulse, as a function of the created positron’s final transverse momenta $q_1$ and $q_2$ (all in units of the electron mass $m$), at the symmetric point $u = 1/2$, which corresponds to the produced particles each carrying half of the initial photon’s lightfront momentum. (We take $l_\perp = 0$.) The intensity parameter is $\xi = 5$. The two peaks in the spectrum at $q_\perp = 0$ and $q_\perp = a_\perp = (m\xi,0)$ correspond to pairs produced at zero transverse momentum in the instantaneous rise and instantaneous fall of the field. Right: the total pair creation probability, along with its small $\xi$ and large $\xi$ approximations.
predicted by the LCFA, which is clearly not valid for short pulses). It is interesting that this exact result shows a logarithmic behavior more typical of QED. The small and large $\xi$ approximations are plotted in Fig. 2. Despite the complexity of the argument of the logarithm in (13), the exact result is very well approximated by the large $\xi$ expansion (15) for $\xi > 10$.

B. Quantum interference effects in pair production

We turn now to a background composed of two delta pulses, as in (5), of opposite sign and separated by a (lightfront) time delay of $2\Delta \phi$, see Fig. 3. In this case the field has no dc component, meaning that, classically (and ignoring radiation and backreaction), a particle traversing the whole field would pick up zero net energy-momentum. This is usually assumed when modeling laser pulses, which are naturally oscillating fields. In this case, the pair production amplitude is found to be

$$\mathcal{M} \rightarrow \left( \int_{-\Delta \phi}^{\Delta \phi} d\phi e^{i\phi} \right) \left[ \text{Spin}(a) - \frac{\bar{\pi}}{l.P} \text{Spin}(0) \right] = 2 \sin \left[ \frac{\Delta \phi l.\bar{\pi}}{n.l(1-u)} \right] \left( \frac{\text{Spin}_+}{\Phi_<} - \frac{\text{Spin}_-}{i\Phi'_<} \right),$$

in which all the variables, $\bar{\pi}$, $\Phi_<$ and so on, are exactly as for the single delta pulse above. It follows that the emission spectrum and probability are given simply by inserting the factor $4 \sin^2$ under the integrals of (10):

$$\mathcal{P} = \frac{am^2}{4\pi^2} \int d^2 q_\perp \int_0^1 \frac{du}{u} (1-u) 4\sin^2 \left[ \frac{\Delta \phi l.\bar{\pi}}{n.l(1-u)} \right] \times \left( \frac{1}{(l.\bar{\pi})^2} + \frac{1}{(l.q)^2} - \frac{2}{l.q l.\bar{\pi}} \left[ 1 + \xi^2 h(u) \right] \right).$$

The difference compared to the case of a single delta pulse is the $4 \sin^2$ interference factor, which represents a coherent enhancement of the rate through quantum interference [45,46]. The pair spectrum (11) is illustrated in Fig. 4. Note that the spectral peaks remain at the same positions $q_\perp = 0$ and $q_\perp = a_\perp$ as before. Using the above semiclassical picture and referring to Fig. 3, positrons created in the rise of the first peak are accelerated and decelerated by the whole field, picking up $-a_\perp$ in transverse momentum at the first delta, and then $+a_\perp$ at the second, thus ending with zero transverse momentum. Positrons created in the fall of the second peak receive no momentum from the field. These two creation events interfere and source the spectral peak at $q_\perp = 0$. Positrons created in the fall of the first delta, or the rise of the second, pick up only $+a_\perp$ in transverse momentum from the second delta. These two events interfere and source the second spectral peak at $q_\perp = a_\perp$. The degree of interference in the spectrum is controlled by both the separation of the delta pulses and the energy of the initial photon; these appear in the argument of the $\sin^2$ factors in the dimensionless combination $\theta := m^2 \Delta \phi/n.l$. For small $\theta$ the pair production probability is suppressed, because (see Fig. 3) the field vanishes in this limit.

For $\theta$ large, the differential spectrum exhibits extremely rapid oscillations due to interference. In the same limit, these effects drop out of the total probability as follows; make the same change of variables from $q_\perp$ to $v_\perp$ as above equation (12), then the interference factor becomes

$$4\sin^2 \left[ \frac{\theta \left( 1 + v_\perp^2 \right)}{2u(1-u)} \right] = 2 - 2 \cos \left[ \frac{\theta \left( 1 + v_\perp^2 \right)}{u(1-u)} \right].$$

The argument of the cosine is at least $4\theta$ and (as will be made clear below) the remaining $v$-integral in $\mathcal{P}$ is dominated by contributions from $v \sim \xi$; hence if $\xi$ is large.
and \( \theta \) not too small, then to a first approximation the cosine factor is very rapidly oscillating, and integrating over it will give zero contribution to the total probability. What remains is the leading 2 in (18); hence, in the large \( \xi \) limit, interference effects drop out of the integrated probability, which becomes approximately equal to twice that in a single delta (15). We will see in the next section that there are processes for which interference effects “persist,” leading to a different high intensity scaling in the total probability. Interference effects in pair production will be discussed in more detail elsewhere [47].

III. NONLINEAR COMPTON SCATTERING

We now consider nonlinear Compton scattering (NLC), that is the emission of a photon, momentum \( l_\mu \), from an electron of momentum \( p_\mu \), incident on the classical plane wave background [4,5,7]. We will express the probability in terms of the produced photon’s transverse momentum \( l_\perp \) and its longitudinal momentum fraction \( s := n.l/n.p \). We begin again with a single delta pulse as in Fig. 1. This field is unipolar, which means the NLC emission probability will show the usual logarithmic divergence of QED in the infrared [21]. Due to the symmetry properties of the plane wave, it is convenient to regulate this divergence using a small cutoff \( \epsilon_{IR} \) in the lightfront momentum fraction \( s \) of the emitted photon, rather than in its frequency. With this, a similar calculation to that for pair production leads to the emission probability

\[
P_{NLC} = -\frac{a^2}{4\pi^2} \int d^2l_\perp \int_{\epsilon_{IR}}^{1} \frac{ds}{s} (1-s) \left[ \frac{1}{(l.p)^2} - \frac{2}{l.l.p} (1 + \xi^2 g(s)) \right],
\]

where, for \( a_\mu = m_\xi \delta_\mu^i \) again,

\[
\kappa^\mu = p^\mu + a^\mu + \frac{-2a.p - a^2}{2n.p} n^\mu, \quad g(s) = \frac{1}{2} + \frac{s^2}{4} + \frac{s-1}{s}.
\]

The calculation of the integrals in (19) differs from those for (13) only in the \( s \)-integration, which is trivial. We therefore quote the exact final result, dropping only terms which vanish as \( \epsilon_{IR} \to 0 \):

\[
P_{NLC} = \frac{2a}{\pi} (1 + \log \epsilon_{IR}) - \frac{2a}{\pi} \log[\text{pair}] \left( 1 + \frac{3}{8} \xi^2 + \left( 1 + \frac{1}{2} \xi^2 \right) \log \epsilon_{IR} \right),
\]

in which “pair” indicates precisely the same argument as for pair production (13). The essential difference is clearly only in the dependence on the small \( s \) cutoff. The leading behavior for \( \xi \gg 1 \) is again logarithmic,

\[
P_{NLC} \sim \frac{2a}{\pi} (1 + \log \epsilon_{IR}) - \frac{2a}{\pi} \left( \frac{3}{4} + \log \epsilon_{IR} \right) \log \xi.
\]

We note that, by the optical theorem and replacing \( \epsilon_{IR} \) with a detector resolution \( \epsilon_{\text{min}} \), the scaling (22) also applies to the forward scattering probability \( P_{\text{forward}} \) at one-loop, since to that order \( P_{\text{forward}} = 1 - P_{NLC} \).

A. Total emission probability in alternating sign pulses

As for pair production, we also consider two alternating sign pulses as in Fig. 3. In this case there is no infra-red divergence. A direct calculation shows that the total probability is again given by inserting a \( 4 \sin^2 \) interference factor into the single-pulse result (19):

\[
P = -\frac{a^2}{4\pi^2} \int d^2l_\perp \int_{\epsilon_{IR}}^{1} \frac{ds}{s} (1-s) 4\sin^2 \left( \frac{1}{b} \frac{l.p}{m^2(1-s)} \right) \times \left( \frac{1}{(l.p)^2} + \frac{1}{(l.l.p)^2} - \frac{2}{l.l.p} \right) [1 + \xi^2 g(s)].
\]

in which \( 1/b = \Delta \phi m^2/n.p \) is the analog of the interference-energy parameter in pair production. \( \alpha^\mu \) as defined above may here be interpreted as the Lorentz force momentum of the incoming electron, momentum \( p_\mu \), between the first and second deltas. There are clear similarities with pair production, so we focus on the differences, one of which is the high-intensity scaling of the probability. The key observation is the following. We cannot, as we did for pair production, write \( 4 \sin^2 x \to 2 - 2 \cos 2x \) and drop the second term as rapidly oscillating. The physical reason is that doing so would introduce a divergence at \( s = 0 \), because the replacement would, in effect, reduce the probability to that in a single delta pulse.

To see what is happening, we change variables in (23), defining \( v_\perp := l_\perp / s - \pi_\perp \), and we express the integral in terms of the modulus \( v \) and polar angle \( \theta \) of \( v_\perp \). We consider the final term in the large round brackets of (23) which (we will see) is the dominant term. In terms of our new variables the integral to be performed is

\[
P = \frac{8a}{\pi^2} \int_0^\infty dv_\perp \int_{1/v_\perp}^{1} \frac{ds}{s} (1-s) (1 + \xi^2 g(s)) \sin^2 \left[ \frac{s(1+t^2)}{2b(1-s)} \right] \times \int_0^{2a} d\theta \frac{1}{1 + v_\perp^2 + \xi^2 - 2\xi v \cos \theta + \cdots}
\]

Consider the \( \sin^2 \) factor; independent of the value of \( b \) and \( t^2 \), the factor \( s/(1-s) \) can still be arbitrarily small, and hence there is a portion of the integration range (small \( s \) ) over which \( \sin^2 \) oscillates arbitrarily slowly, in contrast to pair production. This demonstrates why we cannot simplify
the $4 \sin^2$ factor to an overall 2 as we did for pair production. Now, we again use tangent half-angle substitution to perform the $\theta$-integral,

$$P = \frac{16\alpha}{\pi} \int_0^\infty \frac{dv}{1 + v^2} \sqrt{\xi^4 - 2\xi^2 (v^2 - 1) + (1 + v^2)^2} \times \int_0^1 \frac{ds}{s} (1-s) (1 + \xi^2 g(s)) \sin^2 \left[ \frac{s (1 + v^2)}{2b (1-s)} \right] + \ldots$$  \hspace{1cm} (25)

The $s$-integral can be performed exactly, but is an unenlightening combination of Sine- and Cosine-integrals. However, this function is well approximated by its asymptotic expansion for large argument, i.e. when $\xi \gg 1$,

$$\int_0^1 \frac{ds}{s} (1-s) (1 + \xi^2 g(s)) \sin^2 \left[ \frac{s x}{2(1-s)} \right] \approx \frac{1}{4} \xi^2 \left( \log(x) + \gamma_E - \frac{3}{4} \right) + \frac{1}{2} \log(x) + \gamma_E - 1.$$  \hspace{1cm} (26)

It is sufficient to use this approximation in establishing the leading order behavior for $\xi \gg 1$, for the following reasons. The relevant argument for us is $s = (1 + v^2)/b$ which is at least equal to 1/b. Inspection of (25) shows that the remaining $v$-integral is strongly peaked around $v \approx 1$ and $v \approx \xi$. The height of the former peak is independent of $\xi$, whereas the latter increases with $\xi$ and hence gives the leading order large $\xi$ contribution; this behavior is the same when using (26). Hence we substitute (26) into (25). Define $\xi_* = \sqrt{\xi^2 + 4}$ [which has already appeared in (13)] and change variables from $v$ to $t$ defined by $1 + v^2 = \xi_*^2 / t$; with this, the integrals to be performed are

$$P \sim \frac{8\alpha}{\pi \xi_*^2} \int_0^{\xi_*} \frac{dt}{\sqrt{1 + t^2 - 2t/\xi_*/\xi_*}} (k_1 - k_2 \log t) \approx \frac{8\alpha}{\pi \xi_*^2} (k_1 I_1 - k_2 I_2),$$  \hspace{1cm} (27)

which defines the integrals $I_1$ and $I_2$, and where the constants $k_j$ are determined by (26) to be, writing down only the dominant contributions,

$$k_2 \approx \frac{1}{4} \xi_*^2, \quad k_1 \approx \frac{1}{4} \xi_*^2 \log \frac{\xi_*}{b} \sim \frac{1}{2} \xi_*^2 \log \xi \quad \text{for} \quad \xi \gg 1.$$  \hspace{1cm} (28)

The integral $I_1$ may be calculated exactly (and is also that needed for pair production in a single delta pulse):

$$I_1 = \log \left( 1 + \xi_*^2 + \frac{3}{2} \xi_*^2 + \frac{3}{2} \xi_*^2 \right) \sim 4 \log \xi \quad \text{for} \quad \xi \gg 1.$$  \hspace{1cm} (29)

We have not found a closed form expression for the remaining integral $I_2$. However, we can find the leading order behavior for large $\xi$, as follows. As $\xi \to \infty$, the ratio $\xi/\xi_*$ under the square root approaches unity at leading order, and the integrand jumps at $t = 1$ but remains integrable. In this limit the only dependence on $\xi$ is in the upper integral limit. Hence we can obtain the leading order contribution by approximating

$$I_2 \to \int_0^1 \frac{dt}{|1 - t|} \log t = -\frac{\pi^2}{6} \text{Li}_2 (1 - \xi^2) \sim 2 \log^2 \xi.$$  \hspace{1cm} (30)

in which Li is the polylogarithm. We are finally in a position to evaluate (27). Combining (28)–(30) we obtain

$$P \sim \frac{8\alpha}{\pi \xi_*^2} \left( \frac{1}{2} \xi_*^2 \log \xi \cdot 4 \log \xi - \frac{1}{4} \xi_*^2 \cdot 2 \log^2 \xi \right) \approx \frac{12\alpha}{\pi} \log^2 \xi + \ldots$$  \hspace{1cm} (31)

There are two further terms to calculate in (23). The first term in large round brackets there is independent of $\xi$. The calculation of the second term proceeds similarly to that above; the $\theta$-integral is very similar, the $s$-integral is the same, and may again be approximated by its large argument expansion. The resulting $v$-integral can also be performed, and the resulting contribution goes like $\log (\xi^2/b)$, which (like all the energy dependence) is subleading compared to (31).

Thus, (31) gives the asymptotic scaling of the full probability, and is doubly logarithmic. The difference in scaling compared to pair production (double rather than single logarithm) is due to the different infrared behaviors of the two processes; in effect, it seems that it is not possible to completely suppress interference effects in NLC, and this is what changes the asymptotic scaling. The obtained scaling is also notable in comparison to other results in the literature. For constant crossed fields, the asymptotic scaling is $P \sim (\xi^2/b)^{1/3}$, and the same is implied to hold for pulses by invoking the LCFA. We have now seen explicitly, for both nonlinear Compton scattering and pair production, as well as the one-loop effects connected to them via the optical theorem, that there is no such scaling in the ultrashort pulses considered here.

### IV. CONCLUSIONS

We have considered scattering processes in strong plane wave backgrounds. It is well known that the amplitudes for such processes contain highly oscillatory, cumbersome phase integrals which require numerical integration. By using delta functions to model the limit of ultrashort pulses, we have been able to perform these integrals exactly, and so evaluate without approximation the emission spectra of nonlinear Breit Wheeler pair production and nonlinear Compton scattering. We have also explained the main features of the emission spectrum in terms of an intuitive physical picture. We remark that the extension of our calculations to sequences of three or more delta pulses is straightforward, yet contains a surprisingly rich structure, see [47].
In some cases it is also possible to perform all final state momentum integrals exactly, and thus obtain exact, closed form expressions for total scattering probabilities as a function of initial parameters, in particular the field intensity. We have seen that the power-law scaling with intensity inferred from constant crossed field results is completely absent, replaced with a logarithmic scaling. While this may not be entirely surprising, given the obvious differences between constant fields and delta functions, it illustrates unambiguously that the conjectured high-intensity scaling does not hold for arbitrary pulses. Thus our results complement those of \cite{39,40} in showing that the conjectured scaling, and the implied breakdown of perturbation theory, are not universal.

We note further that for both pair production and nonlinear Compton, it was the study of the low (lightfront) energy part of the emission spectra, and the damping or persistence of interference effects there, which allowed us to establish the high-intensity scalings; this is particularly interesting because it is in this part of the spectrum that the locally constant field approximation fails \cite{41}. The potential implications for the NR conjecture will be discussed elsewhere.

While constant fields are unphysical in the infrared, our delta pulses should be expected to be unphysical in the UV. (This is however not an issue for the high intensity scaling in which we are primarily interested here \cite{39,40}.) One goal for future work is therefore the identification of other backgrounds, neither infinitely long nor short, which also allow all integrals to be performed analytically \cite{9}. Finding such examples may be challenging, given the complexity evident in e.g. (13) even for the case of delta-function pulses with little internal structure. However, such examples would provide us with improved insight into physics in strong fields, allow us to better check numerical methods and approximations \cite{41–43}, and could also provide particular data to help analyse the double copy \cite{48–52} of gauge theory on background plane waves \cite{36,53,54}. It would also be very interesting to see how much progress can be made with challenging higher-order (many vertex) processes in delta-pulse backgrounds.
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