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Abstract: Emoji usage has become a standard in social media platforms since it can condense feelings beyond short textual information. Recent advances in machine learning enable to write short messages with automatically detected emojis. However, the prediction of emojis for the given short message can be complicated, inasmuch as users can interpret different meanings beyond the intent of their designers. Therefore, an automatic extraction strategy of training samples cannot be convenient from the large volumes of unlabelled tweets. In this paper, we present an active learning method to evaluate the emoji prediction of a tweet with a limited number of labelled Turkish emoji dataset. To simulate a human–machine collaborative learning method, we train an initial classifier with this dataset and then we update the classifier by filtering related samples out from the large pool of unlabelled data. In the evaluation, we split 25% randomly selected tweets combined with only one emoji from the generated dataset as a test case. Our active learning method has achieved 0.901 F1 score and outperforms other baseline supervised learning methods.
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1. Introduction

Emoji is a graphical expression of emotions which enhances the meaning of a short text message [1].Emoji were first used by several Japanese mobile operators as a message feature. Then, Unicode Consortium (https://unicode.org/emoji/charts/full-emoji-list.html) presents an emoji list in social media as a dictionary. In 2016, Unicode version 9.0 includes 1126 emoji list and nowadays it reaches to a total number of 1719 emojis. In this list, each emoji has both code and name in Unicode Common Locale Data Repository (CLDR). Therefore, it provides a standard for better taxonomy classification of multiple class and label tasks in sentiment analysis and emoji prediction.

The main difference between multi-class and multi-label classification tasks is the number of assigned labels for each sample. Multi-class classification task assumes that each sample can be assigned to one and only one label and each label are mutually exclusive. On the other hand, multi-label classification task can be considered as a more improved version of the multi-class task. It assigns to each sample a set of target labels which are not mutually exclusive, such as movies can be classified into one or more genres. In our study, we perform a multi-class classification task in which a tweet can be assigned only one emoji. To label texts with emojis there exist lexicons for multi-class and multi-label classification tasks. Novak et al. [2] produce a lexicon including negative, positive and neutral classes of 1.6 million tweets collected in 13 different European languages. Einer et al. [3] represent all Unicode emojis which are learned from their descriptions as a pre-trained vector space model called as emoji2vec in the Unicode emoji standard. However, it is a very time-consuming operation to label the texts with the corresponding emojis. The prediction of emojis for the given text can be complicated, inasmuch as users can interpret different meanings beyond the intent of their designers.

To overcome this problem, Active Learning aims to perform better with less labelled data and it can improve the performance by selecting the label assignment of data in the unlabelled dataset [4]. Hence, the labelling cost can be reduced through an iterative process. Each iteration of Active Learning methods consists of a query strategy and it chooses the most informative instances from the unlabelled dataset. To label the selected instances, an oracle is employed to label these instances and then add them to the labelled dataset for inducing the prediction task. In this study, we perform an emoji prediction task based on Active Learning. To evaluate the prediction task, we leverage a text with a limited number of tweets labelled with emoji in Turkish. To simulate a human–machine collaborative learning method, we train an initial classifier with this dataset and then we update the classifier by filtering related samples out from the large pool of unlabelled data.

The remainder of this paper is laid out as follows. Section 2 gives an overview of related work. In Section 3, the proposed method for the emoji prediction using Active Learning method is explained in detail. The experiments are shown for the proposed method and other techniques on the generated evaluation dataset in Section 4. We conclude our study and highlight the research questions in Section 5.

2. Related Work

Recent studies such as sentiment analysis, emotion classification and irony detection have concentrated on the usage of emojis to alleviate the problems. In English, there are various studies considering only the emoji prediction task rather than using emojis as a subtask to improve the performance of sentiment analysis or polarity detection. Barbieri et al. [5] present an emoji prediction model from tweets and train this model based on Long Short-Term Memory networks. The evaluation results denote that their model outperforms Bag-of-Words (BoW) and Skip-Gram vector average baselines. Li et al.
provide a model based on Convolutional Neural Networks to learn emoji embeddings and then the model uses these embeddings for the emoji prediction task. In Turkish, emojis and emoticons are mostly used as a subtask for the improvement of a sentiment analysis method. For instance, Coban et al. [7] leverage emoticons to address the sentiment analysis problem and uses positive and negative emoticons to assign labels for the sentiments. They use Support Vector Machine (SVM), Naïve Bayes, Multinomial Naïve Bayes (MNB) and k-nearest neighbors algorithms that are based on BoW and n-gram vector representations. Shiha and Ayvaz [8] investigate the impact of emojis in the sentiment analysis problem and they analyze some global events including "The New Year’s Eve" and "Istanbul Attack" as positive and negative events, respectively. Yurtog and Parlak [9] perform sentiment analysis using SVM and MNB on the train and test sets gathered from Turkish tweets. They grouped emojis into positive and negative emotions. Velioglu et al. [10] perform a sentiment analysis task and also give a direction to the emoji prediction task by using Naïve Bayes, Logistic Regression, SVM and Decision Trees on BoW and fastText vector representations. They also grouped these emoji labelled tweets in positive, negative and neutral emotions types. We differ from this study by using Active Learning method for the only emoji prediction task. To achieve this task, we also generate an emoji labelled dataset for train and test phases in Turkish.

3. Method

Active Learning interests in learning accurate classifiers by selecting which samples are labelled and then it tends to reduce the labelling costs to train an accurate method [4]. There are many data mining and machine learning tools such as WEKA and Scikit-learn for examining current algorithms and evaluating their performance. However, these tools are concentrated on mainly Supervised and Unsupervised Learning tasks. Recently, there exist Active Learning libraries such as LibAct [11] and JCLAL [12] that implement several Active Learning strategies presented in the literature.

In this study, we assign emojis as a base classifier and it is an improved version of Support Vector Machines. We use an adaptation [15] of SMO which deals with the multi-class classifier as pairwise classification tasks of this binary method in Weka [16].

The second step focuses on the query strategy in the Active Learning process and we set the query strategy as Binary Minimum (BinMin) [17] from the multi-label strategies. We transform the multi-label strategy into a multi-class classification by assigning only one label for each tweet. Brinker [17] proposed a generalization strategy for the pool-based active learning and BinMin strategy is based on the common one-versus-all binary decomposition scheme. In the third and fourth steps, BinMin strategy selects the most critical samples and then show these samples to the simulated oracle, respectively. The last step deals with increasing the size of the labelled dataset with the selected and labelled samples.

3.1. SMO Base Classifier

To train the SVM model, a very large quadratic programming (QP) problem arises. To solve this problem, the SMO algorithm split it into a series of smallest possible QP problems. The SMO presents an iterative algorithm for solving these small problems analytically. As a mathematical optimization, Lagrange multipliers are used for detecting the local maxima and minima of a function subject to equality constraint. Then, linear equality constraints are solved as

\[ 0 \leq \varphi_1, \varphi_2 \leq S, \]
\[ y_1 \varphi_1 + y_2 \varphi_2 = k \]

where S is an SVM hyperparameter, k is the negative of the sum for the multiplication of binary labels \( y_1 \) and \( y_2 \) and multipliers \( \varphi_1 \) and \( \varphi_2 \) in the equality constraint. In our study, we assign emojis as labels to tweets and extract sample labelled dataset including tweet and known emoji label from the large Emoji dataset as denoted in Figure 1. Then, we train the SMO model to predict labels for the selected tweets supplied by the BinMin query strategy. The simulated oracle adds the most convenient samples which contain tweets and their predicted labels to the current labelled dataset.

3.2. BinMin Query Strategy

In this study, we select the BinMin method as the query strategy which is the most related to the stated problem. The BinMin method selects the optimal unlabelled sample as

\[ \text{argmin}_{x \in U} = (\min_{i=1,2,...,d} | f'(x) |) \]

where argmin is the notation of worst-case for the unlabelled dataset \( U \) that includes sample \( x \). The minimum absolute distance \( \min_{i=1,2,...,d} | f'(x) | \) is then evaluated among the binary classifier \( f'(x) \) on the binary problem associated with class \( i \) from a set of \( d \) version spaces. Hence, we leverage SMO as the binary classifier and it selects unlabelled samples (Step 3 in Fig. 1) concerning the most uncertain label (Step 4 in Fig. 1). We iterate these steps until reaching the highest performance scores. In the following section,
we give details about the experimental setup and performance of the proposed method.

4. Evaluation

In the evaluation, we first generate a dataset including Turkish tweets with their emojis as both training and test cases. Then, we compare our active learning method with three baselines.

4.1. Dataset

To compare the proposed method with the classical supervised learning methods, we employ the Twitter4J library (http://twitter4j.org/en/) to retrieve 4358 tweets. Tweets were posted between May 2019 and August 2019 geo-localized in Turkey. To preprocess of the generated dataset, all hyperlinks, mentions, and hashtags from each tweet are removed and lowercased all textual content to reduce noise [18]. Also, we only focus on emojis and remove emoticons such as :) and 😂 in the preprocessing step and we collect tweets including more than 50 characters after this step.

To produce the dataset, we selected tweets which consist of one and only one emoji of the 10 most frequent emojis that is denoted in Table 1.

| Emoji code | Short Name       | Frequency |
|------------|-----------------|-----------|
| U+1F600    | grinning face   | 482       |
| U+1F602    | face with tears of joy | 464 |
| U+1F60D    | smiling face with heart-eyes | 452 |
| U+1F60E    | smiling face with sunglasses | 444 |
| U+1F615    | red heart       | 432       |
| U+1F64A    | flexed biceps   | 425       |
| U+1F64F    | folded hands    | 421       |
| U+1F68B    | confused face   | 418       |
| U+1F620    | kiss mark       | 414       |
| U+1F620    | angry face      | 406       |

Table 1 represents emoji codes and short names for the selected emojis from the Unicode Emoji Charts. In this study, we select the 10 most frequent emojis from the list to the emoji prediction task. Also, we demonstrate the number of tweets where each emoji appears to experiment with the effect of the frequency for the prediction performance.

In the experimental setup, we employ the 10 most frequent tweets with their emoji labels as for the evaluate the proposed method for this 10-class prediction performance. As denoted in the table, the frequency of these emojis is almost well balanced between 406 and 482. For this balanced data set, our text cleaning step contains HTML decoding, stop words, punctuation and non-characters elimination. Turkish tweets tend to be informal and free writing style and are not generally in the canonical sentence structure [19]. For this reason, we apply Turkish morphological analyzer [20] to perform Turkish declassifier and spell checker. After that, we split them into tokens and remove stop words. Finally, we lemmatize each token by using Python NLTK Snowball Stemmer in Turkish.

4.2. Evaluation Measures

To compare the performance of the proposed method with three baselines supervised learning methods, we use Precision, Recall and F-1 measure.

\[
\text{Precision} = \frac{TP}{TP+FP} 
\]

Precision is the ratio of the true positive (TP) classifications against the summation of the TP and false positives (FP) as illustrated in Equation 1.

\[
\text{Recall} = \frac{TP}{TP+FN} 
\]

Recall is the proportion of the true positives (TP) against the TP and false negatives (FN) as denoted in Equation 2.

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} 
\]

F1-score has a range between 0 and 1. Equation 3 shows that it is the harmonic mean of precision and recall values.

\[
\text{Acc} = \frac{TP+TN}{TP+TN+FP+FN} 
\]

Finally, Accuracy (Acc.) is the measure of all the correctly classified instances.

4.3. Results

To prepare the generated dataset for the evaluation task, we remove each emoji from the tokens in the given tweet and assign it as a label both for training and testing sets. The main task for the proposed method is to predict the single emoji that appears in the given tweet.

We select Linear SVM, Multinomial Logistic Regression (MLR) and MNB as three baseline methods by using in Scikit-Learn tool (http://scikit-learn.org/stable/index.html).

SVM is a method for the classification of both linear and non-linear data. It leverages a non-linear mapping to convert the original training data to a higher dimension. Thanks to this new dimension, it searches for the linear optimal separating hyperplane or decision boundary that separates the samples of one class from other classes. The SVM finds the hyperplane using support vectors and margins [21].

MLR is a supervised learning method that generalizes logistic regression to multi-class problems. MLR is a predictive analysis and is used to explain the relationship between one nominal dependent variable and one or more independent variables [22].

MBN is a probabilistic supervised learning method and is a specific instance of a Naive Bayes classifier which uses a multinomial distribution for each of the features. Due to the dependency of on Bayes’ theorem, it has an assumption of conditional independence. Therefore, it can be effectively utilized in multi-class classification tasks in text mining [23].

We employ Pipeline class from Scikit-Learn for using CountVectorizer and TF-IDF transformation of the train and test data sets. Therefore, we can convert arbitrary textual data into numerical features to train the selected baseline methods. Also, we convert TF-IDF vectorized dataset to the Attribute-Relation File Format (ARFF) because our Active Learning method is implemented in JCLAL library and this library requires the train and test datasets in ARFF file format.

In the JCLAL library, we perform 10-fold cross-validation as an evaluation method. In this method, it initially shuffles the dataset randomly and split the dataset into 10 groups. For each unique group, it selects the current group as a test dataset and the remaining groups are trained. Then, it fits a model on the training data to a higher dimension. Thanks to this new dimension, it searches for the linear optimal separating hyperplane or decision boundary that separates the samples of one class from other classes. The SVM finds the hyperplane using support vectors and margins [21].

MLR is a supervised learning method that generalizes logistic regression to multi-class problems. MLR is a predictive analysis and is used to explain the relationship between one nominal dependent variable and one or more independent variables [22].

MBN is a probabilistic supervised learning method and is a specific instance of a Naive Bayes classifier which uses a multinomial distribution for each of the features. Due to the dependency of on Bayes’ theorem, it has an assumption of conditional independence. Therefore, it can be effectively utilized in multi-class classification tasks in text mining [23].

We employ Pipeline class from Scikit-Learn for using CountVectorizer and TF-IDF transformation of the train and test data sets. Therefore, we can convert arbitrary textual data into numerical features to train the selected baseline methods. Also, we convert TF-IDF vectorized dataset to the Attribute-Relation File Format (ARFF) because our Active Learning method is implemented in JCLAL library and this library requires the train and test datasets in ARFF file format.

In the JCLAL library, we perform 10-fold cross-validation as an evaluation method. In this method, it initially shuffles the dataset randomly and split the dataset into 10 groups. For each unique group, it selects the current group as a test dataset and the remaining groups are trained. Then, it fits a model on the training set and evaluates it on the current test set. After that, it keeps the evaluation score for each group and removes the current model. Finally, it uses each evaluation score of 10 samples to summarize the overall performance of the given method.

We define two different stopping criteria to our Pool-based
sampling Active learning scenario. The first criteria count the number of iterations and it stops until reaching 150 iterations. The second criteria stops while there exists no tweet without an emoji label in the unlabelled dataset. To declare the labelled and unlabelled datasets, we employ the Resample method is chosen from the JCLAL library and set the percentage of the selected parameter to 5, 10, and 20. Therefore, 5% of the generated emoji dataset randomly chosen as the labelled dataset and the rest set to the unlabelled dataset. We define use cases as SOM+Bin-Min-5, SOM+Bin-Min-10, and SOM+Bin-Min-20 which depend on the Sequential Minimal Optimization method using Binary Minimum strategy for the given Resample parameter.

We compare our selected Binary Minimum strategies with three baselines for the multi-class classification purposes as denoted in Table 2. We apply 10-fold cross-validation in which it splits all the samples in 10 groups of samples having equal sizes. Then, we train SOM-based methods using 9 folds and one-fold left out is used for the test. Hence, we compute mean values for precision, recall, F1 and accuracy measures of the 10 training examples. Multinomial Naïve Bayes method has the lowest performance among the three baselines and Linear SVM is better than Logistic Regression.

Table 2. Comparison of the proposed method with baselines

| Method       | Precision | Recall | F1-score | Acc.  |
|--------------|-----------|--------|----------|-------|
| Linear SVM   | 0.891     | 0.891  | 0.891    | 0.912 |
| MLR          | 0.884     | 0.886  | 0.885    | 0.908 |
| MNB          | 0.852     | 0.846  | 0.849    | 0.874 |
| SOM+Bin-Min-5| 0.895     | 0.893  | 0.893    | 0.916 |
| SOM+Bin-Min-10| 0.903    | 0.901  | 0.901    | 0.922 |
| SOM+Bin-Min-20| 0.903    | 0.901  | 0.902    | 0.923 |

The performance of the proposed method outperforms three baselines in all Resample parameter selections. While SOM+Bin-Min-10 and SOM+Bin-Min-20 perform slightly better than SOM+Bin-Min-5, they have almost the same F1-score. Hence, we select the SOM+Bin-Min-10 model as the best method because it requires less labelled dataset than the SOM+Bin-Min-20 model. We also observe the performance of each emoji class for the SOM+Bin-Min-10 model as illustrated in Table 3.

Table 3. Results of the 10 most frequent emojis using SOM+Bin-Min-10

| E. Code | P      | R      | F1     | Acc.  |
|---------|--------|--------|--------|-------|
| U+1F600| 0.942  | 0.891  | 0.916  | 0.928 |
| U+1F602| 0.918  | 0.91   | 0.914  | 0.919 |
| U+1F60D| 0.906  | 0.878  | 0.892  | 0.897 |
| U+1F60E| 0.899  | 0.899  | 0.899  | 0.905 |
| U+2764 | 0.864  | 0.9    | 0.882  | 0.893 |
| U+1F4AA| 0.912  | 0.916  | 0.914  | 0.927 |
| U+1F64F| 0.897  | 0.912  | 0.904  | 0.915 |
| U+1F615| 0.884  | 0.914  | 0.899  | 0.903 |
| U+1F48B| 0.902  | 0.897  | 0.899  | 0.908 |
| U+1F629| 0.906  | 0.884  | 0.895  | 0.906 |

Table 3 indicates that the overall performance of classes including more samples than others achieved better results for the top two emojis. However, F1 scores are not a good indicator for the frequency of emojis and there exists no dependency between F1 score and the frequency of the emojis.

5. Conclusion

Emojis have been widely used in social media platforms to emphasize the emotions and feelings underlying in the texts. In this study, we provide an emoji prediction method as a multi-class classification task. We trained Naïve Bayes, Logistic Regression and Support Vector Machines 3 different baselines on the generated Turkish emoji dataset.

We perform Pool Based Sampling Scenario which includes SMO classifier and Multi-Class BinMin as the query strategy in Active learning. We select SVM, Multinomial NB and Logistic Regression as three baselines supervised learning methods. The experimental results show that we outperform these baselines and F1-score of the proposed method reaches 0.902 if the Resample parameter is set to 20. Also, we apply three different Resample parameter to the current method to examine the importance of the percentage of the unlabelled dataset in the overall performance. If we choose 10% and 20% of labelled dataset and the rest is coming from the unlabelled dataset, F1 scores are better than 5% selection. But these results are close to each other and it indicates that we can perform 10% selection as the final selected parameter. Because 20% of selection cannot improve the results significantly.

As future studies, we also examine recent vector representations rather than using Count vectorizer with TF-IDF transformation. We examine other Active Learning methods with different strategies and compare them to the current method. In addition, we will increase the total number of emoticons labelled dataset to compare our active learning-based method with recent neural network models.
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