Magnetic material in mean-field dynamos driven by small scale helical flows
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Abstract
We perform kinematic simulations of dynamo action driven by a helical small scale flow of a conducting fluid in order to deduce mean-field properties of the combined induction action of small scale eddies. We examine two different flow patterns in the style of the G O Roberts flow but with a mean vertical component and with internal fixtures that are modelled by regions with vanishing flow. These fixtures represent either rods that lie in the center of individual eddies, or internal dividing walls that provide a separation of the eddies from each other. The fixtures can be made of magnetic material with a relative permeability larger than one which can alter the dynamo behavior. The investigations are motivated by the widely unknown induction effects of the forced helical flow that is used in the core of liquid sodium cooled fast reactors, and from the key role of soft iron impellers in the von-Kármán-sodium dynamo. For both examined flow configurations the consideration of magnetic material within the fluid flow causes a reduction of the critical magnetic Reynolds number of up to 25%. The development of the growth-rate in the limit of the largest achievable permeabilities suggests no further significant reduction for even larger values of the permeability. In order to study the dynamo behavior of systems that consist of tens of thousands of helical cells we resort to the mean-field dynamo theory (Krause and Rädler 1980 Mean-field Magnetohydrodynamics and Dynamo Theory (Oxford: Pergamon)) in which the action of the small scale flow is parameterized in terms of an $\alpha$- and $\beta$-effect. We compute the relevant elements of the $\alpha$- and the
\( \beta \)-tensor using the so called testfield method. We find a reasonable agreement between the fully resolved models and the corresponding mean-field models for wall or rod materials in the considered range \( 1 \leq \mu_r \leq 20 \). Our results may be used for the development of global large scale models with recirculation flow and realistic boundary conditions.
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1. Introduction

Magnetic fields produced by the flow of a conductive liquid or plasma can be found in almost all cosmic objects. In most cases, this does not apply to liquid metal flows in the laboratory or in industrial applications. The characteristic properties of these flows—namely velocity amplitude, geometric dimension and electrical conductivity—are usually not in the range that allows the occurrence of magnetic self-excitation, so that an experimental confirmation of the fluid flow driven dynamo effect requires an enormous effort. The aforementioned quantities can be combined into a single, dimensionless parameter, the magnetic Reynolds number, which is defined as \( Rm = \frac{L V}{\eta} \). Here \( L \) is a typical length scale, \( V \) is a typical velocity amplitude, and \( \eta \) is the magnetic diffusivity which is the inverse of the product of vacuum permeability and electrical conductivity \( \eta = \left( \mu_0 \sigma \right)^{-1} \). In cosmic objects, \( Rm \) is typically huge so that one essential precondition for the occurrence of dynamo action is fulfilled. However, the flow amplitude in terms of \( Rm \) is not the only criterion that describes the ability of a flow field to provide for dynamo action, and magnetic self-excitation is also possible at much smaller \( Rm \) if the fluid flow has a suitable structure.

Appropriate flows have been utilized, for example, in the three successful fluid flow driven dynamo experiments: the Riga dynamo (Gailitis et al. 2000), the Karlsruhe dynamo (Stieglitz and Müller 2001), and the von-Kármán-sodium (VKS) dynamo (Monchaux et al. 2007). Both the Riga dynamo and Karlsruhe dynamo were based on a screw-like flow pattern, utilizing the fact that helicity is conducive for the occurrence of dynamo action (Stefani et al. 1999). The role of helicity is less obvious for the VKS dynamo with a flow of liquid sodium being driven by two counter-rotating impellers. It has long been known that the mean flow generated by this forcing is suited to drive a dynamo at comparatively low \( Rm \) (Dudley and James 1989). However, in the experimental implementation at the VKS dynamo, the motor power available to drive the flow is not sufficient to overcome the threshold for the equatorial dipole mode with an azimuthal wavenumber \( m = 1 \). Surprisingly, dynamo action of the axisymmetric dipole mode has yet been found at a rather low magnetic Reynolds number \( Rm \approx 32 \) but only if the entire flow driving system, consisting of a disk and eight bended blades (figure 1), is made of soft-iron with a relative permeability in the order of \( \mu_r \approx 60 \) (Verhille et al. 2010, Miralles et al. 2013). A possible explanation for this observation requires the combined effects of the magnetic properties of the soft iron disks (Giesecke et al. 2012), and helical radial outflows assumed in the vicinity of the impellers between adjacent blades (Pétrélis et al. 2007). These non-axisymmetric distortions of the mean flow can be parameterized by an \( \alpha \)-effect (figure 1), but so far existing mean-field models of the VKS dynamo are only of limited significance due to a lack of knowledge about the \( \alpha \)-effect and its interaction with the magnetic material of the impeller systems (Giesecke et al. 2010a, b).
Besides the relevance for understanding the fundamental physics of geo- and astrophysical magnetic fields, a complementary argument for the development and construction of dynamo experiments originated from considerations on the safe operation of sodium cooled fast reactors (Rädler 2007). Dynamo action in the cooling system of a sodium fast reactor would likely be dangerous, because the self-induced magnetic field backreacts on the flow according to Lenz’s law. This backreaction might cause an inhomogeneous flow breaking or a pressure drop in the pipe system so that the efficient cooling of the reactor core would be hampered with unknown consequences for the safety of the reactor. The occurrence of dynamo action in a sodium fast reactor can not be excluded a priori because the flow in the core has a sufficiently large flow rate, and the appropriate geometry. In the very core of the reactors the fluid flow is governed by screw-like shaped wires that are wrapped around individual nuclear fuel rods thus forcing the flow to follow a helical path around each rod (figure 2(a)). These fuel rods are bundled into so called assemblies which may consist of up to a few hundreds of fuel rods (figure 2(b)), and the

**Figure 1.** Sketch of an individual impeller that drives the von-Kármán-like flow in the VKS dynamo. The yellow streamline denotes the assumed helical flow between adjacent blades. For dynamo action to occur, both the disk and the blades must be made of soft-iron.

**Figure 2.** Idealized composition of the core of a sodium fast reactor; (a) nuclear fuel rod surrounded by a helical shaped spacer forcing the flow on a helical path; (b) assembly of bundled fuel rods; (c) array of assemblies, forming the core of a liquid metal cooled fast reactor. Note that the figure shows an idealized system. In real systems, there are still additional elements with breeding material and control rods.
whole reactor core is composed of a few hundreds of these assemblies (figure 2(c))\(^1\). In operation, this setup is flushed with liquid sodium thereby forming a helical flow field that is reminiscent of the flow used in the Karlsruhe dynamo (except the mean vertical component).

Actually, early estimations by Bevir (1973) and Pierson (1975) as well as more recent experimental and numerical studies (Plunian \textit{et al} 1995, 1999, Alemany \textit{et al} 2000) show no conclusive evidence for the occurrence of dynamo action in the core of a fast reactor. On the other hand it has been argued by Soto (1999) that the parameter regime reached by the French fast breeder reactor \textit{Superphenix} is well within the range that allows for dynamo action if some magnetic material is introduced into the container (see p. 104, Fig III.32 in Soto 1999). So far, the problem of magnetic material in the core of a sodium fast reactor is merely academic, because state of the art reactors mainly utilize austenitic steels inside the core. However, in recent years, the application of \textit{oxide dispersion strengthened} (ODS) ferritic/martensitic alloys with a relative permeability \(\mu \gg 1\) has increasingly been discussed because these alloys have a lower sensitivity for nuclear radiation (Dubuisson \textit{et al} 2012).

The dramatic influence of magnetic properties on the induction process, as observed at the VKS dynamo, motivated the present study, in which we examine complex interactions of helical flow fields with magnetic internals. Since the flow conditions in a sodium fast reactor are far too complex to be modeled in direct numerical simulations, we resort to the mean-field dynamo theory, which allows the development of models that are numerically much easier to handle. In order to consider the specific effects of a spatially varying permeability distribution we extend the original mean-field concept to the case of non-uniform material properties. The extension is straightforward and allows us to take into account complex periodic patterns with magnetic properties in terms of standard mean-field coefficients like the \(\alpha\)- and \(\beta\)-effect. For the estimation of the mean-field coefficients we perform kinematic simulations of electromagnetic induction generated by idealized helical flow fields that are reminiscent of the conditions in sodium fast reactors. We consider two paradigmatic configurations with either a helical flow subdivided by internal walls, or a flow following a helical path around solid rods, respectively. The first model follows the heuristic approach of Pierson (1975) in which the screw-like vortex represents the mean flow within an assembly of nuclear fuel rods. In a very broad sense, this model can also serve as an approach for the flow field between the blades in the VKS dynamo. The second model goes back to the work of Rädler \textit{et al} (2002a, b) on the kinematic theory of the Karlsruhe dynamo. In the present study, in which we assume a vertical mean flow, this type of flow field is suited to the conditions within an assembly of fuel rods in the core of a sodium fast reactor.

We start with the analysis of the induction action of the fully resolved velocity field, from which we determine the mean-field coefficients using the testfield method (Schrinner \textit{et al} 2005, 2007). In a second step we use the \(\alpha\)- and \(\beta\)-coefficients as an input for mean field dynamo simulations in order to prove that mean-field models are capable of reproducing the growth-rate and principle field structure of the fully resolved model by requiring much less computational effort. For flow systems comprising a total of some tens of thousands of individual helical cells (figure 2), the use of a well-proven mean-field method is considered the only viable way to study dynamo problems. The present paper is mainly intended to establish and validate the necessary methodology. The possible application to specific reactor cores will

\(^1\) For instance, the core of the French reactor \textit{Superphenix} contained 364 fuel assemblies, each comprising 271 fuel rods.
need much more information on geometric details and material properties, and must therefore be left for future work.

2. Mean-field dynamo theory and the testfield method

2.1. Outline of mean-field theory

In the following, the magnetic flux density is denoted by $B$ and the velocity field by $U$. The magnetic diffusivity is defined by $\eta = (\mu \sigma)^{-1}$ with the electrical conductivity $\sigma$ and the permeability $\mu$ which are assumed, for the moment, to be constant. The temporal development of the magnetic flux density in the presence of an electrically conductive liquid that moves according to the velocity field $U$ is determined by the induction equation:

$$\frac{\partial B}{\partial t} = \nabla \times (U \times B - \eta \nabla \times B). \quad (1)$$

Additionally, $B$ must obey the divergence-free condition, $\nabla \cdot B = 0$. In the case of a prescribed (stationary) velocity field, equation (1) is a linear problem which, in principle, can be solved with the ansatz

$$B(r, t) = B_0(r) e^{\lambda t}. \quad (2)$$

In general $\lambda$ is a complex quantity $\lambda = \kappa + i\omega$, where $\kappa$ denotes the growth-rate and $\omega$ denotes an oscillation- or drift-frequency. A dynamo solution is obtained if the magnetic field amplitude $|B|$ grows exponentially $\propto e^{\kappa t}$ with a growth-rate $\kappa > 0$.

Even though the linear approach is a severe simplification that neglects the backreaction of the field on the flow, equation (1) can be solved analytically only for very few cases. In particular, for complicated velocity fields with small scale structures, equation (1) must be solved numerically. A possibility to draw further conclusions on the ability of a velocity field to drive a dynamo is provided by the mean-field dynamo theory developed by Krause and Rädler (1980). The mean-field dynamo theory essentially deals with the behavior of the large scale field and treats the induction effects of a small scale flow in terms of the so called $\alpha$-effect. The basic principle of the mean-field approach is a splitting of magnetic field and velocity field assuming that the properties of the whole system can be described essentially by two scales, a mean, large scale part ($\overline{B}$ and $\overline{U}$) and a small scale fluctuation ($b$ and $u$)

$$B = \overline{B} + b, \quad (3)$$
$$U = \overline{U} + u. \quad (4)$$

Inserting (3) and (4) into (1) yields an induction equation for the mean-field $\overline{B}$:

$$\frac{\partial \overline{B}}{\partial t} = \nabla \times \left( \overline{U} \times \overline{B} + \overline{u} \times b - \eta \nabla \times \overline{B} \right), \quad (5)$$

while the induction equation for the corresponding small scale field $b$ reads:

$$\frac{\partial b}{\partial t} = \nabla \times \left( \overline{U} \times b + u \times \overline{B} + (u \times b - \overline{u} \times b) - \eta \nabla \times b \right). \quad (6)$$

Furthermore, the mean-field as well as the small scale field must obey $\nabla \cdot \overline{B} = 0$ and $\nabla \cdot b = 0$. The mean-field induction equation (5) contains an additional source term, $\mathcal{E} = \overline{u} \times \overline{b}$, called the mean electromotive force (EMF). In the kinematic approximation, $\mathcal{E}$ is linear and homogeneous.
in $\mathbf{B}$, and, under the assumption that the variations of $\mathbf{B}$ around a given point are small, $\mathcal{E}$ can be represented by the first terms of a Taylor expansion:

$$
\mathcal{E}_i = \alpha_{ij} B_j + \beta_{ijk} \frac{\partial B_j}{\partial x_k}. \tag{7}
$$

Here $\alpha_{ij}$ and $\beta_{ijk}$ are tensors of second and third rank, respectively. The diagonal components $\alpha_{ii}$ give rise to an electromotive force parallel to the mean magnetic field and therefore may be responsible for dynamo action. For isotropic turbulence, the contribution proportional to the mean-field gradients simplifies to $\beta \epsilon_{ijk} \partial B_j / \partial x_k$ (with the Levi-Civita tensor $\epsilon_{ijk}$), so that this term behaves similar to a diffusive contribution. However, in our setup we have a strong anisotropy between vertical and horizontal coordinates, so that we refer to another expression for the EMF, that is based on elementary symmetry properties of flow and field (Krause and Rädler 1980):

$$
\mathcal{E} = -\alpha \mathbf{B} - (\alpha_{ij} - \alpha_{ij}) (\hat{z} \cdot \mathbf{B}) \hat{z} - \gamma \hat{z} \times \mathbf{B} - \beta_{\perp} \nabla \times \mathbf{B} - \left( \beta_{\parallel} - \beta_{\parallel} \right) \left( \hat{z} \cdot (\nabla \times \mathbf{B}) \right) \hat{z} \\
- \beta \hat{z} \times \left( \nabla \left( \hat{z} \cdot \mathbf{B} \right) + (\hat{z} \cdot \nabla) \mathbf{B} \right) - \delta_{\perp} \nabla \left( \hat{z} \cdot \mathbf{B} \right) - \delta_{\parallel} \left( \hat{z} \cdot \nabla \right) \mathbf{B} - \delta_{\parallel} \left( \hat{z} \cdot \nabla \left( \hat{z} \cdot \mathbf{B} \right) \right) \hat{z}. \tag{8}
$$

Here, a mean flow is assumed along the vertical direction which is labeled by $\hat{z}$ in a Cartesian system. The subscript $\parallel$ denotes quantities that are parallel to this vertical direction, whereas the subscript $\perp$ denotes quantities that are oriented in the horizontal plane ($xy$-plane). In equation (8), $\alpha_{ij}$ and $\alpha_{ii}$ give rise to a current parallel to the mean magnetic field and, hence, can be responsible for dynamo action. These coefficients correspond to the diagonal elements of the $\alpha$-tensor, and anisotropic effects arising from properties of the small scale velocity field result in different contributions from the horizontal part $\alpha_{ij}$ (that generates a current in the $xy$-plane) and the vertical part $\alpha_{ii}$ (that generates a current along the $z$-axis). In the same way, $\beta_{\parallel}$ and $\beta_{\perp}$ can be interpreted as anisotropic contributions to the magnetic diffusivity. The coefficient $\gamma$ is related to the antisymmetric part of the $\alpha$-tensor and describes an additional advection of the mean-field in the direction of the mean flow. The remaining coefficients $\beta_{\parallel}$ and $\delta_{\parallel}$ are related to the gradient tensor of the magnetic field and have no simple analogy. A more detailed derivation of equation (8) and a discussion about the mean-field coefficients $\alpha_{ij}, \alpha_{ii}, \beta_{\parallel}, \beta_{\parallel}, \beta_{\perp}$, $\delta_{\parallel}$ are given in the textbook of Krause and Rädler (1980).

In the following, we only consider flow fields that do not depend on $z$ and that are periodic in the $xy$-plane. All mean quantities are defined as horizontal averages, i.e., they do not depend on $x$ or $y$. Consequently, most of the coefficients and all terms proportional to mean-field gradients in $x$ and $y$ vanish so that (8) can be significantly simplified:

$$
\mathcal{E} = -\alpha \left( \mathbf{B} - (\hat{z} \cdot \mathbf{B}) \hat{z} \right) - \left( \beta_{\parallel} + \beta_{\perp} \right) \hat{z} \times \frac{\partial \mathbf{B}}{\partial z} - \gamma \hat{z} \times \mathbf{B} - \delta_{\parallel} \frac{\partial \mathbf{B}}{\partial z}. \tag{9}
$$

Note, that due to the constant velocity along $z$ and the vanishing horizontal derivatives of the mean-field, all contributions labeled with $\parallel$ can be dropped and only two terms $\propto \partial \mathbf{B} / \partial z$ survive. Furthermore, the effects corresponding to $\beta_{\parallel}$ and $\beta_{\parallel}$ cannot be distinguished any more and are subsumed into one common coefficient $\beta = \beta_{\parallel} + \beta_{\parallel}$ (Rädler and Brandenburg 2003).

The tensor coefficients appearing in (7) can be related to the more descriptive notation used in (9) giving the following relations:
\[ \begin{align*}
\alpha_{xx} &= \alpha_{yy} = -\alpha_{zz}, \\
\alpha_{xy} &= -\alpha_{yx} = \gamma, \\
\beta_{xyz} &= -\beta_{yzx} = -\left(\beta_{yzz} + \hat{\beta}\right) = -\beta, \\
\beta_{xzx} &= \beta_{yzx} = -\delta_{yz}.
\end{align*} \tag{10} \]

These relations reflect the horizontal isotropy in our models and allow a simplification of the problem since only four coefficients must be determined in order to establish a consistent mean-field model.

### 2.2. Testfield method

The test field method developed in Schrinner et al. (2005) provides a powerful tool to compute the coefficients \( \alpha_{ij} \) and \( \beta_{ijk} \) from different realizations of the EMF that are obtained from externally applied, linearly independent mean-fields. Here, we restrict ourselves to the kinematic case with a stationary velocity field although the method can also be applied to fully non linear magnetohydrodynamic systems, where \( U \) is computed by solving the Navier–Stokes equation.

The fluctuating velocity field is computed from the full velocity field \( U \) by

\[ u = U - \bar{U}, \tag{11} \]

with \( \bar{U} \) being the horizontal average of \( U \). The small scale magnetic field \( b \) is computed numerically by solving equation (6) with \( \bar{B} \) defined as an external steady field, the so called testfield. Then the EMF is computed directly by correlating small scale flow with the small scale field and subsequently performing a horizontal averaging: \( \mathcal{E} = \bar{u} \times \hat{b} \). The combination of different realizations of \( \mathcal{E} \) obtained from different, linearly independent testfields with (7) yields a linear system of equations whose solution gives the desired mean-field coefficients. In principle, only minor preconditions for the testfields must be considered. In order to calculate mean-field coefficients that are consistent with the structure of the large scale field obtained from the fully resolved model it is necessary to consider the scale dependence of the mean-field coefficients (Brandenburg et al. 2008). Around the onset of dynamo action the vertical dependence of the large scale field in our systems is \( \propto \cos(z) \) (or \( \propto \sin(z) \)) which is exactly the vertical structure that we imply to the testfields. Because of the horizontal isotropy of our system, we define two testfields oriented in the horizontal plane parallel to \( \hat{y} \):

\[ \bar{B}_1 = \cos(z)\hat{y} \quad \text{and} \quad \bar{B}_2 = \sin(z)\hat{y}. \tag{12} \]

With this definition we obtain four equations with four unknown mean-field coefficients \( \alpha_{yy}, \alpha_{xy}, \beta_{xy}, \beta_{xyz} \) which read:

\[ \begin{align*}
\alpha_{yy} &= \bar{E}_{1,y}(z) \cos(z) + \bar{E}_{2,y}(z) \sin(z), \\
\beta_{xy} &= -\left(\bar{E}_{1,x}(z) \sin(z) - \bar{E}_{2,x}(z) \cos(z)\right), \\
\alpha_{xy} &= \bar{E}_{1,x}(z) \cos(z) + \bar{E}_{2,x}(z) \sin(z), \\
\beta_{xyz} &= -\left(\bar{E}_{1,y}(z) \sin(z) - \bar{E}_{2,y}(z) \cos(z)\right).
\end{align*} \tag{13-16} \]
Here $E_{i,2,x,y}$ denote the horizontal components of the EMF obtained with the testfields $B_{1,2}$. The remaining coefficients $\alpha_{xx}$, $\alpha_{yy}$, $\beta_{xx}$, and $\beta_{yy}$ can, in principle, be calculated with similar equations involving $E$ obtained from $B_{i} = \cos(z)\hat{x}$ and $B_{i} = \sin(z)\hat{x}$, which requires the numerical solution of two further partial differential equations for the corresponding $b$. For test purposes we have additionally performed these calculations and verified that the isotropy conditions given by (10) are met in the simulations.

3. Flow models and permeability distribution

3.1. Velocity field

In the present study we examine two different flow models: in model A we assume a flow consisting of various helical eddies that are separated by walls (left panel in figure 3). This flow definition resembles the Roberts flow (Roberts 1970, 1972) but comprises a separating region between each cell quite similar to the model examined by Sarkar and Tilgner (2005). In contrast to the Roberts flow, the flow in our model has the same orientation (left-handed) in every cell. However, in combination with a uniform vertical flow, each cell provides the same helicity as it is also the case for the Roberts flow. We further allow for a variation of the relative permeability assuming that magnetic material is used to guide the flow along the vertical direction. Following the idea of Pierson (1975), the helical flow within one cell represents the mean flow within one assembly of nuclear fuel rods ignoring the even smaller scale flow around individual rods.
The flow with amplitude $u_0$ in one individual cell of size $D$ is given by

$$u_x = u_0 \sin \left( \frac{x - x_0}{D} \right) \cos \left( \frac{y - y_0}{D} \right),$$

$$u_y = -u_0 \cos \left( \frac{x - x_0}{D} \right) \sin \left( \frac{y - y_0}{D} \right),$$

$$u_z = u_0,$$  \hspace{1cm} (17)

where $x_0$ and $y_0$ represent the coordinates of the cell center in the horizontal plane. The total velocity field is a superimposition of $N$ cells (each using (17)) which additionally considers the wall regions by setting $u_x = u_y = u_z = 0$ there. The thickness of the walls is defined as $d = 2/(6\sqrt{N})$ with $N$ the number of helical cells. The definition of the wall thickness ensures that the relation of cell size to wall thickness is constant when increasing the number of cells. The specific value is chosen so that the number of grid points representing a wall is sufficient to numerically resolve the effects of the permeability transition of the fluid-wall interface. We used four different realizations with $N = 4, 16, 64$ and $256$ cells arranged in a squared pattern, however, most simulations have been performed using the setup shown in the left panel of figure 3, where 16 cells in a horizontal plane are displayed.

The second approach (model B, see right panel in figure 3) uses a more detailed picture of the flow conditions within a single assembly. The model is based on the so-called spin generator flow that has been utilized for the simulation of the Karlsruhe Dynamo (Rädler et al 2002a, b, Rädler and Brandenburg 2003). A detailed numerical model of the flow in a hexagonal assembly consisting of seven fuel rods including a wire wrap surrounding each rod can be found in Gajapathy et al (2007), where the Navier–Stokes equation is solved numerically and turbulence effects are included in terms of a standard $k-\varepsilon$ model. Here, we use a simplified flow field roughly in accordance with the model of Rädler et al (2002a, b) by assuming a circular flow around a central rod superimposed with a constant vertical flow. The flow around a single rod is defined as

$$u_x = -\frac{1}{2}u_0 \frac{y - y_0}{\sqrt{(x - x_0)^2 + (y - y_0)^2}} \left( 1 + \cos \left( \frac{\pi \sqrt{(x - x_0)^2 + (y - y_0)^2 - R}}{D} \right) \right),$$

$$u_y = \frac{1}{2}u_0 \frac{x - x_0}{\sqrt{(x - x_0)^2 + (y - y_0)^2}} \left( 1 + \cos \left( \frac{\pi \sqrt{(x - x_0)^2 + (y - y_0)^2 - R}}{D} \right) \right),$$

$$u_z = u_0,$$  \hspace{1cm} (18)

where $(x_0, y_0)$ is the center of a rod, $R$ is the radius of the rod and $D$ is the distance between two adjacent rods (see right panel of figure 3). We have performed simulations with 9 and 25 rods regularly distributed in the horizontal plane.

Note that all helical flow cells in both models are left-handed, so that the helicity provided by each cell has the same sign. Furthermore, the global dimensions of the computational domain remain the same, independent of the number of cells, so that an increasing number of cells or rods goes along with a smaller scale of the fluctuating flow component and, thus, an increased separation between large scale and small scale flow. Horizontal isotropy is preserved
by applying a quadratic configuration (identical linear extensions and identical resolution) and periodic boundaries. The vertical extent of the computational domain is $z \in [0; 2\pi]$ with periodic boundaries as well.

The Cartesian geometry is different from the hexagonal pattern of realistic assemblies. However, we believe that for the development of the methodology, the numerically much easier to handle Cartesian geometry is more advantageous without exhibiting excessive deviations from the realistic case.

In order to characterize the amplitude of the flow we define a local magnetic Reynolds number that is based on the flow amplitude $u_0$, the ‘normal’ magnetic diffusivity $\eta = (\mu_0 \sigma)^{-1}$ and the size $D$ of a single eddy (model A) or the distance between two adjacent rods (model B):

$$ Rm_{loc} = \frac{u_0 D}{\eta}. \quad (19) $$

### 3.2. Permeability distribution

The standard mean-field approach developed in Krause and Rädler (1980) is not intended to consider a spatially varying (‘fluctuating’) permeability which can easily be seen taking the case $Rm = 0$. Then the EMF must vanish, $\mathcal{E} = 0$ (since $u = 0$) and thus all mean-field coefficients vanish independently from the actual distribution of $\mu_r$. Our modification starts with the induction equation with a non-uniform permeability distribution $\mu_r = \mu_r(r)$, which reads

$$ \frac{\partial B}{\partial t} = \nabla \times \left( U \times B - \eta \nabla \times \frac{B}{\mu_r} \right). \quad (20) $$

Using standard vector relations and $\nabla \cdot \mathbf{B} = 0$ we rewrite (20) in the form

$$ \frac{\partial B}{\partial t} = \nabla \times \left( U \times B + \tilde{\eta} \frac{\nabla \mu_r}{\mu_r} \times B - \tilde{\eta} \nabla \times B \right), \quad (21) $$

with $\tilde{\eta} = \tilde{\eta}(r) = \eta / \mu_r(r)$. The modified induction equation (21) exhibits an additional, not necessarily divergence-free, velocity-like term, sometimes called *paramagnetic pumping* (Dobler et al 2003):

$$ \tilde{u}(r) = \tilde{\eta} \frac{\nabla \mu_r}{\mu_r(r)}. \quad (22) $$

We define a modified velocity field $\tilde{U} = U + \tilde{u}$ which is now the velocity field that has to be split up into mean part and fluctuating part when applied in the testfield method. Note that the introduction of the pumping velocity $\tilde{u}$ provides a non-vanishing fluctuating velocity contribution even in case of a vanishing fluid flow (i.e. when $u_0 = 0$). In our model, we first define a permeability distribution, from which we compute the corresponding pumping velocity $\tilde{u}$ using a simple finite difference discretisation. In the fluid regions (where $u_r \neq 0$), the permeability distribution takes the value $\mu_r = 1$, and $\mu_r$ is set to a fixed value $\neq 1$ in the remaining regions (where $u_r = 0$, indicated by the grey shaded areas in figure 3). In order to avoid the discontinuity at the fluid–solid body transition, which would lead to an amplitude for the pumping velocity that depends on the grid-resolution, we smoothed the discontinuity at the
fluid–solid body interface by assuming some sinusoidal distribution with a fixed length-scale that is independent of the grid resolution.

4. Results

In this section, we will apply the test field method to the two geometric models A and B, first without and then with consideration of magnetic materials. In each case we will validate the correspondence of the dynamo action of the fully resolved and the derived mean-field models.

4.1. Homogeneous case ($\mu_r = 1$)

The typical structure of the magnetic field just above the dynamo threshold is shown in figure 4. The field geometry is remarkably similar for both models and essentially describes a large scale helical pattern dominated by the horizontal components. The small scale field is visible in terms of little undulations on top of the large scale structure.

4.1.1. $\alpha$- and $\beta$-effect. We start with a uniform permeability distribution with $\mu_r = 1$ for both the fluid and the solid internals. The resulting $\alpha$-effect is qualitatively in accordance with the results from Rädler et al (2002a, b) for $\alpha$ in case of an ideal Roberts flow. Similarly, we write for the $\alpha$-coefficient
with a constant $K$ ($K \approx 0.026$ for model A and $K \approx 0.066$ for model B) and a non-analytic function $\Phi$ that only depends on $R_{m_{\text{loc}}}$. Figure 5 shows the behavior of $\Phi$ versus the flow amplitude $R_{m_{\text{loc}}}$ for three different realizations of model A (with 4, 16 and 64 helical cells, left panel) and for two realizations of model B (9 and 25 rods, right panel). Note that the normalization factor $K$ is universal for each model and does not depend on the cell size $D$.

Qualitatively, the behavior of the function $\Phi$ is similar for both flow models. $\Phi$ approaches its maximum value for $R_{m_{\text{loc}}} \to 0$ and decreases monotonically with increasing $R_{m_{\text{loc}}}$, so that, presumably, $\Phi$ will asymptotically approach zero for very large flow amplitudes. Here, we are limited to $R_{m_{\text{loc}}} \lesssim 20$ for model A and to $R_{m_{\text{loc}}} \lesssim 14$ for model B because above these values the occurrence of small scale dynamo action with exponentially growing small scale field prevents a reliable estimation of the mean-field coefficients. The onset of small scale dynamo action occurs at smaller $R_{m_{\text{loc}}}$ for a larger number of cells, so that the models with the largest $N$ determine the largest achievable $R_{m_{\text{loc}}}$. Nevertheless, both models are already highly overcritical at this $R_{m_{\text{loc}}}$ so we are still able to discuss the behavior around the onset of dynamo action (which is the main interest in the present context).

Regarding the coefficient $\beta$, we find significant differences between both models (figure 6). To our knowledge, no analytic expressions for $\beta$ beyond the second order correlation approximation (SOCA), in which $u \times b - \bar{u} \times \bar{b} = 0$ is assumed, are available in the literature (see, e.g., Tilgner (2004) for an expression for $\beta$ using SOCA). The restricted validity of SOCA is shown in Brandenburg et al (2008), where mean-field coefficients obtained from the test-field method with and without SOCA are compared. Since in our model the preconditions for SOCA are not met, we refrain from a similar analysis. Surprisingly, we do not observe any dependency on the cell size for model A and only a weak dependence in case of model B. Thus, the $\beta$-effect mainly depends on $R_{m_{\text{loc}}}$ and is independent of the characteristic wave number of the small scale flow (at least within the rather restricted range of flow scales that has been examined for this study). The most striking property of the $\beta$-coefficient in model A is the transition to
negative values around $Rm_{loc} \approx 8$. In general, the $\beta$-effect is associated with an enhancement of the magnetic diffusivity due to the small scale motion and hence should be positive. The occurrence of a negative $\beta$-effect can be explained by the presence of two contributions related to field gradients in the $z$-direction that cannot be separated from each other in our configuration: the anisotropic part of the magnetic diffusivity $\beta_{\perp}$ (which is assumed to be positive) and the term related to the symmetric part of the field gradient tensor described by $\beta_{\parallel}$ in equation (9). For the second contribution no restrictions for the sign are known so that the sum of both terms can become negative. A negative $\beta$ may be helpful for dynamo action, but in our models the sum of $\beta$ and the 'normal' diffusivity $\eta$ (which is set to unity in all runs) always remains positive (see insert plot in the left panel of figure 6) so that the consideration of $\beta$ results ‘only’ in a reduction of the overall diffusivity $\eta_{\text{tot}} = \eta + \beta$ (if we neglect that $\beta$ is related to an anisotropic contribution).

The relative amplitude of $\beta$ is much larger in model B with $\beta$ exceeding $\eta$ by up to a factor of 10, and we do not find a negative $\beta$-effect within the achievable parameter regime. However, a local maximum of $\beta$ exists around $Rm_{loc}\approx 13$ and it cannot be ruled out that the further development of $\beta$ follows a similar path as in model A but for larger values of $Rm_{loc}$ and $\beta$.

For small $Rm_{loc}$ the behavior of $\beta$ is roughly proportional to $Rm_{loc}^{2}$ (see the black dashed curve in the right panel in figure 6) which is in accordance with measurements of the $\beta$-effect in the Perm experiment (Frick et al 2010, Noskov et al 2012).

4.1.2. Comparison between fully resolved models (FRM) and mean-field models (MFM). In the following, the $\alpha$- and $\beta$-coefficients presented in figures 5 and 6 will be used as an input for mean-field dynamo simulations. The corresponding equation includes the mean flow $\vec{U}$ obtained from horizontal averaging of equations (17) or (18), the EMF given by equation (9), and a diffusive term $\alpha \nabla \times \vec{B}$ that involves an effective (mean) diffusivity $\eta$. The mean

Figure 6. $\beta$ versus $Rm_{loc}$ for different configurations of flow model A and B. (left: model A, right: model B). The insert plot in the left panel shows the behavior of $\beta$ for very large $Rm_{loc}$ (computed from the model with four helical cells). The dashed black curve in the right panel shows a fitting function $\sim 0.062 Rm_{loc}^{2}$ (fitted to the red curve for $Rm_{loc} \leq 3.33$).
diffusivity $\eta$ is computed by dividing the ‘normal’ (uniform) diffusivity $\eta$ by the horizontal average of $\mu_r(r)$:

$$\bar{\eta} = \frac{\eta}{L^{-2} \int_{x,y} (\mu_r(r)) \, dx \, dy},$$

with $L$ the horizontal width of the computational domain. The resulting mean-field induction equation reads:

$$\frac{\partial \mathbf{B}}{\partial t} = \nabla \times \left( \mathbf{U} \times \mathbf{B} - \alpha_2 (\mathbf{B} - (\hat{z} \cdot \mathbf{B}) \hat{z}) - \gamma \nabla \times \mathbf{B} - \eta \nabla \times \mathbf{B} - \beta \hat{z} \times \frac{\partial \mathbf{B}}{\partial z} - \delta_2 (\hat{z} \cdot \nabla) \mathbf{B} \right),$$

where we additionally specified the terms related to $\gamma$ and $\delta_2$ which mostly have no influence on the growth-rates. For $\gamma$ this is true for all runs, whereas for $\delta_2$ we assume a beneficial impact for dynamo action in model B in case of large $\mu_r$ and large $Rm_{loc}$ (see below).

Figure 7 shows the growth-rates obtained from the FRM that have been used to compute the mean-field coefficients in the previous section (solid curves) in comparison with the growth-rates obtained from the MFM at various $Rm_{loc}$ (dashed curves and stars). We obtain quite a good agreement between FRM and MFM if the system is not strongly overcritical. The agreement becomes better for an increasing number of helical eddies, i.e., for an increasing scale separation which provides a better fulfillment of the prerequisites for applying the mean-field theory. The rather large deviations in the strongly overcritical regime can be explained by a transition of the vertical wavenumber of the leading eigenmode from $n = 1$ to $n = 2$. The higher wavenumber is not incorporated by the particular vertical wave number of the applied testfields which are $\propto \cos(z)$ and $\propto \sin(z)$. In principle this issue could be attacked by computing mean-field coefficients for testfields $\propto \cos(nz)$ and $\propto \sin(nz)$ with $n = 2, 3, 4, \ldots$ and including these contributions in the mean-field models (see, e.g., Brandenburg et al 2008).
The growth-rates presented in figure 7 show that a reduction of the scale of a single helical cell (or an increase of the number of helical cells) improves the dynamo properties of the system. The increase in growth-rate with decreasing $D$ follows a typical scaling law, which becomes apparent from the left panel of figure 8, where the growth-rates are plotted against $\frac{Rm_{loc}}{D}$ divided by $D$. The scaling is almost perfect for small magnetic Reynolds numbers and convergence arises when changing the flow pattern from 64 cells to 256 cells (compare green and yellow curve in the left panel in figure 8). A similar scaling is obtained for the critical magnetic Reynolds number $Rm_{loc \text{crit}}$ that is required for the onset of dynamo action. The behavior of $Rm_{loc \text{crit}}$ for decreasing cell size $D$ can be derived assuming that the onset of dynamo action is governed by some global magnetic Reynolds number. This quantity may be defined on the basis of an effective length scale that is given by the linear number of cells (which in our quadratic configuration is equal to $\sqrt{N}$) multiplied with the typical scale of a single cell $D$. Then the onset of mean-field dynamo action is determined by $Rm_{\text{glob}} \sim \frac{\sqrt{N}Da^{\text{crit}}/\eta}$. For a large number of cells (corresponding to a small $D$) we have $Rm_{\text{loc}} \ll 1$, so that using equation (23) with $\Phi \rightarrow 1$, we can write $\sqrt{N}Da^{\text{crit}}/\eta = \sqrt{N}K(Rm_{\text{loc \text{crit}}})$. Given that we used $\sqrt{Nd} = \text{const}$, this immediately yields $Rm_{\text{loc \text{crit}}} \sim \sqrt{D}$ which is indeed confirmed by our results (right panel in figure 8). A more detailed analysis of the critical magnetic Reynolds number for a mean-field model of the Roberts flow that includes the dependence on the vertical extension can be found in Tilgner (2007).

4.2. Walls and rods with $\mu_r > 1$

In the following, we only examine systems with 16 eddies (model A) and 9 rods (model B) because the consideration of a permeability distribution with $\mu_r > 1$ extends the necessary simulation time due to the decreased effective diffusivity, so that we are limited to smaller systems with lower grid resolution. Not surprisingly, the results become more complex when $\mu_r > 1$. Figures 9(a) and (b) show the behavior of $\alpha_\perp$ versus $\mu_r$ for different values of $Rm_{\text{loc}}$. Here we refrain from any scaling for $\alpha_\perp$ in order to carve out the direct influence of $Rm_{\text{loc}}$ and/or $\mu_r$ on $\alpha_\perp$. For a fixed $\mu_r$, we always find that $\alpha_\perp$ grows with increasing $Rm_{\text{loc}}$. However, we find significant differences between both flow models regarding the dependence on the permeability. For model A we observe a significant suppression of $\alpha_\perp$ for small permeabilities (say $\mu_r < 10$),
Figure 9. Mean-field coefficients and growth-rates versus $\mu_r$ for various Rmloc (left: model A, right: model B). Top row: $\alpha_\perp$ versus $\mu_r$, second row: $\beta$ versus $\mu_r$, third row: $\delta_2$ versus $\mu_r$, fourth row: growth-rate versus $\mu_r$ and comparison between FRM (solid curves) and MFM (dashed curves and stars). The dotted yellow curve in panel (h) shows the MFM growth-rates without $\delta_2$ term.
followed by a slow recovery for further increasing $\mu_t$. In contrast, for model B we see a moderate increase of $\alpha_t$ for small $\mu_t$ followed by a saturation regime for $\mu_t \gtrsim 5$ in which $\alpha_t$ becomes largely independent of $\mu_t$.

For $\mu_t$ only slightly above 1 in model A, we find a sharp maximum for $\alpha_t$ around $\mu_t \approx 1.5$. This maximum is retrieved again in the corresponding growth-rates (as the $\beta$-effect has no equivalent peak or drop) but the influence on the critical magnetic Reynolds numbers remains small (see below).

A significant difference between the two models is also found in the behavior of the $\beta$-effect (figures 9(c) and (d)). For model A, we see an abrupt transition to negative values between $\mu_t = 1$ and $\mu_t \approx 5$, and $\beta$ remains nearly constant ($\beta \approx -0.6$) for $\mu_t \gtrsim 5$. In model B the behavior of $\beta$ is surprisingly simple and monotonic. $\beta$ just increases linearly with increasing $\mu_t$ with the slope increasing according to $\text{Rm}_{\text{loc}}$. In particular, we do not find any indications for a transition to negative values of $\beta$ with this flow configuration.

In figures 9(e) and (f) we additionally present the behavior of the coefficient $\delta_2$. This coefficient does not play any role for model A, but $\delta_2$ becomes large in model B for large $\text{Rm}_{\text{loc}}$ and $\mu_t$. In this parameter regime, we see an $\alpha$-effect which is independent of $\mu_t$, whereas $\beta$ is linearly increasing. This feature would be inconsistent with the growth-rates, which are also nearly independent of $\mu_t$, so it requires an additional term that compensates for the losses from the $\beta$-effect. The only possibility in our models stems from the effects described by $\delta_2$. Indeed, this is confirmed in a comparative MFM without the term $\alpha \delta_2$ in which we find a decreasing growth-rate in the limit of large $\text{Rm}_{\text{loc}}$ and large $\mu_t$ (see dotted yellow curve in figure 9(h)).

Regarding the behavior of the growth-rates obtained with all relevant mean-field coefficients, we find in general a good agreement between FRM and MFM (solid and dashed curves in figures 9(g) and (h)). However, we see some increasing deviations at large $\text{Rm}_{\text{loc}}$ when $\mu_t \gtrsim 10$. In that parameter regime the growth-rates obtained from the MFM are systematically smaller than the growth-rates obtained from the FRM. The behavior of the growth-rates is not monotonic for model A, whereas for model B we find an enhancement of induction action at low $\mu_t$ while the growth-rates become independent of $\mu_t$ for $\mu_t \gtrsim 10$. Considering the whole range of achievable $\mu_t$ in model A we find a reduction of the critical magnetic Reynolds number from $\text{Rm}_{\text{loc}}^{\text{crit}} \approx 4.2$ (at $\mu_t = 1$) to $\text{Rm}_{\text{loc}}^{\text{crit}} \approx 3.2$ (at $\mu_t = 20$). However, in between, dynamo action is significantly suppressed by the presence of ferromagnetic walls (left hand side in figure 10) and $\text{Rm}_{\text{loc}}^{\text{crit}}$ can even reach values up to $\sim 30$ around $\mu_t \approx 5.5$. For model B we see a monotonic decrease from $\text{Rm}_{\text{loc}}^{\text{crit}} \approx 2$ at $\mu_t = 1$ to $\text{Rm}_{\text{loc}}^{\text{crit}} \approx 1.5$ at $\mu_t = 20$. Regarding the asymptotic behavior for large $\mu_t$ in figure 10 it seems unlikely that a further increase of $\mu_t$ will significantly reduce the critical magnetic Reynolds number of both flow models.

5. Conclusions

We have performed numerical simulations of the kinematic induction equation for two different helical flow types including internal walls or rods that may have magnetic properties. In the limit of large permeability, we found a moderate impact of $\mu_t$ on dynamo action in terms of a reduction of $\text{Rm}_{\text{loc}}^{\text{crit}}$ of roughly 25% compared to the non-magnetic case. This relative reduction of the critical magnetic Reynolds number is nearly the same for both models. With regards to the asymptotic behavior of $\text{Rm}_{\text{loc}}^{\text{crit}}$ for large $\mu_t$ we do not expect much smaller values for further increasing $\mu_t$. In model A, at the fluid–wall interface (where the field is maximum) the magnetic
field is predominantly parallel to the cell walls, so that the permeability is not very important. The situation is less clear for model B, for which one could guess that there is little field in the rods because of flux expulsion from the helical flow, so that the properties of the rods have little effect. Other possibilities for an explanation of the magnetic field behavior rely on the particular topology of the permeability distribution, which in our model B consists of disconnected columns. This might hamper the formation of a large scale field, however, the behavior is not unique in the whole parameter range so that more detailed investigations are required to find a convincing explanation for model B. Regarding the impact of the magnetic permeability, its influence on the critical magnetic Reynolds number is less than what could have been guessed from the results of the VKS dynamo experiment. This can be explained by the dominant dynamo mode which, in the present study, can be characterized by the vertical wavenumber. Here, the leading mode has the wavenumber $k_z = 1$, so that our results should be compared with the behavior of the simplest non-axisymmetric eigenmode in the VKS configuration (the $m = 1$ mode which is $\propto \cos \varphi$). Indeed, Giesecke et al (2012) found a reduction of 29% from $R_{m\text{crit}} = 76$ to $R_{m\text{crit}} = 54$ for $\mu_r \rightarrow \infty$ which is rather close to the reduction we obtained in our present calculations. However, both models (VKS and helical flow models in the present study) are quite different so that this accordance might be an accident. Regarding a dynamo mode with $k_z = 0$ (which corresponds to a uniform field in the vertical direction), we do not see such a strong impact on its growth-rate as found for the axisymmetric dynamo mode in the VKS model.

Despite the similar reduction of $R_{m\text{crit}}$ for both models in the limit of large $\mu_r$, we find an entirely different behavior for the corresponding mean-field coefficients. For model A, the presence of magnetic walls surrounding a single helical flow cell results in a suppression of the $\alpha$-effect and a transition to a negative $\beta$-effect (which remains smaller than the ‘normal’ diffusivity). In contrast, we see a slight enhancement of $\alpha$ and a linear growth of $\beta$ for increasing $\mu_r$ in model B, where the helical flow surrounds a magnetic rod. The development of $\alpha$ and $\beta$ is not sufficient to explain the constant behavior of the growth-rates for large $\mu_r$ and $R_{m\text{loc}}$, where for increasing $\mu_r$ we find a constant growth-rate, a constant $\alpha$-effect but a linearly growing (positive) $\beta$-effect. Hence, an additional dynamo supporting effect must be present in order to compensate for the increasing losses due to the $\beta$-effect. The only possibility within our study is the $\delta_z$ effect, which indeed becomes the dominant contribution in that parameter regime.

Figure 10. Critical magnetic Reynolds number for the onset of dynamo action versus permeability. Left: flow model A with 16 helical cells, right: flow model B with nine helical cells.
Comparing the growth-rates obtained from FRM with the corresponding MFM we found a good agreement between both approaches for non-magnetic material \((\mu_r = 1)\) and for materials with \(\mu_r \lesssim 20\). The main reason for discrepancies at larger \(\mu_r\) is the difficulty to estimate reliable values for the mean-field coefficients and the occurrence of eigenmodes with a larger vertical wavenumber that are not included in our mean-field approach.

Our results can be adopted to large scale systems in which the flow consists of tens of thousands of helical flow cells that cannot be resolved in a direct numerical simulation. The simplest method does not need any information on mean-field coefficients and directly uses the scaling found for the critical magnetic Reynolds number, \(Rm_{\text{loc}}^{\text{crit}} \propto \sqrt{D}\) in the limit of small \(D\) (which goes along with a large number of helical cells). However, in order to model realistic systems it is necessary to consider non-periodic (insulating) boundary conditions and the flow outside of the core which essentially describes a large recirculation cell. Such global models can hardly be modelled in direct numerical simulations of the full set of magnetohydrodynamic equations so it makes sense to model the magnetic induction due to the helical small scale flow through the corresponding mean-field effects, which in a global model only prevail in a limited region. The main contributions in such MFMs originate from the \(\alpha\)-effect and the \(\beta\)-effect. For non-magnetic internals we have confirmed that the \(\alpha\)-effect can be expressed in terms of a ‘universal’ function \(\Phi\) that allows a conclusion on \(\alpha\) for larger systems when flow scale and flow amplitude are known. In combination with the \(\beta\)-effect which is roughly independent of the flow scale and behaves \(\propto Rm_{\text{loc}}^2\) for small magnetic Reynolds numbers this allows a modelling of systems that may consist of tens of thousands of individual helical cells embedded into some large flow structure.

Of course, for any specific sodium fast reactor a reliable estimate of the dynamo effect would require further detailed knowledge, such as the size of the core, the number of fuel rods contained therein, and the total flow rate. In addition, the arrangement of the fuel rods and, thus, the flow field is not as simple as it is assumed in our idealized model. For example, the fuel rods are packed much more densely within an assembly with a hexagonal shape. A more detailed model in such a geometry would require a combination of our models A and B in order to consider the small scale helical flow within an assembly as well as the walls that separate individual assemblies. Furthermore, it should be noted that the pitch angle which describes the relation of vertical to horizontal flow may have an impact on dynamo action. In the present study, this parameter is fixed to unity assuming equipartition between horizontal and vertical flow, whereas realistic fast reactors are characterized by an important vertical flow. Nevertheless, we believe that a consideration of these details will only result in minor modifications to our findings and are therefore of secondary importance.
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3 The consideration of the recirculating flow has been quite important for example for modelling of the Riga dynamo, where the reverse flow ensures that the dynamo instability sets in as an absolute instability.
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