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Abstract
The coronavirus (COVID -19) has spread through almost 224 countries and has caused over 5 million deaths. In this paper, we propose a model to study the transmission dynamics of SARS-CoV-2 in Ghana using fractional derivatives. The fractional derivative is defined in the Atangana – Beleanu – Caputo (ABC) sense. This model considers seven (7) classes, namely: Susceptible individuals (S), Exposed (E), Asymptomatic population (I\textsubscript{A}), Symptomatic (I\textsubscript{S}), Vaccinated (V), Quarantined (Q) and Recovered population (R). The equilibrium points, stability analysis and the basic reproduction number of the model have been determined. The existence and uniqueness of the solution and Ulam – Hyers stability are established. The model is tested using Ghana’s demographical and COVID-19 data. Further, two preventive control measures are incorporated into the model. The numerical analysis reveals the impact of the fractional-order derivative on the various classes of the disease model as one can get reliable information at any integer or non-integer value of the fractional operator. The results of the simulation depict the behaviour of Ghana’s COVID-19 infection cases. Analysis of the optimal control reveals social distancing leads to an increase in the susceptible population, whereas vaccination reduces the number of susceptible individuals. Both vaccination and social distancing leads to a decline in COVID-19 infections. It was established that the fractional-order derivatives could influence the behaviour of all classes in the proposed COVID -19 disease model.
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1.0 Introduction

Coronaviruses are a large family of viruses that cause several illnesses such as cold, Middle East Respiratory Syndrome (MERS) and Severe Acute Respiratory Syndrome (SARS-CoV-2) [25]. This novel coronavirus is a new strain that has not been previously identified in humans [25]. The disease is transmitted through air, primarily via small droplets or particles such as aerosols, produced after an infected person breathes, coughs, sneezes, and talks [10, 11]. Common symptoms of the disease include fever, cough, fatigue, shortness of breath or breathing difficulties, and loss of smell and taste [1, 19, 26].

The disease has already spread across 224 countries and total confirmed cases stand at 276,707,027 as of December 22, 2021. The total reported deaths associated with COVID-19 are 5,388,419 and the recoveries stand at 248,241,353 [27]. Total confirmed cases for Africa is 9,347,424 with 226,825 deaths and 8,439,886 recoveries [27]. Ghana is not left out of the pandemic, the country had his first case of COVID-19 in March 2020, and since then there has been massive surge in the virus. Total confirmed cases as of 22nd December, 2021 is 133,046 with 1,263 COVID-19 deaths and recoveries at 129,829 [27]. Ghana’s cumulative case is shown in Fig.1.

Mathematical models have been proposed to study the transmission patterns of COVID-19 [3, 5, 13, 18]. Authors in [18], used SIR model to study the epidemic patterns of the COVID-19 disease taking into account some social measures such as distancing, lockdown, and quarantine. In recent years, fractional calculus has gained much attention and has been used to model diseases such as Tuberculosis and Syphilis [7, 22, 23] and recently COVID-19 [16, 20]. The
fractional – order can potentially describe more complex dynamics than the integer model and easily include memory effects present in many real – world phenomena. In this work, we propose fractional derivative to study the COVID-19 transmission in Ghana.

![Graph of Ghana’s cumulative COVID-19 cases from March, 2020 – November, 2021](image)

Fig.1: Ghana’s cumulative COVID-19 cases from March, 2020 – November, 2021 [27]

### 2 Model Formulations

In this section, we study the dynamic transmission of SARS-CoV-2 using fractional derivatives. The fractional derivative is defined in the Atangana – Beleanu – Caputo (ABC) sense. We define the fractional order operator as $\psi$, where $0 < \psi \leq 1$. The model considers seven (7) classes, namely: Susceptible individuals ($S$), Exposed ($E$), Asymptomatic ($I_A$), Symptomatic ($I_S$),
Vaccinated (V), Quarantined (Q) and Recovered population (R). The population is homogeneously mixing, with no restriction on age, mobility or other social factors. The susceptibles are recruited into the population at a rate $\Omega$. These individuals get exposed to the disease when they come in contact with the asymptomatic and symptomatic at a rate $\beta$. After being exposed to the covid-19 disease, they either progress to the asymptomatic class at the rate $(1-\alpha)\phi$ or the symptomatic class at the rate $\alpha\phi$. Both asymptomatic and symptomatic get quarantined at the rate $\rho$ and $\tau$ respectively. Those vaccinated according to this model, don’t get infected but may join the susceptible class at a rate $\Gamma$. The parameter $\mu$ and $\delta$, are the natural and the disease-induced death rate respectively. The parameters $\sigma, \theta$ and $\gamma$ are the rate of recovery for the asymptomatic, symptomatic, and quarantined class, respectively. All newborns are susceptible (no inherited immunity. The model diagram is displayed in Fig. 2.

![Flowchart of the COVID-19 fractional model](image)

Fig.2: Flowchart of the COVID-19 fractional model

The following fractional derivatives describe the model.
\[ \begin{align*}
^{ABC}D_{0,t}^\psi [S(t)] &= (1-\eta^\psi)\Omega^\psi + \Gamma^\psi V - \beta^\psi S \left( \frac{I_A + I_S}{N} \right) - \mu^\psi S \\
^{ABC}D_{0,t}^\psi [E(t)] &= \beta^\psi S \left( \frac{I_A + I_S}{N} \right) - (\phi^\psi + \mu^\psi)E \\
^{ABC}D_{0,t}^\psi [I_A(t)] &= (1-\alpha^\psi)\phi^\psi E - (\rho^\psi + \sigma^\psi + \mu^\psi + \delta^\psi)I_A \\
^{ABC}D_{0,t}^\psi [I_S(t)] &= \alpha^\psi \phi^\psi E - (\theta^\psi + \tau^\psi + \mu^\psi + \delta^\psi)I_S \\
^{ABC}D_{0,t}^\psi [Q(t)] &= \rho^\psi I_A + \tau^\psi I_S - (\gamma^\psi + \mu^\psi + \delta^\psi)Q \\
^{ABC}D_{0,t}^\psi [V(t)] &= \eta^\psi \Omega^\psi - (\Gamma^\psi + \mu^\psi)\nu \\
^{ABC}D_{0,t}^\psi [R(t)] &= \theta^\psi I_S + \sigma^\psi I_A + \gamma^\psi Q - \mu^\psi R \\
S(t) &\geq 0, E(t) \geq 0, I_A(t) \geq 0, I_S(t) \geq 0, Q(t) \geq 0, R(t) \geq 0
\end{align*} \]

2.1 Preliminaries

This section consists of the relevant definitions of Atanga – Baleanu derivative and integration in Caputo sense taken from [6]

**Definition 1**

The Liouville- Caputo (LC) of fractional derivative of order \( \psi \) as defined in [14] is

\[
^{AB_c}D_{0,t}^\psi r(t) = \frac{1}{\Gamma(1-\psi)} \int_0^t (t - p)^{-\psi} r(p) dp, \quad 0 < \psi \leq 1
\]

**Definition 2**

The Atangana – Baleanu definition in Liouville- Caputo sense as in [6] is

\[
^{AB_c}D_{0,t}^\psi r(t) = \frac{B(\psi)}{\Gamma(1-\psi)} \int_0^t (t - p)^{-\psi} r(p) dp
\]

Where \( B(\psi) = 1 - \psi + \frac{\psi}{\Gamma(\psi)} \) is the normalized function.

**Definition 3**

The corresponding fractional integral Atangana – Baleanu – Caputo derivative is defined as in [6] is

\[
^{AB_c}I_{0,t}^\psi r(t) = \frac{(1-\psi)}{B(\psi)} r(t) + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t - p)^{\psi-1} r(p) dp
\]
They found that when $\psi = 0$, they recovered the initial function and when $\psi = 1$, the ordinary integral is obtained. The Laplace transform of equation (4) gives

$$ABC D^\psi_{0,t} r(t) = \frac{(1-\psi)}{B(\psi)} g(t) + \frac{B(\psi)G(q)q^\psi - q^{\psi-1}r(0)}{(1-\psi)\left(q^\psi + \frac{\psi}{1-\psi}\right)}$$

(5)

**Theorem 1**

For a function $r \in C[a,b]$, the following results holds [9]:

$$\left\| ABC D^\psi_{0,t} r(t) \right\| < \frac{B(\psi)}{(1-\psi)} \left\| r(t) \right\|, \text{ where } \left\| r(t) \right\| = \max_{a \leq t \leq b} \left| r(t) \right|$$

(6)

Furthermore, the ABC derivatives fulfill the Lipschitz condition in [9]:

$$\left\| ABC D^\psi_{0,t} r_1(t) - ABC D^\psi_{0,t} r_2(t) \right\| < \alpha \left\| r_1(t) - r_2(t) \right\|$$

(7)

### 2.2 Existence and Uniqueness

We denote a banach space by $D(W)$ with $W = [0,b]$, containing real valued continuous function with sup norm and $T = D(W) \times D(W) \times D(W) \times D(W) \times D(W) \times D(W) \times D(W)$ and the given norm $\|(S,E,I_A,I_S,Q,V,R)\| = \|S\| + \|E\| + \|I_A\| + \|I_S\| + \|Q\| + \|V\| + \|R\|$ , where $\|S\| = \sup_{t \in J} |S|, \|E\| = \sup_{t \in J} |E|, \|I_A\| = \sup_{t \in J} |I_A|, \|I_S\| = \sup_{t \in J} |I_S|, \|Q\| = \sup_{t \in J} |Q|, \|V\| = \sup_{t \in J} |V|, \|R\| = \sup_{t \in J} |R|$. Using the ABC integral operator on the system (1), we have

$$S(t) - S(0) = ABC D^\psi_{0,t}[S(t)]\{(1-\eta^\psi)\Omega^\psi + \Gamma^\psi V(t) - \beta^\psi S(t)\left(\frac{I_A(t) + I_S(t)}{N}\right) - \mu^\psi S(t)\}$$

$$E(t) - E(0) = ABC D^\psi_{0,t}[E(t)]\{\beta^\psi S(t)\left(\frac{I_A(t) + I_S(t)}{N}\right) - (\phi^\psi + \mu^\psi)E(t)\}$$

$$I_A(t) - I_A(0) = ABC D^\psi_{0,t}[I_A(t)]\{(1-\alpha^\psi)\phi^\psi E(t) - (\rho^\psi + \sigma^\psi + \mu^\psi + \delta^\psi)I_A(t)\}$$

$$I_S(t) - I_S(0) = ABC D^\psi_{0,t}[I_S(t)]\{\alpha^\psi \phi^\psi E(t) - (\theta^\psi + \tau^\psi + \mu^\psi + \delta^\psi)I_S(t)\}$$

$$Q(t) - Q(0) = ABC D^\psi_{0,t}[Q(t)]\{\rho^\psi I_A(t) + \tau^\psi I_S(t) - (\gamma^\psi + \mu^\psi + \delta^\psi)Q(t)\}$$

$$V(t) - V(0) = ABC D^\psi_{0,t}[V(t)]\{\eta^\psi \Omega^\psi - (\Gamma^\psi + \mu^\psi)V(t)\}$$

$$R(t) - R(0) = ABC D^\psi_{0,t}[R(t)]\{\theta^\psi I_S(t) + \sigma^\psi I_A(t) + \gamma^\psi Q(t) - \mu^\psi R(t)\}$$

(8)
Now from Definition 1, we have

\[
S(t) - S(0) = \frac{1 - \psi}{B(\psi)} \Phi_1(\psi, t, S(t)) + \frac{\psi}{B(\psi)\Gamma(\psi)} \times \int_0^t (t - \tau)^{\gamma - 1} \Phi_1(\psi, \tau, S(\tau))d\tau,
\]

\[
E(t) - E(0) = \frac{1 - \psi}{B(\psi)} \Phi_2(\psi, t, E(t)) + \frac{\psi}{B(\psi)\Gamma(\psi)} \times \int_0^t (t - \tau)^{\gamma - 1} \Phi_2(\psi, \tau, E(\tau))d\tau,
\]

\[
I_A(t) - I_A(0) = \frac{1 - \psi}{B(\psi)} \Phi_3(\psi, t, I_A(t)) + \frac{\psi}{B(\psi)\Gamma(\psi)} \times \int_0^t (t - \tau)^{\gamma - 1} \Phi_3(\psi, \tau, I_A(\tau))d\tau,
\]

\[
I_S(t) - I_S(0) = \frac{1 - \psi}{B(\psi)} \Phi_4(\psi, t, I_S(t)) + \frac{\psi}{B(\psi)\Gamma(\psi)} \times \int_0^t (t - \tau)^{\gamma - 1} \Phi_4(\psi, \tau, I_S(\tau))d\tau,
\]

\[
Q(t) - Q(0) = \frac{1 - \psi}{B(\psi)} \Phi_5(\psi, t, Q(t)) + \frac{\psi}{B(\psi)\Gamma(\psi)} \times \int_0^t (t - \tau)^{\gamma - 1} \Phi_5(\psi, \tau, Q(\tau))d\tau,
\]

\[
V(t) - V(0) = \frac{1 - \psi}{B(\psi)} \Phi_6(\psi, t, V(t)) + \frac{\psi}{B(\psi)\Gamma(\psi)} \times \int_0^t (t - \tau)^{\gamma - 1} \Phi_6(\psi, \tau, V(\tau))d\tau,
\]

\[
R(t) - R(0) = \frac{1 - \psi}{B(\psi)} \Phi_7(\psi, t, R(t)) + \frac{\psi}{B(\psi)\Gamma(\psi)} \times \int_0^t (t - \tau)^{\gamma - 1} \Phi_7(\psi, \tau, R(\tau))d\tau,
\]

Where

\[
\Phi_1(\psi, \tau, S(t)) = (1 - \eta^\psi)\Omega^\psi + \Gamma^\psi V(t) - \beta^\psi S(t) \left( \frac{I_A(t) + I_S(t)}{N} \right) - \mu^\psi S(t),
\]

\[
\Phi_2(\psi, \tau, E(t)) = \beta^\psi S(t) \left( \frac{I_A(t) + I_S(t)}{N} \right) - (\phi^\psi + \mu^\psi)E(t),
\]

\[
\Phi_3(\psi, \tau, I_A(t)) = (1 - \alpha^\psi)\phi^\psi E(t) - (\rho^\psi + \sigma^\psi + \mu^\psi + \delta^\psi)I_A(t),
\]

\[
\Phi_4(\psi, \tau, I_S(t)) = \alpha^\psi \phi^\psi E(t) - (\theta^\psi + \tau^\psi + \mu^\psi + \delta^\psi)I_S(t),
\]

\[
\Phi_5(\psi, \tau, Q(t)) = \rho^\psi I_A(t) + \tau^\psi I_S(t) - (\gamma^\psi + \mu^\psi + \delta^\psi)Q(t),
\]

\[
\Phi_6(\psi, \tau, V(t)) = \eta^\psi \Omega^\psi - (\Gamma^\psi + \mu^\psi)V(t),
\]

\[
\Phi_7(\psi, \tau, R(t)) = \theta^\psi I_S(t) + \sigma^\psi I_A(t) + \gamma^\psi Q - \mu^\psi R(t)
\]

The function \( \Phi_1, \Phi_2, \Phi_3, \Phi_4, \Phi_5, \Phi_6 \) and \( \Phi_7 \) satisfies Lipschitz condition only if \( S(t), E(t), I_A(t), I_S(t), Q(t), V(t) \) and \( R(t) \) possess an upper bound. Suppose \( S(t) \) and \( S^*(t) \) are couple functions, then

\[
\| \Phi_1(\psi, t, S(t)) - \Phi_1(\psi, t, S^*(t)) \| = \| -[\beta^\psi (I_A(t) + I_S(t)) + \mu^\psi ](S(t) - S^*(t)) \|.
\]

Considering
\[ d_1 = \| (\beta^\nu (I_A(t) + I_5(t)) - \mu^\nu) \| \]

Equation (11) simplifies to
\[ \| \Phi_1(\psi, t, S(t)) - \Phi_1(\psi, t, S^*(t)) \| \leq d_1 \| (S(t) - S^*(t)) \| \quad (12) \]

Similarly,
\[ \| \Phi_2(\psi, t, E(t)) - \Phi_2(\psi, t, E^*(t)) \| \leq d_2 \| (E(t) - E^*(t)) \| \]
\[ \| \Phi_3(\psi, t, I_A(t)) - \Phi_3(\psi, t, I_A^*(t)) \| \leq d_3 \| (I_A(t) - I_A^*(t)) \| \]
\[ \| \Phi_4(\psi, t, I_5(t)) - \Phi_4(\psi, t, I_5^*(t)) \| \leq d_4 \| (I_5(t) - I_5^*(t)) \| \]
\[ \| \Phi_5(\psi, t, Q(t)) - \Phi_5(\psi, t, Q^*(t)) \| \leq d_5 \| (Q(t) - Q^*(t)) \| \]
\[ \| \Phi_6(\psi, t, V(t)) - \Phi_6(\psi, t, V^*(t)) \| \leq d_6 \| (V(t) - V^*(t)) \| \]
\[ \| \Phi_7(\psi, t, R(t)) - \Phi_7(\psi, t, R^*(t)) \| \leq d_7 \| (R(t) - R^*(t)) \| \quad (13) \]

where
\[ d_2 = \| (\varphi^\nu + \mu^\nu) \| \]
\[ d_3 = \| (\rho^\nu + \sigma^\nu + \mu^\nu + \delta^\nu) \| \]
\[ d_4 = \| (\theta^\nu + \tau^\nu + \mu^\nu + \delta^\nu) \| \]
\[ d_5 = \| (\gamma^\nu + \mu^\nu + \delta^\nu) \| \]
\[ d_6 = \| (\Gamma^\nu + \mu^\nu) \| \]
\[ d_7 = \| \mu^\nu \| \]

Hence Lipschitz condition holds. Now taking system (9) in a reiterative manner gives
\[ S_n(t) - S(0) = \frac{1 - \psi}{B(\psi)} \Phi_1(\psi, t, S_{n-1}(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t-\tau)^{\nu-1} \Phi_1(\psi, \tau, S_{n-1}(\tau)) \, d\tau, \]

\[ E_n(t) - E(0) = \frac{1 - \psi}{B(\psi)} \Phi_2(\psi, t, E_{n-1}(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t-\tau)^{\nu-1} \Phi_2(\psi, \tau, E_{n-1}(\tau)) \, d\tau, \]

\[ I_{A_n}(t) - I_{A}(0) = \frac{1 - \psi}{B(\psi)} \Phi_3(\psi, t, I_{A_{n-1}}(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t-\tau)^{\nu-1} \Phi_3(\psi, \tau, I_{A_{n-1}}(\tau)) \, d\tau, \]

\[ I_{S_n}(t) - I_{S}(0) = \frac{1 - \psi}{B(\psi)} \Phi_4(\psi, t, I_{S_{n-1}}(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t-\tau)^{\nu-1} \Phi_4(\psi, \tau, I_{S_{n-1}}(\tau)) \, d\tau, \]

\[ Q_n(t) - Q(0) = \frac{1 - \psi}{B(\psi)} \Phi_5(\psi, t, Q_{n-1}(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t-\tau)^{\nu-1} \Phi_5(\psi, \tau, Q_{n-1}(\tau)) \, d\tau, \]

\[ V_n(t) - V(0) = \frac{1 - \psi}{B(\psi)} \Phi_6(\psi, t, V_{n-1}(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t-\tau)^{\nu-1} \Phi_6(\psi, \tau, V_{n-1}(\tau)) \, d\tau, \]

\[ R_n(t) - R(0) = \frac{1 - \psi}{B(\psi)} \Phi_7(\psi, t, R_{n-1}(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t-\tau)^{\nu-1} \Phi_7(\psi, \tau, R_{n-1}(\tau)) \, d\tau, \]

(14)

With the initial conditions

\[ S_o(t) = S(0), \quad E_o(t) = E(0), \quad I_{A_0}(t) = I_{A}(0), \quad I_{S_0}(t) = I_{S}(0), \quad Q_o(t) = Q(0), \quad V_o(t) = V(0), \quad R_o(t) = R(0), \]

difference of consecutive terms yields
\[ \Pi_{S_n}(t) = S_n(t) - S_{n-1}(t) = \frac{1-\psi}{B(\psi)}(\Phi_1(\psi, t, S_{n-1}(t)) - \Phi_1(\psi, t, S_{n-2}(t))) \]

\[ + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t-\tau)^{\psi-1}(\Phi_1(\psi, \tau, S_{n-1}(\tau)) - \Phi_1(\psi, \tau, S_{n-2}(\tau)))d\tau \]

\[ \Pi_{E_n}(t) = E_n(t) - E_{n-1}(t) = \frac{1-\psi}{B(\psi)}(\Phi_2(\psi, t, E_{n-1}(t)) - \Phi_2(\psi, t, E_{n-2}(t))) \]

\[ + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t-\tau)^{\psi-1}(\Phi_2(\psi, \tau, E_{n-1}(\tau)) - \Phi_2(\psi, \tau, E_{n-2}(\tau)))d\tau \]

\[ \Pi_{I_{A_n}}(t) = I_{A_n}(t) - I_{A_{n-1}}(t) = \frac{1-\psi}{B(\psi)}(\Phi_3(\psi, t, I_{A_{n-1}}(t)) - \Phi_3(\psi, t, I_{A_{n-2}}(t))) \]

\[ + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t-\tau)^{\psi-1}(\Phi_3(\psi, \tau, I_{A_{n-1}}(\tau)) - \Phi_3(\psi, \tau, I_{A_{n-2}}(\tau)))d\tau \]

\[ \Pi_{I_{S_n}}(t) = I_{S_n}(t) - I_{S_{n-1}}(t) = \frac{1-\psi}{B(\psi)}(\Phi_4(\psi, t, I_{S_{n-1}}(t)) - \Phi_4(\psi, t, I_{S_{n-2}}(t))) \]

\[ + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t-\tau)^{\psi-1}(\Phi_4(\psi, \tau, I_{S_{n-1}}(\tau)) - \Phi_4(\psi, \tau, I_{S_{n-2}}(\tau)))d\tau \]

\[ \Pi_{Q_n}(t) = Q_n(t) - Q_{n-1}(t) = \frac{1-\psi}{B(\psi)}(\Phi_5(\psi, t, Q_{n-1}(t)) - \Phi_5(\psi, t, Q_{n-2}(t))) \]

\[ + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t-\tau)^{\psi-1}(\Phi_5(\psi, \tau, Q_{n-1}(\tau)) - \Phi_5(\psi, \tau, Q_{n-2}(\tau)))d\tau \]

\[ \Pi_{V_n}(t) = V_n(t) - V_{n-1}(t) = \frac{1-\psi}{B(\psi)}(\Phi_6(\psi, t, V_{n-1}(t)) - \Phi_6(\psi, t, V_{n-2}(t))) \]

\[ + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t-\tau)^{\psi-1}(\Phi_6(\psi, \tau, V_{n-1}(\tau)) - \Phi_6(\psi, \tau, V_{n-2}(\tau)))d\tau \]

\[ \Pi_{R_n}(t) = R_n(t) - R_{n-1}(t) = \frac{1-\psi}{B(\psi)}(\Phi_7(\psi, t, R_{n-1}(t)) - \Phi_7(\psi, t, R_{n-2}(t))) \]

\[ + \frac{\psi}{B(\psi)\Gamma(\psi)} \int_0^t (t-\tau)^{\psi-1}(\Phi_7(\psi, \tau, R_{n-1}(\tau)) - \Phi_7(\psi, \tau, R_{n-2}(\tau)))d\tau \]

Where \( S_n(t) = \sum_{i=0}^{n} \Pi_{S_i}(t), E_n(t) = \sum_{i=0}^{n} \Pi_{E_i}(t), I_{A_n}(t) = \sum_{i=0}^{n} \Pi_{I_{A_i}}(t), I_{S_n}(t) = \sum_{i=0}^{n} \Pi_{I_{S_i}}(t), \)

\( Q_n(t) = \sum_{i=0}^{n} \Pi_{Q_i}(t), V_n(t) = \sum_{i=0}^{n} \Pi_{V_i}(t), R_n(t) = \sum_{i=0}^{n} \Pi_{R_i}(t). \) Taking into consideration equations (12) – (13) and considering

\[ \Pi_{A_{n-1}}(t) = S_{n-1}(t) - S_{n-2}(t), \Pi_{E_{n-1}}(t) = E_{n-1}(t) - E_{n-2}(t), \Pi_{I_{A_{n-1}}}(t) = I_{A_{n-1}}(t) - I_{A_{n-2}}(t), \]
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\[ \Pi_{I_{s_{n-1}}}(t) = I_{s_{n-1}}(t) - I_{s_{n-2}}(t), \Pi_{Q_{n-1}}(t) = Q_{n-1}(t) - Q_{n-2}(t), \Pi_{V_{n-1}}(t) = V_{n-1}(t) - V_{n-2}(t), \Pi_{R_{n-1}}(t) = R_{n-1}(t) - R_{n-2}(t), \]

\[ \|\Pi_{S_n}(t)\| \leq \frac{1 - \psi}{B(\psi)} d_1 \|\Pi_{S_{n-1}}(t)\| \frac{\psi}{B(\psi)\Gamma(\psi)} d_1 \times \int_0^t (t - \tau) \|\Pi_{S_{n-1}}(\tau)\| d\tau \]

\[ \|\Pi_{E_n}(t)\| \leq \frac{1 - \psi}{B(\psi)} d_2 \|\Pi_{E_{n-1}}(t)\| \frac{\psi}{B(\psi)\Gamma(\psi)} d_2 \times \int_0^t (t - \tau) \|\Pi_{E_{n-1}}(\tau)\| d\tau \]

\[ \|\Pi_{I_{a_n}}(t)\| \leq \frac{1 - \psi}{B(\psi)} d_3 \|\Pi_{I_{a_{n-1}}}(t)\| \frac{\psi}{B(\psi)\Gamma(\psi)} d_3 \times \int_0^t (t - \tau) \|\Pi_{I_{a_{n-1}}}(\tau)\| d\tau \]

\[ \|\Pi_{I_{s_n}}(t)\| \leq \frac{1 - \psi}{B(\psi)} d_4 \|\Pi_{I_{s_{n-1}}}(t)\| \frac{\psi}{B(\psi)\Gamma(\psi)} d_4 \times \int_0^t (t - \tau) \|\Pi_{I_{s_{n-1}}}(\tau)\| d\tau \]

\[ \|\Pi_{Q_n}(t)\| \leq \frac{1 - \psi}{B(\psi)} d_5 \|\Pi_{Q_{n-1}}(t)\| \frac{\psi}{B(\psi)\Gamma(\psi)} d_5 \times \int_0^t (t - \tau) \|\Pi_{Q_{n-1}}(\tau)\| d\tau \]

\[ \|\Pi_{V_n}(t)\| \leq \frac{1 - \psi}{B(\psi)} d_6 \|\Pi_{V_{n-1}}(t)\| \frac{\psi}{B(\psi)\Gamma(\psi)} d_6 \times \int_0^t (t - \tau) \|\Pi_{V_{n-1}}(\tau)\| d\tau \]

\[ \|\Pi_{R_n}(t)\| \leq \frac{1 - \psi}{B(\psi)} d_7 \|\Pi_{R_{n-1}}(t)\| \frac{\psi}{B(\psi)\Gamma(\psi)} d_7 \times \int_0^t (t - \tau) \|\Pi_{R_{n-1}}(\tau)\| d\tau \]

**Theorem 2:** The system (1) has a unique solution for \( t \in [0, b] \) subject to the condition

\[ \frac{1 - \psi}{B(\psi)} d_i + \frac{\psi}{B(\psi)\Gamma(\psi)} b^\psi n_i < 1, i = 1, 2, 3, \ldots, 7 \]

holds.

**Proof:**

Since \( S(t), E(t), I_{A}(t), I_{S}(t), Q(t), V(t) \) and \( R(t) \) are bounded functions and Equation (12) – (13) holds. In a recurring manner, (16) reaches
\[
\begin{align*}
\|S_n(t)\| & \leq \left\| S_n(t) \right\| \left( \frac{1 - \psi}{B(\psi)} d_1 + \frac{\psi b^\psi}{B(\psi) \Gamma(\psi)} d_1 \right)^n \\
\|E_n(t)\| & \leq \left\| E_n(t) \right\| \left( \frac{1 - \psi}{B(\psi)} d_2 + \frac{\psi b^\psi}{B(\psi) \Gamma(\psi)} d_2 \right)^n \\
\|I_{n_s}(t)\| & \leq \left\| I_{n_s}(t) \right\| \left( \frac{1 - \psi}{B(\psi)} d_3 + \frac{\psi b^\psi}{B(\psi) \Gamma(\psi)} d_3 \right)^n \\
\|I_{n_s}(t)\| & \leq \left\| I_{n_s}(t) \right\| \left( \frac{1 - \psi}{B(\psi)} d_4 + \frac{\psi b^\psi}{B(\psi) \Gamma(\psi)} d_4 \right)^n \\
\|Q_n(t)\| & \leq \left\| Q_n(t) \right\| \left( \frac{1 - \psi}{B(\psi)} d_5 + \frac{\psi b^\psi}{B(\psi) \Gamma(\psi)} d_5 \right)^n \\
\|V_n(t)\| & \leq \left\| V_n(t) \right\| \left( \frac{1 - \psi}{B(\psi)} d_6 + \frac{\psi b^\psi}{B(\psi) \Gamma(\psi)} d_6 \right)^n \\
\|R_n(t)\| & \leq \left\| R_n(t) \right\| \left( \frac{1 - \psi}{B(\psi)} d_7 + \frac{\psi b^\psi}{B(\psi) \Gamma(\psi)} d_7 \right)^n \\
\end{align*}
\]

And
\[
\|S_n(t)\| \to 0, \|E_n(t)\| \to 0, \|I_{n_s}(t)\| \to 0, \|Q_n(t)\| \to 0, \|V_n(t)\| \to 0, \|R_n(t)\| \to 0
\]
as \(n \to \infty\). Incorporating the triangular inequality and for any \(j\), system (17) yields
\[
\begin{align*}
\|S_{n+j}(t) - S_n(t)\| & \leq \sum_{i=n+1}^{n+j} T_i^j = \frac{T_{n+1}^n - T_{n+k+1}^n}{1 - T_1} \\
\|E_{n+j}(t) - E_n(t)\| & \leq \sum_{i=n+1}^{n+j} T_i^j = \frac{T_{n+1}^n - T_{n+k+1}^n}{1 - T_2} \\
\|I_{n_s}(t) - S_n(t)\| & \leq \sum_{i=n+1}^{n+j} T_i^j = \frac{T_{n+1}^n - T_{n+k+1}^n}{1 - T_3} \\
\|I_{n_s}(t) - S_n(t)\| & \leq \sum_{i=n+1}^{n+j} T_i^j = \frac{T_{n+1}^n - T_{n+k+1}^n}{1 - T_4} \\
\|Q_{n+j}(t) - Q_n(t)\| & \leq \sum_{i=n+1}^{n+j} T_i^j = \frac{T_{n+1}^n - T_{n+k+1}^n}{1 - T_5} \\
\|V_{n+j}(t) - V_n(t)\| & \leq \sum_{i=n+1}^{n+j} T_i^j = \frac{T_{n+1}^n - T_{n+k+1}^n}{1 - T_6} \\
\|R_{n+j}(t) - R_n(t)\| & \leq \sum_{i=n+1}^{n+j} T_i^j = \frac{T_{n+1}^n - T_{n+k+1}^n}{1 - T_7} \\
\end{align*}
\]
Where \( T_i = \frac{1 - \psi}{B(\psi)} d_i + \frac{\psi}{\Gamma(\psi)} b^\psi d_i \leq 1 \). Hence there exists unique solution for system (1)

### 2.3 Hyers–Ulam Stability

**Definition 4**

The ABC fractional system given by equation (9) is said to be Hyers Ulam stable if for every \( \lambda_i > 0, i \in \mathbb{N} \) there exists constants \( h_i > 0, i \in \mathbb{N} \) satisfying:

\[
\begin{align*}
S(t) &- \frac{1 - \psi}{B(\psi)} \Phi_1(\psi, t, S(t)) + \frac{\psi}{\Gamma(\psi)} \times \int_0^t (t - \tau)^{\psi-1} \Phi_1(\psi, \tau, S(\tau)) d\tau \leq \lambda_1, \\
E(t) &- \frac{1 - \psi}{B(\psi)} \Phi_2(\psi, t, E(t)) + \frac{\psi}{\Gamma(\psi)} \times \int_0^t (t - \tau)^{\psi-1} \Phi_2(\psi, \tau, E(\tau)) d\tau \leq \lambda_2, \\
I_A(t) &- \frac{1 - \psi}{B(\psi)} \Phi_3(\psi, t, I_A(t)) + \frac{\psi}{\Gamma(\psi)} \times \int_0^t (t - \tau)^{\psi-1} \Phi_3(\psi, \tau, I_A(\tau)) d\tau \leq \lambda_3, \\
I_S(t) &- \frac{1 - \psi}{B(\psi)} \Phi_4(\psi, t, I_S(t)) + \frac{\psi}{\Gamma(\psi)} \times \int_0^t (t - \tau)^{\psi-1} \Phi_4(\psi, \tau, I_S(\tau)) d\tau \leq \lambda_4, \\
Q(t) &- \frac{1 - \psi}{B(\psi)} \Phi_5(\psi, t, Q(t)) + \frac{\psi}{\Gamma(\psi)} \times \int_0^t (t - \tau)^{\psi-1} \Phi_5(\psi, \tau, Q(\tau)) d\tau \leq \lambda_5, \\
V(t) &- \frac{1 - \psi}{B(\psi)} \Phi_6(\psi, t, V(t)) + \frac{\psi}{\Gamma(\psi)} \times \int_0^t (t - \tau)^{\psi-1} \Phi_6(\psi, \tau, V(\tau)) d\tau \leq \lambda_6, \\
R(t) &- \frac{1 - \psi}{B(\psi)} \Phi_7(\psi, t, R(t)) + \frac{\psi}{\Gamma(\psi)} \times \int_0^t (t - \tau)^{\psi-1} \Phi_7(\psi, \tau, R(\tau)) d\tau \leq \lambda_7,
\end{align*}
\]

And there exist \( \{S(t), E(t), S(t), I_S(t), I_A(t), Q(t), R(t)\} \) where
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\[
\begin{align*}
\dot{S}(t) &= \frac{1 - \psi}{B(\psi)} \Phi_1(\psi, t, S(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t - \tau) \Phi_1(\psi, \tau, \dot{S}(\tau)) d\tau \\
\dot{E}(t) &= \frac{1 - \psi}{B(\psi)} \Phi_2(\psi, t, E(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t - \tau) \Phi_2(\psi, \tau, \dot{E}(\tau)) d\tau \\
\dot{I}_A(t) &= \frac{1 - \psi}{B(\psi)} \Phi_3(\psi, t, I_A(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t - \tau) \Phi_3(\psi, \tau, \dot{I}_A(\tau)) d\tau \\
\dot{I}_S(t) &= \frac{1 - \psi}{B(\psi)} \Phi_4(\psi, t, I_S(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t - \tau) \Phi_4(\psi, \tau, \dot{I}_S(\tau)) d\tau \\
\dot{Q}(t) &= \frac{1 - \psi}{B(\psi)} \Phi_5(\psi, t, Q(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t - \tau) \Phi_5(\psi, \tau, \dot{Q}(\tau)) d\tau \\
\dot{V}(t) &= \frac{1 - \psi}{B(\psi)} \Phi_6(\psi, t, V(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t - \tau) \Phi_6(\psi, \tau, \dot{V}(\tau)) d\tau \\
\dot{R}(t) &= \frac{1 - \psi}{B(\psi)} \Phi_7(\psi, t, R(t)) + \frac{\psi}{B(\psi) \Gamma(\psi)} \int_0^t (t - \tau) \Phi_7(\psi, \tau, \dot{R}(\tau)) d\tau
\end{align*}
\]

Such that
\[
\begin{align*}
\left| S(t) - \dot{S}(t) \right| &\leq \xi_1 \kappa_1, \left| E(t) - \dot{E}(t) \right| \leq \xi_2 \kappa_2, \left| I_A(t) - \dot{I}_A(t) \right| \leq \xi_3 \kappa_3, \left| I_S(t) - \dot{I}_S(t) \right| \leq \xi_4 \kappa_4, \\
\left| Q(t) - \dot{Q}(t) \right| &\leq \xi_5 \kappa_5, \left| V(t) - \dot{V}(t) \right| \leq \xi_6 \kappa_6, \left| R(t) - \dot{R}(t) \right| \leq \xi_7 \kappa_7
\end{align*}
\]

3 Model Analyses

This section looks at the steady state of system (1). We have the disease –free steady state and the endemic steady state. The disease – free equilibrium is the steady state solution where there is no infection in the population. The disease – free equilibrium \( (E_0) \) is given as

\[
E_0 = (S^0, E^0, I_A^0, I_S^0, Q^0, V^0, R^0) = \left( \frac{\Omega^\psi (\Gamma^\psi + \mu^\psi (1 - \eta^\psi))}{\mu^\psi (\mu^\psi + \Gamma^\psi)} , 0, 0, 0, 0, 0, 0 \right)
\]
3.1 Basic Reproductive Number

We now calculate the basic reproductive number \((R_0)\) of system (1). The basic reproductive number is the number of secondary cases produced, in a totally susceptible population, by a single infective individual during the time span of the infection [24]. Using the next generation operator method [24], denote \(F\) and \(V\), respectively, as matrices for the new infections generated and the transition terms we obtain

\[
F = \begin{bmatrix}
0 & \beta^v S^0 & \beta^v S^0 & 0 \\
(1-\alpha^v)\phi^v & 0 & 0 & 0 \\
\alpha^v \phi^v & 0 & 0 & 0 \\
0 & \rho^v & \tau^v & 0 
\end{bmatrix},
\]

\[
V = \begin{bmatrix}
\phi^v + \mu^v & 0 & 0 & 0 \\
0 & \rho^v + \sigma^v + \mu^v + \delta^v & 0 & 0 \\
0 & 0 & \theta^v + \tau^v + \mu^v + \delta^v & 0 \\
0 & 0 & 0 & \gamma^v + \mu^v + \delta^v 
\end{bmatrix}
\]

\[
V^{-1} = \begin{bmatrix}
\frac{1}{(\phi^v + \mu^v)} & 0 & 0 & 0 \\
0 & \frac{1}{(\rho^v + \sigma^v + \mu^v + \delta^v)} & 0 & 0 \\
0 & 0 & \frac{1}{(\theta^v + \tau^v + \mu^v + \delta^v)} & 0 \\
0 & 0 & 0 & \frac{1}{(\gamma^v + \mu^v + \delta^v)} 
\end{bmatrix}
\]

Now the basic reproductive number is given as the spectra radius of the matrix \(FV^{-1}\).

\(R_0 = R_1 + R_2\), where

\[
R_1 = \frac{\beta^v \Omega^v (\Gamma^v + \mu^v (1-\eta^v))}{\mu^v (\mu^v + \Gamma^v)(\rho^v + \sigma^v + \mu^v + \delta^v)} \quad \text{and} \quad R_2 = \frac{\beta^v \Omega^v (\Gamma^v + \mu^v (1-\eta^v))}{\mu^v (\mu^v + \Gamma^v)(\theta^v + \tau^v + \mu^v + \delta^v)}
\]
Represents the reproduction number for system (1)

3.2 Endemic Steady States

The endemic equilibrium of system (1) is represented by $E^* = (S^*, E^*, V^*, I_A^*, I_S^*, Q^*, R^*)$

Where

$$\begin{align*}
S^* &= \frac{(1 - \eta^w) \Omega^v + \Gamma^v V^*}{\beta^w (I_A^* + I_S^*) + \mu^v}, \quad E^* = \frac{\beta^w S^* (I_A^* + I_S^*)}{\phi^v + \mu^v}, \quad I_A^* = \frac{(1 - \alpha^v) \phi E^*}{\rho^v + \sigma^v + \mu^v + \delta^v}, \\
I_S^* &= \frac{\alpha^v \phi^v E^*}{\rho^v + \sigma^v + \mu^v + \delta^v}, \quad Q^* = \frac{\eta^w \Omega^v}{\gamma^v + \mu^v + \delta^v}, \quad V^* = \frac{\eta^w \Omega^v}{\Gamma^v + \mu^v}, \quad R^* = \frac{\theta^v I_S^* + \sigma^v I_A^* + \gamma^v Q^*}{\mu^v}.
\end{align*}$$

4 Stability Analysis of the model

The necessary conditions for the local stability of the disease –free and endemic equilibrium are established in this section.

4.1 Local Stability of the Disease – free Equilibrium

**Theorem 3:** The disease-free equilibrium is locally asymptotically stable if $R_o < 1$.

Proof:

The Jacobian matrix of system (1) is given as

$$J = \begin{pmatrix}
-\mu^v & 0 & -\beta^w S & -\beta^v S & 0 & \Gamma^v & 0 \\
\beta^w (I_A^* + I_S^*) - (\phi^v + \mu^v) & \beta^w S & \beta^v S & 0 & 0 & 0 \\
0 & (1 - \alpha^v) \phi^v & -(\rho^v + \sigma^v + \mu^v + \delta^v) & 0 & 0 & 0 \\
0 & \alpha^v \phi^v & 0 & -(\theta^v + \tau^v + \mu^v + \delta^v) & 0 & 0 & 0 \\
0 & 0 & \rho^v & \tau^v & -(\gamma^v + \mu^v + \delta^v) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -(\Gamma^v + \mu^v) & 0 \\
0 & 0 & \sigma^v & \theta^v & \gamma^v & 0 & -\mu^v
\end{pmatrix}$$

The Jacobian matrix evaluated at the disease-free equilibrium point is given as
Theorem 4: The disease-free equilibrium of system (1) is globally asymptotically stable if \( R_o < 1 \) and the following conditions are satisfied.

4.2 Global Stability of the Disease – free Equilibrium Point
1. \( \frac{dV}{dt} = P(V,0) = 0 \)

2. \( P = (V,F) = AV - T(V,F) \geq 0 \)

**Proof:**

We apply the theorem in [8]. We start by dividing system (1) into two submodels, namely, the infectious class and noninfectious class. We denote the infectious class by \( V \) and the noninfectious class by \( F \). The variable \( V \) and \( F \) are written as \( V = (E,I_A,I_S,Q) \in R_+^4 \) and \( F = (S,V,R) \in R_+^3 \). The system (1) can now be written as

\[
\frac{dV}{dt} = P(V,F), \quad \frac{dF}{dt} = T(V,F) \tag{31}
\]

The two valued function \( P(V,F) \) and \( T(V,F) \) are given by

\[
P(V,F) = \begin{cases} 
\beta^v (I_A + I_S)S - (\phi^v + \mu^v)E \\
(1-\alpha^v)\phi^v E - (\rho^v + \sigma^v + \mu^v + \delta^v)I_A \\
\alpha^v \phi^v E - (\theta^v + \tau^v + \mu^v + \delta^v)I_S \\
\rho^v I_A + \tau^v I_S - (\gamma^v + \mu^v + \delta^v)Q 
\end{cases} \quad \text{and} \quad
T(V,F) = \begin{cases} 
(1-\eta^v)\Omega^v + \Gamma^vV - \beta^v (I_A + I_S)S - \mu^v S \\
\eta^v \Omega^v - (\Gamma^v + \mu^v) V \\
\theta^v I_S + \sigma^v I_A + \gamma^v Q - \mu^v R 
\end{cases} \tag{32}
\]

The reduce form of the system \( \frac{dF}{dt} = T(F,0) \) is given as

\[
\frac{dS}{dt} = (1-\mu^v)\Omega^v + \Gamma^vV - \mu^v S, \\
\frac{dV}{dt} = \eta^v \Omega^v - (\Gamma^v + \mu^v) V, \tag{33} \\
\frac{dR}{dt} = -\mu^v R,
\]

\( F^* = (S^*,V^*,R^*) = \left( \frac{(1-\eta^v)\Omega^v + \Gamma^vV^*}{\mu^v}, \frac{\eta^v \Omega^v}{\Gamma^v + \mu^v}, 0 \right) \) is a globally asymptotically stable equilibrium point for the reduce system \( \frac{dF}{dt} = T(F,0) \).
Solving the third equation of system (33) gives \( R(t) = R(0)e^{-\mu^v(t)} \to 0 \) as \( t \to \infty \). Solving the second equation of system (33) gives \( V(t) = \frac{\eta^v \Omega^v}{\Gamma^v + \mu^v} + V(0)e^{-(\Gamma^v + \mu^v)t} \to \frac{\eta^v \Omega^v}{\Gamma^v + \mu^v} \) as \( t \to \infty \).

Solving the first equation of system (33) gives

\[
S(t) = \frac{1}{\mu^v} \left(1 - \mu^v \right) \Omega^v + \Gamma \left( \frac{\eta^v \Omega^v}{\Gamma^v + \mu^v} + V(0)e^{-(\Gamma^v + \mu^v)t} \right) \] 

\[
= S(0) e^{-\mu^v(t)} \to \frac{1}{\mu^v} \left(1 - \mu^v \right) \Omega^v + \Gamma \left( \frac{\eta^v \Omega^v}{\Gamma^v + \mu^v} \right)
\]

as \( t \to \infty \).

Hence, the convergence of system (1) is global in \( \Psi \). \( P = (V, F) \), satisfies the following conditions given in [8].

3. \( \frac{dV}{dt} = P(V, 0) = 0 \)

4. \( P = (V, F) = AV - T(V, F) \geq 0 \)

Where \( A = \Phi_v P(V, 0) = \)

\[
\begin{pmatrix}
- (\varphi^v + \mu^v) E \\
(1 - \alpha^v) \varphi^v E - (\rho^v + \sigma^v + \mu^v + \delta^v) I_A \\
\alpha^v \varphi^v E - (\theta^v + \tau^v + \mu^v + \delta^v) I_S \\
\rho^v I_A + \tau^v I_S - (\gamma^v + \mu^v + \delta^v) Q
\end{pmatrix}
\]
satisfy the conditions above.

### 4.3 Local Stability of the Endemic Equilibrium

**Theorem 5.** If \( R_o > 1 \), then the pandemic equilibrium \( (E^*) \) is locally asymptotically stable.

**Proof:**

The Jacobian matrix of system (1) evaluated at the endemic equilibrium point is given as
The first three eigenvalues can be obtained from the fifth, sixth, and seventh columns which are; 
\(- (\gamma + \mu + \delta), \quad -(\Gamma + \mu) \quad \text{and} \quad -\mu \). The rest of the eigenvalues are obtained from system (35) by excluding the fifth, sixth and seventh rows and columns of system (34). Hence we have

\[
J_{\xi} = \begin{pmatrix}
\begin{array}{cccccc}
-\mu^\nu & 0 & -\beta^\nu S^\nu & -\beta^\nu S^\nu & 0 & \Gamma & 0 \\
\beta^\nu \left( I_1 + I_3 \right) & -(\phi^\nu + \mu^\nu) & \beta^\nu S^\nu & \beta^\nu S^\nu & 0 & 0 & 0 \\
0 & (1 - \alpha^\nu) \phi^\nu & -(\rho^\nu + \sigma^\nu + \mu^\nu + \delta^\nu) & 0 & 0 & 0 & 0 \\
0 & \alpha^\nu \phi^\nu & 0 & -(\theta^\nu + \tau^\nu + \mu^\nu + \delta^\nu) & 0 & 0 & 0 \\
0 & 0 & \rho & \tau^\nu & -\left( \gamma^\nu + \mu^\nu + \delta^\nu \right) & 0 & 0 \\
0 & 0 & 0 & \theta & \gamma & 0 & -\mu^\nu \\
0 & 0 & \sigma & \theta & \gamma & 0 & \mu^\nu \\
\end{array}
\end{pmatrix}
\]

The characteristic equation of system (35) is given as

\[
\lambda^4 + B_1 \lambda^3 + B_2 \lambda^2 + B_3 \lambda + B_4 = 0 
\]

Where

\[
B_1 = \mu^\nu + J_{22} + J_{33} + J_{44}
\]

\[
B_2 = \mu^\nu \left[ J_{22} + J_{33} + J_{44} \right] + J_{22} \left[ J_{33} + J_{44} \right] - \beta^\nu S^\nu \left( J_{32} + \alpha^\nu \phi^\nu \right) + J_{33} J_{44}
\]

\[
B_3 = \mu^\nu J_{33} \left( J_{44} + J_{22} \right) - \mu^\nu J_{32} \beta^\nu S^\nu + \mu^\nu J_{22} J_{44} - \mu^\nu \alpha^\nu \phi^\nu \beta^\nu S^\nu + \beta^\nu \left( I_1^* + I_3^* \right) S^\nu \left( J_{32} + \alpha^\nu \phi^\nu \right) + A
\]

\[
B_4 = \mu^\nu J_{44} \left( J_{22} J_{33} - J_{32} \beta^\nu S^\nu \right) + \alpha^\nu \phi^\nu \beta^\nu S^\nu \left( J_{33} \left( \beta^\nu - \mu^\nu \right) + \beta^\nu \left( I_1^* + I_3^* \right) S^\nu \right) J_{32} J_{44}
\]

\[
J_{22} = \phi^\nu + \mu^\nu, \quad J_{33} = \rho^\nu + \sigma^\nu + \mu^\nu + \delta^\nu, \quad J_{44} = \theta^\nu + \tau^\nu + \mu^\nu + \delta^\nu, \quad J_{32} = \left( 1 - \alpha^\nu \right) \phi^\nu
\]

\[
A = J_{44} \left( J_{22} J_{33} - J_{32} \beta^\nu S^\nu - \alpha^\nu \phi^\nu J_{33} \beta^\nu S^\nu \right)
\]

From Routh- Hurwitz stability criterion, if the conditions \( B_1 > 0, B_3 > 0, B_4 > 0 \) and \( B_1 B_2 B_3 > B_2^2 + B_4^2 \) are satisfied, then the characteristic equation above has negative real parts and hence a stable equilibrium.
5 Numerical Scheme of the Fractional Derivative

Let us consider the first equation of system (1)

\[ ^{ABC}D_{0,t}^\alpha [S(t)] = r(t, S(t)), \quad S(0) = S_o \quad (37) \]

Applying the fundamental theorem of fractional calculus to equation (37), we obtain

\[ S(t) - S(0) = \frac{1-\psi}{B(\psi)} r(t, S(t)) + \frac{\psi}{\Gamma(\psi)B(\psi)} \int_0^t g(\tau, S(\tau))(t - \tau)^{\psi - 1} d\tau \quad (38) \]

Where \( B(\psi) = 1 - \psi + \frac{\psi}{\Gamma(\psi)} \) is a normalised function and at \( t_{n+1} \) we have,

\[ S_{n+1} = S_o + \frac{(1-\psi)\Gamma(\psi)}{(1-\psi)\Gamma(\psi) + \psi} r(t_n, S(t_n)) + \frac{\psi}{\Gamma(\psi) + \psi(1-\Gamma(\psi))} \sum_{m=0}^{n} h \times (t_{n+1} - \tau)^{\psi - 1}. \quad (39) \]

Implementing two-step Lagrange’s interpolation polynomial on the interval \([t_n, t_{n+1}]\) [21], we have

\[ Y = \frac{g(t_m, S_m)}{h} (\tau - t_{m-1}) - \frac{r(t_{m-1}, S_{m-1})}{h} (\tau - t_m) \quad (40) \]

Equation (40) is replaced with equation (39) and by performing the steps given in [21], we obtain

\[ S(t_{n+1}) = S(t_n) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, S(t_n)) + \frac{1}{(\psi + 1)\Gamma(\psi) + \psi} \sum_{m=0}^{n} h^\psi r(t_m, S(t_m))(n+1-m)^\psi \]
\[ \times (n+m+2+p) - (n+m)^\psi (n+m+2+2p) - h^\psi r(t_{m-1}, S(t_{m-1}))(n+1-m)^{\psi+1}(n+m+2+p) \]
\[ - (n+m)^\psi (n+m+1+p) \quad (41) \]

To obtain high stability, we replace the step size \( h \) in equation (41) with \( \phi(h) \) such that \( \phi(h) = h + O(h^2), \quad 0 < \phi(h) \leq 1 \) [17].

The new scheme which is called the nonstandard two –step Lagrange interpolation method (NS2LIM) is given as:
\[ S(t_{n+1}) = S(t_0) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, S(t_n)) + \frac{1}{(\psi + 1)(1-\psi)\Gamma(\psi) + \psi} \sum_{m=0}^{n} \phi(m)\psi r(t_n, S(t_m))(n+1-m)^\psi \\
\times (n-m+2+\psi) - (n-m)^\psi (n-m+2+2\psi) - \phi(h)^\psi r(t_{m-1}, S(t_{m-1}))(n+1-m)^{\psi+1} (n-m+2+\psi) \\
- (n-m)^\psi (n-m+1+\psi) \tag{42} \]

Similarly,

\[ E(t_{n+1}) = E(t_0) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, E(t_n)) + \frac{1}{(\psi + 1)(1-\psi)\Gamma(\psi) + \psi} \sum_{m=0}^{n} \phi(m)\psi r(t_n, E(t_m))(n+1-m)^\psi \\
\times (n-m+2+\psi) - (n-m)^\psi (n-m+2+2\psi) - \phi(h)^\psi r(t_{m-1}, E(t_{m-1}))(n+1-m)^{\psi+1} (n-m+2+\psi) \\
- (n-m)^\psi (n-m+1+\psi) \tag{43} \]

\[ I_A(t_{n+1}) = I_A(t_0) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, I_A(t_n)) + \frac{1}{(\psi + 1)(1-\psi)\Gamma(\psi) + \psi} \sum_{m=0}^{n} \phi(m)\psi r(t_n, I_A(t_m))(n+1-m)^\psi \\
\times (n-m+2+\psi) - (n-m)^\psi (n-m+2+2\psi) - \phi(h)^\psi r(t_{m-1}, I_A(t_{m-1}))(n+1-m)^{\psi+1} (n-m+2+\psi) \\
- (n-m)^\psi (n-m+1+\psi) \]

\[ I_S(t_{n+1}) = I_S(t_0) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, I_S(t_n)) + \frac{1}{(\psi + 1)(1-\psi)\Gamma(\psi) + \psi} \sum_{m=0}^{n} \phi(m)\psi r(t_n, I_S(t_m))(n+1-m)^\psi \\
\times (n-m+2+\psi) - (n-m)^\psi (n-m+2+2\psi) - \phi(h)^\psi r(t_{m-1}, I_S(t_{m-1}))(n+1-m)^{\psi+1} (n-m+2+\psi) \\
- (n-m)^\psi (n-m+1+\psi) \]

\[ Q(t_{n+1}) = Q(t_0) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, Q(t_n)) + \frac{1}{(\psi + 1)(1-\psi)\Gamma(\psi) + \psi} \sum_{m=0}^{n} \phi(m)\psi r(t_n, Q(t_m))(n+1-m)^\psi \\
\times (n-m+2+\psi) - (n-m)^\psi (n-m+2+2\psi) - \phi(h)^\psi r(t_{m-1}, Q(t_{m-1}))(n+1-m)^{\psi+1} (n-m+2+\psi) \\
- (n-m)^\psi (n-m+1+\psi) \]

\[ V(t_{n+1}) = V(t_0) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, V(t_n)) + \frac{1}{(\psi + 1)(1-\psi)\Gamma(\psi) + \psi} \sum_{m=0}^{n} \phi(m)\psi r(t_n, V(t_m))(n+1-m)^\psi \\
\times (n-m+2+\psi) - (n-m)^\psi (n-m+2+2\psi) - \phi(h)^\psi r(t_{m-1}, V(t_{m-1}))(n+1-m)^{\psi+1} (n-m+2+\psi) \\
- (n-m)^\psi (n-m+1+\psi) \]

\[ R(t_{n+1}) = R(t_0) + \frac{\Gamma(\psi)(1-\psi)}{\Gamma(\psi)(1-\psi) + \psi} r(t_n, R(t_n)) + \frac{1}{(\psi + 1)(1-\psi)\Gamma(\psi) + \psi} \sum_{m=0}^{n} \phi(m)\psi r(t_n, R(t_m))(n+1-m)^\psi \\
\times (n-m+2+\psi) - (n-m)^\psi (n-m+2+2\psi) - \phi(h)^\psi r(t_{m-1}, R(t_{m-1}))(n+1-m)^{\psi+1} (n-m+2+\psi) \\
- (n-m)^\psi (n-m+1+\psi) \]

6 Numerical Simulation

In this section, we validate the COVID-19 model by using COVID-19 confirmed cases data from Ghana Health Service for the period March – September, 2020 [12]. We also estimate
the parameters of the COVID-19 model and test the effect of the fractional order derivative on the various classes of the model. After formulating a model, one important thing is to validate the model to see if it will stand the test of time. Model validation is the process of determining the degree to which a mathematical model is an accurate representation of the available data. Using matlab gaussfit, the cumulative data of confirmed COVID-19 cases for the period March – September, 2020 is depicted in Fig. 3. And Fig.4 shows the residuals of the best fitted curve. The parameter values is given in Table 1

| Parameter | Description | Value | Source |
|-----------|-------------|-------|--------|
| $\Omega^\nu$ | Recruitment rate | 29.08 | [15] |
| $\beta^\nu$ | Transmission rate | 0.9 | Estimated |
| $\phi^\nu$ | The rate at which exposed individuals become infectious | 0.021199 | Assumed |
| $\mu$ | Natural death rate | 0.4252912 × 10^{-4} | Estimated |
| $\delta^\nu$ | Disease-induced death rate | 1.6728 × 10^{-5} | [2] |
| $\theta^\nu$ | Recovery rate of symptomatic individuals | 1/14 | [4] |
| $\Gamma^\nu$ | Rate at which vaccinated individuals lose their immunity | 1.52 × 10^{-7} | Assumed |
| $\sigma^\nu$ | Recovery rate of asymptomatic individuals | 0.25 | Assumed |
| $\gamma^\nu$ | Recovery rate of quarantine individuals | 1/14 | Assumed |
| $\tau^\nu$ | Rate at which symptomatic individuals move to the quarantine class | 0.01 | [4] |
| $\rho^\nu$ | Rate at which asymptomatic individuals move to the quarantine class | 1.026 × 10^{-7} | Assumed |
| $\eta^\nu$ | Rate at which susceptible individuals are vaccinated | 0.0269 | [25] |
Fig. 3: Cumulative cases of Ghana’s COVID-19 from March to September, 2020 with the best fitted curve.

Fig. 4: Residuals for the best fitted curve.
Given the initial conditions \( S(0) = 30800000, E(0) = 100, I_A(0) = 100, I_S(0) = 100 \), \( Q(0) = 0, V(t) = 0 \) and \( R(t) = 0 \). The simulation is displayed in Figures 5 – 11, where Fig.5 -11 depicts the behaviour of the susceptible, exposed, asymptomatic, symptomatic, quarantine, vaccinated and recovered individuals respectively.

![Graph showing behaviour of susceptible individuals](image)

Fig. 5: Behaviour of the susceptible individuals at different values of \( \psi \).
Fig. 6: Behaviour of the exposed individuals at different values of $\psi$.

Fig. 7: Behaviour of the asymptomatic at different values of $\psi$. 
Fig. 8: Behaviour of the symptomatic at different values of $\psi$.

Fig. 9: Behaviour of the quarantine at different values of $\psi$. 
**Fig. 10**: Behaviour of the vaccinated individuals at different values of $\psi$.

**Fig. 11**: Behaviour of the recovered individuals at different values of $\psi$. 
Fig. 5 depicts the behavior of the susceptible individuals for integer and non-integer values of $\nu$. The number of the susceptible individuals reduces as the fractional order derivative $(\nu)$ decreases from 1.0 to 0.55 within 200 days. Figs. 6 – 11 depict the behavior of the exposed, asymptomatic, symptomatic, quarantined and recovered individuals for integer and non-integer values of $\nu$. The number of exposed individuals increases as the fractional order derivative $\nu$ increases from 0.55 to 1.0 within 200 days. The number of asymptomatic, symptomatic, and quarantine individuals increases as the fractional order derivative increases from 0.55 to 1.0 within the 200-day period.

7 Fractional Optimal Control Problem

We add two control functions, $u_1$ and $u_2$ into the system (1). Where control $u_1$ and $u_2$ are social distancing and vaccination respectively. We include the time-dependent controls into system (1) and we have

$$\begin{align*}
ABC D^\nu_{0,t} [S(t)] &= (1-\eta^\nu) \Omega^\nu + \Gamma^\nu V - (1-u_1) \beta^\nu \frac{S(I_A + I_S)}{N} - \mu^\nu S - u_2 S \\
ABC D^\nu_{0,t} [E(t)] &= (1-u_1) \beta^\nu \frac{S(I_A + I_S)}{N} - (\phi^\nu + \mu^\nu) E \\
ABC D^\nu_{0,t} [I_A(t)] &= (1-\alpha^\nu) \phi^\nu E - (\rho^\nu + \sigma^\nu + \mu^\nu + \delta^\nu) I_A \\
ABC D^\nu_{0,t} [I_S(t)] &= \alpha^\nu \phi^\nu E - (\theta^\nu + \tau^\nu + \mu^\nu + \delta^\nu) I_S \\
ABC D^\nu_{0,t} [Q(t)] &= \rho^\nu I_A + \tau^\nu I_S - (\gamma^\nu + \mu^\nu + \delta^\nu) Q \\
ABC D^\nu_{0,t} [V(t)] &= \eta^\nu \Omega^\nu - (\Gamma^\nu + \mu^\nu) V + u_2 S \\
ABC D^\nu_{0,t} [R(t)] &= \theta^\nu I_A + \sigma^\nu I_A + \gamma^\nu Q - \mu^\nu R \\
S(t) &\geq 0, E(t) \geq 0, I_A(t) \geq 0, I_S(t) \geq 0, Q(t) \geq 0, R(t) \geq 0
\end{align*}$$

The objective function for fixed time $t_f$ is given as

$$J(u_1, u_2) = \int_0^{t_f} \left[ G_1 S(t) + G_2 E(t) + G_3 I_A(t) + G_4 I_S(t) + G_5 Q(t) + \frac{1}{2} (T_1 u_1^2 + T_2 u_2^2) \right] dt$$

(44)
Where $T_1$ and $T_2$ are the measure of relative cost of interventions associated with the controls $u_1$ and $u_2$. We find optimal controls $u_1$ and $u_2$ that minimizes the cost function

$$J(u_1, u_2, u_3) = \int_0^{t_f} \xi(S, E, I_A, I_S, Q, V, R) dt$$

(45)

Subject to the constraint

$$D_{0+}^{\alpha_1}[S(t)] = \xi_1, D_{0+}^{\alpha_2}[E(t)] = \xi_2, D_{0+}^{\alpha_3}[I_A(t)] = \xi_3, D_{0+}^{\alpha_4}[I_S(t)] = \xi_4, D_{0+}^{\alpha_5}[Q(t)] = \xi_5, D_{0+}^{\alpha_6}[V(t)] = \xi_6, D_{0+}^{\alpha_7}[R(t)] = \xi_7$$

(46)

Where $\xi_i = \xi(S, E, I_A, I_S, Q, V, R), i = 1, 2, 3, \ldots, 7, \Phi = (u_1, u_2) | u_i$ is a Lebesgue measurable on $[0,1]$ such that $0 \leq (u_1, u_2) \leq 1, \forall t \in [0, t_f]$, where $t_f$ is the final time and with initial conditions

$$S(0) = S_0, E(0) = E_0, I_A(0) = I_{A0}, I_S(0) = I_{S0}, Q(0) = Q_0, V(0) = V_0, R(0) = R_0.$$

To define the fractional optimal control, we consider the following modified cost function [22]:

$$J = \int_0^{t_f} H_{\psi}(S, E, I_A, I_S, Q, V, R, u_j, t) - \sum_{i=1}^{7} \lambda_i \xi_i(S, E, I_A, I_S, Q, V, R, u_j, t) dt$$

(47)

Where $i = 1, \ldots, 7$ and $j = 1, 2, 3$.

For the fractional optimal control, the Hamiltonian is

$$H_{\psi}(S, E, I_A, I_S, Q, V, R, u_j, t) = v(S, E, I_A, I_S, Q, V, R, u_j, t) + \sum_{i=1}^{7} \lambda_i \xi_i(S, E, I_A, I_S, Q, V, R, u_j, t)$$

(48)

Where $i = 1, \ldots, 7$ and $j = 1, 2, 3$. The following are essential for the formulation of the fractional optimal control [22].
\[ \begin{align*}
ABC D_{0,j}^\nu \Lambda_S &= \frac{\partial H}{\partial \Lambda_S},
ABC D_{0,j}^\nu \Lambda_E &= \frac{\partial H}{\partial \Lambda_E},
ABC D_{0,j}^\nu I_A &= \frac{\partial H}{\partial I_A},
ABC D_{0,j}^\nu I_S &= \frac{\partial H}{\partial I_S},
ABC D_{0,j}^\nu \Lambda_Q &= \frac{\partial H}{\partial \Lambda_Q},
\end{align*} \]

(48)

Moreover,

\[ 0 = \frac{\partial H}{\partial u_i}, \]

(49)

Moreover,

\[ \Lambda_S(t_f) = \Lambda_E(t_f) = \Lambda_{I_A}(t_f) = \Lambda_{I_S}(t_f) = \Lambda_Q(t_f) = \Lambda_V(t_f) = \Lambda_R(t_f) = 0 \]

(50)

are the Lagrange multipliers. Equation (48) and (49) provides the necessary conditions for the fractional optimal control in terms of the Hamiltonian for the optimal control problem defined above. The Hamiltonian, H, defined by

\[ H = k_1S^* + k_2E^* + k_3I_A^* + k_4I_S^* + k_5Q^* + \frac{1}{2}(T_1u_1^2 + T_2u_2^2) \]

(51)

\[ + {\ ABC \ D}_{0,j}^\nu \Lambda_S + {\ ABC \ D}_{0,j}^\nu \Lambda_E + {\ ABC \ D}_{0,j}^\nu I_A + {\ ABC \ D}_{0,j}^\nu I_S + {\ ABC \ D}_{0,j}^\nu \Lambda_Q + {\ ABC \ D}_{0,j}^\nu \Lambda_V + {\ ABC \ D}_{0,j}^\nu \Lambda_R \]

Theorem 6: Given an optimal control \((u_1^*, u_2^*) \in U\) and corresponding solution \(S^*, E^*, I_A^*, I_S^*, Q^*, V^*, R^*\) that minimizes \(J(u_1, u_2)\) over U. Furthermore, there exist adjoint variables \(\Lambda_S, \Lambda_E, \Lambda_{I_A}, \Lambda_{I_S}, \Lambda_Q, \Lambda_V, \Lambda_R\), satisfying

\[ - \frac{d\Lambda_i}{dt} = \frac{\partial H}{\partial i} \]

(52)
Where $\Lambda_S, \Lambda_E, \Lambda_{I_A}, \Lambda_{I_S}, \Lambda_Q, \Lambda_V, \Lambda_R$, with the transversality conditions

$$\Lambda_S(t_f) = \Lambda_E(t_f) = \Lambda_{I_A}(t_f) = \Lambda_{I_S}(t_f) = \Lambda_Q(t_f) = \Lambda_V(t_f) = \Lambda_R(t_f) = 0$$

(53)

**Proof:**

The differential equation characterized by the adjoint variables are obtained by considering the right hand side differentiation of system (51) determined at the optimal control. The adjoint equations derived are given as

$$
\begin{align*}
\text{ABC} \frac{\partial \Lambda_S}{\partial t} &= \beta^v (I_A - I_S)(1-u_1)[\Lambda_S - \Lambda_E] + (\mu^v + u_2)\Lambda_S + u_2\Lambda_V, \\
\text{ABC} \frac{\partial \Lambda_E}{\partial t} &= (\phi^v + \mu^v)\Lambda_E - (1-\alpha^v)\phi^v \Lambda_{I_A} - \alpha^v \phi^v \Lambda_{I_S}, \\
\text{ABC} \frac{\partial \Lambda_{I_A}}{\partial t} &= (\rho^v + \sigma^v + \mu^v + \delta^v)\Lambda_{I_A} + (1-u_1)\beta^v S\Lambda_S - \rho^v \Lambda_Q - \sigma^v \Lambda_R, \\
\text{ABC} \frac{\partial \Lambda_{I_S}}{\partial t} &= (\theta^v + \tau^v + \mu^v + \delta^v)\Lambda_{I_S} + (1-u_1)\beta^v S\Lambda_S - \tau^v \Lambda_Q - \theta^v \Lambda_R, \\
\text{ABC} \frac{\partial \Lambda_Q}{\partial t} &= (\gamma^v + \mu^v + \delta^v)\Lambda_Q - \gamma^v \Lambda_R, \\
\text{ABC} \frac{\partial \Lambda_V}{\partial t} &= -\Gamma^v \Lambda_S + (\Gamma^v + \mu^v)\Lambda_V, \\
\text{ABC} \frac{\partial \Lambda_R}{\partial t} &= \mu^v \Lambda_R
\end{align*}
$$

By obtaining the solution for $u_1^*$ and $u_2^*$ subject to the constraints, we have

$$
\begin{align*}
0 &= \frac{\partial H}{\partial u_1} = -T_1 u_1 + \beta^v S(I_A + I_S)[\Lambda_E - \Lambda_S], \\
0 &= \frac{\partial H}{\partial u_2} = -T_2 u_2 + S[\Lambda_S - \Lambda_V]
\end{align*}
$$

(55)

This gives

$$
\begin{align*}
u_1^* &= \min \left( 1, \max \left( 0, \frac{\beta^v S(I_A + I_S)[\Lambda_E - \Lambda_S]}{T_1} \right) \right), \\
u_2^* &= \min \left( 1, \max \left( \frac{S[\Lambda_S - \Lambda_V]}{T_2} \right) \right)
\end{align*}
$$

(56)
8 Numerical Simulation of the Optimal Control Model

In this section, we analyze the numerical behavior of the optimal control model. Using the parameter values given in Table 1, and the same initial conditions $S(0)=30,800000$, $E(0)=100$, $A(0)=100$, $Q(0)=100$, $V(0)=0$, $R(0)=0$,

8.1 Prevention Control ($u_1$)

we simulate the behavior of the compartments. Setting $u_1 = 0.25$, the results are displayed in Fig. 12 - 16

![Graph showing the behavior of the susceptible class with and without control](image)

Fig. 12: Behaviour of the susceptible class with and without control ($\psi = 1, u_1 = 0.25$)
Fig. 13: Behaviour of the exposed class with and with control \((\psi = 1, u_i = 0.25)\)

Fig. 14: Behaviour of the asymptomatic class with and without control \((\psi = 1, u_i = 0.25)\)
Fig. 15: Behaviour of the symptomatic class with and without control ($\psi = 1, u_1 = 0.25$)

Fig. 16: Behaviour of the quarantine class with and without control ($\psi = 1, u_1 = 0.25$)
Figs. 12 – 16 depicts the behaviour of the susceptible, exposed, asymptomatic, symptomatic and quarantine when the fractional derivative $\psi = 1$ and the control $u_1 = 0.25$. Fig. 12 depicts an increase in the number of susceptible individuals whilst there is a decline in the number of exposed, asymptomatic, symptomatic and quarantined individuals. Hence social distancing measures taken by the government rather increased the number of susceptible and also reduces infection.

### 8.2 Prevention Control $(u_2)$

We simulate the behaviour of the compartments. Setting $u_2 = 0.005$, the results are displayed in Figs. 17-21.

![Graph showing the behaviour of the susceptible with and without control](image)

**Fig. 17:** Behaviour of the susceptible with and without control ($\psi = 1, u_2 = 0.005$)
Fig. 18: Behaviour of the exposed with and without control ($\psi = 1, u_2 = 0.005$)

Fig. 19: Behaviour of the asymptomatic with and without control ($\psi = 1, u_2 = 0.005$)
Fig. 20: Behaviour of the symptomatic with and without control \((\psi=1, u_2 = 0.005)\)

Fig. 21: Behaviour of the quarantine with and without control \((\psi=1, u_2 = 0.005)\)
Figs. 17 – 21 depicts the behaviour of the the susceptible, exposed, asymptomatic, symptomatic and quarantine when the fractional derivative $\psi = 1$ and the control $u_2 = 0.005$. There is a decline in the number of susceptible, exposed, asymptomatic, symptomatic and quarantined individuals when there is a vaccination control.

9 Conclusion

In this study, a COVID-19 model has been examined using the fractional ABC operator in the Caputo sense. The basic properties of the model were examined. The equilibrium points of the model were found and stability analyses were carried out. The disease-free equilibrium was both locally and globally stable. The basic reproductive number of the model was determined. The existence and the uniqueness of solution are established along with Hyers –Ulam Stability. The numerical scheme for the operator was carried out to obtain a numerical simulation to support the analytical results. The proposed fractional – order can potentially describe more complex dynamics than the integer model and easily include memory effects present in many real – world phenomena. It was established that the fractional order derivatives could influence the behaviour of all classes in the COVID -19 disease model. The two preventive control measures suggest a reduction in total infections when there is social distancing and also vaccination, however, social distancing increases individuals’ susceptibility to COVID-19 disease whilst vaccination reduces the number of people susceptible to the disease.
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